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Abstract
In recent years, researchers have recognized the complexity of the interactions between the
ecological system and the economic development of human society. However, the
complicated relationships overwhelm traditional statistical procedures and require an
innovative approach to investigate their dynamics. We proposed this study to provide a
unique perspective in analyzing the long-term causal relationships between the grassland
productivity, climate change, and socioeconomic development of Inner Mongolia
Autonomous Region (IMAR) of China. Our attempt began with acquiring remotely sensed
satellite imagery, climatic variations, and aggregated annual reports of the socio-economy of
the IMAR in vegetation growing seasons for 15 years. The spatial and temporal
dissimilarities of the raw observations prevented us from exploiting the potential of this
valuable dataset; thus, we interpolated and extrapolated the data to generate a panel dataset
with consistent spatial and temporal resolutions. Then, we took another step to preprocess the
panel data by applying a signal filter to isolate the long-term trend of change from the interand intra-annual cyclic patterns and used the trends as the input for a panel data model.
The results from our statistical analysis indicated that the independent variables
explained the variations in the dependent variable extremely well, while the polynomial
terms of climatic variables were significant with limited marginal effect and most of the
climatic variables showed negative linear impact on the grassland productivity. In the
meantime, we found not all socioeconomic variables we attempted to include into the model
significantly affected grassland productivity, especially the variables describing the financial
status of the IMAR residents.
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Chapter 1. Introduction
Problem Statement
Concealed by annual cyclic patterns, the long-term coupled effects of climate changes
and human activities on grassland growth in Inner Mongolia of China are not understood.
Background
As defined by NASA (2016), climate change “is a change in the typical or average
weather of a region or city” (n.p.). Climate change could be a shift in a region's average
annual rainfall, or it could be global, affecting the earth's average temperature. Climate
change has been an ongoing process for centuries. One of the results of global climate change
is variations in temperature. For example, in a simulation conducted by Shukla, Nobre, and
Sellers (1990), the surface and soil temperature increased 1 °C to 3 °C in the Amazonian
forest as a result of deforestation. Based on research by Lim, Cai, Kalnay, and Zhou (2005),
the urban land type shows a positive impact on the surface warming process by 0.26 °C per
decade. As summarized by Solomon (2007), many researchers have recorded that the trend
of rising temperature has increased dramatically in recent years. The increasing trend is 0.063
C per decade from 1850 to 2005 for the land surface temperature of the northern hemisphere
(Brohan, Kennedy, Harris, Tett, & Jones, 2006). If measured from 1901, the trend becomes
0.089 C per decade, whereas this increasing trend has exacerbated significantly since the
late 20th century in which the average temperature increase is 0.328 C per decade from 1979
to 2005. The accelerated global and regional climate changing process impacts the ecological
and environmental settings of human civilization, such as the rise of sea level, variation in
patterns of atmospheric circulation, change of global mean precipitation, changes of climate
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zones of regions, deforestation of the Amazon rainforest, and the rise of carbon dioxide
percentage in the atmosphere (Solomon, 2007).
The grasslands, usually located between the arid and humid climate zones, cover
about one-quarter of the land surface on earth. Ecologically, grasslands play a critical role in
carbon storage, nitrogen fixation, and water and soil conservation (Gill et al., 2002; HussDanell, Chaia, & Carlsson, 2007). Economically, grasslands are used to produce animal
products, like milk and meat (Fu, Bo, Du, & Zheng, 2012). For the residents of the Inner
Mongolia Autonomous Region (IMAR) of China, the grassland located in the IMAR has
been their primary source of income and food for centuries. Traditionally, this area was used
for nomadic grazing for sheep, goats, horses, and cattle. Since the late 20th century, the
ecosystem of grasslands in China is facing critical challenges: degradation and desertification
caused by the coupled effects from accelerated social and economic development and
dramatic climate changes. However, our ability to understand the ecological consequences of
global or regional climate change and socioeconomic development is limited due to the
complexity of their interactions. For example, uncertainties are associated with predicting
climate change (Marin, 2010) and interactions between species, communities, and humans
(Hagerman, Dowlatabadi, Satterfield, & McDaniels, 2010).
China, the third largest country on earth, has a vast area of territory designated for
pastoral production. The six major pastoral regions, occupying over three million square
kilometers mainly of the steppe, stretch across northern China from Inner Mongolia on the
east to the Tarim Basin in Xinjiang on the west. These pastoral grasslands are mainly
distributed within the range of longitude 74E to 119E and 35N to 50N, affected by arid,
semi-arid, and sub-humid climates from west to east (Squres, Hua, Zhang, & Li, 2010). Its
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regional climate change has been noticed by different researchers. In Xie, Jia, Qin, Shen, and
Chang’s study (2016), they acquired both daily and monthly temperature and precipitation
data between 1982 and 2011 from 73 ground stations across the Loess Plateau of China,
using the China Meteorological Data Sharing Service System. Their analysis pointed out an
uprising trend over the past three decades in temperature by 0.05 C per year, while the
precipitation for the same period decreased by 0.72 mm annually, which was less statistically
significant than the temperature change. In a study conducted by Jiapaer, Liang, Yi, and Liu
(2015), they used monthly cumulative precipitation and mean temperature data covering the
Xinjiang province of China from 1982 to 2012. Their finding indicates that, though the
magnitude of temperature change slightly varied around 0.1 C/year across the studied
region, the increasing trend was consistent. The variation of precipitation demonstrates
significant spatial differences, ranging from 5.767 mm/year to -1.523 mm/year.
The IMAR, located in northern China, is strongly influenced by the Asian monsoon
climate with increasing precipitation from the southwest to the northeast. It has one of the
largest remaining natural grasslands in the world, covering an area of up to 791,000 square
kilometers (S. Li et al., 2013). The majority coverage of the IMAR is grassland, which is
primarily concentrated in the central part of the IMAR, while most of the forest is located in
the northeastern part, dominated by broad-leaf and needle-leaf forests, and cropland in the
southern and eastern regions (Li, Cui, Liu, Shi, & Qin, 2013). Traditionally, nomads owned
the grasslands of the IMAR for grazing activities. From the late 20th century, the
sustainability of grassland ecosystem has been challenged by severe degradation and
desertification. The grassland degradation process has been emphasized and studied by many
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domestic and international researchers in the past 50 years, and two leading causes of
grassland degradation have been asserted: climate changes and unsustainable consumption.
Global climate change is considered one of the primary factors that has influenced the
ecosystem of the grasslands (e.g., global warming, increased/decreased precipitation, and
extreme weather events; Crabbe, 2008; Kyselý, Beguerí
a, Beranová, Gaál, & López-Moreno,
2012; Piras, Mascaro, Deidda, & Vivoni, 2015; Naidu et al., 2011; Ribalaygua et al., 2013).
Affected by global climate variations in the past decades, the Mongolia Plateau is getting
warmer and drier. According to many researchers, the annual mean temperature of the
Mongolia Plateau has been increasing (Wang, Brown, & Agrawal, 2013b; Zhang et al.,
2013). Yatagai and Yasunari (1994) noticed the average temperature of Mongolia rose by
1.5°C to 2.5°C in the 1980s and 1990s, while the global average during the same time span
increased only approximately one-third to a half of the level in Mongolia. The annual mean
temperature and precipitation in 2009 increased about 2.1°C and decreased about 7.0%,
respectively (Wang, Brown, & Agrawal, 2013a). Lu, Wilske, Ni, John, and Chen (2009)
analyzed 50 years of climatic data from 51 meteorological stations in Inner Mongolia and
observed an increasing temperature and a vapor pressure deficit. The vast spatial extent and
biological diversity of the grassland make it delicate to global and regional climate changes
and attract much attention from scholars investigating vulnerability and sensitivity of the
ecosystem. S. Li et al. (2013) and Shiyomi et al. (2011) used regression analysis to attribute
the grassland condition to meteorological factors, such as rainfall, temperature, and sunshine.
Galvin, Thornton, Boone, and Sunderland (2004) documented that eastern African
pastoralists have also been tracking climate variabilities, including the interannual and intraannual droughts and floods. However, local pastoralists have not been able to successfully
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implement their strategies partially due to the nature of the changing climate itself. This fact
indicates that the relationship between climate changes and ecosystem has not been fully
understood yet, and this topic still requires more attention.
Since the early 1980s, when the national rural reform started, the private property
rights arrangement, also known as the Household Production Responsibility System (HPRS),
was implemented in the IMAR, which improved livestock productivity significantly as the
policy provided attractive incentives encouraging farmers to increase their production
efficiency. As a result of rapid economic development and population growth, the demand
for agricultural output increased significantly and caused higher stocking density and a shift
in agricultural policy (Shiyomi et al., 2011). These changes triggered biological succession,
which in turn caused partial degradation and desertification of the grassland (Zhao, 1994).
According to the Xilingol Statistic Bureau (1997), the number of livestock in Xilingol (a
subdivision of the IMAR) nearly doubled from 12.6 million in 1980 to 22.7 million in 1997.
Reported by Qi (2001), the average grassland availability per sheep unit decreased from 1.42
ha in 1980 to 1.05 ha in 1990, and the degraded area represented 48.6% of overall Xilingol
grassland. Various human-introduced causes of grassland degradation have been
summarized, such as animal overgrazing, conversion to cropland, inappropriate grassland
management, and collecting of wood for fuel and herbs for medicine (Akiyama &
Kawamura, 2007; Squires, 2009; Squires et al., 2010; Wu, Zhang, Li, & Liang, 2015).
Besides consumption of the grasslands, another example of human intervention to the
ecosystem is the construction of a transportation network. Literature reflects that road
construction and transportation have had both negative and positive impact on the destruction
of the IMAR grassland (Deng, Huang, Huang, Rozelle, & Gibson, 2011). The construction of
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roads separates the initially integrated ecological system into smaller and more vulnerable
individuals, and the road traffic becomes a significant obstacle for commuting species. In
addition, major roads are likely to be attractive for economic development, such as suburban
areas, which causes critical land cover type changes. On the contrary, some researchers have
found that road transportation led to higher quality of grassland, as they believe the roads
provide better access for implementation of grassland restoration projects.
While the biophysical and socioeconomic systems are seemingly independent of each
other, evidence suggests that the interactions between these two systems are usually
nonlinear across space and time, especially when observed at different scales (Liu et al.,
2007). Facing the increasingly deteriorated sustainability around the world in recent decades,
it becomes one of the major challenges for scientific research and for society to understand
the complex relationships between human and nature. The interactions between human and
nature are expressed in the form of feedbacks. The term feedback came from electric circuits
dating back to the 1900s and was defined as “when a stimulus is fed back to its origin
through one or a series of interactions” (Berryman, 1989, p. 231). Today, the stimulus may
take many forms, such as biological, physical, or social interactions, and feedbacks can
involve many different types of matter, energy, or information. In ecological studies, positive
and negative are two major types of feedbacks. The positive and negative do not refer to
“good” or “bad,” but rather to the change of intensity. Positive feedbacks happen when the
stimulus amplifies the effect or reinforces the changes, whereas negative feedbacks occur
when the stimulus causes a dampening effect or reverses the change. While the feedbacks
from nature affect socioeconomic development (Aaheim, Amundsen, Dokken & Wei, 2012),
the eco-system has also been heavily influenced by human activities (Lafortezza et al., 2015).
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One of the 10 big questions from “The Big Questions in Geography,” which was proposed by
a group of prominent geographers, was “How has the Earth been transformed by human
action?” (Cutter, Golledge, & Graf, 2002). As pointed out by Moser (2010) in a summative
report, a number of researchers have contributed to geographic questions surrounding climate
change, which steered the direction of research to exploration of vulnerability, sustainability,
and adaptation of human-nature interactions.
The coupling effects of climate change and economy are drawing researchers’
attention on global and regional scales. Wang, Chen, and Dong’s (2006) evaluated the key
contributions to desertification and rehabilitation around the Otindag Desert in northern
China based on data from the 1950s to 2000s. It was concluded that though previous studies
might have emphasized the impact of human activities on grassland evolvement, attributions
from environmental factors were equally important. Aaheim et al. (2012) applied a
macroeconomic general equilibrium model to integrate the impacts of climate changes on the
economy of different sub-regions of Europe. It was found that the economic market and
business behaviors are adaptive to climate changes, and the adaptation varies depending on
the magnitude of the climate change. The gross domestic product (GDP) is impacted
positively when the temperature increases by 2 C throughout Europe in general, with
exceptions of a minor recession in some subregions. However, if the temperature were to
increase by 4 C, the GDP would be negatively affected for the entire region, with the most
significant impacts on the southern parts where the annual decline may reach up to 0.7%. For
developing countries heavily dependent on the agricultural industry, the effect imposed by
climate changes tends to be more significant than on developed countries, and the impact
could even be disastrous. As reported by Arndt, Asante, and Thurlow (2015), the economy of
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Ghana is highly vulnerable to climate change because of its high “dependence on rain-fed
agriculture, hydropower and unpaved rural roads” (p. 7214). The national welfare of Ghana
is reduced as a result of climate change, and the poorer households and the northern savannah
zone suffer the most. As a part of the Mongolia Plateau, Mongolia experienced the worst
droughts and Dzuds (severe winter snowstorms) consecutively in 2000, 2001, and 2002. The
extreme weather condition affected over 50% of the total territory and cost herders about 12
million livestock in those periods (Angerer, Han, Fujisaki, & Havstad, 2008; Wang et al.,
2013b). By applying the Markov chain cellular automata model, Tong, Sun, Ranatunga, He,
and Yang (2012) predicted the interactions between land use change, hydrological variation,
climate change, and human activity of the Little Miami River watershed in 2050 using
hypothetical scenarios. Their experiment indicated that the coupling effect from climate
change and human-induced land use change would lead to an approximately 10 to 50%
increase in the stream flow speed. Depending on the magnitude of variations, the land use
change could either magnify the impact of climate change on the hydrological model or
mitigate the increasing flow speed. The mixed effect of the coupled variables supported the
claim that complexity resides among human-nature interactions.
Although many studies have attempted to examine human-nature interactions,
progress in understanding the relationships has been lacking, largely due to the complexity of
the coupled systems (Liu et al., 2007). In ecology studies, the complicated effects from
human-nature interactions are often referred to as the concept of coupled natural and human
system (CNH; Chen et al., 2015) or the framework of coupled human and natural systems
(CHANS; Hull, Tuanmu, & Liu, 2015). Either conceptual framework focuses on the
feedbacks from human and nature at different scales to better understand and predict the
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relationships between environmental changes and socioeconomic development. Given the
complexity of CNH, results from research integrating ecological and social science vary
across space and time. Contributions to the current literature discussing the understandings
and models are needed, especially considering the escalating rate and magnitude of
environmental change challenging sustainable socioeconomic progress.
Significance
The importance of this study relies on its adaptation of newly developed research
approaches from other fields of study and the integration of multi-domain data and
methodologies into a spatial-temporal analysis of the coupled human-nature system. Our
literature review identified gaps to be filled.
First of all, one of the shortcomings shared among many publications is the limited
data quality. Here, data quality refers to the temporal and spatial resolutions of observations.
As observed, the data used by Meng et al. (2011), Xie et al. (2016), Jiapaer et al. (2015), and
Onema and Taigbenu (2009) shared the same problem in that the spatial and temporal
resolutions were restricted. In some of the research mentioned above, vegetation indices
(VIs) data with 8 km2 spatial resolution, or even 0.5, were assembled in a periodic manner,
monthly or annually, and used to evaluate vegetation variations. While half a degree not only
covers a vast area on the ground, the actual square mileage also varies among different
latitudes, where the linear distance across 0.5 could range from almost 66 kilometers near
the equator to zero when precisely placed at the poles. From the perspective of observation
frequency, different approaches were used in previous studies to obtain a manageable
number of measurements of precipitation and temperature, including the monthly average
and even the annual mean. When choosing data acquisition dates, some studies (Piao, Fang,
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Zhou, Ciais, & Zhu, 2006; Xie et al., 2016) preferred to use VI data of the entire year nondiscriminatively. Influenced by the continental climate, the IMAR has hot summers and cold
winters, and the majority of the IMAR is usually covered by a substantial amount of snow for
months. The seasonal land cover variation means that the VI products collected during the
winter season are merely representations of snow and ice instead of the phenomenon of
vegetation. While Prentice et al. (1992) determined that the temperature threshold of plants'
growing season starts from 5 °C, Piao et al. (2006) observed the growth temperature for
temperate grasslands of China is 9.7 °C. Admittedly, the coarser spatial/temporal resolution
successfully manages the scope of the research to a controllable scale for an inferential
analysis. However, it oversimplifies the data and loses granularity because the generalized
data omits the variations of sampled observations within the spatial extent and during the
period between data collection. Meanwhile, the undistinguished selection of the sampling
period in vegetation index analysis apparently may introduce faulty observations of the
dependent variable and leads to biased conclusions.
Secondly, climate change, economic development, and grassland growth together act
as a complicated and integrated system, but current publications barely investigate the
relationships between the trajectory of individual components. In Figure 1, we present a
partial preview of the dataset to be used in this study. In this diagram, we demonstrate how
the values of our observed variables change over time. More importantly, as a critical issue
caused by the collinearity between climatic variables pointed out by Shi, Tao, and Zhang
(2013), we argue that the conclusions drawn from previous studies could be flawed by the
concurrency between observations of variables. Given how variables vary along time in
Figure 1, it is clearly visible that while three of these variables-enhanced vegetation index
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(EVI), precipitation (PRE), and temperature (TEM)-share a strong periodical and repetitive
pattern of change, the other variable, gross domestic production (GDP), has a strong and
increasing trend over time. As we know, for statistical analysis, researchers draw conclusions
from sampled data to estimate what the population might be, and this process makes a
judgment of the probabilities heavily based on the sample variations. According to our
literature review, few published studies paid attention to the tendency of variables. Most of
the analysis focused on regression analysis using raw data or original observations.
Undoubtedly, the statistical procedures captured the dynamics between the dependent and
independent variables and successfully explained causal relationships between phenomena.
However, if we conduct a regression analysis using these variables, it is arguable that the
common cyclic pattern among EVI, PRE, and TEM, or even more periodic patterns buried
within the data, may alternate the relationships between these variables and further
significantly sway the inferential conclusions drawn from the statistical analysis.

Figure 1. Time-series of selected variables.
11

Last but not least, we argue about the suitability of statistical models used to draw
conclusions. Researchers have attempted to understand the relationships using various
models, e.g., ordinary linear regression, linear least-square regression, and structural equation
model. However, it remains a significant, common disadvantage of these models that they
only allow either cross-sectional or time-series analysis at a time instead of simultaneously
capturing the varying relationship in both cross-sectional and temporal scales. When it comes
to using these models to analyze “big data” that consists of longitudinal observations of a set
of individuals, time-series analysis only estimates the relationship of a single individual or
treats all individuals as a whole and omits the unique properties of individuals, whereas
cross-sectional analysis addresses the differences among individuals but ignores how
individuals develop throughout time.
This study aims to address these issues by uncovering the long-term human-nature
interactions through an advanced statistical model with additional data processing techniques
on data of higher quality. The richness and quality of data were achieved by multidimensional and multivariate longitudinal observations. To capture the joint effect of climate
change and human activities on grassland growth, this study acquired a dataset compiled
from continuous observations of different instrument readings from meteorological stations,
socioeconomic indicators from annual statistical yearbooks, and the remote sensed vegetation
index over a 15-year period. The spatial distribution of these meteorological stations is
illustrated in Figure 2. During this period, we employed the VI and climatic data with 250meter spatial and 16-day temporal resolutions and limited our observations within April and
September to avoid excessive data. Tens of thousands of observations were recorded for
more than a dozen variables to subjectively describe the dynamic connections between events
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of this sophisticated system. By collecting EVI and climatic data with higher spatial and
temporal resolutions, we were able to use the data that depicted reality in more detail and
supplemented additional within-individual and between-individual variations to support the
inferential analysis.

Figure 2. Mapping the study area
The uniqueness of this research also rests on the assimilation of fruitful data and
advanced data analysis strategies. Based on empirical inspection of the data and the potential
existence of periodical patterns, we suggest that the relationships concluded from using raw
observations between factors of the coupled human-nature system should be reconsidered.
By applying a filtering method, we introduce a new approach of analysis that focuses on the
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tendency of variables to avoid false conclusions caused by the high collinearity among
variables. Instead of selecting a traditional statistical model as discussed in previous
paragraphs, we chose to advance our data analysis so that it depends on panel data modeling.
Though the panel data model has been widely accepted in econometrics, its application in
ecological and environmental studies has been limited. While either data filtering or panel
data analysis has been widely applied in its own realm, few attempts have been made to
incorporate both methodologies into a comprehensive tactic to address the undiscovered
principles of the temporal-spatial phenomenon, particularly not the sophisticated coupled
human-nature system. Our integration of data filtering and advanced statistical modeling
provides an innovative perspective in analyzing the interactive dynamics between climate,
human activities, and grassland growth.
Given the above reasoning, it is identified that there is a missing piece in the domain
of geographic information system, and it is the determination of this study to contribute to the
literature by investigating the long-term relationships between the trend of natural and social
changes using a statistical spatial-temporal analysis.
Purpose and Objectives of the Study
This study aims to seek an explanation for the coupled effect of climate change and
socioeconomic development on the IMAR grassland growth from an alternative perspective
through analysis of the long-term trends.
More specifically, we itemized the objectives into the following list:
•

Objective 1: Compile a comprehensive spatial-temporal dataset describing the
dynamics of grassland productivity, climate change, and socioeconomic
activity of the IMAR.
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•

Objective 2: Identify long-term trends of grassland productivity, climate
change, and socioeconomic activity by eliminating cyclic patterns concealed
in the time-series.

•

Objective 3: Analyze the long-term causal relationships between grassland
productivity, climate change, and socioeconomic activity of the IMAR using
statistical modeling.

Hypotheses
•

Hypothesis 1: There is no long-term trend of change concealed within the
grassland growth time-series dataset.

•

Hypothesis 2: There is no long-term trend of change concealed within the
climate change time-series dataset.

•

Hypothesis 3: There is no long-term trend of change concealed within the
socioeconomic development time-series dataset.

•

Hypothesis 4: The climate changes and human activities do not impose
coupled effects on the IMAR grassland growth.

Limitations and Delimitations
Limitations. The time frame of this study is from 2000 to 2014 (for 15 years) and
climatic data collected between April and September every year were used.
The geographic extent of this study is limited within the political boundary of the
IMAR of China.
As documented by Piao et al. (2006) and recommended by subject professionals, the
growing season of the IMAR grassland vegetation starts approximately from late April and
ends by the end of September.
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The EVI products of moderate resolution imaging spectroradiometer (MODIS),
MOD13Q1, acquired between April and September were used as the dependent variable for
the panel data analysis.
This study used seven climatic factors as independent variables: precipitation,
barometric pressure, evaporation, temperature, sunshine duration, relative humidity, and
wind speed.
In measuring the socioeconomic development of the IMAR, it is impractical to locate
direct measurements quantitatively describing the phenomenon. In this study, we utilized a
set of proxies from annual yearbooks as the socioeconomic variables, including the density of
the arable area, the density of grain production, the density of livestock, the density of
highway length, the share of farming income, the share of governmental revenue, the share of
governmental investment, GDP per capita, and proportion of the rural population. These
proxies were used as independent variables for the panel data analysis. The socioeconomic
variables are not real measurements of the phenomenon of human activity during the period
of observation, but statistically compiled proxies of annual performance. Though losing
granularity, the panel data model balances missing observations and accounts for unobserved
variations. Moreover, the compiled and normalized variables compensate for the disparities
caused by differences in sizes of counties.
Given the variability of vegetation types, it is not feasible to create dummy variables
for individual vegetation type of each county to examine the exact effect of environmental
and economic impact on grassland ecosystem. Thus, we averaged the EVI of the entire
county to represent grassland variation over time.
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Delimitations. As the EVI data are systematically processed by well-established
algorithms and then were downloaded from the U.S. Geological Survey (USGS)’s website,
the quality is assured. However, due to the processing and composition procedure, there is
less flexibility of available dates (every 16 days) and spatial resolution for users.
While climate is continuous around the globe, the measurements of meteorological
variables are collected at discrete locations, sparsely distributed in the IMAR. It is
unmanageable to collect meteorological variations in every location of the ground surface.
Thus, the optimal method to represent the continuous surface for meteorological factors is to
use spatial interpolation based on instrument readings from ground meteorological stations.
Assumptions
•

The stationarity of normalized difference vegetation index (NDVI) concluded
by Tucker et al. (2005) is correct and EVI time-series possesses the same
property.

•

The meteorological variables are both linear and polynomial correlated with
EVI.

•

The socioeconomic variables are linearly correlated with EVI.

•

No human-introduced errors during the meteorological data collection process
challenge the internal validity of this study.

•

The EVI values at any given time point are representations of grassland
growth in response to climate changes in the prior 16 days.
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Definition of Terms
EVI. It is the abbreviation for enhanced vegetation index. It is an indicator derived
from blue, red, and near-infrared bands and has higher sensitivity to variation in dense
vegetation than NDVI (Huete et al., 2002).
IMF. This is the abbreviation for intrinsic mode function. The empirical mode
decomposition (EMD) consists of a series of IMFs, and these IMFs “serve as the basis of the
expansion which can be linear or nonlinear as dictated by the data” (Huang et al., 1998, p.
906). IMFs are solely based on and derived from the data, and they are “complete and almost
orthogonal” (Huang et al., 1998, p. 906).
Cross-Sectional Data. Cross-sectional data are collected from a random sample of
cases at the same point in time, and each observation is from a different case (Pickup, 2015).
Time-Series Data. Time-series data are observations collected from the same sample
of cases at a series of time point. (Pickup, 2015).
Organization of Chapters 2-5
•

Chapter 2 reviews the literature.

•

Chapter 3 gives an overview of the methodology used for this study, which
includes the design of the research, samples, population, data collection, and
data analysis process.

•

Chapter 4 presents the results from our analysis and extends to the discussion
based on the results.

•

Chapter 5 concludes this study by providing a summary of the findings and
possible directions for the future.
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Chapter 2. Review of Literature
Estimating Grassland Productivity
To investigate quantitatively the coupled effect of climate change and economy on
the grassland degradation and restoration, aboveground biomass (AGB) is one of the major
and widely adopted indicators of carbon sink on the ground surface (Anaya, Chuvieco, &
Palacios-Orueta, 2009). In ecological studies, researchers usually use the net primary
productivity (NPP) as a representation of AGB. NPP is defined as the accumulation of dry
matter by green plants per unit time and space (Li, et al., 2013). NPP is a major component in
the vegetation carbon cycle and a key indicator of ecosystem performance because it
represents the ability of plants to fix atmospheric carbon as biomass (Li et al., 2014; Seaquist,
Olsson, & Ardö, 2003). NPP data provide an approach to understanding ecosystem dynamics
through factors, such as heterotrophic respiration through herbivory and decomposition, to
determine the net bio-spherical exchange of carbon (Scurlock, Johnson, & Olson, 2002). As
described by the Institute of Botany of Mongolia (2011), the traditional approach to
measuring NPP is considered destructive because it measures the weight of dried matter,
which is usually collected through in-field surveys. The Institute of Botany of Mongolia
(2011) reported that average grassland biomass decreased from 804 kg/ha in 1961 to 369
kg/ha in 2010 according to a large-scale field ecological survey.
The conventional methodology for estimating AGB is applicable when the scale of
study is manageable, for example, agricultural studies across several experimental farm
fields. However, when being applied to research at larger spatial scales, it becomes timeconsuming and uneconomical, especially for monitoring the grassland ecological systems
(Ren, Zhou, & Zhang, 2011). Compared to in-situ vegetation sample collection, remote
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sensing observation offers a cost-effective method and makes it possible to study spatial
distribution and seasonal changes in vegetation from multi-temporal and multi-spectral
perspectives (S. Li et al., 2013; Ren et al., 2011). As pointed out by Huete et al. (2002), one
of the significantly distinct advantages of using satellite-based remote sensing systems for
environmental research is the ability to understand the Earth as a system through large-scale
observations. The Earth Observing System (EOS) program has been primarily used to study
the role of terrestrial vegetation in the global process. In application, remote sensing
vegetation biomass estimation relies heavily on using vegetation indices (VIs) as
approximations of productivity. The VIs are one set of unit-less products that are derived
from remotely sensed imagery. VIs are directly calculated using two or more bands of
spectrums captured by remote sensors, without bias or assumption regarding land cover
classes, soil types, or climatic conditions. The VI enhances the contribution of vegetation
properties and enables consistent spatial-temporal comparison of terrestrial photosynthetic
activities and canopy structural variation, thus allowing scientists to monitor seasonal,
interannual, and long-term variations of plant structural, phenological, and biophysical
parameters.
Between various remote sensing systems and products, VI products from the
moderate resolution imaging spectroradiometer (MODIS) have been recognized as consistent
measurements of global vegetation photosynthetic activities spatially and temporally. Two
MODIS VIs, the normalized difference vegetation index (NDVI) and the EVI, provide global
coverage up to 250-meter resolution for every 16-day period. NDVI is a normalized ratio of
the near-infrared (NIR) and the red bands, calculated by using the following equation:
𝑁𝐷𝑉𝐼 = (𝜌𝑁𝐼𝑅 − 𝜌𝑅𝑒𝑑 )⁄(𝜌𝑁𝐼𝑅 + 𝜌𝑅𝑒𝑑 ),
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where 𝜌𝑁𝐼𝑅 and 𝜌𝑅𝑒𝑑 are the surface bidirectional reflectance factors for MODIS NIR and red
bands, respectively. The equation for NDVI makes it sensitive to the chlorophyll content of
vegetation since only red and NIR bands are considered. The MODIS NDVI product is
referred to as the continuity index because of its uninterrupted Earth observation records for
over 30 years. Its broad spatial and temporal coverage makes it preferred in various
applications, including land cover/land use classification; health and epidemiology; drought
detection; land degradation, desertification, and deforestation; change detection; and
monitoring.
A number of ecological studies using remote sensing technology have specifically
focused in China. To investigate the impact of climate change on vegetation variations,
Meng, Ni, and Zong (2011) used NDVI derived from the Pathfinder advanced very highresolution radiometer (AVHRR) dataset with global coverage as a proxy for ground
vegetation. In their study, they used 10-day NDVI time-series data with 8-kilometer spatial
resolution as the dependent variable and monthly mean climatic data, including surface
temperature and precipitation with 0.5 spatial resolution, as independent variables. They
observed significant monthly variations in climatic variables sharing the same temporal
structure, with abrupt changes. Meanwhile, the NDVI demonstrated an overall increasing
trend over the studied 19 years from 1982 to 2000, whereas Decembers presented the largest
change in variability. Based on their correlational analysis, Meng et al. (2011) concluded that
the temporal pattern of climatic variables imposed more substantial impacts on vegetation
variation than the magnitude of change in the same independent variables.
Using a similar dataset with a longer temporal span, from 1982 to 2011, Xie et al.
(2016) examined the vegetation and climate change dynamics of Loess Plateau of China. To
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investigate the dynamics of climate changes and NDVI, they used linear least square
regression to understand the relationship between NDVI from AVHRR and annual mean
values of temperature and precipitation. It was observed that temperature and precipitation
are both positively correlated with NDVI, indicating rising temperature and precipitation are
beneficial for vegetation growth. Over the studied three decades, temperature exhibited an
increasing trend with an annual change of 0.05 C, whereas the changes in precipitation
showed a non-significant decreasing tendency. Comparing to climatic variables, NDVI
presented a more complex pattern across the same period. NDVI significantly increased in
growing season with homogeneous temporal patterns, though the annual vegetation growth
trend represented by NDVI was spatially heterogeneous ranging from -0.05 to 0.05 across the
plateau. They also noticed the influence of climatic variables on NDVI was both seasonal
and regional. Others also ascertained this relationship between vegetation indices and
temperature and precipitation variables. Instead of using NDVI, Jiapaer et al. (2015)
analyzed the correlation between leaf area index (LAI), which is another type of useful VI,
and climate change in Xinjiang of China using linear least square regression as well. They
observed a similar positive correlation between LAI and precipitation and temperature and
pointed out the season-dependent pattern of impact on LAI. Precipitation had a significant
impact during the winter seasons, and temperature affected LAI strongly during spring and
summer seasons. In other regions of the world, such as central Africa, the correlation
between meteorological variables and VIs were also examined (Onema & Taigbenu, 2009),
and a positive relationship between NDVI and precipitation was observed.
Usually used as an indicator of relative biomass and greenness, NDVI has been
widely accepted as the primary source for estimating the NPP of vegetation using the remote
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sensing approach. Since the calculation of NDVI is solely based on both near infrared (𝜌𝑁𝐼𝑅 )
and red (𝜌𝑅𝑒𝑑 ) bands, the NDVI values saturate in multilayer closed canopies. The critical
disadvantage of NDVI is its limited sensitivity to both atmospheric aerosols and soil
background (S. Li et al., 2013). To overcome the drawback of NDVI’s limited performance
for canopy background, another standard MODIS product, EVI, plays a significant part in
predicting the NPP (Qiu, Zeng, Tang, & Chen, 2013; Sjöström et al., 2011) by optimizing the
vegetation signal with improved sensitivity in high biomass regions. EVI enhances
vegetation monitoring through a de-coupling of the canopy background signal and a
reduction in atmospheric influences. The equation for EVI is given as
𝐸𝑉𝐼 = 𝐺 (𝜌𝑁𝐼𝑅 − 𝜌𝑅𝑒𝑑 )⁄(𝜌𝑁𝐼𝑅 + 𝐶1 ×𝜌𝑅𝑒𝑑 − 𝐶2 ×𝜌𝐵𝑙𝑢𝑒 + 𝐿),
where G is the gain factor, C1 and C2 are coefficients of the aerosol resistance terms for red
and blue bands, and L is the canopy background adjustment. Since EVI takes the blue band
into the calculation, it corrects the distortions caused by the canopy background and aerosol
influences. This correction makes EVI atmospheric resistant (Kaufman & Tanre, 1992),
which is why it performs well in aerosol and canopy-intensive conditions. Given the
advantage of EVI, it can be used to monitor long-term variations of vegetation growth.
As both NDVI and EVI are derived from the red and near-infrared bands of the
vegetation canopy and processed to reduce the adverse effects of environmental factors, such
as atmospheric conditions, soil background, and a wide range of sensor views and sun angle
conditions from MODIS (Shen et al., 2010; Son, Chen, Chen, Minh, & Trung, 2014), they
share similar characteristics, and both present accurate and valuable snapshots of ground
cover and vegetation. Huete et al. (2002) compared the MODIS VI products against in situ
field biophysical data collected over four validation test sites representing a variety of land
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surface biome types for the growing season in the year 2000 in an experimental research
study. Among those land surface types, one of the sites, the Walnut Gulch Experimental
Watershed, a United States Department of Agriculture (USDA) research station located in
southeastern Arizona, was primarily used for grazing purpose. In their multi-temporal
comparison, they discovered that the EVI, NDVI, and in situ collection values agreed with
each other. Additionally, EVI was found to be sensitive to seasonal vegetation variations,
land cover changes, and biophysical parameter changes, and the EVI annual profiles also
depicted the growing season of the various biomes fairly well. These advantages of EVI
indicate that EVI can be used as a valid proxy of the variations of land surface biomass and
can provide better performance than NDVI.
Statistical Models
For quantitative studies, data serve as the only link we have to represent reality.
Therefore, data analysis is the only way that we have to look for the underlying mechanism
of any given phenomenon, and it is also the critical link in the scientific research cycle of
observing, analyzing, synthesizing, and theorizing (Huang & Attoh-Okine, 2005), which
unavoidably involves the selection of a statistical model. In cross-sectional studies using VIs,
the most common data analysis approach is to compare the differences between descriptive
statistics collected from spatial heterogeneous samples. When VIs are used to examine the
transition of the phenomenon, the time-series analysis is usually favored. To describe
quantitatively the coupling relationships between human and nature using cross-sectional
time-series data, researchers have experimented with various advanced models in recent
decades.
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The structural equation model (SEM) is one of the innovative models used to explore
the interactive effects of human and nature. SEM is a multivariate statistical method allowing
evaluation of inter-correlated dependent and independent variables, with the ability to
address latent variables, where the latent variables are usually referred to as unobserved
variables. The structural equation model is specified as
𝑌 = 𝛽1 + 𝛽2 𝑋 + 𝑢𝑌 .
At the same time, the independent variable X is related to Y
𝑋 = 𝛼1 + 𝛼2 𝑌 + 𝛼3 𝑈 + 𝑢𝑋 .
This model can be rewritten as
𝑌=

𝛼1 +𝛼2 𝛽1 +𝛼3 𝑈+𝑢𝑋 +𝛼2 𝑢𝑌
1−𝛼2 𝛽2

,

where 𝑢𝑌 and 𝑢𝑋 denote the disturbance in each equation (Dougherty, 2011, pp. 332-333).
A significant strength of SEM is its ability to incorporate unobserved variables and
measurement errors explicitly (Fornell & Larcker, 1981). Malaeb, Summers, and Pugesek
(2000) reported that their structural equation modeling of 11 environmental variables
revealed complex direct and indirect interactions between natural variability and growth
potential. Arthonditsis et al. (2006) used SEM to explore the dynamics of ecological
structures and demonstrated SEM’s ability to provide a convenient means for assessing the
relative roles of ecological processes. A variation of SEM was introduced by Lamb et al.
(2014) to analyze the spatial information commonly found, but not addressed adequately in
environmental studies. Their spatially explicit SEM of variance/covariance matrices provided
interpretable plots of change in path coefficients across scale, and the application of the
model effectively evaluated the broad spatial relationships in the sample data set. In a recent
application, SEM was also used to analyze the effect of human intervention on wetland
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integrity. Schweiger, Grace, Cooper, Bobowski, and Britten (2016) applied SEM to
investigate how anthropogenic disturbance affects the wetland ecology of Rocky Mountain
National Park in the long-term. Their findings indicated that, though evidence showed mixed
indirect effects of human disturbance on wetland integrity, a higher level of human
disturbance closely correlated with more severe biological degradation.
When correctly applied, SEM procedures produce solid preferable results over
principal components analysis or factor analysis for their greater flexibility in modeling
relationships between variables, controlling errors introduced by measurements and
unobserved variables, and statistically testing a priori and assumptions against empirical data.
The introduction of SEM allows social scientists to perform path analysis with unobserved
variables, and Fornell and Larcker (1987) even described this approach as an example of the
“second generation of multivariate analysis” (p. 408). However, application of SEM requires
a great level of knowledge about the conditions and assumptions for appropriate usage.
While mathematicians, statisticians, and other SEM experts are commonly aware of the SEM
requirements, and discussions of the requirements can be found in textbooks (Hoyle, 1995),
lacking due consideration can lead to flawed or invalid results and conclusions. Chin (1998)
suggested that numbers of published SEM applications are suffering from serious flaws
caused by insufficient understanding of the requirements. More importantly, SEM is
incapable of simultaneously investigating cross-sectional and time-series effects. SEM
application can either explore the cross-sectional or time-series effects, but, when a data set
consists of longitudinal observations of multiple units (e.g., the cross-sectional and timeseries data collection employed in this research examining the coupled effects of climate
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change and socioeconomic transformation on grassland productivity), the limitation of SEM
drives us to seek appropriate alternatives.
The cross-sectional and time-series observations of samples in this study create panel
data. Panel data are longitudinal datasets that follow a given number of individuals from the
population over time, thus providing multiple observations on the individuals in the sample
(Hsiao, 2014). In other words, panel data are obtained through repetitive observations of the
same set of individuals from a population. While traditional statistical data analysis
procedures are used to describe the relationships between variables in quantitative and
qualitative ways, their abilities are limited to strictly cross-sectional or time-series
observations and reach a threshold when being applied to analyzing panel data. They cannot
take both cross-sectional and longitudinal information into consideration simultaneously. For
data with both spatial and temporal properties, a new method is required to understand the
causal relationship between the dependent and independent variables.
In detailed examinations of panel data analysis, Hsiao (2007, 2014) pointed out that,
by including the within-individual dynamics and between-individual differences, panel data
have several advantages over cross-sectional or time-series data. First of all, panel data can
generate a more accurate inference of model parameters by containing more degrees of
freedom and more sample variabilities through a larger size of sample observations than
cross-sectional or time-series data, thus improving the efficiency of statistical estimates.
Secondly, panel data possess greater capabilities of capturing the complexity of behaviors
than a single cross-sectional or time-series dataset. Panel data pool the data of heterogeneity
to assess more precise individual outcomes and test more complicated behavioral hypotheses
rather than generating predictions using data on the individual in question. Panel data
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produce model parameter estimations using all sampled individuals simultaneously and
provide micro foundations for aggregate data analysis by investigating homogeneity and
heterogeneity issues. Thirdly, the use of panel data controls the impact of omitted or
unobserved variables, which are not unusual during statistical analysis. Panel data use both
the intertemporal dynamics and the individuality of the observations being investigated to
control the effects of missing or unobserved variables and uncover dynamic relationships.
Last but not least, panel data simplify the computation and statistical inference as they
include two dimensions, cross-sectional and time-series, thus making an analysis of nonstationary time-series, measurement of errors, and dynamic Tobit models possible (Hsiao,
2007).
A generic panel data regression model is defined as follows:
𝑌𝑖𝑡 = 𝛼 + ∑𝐾
𝑘=1 𝑋𝑖𝑡𝑘 𝛽𝑖𝑡𝑘 + 𝛿𝑖 + 𝛾𝑡 + 𝜀𝑖𝑡 ,
where 𝑌𝑖𝑡 is the dependent variable for unit i at time t, 𝑋𝑖𝑡𝑘 is the k-th independent variable
for unit i at time t, and K is the number of independent variables. Parameter-wise, 𝛼 is the
intercept, which is the overall constant of the model, 𝛽𝑖𝑡𝑘 is the slope coefficient for the k-th
independent variable for unit i at time t, which can be either cross-sectional, period, or a
combination of both, 𝛿𝑖 represents the cross-sectional effects, 𝛾𝑡 represents the temporalspecific effects, and 𝜀𝑖𝑡 captures the errors that vary across sections throughout the studied
period and determines whether the model is a fixed-effect or a random-effect model. In a
fixed-effect model specification, 𝜀𝑖𝑡 is assumed to vary non-stochastically over i or t, making
the fixed-effect model analogous to a dummy variable model in one dimension. In a randomeffect model specification, 𝜀𝑖𝑡 is assumed to vary stochastically over i or t, requiring special
treatment of the error variance matrix. In other words, the fixed-effect model assumes that
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the effect upon individuals varies over the time period but is consistent for all cross-sectional
individuals at any given time, and the random-effect model assumes the effect varies both
cross-sectionally and temporally for individuals.
Both fixed-effect and random-effect models have their unique advantages. The fixedeffect model specification allows the individual and/or time-specific effects to be correlated
with explanatory variables 𝑋𝑖𝑡𝑘 , whereas the advantages of random-effect model
specification are as follows (a) the number of parameters stays constant when sample size
increases, (b) it allows the derivation of coefficient estimators that make use of both within
and between group variations, and (c) it allows the estimation of the impact of time-invariant
variables. On the other hand, the advantages of one model are exactly the disadvantages of
the other. For the random-effect model, it requires an error variance matrix, which is
unobservable; the fixed-effect model does not allow the estimation of the coefficients to be
time-invariant, and the number of unknown parameters increases as the number of sample
observations increases. In practice, fixed-effect model parameters are obtained by using the
generalized method of moments technique, and we use the generalized least square to
calculate random-effect model estimators. The selection of a fixed-effect or a random-effect
model depends on the objective of an analysis and the trend of the explanatory variables, and
the Hausman (1978) test is often used to test which model is a more appropriate fit for the
sample observation. The Hausman test examines if the individual effects are uncorrelated
with other independent variables in the model. The null hypothesis of the Hausman test
assumes the individual effects are not correlated with any other independent variables. Under
the null hypothesis, the coefficients from the random-effect model are no longer the best
linear unbiased estimators because the individual effects are part of the error term; thus, the
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fixed-effect model is preferred. If the null hypothesis is rejected, then the random-effect
model is favored.
Being widely applied in econometrical studies for its capability of capturing multidimensional relationships for cross-sectional and time-series variables, panel data analysis
has been favored in recent environmental and ecological research as an efficient regression
technique that evaluates multi-scaled temporal-spatial relationships. Liu and Xie (2013) used
a panel data model-derived filtering method to examine the spatial-temporal effect of land
use and water resources on the economic growth of China from regional and national scales.
This article addressed endogeneity and exogeneity with different specifications of the model
and identified spatial and temporal autocorrelation among the explanatory variables. LeSage
(2014) specified panel data models in a Bayesian approach, spatial Durbin model, and spatial
Durbin error model to investigate the global and local spatial spillovers. Estimated using
Markov chain Monte-Carlo simulation, its application of state-level cigarette demand from
49 US states over 16 years included several socioeconomic variables as independent
variables and successfully captured the presence of a significant cross-border shopping effect
from smokers.
Overall, in terms of describing the causal relationships between dependent and
independent variables for a cross-sectional longitudinal dataset, the panel data model not
only controls the unobserved variables but also provides superior accuracy in determining the
model parameters due to its estimating mechanism.
Data Processing Techniques
In regression analysis of cross-sectional time-series data, the number of available
methods has been limited, which relegates the crucial phase of data analysis to data
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processing, where certain well-established algorithms can be applied to extract useful
information to guide data analysis. Per this study, the panel data set, including the EVI from
remotely sensed observations and climatic factors from ground stations, makes panel data
analysis a natural and solitary fit. However, the time-series data contain noises (e.g., seasonal
variations) and discontinuities resulting from disturbance events (e.g., extreme
meteorological event; De Beurs & Henebry, 2005). Baho, Futter, Johnson, and Angeler
(2015) used asymmetric eigenvector maps (AEM) and Moran’s eigenvector maps (MEM) to
reveal the significant temporal structure of variables measuring water quality, yet were not
able to describe the patterns quantitatively. The complexity of time-series datasets creates a
roadblock in analyzing long-term trends using unprocessed data and makes it difficult to
extract tendencies using conventional data processing techniques. An advanced data
processing method is required to facilitate our panel data analysis.
The Fourier transformation (FT) is the most well-known signal processing technique
used to uncover the global harmonics dominated by the oscillatory behavior of data. The
most critical restriction before applying FT to data analysis is that the data must be linear,
and the data must be strictly periodic or stationary. Otherwise, the results will make little
physical sense (Huang et al., 1998). However, as pointed out by Tucker et al. (2005), the
NDVI time-series is non-stationary. Stationarity is a unique property of time-series data. The
usual form of a stationary time-series data set is described as
𝑋𝑡 = 𝛽1 + 𝛽2 𝑋𝑡−1 + 𝜀𝑡 ,
where 𝛽1 is the intercept, 𝛽2 is the coefficient and |𝛽2 | < 1, and 𝜀𝑡 is independently and
identically distributed with zero mean and finite variance. In general, a time-series data set is
stationary if it satisfies three conditions:
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1. The mean of the distribution is independent of time;
2. The variance of the distribution is independent of time; and
3. The covariance between its values at any two time points depends only on the
distance between those points, and not on time. (Dougherty, 2011, pp. 463-469)
On the contrary, time-series data that violate any of these three conditions for stationarity is
defined as being non-stationary (Dougherty, 2011). To address the drawbacks of FT, an
improved technique, the short-time Fourier transformation (STFT), was introduced. The
earliest application of this method was discussed in Allen and Rabiner (1977). This approach
separates the temporal signal into a series of small, overlapping sub-series, and each
individual sub-series uses a sliding window then further Fourier transformed, from which
comes the major drawback. Considering the similarity between NDVI and EVI, as both of
them are derived products from spectral transformation despite the different applications due
to their specialties, it is arguable that FT is an appropriate data processing technique that can
be used in decomposing the EVI time-series due to stationarity.
The singular spectrum analysis (SSA) experimented with by Ghil et al. (2002) aims to
address time-series data of Southern Oscillation Index. SSA involves decomposing the timeseries data into smaller segments of signals according to some choice of an embedding
dimension, locating the empirical orthogonal functions (EOF) from the segments, and then
projecting the time-series using the EOFs to define the principal components of the original
data. Vincent, Giebel, Pinson, and Madsen (2010) evaluated this method and concluded that
this approach is useful for analyzing nonlinear time-series. However, this approach requires
the researchers to define an underlying periodicity in the data presumably. The relationship
between the projection of the time-series and the set of globally defined EOFs is impaired
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because of the significant difference in the statistical properties of the segments and the
original time-series data (Vincent et al., 2010).
Another approach to understanding time-series data is to apply the wavelet
transformation, which is a spectral analysis method. A wavelet function can be stretched or
dilated then projected onto the original data to find the most valuable frequencies at each
time step (Labat, 2005). Wavelet transformation has been considered to be able to capture the
changing spectral behavior in non-stationary data and is powerful in studying geophysical
time-series, such as turbulence measurements (Barthlott, Drobinski, Fesquet, Dubos, &
Pietras, 2007). Martinez and Gilabert (2009) also applied wavelet transformation in their
NDVI time-series analysis, and they successfully decomposed short-term, seasonal, and
long-term variations from the non-stationary dataset. However, one of the critical
shortcomings of wavelet transformation is that some a priori decisions must be made about
the amplitudes and frequencies of the wavelet functions, which limits the adaptation of this
method (Vincent et al., 2010).
A comparably new signal processing technique for analyzing nonlinear and nonstationary time-series data, empirical mode decomposition (EMD) was first introduced by
Huang et al. (1998) and has rapidly gained researchers’ attention. EMD is based on HilbertHuang transformation (HHT) and is an entirely data-adaptive technique consisting of an
empirical filter that decomposes any completed dataset into a linear combination of a finite
and often small number of intrinsic mode functions (IMFs). The IMFs represent the
instantaneous amplitudes and frequencies of each component that are imposed by an array of
seasonal, short-term, and long-term patterns and a residual, which represents the trend of the
original time-series. Unlike the Fourier transformation that uses a global filtering function
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and strictly requires the time-series data to be stationary, EMD can be self-adaptively applied
to nonlinear and non-stationary data. Unlike the wavelet transformation, which requires a
priori decision about the wavelet functions, the decomposition algorithm of EMD is based on
the local characteristics of the time-series, making it empirical, nonparametric, and highly
efficient. To demonstrate the potential advantages of EMD in capturing time-evolving
frequencies in time-series analysis, Huang et al. (1998) systematically compared the EMD to
wavelet transformation in three different applications. Compared to SSA, the advantage of
EMD is that it is an entirely local method that can describe the changing statistical properties
of non-stationary time-series.
Since its introduction in 1998, EMD has been successfully applied to various
problems in different fields where non-stationary time-series data are involved. Veltcheva
and Soares (2004) used this method to study abnormal ocean waves, and Peng, Peter, and
Chu (2005) found it to be a useful strategy for analyzing vibrations generated by industrial
machinery. In Duffy’s (2004) application, EMD was successfully used to identify the regular
diurnal cycles residing in 48,000 hours of continuous observations of sea level heights for
more than 6 years. Shen et al. (2005) used HHT to analyze air temperature and sea surface
temperature using a time-series dataset spanning 55 years and clearly differentiated the
annual, interannual, and multi-decade cycles and a long-term trend from the original data.
Rao and Hsu (2008) applied this technique to a series of hydrological and meteorological
time-series and systematically demonstrated the differences between the Fourier analysis and
EMD. In Vincent et al.’s (2010) time-series analysis of wind speed with 10-minute temporal
resolution over a 4-year study period, cyclic patterns of 1-to-3 and 3-to-ten hours were
isolated from the data. In a time-series analysis using monthly rainfall data of sub-divisional
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India, Reddy and Abarsh (2016) used EMD to identify successfully multiple cyclic patterns
from rainfall time-series data collected uninterruptedly over more than a century from
southern Indian sub-divisions. They observed repeating patterns of 3 years, 5-to-7 years, and
11 years, which associated with the sunspot cycle, concealed in the historical rainfall dataset
that had been continuously collected for over a century.
To summarize, the introduction of EMD into ecological and environmental studies
enabled scientists across fields to uncover in an efficient and approachable manner more
information hidden behind the cyclic patterns.
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Chapter 3. Methods
This quantitative study investigated the long-term relationships of the grassland
growth, climate changes, and socioeconomic development of the Inner Mongolia
Autonomous Region (IMAR), China, between 2000 and 2014. Remotely sensed moderate
resolution imaging spectroradiometer (MODIS) vegetation index (VI) product, enhanced
vegetation index (EVI) imagery, between April and September within the study period, were
downloaded from the United States Geological Survey's (USGS) website with a 16-day
interval. Meteorological data, including seven factors, and were acquired from the Chinese
Academy of Science, collected from 45 ground stations on a daily basis, then compiled to
coincide with the temporal frequency of the EVI data. Annual socioeconomic data were
retrieved from the yearbook of the IMAR, which provides an overview of the economic
development in each county. To examine statistically the long-term relationships, the
empirical mode decomposition (EMD) technique was applied to the EVI and meteorological
data to eliminate the cyclic seasonal and interannual patterns, and then the panel data analysis
was applied to the process the dataset for inferential analysis.
Research Design
This study is quantitative and, to be more specific, descriptive, aiming to understand
the joint effects of climate changes and human activities on the grassland degradation process
in the IMAR, using the EMD signal processing and panel data analysis.
Population, Sample, and Subjects
The population for the EVI is all the values of pixels on the collected EVI imagery
from MODIS MOD13Q1 product between 2000 and 2014. As pointed out by Piao et al.
(2006) and recommended by biological professionals, the growing season of the IMAR
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grassland starts in late April and ends in late September. During the rest of a year, limited
vegetation grows, and the majority of the IMAR grassland is covered by snow and ice, which
makes the EVI data from winters and springs unusable in estimating vegetation status. Thus,
instead of randomly selecting images from the entire population, this study used a purposive
sampling strategy (Leedy & Ormrod, 2010) to gather the data. We carefully chose highquality EVI imagery dated between April and September to fit the growing season window as
the foundation and then aggregated the EVI values based on their geographic locations to
create one EVI image sample per county per period.
The population for meteorological factors is the daily measurement instrument
readings over the 15-year period. Since this study was only interested in climate changes
from April to September in the IMAR, we used the purposive sampling strategy (Leedy &
Ormrod, 2010) to collect data from 45 ground stations in the IMAR for 15 years, which are
the most accurate available representation of climate changes within this region. Then data
from specific days were chosen from the growing seasons and reconciled to coincide with the
EVI 16-day periods temporally.
For the variables representing socioeconomic development, the population is all
counties of the IMAR. Due to the limited number of counties, no sampling process was
involved. This study used all counties for data analysis.
Together, the sampled EVI, meteorological, and socioeconomic data comprise the
subjects, which include cross-sectional time-series data using seven climatic factors and EVI
values to represent climate changes and fluctuations of in vegetation productivity over 15
years.
No human/animal subjects were involved in this study.
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Data Collection
In this section, we discuss how data were collected and pre-processed before entering
the panel data model. The list of variable names, descriptions, and units of measurement can
be found in Table 1. As a remote and less developed region, there has been a sparse number
of variables collected and available for the IMAR. Besides, the lengthy time frame of this
study makes it so that even fewer variables can be utilized, as only few data collection efforts
have been consistent. Our selection of variables, both dependent and independent, was
limited by the availability of existing data collections and was also a reflection of existing
literature (S. Li et al., 2013; Xie, Crary, Bai, Cui, & Zhang, 2016).
EVI. The data collection process for EVI started with capturing the Earth-oriented
observations as imagery using space-borne remote sensors of MODIS. MODIS is a
whiskbroom sensor, which, depending on the scan angle of the sensors, may cause the actual
area caught by one pixel to increase by as much as a factor of four. Meanwhile, the quality of
remotely sensed observations can also be affected by a set of uncontrollable variables (e.g.,
cloud-coverage, aerosol particles in the atmosphere, time of a day). To avoid geometric
distortions and atmospheric disturbances, EVI is composited using a per-pixel-based
algorithm that relies on multiple observations over a 16-day period. As the satellite surveys
the Earth in an overlapping orbital manner on a daily basis, a maximum of 64 observations of
one spot on the Earth can be recorded over a 16-day cycle. Once all 16 days of observations
are collected, the algorithm applies a filter to the data based on quality, cloud, and viewing
geometry of the image, and to ensure minimal residuals, the best pixel is reconciled using
only the high-quality, cloud-free, and good viewing geometry observations within this 16day period. To composite EVI, the number of acceptable pixels over a 16-day period is
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usually less than 10 and sometimes even less than 5 (Huete et al., 2002). Then, the EVI data
is published on the USGS website (https://earthexplorer.usgs.gov/) to allow users from
around the globe to download. Within the span of the growing season of the IMAR
grassland, approximately 11 EVI images are available between April and September. It was
determined that nine EVI images from nine consecutive periods would be collected every
year, which is consistent with the frequency from S. Li et al. (2013). Our colleague at the
Institute for Geospatial Research and Education (IGRE), Lishen Mao, assisted in
downloading EVI imagery from the USGS website.
After the EVI data were downloaded, they were first re-projected to the Universal
Transverse Mercator (UTM) 50N projection, as the original VI products were in the
Sinusoidal projection, which is a pseudo-cylindrical equal area projection. When distances
along the equator and the central meridian are preserved in the Sinusoidal projection,
distortions increase as the region on the map deviates away from those two lines. Given the
fact that the IMAR is geographically located away from the equator and the central meridian,
it could be expected that the Sinusoidal projection would introduce a significant level of
distortions if used for this study. Thus, the VI products were re-projected to a cylinder-based
UTM projection system to prevent spatial distortion of the study area. After re-projection, the
EVI images capturing the same period were mosaicked to create one image with full
coverage of the IMAR. At that time, the pixel size was transformed to approximately 230
meters, which was not an ideal resolution for calculation or measurement. The satellite
imagery were then resampled to 250-meter spatial resolution. As discussed in previous
chapters, the values of EVI fall between zero and one, and this value range is comparably
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smaller than other independent variables. We transformed the original value range of zero to
one to a new domain, zero to 10,000, by simply multiplying the original EVI by 10,000.
Given the vast spatial extent of this research, the extent of each county on the EVI
imagery consisted of hundreds of pixels carrying different EVI values. Though EVI values
are considered valid proxies of vegetation productivity, we were not able to consume all
pixels from satellite imagery as the input of our panel data analysis. We needed to find an
alternative representation of a county’s EVI. Thus, a single value, the averaged pixel values
within the boundary of a county, was assigned to every county at any given time point. Using
this methodology, a total of 12,015 observations of EVI (89 counties  15 years  nine
periods per year  one image per period) was collected from the complete EVI data covering
the entire IMAR. EVI data processing and sampling were performed using ArcGIS Desktop
10.
Climatic variables. The Chinese Academy of Science collected the meteorological
data from 45 ground stations across the IMAR, and the owner of this dataset kindly agreed to
share the data with us for this study. Then, we used purposive sampling strategy (Leedy &
Ormrod, 2010) to select the exact dates when the EVI data were collected by the remote
sensing system, as it was necessary to keep the temporal frequency of the meteorological
data consistent with the EVI data. For long-term climate change studies of the IMAR, seven
standard meteorological variables, including barometric pressure (PRS), relative humidity
(RHU), precipitation (PRE), sunshine duration (SSD), temperature (TEM), vapor pressure
(EVP), and wind speed (WIN), are measured at each ground station using consistent
instruments on a daily basis (Bai et al., 2008). This set of variables was previously used by S.
Li et al. (2013) and Xie et al. (2016), though in different temporal settings. For each variable,
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basic descriptive statistics (daily minimal, maximal, and mean) are included in the data
collection. The average value of the daily measurement was chosen for its representativeness
in describing the variation of the factor. To be temporally consistent with the EVI data
collection, the daily measurements of meteorological variables were averaged for every 16day period, except for precipitation, which was summarized so that the cumulative effects of
precipitation could be assessed. Considering the lagged response of vegetation to the changes
in meteorological events (Richard & Poccard, 1998; Wang, Price, & Rich, 2001), there was a
16-day offset in selecting samples. For example, if the EVI imagery were collected on May
15, then the corresponding period for climatic variables would be between April 30 and May
15. This offset ensures that vegetation responses to climatic changes are correctly captured.
A total of 42,525 (45 stations  15 years  nine periods per year  seven meteorological
variables) observations of the meteorological sample was selected.
Although climate variables were collected from discrete geographic locations in the
IMAR, climate is spatially continuous across the world without breaks. Also, the limited
number of meteorological ground stations, which is fewer than the number of counties,
indicates that some counties have no direct climate measurements. A spatial interpolation
method, the inverse distance weighted (IDW) interpolation, was used to generate a
continuous climate grid surface for each climatic variable per period. Logically, the
meteorological phenomenon at a given point on the surface is more likely affected by its
surroundings, which makes the distance between the prediction and samples a critical factor
in interpolation. The IDW assumes that the influence of events decreases with the distance
from the sampled location (Philip & Watson, 1982; Watson & Philip, 1985), which makes it
a more preferred interpolation method than Kriging or Spline, as it creates a smoother surface
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without abrupt changes. Philip and Watson (1982) also pointed out that influence of an input
point on an interpolated value is distance related and isotropic, which made us believe
honoring the distance and obtaining consistent predictions was more important than
introducing more uncontrollable variations by using other interpolation methods. Another
reason for us to choose IDW interpolation is that Kriging or Spline may create negative
values during interpolation, which seems impractical for meteorological observations. Our
colleagues, Lishen Mao and Yuchen Li, contributed greatly in calculating the optimal
parameters for our IDW interpolation. As a result, 945 (seven variables  15 years  nine
periods per year) climate grid maps were created using IDW. Then, similar to the calculation
of EVI values for an individual county, an averaged value of each county was computed
using the cells within the county’s boundary for every climatic variable during each period.
Hence, a total of 84,105 (89 counties  nine periods per year  15 years  seven variables)
climatic samples were collected for the balanced panel data model.
To evaluate the accuracy of our spatial interpolation results, we used the Cross
Validation tool from the Geostatistical Analyst extension of ArcGIS Desktop. Instead of
selecting a subset of observations as the training samples and another subset for validation,
the cross-validation method “remove one or more data locations and predict their associated
data using the data at the rest of the locations” (Environmental Systems Research Institute,
Inc. [Esri], 2017) and repeats this remove-and-predict process for all data locations. To help
users understand the effectiveness of the given interpolation algorithm, the returned result
contains a table of the measured values, predicted values, and error. For our study, we
calculated the average of each climatic variable at each individual station as the
representation of our observations and used this data set for the cross-validation test to obtain
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an overview understanding of the test performance. As shown in Table 1, the mean errors
and root mean square errors from the validation were no more than 1% of the mean values.
Table 1
Cross-Validation Result for Averaged Climatic Variables
Variable
EVP
PRE
PRS
RHU
SSD
TEM
WIN

Mean
91.1748
254.8028
9068.1536
50.2446
90.5595
188.4995
27.7921

Mean Error
0.2874
0.1247
3.7806
0.0187
0.0717
0.1667
0.1611

Root Mean Square Error
6.0962
44.2221
238.0732
4.3286
6.2650
17.1104
5.5204

Besides examining the size of errors, we also plotted the distribution of the errors for
each climatic variable so that we could better perceive the characteristics of the errors.
Shown in Figure 3 through Figure 9, each chart demonstrates a histogram of the predicted
errors for climatic variables at all ground stations. Clearly, all of these histograms follow a
bell-shaped normal distribution curve. The normally distributed errors with limited
magnitude indicated that the spatial interpolation we chose was appropriate for this study.
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Figure 3. Histogram of error for station averaged EVP

Figure 4. Histogram of error for station averaged PRE
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Figure 5. Histogram of error for station averaged PRS

Figure 6. Histogram of error for station averaged RHU
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Figure 7. Histogram of error for station averaged SSD

Figure 8. Histogram of error for station averaged TEM
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Figure 9. Histogram of error for station averaged WIN
Socioeconomic variables. Our collaborators at the Chinese Academy of Science
gathered the social and economic variables from the statistic yearbooks of the IMAR, from
2000 to 2014. The annual journal contains brief descriptive statistics of the socioeconomic
status of each county, including total population, area, arable area, gross domestic product
(GDP), grain production, number of livestock, farming income, length of highway, rural
population, local government revenue, and governmental investment. Bearing in mind that
EVI and climatic data are collected multiple times per year, and socioeconomic data are only
collected once annually, it is necessary to extrapolate the socioeconomic data so that they can
be fitted into the panel data model with the same temporal frequency. Considering the
inconsistent characteristics of counties (e.g., area, population), these socioeconomic data may
not depict the county from an objective perspective, and direct use of these variables for
inferential analysis may lead to biased conclusions. To normalize the socioeconomic data to
obtain unified measurements, standardized variables, instead of the original variables, were
used in the panel data analysis. A similar normalization method was also described in Xie et
al. (2016). The following table describes how the normalized variables were generated using
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the original data set. Based on the normalized data, we picked nine variables from those
shown in Table 2 to represent the characteristics of the IMAR’s economy from three
perspectives. We used gdppc as a snapshot of a county’s economic status at the individual
level; daa, dgr, srural, and sfarm to capture the ratio of farming industry to a county’s
economic performance; and dhw, slgov, and sinv to indicate how policy affects the county. A
similar set of derived socioeconomic variables was piloted in Xie et al.’s (2016) study.
The dependent variable name, description, number of observations, sample size, and
units of all dependent variables can be found in the following Table 2.
Table 2
Dependent Variables and Measurement Units
Variable
Name
EVP
PRE
PRS
RHU
SSD
TEM
WIN
gdppc
daa
dgr
dls
dhw
srural
slgov
sinv
sfarm

Description
Evaporation
Precipitation
Barometric Pressure
Relative Humidity
Sunshine Duration
Temperature
Wind Speed
GPD per capita
Density of arable area
Density of grain production
Density of livestock
Density of highways
Share of rural population
Local government revenue as
share of GDP
Governmental investment as
share of GDP
All agricultural income as
share of GDP

Number of
Observations
12,015
12,015
12,015
12,015
12,015
12,015
11,214
1,246
1,246
1,246
1,246
1,246
1,246

Sample
Size
12,015
12,015
12,015
12,015
12,015
12,015
12,015
12,015
12,015
12,015
12,015
12,015
12,015

0.1 mm
0.1 mm
0.1 hPa
1%
0.1 Hour
0.1 C
0.1 m/s
1,000 Yuan
Percentage (%)
Ton/KM2
100 Head/KM2
KM/KM2
Percentage (%)

1,246

12,015

Percentage (%)

1,246

12,015

Percentage (%)

1,246

12,015

Percentage (%)
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Unit

To capture the polynomial relationships between climate change and grassland
productivity, we derived the polynomial terms of climatic variables based on their linear
terms. Thus, eventually, our dataset consisted of 24 variables covering 89 counties for 135
periods in 15 years, which formed an outstanding dataset of 288,360 observations. Among
these observations, missing values were nearly inevitable. A critical drawback of missing
values in a balanced panel model is that the model will omit the subject with a missing value
in estimating the model parameters. However, as discussed by Dougherty (2011), “if a
balanced panel has been created artificially by eliminating all units of observation with
missing observations, the resulting data set may not be representative of its population” (p.
515). Thus, instead of ignoring the subjects with missing values, we used a formula to
interpolate the missing observations based on the observed values with similar chronological
and spatial characteristics. We assumed a value of climatic variables is linearly correlated
with the previous and next observations of the same variable at the same station. Thus, given
a missing observation of variable vc at period t of station i, the unobserved value vcit was
calculated by
𝑣𝑐𝑖𝑡 =

𝑣𝑐𝑖(𝑡−1) +𝑣𝑐𝑖(𝑡+1)
2

.

In the strictest examination of our dataset by identifying all missing values and zeros,
we located 17,781 observations, which was 6.2% of our 288,360 observations. Considering
the minimal percentage of missing data and how we handled them using the best available
linear interpolation, we were confident that the missing values would not impose a
detrimental impact on our analysis.

49

Data Analysis
For quantitative studies, data serve as the only link we have to represent reality.
Therefore, data analysis is the only way that we have to look for the underlying mechanism
of any given phenomenon and is also the critical link in the scientific research cycle of
observing, analyzing, synthesizing, and theorizing (Huang & Wu, 2008).
Descriptive data analysis. Data analysis starts with basic descriptive statistics to
obtain an overview for a general understanding of the data. The descriptive statistics include
the covariance matrix; number of observations; mean, minimal, maximal, and standard
deviation of EVI; seven climatic variables; and the socioeconomic variables over the 15-year
period.
Stationarity testing. As discussed in the literature review, because of one of the
drawbacks of Fourier transformation in time-series data processing, it should only be applied
when data are stationary. Unit root test has been used in econometrics for formal stationarity
test with no exception. A generalized p-th-order difference specification uses the following
formula:
𝑌𝑡 = 𝛽1 + 𝛽2 𝑌𝑡−1 + ⋯ + 𝛽𝑝+1 𝑌𝑡−𝑝 + 𝜀𝑡 .
When a condition for stationarity is |𝛽2 + ⋯ + 𝛽𝑝+1 | < 1, then the equation can be
easily transformed into the following for convenience:
∗
∆𝑌𝑡 = 𝛽1 + (𝛽2∗ − 1)𝑌𝑡−1 + 𝛽3∗ ∆Y𝑡−1 + ⋯ + 𝛽𝑝+1
∆𝑌𝑡−𝑝 + 𝜀𝑡 ,
∗
where 𝛽2∗ = 𝛽2 + ⋯ + 𝛽𝑝+1, and 𝛽3∗ , ⋯ , 𝛽𝑝+1
are appropriate linear combinations of

𝛽2 , ⋯ , 𝛽𝑝+1. Under the null hypothesis of non-stationarity, the t-test, also well-known as
augmented Dickey-Fuller (ADF) test, has been widely adapted in application (Dougherty,
2011). Li. S. et al. (2013) pointed out that the orders of difference should be kept relatively
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low to prevent losing information from the original data, and only first- and second-order
differences were performed in their study. In this present study, the first- and second-order
differences unit root tests were performed on the EVI data to assess if Tucker et al.’s (2005)
claim on the stationarity of normalized difference vegetation index (NDVI) can also be
applied to EVI, and these two tests were also applied to the climatic variables to examine
their stationarity. These tests were used to examine Hypotheses 1 and 2.
Trend extraction. After descriptive statistics, the EMD technique was applied to the
EVI and climatic variables to isolate the long-term trend. This study used an EMD package
for MatLab that was developed by Rilling (2017) and was shared publicly for download.
Using EMD, the original dataset was decomposed into a set of IMFs representing the
periodic patterns and a residual representing the overall trend, which helped us identify the
long-term trend of changes visually to examine Hypotheses 1, 2, and 3. This study only
focused on the trend of EVI and climate changes, and the trends were carried over to the
following data analysis steps.
Panel data analysis. The panel data analysis was conducted using a well-known
statistical analysis software, Stata. There were 89 panels, and each panel contained 135 timeperiods. In the panel data model, only post-EMD time-series were used. EVI was used as the
dependent variable, whereas the climatic variables, which capture the linear correlation, the
squared climatic variables, which explain the polynomial effects, and the normalized
socioeconomic variables were used as independent variables. The model is described as
𝐸𝑉𝐼𝑡𝑖 = 𝑓(𝐸𝑉𝑃𝑡𝑖 , 𝐻𝑈𝑀𝑡𝑖 , 𝑃𝑅𝐸𝑡𝑖 , 𝑃𝑅𝑆𝑡𝑖 , 𝑆𝑆𝐷𝑡𝑖 , 𝑇𝐸𝑀𝑡𝑖 , 𝑊𝐼𝑁𝑡𝑖 ,
𝐸𝑉𝑃𝑡𝑖2 , 𝐻𝑈𝑀𝑡𝑖2 , 𝑃𝑅𝐸𝑡𝑖2 , 𝑃𝑅𝑆𝑡𝑖2 , 𝑆𝑆𝐷𝑡𝑖2 , 𝑇𝐸𝑀𝑡𝑖2 , 𝑊𝐼𝑁𝑡𝑖2 ,
𝑑𝑎𝑎𝑡𝑖 , 𝑑𝑔𝑟𝑡𝑖 , 𝑑𝑙𝑠𝑡𝑖 , 𝑑ℎ𝑤𝑡𝑖 , 𝑔𝑑𝑝𝑝𝑐𝑡𝑖 , 𝑠𝑓𝑎𝑟𝑚𝑡𝑖 , 𝑠𝑙𝑔𝑜𝑣𝑡𝑖 , 𝑠𝑖𝑛𝑣𝑡𝑖 , 𝑠𝑟𝑢𝑟𝑎𝑙𝑡𝑖 ) + 𝜀𝑡𝑖 ,
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where 𝜀𝑡𝑖 is the error term of the model, the subscript t indicates the t-th period of the overall
time-series, and i identifies the i-th county of the IMAR. By examining the coefficients of the
regression model, Hypothesis 4 was tested. The panel data model was also applied to the preEMD time-series for references.
In ecological analysis, one of the critical considerations researchers need to bear in
mind is that climate change is systematic, and the interactions between variables undoubtedly
exist. For example, when precipitation increases, it not only stimulates the growth of
vegetation, but it also typically leads to a higher level of humidity and a shorter duration of
sunshine. Because of less solar radiation, temperature is expected to be lowered, and this
further affects evaporation, barometric pressure, and wind formation. Thus, variables other
than precipitation either directly or indirectly affect the vegetation growth while the level of
precipitation varies, and this kind of direct/indirect effect of applies not only to precipitation.
One of the improvements we introduced in this study is the inclusion of a set of additional
climatic factors as control variables (EVP, PRS, RHU, SSD, and WIN) for their causal effect
instead of only focusing on the impact of variations in precipitation and temperature, which
had been applied in multiple publications (Meng et al., 2011; Shi et al., 2013; Jiapaer et al.,
2015; Xie, Jia, et al., 2016). Without control variables, the effect of these variables will be
transformed into a part of the effect of precipitation and/or temperature and a portion of the
error term, either enhancing or weakening, which in turn generates biased and inaccurate
estimation of the model. By explicitly including the control variables in the equation, we
systematically improved the efficiency and accuracy of the estimation because the
coefficients of these control variables honestly capture their specific direct and indirect
effects on the vegetation growth and reserve the error term particularly for the omitted
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variables. The existence of additional variables in the equation helps us obtain not only more
precise estimators for precipitation and temperature but also a more subjective understanding
of the system.
When analyzing the relationships between climate changes and vegetation coverage
variation in Guangdong Province of China, Li, Kuang, Huang, and Zhang (2013) found that
the existence of an inverted N-shape correlation between population and vegetation. Shi et al.
(2013) also noticed that the relationship between temperature and crop yield is more
complicated than a basic linear correlation. To examine the possibility of a polynomial
relationship between the dependent and independent variables, the t-test was used to evaluate
the significance of the coefficients of squared explanatory variables during panel data
analysis. Hausman test was practiced to examine whether the fixed-effect or the randomeffect specification was an appropriate fit of the data. Based on the selected model, the
analysis of coefficient significance and discussions were carried out to determine the
dynamics of grassland growth, climate changes, and socioeconomic development. There
have been controversial relationships between vegetation responses to different
climatic/socioeconomic drivers. For example, it seems logical that vegetation growth
performs better with higher temperature. However, in arid regions, like the IMAR, Chuai,
Huang, Wang, and Bao (2013) found NDVI was negatively correlated with temperature, both
within seasons and between seasons. Deng et al. (2011) identified the positive effects of
transportation on grassland ecosystem, yet considered negative by Akiyama and Kawamura
(2007). This panel data analysis using long-term trends from 15-year observations is
beneficial in justifying the debates.
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Chapter 4. Results and Discussion
Understanding the Original Data
Descriptive data analysis. In the pre-empirical mode decomposition (EMD) data
analysis, we obtained a general understanding of the nature of the data by calculating
covariance matrix, mean, standard deviation, minimum, and maximum of the samples.
The basic descriptive statistics, including a number of observations, mean, standard
deviation, minimum, and maximum, of the enhanced vegetation index (EVI), climatic
variables, and socioeconomic variables are reported in Table 3. As described in the table, the
dependent (EVI) and independent variables (barometric pressure [PRS], relative humidity
[RHU], precipitation [PRE], sunshine duration [SSD], temperature [TEM], evaporation
[EVP], wind speed [WIN], squared terms of EVP, PRE, PRS, RHU, SSD, TEM, WIN [EVP2,
PRE2, PRS2, RHU2, SSD2, TEM2, WIN2], density of arable area [daa], density of grain
production [dgp], density of livestock [dls], density of highways [dhw], share of rural
population [srural], local government revenue as share of gross domestic product [GDP]
[slgov], governmental investment as share of GDP [sinv], and all agricultural income as share
of GDP [sfarm]) created a balanced panel data set, with identical spatial and temporal
dimensions.
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Table 3
Descriptive Statistics of Variables

Variable
EVI
EVP
PRE
PRS
RHU
SSD
TEM
WIN
EVP2
PRE2
PRS2
RHU2
SSD2
TEM2
WIN2
gdppc
daa
dgr
dls
srural
slgov
sinv
sfarm

Number of
Observations
12,015
12,015
12,015
12,015
12,015
12,015
12,015
12,015
12,015
12,015
12,015
12,015
12,015
12,015
12,015
12,015
12,015
12,015
12,015
12,015
12,015
12,015
12,015

Mean
2,462.57
91.71
268.46
9,039.57
51.79
88.89
187.08
25.71
10,669.71
128,211.00
8.19E+07
2,859.49
8,068.32
36,927.97
705.10
48.94
15.84
45.29
1.34
55.14
8.28
89.56
40.95

Standard
Deviation
1,133.10
47.54
236.94
396.60
13.33
12.91
43.93
6.65
9,806.97
251,668.00
7240,163.00
1,358.15
2,238.96
15,249.51
382.48
104.68
14.90
64.33
4.81
26.98
31.24
247.85
38.83

Minimum
365.70
0.00
0.00
7,844.14
15.30
26.86
10.41
10.79
3.78E-06
0.00
6.15E+07
233.98
721.68
108.35
116.41
0.59
0.01
0.00
0.01
0.29
0.04
0.01
0.04

Maximum
6,283.18
239.33
2,096.57
9,913.63
86.74
125.68
304.45
57.21
57,276.52
4395,593.00
9.83E+07
7,523.14
15,795.83
92,686.75
3,272.54
1,113.69
81.08
389.00
170.28
97.00
900.97
8,086.83
486.73

While the descriptive statistics provided an overview of the panel data, they failed to
portray how the sample observations vary over time. However, given the number of crosssectional units and the high frequency of observation, it is not feasible to examine the
distribution of any variable in a visual manner. Thus, we only picked the dependent variable,
EVI, as an example and averaged its cross-sectional value, then plotted the time-series in a
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box-plot diagram to demonstrate the variation of observations and obtain a visual
understanding of the generic temporal structure of the data, as shown in Figure 10. In this
box-plot, the x-axis represents the sequence of EVI observation, and the y-axis is the
magnitude of EVI values.

Figure 10. Box-plot of summarized EVI
Based on the descriptive statistics and the box-plot chart, some noticeable properties
were easily identified. First, as revealed by computing the square value of the climatic
variables, the value ranges and standard deviations of these squared climatic variables were
magnified as compared to the original variables. Secondly, the value range of the
observations for each variable covered a large domain, and it was arguable whether these
extrema were outliners of the population. However, due to the considerable size of the
dataset and the limited methods available to verify and exclude the outliners, we chose to
preserve the data and use the EMD filter to smooth out the dramatic variations.
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Extract the Trend
After obtaining an overview of the characteristics of the data from the pre-EMD data
analysis, the EMD filtering technique was applied to the time-series of every variable of each
county, which means EMD was applied 2,047 times. For each application of EMD, the
original time-series was adaptively decomposed into a finite but uncertain number of IMFs.
While the application of EMD seems straightforward, the analysis of EMD results can be
challenging due to their complexity. The complexity comes in trifold. First, the adaptiveness,
considered as one of the most significant advantages of EMD, also introduces ambiguity
because of the uncertainty of how many IMFs will be generated from the application. The
differences between the number of IMFs from EMD results makes researchers lack a
systematic solution to address heterogeneity. On the other hand, though each intrinsic mode
function (IMF) demonstrates a strong temporal signature, the continuous signal is simply a
set of values instead of mathematically described, which leaves the understanding of IMFs to
researchers’ interpretation, mostly through visual observations. Last but not least, the scale of
the dataset exceeds the capacity of visual examination. As a result of EMD application on our
dataset, tens of thousands of IMFs were created, and the unsystematic signals required
researchers to interpret the characteristics on an individual basis then draw conclusions from
the unorganized data pool. In summary, the approach of examination, interpretation, and
correlation of all IMFs from EMD is not feasible in all perspectives, unless the IMFs are
generated in a structural manner or analytical technique significantly improves handling data
with less integrity.
Given the incapability of analyzing all IMFs as a whole and the necessity of acquiring
an understanding of EMD results, we summarized each variable over space and applied EMD
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to derive a global assessment of the dataset. The following diagrams, Figure 11 to Figure 27
showing the EVI and all non-polynomial independent variables respectively, help us to
depict the properties of variable time-series. While the y-axis indicates the magnitude of the
observation, the x-axis marks the timestamp of the observation, with values from timestamp
1 through 9 representing the observations from the first year and values from timestamp 10
through 18 representing the observations from the second year, etc. For each diagram, the
time-series shown in the top row symbolizes the original data. Starting from the second row
until the second to the last row at the bottom, each IMF represents one temporal component
decomposed from the original data, with various temporal structures. The last IMF positioned
as the last time-series from the bottom with a comparably smoother curve is the trend of
changes isolated from the 15-year observations. As this research only focused on analyzing
the time-series trends and also due to the challenge in interpreting all IMFs, our examination
and discussion of the decomposition are limited to the summarized variables in the following
paragraphs.
To begin with, the shape of the original EVI time-series seems appealing, as well as
the decomposed IMFs. It is easily observable that the unprocessed data distribution is
affected by a well-paced energy with a recurring cycle approximately every nine periods,
which is exactly the number of observations per year. Shown in Figure 11, the pulse-like
temporal structure was successfully identified as IMF 1, and each nine-period segment shares
similar magnitude of variation. The periodical pattern continues in IMF 2, 3, and 4, though
the intervals of cycling become longer and less definitive. IMF 2 indicates a repeating pattern
that occurs approximately every 36 periods, which is 4 years, whereas IMF 3 and IMF 4
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show a 5-year and an 8-year pattern, respectively. After all, the last IMF, which is labeled as
Residual in the diagram, demonstrates an increasing trend of EVI over the observed 15 years.

Figure 11. EMD result for EVI
The EMD result of each climatic variable, including EVP, PRE, PRS, RHU, SSD,
TEM, and WIN, presents the factors composing the original time-series uniquely and are
shown in Figure 12 to Figure 18. Though the adaptation of EMD application varies among
variables, the results share some universal properties. Overall, the temporal structures they
revealed are less distinctive than the ones from EVI. As observable from the diagrams, the
fluctuations of the original time-series within a year are much more frequent than the EVI.
Unlike the EVI decomposition where the yearly cyclic pattern is filtered out as the first IMF,
the first IMF from EMD application on climatic variables represents a subtle periodic pattern
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attributed to the fluctuation within a year. The annual pattern is usually listed as the second
IMF, like PRE, PRS, TEM, and WIN. Meanwhile, in some instances, a semi-annual or biannual pattern is attributed to the variation at the same time, like IMF 2 and 4 of EVP, IMF 3
of PRE, IMF 3 of PRS, IMF 2 and 3 of RHU, IMF 2 and 3 of SSD, IMF 3 of TEM, and IMF 3
of WIN. The combination of semi-annual, annual, and bi-annual cyclic patterns strongly
affects the distribution of our observations from a temporal perspective. Starting from IMF 4
to IMF 6, if present, these IMFs denote patterns that last for a longer period of time, varying
from 5 to 12 years. The last component from the EMD application, Residual, is the trend of
change during the observation period. Based on the shapes of the residual, we categorized
their trends into four groups in Table 4: increase (I), decrease (D), increase-decrease (I-D),
and decrease-increase (D-I).

Figure 12. EMD result for EVP
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Figure 13. EMD result for PRE

Figure 14. EMD result for PRS
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Figure 15. EMD result for RHU

Figure 16. EMD result for SSD
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Figure 17. EMD result for TEM

Figure 18. EMD result for WIN
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Table 4
Visual Interpretation of Climatic Variable Trend
Trends
Variable Name

I
PRE

D
PRS

I-D
EVP, RHU

D-I
SSD, TEM, WIN

Given the shape of the trends, it is not difficult to comprehend that evaporation is
positively correlated with humidity, and the temperature is positively correlated with
sunshine duration; meanwhile, higher temperature will possibly lead to a higher level of
evaporation and lower humidity. However, a lack of ecological and meteorological
knowledge prevents us from further interpreting the cause of changes in the trends’
directions.
For the socioeconomic variables, the time-series demonstrates fewer within-year
variations due to the extrapolation technique we used in creating the balanced panel, and the
between-year differences seem abrupt in some cases. As shown in Figure 19 to Figure 27, the
application of EMD not only successfully smoothed out the sudden change in the original
time-series but also identified the hidden temporal structure of periodical changes and the
overall trend, except for variable gdppc. The gdppc was a unique exception because the value
of observations continued to increase and did not meet the criteria for EMD, so the original
time-series was considered the data trend. For other variables, the early IMFs filtered out the
abrupt fluctuations, and the IMFs of lower order captured the temporal cyclic properties,
which varied from 2-year to 10-year. Though the socioeconomic variables did not share a
cyclic pattern, we still determined that the Residuals depicted the trends of change in a
cleaner and more elegant manner.
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To summarize, although the EMD application did not uncover a consistently
universal fitted temporal pattern across heterogeneous variables, the last component of the
decomposition, the trend of time-series over the 15-year observation period, which is exactly
the focus of this study, was successfully identified for further statistical analysis.

Figure 19. EMD result for gdppc
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Figure 20. EMD result for daa

Figure 21. EMD result for dgr
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Figure 22. EMD result for dhw

Figure 23. EMD result for dls
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Figure 24. EMD result for sfarm

Figure 25. EMD result for sinv
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Figure 26. EMD result for slgov

Figure 27. EMD result for sural
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The Panel Data Analysis
The analysis based on the post-EMD variables is reported in this section. We continue
to use the same abbreviations of pre-EMD variables to represent the post-EMD ones, though
these two groups are dissimilar in nature. If not explicitly specified, the abbreviations
mentioned in this and next sections refer to the post-EMD variables.
Re-visit the descriptive statistics. Our understanding of the post-EMD data begins
with its descriptive statistics shown in Table 5. If we compare the results with the pre-EMD
descriptive statistics, we observe that the means of the variables were well preserved by the
EMD filtering technique, while the standard deviation of the data was largely reduced, which
means the distribution of the post-EMD data is more centralized than the distribution of the
original data. The filtering effect of EMD was also reflected in the minimal and maximal
values as the filter smoothed out the impact of outliers. As we expected, the minimal of postEMD variables were typically larger and the maximum was smaller than the pre-EMD
dataset. Unanticipated exceptions created negative values for certain variables, e.g.,
precipitation, squared precipitation, squared humidity, livestock density, share of
governmental revenue, and share of governmental investment. Apparently, the negative
values of these variables are not realistic, but we preserved these values for the panel data
analysis because they represent of the longitudinal variation of the variables.
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Table 5
Descriptive Statistics for Post-EMD Variables

Variable
EVI
EVP
PRE
PRS
RHU
SSD
TEM
WIN
EVP2
PRE2
PRS2
RHU2
SSD2
TEM2
WIN2
gdppc
daa
dgr
dls
srural
slgov
sinv
sfarm

Number of
Observations
12,015
12,015
12,015
12,015
12,015
12,015

Standard
Deviation
600.23
44.02
155.30
69.41
9.66
7.59

Mean
2,471.12
91.64
269.86
9,033.28
51.73
88.78

12,015
187.88
38.52
12,015
25.83
4.56
12,015 10,710.95
8,675.57
12,015 135,354.40 155,798.20
12,015 8.18E+07 1341,864.00
12,015
2,865.32
980.77
12,015
8,035.64
1,305.34
12,015 37,090.21
13,257.57
12,015
714.67
262.11
12,015
46.51
35.19
12,015
17.16
2.18
12,015
45.06
13.47
12,015
1.29
0.37
12,015
54.68
3.49
12,015
8.51
3.85
12,015
85.62
44.65
12,015
43.78
12.90

Minimum
960.41
11.85
-19.01
8,789.52
20.62
60.44

Maximum
4,039.35
180.20
789.60
9,408.68
73.61
108.98

70.96
257.45
15.20
40.45
105.24
33,540.51
-60,089.00 1542,157.00
7.77E+07
9.02E+07
-235.83
5,452.63
3,718.16
12,390.08
5,320.06
66,239.29
151.60
1,672.37
4.29
152.53
10.31
27.73
14.80
86.79
-1.28
4.89
38.00
72.88
-2.06
42.02
-131.83
459.06
22.00
100.91

Stationarity testing. As discussed by S. Li et al. (2013), variables of interest for a
panel model should be stationary, especially when the dataset contains a large number of
periods. Under the definition of stationarity, it is required that the values are time
independent. However, it is highly arguable whether our pre-EMD dataset satisfies this
requirement. Observed from Figure 11 to Figure 27, most of our time-series were clearly
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affected by the period of observation. If we summarize the EVI according to the period of
observation within a year, as shown in Figure 28, it is easily discovered that the EVI value
follows a reversed U-shape with lower values at the beginning and end of a year and peak
values around the sixth period. Based on the temporal signature of the time-series, we
conclude that the original time-series were non-stationary and conducted the stationary test
only on the post-EMD trends of variables.
Period-based Averaged EVI
4000.00
3500.00
3000.00

EVI

2500.00
2000.00

Mean

1500.00

Min
Max

1000.00
500.00
0.00
1

2

3

4

5
Period

6

7

8

9

Figure 28. Annual variation of EVI
The unit root test with a low order of difference provides an approach to examine the
stationarity of panel data. The concept of unit root test covers a wide range of theories and
techniques in detecting the stationarity of time-series. Among various unit test methods, the
Levin-Lin-Chu (LLC, 2002) approach has been widely adopted by researchers and their
studies. In application, the LLC approach uses t-statistics to test the null hypothesis that the
panels contain unit roots against the alternative that the panels are stationary. It is worthwhile
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to note that the LLC unit root test is a large sample or asymptotic test that requires the ratio
of a number of panels to time periods asymptotically tending to zero, which means the model
should have a relatively smaller number of panels and a larger number of time periods.
Because our panel data model contains 135 periods and 89 panels, it bears many more
periods than panels. Therefore, we argue that the LLC is an appropriate test for this model.
Under the null hypothesis, some panels contain unit roots, and a stochastic process
causes the variations, which makes the panels non-stationary, whereas the alternative
hypothesis assumes that the panels are stationary. When the degree of freedom exceeds 30, if
the t-statistic from LLC test is less than -1.65, it is safe to reject the null hypothesis and favor
the alternative one that the variable is stationary at the significance level of 0.05. Given the
significance level, the unit test results are compared against the cut-off t-statistic value. In
fact, our tests performed extremely well. The results of LLC tests showed the p-value equals
zero for all post-EMD variables; thus, we rejected the null hypothesis that all panels contain
unit roots and favor the alternative and concluded that our panels are stationary.
Model selection. The stationary test encourages us to include all variables in our
panel data model to investigate the causal relationship between the EVI, climatic, and
socioeconomic variables using the long-term trends extracted from EMD filtering. For the
panel data model, we assumed that, at any given period, the effect of unobservable and
omitted variables (e.g., the influence of grassland administrative policies from higher levels
of governance) was consistent across all units. Under such assumption, the fixed-effect
model should be a more appropriate fit for the data. Before we determined the better model
selection, both a fixed-effect and a random-effect specification were employed to the data
with all variables and the estimated model parameters are reported in the following Table 6.
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In this table, where the coefficient of a variable is reported, the value in parentheses indicates
the standard error of the estimation.
Table 6
Comparison of Results from Fixed-Effect and Random-Effect Panel Data Model
Specifications
Dependent Variable
EVP
PRE
PRS
RHU
SSD
TEM
WIN
EVP2
PRE2
PRS2
RHU2
SSD2
TEM2
WIN2
gdppc
daa

Fixed-Effect
-0.1989***
(0.0758)
0.3044***
(0.0311)
-1.6653***
(0.1519)
-1.1663*
(0.6017)
-1.2411**
(0.5171)
-1.4895***
(0.1891)
-8.5146***
(0.8115)
-0.0003
(0.0004)
0.0001**
(0.0000)
0.0001***
(0.0000)
0.1187***
(0.0066)
-0.0073**
(0.0034)
-0.0108***
(0.0007)
-0.1004***
(0.0150)
0.0078
(0.0083)
-0.0552***
(0.0037)
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Random-Effect
-0.1634**
(0.0764)
0.3589***
(0.0311)
-1.0319***
(0.1446)
-0.2470
(0.6042)
-1.2404**
(0.5221)
-1.3139***
(0.1897)
-8.4638***
(0.8195)
-0.0003
(0.0004)
0.0001**
(0.0000)
0.0001***
(0.0000)
0.1120***
(0.0067)
-0.0059*
(0.0034)
-0.0107***
(0.0007)
-0.1009***
(0.0152)
0.0026
(0.0084)
-0.0592***
(0.0037)

Table 6 continued,
Dependent Variable

Fixed-Effect
Random-Effect
0.0023***
0.0023***
dgr
(0.0002)
(0.0002)
0.0632**
0.0679**
dls
(0.0291)
(0.0294)
-0.0394***
-0.0390***
dhw
(0.0025)
(0.0025)
-0.2455***
-0.2424***
srural
(0.0143)
(0.0144)
0.2643***
0.2557***
slgov
(0.0262)
(0.0265)
-0.0723***
-0.0634***
sinv
(0.0149)
(0.0150)
0.0021
0.0008
sfarm
(0.0018)
(0.0018)
13,380.0700***
5,959.8940***
Intercept
(1,004.7540)
(822.0747)
R-squared
0.9926
Not Available
(*** Significant at the significance level of 0.01; ** Significant at the significance
level of 0.05; * Significant at the significance level of 0.1)

The results are very encouraging. Under the fixed-effect specification, the overall
performance of the model was exceptionally good fit for the data. The R-squared value of the
fixed-effect model reached 0.9926, which indicates that 99.26% of variations in the EVI are
explained by the variations in 23 independent variables across 89 counties and 135 periods.
For the random-effect model, due to the limitation of the model itself, a pseudo-R2 value was
calculated during the estimation process but should not be considered an indicator of model
fitness. Therefore, it was not reported as a part of the results. If we examine the effects of
individual variable, it is clearly indicated that most independent variables impose statistically
significant effects of the same direction on the dependent variable EVI despite the minor
differences in magnitude between model specifications, except for RHU, EVP2, gdppc, and
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sfarm, which are insignificant in both specifications, and SSD2, which is insignificant in the
random-effect specification.
To systematically examine whether our assumption that the appropriateness of the
fixed-effect model specification for this specific data set is valid, we needed a statistical tool
to verify our notion. The Hausman test, using chi-square statistics, is a widely accepted
approach to help researchers determine the panel data model specification. For a Hausman
test, the null hypothesis is stated as the difference in the coefficients is not systematic, which
means the difference is caused by the unobserved variables randomly and indicates the
random-effect specification is a better choice. The alternative hypothesis considers the
difference in coefficients is systematic, which favors the fixed-effect model specification.
Using our fixed- and random-effect specifications, the Hausman test returned a chi-square
value of 251.01, and this evidence strongly supported the rejection of the null hypothesis and
favored the alternative that the fixed-effect model was a more appropriate specification. The
selection of model specification supported our assumption that effect varies across time but
consistently across units. We used the result from the fixed-effect model specification as the
basis to continue our discussion.
First, we focused on the linear effect of climatic variables. At the significance level of
0.05, all climatic variables were significant except for RHU, which was significant at the
significance level of 0.1. Among these variables, only PRE is positively correlated with EVI,
and 0.1 mm of increase in accumulated precipitation in a 16-day period will, ceteris paribus,
increase the EVI by 0.30. Under the same ceteris paribus assumption, one unit of increase in
observations of EVP, PRS, RHU, SSD, TEM, and WIN will cause a decrease in EVI by 0.20,
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1.67, 1.17, 1.24, 1.49, and 8.51, respectively. Notably, considering we amplified the value
domain of EVI by 10,000, climate change introduces a small impact on the EVI variation.
As for the squared climatic variables, similar to their linear terms, almost all variables
significantly affect EVI except EVP2. Thus, we excluded EVP2 from the model. For other
polynomial terms, the positive direction of effect indicates that the correlation between the
dependent and independent variables follows a U-shape, whereas the negative direction of
effect specifies a reversed U-shape. Thus, the EVI value will decline first and then ascend in
response to increases in PRE2, PRS2, or RHU2, or increase first and then decrease along with
the growth in SSD2, TEM2, or WIN2. However, we argue that these regressors are
theoretically valid but could be empirically misleading. Our argument is rooted in the value
ranges of variables. Given the actual value range of these post-EMD independent variables,
only PRE2 and RHU2 followed their reversed and regular U-shapes because of the existence
of negative values. Other variables, PRS2, SSD2, TEM2, and WIN2, strictly followed a solely
descending or ascending curve due to their value range. In reality, the observation of
temperature is the only possible scenario allowing for negative values. The selection of an
observation window of a year ruled out the only possibility and maintained all observations
of temperature above 0 C. Meanwhile, if we analyze the effect combining the linear and
polynomial factors as an integral part, it is noticeable that the sizes of effect are extremely
small, especially for PRE2 and PRS2. Arguably, the size of effect may be too small to be
included in a statistical analysis. However, due to their excessive domain, the effect still
could be substantial. In the end, we kept these polynomial terms, except EVP2, in the final
model.
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The third group of independent variables contained nine socioeconomic factors, and
most of these variables were significant with a small size of effect. With one unit of increase
in daa, dgr, dls, dhw, sinv, slgov, or srural, ceteris paribus, the post-EMD EVI was expected
to change by approximately -0.055, 0.002, 0.063, -0.039, -0.072, 0.264, and -0.246,
respectively. Unexpectedly, one of the key proxies of economic development, the GDP per
capita, was insignificant to the variation of EVI. Though a strong increasing trend, it imposed
little statistically significant impact on grassland productivity. A possible explanation is that
recent adjustments in policy making and grassland administration have improved the regional
economy continuously while simultaneously successfully maintaining grassland
sustainability. In the long-term, the grassland ecosystem may be stronger and more adaptive
to changes than we thought if humans stop destructive exploitation, especially compared to
the short-term observations. The other statistically insignificant socioeconomic variable was
sfarm. Similar to gdppc, but in the opposite direction, the rate of change for sfarm was more
dramatic than other socioeconomic variables such that the model was unable to correlate the
consecutive drop of sfarm to the fluctuation of EVI.
Given the significance analysis of variables, we proposed an improved panel data
model using only the tested statistically significant variables. By excluding the insignificant
variables from the fixed-effect panel data model, our revised regression model would be
denoted as
𝐸𝑉𝐼𝑡𝑖 = 𝑓(𝐸𝑉𝑃𝑡𝑖 , 𝑃𝑅𝐸𝑡𝑖 , 𝑃𝑅𝑆𝑡𝑖 , 𝐻𝑈𝑀𝑡𝑖 , 𝑆𝑆𝐷𝑡𝑖 , 𝑇𝐸𝑀𝑡𝑖 , 𝑊𝐼𝑁𝑡𝑖 ,
𝑃𝑅𝐸𝑡𝑖2 , 𝑃𝑅𝑆𝑡𝑖2 , 𝐻𝑈𝑀𝑡𝑖2 , 𝑆𝑆𝐷𝑡𝑖2 , 𝑇𝐸𝑀𝑡𝑖2 , 𝑊𝐼𝑁𝑡𝑖2 ,
𝑑𝑎𝑎𝑡𝑖 , 𝑑𝑔𝑟𝑡𝑖 , 𝑑ℎ𝑤𝑡𝑖 , 𝑑𝑙𝑠𝑡𝑖 , 𝑠𝑖𝑛𝑣𝑡𝑖 , 𝑠𝑙𝑔𝑜𝑣𝑡𝑖 , 𝑠𝑟𝑢𝑟𝑎𝑙𝑡𝑖 ) + 𝜀𝑡𝑖 ,
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Analysis of trends. After excluding the insignificant variables from the model, we
reduced the number of our model independent variables from 23 to 20, and we used the
shortened list of variables as the input to our fixed-effect panel data model. We continued our
analysis based on the results from the model reported in Table 7. While the left most column
of Table 7 lists the variable names, the second column in this table presents the statistical
output from the updated fixed-effect panel data model using post-EMD data. As shown in the
last row of the second column in Table 7, our post-EMD fixed-effect panel data model
reached an exceptionally high R-squared value of 0.9926, which means more than 99% of
variation in the dependent variable, EVI, can be explained using the variations of the
independent variables.
Along with a near-perfect model fitness, our result from the post-EMD panel data
model aligns with findings from previous studies (S. Li et al., 2013; Meng et al., 2011; Xie et
al., 2016) that climate change influenced the grassland productivity significantly. Almost all
climatic dependent variables were statistically significant at the 95% confidence level except
RHU, and several of those were even significant at the 99% confidence level. Among these
linear relationships between climate change and EVI, precipitation is the sole factor that
affects EVI positively. If we hold all other variables constant, increasing 0.1 mm of
precipitation will likely to cause the EVI rise by 0.2981. It is understandable that in arid and
semi-arid regions such as the Inner Mongolia Autonomous Region (IMAR), the amount of
precipitation is critical to the prosperity of vegetation. More precipitation usually leads to a
higher grassland productivity. Another widely recognized variable that impacts vegetation
growth is the temperature, which is negatively correlated with EVI, causing a decrease in
vegetation productivity when the temperature rises. Per unit of change in temperature, 0.1 C,
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will likely to cause a change of 1.547 on EVI in the opposite direction, ceteris paribus.
Considering the temperature in growing season we selected for this study is above 0 C,
besides the impact from the desert-covered areas on the western side of the IMAR, this
coefficient demonstrated how increasing temperature could be detrimental for the grassland
productivity. The significant directional impact from precipitation and temperature is one of
the similarities that our results share with many previous studies. Besides confirming the
causal relationships with precipitation and temperature, our statistical test also presents the
significant impact of our control variables. Because of the complexity of the ecological
system, evaporation, barometric pressure, relative humidity, sunshine duration, and wind
speed are either directly or indirectly interacting with precipitation, temperature, and the
growth of grassland. For example, the longer sunshine duration will increase the temperature,
intensify the evaporation, reduce the relative humidity, and most likely related to less
precipitation. However, there has been a limited number of publication successfully and
quantitatively identified the causal relationships between these variables and grassland
productivity. If we omit these variables, their effects on EVI will only be partially captured
and transferred to alter the coefficients of precipitation, temperature, and the error term,
which generates biased estimators for precipitation and temperature. By including the linear
terms of EVP, PRS, RHU, SSD, and WIN as controlling variables, we were able to capture
their direct effects on EVI, which reduced the transitional effects and produced more accurate
model parameters. Based on our results, the linear term of EVP, PRS, RHU, SSD, and WIN
strongly affect the vegetation growth in Inner Mongolia in a negative direction.
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Table 7
Comparison of Statistical Analysis Results from Three Models

Variable
EVP
PRE
PRS
RHU
SSD
TEM
WIN
PRE2
PRS2
RHU2
SSD2
TEM2
WIN2
daa
dgr
dls
dhw
srural
slgov

Post-EMD
Fixed-Effect
Panel
-0.2392***
(0.0503)
0.2981***
(0.0307)
-1.6663***
(0.1519)
-1.0376*
(0.5956)
-1.2603**
(0.5166)
-1.5470***
(0.1853)
-8.3353***
(0.7732)
0.0001**
(0.0000)
0.0001***
(0.0000)
0.1183***
(0.0066)
-0.0076**
(0.0034)
-0.0108***
(0.0007)
-0.1035***
(0.0145)
-0.0553***
(0.0037)
0.0023***
(0.0002)
0.0935***
(0.0099)
-0.0393***
(0.0025)
-0.2467***
(0.0142)
0.2628***
(0.0261)

Pre-EMD
Fixed-Effect
Panel
0.5061***
(0.1475)
0.0960***
(0.0314)
-0.2112
(0.1362)
-22.6243***
(2.5430)
28.6335***
(3.4358)
3.9065***
(0.6577)
-73.2550***
(5.0298)
Omitted
Omitted
0.4828***
(0.0258)
-0.1257***
(0.0201)
0.0011
(0.0019)
0.6859***
(0.0832)
-7.5449***
(1.0897)
2.2224***
(0.1998)
2.6142**
(1.0278)
0.0421*
(0.0252)
-0.7552
(0.5602)
-0.3793
(0.3602)
81

Post-EMD
OLS
2.3206***
(0.1563)
-0.0526
(0.1184)
7.5989***
(0.4592)
4.5785**
(2.1923)
2.9161
(2.0951)
-2.5075***
(0.6969)
-12.5174***
(3.3265)
0.0005***
(0.0001)
-0.0004***
(0.0000)
0.4456***
(0.0232)
-0.0904***
(0.0129)
-0.0133***
(0.0022)
-0.4740***
(0.0581)
-0.0663***
(0.0155)
0.0048***
(0.0007)
0.2616***
(0.0438)
0.0591***
(0.0078)
0.3155***
(0.0585)
0.0655
(0.1202)

Pre-EMD
OLS
0.5642***
(0.1861)
0. 3821***
(0.0813)
24.6657***
(1.0757)
-18.1280***
(3.3126)
29.3569***
(4.6736)
0.9686
(0.8734)
-44.9123***
(6.2773)
-0.0001*
(0.0001)
-0.0013***
(0.0001)
0.6160***
(0.0333)
-0.0832***
(0.0273)
-0.0035
(0.0025)
0.2383**
(0.1059)
10.1204***
(0.6839)
1.8289***
(0.1522)
1.0470
(1.3066)
-0.1852***
(0.0199)
0.1519
(0.2688)
0.8213*
(0.4334)

Table 7 continued,
Post-EMD
Pre-EMD
Post-EMD
Pre-EMD
Variable
Fixed-effect
Fixed-effect
OLS
OLS
Panel
Panel
-0.0714***
0.1896***
-0.1263***
-0.0807
sinv
(0.0148)
(0.0718)
(0.0419)
(0.0737)
13,358.9500*** 3,222.7080***
-34,848.6400*** -115,449.300***
Intercept
(1,003.7260)
(1,265.5750)
(2,085.1720)
(4,909.037)
R-squared 0.9926
0.8100
0.8260
0.6567
(*** Significant at the significance level of 0.01; ** Significant at the significance
level of 0.05; * Significant at the significance level of 0.1)

Discussed by other researchers (Shi et al., 2013), the correlation between vegetation
growth and climate change is usually more complicated than merely linear. Our statistical
analysis supported this claim by demonstrating the significant impacts from the square terms
of climatic dependent variables. However, though the impacts were significant, the sizes
were much smaller than their linear terms as the largest magnitude barely exceeded 0.1, and
most of them were around or below 0.01, while Xie et al. (2016) found the sizes of impact
from polynomial terms were similar to the linear ones. Another characteristic of our results is
that the polynomial relationships are strictly linear within the domain of dependent variables,
in either the positive or negative direction. Unlike previous research, the effect of threshold
of the variables, or the U-shape of a relationship, is not reflected in our analysis. We argue
that our selection of sampling period, which only focused on the growing seasons instead of
covering the growing and non-growing seasons of a whole year, and the value domains of the
dependent and independent variables together mitigated the polynomial impacts of climatic
variables. Thus, similar to the linear terms of EVP, PRS, RHU, SSD, and WIN, the included
polynomial terms are essential and they perform more as controlling variables than
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explanatory in our model to help us retrieve more accurate estimators for precipitation and
temperature.
From the socioeconomic perspective, all seven variables included in the estimation
exerted strong impacts on the EVI. As one of the proxies for the grassland productivity, the
arable area density (daa) was negatively correlated with EVI, which indicated that more land
used for farming caused lower grassland productivity. On the contrary, another variable
measuring a different aspect of crop farming, the density of grain production (dgr), positively
affected EVI with a greater size of effect. The results seem controversial; however, they
explained the relationship between farming activities and grassland productivity well. While
daa represented the land use density of counties, it is noticeable that the farmland is almost
bare at the beginning and end of a growing season, and the bare land tends to carry a lower
EVI than surfaces covered by vegetation. Apparently, our sampled EVI was heavily
influenced by the bare land negatively, which means counties with a higher concentration of
crops farming land use will likely to have lower EVIs. The other variable, dgr, represented
the actual grain production. When grain production is higher, the growth of grain plants is
healthier and greener. Therefore, higher values in dgr would be likely related to higher EVI
values. For this pair of variables measuring the farming activities, while daa captures the
effects introduced by the level of concentration of farmland, dgr provides a more truthful
observation of grassland productivity, which makes them both legit controlling variables for
farming activities.
The variable dls was used to capture the impact from grazing activities, and our test
indicated that counties with higher livestock density usually had higher EVI values. It was
easily understandable that a high amount of livestock could be raised in fertile grassland, and
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only richer grasslands could support a greater scale of grazing activities. Our results also
showed that the share of rural population (srural) negatively correlated with EVI. It could be
interpreted that when there is more rural population, more animals will be raised, which will
then cause heavier grazing activities and a severer grassland degradation and thus lower EVI
values. This finding quantitatively supplements the claim from many previous research that
the intensity of grazing is one of the major causes of fluctuations in grassland productivity.
Meanwhile, it also indicates that the density of livestock should not be accounted for the
degradation of grassland alone. The concentration of population, the rural population
supporting grazing activities specifically, is also playing a critical role in affecting grassland
productivity.
From the perspective of impacts introduced by policies, we found that the density of
transportation (dhw) was negatively correlated with EVI, which implied that the
transportation network divided the grassland into smaller patches thus increased the
separation and decreased the diversity of grassland species. Meanwhile, the increased ratio of
local government revenue to a county’s GDP (slgov) trended to result in higher EVIs. We
assume that the counties with more revenue perform better financially than the ones that
obtain less, and they should possess more resources that could be distributed in order to
maintain higher grassland productivity. In comparison to the governmental revenue, the
higher ratio of investment in fixtures to a county’s GDP (sinv) caused lower EVIs, while we
expected greater grassland productivities as a result of more governmental investments.
Theoretically, improvements to the transportation network would contribute to the economic
development of a region, and the growth of the regional economy will in turn stimulate new
establishments of the infrastructure. However, we were not able to construct a relationship
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matrix between dhw, slgov, and sinv to address the dynamics. Given the evidence presented,
we think this result is a reflectance of the socialist policy of the IMAR. When the central
government allocates the investment, it is distributed equally to counties. The poorer
counties, usually located near the desert region of the southeastern IMAR with a low or rare
vegetation coverage, have a smaller amount of GDP and relative lower EVI. This explained
why the share of investment was negatively impacting the EVI.
Though not considered a part of our final model selection, we think the two variables
that were excluded due to their insignificancy, gdppc and sfarm, are still worth discussion.
As discussed in previous sections, gdppc is the sole variable used to capture the economic
status of a county. Referring to the EMD filtering results of EVI and gdppc demonstrated in
Figure 11 and Figure 19, respectively, we found that, instead of fluctuating around certain
value throughout the observed period as EVI, the shape of gdppc maintained a steady
increasing trend, which indicated that the residents of the IMAR have been obtaining more
financial resources at their disposal throughout these years. This steadily improving personal
financial status of the IMAR residents is largely due to the rapidly developing economy of
China. The weak relationship between gdppc and EVI implied that the improving financial
situation of the IMAR residents is not directly related to grassland growth, which led to the
exclusion of gdppc from the final model. The other socioeconomic variable excluded from
the model, sfarm, represents the ratio of all agricultural income to the GDP. Unlike gdppc
revealing a steady increasing trend, the data series of sfarm kept a decreasing trend
throughout our study, as shown in Figure 24. On average, the percentage of agricultural
income to the overall GDP was almost 60% at the beginning of the series, and it had reduced
to approximately 30% near the end. The lowered ratio indicated that the socioeconomic
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structure of the counties in the IMAR had shifted as a result of national economic
development. More sources of income other than agriculture, e.g., commerce, trading,
manufacturing, and even industry processing agricultural products, are contributing to the
economy of the IMAR with increasing proportions.
To demonstrate the effectiveness of EMD filtering, we compared the coefficients
obtained from the fixed-effect model using both pre- and post-EMD data to the results from
the most often used regression model, ordinary least square (OLS) model. Starting from
column three to column five of Table 7, we illustrated the coefficients from pre-EMD fixedeffect panel data model, post-EMD OLS model, and pre-EMD OLS model using the
optimized variables, respectively. Similar to how the statistical results were reported in the
previous sections, the value in the parentheses indicates the standard error of the coefficient.
Observed from Table 7, along with differences in the significance of coefficients, the
size and standard error of a coefficient varied between models. Based on the cross-sectional
and longitudinal characteristics of the data, it is certain that the panel data model was a more
appropriate specification than the OLS regression. Though we may occasionally find that
certain independent variables in the OLS models are significant at a lower significance level
than in the panel model, e.g., RHU, SSD, and SSD2, these unexpected occurrences simply
indicate that the OLS specifications generate more wrong estimators simply because they are
inaccurate selections. Thus, we favored the panel model over the OLS model. Next, in a
comparison between the two panel models, the one using post-EMD data outperformed the
one using pre-EMD data by obtaining coefficients with smaller magnitudes and standard
errors. Meanwhile, it is easily identified that, though the sizes of effect were limited for
PRE2 and PRS2, the fixed-effect panel data model using the post-EMD data captured the
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significant effect of these two variables, while the same data model using pre-EMD data
excluded these two variables due to high collinearity. At the same time, the pre-EMD model
concluded TEM2 was insignificant whereas the post-EMD model not only included this
significant variable into EVI estimation but also corrected the size and direction of the effect.
Hence, we were further convinced that the EMD filtering technique helped us understand the
long-term dynamics despite the repetitive patterns that reside in the daily observations, and
apparently, the post-EMD fixed-effect panel model claimed more variables significantly
affected our dependent variable than any other models. Additionally, the R-squared values
from these regression models supported our conclusion as well, and the differences between
R-squared values of models demonstrated the advantage of model specification. While the
fixed-effect panel data model using post-EMD data exhibited a near perfect R-squared value,
all other three models generated considerably lower R-squared values with the pre-EMD
OLS model generating the lowest R-squared value of 0.6567. All of this evidence confirmed
our claim that the combination of EMD and panel data model provided superior performance
in estimating the model parameters.
In addition to listing the model coefficients, our fixed-effect model included an F-test
to examine the existence of individual effect of our observations. Under the null hypothesis,
the observed and unobserved fixed effects are equal to zero, which leads to the conclusion
that the individual effect is equal across all units. Our test result indicated F(88, 11,908) =
3,106.50 with the probability of 0.0000, providing strong evidence to reject the null
hypothesis and favor the alternative that the fixed-effects are non-zero. Meanwhile, we used
a modified Wald test to examine the heteroscedasticity of our data. In this test, the null
hypothesis is stated as the data is homoscedastic, which means the variance is constant,
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whereas the alternative hypothesis considers the data is heteroscedastic, which in turn will
lead to the conclusion that the variability of the dependent variable varies as the values of
independent variables increase. The chi-square test result from 89 degrees of freedom
returned the probability of zero, providing really strong evidence for us to reject the null
hypothesis and favor the alternative to conclude that our data contain heteroscedasticity.
After the comparison between models, we took a step further to analyze the impact
from climatic polynomial terms alone and demonstrated the comparison in Table 8. Based on
the post-EMD fixed-effect model, we re-examined the model fitness and variable coefficients
while excluding those polynomial terms of climatic variables. Under such scenario, the
simplified model without polynomial terms was explaining 99.22% of variations in EVI
using our independent variables, which is only 0.04% less than the model containing the
polynomial terms. From the perspective of individual independent variables, though the
coefficients for socioeconomic variables did not change much, the coefficients for linear
climatic variables differed dramatically from the previous model. The direction of effect for
RHU was reversed from negative to positive, and the size of its effect became almost five
times of what it was; the magnitudes of effect for EVP, PRE, and TEM almost doubled; the
effect for SSD and WIN increased almost 25%; and PRS was the only climatic variable with a
smaller size of effect than its coefficient from the post-EMD fixed-effect model with
polynomial terms, which decreased by more than 75%. This comparison revealed that though
the magnitude of the coefficients for polynomial climatic variables were limited, they
captured and explained the variations in our dependent variables; when excluded from the
model, the linear terms of the corresponding variables were accounted for the nonlinear
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effects on EVI. These polynomial terms acted as control variables to help us understand the
causal relationships between our variables.
Table 8
Impact of Polynomial Climatic Variables in Fixed-Effect Model

Variable

Post-EMD Fixed-effect Panel with

Post-EMD Fixed-effect Panel

Polynomial Terms (omitted in

without Polynomial Terms

comparison)
EVP

-0.2392*** (0.0503)

-0.5649*** (0.0487)

PRE

0.2981*** (0.0307)

0.5281*** (0.0220)

PRS

-1.6663*** (0.1519)

-0.3117*** (0.1014)

RHU

-1.0376*

(0.5956)

4.9928*** (0.4750)

SSD

-1.2603** (0.5166)

-1.5341*** (0.3627)

TEM

-1.5470*** (0.1853)

-2.7398*** (0.1769)

WIN

-8.3353*** (0.7732)

-12.9816*** (0.3936)

daa

-0.0553*** (0.0037)

-0.0486*** (0.0037)

dgr

0.0023*** (0.0002)

0.0018*** (0.0002)

dls

0.0935*** (0.0099)

0.0655*** (0.0100)

dhw

-0.0393*** (0.0025)

-0.0423*** (0.0025)

srural

-0.2467*** (0.0142)

-0.2336*** (0.0145)

slgov

0.2628*** (0.0261)

0.2314*** (0.0265)

sinv

-0.0714*** (0.0148)

-0.0845*** (0.0149)

Intercept

13,358.9500*** (1,003.7260)

5,864.101***(929.2121)

R-squared

0.9926

0.9922

To summarize, the preprocessing of data using the EMD filtering technique broke
down the original data into several exclusive temporal components, and the fixed-effect
panel data model successfully revealed the relationship between the long-term variation
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trends of the dependent and independent variables of the coupled human-nature interaction in
Inner Mongolia.
Spatial variation. While the coefficients from the fixed-effect panel data model
described how different factors impact the EVI values over time quantitatively, the model
itself was not able to project the cross-sectional variations between heterogeneous counties.
To quantitatively determine how counties are different from each other, we included a set of
dummy variables to capture the unique intercept of each county in the panel data model and
used a map to qualitatively interpret the spatial properties of our model.
The following map (Figure 29) demonstrates how the county-based EVI values were
spatially distributed in the IMAR. In this map, we arbitrarily selected County 89 as the
baseline, which is identified on the map with a red boundary, and computed the difference
between County 89 and all other counties. Then, we colorized the differences using a red-togreen color ramp, where the darkest red indicates the lowest EVI and the darkest green
indicates highest. The spatial pattern is very clear: the EVI value gradually increases from
west to east and from south to north, with an exception of counties near the central IMAR. In
fact, this unique spatial pattern is not hard to explain if we take into account the land cover
and environment of the IMAR. While the northeastern part of the IMAR is primarily covered
by forest, the majority land cover type in the western regions of the IMAR is bare land and
grassland suffering desertification. Most pastoral grasslands are concentrated in the central
region, where most counties are colored as yellow and light orange on our map. The counties
that form a horizontal patch across the west-central IMAR seem less affected by the land
cover types. However, after we overlap our map with the national hydrological system, we
noticed that this patch perfectly aligned with the path of the Yellow River, which is the
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second-longest river in Asia and the sixth-longest river system in the world and nourishes
140 million people. Meanwhile, the belt of major cities of the IMAR coincidentally falls
within these counties. Apparently, EVI values from the counties along the path of the Yellow
River are not only benefiting from the proximity to the water resource, but are also
influenced by the socioeconomic development of the region, thus gaining higher values than
their neighbors.

Figure 29. Spatial distribution of heterogeneity among counties
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Chapter 5. Conclusion
This final chapter aims to consolidate findings presented in previous chapters to
conclude our discussion, which may help identify future contributions to the body of
knowledge. In the following sections, we summarize our findings, provide an overview of the
methodologies and techniques, and suggest possible directions for future research.
Summary of Findings
In the past decades, research on the coupled human-nature system has been trending,
and by the increasing power of analytic tools and methods, the complexity of the articulated
mechanism between the participants has been gradually revealed. In this study, we
successfully broke down the variations of observations into long-term trends and recursive
patterns in an innovative approach by applying the empirical mode decomposition (EMD)
filter and analyzed the cross-sectional and temporal impact of climate change and
socioeconomic development on the Inner Mongolia Autonomous Region (IMAR) grassland
productivity over 15 years through a panel data model.
To reveal how climatic and socioeconomic factors jointly affected the IMAR
grassland productivity in the long-term, we collected 14 climatic variables from 45 ground
stations, enhanced vegetation index (EVI) as the proxy for grassland productivity, and nine
socioeconomic variables for 89 counties across the entire IMAR region for 15 years. Given
the variation in collection frequency and spatial resolution, we interpolated and extrapolated
the samples to create a comprehensive data set consisting of 288,360 observations over 135
periods for 89 counties. Our preliminary examination of the data identified that the timeseries of variables shared a periodic pattern, which seemed both inter- and intra-annual. We
argued that the temporal similarity of the time-series caused high collinearity between
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variables and was likely to alter the underlying long-term trend, thus leading to a biased
statistical conclusion, and our suspicion was recognized by many other researchers (Duffy,
2004; Onema & Taigbenu, 2009; Vicent et al., 2010). To isolate the long-term tendency of
the time-series from the original observations, we used EMD to adaptively filter out the
repetitive temporal patterns.
While the longitudinal observations of grassland productivity, climatic variables, and
socioeconomic factors of the IMAR supplied a comprehensive snapshot of the dynamics
between nature and human, the richness and complexity of this data set overwhelmed the
capability of traditional statistical models. Ranging from the simple linear regression model
to the advanced structural equation model, traditional statistical models either compress the
temporal variability to focus on the differences between individuals or address the changes in
time but ignore how the changes vary among samples. On the other hand, the panel data
model provides an ideal solution such that the causal relationships between the dependent
and independent variables of a cross-sectional and longitudinal data set can be captured
simultaneously. The F-test of our panel data model strongly supported our assumption that
the individuals were heteroskedastic and should not be pooled as samples from the same
population and analyzed indiscriminately.
The two variants of the panel data model specification, the fixed-effect and randomeffect model, are designed to accommodate whether the effects of independent variables are
consistent across all units. It was one of our assumptions that all IMAR counties are equally
affected by the variables, both observed and unobserved (e.g., the policies). We set up a
hypothesis under such assumption that the fixed-effect model would fit our data better, and
we used the Hausman test to test our hypothesis. The test result strongly supported our
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hypothesis, which made the fixed-effect model specification of the panel data model a more
appropriate setting for our study.
Based on our data processing results and model selection, we discovered that
grassland productivity had been increasing during our study period, and the panel data model
using the tendencies of the independent variables explained the trend of EVI very well, as the
fitness of the model, the R-squared value, reached over 0.99. From the perspective of
variables, our finding confirmed the significant long-term impact from climatic variables. We
also confirmed that precipitation and temperature are the two major factors influencing the
grassland productivity as discussed in many studies. Almost all 20 independent variables
included in our model demonstrated significant effect on our dependent variable at the
significance level of 0.05 and were included in the final model specification, and the climatic
effect on the grassland was found to be two-fold, both linear and polynomial.
All linear terms significantly affected the grassland productivity at a significance
level of 0.05, and most of them were even significant at the significance level of 0.01.
Among these linear terms, only precipitation (PRE) was found to positively affect the EVI
while all other variables (evaporation [EVP], barometric pressure [PRS], relative humidity
[RHU], sunshine duration [SSD], temperature [TEM], and wind speed [WIN]) impacted the
grassland productivity in the opposite direction. While WIN and EVP presented the largest
and smallest sizes of effect, respectively, we argued that the magnitude of the effect could be
altered by the value ranges of the variables and that comparing magnitudes of different
variables hardly leads to convincing conclusions. Instead trying to explain how each climatic
variable affects the grassland productivity, we only focused on the precipitation and
temperature, and used EVP, PRS, RHU, SSD, and WIN as controlling variables to reduce the
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transitional effect to PRE and TEM. Apparently, the grassland would benefit from more
precipitation and lower temperature in the growing seasons.
The polynomial terms were introduced into the model to capture the U-shaped effect
as described by C. Li et al. (2013). As reported in Table 8, all squared terms of the climatic
variables, except squared evaporation (EVP2), showed significant influence on the EVI. The
presence of the statistically significant polynomial coefficients qualitatively identified the
nonlinear causal relationship. However, the sizes of the effects of these coefficients are
limited. We also observed that the effect of a variable on EVI was either strictly negative or
positive within the value range of the samples, which leaded to the conclusion that the Ushaped effect exists among the climatic variables, but the thresholds for changing direction of
effects are beyond the value range of the data in our empirical study. We also found that
while the linear relationships played a dominant role affecting the grassland productivity, the
polynomial terms of the climatic variables also significantly contributed to the variations of
grassland productivity. To qualitatively assess the impacts of polynomial terms, we revisited
the post-EMD fixed-effect model without these variables. While the overall model fitness
varied little, we noticed significant changes in the coefficients of the linear climatic variables
and insignificant changes in the socioeconomic variables comparing to the full post-EMD
fixed-effect panel data model. The difference caused by excluding the polynomial terms
indicated that the U-shaped effects have significant impacts on EVI and these effects could
be and should be controlled in statistical analysis. If not, the polynomial effects would still be
captured by the linear variables and the panel data model would remain effective and
efficient. However, the estimated coefficients of the variables could be less accurate and
biased. This comparison told us that omitting the polynomial terms would lead to less
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accurate estimation of the coefficients for climatic variables and convinced us that it is the
best practice to keep them as controlling variables to reduce errors of our model. It indicates
that it would be optimal to include the polynomial terms of climatic variables in analysis of
the interactions between climate and ecology as it helps reduce the transitional impacts on the
linear terms, especially when the number of independent variables is limited.
To measure the socioeconomic effect, we collected the IMAR’s annual statistics from
2000 to 2014. Then we further calculated the normalized variables (gross domestic product
[GPD] per capita [gdppc], density of arable area [daa], density of grain production [dgr],
density of livestock [dls], share of rural population [srural], local government revenue as
share of GDP [slgov], governmental investment as share of GDP [sinv], and all agricultural
income as share of GDP [sfarm]) to mitigate the influence from the various sizes of counties.
By using the EMD filtering and panel data model, we had interesting findings. Though we
expected an individual’s economic status would be an important factor in grassland
productivity variations, our statistics results demonstrated otherwise. The variable we chose
to represent the financial situation of the local population, gdppc, was recognized as
insignificant in the model, which was largely due to its steady and steeply increasing
tendency. While it has been recognized that the economy of the IMAR is boosted
dramatically, the rapid rate of change on the financial status of the residents is not
statistically significant to the variations of grassland productivity. Another variable
measuring the percentage of farming industries to the GDP, sfarm, was not significant either
and was excluded from the model as well. This means that the improved and diversified
economic structure of the IMAR reduced the proportion of agricultural income in GDP,
which made the share of agricultural income statistically insignificant affecting the grassland
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productivity. Though our model downplayed the importance of economy to grassland
productivity, we observed significant relationships between grassland and other variables.
Among these variables, we found that slgov and srural imposed the largest positive and
negative effect, respectively, indicating that a larger proportion of local governmental
revenue to GDP will likely increase the grassland productivity while a higher percentage of
rural population may lower grassland productivity. Besides these two variables, we also
found daa, dhw, and sinv negatively affected EVI while the dependent variable was
positively influenced by dgr and dls. A higher concentration of arable land led to lower
grassland productivity due to the annual rotation of bare land, but a higher concentration of
grain production and livestock density indicated the grassland is more productive, which
means the government should encourage farms with higher production efficiency and direct
research to explore methods and technology to improve unit productivity. The construction
of a transportation network reduced the grassland productivity, as it not only took up the
space for vegetation growth but also caused species separation.
Last but not least, we presented each county’s performance according to our model
through a map. In general, counties on the east side of the IMAR maintained higher EVI, and
the proximity to the Yellow River seemed to increase grassland productivity.
Implications
The purpose of this study is to better understand the coupled effects of climate change
and socioeconomic activities on grassland productivity. Our statistical model found
significant relationships between the dependent and independent variables, and these findings
discussed in the previous sections led to valuable practical implications as described below:
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•

All climatic variables, except RHU, were found significantly affecting grassland
productivity in a linear fashion at the significance level of 0.05. Because of the
complex interactions between the climatic variables, the climatic variables except
precipitation and temperature were kept in the data model as controlling variables
to reduce their transitional effects on our dependent variable, EVI.

•

We confirmed that the precipitation has a positive effect on grassland
productivity. It implies that increasing precipitation through irrigation for smaller
scales and rainmaking for larger regions could be effective approaches to improve
grassland productivity and such actions should be repeated regularly to establish a
long-term effect on the ecosystem. Meanwhile, the practices of increasing
precipitation should only target counties yielding high productivity instead of
exhausting the precious energy and resources regardless of the land cover and
vegetation types.

•

We also confirmed the temperature, another commonly recognized factor that
affects the grassland ecological system, has a negative effect on the grassland
productivity. This indicated that the grassland is vulnerable to increasing
temperature and it produces more biomass when the temperature is comparably
lower. The IMAR, situated in arid and semi-arid zones with hot growing seasons,
makes its grasslands sensitive to global warming as the rising temperature
deteriorates the grassland productivity. This finding demonstrated how the longterm climate change is related to the economic and ecological system and
provided strong support for the campaign of fighting against the global warming.
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•

Besides the linear impact, all included climatic variables, except EVP, were also
influencing the grassland productivity through a polynomial relationship. The
sizes of these polynomial relationships were much smaller than their linear
counterparts. However, they played indispensable roles in describing the causal
relationships between climate change and grassland growth.

•

While the ratio of the arable area was negatively affecting grassland productivity,
the higher level of grain production concentration and density of livestock helped
improve grassland productivity. It suggests farming practices with higher
efficiency of more grain production using less land are beneficial to grassland
productivity.

•

The measurement of the density of transportation networks of a county was
negatively affecting the grassland productivity. Despite the potential economic
incentives a transportation network could bring to a region, our observations in
this study indicated that more roads led to lower grassland productivity. Our
explanation for this phenomenon is that these manmade features dissect the
grassland into smaller patches, which reduced the biodiversity of the grassland
ecosystem and made it more vulnerable.

•

Counties with more resources contributed to the grassland tend to have a higher
grassland productivity in return, and evenly distributed governmental investment
did not seem to be beneficial in grassland management.

•

As a result of the rapid economic development of China, the income level and
financial status of the IMAR residents had been increasing during our
observations, and this proxy of financial status we used in this study was asserted
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insignificantly causing variations in the grassland productivity. The IMAR
residents are getting richer without exhausting the grassland ecology.
•

The importance of agricultural industry to the economy of the IMAR had been
decreasing over time, which excluded the percentage of agricultural income from
the factors that significantly influenced grassland productivity in the IMAR.

•

The application of EMD prior to the panel data model proved that it effectively
isolated the long-term trends of variables by filtering out the periodic patterns,
and this data processing technique improved the model fitness in our comparison
of results from the pre- and post-EMD analysis.

•

In a comparison of statistical models, our chosen panel data model outperformed
the ordinary least square regression model in both the significance of coefficients
and the fitness of the model, which means the panel data model is more suitable
for cross-sectional and time-series dataset.

Contribution
This study quantitatively investigated the causal relationships between grassland
productivity, climate change, and socioeconomic activities. After excluding some
insignificant variables from the panel data model, all independent variables were
significantly affecting our dependent variable, the EVI, at the significance level of 0.05.
Several tests were conducted to examine the stationarity and heterogeneity of the data, the
suitability of variants for a panel data model, and the hypotheses of this research. We found
significant evidence to support the coupled effect of the human-nature system through an
innovative approach by integrating the EMD filtering and the panel data modeling in our
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statistical analysis, and we are contributing to the body of knowledge in the following
perspectives:
•

The polynomial terms of climatic variables were found to be significant affecting
the linear causal relationships between climatic variables and grassland
productivity. Though the direct effects on grassland productivity were limited, we
recommend that future research should always keep the polynomial terms in the
model estimation because they could reduce the bias of the estimators and
improve the accuracy of their linear counterparts.

•

The usage of the EMD filter helped us to identify the period patterns and isolate
the long-term trends of the variables. The application of the filter in our study was
highly efficient and proved its adaptiveness. When the trend extraction is
necessary for a longitudinal study but the researchers only have limited
background information about the disturbances buried in the time-series, the
adaptive EMD could be an appropriate selection for data processing.

•

The R-squared value of our panel data model reached an exceptionally high level
of 99.26%, which is a great enhancement to the model’s fitness, meaning that
almost all variability in the EVI were explained by the variations in climatic and
socioeconomic variables. We partially attribute the enhancement to the
introduction of EMD in data processing. Meanwhile, the panel data model using a
larger sample size with more variables together helped to explain the coupled
interactions. This study fully demonstrated the potential of the EMD
transformation, the panel data model, and their integration, and researchers could
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use our approach of data collection, processing, and analysis as a reference for
their future ecological studies.
•

In terms of grassland management, the government should encourage higher
efficiency farming practices by providing more incentives and promoting more
investments into research that aims to improve the farming efficiency because of
the important role it plays in increasing grassland productivity. Meanwhile,
decision makers should consider concentrating limited resources on regions with
denser farming activities and greater grassland coverages. For regions with a low
grassland productivity, it might be optimal to reduce the farming and grazing
intensity, or even fully suspend these activities and migrate the residents to
flourish regions to improve production efficiency and restore the grassland
ecological system.

•

Since the construction of a transportation network reduces grassland productivity,
corresponding agencies should prioritize grassland sustainability by either
reconsidering the feasibility of a plan that causes patches of grassland or planning
alternative migration paths for animals to maintain the biodiversity of the region
at the early stage of project designs.

•

Traditionally, researchers claimed that the urge to pursue more financial
incentives had been the primary reason of unsustainable grassland consumption.
Our results challenged the applicability of this claim in the early twenty-first
century by providing the evidence that the improved financial status is
independent of the fluctuation of grassland productivity.
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Overall, our study provided a quantitative interpretation of the causal relationships
between climate change, socioeconomic development, and grassland productivity of the
IMAR counties and helped us to understand their coupled interactions. Its uniqueness not
only relies on the usage of the largest dataset for the IMAR ecological analysis with the
greatest spatial coverage, the most number of variables, and the longest period of study, but
also because it is the first application of integrating EMD transformation and panel data
models. We hope this study provided valuable pieces of evidence to assist future grassland
ecological studies and support long-term grassland management strategy by helping
governmental officials make informed decisions to maintain a sustainable grassland
ecological system.
Assessment of Research
As mentioned in the “Significance” section of this dissertation, this study endeavors a
unique approach of integrating interdisciplinary methodologies to understand how climate
change and socioeconomic activities of the IMAR affected the grassland productivity in 15
years using data with finer resolutions. The assessment begins with an evaluation of the data
we used in this study. This dataset consists of daily observation of climatic variations,
grassland productivity for every 16-day period, and annual statistics of socioeconomic
characteristics of all counties of the IMAR during the growing seasons for 15 years. While
maintaining the granularity of the data, our database also provided extensive coverage in both
spatial and temporal dimensions. The vast spatial extent, the substantial duration of
observations, the number of variables included, and the complexity introduced by these
heterogeneous variables of this study have all surpassed its predecessors (S. Li et al., 2013;
Xie et al., 2016). Considering the representativeness of our database, we concluded that this
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study could be viewed as the foundation, or a great source of reference, for future studies of
the IMAR ecological systems. Despite the thoroughness of our database, it is worth pointing
out that none of the datasets were collected from restricted data sources; they were all
obtained from publicly accessible data sources or services. In another word, this database can
be reproduced by experienced personnel, and databases to be built to evaluate ecological
phenomenon using the similar metrics in the same area, or even in different regions around
the globe, could be populated following the same data collection procedure. Raw data
acquired are barely meaningful without processing and analysis, especially when the data are
collected in various frequency by different agencies. We have no intention of emphasizing
the data acquisition, but we want to highlight the steps we took to prepare the raw data for
analysis, which includes integrating heterogeneous data acquired from different agencies and
sources, normalizing them into the same spatial and temporal unit, and eliminating the
disturbance caused by shared periodic patterns. From this perspective, this study
demonstrates a data acquisition approach of compiling a big data using open data for longterm studies of the coupled human-nature system, and we believe that the open data access is
more valuable than restricted datasets because they make the research repeatable and
universal, which is welcomed and encouraged by the body of knowledge. Considering the
limited value range and fluctuations due to the scope of our study, we are eager to see
whether the significance level and the magnitudes of the polynomial terms increase when the
sampling period expands to annual coverage instead of only the growing seasons.
From the perspective of data processing, due to the dissimilarities in both spatial and
temporal scales between the raw observations of EVI, climatic, and socioeconomic variables,
we employed different preprocessing techniques to consolidate these variables into the same
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resolution and created a balanced panel data set. To minimize the impact of missing values
and maintain the integrity of the balanced panel data, we used linear interpolation and
extrapolation using the neighboring values to fill in for a particular variable, year, or county.
To build the panel data set per county and period, we averaged the pixel-based EVI values of
the county and used an inversed distance weighted interpolation to estimate the
characteristics of the ground station-based climatic factors for counties that do not have
ground stations. Though there are variants of spatial interpolation methods available, we
argue that distance is the most critical factor determining the value at any unobserved
location. Given the data availability, we are confident that we have applied the most available
and reliable data processing techniques. On the other hand, we also believe the spatial
interpolation would yield more convincing results if more geographic data could be
integrated, for example, the digital elevation model.
Though both the panel data model or the EMD filter has been exploited in research
individually, there has been a gap of integrating these practices into one application to reveal
their capabilities. This study took advantages of the panel data model, which helped us
systematically analyze the cross-sectional and time-series variables while controlling the
unobserved and omitted variables. We hypothesized that the system errors would vary over
time but be consistent across sections at any given time, and we used the Hausman test to test
our hypothesis. The test result strongly supported our hypothesis, which made the fixedeffect model specification of the panel data model a more appropriate setting for our study.
While the panel data model provides an analytic framework for data with both crosssectional and longitudinal properties, the highly adaptive EMD filter supplements an
important component to eliminate the periodic patterns. This parameter-free tendency
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extraction method provides a convenient way for researchers with less engineering
experience or background knowledge to decompose complex time-series. The introduction of
EMD into data processing helped us to separate the repetitive, shared, annual, and
interannual patterns among the observations so that our study could focus on the long-term
trend of changes of our variables. In our comparison, it was clearly demonstrated that the
panel data model using EMD normalized data outperformed the one using non-normalized
data with a significantly higher overall model fitness. Although previous studies (C. Li et al.,
2013; S. Li et al., 2013) using panel data models had revealed satisfying R-squared values,
the application of EMD prior to the panel data model pushed the model’s fitness to a higher
level. Our results indicate that the EMD filtering is a very effective method isolating the
trend of a time-series, and this filtering technique can be easily applied in application to help
researchers eliminate periodical patterns as long as the prerequisites are satisfied. However,
as discussed in the methodological review in previous chapters, the flexibility of EMD
becomes a two-edged sword that its adaptiveness helps users to decompose the time-series
into intrinsic mode functions (IMFs) while it increases the difficulties to interpret the IMFs.
The comparison of analysis results between several regression models demonstrated
how the combination of EMD and panel data model enhanced our ability to create a model
with more comprehensive explanations of the relationships between variables. Among the
post-EMD fixed-effect panel, pre-EMD fixed-effect panel, post-EMD OLS, and pre-EMD
OLS models, the post-EMD fixed-effect panel model yielded the highest R-squared value,
which indicated that the independent variables in the selected model explained the variation
in the dependent variable better than other candidates. Meanwhile, more independent
variables in the post-EMD fixed-effect panel model were statistically significantly affecting

106

our dependent variable, usually at higher significance levels with smaller sizes of effect
though.
Additionally, to visually understand the spatial heterogeneity between different
counties of our model, we used a color ramp to symbolize the intercepts of counties. By
presenting the quantitative characteristics of counties qualitatively, we were able to interpret
the spatial distribution pattern of how both the ecosystem and the economy affect the
grassland.
Future Directions and Lessons Learned
Admittedly, this research has its limitations and drawbacks. As mentioned in the
limitations section of Chapter 1, one of the limitations is the capacity of EVI to represent
grassland growth. Ideally, to capture accurately the grassland progression over years, EVI
values should be recorded according to individual species of grassland vegetation within any
given geographic region. However, given the vast study area and the biodiversity of the
grassland ecosystem, it is not feasible to include too many dummy variables in statistical
analysis. Alternatively, this study decided to focus on summarized EVI values based on the
geographic location. In the future, how different species of grassland vegetation respond to
the joint effect of climate change and human activities could be investigated.
Another limitation, lacking proper data validation, resides in the data preprocessing
procedure. First of all, though the data interpolating and extrapolating techniques we applied
to create the panel data set and handle the inconsistency of various data sources were widely
recognized and easily approachable, and the cross-validation for climatic variables proved
the validity of our estimation, it is noticeable that we skipped data validation for
socioeconomic variables. This was largely due to the minimal percentage of missing data in
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the socioeconomic data set and the fact of insufficient referencing data to compare with our
estimates. Besides arguments surrounding how we handled the missing data, the ability to
evaluate the accuracy of the results from EMD filters remains a challenge. The adaptiveness
of EMD undoubtedly simplifies the filtering process significantly, but lack of control during
the process brings uncertainties to the amplitude, frequency, and number of IMFs. Even for
the isolated temporal patterns, the first IMF from the original time-series is not guaranteed to
represent the annual cycle of change. As a result, the discussion about the cyclic pattern of
variables was limited to visual interpretations of the generalized observations due to the
absence of an applicable strategy in analyzing the IMFs. These issues may possibly be
addressed in future studies.
Overall, this research staged an empirical, interdisciplinary application by applying
techniques from electrical engineering and econometrics into geospatial analysis. This
endeavor may help us to understand the complexity of coupled human-nature interactions
and provide guidance for researchers who need to tackle heterogeneous datasets, which
happens more often as analytic models evolve and the body of knowledge expands.
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