A single-channel source number estimation method is presented. The single-channel received signal is firstly decomposed into several intrinsic-mode functions (IMFs) by empirical mode decomposition (EMD). Then the information theoretic criteria (ITC) based methods, MDL and AIC, are introduced to realize the source number estimation. And the diagonal loading technique is used to smooth the fluctuation of the eigenvalues. Compare with the previous works, the proposed method can effectively improve the source number detection performance.
Introduction
Blind source separation (BSS) has aroused a large number of researchers interest in it during the resent years because of its wide range of application. Accurate estimation of the source number is a vital issue for BSS. In the array signal process, the source number estimation has been well learned and a plethora of algorithms have been proposed [1] [2] [3] [4] [5] [6] [7] [8] [9] .
Restricted by the cost and the limited fix space, only one receiver can be installed in some situation. The BSS problem is reduced to a single-channel blind source separation (SCBSS) problem [10] . In such cases, the conventional source separation methods can not be used directly. Many approaches have been introduced to realize the SCBSS [11, 12] . But most of them are built upon the precondition that the number of source has been known already. Without the precise estimation of the source number, the performance of the BSS or SCBSS algorithms will be severely impacted.
Various methods have been proposed to solve the source number estimation, such as the methods based on hypothesis testing [7, 9] , information theoretic criteria (ITC) based approaches [1] [2] [3] and Gerschgorin's disk estimation (GDE) method [6] . The ITC based approaches are represented by Akaike Information Theory (AIC) [1] and minimum description length (MDL) [2, 3] criteria. The MDL estimator is known to be a consistent estimator [13] , whereas the AIC principle is not consistent and in most cases overestimates the number of signals [14] . The ITC based methods are in essence estimating the source number by the differences of eigenvalues between the signal and the noise. They can not be used for the single-channel signal directly.
Transforming the single-channel signal to multichannel form is a feasible way. The empirical mode decomposition (EMD) has recently gained reputation as a method for analyzing non-linear and nonstationary time series data [15] . The EMD is a signal-analysis tool that is able to decompose any time series into a set of spectrally independent oscillatory modes, called intrinsic-mode functions (IMFs) [16] . Accordingly, the EMD tool can be used to transform the single-channel signal to multichannel.
The purpose of this paper is to solve the sources number estimation under single-channel signal condition. The EMD technique is firstly used to decompose the single-channel data into multi-channel form. And the ITC based methods, MDL and AIC, are used to estimate the source number. Then the diagonal loading technique is introduced to reduce the fluctuation of eigenvalues caused by noise.
The rest of this paper is organized as follows. Section 2 presents the single-channel received signal model. And the review of the EMD decomposition is introduced in section 3. Section 4 describes the source number estimation algorithm and the improvement realized by this paper. The experiment results show performance of the proposed algorithm in section 5, followed with the conclusions in section6.
Signal Model
For the single-channel received signal, only one data can be observed at every time point. The signal model can be described as follow.
( ) problem. It is difficult to process the single-channel signal directly.
EMD Decomposition
EMD is a signal processing tool for decomposing signal into oscillating components by empirically identifying the physical time scales intrinsic to the data [15] . The EMD decomposes the mixture signal into a collection of IMFs [17] .
( ) n c t is the th n IMF and N is the total number of IMFs. ( ) N r t is the final residue. The IMFs satisfy two fundamental conditions [15] : firstly, in the whole dataset, the number of extrema (minima and maxima) and the number of zero crossing must be same or differ at most by one. Second, the mean value of envelop defined by the local minima is always zero.
Source Number Estimation Method
Assuming that the noise and the source signals are mutually independent and ( ) X t represents the multidimension recording data, the covariance matrix of the observed signal can be expressed as
Where ^( ) ( )
T S R E S t S t is the signal covariance matrix.
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V represents the covariance matrix contains the noise signal. Transform X R by eigenvalue decomposition (EVD).
for the corresponding eigenvectors.
Since the noise and signal are independent, it can be deduced that
. Under normal circumstances, the signal eigenvalues are far greater than the noise one. Setting an appropriate threshold, the source number is equal to the amount of the eigenvalues which are bigger than threshold.
In real application, due to the limited number of snapshots, eigenvalues of noise and signal are difficult to distinguish. It is impossible to directly determine the number of sources according to the size of the eigenvalues. Some criteria need to be taken to further estimate the number of sources. The ITC has been proved to be useful mean to solve the source number estimation problem. There are two parts in the ITC. The first part is the likelihood function representing the information gained from the recording data which are dependent on the assumed number of sources. The second part is the penalty term, a function of the number of snapshots [18] .
AIC is a ITC method for model order selection, introduced by Akaike [1] . MDL is used to select the model based on the concept of the shortest code length, proposed by Rissanen [3, 19] . AIC and MDL estimation function can be show as follow.
Θ represents the maximum likelihood estimation of the parameters Θ . k is freedom degrees of the parameter vector Θ . N is the number of samples and( ) f& & T indicates the joint probability density of X . The first term of the right end in Equation (9) and (10) denote model parameter estimation function. The second term represents the penalty function. When AIC and MDL are applied as source number estimate criteria, the model is expressed as follows [4] (
And the number of source can be yielded by minimizing the corresponding criterion of AIC and MDL.
ˆarg min ( )
The AIC and MDL criteria get the sources number via the eigenvalues of data covariance matrix X R . Owing to its properties of simplicity and consistency, the MDL estimator has become the standard tool for estimating the number of sources [20] . However, on account of the impact of noise and limited snapshots of received data, the eigenvalues of X R are fluctuant. This will affect the estimation performance. To reduce the impact of the noise, a diagonal loading technique is proposed to modify the eigenvalues of the data covariance matrix [21] [22] [23] .
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Then the eigenvalues of X R are transformed to follow by diagonal loading.
Then i O in equation (9) are replaced with i P in equation (15).
Experiments
Consider the single-channel recording signals which are collected from a single sensor. The received data contains three source signals with different frequencies and initial phase. The source signals can be expressed in the form as follow. 
Conclusion
Accurately estimating of the sources number is essential for the blind source separation (BSS). Many algorithms have been proposed to estimate the sources number with multi-channel received signal, but not applicable for the single-channel recording data.
This paper has proposed a source number estimation method based on empirical mode decomposition (EMD), dealing with the single-channel received signal. The single-channel recording data is firstly decomposed into many intrinsic mode functions (IMFs) by EMD. The ITC based methods, AIC and MDL, are used to calculate the ICEICE 2016 01064-p. 3 source number, which obtain well performance at high SNR. The diagonal loading technique is introduced to smooth the fluctuation of the eigenvalues to reduce the effect of noise. After computing the mix matrix, this paper proposed an improved method which calculates the source number by the inner product of the eigenvectors and the mix matrix, instead of eigenvalues. The experiments results show that the improved method gets a better performance than the conventional method at low SNR.
