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5Introduc¸a˜o
Ha´ cerca de cem anos, os fı´sicos comec¸aram a perceber que a mecaˆnica cla´ssica e´ funda-
mentalmente errada no aˆmbito atoˆmico e, portanto, na˜o pode ser uma descric¸a˜o correta de sua
natureza. A subsequente transic¸a˜o para a mecaˆnica quaˆntica foi bastante ra´pida e, no final da
de´cada de 20, a estrutura ba´sica estava completa.
John von Neumann e Garret Birkhoff notaram que a estrutura lo´gica de sistemas quaˆnticos
e´ diferente da estrutura lo´gica dos sistemas cla´ssicos. Ao longo dos anos seguintes, outras
estruturas quaˆnticas surgiram: espac¸os topolo´gicos quaˆnticos, grupos quaˆnticos, espac¸os de
Banach quaˆntico, entre outros. A propriedade central que eles compartilham e´ a relac¸a˜o comum
com espac¸os de Hilbert. A ide´ia fundamental da quantizac¸a˜o matema´tica e´ que conjuntos sa˜o
substituı´dos por espac¸os de Hilbert e func¸o˜es escalares por operadores sobre tais espac¸os.
Em Mecaˆnica Quaˆntica, os possı´veis estados (mais precisamente, estados puros) de um
sistema quaˆntico sa˜o representados por vetores unita´rios (denominados vetores de estado) re-
sidindo em um espac¸o de Hilbert complexo separa´vel, conhecido como espac¸o de estado. A
natureza exata desse espac¸o de Hilbert depende do sistema. Por exemplo, os estados de posic¸a˜o
e momento de uma partı´cula na˜o relativista com spin zero e´ o espac¸o de todas as func¸o˜es qua-
drado integra´veis.
Para que se possa entender porque e´ razoa´vel que nos estudos de mecaˆnica quaˆntica troca-
se a ide´ia de conjuntos por espac¸os de Hilbert e func¸o˜es por operadores contı´nuos, faz-se ne-
cessa´rio o estudo de espac¸os de Banach, primeiramente, e de espac¸os de Hilbert. O teorema
espectral, que e´ um dos principais objetivos deste trabalho, explica porque e´ razoa´vel trocar
func¸o˜es por operadores em espac¸os de Hilbert.
Consideramos como pre´-requisitos deste trabalho conhecimentos a respeito de transformac¸o˜es
lineares, convergeˆncia, continuidade , completude, dentre outros adquiridos nas disciplinas de
A´lgebra Linear e Ana´lise.
No primeiro capı´tulo, trabalhamos com espac¸os de Banach. Um espac¸o de Banach e´ um
espac¸o vetorial normado completo em relac¸a˜o a` me´trica proveniente da norma. Nosso objetivo
6e´ obter uma boa familiarizac¸a˜o com tais espac¸os para o posterior estudo dos espac¸os de Hilbert,
considerando que sempre podemos definir uma norma a partir de um produto interno. Termina-
mos o capı´tulo com o Teorema de Hahn-Banach que, dentre outras coisas, garante a existeˆncia
de uma quantidade suficiente de func¸o˜es contı´nuas lineares em qualquer espac¸o normado.
No segundo capı´tulo, estudamos espac¸os de Hilbert. Um espac¸o de Hilbert e´ um espac¸o
vetorial com produto interno que e´ completo com relac¸a˜o a` me´trica proviente do produto in-
terno. Estamos especialmente interessados em saber como e quando podemos ter uma base em
um espac¸o de Hilbert. Finalizamos o capı´tulo, estabelecendo um isomorfismo isome´trico entre
qualquer espac¸o de Hilbert separa´vel de dimensa˜o infinita com o espac¸o l2.
Por fim, fazemos um pequeno estudo sobre a teoria de operadores, em especial operadores
adjuntos, operadores compactos e operadores de Fredholm. O teorema principal do trabalho, o
teorema espectral para operadores compactos autoadjuntos, e´ enunciado e demosntrado ao final
deste capı´tulo, concluindo o trabalho.
71 Espac¸os de Banach
1.1 Espac¸os de Banach
O objetivo deste capı´tulo e´ definir um espac¸o de Banach, apresentar alguns exemplos e
estudar propriedades inerentes a estes espac¸os. E, em seguida, estudar transformac¸o˜es lineares
entre espac¸os normados, dentre eles, os espac¸os de Banach. Embora normalmente o corpo seja
referido somente como K, estamos sempre trabalhando com R ou C.
Definic¸a˜o 1. Seja X um conjunto na˜o vazio. Uma me´trica em X e´ uma aplicac¸a˜o d : X×X→R
que satisfaz, ∀x,y,z ∈ X:
i. d(x,y)≥ 0;
ii. d(x,y) = 0 se, e somente se, x = y;
iii. d(x,y) = d(y,x);
iv. d(x,y)≤ d(x,z)+d(z,y).
Exemplo 1. Sejam X = R e d(x,y) = |x− y| (distaˆncia usual).
d e´ uma me´trica.
De fato, para quaisquer x,y,z ∈ R temos:
i. d(x,y) = |x− y| ≥ 0;
ii. d(x,y) = 0⇔ |x− y|= 0⇔ x− y = 0⇔ x = y;
iii. d(x,y) = |x− y|= |y− x|= d(y,x);
iv. d(x,y) = |x− y|= |x− z+ z− y| ≤ |x− z|+ |z− y|= d(x,z)+d(z,y).
8Definic¸a˜o 2. Um espac¸o me´trico e´ um par (X ,d) em que X e´ um conjunto na˜o vazio e d e´ uma
me´trica.
Exemplo 2. Seja l∞ = {(xn)n∈N | xn ∈ R tal que sup
n∈N
|xi|< ∞}.
Defina d(x,y) = sup
n∈N
|xn− yn|.
(l∞,d) e´ um espac¸o me´trico.
De fato, para quaisquer x,y,z ∈ l∞ temos:
i. d(x,y) = sup
n∈N
|xn− yn| ≥ 0;
ii. d(x,y)= 0⇐⇒ sup
n∈N
|xn−yn|= 0⇔|xn−yn|= 0, para todo n∈N⇔ xn = yn, para todo n∈
N⇔ x = y;
iii. d(x,y) = sup
n∈N
|xn− yn|= sup
n∈N
|yn− xn|= d(y,x);
iv. Basta notar que:
d(x,y) = sup
n∈N
|xn− yn|= sup
n∈N
|xn− zn+ zn− yn| ≤ sup
n∈N
(|xn− zn|+ |zn− yn|)
≤ sup
n∈N
|xn− zn|+ sup |zn− yn|
= d(x,z)+d(z,y).
Definic¸a˜o 3. Seja X umespac¸o vetorial. Uma norma em X e´ uma aplicac¸a˜o ||.|| : X → R que
satisfaz, para quaisquer x,y ∈ X e para todo α ∈K:
i. ||x|| ≥ 0;
ii. ||x||= 0 se, e somente se, x = 0;
iii. ||αx||= |α|||x||;
iv. ||x+ y|| ≤ ||x||+ ||y||.
Definic¸a˜o 4. Um espac¸o normado e´ um par (X , ||.||) em que X e´ um espac¸o vetorial e ||.|| e´
uma norma em X.
Proposic¸a˜o 1. A func¸a˜o norma e´ contı´nua.
9Demonstrac¸a˜o. Vamos mostrar que ||.|| e´ Lipschitz contı´nua.
Sejam x,y ∈ X .
Enta˜o d(||x||, ||y||) = | ||x||− ||y|| | ≤ ||x− y||= |x− y|= d(x,y).
Logo, ||.|| e´ Lipschitz contı´nua com constante de Lipschitz 1 e, portanto, e´ contı´nua.
Teorema 1. Seja X um espac¸o vetorial de dimensa˜o finita. Enta˜o quaisquer duas normas em
X sa˜o equivalentes, isto e´, para quaisquer ||.||1, ||.||2 normas em X existem K,L > 0 tais que
||x||1 ≤ K||x||2 e ||x||2 ≤ L||x||1, para todo x ∈ X.
Demonstrac¸a˜o. Seja {e1,e2, ...,en} uma base para X e seja x ∈ X .
Podemos enta˜o escrever x =
n
∑
i=1
xiei e defina ||x||=
n
∑
i=1
|xi|
Seja ||.||2 uma outra norma qualquer em X .
Mostremos que ||.|| e ||.||2 sa˜o equivalentes.
Por um lado,
||x||2 = ||
n
∑
i=1
xiei||2 ≤
n
∑
i=1
||xiei||2 ≤
n
∑
i=1
|xi|||ei||2 ≤M
n
∑
i=1
|xi|= M||x|| ,
em que M = sup{||ei||2 : 1≤ i≤ n}.
Logo, ||x||2 ≤M||x||.
Agora, mostremos que existe L > 0 tal que L||x||2 ≥ ||x||.
Suponha, por absurdo, que na˜o exista tal L ∈ R. Ou seja, para todo L ∈ R a desigualdade
falha para algum x ∈ X .
Logo, para todo k ∈ N existe xk = (xk1, ....,xkn) ∈ X tal que k||xk||2 < ||xk||.
Podemos assumir que ||xk||= 1, pois caso contra´rio, bastaria trocar xk por x
k
||xk|| .
Desse modo, as sequeˆncias {xki }k∈N sa˜o limitadas e, portanto, existem k1 < k2 < .... tais
que {xkpi }p∈N sa˜o convergentes.
Seja xi = lim
p→∞x
kp
i e seja x =
n
∑
i=1
xiei.
Enta˜o:
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||xkp− x||2 = ||
n
∑
i=1
(xkpi − xi)ei||2 ≤
n
∑
i=1
|xkpi − xi|||ei||2.
Quando p→ ∞,
n
∑
i=1
|xkpi − xi|||ei||2→ 0.
Como k||xk||2 < ||x||=
n
∑
i=1
|xki |= 1,
||xkp||2 < 1kp e, quando p→ ∞, ||x
kp||2 < 1kp → 0.
Logo, lim
p→∞x
kp = 0. Pela unicidade do limite, x = 0⇐⇒ xi = 0.
Mas, 1 =
n
∑
i=1
|xkpi | →
n
∑
i=1
|xi|= 0, o que e´ um absurdo.
Portanto, existe L≥ 0 tal que L||x||2 ≥ ||x||.
Proposic¸a˜o 2. Seja X um espac¸o normado e seja d : X ×X → R uma aplicac¸a˜o definida por
d(x,y) = ||x− y||. enta˜o (X ,d) e´ um espac¸o me´trico.
Demonstrac¸a˜o. Sejam x,y,z ∈ X e λ ∈K. Enta˜o:
i. d(x,y) = ||x− y|| ≥ 0;
ii. d(x,y) = 0⇔ ||x− y||= 0⇔ x− y = 0⇔ x = y;
iii. d(x,y) = ||x− y||= ||(−1)(y− x)||= |−1|||y− x||= ||y− x||= d(y,x);
iv. d(x,y) = ||x−y||= ||x− z+ z−y||= ||(x− z)+(z−y)|| ≤ ||x− z||+ ||z−y||= d(x,z)+
d(z,y).
A proposic¸a˜o acima nos diz que a partir de uma norma sempre podemos definir uma
me´trica. Todavia, nem toda me´trica prove´m de uma norma.
Proposic¸a˜o 3. Seja X um espac¸o normado e seja d uma me´trica. Enta˜o a distaˆncia proveniente
da norma satisfaz d(λx,λy) = |λ |d(x,y), para quaisquer x,y ∈ X e λ ∈K, λ 6= 0.
Demonstrac¸a˜o. d(λx,λy) = ||λx−λy||= ||λ (x− y)||= |λ |||x− y||= |λ |d(x,y).
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Exemplo 3. Seja f : R→ R uma func¸a˜o dada por f (x) = x3.
Defina em R, d(x,y) = d( f (x), f (y)) = |x3− y3|.
E´ fa´cil ver que d define uma distaˆncia em R. Pore´m, para λ 6= 1, temos:
d(λx,λy)= d( f (λx), f (λy))= |λ 3x3−λ 3y3|= |λ 3(x3−y3)|= |λ 3|·|x3−y3|= |λ 3|d(x,y) 6=
|λ |d(x,y).
Definic¸a˜o 5. Seja X um espac¸o normado.Dizemos que X e´ um espac¸o de Banach se X e´ com-
pleto com relac¸a˜o a` me´trica proveniente da norma.
Proposic¸a˜o 4. l∞ e´ um espac¸o de Banach, com a norma ||x||∞ = sup
n∈N
{|xn|}
Demonstrac¸a˜o. Seja {xn}n∈N uma sequeˆncia de Cauchy em l∞.
Note que x1 = {x11,x21,x31, ...}, ....,xn = {x1n,x2n,x3n, ...}.
Seja m ∈ N+ qualquer e considere a sequeˆncia {xmn }n∈N.
Mostremos que {xmn }n∈N e´ de Cauchy.
De fato, dado ε > 0, existe n0 ∈ N tal que para todo k,n≥ n0 tem-se que d(xk,xn)< ε .
Mas, |xmk − xmn | ≤ d(xk,xn)< ε .
Logo, {xmn }n∈N ⊂ R e´ de Cauchy. Como R e´ completo, existe xm ∈ R tal que xm = limn→∞x
m
n .
Como tomamos m∈N+ qualquer, para todo m∈N+, {xmn }n∈N e´ uma sequeˆncia de Cauchy.
Seja x = {x1,x2,x3, ....,xm, ...).
Mostremos que x ∈ l∞.
Seja ε = 1. Existe n0 ∈ N tal que para todo k,n≥ n0 tem-se que d(xk,xn)< 1.
Daı´, para todo m ∈ N temos |xmk − xmn |< 1.
Em particular, para quaisquer k,m ∈ N, |xmk − xmn |< 1.
Quando k→ ∞, temos |xm− xmn | ≤ 1. Logo, d(x,xn)≤ 1.
Como {xmn } e´ limitada, para todo m ∈ N, |xmn | ≤ L. Logo, para todo n ∈ N, |xm| ≤ L+1.
Portanto, x ∈ l∞.
Finalmente, mostremos que {xn}n∈N converge para x.
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Seja ε > 0. Como {xn}n∈N e´ de Cauchy, existe n0 ∈ N tal que para quaisquer n,k > n0
tem-se d(xn,xk)<
ε
2
.
Desse modo, para todo m ∈ N, tem-se d(xmn ,dmk )<
ε
2
.
Quando n→ ∞, d(xm,dmk )≤
ε
2
.
Logo, para todo m ∈ N, d(xm,dmk )≤
ε
2
.
Sendo assim, d(x,xk)≤ ε2 < ε .
Portanto, {xn}n∈N converge para x.
Antes de continuarmos com os exemplos de espac¸os de Banach, precisamos mostrar as
proposic¸o˜es abaixo:
Proposic¸a˜o 5. (Desigualdade de Ho¨lder) Dados p,q > 1 tais que
1
p
+
1
q
= 1, tem-se que
n
∑
i=1
|xiyi| ≤
(
n
∑
i=1
|xi|p
) 1
p
(
n
∑
i=1
|yi|q
) 1
q
.
Demonstrac¸a˜o. Sejam p,q > 1 tais que
1
p
+
1
q
= 1. Enta˜o p+q = pq e p−1 = (q−1)−1.
Sejam α,β ≥ 0. Temos que αβ ≤
∫ α
0
t p−1dt+
∫ β
0
uq−1du =
t p
p
∣∣α
0 +
uq
q
|β0 =
α p
p
+
β q
q
.
Isto e´, αβ ≤ α
p
p
+
β q
q
.
Sejam x1, ...,xn,y1, ...,yn ∈K. Consideremos dois casos:
Caso 1: Suponha que
n
∑
i=1
|xi|p = 1 e
n
∑
i=1
|yi|q = 1.
Tomando α = xi e β = yi, tem-se |xiyi| ≤ |xi|
p
p
+
|yi|q
q
.
Somando membro a membro, tem-se
n
∑
i=1
|xiyi| ≤
n
∑
i=1
|xi|p
p
+
n
∑
i=1
|yi|q
q
=
(
n
∑
i=1
|xi|p
) 1
p
·
(
n
∑
i=1
|yi|q
) 1
q
= 1.
Caso 2:
E´ claro que a desigualdade vale se xi = 0 ou yi = 0, para todo i ∈ {1,2, ...,n}.
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Suponha enta˜o que este na˜o seja o caso e sejam c =
1(
n
∑
i=1
|xi|p
) 1
p
e d =
1(
n
∑
i=1
|yi|q
) 1
q
.
Desse modo,
n
∑
i=1
|cxi|p = 1 e
n
∑
i=1
|dyi|q = 1.
Assim, considerando x¯i = cxi e y¯i = dyi, caı´mos no caso 1 e enta˜o
n
∑
i=1
|x¯iy¯i| ≤ 1.
Dividindo por cd, obtemos
n
∑
i=1
|x¯iy¯i| ≤ 1cd =
(
n
∑
i=1
|xi|p
) 1
p
·
(
n
∑
i=1
|yi|q
) 1
q
.
Proposic¸a˜o 6. (Desigualdade de Minkowski)
(
n
∑
i=1
|xi+ yi|p
) 1
p
≤
(
n
∑
i=1
|xi|p
) 1
p
+
(
n
∑
i=1
|yi|p
) 1
p
Demonstrac¸a˜o.
n
∑
i=1
|xi+ yi|p ≤
n
∑
i=1
(|xi|+ |yi|)|xi+ yi|p−1
≤
n
∑
i=1
|xi||xi+ yi|p−1+
n
∑
i=1
|yi||xi+ yi|p−1
≤
(
n
∑
i=1
|xi|p
) 1
p
(
n
∑
i=1
|xi+ yi|(p−1)q
) 1
q
+
(
n
∑
i=1
|yi|p
) 1
p
(
n
∑
i=1
|xi+ yi|(p−1)q
) 1
q
=
( n∑
i=1
|xi|p
) 1
p
+
(
n
∑
i=1
|yi|p
) 1
p
 ·( n∑
i=1
|xi+ yi|p
) 1
q
.
Desse modo,
14
(
n
∑
i=1
|xi+ yi|p
) 1
p
=
(
n
∑
i=1
|xi+ yi|p
)1− 1q
=
(
n
∑
i=1
|xi+ yi|p
)
·
(
n
∑
i=1
|xi+ yi|p
)− 1q
≤
( n∑
i=1
|xi|p
) 1
p
+
(
n
∑
i=1
|yi|p
) 1
p
 ·( n∑
i=1
|xi+ yi|p
) 1
q
·
(
n
∑
i=1
|xi+ yi|p
)− 1q
=
(
n
∑
i=1
|xi|p
) 1
p
+
(
n
∑
i=1
|yi|p
) 1
q
.
Definic¸a˜o 6. Seja p≥ 1 e defina lp = {{xi}i∈N : xi ∈K e
∞
∑
i=1
|xi|p < ∞}.
Proposic¸a˜o 7. lp e´ um espac¸o normado com ||x||p =
(
∞
∑
i=1
|xi|p
) 1
p
.
Demonstrac¸a˜o. Mostremos que lp e´ um subespac¸o vetorial de K∞, o conjunto de todas as
sequeˆncias com entradas pertencentes a K.
Obviamente, 0 ∈ lp.
Sejam x,y ∈ lp e seja n ∈ N fixo.
(
n
∑
i=1
|xi+ yi|p
) 1
p
≤
(
n
∑
i=1
|xi|p
) 1
p
+
(
n
∑
i=1
|yi|p
) 1
p
.
Como x,y ∈ lp, sejam A,B tais que A =
∞
∑
i=1
|xi|p e B =
∞
∑
i=1
|yi|p.
E´ claro que
n
∑
i=1
|xi|p ≤
∞
∑
i=1
|xi|p e
n
∑
i=1
|yi|p ≤
∞
∑
i=1
|yi|p.
Logo,
(
n
∑
i=1
|xi|p
) 1
p
+
(
n
∑
i=1
|yi|p
) 1
p
≤ A 1p +B 1p < ∞, para todo nıN.
Portanto, x+ y ∈ lp.
Dado λ ∈K e x ∈ lp, tem-se que
(
∞
∑
i=1
|λxi|p
)
=
(
∞
∑
i=1
|λ |p|xi|p
)
= |λ |p ·
(
∞
∑
i=1
|xi|p
)
< ∞.
Logo, λx ∈ lp.
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Mostremos que ||.||p e´ uma norma.
A u´nica propriedade de norma na˜o trivial e´ a desigualdade triangular.
Para x,y ∈ lp, temos:
||x+ y||p =
(
∞
∑
i=1
|xi+ yi|p
) 1
p
≤ A 1p +B 1p = ||x||p+ ||y||p.
Portanto, lp e´ um espac¸o normado.
Proposic¸a˜o 8. Seja X um espac¸o me´trico compacto e seja C(X) = { f : X → R| f e´ contı´nua}.
Defina d∞( f ,g) = sup | f (x)−g(x)|. Enta˜o C(X) e´ um espac¸o de Banach.
Demonstrac¸a˜o. Seja { fn}n∈N uma sequeˆncia de Cauchy em C(X).
Seja ε > 0. Fixe x ∈ X .
Enta˜o existe n0 ∈ N tal que se m,n > n0 temos:
d( fn(x), fm(x))≤ d( fn, fm)< ε2. Logo, { fn(x)}n∈N e´ uma sequeˆncia de Cauchy em R.
Como R e´ completo, definimos f : X → R como f (x) = lim
n→∞ fn(x) = f (x), para x ∈ X .
Mostremos que fn converge uniformemente para f .
Seja ε > 0.
Seja n≥ n0. Note que para todo m > n0 e para todo x ∈ X temos :
d( fn(x), f (x)) = | fn(x)− f (x)|
≤ | fn(x)− fm(x)|+ | fm(x)− f (x)|
≤ || fn− fm||+ | fm(x)− f (x)|
≤ ε
2
+ | fm(x)− f (x)|
Quando m→ ∞, d( fm(x), f (x))→ 0. Logo, d( fn(x), f (x))≤ ε2 < ε .
Logo, fn converge uniformemente para f . Donde f e´ contı´nua e enta˜o f ∈C(X).
Portanto, C(X) e´ completo.
16
Proposic¸a˜o 9. lp e´ um espac¸o de Banach.
Demonstrac¸a˜o. Seja {xn}n∈N uma sequeˆncia de Cauchy em lp.
Fixando i ∈ N, considere a sequeˆncia {xni }n∈N.
{xni }n∈N e´ de Cauchy, pois |xni − xmi | ≤ ||xn− xm|| e {xn}n∈N e´ de Cauchy.
Como R e´ completo, existe xi = lim
n→∞x
n
i .
Seja x = (x1,x2, ....,xn, ....) e mostremos que x = limn→∞x
n.
Fixe N ∈ N. Enta˜o, para quaisquer m,n ∈ N temos:
(
N
∑
i=1
|xi− xni |p
) 1
p
= ||x− xn||p,N
= ||x− xm+ xm− xn||p,N
≤ ||x− xm||p,N + ||xm− xn||p,N
≤ ||x− xm||p,N + ||xm− xn||p
=
(
N
∑
i=1
|xi− xmi |p
) 1
p
+ ||xm− xn||p
Seja ε > 0 (podemos supor ε < 1).
Como {xn}n∈N e´ de Cauchy, existe n0 ∈ N tal que para quaisquer n,m≥ temos
||xn− xm||p < ε4.
Tome n≥ n0. Note que para todo m ∈ N tem-se
||x− xn||p,N ≤ (∑Ni=1 |xi− xmi |p)
1
p + ||xn− xm||p .
Tomando m suficientemente grande,
||x− xn||p,N ≤
(
N
∑
i=1
|xi− xmi |p
) 1
p
+ ||xn− xm||p ≤ ε4 +
ε
4
=
ε
2
.
Enta˜o
N
∑
i=1
|xi− xmi |p ≤ (
ε
2
)p.
Quando N→ ∞, temos
∞
∑
i=1
|xi− xmi |p ≤ (
ε
2
)p < ε .
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Com isso, x− xn ∈ lp, para todo n≥ n0. Logo, x = (x− xn)+ xn ∈ lp.
Donde {xn}n∈N converge para x e x ∈ lp.
Sendo assim, lp e´ um espac¸o normado completo. Portanto, lp e´ um espac¸o de Banach.
1.2 Transformac¸o˜es Lineares
Teorema 2. Sejam X e Y espac¸os normados e T : X → Y linear. Sa˜o equivalentes:
1. T e´ contı´nua;
2. T e´ contı´nua em algum x0 ∈ X;
3. T e´ contı´nua em 0;
4. T e´ uniformemente contı´nua;
5. Existe k ≥ 0 tal que ||T (x)|| ≤ k||x||, para todo x ∈ X;
6. A imagem de todo conjunto limitado por T e´ limitado.
Demonstrac¸a˜o. (1)⇒ (2) :
Como e´ T e´ contı´nua, T e´ contı´nua em todo ponto. Em particular, T e´ contı´nua em x0 ∈ X .
(2)⇒ (3) :
Seja x0 ∈ X tal que T e´ contı´nua em x0 e defina Ux0 : X → X dada por Ux0(x) = x+ x0.
Como ||Uxo(x)−Ux0(y)||= ||(x+x0)− (y+x0)||= ||x−y||, para quaisquer x,y ∈ X . Logo,
Ux0 e´ uma isometria.
Note que T =UT (x0) ◦T ◦Ux0 , pois
U−T (x0) ◦T ◦Ux0(x) =UT (x0) ◦T (x+ x0) =−T (x0)+T (x+ x0) = T (x)+T (x0)−T (x0) =
T (x).
Como Ux0 e´ contı´nua em 0, T e´ contı´nua em Ux0(0) e U−T (x0) e´ contı´nua em todo ponto, T
e´ contı´nua em 0.
(5)⇒ (4) :
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Seja ε > 0. Tome δ =
ε
k+1
.
Enta˜o para quaisquer x,y ∈ X tais que d(x,y) = ||x− y||< δ temos:
d(T (x),T (y)) = ||T (x)−T (y)||= ||T (x− y)|| ≤ k||x− y||< k ·δ = k · ε
k+1
< ε .
Portanto, T e´ uniformemente continua.
(5)⇒ (6) :
Seja A ⊂ X limitado. Enta˜o existe r > 0 tal que A ⊂ B(0,r), ou seja, ||x|| < r, para todo
x ∈ A.
Logo, sup{||x|| : x ∈ A}< ∞. Ale´m disso, por hipo´tese, ||T (x)|| ≤ k||x||, para todo x ∈ A.
Daı´ sup{||T (x)|| : x ∈ A} ≤ k sup{||x|| : x ∈ A}< ∞ e, portanto, T (A) e´ limitado.
(6)⇒ (1) :
Seja M ≥ 0 tal que ||T (x)|| ≤M||x||, para todo x ∈ X .
Daı´ d(T (x),T (y))= ||T (x)−T (y)||= ||T (x−y)|| ≤M||x−y||. Logo, T e´ Lipschitz contı´nua
e, portanto, T e´ contı´nua.
(4)⇒ (3) :
E´ o´bvio.
(3)⇒ (6) :
Seja ε = 1. Como T e´ contı´nua em 0, existe δ > 0 tal que ||x|| ≤ δ implica em ||T (x)||< 1.
Enta˜o para qualquer y ∈ X na˜o nulo, temos ||T ( δy||y||)|| ≤ 1.
Como T e´ linear, temos ||T ( δy||y||)||=
δ
||y|| ||T (y)|| ≤ 1↔ ||T (y)|| ≤
1
δ
||y||.
Logo, T e´ limitada.
(6)⇒ (5) :
Por hipo´tese, sup
||x||≤1
{||T (x)||}< ∞.
Seja k = sup{||T (x)|| : ||x|| ≤ 1}. Enta˜o para qualquer x ∈ X na˜o nulo, seja y = x||x|| .
Desse modo, ||T (y)|| ≤ k. Logo, ||T ( x||x||)|| =
1
||x|| ||T (x)|| ≤ k. Donde ||T (x)|| ≤ k||x||,
como querı´amos.
19
Exemplo 4. Seja X = Y = C[0,1], com a norma do sup e seja T : C[0,1]→ C[0,1] dada por
T ( f )(x) =
∫ x
0
f (t)dt.
Mostremos que ||T ( f )|| ≤ || f || e, portanto, T e´ contı´nua.
Sejam f ∈C[0,1] e x ∈ [0,1]. Enta˜o:
|T ( f )(x)|= |
∫ x
0
f (t)dt| ≤
∫ x
0
| f (t)|dt ≤
∫ x
0
|| f ||= x · || f || ≤ || f ||.
Podemos enta˜o tomar o sup e daı´ ||T ( f )|| ≤ || f ||.
Desse modo, T satisfaz a condic¸a˜o 5 do teorema e, portanto todas, e concluı´mos que T e´
contı´nua.
Proposic¸a˜o 10. Toda transformac¸a˜o linear em um espac¸o normado de dimensa˜o finita e´ contı´nua.
Demonstrac¸a˜o. Sejam X um espac¸o normado de dimensa˜o finita, Y espac¸o normado e T : X →
Y transformac¸a˜o linear.
Defina em X , ||x||2 = ||x||+ ||T (x)||.
Como X tem dimensa˜o finita, as duas normas sa˜o equivalentes e, portanto, existe k > 0 tal
que ||x||2 ≤ k||x||.
Daı´ ||x||+ ||T (x)|| ≤ k||x|| → ||T (x)|| ≤ (k−1)||x||.
Portanto T e´ contı´nua.
Definic¸a˜o 7. Seja T : X → Y transformac¸a˜o linear entre espac¸os normados.
Definimos ||T ||= sup{||T (x)|| : ||x|| ≤ 1}.
Exemplo 5. Sejam X = Y =C[0,1] e T : C[0,1]→C[0,1] dada por T ( f )(x) =
∫ x
0
f (t)dt.
Pelo exemplo anterior, ||T ( f )|| ≤ || f || e, como T e´ contı´nua, ||T ( f )|| ≤ k|| f ||. Logo, ||T || ≤
1.
Seja f ≡ 1. Enta˜o || f ||= 1 e T ( f )(x) =
∫ 1
0
1dt = x. Ou seja, T ( f ) = Id e ||T ( f )||= 1.
Donde, ||T ||= 1.
Lema 1. Seja T : X → Y contı´nua. Enta˜o ||T (x)|| ≤ ||T ||||x|| .
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Demonstrac¸a˜o. Pelo teorema anterior, existe k ∈K, tal que ||T (x)|| ≤ k||x||.
Ale´m disso, ||T || ≥ ||T ( x||x||)|| ≥
1
||x|| ||T (x)||.
Logo, ||T (x)|| ≤ ||T || · ||x||.
Teorema 3. Sejam X ,Y espac¸os normados e seja B(X ,Y ) = {T : X→Y |T e´ contı´nua}. B(X ,Y )
e´ um espac¸o vetorial e ||T ||= sup{||T (x)|| : ||x|| ≤ 1} e´ uma norma em B(X ,Y ).
Demonstrac¸a˜o. Sejam T,S ∈ B(X ,Y ) e seja x ∈ X .
Enta˜o ||(T +S)(x)||= ||T (x)+S(x)|| ≤ ||T (x)||+ ||S(x)|| ≤ ||T ||||x||+ ||S||||x||= (||T ||+
||S||)||x||. Logo T +S ∈ B(X ,Y ).
Ale´m disso, ||T +S|| ≤ ||T ||+ ||S||, o que verifica a desigualdade triangular.
Sejam T ∈ B(X ,Y ), α ∈K e x ∈ X . Temos enta˜o:
||(αT )(x)||= ||αT (x)||= |α|||T (x)|| ≤ |α|||T ||||x||.
Logo, αT ∈ B(X ,Y ).
Ale´m disso, como ||(αT )(x)|| ≤ |α|||T ||||x||, enta˜o ||αT‖ ≤ |α|||T ||.
Por outro lado, se α 6= 0, podemos escrever:
||T ||= || 1
α
αT || ≤ 1|α| ||αT ||. Donde, |α|||T || ≤ ||αT ||.
Logo, ||αT ||= |α|||T ||.
Sejam T : X → Y e S : Y → Z e seja x ∈ X .
Enta˜o ||ST (x)||= ||S(T (x))|| ≤ ||S||||T (x)|| ≤ ||S||||T ||||x||. Logo, ||ST || ≤ ||S||||T ||.
Portanto, B(X ,Y ) e´ um espac¸o vetorial normado e ||ST || ≤ ||S||||T ||.
Teorema 4. Sejam X espac¸o me´trico, Z um subespac¸o denso de X e Y um espac¸o me´trico
completo. Seja f : Z → Y uma aplicac¸a˜o uniformemente contı´nua. Enta˜o existe uma u´nica
aplicac¸a˜o uniformemente contı´nua f˜ : X → Y estendendo f e tal que f˜ |Z = f .
Demonstrac¸a˜o. Dado x ∈ X qualquer, como Z e´ denso em X , existe uma sequeˆncia {zn}n∈N de
elementos de Z tal que x = lim
n→∞zn.
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Como {zn}n∈N e´ de Cauchy e f e´ uniformemente contı´nua, { f (zn)}n∈N e´, obviamente, de
Cauchy.
Como Y e´ completo, existe y ∈ Y tal que y = lim
n→∞ f (zn).
Defina enta˜o, para cada x ∈ X , f˜ (x) = lim
n→∞ f (zn), em que {zn}n∈N e´ a sequeˆncia em Z que
converge para x.
f˜ esta´ bem definida pois se temos x ∈ X tal que x = lim
n→∞zn = limn→∞wn, enta˜o temos:
{ f (zn)}n∈N e { f (wn)}n∈N sequeˆncias de Cauchy em Y e, como limn→∞zn = limn→∞wn, temos
tambe´m lim
n→∞ f (zn) = limn→∞ f (wn) em Y .
Mostremos agora que f˜ e´ uniformemente contı´nua.
Seja ε > 0.
Como f e´ uniformemente contı´nua, existe δ f > 0 tal que, para quaisquer x,y ∈ Z, se
d(x,y)< δ f enta˜o d( f (x), f (y))< ε .
Tome δ = δ f .
Sejam x,y ∈ X tais que d(x,y) < δ . Como Z e´ denso em X , exitem sequeˆncias {xn}n∈N e
{yn}n∈N de elementos de Z tais que x = limn→∞xn e y = limn→∞yn.
Enta˜o existe n0 ∈ N tal que para todo n≥ n0 temos:
d(xn,x)<
δ −d(x,y)
2
e d(yn,y)<
δ −d(x,y)
2
.
Logo, d(xn,yn)≤ d(xn,x)+d(x,y)+d(yn,y)< δ −d(x,y)2 +d(x,y)+
δ −d(x,y)
2
= δ .
Como f e´ contı´nua, d( f (xn), f (yn)< ε .
Portanto, quando n→ ∞, temos d( f˜ (x), f˜ (y))≤ ε .
Como f˜ |Z = f e Z e´ denso, f˜ e´ u´nica.
Teorema 5. Seja X um espac¸o normado e seja D⊆ X um subespac¸o vetorial denso em X. Seja
T : D→Y uma transformac¸a˜o linear contı´nua, em que Y e´ um espac¸o de Banach. Enta˜o existe
uma u´nica transformac¸a˜o linear contı´nua T˜ : X → Y tal que T˜ |D = T e ||T˜ ||= ||T ||.
Demonstrac¸a˜o. Como T e´ contı´nua, T e´ uniformemente contı´nua.
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Como X e´ espac¸o me´trico, existe uma u´nica func¸a˜o uniformemente contı´nua T˜ : X → Y
estendendo T .
Mostremos que T˜ e´ linear.
Sejam x,y ∈ X . Tome {xn}n∈N e {yn}n∈N em D tais que xn→ x e yn→ y. Enta˜o:
T˜ (x+ y) = T˜ ( lim
n→∞xn+ yn) = limn→∞ T˜ (xn+ yn)
= lim
n→∞T (xn+ yn) = limn→∞T (xn)+T (yn)
= lim
n→∞T (xn)+ limn→∞T (yn)
= lim
n→∞ T˜ (xn) = limn→∞ T˜ (yn)
= T˜ ( lim
n→∞xn)+ T˜ ( limn→∞yn)
= T˜ (x)+ T˜ (y)
Analogamente, e´ fa´cil ver que T˜ (αx) = αT˜ (x).
Teorema 6. Sejam X e Y espac¸os normados, sendo Y completo. Enta˜o B(X ,Y ) e´ completo.
Demonstrac¸a˜o. Seja {Tn}n∈N uma sequeˆncia de Cauchy em B(X ,Y ).
Fixe x ∈ X na˜o nulo e considere a sequeˆncia {Tn(x)}n∈N ⊆ Y .
Mostremos que {Tn(x)}n∈N e´ de Cauchy.
Seja ε > 0.
Como {Tn}n∈N e´ de Cauchy, existe n0 ∈ N tal que para todo n,m≥ n0 tem-se ||Tn−Tm||<
ε
||x|| .
Enta˜o, para todo n,m≥ n0 temos:
||Tn(x)−Tm(x)||= ||(Tn−Tm)(x)|| ≤ ||Tn−Tm||||x||< ε .
Logo, {Tn(x)}n∈N e´ de Cauchy.
Como Y e´ completo, defina T (x) = lim
n→∞Tn(x).
Mostremos que T e´ linear.
Sejam x,y ∈ X e α ∈K. Enta˜o:
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T (αx+ y) = lim
n→∞Tn(αx+ y) = limn→∞αTn(x)+Tn(y) = α limn→∞Tn(x)+ limn→∞Tn(y) = αT (x)+
T (y).
Logo, T e´ linear.
Como {Tn}n∈N e´ de Cauchy, existe M ≥ 0 tal que ||Tn|| ≤M, para todo n ∈ N.
Desse modo, ||Tn(x)|| ≤ ||Tn||||x|| ≤M||x||.
Assim, lim
n→∞ ||Tn(x)|| ≤M||x||, pois a func¸a˜o norma e´ contı´nua.
Portanto, T e´ contı´nua e ||T || ≤M. Donde T ∈ B(X ,Y ).
Mostremos, finalmente, que Tn→ T .
Seja ε > 0.
Como {Tn(x)}n∈N e´ de Cauchy, existe n0 ∈ N tal que para quaisquer n,m ≥ n0 tem-se
||Tn−Tm||< ε3.
Seja x ∈ X tal que ||x|| ≤ 1.
Enta˜o, para todo n≥ n0 temos:
||Tn(x)−T (x)|| = ||Tn(x)−Tm(x)+Tm(x)−T (x)||
≤ ||Tn(x)−Tm(x)||+ ||Tm(x)−T (x)||
≤ ||Tn−Tm||||x||+ ||Tm(x)−T (x)||
≤ ||Tn−Tm||+ ||Tm(x)−T (x)||
≤ ε
3
+ ||Tm(x)−T (x)||
Tomando o limite quando m→ ∞, ||Tm(x)−T (x)|| ≤ ε3.
Donde, ||Tn(x)−T (x)|| ≤ 2ε3 < ε .
Portanto, ||Tn−T || ≤ ε .
Definic¸a˜o 8. Seja X um espac¸o vetorial sobre um corpo K. O espac¸o dual de X, denotado por
X∗, e´ o conjunto que consiste dos funcionais lineares f : X →K.
Definic¸a˜o 9. Seja X um espac¸o vetorial normado. Dizemos que um funcional p : X → R e´
semilinear se p(x+ y)≤ p(x)+ p(y) e p(αx)≤ α p(x), para todo x,y ∈ X e α > 0.
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Teorema 7. (Teorema de Hahn-Banach - Caso real) Sejam X um espac¸o vetorial real e p um
funcional semilinear em X. Sejam Y ⊆ X um subespac¸o vetorial de X e f : Y →R um funcional
linear tal que f (y)≤ p(y) para todo y ∈Y . Enta˜o existe um funcional linear f˜ : X → R tal que
f˜ (x)≤ p(x), para todo x ∈ X e f˜ |Y = f .
Demonstrac¸a˜o. SejaS = {(Z,g) : Z e´ um subespac¸o vetorial de X com
Y ⊆ Z; g : Z→ R e´ funcional linear tal que g|Y = f e g(z)≤ p(z)}.
Defina uma relac¸a˜o de ordem emS por (Z1,g1)≤ (Z2,g2) quando Z1 ⊆ Z2 e g2|Z1 = g1.
Seja T ⊆S totalmente ordenado e escreva T = {(Zi,gi)}i∈I .
Seja Z =
⋃
i∈I
Zi.
Defina g : Z→ R da seguinte maneira: para cada z ∈ Z escolha i ∈ I tal que z ∈ Zi e enta˜o
g(z) = gi(z).
Note que se z ∈ Z j, enta˜o Z j ⊆ Zi ou Zi ⊆ Z j. De qualquer modo, g j(z) = gi(z).
Definida desse modo, g e´ linear, pois cada gi e´ linear e, para todo y ∈Y , temos g(y) = gi(y),
para todo i ∈ I.
Logo, g(y) = f (y). Donde g|Y = f .
Ale´m disso, para todo z∈ Z, temos g(z) = gi(z)≤ p(z). Logo, (Z,g)∈S e (Z,g)≥ (Zi,gi),
para todo i ∈ I.
Assim, (Z,g) e´ um majorante paraS .
Pelo Lema de Zorn, existe (W,h) elemento maximal.
Suponha, por absurdo, que W ⊂ X . Enta˜o existe x0 ∈ X \W .
Seja W ′ =W
⊕
Rx0 e seja a ∈ R.
Defina h′ : W ′→ R por h′(w+λx0) = h(w)−λa. E´ claro que h′ e´ linear e h′|W = h.
Sejam w1,w2 ∈W . Temos:
h(w1+w1)≤ p(w1+w2) = p((w1+ x0)− (x0+w2))≤ p(w1+ x0)+ p(−w2− x0).
Enta˜o h(w1)− p(w1+ x0)≤ h(w2)+ p(−w2− x0).
Fixando w1, temos h(w1)− p(w1+ x0)≤ inf
w2∈W
h(w2)+ p(−w2− x0).
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Daı´ sup
w1∈W
h(w1)− p(w1+ x0)≤ inf
w2∈W
h(w2)+ p(−w2− x0).
Escolha a ∈ R tal que
sup
w1∈W
h(w1)− p(w1+ x0)≤ a≤ inf
w2∈W
h(w2)+ p(−w2− x0).
Enta˜o, para todo w ∈W temos :
h(w)− p(w+ x0)≤ a≤ h(w)+ p(−w− x0).
Mostremos agora que h′(w′)≤ p(w′), para todo w′ ∈W ′.
Seja w′ ∈W ′. Podemos escrever w′ = w+λx0. Logo h′(w′) = h′(w+λx0) = h(w)−λa.
Se λ > 0 como h(wλ )− p(wλ + x0)≤ a, enta˜o a−h(wλ )≤ p(
w
λ
+ x0).
Assim, h′(wλ + x0) = h(
w
λ )−a≤ p(wλ + x0).
Como λ > 0, h′(w+λx0)≤ p(w+λx0). Donde h′(w′)≤ p(w′).
Se λ < 0, aplicamos a desigualdade a≤ h(w)+ p(−w− x0), para −wµ , em que λ =−µ .
Daı´, −h(−wµ )+a≤ p(wµ − x0). Logo, h′(wµ − x0)≤ p(wµ − x0).
Como µ > 0, h′(w−µx0)≤ p(w−µx0)⇐⇒ h′(w+λx0)≤ p(w+λx0). Donde h′(w′)≤
p(w′).
Desse modo, (W ′,h′) ∈S e (W ′,h′)> (W,h), o que contraria a maximalidade de (W,h).
Portanto, W = X e h = f˜ do enunciado.
O teorema de Hahn-Banach garante a existeˆncia de uma quantidade suficiente de func¸o˜es
contı´nuas lineares em qualquer espac¸o normado real.
O caso geral do Teorema de Hahn-Banach, que na˜o sera´ feito neste trabalho, e´ enunciado
do seguinte modo em [1], pa´gina 10:
Teorema 8. (Teorema de Hanh-Banach) Seja V um espac¸o vetorial e seja V0 um subespac¸o de
V . Seja φ0 ∈V ∗0 . Enta˜o existe um φ ∈V ∗ tal que φ |V0 = φ0 e ||φ ||= ||φ0||.
Corola´rio 1. Seja X um espac¸o vetorial normado. Enta˜o, para todo x0 ∈ X na˜o nulo, existe
f ∈ X∗ tal que || f ||= 1 e f (x0) = ||x0||.
Demonstrac¸a˜o. Basta aplicar o teorema de Hahn-Banach ao subespac¸o Y = 〈x0〉 , ao funcional
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linear limitado f0 : Y → R definido por f0(tx0) = t||x0|| e ao funcional semilinear p(x) = ||x||.
Teorema 9. (Teorema da Aplicac¸a˜o Aberta) Sejam X ,Y espac¸os de Banach e T : X → Y uma
aplicac¸a˜o linear limitada e sobrejetiva. Enta˜o existe r > 0 tal que B(0,r)⊂ T (B(0,1)).
Demonstrac¸a˜o. Passo 1: Mostremos que existe n∈N tal que T (B(0,n)) tem interior na˜o vazio.
Suponha que, para todon ∈ N, int(T (B(0,n))) =∅.
Pelo teorema de Baire (SUNDER[1], pa´gina 21), int(
⋃
n∈N
T (B(0,n))) =∅.
Mas, como X =
⋃
n∈N
, Y = T (X) =
⋃
n∈N
T (B(0,n)).
Logo, int(Y ) =∅, o que e´ um absurdo.
Portanto, existe n ∈ N tal que T (B(0,n)) tem interior na˜o vazio.
Passo 2: Sejam y0 ∈ Y e r > 0 tais que B(y0,r) ⊆ T (B(0,n)). Mostremos que B(0,r) ⊆
T (B(0,2n))
Seja y ∈ B(0,r). Podemos escrever y = (y0 + y)− y0 e, como ||y|| < r enta˜o ||(y0 + y)−
y0||< r.
Logo, (y0+y)∈B(y0,r). Como B(y0,r)⊆T (B(0,n)), existem sequeˆncias {xm}m∈N e {xm′}m′∈N
em B(0,n) tais que T (xm)→ y0+ y e T (x′m)→ y0.
Enta˜o, para todo m ∈ N,
||xm− x′m|| ≤ ||xm||+ ||x′m||< 2n.
Ale´m disso, como T (xm)→ y0+ y e T (x′m)→ y0, T (xm− x′m)→ y.
Portanto, y ∈ T (B(0,2n)).
Passo 3: Existe uma constante k > 0 tal que para todo y ∈ Y existe {xn}n∈N em X tal que
T (xn)→ y e ||xn|| ≤ k||y||, para todo n ∈ N.
Seja y ∈ Y no˜ nulo. Considere y′ = y||y|| ·
r
2
.
Enta˜o y′ ∈ T (B(0,2n)). Logo, existe {xn′}n′∈N em B(0,2n) tal que T (xn′)→ y′.
Desse modo, tome xn =
2||y||
r
· xn′ .
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Assim, T (xn)→ y e ||xn||= ||2||y||r · xn′||=
2||y||
r
· ||xn′||<
2||y||
r
·2n = 4n
r
· ||y||.
Portanto, tome k =
4n
r
.
Passo 4: Para todo y ∈ Y existe x ∈ X tal que T (x) = y e ||x|| ≤ 2k||y||.
Pelo passo anterior, existe x1 ∈ X tal que ||y−T (x1)|| ≤ 12 ||y|| e ||x1|| ≤ k||y||.
Como y−T (x1) ∈ Y , pelo passo anterior, existe x2 ∈ X tal que
||y−T (x1)−T (x2)|| ≤ 122 ||y|| e ||x2|| ≤ k||y−T (x1)|| ≤
1
2
k||y||.
Indutivamente, para cada n ∈ N existe xn ∈ N com ||y−T (x1)−T (x2)− ...−T (xn)|| ≤ 12n
e ||xn|| ≤ k||y−T (x1)− ...−T (xn−1)|| ≤ k2n−1 .
Logo, para cada N ∈ N , ||
N
∑
i=1
xi|| ≤
N
∑
i=1
||xi|| ≤
N
∑
i=1
k||y||
2n−1
≤ 2k||y||.
Definindo x =
∞
∑
i=1
xi, x converge absolutamente e, portanto, x converge, pois X e´ de Banach.
E T (x) = y, pois ||y−T
(
N
∑
i=1
xn
)
|| ≤ 1
2N
e
1
2N
→ 0.
Passo 5: Seja U ∈ X aberto e seja T (x) ∈ T (U), em que x ∈U . Como U e´ aberto, existe
r > 0 tal que B(x,r)⊆U . Mostremos que B(T (x),s)⊆ T (U), em que s = r2k .
Seja T (x) + v ∈ B(T (x),s). Pelo passo anterior, existe u ∈ X tal que T (u) = v e ||u|| ≤
2k||v|| ≤ 2kr
2k
= r.
Assim, ||(x+u)− x||< r e enta˜o x+u ∈ B(x,r)⊆U .
Logo, T (x+u) = T (x)+T (u) = T (x)+ v ∈ T (U).
Portanto, B(T (x),s)⊆ T (U).
Corola´rio 2. Sejam X ,Y espac¸os de Banach e T : X → Y uma aplicac¸a˜o linear limitada e
bijetiiva. Enta˜o a aplicac¸a˜o linear T−1 : Y → X e´ contı´nua.
Demonstrac¸a˜o. Seja U ⊆ X aberto em X .
Como T e´ bijetiva, (T−1)−1(U) = T (U) que e´ aberto em Y , pois T e´ sobrejetiva.
Logo, T−1 e´ aberta.
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2 Espac¸os de Hilbert
O objetivo deste capı´tulo e´ estudar espac¸os de Hilbert, alguns exemplos e propriedades.
Principalmente, queremos mostrar que todo espac¸o de Hilbert possui uma base Hilbertiana.
2.1 Espac¸os de Hilbert
Definic¸a˜o 10. Seja X um espac¸o vetorial sobre K. Um produto interno em X e´ uma aplicac¸a˜o
〈,〉 : X×X →K que satisfaz:
i. 〈x,x〉 ≥ 0,∀x ∈ X ;
ii. 〈x,x〉= 0⇐⇒ x = 0;
iii. 〈x,y〉= 〈y,x〉, para quaisquer x,y ∈ X;
iv. 〈x1+ x2,y〉= 〈x1,y〉+ 〈x2,y〉 ,∀x1,x2,y ∈ X.
Proposic¸a˜o 11. (Desigualdade de Cauchy-Schwarz) Seja X um espac¸o vetorial com produto
interno 〈., .〉. Defina ||x||=√〈x,x〉. Enta˜o | 〈x,y〉 | ≤ ||x|| · ||y||, para todos x,y ∈ X.
Demonstrac¸a˜o. Sejam x,y ∈ X e seja t ∈ R qualquer. Enta˜o 〈x+ ty,x+ ty〉 ≥ 0.
Ou seja, 〈x+ ty,x+ ty〉 = ||x+ ty||2 = ||x2 + 2xty+ y2t2|| = ||x||2 + 2||xyt||+ ||y||2t2 =
||x||2+2〈x,y〉 t+ ||y||2t2 ≥ 0.
Como 〈x+ ty,x+ ty〉 ≥ 0, para todo t ∈ R, 4(〈x,y〉)2−4||x||2||y||2 ≤ 0.
Portanto, | 〈x,y〉 | ≤ ||x||2||y||2.
Proposic¸a˜o 12. Seja X um espac¸o vetorial com produto interno. Enta˜o ||x|| =√〈x,x〉 define
uma norma em X.
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Demonstrac¸a˜o. Sejam x,y ∈ X e seja α ∈ R.
i ||x||=√〈x,x〉= 0⇐⇒√〈x,x〉= 0⇐⇒ 〈x,x〉= 0⇐⇒ x = 0;
ii. Como 〈x,x〉 ≥ 0, ||x||=√〈x,x〉 ≥ 0;
iii. ||αx||=√〈αx,αx〉=√α2 〈x,x〉= |α|√〈x,x〉= |α|||x||;
iv. ||x+ y||2 = 〈x+ y,x+ y〉 = ||x||2 + 2〈x,y〉+ ||y||2 ≤ ||x||2 + 2| 〈x,y〉 |+ ||y||2 ≤ ||x||2 +
2||x||||y||+ ||y||2 = (||x||+ ||y||)2.
A proposic¸a˜o acima nos diz que sempre podemos definir um produto interno a partir de
uma norma. Pore´m, nem toda norma prove´m de um produto interno.
Proposic¸a˜o 13. Seja X um espac¸o vetorial com produto interno. Enta˜o ||x||=√〈x,x〉, norma
proveniente do produto interno, satisfaz: ||x+ y||2+ ||x− y||2 = 2||x||2+2||y||2.
Demonstrac¸a˜o. Sejam x,y ∈ X .
||x+ y||2+ ||x− y||2 = 〈x+ y,x+ y〉+ 〈x− y,x− y〉
= 〈x,x+ y〉+ 〈y,x+ y〉+ 〈x,x− y〉+ 〈y,x− y〉
= 〈y,x〉+ 〈x,x〉+ 〈x,y〉+ 〈y,y〉+ 〈x,x〉+ 〈−y,x〉+ 〈x,y〉+ 〈−y,y〉
= 2〈x,x〉+2〈y,y〉= 2||x||2+2||y||2.
Exemplo 6. Em lp, p 6= 2, a norma na˜o prove´m de um produto interno.
Sejam x = (1,1,1, ...) , y = (1,−1,0,0, ...) ∈ lp.
Enta˜o: ||x||= ||y||= 2 f rac1p, ||x+ y||= 2 = ||x− y||.
Logo, ||x+ y||2 + ||x− y||2 = 4+ 4 = 8. Por outro lado, 2||x||2 + 2||y||2 = 2(2 f rac2p +
2 f rac2p) = 2 ·2 f rac2p ·2 = 4 ·2 f rac2p.
Ou seja, ||x+ y||2+ ||x− y||2 6= 2||x||2+2||y||2.
Portanto, em lp, p > 2, a norma na˜o prove´m de um produto interno.
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Proposic¸a˜o 14. (Teorema de Pita´goras) Seja X um espac¸o vetorial com produto interno. Enta˜o
x,y ∈ X sa˜o ortogonais se, e somente se, ||x+ y||2 = ||x||2+ ||y||2.
Demonstrac¸a˜o. Sabemos que ||x+ y||2 = 〈x+ y,x+ y〉= ||x||2+2〈x,y〉+ ||y||2.
Enta˜o, ||x+ y||2 = ||x||2+ ||y||2⇐⇒ 〈x,y〉= 0.
Proposic¸a˜o 15. (Identidade Polar) Seja X um espac¸o vetorial com produto interno. Enta˜o
〈x,y〉= 1
4
||x+ y||2− 1
4
||x− y||2.
Demonstrac¸a˜o.
1
4
||x+y||2− 1
4
||x−y||2 = 1
4
(〈x,x〉+2〈x,y〉+〈y,y〉)− 1
4
(〈x,x〉−2〈x,y〉+〈y,y〉)=
〈x,y〉.
Proposic¸a˜o 16. (Identidade do Paralelogramo) Seja X um espac¸o vetorial com produto interno.
Enta˜o ||x+ y||2+ ||x− y||2 = 2(||x||2+ ||y||2).
Demonstrac¸a˜o. ||x+y||2+ ||x−y||2 = (〈x,x〉+〈x,y〉+〈y,x〉+〈y,y〉)+(〈x,x〉−〈x,y〉−〈y,x〉+
〈y,y〉) = 2(||x||2+ ||y||2).
Definic¸a˜o 11. Um espac¸o de Hilbert e´ um par (X ,〈,〉) , em que X e´ um espac¸o vetorial sobre
um corpo K e 〈,〉 e´ um produto interno em X, tal que X e´ completo com relac¸a˜o a` norma
proveniente do produto interno. Denotaremos porH um espac¸o de Hilbert.
Proposic¸a˜o 17. l2 e´ um espac¸o de Hilbert.
Demonstrac¸a˜o. Para quaisquer x,y ∈ l2, defina 〈x,y〉=
∞
∑
i=1
xiyi.
Defina tambe´m ||x||2 =
√〈x,x〉= ( ∞∑
i=1
xixi)
1
2 = (
∞
∑
i=1
|xi|2) 12 .
E´ fa´cil ver que a se´rie converge, pois
∞
∑
i=1
xiyi≤ (
∞
∑
i=1
|xi|2) 12 (
∞
∑
i=1
|yi|2) 12 <∞, pela desigualdade
de Holder.
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Teorema 10. Seja H um espac¸o de Hilbert e C ⊂ H um subconjunto convexo fechado e
na˜o-vazio. Para todo x ∈H existe um u´nico yo ∈C tal que ||x− y0||= min
y∈C
||x− y||.
Demonstrac¸a˜o. ◦ Existeˆncia
Seja d = inf
y∈C
||x− y|| e seja {yn}n∈N sequeˆncia em C tal que ||x− yn||= dn→ d.
Mostremos que {yn}n∈N e´ uma sequeˆncia de Cauchy.
De fato, pela identidade do paralelogramo, temos:
||x− yn+(x− ym)||2+ ||x− yn− (x− ym)||2 = 2(||x− ym||2+ ||x− ym||2).
Como C e´ convexo,
yn+ ym
2
∈C e
||yn− ym||2 = 2(d2n +d2m)−4||x−
yn+ ym
2
||2 ≤ 2(d2n +d2m)−4d2.
Quando n,m→ ∞, 2(d2n +d2m)−4d2→ 0.
ComoH e´ completo e C e´ fechado, seja y0 = limn→∞ yn e y0 ∈C.
◦ Unicidade
Suponha que existem y0, y¯0 ∈C tais que ||x− y0||= ||x− y¯0||= d.
Utilizando novamente a identidade do paralelogramo, temos
||y0− y¯0||2 = 2(d2+d2)−4||x− y0+ y¯02 ||
2 ≤ 4d2−4d2 = 0.
Logo, y0 = y¯0.
Corola´rio 3. Seja H um espac¸o de Hilbert e L ⊂H um subespac¸o vetorial fechado. Para
todo x ∈H o u´nico yo ∈ L tal que ||x− y0||= min
y∈L
||x− y|| satisfaz x− y0 ⊥ L.
Demonstrac¸a˜o. Mostremos que 〈x− y0,y− y0〉 ≤ 0, para todo y ∈ L.
Para 0≤ t ≤ 1, temos que z = (1− t)y0+ ty ∈ L.
Logo, ||x− y0|| ≤ ||x− (1− t)y0− ty||= ||x− y0− t(y− y0)||.
E enta˜o
||x− y0||2 ≤ ||x− y0||2−2t 〈x− y0,y− y0〉+ t2||y− y0|| ⇒ 2〈x− y0,y− y0〉 ≤ t||y− y0||.
Quando t→ 0, 〈x− y0,y− y0〉 ≤ 0.
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Utilizando as propriedades de produto interno, 〈x− y0,y〉 ≤ 〈x− y0,y0〉.
Como isso e´ va´lido para todo t ∈ R, temos necessariamente 〈x− y0,y〉= 0.
Teorema 11. SejaH um espac¸o de Hilbert e seja Y ⊂H subespac¸o vetorial fechado. Enta˜o
H = Y
⊕
Y⊥, em que Y⊥ = {x ∈H |x⊥ y , para todo y ∈ Y}.
Demonstrac¸a˜o. Mostremos que Y ∩Y⊥ = {0}.
Seja y ∈ Y ∩Y⊥. Enta˜o 〈y,y〉= 0, donde y = 0.
Mostremos queH = Y
⊕
Y⊥.
Seja x ∈H .
Seja y0 ∈Y o u´nico ponto que minimiza a distaˆncia a Y . Pelo resultado anterior, x−y0 ∈Y⊥.
Enta˜o x = y0+(x− y0).
Portanto,H = Y
⊕
Y⊥.
Proposic¸a˜o 18. Nas condic¸o˜es do teorema acima, dado x ∈H podemos escrever x = y+ z,
com y ∈ Y e z ∈ Y⊥ de forma u´nica. Defina P :H →H dada por P(x) = y. Enta˜o:
i. P e´ linear;
ii. P e´ contı´nua;
iii. Im(P) = Y ;
iv. P|Y = Id;
v. Para quaisquer x,y ∈H temos 〈P(x),y〉= 〈x,P(y)〉.
Demonstrac¸a˜o. i. Sejam x1,x2 ∈H e α ∈K.
Podemos escrever x1 = y1+ z1 e x2 = y2+ z2, em que y1,y2 ∈ Y e z1,z2 ∈ Y⊥.
Desse modo, temos αx1+ x2 = α(y1+ z1)+(y2+ z2) = (αy1+ y2)+(αz1+ z2).
Daı´ P(αx1+ x2) = P((αy1+ y2)+(αz1+ z2)) = αy1+ y2 = αP(x1)+P(x2).
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ii. Seja x ∈H . Podemos escrever x = y+ z, com y ∈ Y e z ∈ Y⊥.
Note que ||P(x)||= ||y||.
Ale´m disso, ||x||2 = ||y+z||2 = 〈y+ z,y+ z〉= 〈y,y〉+〈y,z〉+〈z,y〉+〈z,z〉= ||y||2+ ||z||2.
Logo, ||x||2 ≥ ||y||2. Donde ||x|| ≥ ||P(x)||.
Portanto, P e´ contı´nua e ||P|| ≤ 1.
Por outro lado, note que, se y ∈ Y \ {0}, enta˜o ||P(y)|| ≤ ||P||||y|| ↔ ||y|| ≤ ||P||||y|| ↔
1≤ ||P||. Portanto, ||P||= 1.
iii. E´ claro que Im(P)⊆ Y . Enta˜o basta mostrar que Y ⊆ Im(P).
Para todo y ∈ Y , temos que P(y) = y.
iv. Para todo y ∈ Y , temos que P(y) = y
v. Sejam x,y ∈H e escreva x = x1+ x2 e y = y1+ y2, com x1,y1 ∈ Y e x2,y2 ∈ Y⊥.
Enta˜o:
〈P(x),y〉= 〈x1,y1+ y2〉= 〈x1,y1〉+ 〈x1,y2〉= 〈x1,y1〉 e
〈x,P(y)〉= 〈x1+ x2,y1〉= 〈x1,y1〉+ 〈x2,y1〉= 〈x1,y1〉.
Portanto, 〈P(x),y〉= 〈x,P(y)〉.
Definic¸a˜o 12. P e´ chamada de projec¸a˜o ortogonal sobre Y .
Definic¸a˜o 13. SejamH um espac¸o de Hilbert e M ⊂H .
Denotamos M⊥ = {x ∈H |x⊥ m, para todo m ∈M}.
Proposic¸a˜o 19. SejamH um espac¸o de Hilbert e M ⊂H . Enta˜o:
i. M ⊆ (M⊥⊥);
ii. se M ⊆ N, enta˜o N⊥ ⊂M⊥;
iii. M⊥ = M⊥⊥⊥ .
Demonstrac¸a˜o. i. Seja m ∈M e seja n ∈M⊥. Enta˜o 〈n,m〉= 0.
Por outro lado, 〈m,n〉= 〈n,m〉= 0¯ = 0. Portanto, m ∈M⊥⊥
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ii. Seja y∈N⊥. Enta˜o, 〈y,n〉= 0 , para todo n∈N. Como M⊆N, temos 〈y,m〉= 0 , para todo m∈
M.
Logo, y ∈M⊥. Portanto, N⊥ ⊂M⊥.
iii. Pelo item (i.), sabemos que M ⊆M⊥⊥.
Pelo item (ii.), M⊥⊥⊥ ⊆M⊥.
Agora, seja x ∈M⊥ e seja y ∈M⊥⊥. Mostremos que 〈x,y〉= 0.
De fato, 〈x,y〉= 〈y,x〉= 0¯, pois y ∈M⊥⊥ e x ∈M⊥.
Logo, M⊥⊥⊥ ⊆M⊥ ⊆M⊥⊥⊥.
Portanto, M⊥⊥⊥ = M⊥.
Proposic¸a˜o 20. SejaH um espac¸o de Hilbert e M ⊂H . Enta˜o M⊥⊥ = spanM.
Demonstrac¸a˜o. Pela proposic¸a˜o anterior, M ⊂M⊥⊥.
Como M⊥⊥ e´ espac¸o vetorial, span(M)⊂M⊥⊥.
Para cada m ∈M fixo podemos definir φ : M⊥→K por φ(x) = 〈x,m〉.
φ e´ contı´nua, pois | 〈x,m〉 | ≤ ||x||||m||. Logo, M⊥ =
⋂
m∈M
φ−1({0}) e´ fechado.
Ale´m disso, M⊥⊥ e´ fechado. Donde spanM ⊆M⊥⊥.
Mostremos que M⊥⊥ ⊆ spanM.
Seja Y = spanM. Note que Y⊥ ⊆M⊥.
Ale´m disso, M⊥ ⊆ Y⊥, pois se x ∈M⊥ e y ∈ Y enta˜o
〈x,y〉= 〈x,α1m1+ ....+αkmk〉= α1 〈x,m1〉+ ...+αk 〈x,mk〉= 0.
Seja Z = Y . E´ claro que Y ⊆ Z, logo Z⊥ ⊆ Y⊥.
Mostremos que Y⊥ ⊆ Z⊥.
De fato, dados x ∈ Y⊥ e z ∈ Z, temos 〈x,z〉= 〈x, limyn〉= lim〈x,yn〉= lim0 = 0.
Portanto, M⊥ = Y⊥ = Z⊥.
Como Z e´ fechado,H = Z
⊕
Z⊥.
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Como Z⊥ e´ fechado,H = Z⊥
⊕
Z⊥⊥. Ale´m disso, Z ⊆ Z⊥⊥.
Mostremos que Z⊥⊥ ⊆ Z.
Seja x ∈ Z⊥⊥. Como H = Z⊕Z⊥, podemos escrever x = a+ b, em que a ∈ Z ⊆ Z⊥⊥ e
b ∈ Z⊥.
Daı´ x = a+b = x+0 e, como a,x ∈ Z⊥⊥ e b ∈ Z⊥, x = a e b = 0. Donde x ∈ Z.
Assim, Z = Y¯ = spanM e Z⊥ = M⊥.
Donde Z⊥⊥ = M⊥⊥.
Portanto, spanM = M⊥⊥.
Lema 2. SejaH um espac¸o de Hilbert e L⊂H um subespac¸o vetorial fechado. Enta˜o existe
z ∈H \L tal que ||z||= 1 e z⊥ L.
Demonstrac¸a˜o. Pelo teorema 8 , para w ∈H \L, existe y0 ∈ L tal que w− y0 ⊥ L.
E´ claro que w− y0 /∈ L.
Tome enta˜o z=
w− y0
||w− y0|| . Daı´ ||z||= ||
w− y0
||w− y0|| ||=
||w− y0||
||w− y0|| = 1 e z⊥L, como querı´amos.
Teorema 12. (Teorema de Representac¸a˜o de Riesz) SejaH um espac¸o de Hilbert. Dado f ∈
H ∗, existe um u´nico y ∈H tal que f (x) = 〈x,y〉, para todo x ∈H . Ale´m disso, || f ||H ∗ =
||y||H .
Demonstrac¸a˜o. Seja f ∈H ∗ e seja L = ker( f ).
Se L =H , tome y = 0.
Caso contra´rio, pelo lema anterior, existe z ∈H \L tal que ||z||= 1 e z⊥ L.
Temos que H = 〈z〉⊕L, pois dado x ∈H podemos escrever x = f (x)
f (z)
z+(x− f (x)
f (z)
z),
com x− f (x)
f (z)
z ∈ L.
Mostremos que y = f (z)z.
De fato, 〈x, f (z)z〉=
〈
f (x)
f (z)
z+(x− f (x)
f (z)
z), f (z)z
〉
=
〈
f (x)
f (z)
z, f (z)z
〉
= f (x)〈z,z〉= f (x).
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Pela desigualdade de Cauchy-Schwartz, | f (x)|= | 〈x,y〉 | ≤ ||x||||y||.
Logo, || f ||H ∗ ≤ ||y||H e || f ||H ∗ ≥ f ( y||y||) =
〈y,y〉
||y|| = ||y||.
Portanto, || f ||H ∗ = ||y||H .
Corola´rio 4. Todo espac¸o de Hilbert H e´ reflexivo, isto e´, H eH ∗∗ sa˜o isometricamente
isomorfos.
Demonstrac¸a˜o. Pelo teorema anterior, podemos associar a cada f ∈H ∗ um u´nico y ∈H tal
que
f (x) = 〈x,y〉, para todo x ∈H .
Denotemos a func¸a˜o que faz tal associac¸a˜o por φ .
φ e´ uma transformac¸a˜o anti-linear bijetora e isome´trica. Isto e´, H eH ∗ sa˜o isometrica-
mente isomorfos.
ComoH =H ∗, temos tambe´mH ∗ = (H ∗)∗.
Desse modo, para cada F ∈ (H ∗)∗ podemos associar f ∈H ∗ tal que F(g) = f (y) para
todo g ∈H ∗ e y ∈H satisfaz g(x) = 〈x,y〉, para todo x ∈H .
Ale´m disso, a cada f ∈H ∗ associa-se um elemento x ∈H tal que f (y) = 〈y,x〉, para todo
y ∈H .
Portanto, F(g) = f (y) = 〈y,x〉= 〈x,y〉= g(x), para toda g ∈H ∗.
Definic¸a˜o 14. Sejam X um espac¸o normado, I um conjunto qualquer e {xi}i∈I ⊆ X. Dizemos
que x =∑
i∈I
xi se para todo ε > 0 existe Fε ⊆ I finito tal que para todo F ⊆ I finito com Fε ⊆ F,
enta˜o ||x−∑
i∈F
xi||< ε .
Definic¸a˜o 15. Seja H um espac¸o com produto interno. Um conjunto {ei}i∈I e´ chamado ortogo-
nal se
〈
ei,e j
〉
= 0, sempre que i 6= j.
Definic¸a˜o 16. Seja H um espac¸o com produto interno. Um conjunto {ei}i∈I e´ chamado orto-
normal se for ortogonal e ||ei||= 1, para todo i ∈ I.
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Note que se x ∈ H e´ combinac¸a˜o linear finita x = ∑i∈I λiei, enta˜o λi = 〈x,ei〉 e enta˜o
x =∑
i∈I
〈x,ei〉ei.
Proposic¸a˜o 21. (Desigualdade de Bessel) Seja {ei}i∈I ⊆H um conjunto ortonormal. Enta˜o,
para todo x ∈H , tem-se∑
i∈I
| 〈x,ei〉 |2 ≤ ||x||2.
Demonstrac¸a˜o. E´ suficiente mostrar que para todo F ∈ I finito, temos ∑
i∈F
| 〈x,ei〉 |2 ≤ ||x||2.
Seja y = ∑
i∈F
〈x,ei〉ei.
Como, para todo j ∈ F , 〈x− y,e j〉= 〈x,e j〉−〈y,e j〉= 〈x,e j〉−〈x,e j〉= 0, enta˜o
x− y ∈ span{ei| i ∈ F}⊥.
Note que x− y⊥ y e, pelo Teorema de Pita´goras, temos:
||x||2 = ||y+ x− y||2 = 〈y+(x− y),y+(x− y)〉= ||y||2+ ||x− y||2 ≥ ||y||2.
Logo, ||y||2 ≤ ||x||2.
Mas, ||y||2 = 〈y,y〉= ∑
i∈F
| 〈xi,ei〉 |2 ≤ ||x||2.
Portanto,∑
i∈I
| 〈x,ei〉 |2 ≤ ||x||2.
Teorema 13. Seja {ei}i∈I ⊆H um conjunto ortonormal. Enta˜o:
i. Uma se´rie∑
i∈I
αiei converge se, e somente se,∑
i∈I
|αi|2 < ∞;
ii. Se a se´rie∑
i∈I
αiei converge e x =∑
i∈I
αiei, enta˜o αi = 〈x,ei〉;
iii. Para qualquer x ∈H , a se´rie∑
i∈I
〈x,ei〉ei converge.
Demonstrac¸a˜o. i. (⇐) Seja A =∑
i∈I
|αi|2 < ∞.
Defina D= {i∈ I : |ai| 6= 0} e Dn = {i : |ai|> 1n}, para todo n∈N. Note que D=
⋃
n∈NDn.
Mostremos que Dn e´ finito.
Suponha, por absurdo, que na˜o. Seja k ∈ N tal que k
n2
> A. Tome i1, ...., ik distintos em
Dn.
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Daı´ ∑
i∈{i1,...,ik
|ai|2 =
k
∑
j=1
|ai j |2 >
k
n2
> A, o que e´ um absurdo.
Portanto D e´ enumera´vel e enta˜o existe uma quantidade enumera´vel de ı´ndices i para os
quais αi 6= 0.
Podemos enta˜o supor, sem perda de generalidade, que I e´ enumera´vel.
Mostremos que ∑
n∈N
αnen converge utilizando o crite´rio de Cauchy.
Vamos denotar SN =
N
∑
n=1
αnen.
Enta˜o, com N ≥M, temos
||SN−SM||2 = ||
N
∑
i=M+1
αiei||2 =
N
∑
i=M+1
|αi|2.
Logo, a se´rie converge.
(⇒) Suponha que∑
i∈I
αiei converge e∑
i∈I
αiei = x.
Para cada F ⊆ I finito, considere xF = ∑
i∈F
αiei.
Daı´ 〈x− xF ,x〉=
〈
x− xF ,∑
i∈F
αiei
〉
= ∑
i∈F
αi 〈x− xF ,ei〉= 0,
pois, para todo i ∈ F temos :
〈x− xF ,ei〉= 〈x,ei〉−〈xF ,ei〉= αi−〈∑i∈F αiei,ei〉= αi−αi = 0, pelo item (ii).
Logo, ||x||2 = ||xF + x− xF ||=||xF ||2+ ||x− xF ||2 ≥ ||xF ||=∑
i∈F
|αi|2.
Desse modo, para todo F ⊆ I finito, temos ∑
i∈F
|αi|2 ≤ ||x||2.
Donde sup
F⊆I finito
∑
i∈F
|αi|2 ≤ ||x||2.
Portanto,∑
i∈I
|αi|2 converge.
ii. Seja ε > 0.
Tome Fε ⊆ I satisfazendo para todo Fε ⊆ F finito ||x−∑
j∈F
α je j||< ε .
Tome F = Fε ∪{i}. Enta˜o
| 〈x,ei〉−αi|= |
〈
x−∑
j∈F
α je j,ei
〉
| ≤ ||x−∑
j∈F
α je j||ei||< ε .
Portanto, 〈x,ei〉.
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iii. Pelo item (i.), basta provar que∑
i∈I
| 〈x,ei〉 |2 converge.
Dado F ⊆ I finito, ∑
i∈F
| 〈x,ei〉 |2 ≤ ||x||2.
Aplicando o sup, temos ∑
i∈F
| 〈x,ei〉 |2 < ∞.
Definic¸a˜o 17. Uma base Hilbertiana para um espac¸o de HilbertH e´ um conjunto ortonormal
{ei}i∈I tal que, para todo x ∈H , x =∑
i∈I
〈x,ei〉ei.
Teorema 14. SejaH um espac¸o de Hilbert e B = {ei}i∈I um conjunto ortonormal. Enta˜o sa˜o
equivalentes:
i. B e´ uma base Hilbertiana;
ii. spanB =H ;
iii. B⊥ = {0};
iv. para todo x ∈H , ||x||2 =∑
i∈I
| 〈x,ei〉 |2|.
Demonstrac¸a˜o. (1)⇒ (2) E´ imediata.
(2)⇒ (3)
B⊥ = B⊥⊥ = (spanB)⊥ =H ⊥ = {0}, pois 〈x,x〉= 0⇐⇒ x = 0.
(3)⇒ (1)
Seja x ∈H e seja y =∑
i∈I
〈x,ei〉ei.
Mostremos que x− y ∈ B⊥.
Para qualquer j ∈ I, temos :〈
x− y,e j
〉
=
〈
x,e j
〉−〈y,e j〉= 〈x,e j〉−〈∑
i∈I
〈x,ei〉ei,e j
〉
=
〈
x,e j
〉−〈x,e j〉= 0.
Assim, x− y ∈ B⊥ = {0}. Logo, x = y = ∑i∈I 〈x,ei〉ei.
(1)⇔ (4)
Seja x ∈H e seja y =∑
i∈I
〈x,ei〉ei =∑
i∈I
αiei.
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Enta˜o:
〈x− y,y〉 =
〈
x− y,∑
i∈I
αiei
〉
=∑
i∈I
αi 〈x− y,ei〉 =∑
i∈I
αi(〈x,ei〉− 〈x,ei〉), pelo teorema ante-
rior.
E∑
i∈I
αi(〈x,ei〉−〈x,ei〉) = 0.
Como ||x||2 = ||y+(x− y)||2 = ||y||2+ ||x− y||2. Logo, ||x||2 =∑
i∈I
| 〈x,ei〉 |2+ ||x− y||2.
Portanto, B e´ uma base Hilbertiana se, e somente se, para todo x∈H , ||x||2 =∑
i∈I
| 〈x,ei〉 |2|.
Teorema 15. Todo espac¸o de Hilbert admite uma base ortonormal Hilbertiana.
Demonstrac¸a˜o. Seja O o conjunto de todos os subconjuntos ortonormais deH , ordenado por
inclusa˜o.
Mostremos que O possui um elemento maximal.
Seja Y ⊆O um subconjunto totalmente ordenado qualquer.
Seja B =
⋃
A∈Y
A.
Sejam u,v ∈ B distintos. Enta˜o u ∈ A1 e v ∈ A2, para A1,A2 ∈ Y .
Como A1 ⊆ A2 ou A2 ⊆ A1, u,v ∈ A1 ou u,v ∈ A2.
Assim, 〈u,v〉= 0 e ||u||= ||v||= 1.
Como B =
⋃
A∈Y
A, B≥ A, para todo A ∈ Y .
Pelo lema de Zorn, existe um elemento maximal em B.
Note que B satisfaz a condic¸a˜o 3 do teorema da base Hilbertiana, pois se B⊥ 6= {0}, pode-
mos tomar u ∈ B⊥ na˜o nulo e enta˜o B∪{ u||u||} pertenceria aO estritamente maior que B, o que
contrariaria a maximalidade de B.
Portanto, B e´ uma base Hilbertiana.
Proposic¸a˜o 22. SejaH um espac¸o de Hilbert. SeH e´ separa´vel, enta˜o toda base Hilbertiana
deH e´ enumera´vel.
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Demonstrac¸a˜o. Seja B = {ei}i∈I uma base qualquer.
Para i 6= j, note que
||ei− e j||2 =
〈
ei− e j,ei− e j
〉
= 〈ei,ei〉−
〈
ei,e j
〉−〈e j,ei〉+〈e j,e j〉= 2.
Logo, ||ei− e j||=
√
2.
Seja D = {
N
∑
n=1
anen | N ∈ N , an ∈Q}. Claramente, D e´ denso e enumera´vel.
Enta˜o, tome para cada i ∈ I um elemento di ∈ D∩B(ei,
√
2
2 ).
Desse modo, fica definida uma func¸a˜o f : I→ D que associa a cada i ∈ I um elemento di.
Como f e´ injetora, I e´ enumera´vel e, portanto, B e´ enumera´vel.
Proposic¸a˜o 23. Seja H um espac¸o de Hilbert. Se H admite base Hilbertiana enumera´vel,
enta˜oH e´ separa´vel.
Demonstrac¸a˜o. Seja B uma base enumera´vel, B = {en}n∈N.
Seja D = {
N
∑
n=1
anen| N ∈ N , an ∈Q}.
Como D e´ denso e enumera´vel,H e´ separa´vel.
Teorema 16. Seja H um espac¸o de Hilbert separa´vel de dimensa˜o infinita. Enta˜o existe um
isomorfismo φ : l2→H tal que 〈u,v〉= 〈φ(u),φ(v)〉, para todo u,v ∈ l2. Ale´m disso, φ e´ uma
isometria.
Demonstrac¸a˜o. Seja B uma base Hilbertiana paraH .
ComoH e´ separa´vel, B e´ enumera´vel. ComoH tem dimensa˜o infinita, enta˜o B tambe´m
tem dimensa˜o infinta.
Escreva B = {en}n∈N e defina φ : l2→ B por φ(a1,a2,a3, ....,an, ...) = ∑
n∈N
anen.
Como ∑
n∈N
||an||< ∞, ∑
n∈N
anen converge.
E´ fa´cil ver que φ e´ linear.
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Ale´m disso, para todo x ∈H , x = φ(〈xi,ei〉n∈N).
Logo, φ e´ sobrejetora.
Agora, sejam u,v ∈ l2. Enta˜o
〈φ(u),φ(v)〉 =
〈
∑
n∈N
unen,∑
n∈N
vnen
〉
= ∑
n∈N
un
〈
en,∑
n∈N
vnen
〉
=
= ∑
n∈N
un ∑
n∈N
vn 〈en,em〉
= ∑
n∈N
unv¯n = 〈u,v〉
Logo, φ e´ uma isometria.
Do mesmo modo, podemos concluir que ||φ(u)||= ||u||, para todo u∈ l2. Logo, φ e´ injetora.
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3 Teorema Espectral para Operadores
Compactos Auto-adjuntos
Neste capı´tulo, estudamos operadores adjuntos, compactos e de Fredholm para que ao final
do capı´tulo possamos enunciar e demonstrar o Teorema Espectral para Operadores Compactos
Auto-adjuntos.
3.1 Operadores Adjuntos
Definic¸a˜o 18. Sejam V,W espac¸os vetoriais e h : V ×W → K. h e´ dita ser uma forma sesqui-
linear se h e´ linear na primeira varia´vel e anti-linear na segunda varia´vel.
Proposic¸a˜o 24. Sejam V,W espac¸os normados e h : V ×W → K sesqui-linear. Enta˜o sa˜o
equivalentes:
1. h e´ contı´nua;
2. sup{|h(x,y)| : ||x|| ≤ 1, ||y|| ≤ 1}< ∞;
3. |h(x,y)| ≤M||x||||y||, para algum M > 0.
Demonstrac¸a˜o. (1)⇒ (2)
Seja ε = 1. Como h e´ contı´nua, existe δ > 0 tal que
||(x,y)− (0,0)||< δ ⇒ |h(x,y)−h(0,0)|< 1.
Logo, ||(x,y)||< δ ⇒ |h(x,y)|< 1.
Seja (x,y) ∈V ×W , com x,y na˜o nulos e ||x|| ≤ 1, ||y|| ≤ 1.
Enta˜o ||(δ
2
x
||x|| ,
δ
2
y
||y||)||=
δ
2
< δ .
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Logo, |h(x,y)|< 4
δ 2
||x||||y|| ≤ 4ε
δ 2
.
(2)⇒ (3), (3)⇒ (1) e (3)⇒ (2) sa˜o consequeˆncias do teorema sobre continuidade de
transformac¸o˜es lineares.
Exemplo 7. Sejam H1,H2 espac¸os de Hilbert e T : H1 → H2 uma transformac¸a˜o linear
contı´nua.
Defina h :H1×H2→K por h(x1,x2) = 〈T (x1),x2〉.
h e´ sesqui-linear e , como |h(x1,x2)|= | 〈T (x1),x2〉 | ≤ ||T (x1)||||x2|| ≤ ||T || · ||x1|| · ||x2||,
h e´ contı´nua.
Definic¸a˜o 19. A norma de uma func¸a˜o sesqui-linear contı´nua h :H1×H2 →K e´ definida
por ||h||= sup{|h(x1,x2)| : ||x1|| ≤ 1, ||x2|| ≤ 1}.
Proposic¸a˜o 25. SejamH1,H2 espac¸os de Hilbert e T :H1→H2 uma transformac¸a˜o linear
contı´nua. Defina h :H1×H2→K por h(x1,x2) = 〈T (x1),x2〉. Enta˜o ||h||= ||T ||.
Demonstrac¸a˜o. No exemplo acima, vimos que ||h|| ≤ ||T ||.
Mostremos enta˜o que ||T || ≤ ||h||.
Seja {xn}n∈N ⊆H1, com ||xn|| ≤ 1 e tal que ||T (xn)|| → ||T ||.
Seja yn =
T (xn)
||T (xn)|| .
Enta˜o:
||h|| ≥ |h(xn,yn)|=
〈
T (xn),
T (xn)
||T (xn)||
〉
= ||T (xn)||.
Quando tomamos o limite, temos ||h|| ≥ ||T ||.
Portanto, ||h||= ||T ||.
Teorema 17. Sejam H1,H2 espac¸os de Hilbert e h :H1×H2 → K sesqui-linear contı´nua.
Enta˜o existe uma u´nica transformac¸a˜o linear contı´nua T :H1→H2 tal que h(x,y) = 〈T (x),y〉,
para todo x ∈H1 e para todo y ∈H2. Ale´m disso, ||h||= ||T ||.
Demonstrac¸a˜o. Seja h :H1×H2→K.
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Para x ∈H1, considere o funcional linear ΦH2→K dado por φ(y) = 〈x,y〉.
Enta˜o |Φ(y)|= |h(x,y)| ≤M||x||||y||. Logo, Φ e´ contı´nua.
Pelo teorema de Riez, existe z ∈H2 tal que φ(y) = 〈y,z〉.
Denote z = T (x).
Assim, Φ(y) = h(x,y) = 〈y,T (x)〉.
Logo, h(x,y) = 〈T (x),y〉.
Definimos desse modo T :H )1→H2 por T (x) = zx.
Mostremos que T e´ linear e contı´nua.
Sejam x1,x2 ∈H1, y ∈H2 e α ∈K . Enta˜o:
〈T (αx1+ x2),y〉 = h(αx1+ x2,y) = αh(x1,y)+h(x2,y)
= α 〈T (x1),y〉+ 〈T (x2),y〉= 〈αT (x1+ x2),y〉 .
Logo, T (αx1+ x2) = αT (x1)+T (x2).
Ale´m disso, ||T (x)||2 = 〈T (x),T (x)〉= |h(x,T (x))| ≤M||x||||T (x)||.
Daı´ ||T (x)| ≤M||x||. E, portanto, T e´ contı´nua.
Exemplo 8. Seja T :H2 →H1 uma transformac¸a˜o linear entre espac¸os de Hilbert. Defina
h :H1×H2→K por h(x,y) = 〈x,T (y)〉.
E´ fa´cil ver que h e´ sesqui-linear.
Ale´m disso, |h(x,y)|= | 〈x,T (y)〉 | ≤ ||x||||T ||||y||. Logo, h e´ contı´nua.
Pelo teorema anterior, existe S :H1→H2 linear tal que 〈x,T (y)〉= 〈S(x),y〉, para quais-
quer x ∈H1, y ∈H2.
Definic¸a˜o 20. O operador S definido no exemplo acima e´ chamado de o adjunto de T e e´
denotado por T ∗.
Proposic¸a˜o 26. ||A∗A||= ||A||2
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Demonstrac¸a˜o. ||A∗A|| ≤ ||A∗||||A||= ||A||2.
Seja x ∈ X , temos:
||A(x)||2 = | 〈A(x),A(x)〉 |= | 〈A∗A(x),x〉 | ≤ ||AA∗(x)||||x|| ≤ ||A∗A||||x||2.
Logo, ||A||2 ≤ ||A∗A||.
Proposic¸a˜o 27. Sejam T :H1→H2 e S :H2→H3. Enta˜o (ST )∗ = T ∗S∗.
Demonstrac¸a˜o. Sejam x ∈H1 e z ∈H3. Enta˜o:
〈(ST )∗(z),x〉= 〈z,ST (x)〉= 〈z,S(T (x))〉= 〈S∗(z),T (x)〉= 〈T ∗S∗(z),x〉.
Logo, (ST )∗ = T ∗S∗.
Definic¸a˜o 21. Um operador auto-adjunto e´ um operador linear que e´ o adjunto de si mesmo.
3.2 Operadores Compactos
Definic¸a˜o 22. Seja X um espac¸o normado e seja T : X → X contı´nua. Dizemos que λ ∈ K e´
um valor espectral se T −λ I na˜o for bijetor.
Definic¸a˜o 23. Seja X um espac¸o normado e seja T : X → X contı´nua. O espectro de T e´ o
conjunto de todos os valores espectrais.
Denotaremos o espectro de T por σ(T ).
Denotaremos por ρ(T ) o conjunto K\σ(T ).
Definic¸a˜o 24. O espectro discreto de T , σp(T ), e´ o conjunto dos autovalores de T .
O espectro contı´nuo de T , σc(T ), e´ o conjunto:
σc(T ) = {λ |(T −λ I) e´ injetor, na˜o sobrejetivo, mas tem imagem densa}.
O espectro residual de T , σr(T ) e´ o conjunto σ(T )\σp(T )\σc(T ).
Proposic¸a˜o 28. Sejam X um espac¸o de Banach e T ∈ B(X), com ||I− T || < 1. Enta˜o T e´
inversı´vel.
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Demonstrac¸a˜o. Seja R = I−T . Enta˜o ||R||< 1.
Note que
∞
∑
n=0
||Rn|| ≤
∞
∑
n=0
||R||n, pois ||Rn|| ≤ ||R||n.
Enta˜o
∞
∑
n=0
||Rn|| converge por comparac¸a˜o com
∞
∑
n=0
||R||n.
Como X e´ de Banach, B(X) e´ de Banach. Logo,
∞
∑
n=0
Rn converge.
Agora,
T ◦
∞
∑
n=0
Rn = (I−R)◦
∞
∑
n=0
Rn =
∞
∑
n=0
Rn−R ·
∞
∑
n=0
Rn =
∞
∑
n=0
Rn−
∞
∑
n=0
R ·Rn = I.
Anolagamente,
∞
∑
n=0
Rn ◦T = I.
Portanto, T−1 =
∞
∑
n=0
Rn.
Corola´rio 5. Seja X um espac¸o de Banach e seja G = {T ∈ B(X)|T e´ inversı´vel}. Enta˜o se
T ∈ G e ||S−T ||< ||T−1||−1, enta˜o S ∈ G.
Demonstrac¸a˜o. Seja R = T −S. Enta˜o S = T −R = T (I−T−1R).
Mostremos enta˜o que I−T−1R e´ inversı´vel.
Note que ||(I−T−1R)− I||= ||T−1R|| ≤ ||T−1|| · ||R||< 1.
Pela proposic¸a˜o anterior, S ∈ G.
Teorema 18. Sejam X espac¸o de Banach e T ∈ B(X). Enta˜o σ(T ) e´ compacto.
Demonstrac¸a˜o. Seja f :K→B(X) dada por f (λ )=T−λ I e seja G= {T ∈B(X)|T e´ inversı´vel}.
Como f e´ contı´nua, ρ(T ) = f−1(G) e G e´ aberto, enta˜o ρ(T ) e´ aberto.
Logo, σ(T ) e´ fechado.
Mostremos que σ(T ) e´ limitado.
Em verdade, mostremos que σ(T ) esta´ contido na bola fechada de centro na origem e raio
||T ||.
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Seja λ ∈K tal que |λ |> ||T ||.
Sejam U =−λ I e S = T −λ I.
Enta˜o ||U−S||= ||T || e ||U−1||= ||−λ−1I||−1 = (|λ−1|||I||)−1 = |λ |.
Logo, ||U−S||< ||U−1||−1.
Como U e´ inversı´vel, S e´ inversivel. Daı´ T −λ I e´ inversı´vel e enta˜o λ ∈ ρ(T ).
Ou seja, se λ ∈ σ(T ) =K\ρ(T ), enta˜o λ ∈ B(0,1). Donde σ(T ) e´ limitado.
Como σ(T )⊆K e´ fechado e limitado, enta˜o σ(T ) e´ compacto.
Definic¸a˜o 25. O raio espectral de T e´ definido por r(T ) = sup{|λ | : λ ∈ σ(T )}.
Definic¸a˜o 26. Sejam X espac¸o de Banach e T ∈ B(X). A func¸a˜o resolvente de T e´ a func¸a˜o
R : ρ(T )→ B(X) dada por R(λ ) = (T −λ I)−1.
Proposic¸a˜o 29. Sejam λ ,µ ∈ ρ(T ), enta˜o R(µ)−R(λ ) = (µ−λ )R(µ)R(λ ).
Demonstrac¸a˜o.
R(µ)−R(λ ) = (T −µI)−1− (T −λ I)−1 = (T −µI)−1(I− (T −µI)(T −λ )−1)
= (T −µI)−1((T −λ I)− (T −µI))(T −λ I)−1
= (µ−λ )(T −µI)−1(T −λ I)−1 = (µ−λ ) ·R(µ) ·R(λ ).
Definic¸a˜o 27. Sejam Xe Y espac¸os de Banach e T : X → Y linear. Dizemos que T e´ compacto
se T (B(0,1)) e´ compacto.
Proposic¸a˜o 30. Seja T : X→Y compacto. Enta˜o para todo M⊆ X limitado tem-se que (T (M))
e´ compacto.
Demonstrac¸a˜o. Como M e´ limitado, existe r > 0 tal que M ⊆ B(0,r). Logo, 1r M ⊆ B(0,1).
Assim, T (1r M)⊆ T (B(0,1) que e´ fechado contido em um compacto.
Logo, T (1r M) e´ compacto.
Como T (1r M) =
1
r T (M) =
1
r T (M).
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Portanto, T (M) = rT (1r M).
Proposic¸a˜o 31. Sejam X ,Y espac¸os de Banach e T : X → Y . T e´ compacto se, e somente
se, para toda sequeˆncia limitada {xn}n∈N ⊆ X a sequeˆncia {T (xn)}n∈N admite subsequeˆncia
convergente.
Demonstrac¸a˜o. (⇒)
Como M = {xn|n ∈ N} e´ limitado, T (M) e´ compacto.
Como {T (xn)}n∈N ⊆ T (M), {T (xn)}n∈N possui uma subsequeˆncia convergente pois, em
um compacto, toda sequeˆncia limitada possui subsequeˆncia convergente.
(⇐)
Seja {yn}n∈N ⊆ T (B(0,1)).
Para cada n ∈ N, tome xn ∈ B(0,1) tal que ||T (xn)− yn||< 1n .
Como {xn}n∈N e´ limitada, existe {T (xnk)}k∈N convergente.
Assim, ||ynk−T (xnk)||<
1
nk
. Logo, ynk converge para o limite de {T (xnk)}k∈N.
Donde T (B(0,1)) e´ sequencialmente compacto e, portanto, e´ compacto.
Exemplo 9. Seja X ,Y espac¸os vetoriais normados e T : X → Y um operador linear tal que
T (X) tem dimensa˜o finita. T e´ compacto.
De fato, seja (xn)n∈N uma sequeˆncia limitada qualquer em X.
Como ||T (xn)|| ≤ ||T || · ||x||, para todo n ∈ N, {T (xn)}n∈N e´ limitada em T (X).
Enta˜o, {T (xn)}n∈N e´ compacto. Como dimT (X)<∞, {T (xn)}n∈N possui uma subsequeˆncia
convergente.
Logo, pelo teorema acima, T e´ compacto.
Exemplo 10. Sejam X ,Y espac¸os vetoriais normados, com dimX <∞, e T : X→Y um operador
linear. Enta˜o T e´ compacto.
De fato, como dimX < ∞ e T e´ linear, T e´ limitado e dimT (X)≤ dimX < ∞.
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Portanto, caı´mos no caso do exemplo acima e enta˜o T e´ compacto.
Definic¸a˜o 28. Denotamos por K(X ,Y ) o conjunto de todas as transformac¸o˜es lineares com-
pactas de X em Y .
Proposic¸a˜o 32. K(X ,Y ) e´ fechado em B(X ,Y ) se X e´ normado e Y e´ de Banach.
Demonstrac¸a˜o. Seja {Tn}n∈N ⊆ K(X ,Y ) com Tn→ T , para T ∈ B(X ,Y ).
Mostremos que T ∈ K(X ,Y ), isto e´, T e´ compacto.
Seja {xn}n∈N limitada e seja P> 0 (suponha P> 1) tal que ||x|| ≤P, para todo n∈N. Como
cada Tn e´ compacto, {Tn(xi)}i∈N tem subsequeˆncia convergente.
Enta˜o existe {yi}i∈N subsequeˆncia de {xn}n∈N tal que {Tn(yi)}i∈N converge para todo n∈N.
Mostremos que {T (yi)}i∈N e´ de Cauchy.
Seja ε > 0.
Como Tn→ T , existe n ∈ N tal que ||Tn−T || ≤ ε3P .
Como Tn(yi) e´ de Cauchy, existe k0 ∈N tal que, para quaisquer k, l≥ k0, ||Tn(yk)−Tn(yl)||<
ε
3
.
Desse modo, temos, para quaisquer k, l ≥ max{n,k0}:
||T (yk)−T (yl)|| ≤ ||T (yk)−Tn(yk)||+ ||Tn(yk)−Tn(yl)||+ ||Tn(yl)−T (yl)||
≤ ||T −Tn||||yn||+ ||Tn(yk)−Tn(yl)||+ ||Tn(yl)−T (yl)||
<
ε
3P
+
ε
3
+
ε
3
< ε.
Logo, {T (yi)}i∈N′ e´ de Cauchy.
Como Y e´ de Banach, {T (yi)}i∈N′ e´ convergente.
Donde, T e´ compacto e, portanto, K(X ,Y ) e´ fechado.
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3.3 Teorema Espectral para Operadores Compactos Auto-
adjuntos
Sabemos que se V e´ um espac¸o vetorial de dimensa˜o finita e T : V →V e´ uma transformac¸a˜o
linear, um autovetor e´ um vetor v 6= 0 tal que T (v) = λv, para algum λ ∈ K e, neste caso, λ e´
um autovalor de T.
Ale´m disso, λ e´ autovalor se, e somente se, T −λ I na˜o e´ injetor.
Uma outra maneira, era encontrar as raı´zes do polinoˆmio caracterı´stico p(λ ) = det(T −λ I)
e denomina´vamos espectro de T como sendo o conjunto dos autovalores de T (que era igual ao
conjunto das raı´zes de p).
Nosso objetivo, era encontrar condic¸o˜es para que existisse uma base ortonormal de V for-
mada por autovetores de T .
Nesta sec¸a˜o, encontraremos condic¸o˜es necessa´rios para o caso de estamos trabalhando com
espac¸os de dimensa˜o infinita.
Definic¸a˜o 29. Sejam X ,Y espac¸os de Banach e T ∈ B(X ,Y ). Dizemos que T e´ um operador de
Fredholm se dim(ker(T ))< ∞ e codim(Im(T ))< ∞.
Definic¸a˜o 30. Seja T um operador de Fredholm. O ı´ndice de T e´ o nu´mero inteiro ind(T ) =
dim(ker(T ))− codim(Im(T )).
Proposic¸a˜o 33. Sejam X ,Y espac¸os de Banach e T ∈ B(X ,Y ) um operador de Fredholm. Se
codim(Im(T ))< ∞, enta˜o Im(T ) e´ fechado.
Demonstrac¸a˜o. ◦ Suponha que T seja injetora.
Seja n = codim(Im(T )) e sejam yi, ...,yn tais que span(Im(T )∪{y1, ...,yn}) = Y .
Defina S : X
⊕
Kn→ Y em que S(x,a1, ...,an) = T (x)+a1y1+ ...+anyn.
E´ claro que S e´ sobrejetiva.
Mostremos que S e´ injetiva.
Suponha que na˜o e seja (x,a1, ...,an) 6= 0 tal que S(x,a1, ...,an) = 0.
Como S(x,a1, ...,an) = T (x)+ a1y1 + ...+ anyn = 0 e T e´ injetora, existe pelo menos um
ai 6= 0.
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Enta˜o, yi ∈ span(Im(T )∪{yi, ...,yi−1,yi+1, ...,yn).
O que na˜o pode ocorrer, pois codim = n.
Logo, S e´ injetiva.
Definindo ||(x,a1, ...,an)||= ||x||+
n
∑
i=1
|ai|, podemos ver que S e´ contı´nua .
Enta˜o, S−1 e´ contı´nua.
Daı´, Im(T ) = S(X
⊕{0}) = S(X) que e´ fechado.
Portanto, Im(T ) e´ fechado.
◦ Suponha que T na˜o seja injetora.
Seja K = ker(T ) e considere XK .
Mostremos que existe S : XK → linear e contı´nua tal que S◦q = T .
Veja que se definimos S(x) = T (x), temos que x = y↔ x = y.
Desse modo, S esta´ bem definida e e´ linear.
Seja γ ∈ XK . Escolha x ∈ γ tal que γ = x.
Assim, ||S(γ)||= ||T (x)|| ≤ ||T ||||x||.
Tomando inf
x∈γ, temos ||S(γ)|| ≤ ||T ||||γ||.
Logo, S e´ contı´nua e ||S|| ≤ ||T ||.
Por outro lado, ||T ||= ||S◦q|| ≤ ||S||||q|| ≤ ||S||. pois ||x|| ≤ ||x|| ⇒ ||q(x)|| ≤ 1.
Enta˜o, ||T ||= ||S||.
Ale´m disso, Im(T ) = Im(S), pois Im(T ) = T (X) = S(q(X)) = S(XK ) = Im(S).
Como S e´ injetora, voltamos ao caso anterior.
Portanto, Im(T ) e´ fechado.
Teorema 19. Seja X um espac¸o de Banach de dimensa˜o infinita e seja T : X → X um operador
compacto. Enta˜o:
1. 0 ∈ σ(T );
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2. Todo valor espectral na˜o nulo e´ auto-valor ;
3. σ(T ) e´ enumera´vel (possivelmente finito);
4. O u´nico possı´vel ponto de acumulac¸a˜o de σ(T ) e´ λ = 0;
5. para todo λ ∈ σ(T )\{0}, ker(T −λ I) tem dimensa˜o finita.
Demonstrac¸a˜o. 1. Mostremos que T −0I = T na˜o e´ inversı´vel.
Se T fosse inversı´vel, como K(X) e´ um ideal, terı´amos K(X) = B(X).
Em particular, I ∈ K(X), o que contraria a hipo´tese de que dimX = ∞.
2. Mostremos que I− Tλ na˜o e´ injetor.
Como Tλ e´ compacto e I e´ Fredholm, enta˜o I− Tλ e´ Fredholm.
Assim, ind(I− T
λ
) = ind(I) = 0.
Enta˜o dim(ker(I− Tλ ) = codim(Im(I− Tλ )).
Daı´, se supomos I− Tλ injetor, enta˜o I− Tλ e´ sobrejetor, o que e´ um absurdo pois I− Tλ
na˜o e´ inversı´vel.
5. Seja Kλ = ker(T −λ I). Enta˜o T |Kλ = λ I.
Seja Bλ a bola unita´ria fechada de Kλ e seja B bola fechada em X que conte´m Bλ . Enta˜o:
λBλ = T (Bλ )⊆ T (B), que e´ compacto.
Como Bλ e´ fechada, Bλ e´ compacta.
Enta˜o dimKλ < ∞.
Afirmac¸a˜o 1: Para todo r > 0, temos {λ ∈ σ(T ) : |λ |> r} finito.
Suponha, por absurdo, que existe r > 0 e infinitos elementos distintos λ1,λ2, ....,λn, ... do
espectro com |λi| ≥ r.
Pelo item 2., tome um autovetor xi para cada λi.
Defina Mn = span({x1, ...,xn}). Como {x1, ...,xn} e´ linearmente independente para todo
n ∈ N, Mn−1 ⊂Mn propriamente.
Podemos escolher, por Hahn-Banach, para cada n ∈ N, yn ∈Mn com ||yn|| = 1 e tal que
d(yn,Mn−1)≥ 12 .
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Vamos mostrar que T (yn)−T (ym)|| ≥ k> 0, para algum k∈R, pois, nesse caso, {T (yn)}n∈N
na˜o possui subsequeˆncia convergente, o que e´ um absurdo, ja´ que T e´ compacto e {yn}n∈N
e´ limitado.
Note que (T −λnI)(Mn)⊂Mn−1. Pois
(T −λnI)(xi) = T (xi)−λnxi = λixi−λnxi = (λi−λn)xi, para todo i≤ n.
E, se i = n, (T −λnI)(xn) = 0 ∈Mn−1.
Se i < n, (T −λnI)(xi) = (λi−λn)xi ∈Mn−1.
Enta˜o, temos, supondo sem perda de generalidade n > m :
T (yn)−T (ym)= (T−λn)(yn)−T (ym)+λnyn = λnyn+[(T−λn)(yn)−T (ym)] = λnyn−z,
em que z ∈Mn−1.
Daı´
||T (yn)−T (ym)||= ||λyn− z||= |λn|||yn− z|λn| ≥ |λn|d(yn,Mn−1)> |λn|
1
2 >
r
2 .
3 e 4. Note que σ(T ) =
⋃
n∈N
(K\B(0, 1
n
))∪{0}.
Teorema 20. SejamH um espac¸o de Hilbert separa´vel e T ∈ L(H ) um operador compacto
auto-adjunto. Enta˜o os autovetores linearmente independentes de T formam uma base de Hil-
bert paraH e todos os autovalores de T sa˜o reais.
Demonstrac¸a˜o. Passo 1 :
Mostremos que ||T 2||= ||T ||2.
Seja x ∈H . Temos enta˜o:
||T (x)||2 = 〈T (x),T (x)〉= 〈T ∗ (T (x)),x〉= 〈T 2(x),x〉≤ ||T 2(x)||||x|| ≤ ||T 2||||x||2.
Enta˜o, ||T (x)|| ≤ ||T 2|| 12 ||x|| ⇒ ||T || ≤ ||T 2|| 12 ⇒ ||T ||2 ≤ ||T 2||.
Por outro lado, ||T 2||= ||T T || ≤ ||T ||||T ||= ||T ||2.
Logo, ||T 2||= ||T ||2.
Passo 2 :
Mostremos que r(T ) = ||T ||.
Como T = T ∗, enta˜o (T 2)∗ = (T∗)2 = T 2. Logo, T 2 e´ auto-adjunto.
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Enta˜o, ||T 4||= ||T 2||2 = ||T ||4.
Indutivamente, e´ fa´cil ver que ||T (2n)||= ||T ||2n .
Assim, temos enta˜o:
r(T ) = limn→∞ ||T n|| 1n = limk→∞ ||T 2k ||
1
2k = limk→∞ ||T ||= ||T ||.
Passo 3 :
Mostremos que T tem ao menos um autovalor.
Suponha T 6= 0. Enta˜o r(T ) = ||T || 6= 0. Logo, 0 6= sup
λ∈σ(T )
|λ |.
Enta˜o existe λ ∈ σ(T ), λ 6= 0. E, pelo teorema anterior, λ e´ auto-valor.
Passo 4 :
Mostremos que se K ⊆H e´ um subespac¸o invariante por T , enta˜o K⊥ e´ invariante por
T .
Seja x ∈ K⊥. Mostremos que T (x) ∈ K⊥.
Seja k ∈ K. Enta˜o:
〈T (x),k〉= 〈x,T ∗(k)〉= 〈x,T (k)〉= 0, pois T (k) ∈ K e x ∈ K⊥.
Logo, T (x) ∈ K⊥ e, portanto, T (K⊥)⊆ K⊥.
Passo 5 :
Seja B um conjunto ortonormal maximal formado por autovetores de T . Mostremos que
B e´ base.
Seja K = span(B).
E´ claro que T (span(B))⊆ span(B). Daı´ T (span(B))⊆ span(B).
Logo, K e´ invariante por T e, pelo passo anterior, K⊥ e´ invariante por T .
Suponha, por absurdo, que K 6=H .
Considere a restric¸a˜o de T , T |K⊥ : K⊥→ K⊥.
T |K⊥ e´ auto-adjunto e compacto.
Pelo passo 3, existe um autovetor v ∈ K⊥. Vamos supor ||v||= 1.
Daı´, B∪{v} e´ um conjunto ortonormal de autovetores. O que e´ um absurdo, pois B e´
maximal.
Donde, K = B e, portanto, B e´ uma base Hilbertiana.
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Passo 6 :
Mostremos que se λ e´ autovalor, enta˜o λ ∈ R.
Seja λ um autovalor e seja v um autovetor associado a λ , com ||v||= 1.
Temos enta˜o:
λ = λ ||v||2 = λ 〈v,v〉= 〈λv,v〉= 〈T (v),v〉= 〈v,T (v)〉= 〈v,λv〉= λ 〈v,v〉= λ .
Logo, λ ∈ R.
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