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ABSTRACT
In 1982, fifteen subsurface drains on 23 acres of irrigated agricul­
tural land at Fallon, Nevada, were sampled in 27 consecutive weeks. The 
temporal and spatial variabilities of electrical conductivity (EC), tem­
perature, pH, dissolved oxygen (DO), and nitrate nitrogen (NO^-N) were 
evaluated using time series and geostatistical analyses.
An autocorrelation function (ACF) was used to evaluate temporal and 
spatial variations of each parameter. Results indicate that the 11-week, 
3-week, 8-week, 9-week, and 11-week periods are the maximum sampling tem­
poral intervals for EC, temperature, pH, DO, and NO^-N, respectively. In 
addition, the sampling spatial interval of 120 feet is too wide for EC,
DO, and NO^-N. A shorter distance should be considered in future studies. 
The maximum sampling spatial intervals for temperature and pH are 36O feet 
and 120 feet, respectively. Knowledge of the optimum spacing provides 
important information in the design of efficient sampling strategies.
The semivariogram function was also used to evaluate temporal and 
spatial variations of each parameter. Results indicate that the 19-week, 
50-week, 11-week, 17-week, and 11-week periods are the maximum sampling 
temporal intervals for EC, temperature, pH, DO, and NO^-N, respectively.
In addition, the maximum sampling spatial intervals for EC, temperature, 
pH, DO, and NO^-N are 600 feet, 450 feet, 920 feet, 490 feet, and 648 
feet, respectively.
The Autoregressive Integrated Moving Average (ARIMA) and kriging 
models for temporal and spatial series were established for each para­
meter through the Box-Jenkins time domain modeling processes and kriging 
modeling processes, respectively. The precision of the forecasts were
tested using after-the-fact forecast procedures. These models can he 
used for various purposes such as forecasting future temporal and spatial 
values and determining the transfer function and co-kriging models which 
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Water quality control is an important task for mankind to accom­
plish. Due to the fact that point sources pollution control is only one 
part of the efforts toward total water quality management, a current 
issue is the control of nonpoint sources water pollution (Ashton & 
Underwood, 1975» Krenkel & Novotny, 1980; Ritter et al., 1979)* Since 
agricultural practices involve the use of fertilizers, pesticides, and 
irrigation activities, recent studies (Biggar et al., 1977; Jaksch et 
al., 198^5 TCARD, 1977; Walter et al., 1979) indicate that agricultural 
return flow is one of the major potential nonpoint pollution sources.
Recently, the stress of salinity study in irrigated agriculture 
has moved from how it affects plant growth to the discharge of drainage 
waters (Schilfgaarde et al., 197^). In irrigated agriculture salts go 
to subsurface drainage. Actually, the most effective way for salt re­
moval from soil is by the irrigation water passing through the soil 
profile (Hansen et al., 1980). Salinity of the drainage water cam be 
estimated from an electrical conductivity measurement. Therefore, ele­
ctrical. conductivity is an important water quality parameter in the 
subsurface drainage study.
Since temperature significantly affects physical, biological, and 
chemical processes, it is one of the most important concerns in water 
quality study. As a rule of thumb, reaction rates are doubled for each 
10°C increase in temperature (Krenkel & Novotny, 1980). FWFCA (1967) 
stated "Temperature, a catalyst, a depressant, an activator, a res­
trictor, a stimulator, a controller, a killer, is one of the most im­
portant and most influential water quality characteristics to life in
water." Tsui (1981) showed that dissolved oxygen (DO) of subsurface 
drainage had significant, and negative correlations with temperature. 
Dissolved oxygen is a principal indicator of the suitability of
2
waters to sustain fish and other aquatic life. From the aesthetic 
standpoint, waters require sufficient dissolved oxygen content to avoid 
a septic condition. Anaerobic decomposition of organic materials will 
occur in water under the condition of insufficient dissolved oxygen, and 
noxious gases such as hydrogen sulfide will form through the decompos­
ition process (EPA, 1976). To quote from the AIHA (1975)» "dissolved 
oxygen levels in natural and waste-water are dependent on the physical, 
chemical, and biochemical activities prevailing in the water body." The 
analysis for DO is a key test in water pollution control activities and 
waste treatment process control.
The concentration of hydrogen ion in a water sample is often ex­
pressed in terms of pH, it is defined as (Brown & LeMay, 1981): 
pH = - log [H+]
The practical pH scale extends from 0, very acid, to 14, very alkaline, 
with 7 for exact neutrality at 25°C. pH is an important parameter in 
the water quality study. Inasmuch as fish and other aquatic life are 
all critically dependent on the acidity or basicity of the water, the 
suitability of an aquatic environment is indicated by pH. In addition, 
the degree of toxicity of many compounds and heavy metals is affected 
by pH. For example, hydrogen cyanide (HCN) toxicity to fish increases 
as the pH is lowered and the toxicity of Ammonia (NH^) at pH 7.0 is 10 
times less than at pH 8.0 (EPA, 1976).
Previous studies (Duke et al., 1978; Baker et al., 1975) indicated 
that nitrate nitrogen (NO^-N) loss is directly related to the volume of
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deep percolating water, and due to its highly mobil ability, it is likely 
to be the dominant form of nitrogen in subsurface drainage water. Nitrate 
nitrogen (NO^-N) in the soil profile may leach to the subsurface drains 
whenever the irrigation water exceeds the soil moisture deficit. Ni­
trate acts as the main nutrient for plant growth in the receiving stream. 
Algae growth is the major concern in this situation.
I. Purposes of the Study
Since irrigated agricultural land contributes pollutants to open 
waters and research to guide management in quality control has been in­
adequate, a program was designed at Fallon, Nevada, to analyze subsur­
face drainage water quality. To quantify nonpoint source pollution, 
data from a two-year (1979-1980) water quality study were used for water 
quality evaluation (Tsui, 1981). Results revealed several researchable 
questions:
1. What are the magnitudes of spatial and temporal variations for 
water quality in the study area?
2. Are there any other statistical techniques besides the classical, 
parametric, statistical techniques that could provide ways for 
solving the first question?
3. Do these techniques yield useful information which can help us in 
decision making?
The principal task in the control of agricultural water pollution 
is to quantify the distributions, either in time or space, of the con­
cerned pollutants. In the past, classical statistical approaches such 
as the calculation of descriptive statistics, i.e., mean and variance, 
analysis of variance (ANOVA) test, and regression analysis, were most
often used by researchers (Duke et al., 1979; Guitjens et al., 1982; 
Miller et al., 1978; Tsui, 1981) for agricultural return flow evaluation. 
However, these methods yield no information about the spatial and tem­
poral variabilities of the water quality properties. Generally speaking, 
these methods do not allow exact and complete description of change over 
distance and time (Nielsen et al., 1983)*
Quantification of the water quality parameters, including electrical 
conductivity, pH, nitrate nitrogen, temperature, and dissolved oxygen 
from subsurface drainage sources, and characterization over space and 
time are the general objectives of this study. This study illustrates 
the use of autocorrelation function and variogram function as tools to 
identify the degree of dependency of the quality parameters from sub­
surface drainage on the temporal and spatial distances between pairs of 
measurements and how to take advantage of this dependency. The Box- 
Jenkins time series approach and regionalized variables theory are app­
lied to model the given series. The precision of the forecasts and es­
timations are also tested using After-the-Fact forecast procedures (Hoff, 
1983)• Specifically, the objectives of this study can be stated as 
follows:
1. To evaluate spatial, and temporal variation in subsurface drainage 
water quality parameters of irrigated agricultural land.
2. To show the usefulness of time series analysis and regionalized 
variables theory as tools to describe spatial and temporal vari­
abilities in water quality data.
3. To model temporal and spatial water quality variabilities for the 
study airea and provide a plan for further study.
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II. Theory of Time Series and Regionalized Variables
Both time series and regionalized variable (geostatistical) models 
are statistical models. There are several advantages to statistical 
models. First, they have the capability of handling large data sets. 
Second, they can facilitate decision-making under uncertainty. Since 
the outcome of a repeated experiment always includes certain levels of 
uncertainty, decisions may be drawn from the probability model. In add­
ition, the uncertainty can be minimized. Finally, there are many alter­
native statistical models available. In water research, these models 
include regression models, mathematical programming models, geostatis­
tical models, and time series models.
Recently, Burgess and Webster, 1980; Campbell, 1978; Russo and 
Bresler, 1981; Sisson and Wierenga, 1981; Vauclin et al., 1982; and 
Vieira et al., 1981 used spatial structure analysis of soil properties 
in two statistical modeling approaches: time series analysis (Box and 
Jenkins, 1970) which includes the autocorrelation function (ACF) analysis 
and Box-Jenkins time domain model building, and regionalized variable 
analysis (Matheron, 1971) which includes variogram analysis and kriging 
modeling procedures. These studies dealt with soil properties, but the 
same methods can be applied in water quality study.
Autocorrelation function has been used by soil physicists (Webster 
and Cuanalo, 1975; Webster, 1978; Russo and Bresler, 1981; Sisson and 
Wierenga, 1981) as a means for expressing changes in field-measured soil 
properties over distance and the degree of dependency among neighboring 
observations. The variogram function has been applied to study the 
spatial variability of soil properties such as sodium content (Burgess 
and Webster, 1980; Campbell, 1978). Amegee and Cuenca (1983) have
applied it to an evapotranspiration study. Though all these studies 
dealt with the spatial structure, these methods can also be applied to 
the temporal structure study.
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Both autocorrelation function and variogram function have been ap­
plied to evaluate the spatial variability of several soil properties 
such as surface temperature, EC, water content, bulk density, and mois­
ture content (Gajem et al., 1981; Vauclin et al., 1982). Theoretically, 
these two functions are equivalent tools to characterize the autocorre­
lation between observations with a distance h apart, either in space or 
time.
The autocorrelation function with the separation distance h is de­
fined by (Davis, 1973)s
ACF(h) = Auto-Cov(Z(x), Z(x+h)]/Var[Z(x)] 
and the semivariogram function, dr, with the separation distance h is de­
fined by (Henley, 1981):
•fc(h) = Var[z(x)] - Auto-Cov[z(x) , Z(x+h)]
Therefore, both functional relationships are related (Vauclin et al.,
1982):
ACF(h) = 1 - j-t(h)/Var(z(x)]J
The information from both autocorrelation function and semivario­
gram function may be used to select optimum spacing of samples in de­
signing water sampling plans. An important application for knowing the 
optimum spacing is in the design of efficient sampling strategies.
a. Time Series Analysis
The time series model is a stochastic model which generates ob­
served time and spatial series; it has a structure that can be character­
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ized and described. Generally speaking, the time series model character­
izes the random structure of the random process which generated the part­
icular time series; this process is a sequence of white noise, the short- 
range variation in a series, which summarizes the conflux of factors that 
produce the variation observed in the series. The generating process re­
lates the variable to its past and current behaviors.
Time series analysis includes two different approaches. One is the 
time domain approach and the other is the frequency domain approach.
1. Time Domain Approach
An assumption of secondary stationarity, i.e., a given series has 
constant mean and constant variance, is essential in the development of 
time series models. Usually, a stationary series can be fully described 
by its mean, variance, and autocorrelation function. Many empirical 
time series have nonstationary properties if a trend or seasonality ex­
ists. Fortunately, a stationary series can be obtained from a nonsta­
tionary series by appropriate differencing or substracting its mean from 
each observation. Autoregressive Integrated Moving Average (ARIMA) model 
(Box and Jenkins, 1976) will handle nonstationary data in this manner.
The autocorrelation function is a "self-comparison" process that 
reveals the measure of how much linear correlation or dependency there 
is between a spatial or temporal series and the same series at a further 
interval in space or time (Davis, 1973). The sample autocorrelation co­




where ACF(k) is the sample autocorrelation coefficient at lag k, Z^ is 
the measurement at the i ^  time or position, Z^+ .̂ is the measurement at 
the (i+k)^1 time or position, and n is the total number of measurements.
The plot of the sample autocorrelation coefficient ACF(k) as a fun­
ction of the lag k is called the sample autocorrelogram. If a statisti­
cally significant correlation between Z^ and is shown by the sample
autocorrelation function, the measurements are not independent. The 
sampling interval, either in time or space, at which the series has a 
repetitive nature will be revealed. Furthermore, the maximum time or 
space dependency interval for sampling will be disclosed. The autocor­
relation function will indicate whether the given series is stationary 
or nonstationary, that is, whether the series requires differencing.
Another important function in time series analysis is the partial 
autocorrelation function (PACF). Granger and Newbold (1977) stated "The 
partial autocorrelation function is an extension of the autocorrelation 
function such that correlation among intermediate terms has been re­
moved." Actually, the PACF has an interpretation like that of any other 
measure of partial correlation. Partial autocorrelation function coeff­
icient at lag k, PACF(k), is a statistical measurement, similiar to 
ACF(k), that is used to evaluate the correlation between measurements Z^ 
and Z^+k after the correlation at intermediate lags has been removed 
(McDowall et al., 1980). Sample PACF can be obtained by plotting sample 
PACF(k) as a function of the lag k. The plot is called the partial auto­
correlogram.
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As will be seen later, ACF and PACF are two important functions in 
the Autoregressive Integrated Moving Average (ARIMA) modeling process.
In order to model a given time series, it is necessary to make some as­
sumptions about the behavior of random shocks or white noise. Specifi­
cally, it is required that the white noise is normally, independently, 
and identically distributed with zero mean and constant variance (Box 
and Jenkins, 1976). The relationships between random shocks, or "white 
noise", and the time series can be described by three structural para­
meters, p, d, and q of an ARIMA model. The structural parameters p, d, 
and q indicate the autoregressive process, differencing process, and 
moving average process, respectively. In addition, these three para­
meters indicate the number of autoregressive, differencing, and moving 
average structures in the ARIMA model.
Basically, an ARIMA modeling process is a sequence of white noise 
processes. The element of a white noise series at time t (a(t)) is drawn 
randomly and independently from a normal distribution with zero mean and 
constant variance (McDowall et al., 1980). This white noise series is 
stationary. The underlying theory of the ARIMA modeling process can be 
briefly diagramed as (Box and Jenkins, 1976);
'Integrated structure
a(t)---» ARIMA system- Autoregressive structure — » Z(t)
-MA structure
This diagram shows that the white noise series is an input to the ARIMA 
system. This input series will pass through a series of filtering stru­
ctures, including Integration, Autoregression, and Moving Average, and 
the output is the time series, Z(t).
Oftentimes, an appropriate ARIMA model must be derived for a
particular set of time series. Box and Jenkins (1970) developed a re­
petitious modeling procedure that can he conveniently classified into 
three steps: identification, estimation, and diagnostic checking. It 







In the identification stage, one selects a tentative model through the 
examinations of ACF and PACF. Then the process proceeds to estimate the 
parameter values of the model and uses specific statistics to test if the 
parameters are statistically significant. This testing procedure will 
reveal the modeling specification error. One should reidentify the model 
whenever specification error occurs. Finally, one proceeds to test the 
residuals of the model for adequate fit.
There are two aspects, the mean of the residual series and station- 
arity of the residual series, that should be tested at this stage. If 
an unacceptable result is disclosed by calculated statistics, one should 
go back to the identification stage and remodel the given time series. 
Once an appropriate model is obtained, forecasting of future observations 
cam proceed. The complete ARIMA modeling system is shown in Figure 1.
Two major statistics, the t statistic and Q statistic, are employed 
in the whole modeling process for the hypotheses testing. The t statis­
tic is used to test two hypotheses. First, it is applied to test the 
estimated model parameters with the null hypothesis that the estimation 
difference from zero is not statistically significant. If the test
__^Minr-f—Tl— l i t  I  l u l l  l i '
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FIGURE 1. DIAGRAM OF BOX-JENKINS TIME SERIES MODELING PROCESS
statistic falls in the critical region, one must reject the null hypo­
thesis. In the modeling process, one would like to show that each para­
meter estimation in the model is significant. In other words, one would 
like to reject the null hypothesis. Second, the t statistic is employed 
to test the mean of the residual series with the null hypothesis that 
the residual mean difference from zero is not statistically significant. 
Since the ARIMA modeling process assumes that the residual series has a 
zero mean, one would like to accept the null hypothesis.
The Q statistic is used to test if the residual series is a white 
noise series. It is calculated by the following (Pindyck and Rubinfeld, 
1981):
k
Q = n X  ACF(i) with degrees of freedom (df) = k-p-q 
i=l
where n is the total number of residual observations, k is the number of 
residual autocorrelation function coefficients that axe used in the cal­
culation of Q statistic, p and q sure the numbers of autoregressive and 
moving average structures, respectively, in the ARIMA model. Since the 
Q statistic is the sum of squared ACF(i), which are the variables that 
axe independently, normsilly distributed with zero mean and constant var-
piance, it is approximately distributed as a chi-square (X ) distribution
(Pindyck and Rubinfeld, 1981). For this reason, the calculated Q, stat-
2istic can be employed to compare with the corresponding value from a X  
table for the hypothesis testing.
Strengths of time domain modeling lie in that:
1. It provides a way to examine the maximum time or space dependency 
interval for sampling. This can be achieved through examining the 
Autocorrelation Function (ACF).
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2. It often deals with situations where little prior knowledge about 
determinants of the variables of major concern is available. In­
stead of finding explanatory factors in the regression analysis, 
one simply models the given data by the stochastic process. There­
fore, it is useful in cases when one has little knowledge about 
the underlying stochastic process that one is trying to forecast.
In the univariate case, the resulting time series model can be 
used for forecasting purposes and the forecast is based on the 
past and current behaviors of the variable and that variable alone.
3. It involves fewer assumptions. Only two basic assumptions sure 
stated. One is stationarity and the other is the correct specifi­
cation for some finite but unknown value of parameters.
k . It contains a specific model called the intervention function model 
to assess the impact of some exogenous interventions on the given 
time series (McDowall et al., 1980).
5* It can be extended to a multivariate model through the application 
of a transfer function model (Box and Jenkins, 19?6). Basically, 
it reveals the dynamic relationship between a continuous input time 
series and a continuous output time series. For example, irriga­
tion application, soil medium, and drainage water quality may be 
considered as the input time series, dynamic system, and output 
time series, respectively. It provides a way of relating a water 
management plan to water quality control. Also, this modeling 
technique can be used to combine regression analysis with a time 
series model (Pindyck and Rubinfeld, 1981).
Weaknesses of the time domain approach ares
l. The detrending process is complex. If the given time series is not
13
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stationary, one has to apply detrending techniques, such as differ­
encing and mean substraction in order to transform the nonstation- 
ary series into a stationary series. This occurs more frequently 
than not. When one deals with a nonstationary time series modeling 
process, personal judgements are often involved in the choice of 
the appropriate differencing order. An inexperienced researcher 
may invest considerable time trying to difference the nonstationary 
time series into a stationary one.
2. Difficulties in the specifications of the correct model are often 
present. In order to obtain correct parameter estimations for the 
model, prior knowledge of the stochastic processes, autocorrelation 
function (ACF), and partial autocorrelation function (PACF) is re­
quired. Therefore, it requires basic statistical knowledge.
3. As a rule of thumb, a minimum of fifty data points is suggested 
for time series analysis to acquire a good model (Kendall, 1976). 
Therefore, if data are limited, time series analysis may not be 
the appropriate tool.
4. The transfer function model is often difficult to obtain. Since 
two stochastic processes are involved in the transfer function 
modeling process, this is a "time consuming" process.
5. When one deals with the intervention model, there are four impact 
patterns which differ only in terms of start and duration. These 
four impact patterns are gradual-permanent, gradual-temporary, 
abrupt-permanent, and abrupt-temporary (McDowall et al., 1980). 
Without adequate knowledge about the physical conditions governing 
the study system, it is difficult to obtain the correct interven­
tion model.
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6. The time series model will provide a relatively shorter term fore­
cast compared to the regression model. It is typical that the time 
series model provides a better forecast only over a relatively 
short period and the regression model provides a better forecast 
over a longer period (Pindyck and Rubinfeld, 1981).
2. Frequency Domain Approach
The frequency domain time series approach or spectral analysis is 
an alternative to time domain analysis. The variation of the series 
arising from various frequency bands is evaluated. The main feature of 
this approach is to represent the variable by sine waves summed over 
different frequencies, with a different amplitude, and a phase at each 
frequency. It can be achieved by examining the spectral density fun­
ction (Chatfield, 1975)* Spectral analysis is different from time do­
main analysis in that the time domain approach uses an explicit para­
metric model. Since spectral analysis is outside the scope of this 
study, the strengths and weaknesses of this modeling technique are stated 
in general terms.
Strengths of frequency domain approach are:
1. It provides a way to detect the cyclical pattern of a given time 
series.
2. From the spectrogram, which is the plot of spectrum against fre­
quency, one can discover some impacts of the exogenous intervention 
on the time series (Nielsen et al., 1983).
3. The total variance of a set of observations can be partitioned 
among different frequencies and the significance of these frequ­
encies for the physical conditions under study can be detected.
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Weaknesses of frequency domain approach are:
1. It is a "time consuming" modeling process.
2. It requires prior knowledge about the mathematical sequences such 
as a harmonic sequence and fourler series transformation.
b. Regionalized Variable Analysis (Geostatistics)
Geostatistics is a relatively new statistical approach which is often 
used by the mining industry for the accurate estimation of spatial vari­
ability and ore reserves (David, 1982). The fundamentals of geostatis­
tics are described by Matheron (1971). A regionalized variable is a 
space dependent function which varies from one position to another de­
pending only on the space that separates them. In other words, there 
exists a degree of correlation between observations to some extent, and 
this correlation is a function of the distance which separates the ob­
servations. A regionalized variable has its own distribution parameters 
and has a defined spatial location (Henley, 1981). Mathematically, it 
is a function Z(x) which gives the value of a characteristic Z at posi­
tion x. Joumel and Huljbregts (1978) define the regionalized variable 
as “a variable distributed in space is purely descriptive and does not 
involve any probabilistic interpretation."
Notwithstanding that geostatistics was originally developed for 
mining applications, it cam be applied to other disciplines as well 
(Vieira, 1983)• Recently, it has been used by the soil and environmental 
scientists (Cuenca and Amegee, 1984; Vauclin et al., 1983; Yost et al., 
1982).
Geostatistics has a practical estimation technique called kriging 
which is derived from the regionalized variable theory (Joumel and 
Huljbregts, 1978). Kriging is simply a weighted moving average technique.
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The observations used for estimation are given different weights based 
on the spatial structure of the regionalized variable.
The major difference between geostatistics and classical statistics 
is that the latter always assumes that observations are drawn randomly 
and independently from some specific distribution so that the relative 
positions of the observations are ignored, and that the former assumes 
that some degree of dependency, either in time or space, exists between 
neighboring observations. This spatial or temporal dependency can be 
statistically expressed by a function named "variogram", 24(h), or "semi- 
variogram", 4(h).
Like time series analysis, an assumption of secondary stationarity 
is the main aspect in the development of geostatistical approach. In­
stead of requiring a strict stationarity assumption, i.e., constant mean 
and constant variance in the time series approach, geostatistics re­
quires either a weaker stationarity assumption, i.e., constant mean and 
autocovariance exists depending only on the separation distance, h, 
between observations, or an intrinsic hypothesis, i.e., constant mean 
and 4(h) exists depending only on the separation distance h (joumel and 
Huijbregts, 1978; Vieira et al., 1983). Since the geostatistical app­
roach requires a relatively weaker stationarity assumption than that of 
the time series approach, one is able to say that geostatistics has a 
practical advantage over time series analysis (Campbell, 1978).
A geostatistical model can be estimated through the application of 
both variogram analysis and kriging technique. Basically, it embraces 
the same idea as time series analysis. There are two main steps in the 
development of the geostatistical model. It starts with the development 
of the sample semi variogram. From the semi variogram, one obtains three
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distribution parameters: range, sill value, and nugget or random effect. 
The kriging process then uses the parameters provided by semivariogram 
to develop an estimation model.
1. Semivariogram Analysis
Semivariogram function, •fc(h), is mathematically defined as (Joumel 
and Huijbregts, 1978).
4(h) = |{e [z (Xi) - Z(Xi+h)J2} 
which can be estimated from samples by:
*where i c (h) is the sample semivariogram coefficient at separation dist­
ance h, either in time or distance, Z(X^) is the observation at the 
position, Z(X^+h) is the observation at the (X^+h) position, and N(h) is 
the total number of pairs for a separation distance h. A sample semi­
variogram function can be obtained by plotting of (h) as a function 
of h.
Three distribution parameters: range, or zone of influence, a, sill 
value, C, and nugget effect, Gq, are revealed by fitting an appropriate 
theoretical semivariogram model, such as a spherical model, a linear 
model, an exponential model, and a hole effect model to the sample semi­
variogram values. Range is the distance which represents the maximum 
correlation distance between observations. Observations separated by a 
distance larger than the range are not correlated. Therefore, the range 
indicates the ma^murn sampling interval, either in time or space. The 
nugget effect represents random variance or white noise which is the 
short-range variation in a series. It occurs within the sampling
*
interval. Sill value is the value of t (h) at the distance h equal to 
range, and it is approximately equal to the sample variance under the 
theoretical condition (David, 1982). A theoretical semivariogram fun­
ction is shown in Figure 2.
Since sample variogram values are calculated by using different 
numbers of sample pairs, depending on the separation distance h, a 
weighted automatic curve fitting method should be applied in fitting a 
theoretical model to the sample variogram because this method gives more 
weight to sample semivariogram values that are calculated from more sam­
ple pairs (David, 1982; Vieira et al., 1983).
As mentioned before, ACF(h) deals with both the variance of Z(x) 
series and the autocovariance between Z(x) and Z(x+h) series, whereas 
■ir(h) deals mainly with autocovariance between Z(x) and Z(x+h) series and 
variance of fz(x^) - Z(x^+h)] series. A diagram that shows the fun­
ctional relationship between semivariogram function, -h(h), and autoco­
variance function, Auto-Cov(h), (Figure 3) was presented by Journel and 
Huijbregts (1978). From this diagram, one can tell that -£(h) is a 
mirror image of Auto-Cov(h). In addition, the autocorrelation function 
coefficient is equal to zero when h goes beyond range, a, because Auto- 
Cov(h) is equal to zero as h goes beyond range.
2. Kriglng
Kriging is a specific technique to estimate values, Z (x^), for a 
given property at a specific position x^ by a linear combination of the 
samples taken nearby. Generally stated, a kriging system provides a way 
to find a set of weights from available samples at nearby locations of 






FIGURE 2. A THEORETICAL SEMIVARIOGRAM
h
FIGURE 3- THE RELATIONSHIP BETWEEN db(h) AND Auto-Gov(h)
and accounting for the existing spatial variability or correlation char­
acteristics of the measured samples (Knudsen & Kim, 1978). The resulting 
linear estimator from kriging is unbiased and has a minimum variance.
The linear kriging estimator can be expressed ast
Z*(x ) = Z(x )
° i=l 1*where Z (xq) is the estimate of a point at position xq, n is the total 
number of samples used for estimation, Z(x^) is the sample value at posi­
tion x^, and is the assigned corresponding weight of Z(x^). It is 
important to realize that the kriging estimate is a best linear unbiased 
estimate (BLUE), i.e., Var[z(x^) - Z (x^)) = e [z (x )̂ - Z (x^)]2 = minimum 
and e [z (x )̂ - Z (x^)] = 0 (joumel & Huijbregts, 1978).
In kriging analysis, a mathematical technique called "the method of 
Lagrange multipliers” is applied to convert a constrained optimization 
problem into an unconstrained problem. Mathematically, kriging is a 
weighing process which solves a constrained optimization problem. The
following mathematical presentation gives the models
2Minimize <r = f(X A-0 K~ . . .  X ) e  K 1, 2, 3, n'
_n
Subject to 7L. = 1
i=l 1
2where crg is the estimation variance and is the corresponding weight 
assigned to Z(x^). This constrained optimization problem is then solved 
by the Lagrange multiplier constrained method. The resulting from 
this kriging system is a set of weights that are assigned to the corres- 
ponding sample values, Z(x^), that are used to estimate Z (x^), such that 
EjzC^) - Z*(Xi)] = 0 and EjzCx.^ - Z*(xi)] 2 = minimum. In addition,
2 okriging variance (cT, ), which is the minimum estimation variance (a- ),x e
data
can be calculated by known A^ (Knudsen & Kim, 1978).
There are four stages in geostatistical modeling procedures 
preparation, variogram analysis, kriging, and estimation. It can be 
diagramed as:
Data Preparation




In the data preparation stage, one should carefully check the data to 
define the problem properly, i.e., spatial or temporal variability an­
alysis, point or block estimation, and the locations of the sampling 
points in a coordinate system. Then the process proceeds to compute the 
sample semivariogram. In this stage, one fits a theoretical model such 
as spherical, linear, or hole-effect model to the calculated sample 
semivariogram. Several structural parameters including nugget effect 
(Cq), range of influence (a), and sill value (C) are revealed from the 
semivariogram model. These structural parameters will be applied to the 
kriging system. Finally, one proceeds to the estimation stage. The 
kriging system is used to find a set of weights, which minimize the 
estimation variance. One should go back to the variogram analysis when­
ever a specification error occurs. Once an appropriate set of is ob­
tained, estimation of specific locations can proceed. The complete geo­
statistical modeling system is shown in Figure 4.
Since geostatistics is a relatively new technique, it is important 
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FIGURE 4. THE COMPLETE GEOSTATISTICAL MODELING SYSTEM,
2Pr
Strengths of the geostatistic model ares
1. It provides a way to-examine the maximum spatial or temporal de­
pendency interval for a given series. This can be achieved by the 
examination of the variogram function.
2. It deals with situations where little prior knowledge is available.
3. It requires a weaker stationarity assumption than the time series 
model called "intrinsic hypothesis" by Matheron. The "intrinsic 
hypothesis" requires two equations to be satisfied (Henley, 1981)s
E[Z(x) - Z(x+h)] = 0 
e [z (x ) - Z(x+h)] 2 = 2±(h)
where ̂ (h) is a function of separating distance, h, independent of 
position x called "semivariogram". Specifically, now one deals 
with the increment of a regionalized variable, [Z(x) - Z(x+h)J , 
instead of regionalized variable, Z(x), itself.
k . In mining applications, it proved to be a very accurate estimation 
model.
5. The kriging estimator is a best linear unbiased estimator (BLUE).
In fact, the kriging estimator is a weighted average (Henley, 1981).
6. It can be extended to a multivariate model through the application 
of co-kriging (Vauclin et al., 1983).
Weaknesses of this modeling technique are:
l. It lacks a theoretical bases for choosing appropriate distribution 
parameters such as range, sill value, and nugget effect.
2. It lacks a theoretical bases for diagnostic checking of the result­
ing estimation model. In other words, a model is chosen to fit 
the variogram without theoretical justification.
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3. Sample size will affect the precision of the resulting estimation 
model. For sizes less than fifty, the kriging estimation technique 
offers no clear advantage over other estimation techniques such as 
ordinary least squares (Hughes et al., 1981). 
k . Although the "kriging" procedure is only a weighted average tech­
nique, it is time consuming.
5. Although nonstationary series can be handled by universal kriging, 
there are two difficulties encountered in applying this technique. 
First, one must select an appropriate trend function. Second, 
there is the difficulty in the estimation of covariogram (Rendu, 
1978).
Several criteria should be considered before choosing an appropriate 
model for a given set of data. First, the objectives of the study have 
to be well-defined. Second, knowledge of the physical conditions for 
the study are necessary. Finally, the researcher should be aware of the 
type of information revealed from different models. In other words, it 
is necessary to know the strengths and weaknesses of the different mo­
deling techniques.
METHODS
Fifteen parallel subsurface drains, spaced 120 feet and embedded 7 
feet below the ground surface in 23 acres of irrigated agricultural land 
at Fallon, Nevada, were sampled on a weekly basis. A total of 405 mea­
surements of electrical conductivity (EC) in jimhos/cm, pH, temperature 
in °C, nitrate nitrogen (NO^-N) in mg/l, and dissolved oxygen (DO) in 
mg/l were made in 1982. A layout of the study area shows the framework 
of the water sampling stations (Figure 5)• A one-gallon water sample 
from each drain was collected on each sampling date; sampling dates for 
each drain are listed in the Table 1.
Temperature and dissolved oxygen were measured directly in the field. 
A YSI model 57 dissolved oxygen meter was used in these measurement. The 
laboratory procedures described in "Standard Method for the Examination 
of Water and Wastewater" (AHtA, 1975) were followed to measure the water 
quality parameters: electrical conductivity, pH, and nitrate nitrogen.
A HACH model 2511 ac instrument was used to measure the electrical con­
ductivity of the water sample. pH was measured by the standard technique 
called "the glass electrode method." A Brucine method (AIHA, 1975) was 
used to measure the concentration of nitrate nitrogen. AIHA (1975) 
stated "The method works well in waters of salinities varying from that 
of fresh water to that of seawater."
The maximum sampling intervals, both in time and space, for each 
parameter were evaluated by both autocorrelation function analysis and 
semivariogram analysis.
Autoregressive integrated moving average and kriging modeling pro­
cedures were applied to model both temporal and spatial series for each
120' 
^ii
TABLE 1 SAMPLING DATES FOR 1982
Sample No. Sampling Date Sample No. Sampling Date
1 April 22 15 Aug. 5
2 April 29 16 Aug. 12
3 May 6 17 Aug. 19
4 May 13 18 Aug. 26
5 May 20 19 Sept. 2
6 May 27 20 Sept. 9
7 June 3 21 Sept. 16
8 June 10 22 Sept. 23
9 June 17 23 Sept. 30
10 June 24 24 Oct. 8
11 July 1 25 Oct. 14
12 July 16 26 Oct. 21
13 July 23 27 Oct. 28
14 July 29
29
parameter. In addition, the After-the-Fact forecast procedures were 
applied to evaluate the precisions of the resulting forecasting models.
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RESULTS
I. TIME SERIES ANALYSIS
A. Electrical Conductivity (EC) 
a. Analysis of Temporal Structures
I. Identification. Sample ACF and PACF for the original series axe
shown in Figures 6 and 7» respectively. Because of seasonal nonstation-
axity, i.e., many ACF (15i)> for i = 1, 2, 3» • • •* values fall outside
the 95^ autocorrelation confidence limits (Figuxe 6) and many significant 
*
PACF (k) values appeax at eaxly lags (Figuxe 7)* the series must be dif­
ferenced. The key for selecting the appropriate differencing orders is
found by examining the values of ACF (k) in the autocorrelogram. The
*significant values of ACF appearing at lags 15i, for i = 1, 2, 3» •
II, indicate that the original series should be differenced with order
*of 15. In addition, the sample ACF shows that the values of ACF are 
not significantly different from zero at 0.05 level of student t-test 
after lag I65-
The original series is a combination of a time series and of a cross
section (Figuxe 8). This figuxe shows the data arrangement for both the
*temporal and spatial analyses. In the temporal structure, temporal ACF
* . .values occur every 15 lags, i.e., ACF (15i), for i = 1, 2, . . ., 27»
*and in the spatial structural, spatial ACF values occur every 27 lags, 
i.e., ACF (27j)» for j = 1, 2, 3* • • •« 15* The units of i and j are 
week and a 120-foot spatial interval, respectively. Therefore, autocor­
relation disappeaurs after lag I65 (Figure 6), which is the interval of 
11 weeks.
The resulting ACF and PACF of the differenced series are shown in
-1 8 23
'o »' ij 1 :
FIGURE 6.
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ACF FOR THE ORIGINAL ELECTRICAL CONDUCTIVITY (EC) TEMPORAL SERIES. 
(DASHED LINES ARE THE 9 %  AUTOCORRELATION CONFIDENCE LIMITS)

DATA A R R A N G E M E N T
1. Temporal Structure. 2. Spatial Structure.
FIGURE 8. THE DATA SETUP FOR BOTH TEMPORAL AND SPATIAL STRUCTURAL ANALYSES.
VjO
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Figures 9 and. 10, respectively. In the autocorrelogram the strong auto­
correlation pattern has disappeared, i.e., the significant ACF (k) values 
occur only at lags 1 and 15 (Figure 9)* This result indicates that the 
differenced series is now stationary (Chatfield, 1975)• The resulting
PACF is another indication that the differenced series is stationary,
*1. e., the significant PACF (k) values occur only at lags 1, 14, and 15 
(Figure 10).
-X- -ifSignificant values of ACF (l) and ACF (15) of the differenced series 
(Figure 9) suggest that the differenced series follows two moving average 
(MA) parameters of order 1 and 15. In addition, significant values of 
PACF (l), PACF (14), and PACF (15) of the differenced series (Figure 10) 
suggest three autoregressive (AE) parameters of orders 1, 14, and 15.
All these suggest an ARIMA(3tl»2)^^ model for the series, where 3 indi­
cates the total number of AR factors, 1 indicates the total number of 
differencing factors, 2 indicates the total number of MA factors, and 15 
indicates the differencing order in the model. It is important to re­
alize that this is only a tentative model, and it will be used in the 
next estimation step as a first try (Box and Jenkins, 1976).
2. Estimation. After several modeling specification tries, a suitable 
ARINA(l,l,2)^^ model has been obtained. The parameter estimations for 
this tentative model are shown in Table 2. Since all the parameter es­
timations in this tentative model are statistically significant at 0.05 




FIGURE 9. AGF FOR THE DIFFERENCED ELECTRICAL CONDUCTIVITY (EE) TEMPORAL SERIES. 
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FIGURE 10. PACF FOR THE DIFFERENCED ELECTRICAL CONDUCTIVITY (EC) TEMPORAL SERIES. 
(DASHED LINES ARE THE 9 %  AUTOCORRELATION CONFIDENCE LIMITS)
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TABLE 2. SUMMARY OF ARIMA(l, 1 , 2 ) MODEL FOR ELECTRICAL CONDUCTIVITY, 
TEMPORAL SERIES —  1982 _̂___________________________________
Parameter Variable Type Factor Order Estimate t-Ratio
1. EC MA 1 1 - 0.2996 - 6.02*
2. EC MA 2 15 0.7746 11.47*
3. EC AR 1 15 0.4880 5.26*
* The estimator in the model is statistically significant at 0.05 level
of t-test.
3. Diagnostic Checking. Figure 11 shows the ACF estimated from the
*
ARIMA(l,l,2)^<. residual series. There are no significant ACF (k) values
in the autoeorrelogram. Moreover, the Q statistic with 27 degrees of
freedom for this ACF is not statistically significant at 0.05 level of 
2% test with the null hypothesis that the model residuals are white noise. 
In addition, the mean of the residual series is not significantly dif­
ferent from zero at 0.05 level of student t-test. Therefore, the resi­
duals of this model are not different from white noise; the model is 
accepted.
The resulting ARIMA(l,1,2)^ model for this time series can he wri­
tten as:
Z(t) - Z(t-15) = 0.4880[Z(t-15) - Z(t-30)] + 0.2996a(t-l)
- 0.7746a(t-15) - 0.2321a(t-l6) + a(t) 
where Z(t) is the original EC series and a(t) is the residual series or 
white noise series.
b. Analysis of Spatial Structure!
1. Identification. Sample ACF and PACF for the original spatial series 
are shown in Figures 12 and 13, respectively. Since nonstationarity ap­
pears, i.e., significant ACF (k) values fall outside the 95!̂  autocorrel-
I-----I----- 1----- ♦----- 1------1----- 1------ 1----1------- 1----- 1--- *------ 1
3 4 5 6 ? 8 9 10 11 12 13 14 15
Lag k
AGF FOR THE ELECTRICAL CONDUCTIVITY (EC) TEMPORAL MODEL RESIDUALS. 
(DASHED LINES ARE THE 9 %  AUTOCORRELATION CONFIDENCE LIMITS)
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FIGURE 13. PAGF FOR THE ORIGINAL ELECTRICAL CONDUCTIVITY (EC) SPATIAL SERIES.
(DASHED LINES ARE THE 95* AUTOCORRELATION CONFIDENCE LIMITS) o
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ation confidence limits at early lags (Figure 12), the original series 
needs to be differenced in order to become stationary. The slow decay 
of ACF (k) indicates that the difference of order 1 should be used. In 
addition, the ACF exhibits a rough pattern of decay and reaches its value 
of nonsignificance from zero { 3 % of autocorrelation confidence limits) 
at lag 21. This indicates that autocorrelation between observations 
disappears after lag 21, which is a distance shorter than the shortest 
sampling distance of 120 feet.
ACF and PACF for the differenced series are shown in Figure 14 and
15, respectively. The strong autocorrelation pattern of the original
* .series has disappeared, i.e., the significant ACF (k) values occur only
*
at lags 5 and 27 (Figure 14), and the significant PACF (k) values occur 
only at lags 5 and- 17 (Figure 15)* This result indicates the differenced 
series is stationary.
Significant values (outside of the 95& autocorrelation confidence 
* *
limits) of ACF (5) and ACF (27) in the autocorrelogram of the differenced 
series (Figure 14) suggest that the series follows two moving average
*parameters of orders 5 and 27. In addition, significant values of PACF 
(5) and PACF (17) (Figure 15) suggest two autoregressive factors of 
orders 5 and 17. All these suggest an ARIMA(2,1,2)^ model for the modeled 
spatial series. Again, this is only a tentative model.
2. Estimation. After several parameter estimations tries, a suitable 
ARIMA(l,l,2)^ has been obtained. Table 3 shows the parameter estimations 
for this tentative model. Inasmuch as all the parameter estimations in 
this model are statistically significant at 0.05 level of t-test, the 
ARIMA modeling process can be proceeded to the following steps diagnostic 
checking.
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FIGURE 14. AGF FOR THE DIFFERENCED ELECTRICAL CONDUCTIVITY (EC) SPATIAL SERIES. 
(DASHED LINES ARE THE 93^ AUTOCORRELATION CONFIDENCE LIMITS)
A H ' T d a n  S I M M
FIGURE 15. PACF FOR THE DIFFERENCED ELECTRICAL CONDUCTIVITY (EC) SPATIAL SERIES.
(DASHED LINES ARE THE 99* AUTOCORRELATION CONFIDENCE LIMITS) vo
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TABLE 3* SUMMARY OF ARIMA(l,1,2). MODEL FOR ELECTRICAL CONDUCTIVITY, 
SPATIAL SERIES —  1982 1 _______________________________ _
Parameter Variable Type Factor Order Estimate t-Ratio
1. EC MA 1 5 - 0.2073 - 4.l/
2. EC MA 2 27 - 0.2692 - 5.51*
3- EC AR 1 17 0.1474 2.93*
* The estimator in the model is statistically significant at 0.05 level
of t-test.
3. Diagnostic Checking. An ACF of the ARIMA(l,l,2)^ model residual ser-
-X-
ies, shown in Figure 16, has no statistically significant ACF (k) values
(93& of autocorrelation confidence limits), and the mean of the residual
series is not statistically significant from zero at 0.05 level of t-test.
In auidition, the Q-statistic with 27 degrees of freedom for this residual
2ACF is not statistically significant at 0.05 level of %  test with the 
mi l  hypothesis that the residuals are white noise. All of these results 
prove that the residuals of this model are not different from white noise; 
the model ARIMA(1,1,2)^ is therefore accepted.
The final ARIMA(l,l,2)^ model for the spatial EC series earn be wri­
tten as:
Z(s) - Z(s-l) = 0.1474[Z(S-1?) - Z(s-18)) + a(s) + 0.2073a(s-5) 
+ 0.2692a(s-27) + 0.0558a(s-32)
where Z(s) is the original spatial series and a(s) is the residual series 
of this model.
B . Temperature
a. Analysis of Temporal Structure:
1. Identification. Saunple ACF and PACF for the original time series are 
shown in Figures 17 and 18, respectively. Strong nonstationarity appears
1
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FIGURE 16. AGF FOR THE ELECTRICAL CONDUCTIVITY (EC) SPATIAL MODEL RESIDUALS.
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FIGURE 17. ACF FOR THE ORIGINAL TEMPERATURE TEMPORAL SERIES.
(DASHED LINES ARE THE 3 %  AUTOCORRELATION CONFIDENCE LIMITS)
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FIGURE 18. PAGF FOR THE ORIGINAL TEMPERATURE TEMPORAL SERIES.
(DASHED LINES ARE THE 9 %  AUTOCORRELATION CONFIDENCE LIMITS) -P--Nl
* in the original series, i.e., large ACF (k) values occur at early lags. 
Furthermore, the largest ACF (k) values occur at lags 1 and 15i, for 
i = 1, 2, 3 (Figure 17). These results suggest that the series needs to 
be differenced at orders 1 and 15. The sample PACF plot (Figure 18) 
gives another indication that the series is not stationary, i.e., many 
significant PACF (k) appear at early lags. Sample ACF exhibits a rough 
pattern of decay and reaches a value which is statistically nonsignifi­
cant from zero (93$ of autocorrelation confidence limits) after lag 45. 
This indicates that autocorrelation between samples disappears after the 
third week.
The resulting ACF and PACF for the differenced series are shown in
Figures 19 and 20. From these figures, one can tell that the strong
autocorrelation pattern has disappeared, i.e., the significant ACF (k)
*  .and PACF (k) values only occur at some lags. The series is now reaching 
stationarity (Chatfield, 1975)•
Large statistically significant values of ACF (1) and ACF (15) for 
the differenced series (Figure 19) suggest that the series follows two 
moving average parameters of orders 1 and 15. Moreover, large statistica­
lly significant values of PACF*(l), PACF*(l4), and PACF*(15), Figure 20, 
suggest that the series follows three autoregressive parameters with 
orders of 1, 14, and 15. A tentative ARIMA(3.2,2). .c model is apparent 
for the modeled time series.
2. Estimation. A tentative ARIMA(2,2,2)^ ^  model has been obtained 
after several parameter estimations tries. The estimated parameter co­
efficients are shown in Table 4. Once all parameter coefficients in the 
model are statistically significant at 0.05 level of student t-test, diag­
nostic checking is next.
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FIGURE 19. AGF FOR THE DIFFERENCED TEMPERATURE TEMPORAL SERIES.








MODEL FOR TEMPERATURE, TEMPORAL
Parameter Variable■ Type Factor Order Estimate t-Ratio
1 . Temp MA 1 1 0.8105 19.77"
2. Temp MA 2 15 0.^067 8.68*
3. Temp AR 1 1 0.2262 3.28"
4. Temp AR 2 10 -0.1379
VC
-2.71
* The estimator in the model is statisuically significant at 0.05 level
of t-test.
3. Diagnostic Checking. The ACF of the ARIMA(2,2,2)., . residual series1
is shown in Figure 21. The results from the student t-test show that the
mean of the residual series is not significantly different from zero
(0.05 level of t-test). Also, no significant ACF (k) values appear in
the autocorrelogram of the residual, series. More important, the Q-stat-
istic with 26 degrees of freedom for the residual ACF is not statistic-
2ally significant at 0.05 level of X  test with the null hypothesis that 
the model residuals are not different from white noise. Therefore, the 
residuals of this model axe not different from white noise. The re­
sulting ARIKA(2,2,2)i .. is a suitable model.
The final ARIMA(2,2,2)1 ^  model for this time series can be written 
as:
Z(t) - Z(t-l) - Z(t-15) + Z(t-l6)
= a(t) - 0.8l05a(t-l) - 0.^067a(t-15) + 0.3296a(t-l6)
♦ 0 .2 2 6 2[z(t-l) - Z(t-2) - Z(t-l6) + Z(t—17)3 
- 0.1379[Z(t-10) - Z(t-ll) - Z(t-25) + Z(t-26)]
+ 0.0 3 1 2 [z(t-ll) - Z(t-12) - Z(t-2 6) + Z(t-27)}
where Z(t) is the observation of the original temperature series at time 
t and a(t) is the term of the residual, series of the resulting
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ARIKA(2,2,2)1 1- model at time t. 
b. Analysis of Spatial Structure:
1. Identification. Sample AGF and PACF for the raw spatial series are
shown in Figures 22 and 23. respectively. Strong spatial and seasonal
* *
nonstationarity appears, i.e., large ACF (k) and PACF (k) values outside 
the 95̂  autocorrelation confidence limits occur at early lags; signifi-
-X-
cant ACF (27i) values occur up to i equals three (Figure 22). This in­
dicates that the autocorrelation in the series has disappeared beyond
*360 feet. The large ACF values at lags 1 and 27i suggest that the series 
should be differenced with orders of 1 and 27.
Sample ACF and PACF for the differenced series are shown in Figures 
24 and 25. respectively. The series is now stationary, i.e., only a few
-X- *large ACF (k) and PACF (k) values appear at early lags.
Large significant values of ACF (l), ACF (27). and ACF (28) of the 
differenced series (Figure 24) suggest that the series follows three 
moving average parameters of orders 1 , 27. and 28. Koreover, large sign-
-X- -X-ificant values of PACF (l) and PACF (27). Figure 25, suggest two auto­
regressive parameters of orders 1 and 27* The tentative ARIMA(2,2,3)^ ^  
model is suggested.
2. Estimation. A suitable ARIMA(0,2,2)^ ^  model has been obtained 
after several model specification tries. Table 5 shows the parameter 
estimations. Because all the estimated parameters are statistically 
significant at 0.05 level of t-test, this model is accepted and the ARH4A 
process proceeds to the following step.
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FIGURE 22. AGF FOR THE ORIGINAL TEMPERATURE SPATIAL SERIES.
(DASHED LINES ARE THE 95* AUTOCORRELATION OONFTDENOE LIMITS)
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FIGURE 23. PAGF FOR THE ORIGINAL TEMPERATURE SPATTAL SERIES.
(DASHED LINES ARE THE 9J f  AUTOCORRELATION CONFIDENCE LIMITS) VJX
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FIGURE 24. ACF FOR THE DIFFERENCED TEMPERATURE SPATIAL SERIES.
(DASHED LINES ARE THE 3 %  AUTOCORRELATION CONFIDENCE LIMITS)
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FIGURE 25. PACF FOR THE DIFFERENCED TEMPERATURE SPATIAL SERIES.
(DASHED LINES ARE THE 9 % AUTOCORRELATION CONFIDENCE LIMITS)
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TABLE 5* SUMMARY CF ARIKA(0,2,2). MODEL FOR TEMPERATURE, SPATIAL 
__________ SERIES —  1982_________ __________
Parameter Variable Type Factor Order Estimate t-Ratio
1. Temp MA 1 1 0.3746 7.89*
2. Temp MA 2 27 0.5740 13.63*
* The estimator in the model is statistically significant at 0.05 level
of t-test.
3. Diagnostic Checking. ACF for the ARTMA(0,2,2). residual series1
is shown in Figure 26. The mean of the residual series is not statis­
tically different from zero at 0.05 significence level of student t-test.
*
No statistically significant ACF (k) values (95^ of autocorrelation con­
fidence limits) appear in the sample ACF of residual series. In addi­
tion, the Q-statistic with 28 degrees of freedom for ACF is not statis-
2tically significant at 0.05 level of X  test with the null hypothesis 
that the model residuals are white noise. These results prove that this 
ARrMA(0,2,2). o n  model is a suitable model.
The final ARIMA(0,2,2)1 o n  model for the given spatial series can 
be written as:
Z(s) - Z(s-l) - Z(s-27) + Z(s-28)
= a(s) - 0.37^6a(s-l) - 0.5740a(s-27) + 0.2150a(s-28) 
where Z(s) is the original temperature series and a(s) is the residual 
series of this ARIMA model.
C. pH
a. Analysis of Temporal Structure:
1. Identification. Sample ACF and PACF for the raw time series are 
shown in Figures 27 and 28, respectively. Sample ACF shows a strong sea- 
sonal nonstationarity, i.e., large ACF (15i)» for i = 1 to 8, values
FIGURE 26. ACF FOR THE TEMPERATURE SPATIAL MODEL RESIDUALS.
(DASHED LINES ARE THE 9 %  AUTOCORRELATION CONFIDENCE LIMITS)
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FIGURE 27. ACF FOR THE ORIGINAL pH TEMPORAL SERIES.
(DASHED LINES ARE THE 3 %  AUTOCORRELATION CONFIDENCE LIMITS)
O
FIGURE 28. PACF FOR THE ORIGINAL pH TEMPORAL SERIES.
(DASHED LINES ARE THE 9 % AUTOCORRELATION GONFIDENCE LIMITS)
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occur outside the 95P& autocorrelation confidence limits. The significant 
sample AGF values occurring at lags 1 and l^i (Figure 27) suggest that 
this time series should be differenced with orders of 1 and 15. Sample 
AGF reaches its value of statistical nonsignificance (9%  of autocorre­
lation confidence limits) after lag 120 (Figure 27). This indicates 
that the autocorrelation between observations has disappeared after the 
eighth week.
Figures 29 and 30 show the ACF and PACF, respectively, of the dif­
ferenced series. The series are stationary because only a few statis- 
tically significant ACF (k) and PACF (k) values occur at early lags.
Large values of ACF (1) and ACF (15) of the differenced series (Figure 
29) suggest that the series follows two moving average parameters of 
orders 1 and 15. Furthermore, large values of PACF(k) at lags 1, 2, 9» 
14, and 15 of the differenced series (Figure 30) suggest that the series 
follows 5 autoregressive parameters of orders 1, 2, 9» 14, and 15. These 
results give a tentative ARIKA(5»2,2)1 . - model.
2. Estimation. A tentative ARIMA(4,2,2), „ ,, model has been obtained 
after several parameter estimations tries. Table 6 shows the estimated 
parameter coefficients for this tentative ARIMA model. Since all the 
parameter coefficients are statistically significant at 0.05 level of 
student t-test, this model is a suitable model which can be used in the
next modeling step.
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FIGURE 29. ACF FOR THE DIFFERENCED pH TEMPORAL SERIES.
(DASHED LINES ARE THE 95^ AUTOCORRELATION CONFIDENCE LIMITS) o\
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FIGURE 30. PACF FOR THE DIFFERENCED pH TEMPORAL SERIES.
(DASHED LINES ARE THE 95# AUTOCORRELATION CONFIDENCE LIMITS)
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TABLE 6. SUMMARY OF ARIMA(4,2,2). MODEL FOR pH, TEMPORAL SERIES 
_______________________ —  1982__________________________________ x > 1 ^
Parameter Variable Type Factor Order Estimate t-Ratio
1. pH MA 1 1 0.6532 17.51*
2. pH MA 2 15 0.6027 15.42*
3. P« AR 1 5 - 0.1196 - 2.44*
4. pH AR 2 6 - 0.1953 - 4.03*
5. PH AR 3 9 - 0.1318 - 2.70*
6. F« AR b Zb 0.195^ 3.96*
* The estimator in the model is statistically significant at 0.05 level
of t-test.
3. Diagnostic Checking. Sample ACF of the ARIMA(4,2 , 2 )  4 A „ residual.1 f
series is shown in Figure 31* The mean of the residual series is not
statistically different from zero (0.05 significance level of student
*
t-test). There are no statistically significant ACF (k) values (9%  of
the autocorrelation confidence limits) in the sample ACF of the residual
series. In addition, the Q-statistic with 24 degrees of freedom for the
2residual. ACF is not statistically significant at 0.05 level of X  test 
with the null hypothesis that the model residuals axe not different from 
white noise. Therefore, the residuals of this ARIMA model are not dif­
ferent from white noise. All these indicate that ARIMA(4,2,2)  ̂ ^  is a 
suitable model.
ARIMA(4,2,2)1 . _ model for the pH temporal series can be written as: 
Z(t) = Z(t-l) + z ( t - 1 5 )  - Z(t-16) + a(t) - 0.6532a(t-l)
-  0 . 6 0 2 7 a ( t - 1 5 )  + 0 . 3 9 3 7 a ( t - l 6 )  -  0.1196(z(t-5) -  Z ( t - 6 )
- Z(t-20) + Z(t-21)] - 0.1953[z(t-6) - Z(t-7) - Z(t-21)
+ Z ( t - 2 2 )J -  0.13l8[z(t-9) -  Z ( t - 1 0 ) -  Z ( t - 2 4 )  + Z(t-25)1 
+ 0 . 1 9 5 4 [ z ( t - 2 4 ) -  Z(t-25) -  z ( t - 3 9 )  + Z ( t - b o ) ]
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where Z(t) is the original series and a(t) is the residual series, 
b. Analysis of Spatial Structure:
1. Identification. Sample ACF and PACF of the raw spatial series are 
shown in Figures 32 and 33* respectively. These two figures show a 
strong nonstationarity, i.e., many significant values { 3 %  of autocorre- 
lation confidence limits) of ACF (k) and PACF (k) occur at early lags. 
Since the sample ACF shows a rough pattern of decay and ACF (2?) shows a 
peak within the surrounding ACF values (Figure 32), the series should
*be differenced in orders of 1 and 27. It is important to note that ACF
reaches its value of statistical nonsignificance (3%  of autocorrelation
confidence limits) after lag 30. This indicates that the autocorrelation
in the series disappears beyond 120 feet.
Sample ACF and PACF of the differenced series are shown in Figures
J b and 35* respectively. These figures indicate that the differenced
* *
series is stationary, i.e., only few large ACF (k) and PACF (k) values 
appear.
-X- X-Large values of ACF (l) and ACF (27) in the sample ACF of the dif­
ferenced series suggest that this series follows two moving average para-
* .meters of orders 1 and 27* In addition, large values of PACF (1) and
*PACF (27) in the sample PACF of the differenced series suggest two auto- 
regressive parameters of orders 1 and 27. All these suggest a tentative 
ARIMA(2,2,2)^ model.
2. Estimation. After several model specification tries, a suitable 
ARIMA(0,2,3)1 or7 has been obtained. Table 7 shows the parameter esti- 
mations of this tentative model. This model is accepted because all the 
estimated parameters in the model are statistically significant at 0.05
level of t-test.
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FIGURE 32. ACF FOR THE ORIGINAL pH SPATIAL SERIES.
(DASHED LINES ARE THE 95^ AUTOCORRELATION CONFIDENCE LIMITS)
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FIGURE 33. PACF FOR THE ORIGINAL pH SPATIAL SERIES.
(DASHED LINES ARE THE 3 %  AUTOCORRELATION CONFIDENCE LIMITS)
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FIGURE 3 k . ACF FOR THE DIFFERENCED pH SPATIAL SERIES.




TABLE 7. SUMMARY OF ARIMA(0,2,3)1 MODEL FOR pH, SPATIAL SERIES 
______________________—  1982___________________________________
Parameter Variable Type Factor Order Estimate t-Ratio
1. IH MA 1 1 0.^501 9.9^*
2. IH MA 2 11 0.1229 2.^5*
3. PH MA 3 27 0.7739 25.78*
* The estimator in the model is statistically significant at 0.05 level
of t-test.
3- Diagnostic Checking. Sample ACF of the ARIMA(0,2,3). model resi-
dual series is shown in Figure 36. From student t-test, the mean of the
residual series is not statistically different from zero at 0.05 sign-
ificance level of t-test. There are no statistically significant ACF (k)
values (95V° of autocorrelation confidence limits) in the sample ACF of
the residual series. Moreover, the Q-statistic with 27 degrees of free-
2dom for sample ACF is not statistically significant at 0.05 level of X  
test with the null hypothesis that the model residuals are white noise. 
These results prove that this ARIMA(0,2,3)1 model is a correct model.
The ARIMA(0,2,3)1 o n  model for the given pH spatial series is written 
as:
Z(s) = Z(s-l) + Z(s-27) - Z(s-28) + a(s) - 0.^501a(s-l)
- 0.1229a(s-ll) - 0.7739a(s-27) + 0.3^83a(s-28)
+ 0.0951a(s-38)
where Z(s) is the observation of the original spatial series at space s 
and a(s) is the value of the residual series at space s.
D. Dissolved Oxygen (DO) 
a. Analysis of Temporal Structure:
1. Identification. Sample ACF and PACF for the original DO time series 
are shown in Figures 37 and 38, respectively. A strong seasonal nonst- 
ationarity occurs, i.e., statistically significant ACF (l5i) (Figure 37)»
1
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36. ACF FOR THE
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pH SPATIAL MODEL RESIDUALS.
(DASHED LINES ARE THE 3 %  AUTOCORRELATION CONFIDENCE LIMITS)

FIGURE 38. PACF FOR THE ORIGINAL DO TEMPORAL SERIES.
(DASHED LINES ARE THE 9 %  AUTOCORRELATION CONFIDENCE LIMITS)
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for i = 1 to 9» and. PACF (k) (Figure 38) (93^ of autocorrelation confid­
ence limits) values occur. The highly significant values of ACF*(l5i), 
for i = 1 to 9. indicate that this series should be differenced with order 
15 (Figure 37)• The sample AGF of the resulting differenced series shows 
that the series should be differenced with order 2 (Figure 39). This in­
dicates that the original series needs to be differenced two times with 
the differencing orders of 2 and 15. Sample AGF of the original series 
(Figure 37) reaches its value of statistically nonsignificance ( 9 %  o f  
autocorrelation confidence limits) after lag 135. This indicates that 
the autocorrelation between observation has disappeared beyond a 9-week 
period.
The sample AGF and PACF of the differenced series are shown in Fig­
ures 40 and 41, respectively. One can tell that the series is stationary 
after it has been differenced two times, i.e., only a few statistically 
significant ACF (k) and PACF (k) values occur at early lags. Large 
values of ACF (2), ACF (8), and ACF (15) of differenced series suggest 
that the modeled series follows three moving average parameters with 
orders of 2, 8, and 15 (Figure 40). In addition, large PACF (k) values 
of the differenced series at lags 2, 4, 8, and 14 (Figure 41) suggest 
that the series follows four autoregressive parameters of orders 2, 4, 8, 
and 14. These suggest a tentative ARIM(4,2,3)c> . ̂  for the modeled ser- 
ies.
2. Estimation. After several parameter estimation tries, a suitable 
tentative ARIMA(2,2,3)9 . K has been obtained. The resulting estimatedd 9l j
parameter coefficients of this model sire summarized in Table 8. Since 
all the parameter coefficients in the model are statistically significant 
(0.05 level of t-test), this model is an acceptable tentative model and 
the ARIMA modeling process can proceed to the final stage.
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FIGURE 39. ACF OF THE DO TEMPORAL SERIES AFTER ONE DIFFERENCE OF ORDER 15.
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FIGURE 40. ACF FOR THE DIFFERENCED DO 
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FIGURE 41. PACF FOR THE DIFFERENCED DO Tl'HPORAL SERIES.
(DASHED LINES ARE THE 9%  AUTOCORRELATION CONFIDENCE LIMITS) -oMD
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TABLE 8. SUMMARY OF 
—  1982
A R I K A ( 2 , 2 , 3 )2 t l5 MODEL FOR DO, TEMPORAL SERIES
Parameter Variable Type Factor Order Estimate t-Ratio
1. D O MA 1 2 0 . 7 3 8 6 2 1 . 9 6 *
2. D O MA 2 8 0 .2 1 1 1 4 . 6 0 *
3- D O MA 3 1 5 0 . 4 4 7 0 1 0 . 02*
4. D O AR 1 1 0.3026 6 . 5 4 *
5- D C AR 2 3 0 -  0 . 2 4 5 9 -  5 - 26*
* The estimator in the model is statistically significant at 0.05 level
of t-test.
3* Diagnostic Checking. The sample ACF of the ARIMA(2,2,3)o 1 K residual 
series is shown in Figure 42. The t-test shows that the mean of the re­
sidual series is not significantly different from zero (0.05 signific­
ance level of t-test). There are no statistically significant ACF (k) 
values (93^ of the autocorrelation confidence limits) in the sample ACF 
of the residual series (Figure 42). Furthermore, the Q-statistic with
25 degrees of freedom of the residual sample ACF is not statistically
2significant at 0.05 significance level of % test with the null hypoth­
esis that the model residuals are not different from white noise. It is, 
therefore, concluded that the residuals of this model are white noise. 
ARU'A(2,2,3)0 u  model is a suitable model.
ARE'IA(2,2,3)C> t model for this DO temporal series can be writtenCD f 1 5
as; Z(t) = Z(t-2) + Z ( t - 1 5 )  -  z ( t - 1 7 )  + a(t) - 0.7386a(t-2)
- 0.2111a(t-8) - 0.4470a(t-15) + 0.1559a(t-10)
+ 0.0944a(t-23) + 0 . 3026 [ z ( t - l )  -  Z ( t - 3 )  -  Z ( t - l 6 ) 
♦ Z ( t —1 8 ) }  -  0 . 2 4 5 9 ( z ( t - 3 0 )  -  Z ( t - 3 2 )  -  Z ( t - 4 5 )
+ Z ( t - 4 7 ) j  +  0 . 0744 ( Z ( t - 3 1 )  -  z ( t - 3 3 )  -  Z ( t - 4 6 )
+  Z ( t - 4 8 ) j
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where Z(t) is the original series and a(t) is the residual series of the 
model.
b. Analysis of Spatial Structures
1. Identification. Sample ACF and PACF of the spatial series are shown 
in Figures 43 and 44, respectively. Strong nonstationarity appears in 
this spatial series, i.e., large statistically significant ACF*(k) values 
{ 3 %  of autocorrelation confidence limits) appear at early lags (Figure 
43). Autocorrelation between samples has disappeared after lag 11 (Fig­
ure 43) which is a distance shorter than the shortest sampling distance 
of 120 feet. The peak values of ACF (l) and ACF (2?), Figure 43, suggest 
that the series should be differenced twice with orders of 1 and 2? to 
reach stationarity.
Sample ACF and PACF of the differenced series are shown in Figures 
45 and 46, respectively. These two figures show that the series is now 
stationary, i.e., only few statistically significant ACF (k) and PACF (k) 
values appear at early lags.
*Statistically significant values of ACF (l) and ACF (27) in the sam­
ple ACF of the differenced series suggest two moving average parameter 
of orders 1 and 27 (Figure 43). In addition, large statistically sign­
ificant PACF*(l) and PACF*(27) in the sample PACF of the differenced 
series (Figure 46) suggest two autoregressive parameters of orders 1 and
27. These findings suggest a tentative ARIMA(2,2,2) _ model.
1 9 ̂  7
2. Estimation. A suitable ARIKA(3,2,l)1 model has been obtained 
after several model specification tries. The parameter estimates for 
this tentative model are shown in Table 9. Since all the parameter es­
timates are statistically significant (0.05 significance level of t-test),
ACF FOR THE ORIGINAL DO SPATIAL SERIES.
(DASHED LINES ARE THE 9 %  AUTOCORRELATION CONFIDENCE LIMITS)
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FIGURE 44. PACF FOR THE ORIGINAL DO SPATIAL SERIES.
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this model is accepted and it can he used in the diagnostic checking.
TABLE 9. SUMMARY OF ARINA(3f2,l)1 MODEL FOR DO, SPATIAL SERIES 
__________ —  1982________________
Parameter Variable Type Factor Order Estimate t-Ratio
1. DO MA 1 27 0.7758 20.01*
2. DO AR 1 1 - 0.2818 - 5.5/
3. DC AR 2 2 - 0.2217 - 4.31*
4. DO AR 3 27 - 0.2723 - 4.65*
* The estimator in the model is statistically significant at 0.05 level
of t-test.
3. Diagnostic Checking. Sample AGF of the model residual series is
shown in Figure 47. Mean of the residual series is not significantly
different from zero at 0.05 significance level of t-test. From Figure
47, one can tell that there are no statistically significant ACF (k)
values (95!̂  of autocorrelation confidence limits) in the sample ACF of
the residual series. Furthermore, the Q-statistic with 26 degrees of
freedom for the sample ACF of the residual series is not statistically
2significant at 0.05 significance level of %  test with the null hypoth­
esis that the model residuals are white noise. ARIMA(3»2,1). modelIf
is a correct model.
The final ARIMA(3,2,l).. __ model of the dissolved oxygen spatial± f iL f
series can be written ass
Z(s) - Z(s-l) - Z(s-27) + Z(s-28)
= a(s) - 0.7758a(s-27) - 0.2818[Z(s-l) - Z(s-2) - Z(s-28)
+ Z(s-29)) - 0.22l7[Z(s-2) - Z(s-3) - Z(s-29) + Z(s-30)]
- 0 . 2 7 2 3 [ z ( s - 2 7 )  - Z(s-28) - Z(s-54) + Z(s-55)] 
where Z(s) is the value of the original series at position s and a(s) is 
the value of the residual series at position s.

E. Nitrate Nitrogen (NC^-N) 
a. Analysis of Temporal Structure:
1. Identification. Sample ACF and PACF for the original time series are 
shown in Figures 48 and 4-9, respectively. Strong seasonal nonstationar- 
ity is evident in Figure 44, i.e., large significant ACF(15i) values (95^ 
of autocorrelation confidence limits) appear up to i equals 14. This 
also indicates that the series should be differenced with order 15. The 
differenced series (Figure 50) indicates that the series needs to be fur­
ther differenced with order 1. Hence, the original series should be dif­
ferenced twice with orders 1 and 15 to become stationary. Sample ACF of 
the original series shows that ACF(k) becomes nonsignificantly different 
from zero (9%  of autocorrelation confidence limits) after lag 210; the 
autocorrelation between samples has disappeared beyond the 14-week period.
The resulting sample ACF and PACF for the twice-differenced series 
are shown in Figures 51 and. 52, respectively. Stationarity has been re­
ached (Chatfield, 1975)* The significant values of ACF (1), ACF (15)* 
and ACF (20) in the sample ACF of the differenced series (Figure 51) sug­
gest that the series follows three moving average parameters of orders 1, 
15, and 20. Furthermore, large statistically significant values of 1, 2,
3* 4, 15, and 20 suggest that the series follows six autoregressive para-
*meters. However, the rough decay pattern of PACF (k) from lags 1 through 
4 (Figure 52) suggests that the series may contain only three autoregres­
sive parameters of orders 1, 15, and. 20. The ARIMA(3,2,3)^ ^  is the 
tentative model.
2. Estimation. After several parameter specification tries, a tentative
ARB1A(2,2,3)1 .- has been obtained. Table 10 lists its estimated para- 1,15
ACF*(k)
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FIGURE ^8. AGF FOR THE ORIGINAL NO -N TEMPORAL SERIES.
(DASHED LINES ARE THE 9%  AUTOCORRELATION CONFIDENCE LIMITS)
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FIGURE 52. PACF FOR THE DIFFERENCED NO -N TW1PORAL SERIES.
(DASHED LINES ARE THE 95# AUTOCORRELATION CONFIDENCE LIMITS)
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meter coefficients. Due to the fact that all the coefficients in the 
model are statistically significant (0.05 significance level of t-test), 
the ARIMA modeling process may proceed to the final stage.
TABLE 10. SUMMARY OF ARIMA(2,2,3). a, MODEL FOR N0--N, TEMPORAL SERIES 
___________ —  1982________________ _________________ _____________________
Parameter Variable Type Factor Order Estimate t-Ratio
1. NO^-N MA 1 1 0.9842 161.77**2. NC^-N MA 2 15 O .5450 14.53■*3- NfyN MA 3 20 0.1421 3.25*4. NC^-N AR 1 1 0.2879 6.26*
5- 1r>
0Jz; AR 2 6 0.1527 3.34
* The estimator in the model is statistically significant at 0.05 level 
of t-test.
3. Diagnostic Checking. The sample AGF of the ARIMA(2,2,3)-i model
residual series is plotted in Figure 53* The mean of the residual series
is not significantly different than zero (0.05 significance level of t-
test). Also, there are no significant ACF (k) values (Figure 53)• More
important, the Q-statistic with 25 degrees of freedom for the residual
2sample AGF is not statistically significant at 0.05 level of X  test with 
the null hypothesis that the model residuals are not different from white 
noise. It is, therefore, concluded that this ARH/iA(2,2,3)1 . r model is 
acceptable and it can be written as:
Z(t) = Z(t-l) + Z(t-15) - Z(t-16) + a(t) - 0.9842a(t-l)
- 0.5^-5a(t-15) - 0.l42la(t-20) + 0.1399a(t-21)
+  0 . 0 7 4 4 a ( t - 3 5 )  +  0 . 2 S 7 9 ( z ( t - l )  -  Z(t-2) -  Z ( t - l 6 )
+ Z(t-17)] + 0.1527(Z(t-6) - Z(t-7) - Z(t-21)
+ Z(t-22)] - 0.044(z(t-7) - Z(t-8) - Z(t-22) + Z(t-23)] 
where Z(t) is the original series and a(t) is the residual series.
51 z  7 8 9 io Ti I2 {'3 nr 16 i? tb
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b. Analysis of Spatial Structure:
1. Identification. Sample AGF and FACF of the original series are shown
in Figures 5^ 55» respectively. Since AGF shows a rough decay pattern
(Figure 5̂ ")» a difference of order 1 is used to obtain a stationary ser­
ies. The resulting AGF of the differenced series suggests that this ser­
ies needs to be differenced one more time with order of 27 to reach st- 
ationarity (Figure 5&)• In other words, the original series should be 
differenced twice to reach stationarity. Figure 5^ shows that the ACF 
has reached values statistically nonsignificant from zero { 3 %  of auto­
correlation confidence limits) after lag 16; an indication that the auto­
correlation relationship between samples has disappeared at a distance 
shorter than 120 feet, a shorter distance than the sampling interval.
Sample ACF and PACF of the differenced series are shown in Figures 
57 and 58, respectively. These figures show that the series is now st­
ationary (Chatfield, 1975)* Statistically significant values of ACF (1), 
ACF (2), and AGF (27) for the differenced series (Figure 57) suggest that 
the model follows three moving average structures of orders 1, 2, and 27* 
Moreover, significant values of PACF (l), PACF (2), and PACF (27) (Figure 
58) suggest that the model may contain three autoregressive parameters 
of orders 1, 2, and 27* All these suggest a tentative ARH'_A(3»2,3)1If £ (
model.
2. Estimation. A suitable tentative ARIMA(1,2,3)1 model has been 
obtained after several parameter estimation tries. The estimated para­
meter coefficients of this model are shown in Table 11. This model is 
used in the diagnostic checking.
FIGURE 5k. AGF FOR THE ORIGINAL NO -N SPATIAL SERIES.
(DASHED LINES ARE THE 9 %  AUTOCORRELATION CONFIDENCE LIMITS) vO
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FIGURE 55. PACF fop the original no -n spattat s e r i e s.
(DASHED LINES ARE THE 9 %  AUTOCORRELATION CONFIDENCE LIMITS)
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FIGURE 56. AGF OF THE NO -N SPATIAL SERIES AFTER ONE DIFFERENCE OF ORDER 1.
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FIGURE 57. AGF FOR THE DIFFERENCED NO -N SPATIAL SERIES.
(DASHED LINES ARE THE 9 % AUTOCORRELATION CONFIDENCE LIMITS)
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FIGURE 58, PACF FOR THE DIFFERENCED NO -N SPATIAL SERIES.
(DASHED LINES ARE THE 9%  AUTOCORRELATION CONFIDENCE LIMITS)
TABLE 11. SUMMARY OF ARIKA(l,2,3), o n MODEL FOR NO--N SFATIAL SERIES 
___________ —  1982 ______________  i
Parameter Variable Type Factor Order Estimate t-Ratio
1. NO -N MA 1 41 0.2879 6.0/
2. n c 3-n KA 2 2 0.8002 11.31*
3. n c3-n MA 3 27 0.87^ , * 53.5^
d. NC'3-N AR 1 2 O.Ao8*J- 6.32*
* The estimator in the model is statistically significant at 0.05 level
of t-test.
3. Diagnostic Checking. Figure 59 is the autocorrelogram of the ARIMA 
(1,2,3)1 residual series. The mean of this residaul series is not
significantly different from zero (0.05 significance level of t-test).
*
No significant AGF (k) values appear in the ACF of residual series (Fig­
ure 59)- Furthermore, the calculated Q-statistic with 26 degrees of 
freedom of the residual ACF is not statistically significant (0.05 level 
of X test) with the null hypothesis that the model residuals are not 
different than white noise. Therefore, the residual series is a white 
noise series, and the ARIMA(1,2,3).. „  is an acceptable model. This1 f*-r
model can be written as:
Z(s) = Z(s-l) + Z(s-27) - Z(s-28) + 0.6084(Z(s-2) - Z(s-3)
- Z(s-29) ♦ Z(s-30]J - 0.2879a(s-l) - 0.8002a(s-2)
- 0.87^a(s-27) + 0.2517a(s-28) + 0.6997a(s-29)
where Z(s) is the observation in the original spatial series at position 
s and a(s) is the observation in the residual series at position s.
1
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FIGURE 59. ACF FOR THE NO -N SPATIAL MODEL RESIDUALS.
(DASHED LINES ARE THE 3 %  AUTOCORRELATION CONFIDENCE LIMITS)
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II. G2GSTATISTICAL ANALYSIS 
A. Electrical Conductivity (EC) 
a. Analysis of Temporal Structure:
1• Semivariogram Analysis. Sample semivariogram values and the theor­
etical model which fits the sample semivariogram function are shown in 
Figure 60. As a rule of thumb, the plot of the semivariogram function 
will not go past half of the total sampled extend (Clark, 1979)» i.e., 
not past 840 feet and 14 weeks in spatial and temporal analyses, respect­
ively. The mathematical form of this theoretical model and its corres­
ponding structural parameters, nugget effect (Cq), sill value (C), and 
range (a), are listed in Table 12.
TABLE 12. THEORETICAL SEMIVARIOGRAM MODEL AND ITS CORRESPONDING STRU- 
___________ CTURAL PARAMETERS FOR EC, TEMPORAL SERIES —  1982__________
Type Form or Value





It is important to realize that this theoretical model is only a tenta­
tive model. The theoretical model and its corresponding structural para­
meters are used as the inputs to kriging system for the first specifica­
tion try (Joumel & Huijbregts, 1978).
2. Kriging. After a series of point kriging specification tries, a 
suitable kriging system has been obtained, i.e., the difference between 
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FIGURE 60. THEORETICAL SEMIVARIOGRAM FOR EC TEMPORAL SERIES
84 91
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the mean squared difference (Royle, 1980). The parameters for the final 
kriging system are shown in Table 13. In addition, the final semivario- 
gram function is shown in Figure 61.
TABLE 13. SUMMARY OF THE KRIGING PARAMETERS FOR EG, TEMPORAL SERIES 
__________________________ —  19 8 2 ____________________
Type Form or Value





The range value of 135 days discloses a temporal structure of up to 19 
weeks for the temporal series.
b. Analysis of Spatial Structure:
1. Semivariogram Analysis. Sample semivariogram values and the theore­
tical semivariogram model are shown in Figure 62. The mathematical form 
of this theoretical model and its corresponding structural parameters,
C , C, and a, are listed in Table 14. o
TABLE 14. THEORETICAL SEMIVARIOGRAM MODEL AND ITS CORRESPONDING STRUC- 
___________ TURAL PARAMETERS FOR EC, SFATIAL SERIES —  1982______________
Type Form or Value
Theoretical model 
(Hole effect —  Cosine)
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FIGURE 62. THEORETICAL SFMVARTOORAM FOR EC SPATIAL SERIES.
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Again, this model is only a tentative model. The final, semivariogram 
model and its corresponding structural parameters will he obtained through 
the kriging analysis.
2. Kriging. After several point kriging specification tries, a suitable 
kriging system has been obtained. The mathematical form of the final 
semivariogram function and its corresponding structural parameters for 
the final kriging system are shown in Table 15. In addition, the final 
semivariogram model is shown in Figure 63.
TABLE 15. SUMMARY OF THE KRIGING PARAMETERS FOR EC, SPATIAL SERIES
—  1932
Type Form or Value





The range value of 600 feet discloses that the spatial structure of this 
spatial series is up to five drains.
B. Temperature
a. Analysis of Temporal Structure:
1. Semivariogram Analysis. Sample semivariogram values and the theore­
tical model which fits the sample semivariogram model are shown in Figure 
64. In addition, the mathematical form of this theoretical model and its 
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FIGURE 63. FINAL SEMIVARIOGRAM FOR EC SPATIAL SERIES. Ill
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FIGURE 64. THEORETICAL SEMIVARIOGRAM FOR TEMPERATURE TEMPORAL SERIES. 112
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TAELE 16. THEORETICAL SEMIVARIOGRAM MODEL AND ITS CORRESPONDING STRUC- 
___________ TURAL PARAMETERS FOR TEMPERATURE, TEMPORAL SERIES —  1962
Type Form or Value
Theoretical model -£(h) = 0.115 + 5.337C1 " Cos(h/46)]
(Hole effect —  Cosine)
c q 0 . 1 1 5  ( ° c ) 2
c  5 . 11-52 ( ° c ) 2
a 46 (days)
This theoretical model and its corresponding structural, parameters are 
used as the inputs to the kriging system for the first specification try.
2. Kriging. A suitable kriging system has been obtained after several 
specification tries. The mathematical form of the semivariogram fun­
ction and its corresponding structural parameters for the final kriging 
system are shown in Table 17. Also, the final semivariogram function is 
shown in Figure 65*
TABLE 17. SUMMARY OF THE KRIGING PARAMETERS FOR TEMPERATURE, TEMPORAL 
___________ SERIES —  1962________________________________________________
Type Form or Value





The range value of 350 days discloses a temporal structure of up to 50 
weeks for the temporal series.
1 0 h
FIGURE 6 5. FINAL SEMIVARIOGRAM FOR TEMPERATURE TEMPORAL SERIES.
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b. Analysis of Spatial Structure:
1• Semivariogram Analysis. Experimental semivariogram values and. the 
theoretical model which fits the experimental semivariogram function are 
shown in Figure 66. In addition, the mathematical, form of this theore­
tical model and its corresponding structural parameters, C , C, and a,o
are listed in Table 18.
TABLE 18. THEORETICAL SEMIVARIOGRAM MODEL AND ITS CORRESPONDING STRUC-
TURAL PARAMETERS FOR TEMPERATURE. SPATIAL- SERIES —  1982
Type Form or Value
Theoretical model 4(h) = .351 + .299 fl - Sin(h/l21)




This theoretical model and its corresponding structural parameters are 
used as the inputs to the kriging system for the first estimation try.
2. Kriging. A suitable kriging system has been obtained after several 
system specification tries. The mathematical form of the semivariogram 
function and its corresponding structural parameters for the final krig­
ing system are shown in Table 19. In addition, the final semivariogram 
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FIGURE 66. THEORETICAL SEMIVARIOGRAM FOR TEMPERATURE SPATIAL SERIES.
CT\
FIGURE 6?. FINAL SEMIVARIOGRAM FOR TEMPERATURE SPATIAL SERIFS.
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TABLE 19. SUMMARY OF THE KRIGING PARAMETERS FOR TEMPERATURE, SPATIAL 
___________ SERIES —  1982_______
Type Form or Value





±(h) = 0.12 + 0.6o[l.5 ( h A 50)
- 0 .5 (h A 5 0 )3]
0.12 (°C)2
0 .7 2 (°c)2
450 (feet)
The range value of 450 feet reveals the spatial structure of this series 
up to three drains.
C. pH
a. Analysis of Temporal Structure:
1. Semivariogram Analysis. Sample semivariogram values and the theore­
tical model which fits the experimental semivariogram function are shown 
in Figure 68. The mathematical form of this theoretical model and its 
corresponding structural parameters are listed in Table 20.
TABLE 20. THEORETICAL SEMIVARIOGRAM MODEL AND ITS CORRESPONDING STRUC- 
___________ TURAL PARAMETERS FOR pH. TEMPORAL SERIES —  1982____________
Type Form or Value




This model is only a tentative model. The final semivariogram model and 
its corresponding structural parameters will be obtained by the kriging 
analysis.
50
FIGURE 68. THEORETICAL SEMIVARIOGRAM FOR iH Temporal SERIES.
1 2 0
2. Kriging. After a series of point kriging specification tries, a 
suitable kriging system has been obtained. The semivariogram function 
and the parameters for the final kriging system are shown in Table 21. 
In addition, the final semivariogram function is shown in Figure 69.
TABLE 21. SUMMARY OF THE KRIGING PARAMETERS FOR pH, TEMPORAL SERIES 
________________________ —  1982_________________________________________________________________________________________________________________
Type Form or Value
Final semivariogram model 
(Spherical)





The range value of 80 days reveals that the temporal structure of this 
series extends to 11 weeks.
b. Analysis of Spatial Series:
1. Semivariogram Analysis. Experimental semivariogram values and the 
theoretical semivariogram model are shown in Figure 70. In addition, the 
mathematical form of this theoretical model and its corresponding struc­
tural parameters are listed in Table 22.
TABLE 22. THEORETICAL SEMIVARIOGRAM MODEL AND ITS CORRESPONDING STRUC- 
___________ TURAL PARAMETERS FOR pH. SPATIAL SERIES —  1932______________
Type Form or Value
Theoretical model (Linear) "^(h) = 0.01356 + 0.00009h
C 0.01356o
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FIGURE 69. FINAL SEMIVARI0GRAI4 FOR pi TEMPORAL SERIES.
ro
FIGURE 70. THEORETICAL SEMIVARIOGRAM FOR pH SPATIAL SERIES.
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This tentative semivariogram model and its corresponding structural para­
meters are used as the inputs to the kriging system for the first esti­
mation try.
2. Kriging. After several kriging specification tries, a suitable krig­
ing system has been obtained. The final semivariogram function and the 
parameters for the final kriging system are shown in Table 23. In addi­
tion, the final semivariogram function is shown in Figure 71*
TABLE 23. SUM-ARY OF THE KRIGING PARAMETERS FOR pH, SPATIAL SERIES
—  1982
Type Form or Value
Final semivariogram model f(h) = 0.014 + 0.062(l.5(h/920)




The range value of 920 feet discloses that the spatial structure of this 
series is up to 7 consecutive drains.
D. Dissolved Oxygen (DO) 
a. Analysis of Temporal Structure:
1. Semivariogram Analysis. Experimental semivariogram estimated points 
and the theoretical semivariogram model have been plotted in Figure 72. 
The mathematical form of this theoretical model and its corresponding 




TABLE 2 b . THEORETICAL SEMIVARIOGRAM MODEL AND ITS CORRESPONDING STRUC- 
___________ TURAL PARAMETERS FOR DC, TEMPORAL SERIES —  1932____________
Type Form or Value
Theoretical model (Hole effect) 
(Cosine)




This theoretical model and its corresponding structural parameters are 
used as the inputs to the kriging system for the first kriging estimation 
try.
2. Kriging. After a series of point kriging specification tries, a 
suitable kriging system has been obtained. The final semivariogram fun­
ction and its corresponding structural parameters are shown in Table 25- 
In addition, the final semivariogram function has been plotted in Figure 
73- This is a complex semivariogram model. This model is a mixture of 
two spherical models, one with a shorter range of 35 days and the other 
with a longer range of" 120 days (Clark, 1979)- As a result, the temporal 
structure of this temporal series exceeds 17 weeks.
1 2 7
h(days)
FIGURE 73. FINAL SEKIVARIOGRAM FOR DO TEMPORAL SERIES.
TABLE 25. SUMMARY OF THE KRIGING PARAMETERS FOR DO, TEMPORAL SERIES 
___________ —  1982_________________________________________
Type Form or Value
Final semivariogram model i-(h)
(Double spherical model)
+(h)
± ( h )
Co




0*1 + 0.75(1.5(0/35) - 0.5(h/35)3J
+ 0.5?[i*5(h/l20) _ 0.5(h/l20)3] 
for h .<35
0.1 + 0.75 + 0.57 (l.5(h/l20)
- 0.5(h/l20)3J for 35 ̂  h £120






b. Analysis of Spatial Structure:
1. Semivariogram Analysis. Experimental semivariogram values and the 
theoretical semivariogram model have been plotted in Figure 74. In add­
ition, the mathematical form of this theoretical model and its corres­
ponding structural parameters are listed in Table 26. This theoretical 
model and its corresponding structural parameters are used as the inputs 
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FIGURE 7 k . THEORETICAL SEMIVARIOGRAM FOR DO SPATIAL SERIES.
1 3 0
TABLE 26. THEORETICAL SEMIVARIOGRAM MODEL AND ITS CORRESPONDING STRUC- 
___________ TURAL PARAMETERS FOR DO. SPATIAL SERIES —  1962_____________
Type Form or Value




2. Kriging. After several kriging specification tries, a suitable krig- 
ing system has been obtained. The resulting semivariogram function and 
its corresponding structural parameters are shown in Table 27. Also, the 
resulting semivariogram function has been plotted in Figure 75*
TABLE 27. SUMMARY OF THE KRIGING PARAMETERS FOR DO, SPATIAL SERIES
—  1982
Type Form or Value





The range value of ^90 feet discloses that the spatial structure of this 
spatial series exceeds a four-drain distances.
E. Nitrate Nitrogen (NO^-N) 
a. Analysis of Temporal Structure:
1. Semivariogram Analysis. Experimental semivariogram points and the
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FIGURE 76. THEORETICAL SEMIVARIOGRAM FOR NO -N TEMPORAL SERIES.
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the mathematical form of this theoretical model and its corresponding 
structural parameters are listed in Table 28.
TABLE 28. THEORETICAL SEMIVARIOGRAM MODEL AND ITS CORRESPONDING STRUC- 
TURAL PARAMETERS FOR NO^-N, TEMPORAL SERIES —  1982
Type Form or Value




This theoretical model and its corresponding structural parameters are 
used as the inputs to the kriging system for the first kriging attempt.
2. Kriging. A suitable kriging system has been obtained through a ser­
ies of specification tries. The final semivariogram function has been 
plotted in Figure 77* The final semivariogram function and its corres­
ponding structural parameters are shown in Table 29.
TABLE 29. SUMMARY OF THE KRIGING PARAMETERS FOR NO -N, TEMPORAL SERIES 
_____________ —  1982________________________________________ £________________________
Type Form or Value
Final semivariogram model 't(h) = 1.7 + 3*3 [1-5(h/79) - 0.5(h/79)J] 
(Spherical model)
1.7 (mg/1)' 
5.0 (mg/ly  
79 (days)
The range value of 79 days reveals that the temporal structure of this







b. Analysis of Spatial Structures
1• Semivariogram Analysis. Sample semivariogram points and the theore­
tical semivariogram model have been plotted in Figure 78. In addition, 
the mathematical form of this theoretical model and its corresponding 
structural parameters are listed in Table 30.
TABLE 30. THEORETICAL SEMIVARIOGRAM MODEL AND ITS CORRESPONDING STRUC- 
___________ TURAL PARAMETERS FOR NOyN, SPATIAL SERIES —  1982
Type Form or Value




This theoretical model and its corresponding structural parameters are 
used as the inputs to the kriging system for the first specification try.
2. Kriging. After a series of specification tries, a suitable kriging 
system has been obtained. The mathematical form of the final semivario­
gram function and its corresponding structural parameters are listed in 
Table 31* In addition, the final semivariogram function has been plotted 
in Figure 79.
TABLE 31. SUMMARY OF THE KRIGING PARAMETERS FOR NO -N, SPATIAL SERIES 
___________ —  1982_________________________________ i ____________________
Type Form or Value















FIGURE 79. FINAL SEMIVARIOGRAM FOR NO^-N SPATIAL SERIES.
-o
1 3 8
The range value of 64-8 feet indicates that the spatial structure of this 
series' is up to 64-8 feet.
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DISCUSSION AND CONCLUSIONS
A study of temporal and spatial variabilities of subsurface drainage 
water quality parameters, including electrical conductivity, temperature, 
pH, dissolved oxygen, and nitrate nitrogen, provides the means to develop 
an economical sampling plan with high degree of accuracy. It will save 
time and money by permitting the sampling period to change from a short 
period to a longer sampling interval without the loss of accuracy. Use 
of the autocorrelation function and semivariogram function analyses as 
tools to describe the spatial and temporal variabilities for the water 
quality data are shown in this study.
The temporal and spatial series of each water quality parameter were 
modeled by Box-Jenkins and kriging modeling techniques. Once a suitable 
time series model has been obtained, the model may be used for various 
purposes such as forecasting future values, determination of the inter­
vention function, determination of the transfer function, and the design 
of control schemes (Box & Jenkins, 1976). Suitable kriging models may 
be used for forecasting of future values (point kriging), estimation of 
the block mean values (block kriging), mapping of the study area by equal- 
value lines, and co-kriging (multivariate models) (Joumel & Huijbregts, 
1978; Rendu, 1978; Vauclin et al., 1983)* Generally, the principal ap­
plication of these models is forecasting.
Since a certain degree of uncertainty is included in any kind of 
forecasting, some knowledge of forecast errors is useful; absolute per­
cent error and the magnitude of residual standard error are two possible 
measures. One of the most convenient techniques to assess the forecast 
error is the after-the-fact forecasting method (Hoff, 1983)- It is also
called by the econometrician as "ex post" forecasting (Pindyck &
Huoinfeld, 1981). This method starts with generating a set of after-the- 
fact forecasts which are produced by using the resulting model to fore­
cast some time or space periods prior to the last period in the original, 
series. Specifically, one should use the whole series to create a model, 
and this model is then used to forecast some periods prior to the last 
period of the series pretending that these periods are not in the original 
series. The true values of these periods and their corresponding fore­
casts are then used to calculate the forecast error. The accuracy of a 
forecasting model is thereby assessed. An alternative way to test the 
resulting model's forecasting accuracy is "ex ante" forecasting (Pindyck 
& Rubinfeld, 1981). This method forecasts the values for a given variable 
beyond the time or space periods from which the model is built. It starts 
with building a model using part of the original series. The resulting 
model is used to forecast the values for those time or space periods which 
are not included in the model building. The forecasting error is drawn 
from the comparisons between the true value and its corresponding fore­
cast.
I. TIKE SERIES ANALYSIS
A. Electrical Conductivity (EC) 
a. Analysis of Temporal Series:
Since the autocorrelogram of the original series discloses the time 
interval over which the samples are correlated, the maximum sampling in­
terval in time should be 11 weeks (Figure 6). Within an 11-week range, 
sample values are a function of time. As a result, a predicting model 
can be created and one sample within a 11-week range will be enough to
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predict the other ten weekly values.
After-the-fact forecasting was applied to check the accuracy of the 
resulting ARU*iA( 1,1,2 )^ ,. forecasting model (Table 2 ) .  Several closeness- 
statistics such as average percent error, residual standard error, 
and average absolute percent error were calculated (Table 3 2 ). These st­
atistics in symbolic terms are listed in Table 33* The closeness-of-fit 
statistics allow one to measure the degree of accuracy in forecasts pro­
duced by the resulting forecasting ARIMA model.
TAELE 3 2 . RESULTS OF AFTER-THE-FACT FORECASTING FOR S C , TEMPORAL MODEL
—  1982
Item No. Type of Statistic Value
1. Mean of the actual values 1927.3 (pmhos/cm)
2. Mean of the forecast values 1898.0 (pmhos/cm)
3. Average absolute error 45.3 (umhos/cm)
4. Residual standard error 
(Standard error of estimate)
80.8 (jumhos/cm)
5. Average absolute percent error 2.3 %
6. Average percent error 1.2 %
Forecast was done for the last 2 time periods, 
eludes 15 replicates.)
(Each time period in-
From Table 32, we conclude that this model has a high degree of fore-
casting ability.
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TAELS 33- SYMBOLIC FORMS CF TKS CLCS5NFSS-CF-FIT STATISTICS
Item No. Type of Statistics Symbolic Form
1. Mean of the actual values
v 
/ zj / N




Z )  / N
3. Average obsolute value [21Li=l
1 Z-Z*|]/ N
4. 1Residual standard error / 










5- Average absolute percent error \ ili=l
|(z-z' )/z| ] / s  X 100/2
6. Average percent error
\___1 (z-z*)/z] /M x 100%
Where Z and Z are the actual and corresponding forecast values, res­
pectively. N is the total number of actual values and S represents the 
total number of parameters in the forecasting model.
b. Analysis of Spatial Series:
Short-range variations occur over the sampling interval of 120 feet 
(Figure 12). This indicates that the sample space of 120 feet is too 
wide. Samples should be taken at a shorter spacing to evaluate maximum 
sampling distance. Redesign of the drainage system or addition of new 
drains would be required for a spatial EG study.
The uncertainty of forecasts produced by the resulting ARIMA(1,1,2)^ 
forecasting model (Table 3) are shown by several closeness-of-fit statis­
tics. These statistics are shown in Table 34.
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TABLE 34. RESULTS OF AFTER-THE-FACT FORECASTING FOR EC, SPATIAL MODEL 
___________ —  1932___________________
Item No. Type of Statistic Value
1 . Kean of the actual values 709 (pmhos/cm)
2. Mean of the forecast values 933 (pmhos/cm)
3. Average absolute error 224 (pmhos/cm)
4. Residual standard error 
(Standard error of estimate)
239 (pmhos/cm)
5- Average absolute percent error 32 %
6. Average percent error -32 %
Forecast was done for the last drain (drain #15)• (Each drain includes 
27 replicates.)
From the above table, we conclude that this is not an acceptable fore­
casting model (Pindyck & Rubinfeld, 1981). This conclusion can be verif­
ied by the underlying property of a time series model. Time series 
models have a strong ability to capture the trend of the series, tut fail 
to capture the sharp turns in the series (Pindyck & Rubinfeld, 1981), 
i.e., drain #15 has a much lower value than the other drains. Therefore, 
this forecasting model lacks accuracy to forecast those drains having 
sharp turns in the series such as drains 6, 7» and 15. This shortcoming 
may be corrected by the intervention function model (Pindyck & Rubinfeld, 
1981). Generally speaking, one should add dummy variables to indicate 
the sharp changes in the series. Creation of an intervention function 
model for this spatial series should be considered in future study to 
Improve the forecasting ability.
B . Temperature
a. Analysis of Temporal Series:
The autocorrelogram of the original series (Figure 1?) reveals that 
the time interval over which the samples are correlated is a J - w e e k  per­
iod. Therefore, the maximum sampling interval in time should be 3 weeks.
The forecasting accuracy of the final temporal model (Table 4) is 
evaluated by the after-the-fact forecasting technique and the results are 
shown in Table 35*
TABLE 35- RESULTS OF AFTER-THE-FACT FORECASTING FOR TEMPERATURE, TEMPORAL
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MODEL —  1982
Item No. Type of Statistic Value
1 . Mean of the actual values 14.2 °C
2. Mean of the forecast values 14.5 °C
3. Average absolute error 0.5 °C
4. Residual standard error 
(Standard error of estimate)
0.7 °C
5- Average absolute percent error 3.9 %
6. Average percent error -2.9 %
Forecast was done for the last 2 time periods.(Each time period in- 
cludes 15 replicates.)
Since this final model has high forecasting ability, there is no need to 
create the intervention model.
b. Analysis of Spatial Series:
Inasmuch as the autocorrelogram of the original series (Figure 22) 
reveals that the spatial interval over which the samples are correlated 
is 36O feet, the maximum sampling interval in space should be 360 feet. 
Results from the after-the-fact forecasting method are shown in
Table 36.
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TABLE 36. RESULTS OF AFTER-THE-FACT FORECASTING FOR TEMPERATURE, SPATIAL
MODEL —  1982
Item No. Type of Statistic Value
1. Mean of the actual, values 14.5 °C
2. Mean of the forecast values 14.8 °C
3- Average absolute error 0.5 °C
4. Residual standard error 
(Standard error of estimate)
0.6 °C
5. Average absolute percent error 3-5 %
6. Average percent error -  1.7 %
Forecast was done for the last drain (drain #15)• (Each drain includes
27 replicates.)
These results suggest the final ARIMA model has acceptable forecasting 
ability. Because the values are fairly constant from drain to drain, 
i.e., there are no sharp changes in the original spatial series, the re­
sulting spatial model is able to capture most of the features in the ser­
ies. Therefore, development of an intervention function model is not 
necessary.
C. jft
a. Analysis of Temporal Series:
The autocorrelogram of the original temporal series (Figure 27) re­
veals that the maximum sampling interval in time was eight weeks. Table 
37 shows the results from the after-the-fact forecasting method. Through 
the examination of the closeness-of-fit statistics, we conclude that the 
model is acceptable for forecasting.
TABLE 37. RESULTS OF AFTER-THE-FACT FORECASTING FOR tH, TEMPORAL MODEL 
—  1982
Item No. Type of Statistic Value
1 . Mean of the actual values 7.7
2. Mean of the forecast values 7.6
3. Average absolute error 0.1
4. Residual standard error 
(Standard error of estimate)
0.18
5. Average absolute percent error 1.33 %
6. Average percent error 0.98 %
Forecast was done for the last 2 time periods, 
eludes 15 replicates.)
(Each time period in-
b. Analysis of Spatial Series:
Figure 32 discloses that the spatial interval over which the samples
are correlated is 120 feet. Therefore, the maximum sampling interval in
space is 120 feet.
Closeness-of-fit statistics calculated from after-the-fact fore-
casting for the final ARIMA model (Table 7) are shown in Table 38.
TABLE 38. RESULTS OF AFTER-THE-FACT FORECASTING FOR jfi, SPATIAL MODEL 
—  1982
Item No. Type of Statistic Value
1 . Mean of the actual values 7-57
2. Mean of the forecast values 7.60
3. Average absolute error 0.08
4. Residual standard error 
(Standard error of estimate)
0.10
5. Average absolute percent error 1.00 %
6. Average percent error 0.36 %
Forecast was done for the last drain (drain #15)• (Each drain Includes 
27 replicates.)
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Results of the above table indicate that the final forecasting model is 
acceptable.
D. Dissolved Oxygen (DO) 
a. Analysis of Temporal Series:
Since the autocorrelogram of the original temporal series reveals 
the time interval over which the samples are correlated, the maximum sam­
pling interval in time should be 9 weeks (Figure 37).
The ARIMA(2,2,3)2 ^  model (Table 8) is evaluated by the after-the- 
fact forecasting method for forecasting accuracy, and the results are 
shown in Table 39*
TABLE 39* RESULTS OF AFTER-THE-FACT FORECASTING 
—  1982
FOR DO, TEMPORAL MODEL
Item No. Type of Statistic Value
1. Mean of the actual values 5.2 (mg/l)
2. Mean of the forecast values ^•5 (mg/l)
3- Average absolute error 0.8 (mg/l)
4. Residual standard error 
(Standard error of estimate)
1.0 (mg/l)
5- Average absolute percent error 14.8 %
6. Average percent error 13-8 %
Forecast was done for the last 2 time periods.(Each time period in- 
cludes 15 replicates.)
Although this final model has an acceptable degree of forecasting accu­
racy (Pindyck & Rubinfeld, 1981), creation of an intervention function 
model is recommended to improve the forecasting ability. The reason for 
the average absolute percent error going up to 14.856 is that this model 
fails to capture the sharp changes in the modeled series, i.e., weeks 1, 
2, 26, and 27 have much higher values than the rest of the weeks for most
of the drains.
h. Analysis of Spatial Series:
Due to the fact that short-range variations occurred over the sam­
pling interval of 120 feet (Figure 43), the sample space of 120 feet is 
not appropriate. A shorter sampling space should be considered to evalu­
ate the maximum sampling distance. Redesign of the sampling system or 
addition of new drains would be required for the DO study.
The degree of forecasting accuracy for the resulting ARIMA(3.2,1). 
model (Table 9) are shown by closeness-of-fit statistics. These statis­
tics are shown in Table 40.
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TABLE 40. RESULTS OF AFTER-THE-FACT FORECASTING 
—  1982
FOR DO, SPATIAL MODEL
Item No. Type of Statistic Value
1. Mean of the actual values 3.2 (mg/l)
2. Mean of the forecast values 3-9 (mg/l)
3. Average absolute error 0.9 (mg/l)
4. Residual standard error 
(Standard error of estimate)
1.1 (mg/l)
5- Average absolute percent error 26.2 %
6. Average percent error -24.3 %
Forecast was done for the last drain (drain # 15). (Each drain includes
27 replicates.)
Since a high percentage of average absolute percent error occurs, this 
model is not adequate for forecasting. Again, the resulting model fails 
to capture the sharp changes in the modeled spatial series, i.e., drain 
#14 has much lower values than other drains. Creation of an intervention 
model is, therefore, required to improve the forecasting accuracy.
E. Nitrate Nitrogen (NO^-N) 
a. Analysis of Temporal Series:
Because the autocorrelogram of the series (Figure 48) discloses that 
the time interval over which the samples are correlated is an 11-week 
period, the maximum sampling interval should be 11 weeks.
The forecasting ability of the final model (Table 10) is evaluated 
by the after-the-fact forecasting technique and the results of the close- 
ness-of-fit statistics are shown in Table 41.
TABLE 41. RESULTS OF AFTER-THE-FACT FORECASTING FOR N0~-N, TEMPORAL 
___________ MODEL —  1982_______________________________ £____________
Item No. Type of Statistic Value
1. Mean of the actual values 12.0 (mg/l)
2. Mean of the forecast values 12.9 (mg/l)
3. Average absolute error 1.3 (mg/l)
4. Residual standard error 
(Standard error of estimate)
1.8 (mg/l)
5. Average absolute percent error 12.8 %
6. Average percent error -  7-9 %
Forecast was done for the last 2 time periods, 
eludes 15 replicates.)
(Each time period in-
Due to the fact that the final model has an acceptable forecasting accu­
racy (Pindyck & Rubinfeld, 1981), there is no need to create an inter­
vention function model.
b. Analysis of Spatial Series:
Since short-range variations occur over the sampling interval of 
120 feet (Figure 5^)» the sampling space of 120 feet is not appropriate 
in finding the maximum sampling distance. A shorter sampling interval
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should, be considered in the future study.
Closeness-of-fit statistics from the after-the-fact forecasting 
method were calculated to evaluate the forecasting accuracy of the re­
sulting ARE A( 1,2,3) ̂ gy mo(lel (Table ll). The results are shown in 
Table 42. This model is inadequate for forecasting. Again, this is due 
to the strong nonstationarity condition existing in the original series, 
i.e., drains 5» 6, and 15 have much lower values than the other drains, 
and drain 1 has much higher values than the other drains. This short­
coming may be corrected by the intervention function model (Mcdonwall et 
al., 1980).
TABLE 42. RESULTS OF AFTER-THE-FACT FORECASTING FOR NO -N, SPATIAL 
___________ MODEL —  1982_______________________________ £________________
Item No. Type of Statistic Value
1. Mean of the actual values 3-2 (mg/1)
2. Mean of the forecast values 13.8 (mg/l)
3- Average absolute error 10.6 (mg/l)
4. Residual standard error 
(Standard error of estimate)
11.3 (mg/l)
5. Average absolute percent error 349 %
6. Average percent error -349 %
Forecast was done for the last drain (drain # 15)• (Each drain includes
27 replicates.)
II. GEOSTATISTICAL ANALYSIS 
A. Electrical Conductivity (EC) 
a. Analysis of Temporal Series:
Since the semivariogram function of the series reveals the maximum 
correlation distance between observations, the maximum sampling interval
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in time should be 19 weeks (Table 13). Furthermore, the information pro­
vided by the semivariogram function allows one to calculate the minimum 
number of samples required for the experiment (David, 1977; Journel & 
Huijbregts, 1978; Vieira et al., 1981).
The forecasting accuracy of the final kriging model (Table 13) is 
evaluated by the after-the-fact forecasting technique and the results are 
shown in Table 43• This model has a high degree of forecasting ability.
TABLE 43. RESULTS OF AFTER-THE-FACT FORECASTING FOR EG, TEMPORAL
KRIGING MODEL —  1982
Item No. Type of Statistic Value
1. Mean of the actual values 1927.3 (pmhos/cm)
2. Mean of the forecast values 1910.7 (pmhos/cm)
3. Average absolute error 58.2 (pmhos/cm)
4. Residual standard error 
(Standard error of estimate)
100.8 (pmhos/cm)
5- Average absolute percent error 2.9 %
6. Average percent error 0.1 %
Forecast was done for the last 2 time periods. (Each time period in­
cludes 15 replicates.)
b. Analysis of Spatial Series:
The semivariogram of the original series (Figure 63) discloses that 
the space interval over which the samples are correlated is a 600-foot 
distance. Therefore, the maximum sampling interval in space should be 
600 feet.
The uncertainty of forecasts produced by the resulting kriging model 
(Table 15) are shown by several closeness-of-fit statistics. These st­
atistics are shown in Table 44. This model lacks forecasting ability
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(Pindyck & Rubinfeld, 1981). This result is due to the strong nonsta- 
tionary condition existing in the original series, i.e., drain #15 has a 
much lower value than the other drains. This shortcoming may be corrected 
by universal kriging (Joumel & Huijbregts, 1978).
TABLE 44. RESULTS OF AFTER-THE-FACT FORECASTING FOR EC, SPATIAL KRIGING
MODEL —  1982
Item No. Type of Statistic Value
1. Mean of the actual values 709.3 (pmhos/cm)
2. Mean of the forecast values 1297*7 (pmhos/cm)
3- Average absolute error 588.5 (^imhos/cm)
4. Residual standard error 
(Standard error of estimate)
625.I (pmhos/cm)
5- Average absolute percent error 83 %
6. Average percent error - 83 %
Forecast was done for the last drain (drain # 15)• (Each drain includes
2? replicates.)
B. Temperature
a. Analysis of Temporal Series:
Inasmuch as the semivariogram function of the series (Figure 65) 
reveals that the time interval over which the samples are correlated is 
350 days, the maximum sampling interval in time should be 50 weeks.
The forecasting accuracy of the final kriging model (Table 17) is 
evaluated by the after-the-fact forecasting method and the results are 
shown in Table 45. This model has a high degree of forecasting ability.
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TABLE 15. RESULTS OF AFTER-THE-FACT FORECASTING FOR TEMPERATURE,
TEMPORAL KRIGING MODEL —  1982
Item No. Type of Statistic Value
1 . Mean of the actual values 11.2 °C
2. Mean of the forecast values 11.3 °c
3. Average absolute error 0.5 °C
1 . Residual standard error 
(Standard error of estimate)
0.6 °C
5. Average absolute percent error 3.3 %
6. Average percent error -1.2 %
Forecast was done for the last 2 time periods.(Each time period in­
cludes 15 replicates.)
b. Analysis of Spatial Series:
The semivariogram of the original series (Figure 67) discloses the 
correlation between samples up to I50 feet. Therefore, the maximum sam-
pling interval in space should be I50 feet.
Closeness-of-fit statistics calculated from after-the-fact fore­
casting for the final kriging model are shown in Table 16.
TABLE 16. RESULTS OF AFTER-THE-FACT FORECASTING FOR TEMPERATURE, 
SPATIAL KRIGING MODEL —  1982
Item No. Type of Statistic Value
1. Mean of the actual values 11.5 °c
2. Mean of the forecast values 11.1 °C
3. Average absolute error 0.1 °C
1. Residual standard error 
(Standard error of estimate)
OOO
5- Average absolute percent error 2.8 %
6. Average percent error 2.7 %
Forecast was done for the last drain (drain # 15). (Each drain includes
27 replicates.)
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Closeness-of-fit statistics calculated from after-the-fact fore-
casting for the final kriging model are shown in Table 48.
TABLE 48. RESULTS OF AFTER-THE-FACT FORECASTING FOR pH, SPATIAL 
KRIGING MODEL —  1982
Item No. Type of Statistic Value
1. Mean of the actual values 7.57
2. Mean of the forecast values 7.64
3. Average absolute error 0.07
4. Residual standard error 
(Standard error of estimate)
0.09
5- Average absolute percent error 0.95 %
6. Average percent error - 0.92 %
Forecast was done for the last drain (drain #15)• (Each drain includes
27 replicates.)
Through the examination of the closeness-of-fit statistics, we conclude 
that the final kriging model is acceptable for forecasting.
D. Dissolved Oxygen (DO) 
a. Analysis of Temporal Series:
Figure 73 reveals that the temporal interval over which the samples 
are correlated is 120 days. Therefore, the maximum sampling interval in 
time is 17 weeks.
Gloseness-of-fit statistics calculated from after-the-fact fore­
casting method for the final kriging model (Table 25) are shown in Table
49.
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TABLE ^9. RESULTS OF AFTER-THE-FACT FORECASTING FOR DO, TEMPORAL 
___________ KRIGING MODEL —  1982___________
Item No. i'ype of Statistic 7 alue
1. Mean of the actual values 5.2 (mg/l)
2. Mean of the forecast values 5.0 (mg/l)
3. Average absolute error 0.6 (mg/l)
Residual stnadard error 
(Standard error of estimate)
0.7 (mg/l)
5. Average absolute percent error 13.6 %
6. Average percent error 1.1 %
Forecast was done for the last 2 time periods.(Each time period in- 
cludes 15 replicates.)
Although this final kriging model has an acceptable degree of forecasting 
accuracy (Pindyck & Rubinfeld, 1981), creation of an universal kriging 
model (Joumel & Huijbregts, 1978) is recommended to improve the fore­
casting ability. The reason for the average absolute percent error going 
up to 1 3.6̂  is the nonstationary condition appearing in the modeled ser­
ies, i.e., for most drains weeks 1, 2, 26, and 27 have a much higher 
value than the rest of the weeks.
b. Analysis of Spatial Series:
Figure 75 discloses that the spatial interval over which the samples 
are correlated is ^90 feet. We conclude that the maximum sampling inter­
val in space is ^90 feet.
Closeness-of-fit statistics calculated from after-the-fact fore­
casting technique for the final kriging model (Table 27) are shown in
Table 50*
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TABLE 50. RESULTS OF AFTER-THE-FACT FORECASTING FOR DO, SPATIAL KRIGING
MODEL —  1982
Item No. Type of Statistic Value
1. Mean of the actual values 3.2 (mg/l)
2. Mean of the forecast values 2.9 (mg/l)
3. Average absolute error 0.5 (mg/l)
4. Residual standard error 
(Standard error of estimate)
0.9 (mg/l)
5- Average absolute percent error 12.8 %
6. Average percent error 7 .1  %
Forecast was done for the last drain (drain #15)• (Each drain includes
27 replicates.)
In spite of the fact that this final kriging model has an acceptable de­
gree of forecasting accuracy (Pindyck & Rubinfeld, 1981), creation of an 
universal kriging model is recommended to improve the forecasting ability. 
Again, the nonstationary condition appears in the original series, i.e., 
drain 14 has much lower values than the rest of the drains.
E. Nitrate Nitrogen (NO^-N) 
a. Analysis of Temporal Series:
Figure 77 reveals that the temporal interval over which the samples 
are correlated is 79 days. Hence, the maximum sampling interval in time 
is 11 weeks.
The forecasting ability of the final kriging model (Table 29) is 
evaluated by the after-the-fact forecasting method, and the results of 
the closeness-of-fit statistics are listed in Table 51* This model is 
not am acceptable model (Pindyck & Rubinfeld, 1981). Because drain 15 
has much lower values than the other drains. This shortcoming may be 
corrected by the universal kriging model (Joumel & Huijbregts, 1978).
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TABLE 51. RESULTS OE AFTER-THE-FACT FORECASTING FOR NO -N, TEMPORAL 
j t r t n T M n  T .in n tn T . 1 q s o  ->
Item No. Type of Statistic Value
1. Mean of the actual values 12.0 (mg/l)
2. Mean of the forecast values 12.4 (mg/l)
3. Average absolute error 1.4 (mg/l)
4. Residual standard error 
(Standard error of estimate)
1.7 (mg/l)
5- Average absolute percent error 20.5 %
6. Average percent error -14.3 %
Forecast was done for the last 2 time periods. (Each time period in- 
cludes 15 replicates.)
b. Analysis of Spatial Series:
Figure 79 discloses that the spatial interval over which the samples 
are correlated in 648 feet. Therefore, the maximum sampling interval in 
space should be 648 feet.
Closeness-of-fit statistics calculated from after-the-fact fore­
casting method for the final kriging model (Table 31) are shown in Table 
52. This model has no accuracy in forecasting due to the strong nonst- 
ationary property of the original series, i.e., lower values occur at 
drains 5, 6, and 15, and higher values occur at drain 1. Again, this 
series may be successfully modeled by the universal kriging method.
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TABLE 52. RESULTS OF AFTER-THE-FACT FORECASTING FOR NO_-N, SPATIAL 
___________ KRIGING MODEL —  1982_______________________ l ___________
Item No. Type of Statistic Value
1. Mean of the actual values 3.2 (mg/l)
2. Mean of the forecast values 13.2 (mg/l)
3. Average absolute error 10.0 (mg/l)
Residual standard error 
(Standard error of estimate)
10.7 (mg/l)
5. Average absolute percent error 33^-3 %
6. Average percent error -33^.3 %
Forecast was done for the last drain (drain # 15)• (Each drain includes
27 replicates.)
Since the underlying theory of time series analysis is closely 
linked to that of geostatistical analysis, i.e., "both are stationary sto­
chastic processes and a functional relationship exists between autocor­
relation function and semivariogram function, the results from both 
analyses are similar.
However, despite the similarities between these two techniques, there 
are two basic problems encountered in the geostatistical analysis. First, 
the semivariogram analysis lacks an objective procedure for defining an 
appropriate range value, whereas the autocorrelation function analysis 
uses well-defined statistics to define the maximum correlation interval, 
i.e., the confidence'limits. Second, personal judgements are involved 
in the selection of an appropriate kriging model, i.e., accepting a model 
by comparing the values between the mean squared difference and the mean 
kriging variance. The ARIMA modeling method has applied some well-defined 
statistics, t and Q statistics, to define an appropriate model. Generally
I
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speaking, geostatistical analysis uses subjective judgements that should 
be replaced by objective procedures.
One major problem encountered in both time series and geostatistical 
analyses is that the resulting models from both techniques lack the abil­
ity to capture the sharp-change features in the modeled series, i.e., 
strong nonstationarity. Though time series has the differencing techni­
que to reduce nonstationary, this may not satisfactory for all degrees of 
nonstationarity. Both methods provide novel techniques to resolve pro­
blems through intervention function modeling in time series analysis and 
universal kriging technique in geostatistical analysis.
This study disclosed important information such as: the maximum 
sampling intervals both in time and space for each water quality para­
meter, the forecasting models, and the shortcomings. Further study is 
needed to develop the intervention function and universal kriging models 
for those series that have strong nonstationarity conditions.
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