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Abstract
We study vertex algebras and their modules associated with possibly de-
generate even lattices, using an approach somewhat different from others. Sev-
eral known results are recovered and a number of new results are obtained.
We also study modules for Heisenberg algebras and we classify irreducible
modules satisfying certain conditions and obtain a complete reducibility the-
orem.
1 Introduction
Let L be any nondegenerate even lattice in the sense that L is a finite-rank free
abelian group equipped with a symmetric Z-bilinear form 〈·, ·〉 such that 〈α, α〉 ∈ 2Z
for α ∈ L. Associated to L there exists a canonical vertex algebra VL ([Bo], [FLM]).
These vertex algebras were originated from the explicit vertex-operator realizations
of the basic modules for affine Kac-Moody Lie algebras and they form an important
class in the theory of vertex algebras. For vertex algebras VL, irreducible modules
were classified in [D] (cf. [DLM2], [LL]) where Dong proved that every irreducible
VL-module is isomorphic to one of those constructed in [FLM].
The vertex algebras VL were built up by using certain infinite-dimensional Heisen-
berg (Lie) algebras and their modules. For a nondegenerate even lattice L, set
h = C ⊗Z L and extend the Z-bilinear form on L to a nondegenerate symmetric C-
bilinear form 〈·, ·〉 on h. Associated to the pair (h, 〈·, ·〉), there is an affine Lie algebra
hˆ = h⊗C[t, t−1]⊕Ck, whose subalgebra hˆ∗ =
∑
n 6=0 h(n)+Ck is a Heisenberg algebra,
where h(m) = h⊗ tm for m ∈ Z. For each α ∈ h = h∗, there is a canonical irreducible
hˆ-moduleM(1, α) on which k acts as identity and h(0) acts as scalar 〈α, h〉 for h ∈ h.
The associated vertex algebra VL is built on the direct sum of the non-isomorphic
irreducible hˆ-modules M(1, α) for α ∈ L, where M(1, 0) is a vertex subalgebra with
M(1, α) as irreducible modules. Note that the vertex algebra M(1, 0) can also be
constructed independently by starting with the finite-dimensional vector space h
equipped with a nondegenerate symmetric bilinear form 〈·, ·〉, without referring to
the lattice L. All of these motivated the work [LX].
The main goal of [LX] was to characterize the family of vertex algebras VL. With
vertex algebras VL as models, a class A of simple vertex algebras was formulated,
where each V in A contains M(1, 0) associated to some h as a vertex subalgebra
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and is a direct sum of some non-isomorphic irreducible M(1, 0)-modules M(1, α)
with α ∈ h. It was proved therein that each V in A is a direct sum of M(1, α) with
α ∈ L for some additive subgroup L of h such that 〈α, α〉 ∈ 2Z for α ∈ L and such
that there exists a function (normalized 2-cocycle) ε : L × L → C× satisfying the
condition that
ε(α, 0) = ε(0, α) = 1,
ε(α, β + γ)ε(β, γ) = ε(α+ β, γ)ε(α, β),
ε(α, β)ε(β, α)−1 = (−1)〈α,β〉 for α, β ∈ L.
Such a vertex algebra V was denoted therein by V(h,L). (However, the existence and
uniqueness of the desired vertex algebra V(h,L) was neglected.) If the vertex algebra
V is finitely generated, one can readily see that L is finitely generated, so that L is
free of finite rank (as L is torsion-free). In this case, L is a (finite rank) possibly
degenerate even lattice.
In another work [BDT], motivated by a certain connection between vertex al-
gebras and toroidal Lie algebras, Berman, Dong and Tan studied modules for a
class of vertex algebras which may be identified as V(h,L) with 〈·, ·〉|L = 0 and
dim h = 2rank(L) (finite). Among other results, they constructed and classified
N-graded irreducible modules.
In this current paper, we study vertex algebra V(h,L) and its modules associated
with a general pair (h, L) from the point of view of vertex algebra extensions. Specif-
ically, we make use of the vertex algebraM(1, 0) and its modules to construct vertex
algebra V(h,L) and its modules. This idea goes back to the so-called simple current
extension of vertex operator algebras ([Li2], [Li3], [DLM1], [Li4]). For the vertex
algebra VL with L a nondegenerate even lattice, irreducible modules have been con-
structed before in [FLM] and [LL] with quite different methods. Our treatment here
is further different from those of [FLM] and [LL].
It is known (cf. [LL]) that on every hˆ-module W of level 1, which is restricted
in the sense that for every w ∈ W , h(n)w = 0 for n sufficiently large, there exists
a unique module structure for vertex algebra M(1, 0), extending the action of hˆ in
a certain canonical way and that every module for vertex algebra M(1, 0) is natu-
rally a restricted hˆ-module of level 1. This leads us to study irreducible restricted
modules for Heisenberg algebras, e.g., hˆ∗. It is well known that Heisenberg algebras
have canonical realizations on polynomial algebras by differential (annihilation) op-
erators and left multiplication (creation) operators. For a Heisenberg algebra with
a fixed nonzero level, there is a very nice module category in which there is only one
irreducible module up to equivalence and each module is completely reducible; see
[LW2] ([FLM], Theorem 1.7.3), [K]. In the case with the Heisenberg algebra hˆ∗, the
modules in this category are restricted and h(n) are locally nilpotent for n ≥ 1. In
this paper, we study a bigger category F of restricted modules on which h(n) are
locally finite for n ≥ 1. It turns out that F is also very nice in the sense that each
module is completely reducible and each irreducible representation can be explicitly
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realized by using differential operators and left multiplication operators on a space
of exponential functions and polynomials. In contrast to the old case, in the cat-
egory F there are infinitely many unequivalent irreducible objects. We also study
and construct certain irreducible restricted modules outside the category F .
For a general pair (h, L) with h 6= span(L), the vertex algebra V(h,L) like M(1, 0)
has irreducible modules other than those constructed from the canonical realization
of Heisenberg algebras on polynomial algebras. We construct and classify irreducible
V(h,L)-modules in terms of irreducible restricted hˆ-modules of a certain type. For the
construction of irreducible modules, we use the idea from [Li3] and [DLM1] and for
the classification of irreducible modules, we use certain important ideas (and results)
from [D] and [DLM2]. In the case that 〈·, ·〉|L = 0 we obtain certain irreducible
V(h,L)-modules other than those constructed by Berman, Dong and Tan in [BDT].
Furthermore, we give another construction of the vertex algebra V(h,L) by using a
certain affine Lie algebra.
This paper is organized in the following manner. In Section 2, we study certain
categories of modules for Heisenberg algebras and we classify all the irreducible
objects. In Section 3, we study the modules for vertex algebras associated with even
lattices. In Section 4, we give a characterization of vertex algebras in terms of an
affine Lie algebra.
2 Modules for Heisenberg Lie algebras
In this section we first associate a Heisenberg Lie algebra HI to each nonempty
set I and we then construct and classify irreducible HI-modules of certain types.
Especially, we define a category F and we establish a complete reducibility theorem,
which generalizes a theorem of [FLM] (Section 1.7).
First, we start with introducing the Heisenberg Lie algebra HI . Let I be any
nonempty set, which is fixed throughout this section. Let HI be the Heisenberg Lie
algebra with a basis {pi,qi,k | i ∈ I} (over C) and with Lie bracket relations
[k,HI ] = 0, [pi,pj] = 0 = [qi,qj] and [pi,qj] = δijk for i, j ∈ I.
An HI-module W is said to be of level ℓ ∈ C if k acts as scalar ℓ.
Lemma 2.1. Let W be any irreducible HI-module of level 1. For i ∈ I, pi has an
eigenvector in W if and only if pi acts locally finitely. Furthermore, piw = 0 for
some nonzero w ∈ W if and only if pi acts locally nilpotently. The same assertions
hold with pi replaced by qi.
Proof. It is clear that if pi is locally finite, pi has an eigenvector, as the scalar field
is C. Now, assume that pi has an eigenvector w0 of eigenvalue λ. Set
A =
∑
j∈I, j 6=i
(Cpj + Cqj) + Cpi + Ck,
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a Lie subalgebra ofHI . We haveHI = Cqi⊕A. SinceW is an irreducibleHI-module,
W = U(HI)w0 = U(A)C[qi]w0. It follows from induction that for any nonnegative
integer k,
∑k
n=0 Cq
n
i w0 is a finite-dimensional subspace which is closed under the
action of pi. Furthermore, for any a ∈ U(A), as [pi, A] = 0,
∑k
n=0 aCq
n
i w0 is a
finite-dimensional subspace which is closed under the action of pi. Now, it follows
that pi is locally finite. For the nilpotent case, it is also clear.
Lemma 2.2. Let W be an irreducible HI-module of level 1 and let i ∈ I. If pi
is locally finite on W , then any nonzero qi-stable subspace is infinite-dimensional.
In particular, qi is not locally finite. The same assertion holds when pi and qi are
exchanged.
Proof. Suppose that there exists a nonzero finite-dimensional subspace U which is
qi-stable. Then there exists 0 6= w ∈ U such that qiw = αw for some α ∈ C. Using
induction we get
qip
n
i w = (αp
n
i − np
n−1
i )w for n ≥ 0.
It follows that pni w 6= 0 for n ≥ 0. As pi is locally finite, C[pi]w is finite-dimensional.
Let n = dimC[pi]w ≥ 1. Then w,piw, . . . ,p
n−1
i w are linearly independent and
pni w = cn−1p
n−1
i w + cn−2p
n−2
i w + · · ·+ c0w
for some c0, . . . , cn−1 ∈ C. Applying qi we get
αpni w − np
n−1
i w = αcn−1p
n−1
i w + u
for some u ∈
∑n−2
r=0 Cp
r
iw. Then we obtain
npn−1i w = α(cn−2p
n−2
i w + · · ·+ c0w)− u.
This is a contradiction as w,piw, . . . ,p
n−1
i w are linearly independent.
Definition 2.3. Let W be an HI-module of level 1. Set
IpW = {i ∈ I | pi is locally finite},
IqW = {i ∈ I | qi is locally finite}.
For our study in the next section on modules for vertex algebras associated to
Heisenberg Lie algebras we are interested in HI-modules W such that for every
w ∈ W , piw = 0 for all but finitely many i ∈ I. For convenience, we call such
an HI-module a restricted module. In view of Lemmas 2.1 and 2.2, if W is an
irreducible restricted HI-module, then I
p
W is a cofinite subset of I and I
p
W ∩ I
q
W = ∅.
Definition 2.4. Define F to be the category of restricted HI-modules W of level 1
such that IpW = I, i.e., pi acts locally finitely on W for every i ∈ I.
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Let xi (i ∈ I) be mutually commuting independent formal variables. Denote by
F 0(I,C) the set of functions µ : I → C such that µi = 0 for all but finitely many
i ∈ I. For λ ∈ F 0(I,C), set
λx =
∑
i∈I
λixi ∈ C[xi | i ∈ I].
Furthermore, set
M(1, λ) = eλxC[xi | i ∈ I],
a space of functions in xi (i ∈ I). It is clear that M(1, λ) is an HI-module with pi
acting as ∂/∂xi, qi as (the left multiplication of) xi, and k as identity.
Lemma 2.5. The HI-module M(1, λ) belongs to the category F and is irreducible.
For λ, µ ∈ F 0(I,C), M(1, λ) ≃M(1, µ) if and only if λ = µ.
Proof. Let S be a finite subset of I such that λi = 0 for all i ∈ I − S. Then
∂eλx/∂xi = 0 for all i ∈ I − S. On the other hand, for any polynomial f(x) in
xj (j ∈ I), ∂f/∂xi = 0 for all but finitely many i ∈ I. It follows that for any
w ∈ M(1, λ), piw = 0 for all but finitely many i ∈ I. This shows that M(1, λ) is a
restricted HI -module. Let i ∈ I and let f be any polynomial in xj with j 6= i. For
any r ∈ N,
∑r
n=0 fe
λx
Cxni is closed under the action of pi. It follows that pi acts
locally finitely on M(1, λ). This proves that M(1, λ) belongs to the category F . For
any function µ ∈ F 0(I,C), set
M(1, λ)µ = {w ∈ M(1, λ) | piw = µiw for i ∈ I}.
With pi acting as ∂/∂xi (i ∈ I), for f(x) ∈ C[xi | i ∈ I], eλxf(x) ∈ M(1, λ)µ if and
only if
∂f/∂xi = (µi − λi)f for all i ∈ I.
Furthermore, if f(x) 6= 0, we have f ∈ C and λi = µi for all i ∈ I. ThusM(1, λ)µ = 0
for µ 6= λ and M(1, λ)λ = Ceλx. It now follows immediately that M(1, λ) is an
irreducible HI-module. From this proof, it is evident that for λ, µ ∈ F 0(I,C),
M(1, λ) ≃M(1, µ) if and only if λ = µ.
Lemma 2.6. For every nonzero HI-module W in the category F , there exist a
nonzero vector w0 ∈ W and a function λ ∈ F 0(I,C) such that piw0 = λiw0 for
i ∈ I. Furthermore, the submodule generated by w0 is isomorphic to M(1, λ).
Proof. Let 0 6= w ∈ W . From definition, piw = 0 for i ∈ I − S, where S is a finite
subset of I. Set Ω′ = {u ∈ W | piu = 0 for i ∈ I − S}. Then w ∈ Ω′ 6= 0. With
[pr,ps] = 0 for r, s ∈ I, Ω′ is closed under the actions of pj for j ∈ S. With pj
(j ∈ S) locally finite and mutually commuting, there exists 0 6= w0 ∈ Ω′ such that
pjw0 = λjw0 for j ∈ S with λj ∈ C. We also have piw0 = 0 for i ∈ I − S. Defining
λj = 0 for j ∈ I − S gives rise to a function λ ∈ F 0(I,C). In view of the P-B-W
theorem, we have U(HI)w0 = C[qi | i ∈ I]w0. Define a linear map
ψ : M(1, λ)→ U(HI)w0, e
λxf(x) 7→ f(q)w0.
It is straightforward to show that ψ is an HI-module isomorphism.
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The following is a generalization of a theorem of [FLM] (Theorem 1.7.3):
Theorem 2.7. Every irreducible HI-module in the category F is isomorphic to
M(1, λ) for some λ ∈ F 0(I,C) and every HI-module in the category F is completely
reducible.
Proof. The first assertion follows immediately from Lemma 2.6. For complete re-
ducibility we first consider a special case. Let N be the subcategory of F , consisting
of restrictedHI-modules of level 1 on which pi acts locally nilpotently for every i ∈ I.
We see that for λ ∈ F 0(I,C), M(1, λ) is in N if and only if λ = 0. Then M(1, 0)
is the only irreducible module in N up to equivalence. With Lemma 2.6, the same
proof of Theorem 1.7.3 of [FLM] shows that every HI-module in N is completely
reducible.
We now prove that every HI-module W in F is completely reducible. For µ ∈
F 0(I,C), set
Wµ = {w ∈ W | (pi − µi)
rw = 0 for i ∈ I and for some r ≥ 0 depending on i}.
Note that
(pi − µi)
rpj = pj(pi − µi)
r, (pi − µi)
rqi = qi(pi − µi)
r + r(pi − µi)
r−1k
for i, j ∈ I, r ≥ 0. It follows that Wµ is an HI-submodule of W . For any w ∈ W ,
since piw = 0 for all but finitely many i ∈ I and since each pi is locally finite,
C[pi | i ∈ I]w is finite-dimensional. From this we have W = ⊕µ∈F 0(I,C)Wµ. Now
it suffices to prove that for each µ ∈ F 0(I,C), Wµ is completely reducible. Let
µ ∈ F 0(I,C) be fixed. Then pi − µi is locally nilpotent on Wµ for i ∈ I. Define a
linear endomorphism θµ of HI by
θµ(k) = k, θµ(pi) = pi − µi and θµ(qi) = qi for i ∈ I.
Clearly, θµ is a Lie algebra automorphism of HI . Let ρ : HI → EndWµ denote the
Lie algebra homomorphism for the HI-module Wµ. Then ρ ◦ θµ is a representation
of HI on Wµ in the category N , which is completely reducible. Consequently, ρ is
completely reducible.
Let I1 be any cofinite subset of I and let λ ∈ F 0(I,C). Define an action of HI
on the space eλxC[xi | i ∈ I] by
pi 7→
{
∂/∂xi for i ∈ I1
xi for i ∈ I − I1,
qi 7→
{
xi for i ∈ I1
−∂/∂xi for i ∈ I − I1.
This makes eλxC[xi | i ∈ I] an HI-module of level 1, which we denote byM(1, I1, λ).
In fact, this HI-module M(1, I1, λ) is a twisting of the HI-module M(1, λ) by an
automorphism of HI . Let θI1 be the linear endomorphism of HI defined by
θI1(pi) = pi, θI1(qi) = qi for i ∈ I1,
θI1(pi) = qi, θI1(qi) = −pi for i ∈ I − I1.
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It is evident that θI1 is a Lie algebra automorphism and thatM(1, I1, λ) is isomorphic
to the twisting of M(1, λ) by the automorphism θI1 . Consequently, M(1, I1, λ) is
an irreducible HI-module of level 1. Furthermore, using the automorphism θI1 and
Theorem 2.7 we immediately have:
Corollary 2.8. Let W be an irreducible restricted HI-module of level 1 such that
IpW ∪ I
q
W = I. Then W is isomorphic to M(1, I
p
W , λ) for some λ ∈ F
0(I,C).
Next, we continue to investigate general irreducible restricted HI-modules of
level 1. Let I = I0 ∪ I1 be any disjoint decomposition of I with I0 6= ∅ and I1 6= ∅.
We view HI0 and HI1 as subalgebras of HI in the obvious way. Note that the two
subalgebras are commuting. Let W0 and W1 be irreducible modules of level 1 for
HI0 and HI1, respectively. Then W0 ⊗ W1 is naturally an HI-module of level 1.
Furthermore, if either I0 or I1 is countable, W0 ⊗W1 is an irreducible HI-module.
(Notice that either HI0 or HI1 is of countable dimension, which implies that either
EndHI0 (W0) = C or EndHI1 (W1) = C.)
Proposition 2.9. Assume that I is countable. Let W be an irreducible restricted
HI-module of level 1 such that I 6= I(W ) = I
p
W ∪I
q
W . Set I0 = I−I(W ). Then W ≃
M(1, IpW , λ)⊗ U , where M(1, I
p
W , λ) is an HI(W )-module for some λ ∈ F
0(I(W ),C)
and U is an irreducible HI0-module such that (I0)
p
U = ∅ = (I0)
q
U .
Proof. We view HI(W ) and HI0 as subalgebras of HI in the obvious way. Note that
the two subalgebras are commuting. From Theorem 2.7, W as an HI(W )-module is
completely reducible. Let W1 be an irreducible HI(W )-submodule of W . Since W is
an irreducible HI-module, we have
W = U(HI)W1 = U(HI0)W1.
As [HI(W ),HI0] = 0, it follows that W as an HI(W )-module is a sum of irreducible
modules isomorphic to W1. With I countable, W1 is of countable dimension, so that
EndHI(W )(W1) = C. It follows that W = W0 ⊗W1, where W0 = HomHI(W )(W1,W )
is naturally an HI0-module. Furthermore, W0 is an irreducible HI0-module. In view
of Lemma 2.1 we have (I0)
p
U = ∅ = (I0)
q
U .
Having established Proposition 2.9, we next study irreducible HI0-modules U of
level 1 with (I0)
p
U = (I0)
q
U = ∅ with I0 a finite subset of I. For the rest of this
section, let I0 be a nonempty finite subset of I. For µ ∈ F 0(I0,C), set
xµ =
∏
i∈I0
xµii ,
where as before xi (i ∈ I0) are mutually commuting independent formal variables.
Set
C∗{xi | i ∈ I0} =
∐
µ∈F 0(I0,C)
Cxµ,
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a vector space. With pi acting as ∂/∂xi (the formal partial differential operator),
qi as xi, and k as identity, the space C∗{xi | i ∈ I0} becomes an HI0-module of level
1.
Denote by F 0∗ (I0,C) the subset of F
0(I0,C), consisting functions µ : I0 → C such
that µi /∈ Z for all i ∈ I0. For µ ∈ F 0∗ (I0,C), set
M∗[µ] =
∐
λ∈F (I0,Z)
Cxµ+λ = xµC[x±1i | i ∈ I0],
where F (I0, Z) denotes the set of integer-valued functions on I0. It is clear that
M∗[µ] is an HI0-submodule of C∗{xi | i ∈ I0}.
We say that anHI0-moduleW of level 1 satisfies Condition CI0 if for every i ∈ I0,
qipi is semisimple and piw 6= 0, qiw 6= 0 for any 0 6= w ∈ W . In terms of this notion
we have:
Proposition 2.10. The HI0-module M∗[µ] is irreducible and satisfies Condition
CI0. On the other hand, every irreducible HI0-module W satisfying Condition CI0
is isomorphic to M∗[µ] for some µ ∈ F 0∗ (I0,C)).
Proof. For any function β ∈ F 0(I0,C), we have(
xi
∂
∂xi
)
xβ = βix
β for i ∈ I0.
Then qipi for all i ∈ I0 act semisimply on M∗[µ]. We also have
1
r!
(
∂
∂xi
)r
xβ =
(
βi
r
)
xβx−ri for r ∈ N,
where if βi /∈ Z,
(
βi
r
)
6= 0 for r ∈ N. It is then clear that M∗[µ] is an irreducible
HI0-module. It is also clear that
piw 6= 0, qiw 6= 0 for i ∈ I0, 0 6= w ∈M∗[µ].
This proves that M∗[µ] satisfies Condition CI0.
LetW be an irreducible HI0-module of level 1, satisfying Condition CI0. As qjpj
for j ∈ I0 are mutually commuting and are semisimple on W by assumption, there
exists 0 6= w0 ∈ W such that
qjpjw0 = βjw0 for j ∈ I0,
where βj ∈ C. This gives rise to a function β ∈ F
0(I0,C). We claim that β ∈
F 0∗ (I0,C), i.e., βj /∈ Z for all j ∈ I0. For j ∈ I0, n ∈ N, we have
(qjpj)p
n
jw0 = p
n
j (qjpj)w0 − np
n
jw0 = (βj − n)p
n
jw0,
(qjpj)q
n
jw0 = q
n
j (qjpj)w0 + nq
n
jw0 = (βj + n)q
n
jw0.
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Since pjw 6= 0 and qjw 6= 0 for any 0 6= w ∈ W , it follows that βj − n 6= 0 and
βj + n 6= 0 for n ≥ 0, proving βj /∈ Z. Thus, β ∈ F 0∗ (I0,C).
Since W is an irreducible HI0-module, we have W = U(HI0)w0. Define a linear
map ψ :M∗[β]→W by
ψ(xβ+m) = qmw0
for m : I0 → Z, where qm =
∏
i∈I0
q
mi
i with q
mi
i = q
mi
i for mi ≥ 0 and
qmii =
1(
βi
−mi
) 1
(−mi)!
p−mii
for mi < 0. One can show that ψ is an HI0-module isomorphism.
3 Vertex algebras V(h,L) and their modules
In this section, we study vertex algebras associated with possibly degenerate even
lattices. This slightly generalizes the vertex algebras associated with nondegener-
ate even lattices. We construct and classify irreducible modules satisfying certain
conditions for the vertex algebras.
First, we start with vertex operator algebras associated with (infinite-dimensional)
Heisenberg Lie algebras. Let h be a finite-dimensional vector space equipped with
a nondegenerate symmetric bilinear form 〈·, ·〉, which is fixed throughout this sec-
tion. Viewing h as an abelian Lie algebra equipped with 〈·, ·〉 as a nondegenerate
symmetric invariant bilinear form, we have an affine Lie algebra
hˆ = h⊗ C[t, t−1]⊕ Ck,
where k is central and for u, v ∈ h, m, n ∈ Z,
[u(m), v(n)] = m〈u, v〉δm+n,0k, (3.1)
where h(n) = h⊗ tn for h ∈ h, n ∈ Z. For n ∈ Z, set
h(n) = {h(n) | h ∈ h} ⊂ hˆ
and we set
hˆ∗ =
∐
n 6=0
h(n) + Ck.
Note that h(0) is a central subalgebra, hˆ∗ is a Heisenberg algebra, and
hˆ = hˆ∗ ⊕ h(0),
a Lie algebra product decomposition.
Lemma 3.1. Let W be any irreducible hˆ-module. Then k and h(0) for every h ∈ h
act as scalars on W and W as an hˆ∗-module is also irreducible.
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Proof. SinceW is an irreducible hˆ-module and h is finite-dimensional, W is of count-
able dimension over C. By a version of Schur lemma, we have Endhˆ(W ) = C. With
k and h(0) being central in hˆ, they must act as scalars. It is now clear that W as
an hˆ∗-module is also irreducible.
An hˆ-module W is said to be of level ℓ in C if k acts on W as scalar ℓ, and an
hˆ-module W is said to be restricted if for every w ∈ W , h(n)w = 0 for n sufficiently
large. For any ℓ ∈ C, denote by Cℓ the 1-dimensional h ⊗ C[t] + Ck-module C with
h⊗ C[t] acting trivially and with k acting as scalar ℓ. Form the induced module
Vhˆ(ℓ, 0) = U(hˆ)⊗U(h⊗C[t]+Ck) Cℓ.
Set 1 = 1 ⊗ 1 ∈ Vhˆ(ℓ, 0) and identify h as a subspace of Vhˆ(ℓ, 0) through the linear
map h 7→ h(−1)1. It is well known now (cf. [LL]) that there exists a unique vertex
algebra structure on Vhˆ(ℓ, 0) with 1 as the vacuum vector and with Y (h, x) = h(x) =∑
n∈Z h(n)x
−n−1 for h ∈ h. Furthermore, for every nonzero ℓ, Vhˆ(ℓ, 0) is a vertex
operator algebra of central charge d = dim h with conformal vector
ω =
1
2ℓ
d∑
r=1
h(r)(−1)h(r)(−1)1,
where {h(1), . . . , h(d)} is any orthonormal basis of h. It is also known (cf. [LL]) that
every module (W,YW ) for vertex algebra Vhˆ(ℓ, 0) is a restricted hˆ-module of level
ℓ with h(x) acting as YW (h, x) for h ∈ h and the set of Vhˆ(ℓ, 0)-submodules of W
coincides with the set of hˆ-submodules ofW . On the other hand, on every restricted
hˆ-module W of level ℓ, there is a unique module structure YW for vertex algebra
Vhˆ(ℓ, 0) with YW (h, x) = h(x) for h ∈ h.
It is known (cf. [LL]) that vertex algebras Vhˆ(ℓ, 0) for ℓ 6= 0 are all isomorphic.
In view of this, we restrict ourselves to the vertex operator algebra Vhˆ(1, 0). In
literature, the vertex operator algebra Vhˆ(1, 0) is also often denoted by M(1). In
view of Lemma 3.1, classifying irreducible modules for vertex algebraM(1) amounts
to classifying irreducible restricted hˆ∗-modules of level 1. One way to apply the
results of Section 2 is to fix an orthonormal basis {h(1), . . . , h(d)} of h and set
I = {(r, n) | 1 ≤ r ≤ d, n ≥ 1}.
Then identify the Heisenberg Lie algebra hˆ∗ with HI by
p(r,n) =
1
n
h(r)(n), q(r,n) = h
(r)(−n) for (r, n) ∈ I.
In view of Theorem 2.7 we immediately have:
Proposition 3.2. LetW be a restricted hˆ-module of level 1 such that h(0) is semisim-
ple and h(n) is locally finite for n ≥ 1. Then W is completely reducible.
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For α ∈ h, we set ([LW1], [FLM])
E±(α, x) = exp
(
∞∑
n=1
α(±n)
±n
x∓n
)
. (3.2)
The following are the fundamental properties:
E±(0, x) = 1,
E±(α, x1)E
±(β, x2) = E
±(β, x2)E
±(α, x1),
E+(α, x1)E
−(β, x2) =
(
1−
x2
x1
)〈α,β〉
E−(β, x2)E
+(α, x1),
E±(α, x)E±(β, x) = E±(α + β, x).
Set
∆¯(α, x) = (−x)α(0) exp
(
∞∑
n=1
α(n)
−n
(−x)−n
)
= (−x)α(0)E+(−α,−x).
This is a well defined element of (EndW )[[x, x−1]] for any module W for vertex
algebra M(1), on which α(0) acts semisimply with only integer eigenvalues and
α(n) for n ≥ 1 act locally nilpotently. The following are immediate consequences:
∆¯(0, x) = 1,
∆¯(α, x1)∆¯(β, x2) = ∆¯(β, x2)∆¯(α, x1),
∆¯(α, x)∆¯(β, x) = ∆¯(α + β, x).
Remark 3.3. Let α ∈ h and let (W,YW ) be an M(1)-module on which α(0) acts
semisimply with only integer eigenvalues and α(n) for n ≥ 1 act locally nilpotently.
Recall from [Li2] (and [Li3]) that
∆(α, x) = xα(0)E+(−α,−x).
The following basic properties were established in [Li2] and [Li3]3: ∆(α, x)1 = 1,
∆(α, x1)YW (v, x2) = YW (∆(α, x1 + x2)v, x2)∆(α, x1) (3.3)
for v ∈M(1), and
YW (E
−(α, x1)v, x2)
= E−(α, x1 + x2)E
−(−α, x2)YW (v, x2)x
α(0)
2 E
+(−α, x2)(x2 + x1)
−α(0)E+(α, x2 + x1)
= E−(α, x1 + x2)E
−(−α, x2)YW (v, x2)∆(α,−x2)∆(−α,−x2 − x1),
3Note that the notation E−(α, x) in [Li3] is the notation E−(−α, x) in this paper and in [FLM],
and all the related formulas have been adjusted correspondingly.
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E−(α, x1)YW (v, x2)E
−(−α, x1) = YW (∆(α, x2 − x1)∆(−α, x2)v, x2) (3.4)
for α ∈ h, v ∈M(1). Note that ∆¯(α, x) = (−1)α(0)∆(α, x) and that
(−1)α(0)YW (v, x) = YW ((−1)
α(0)v, x)(−1)α(0) for v ∈M(1).
It follows that all the above properties with ∆(α, x) replaced by ∆¯(α, x) still hold.
For the rest of this section, we assume that L is an additive subgroup of h such
that
〈α, α〉 ∈ 2Z for α ∈ L, (3.5)
equipped with a function ε : L× L→ C×, satisfying the condition that
ε(α, 0) = ε(0, α) = 1, (3.6)
ε(α, β + γ)ε(β, γ) = ε(α + β, γ)ε(α, β), (3.7)
ε(α, β)ε(β, α)−1 = (−1)〈α,β〉 (3.8)
for α, β, γ ∈ L.
Remark 3.4. Note that if L is finitely generated, L is a finite rank free group as
L is torsion-free. Assume that L is a free group of finite rank. Let {α1, . . . , αr} be
a Z-basis of L. Define ε : L × L → C× to be the group homomorphism uniquely
determined by
ε(αi, αj) =
{
(−1)〈αi,αj〉 if i < j
1 if i ≥ j.
Then ε satisfies all the conditions.
Set
V(h,L) = C[L]⊗M(1). (3.9)
For α, β ∈ L, u, v ∈M(1), we define
Y (eα ⊗ u, x)(eβ ⊗ v)
= ε(α, β)eα+β ⊗ x〈α,β〉E−(−α, x)Y (∆¯(β, x)u, x)∆¯(α,−x)v. (3.10)
In particular, for h ∈ h,
Y (e0 ⊗ h, x)(eβ ⊗ v) = eβ ⊗ (〈β, h〉x−1 + Y (h, x))v, (3.11)
Y (eα ⊗ 1, x)(eβ ⊗ v) = ε(α, β)eα+β ⊗ x〈α,β〉E−(−α, x)E+(−α, x)v (3.12)
as ∆¯(β, x)h = h + 〈β, h〉1x−1 and α(0) = 0 on M(1). One can prove that the
quadruple (V(h,L), Y, e
0 ⊗ 1) carries the structure of a vertex algebra, by using a
theorem of [FKRW] and [MP]. Here, we give a uniform treatment for both the
vertex algebras and their modules.
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Definition 3.5. We say an hˆ-module W satisfies Condition CL if W is a restricted
hˆ-module of level 1, satisfying the condition that for any α ∈ L, α(0) is semisimple
with only integer eigenvalues and α(n) with n ≥ 1 are locally nilpotent.
Theorem 3.6. Let U be an hˆ-module of level 1, satisfying Condition CL. Set
V(h,L)(U) = C[L]⊗ U. (3.13)
For α, β ∈ L, v ∈M(1), w ∈ U , we define
YW (e
α ⊗ v, x)(eβ ⊗ w)
= ε(α, β)eα+β ⊗ x〈α,β〉E−(−α, x)YU(∆¯(β, x)v, x)∆¯(α,−x)w. (3.14)
Then (V(h,L), Y, e
0⊗1) carries the structure of a vertex algebra with M(1) as a vertex
subalgebra and (V(h,L)(U), YW ) carries the structure of a V(h,L)-module. Furthermore,
if U is irreducible, so is V(h,L)(U).
Proof. First, notice that the hˆ-module M(1) satisfies all the assumptions on U and
that V(h,L) = V(h,L)(U) with U =M(1) where YW coincides with Y . Second, for any
α, β ∈ L, v ∈M(1), w ∈ U , we have
YW (e
α ⊗ v, x)(eβ ⊗ w) ∈ V(h,L)(U)((x)).
Third, YW (e
0 ⊗ 1, x) = 1 and when U = M(1) we also have
Y (eα ⊗ u, x)(e0 ⊗ 1) = eα ⊗E−(−α, x)Y (u, x)1 ∈ V(h,L)[[x]]
with
lim
x→0
Y (eα ⊗ u, x)(e0 ⊗ 1) = eα ⊗ u.
Next, we show that the Jacobi identity holds. Let α, β, γ ∈ L, u, v ∈M(1), w ∈ U .
Using definition and formulas we have
YW (e
α ⊗ u, x1)YW (e
β ⊗ v, x2)(e
γ ⊗ w)
= YW (e
α ⊗ u, x1)
(
ε(β, γ)eβ+γ ⊗ x〈β,γ〉2 E
−(−β, x2)YU(∆¯(γ, x2)v, x2)∆¯(β,−x2)w
)
= ε(α, β + γ)ε(β, γ)eα+β+γ ⊗ x〈α,β+γ〉1 x
〈β,γ〉
2 E
−(−α, x1) ·
·YU(∆¯(β + γ, x1)u, x1)∆¯(α,−x1)E
−(−β, x2)YU(∆¯(γ, x2)v, x2)∆¯(β,−x2)w
= ε(α, β + γ)ε(β, γ)eα+β+γ ⊗ x〈α,β+γ〉1 x
〈β,γ〉
2 E
−(−α, x1)YU(∆¯(β + γ, x1)u, x1) ·
·(1− x2/x1)
〈α,β〉E−(−β, x2)YU(∆¯(α,−x1 + x2)∆¯(γ, x2)v, x2)∆¯(α,−x1)∆¯(β,−x2)w
By (3.4) we have
YU(∆¯(β + γ, x1)u, x1)E
−(−β, x2)
= E−(−β, x2)YU(∆¯(β, x1 − x2)∆¯(−β, x1)∆¯(β + γ, x1)u, x1)
= E−(−β, x2)YU(∆¯(β, x1 − x2)∆¯(γ, x1)u, x1).
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Then
YW (e
α ⊗ u, x1)YW (e
β ⊗ v, x2)(e
γ ⊗ w)
= ε(α, β + γ)ε(β, γ)eα+β+γ ⊗ x〈α,γ〉1 x
〈β,γ〉
2 (x1 − x2)
〈α,β〉E−(−α, x1)E
−(−β, x2) ·
·YU(∆¯(β, x1 − x2)∆¯(γ, x1)u, x1)YU(∆¯(α,−x1 + x2)∆¯(γ, x2)v, x2)∆¯(α,−x1)∆¯(β,−x2)w.
This also shows
YW (e
β ⊗ v, x2)YW (e
α ⊗ u, x1)(e
γ ⊗ w)
= ε(β, α+ γ)ε(α, γ)eα+β+γ ⊗ x〈α,γ〉1 x
〈β,γ〉
2 (x2 − x1)
〈β,α〉E−(−α, x1)E
−(−β, x2) ·
·YU(∆¯(α, x2 − x1)∆¯(γ, x2)v, x2)YU(∆¯(β,−x2 + x1)∆¯(γ, x1)u, x1)∆¯(α,−x1)∆¯(β,−x2)w
= ε(α, β)ε(α+ β, γ)eα+β+γ ⊗ x〈α,γ〉1 x
〈β,γ〉
2 (−x2 + x1)
〈β,α〉E−(−α, x1)E
−(−β, x2) ·
·YU(∆¯(α, x2 − x1)∆¯(γ, x2)v, x2)YU(∆¯(β,−x2 + x1)∆¯(γ, x1)u, x1)∆¯(α,−x1)∆¯(β,−x2)w,
where ε(β, α+ γ)ε(α, γ) = (−1)〈α,β〉ε(α, β)ε(α+ β, γ). On the other hand, we have
YW
(
Y (eα ⊗ u, x0)(e
β ⊗ v), x2
)
(eγ ⊗ w)
= YW (ε(α, β)e
α+β ⊗ x〈α,β〉0 E
−(−α, x0)Y (∆¯(β, x0)u, x0)∆¯(α,−x0)v, x2)(e
γ ⊗ w)
= ε(α+ β, γ)ε(α, β)eα+β+γ ⊗ x〈α,β〉0 x
〈α+β,γ〉
2 E
−(−α− β, x2) ·
·YU
(
∆¯(γ, x2)E
−(−α, x0)Y (∆¯(β, x0)u, x0)∆¯(α,−x0)v, x2
)
∆¯(α + β,−x2)w
= ε(α+ β, γ)ε(α, β)eα+β+γ ⊗ x〈α,β〉0 x
〈α+β,γ〉
2 E
−(−α− β, x2)(1 + x0/x2)
〈α,γ〉 ·
·YU
(
E−(−α, x0)∆(γ, x2)Y (∆¯(β, x0)u, x0)∆¯(α,−x0)v, x2
)
∆¯(α + β,−x2)w
= ε(α+ β, γ)ε(α, β)eα+β+γ ⊗ x〈α,β〉0 x
〈β,γ〉
2 E
−(−α− β, x2)(x2 + x0)
〈α,γ〉 ·
·YU
(
E−(−α, x0)Y (∆¯(γ, x2 + x0)∆¯(β, x0)u, x0)∆¯(γ, x2)∆¯(α,−x0)v, x2
)
·
·∆¯(α + β,−x2)w
= ε(α+ β, γ)ε(α, β)eα+β+γ ⊗ x〈α,β〉0 x
〈β,γ〉
2 E
−(−α− β, x2)(x2 + x0)
〈α,γ〉E−(−α, x0 + x2) ·
·E−(α, x2)YU
(
Y (∆¯(γ, x2 + x0)∆¯(β, x0)u, x0)∆¯(γ, x2)∆¯(α,−x0)v, x2
)
·
·∆¯(−α,−x2)∆¯(α,−x2 − x0)∆¯(α + β,−x2)w
= ε(α+ β, γ)ε(α, β)eα+β+γ ⊗ x〈α,β〉0 x
〈β,γ〉
2 (x2 + x0)
〈α,γ〉E−(−β, x2)E
−(−α, x0 + x2) ·
·YU
(
Y (∆¯(γ, x2 + x0)∆¯(β, x0)u, x0)∆¯(γ, x2)∆¯(α,−x0)v, x2
)
·
·∆¯(α,−x2 − x0)∆¯(β,−x2)w.
Set
A = ∆¯(γ, x1)∆¯(β, x0)u, B = ∆¯(γ, x2)∆¯(α,−x0)v ∈M(1)[x
±1
1 , x
±1
2 , x
±1
0 ],
C = ∆¯(α,−x1)∆¯(β,−x2)w ∈ U [x
±1
1 , x
±1
2 ].
We have the following Jacobi identity
x−10 δ
(
x1 − x2
x0
)
YU(A, x1)YU(B, x2)C − x
−1
0 δ
(
x2 − x1
−x0
)
YU(B, x2)YU(A, x1)C
= x−11 δ
(
x2 + x0
x1
)
YU(Y (A, x0)B, x2)C.
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Using this and delta-function substitutions we obtain the Jacobi identity as desired.
This proves the assertions on vertex algebra structure and module structure. It
follows from (3.11) that M(1) is a vertex subalgebra with e0 ⊗ v identified with v
for v ∈M(1). Furthermore, by (3.14) (cf. (3.11)) we have
hW (n)(e
β ⊗ w) = eβ ⊗ h(n)w for n 6= 0, (3.15)
hW (0)(e
β ⊗ w) = eβ ⊗ (〈β, h〉+ h(0))w (3.16)
for h ∈ h, α, β ∈ L, where YW (h, x) =
∑
n∈Z hW (n)x
−n−1.
Assume that U is an irreducible hˆ-module. In view of Lemma 3.1, there exists
λ ∈ h such that h(0) acts as scalar 〈λ, h〉 on U for h ∈ h. Furthermore, h(0) acts on
Ceα ⊗ U as scalar 〈λ + α, h〉 for α ∈ L. Consequently, Ceα ⊗ U for α ∈ L are non-
isomorphic irreducible hˆ-submodules of V(h,L)(U). Furthermore, for α, β ∈ L, w ∈ U
we have
YW (e
α, x)(eβ ⊗ w) = ε(α, β)eα+β ⊗ x〈α,β〉E−(−α, x)E+(−α, x)xα(0)w,
which gives
x−α(0)E+(α, x)
(
E−(α, x)YW (e
α, x)(eβ ⊗ w)
)
= ε(α, β)eα+β ⊗ x〈α,β〉w.
Then for every β ∈ L, 0 6= w ∈ U , eβ ⊗ w generates V(h,L)(U) as an V(h,L)-module.
It now follows that V(h,L)(U) is an irreducible V(h,L)-module.
Remark 3.7. Let V be a simple vertex algebra containingM(1) (associated to some
h) as a vertex subalgebra such that V as an M(1)-module is a direct sum of non-
isomorphic irreducible modules M(1) ⊗ Ceα with α ∈ S, where S is a (nonempty)
subset of h. It was proved in [LX] that S is an (additive) subgroup equipped with
a function ε : S × S → C×, satisfying all the conditions (3.5)—(3.8), such that
(3.12) holds for α, β ∈ S. Now, Theorem 3.6 provides the existence of such a simple
vertex algebra. On the other hand, it is straightforward to see that cohomologous
cocycles ε give rise to isomorphic vertex algebras. If we restrict ourselves to finitely
generated vertex algebras, then S is finitely generated. As S, a subgroup of h, is
torsion-free, S is a finite rank free group. It follows from [FLM] (Chapter 5) that
all the 2-cocycles ε : S × S → C× satisfying (3.6)—(3.8) are cohomologous.
Lemma 3.8. Let W be any irreducible V(h,L)-module. Then W is an hˆ-module with
h(x) = YW (h, x) for h ∈ h, satisfying Condition CL.
Proof. With M(1) as a vertex subalgebra of V(h,L), W is a module for vertex algebra
M(1), so that W is a restricted hˆ-module of level 1. By Lemma 3.15 of [DLM2],
there exists a nonzero vector w ∈ W such that
α(n)w = 0 for α ∈ L, n ≥ 1.
For the rest of the proof we follow Dong’s arguments in [D]. Let α be any nonzero
element of L. As V(h,L) is simple, from [DL], we have Y (e
α, x)w 6= 0. Assume that
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eαkw 6= 0 and e
α
mw = 0 for m > k. From the relation
d
dx
eα(x)w = α(x)eα(x)w,
extracting the coefficients of x−k−2 we obtain (−k−1)eαkw = α(0)e
α
kw. That is, e
α
kw
is an eigenvector of α(0) with integer eigenvalue −k − 1. We have
[α(m), h(n)] = m〈α, h〉δm+n,0, [α(m), e
β
n] = 〈α, β〉e
β
m+n
for h ∈ h, β ∈ L, m, n ∈ Z. As W is irreducible, eαkw generates W by operators
h(m), eβm for h ∈ h, β ∈ L, m ∈ Z. Then it follows that α(0) acts semisimply on W
with only integer eigenvalues and that α(n) for n ≥ 1 act locally nilpotently.
Let {α1, . . . , αr} ⊂ L be such that {α1, . . . , αr} is a basis for the subspace
CL of h. Then extend {α1, . . . , αr} to a basis {α1, . . . , αr, u1, . . . , us} of h. Let
{β1, . . . , βr, v1, . . . , vs} be the dual basis. Set
Lo = {λ ∈ h | 〈α, λ〉 ∈ Z for all α ∈ L}. (3.17)
Consider subalgebras of hˆ:
L0 =
r∑
i=1
∑
n≥1
(Cαi(n) + Cβi(−n)) + Ck,
L1 =
s∑
j=1
∑
n≥1
(Cuj(n) + Cvj(−n)) + Ck.
Then hˆ = (L0 + L1)⊕ h(0) with L0, L1, and h(0) mutually commuting. If CL = h,
we have L1 = Ck and if L = 0, we have L0 = Ck. Otherwise, L0 and L1 are
infinite-dimensional Heisenberg algebras.
Let M0(1) (= C[βi(−n) | 1 ≤ i ≤ d, n ≥ 1] as a vector space) denote the
canonical irreducible L0-module of level 1 on which αi(n) acts locally nilpotent for
1 ≤ i ≤ r, n ≥ 1. Let U1 be an irreducible L1-module of level 1 which is restricted
in the sense that for every w ∈ U1 and 1 ≤ j ≤ s, uj(n)w = 0 for n sufficiently
large. Let λ ∈ Lo and denote by Ceλ (where eλ is just a symbol) the 1-dimensional
h(0)-module with h(0) acting as scalar 〈λ, h〉 for h ∈ h. Set
M(1, λ, U1) = Ce
λ ⊗ U1 ⊗M0(1).
Then M(1, λ, U1) is an hˆ-module of level 1 with h(0) acting on Ce
λ, L1 acting on U1,
and L0 acting on M0(1).
Proposition 3.9. The defined hˆ-module M(1, λ, U1) satisfies Condition CL and is
irreducible. On the other hand, every irreducible hˆ-module satisfying Condition CL
is isomorphic to M(1, λ, U1) for some λ ∈ Lo and some irreducible restricted L1-
module U1 of level 1.
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Proof. It is evident that M(1, λ, U1) satisfies Condition CL. Notice that the Schur
lemma holds for the L0-module M0(1) as M0(1) is of countable dimension over C.
Then it follows that M(1, λ, U1) is an irreducible hˆ-module. Let U be an irreducible
hˆ-module satisfying Condition CL. By Theorem 2.7, U viewed as an L0-module is
completely reducible with each irreducible submodule isomorphic to M0(1). Conse-
quently, U = M0(1)⊗U
1, where U1 = HomL0(M0(1), U) is naturally an (L1+ h(0))-
module of level 1. With U an irreducible restricted hˆ-module, U1 irreducible and
restricted. As h(0) is central in hˆ and commutes with L1, there exists λ ∈ h such
that h(0) acts as scalar 〈λ, h〉 on U1 for h ∈ h, and U1 is an irreducible L1-module
of level 1. From Condition CL, we have 〈λ, αi〉 ∈ Z for 1 ≤ i ≤ r. Thus λ ∈ Lo.
Taking U1 = U
1 viewed as an L1-module, we have U ≃M(1, λ, U1).
Let λ ∈ Lo and U1 an irreducible restricted L1-module of level 1. In view of
Proposition 3.9 and Theorem 3.6, we have an irreducible V(h,L)-module V(h,L)(U)
with U =M(1, λ, U1). We denote this module by V(h,L)(λ, U1), where
V(h,L)(λ, U1) = Ce
λ ⊗ C[L]⊗ U1 ⊗M0(1)
as a vector space. Set
u(0) = Cu1(0)⊕ · · · ⊕ Cus(0) ⊂ h(0) ⊂ hˆ.
Theorem 3.10. Let W be an irreducible V(h,L)-module on which u(0) acts semisim-
ply. Then W is isomorphic to V(h,L)(λ, U1) for some λ ∈ Lo and for some irreducible
restricted L1-module U1 of level 1.
Proof. For λ ∈ h, set
Wλ = {w ∈ W | h(0)w = 〈λ, h〉w for h ∈ h}.
Because α1(0), . . . , αr(0) are semisimple by Lemma 3.8 and u(0) is assumed to be
semisimple, we have W =
∐
λ∈hWλ. As [h(0), hˆ] = 0, Wλ are hˆ-submodules of W .
For α ∈ L, h ∈ h, v ∈M(1), we have
[h(0), YW (e
α ⊗ v, x)] = YW (h(0)(e
α ⊗ v), x) = 〈h, α〉YW (e
α ⊗ v, x).
Consequently,
YW (e
α ⊗ v, x)Wλ ⊂Wλ+α[[x, x
−1]] (3.18)
for α ∈ L, v ∈ M(1), λ ∈ h. Suppose that Wλ0 6= 0 and let 0 6= w ∈ Wλ0 .
By a result of [DM] and [Li1], the linear span of {amw | a ∈ V(h,L), m ∈ Z} is a
V(h,L)-submodule of W . Consequently,
W = span{amw | a ∈ V(h,L), m ∈ Z}.
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Combining this with (3.18) and the decomposition W =
∐
λ∈hWλ, we get
Wλ0 = span{vmw | v ∈M(1), m ∈ Z} and W =
∐
α∈L
Wλ0+α.
It follows that Wλ0 is an irreducible module for M(1) viewed as a vertex algebra.
As h generates M(1) as a vertex algebra, Wλ0 is an irreducible hˆ-module. In view of
Lemma 3.8,Wλ0 satisfies Condition CL. We are going to prove thatW ≃ V(h,L)(Wλ0).
Let α ∈ L. We have
d
dx
YW (e
α, x) = YW (L(−1)e
α, x) = YW (α(−1)e
α, x)
= α(x)+YW (e
α, x) + YW (e
α, x)α(x)−,
where α(x)+ =
∑
n<0 α(n)x
−n−1 and α(x)− =
∑
n≥0 α(n)x
−n−1. We also have
d
dx
E−(α, x) = −E−(α, x)α(x)+, and d
dx
E+(α, x)x−α(0) = −α(x)−E+(α, x)x−α(0).
Using these relations we obtain
d
dx
E−(α, x)YW (e
α, x)E+(α, x)x−α(0) = 0.
Then we set
Eα = E
−(α, x)YW (e
α, x)E+(α, x)x−α(0) ∈ EndCW.
Define a linear map ψ : V(h,L)(Wλ0)→W by
ψ(eα ⊗ u) = Eαu for α ∈ L, u ∈ Wλ0 . (3.19)
We are going to prove that ψ is a V(h,L)-module isomorphism.
First, we establish some properties for Eα with α ∈ L. For h ∈ h, we have
[h(0), Eα] = E
−(α, x)[h(0), YW (e
α, x)]E+(α, x)x−α(0) = 〈h, α〉Eα. (3.20)
As h(i)eα = δi,0〈h, α〉eα for i ≥ 0, we have
[h(n), YW (e
α, x)] = 〈h, α〉xnYW (e
α, x) for n ∈ Z.
If n > 0, from [FLM] (Proposition 4.1.1) we also have
[h(n), E−(α, x)] = −〈h, α〉xnE−(α, x),
[h(n), E+(α, x)] = 0 = [h(n), α(0)].
Then we get [h(n), Eα] = 0. Similarly, we have [Eα, h(n)] = 0 for h ∈ h, n < 0.
From the definition of Eα we have
YW (e
α, x) = E−(−α, x)E+(−α, x)Eαx
α(0). (3.21)
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For α, β ∈ L, from (3.12) we have
eα−〈α,β〉−1e
β = ε(α, β)eα+β and eαme
β = 0 for m ≥ −〈α, β〉.
Let 0 6= w ∈ Wλ0 be such that γ(n)w = 0 for γ ∈ L, n ≥ 1. Using (3.21) we have
eγ−〈γ,λ0〉−1w = Eγw and e
γ
mw = 0 for γ ∈ L, m ≥ −〈γ, λ0〉.
In particular, this is true for γ = α, or β. Combining this with Jacobi identity we
get
(x0 + x2)
−〈α,λ0〉YW (e
α, x0 + x2)YW (e
β , x2)w = (x2 + x0)
−〈α,λ0〉YW (Y (e
α, x0)e
β, x2)w.
Then by applying Resx0Resx2x
−〈α,β〉−1
0 x
−〈β,λ0〉−1
2 we obtain
EαEβ = ε(α, β)Eα+β. (3.22)
Finally, we are ready to finish the proof. We have
ψ(h(0)(eα ⊗ u)) = 〈α, h〉Eαu+ Eαh(0)u = h(0)Eαu = h(0)ψ(e
α ⊗ u).
Then ψ is an hˆ-module homomorphism. Furthermore, we have
ψ
(
YW (e
α, x)(eβ ⊗ u)
)
= ψ
(
ε(α, β)eα+β ⊗ x〈α,β〉E−(−α, x)E+(−α, x)xα(0)u
)
= ε(α, β)x〈α,β〉Eα+βE
−(−α, x)E+(−α, x)xα(0)u
= x〈α,β〉EαEβE
−(−α, x)E+(−α, x)xα(0)u
= E−(−α, x)E+(−α, x)Eαx
α(0)Eβu
= YW (e
α, x)ψ(eβ ⊗ u).
As h and eα (α ∈ L) generate V(h,L) as a vertex algebra, ψ is a V(h,L)-module isomor-
phism.
Proposition 3.11. Let λ1, λ2 ∈ Lo and let U1 and U2 be irreducible restricted L1-
modules of level 1. Then V(h,L)(λ1, U1) ≃ V(h,L)(λ2, U2) if and only if λ1+L = λ2+L
and U1 ≃ U2.
Proof. Note that for each α ∈ L, Ceα ⊗ Ceλi ⊗ Ui ⊗M0(1) is an hˆ-submodule of
V(h,L)(λi, Ui) and
Ceα ⊗ Ceλi ⊗ Ui ⊗M0(1) ≃ Ce
λi+α ⊗ Ui ⊗M0(1) =M(1, λi + α, Ui).
We see that the set of h(0)-weights of V(h,L)(λi, Ui) is λi + L. If V(h,L)(λ1, U1) ≃
V(h,L)(λ2, U2), we must have λ1 + L = λ2 + L and U1 ⊗ M0(1) ≃ U2 ⊗ M0(1) as
(L0 + L1)-modules, which implies that U1 ≃ U2.
On the other hand, assume λ1 +L = λ2 +L and U1 = U2. Then λ1 = λ2 + γ for
some γ ∈ L. Define a linear isomorphism θ : V(h,L)(λ1, U1)→ V(h,L)(λ2, U2) by
θ(eβ ⊗ eλ1 ⊗ w) = ε(β, γ)(eβ+γ ⊗ eλ2 ⊗ w)
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for β ∈ L, w ∈ U1 ⊗M0(1). It is clear that θ is an hˆ-module isomorphism. Further-
more, for α ∈ L, we have
θ(YW (e
α, x)(eβ ⊗ eλ1 ⊗ w))
= θ
(
ε(α, β)eα+β ⊗ x〈α,β+λ1〉eλ1 ⊗ E−(−α, x)E+(−α, x)w
)
= ε(α, β)ε(α+ β, γ)eα+β+γ ⊗ x〈α,β+λ1〉eλ2 ⊗E−(−α, x)E+(−α, x)w
= ε(α, β + γ)ε(β, γ)eα+β+γ ⊗ x〈α,β+γ+λ2〉eλ2 ⊗ E−(−α, x)E+(−α, x)w
= YW (e
α, x)θ(eβ ⊗ eλ1 ⊗ w).
Since h and eα for α ∈ L generate V(h,L) as a vertex algebra, θ is a V(h,L)-module
homomorphism.
Remark 3.12. Assume that L is a nondegenerate even lattice with h = C ⊗Z L.
Let U be an hˆ-module satisfying Condition CL. Then for any h ∈ h, n ≥ 1, h(n)
is locally nilpotent and h(0) is semisimple on U . It follows that U is completely
reducible. Since α(0) for α ∈ L are assumed to have only integer eigenvalues, U
is a direct sum of irreducible modules isomorphic to M(1) ⊗ Ceβ for β ∈ Lo. If
U is irreducible, we have U = M(1) ⊗ Ceβ for some β ∈ Lo. Thus Theorem 3.6
recovers the corresponding results of [FLM] with a different proof. In this case, the
assumption in Theorem 3.10 that u(0) is semisimple is vacuous. Then we recover
Dong’s corresponding result in [D] (cf. [DLM2], [LL]).
Remark 3.13. Let (h, L) be a pair as in Theorems 3.6 and 3.10 such that CL 6= h.
In this case, L1 is infinite-dimensional and from Section 2 there are many irreducible
restricted L1-modules of level 1 besides the one on the polynomial algebra, which
give rise to families of irreducible V(h,L)-modules.
4 A characterization of vertex algebras V(h,L) with
〈·, ·〉|L = 0
In this section we study vertex algebras V(h,L) with 〈·, ·〉|L = 0. In this case, we give
a characterization of the vertex algebras in terms of a certain affine Lie algebra.
Let h be a finite-dimensional vector space equipped with a nondegenerate sym-
metric bilinear form 〈·, ·〉 and let L ⊂ h a free abelian group with 〈α, β〉 = 0 for
α, β ∈ L. View h and the group algebra C[L] as abelian Lie algebras. Let h act on
C[L] by
h · eα = 〈h, α〉eα for h ∈ h, α ∈ L.
Then h acts on C[L] (viewed as a Lie algebra) by derivations. Form the cross product
Lie algebra p = h⋉ C[L] and extend the bilinear form on h to p by
〈h+ u, h′ + v〉 = 〈h, h′〉 for h, h′ ∈ h, u, v ∈ C[L]. (4.1)
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This form is symmetric and invariant. Then we have an affine Lie algebra
pˆ = p⊗ C[t, t−1]⊕ Ck,
where k is central and
[h(m), h′(n)] = m〈h, h′〉δm+n,0k,
[h(m), eα(n)] = 〈h, α〉eα(m+ n),
[eα(m), eβ(n)] = 0
for h, h′ ∈ h, α, β ∈ L, m, n ∈ Z. Let ℓ be a complex number. Denote by Cℓ the
1-dimensional (p ⊗ C[t] + Ck)-module C with p ⊗ C[t] acting trivially and with k
acting as scalar ℓ. Form the induced pˆ-module
Vpˆ(ℓ, 0) = U(pˆ)⊗U(p⊗C[t]+Ck) Cℓ.
We identify p as a subspace of Vpˆ(ℓ, 0) through the linear map a 7→ a(−1)1, where
1 = 1⊗1. In particular, we identify α with α(−1)1 and eα with eα(−1)1 for α ∈ L.
Then there exists a vertex algebra structure on Vpˆ(ℓ, 0) with 1 as the vacuum vector
and with Y (a, x) = a(x) for a ∈ p (cf. [LL]). Recall that D is the linear operator on
Vpˆ(ℓ, 0) defined by Dv = v−21. Note that the normalized 2-cocycle ε : L× L→ C×
defined in Remark 3.4 is trivial in the sense that ε(α, β) = 1 for all α, β ∈ L.
Theorem 4.1. The vertex algebra V(h,L) is isomorphic to the quotient vertex algebra
of Vpˆ(1, 0) modulo the ideal J generated by the elements
e0 − 1, eα−1e
β − eα+β , Deα − α(−1)eα for α, β ∈ L.
Proof. First, we show that V(h,L) is a pˆ-module of level 1 with h(x) = Y (h, x) and
eα(x) = Y (eα, x) for h ∈ h, α ∈ L. We know that V(h,L) is an hˆ-module of level 1
with h(x) = Y (h, x). For α, β ∈ L, since 〈α, β〉 = 0, we have
Y (eα, x)eβ = E−(−α, x)E+(−α, x)eαxα(0) · eβ = E−(−α, x)eα+β,
which contains only nonnegative powers of x, so that
[Y (eα, x1), Y (e
β, x2)] = 0.
For h ∈ h, since h(n)eα = δn,0〈h, α〉eα for n ≥ 0, we have
[Y (h, x1), Y (e
α, x2)] = 〈h, α〉x
−1
2 δ
(
x1
x2
)
Y (eα, x2).
Then V(h,L) is a pˆ-module of level 1. Clearly, 1 generates V(h,L) as a pˆ-module with
a(n)1 = 0 for a ∈ p, n ≥ 0. It follows that there exists a unique pˆ-module homomor-
phism ψ from Vpˆ(1, 0) onto V(h,L), sending the vacuum vector to the vacuum vector.
That is, ψ(1) = 1 and
ψ(amv) = amψ(v) for a ∈ p, v ∈ Vpˆ(1, 0), m ∈ Z.
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As p generates Vpˆ(1, 0) as a vertex algebra, it follows that ψ is a vertex algebra
homomorphism. It is easy to see that the following relations hold in V(h,L):
e0 = 1, eα−1e
β = eα+β, Deα = eα−21 = α(−1)e
α for α ∈ L,
so that the kernel of ψ contains the ideal J . Set V = Vpˆ(1, 0)/J (the quotient vertex
algebra). Due to the linear map ψ, the linear map a ∈ p 7→ a(−1)1 ∈ V is also
injective, so that p can be identified as a subspace of V . Set
K =
∑
α∈L
U(hˆ)eα ⊂ V.
We shall show thatK = V by proving thatK is a vertex subalgebra of V , containing
all the generators. As [D, h(m)] = −mh(m−1) for h ∈ h, m ∈ Z andDeα = α(−1)eα
for α ∈ L, we see that DK ⊂ K. For α, β ∈ L, we have eαne
β = 0 for n ≥ 0 and
eα−1e
β = eα+β . For n ≥ 1, we have
neα−n−1e
β = [D, eα−n]e
β = Deα−ne
β − eα−nDe
β = Deα−ne
β − eα−nβ(−1)e
β
= (D − β(−1))eα−ne
β,
noting that [β(−1), eαm] = 0 for m ∈ Z. It follows from induction that e
α
−n−1e
β ∈ K
for n ≥ 0. Thus
eαme
β ∈ K for α, β, m ∈ Z.
For h ∈ h, α ∈ L, m, n ∈ Z, we have
eαmh(n) = h(n)e
α
m + 〈α, h〉e
α
m+n.
Again, it follows from induction that eαmK ⊂ K form ∈ Z. Thus K is a pˆ-submodule
of V , containing the vacuum vector 1. Consequently, K = V . For α ∈ L, U(hˆ)eα
is an irreducible hˆ-module of level 1, which is isomorphic to M(1) ⊗ Ceα. Then it
follows that ψ is an isomorphism.
Proposition 4.2. For any V(h,L)-module (W,YW ), W is a restricted pˆ-module of
level 1 with a(x) = YW (a, x) for a ∈ p, satisfying the condition that
e0(x) = 1, eα+β(x) = eα(x)eβ(x),
d
dx
eα(x) = α(x)eα(x) (4.2)
for α ∈ L. On the other hand, if W is a restricted pˆ-module of level 1, satisfying the
above condition, then there exists a V(h,L)-module structure YW such that YW (a, x) =
a(x) for a ∈ p.
Proof. Let (W,YW ) be a V(h,L)-module. Then W is naturally a Vpˆ(1, 0)-module. We
have
e0(x) = YW (e
0, x) = YW (1, x) = 1,
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ddx
eα(x) =
d
dx
YW (e
α, x) = YW (De
α, x) = YW (α(−1)e
α, x) = YW (α, x)YW (e
α, x)
= α(x)eα(x),
eα(x)eβ(x) = YW (e
α, x)YW (e
β, x) = YW (e
α
−1e
β , x) = YW (e
α+β , x) = eα+β(x).
Conversely, let W be a restricted pˆ-module of level 1, satisfying the conditions.
Then W is a Vpˆ(1, 0)-module with YW (a, x) = a(x) for a ∈ p. We have
YW (e
0 − 1, x) = e0(x)− 1 = 0,
YW (e
α
−1e
β − eα+β , x) = YW (e
α, x)YW (e
β, x)− YW (e
α+β, x)
= eα(x)eβ(x)− eα+β(x) = 0,
YW (De
α − α(−1)eα, x) =
d
dx
YW (e
α, x)− YW (α, x)YW (e
α, x)
=
d
dx
eα(x)− α(x)eα(x) = 0.
Then W is naturally a module for the quotient vertex algebra Vpˆ(1, 0)/J , where J
is the ideal generated by the vectors
e0 − 1, eα−1e
β − eα+β, Deα − α(−1)eα
for α, β ∈ L. In view of Theorem 4.1, W is a V(h,L)-module.
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