In order to enhance the presented synchronization scheme level, this paper deals with the synchronization problem of a class of bidirectional associative memory (BAM) neural networks with delays. Using the drive-response concept, a feedback control law is derived to achieve the state synchronization of two identical BAM neural networks. Moreover, based on the Lyapunov stability method and the Halanay inequality lemma, two delay-independent sufficient exponential synchronization conditions are derived. The results in the present study provide new insights into the exponential synchronization of BAM neural networks. An example is given to show the effectiveness of the obtained results.
INTRODUCTION
In [1] [2] [3] , Kosko proposed a new class of networks which were called bidirectional associative memory (BAM) networks. The models generalized the singlelayer auto-associative Hebbian correlator to a two-layer pattern-matched heteroassociative circuits. Therefore, this class of networks has good application perspective in pattern recognition. Since time delays inevitably occur in electronic neural networks owing to the unavoidable finite switching speed of amplifiers, the stability analysis for the delayed BAM neural networks has received considerable attention.
Recently, BAM neural networks with axonal signal transmission delays have been widely studied and most of these studies involved various dynamical behaviors such as stability [4] [5] [6] , periodic oscillation [7, 8] , and bifurcation [9, 10] . In [4] , the delay-dependent global robust stability was studied for a class of uncertain stochastic delayed neural networks of neutral-type with discrete and distributed delays. In [8] , several sufficient conditions were obtained for the existence and global exponential stability of the anti-periodic solution of BAM neural networks, by using the fundamental solution matrix of coefficients and Lyapunow function. In [10] , the Hopf bifurcation generated by varying the interaction parameter was investigated for a neural network modeled by a scalar delay differential equation.
Chaos synchronization has attracted increasing attentions in both theory and applications since its introduction by Pecora and Carroll in 1990 [11, 12] .
Recently, the synchronization of coupled chaotic systems has been received considerable attention in the last decade due to its potential applications in many different areas including secure communication, chemical reaction and information science. A wide variety of approaches have been proposed for the synchronization of chaotic systems which include impulsive control method [13] [14] [15] , adaptive design control [16, 17] , feedback control [18] , and so on.
Since artificial neural networks can exhibit some complicated dynamics and even chaotic behaviors [19] , synchronization of chaotic neural networks has also become an important area of study. Hence, it has attracted many scholars to study the synchronization of chaotic neural networks [20] [21] [22] [23] . In [20] , Cao and Lu proposed a simple adaptive feedback scheme for the synchronization of coupled uncertain neural networks with or without time-varying delay based on the invariant principles of functional differential equations. In [21] , the problem of global exponential synchronization between two identical chaotic delayed neural networks was considered via output or state coupling. In [22] , Wu and Park studied the problem of synchronization of discrete-time neural networks with time-delays under unreliable communication links. In [23] , an integral sliding mode control (SMC) approach is presented to investigate the projective synchronization of non-identical chaotic neural networks with mixed time delays. However, there are few studies in the synchronization issue for the delayed BAM neural networks.
The aim of this paper is to investigate the synchronization problem for a class of delayed BAM neural networks through feedback control. More precisely, in this paper, the synchronization of BAM neural networks with delays is studied based on the Lyapunov stability theory and the Halanay inequality lemma, and some simple generic conditions for global exponential synchronization of the neural networks is derived. The synchronization conditions are in the form of a few algebraic inequalities, which are very convenient to verify.
The layout of this paper is as follows. Section 2 describes the delayed BAM neural networks considered in this paper and defines the exponential synchronization problem of the drive-response BAM neural networks. In Section 3, we derive a control law to solve the synchronization problem, introduce some preliminaries and establish several sufficient criteria for the exponential synchronization. In Section 4, an illustrate example is given to validate the effectiveness of our results. Finally, conclusions are drawn in Section 5.
Notations 
II. SYSTEMS DESCRIPTION AND SYNCHRONIZATION PROBLEM

A. Class of BAM Neural Networks
A class of BAM neural networks considered in this paper is described by the following delayed differential equations:
() ( ( )) ( ( )) , 1, 2,..., .
where () correspond to the finite speed of the axonal signal transmission; ji w , ij h are the connection weights, which denote the strengths of connectivity between the cells i and j at time t   and t   , respectively; j f , i g describe the manner in which the neurons respond to each other; i I , j J denote the ith and the jth component of an external input source introduced from outside the network to the cell i and j, respectively. The initial conditions of (1) are given by 
are bounded, and satisfy the Lipschitz condition with Lipschitz constants 0
, and the activation function j f , i g are sigmoid, then Eq. (1) describes the dynamics of BAM neural networks. From [20, 21] , we can easily demonstrate if the system's matrices
as well as the delay parameter  ,  are suitably chosen, then the system (1) will display a chaotic behavior. Therefore, we are concerned with the synchronization problem of this class of chaotic BAM neural networks.
B. Exponential Synchronization Problem
In order to observe the synchronization behavior in this class of BAM neural networks, we have two neural networks where the drive system with state variable denoted by i x , j y drives the response system having identical dynamical equations denoted by state variable i u , j v . However, the initial conditions on the drive system are different from those of the response system. Therefore, the neural networks with drive are described by the following equations:
() ( ( )) ( ( )) ( ), 1, 2,..., .
vt are the activations of the ith neurons and the jth neurons, respectively. The initial
the external control input that will be appropriately designed for an certain control objective. Definition 1. The system (1) and the uncontrolled system (2) (i.e. ( ) 0, ( ) 0 p t q t  in (2)) are said to be exponentially synchronized if there exist constants 1 r  , 1
Remark 2. Given a real symmetric matrix  , then  is positive definite if and only if all its eigenvalues are positive. Furthermore, it can be easily verified that
The exponential synchronization problem which we should consider here is to determine the control inputs () i pt, () j qt associated with the state-feedback for the purpose of exponentially synchronizing the two identical neural networks with the same system's parameters but the differences in initial conditions.
III. MAIN RESULTS
A. Controller Design
Let us define the synchronization error signal ( ) ( ) ( )
vt are the ith and jth state variable of the drive and response neural networks, respectively. Therefore, the error dynamics between (1) and (2) can be expressed by 1 1 () ( ( )) ( ( )) ( ), 1, 2,..., .
() ( ( )) ( ( )) ( ), 1, 2,..., . 
or by the following vector form:
() ( ( )) ( ( )) ( ).
x xy y yx de t C e t WF e t p t dt de t D e t HG e t q t dt ( ( )) ( ( )), ( ( )),..., ( ( )) , If the state variables of the drive system are used to drive the response system, then the control input vectors with state feedback are designed as follow:
 are the controller gain matrices and will be appropriately chosen for exponentially synchronizing both drive system and response system. With the control law (5), the error dynamics can be expressed by the following form: 
e t w f e t a e t i m dt de t d e t h g e t b e t j n dt
The vector form of the error dynamics can be expressed as:
() ( ( )) ( ( )) ( ). 
B. Exponential Synchronization Condition
In order to obtain our results, we need the following definitions and lemmas:
(Lyapunov-Krasovskii stability theorem [24] ) Consider the delayed differential equation: 
where V is the derivative of V along the solutions of the above delayed differential equation, then the solution 0 x  of this equation is uniformly asymptotically stable.
Here The exponential synchronization problem of systems (1) and (2) can be solved if the controller gain matrices are suitably designed. The exponential synchronization condition is established in the following main theorem. Theorem 1. For the drive-response neural networks (1) and (2) 
The inequality including a in (9) is derived from the facts of vector norm, matrix norm and from the inequality in Remark 2. Applying Lemma 2 to (9), it can be shown that if condition (7) holds, then ( ) ( sup ( )) (1), respectively. This completes the proof.
Remark 3. The sufficient condition for exponential synchronization of systems (1) and (2) is independent of the delay parameter but relies on the inequality of the system's parameters and the controller gain.
Theorem 2. For the drive-response neural networks (1) and (2) (11) where 1 r  , then the exponential synchronization of systems (1) and (2) 
By Lemma 3, we have the following inequalities: 
Substituting (14) and (15) (18) and (19) are depicted in Fig. 2 . Figure 1 . State trajectories of drive system (18) and response system (19) with controller (5) Remark 4. It should be noticed that the BAM neural networks (18) and (19) are not chaotic. In fact, the state trajectories of systems (18) and (19) are divergent according to Fig. 2 . In this example, the response system exponentially synchronizes with the drive system through the controller (5) . If there is no controller (5), the systems (18) and (19) will not exhibit synchronization, which can be seen from Fig. 3 and Fig. 4 . On the other hand, it has been revealed that if the network's parameters and time delays are appropriately chosen, the neural networks maybe exhibit chaotic behaviors. Our results can also be applied to the synchronization of chaotic BAM neural networks. Figure 4 . Synchronization errors between drive system (18) and response system (19) without controller (5) V. CONCLUSIONS
In this paper, based on the Lyapunov stability method, the Halanay inequality and the Young inequality, some criteria have been derived for the exponential synchronization of a class of BAM neural networks with delays. The positive definite controller gain matrices , xy  are designed to achieve synchronization and the proposed criteria are independent of the delay parameters. A numerical example is provided to illustrate the effectiveness of the derived results. Further simplification of the conditions is still quite possible, which will be investigated elsewhere.
