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Abstract
We consider superintegrability in classical mechanics in the presence of magnetic fields.
We focus on three–dimensional systems which are separable in Cartesian coordinates.
We construct all possible minimally and maximally superintegrable systems in this class
with additional integrals quadratic in the momenta. Together with the results of our
previous paper [J. Phys. A: Math. Theor. 50 (2017) 245202], where one of the additional
integrals was by assumption linear, we conclude the classification of three–dimensional
quadratically minimally and maximally superintegrable systems separable in Cartesian
coordinates. We also describe two particular methods for constructing superintegrable
systems with higher order integrals.
Keywords : integrability; superintegrability; higher order integrals; magnetic field.
1 Introduction
In this paper we investigate superintegrability of three dimensional systems that separate in
Cartesian coordinates in the presence of a magnetic field. We say that a mechanical system is
superintegrable if it is Liouville integrable and possesses additional independent integrals of
motion. Depending on their number we distinguish minimal superintegrability when only one
additional integral is present, and maximal superintegrability when the number of additional
integrals is the maximal possible, i.e. equal to the number of degrees of freedom minus one.
(In three spatial dimensions there is no other possibility.)
The study of superintegrability with magnetic fields was initiated in [1] and subsequently
followed in both two spatial dimensions [2, 3, 4, 5] and three spatial dimensions [6, 7, 8, 9, 10].
Also a relativistic version of the problem was recently considered, cf. [11]. Separability of
systems with magnetic fields was considered in the papers [12, 13].
It turns out that the presence of magnetic field significantly increases the complexity of
both calculations and structure of these systems. E.g., contrary to the case without magnetic
field separability in orthogonal coordinates and integrability with integrals at most quadratic
in the momenta are no longer equivalent, namely separability is stronger and implies the
existence of at least one integral linear in the momenta. Similarly, the explicit construction
of superintegrable systems and their classification become much harder when magnetic fields
are present.
In the present paper we attempt to approach the problem from a different viewpoint.
We exploit the fact that in certain situations the three–dimensional system can be rewritten
as effectively a two–dimensional one without magnetic field, thus generalizing the principal
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idea of [9]. In other cases we show that the existence of a quadratic integral necessarily
implies the existence of an integral in a particular simpler form, which makes our calculations
tractable. When the results of the present paper and [6, 7] are viewed together, they provide an
exhaustive list of three–dimensional quadratically minimally and maximally superintegrable
systems with magnetic fields separable in Cartesian coordinates.
We shall investigate the superintegrability of the system defined on the phase space R6,
with the canonical coordinates (~x, ~p), by
H(~x, ~p) =
1
2
((pA1 )
2 + (pA2 )
2 + (pA3 )
2) +W (~x) (1)
where W (~x) denotes the so called electrostatic or effective potential, pAj are the covariant
expressions for the momenta
pAj = pj +Aj(~x), j = 1, 2, 3, (2)
and Aj(~x) are the components of the vector potential. The magnetic field ~B is related to
~A(~x) through
~B(~x) = ∇× ~A(~x). (3)
Newtonian equations of motion and thus also the physical dynamics are gauge invariant, i.e.
depend only on B(~x) and ∇W (~x). However, in the Hamiltonian formulation gauge trans-
formations can be seen as canonical transformations (cf. [14], problem 11.25), namely they
alter the Hamiltonian, the corresponding Hamilton’s equations of motion and the Hamilton–
Jacobi equation in a prescribed way. Separation of variables in the Hamilton–Jacobi equation
is related to a specific choice of the coordinate system and is not preserved under canonical
transformations – on the contrary, one looks for a suitable canonical transformation such that
the system becomes separable after it. Since we are interested in systems that separate in
Cartesian coordinates, we find it preferable to work in a suitably chosen fixed gauge adapted
to the separation.
Furthermore, we will sometimes use canonical transformations to reduce to cyclic coordi-
nates corresponding to integrals. Also in this perspective, it is helpful to fix an appropriate
gauge. However, the final results, in particular the superintegrable systems found shall be
given in the gauge covariant form, so to express them in the most general way.
In gauge dependent form the Hamiltonian (1) reads
H(~x, ~p) =
1
2
(p21 + p
2
2 + p
2
3) +A1(~x)p1 +A2(~x)p2 +A3(~x)p3 + V (~x) (4)
where the gauge dependent “scalar” potential V (~x), i.e. the momentum–free term in (4), is
related to the gauge invariant electrostatic potential W (~x) via
V (~x) =W (~x) +
1
2
| ~A(~x)|2. (5)
There are only two cases in which the system (4) separates in Cartesian coordinates [13, 12],
up to a canonical permutation of the variables. Let us write them in both gauge dependent
and gauge covariant form:
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Case I
V (~x) = V1(x1) + V2(x2), ~A(~x) = (0, 0, u1(x2)− u2(x1)), (6)
therefore
~B(~x) = (u′1(x2), u
′
2(x1), 0), W (~x) = V1(x1) + V2(x2)−
1
2
(u1(x2)− u2(x1))
2 (7)
Case II
V (~x) = V1(x1), ~A(~x) = (0, u3(x1),−u2(x1)), (8)
thus
~B(~x) = (0, u′2(x1), u
′
3(x1)), W (~x) = V1(x1)−
1
2
(u3(x1)
2 + u2(x1)
2). (9)
In these two cases the system admits two Cartesian-type integrals, related to the separation
of variables:
X1 = (p
A
1 )
2 − 2(u2(x1)(p
A
3 − u1(x2) + u2(x1))− V1(x1))
= p21 − 2(u2(x1)p3 − V1(x1)),
X2 = (p
A
2 )
2 + 2(u1(x2)(p
A
3 − u1(x2) + u2(x1)) + V2(x2))
= p22 + 2(u1(x2)p3 + V2(x2)) (10)
for (6) and
X1 = p
A
2 − u3(x1) = p2,
X2 = p
A
3 − u2(x1) = p3 (11)
for (8).
Remark 1 X0 = p
A
3 − u1(x2) + u2(x1) = p3 is another integral of (7), though dependent on
the Hamiltonian and (10).
Minimal superintegrability due to the existence of another first order integral has been studied
in [6, 7]. Here we investigate the conditions for the existence of an additional integral of order
at least two for the systems (7), (9). We give an exhaustive list of systems for which an
additional second order integral exists, and are able to answer the question on the existence
of higher order integrals in special cases.
Sections 2 and 3 present two propositions for finding out whether certain classes of systems
are superintegrable by reducing to a two–dimensional (2D) problem without magnetic field.
In this way we also construct families of systems with higher order integrals. Next, in section
4 we address the problem of second order superintegrability. The determining equations for
second order integrals are given in gauge covariant form, together with their compatibility
conditions. In section 5 we give a necessary condition for second order superintegrability,
which is used in sections 6 and 7 to simplify the structure of the integral for the classes
(7), (9), respectively. With these simplifications at hand, the determining equations for the
integral can be solved. In section 9.1 we list the superintegrable systems so found; their
explicit derivation is rather technical and tedious and we review it in appendices A, B and C.
The special case in which the magnetic field is constant and the functions Vj in (7) and (9)
are at most quadratic polynomials is studied in section 8. Finally, in section 9.2 we discuss
the approaches to construction of higher order integrals.
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2 Minimal superintegrability for Case I when all the integrals
commute with one linear momentum
Let us consider the natural Hamiltonian systems on the phase space (x1, x2, p1, p2), for κ ∈ R,
κ 6= 0
Hκ0(x1, x2, p1, p2) =
1
2
(p21 + p
2
2) + κ(u1(x2)− u2(x1)) + V1(x1) + V2(x2). (12)
For the sake of clarity let us refer here to the Hamiltonian of Case I as to H. Since p3 is an
integral of motion for (6), by setting p3 = κ, H
κ
0 = H(x, y, z, p1, p2, κ) −
1
2κ
2. Both systems
have a pair of second order integrals corresponding to separation: Xj as in (10) for H and
clearly
Iκj = Xj(x1, x2, p1, p2, κ), j = 1, 2 (13)
for (12).
If (8) possesses any additional integralX3 independent of the variable x3, then I
κ
3 (x1, x2, p1, p2) =
X3(x1, x2, p1, p2, κ) would be an integral for (12). And vice versa, any additional integral I
κ
3
of (12), would correspond to an integral X3 of (8), obtained by simply replacing κ by p3, i.e.
X3(x1, x2, x3, p1, p2, p3) = I
p3
3 (x1, x2, p1, p2). Indeed,
{H,X3} =
2∑
i=1
(
∂Hp30
∂xi
∂Ip33
∂pi
−
∂Ip33
∂xi
∂Hp30
∂pi
)
+
1
2
{p23,X3} = 0, (14)
where { , } is the Poisson bracket on the phase space R6. The right hand side of the equality
is zero since both H and X3 do not depend on x3 and I
p3
3 is an integral of H
p3
0 . Thus, we
arrive at the following immediate conclusion
Proposition 1 Let us consider the Hamiltonian system defined by (1) on the phase space
(x1, x2, x3, p1, p2, p3) with magnetic field and effective potential as in (7). Such system admits
an additional independent integral I3 such that {I3, p3} = 0 if and only if (12) is superinte-
grable on the phase space (x1, x2, p1, p2).
Therefore all the systems of the form (7) that are minimally superintegrable, with an
additional integral independent of Cartesian coordinate, can be deduced from 2D natural
superintegrable systems of the form (12). And vice versa, every superintegrable system in
two degrees of freedom can be extended to a minimally superintegrable system in three degrees
of freedom with magnetic field. Superintegrable systems of the form (12) have been widely
studied. In particular they have been completely classified for integrals up to third order
[15]. Concerning higher order integrals, many examples are known, including the harmonic
oscillator and the caged oscillator [16, 17], and a wide class of so called exotic potentials [18,
19, 20].
2.1 Example: extension of 2D second order superintegrable systems
Table 1 contains all three dimensional systems that can be proven to be (at least) minimally
quadratically superintegrable by applying Proposition 1 to 2D superintegrable systems that
separate in Cartesian coordinates and have integrals at most quadratic. The list of 2D systems
is taken from [15], from which we consider only the systems on real phase space. To obtain
the most general family of systems (and recalling that the Hamiltonian must depend linearly
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on κ), we renamed all the parameters as cj = ajκ+ bj , aj not all vanishing, then set p3 = κ
and applied Proposition 1. The third integral, leading to superintegrability, can then be found
from the integral I3 of the 2D system, by substituting cj = ajp3 + bj . Since the dependence
on the cj is linear, the order of the so obtained integral remains quadratic.
2.2 Example: a family of higher order superintegrable systems from the
2D caged oscillator
Let us consider the two dimensional caged anisotropic oscillator
H0 =
1
2
(p21 + p
2
2) + ω(ℓ
2x21 +m
2x22) +
α
x21
+
β
x22
, (15)
for ω ∈ R \ {0}, ℓ,m non vanishing integers and α, β ∈ R. The system is well known
to be superintegrable if ℓ
m
rational [16, 17]. A first straightforward extension to a 3D
superintegrable system is given by
H =
1
2
(p21 + p
2
2 + p
2
3) + (ℓ
2x21 +m
2x22)p3 +
α
x21
+
β
x22
, (16)
that can be transformed into (15) by simply reducing p3 = ω.
A more general extension can be constructed as in the previous example. Let us set
ℓ2 = ℓ1κ+ ℓ2, α = α1κ+ α2
m2 = m1κ+m2, β = β1κ+ β2. (17)
The system (15) can then be seen as the 2D reduction of
H =
1
2
(p21 + p
2
2 + p
2
3) +
(
ω(ℓ1x
2
1 +m1x
2
2) +
α1
x21
+
β1
x22
)
p3 +
+ω(ℓ2x
2
1 +m2x
2
2) +
α2
x21
+
β2
x22
, (18)
by substituting p3 = κ. We obtain in this way the three dimensional integrable system (18)
that becomes superintegrable when the frequency ratio of (15) (where (17) has to be taken
into account) is a rational number, i.e. when
ℓ1p3 + ℓ2
m1p3 +m2
=
ℓ2
m2
,
ℓ
m
∈ Q, (19)
for every possible value of the phase space variable p3. Equivalently, (19) can be written as
(m2ℓ1 − ℓ
2m1)p3 +m
2ℓ2 −m2ℓ
2 = 0,
ℓ
m
∈ Q. (20)
The above equation contains a polynomial in p3 that must be identically zero. This is possible
only when the coefficient of each power of p3 vanishes. Namely, when
ℓ1
m1
=
ℓ2
m2
=
ℓ2
m2
,
ℓ
m
∈ Q. (21)
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Table 1: 3D (at least) minimally quadratically superintegrable extensions of 2D quadratically superintegrable systems that separate in
Cartesian coordinates. For the reader’s convenience, we give the Hamiltonian expressed in the gauge choice (6), but also the functions
uj and Vj that allow to find the magnetic field ~B and potential W as in the more general gauge invariant form (7). In the integrals,
~L denotes the angular momentum.
2D system and its third integral 3D system
E1:
H0 =
1
2 (p
2
1 + p
2
2) + c1(x
2
1 + x
2
2) +
c2
x2
1
+ c3
x2
2
I3 = L
2
3 + 2
(
c2
x2
2
x2
1
+ c3
x2
1
x2
2
) H =
1
2(p
2
1 + p
2
2 + p
2
3) +
(
a1(x
2
1 + x
2
2) +
a2
x2
1
+ a3
x2
2
)
p3 + b1(x
2
1 + x
2
2) +
b2
x2
1
+ b3
x2
2
u1(x2) = a1x
2
2 +
a3
x2
2
, u2(x1) = −a1x
2
1 −
a2
x2
1
V1(x1) = b1x
2
1 +
b2
x2
1
, V2(x2) = b1x
2
2 +
b3
x2
2
E2:
H0 =
1
2(p
2
1 + p
2
2) + c1(4x
2
1 + x
2
2) + c2x1 +
c3
x2
2
I3 = p2L3 − x
2
2(2c1x1 +
c2
2 ) + 2c3
x1
x2
2
H = 12(p
2
1 + p
2
2 + p
2
3) +
(
a1(4x
2
1 + x
2
2) + a2x1 +
a3
x2
2
)
p3 + b1(4x
2
1 + x
2
2) + b2x1 +
b3
x2
2
u1(x2) = a1x
2
2 +
a3
x2
2
, u2(x1) = −4a1x
2
1 − a2x1
V1(x1) = 4b1x
2
1 + b2x1, V2(x2) = b1x
2
2 +
b3
x2
2
E3:
H0 =
1
2(p
2
1 + p
2
2) + c1(x
2
1 + x
2
2) + c2x1 + c3x2
I3 = p1p2 + 2c1x1x2 + c2x2 + c3x1
H = 12 (p
2
1 + p
2
2 + p
2
3) +
(
a1(x
2
1 + x
2
2) + a2x1 + a3x2)
)
p3 + b1(x
2
1 + x
2
2) + b2x1 + b3x2
u1(x2) = a1x
2
2 + a3x2, u2(x1) = −a1x
2
1 − a2x1
V1(x1) = b1x
2
1 + b2x1, V2(x2) = b1x
2
2 + b3x2
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Thus, the family of systems (18) is superintegrable if and only its parameters satisfy (21) (and
in that case also (15) is superintegrable). For ℓj = mj = 0 for some j (not both j = 1, 2), the
previous condition reduces to
ℓj
mj
=
ℓ2
m2
,
ℓ
m
∈ Q.
For α1 = β1 = ℓ2 = m2 = 0 we have the simpler system (16). The case αj = βj =
0, ℓj = mj = ±1, j = 1, 2 was studied in [7] and it is shown there to be quadratically
minimally superintegrable, with the fourth independent integral (besides the two Cartesian
ones) inherited from the 2D caged oscillator, of first order. In the more general case (18), the
order of the fourth integral can be arbitrarily high, depending on the value of ℓ
m
. Notice that
all the systems in Table 1 are contained in the family (18), except the systems E2 and E3 for
the special case a1 = b1 = 0 (i.e. c1 = 0), in which the linear terms in the space variables
cannot be eliminated by translation, due to the absence of quadratic terms.
3 Maximal superintegrable class canonically conjugated to nat-
ural 2D systems
Let us consider the system whose magnetic field and effective potential read
~B(~x) = (0, γ, 0), γ ∈ R \ {0} (22)
and
W = V (x2), (23)
respectively. This system can be written in the form (6), with the gauge chosen as
~A(~x) = (0, 0,−γx1). (24)
Its Hamiltonian reads
H =
1
2
(p21 + p
2
2 + p
2
3)− γx1p3 +
γ2
2
x21 + V (x2). (25)
Actually by a different choice of the gauge and a canonical permutation of the variables x1
and x2 we see that the system belongs also to Case II. The Hamiltonian (25) admits three
independent first order integrals [7]
I1 = p1 − γx3, I2 = p3, I3 = 2L2 + γ
(
x21 − x
2
3
)
. (26)
Out of them, we can construct two Cartesian-type integrals,
X1 = I
2
1 + γI3, X2 = 2H − I
2
1 − I
2
2 − γX3. (27)
The system can be reduced to two degrees of freedom through the following canonical
transformation
x1 = X +
P3
γ
, x2 = Y, x3 = Z +
1
γ
P1, pj = Pj, j = 1, 2, 3, (28)
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with second type generating function
G(~x, ~P ) =
(
x1 −
1
γ
P3
)
P1 + x2P2 + x3P3.
The Hamiltonian in the new coordinates reads
K( ~X, ~P ) =
1
2
(P 21 + P
2
2 ) +
1
2
γ2X2 + V (Y ), (29)
i.e. it is effectively in two degrees of freedom and without magnetic field. This system (29)
has two cyclic coordinates in the full phase space ( ~X, ~P ), namely Z and P3, that are therefore
both integrals. Expressed in the original variables, these integrals correspond to p3 and
I1
γ
as
in (26). Moreover (29) separates in the Cartesian coordinates (X,Y ), and the corresponding
Cartesian-type integrals, I1, I2, once written in the original coordinates, provide (27). Thus
we have
Proposition 2 The system with the magnetic field (22) and potential (23) is maximally su-
perintegrable if and only if (29), seen as a system in two degrees of freedom on the phase space
(X,Y, P1, P2) has one additional integral of motion, besides I1, I2, and independent of them.
Therefore the problem of maximal superintegrability of (25) has been reduced to the two
dimensional problem of superintegrability of (29). In particular, all the potentials V that
make (29) superintegrable give (by simply replacing Y = x2) the effective potentials that
render (25) superintegrable.
The cases
V (Y ) =
c
Y 2
+
γ2Y 2
8
, (30)
and
V (Y ) =
γ2
2
Y 2, (31)
that correspond to 3D superintegrable systems with additional second order integral have
already been found in [7] with a different approach.
All the potentials V that lead to second and third order superintegrability in 2D have
been classified [15]. If we focus on second order integrals, they are listed in Table 1. The
systems that can be obtained from it, after applying the transformation (28) and are still
quadratically superintegrable are given by (30), and
V (Y ) =
γ2
2
Y 2 + cY. (32)
that, since γ 6= 0, can be reduced to (31) by translation in Y .
However, higher order superintegrable systems can be generated, e.g. from
V (Y ) =
c
Y 2
+
γ2Y 2
2
, c ≥ 0. (33)
The additional integral of (29) is second order and reads (see Table 1)
X4 = L
2
3 + 2c
X2
Y 2
. (34)
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Here L3 denotes the third component of the angular momentum with respect to the coordi-
nates (X,Y,Z, P1, P2, P3). Inverting the transformation (28), it gives the fourth order integral
X4 =
1
γ2
(
(pA2 p
A
3 + γp
A
1 x2)
2 + 2c
(pA3 )
2
x22
)
. (35)
Actually, by polynomial combinations with the other integrals, it can be reduced to the third
order one
X5 = 2γp
A
2 p
A
3 L
A
3 + γ
2
(
x21(p
A
2 )
2 + x22
(
(pA3 )
2 − (pA1 )
2
))
+
+2γ
x1
x22
(γ2x42 + 2c)p
A
3 + γ
2x
2
1
x22
(γ2x42 + 2c), (36)
that cannot be further reduced to lower order by using any of the integrals (26) nor (27).
A more general 3D infinite family of maximally superintegrable system, including the
previous cases (30) and (33) and the one found in [9], corresponds to the caged oscillator
V (Y ) =
c
Y 2
+
m2
ℓ2
γ2Y 2, ℓ,m ∈ N (37)
If we compare it with (18), we see that for γ2 = ωl22, α2 = 0, β2 = c and m2 satisfying (21)
the two obtained 3D families would have the same scalar potential. However, the magnetic
fields differ, rendering (37) maximally superintegrable, while (18) – as far as we can see – is
only minimally superintegrable.
4 Second order integrals
Any second order integral of motion we can write
X =
3∑
j=1
hj(~x)p
A
j p
A
j +
3∑
j,k,l=1
1
2
|ǫjkl|nj(~x)p
A
k p
A
l +
3∑
j=1
sj(~x)p
A
j +m(~x), (38)
where ǫjkl is the completely antisymmetric tensor with ǫ123 = 1.
The condition that the Poisson bracket
{a(~x, ~p), b(~x, ~p)} =
3∑
j=1
(
∂a
∂xj
∂b
∂pj
−
∂b
∂xj
∂a
∂pj
)
(39)
of the integral (38) with the Hamiltonian (1) vanishes
{H,X} = 0 (40)
seen as a polynomial in the momenta leads to the determining equations for the unknown
functions hj , nj, sj, j = 1, 2, 3 and m in the integral. Order by order (from the third to the
zeroth) they read (cf. [6]):
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∂x1h1 = 0, ∂x2h1 = −∂x1n3, ∂x3h1 = −∂x1n2,
∂x1h2 = −∂x2n3, ∂x2h2 = 0, ∂x3h2 = −∂x2n1, (41)
∂x1h3 = −∂x3n2, ∂x2h3 = −∂x3n1, ∂x3h3 = 0,
∇ · ~n = 0,
∂x1s1 = n2B2 − n3B3,
∂x2s2 = n3B3 − n1B1,
∂x3s3 = n1B1 − n2B2,
∂x2s1 + ∂x1s2 = n1B2 − n2B1 + 2(h1 − h2)B3, (42)
∂x3s1 + ∂x1s3 = n3B1 − n1B3 + 2(h3 − h1)B2,
∂x2s3 + ∂x3s2 = n2B3 − n3B2 + 2(h2 − h3)B1,
∂x1m = 2h1∂x1W + n3∂x2W + n2∂x3W + s3B2 − s2B3,
∂x2m = n3∂x1W + 2h2∂x2W + n1∂x3W + s1B3 − s3B1, (43)
∂x3m = n2∂x1W + n1∂x2W + 2h3∂x3W + s2B1 − s1B2,
~s · ∇W = 0. (44)
The equations (41) prescribe that the functions hj , nj are such that the highest order terms in
the integral (38) are linear combinations of products of the generators p1, p2, p3, L1, L2, L3 of
the Euclidean group, where Lj =
∑
k,l ǫjklxkpl, [6]. Explicitly, in terms of the expressions (2),
we have
X =
∑
i,j: i≤j
αijL
A
i L
A
j +
∑
i,j
βijp
A
i L
A
j +
∑
i,j: i≤j
γijp
A
i p
A
j
+
3∑
j=1
sj(~x)p
A
j +m(~x), (45)
where LAj =
∑
k,l ǫjklxkp
A
l . By subtracting the Hamiltonian and the two Cartesian integrals
we can a priori set γ11 = γ22 = γ33 = 0. There are compatibility conditions on equations
(42), consequence of the following conditions on the derivatives of the functions sj, namely:
∂2x2∂x1s1 + ∂
2
x1
∂x2s2 = ∂x1∂x2(∂x2s1 + ∂x1s2),
∂2x3∂x1s1 + ∂
2
x1
∂x3s3 = ∂x1∂x3(∂x3s1 + ∂x1s3),
∂2x3∂x2s2 + ∂
2
x2
∂x3s3 = ∂x2∂x3(∂x3s2 + ∂x2s3), (46)
∂x1∂x3(∂x2s1 + ∂x1s2) = 2∂x2∂x3(∂x1s1)− ∂x1∂x2(∂x3s1 + ∂x1s3)
+∂2x1(∂x3s2 + ∂x2s3),
∂x2∂x3(∂x2s1 + ∂x1s2) = 2∂x1∂x3(∂x2s2)− ∂x1∂x2(∂x3s2 + ∂x2s3)
+∂2x2(∂x3s1 + ∂x1s3),
∂x2∂x3(∂x3s1 + ∂x1s3) = 2∂x1∂x2(∂x3s3)− ∂x1∂x3(∂x3s2 + ∂x2s3)
+∂2x3(∂x2s1 + ∂x1s2).
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These translate into compatibility conditions on the magnetic field and the constants in the
coefficients of the second order terms. Further compatibility constraints come from (43),
consequence of
∂xi∂xjm = ∂xj∂xim, i, j = 1, 2, 3, i 6= j. (47)
5 A necessary condition for second order superintegrability
Both classes of systems that separate in Cartesian coordinates have at least one first order
integral and it is always possible to choose a gauge so that such integral reads as one of
the linear momenta. To fix the ideas, let us work in such a gauge choice and assume that
the constant momentum is p3. If a second order integral X exists, then K1 = {X, p3} is
still an integral at most of second order or a constant. Since the highest order terms in X
are as in (45), they can be at most quadratic in x3. This means that if K1 is quadratic in
the momenta, its second order terms are at most linear in x3, since K1 = {X, p3} =
∂X
∂x3
.
Thus, K2 = {K1, p3} can be, as above, either an integral at most quadratic or a constant. If
K2 is again quadratic, K3 = {K2, p3} can be now at most linear in the momenta, since the
highest order terms in K2 do not depend on x3. Therefore, we can conclude that if a second
order independent integral X exists, then necessarily there must exist a second order integral
(which could be X itself) such that {X, p3} is at most linear in the momenta. In general,
for a conserved momentum pj, the result is the same, it is enough to replace x3 by xj in the
argument above. Thus, we obtain the following
Proposition 3 Let the system defined by H as in (1) separate in Cartesian coordinates and
have a quadratic integral I independent of the Cartesian integrals. Then there exists a second
order integral X, not necessarily different from I, such that {X, pj} is a polynomial expression
in the momenta of at most first order, for some j.
Thus, to answer the question on the existence of an additional second order integral for the
class of systems we are considering here, we can start by answering the simpler question on
the existence of the necessary integral X that satisfies the above property. This is done in
the following sections 6 and 7 and appendices A, B, C.
Since we found that the special case in which the magnetic field is constant and the
functions Vj are second order polynomials in the respective variables appears several times in
the computation therein, we discuss it at once in the separate section 8.
6 Quadratic superintegrability in Case I
We start with the class of systems in (7). To fix the ideas, let us choose a gauge as in (6) and
assume that there exists a quadratic independent integral I. Thus, by Proposition 3 there
exist another quadratic integral X such that {X, p3} is at most first order as a polynomial
in the momenta. Here we consider only the case in which the two Cartesian-type integrals
do not reduce to first order integrals. In case one of them does, then the system is at the
intersection of Case I and Case II (up to a permutation of indices) and it is treated at once
in section 7. Moreover, we assume there does not exist a linear integral, other than p3. If
it exists, the corresponding systems can be found in [7], where there is a complete study
of quadratically superintegrable systems with Cartesian integrals and one independent first
order integral. We can have several cases:
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i) {X, p3} is at most linear and not vanishing. Thus the only possibility of finding some-
thing new is in assuming that {X, p3} is a dependent integral or a constant (we excluded
the case there is an independent first order integral). We therefore look for a quadratic
integral X such that
∂x3X = {X, p3} = c1p3 + c0, cj ∈ R, (48)
and cj not both vanishing, j = 0, 1.
ii) {X, p3} = 0 and there exist no quadratic integral independent of the Cartesian integrals
and commuting with p3. Then X is trivial, in the sense that it depends on the Cartesian
integrals and p3. However, to have a quadratic superintegrable system, a quadratic
integral I as in Proposition 3 must exist. Without loss of generality, we can assume
X = {I, p3} with
{I, p3} = a0p
2
3 + a1X1 + a2X2 + c1p3 + c0, (49)
where X1 and X2 are as in (10), a0, a1, a2, c0, c1 ∈ R, not all aj vanishing, otherwise we
are in the previous point i).
iii) {X, p3} = 0 and X is independent of the Cartesian integrals. Since X commutes with
p3, it satisfies the assumptions of Proposition 1. Thus, the corresponding systems can
be found in Table 1. If an additional quadratic independent integral exists, then its
Poisson bracket with p3 cannot vanish. This is a consequence of the fact that the 2D
system (12) cannot have more than 3 independent integrals. However, as in the previous
point, there could exist a quadratic independent integral I such that {I, p3} depends
on the others, namely
{I, p3} = a0p
2
3 + a1X1 + a2X2 + a3X3 + c1p3 + c0, (50)
where a0, a1, a2, a3, c0, c1 ∈ R and not all aj are vanishing (otherwise we are in case i) ),
X1, X2 as in (10) and X3 = X.
Let us investigate the possibilities for X3 in (50). Its highest order terms should come
from a Poisson bracket of the quadratic terms of I with p3, i.e. their derivatives with respect
to x3. Moreover, by assumption X3 does not depend on x3. Thus, its second order terms can
arise only by taking derivatives of a second order polynomial that contains terms of the form
pi · Lj, i = 1, 2, 3, j = 1, 2. By computing their Poisson bracket with p3, we see that the only
outcome (for an integral X3 independent of X1 and X2) is in terms of the type pipℓ, i 6= ℓ.
Looking at the integrals of the of 2D systems in Table 1, and the dependent integrals obtained
by their Poisson bracket with the Cartesian integrals, we see that the only possibility is (79)
below.
Now that we outlined all the possibilities, we need to solve the determining equations
(42)–(44), for the different cases. For this, it is necessary to work in gauge covariant setting.
The conditions (48), (49) and (50) can be written together as (we can now set a3 = 0):
∂x3X = a0(p
A
3 − u1(x2) + u2(x1))
2 + a1X1 + a2X2 + c1(p
A
3 − u1(x2) + u2(x1)) + c0, (51)
where with an abuse in the notation we denoted I as X (the unknown independent integral
we are looking for), with aj , cj ∈ R and not all vanishing. For aj = 0, j = 0, 1, 2 we are in
case i).
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Equation (51) implies the following values for the second order terms of X as in (45):
α11 = α22 = α12 = α13 = α23 = β31 = β32 = 0, β11 = β22,
a0 = 0, a1 = β12, a2 = −β21. (52)
Moreover, since ~p · ~L = 0 we can set β22 = 0 (and consequently also β11 = 0).
Concerning the lower order terms, by integrating the right-hand side of (51), we obtain
the following restriction on the structure of X:
sj = Sj(x1, x2), j = 1, 2,
s3 = S3(x1, x2)− (2β12u2(x2) + 2β21u1(x2)− c1)x3 (53)
m3 = c0x3 + (u1(x2)− u2(x1))((2β12u2(x1) + 2β21u1(x2)− c1)x3)
+(2β12V1(x1)− 2β21V2(x2))x3 +M(x1, x2).
With this simplifications at hand, we can solve equations (42)–(44).
Let as assume that a1 and a2 in (51) are not both zero; e.g. let it be a1 6= 0. Then we can
shift both the potential V1(x1) and the third component of the vector potential by a constant,
thus absorbing the constants c0 and c1. Similarly, if a2 6= 0 we could use X2. Therefore, by
(52), we see that if either β12 6= 0 or β21 6= 0, we can proceed in the solution of (42)–(44) as
if c1 = c0 = 0. We obtain that no new superintegrable system can be found in this case. The
details of the computation are in Appendix B.
For β12 = β21 = 0 we find it convenient to start from (42), in which the third equation
simplifies to
(β33x1 + γ23)u
′
1(x2) + (β33x2 − γ13)u
′
2(x1)− c1 = 0. (54)
The above equation could be trivially satisfied for some of the uj or not. This determines
a major splitting in the computation. For the details see Appendix A, the resulting list of
systems is given in the conclusions, Section 9.1.
7 Quadratic superintegrability in Case II
For the class of systems (9) we can choose a gauge so that there are two mutually orthogonal
conserved linear momenta. Let us assume that they are p2 and p3 as in (11). As above, we
assume there exists an independent quadratic integral. Thus, by Proposition 3 we can have
two possibilities:
i) there exists a quadratic integral X such that {X, p2} = {X, p3} = 0. Then X is an
integral of the reduced system obtained from (9) by setting the conserved momenta to
constants, i.e. function of the 1–dimensional Hamiltonian. Thus, it is dependent on the
Hamiltonian and the conserved momenta. The only hope to find something interesting
is to look for a quadratic integral I such that {I, pj} = X for some j.
ii) There exists a quadratic integral X such that {X, pj} is linear and not vanishing for
at least one pj , j = 2, 3. Without loss of generality we can assume that {X, p3} 6= 0,
otherwise we permute the coordinates x2 and x3.
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Let us set j = 3 in both cases and with an abuse of notation let us rename I in case i) as X.
Thus, we look for a quadratic integral X such that
{X, p3} = 2a0(H −X
2
1 −X
2
2 ) + a1X
2
1 + a2X
2
2 + a3X1X2 + c0 + c1X1 + c2X2, (55)
X1, X2 as in (11). For aj = 0, j = 1, . . . 4, we have case ii).
Equation (55) implies the following conditions on the coefficients of the higher order terms
of the integral, expressed as in (45) (again, we use the condition ~p · ~L = 0)
α11 = α22 = α12 = α13 = α23 = β11 = β22 = β32 = 0,
a0 = β12, a1 = −β21, a2 = 0, a3 = −β31. (56)
Moreover, by subtracting X1X2 from X, we can set γ23 = 0.
Still as a consequence of (55), we have further conditions on the coefficients of the lower
order terms:
s1 = S1(x1, x2), s2 = S2(x1, x2) + (2(β12 + β21)u3(x1)− β31u2(x1) + c1)x3,
s3 = S3(x1, x2) + z(β31u3(x1)− 2β12u2(x1) + c2) (57)
and
m = M(x1, x2)−
(
(2β12 + β21)u3(x1)
2 − β31u2(x1)u3(x1)
+ c1u3(x1)− c2u2(x1) + 2β12u2(x1)
2 − 2β12V1(x1)− c0
)
x3 (58)
With these simplifications at hand, we are able to solve the determining equations (41)–(44).
Let us perform the substitution
uj(x1) = U
′
j(x1), j = 2, 3. (59)
Since uj are defined in (7) up to addition of arbitrary constants and Uj is defined as in (59),
in the following we can set to zero all the coefficient of first and zero order powers of x1 in
the solutions for Uj.
From (42) we find
S1(x1, x2) = s1(x2) + β12U2(x1) + (β13 − 2α33x2)U3(x1)
−(β12x1 + β33x2 − γ13)U
′
2(x1)
+(2α33x1x2 − β13x1 + β23x2 − γ12)U
′
3(x1)
S2(x1, x2) = s2(x1)−
(
α33x1x
2
2 − β13x1x2 +
1
2
β23x
2
2 − γ12x2
)
U ′′3 (x1)
S3(x1, x2) = s3(x1) + c1x2 + β31x2U
′
2(x1)− 2(β12 + β21)x2U
′
3(x1)
+
(
α33x1x
2
2 − β13x1x2 +
1
2
β23x
2
2 − γ12x2
)
U ′′2 (x1)
−
(
β12x1x2 +
1
2
β33x
2
2 − γ13x2
)
U ′′3 (x1) (60)
where Uj and sℓ must satisfy the third, fourth and fifth equation of (42). Let us continue by
considering the third of these equations, namely
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U ′′2 (x1)(β12x1 + β33x2 − γ13) + 2β12U
′
2(x1)− β31U
′
3(x1)− c2 = 0, (61)
together with the compatibility conditions (46). The first one is trivially satisfied, while the
remaining five read
β33U
′′′
2 (x1) = 0
(2α33x1 + β23)U
′′′
2 (x1) + 6α33U
′′
2 (x1)− β33U
′′′
3 (x1) = 0
(β12x1 + β33x2 − γ13)U
(4)
2 (x1) + 4β12U
′′′
2 (x1)− β31U
′′′
3 (x1) = 0
−(2α33x1x2 − β13x1 + β23x2 − γ12)U
(4)
3 (x1)+
4(β13 − 2α33x2)U
′′′
3 (x1)− β21U
′′′
2 (x1) = 0 (62)
(8α33x2 − 4β13 − β31)U
′′′
2 (x1)− (4β12 + β21)U
′′′
3 (x1)+
(2α33x1x2 − β13x1 + β23x2 − γ12)U
(4)
2 (x1)−
(β12x1 + β33x2 − γ13)U
(4)
3 (x1) = 0
We can have different subcases according to whether the equations (61), (62) are trivially
satisfied for some of the Uj or not. This determines a major splitting in the computation.
The details are given in Appendix C.
8 Constant magnetic field and second order polynomial po-
tentials
Let us consider the particular case in which the magnetic field is constant
~B = (a1, a2, 0) (63)
and in (7) we have
V1(x) = v11x1 + v12x
2
1, V2(x2) = v21x2 + v22x
2
2, (64)
u1 = a1x2, u2 = −a2x1. (65)
This system appears in various branches of calculation in the appendices; thus we find it
practical to discuss it separately here.
Notice that since the magnetic field is constant, by rotation around x3–axis we could reduce
it to the case in which it is aligned with one of the Cartesian axis. However, the system would
no longer separate in the corresponding rotated Cartesian coordinates, therefore we prefer
not to perform such a rotation.
Let us also point out that if V1(x1) = 0, for constant magnetic field a rotation around x2
brings the system (7) into (9). Thus, what we will deduce in the following for V1 = 0 applies
also for (9).
8.1 v12 and v22 both not vanishing
Let us assume v12 and v22 are both not vanishing. Then by the translation of the coordinate
system we can set v11 = v22 = 0 without loss of generality.
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Then, similarly to section 3, we can reduce to a natural Hamiltonian system through
canonical transformations. Namely, let us take as the generating function
G =
(
x1 −
a2P3
2v12
)
P1 +
(
a1P3
2v22
+ x2
)
P2 + x3P3, (66)
so that pj = Pj , j = 1, 2, 3 and
x1 = X +
a2P3
2v12
, x2 = Y −
a1P3
2v22
,
x3 = Z +
a2v22P1 − a1v12P2
2v12v22
. (67)
After the transformation, with gauge chosen as in (6), the Hamiltonian reads
H =
1
2
(
P 21 + P
2
2 +
(
1−
a21
2v22
−
a22
2v12
)
P 23
)
+ v12X
2 + v22Y
2. (68)
If
a2
1
2v22
+
a2
2
2v12
6= 1 we can, by a canonical transformation
P3 =
1
λ
P˜3, Z = λZ˜, λ
2 =
∣∣∣∣1− a
2
1
2v22
−
a22
2v12
∣∣∣∣ (69)
scale the P 23 term to have the Hamiltonian of the form
H =
1
2
(
P 21 + P
2
2 ± P˜
2
3
)
+ v12X
2 + v22Y
2. (70)
The system can therefore be reduced to a system determined by a two dimensional, possibly
inverted, anisotropic harmonic oscillator and free motion along the Z-direction. The original
3D system is minimally superintegrable if and only if the corresponding 2D oscillator is
superintegrable as a system in the (X,Y, P1, P2) space. If v12 = v22 we have a special case of
the system E3 in Table 1. If
v12
v22
∈ Q, v12
v22
6= 1 we have a higher order integral when expressed
in the variables xj, pj.
If
a2
1
2v22
+
a2
2
2v12
= 1, the coordinate P3 becomes cyclic and its conjugated variable Z is an
independent constant of motion. In this case the system (7) becomes at least minimally su-
perintegrable. It is maximally superintegrable if and only if its reduction on the (X,Y, P1, P2)
space is superintegrable. Indeed, we have reduced to the system (29) for V (Y ) = v22Y
2 and
2v12 = γ
2 = a22. Its maximally superintegrable exception is included in the family of systems
(37).
8.2 v22=0 and v12 not vanishing
In this case by translation in x1 we can still set v11 = 0. Then by a canonical transformation
such that
x1 = X +
a2
2v12
P3, x2 = Y, x3 = Z +
a2
2v12
P1, pj = Pj , j = 1, 2, 3, (71)
we obtain the system
H =
1
2
(P 21 + P
2
2 + P
2
3 ) + v12X
2 + a1P3Y + v21Y. (72)
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If a1 = 0 we have reduced to a natural system. By reducing the integral P3 we have a 2D
system that, to our knowledge, is not superintegrable.
If a1 6= 0 we have reduced to the case with magnetic field aligned along one axis. The
effective potential of the so obtained system reads
W = v12X
2 + v21Y − (a
2
1Y
2)/2 (73)
Thus, by the translation
Y → Y +
v21
a21
(74)
we can eliminate the linear term from the effective potential. A shift of the vector potential
by a constant, i.e.
A3 → A3 −
v21
a1
, (75)
gives
H =
1
2
(P 21 + P
2
2 + P
2
3 ) + v12X
2 + a1P3Y. (76)
Thus, without loss of generality, we can set v21 = 0. By plugging (73) and (63) with these
simplifications into the determining equations for a second order integral as in (45), we find
that they have no solution.
8.3 v12 = v22 = 0
We have a subcase of the system E3 in Table 1. Thus, the system admits a second order
integral. With the gauge chosen as in (6), that integral reads
X3 = p1p2 + (v11 − a2p3)x2 + (v21 + a1p3)x1. (77)
Equivalently, in gauge covariant form, we have
X3 = p
A
1 p
A
2 + (a1x1 − a2x2)p
A
3 − (a
2
1 + a
2
2)x1x2 + a1a2(x
2
1 + x
2
2) + v11x2 + v21x1, (78)
corresponding to the fact that the system actually separates in any rotated system of Cartesian
coordinates, since the Hamiltonian is linear in the space variables. Without altering the
structure of the Cartesian–type integrals, we can therefore by rotation align the magnetic
field along one Cartesian axis, let us say the x2–axis. Thus, without lost of generality, let
us assume a1 = 0. The determining equations for an additional second order integral can be
solved. We find for v11 = 0 one maximally superintegrable system:
~B = (0, a2, 0), W = v21x2 −
1
2
a22x
2
1, (79)
with the integral
X4 = 3p
A
3 l
A
1 − p
A
1 l
A
3 −
3v21
a2
lA2 + a2x1x2p
A
3 + 3a2x1l
A
1 + v21x
2
1 + a
2
2x
2
1x2
= 3p3l1 − p1l3 −
3
a2
(
3v21l2 + 2a
2
2x1x2p3 + 2a2v21x
2
1
)
. (80)
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9 Conclusions
Let us summarize our results. We have provided an exhaustive determination of quadratically
superintegrable systems which separate in the Cartesian coordinates with magnetic field. In
addition, we have found classes of systems minimally and maximally superintegrable with
higher order integrals. We list them below for reader’s convenience.
9.1 Superintegrable systems with second order integrals
We have constructed an exhaustive list of quadratically superintegrable systems with non-
vanishing magnetic field which separate in Cartesian coordinates. Under the assumption
that there is no independent first order integral other than the Cartesian ones (in that case
we refer the reader to our previous work [6, 7]) we have found 8 classes of minimally su-
perintegrable systems, among which one contains a quadratically maximally superintegrable
subclass, cf. (79).
For brevity, we write here the magnetic field, the electrostatic potential and the leading
order terms in the integral(s) together with the reference to the equation in which the system
was introduced. We refer the reader to the relevant formulas therein encoding the complete
information about the integral(s).
Case I, i.e. the magnetic field and potential are of the form (7) and the Cartesian integrals
as in (10). The superintegrable systems read
a)
~B =
(
aebx2 , c, 0
)
, W = a
(
w +
c
b
x1
)
ebx2 −
a2
2b2
e2bx2 ,
X3 = p
A
1 p
A
3 + . . ., cf. (98).
b)
~B = 2
(
a1x2 −
a3
x32
,−a1x1 +
a2
x31
, 0
)
,
W = −
1
2
a21
(
x21 + x
2
2
)2
−
a22
2x41
−
a23
2x42
− a1
(
a2
x22
x21
+ a3
x21
x22
)
−
−
a2a3
x22x
2
1
+
b3
x22
+ b1(x
2
1 + x
2
2) +
b2
x21
,
X3 =
(
LA3
)2
+ . . ., cf. Table 1.
c)
~B =
(
2
(
a1x2 −
a3
x32
)
,−8a1x1 − a2, 0,
)
,
W = −
a21
2
(
4x21 + x
2
2
)2
−
a22
2
x21 −
a23
2x42
− a2a3
x1
x22
−
−a1a2x1(4x
2
1 + x
2
2)− 4a1a3
x21
x22
+
b3
x22
+ b1(4x
2
1 + x
2
2) + b2x1,
X3 = p
A
2 L
A
3 + . . ., cf. Table 1.
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d)
~B = (2a1x2 + a3,−2a1x1 − a2, 0) ,
W = −
a21
2
(x21 + x
2
2)
2 −
a23
2
x22 −
a22
2
x21 − a2a1x1(x
2
1 + x
2
2)−
−a2a3x1x2 − a1a3x2(x
2
1 + x
2
2) + b1(x
2
1 + x
2
2) + b2x1 + b3x2,
X3 = p
A
1 p
A
2 + . . ., cf. Table 1. When a1 = a3 = 0 and b1 = b2 = 0 the system
becomes maximally superintegrable, with the additional integral of the form X4 =
pA1 L
A
3 − 3p
A
3 L
A
1 + . . ., cf. (79).
Case II, i.e. the magnetic field and potential are of the form (9) and the Cartesian integrals
as in (11). The superintegrable systems read
a)
~B = (0, aebx1 , 0), W = wx1 + ce
bx1 −
1
2
a2
b2
e2bx1 ,
X3 = p
A
1 p
A
2 − bp
A
3 L
A
1 + . . ., cf. (142),
b)
~B = (0, a(b− 2)xb−31 , 0), W = −
a2x
2(b−2)
1
2
+ a(b− 2)cxb−21 +
w
x21
,
X3 = p
A
1 L
A
3 − bp
A
3 L
A
1 + . . ., cf. (144),
c)
~B =
(
0,
a
x1
, 0
)
, W = −
1
2
a2 (ln |x1|)
2 + b ln |x1|+
w
x21
,
X3 = 2p
A
1 L
A
3 − p
A
3 L
A
1 + . . ., cf. (146),
d)
~B =
(
0, 0,
a
x31
)
, W = −
ab ln |x1|
x21
−
a2
8x41
+
w
x21
X3 = p
A
1 L
A
2 + . . ., cf. (155).
Our approach also demonstrates that any quadratically maximally superintegrable system
with magnetic field which separates in Cartesian coordinates would necessarily appear at the
intersection of the presented classes. Given the different structure of the magnetic field in
each of the cases we find only few potential candidates. One is the intersection of Case
I.d and Case II.b which, as we already observed, leads to the maximally superintegrable
system (79). Another is the system Case I.a which for c = 0 reduces to the system Case II.a
(upon interchange of the x1 and x2 coordinates and momenta). However, the integral X3 of
Case I.a when c = 0 becomes a function of the two first order Cartesian integrals, i.e. it is
not independent anymore. Last but not least, the systems Case I.b, Case I.c, Case II.b and
Case II.d (after a permutation of coordinates) overlap for a1 = a2 = 0 (Case I.b/c) and b = 0
(Case II.b/d) but the integrals again turn our to be dependent.
Thus we conclude that no other quadratically maximally superintegrable systems sepa-
rating in Cartesian coordinates other than (79) and the ones found in [7] exist.
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9.2 Superintegrable systems with higher order integrals
Above we have provided a complete answer to the problem of quadratic superintegrability for
the considered classes of systems (7) and (9). As we have seen, maximal superintegrability
via at most quadratic integrals is very rare in the presence of magnetic field, as opposed to
numerous purely scalar maximally superintegrable systems discussed e.g. in [21, 22]. Thus
one should consider also the possible existence of higher order integrals. However, these are
computationally very difficult to find. In this paper we have presented two propositions,
namely Proposition 1 and 2 which can be used to construct three–dimensional maximally
superintegrable systems with magnetic field out of two dimensional scalar ones. In particular,
Proposition 2 states that a system with
~B(~x) = (0, γ, 0), γ 6= 0, W = V (x2),
is maximally superintegrable if and only if the two–dimensional system with the Hamiltonian
K( ~X, ~P ) =
1
2
(P 21 + P
2
2 ) +
1
2
γ2X2 + V (Y ),
is superintegrable (where V is the same function of a single variable).
Using Proposition 2 we have arrived at an explicit example of maximally superintegrable
system with
~B(~x) = (0, γ, 0), W (~x) =
c
x22
+
m2
ℓ2
γ2x22, ℓ,m ∈ N, c ∈ R,
cf. (37), with three first order integrals (26) and an additional integral coming from the
integral of two dimensional caged oscillator through the change of variables (28).
Similarly, Proposition 1 led us to minimally superintegrable systems (18)
~B = 2
(
ωm1x2 −
β1
x32
,−ωℓ1x1 +
α1
x31
, 0
)
,
W = −
ω2
2
(
ℓ1x
2
1 +m1x
2
2
)2
+ ω
(
ℓ2x
2
1 +m2x
2
2 − α1m1
x22
x21
− β1ℓ1
x21
x22
)
+
+
α2
x21
+
β2
x22
−
1
2
(
α1
x21
+
β1
x22
)2
,
l1
m1
=
l2
m2
=
l2
m2
, l,m ∈ Z.
Systems I.b and I.c of Section 9.1 with a1 6= 0 are special subcases of it when the integral X3
becomes second order one.
Another class of minimally superintegrable systems with
~B = (a1, a2, 0), W = v12x
2
1 + v22x
2
2 −
1
2
(a2x1 + a1x2)
2 ,
v12
v22
∈ Q, v12, v22 6= 0
can be constructed out of anisotropic harmonic oscillator in two dimensions through the
canonical transformation (66).
Of course, more efficient and widely applicable tools for construction of higher order
superintegrable systems are needed. Given the recent rapid progress on a similar problem for
scalar potentials [23, 24, 25, 26, 19] (see also references in [15]) we hope that in foreseeable
future we will be able to report on further development also in the case with magnetic field.
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A Solution of the determining eq.s in Case I for β12 = β21 = 0
We consider here β12 = β21 = 0. Thus c0 and c1 cannot both vanish, since by assumption the
right-hand side of (51) is not identically zero and, by (52), aj = 0, j = 1, 2. There are several
subcases, according to whether equation (54) is trivially satisfied or not. For the reader’s
convenience, let us type it here again:
(β33x1 + γ23)u
′
1(x2) + (β33x2 − γ13)u
′
2(x1)− c1 = 0. (81)
We can have
a) the above equation is not trivially satisfied for u2 nor for u1, thus β33 6= 0 or β33 = 0
and both γ13, γ23 not vanishing;
b) equation (81) is trivially satisfied for u2 but not for u1, thus β33 = γ13 = 0 and γ23 6= 0;
c) equation (81) is trivially satisfied for u1 but not for u2, thus β33 = γ23 = 0 and γ13 6= 0;
d) equation (81) is trivially satisfied for both uj, thus c1 = β33 = γ23 = γ13 = 0.
Notice that case b) can be reduced to case c), and viceversa, by a canonical exchange of p1
with p2. Thus both cases are recovered by section A.3. Case a) is splitted for convenience
into A.1 and A.2, while d) is treated in A.4.
A.1 β33 6= 0
In this case, by translation in x1 and x2, we can set γ13 = γ23 = 0.
By taking second derivatives of (81) with respect to x1 and x2 and by equating them to
zero, we find that
u1(x2) =
a12
2
x22 + a11x2, u2(x1) = −
a12
2
x21 + a21x1, aij ∈ R. (82)
By imposing then that (82) solves (81), we obtain a polynomial expression in x1 and x2 which
must vanish:
c1 − (a11x1 − a21x2)β33 = 0.
We conclude a11 = a21 = c1 = 0.
Solving the remaining equations in (42) we find the functions Sj . Next we look at the
first order equations (43), and in particular at the third one, for mx3 . We proceed as above to
solve it for Vj . By considering its second order derivatives with respect to x1 and x2 and by
equating them to zero, we find that also the functions Vj must be second order polynomials.
Then we plug such solution back into the equation for mx3 and find a polynomial in x1 and
x2 that must vanish. This implies c0 = 0. Thus {X3, p3} = 0! Nothing new can be found in
this case.
A.2 β33 = 0, γ13 6= 0, γ23 6= 0
Proceeding as above we find from (81) that
c1 = (a1γ23 − a2γ13) . (83)
21
and
u1(x2) = a1x2, u2(x1) = a2x1, aij ∈ R, (84)
where |a1|
2 + |a2|
2 6= 0. The solution (84) implies that the magnetic field is constant. By
substituting (84) into the compatibility conditions (46) for the magnetic field, they imply
α33 = 0. The second order equations (42) can now be solved and give
S1(x1, x2) = a2γ13x1 + (S − a1γ13a2γ23)x2 + s11,
S2(x1, x2) = −Sx1 − a1γ23x2 + s21, (85)
S3(x1, x2) =
1
2
(a1β13x
2
1 + a2β23x
2
2)− a2γ1x2
+(a2β13x2 + a1γ1) x1, S, sij ∈ R,
together with the condition
β13a2 = β23a1. (86)
We now look at the first order equations (43), starting with the equation for mx3 . Its first
order derivatives with respect to x1 and x2 imply that each Vj is a second order polynomial
in its variable, j = 1, 2. This case is discussed in section 8.
A.3 β33 = γ23 = 0, γ13 6= 0
In this case equation (81) is trivially satisfied for u1 and as an equation for u2 implies
u2(x1) = −
c1x1
γ13
. (87)
By solving the second order equations (42) for sj, j = 1, 2, 3, we find
S1(x1, x2) = −c1x1 − Sx2 − γ13u1(x2) + s11, S2(x1, x2) = Sx1 + s21
S3(x1, x2) =
c1x2
(
2α33x1x2 − 2β13x1 −
1
2β23x2 + γ12
)
γ13
+
+ x1
(
x1
(
−α33x2 +
1
2
β13
)
− β23x2 + γ12
)
u′1(x2), (88)
where S, sij ∈ R and u1 has to solve the remaining compatibility conditions (46) (some are
already satisfied by the conditions imposed on the constant αij , βij , γij and (87)):
6c1α33
γ13
− β23x2u
(3)
1 (x2) + γ12u
(3)
1 (x2)− 4β23u
′′
1(x2) = 0, (89)
(2α33x2 − β13)u
′′
1(x2) + 6α33u
′
1(x2) = 0. (90)
The second derivative with respect to x1 of the third first order equation in (43) implies
V1(x1) = v11x1 + v12x
2
1, vij ∈ R. (91)
To proceed, we must solve the equations (89)–(90) for u1. There can be several subcases.
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A.3.1 α33 = β13 = β23 = γ12 = 0
In this case (89)–(90) are trivially satisfied. Let us consider the second set of compatibility
conditions (47) coming from the first order equations, which simplify to:
c1
2
γ13
− 2v12γ13 − Su
′
1(x2) = 0, (92)
c1
(
S
γ13
+ u′1(x2)
)
− s21u
′′
1(x2) = 0. (93)
Let us first assume u′′1 6= 0. If c1 = 0, then S = v12 = s21 = 0 and u2(x1) = 0. Equation (44)
implies that then u1 is a constant, in contradiction with the assumption u
′′
1 6= 0. Thus, let us
consider the case u′′1 and c1 both not zero. From equation (93) we obtain S = 0 and
u1(x2) =
a1s21
c1
e
c1x2
s21 , a1 ∈ R (94)
together with
v12 =
c21
2γ213
that we substitute into (91).
The solution of the compatibility constraints (92)–(93) assures that a solution of (43) for
m exists. Thus, let us look at the zero order equation (44), which in this case reduces to
c1v11x1 −
a1s21e
c1x2
s21
(
4v11γ
2
13 + c1s11
)
c1γ13
+ s11v11 + s21V
′
2(x2) = 0. (95)
Therefore v11 = 0 and (91) simplifies to
V1(x1) =
c21x
2
1
2γ213
. (96)
Let us notice that if s21 = 0 we have constant magnetic field along the x2 direction and
arbitrary V2. Thus, we obtain the class of systems already studied in section 3. Otherwise, if
s21 is not zero, by solving (95) we find
V2(x2) =
a1s11s21e
c1x2
s21
c1γ13
. (97)
Thus, we arrive at the system determined by
~B =
(
aebx2 , c, 0
)
, W = a
(
w +
c
b
x1
)
ebx2 −
a2
2b2
e2bx2 (98)
where we relabelled the integration constants as a1 = a, c1 = −γ13c, s11 = γ13bw, s21 = −
cγ13
b
,
with a, b, c, w ∈ R such that a, b, and c are not vanishing. The system (98) is (at least)
minimally superintegrable, with the integral X3 as in (45), where all the coefficients of the
second order terms are zero except γ13, and Sj and m3 of equation (53) are given by
S1(x1, x2) = γ13
(
wb− ebx2
a
b
+ cx1
)
, S2(x1, x2) = −γ13
c
b
, S3 = 0,
m3(x1, x2, x3) = γ13c
(
ebx2
a
b
− cx1 − wb
)
x3. (99)
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It remains to be considered the case in which u′′1 = 0, therefore u1(x2) = a1x2, the magnetic
field is constant. If c1 = 0, from the zero order equation (44) we get that either V2 is a second
order polynomial (not of interest here since V1 is already a second order polynomial, too),
or S = s21 = v11 = 0 and v12 = 0 from (92). This gives V1(x1) = 0. From the first order
equations (43) we find c0 = 0. Nothing new here.
If c1 is not zero, the compatibility condition (92), (93) together with the zero order equa-
tion (44) imply that either V1 and V2 are both second order polynomials or V1 = 0 and the
magnetic field is constant and aligned along the x2–axis. Both these cases are of no interest
in this section since they are considered elsewhere, in Section 8 and Appendix C.
A.3.2 α33 = 0, β13 6= 0
By translation in x1 we can assume γ12 = 0.
The compatibility conditions (89) reduces to
−β23
(
x2u
(3)
1 (x2) + 4u
′′
1(x2)
)
= 0, (100)
β13u
′′
1(x2) = 0. (101)
Since β13 is not zero, (101) gives
u1(x2) = a1x2, a1 ∈ R. (102)
The compatibility conditions (47) for m3 imply that V2 is a second order polynomial. This
case is of no interest here and it is studied in 8.
A.3.3 α33 = 0, β13 = 0, β23 6= 0
Still, by translation in x1, we can set γ12 = 0. Equations (42) imply
u1(x2) =
a2
6x22
. (103)
In order to have nonvanishing magnetic field and nonvanishing Poisson bracket in (48), we
find from equations (43) and (44) that we must have S = 0, a2 = 0 and c0 =
c1s11
γ13
. Looking
for a solution of (44) for V2 not second or lower order polynomial we find
~B(~x) =
(
0,−
c1
γ13
, 0
)
, V1(x1) =
c21x
2
1
2γ213
, V2(x2) =
c21x
2
2
8γ213
−
v21
2x22
(104)
which is the already known system (30).
A.3.4 α33 = β13 = β23 = 0, γ12 6= 0
The compatibilities (89)–(90) reduce to the sole equation
γ12u
(3)
1 (x2) = 0, (105)
therefore
u1(x2) = a1x2 + a2x
2
2 aj ∈ R. (106)
The compatibility conditions (47), together with the zero order equation, imply that either
the magnetic field is constant and V2 is a second order polynomial, or V1(x1) = u2(x1) = 0
and X2 reduces to a first order integral. Both these cases are of no interest here.
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A.3.5 α33 6= 0
By translation in x1 and x2 we can set β13 = β23 = 0. Thus, (90) gives
u1(x2) =
a
2x22
, a ∈ R.
By plugging this solution into (42) we obtain that it must be c1 = 0 and therefore by (89)
γ12 = 0. By looking for a solution of the equations (47) and (43) we find that also c0 = 0, i.e.
{X, p3} = 0, and this case is of no interest here.
A.4 β33 = γ23 = γ13 = c1 = 0
In this case equation (81) is trivially satisfied for both uj. The remaining second order
equations give for Sj:
S1(x1, x2) = Sx2 + s11, S2(x1, x2) = −Sx1 + s21
S3(x1, x2) = −
x1
2
(2α33x1x2 − β13x1 + 2β23x2 − 2γ12)u
′
1(x2)
−2x2(α33x2 − β13)u2(x1) + S31(x2), S, sij ∈ R, (107)
where S31 must solve
(α33x
2
1x2 −
β13
2
x21 + β23x1x2 − γ12x1)u
′′
1(x2)
+3x1(α33x1 + β23)u
′
1(x2)− ((β13 − 2α33x2) x1 − β23x2 + γ12)u
′
2(x1) (108)
+2(2α33x2 − β13)u2(x1)− S
′
31(x2) = 0
and uj satisfy the compatibilities (46), that in this case reduce to
(2α33x1x2 − β13x1 + β23x2 − γ12)u
′′′
1 (x2)− 4(2α33x1 + β23)u
′′
1(x2)
+(2α33x1 + β23)u
′′
2(x1) + 6α33u
′
2(x1) = 0, (109)
6α33u
′
1(x2) + (2α33x2 − β13)(u
′
1(x2) + 8u
′
2(x1))
−(2α33x1x2 − β13x1 + β23x2 − γ12)u
′′′
2 (x1) = 0. (110)
As in the above case A.3, to solve (109)–(110) we have to distinguish several subcases.
A.4.1 α33 6= 0
By translation in x1 and x2 we can eliminate β13 and β23.
By taking the third order derivatives ∂2x1∂x2 , ∂
2
x2
∂x1 of (109) and (110), respectively we
get
u2(x1) = a22x
2
1 −
a23
x21
+ a21x1,
u1(x2) = a12x
2
2 −
a13
x22
+ a11x2, aij ∈ R. (111)
By plugging the above solution into the third condition in (43) we see that, as a polynomial
in x1 and x2, it can be vanishing only if c0 = 0. Since also c1 = 0, there is nothing new here.
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A.4.2 α33 = 0, β13 6= 0
By translation in x1 we can assume γ12 = 0. By considering the first order derivative of (109)
with respect to x2 and of (110) with respect to x1, we find
u1(x2) = a11x2 + a12x
2
2 + a13x
3
2,
u2(x1) = a21x1 + a22x
2
1 +
a23
x21
, aij ∈ R. (112)
We plug (112) into (109)–(110) and we obtain the conditions a23 = a13 = 0 and
a22β23 = 0. (113)
If β23 6= 0, then a22 = 0. The equation for mx3 in (43), together with (47), implies that Vj
are second order polynomials and a12 = 0, i.e. the magnetic field is constant. This case is of
no interest here, cf. Section 8.
If β23 = 0 we again consider the third equation in (43), together with (47) and their first
order and second order mixed derivatives with respect to x1 and x2. If a22 is not vanishing,
we can find a solution for both Vj which is not a second order polynomial (or lower) but only
assuming that c0 = 0. Therefore nothing new arises in this case.
If a22 = 0, we can find a solution for Vj only if the magnetic field is vanishing, or c0 = 0,
or the solution is equivalent to the system (30). Anyway, not of interest here (we recall that
in the case A.4 we have c1 = 0).
A.4.3 α33 = β13 = 0, β23 6= 0
We can eliminate γ12 by translation in x2, thus setting γ12 = 0.
The compatibility conditions (109), (110) imply that
u1(x2) = a12x
2
2 +
a11
x22
, u2(x1) = −4a12x
2
1 + a21x1, aij ∈ R. (114)
By imposing that also the remaining equations (42), (43) and (44) are satisfied we find that
either c0 = 0 which implies {X, p3} = 0 in contradiction with our assumption, or we find
a11 = a12 = 0 and
V1(x1) =
1
2
a221x
2
1, V2(x2) =
a221
8
x22 −
v21
2x22
, (115)
i.e. a system equivalent to (30).
A.4.4 α33 = β13 = β23 = 0, γ12 6= 0
The compatibility conditions (109), (110) imply that
u1(x2) = a12x
2
2 + a11x2,
u2(x1) = −a12x
2
1 + a21x1, aij ∈ R. (116)
By imposing that also the remaining equations are satisfied we find that necessarily a12 = 0
and
V1(x1) =
1
2
(
a211 + a
2
21
)
x21 + v12x1,
V2(x2) =
1
2
(
a211 + a
2
21
)
x22 +
a21v12
a11
x2. (117)
Thus this case was already studied in Section 8.
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B Solution of the determining eq.s in Case I for β12, β21 not
both vanishing
Here we distinguish between the cases
a) β12 and β21 both not vanishing;
b) β12 6= 0 and β21 = 0. Notice that, by a canonical permutation of the variables, this case
is equivalent to β21 6= 0 and β12 = 0.
Case a) is treated in the following section B.1. Case b) follows in B.2.
B.1 β12 6= 0, β21 6= 0
Since β12 and β21 are both non vanishing, by translation in x1 and x2 we can set γ13 = γ23 = 0.
Let us start from the compatibility conditions (46), that read
(β33x1 + β21x2)u
′′′
1 (x2) + 4β21u
′′
1(x2) = 0,
β33(u
′′
1(x2) + u
′′
2(x1)) = 0,
(2α33x1x2 − β13x1 + β23x2 − γ12)u
′′′
1 (x2) + 4 (2α33x1 + β23) u
′′
1(x2)
+(2α33x1 + β23)u
′′
2(x1) + 6α33u
′
2(x1) = 0,
(β12x1 + β33x2)u
′′′
2 (x1) + 4β12u
′′
2(x1) = 0,
β21u
′′
2(x1) + β12u
′′
1(x2) = 0,
(2α33x1x2 − β13x1 + β23x2 − γ12)u
′′′
2 (x1)− 4(β13 − 2α33x2)u
′′
2(x1)
−(β13 − 2α33x2)u
′′
1(x2) + 6α33u
′
1(x2) = 0.
(118)
The above equations could be trivially satisfied for uj or not, depending on the constants αij ,
βij , γij. This determines a splitting in the computation.
B.1.1 β33 6= 0
The second equation in (118) implies
u1(x2) =
a12
2
x22 + a11x2, u2(x1) = −
a12
2
x21 + a21x1, aij ∈ R.
By imposing that the above solution satisfies the remaining compatibilities (118) and that
the magnetic field does not vanish, we find that a12 = α33 = 0, therefore the magnetic field
is constant. The third second order equation simplifies to
(β33a11 + 3β12a21)x1 + (3β21a11 + β33a21)x2 = c1 (119)
which must hold for all values of x1 and x2. Without loss of generality, we can assume that
one component of the magnetic fields is not vanishing, e.g. a11. Thus the above equation
implies
β33 = −3
β12a21
a11
, β21 =
a221
a211
β12, c1 = 0. (120)
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With this assumption the first and second order equations (42) can be solved for S1 and
S2. We plug the so found solution into the third equation in (43) and take its third order
derivatives ∂2x1∂x2 and ∂
2
x2
∂x1 . In this way we obtain the condition
β12a21V
′′′
j (xj) = 0, j = 1, 2.
Since the magnetic field is already constant, we do not consider here solutions for Vj in the
form of at most quadratic polynomials. Thus necessarily a21 = 0. However, from (120) we
have β21 = 0, which violates our assumption for this subcase.
B.1.2 β33 = 0
Equations (118) can be solved for non vanishing magnetic field only if α33 = 0. In this case
we find the solution
u1(x2) = a1x2, u2(x1) = a2x1, aj ∈ R,
corresponding to constant magnetic field. The third second order equation then reduces to
a1β21x2 + a2β12x1 = c1
which must hold for all x1, x2. Since β12 and β21 are assumed to be non vanishing in this
section, we conclude that there is no solution for non vanishing magnetic field.
B.2 β12 6= 0, β21 = 0
Again, we start by the compatibilities (118), now simplified by the condition β21 = 0. We
can proceed as above, considering first the case β33 6= 0. Then, by translation in x1 and x2
we can assume γ23 = γ13 = 0. We proceed as in section B.1.1 with the simplification β21 = 0.
Equation (120) implies that the magnetic field has to vanish.
Therefore, we continue in the following by assuming β33 = 0. Since β12 6= 0, by translation
in x1 we can still set γ13 = 0. The computation then splits into two major subcases, according
to whether γ23 = 0 or not.
B.2.1 γ23 6= 0
The third second order equation simplifies to
2β12u2(x1) + γ23u
′
1(x2) + β12x1u
′
2(x1) = c1. (121)
By solving for uj we find
u1(x2) = a1x2, u2(x1) =
a2
2x21
+
c1 − a1γ23
2β12
, aj ∈ R. (122)
The remaining second order equations can be solved for Sj only under the condition a1β23 =
a2β23 = a2γ12 = a1α33 = 0. We find
S1(x1, x2) = −s21x2 −
a2β12
x1
+ s12,
S2(x1, x2) =
a1β12
2
x21 − a1γ23x2 + s21x1 +
a2γ23
2x21
+ s22, (123)
S3(x1, x2) =
β13a1
2
x21 + γ12a1x1 − α33a2
x22
x21
+ β13a2
x2
x21
.
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Equations (43) imply the following constraint on our integration constants: a2s21 = 0. The
compatibility conditions (47) can be solved for Vj and together with (44) imply a2 = 0. In
order to have nonvanishing magnetic field we thus must have α33 = β23 = 0. Equation (44)
further implies s21 = s12 = 0 together with
V1(x1) =
1
8
a21x
2
1 −
v1
2x21
, (124)
V2(x2) =
1
2
a21x
2
2 +
(
a21γ
2
23 − a1c1γ23 − 2c0β12
) x2
2γ23β12
+
c0x2
γ23
,
i.e. we arrived at a system equivalent to (30) (after translation in x2).
B.2.2 γ23 = 0
Equation (121) does not contain u1 anymore, while for u2 implies
u2(x1) =
a2
x21
+
c1
2β12
, a2 ∈ R. (125)
From the the last but one equation in (118) we see that
u1(x2) = a1x2, a1 ∈ R, (126)
while the remaining equations (118) read
a2β23 = 0, α33a1x
5
1 − 4a2(β23x2 − γ12) = 0, (127)
i.e. a2β23 = α33a1 = a2γ12 = 0.
The second order equations (42) can be solved for S1 and S2. We find
S1(x1, x2) = Sx2 −
2a2β12
x1
+ s11,
S2(x1, x2) = −Sx1 +
1
2
a1β12x
2
1 + s21, sij ∈ R. (128)
The remaining second order equations for S3 imply that β23 = 0, otherwise they would imply
that the magnetic field must vanish.
To proceed, we need to solve (127). We have to distinguish between the cases a2 = 0 and
a2 6= 0.
Let us start by assuming a2 = 0. The compatibility conditions (47) together with the
zero order equation (44) can be solved only if α33 = γ12 = c1 = 0 and S = s11 = s21 = 0.
However, the resulting system is equivalent to the already known maximally superintegrable
system (30), up to a permutation of the canonical variables.
If a2 6= 0, then from (127) we have γ12 = 0 and α33a1 = 0. Under these two conditions,
also the remaining second order equations (42) can be solved for S3. We find
S3(x1, x2) =
1
2
a1β13x
2
1 + 2a2
(
β13
x2
x21
− α33
x22
x21
)
.
The compatibility conditions for the first order equations (47) can be solved for V1. They
admit a solution for V2 only if α33 = β13 = 0 (and in this way also the remaining (127) is
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satisfied). After solving for V1 and imposing the previous condition, we see that they are
satisfied for any V2. To find V2 we look at the zero order equation, in which we impose all the
conditions we obtained till now and the solutions found for V1 and Sj. We obtain in this way
a polynomial in x1 (whose some coefficients contains equations for V2) that must vanish. By
collecting the different powers of x1 and impose that they are all equal to zero, we arrive at
the condition a2β12 = 0, which cannot be satisfied in the case we are considering here. Thus,
no new system can be found.
C Solution of the determining equations for Case II
Let us start by some preliminary considerations. By taking second order derivatives with
respect to x2 of (43) and (44) we obtain the conditions
s′′1(x2)U
′′
2 (x1) = 0 and s
′′
1(x2)W
′(x1) = 0. (129)
If s′′1 6= 0, we therefore have U
′′
2 = W
′ = 0. As a consequence, new solutions can arise here
only for U ′′′3 6= 0 (i.e. for nonconstant magnetic field). If so, (62) imply β33 = β31 = 0.
However then the compatibility conditions (47) cannot be solved for s′′1 6= 0.
Thus, necessarily s′′1 = 0, which gives
s1(x2) = s11 + s12x2. (130)
Let us proceed by looking at (62) in case β33 6= 0. Then U
′′′
2 = 0 and the third equation
in (62) can be solved for U3. Then the remaining equations imply that the magnetic field
and the potential W are constant, which is not of interest here. Thus, necessarily β33 = 0
and (130) holds.
C.1 α33 6= 0
By translation in both x1 and x2 we can set β13 = β23 = 0. The conditions (62) and (42) can
be solved. We find
U2(x1) =
a1
2x1
, U3(x1) =
a2
2x1
, (131)
s3(x1) = 0, s2(x1) = −s12x1, a1, a2, s12 ∈ R,
together with c2 = β21 = β31 = γ13 = γ12 = 0. This give the solution for Sj, j = 1, 2, 3. The
compatibility conditions (47) can then be solved for W and by imposing also (44) give
W (x1) = −
a
8x41
+
w
x21
, a, w ∈ R, (132)
together with s11 = s12 = β12 = a2 = 0, where a ≡ a1. The magnetic field is
~B = (0, ax−31 , 0), a ∈ R. (133)
The first order equations (47) give
M(x1, x2) = α33
(
2wx22
x21
−
a2x22
2x41
)
(134)
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with the condition c0 = c1 = 0. This system is a special case of the systems in Table 1,
namely it can be expressed in the forms both E1 and E2. The integral constructed here is
included in the ones coming from E1 and E2, i.e. the system is only minimally quadratically
superintegrable.
From now on we continue our search by assuming α33 = 0.
C.2 α33 = 0, β23 6= 0
By translation in x2 we can set γ12 = 0. Then the second and fourth equation in (62) imply
U2(x1) = a11x
2
1, U3(x1) = a21x
2
1 + a22x
3
1, aij ∈ R. (135)
From the compatibility conditions (47) and the zero order equation (44) we easily see that
the only possibility is polynomial potential at most quadratic and a22 = 0 (and a21a11 = 0),
i.e. constant magnetic field. Thus, this is not of interest here.
C.3 α33 = β23 = 0, β31 6= 0
Equation (61) reads
(β12x1 − γ13)U
′′
2 (x1) + 2β12U
′
2(x1)− β31U
′
3(x1)− c2 = 0 (136)
which, integrated by x1 and neglecting integration constants (which do not affect the magnetic
field), gives
U3(x1) =
1
β31
(
(β12x1 − γ13)U
′
2(x1) + β12U2(x1) + c2x1
)
. (137)
Conditions (47) together with (43) and (44) seen as a polynomial in x2 imply that unless s12 =
0 the magnetic field vanishes. Since this is of no interest here, we continue in the following
by assuming s12 = 0. From the second order equations (42), considered as polynomials in x2,
we see that necessarily s3(x1) = s2(x1) = 0. We shall distinguish several subcases.
C.3.1 β12 = γ13 = 0
Let us start by the easiest case in which β12 = γ13 = 0.
By (137) we have here U ′′3 = 0. Thus U
′′
2 cannot vanish, otherwise we have no magnetic
field. From equations (42) we see that necessarily β21 = 0. At this point, all (42) are solved,
except for the condition
(β13x1 + γ12)U
′′′
2 (x1) + (3β13 + β31)U
′′
2 (x1) = 0. (138)
The zero order equation reads (
s11 +
c2γ12
β31
)
W ′(x1) = 0.
For s11 6= −
c2γ12
β31
the above condition implies vanishing potential W (x1). From (43) we
see that then also U ′′2 is constant. Thus, this solution is of no interest here.
Thus, let us set s11 = −
c2γ12
β31
. In this case the third equation in (43) is solved for c0 =
− c1c2
β31
. The remaining first order equations can be solved for M and give
M(x1, x2) = (β13x1 + γ12)x2W
′(x1) (139)
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for W (x1) satisfying
(W ′′(x1) + U
′′
2 (x1)
2)(β13x1 + γ12) +
(
c1 − β31U
′
2(x1)
)
U ′′2 (x1) + 3β13W
′(x1) = 0. (140)
Recall that U2 needs to satisfy (138), whose solution depends on the constants involved there.
We can have
a) β13 = 0. If γ12 6= 0, (138) is solved by
U2(x1) =
a
b2
ebx1 , a, b ∈ R, b = −
β31
γ12
∈ R, (141)
giving a new superintegrable system
~B = (0, aebx1 , 0), W = wx1 + ce
bx1 −
1
2
a2
b2
e2bx1 , a, w ∈ R, (142)
where c = −ac1γ12
β2
31
∈ R.
For γ12 = 0, equation (138) reduces to β31U
′′
2 (x1) = 0, implying U
′′
2 (x1) = 0 and therefore
no magnetic field.
b) β31 6= −β13 6=
1
2β31, β13 6= 0 By translation in x1 we can set γ12 = 0. After the
substitution β31 = −bβ13, the solution of (138) in this case reads
U2(x1) =
axb1
b− 1
, a ∈ R, b 6= 0, 1, 2. (143)
By solving (140) for W , we arrive at a new system determined by
~B = (0, a(b − 2)xb−31 , 0), W = −
a2x
2(b−2)
1
2
+ a(b− 2)cxb−21 +
w
x21
, (144)
where a, b, w, c = c1
b(2−b)β13
∈ R, b 6= 0, 1, 2.
Notice that in the limit b → 0 we reduce (144) to the system determined by (132) and
(133), that therefore can be seen as a special case of (144) (which is already known to have two
second order integrals, with highest order terms (lA3 )
2 and pA1 l
A
3 , that are however dependent
once also the Cartesian integrals (11) and the Hamiltonian are taken into account).
c) β13 = −
1
2β31. Since in this case β13 = −
1
2β31 6= 0, by translation in x1 we can still set
γ12 = 0. Equation (138) has solution
U2(x1) = ax1 ln |x1|, a ∈ R, (145)
that gives the new system
~B = (0, ax−11 , 0), W = −
1
2
a2 (ln |x1|)
2 + b ln |x1|+
w
x21
, a, w ∈ R, (146)
where b = ac1
β31
− a2.
32
d) β13 = −β31. As above, we can still set γ12 = 0 by translation. Equation (138) admits
the solution
U2(x1) = −a ln |x1|, a ∈ R. (147)
By denoting c = − c1a
β13
, from (140) and (147) we obtain
~B = (0, ax−21 , 0), W =
c
x1
+
w
x21
, a, c, w ∈ R. (148)
Thus, though (143) is singular for b = 1 (and we obtain a different solution (147) for (138) if
b = 1), indeed such a singularity does not appear in the solution for ~B and W (it is lost by
differentiating) and the system (144) becomes (148) for b = 1.
C.3.2 γ13 6= 0, β12 = 0
In this case it is convenient to start by looking at the zeroth order equation (44), that simplifies
to
(γ13((β13x1 + γ12)U
′′
2 (x1)− (β13 − β31))U
′
2(x1) + s11β31 + c2γ12)W
′(x1) = 0. (149)
For W ′ 6= 0, we solve the above equation for U2. Once we plug the so found solution into the
remaining equations we see that there can be several subcases according to different values
of the constants involved. However, in most cases, the solution for U2 is polynomial and at
most of first order. By (137) also U3 results into a polynomial of order at most one. Thus in
these cases we have vanishing magnetic field. The only exception is the solution
U2 (x1) =
2γ12a
2
(
b22 +
1
2
)
eb1x1 −
(
(2b1b2s11 + c1) a+ w2b
2
1γ12
)
b1x1
b21γ12a
(
2b22 + 1
) ,
~B =
(
0, 1, b2
)
· aeb1x1 , (150)
W = −
(
b22 + 1
)
2b21
a2e2b1x1 + w2e
b1x1 + x1w1,
M (x1, x2) = −
γ12
b1
(
a2
(
b22 + 1
)
e2b1x1 − w2b
2
1e
b1x1 − w1b1
)
x2,
where s12 = 0, β13 = 0, β21 = b1b2γ12, β31 = −b1γ12, γ13 = b2γ12, c0 = γ12b2w1 +
b3
1
γ12w
2
2
b3
2
a2(2b2
2
+1)2
−
b1b2(2b1b2s11+c1)w2
a(2b2
2
+1)2
+
(b1s11−b2c1)(b1b2s11+b22c1+c1)
b1γ12(2b22+1)
2
and c2 =
ab1s11−w2b
2
1
b2γ12−ab2c1
a(2b22+1)
. By rotation
of the coordinate frame around the x1–axis, which preserves the existence of the Cartesian
integrals p2 and p3, the system (150) can be brought to the form (142).
For W ′ = 0 the equation (149) does not give any condition on U2, that is therefore
constrained only by the remaining second and first order equations (42), (43). However,
also in this case we always arrive to a solution for U2 at most linear in x1, except for U2 =
1
b2
(a1 sin(bx1) + a2 cos(bx1)) that leads to the superintegrable system already found in [6],
whose magnetic field has components
B1 = 0, B2 = a1 sin(bx1) + a2 cos(bx1), B3 = a2 sin(bx1)− a1 cos(bx1),
where a1, a2 ∈ R and b =
β31
γ13
(which must for this case be also equal to b = β21
γ12
).
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C.3.3 β12 6= 0
By translation in x1, let us set γ13 = 0. We can proceed as above and, after a long and tedious
computation, arrive at two solutions
• if W is not identically zero, we have
U2(x1) =
1
b1 − 1
(
axb1−11 +
b1s11
b2β13
)
,
~B =
(
0, 1, b2
)
· a(b1 − 2)x
b1−3
1 , (151)
W = −
a2
2
(b22 + 1)x
2(b1−2)
1 + w2x
b1−2
1 +
w1
x21
,
M(x1, x2) = β13x2
(
(b1 − 2)
(
w2x
b1
1 − a
2(b22 + 1)x
2(b1−2)
1
)
− 2
w1
x21
)
,
where c0 = −
c2
a
w2 −
(b1−1)b2c22
b2
1
β13
, c1 = −2(b1 − 1)
b2
b1
c2 −
b1
a
β13w2, s12 = 0, β21 = b1b2β13,
β12 = −b2β13, β31 = −b1β13 and γ12 = 0. By rotation of the coordinate frame around
the x1–axis, which preserves the existence of the Cartesian integrals p2 and p3, the
system (151) can be brought to the form (144).
• For W = 0 we find
U2(x1) = −a ln |x1|,
~B =
(
0, 1, b
)
·
a
x21
, W = 0, M(x1, x2) = 0
where c0 = 0, c1 = 0, s11 = −abβ31, β13 = −β31, β21 = −bβ31 and γ12 = 0. However,
this solution can be obtained as a limiting case of (151) with b1 = 1, b2 = b, w2 = 0 and
w1 =
a2(b2
2
+1)
2 .
C.4 α33 = β23 = β31 = 0
Equation (61) now reads
(β12x1 − γ13)U
′′
2 (x1) + 2β12U
′
2(x1)− c2 = 0. (152)
Thus, it does not imply any relationship between U2 and U3. It only gives a condition on U2
that could be trivially satisfied or not, according to the values of the constants involved. By
the same argument used in C.3, we see that also in this case s12 = 0 and s3(x1) = s2(x1) = 0.
C.4.1 β21 6= 0
Let us look at the situation in which β21 6= 0 and recall that we are looking for an integral
X of the form (55). Its Poisson bracket with X1 = p2, i.e. {X, p2}, is again an integral, by
assumption expressible in terms of the known integrals, similarly to equation (55). However,
these two expressions can be interchanged under the permutation of x2 and x3; thus we can
reduce the considered problem into an already discussed one. We have that
(p1, p2, p3, l1, l2, l3)→ (p1, p3, p2,−l1,−l3,−l2)
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while the system (9) transforms into
W (x1)→W (x1), (u2, u3)→ (−u3, u2). (153)
Therefore, all the conditions imposed in this section (including β21 6= 0) on the coefficients of
the second order terms in the integral change into α22 = β32 = β21 = β22 = 0, β31 6= 0 and
(56) turns into a0 = −β13, a1 = 0, a2 = β31, a3 = β21 and
α11 = α12 = α13 = α23 = α33 = β11 = β33 = β23 = 0.
Thus we recover all the conditions imposed on our parameters in section C.3. By (153) any
system belonging into this section would transform into some system already found in C.3.
Therefore in the following we can assume that β21 = 0 without lost of generality.
We distinguish several subcases depending on whether (152) is trivially satisfied or not.
C.4.2 β21 = 0, β12 6= 0
By translation in x1 we can set γ13 = 0. Equation (152) gives
U2(x1) =
a1
2x1
+
c2
2β12
x1, a1 ∈ R. (154)
We look at the remaining second order equations (42), that read
(β13x1 + γ12)U
′′′
3 (x1) + 3β13U
′′
3 (x1) = 0,
β12x
5
1U
′′′
3 (x1) + 3β12x
4
1U
′′
3 (x1)− 3γ12a1 = 0.
If β13 = 0 and γ12 6= 0 they have a solution only if a1 = 0 and U3 = 0, i.e. the magnetic
field vanishes.
If β13 = γ12 = 0, the above equations admit solution for
U3 =
a2
x1
.
The zeroth order equation (44) has solution forW (x1) = 0. If β12 6= 0 the remaining equations
(43) lead to the solution
U2(x1) = 0, U3(x1) =
a
2x1
, (155)
~B =
(
0, 0,
a
x31
)
, W = −
ab ln |x1|
x21
−
a2
8x41
+
w
x21
,
where a1 = 0, c0 = 0, c1 = 2β12b, c2 = 0, s11 = 0, β13 = 0, γ12 = 0 and M(x1, x2) = 0. This
system is new when b 6= 0, otherwise it can be turned into a subcase of (144) by permutation
of x2 and x3.
If β13 6= 0 we can set γ12 = 0. We have a solution for U3 given by
U3(x1) =
4a2
β13x1
, b ∈ R. (156)
Equations (43) and (44) can be solved for W and M under the conditions s11 = 0 and
a2 = −
a1β12
8 . We find
M(x1, x2) = β13(b
2 + 1)a2
x2
2x41
− β13c
2 ln |x1| − 1
x21
− 2β13w
x2
x21
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and
W (x1) = −
(
b2 + 1
)
a2
8x41
+
c ln |x1|+ w
x21
, w ∈ R, (157)
where b = −β12
β13
6= 0, a = a1, c =
ac1
2β13
and by using the physically irrelevant shift of the
potential by an additive constant we set c0 = c2 = 0.
The magnetic field reads
~B = (0, 1, b) · ax−31 , a, b ∈ R, b 6= 0. (158)
However, the reference frame can be rotated around x1 without affecting the fact that p2 and
p3 are integrals. Such a rotation brings the magnetic field (158) and the potential (157) and
the integral into the form (155).
C.4.3 β21 = β12 = 0, γ13 6= 0
From equation (152) we have
U2(x1) = −
c2x
2
1
2γ13
. (159)
From the second and zeroth order equations we get
U3(x1) = ax
2
1, a ∈ R. (160)
The first order equations can be solved for W and give a polynomial solution at most
quadratic. Since the magnetic field is constant, nothing of interest can be found here.
C.4.4 β21 = β12 = γ13 = 0
Equation (152) implies c2 = 0 and it is trivially satisfied for U2. The remaining second order
equations read
β13
(
3U ′′j (x1) + x1U
′′′
j (x1)
)
+ γ12U
′′′
j (x1) = 0, j = 2, 3. (161)
If β13 = 0 we easily conclude that the only possibility is constant magnetic field and vanishing
potential. For β13 6= 0 we can set γ12 = 0 by translation in x1. The above equations imply
Uj(x1) =
aj
2x1
, j = 2, 3.
From the first order equations, seen as polynomials in x2, we get the conditions
a22
x51
+
a23
x51
− 2W ′(x1) = 0
a2(2a3β13 + 3s11x1) + c1a3x
2
1 = 0,
together with two differential equations for M . From the second equation above we see that
we have two possibilities for non vanishing magnetic field: a2 = c1 = 0 or a3 = s11 = 0. In the
first case, when imposing also the remaining zero order equation (44) we get that necessarily
a3 = 0, i.e. the magnetic field vanishes. In the second case we have the solution
W (x1) =
c ln |x1|+ w
x21
−
a2
8x41
, a, c, w ∈ R, (162)
36
with c = ac12β13 , a = a2. The magnetic field reads
~B = (0, ax−31 , 0), a ∈ R. (163)
By solving the remaining equations for M , we find
M(x1, x2) = a
2β13
x2
2x41
− 2β13c ln |x1|
x2
x21
+ β13(c− 2w)
x2
x21
.
However, this system is just a special case of (157), (158) for b = 0.
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