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Introduction
The vehicle routing problem (VRP) is a classic problem occurring in the logistics and transportation field and is considered as one of the most important problems in operational research. The VRP is concerned with route planning for vehicles starting from a central depot to a set of customers. It was first proposed by Dantzig and Ramser [1] , and further algorithm improvements and variants of this problem have been extensively studied in the recent years. Some problems consider different objectives, but most of the variants of the VRP are related to the addition of new constraints to the original problem. For instance, the pallet constraint (goods of different sizes must be transported in boxes of standard size and limited capacity) and time window constraint (goods must be delivered within a certain time window) are often used by different researchers. Leung et al. [2] proposed a meta-heuristic algorithm for heterogeneous fleet VRPs with two-dimensional loading constraints, Tarantilis et al. [3] presented a hybrid metaheuristic algorithm for the integrated vehicle routing and three-dimensional container-loading problem, Bortfeldt and Homberger [4] developed a "packing first, routing second" heuristic for the vehicle routing and loading problem and Junqueira et al. [5] proposed an optimization model for the VRP with practical three-dimensional loading constraints. Tavakkoli-Moghaddam et al. [6] created a new mathematical model for a competitive VRP with time windows and solved by simulated annealing, Hifi and Wu [7] proposed a hybrid metaheuristic for the VRP with time windows, Gong et al. [8] developed a discrete particle swarm optimization approach to solve the VRP with time windows, and Cherkesly et al. [9] proposed a population-based metaheuristic for the pickup and delivery problem with time windows and last-in, first-out (LIFO) loading.
The two aforementioned constraints, however, are normally considered separately in the existing research. In reality, both constraints co-exist in transportation problems. Based on a managerial perspective of most logistic companies, dealing with daily dispatching problems effectively is always concerned. The simple VRP considered in many existing research neglects various constraints in certain practical situations and some variants of the simple VRP tackle constraints independently, which may not be realistic. On the one hand, the VRP with time windows constructs routes without taking into account properties of items to be shipped. Though there are approaches that consider the capacity of vehicles, they still ignore the actual physical dimensions of items. On the other hand, the VRPs with pallet constraint constructs routes with feasible loading condition, but they do not take into account the time factor, which may cause an inability of achieving items within the specific time period. Therefore, it is necessary to further investigate realistic situations for the VRP with both the time window and pallet constraints (the three-dimensional loading problem in particular) taken into account.
Regarding these two constraints, recently, Wei et al. [10] proposed an adaptive variable neighbourhood search for a heterogeneous fleet VRP with three-dimensional loading constraints, and Silva et al. [11] reviewed solution methods and computational experiments for the pallet loading problem.
To the best of our knowledge, the VRP with both time window and three-dimensional loading constraints has only been addressed in the work of Zachariadis et al. [12] . The problem in [12] is not a simple VRP with specific constraints; rather, it includes a mix of different request types. This problem, however, does not meet the dispatching requirements from some logistics providers since it considers the pick-up and delivery. Pickup and delivery may be not realistic in some logistics industry, like electronic commerce, which focuses significantly more on the dispatching duty.
The problem introduced in this paper is also a VRP with both time window and three-dimensional loading constraints.
However, in contrast to [12] , the problem addressed here focuses on a realistic situation that involves both the actual needs of businesses (detailed below) and the unique type of depots and customers. Regarding the time window constraints of this problem, both the depot and customers are specified with a time window having an exact start time and end time. This means that vehicles must depart and return within the depot's work time window. A vehicle must also visit a customer between the specified start time and end time. If a vehicle arrives before the start time of a customer, the unloading process will must be postponed until the customer is available. Amongst the three-dimensional loading constraints, in addition to the basic space constraint, we also consider fragility, supporting surface and order of unloading. All these constraints are beneficial for businesses like handling electrical appliances and distributing fresh agricultural products, where goods need to be packed and customers request items within specific time window. For the VRP with loading constrains, a container loading problem can be adopted to check the feasibility of loading. In the VRP with time window and pallet loading constraints (VRPTWP), the loading problem is the three-dimensional bin loading problem in which a fixed number of rectangular items are loaded into larger rectangular boxes [36] .
Earlier works on the VRP were mainly concentrated on the exact approaches. Balinski and Quandt [13] reported an integer programming approach that can be viewed as a generalisation of the covering problem to solve the VRP. Eilon et al. [14] used dynamic planning to solve the VRP with a fixed number of vehicles. Christofides et al. [15] solved the primary VRP with K-means. Fisher and Jaikumar [16] and Laporte et al. [17] also researched exact approaches for the VRP.
The rapid development of the logistics industry and the dynamic nature of today's business environment have significant effects on the scale and complexity of the VRP. Obviously, traditional exact approaches may not be able to match the scale of real-world situations. This has led to the development of heuristic/meta-heuristic algorithms for the VRP.
Tabu search is one of the most important methods in early research on meta-heuristic. One of the earliest reports is by Gendreau et al. [18] in which a Tabu search was used to solve the VRP. Later, many other researchers also used Tabu search to solve the VRP. Renaud Different to Tabu search, the artificial bee colony has only come to the view of researchers in the last ten years. It was introduced by Karaboga [26] . Szeto et al. [27] firstly applied artificial bee colony to solving the Capacitated VRP. Later, Yao et al. [28] proposed an artificial bee colony algorithm with a scanning strategy for the periodic VRP. Meanwhile, some other meta-heuristics, like simulated annealing [29] and genetic algorithms [30] , are also widely used to solve the VRPs.
Breedam [31] solved the VRP by using a simulated annealing in 1995 and Baker and Ayechew [32] developed a genetic algorithm for the VRP in 2003. Beyond that, many researches presented some hybrid approaches. Osman [33] proposed a metastrategy of simulated annealing and Tabu search algorithms for the VRP, Vidal et al. [34] proposed a hybrid genetic algorithm for multi-depot and periodic VRPs, and Bortfeldt et al. [35] developed a hybrid algorithm for the VRP with clustered backhauls and three-dimensional loading constraints.
The main contribution of our work is two-fold. First, we consider a new and practical variant of the VRP with loading constraints and time windows. Second, we propose a hybrid algorithm with Tabu search and artificial bee colony (Tabu-ABC), and compare it with other heuristics on a set of Solomon's 56 VRPs with time windows (VRPTW). In addition, the set of benchmark data generated for VRPTWP can be adopted by other interested parties for further research in this area.
The rest of this paper is organised as follows: In Section 2, we introduce the VRPTWP in detail. In Section 3, we describe the new hybrid algorithm Tabu-ABC in detail. In Section 4, we present the computational results of the algorithm, and finally, we conclude our work in Section 5.
The Problem
Let G (V, A) be an undirected graph where V = {0, 1, …, n} is the set of vertices and A is the set of edges. Let Cij be the transportation cost between vertices i and j. The vertex 0 in V is called the depot. The main objective of solving the VRP is to search for a solution offering the minimum consumption of distance for traversing every vertex starting from the depot 41 and come back to the depot.
Recall that the problem to be addressed in this paper is a practical variant of the VRP, and it consists of time windows and loading constraints. We assume that there is a customer at each vertex, and each customer needs some items from the depot. The items are specified with pre-defined total weights, and they are a three-dimensional cuboid of length li, width wi and height hi. At the depot vertex, there are some vehicles with a fixed loading space (a container) of dimension L×W×H,
where L, W and H are the length, width and height of the loading space, respectively. In addition, each vehicle is specified with a weight capacity D. To make this VRP realistic, time windows are also considered in this paper. Each vertex (the depot and customers) has a particular work time window [t si , t ei ][t si, tei] and a work time ti. All work at a vertex must be started within that vertex's work time window. An example of time windows in a route is given in Fig. 1 , and the loading constraint is discussed below.
In the VRPTWP, the following demands must be met:
(i) Each customer (vertex) is visited only once, i.e., one customer belongs to only one route.
(ii) All routes start from the depot and end at the depot.
(iii) All routes (vehicles) must depart and return within the time window of the depot.
(iv) All customers (vertices) are available during their work time window.
(v) All items needed by the customers in one route are loaded on the vehicle serving that route.
Before a vehicle can depart from the depot, it is necessary to ensure that all needed items should be loaded on the vehicle. This can be considered as a process of verifying the feasibility of the three-dimensional loading problem while taking into account the following conditions:
(i) All items must be completely loaded and fitted into the container of a vehicle, i.e., the edges of items and the container must not intersect each other.
(ii) Items are not allowed to overlap.
(iii) The bottom of each item must be sufficiently supported by the top of other items or by the bottom of the container.
(iv) The surface of each item must be in parallel with the surface of container.
In addition to the above basic conditions, we add the following conditions to better reflect real-world situations:
(v) Orientation: Items have fixed vertical orientation, which means they have fixed bottom surfaces.
(vi) Capacity: The sum of the items' weight is less than or equal to the vehicle's loading capacity.
(vii) Fragility: Nonfragile items cannot be loaded on the top of fragile items.
(viii) LIFO: If customer i is visited earlier than customer j, then the items of customer j should be packed earlier than those of customer i.
In mathematical formulations, our objective is to find the minimum travel distance, which can be expressed as follows:
where r is the number of routes, which is equal to the number of vehicles, ni is the number of customers in route i and ( +1) denotes the cost of traveling from customer j to customer j+1 (in this paper the traveling cost is equal to the distance).
The time windows constraints can be described as follows
where tsi is the start time of customer (vertex) i in the route, tei is the end time of customer i in the route, tai is the time the vehicle arrives in customer i, tli is the time the vehicle leaves from customer i, ti is the complete work time for customer i in the route, and ( −1) is the time cost traveling from customer i to customer i-1.
Because the loading constraint is met by a construction heuristic algorithm, there is no need to provide the mathematical formulation for this constraint. Note that the VRPTWP can be considered as a combination of two NP-hard sub-problems.
Thus, the VRPTWP as a whole is an NP-hard problem, and it is addressed in this work using a heuristic algorithm.
The Proposed Approach
According to the description in Section 2, the VRPTWP can be treated as a combination of a VRP with three-dimensional loading constraints and time window constraints. We propose a two-stage approach that considers multiple strategies to solve the three-dimensional loading problem and a hybrid algorithm with Tabu Search and artificial bee colony to solve the VRPTW.
Three-dimensional Loading Problem
One of the key aspects of the proposed approach is the method to judge whether boxes (items) needed by customers in a route may be packed on the vehicle. Such a feasibility test has a significant effect as it is repeatedly invoked by the master algorithm described in Section 3.2.
Loading Positions
We place the container (of a vehicle) in a three-dimensional system of coordinates ( Fig Since boxes can be rotated in the horizontal direction, when a box i of length li, width wi and height hi is loaded in the container, its values along the x, y and z axes < li', wi', hi' > may be considered as < li, wi, hi > or < wi, li, hi >.
We denote B = {b1, b2, …, bn} as a set of boxes. Firstly, there is an available loading position (0, 0, 0) and b1 is loaded on (0, 0, 0). After that b2 gets three available loading positions, they are (l1', 0, 0), (0, w1', 0) and (0, 0, h1'). Supposed b2 is loaded on (l1', 0, 0), then (l1', 0, 0) is deleted and another three available loading positions (l1' +l2', 0, 0), (l1', w2', 0) and (l1', 0, h2') are generated, which means b3 has five available loading positions. Considering the i th box, if it is loaded on (x, y, z), (x, y, z) will be deleted from available loading positions list, (x+li', y, z), (x, y+ wi', z) and (x, y, z+ hi') will be added to the available loading positions list ( Fig. 1.) . When a box is loaded, one available loading position is deleted and three new available loading positions are added, so there will be 2(i-1) +1 available loading positions considering bi. If bi cannot be loaded on at least one of the available loading positions, then it is assumed that boxes {b1, b2,…, bn} cannot be packed in the container.
Reference Line
To control the space used and to pack efficiently, two reference lines are considered in this work. They are reference line
Lz on the z axis and reference line Lx on the x axis. When we check whether bi can be loaded on (x, y, z), it must not only meet demands in Section 2, but also must satisfy z+hi < Lz and x+li < Lx. Once an available loading position is feasible for bi, bi will be loaded on it and the available loading positions list will be updated. If none of available positions is feasible, then, two situations are considered. (1) If Lx < L, Lx will increase to L; (2) if Lz < H, Lz will increase to H. If there still is not a feasible position for bi after (1) and (2), then boxes cannot be packed into the container.
Translational operator.
Once an available loading position is chosen and the box is loaded, according to loading good practices, we will try to move box towards a lower x, then move it towards a lower y, finally move it towards a lower z until the container and other In this paper, the loading algorithm (Algorithm 1) is from [37] . I is a list of available loading positions from small to large sorted by x, breaking ties by y, and breaking ties by z, and I will be kept in order as it is being updated. A flag variable is used to express whether a box can be loaded into the container or not. The inputs of the loading algorithm are set B of ordered boxes and the container of the vehicle. The algorithm will return whether all boxes can be loaded into the container.
Initially, the original available loading position is (0, 0, 0), and Lz and Lx are equal to 0. Boxes are to be loaded in the container in order. For each box, the algorithm first tries to load the box in the container in a position that does not exceed the reference lines. If this fails, the algorithm changes the value of Lx. If Lx is equal to 0 or L, it means that Lz should be increased. When Lz is equal to H and the box still cannot be loaded, Lx should be increased. As Lx is increased, all positions whose x = Lx and y = 0 have to be tested for loading feasibility. Once Lx is equal to L and the box cannot be loaded, the algorithm returns false. When a box is loaded successfully, the selected loading position is deleted from the list I. After the box is moved with translational operators, three new available loading positions are generated. The algorithm will return true if all boxes are loaded successfully, otherwise it will return false. If it returns false, we will consider some boxes cannot be loaded successfully.
Overall Structure of the VRPTWP Solution
Recall that the VRPTWP consists of two problems, namely, the VRP with three-dimensional loading constraints (3L-CVRP) and the VRPTW. As the three-dimensional loading problem has been addressed in Section 3.1, we are now ready to solve the VRPTWP. In our approach, we use a local search as the fundamental way to improve the solution. We define six neighbourhood structures, one of them is randomly selected and try to find a better solution with less cost at each iteration. However, this strategy may lead the algorithm to be stuck in local optima. To avoid this risk, we adopt the ideas of Tabu search and artificial bee colony.
Construction of the Initial VRPTWP Solution
Our algorithm begins by generating an initial feasible solution (explained below). Once this initialisation step is done, for i = 0 to n 3. flag = false; 4.
for (x, y, z) ∈ I 5.
if + ′ ≤ , + ℎ ′ ≤ and bi can be loaded on (x, y, z) 6. flag = true, go to line 19; 7.
if Lx = 0 or Lx = L 8.
if bi can be loaded on (0, 0, Lz) 9.
x = 0, if flag = true 20.
load bi on (x, y, z), I = I/ (x, y, z), move bi with the translational operator and mark bi's new position (x', y', z'),
return false; 23. return true; further improvement can be performed to achieve better results. Note that all constraints described in Section 2 must be satisfied by this initial solution.
Customers are randomly inserted into the routes one by one. During the insertion process, the customer is to be inserted in the position which leads to the smallest increase of cost, and all of the constraints mentioned in Section 2 must be satisfied.
When a new customer is being inserted and all existing routes cannot be assigned for that customer, a new route will be set up. If the total number of routes exceeds the number of available vehicles, the algorithm restarts; otherwise, the algorithm continues with the traversal of all customers until they are processed. The process of construction of initialization is presented in Algorithm 2.
Neighbourhood Solutions
When we try to find a better solution, we can reassign positions of vertices in different routes to construct a new solution. At each step, we choose a neighbourhood structure randomly. Six neighbourhood structures ( Fig. 3 .) are applied in this paper and are defined as follows:
(i) Swapping: In this strategy, the locations of two customers are exchanged. Two customers can be in the same route, and also they can be in different routes.
while ≠ 3.
Select customer ci from C randomly.
4.
if Route_Num = 0 5. Route_num = Route_num + 1; 6.
Generate a new route s, S = S + s; 7.
Insert ci to s, c = c/ ci; 8.
else if ci can be inserted into a route in S 9.
Select s that causes least increase of cost after insertion; 10.
Insert ci into s in the position that causes least increase of cost after insertion;
if Route_num > number of vehicles 15.
Go to line 1; 16. else 17.
Generate a new route s, S = S + s; 18.
Insert ci to s, c = c/ ci;
is the set of customer, S is the set of routes and Route_Num is the number of routes.
(ii)
Relocation: With this strategy, a customer is moved to another position. The new position can be in its original route or another route.
(iii) Routes swapping: Each route is divided into two sub-routes by a vertex (customer). Two sub-routes (the part that is visited after the specific vertex) of the two routes are exchanged entirely.
(iv) Route reversal: A sub-route reverses the order of customers.
Tabu-ABC
Tabu-ABC is a combination of Tabu search and artificial bee colony algorithm. It uses Tabu search to rapidly generate fast and high quality solutions that are used by artificial bee colony. Meanwhile, artificial bee colony takes advantage of the Tabu to increase food source variety.
Tabu search is designed to search for the best solution in its neighbourhood, even if there is no better solution. This could pose a risk of getting stuck in local optima (Fig. 4 ). In the example in Fig. 4, A, B , C and D are four different solutions. In A's neighbourhood, B is the best solution, C is the best in B's neighbourhood, and A is the best in C's neighbourhood. Using the proposed algorithm, the best solution found can only be B, C and A. This is the situation in which the local search can become stuck in a loop, and the solution cannot be improved any further. Although D is the true best solution, it is missed by the algorithm. This case highlights the problem of the search being trapped in the local optima.
To avoid this trap, a Tabu list is introduced to prohibit previously visited customers from being revisited by the algorithm. Once we have found a better solution with the neighbourhood structure, the current exchanged customers are inserted into a Tabu list. In the next iterations of searching, these customers are not selected unless they can obtain a better solution. The maximum length of the Tabu list is called the Tabu tenure.
The artificial bee colony algorithm is a class of swarm intelligence techniques. Honey bees are classified into three types: employed bees, onlookers and scouts. The job of employed bees is to exploit the food sources. They gather and share information with onlookers. According to the information shared by employed bees, onlookers are going to choose a food source with higher equality. Hence, good sources are chosen by onlookers. Scout bees's job is to randomly explorenew food sources. When onlookers and scout bees find a new food source, they become employed bees.
Since Tabu search starts with a random solution, the performance of Tabu search is easily influenced by the initial solution. Therefore, we combine it with the artificial bee colony algorithm to help alleviate this shortcoming. Artificial bee colony can generate a set of initial solutions for Tabu search, which eliminates the influence from single initial solutions.
Also, the Tabu principle helps artificial bee colony generate better food sources: it encourages the colony to explore new food sources rather than coming back to previously explored sources. So a hybrid algorithm (Tabu-ABC) is developed in this paper.
Tabu-ABC (Algorithm 3) starts by generating random solutions as the food sources and associating each source with some employed bees. Before associating, Tabu search is applied to improve initial solutions, which are food sources. Then each employed bee determines a new food sources in the neighbourhood of its associated food source. If it finds a new better food sources, it will leave the old one and move to the new one. After all employed bees finish their works in a fixed iteration, they share information with onlookers. According to the traditional roulette wheel selection, onlookers select food sources. After onlookers have selected their food sources, they explore and evaluate new food sources around its chosen food source. For each old food source, if a new better food source is found, the old one is replaced by the new one.
Also, a food source is abandoned if it has not been improved in a predetermined iteration times. In this case, the employed bee becomes a scout, and associates itself with a new food source. Here we introduce Tabu again. The similarity of the new food source and old food sources cannot exceed a predetermined limit. New food source are randomly generate until one satisfies similarity demand. For the VRPTWP in this paper, the similarity of two routes, say route a and route b, is determined by the length of their longest common subsequence divided by the length of route a. The similarity of two solutions, say solution A and solution B, is determined by the average of highest similarities of all A's routes to B's routes.
The algorithm is terminated as it satisfies a termination condition, such as a predetermined iteration number.
Computational Results
To obtain effective solutions for the VRPTWP and to provide a basis of comparison for further study, we construct a set of benchmarks for the VRPTWP and report their computational results. To generate the benchmarks, we combine two famous instances. One is the set of instances proposed in [38] , the 3L-CVRP, and the other is the well known set of the VRPTW introduced by Solomon [39] . The positions information in the 3L-CVRP instances are replaced by 27 instances (C1, C2, and R101 -R110) of Solomon's one by one. Meanwhile, the time window information is imported, too. To keep the feasibility of instances, double vehicles are supplied. We generated a set of benchmarks 1 and tested the proposed approach. The computational results will serve as baseline approaches for any future developments in this field.
In this section, the computational results on the VRPTWP and the VRPTW are presented. The proposed algorithm is coded in C++ and run on a machine with Intel Core i5 CPU, 2.6GHz/8G of RAM.
Sensitivity analysis of parameters
Considering the influence of parameters, after numerous experiments, we choose some parameters and do some experiments with different parameters setting. In order to know the relationship between the consumption of time and quality of solutions, we applied Tabu search on four instances with 800 iterations in 10 runs. Fig.5 presents the process of Employed bees stage: search ′ in neighbourhood of , if ( ′) is greater than ( ), replace with ′, = 0; else = + 1;
7.
Onlookers stage: Select a ′ according to the traditional roulette wheel selection; find the best ′ in neighbourhood of , if ( ′) is greater than ( ), replace with ′, = 0; else = + 1;
8.
Scout bees stage: for each food source , if = , find a new food sources that similarity with all existed food sources is lower than the predetermined limit, and replace with it; 9. End while.
Tabu search on instances r104, r208, rc104 and rc208, where the horizontal axis shows the number of iterations, the vertical axis shows the total travel distance, which is also the cost of a solution. The figure shows the improvements are not significant after 300 iterations (finally reaching the lowest point at 1037.95, 758.38, 1224.74 and 946.74 respectively). In Fig. 6 , the average results from different Tabu tenures are shown. The travel distance with Tabu tenure 30 is shorter generally. In order to test more parameters on Tabu-ABC, Fig. 7 presents the influence of update restriction (the maximum allowable number of iterations without an update) and Fig. 8 presents the influence of similarity restriction (the least similarity that allows scout bees to accept a new source). According to Fig.7 Based on the sensitivity analysis, the chosen value for each parameter is as follow: For the experiments on the VRPTWP instances, the length of Tabu tenure is 30 and the Tabu search is conducted within 300 iterations, the group size of food sources is 10, the limit of no update times is 10n (n is the number of customers), the limit of sources' similarity is 0.7, and the ABC is conducted 50n iterations. For the experiments on the VRPTW, Tabu search is conducted within 500 iterations, the population size of food sources is 20, ABC is conducted 200n iterations, and others are the same with the VRPTWP instances. 
Computational Results on the VRPTWP instances
Results on the VRPTWP are presented in table II, in which "NV" represents the number of vehicle, "TD" means the total travel distance (solution cost) and "CPU" denotes the computational times (in second). For each instance, the results were averaged over 10 runs. The proposed Tabu-ABC algorithm is computationally expensive, because it deals with the three-dimensional loading problem that is also computationally expensive (some computational results of three-dimensional loading problem are presented in [37] ) According to the table II, a greater fleet size does not necessarily mean a greater cost. As can be seen in the VRPTWP15 and VRPTWP22, the lowest cost actually has a greater fleet size than the average fleet size over all runs. Same situations are shown in table V and table VI. The parameters setting are shown in table I. 
Computational Results on the VRPTW instances
The contribution of our work in this paper is not only proposing the new VRPTWP, but also proposing a new strategy which is Tabu-ABC. To quantify the performance of the algorithm in this paper, in this section, the algorithm runs in the set of Solomon's 100 customers VRPTWP, and results are compared with other heuristic approaches. Solomon's VRPTW are divided into six sets C1, C2, R1, R2, RC1 and RC2. The customers in sets C1 and C2 are clustered in groups, in sets R1 and R2 they are uniformly distributed, and in sets RC1 and RC2, they are semi-clustered. The proposed algorithm has given 10 independent runs on each instance.
In order to prove the effectiveness of Tabu-ABC, results are compared with the results from nine other heuristic approaches. The comparison is presented in Table III , which presents the average best total distance and number of vehicles for each set. The proposed algorithm achieves the best result in C1, R2 and RC2, and the average result also better than some heuristics. Table IV compares the average mean total distance and number of vehicles for each set. The results
show that Tabu-ABC achieves the best solution in four sets, which are R1, R2, RC1 and RC2, and it also achieves the best average value over all sets.
In table V we compare Tabu-ABC with heuristics from some recent published papers on the VRPTW. According to the table, in most instances, the proposed algorithm achieves the best solutions. We also compare our work with the best-known solutions from the literature in Table VI . Most of the best-known results are summarized in [44] , and some values are updated according to some papers which we have known. According to the table, out of 56 instances our algorithm achieves better solutions in 15 instances. equals the best-known solutions in 4 other instances, and achieves near best solutions in all other instances. Also, Tabu-ABC achieves better results on the four specific instances on Fig.5, which demonstrates that Tabu-ABC improves the pure Tabu effectively. Table VI illustrates the fact that solving this type of problem is computational expensive (see the CPU time column), and 
Conclusion
This paper introduces a vehicle routing problem with time windows and pallet loading constraints, and proposes a new algorithm named Tabu-ABC. The VRPTWP comprises two sub NP-hard problems, namely the three-dimensional loading problem and the VRPTW. In addition, the VRPTWP addressed in this paper closely reflects real-world situations, and time window constraints are considered. To the best of our knowledge, the VRPTWP is a new problem that has never been addressed before. We apply Tabu-ABC to solve the VRPTWP and create a set of benchmark for the new VRPTWP.
Tabu-ABC is a hybrid algorithm with Tabu search and ABC. According to the comparison among some heuristics on Solomon's VRPTW instances, it is proved to be effective. As a future work, we would like to develop more efficient approach to solving VRPTWP, since the CPU times cost of Tabu-ABC to solve VRPTWP is not stable and high sometimes.
Meanwhile, Tabu-ABC can be applied to other problems also, and we will consider using it in other problems.
