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P. Rigollet we are interested in the following hypothesis testing problem:
where λP = {λp : p ∈ P} for some λ > 0. The question is: "How large should λ be in order to test with a pre-specified small risk?". Here, the risk of a test is defined as in GJN.
Several classes of sparsity can be considered [1] but perhaps two of them have more direct statistical relevance. The first one is the class of k-sparse vectors defined as P
The problem becomes detection of sparse means, which has applications in various problems including signal processing and steganography. To describe the second problem, assume that n = d 2 and fix an arbitrary bijection T : R n → R d×d , onto the space of d×d real matrices. The class P 2 of k-clusters (or cliques) is defined as the set P
In other words, these are the sparsity patterns p such that T (p) is the adjacency matrix of a clique of size k in an otherwise empty graph of size d. The class P 2 of sparsity patterns has applications in clustering [6, 14] and sparse PCA [3, 4] .
These combinatorial testing problems do not fall in the category of good observation schemes as defined in GJN because the class Y = λP is not convex. Moreover, these two sets are of size that is exponential in k and performing the simple hypothesis tests
for all p ∈ P n i , ∈ {1, 2} as recommended in Section 3.1 of GJN is simply intractable. To circumvent this limitation, let us explore a convexification of the problem and study instead
where conv(P) denotes the convex hull of P and is defined as the smallest convex set that contains P. In the case of P n 1 and P n 2 , these convex sets are polytopes. Even so, optimization over polytopes may not be tractable. For example, some polytopes are known to not have a description involving a small number of linear constraints [18] and are therefore not amenable to linear programming. Fortunately, the optimization problems that are required by GJN admit an explicit solution in these two specific cases. Indeed, it follows from equation (7) in GJN that a near optimal test can be found by testing H 0 : μ = 0 against H 1 : μ = λμ whereμ is the point in the polytope conv(P) with the smallest Euclidean norm. For both polytopes conv(P n 1 ) and conv(P n 1 ), such a vector can be easily computed analytically.
We begin with P n 1 . In this case, it is simply the vectorμ 1 = (k/n)1 n , where 1 n ∈ R n denotes the all-ones vector. Moreover, the optimal test of 0 versusμ 1 has small risk as soon as λ ≥ C √ n/k for some positive constant C. This rate is known to be optimal when k √ n but is suboptimal for smaller values of k [1] .
In the case of P n 2 , it can be shown that
so that the optimal test of 0 versusμ 2 has small risk as soon as λ ≥ Cd/k 2 for some positive constant C. As before this rate is optimal if k √ d but a better rate can be achieved if k √ d [6, 14] . As a result, it seems that convexifying the problems in that way is too coarse for very sparse cases.
While in appearance the two problems seem to have the same computational limitations, they are in reality quite different from this point of view. Indeed, on the one hand, detecting a sparse mean μ ∈ P n 1 can be solved in a very efficient way by simply looking at the k largest entries of X [1] . On the other hand, a recent line of work has shown that optimal detection for k-clusters may not be solvable efficiently if one wishes to use a computationally efficient procedure such as the one employed in GJN. Indeed, sparse PCA [3] and sub-matrix detection [14] both have the k-cluster structure and are known to be intrinsically computationally hard to solve optimally if one believes in the planted clique conjecture [11, 13] .
