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СПОСОБ ФОРМИРОВАНИЯ ОБЩЕГО КРИПТОГРАФИЧЕСКОГО КЛЮЧА 
ДЛЯ СЛАБО СОВПАДАЮЩИХ БИНАРНЫХ ПОСЛЕДОВАТЕЛЬНОСТЕЙ  
 
Рассматривается способ формирования общей секретной бинарной последовательности 
по открытому каналу связи. В этом способе не используются известные однонаправленные функции; 
он сводится к итерационному устранению несовпадающих битов в исходных бинарных последова-
тельностях абонентов, изготовленных специальным образом с определенным процентом несовпаде-
ний. Предлагается метод криптоанализа данного способа, основанный на наличии отклонения априор-
ного распределения вероятностей инвертирования битов в исходных бинарных последовательностях 
абонентов от равномерного. Показывается, что часть битов в итоговой секретной последовательнос-
ти может быть определена с высокой вероятностью. 
 
Введение 
 
В работе [1] и патенте [2] предложен способ формирования идентичных бинарных после-
довательностей (БП)  без применения односторонних функций, который может быть использо-
ван для решения задачи распределения ключей криптографической системы между двумя або-
нентами, имеющими не защищенный от прослушивания канал связи и не обладающими общим 
секретом. В основе данного способа лежат следующие теоретические предпосылки [3]. 
Если абоненты А и В независимо друг от друга сгенерируют случайные БП XA и XB 
и сравнят их, то количество несовпадающих битов (в дальнейшем – ошибок) есть величина 
случайная с математическим ожиданием, равным 50 %. При этом чем больше размер БП, тем 
меньше среднее отклонение процента ошибок от 50 %. Известно [4], что при 50 % ошибок их 
невозможно удалить (или исправить), не раскрывая все совпадающие биты. Вместе с тем в ра-
ботах [3, 4] предлагаются методы устранения ошибок для подобных задач при небольшом ко-
личестве (1–2 %) ошибок. В [5, 6] показано, что эффективность этих методов резко падает 
с ростом процента ошибок. 
В работе [1] показано, что если удастся создать две БП, процент ошибок в которых гаран-
тированно не равен 50 % (либо меньше, либо больше хотя бы на 1–2 %), то существующие 
ошибки можно удалить, «пожертвовав» при этом значительным количеством совпадающих би-
тов. Такие БП названы слабо совпадающими. При согласовании этих БП потери совпадающих 
секретных битов очень большие. Поэтому предлагается использовать исходные БП, длина ко-
торых на несколько порядков больше длины общей итоговой БП. Расчеты, проведенные в [1], 
показывают, что если выбрать длину исходной БП 106 битов, то можно сформировать итоговую 
БП размером около 60 битов. Однако наиболее проблемным в этой задаче является вопрос по-
лучения исходных БП с указанными свойствами. 
В [1] исходные БП формируются абонентами из несекретной общей БП путем независи-
мого секретного инвертирования в ней битов в количестве примерно 50 %. Действительно, если 
в несекретной БП секретно инвертировать ровно половину битов, выбранных случайным обра-
зом, то такая БП превращается в секретную, так как в ней любой бит известен с вероят-
ностью 0,5. Для того чтобы сформированная таким образом БП оставалась слабо совпадающей, 
предложено в одной БП инвертировать чуть менее половины битов, а в другой – чуть более. 
 
1. Алгоритм формирования секретной БП 
 
В целом рассматриваемый алгоритм формирования секретной БП содержит следующие 
шаги: 
1. Абонент A генерирует базовую БП X0 длиной n  и посылает ее абоненту B. 
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2. Затем абоненты A и B задаются количеством инвертируемых битов 𝑟𝐴 и 𝑟𝐵, где           
0 ≤ 𝑟𝐴 ≤ 𝑛 , 0 ≤ 𝑟𝐵 ≤ 𝑛, и генерируют независимо друг от друга случайные секретные последо-
вательности чисел соответственно  𝑆𝐴  и 𝑆𝐵. При этом 𝑆𝐴 =  𝑆1
𝑎  , 𝑆2
𝑎 , … ,  𝑆𝑟𝑎
𝑎  , 𝑆𝐵 =  𝑆1
𝑏  , 𝑆2
𝑏 , … ,  𝑆𝑟𝑏
𝑏  ,  
где 𝑆𝑖
𝑎 ∈  1  , 2, … ,  𝑛 , 𝑆𝑖
𝑏 ∈  1  , 2, … ,  𝑛 , 𝑆𝑖
𝑎 ≠ 𝑆𝑗
𝑎 , 𝑖, 𝑗 = 1, 2, … , 𝑟𝐴 для 𝑆𝐴, 𝑆𝑖
𝑏 ≠ 𝑆𝑗
𝑏 , 𝑖, 𝑗 = 1, 2, … , 𝑟𝑏  
для 𝑆𝐵. 
3. Далее абоненты A и B в соответствии с полученными номерами битов 𝑆𝑖
𝑎  и 𝑆𝑖
𝑏  инвер-
тируют эти биты в X0 и получают последовательности  𝑋𝐴  и 𝑋𝐵 . 
После того как сформированы последовательности 𝑋𝐴  и 𝑋𝐵 , абоненты А и В выполняют 
следующие шаги: 
4. Согласованно разбивают свои последовательности 𝑋𝐴  и 𝑋𝐵  на пары битов либо по по-
рядку, либо случайным образом. 
5. Вычисляют четности каждой пары битов и обмениваются ими. 
6. Сравнивая четности пар своей БП с полученными четностями, находят пары с несов-
падающими четностями и удаляют их из последовательностей. 
7. В оставшихся парах удаляют по одному биту по договоренности. 
8. Из оставшихся битов, количество которых 𝑛1, образуют промежуточные последова-
тельности  𝑋𝐴1  и 𝑋𝐵1 путем сдвига всех бит влево до полного заполнения образовавшихся после 
удаления пар и битов вакансий. 
9. Повторяют шаги 4–8 назначенное число раз (N) до получения 𝑋𝐴𝑁  и 𝑋𝐵𝑁 . 
Полученные последовательности 𝑋𝐴𝑁  и 𝑋𝐵𝑁  и будут формировать криптографический 
ключ.  
В работе [1] также проводится исследование для выбора оптимальных значений 𝑟𝐴 и 𝑟𝐵 
с целью обеспечения доли несовпадающих битов, близкой к 50 %. Так, для n = 100 000 опти-
мальными значениями будут 𝑟𝐴= 43 800, 𝑟𝐵= 38 700 либо 𝑟𝐴 = 38 700, 𝑟𝐵= 43 800. Такие значе-
ния 𝑟𝐴 и 𝑟𝐵  обеспечат долю несовпадающих битов, равную примерно 0,48. 
Поскольку вероятности, с которыми каждый бит в исходных БП равен или противополо-
жен соответствующему биту базовой последовательности, отличаются от 0,5, то это свойство 
может быть использовано для криптоанализа. 
 
2. Анализ обнаруженной уязвимости 
 
Будем считать, что все процедуры формирования итоговой последовательности известны 
криптоаналитику, как и вся информация, циркулирующая по открытому каналу связи. 
На этапе формирования исходных БП криптоаналитику известна базовая последователь-
ность 𝑋0; на этапе удаления несовпадающих битов – номера битов исходной последователь-
ности, вошедших в ту или иную пару, четности пар битов абонентов A и B, номера битов в па-
рах, остающихся в БП после сравнения четностей, номера битов, удаленных из каждой неуда-
ленной пары. Таким образом, криптоаналитику, пассивно наблюдающему процесс формирова-
ния идентичных БП, известны номера битов 𝑋0, вошедших в итоговую БП, а также их новые 
позиции в этой последовательности. Однако значения этих битов криптоаналитику неизвестны, 
поскольку часть из них подвергалась инвертированию. Доля инвертированных битов зависит 
от выбранных значений  𝑟𝐴 и 𝑟𝐵. При значениях 𝑟𝐴 и 𝑟𝐵,  обеспечивающих долю несовпадающих 
битов примерно 0,48, доля инвертированных битов у абонента А равняется в среднем пример-
но 0,387 и является случайной величиной. Следовательно, в итоговой последовательности 
в каждой сотне битов содержится в среднем 38 битов, значения которых противоположны этим 
же битам в 𝑋0, и 62 бита, значения которых равны значениям этих же битов в 𝑋0, но позиции 
совпадающих и противоположных битов криптоаналитику неизвестны. Таким образом, 
для раскрытия итоговой последовательности криптоаналитику требуется определить, какие би-
ты в итоговой последовательности инвертированы относительно исходной, а какие – нет. 
Для этого как раз и предлагается использовать свойство, что вероятности, с которыми каждый 
бит итоговой последовательности равен или противоположен соответствующему биту исход-
ной последовательности, отличаются от 0,5. 
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Априори криптоаналитику для  каждой пары базовых БП известны  четности и вероятно-
сти инвертирования битов. Значения этих вероятностей до начала устранения шибок близки 
к 0,5, но могут уточняться по мере получения информации о четности пар битов на каждом ша-
ге алгоритма. Для этого можно использовать формулу условной вероятности Байеса 
 
𝑃(𝐻𝑖/𝐴) =
𝑃 𝐻𝑖 𝑃(𝐴/𝐻𝑖)
 𝑃 𝐻𝑖 𝑃(𝐴/𝐻𝑖)
,         
 
которая позволяет уточнять вероятности событий после получения результатов опытов. 
Пусть 𝑋0  – базовая  БП длиной n; 𝑋𝐴  и 𝑋𝐵  – сформированные БП на основе 𝑋0; 𝑟𝐴, 𝑟𝐵  – ко-
личество инвертируемых битов для 𝑋𝐴  и 𝑋𝐵  соответственно; 𝐶0 – значение четности пары битов 
для последовательности  𝑋0 (0 либо 1); С1 – значение четности пары битов для последователь-
ности XA (0 либо 1) после инвертирования (на первом шаге). Тогда в формуле (1) рассматрива-
ются гипотеза H (количество инвертированных битов в паре последовательности 𝑋𝐴), 
событие A (четность пары битов после инвертирования не изменилась, т. е. 𝐶0 = 𝐶1) и событие 
𝐴    (противоположное событию 𝐴). 
Поясним указанные величины: 
H1 – гипотеза «оба бита в первой паре последовательности 𝑋𝐴  были инвертированы отно-
сительно базовой последовательности 𝑋0»; 
H2 – гипотеза «первый бит в первой паре последовательности  𝑋𝐴  был инвертирован, 
второй остался таким же относительно базовой последовательности 𝑋0»; 
H3 – гипотеза «второй бит в первой паре последовательности 𝑋𝐴  был инвертирован, пер-
вый остался таким же относительно базовой последовательности 𝑋0»; 
H4 – гипотеза «оба бита в первой паре последовательности 𝑋𝐴 остались такими же отно-
сительно базовой последовательности 𝑋0». 
Априорные вероятности перечисленных гипотез следующие: 
𝑃 𝐻1 = 𝑝 × 𝑝; 
𝑃 𝐻2 = 𝑝 ×  1 − 𝑝 ; 
𝑃 𝐻3 =  1 − 𝑝 × 𝑝; 
𝑃 𝐻4 =  1 − 𝑝 ×  1 − 𝑝 , 
где  𝑝 = 𝑟𝐴 𝑛  – вероятность того, что какой-либо бит последовательности XA был инвер-
тирован. 
Пусть после инвертирования и оглашения четностей для некой пары битов оказалось, что 
𝐶0 = 𝐶1, т. е. имеет место событие А. Это возможно только в том случае, если в данной паре 
инвертированы 0 или 2 бита. 
Следовательно, условные вероятности этого события при справедливости гипотез H1 или 
H4 определяются выражениями P(A|H1) = 1, P(A|H4) = 1. Очевидно, что событие 𝐶0 = 𝐶1 невоз-
можно при справедливости гипотез H2 или H3, т. е. P(A|H2) = 0, P(A|H3) = 0. Тогда уточненные 
значения вероятностей выдвинутых гипотез H1 и H4 примут вид 
𝑃(𝐻1/𝐴) =
𝑃 𝐻1 𝑃(𝐴/𝐻1)
𝑃 𝐻1 𝑃(𝐴/𝐻1) + 𝑃 𝐻2 𝑃(𝐴/𝐻2) + 𝑃 𝐻3 𝑃(𝐴/𝐻3) + 𝑃 𝐻4 𝑃(𝐴/𝐻4)
= 
 
=
𝑃 𝐻1 𝑃(𝐴/𝐻1)
𝑃 𝐻1 𝑃(𝐴/𝐻1) + 𝑃 𝐻4 𝑃(𝐴/𝐻4)
=
𝑝2
𝑝2 + (1 − 𝑝)2
 ; 
 
                   (1) 
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𝑃(𝐻4/𝐴) =
𝑃 𝐻4 𝑃(𝐴/𝐻4)
𝑃 𝐻1 𝑃(𝐴/𝐻1) + 𝑃 𝐻2 𝑃(𝐴/𝐻2) + 𝑃 𝐻3 𝑃(𝐴/𝐻3) + 𝑃 𝐻4 𝑃(𝐴/𝐻4)
= 
 
=
𝑃 𝐻4 𝑃(𝐴/𝐻4)
𝑃 𝐻1 𝑃(𝐴/𝐻1) + 𝑃 𝐻4 𝑃(𝐴/𝐻4)
=
(1 − 𝑝)2
𝑝2 + (1 − 𝑝)2
 , 
 
соответствующие  вероятности  гипотез H2 и H3 окажутся равными 𝑃(𝐻2 𝐴) = 0, 𝑃 𝐻3 𝐴  = 0,  
а, следовательно, исключатся из дальнейшего рассмотрения. Таким образом, для следующего 
шага алгоритма априорные вероятности выдвинутых гипотез  
𝑃 𝐻1 =
𝑝2
𝑝2+(1−𝑝)2
, 𝑃 𝐻2 = 0, 𝑃 𝐻3 = 0, 𝑃 𝐻4 =
(1−𝑝)2
𝑝2+(1−𝑝)2
.  
 
Из полученных выражений видно, что если бы априорные вероятности гипотез H1 и H4 
равнялись 0,5, то и апостериорные вероятности остались бы такими же. Отклонение их значе-
ний от равновероятных позволяет уточнять вероятности гипотез. Например, если 𝑝 = 0,45, 
1 − 𝑝 = 0,55, то уточненные вероятности гипотез H1 и H4 будут иметь значения 𝑃 𝐻1 = 0,4,
𝑃 𝐻4 = 0,6. 
Пусть после инвертирования и оглашения четностей для некой пары битов оказалось, что 
𝐶0 ≠ 𝐶1. Такое событие возможно только в том случае, если в данной паре инвертирован 1 бит. 
Следовательно, условные вероятности этого события при справедливости гипотез H2 или 
H3 имеют значения  P(𝐴 |H2) = 1, P(𝐴 |H3) = 1. Очевидно, что событие  𝐶0 ≠ 𝐶1  невозможно 
при справедливости гипотез H1 или H4, т. е. P(𝐴 |H1) = 0, P(𝐴 |H4) = 0. Тогда уточненные значе-
ния вероятностей выдвинутых гипотез H1 и H4 примут вид 
𝑃(𝐻2/𝐴 ) =
𝑃 𝐻2 𝑃(𝐴 /𝐻2)
𝑃 𝐻1 𝑃(𝐴 /𝐻1) + 𝑃 𝐻2 𝑃(𝐴 /𝐻2) + 𝑃 𝐻3 𝑃(𝐴 /𝐻3) + 𝑃 𝐻4 𝑃(𝐴 /𝐻4)
= 
 
=
𝑃 𝐻2 𝑃(𝐴 /𝐻2)
𝑃 𝐻2 𝑃(𝐴 /𝐻2) + 𝑃 𝐻3 𝑃(𝐴 /𝐻3)
=
𝑝(1 − 𝑝)
𝑝(1 − 𝑝) + 𝑝(1 − 𝑝)
= 0,5; 
 
𝑃(𝐻3/𝐴 ) =
𝑃 𝐻3 𝑃(𝐴 /𝐻3)
𝑃 𝐻1 𝑃(𝐴 /𝐻1) + 𝑃 𝐻2 𝑃(𝐴 /𝐻2) + 𝑃 𝐻3 𝑃(𝐴 /𝐻3) + 𝑃 𝐻4 𝑃(𝐴 /𝐻4)
= 
 
=
𝑃 𝐻3 𝑃(𝐴 /𝐻3)
𝑃 𝐻2 𝑃(𝐴 /𝐻2) + 𝑃 𝐻3 𝑃(𝐴 /𝐻3)
=
𝑝(1 − 𝑝)
𝑝(1 − 𝑝) + 𝑝(1 − 𝑝)
= 0,5. 
 
Соответствующие вероятности  гипотез H1 и H4 окажутся равными 𝑃(𝐻1/𝐴 ) = 0,  
𝑃(𝐻4/𝐴 ) = 0, а следовательно, исключатся из дальнейшего рассмотрения. Поэтому для сле-
дующего шага алгоритма априорные вероятности выдвинутых гипотез 
𝑃 𝐻1 = 0, 𝑃 𝐻2 = 0,5, 𝑃 𝐻3 = 0,5, 𝑃 𝐻4 = 0. 
Таким образом, для пары, имеющей 𝐶0 ≠ 𝐶1, уточнение вероятностей гипотез H2 и H3 не 
происходит. 
Проводя аналогичные вычисления на каждом шаге алгоритма формирования идентичных 
бинарных последовательностей (см. разд. 1, шаги 4–8), используя вместо 𝐶𝑖   уже новые значе-
ния, полученные из последовательностей 𝑋𝐴1 , 𝑋𝐴2 и т. д., и вместо 𝑃 𝐻𝑖  – значения 𝑃(𝐻𝑖/𝐴), 
полученные на предыдущем шаге, можно значительно уточнить вероятность, с которой биты 
в итоговой последовательности были инвертированы относительно битов в исходной последо-
вательности на тех же позициях, и тем самым понизить конфиденциальность итоговой после-
довательности. 
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Рассмотрим результаты данного криптоанализа на конкретном примере. Пусть абонент А 
сформировал последовательность  
X0 = [1(1) 1(2) 0(3) 0(4) 0(5) 0(6) 0(7) 0(8) 0(9) 1(10) 1(11) 0(12) 1(13) 0(14) 0(15) 0(16) 1(17) 
1(18) 0(19) 1(20) 1(21) 0(22) 0(23) 0(24) 0(25) 1(26) 1(27) 1(28) 1(29) 1(30) 1(31) 1(32) 1(33) 1(34) 
1(35) 1(36) 0(37) 0(38) 0(39) 1(40) 1(41) 1(42) 0(43) 1(44) 0(45) 1(46) 1(47) 0(48) 0(49) 0(50) 0(51) 
0(52) 1(53) 1(54) 0(55) 0(56) 1(57) 1(58) 0(59) 1(60) 1(61) 1(62) 1(63) 1(64) 1(65) 1(66) 1(67) 0(68) 
1(69) 1(70) 1(71) 0(72) 0(73) 0(74) 0(75) 0(76) 1(77) 1(78) 1(79) 0(80) 1(81) 0(82) 0(83) 1(84) 0(85) 
1(86) 0(87) 1(88) 0(89) 1(90) 0(91) 0(92) 1(93) 0(94) 0(95) 1(96) 1(97) 1(98) 0(99) 0(100) 1(101) 
1(102) 0(103) 0(104) 1(105) 1(106) 0(107) 1(108) 0(109) 0(110) 1(111) 1(112) 0(113) 0(114) 1(115) 
0(116) 1(117) 0(118) 1(119) 0(120) 0(121) 0(122) 1(123) 0(124) 1(125) 0(126) 1(127) 1(128) 1(129) 
0(130) 0(131) 0(132) 1(133) 0(134) 0(135) 1(136) 1(137) 1(138) 0(139) 0(140) 0(141) 0(142) 1(143) 
1(144) 1(145) 1(146) 1(147) 0(148) 1(149) 0(150) 0(151) 0(152) 1(153) 1(154) 0(155) 1(156) 0(157) 
1(158) 1(159) 0(160) 1(161) 1(162) 0(163) 0(164) 0(165) 1(166) 0(167) 1(168) 0(169) 0(170) 1(171) 
1(172) 0(173) 1(174) 0(175) 0(176) 1(177) 0(178) 1(179) 0(180) 0(181) 1(182) 1(183) 1(184) 0(185) 
1(186) 1(187) 1(188) 0(189) 0(190) 1(191) 1(192) 1(193) 1(194) 0(195) 1(196) 0(197) 0(198) 0(199) 
0(200) 0(201) 1(202) 0(203) 0(204) 1(205) 1(206) 1(207) 0(208) 0(209) 0(210) 1(211) 0(212) 1(213) 
1(214) 0(215) 0(216) 0(217) 0(218) 1(219) 1(220)] 
длиной 220 битов, 𝑟𝐴= 91, 𝑟𝐵 = 84. После инвертирования битов абоненты получили следующие 
последовательности:  
XA = [0(1) 1(2) 0(3) 0(4) 0(5) 1(6) 0(7) 1(8) 0(9) 1(10) 1(11) 1(12) 1(13) 0(14) 1(15) 0(16) 
1(17) 0(18) 0(19) 0(20) 0(21) 0(22) 1(23) 1(24) 1(25) 0(26) 1(27) 1(28) 0(29) 1(30) 0(31) 0(32) 1(33) 
1(34) 1(35) 1(36) 0(37) 1(38) 0(39) 0(40) 0(41) 1(42) 0(43) 0(44) 0(45) 1(46) 0(47) 1(48) 0(49) 1(50) 
1(51) 1(52) 1(53) 1(54) 1(55) 0(56) 1(57) 1(58) 0(59) 1(60) 1(61) 1(62) 1(63) 1(64) 1(65) 1(66) 1(67) 
0(68) 0(69) 1(70) 0(71) 1(72) 0(73) 0(74) 1(75) 1(76) 1(77) 1(78) 1(79) 1(80) 1(81) 0(82) 0(83) 1(84) 
0(85) 0(86) 0(87) 1(88) 0(89) 0(90) 0(91) 0(92) 1(93) 0(94) 0(95) 0(96) 1(97) 1(98) 0(99) 0(100) 
1(101) 1(102) 0(103) 1(104) 0(105) 1(106) 1(107) 0(108) 0(109) 1(110) 1(111) 1(112) 1(113) 1(114) 
1(115) 1(116) 1(117) 1(118) 0(119) 1(120) 0(121) 0(122) 0(123) 0(124) 0(125) 0(126) 1(127) 1(128) 
1(129) 0(130) 1(131) 1(132) 1(133) 1(134) 0(135) 0(136) 1(137) 1(138) 0(139) 0(140) 1(141) 0(142) 
1(143) 0(144) 1(145) 1(146) 0(147) 0(148) 1(149) 1(150) 1(151) 0(152) 0(153) 0(154) 0(155) 0(156) 
1(157) 1(158) 1(159) 1(160) 0(161) 1(162) 0(163) 1(164) 0(165) 1(166) 0(167) 0(168) 1(169) 1(170) 
0(171) 0(172) 0(173) 0(174) 0(175) 0(176) 0(177) 1(178) 0(179) 1(180) 1(181) 0(182) 1(183) 1(184) 
0(185) 0(186) 0(187) 1(188) 0(189) 0(190) 0(191) 1(192) 0(193) 1(194) 1(195) 1(196) 0(197) 1(198) 
0(199) 1(200) 0(201) 1(202) 1(203) 1(204) 1(205) 1(206) 0(207) 1(208) 0(209) 1(210) 1(211) 1(212) 
0(213) 1(214) 0(215) 0(216) 0(217) 1(218) 0(219) 1(220)], 
XB = [0(1) 1(2) 0(3) 1(4) 1(5) 1(6) 0(7) 0(8) 1(9) 0(10) 1(11) 1(12) 1(13) 0(14) 1(15) 0(16) 
1(17) 0(18) 0(19) 1(20) 1(21) 1(22) 1(23) 0(24) 0(25) 0(26) 1(27) 0(28) 1(29) 1(30) 1(31) 1(32) 1(33) 
0(34) 1(35) 0(36) 0(37) 1(38) 0(39) 1(40) 1(41) 1(42) 0(43) 1(44) 1(45) 1(46) 1(47) 0(48) 0(49) 0(50) 
1(51) 0(52) 1(53) 1(54) 1(55) 0(56) 0(57) 0(58) 1(59) 1(60) 0(61) 1(62) 0(63) 1(64) 0(65) 0(66) 1(67) 
0(68) 0(69) 1(70) 0(71) 0(72) 0(73) 1(74) 0(75) 1(76) 0(77) 1(78) 0(79) 1(80) 0(81) 0(82) 1(83) 1(84) 
1(85) 0(86) 0(87) 1(88) 0(89) 0(90) 1(91) 1(92) 1(93) 0(94) 0(95) 1(96) 1(97) 0(98) 1(99) 0(100) 
1(101) 1(102) 0(103) 0(104) 1(105) 0(106) 1(107) 1(108) 1(109) 0(110) 0(111) 0(112) 1(113) 1(114) 
1(115) 1(116) 0(117) 1(118) 1(119) 1(120) 0(121) 1(122) 0(123) 0(124) 1(125) 0(126) 0(127) 1(128) 
0(129) 0(130) 1(131) 0(132) 1(133) 0(134) 0(135) 1(136) 0(137) 1(138) 0(139) 0(140) 1(141) 0(142) 
1(143) 0(144) 1(145) 1(146) 1(147) 0(148) 1(149) 1(150) 1(151) 0(152) 1(153) 1(154) 1(155) 1(156) 
0(157) 1(158) 1(159) 1(160) 1(161) 1(162) 0(163) 0(164) 1(165) 1(166) 0(167) 0(168) 0(169) 1(170) 
1(171) 0(172) 1(173) 0(174) 0(175) 0(176) 1(177) 0(178) 1(179) 0(180) 0(181) 0(182) 0(183) 1(184) 
1(185) 0(186) 0(187) 1(188) 1(189) 0(190) 1(191) 1(192) 1(193) 1(194) 0(195) 1(196) 0(197) 0(198) 
0(199) 0(200) 0(201) 1(202) 1(203) 1(204) 1(205) 1(206) 0(207) 0(208) 0(209) 1(210) 1(211) 1(212) 
1(213) 0(214) 0(215) 0(216) 0(217) 0(218) 0(219) 1(220)]. 
Для удобства каждый бит последовательностей X0, XA, XB пронумеруем, биты в последо-
вательностях будем разбивать на пары по порядку, а удалять из пары будем биты на первой 
позиции.  
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Далее по формуле (1) вычислим значения 𝑃(𝐻1/𝐴), 𝑃(𝐻2/𝐴), 𝑃(𝐻3/𝐴), 𝑃(𝐻4/𝐴) для каж-
дой пары битов последовательности XA.  
Зная значения p, Ci, 𝑃(𝐻1/𝐴), 𝑃(𝐻2/𝐴), 𝑃(𝐻3/𝐴), 𝑃(𝐻4/𝐴), легко можно получить вероят-
ности того, что второй бит в каждой паре равен 1 (0 – с противоположной вероятностью): 
P = [0,5(2) 0,3322(4) 0,5(6) 0,5(8) 0,6677(10) 0,5(12) 0,3322(14) 0,5(16) 0,5(18) 0,5(20) 
0,5(22) 0,3322(24) 0,6677(26) 0,6677(28) 0,5(30) 0,6677(32) 0,6677(34) 0,6677(36) 0,5(38) 0,5(40) 
0,5(42) 0,5(44) 0,6677(46) 0,3322(48) 0,5(50) 0,3322(52) 0,6677(54) 0,5(56) 0,6677(58) 0,6677(60) 
0,667723(62) 0,6677(64) 0,6677(66) 0,3322(68) 0,5(70) 0,3322(72) 0,3322(74) 0,3322(76) 
0,6677(78) 0,5(80) 0,3322(82) 0,6677(84) 0,5(86) 0,6677(88) 0,5(90) 0,3322(92) 0,3322(94) 0,5(96) 
0,6677(98) 0,3322(100) 0,6677(102) 0,5(104) 0,5(106) 0,6677(108) 0,5(110) 0,6677(112) 
0,3322(114) 0,5(116) 0,5(118) 0,3322(120) 0,3322(122) 0,5(124) 0,5(126) 0,6677(128) 0,3322(130) 
0,3322(132) 0,5(134) 0,5(136) 0,6677(138) 0,3322(140) 0,5(142) 0,5(144) 0,6677(146) 0,5(148) 
0,5(150) 0,5(152) 0,6677(154) 0,5(156) 0,5(158) 0,5(160) 0,5(162) 0,5(164) 0,6677(166) 0,5(168) 
0,3322(170) 0,6677(172) 0,5(174) 0,3322(176) 0,3322(178) 0,3322(180) 0,6677(182) 0,6677(184) 
0,5(186) 0,5(188) 0,3322(190) 0,5(192) 0,5(194) 0,5(196) 0,5(198) 0,5(200) 0,6677(202) 0,3322(204) 
0,6677(206) 0,3322(208) 0,5(210) 0,5(212) 0,5(214) 0,3322(216) 0,5(218) 0,5(220)]. 
Значения вычисляем только для вторых битов в каждой паре, так как первые биты на ка-
ждой итерации удаляются из последовательности. 
Проделывая аналогичные вычисления на каждом шаге работы алгоритма, получаем сле-
дующие данные: 
Шаг 1 
XА1 = [1(2) 1(10) 1(12) 0(14) 0(16) 0(18) 0(22) 0(32) 1(38) 1(48) 1(54) 0(56) 1(58) 1(66) 0(68) 
1(70) 1(88) 0(90) 0(92) 0(94) 1(102) 1(106) 1(110) 1(112) 1(114) 1(116) 0(124) 0(140) 0(142) 0(144) 
1(146) 1(150) 0(152) 0(154) 0(156) 1(160) 0(168) 0(176) 1(178) 1(180) 1(188) 1(202) 1(204) 1(206) 
1(210) 1(212) 1(214) 0(216)]; 
XB1 = [1(2) 0(10) 1(12) 0(14) 0(16) 0(18) 1(22) 1(32) 1(38) 0(48) 1(54) 0(56) 0(58) 0(66) 0(68) 
1(70) 1(88) 0(90) 1(92) 0(94) 1(102) 0(106) 0(110) 0(112) 1(114) 1(116) 0(124) 0(140) 0(142) 0(144) 
1(146) 1(150) 0(152) 1(154) 1(156) 1(160) 0(168) 0(176) 0(178) 0(180) 1(188) 1(202) 1(204) 1(206) 
1(210) 1(212) 0(214) 0(216)]; 
P1 = [0,6677(10) 0,3322(14) 0,5(18) 0,6677(32) 0,3322(48) 0,3322(56) 0,8015(66) 0,6677(70) 
0,3322(90) 0,1984(94) 0,6677(106) 0,6677(112) 0,3322(116) 0,3322(140) 0,5(144) 0,6677(150) 
0,6677(154) 0,5(160) 0,3322(176) 0,1984(180) 0,6677(202) 0,5(206) 0,5(212) 0,3322(216)]. 
Шаг 2 
XА2 = [0(14) 0(18) 0(32) 0(56) 1(66) 1(70) 0(90) 1(112) 1(116) 0(140) 0(144) 1(150) 0(176) 
1(180) 1(202) 1(206)]; 
XB2 = [0(14) 0(18) 1(32) 0(56) 0(66) 1(70) 0(90) 0(112) 1(116) 0(140) 0(144) 1(150) 0(176) 
0(180) 1(202) 1(206)]; 
P2 = [0,3322(18) 0,5(56) 0,8902(70) 0,8015(112) 0,5(140) 0,6677(150) 0,3322(180) 
0,6677(206)]. 
Шаг 3 
XА3 = [0(18), 0(140), 1(150), 1(206)]; 
XB3 = [0(18), 0(140), 1(150), 1(206)]; 
P3 = [0,1322(18);  0,5(140); 0,8677(150); 0,8015(206)]. 
Алгоритм произвел полную синхронизацию последовательностей за три такта. За эти три 
такта удалось сильно подкорректировать вероятности того, что какой-либо бит был инвертиро-
ван в итоговой последовательности. Таким образом, можно утверждать, что бит на позиции 1 
в итоговой последовательности (бит 18 в базовой последовательности) с вероятностью 0,1322 
равен 1, бит на позиции 2 в итоговой последовательности (бит 140 в базовой последователь-
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ности) с вероятностью 0,5 равен 1, бит на позиции 3 в итоговой последовательности (бит 150 
в базовой последовательности) с вероятностью 0,8677 равен 1 и бит на позиции 4 в итоговой 
последовательности (бит 206 в базовой последовательности) с вероятностью 0,8015 равен 1. 
Для большинства битов удалось с высокой точностью определить их настоящее значение, од-
нако есть биты, для которых вероятность того, что они равны 1, будет 0,5.  
 
Заключение 
 
Предложенный в настоящей работе криптоанализ позволяет с большой вероятностью 
раскрыть некоторые биты в итоговой последовательности, из-за чего анализируемый способ 
формирования идентичных БП требует дополнительных усилий для обеспечения секретности 
полученной последовательности.  
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V.L. Pivovarov, U.F. Holikau 
 
METHOD OF GENERATING COMMON CRYPTOGRAPHIC KEYS  
FOR LOOSLY COINCIDENT BINARY SEQUENCES  
 
The method of forming a common secret binary sequence between using an open communica-
tion channel is considered. The method is not based on common unidirectional functions and results 
in iterative elimination of distinct bits in the initial binary sequences with a certain percentage of mis-
matches, intentionally made by subscribers themselves. The cryptanalysis technique of this method 
based on the use of the deviation of aprior distribution of probabilities of inverting bits in the original 
binary sequences of subscribers from uniform distribution is proposed. Part of the bits in the final sec-
ret sequence can be identified accurately enough.  
