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ABSTRACT 
Nonnegative mth roots of nonnegative O-symmetric idempotent matrices have 
been characterized. As an application, a characterization of nonnegative matrices A 
whose Moore-Penrose generalized inverse A’ is some power of A is obtained, thus 
yielding some well-known theorems. 
1. INTRODUCTION 
Let A be an m X n real matrix. Consider the Penrose [B] equations 
AXA=A, (1) 
xAx=x, (2) 
(AX)~= AX, (3) 
@A)== XA, (4 
where X is an n X m real matrix and T denotes the transpose. Consider also 
the equations 
AkXA=Ak, (Ik) 
AX=XA, (5) 
where k is some positive integer. 
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For a rectangular matrix A and for a nonempty subset A of { 1,2,3,4}, X 
is called a h-inverse of A if X satisfies Eq. (i) for each i EA. In particular, the 
{ 1,2,3,4}-inverse of A is the unique Moore-Penrose generalized inverse. The 
unique solution X of (2), (lk), and (5) is a square matrix called the Drazin 
inverse of A, where k is the smallest positive integer such that rank A k = 
rankA k+l. 
A matrix A = (uij) is called O-symmetric if uii = 0 implies uii = 0. Thus 
every symmetric matrix and every positive matrix is O-symmetric. If a matrix 
A is a direct sum of matrices 4, then Ai will be called summands of a. 
The problem of finding the mth roots of any matrix A is an important 
classical problem (see Gantmacher [4], Chapter 8). In this paper our aim is to 
study the nonnegative mth roots of nonnegative O-symmetric idempotent 
matrices. Theorem 1 of this paper reduces the study of the nonnegative mth 
roots of any nonnegative O-symmetric idempotent matrix to the nonnegative 
kth roots of matrices of the form xy r (x, y positive vectors with y rx = l), and 
to the nonnegative solution of a system of simultaneous equations of the type 
x,x,...xd=x,y,T )...) X,X,. . .X,-r = xdyj- (xi, fji positive vectors with yirxi 
= 1). Clearly, xy r is the only nonnegative kth root of rank 1 of the positive 
idempotent matrix xy T. However, the nonnegative kth roots of ranks greater 
than 1 are not considered, and it remains open to determine such roots. In 
Sec. 4, we use the reduction obtained in Theorem 1 to characterize the 
nonnegative matrices A such that A k is O-symmetric and A k+l = A for some 
positive integer k. This, in particular, determines all nonnegative matrices A 
whose generalized inverse A’ is some power of A. This result generalizes the 
recent results of Harary and Mint [5] for nonnegative matrices A with 
A - ’ = A and that of Berman [l] for nonnegative matrices A with A ’ = A. 
1.1. Notation and Conventions 
S,: the group of permutations on { 1,2,. . . ,n}. 
2:: 
Moore-Penrose generalized inverse. 
Drazin inverse. 
A >O: a matrix with nonnegative entries. 
A>O: a matrix with positive entries. 
6?: 
“%Z : 
a set of nonnegative matrices. 
+ “TZ : 
{X]X”E&?}. 
{X >o]Xm&}. 
C$ the ( p,q)th block of the ith power of a partitioned matrix C. 
The diagonal of any square matrix shall mean the main diagonal. By a vector 
we shall mean a column vector. 
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2. MAIN RESULTS 
THEOREM 1. Let 3 be the set of all nonnegative O-symmetric idempo- 
tent matrices. Then A E + “fl if and only if there exists a permutation 
matrix P such that PAPT is a direct sum of square matrices of the following 
(not necessarily all) three types: 
(I) CH, where Cg = xy T, for some positive vectors x and y such that 
yTx=l. 
(11) 
0 Cl, 0 0 * . . 0 
0 0 c&o*** 0 
. 0 c;-ld 
c dl 0 0 ---0 0 
where ( ~,,CCJJ.. . Cdl)m’d = x1 yl’, . . . , (cd&. . . cd- &m’d = xdy;; xi, yi are 
positive vectors of the same order with yiTxi = 1; xi and 4, i# j, are not 
necessarily of the same order; d Im, d # 1; and the zeros on the diagonal are 
square matrices of appropriate orders. 
(III) 
0 Cl, Cl, * * * Cl2 
0 0 c, * * * c,, 
. . . . 
b 6 . . * 0 Cl.-ll 
,o 0 . . . 0 0 
where 1 < m, the Cii’s are nonnegative matrices of appropriate orders, and the 
zeros on the diagonal are square matrices. 
THEOREMS. Let 33 be the set of all nonnegative symmetric iokmpotent 
matrices. Then A E + *a if and only if there exists a permutation matrix 
P such that PAPT is a direct sum of square matrices of the following (not 
necessarily all) three types: 
(I) C,,, where Cl; = xx T and x is a positive unit vector. 
40 
(11) 
0 
0 
b 
c dl 
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where (c&&. . . Cdl)m’d = x1x:, . . . , ( cdlclp.. . cd_ Id)m’d = x&t:; the xi’s are 
positive unit vectors (not necessarily of the same order); d Im, df 1; and the 
zeros on the diagonal stand for the square matrices of appropriate orofers. 
(III) 
0 Cl, Cl, . * * Cl1 
0 0 c, * . * c,, 
. * . . 
bb. . . 0 c-1, 
0 0 * **o 0 
where I< m, the Cii’s are rwnnegatiue matrices of appropriate orders, and the 
zeros on the diagonal stand fm the sqwlre matrices. 
3. PRELIMINARY RESULTS AND PROOFS OF THEOREMS 1 AND 2 
In order to prove Theorems 1 and 2 we shall prove a few lemmas. We 
first recall that if A, B are nonnegative matrices of orders m X n, n X k, 
respectively, such that AB = 0, then for any i, 1 < i Q n, the ith column of A 
and the ith row of B cannot both be nonzero. We now prove 
LEMMA 1. Let A, C be mmnegatioe (not necessarily square) matrices 
such that AC=O, and XA + CY > 0 for some matrices X and Y (not 
necessarily rwnnegatiue). Then A =0 or C=O. 
Proof. Assume A #O, CZO. Then AC = 0 implies that there exists a zero 
column of A (hence of XA) and a zero row of C (hence of CY). But then 
XA + CY cannot be positive, a contradiction. n 
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LEMMA 2. tit A, C,, . . . , C,, be nonnegative matrices such that AC, = 0 
(C,A=O), i=l,..., rx, and XA+2~=ICiYi>0 (AX+Ey=lYiCi>O) for some 
nonnegative matrices X, Yi, 1 < i < n. Then A =0 or all C,‘s are ZZTO. 
Proof. Observe A(C;=,CJ=O and XA +(C~,,Ci)(C~,lYi) >0, and ap 
ply Lemma 1. n 
LEMMA 3. Let A, B, C, and D be nonnegative matrices of orders m X n, 
n x m, n x m, and m x n, respectively, such that AC = 0 = DB and each entry 
on the diagonal of BA + CD is nonzero. Then the i th column of A is zero if 
and only if the i th row of B is zero. 
If inaddition,AB=O, thenA=O=B. 
Proof. If A, B, C, or D is zero, then the proof is trivial. So assume each 
of the matrices A, B, C, and D is not zero. Let the jth column of A be zero. 
Then the jth column of BA is zero. Since the diagonal of BA+ CD is 
nonzero, this implies that the jth column of CD cannot be zero. Hence the 
jth column of D cannot be zero. But then DB = 0 implies that the jth row of 
B is zero. The converse can be proved similarly. 
The last statement follows trivially. W 
be a nonnegative matrix such that the diagonal 
blacks are square make fund each entry on the diagonul of D is ?WTlZfTO. 
Then 
+@yg-=(+Y +&). 
Proof. Let 
Then 
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implies 
C&1(~-1) + C&&‘-1)= D, cl(;“-wlz= c%j;“-lql= c$&w12=o, 
and 
cl(;l-wll + c&-%& = D, cIIc1(2m-1) = c&l”-” = c&?-1)=0* 
Thus, by Lemma 3, C,, = 0 = C,,. Then CE = D and Cz = 0. Hence 
completing the proof. 
LEMMA 5. Let 
c= 
where Cii is a nonnegative matrix of or&r li X li and Ai is a positive square 
matrix of or&r li, 1 < i <n. Then there exists a a E S,, such that 
(a) CiO,ij#O, C+=O Vk#a(j), j=l,...,n. 
(b) CfocnCoc ‘)uz(i). 
tive integer sue /l 
. CO_-lci,i = Ai. [EquivaZentZy, if dj is the smallest posi- 
(c) am= I, 
that d(j)=j, then (Ciccn*. . C04(;j,)m/4=qs~ 
the identity permutation. 
(d) There exi._vts a permutation matrix Pouch that PCPT is a direct sum of 
square matrices of the types (I) or (II) described in Theorem 1. 
Proof. Since 
Al 0 
cm= ‘. 
i 1 ) 0 ‘A, 
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we get 
and 
tip - l)Ckj = 0 = ci, C&F - l) for all i#i (6) 
4 = CiC$-” + . * * + C$Cfi”-” + . * f + c&$-l). (7) 
Assume Cjl Cl{“- ‘) # 0. Then C, (“-‘)#O, and thus by (6), (7), and Lemma 2, 
Cik = 0 Vk # 1. Note that ql #O and Aj = C,,C$“- ‘). Hence each row of C has 
one and only one nonzero block. Since the matrix C” has no zero column, 
the same is true for the matrix C. Therefore, there is one and only one 
nonzero block in each row and in each column of C. This determines a 
permutation u E S,, such that 
C,,j)#O, c+=o Vk#a( i), i=l ,***, n. (8) 
Then from (7) and (8), 4 = Cti,CPIPp . . . Cmmlj. But then C& # 
0, CPIP*+O ,..., C&_,/ ZO imply p,=a(j), p,=o”(ip,..., ~~_i=a~-‘(i), and 
i=a”(i). Hence urn= I, the identity permutation, proving (b) and (c). 
Since any permutation u can be expressed as a product of disjoint cycles, 
(d) follows by straightforward computations. n 
LEMMA 6. Let OfC E + % , where 0 is a square matrix of order n. 
Then there exists a permutation matrix P such that 
PCPT= 
0 Cl2 Cl, * * * ClZ 
3 
0 0 c, * . * c,, 
. . . . . 9 
b b * * * 0 cz:,, 
0 0 * -*o 0, 
where I< m, the O’s on the diagonul stand for square matrices, and the Cij’s 
are nonWgative matrices of appropriute orders. 
Proof. If C = 0 then the proof is trivial. So assume Cf 0. Then m > 1. 
We shall prove this result by induction on m. So suppose m = 2. Then C2 = 0 
implies that there exists a u E S,, and 1< r < rr such that u(l)th,. . .,u(r)th 
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rows and u( T + 1)th , . . . , u (n)th columns of C are zero. This gives a permuta- 
tion matrix P such that PCPT is of the required form. We now assume that 
the result is true for m = k - 1 and prove the result for m = k. Since Ck = 0 
we have ( Ckdl)‘=O. By induction there exists a permutation matrix P, such 
that 
Without loss of generality, we can assume that each row of the matrix block 
D is nonzero. Let 
P,CP,‘= ; ; . 
( ) 
Then P 1 C “P,’ = 0 gives 
This implies AD = 0= BD. But since no row of D is zero, we get A =0= B. 
Thus 
P&P,‘= ; “F . 
( ) 
Then 
(; ~)~-l=(P,cP:)k-~=(~ ;) 
implies Fk-’ = 0. Again by the induction assumption, there exists a permuta- 
tion matrix Pz such that 
Pz FP,T = 
0 Fl2 F 
13 
* * . F 
19 
0 0 FS - . - Fz9 
. . 
. . 
bb. . . 0 r;,-I, 
0 0 * e.0 0 
, 
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1 0 
p= 0 pz Pl ( 1 
is a desired permutation matrix. 
Proof of Theorem 1. 
“Only if’ part. 
Let A E ‘?f% . Then there exists a matrix B E %I such that Am = B. Since 
B is a O-symmetric idempotent matrix, there exists, by Flor [3], a permuta- 
tion matrix P such that - 
PBPT = 
0 A,; 
--------- 
0 I 0 
where 4 = xi yiT, xi, yi are positive vectors with yiTxi = 1, and s is the rank of 
B. The proof now follows by Lemmas 4, 5, and 6. 
The converse is clear. W 
Proof of Theorf?m 2. 
In the proof of Theorem 1, we observe that if B is symmetric, then 
Ai = xixir, where xi is a positive vector with xiTxi = 1. This completes the 
proof. n 
4. APPLICATIONS OF MAIN RESULTS 
In this section we use our main results to obtain characterizations of 
nonnegative matrices A such that A k is O-symmetric and A k+ ’ = A for some 
positive integer k. This gives, in particular, characterization of matrices A 
whose generalized inverses are some power of A (cf. [l], [5]). 
THEOREM 3. Let A be a nonnegative matrix. Then A” is O-symmetric 
and A”‘+‘- -A if and only if there exists a permutation matrix P such that 
PAPT is a direct sum of matrices of the following (not necessarily all) three 
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types: 
(9 xyT, where x and y are positive vectors with y Tx= 1. 
(ii) 
0 
WlZXl 
YZ’ 0 0 . . . 0 
0 0 w23x2 Y3’ 0 . . . 0 
0 0 0 . . . 0 wd-ldxd-l t/d’ 
wdlxd!i: 0 0 *-.o 0 
where q, yi are positive vectors of the same order with y,‘~~ = 1; xi and Xi, 
i # i, are not necessarily of the same order; d Im; and w12,. . . , w& are positive 
numbers with w12wB* * * wdl = 1. 
(iii) A zero matrix. 
Proof. “Only if” part: Clearly A” is idempotent. Hence by Theorem 1, 
there exists a permuation matrix P such that PAPT is a direct sum of the 
square matrices of the types (I), (II), or (III). Since A”‘+’ = A, each summand 
S of PAPT satisfies Sm+’ = S. If S is of type (I), then S = C,,, where CE = xy T 
for some positive vectors x and y such that y Tx = 1. Since xy T is idempotent 
of rank 1, there exists an invertible matrix U such that 
XY 
where zero block on the diagonal stands for a square matrix. It follows then 
that the first column of U is x, and the first row of U -’ is y r. From 
Gantmacher [4, p. 2351 we have 
u-1. 
Further, if R m+l=R for some R E +“w, then 
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Since S E + mw, we obtain 
s=u ; ; u-'=xyT. ( 1 
If S is of type (II), then 
r 0 c,, 0 0 - . * 0 
0 0 c,o-** 0 
s=: : : 
b b b,. 
* o cd-,d 
c dl 0 0 aa.0 0 
where (C,,C,-** Cdl)m’d=X1 y: ,..., (CdlC1zO** Cd_Id)m’d=Xdy$Y xi and yi 
are positive vectors with yiTxi = 1, d 1 m, and the zeros on the diagonal stand 
for the square matrices of appropriate orders. Therefore, 
xlyT 0 0 * * * 0 
0 0 . * * 0 S”=* x2yz' 
. 
Since S” is an idempotent matrix of rank d, there exists an invertible matrix 
- U such that 
This implies that the first d columns of U are 
0 
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and the first d rows of U-’ are (z): 0 -.- O),..., (0 *-- 0 II,‘) in this 
order, and Id is the d X d identity matrix. Let 
ui = 
r . 
‘il c Yil- 
‘i2 Yi2 
and vi = . , l<i<d. 
41, yt l, 
From Gantmacher [4, p. 2351 
Since Sm+l= S, we get 
Thus 
where W” = &. Also 
s= 
b b b.. . 0 CdLld 
c dl 0 0 -**o 0 
So if W= (q), then simple computations give alI wii = 0 except 
0 Cl2 0 0 . . * 0 
0 0 c,o.*- 0 
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W12,W~,..., w+~~,w~~, and w~~w~*** w&=1. Hence 
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0 WEA Yz' 0 0-e. 0 
0 0 %3*2 Y3’ 0 . . . 0 
0 0 0 . . . o Wd-ldXd-l !/d’ 
wdlxdY: 0 0 .*.o 0 
Finally, suppose S is of type (III). Then Sm+’ = S gives S =0, completing the 
proof. 
The converse is clear. w 
THEOREM 4. Let A be a nonnegative matrix. Then A’= A”-’ fm some 
positive integer m if and only if there exists a permutation matrix P such 
that PAPT is a direct sum of matrices of the following (not necessarily all) 
three types: 
(i) xx’, where x is a positive unit vector. 
0 w12v2’ 0 o**. 0 
0 0 %3x24T 0 . . . 0 
0 0 0 . . ’ 0 w,_&j_1X; 
wdlxdxlT 0 0 ..*o 0 
where xi are positive unit vectors; xi and xi, i#j, are not necessarily of the 
same order; d Im; and w12,. . . , wdl are positive numbers with w12w23’ * * wdl 
= 1. 
(iii) A zero mu&ix. 
Proof. Follows from Theorems 2 and 3. 
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5. REMARKS 
(1) As special cases of Theorem 4 we can obtain theorems of Harary and 
Mint [5] and Berman [l], characterizing nonnegative matrices A such that 
A - ’ = A and A’ = A respectively. 
(2) We can also derive the nonnegative solutions of the matrix equation 
X” = I, where m is a positive integer, from Theorem 4. The solutions are 
square matrices A such that for some permutation matrix P, PAP= is a direct 
sum of matrices A+ where A, is an identity matrix or a matrix of the form 
0 a, 0 0 . . * 0 
0 0 u2 0 * . . 0 
. . . 
. . . * 9 
b b b . . . 0 (Id-1 
ad 0 o-*.0 0 
where ala2 * * 1 t&j_+d=l,ai>o, l<i<d,andd]m. 
The referee has informed us that M. Lewin [7j has also characterized the 
nonnegative solutions of X” = 1. 
(3) A special case of Theorem 3 answers a question of Berman [l] for 
characterizing the nonnegative matrices which are equal to a (1,2)-inverse of 
themselves (equivalently A = A “) under the hypothesis that A2 is O-symmet- 
ric. We note from Theorem 3 that if A3=A, (i.e., A is equal to a (1,2)- 
inverse), then A is O-symmetric if and only if A2 is O-symmetric. 
(4) In another paper [6] we have characterized nonnegative matrices A 
whose Moore-Penrose generalized inverse A’ is nonnegative and is equal to 
some polynomial in A with scalar coefficients. This result generalizes Theo- 
rem 4 of this paper. 
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