To minimize the primal support vector machine (SVM) problem, we propose to use iterative majorization. To allow for nonlinearity of the predictors, we use (non)monotone spline transformations. An advantage over the usual kernel approach in the dual problem is that the variables can be easily interpreted. We illustrate this with an example from the literature.
Introduction
In recent years, support vector machines (SVMs) have become a popular technique to predict two groups out of a set of predictor variables (Vapnik (2000) ). This data analysis problem is not new and such data can also be analyzed through alternative techniques such as linear and quadratic discriminant analysis, neural networks, and logistic regression. However, SVMs seem to compare favorably in their prediction quality with respect to competing models. Also, their optimization problem is well defined and can be solved through a quadratic program. Furthermore, the classification rule derived from an SVM is relatively simple and it can be readily applied to new, unseen samples. At the downside, the interpretation in terms of the predictor variables in nonlinear SVM is not always possible. In addition, the usual formulation of an SVM is not easy to grasp. In this paper, we offer a different way of looking at SVMs that makes the interpretation much easier. First of all, we stick to the primal problem and formulate the SVM in terms of a loss function that is regularized by a penalty term. From this formulation, it can be seen that SVMs use robustified errors. Then, we propose a new majorization algorithm that minimizes the loss. Finally, we show how nonlinearity can be imposed by using I-Spline transformations.
In many ways, an SVM resembles regression quite closely. Let us first introduce some notation. Let X be the n × m matrix of predictor variables of n objects and m variables. The n × 1 vector y contains the grouping of the objects into two classes, that is, y i = 1 if object i belongs to class 1 and y i = −1 if object i belongs to class −1. Obviously, the labels −1 and 1 to distinguish the classes are unimportant. Let w be the m × 1 vector with weights used to make a linear combination of the predictor variables. Then, the predicted value q i for object i is
where x i is row i of X and c is an intercept. Consider the example in Figure  1a where for two predictor variables, each row i is represented by a point labelled '+' for the class 1 and 'o' for class −1. Every combination of w 1 and w 2 defines a direction in this scatter plot. Then, each point i can be projected onto this line. The idea of the SVM is to choose this line in such a way that the projections of the class 1 points are well separated from those of class −1 points. The line of separation is orthogonal to the line with projections and the intercept c determines where exactly it occurs. Note that if w has length 1, that is, w = (w w) 1/2 = 1, then Figure 1a explains fully the linear combination (1). If w has not length 1, then the scale values along the projection line should be multiplied by w . The dotted lines in Figure  1a show all those points that project to the lines at q i = −1 and q i = 1. These dotted lines are called the margin lines in SVMs. Note that if there are more than two variables the margin lines become hyperplanes. Summarizing, the SVM has three sets of parameters that determines its solution: (1) the regression weights, normalized to have length 1, that is, w/ w , (2) the length of w, that is, w , and (3) the intercept c. SVMs count an error as follows. Every object i from class 1 that projects such that q i ≥ 1 yields a zero error. However, if q i < 1, then the error is linear with 1 − q i . Similarly, objects in class −1 with q i ≤ −1 do not contribute to the error, but those with q i > −1 contribute linearly with q i + 1. In other words, objects that project on the wrong side of their margin contribute to the error, whereas objects that project on the correct side of their margin yield zero error. Figure 1b shows the error functions for the two classes. As the length of w controls how close the margin lines are to each other, it can be beneficial for the number of errors to choose the largest w possible, so that fewer points contribute to the error. To control the w , a penalty term that is dependent on w is added to the loss function. The penalty term also avoids overfitting of the data. Let G 1 and G −1 denote the sets of class 1 and −1 objects. Then, the SVM loss function can be written as
