5 Key Points: 6 • New detection and attribution method used to attribute temperature trends for 7 Southeast Brazil. 8 • Greenhouse gases are the dominant driver of observed temperature trends. 9 • Model uncertainty plays an important role in this study. Abstract 11 Southeast Brazil has great economic importance for Brazil and is highly vulnerable to 12 extreme events like floods and droughts. Studies have shown an increase of temperature 13 in this region. Using a new Detection and Attribution framework (Ribes et al., 2017) and 14 CMIP5 models this change is found to be largely due to greenhouse gases. We estimate 15 that greenhouse gases contribute a warming of 0.95 to 1.5 o C to the observed warming 16 trend of 1.1 o C between 1955-2004. Temperature changes from natural and non-greenhouse 17 gas anthropogenic forcing are estimated to be small over this period. Results are robust 18 using different time windows. Using the Community Earth System Model ensembles to 19 evaluate the impacts of internal variability, observational and model error shows that most 20 uncertainty arises from model error. 21 Plain Language Summary 22
Attribution Model
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The statistical model used for attribution of climate change in Southeast Brazil is 75 that of Ribes et al. (2017) , here after called R17. R17 assumes that the true observed 76 climate response (Y * ) is a sum of true responses from each individual forcing (X * i ):
Where Y is the observation vector, X i is the simulated individual forcing vector, 78 Y ∼ N (0, Σ Y ) is observational uncertainty and Xi ∼ N (0, Σ Xi ) is model uncertainty, 79 with their respective covariance matrices Σ Y and Σ Xi . We assume that observational 80 uncertainty arises from internal variability and observational error, while Xi arises from 81 internal variability and model uncertainty. Since both errors are assumed to be Gaus-82 sian, X * i and Y * can be estimated using Maximum Likelihood Estimators with exact con-83 fidence intervals as:
To check for consistency between 85 the observed signal with any set of forcings, χ 2 tests are used as discussed in R17. First 86 this test is used to detect consistency with internal variability only (equation 6) and all 87 of those response patterns are tested to detect consistency between observations and the 88 analyzed forcings (equation 7). Consistency of observations with the response to indi-89 vidual forcing is also tested using equation 7.
where n is the size of Y . As in R17 study, Ordinary Least Square (OLS) (Allen & Tett, 91 1999) is also used to compare the results found with the R17 methodology. The OLS method
92
-3-manuscript submitted to Geophysical Research Letters assumes a linear relation between the simulated responses X i and the observed one Y .
93
A scaling factor β is then estimated byβ OLS which can be used for inference:
The main differences between the R17 method and OLS is that R17 does not in-95 clude a scaling factor but does explicitly include observational and model uncertainty. trixΣ =Σ E = ZZ T /n, where Z is a p × n matrix of p successions of vectors of pseudo-101 observations with n observations. However, in the case when p > n,Σ is non-invertible.
102
Approaches used in the literature, instead of usingΣ E , are the Moore-Penrose pseudo-103 inverse (Hegerl et al., 1996; Allen & Tett, 1999) or regularization of the covariance ma-104 trix (Ribes et al., 2009 (Ribes et al., , 2013 . The first approach involves truncatingΣ to the first k lead-
105
ing Empirical Orthogonal Functions (EOFs) while the second involves a linear combi-106 nation given by:
Where I p is the p × p identity matrix and ρ and λ are real numbers. This regu-108 larization approach is used in this study to provide a better estimate of the sample co- (Figure 1a ).
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Annual averages of the area-averaged monthly anomalies were computed follow-132 ing the procedure described in Morice, Kennedy, Rayner, and Jones (2012) . We focus 133 on three distinct periods: 1955 to 2004, 1935 to 2004 and 1955 to 2014. The first period 134 was selected because it is when the trend is more significant, observations are more re-135 liable ( Figure S1 ), and simulated signals for different forcings are available. The second 136 period was selected as a sensitivity test with a longer period of data. The third period ison Project Phase 5 (CMIP5 ; Table S1 ) were used. Ten-year averages were then com-141 puted and the temporal mean subtracted from the data in order to focus only on the anoma- The CMIP5 models in Table S1 are also used to compute model error and the multi-model 152 ensemble mean is also used to attribute changes in temperature due to one or a subset 153 of forcings. 154 We consider the effects of greenhouse gases, natural influences (solar and volcanic) 155 and other anthropogenic forcings (OA, mostly aerosols). Following the notation presented 156 in equations 1-3 we have then X GHG , X N AT and X OA respectively, where the latter is 157 calculated as:
quired. This is done by calculating the within-ensemble differences from the large CESM 160 ensemble. In order to be consistent with the OLS approachΣ v is split into two covari-161 ance matrices, one used to pre-whiten the data and other for uncertainty estimates in 162β OLS . This is achieved by splitting the members from the large ensemble into two sub-163 sets of 17 members and then calculatingΣ v1 andΣ v2 using this subset of simulations.
164
To determine which of the different errors is dominant we carry our three main anal- rors (Σ m ) for the estimation of X GHG , X N AT and X OA . The covariance matrices for in-we consider the correlated error by using 100 ensemble members of the land only comas described in R17 Appendix -"Estimation of Σ m and Σ X with unbalanced data", for 176 each of the signals separately with the CMIP5 models that are indicated in Table S1 .
177
In all cases we assume that the mean values for X * i comes from the CESM-LE ensem-178 ble. This is done also on the third step, when the CMIP5 models are included to cal-179 culateΣ m , to make the analysis consistent with the previous steps. Therefore, for the 180 third step we would have:
Internal variability (11)
Internal variability (12) Where n m is the number of models and n j is the number of ensembles for the jth 182 model. We carry out a final analysis where we estimate X from the CMIP5 multi-model Using CESM as the mean to define the forced signals and using all CMIP5 mod-242 els to estimateΣ m may not be ideal because we assume a Gaussian uncertainty centered Figure S2 ) even though this estimate 264 shows a higher positive trend and uncertainty for GHG. Using data from 1955 to 2014 265 from the ALL simulation increases the signal to noise ratio, reducing the uncertainty bars 266 when considering model error, which implies the simulated warming signal is more con-267 sistent across the different models. The results are also compatible with the observed trends 268 which continues to imply a forced component. , 2018; Wan et al., 2019; Karoly & Stott, 2006) .
294
However, unlike these regional studies we are able to calculate contributions from three 295 different forcings. The results shown in this study, of a significant anthropogenic induced 296 warming in a regional scale, also suggests that human induced climate change is becom-297 ing very strong at human relevant scales.
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