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Abstract 
The paper developed a new feature extraction method, termed Block-based Kernel Semi-supervised Discriminant 
Projection (BKSDP). Its main idea is that each face image is partitioned into smaller sub-blocks which are reshaped 
into a large column vector. Then all these column vectors are mapped into a higher dimensional feature space through 
a predefined kernel function. Finally, the semi-supervised discriminant analysis is performed over the feature space 
by integrating the intrinsic manifold structure of the labeled and unlabeled data. Experiment results conducted on 
ORL and YALA face databases demonstrate the effectiveness of the proposed method. 
 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [name 
organizer] 
 
Keywords;kernel trick, semi-supervised learning, feature extraction, face recognition 
1. Introduction 
Recently, there has been a lot of interest in geometrically motivated approaches to data analysis in high 
dimensional space. Examples include ISOMAP [1], Laplacian Eigenmap [2], Locally Linear Embedding 
[3]. These methods have been shown to be effective in discovering the geometrical structure of the 
underlying manifold. However, they yield mappings that are defined only on training data points and how 
to evaluate the mappings on novel test data points remains unclear. To deal with the problem, He et al. [4] 
proposed Locality Preserving Projection (LPP), which is a linear subspace learning method, derived from 
Laplacian Eigenmap. In contrast to most manifold learning algorithms, LPP possesses the remarkable 
advantage that can generate an explicit map. The objective function of LPP is to minimize a local quantity, 
i.e. the local scatter of the projected data. To further improve the performance of classification, the 
Unsupervised Discriminant Projection (UDP) technique for dimensionality reduction of high dimensional 
data in small size cases is proposed by Jian Yang et al. [5]. UDP characterizes both the local scatter and 
non-local scatter, seeking to find a projection that simultaneously maximizes the non-local scatter and 
minimizes the local scatter. However, both LPP and UDP do not employ the class label information and 
are unsupervised methods in nature. 
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In the last decades, semi-supervised learning (or transductive learning) [6] has attracted an increasing 
amount of attention. Recent research in semi-supervised learning shows that, under reasonable assumptions, 
the structure of both labeled and unlabeled data points can help improve the classification quality by 
assuming label consistency on the data manifolds, that is, points which are nearby are likely to have the 
same label while faraway points does not. And for dimensionality reduction, we may not only optimize the 
classification objective, but also consider the special geometrical regularization which penalizes features 
that is not consistent with the structure of data points. 
In this paper, we proposed a semi-supervised dimensionality reduction algorithm, called Block-based 
Kernel Semi-supervised Discriminant Projection (BKSDP). In the algorithm, each original facial image is 
first partitioned into several sub-blocks which are reshaped into a large column vector; Then all these 
column vectors are mapped into a higher dimensional feature space through a predefined kernel function 
where non-local scatter, local scatter and within-class scatter are computed respectively; Finally, an 
optimal discriminant projection subspace is found through maximizing non-local scatter and minimizing 
local scatter and within scatter simultaneously. 
The rest of the paper is organized as follows: in section 2, we briefly review the work of UDP and LDA. 
We describe our proposed algorithm in section 3. Experimental results are presented in section 4. Finally, 
we conclude the paper in section5. 
2. Previous Work 
UDP 
Given samples 1 2{ , ,..., }N=X x x x , UDP tries to find a projection that minimizes the local scatter 
LS and maximizes the non-local scatter NS , so it maximizes their ratio by 
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The local scatter LS and the non-local scatter NS  are defined as  
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where H is an adjacent matrix, whose elements are 1 or 0. 
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The solution of Eq. (1) is the eigenvectors corresponding to the largest eigenvalues of the following 
eigendecomposition problem: 
N Lλ=S W S W                                                      (5) 
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LDA 
LDA [7] is to find a set of projection vectors D d×∈ℜW  maximizing the ratio of determinant of the 
between-class scatter bS  to the within-class scatter wS  
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The between-class scatter matrix Sb and the within-class scatter wS  are defined as  
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where C is the number of classes, 0m is the total sample mean vector, Ni is the number of samples in the 
i-th class, im is the average vector of the i-th class, and  
i
jx  is the j-th sample in the i-th class. 
Similar to the objective function (1), the optimization problem in Eq. (6) can be solved by the following 
generalized eigendecomposition, 
b wλ=S W S W                                                  (9) 
3. Block-based Kernel Semi-supervised Discriminant Projection 
Partition Of Facial Image Into Blocks 
Let a matrix Μ×Ν∈ℜA  denote a facial image, we partition A into several sub-blocks, that is, 
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where Aij(i=1,2,…, c, j=1,2,…, r)is a block matrix with size of m×n, 
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c=[M/m]，r=[N/n], and the total number of block matrices can be computed as  V=c×r. 
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For each block matrix ijA , we first reshape it into a column vector ( )i i = 1,...,c r×B , 
( )T, , , ,, ..., ,..., ,...,i a b a b n a m b a m b na a a a+ + + +=B  
and then link these column vectors Bi to a new larger column vector X, 
T T T T
1( ,... ,..., )i c r×=X B B B  
According to the step described above, for all N training image matrices, we conduct the same process. 
Finally, we get a new matrix ( )1 2,, ..., N=D X X X , and the new matrix D will be used for feature extraction 
later. 
Block-based Kernel Semi-supervised Discriminant  Projection (BKSDP) 
For a given nonlinear mapping Φ, the input data space n\  can be mapped into the feature space F:  
            : , ( )n x xΦ → →ΦR F                                          (10) 
Correspondingly, a pattern in the original input space n\ is mapped into a potentially much higher 
dimensional feature vector in the feature space F [8-9].  
Therefore, the local scatter, non-local scatter, and within-class scatter can be defined respectively as: 
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To better use labeled and unlabeled information, we define the BKSDP criterion as: 
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The optimal solution vectors with respect to the BKSDP criterion are actually the eigenvectors of the 
generalized equation  
N L( )w
φ φ φλ= +S W S S W                                                 (16) 
Since any of its eigenvector can be expressed by a linear combination of the observations in feature 
space, we have 
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Therefore, the local scatter, non-local scatter, and within-class scatter can be redefined as: 
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Correspondingly, the BKSDP criterion converts to: 
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If the local scatter matrix (SKL+SKw) is non-singular, the criterion in Eq.(23) can be maximized directly 
by calculating the generalized eigenvectors of the following generalized eigen-equation: 
KN KL K( )wλ= +S α S S α                                                (24) 
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The projection axes of BKSDP can be selected as the generalized eigenvectors 
1, 2 ,..., dα α α  of 
KN KL K( )wλ=S α S + S α corresponding to d largest positive eigenvalues λ1≥λ2≥…≥λd 
4. Experiment 
 Experiment Using the ORL Database 
The ORL (or called AT&T) database contains face images from 40 subjects, each providing 10 
different images. For some subjects, the images were taken at different times, varying the lighting, facial 
expressions and facial details. The size of each image is 92x112 pixels, with 256 grey levels per pixel. 
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Figure1. Recognition rate of three methods versus the varies of the training number (ORL) 
In our experiments, the first t images (t varies from 2 to 5) of each individual are used for training, and 
the remaining (10 - t) images are used for test. For each t, LDA, UDP and the proposed BKSDP are 
respectively used for feature extraction. The k-nearest neighborhood parameter k in UDP, BKSDP is 
chosen as k = t-1. The kernel function in BKSDP is chosen as 2( ( , ) exp( ))k c= − −x y x y , where c= 141 10× . 
Finally, a nearest neighbor classifier with cosine distance is employed for classification.  
The recognition rate curve versus the variation of training sample sizes is shown in Figure 1. Figure 1 
indicates BKSDP consistently performs better than LDA and UDP as the training sample size varies from 
2 to 5. 
 Experiment Using the YALA Database 
The Yale database was constructed at the Yale Center for Computational Vision and Control. It 
contains 165 gray scale images of 15 individuals. Each subject own 11 images. The images demonstrate 
variations in lighting condition, facial expression (normal, happy, sad, sleepy, surprised and wink). The 
size of each image is 100×80. 
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Figure2. Recognition rate of three methods versus the varies of the   training number (YALA) 
In our experiments, the first t images (t varies from 2 to 5) of each individual are used for training, and 
the remaining (10-t) images are used for test. The k-nearest neighborhood parameter k in UDP and our 
proposed method is chosen as k=t-1. The kernel function in BKSDP is chosen as 
2( ( , ) exp( ))k c= − −x y x y , where c= 141 10× . Finally, a nearest neighbor classifier with cosine distance is 
employed for classification. Figure 2 shows the plot of the recognition rate curve versus the variation of 
training sample sizes.  
As can be seen, the experimental result is very promising. Our proposed method consistently 
outperforms LDA and UDP as the training sample size varies from 2 to 5. UDP performs comparably to 
the proposed method. LDA performs the worst. That is not unusual. After all, our proposed method is 
fundamentally based on UDP. When the training sample size t=5, the recognition of the proposed method 
is up to 98.9%.  
Conclusion 
To improve the classification performance and enhance the robustness to some variation of illumination, 
expression and pose, the paper proposed block-based kernel semi-supervised discriminant projection 
technique. The experimental results show that the proposed method outperforms the existing discriminant 
projection methods, UDP and LDA. 
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