We propose a general and unified approach to the selection of regular fractional factorial designs which can be applied to experiments that are unblocked, blocked, with random or fixed block effects, or have a split-plot structure. Our criterion is derived as a good surrogate for the model-robustness criterion of information capacity. In the case of random block effects, it takes the ratio of intra-and interblock variances into account. In most of the cases, up to 32 runs, we have examined, there exist designs that are optimal for all values of that ratio. Examples of optimal designs that depend on the ratio are provided. We also demonstrate that our criterion can further discriminate designs that cannot be distinguished by the existing minimum-aberration criteria.
INTRODUCTION
There has been considerable recent research in the selection and construction of good fractional factorial designs under the minimum-aberration criterion proposed by Fries & Hunter (1980) . Cheng et al. (1999) provided a statistical justification of this popular criterion and demonstrated that it is a good surrogate for robustness against model uncertainty.
When running an experiment, the experimenters are advised to randomize the experimental runs. Complete randomization is performed when the experimental units have no particular structure. On the other hand, a constrained randomization that respects the structure of the experimental units is desirable if such a structure exists. A good example is when the method of blocking is used to control variations among the experimental units. Proper randomization in this case leads to two error terms, or strata, in Nelder's (1965) language. Two different variances, called inter-and intrablock variances, respectively, are associated with the two strata. When blocking is successfully done, one expects the intrablock variance to be smaller than the interblock variance. Then a factorial effect, main effect or interaction contrast, that is confounded with a block contrast is estimated with a larger variance than one that is orthogonal to block contrasts. This complicates the issue of selecting a design. One would expect the decision to depend in some way on prior knowledge about the ratio of the two variances if it is available.
Extensions of the minimum-aberration criterion to blocked fractional factorial designs have been proposed by several authors (Sitter et al., 1997; Chen & Cheng, 1999; Cheng & Wu, 2002) under the assumption that the underlying model has fixed block effects. One objective of this Perhaps because the research on minimum-aberration criteria for blocked fractional factorial designs has been focused on the case of fixed block effects, while for split-plot designs one must assume that the whole-plot effects are random, these two lines of research have been rather disconnected, even though split-plot designs are a special kind of blocked factorial designs. Huang et al. (1998) and Bingham & Sitter (1999a, b) applied the usual minimum-aberration criterion, for unblocked factorials, to rank fractional factorial split-plot designs. This approach ignores the effect of the block structure on the precision of the estimators of factorial effects. In many situations the usual minimum-aberration criterion cannot distinguish several different split-plot designs even though some are clearly better than the others. Bingham & Sitter (2001) and Mukerjee & Fang (2002) used additional secondary criteria further to discriminate such designs.
The second objective of this article is to apply the same approach we propose for blocked fractional factorial designs to split-plot designs. Our unified approach can also be applied to more 4 CHING-SHUI CHENG AND P.-W. TSAI complicated experiments with more than two strata, including row-column designs, split-splitplot designs, blocked split-plot designs (McLeod & Brewster, 2004) , strip-plot designs (Miller, 1997) and more generally those with the block structures studied by Nelder (1965) . These will be treated elsewhere.
Only two-level regular fractional factorial designs with orthogonal blocking are considered in this article; the case in which the number of levels is a prime power can be treated similarly.
We make the hierarchical assumption that lower-order effects are more important than higherorder effects and effects of the same order are equally important, a situation in which minimum aberration is a suitable criterion. For simplicity, we further assume that three-factor and higherorder interactions are negligible.
RANDOMIZED BLOCK DESIGNS AND EXISTING CRITERIA
A consequence of randomization for a block design is that the vector of observations y can be assumed to have a simple covariance matrix V in which all the observations have the same variance and there are two possibly different covariances depending on whether or not two observations are in the same block (Bailey, 1981) . Let b be the number of blocks and let s be the block size. Then V has three eigenvalues, ξ 0 , ξ 1 and ξ 2 , where ξ 0 is the common row sum of V , and under the assumption of no treatment effects, i.e., E(y) is constant,
, where y ij is the observation on the jth unit in the ith block, y i. = s j=1 y ij /s, and
is clear from these equations that ξ 1 and ξ 2 are measures of between-block and within-block variability, and are called inter-and intrablock variance, respectively. Consider contrasts l y of the observations such that all the observations with the same factor-level combination have the same coefficient. We note that var(l y) = ξ 1 l l if l falls in the eigenspace associated with ξ 1 , in which
Optimal block and split-plot designs 5 case we say that the treatment contrast E(l y) is confounded with blocks; on the other hand, var(l y) = ξ 2 l l if l falls in the eigenspace associated with ξ 2 , in which case E(l y) is orthogonal to the blocks. We denote the ratio ξ 2 /ξ 1 by r.
We shall assume that r ≤ 1, i.e., ξ 1 ≥ ξ 2 . The inequality ξ 1 > ξ 2 holds whenever two different observations from the same block have a larger covariance than those from different blocks. One example is when the error term ε ij associated with the observation on the jth unit in the ith block can be decomposed as ε ij = β i + e ij , where {β i } and {e ij } are mutually uncorrelated random variables with E(β i ) = E(e ij ) = 0, and var(β i ) = σ 2 B , var(e ij ) = σ 2 e ; that is, we have a model with random block effects. In this case, the covariances are σ 2 B or 0 for two observations in the same or different blocks, respectively. Thus the condition σ 2 B > σ 2 e , as is often assumed in the literature, is not necessary.
Note that r can be thought of as the efficiency of the estimator of a contrast confounded with blocks relative to that of one orthogonal to blocks. Under models with fixed-block effects, such efficiency is zero since contrasts confounded with blocks are not estimable. Therefore, models with fixed block effects can be thought to have r = 0. On the other hand, r = 1 corresponds to when the inter-and intrablock variances are equal, i.e., blocking does not affect precision of the estimators.
A regular 2 n−p fractional factorial design with n two-level factors in 2 n−p runs is determined by p independent treatment defining effects. Under such a design, the defining contrast subgroup generated by the p independent effects contains 2 p − 1 treatment factorial effects, called defining 
and so on.
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To divide the 2 n−p treatment combinations into 2 q blocks each of size 2 n−p−q , where q < n − p, one needs another set of q independent defining effects, called block defining effects, which are independent of the treatment defining effects. It is convenient to think of such a blocked fractional factorial design as a 2 n+q−(p+q) design, where the n + q factors are the n treatment factors and q block factors defined by the q additional independent block defining contrasts.
However, the wordlength pattern of this 2 n+q−(p+q) design as defined in the previous paragraph is not enough to summarize the properties of a block design. We define A i,j (d) as the number of defining words in the 2 n+q−(p+q) design that contain i treatment factors and j block factors, and
All the existing minimum-aberration criteria for blocked fractional factorial designs are based on the two sequences {A i,0 (d)} and {B i (d)}; see Sitter et al. (1997) , Chen & Cheng (1999) and Cheng & Wu (2002) . Two criteria relevant to our study, the W CCcriterion proposed by Chen & Cheng (1999) and the W 1 -criterion proposed by Cheng & Wu (2002) , are based on the sequential minimization of components of the following wordlength patterns:
Note that there are two assumptions underlying these criteria: the block effects are assumed to be fixed, and A 1,0 = A 2,0 = B 1 = 0. When three-factor and higher order interactions are negligible, only the first three terms in W 1 and the first two terms in W CC are relevant. In particular,
we call a design W 1 -optimal if it sequentially minimizes A 3,0 , A 4,0 and B 2 , and W CC -optimal if it sequentially minimizes 3A 3,0 + B 2 and A 4,0 .
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NEW CRITERIA FOR BLOCKED FRACTIONAL FACTORIAL DESIGNS
The minimum-aberration criterion based on W CC was proposed as a surrogate for the model robustness criterion of maximum estimation capacity .
as the number of models containing all the main effects and k twofactor interactions that can be estimated by a design d. Here k can be thought of as the number of active two-factor interactions. Following Cheng et al. (1999) , Chen & Cheng (1999) showed that the E k 's are large if the number of two-factor interactions that are neither aliased with main effects nor confounded with blocks, i.e., 1 2 n(n − 1) − (3A 3,0 + B 2 ) is maximized and that these interactions are distributed very uniformly over the alias sets. Once the former is maximized, i.e., 3A 3,0 + B 2 is minimized, the latter can be achieved by making A 4,0 small. This leads to the first two components of W CC .
Under a regular fractional factorial design with orthogonal blocking, a model with fixed block effects is either not estimable, and thus has a singular information matrix with zero determinant or all its parameters can be estimated with the highest efficiency. Let δ k be the number of candidate models containing all the main effects and k two-factor interactions. Therefore E k (d)/δ k can be regarded as the average efficiency of d over the candidate models. On the other hand, when the block effects are random, or under a randomization model, different estimable models may be estimated with different efficiencies depending on how many factorial effects in the model are confounded with or are orthogonal to the blocks. We use the average efficiency over all the candidate models, called the information capacity by D. X. Sun, in his unpublished 1993
Ph.D thesis from The University of Waterloo, and Li & Nachtsheim (2000) , to measure model robustness of a design. The use of the average efficiency over a set of candidate models to select model-robust factorial designs has also been proposed by Tsai et al. (2000) in a different context.
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We assume that no main effect is either a defining effect or confounded with blocks, and that no two main effects are aliased with each other. Then they are estimated with the same precision. Thus we shall concentrate on the efficiencies of the estimators of two-factor interactions, measured by D 1/k , where D is the determinant of the information matrix for the two-factor interactions, and k is the number of two-factor interactions in the model. For simplicity we normalize the interaction contrasts so that their estimators are of the form l y with l l = 1. For a given design d, we define the information capacity I k (d) as the average of D 1/k over the set of models containing all the main effects and k two-factor interactions. We seek a design that has large I k .
Clearly, under models with fixed block effects, maximizing I k (d) is equivalent to maximizing
The 2 n − 2 p treatment factorial effects other than those in the defining contrast subgroup are divided into g ≡ 2 n−p − 1 alias sets each of size 2 p . The effects in 2 q − 1 of these alias sets are confounded with blocks. Let f = g − n. Without loss of generality, suppose that the effects in each of the first h alias sets are confounded with blocks but are not aliased with main effects, that those in the next f − h alias sets are neither confounded with blocks nor aliased with main effects, and that each of the last n alias sets contains one main effect. When no main effect is confounded with blocks, as assumed in this section, we have h = 2 q − 1. For each i = 1, . . . , g, let m i be the number of two-factor interactions contained in the ith alias set. In the Appendix, we show that I k is large if
m i is as large as possible, and
. . , m f are as equal as possible.
(1)
Then u is the number of two-factor interactions that are aliased with main effects or are confounded with blocks, and v is the number of Optimal block and split-plot designs 9 two-factor interactions that are not aliased with main effects but are confounded with blocks. To
m i large is the same as to make u − r 1/k v small. On the other hand, a good surrogate for (ii) is to have small
Under the assumption that no main effect is confounded with blocks, we have u = 3A 3,0 + B 2 and v = B 2 ; therefore,
m 2 i would also be small. Thus a good and simple surrogate for maximizing I k is to minimize 3A 3,0 + (1 − r 1/k )B 2 , followed by the minimization of A 4,0 . We call this two-stage procedure, which replaces B 2 in W CC with (1 − r 1/k )B 2 , the W r k -criterion. The weight 1 − r 1/k is imposed to penalize confounding with blocks. The heaviest penalty is imposed when the block effects are fixed, r = 0, since in this case confounding with blocks leads to total loss of information. Indeed W 0 k -optimality is the same as W CC -optimality. The penalty decreases as r increases. For r = 1, W 1 k successively minimizes A 3,0 and A 4,0 , as in the usual minimumaberration criterion for unblocked factorial designs. We shall denote this criterion by W MA , partly to emphasize that it does not depend on k. The following result provides a useful tool for studying W r k -optimal designs. THEOREM 1. If a design is both W 0 k -and W 1 k -optimal, i.e., it is W CC -and W MA -optimal, then it is W r k -optimal for all k and all 0 ≤ r ≤ 1. The same conclusion also holds for a design that is both W CC -and W 1 -optimal.
Proof. Suppose d is both W 0 k -and W 1 k -optimal. For any other design d , we need
We have
is nonnegative since both
are nonnegative. Now suppose the above difference is zero. If 0 ≤ r < 1, then
, and, for r = 1, we have
In both cases it follows from the W 0 k -and W 1 k -optimality of d that
Minimizing A 4,0 is a good, albeit not the best, surrogate for part (ii) of (1), since the role played by r is ignored. A more accurate surrogate for maximizing I k is to maximize
We call this thẽ
m 2 i can be expressed in terms of some modified and more complicated versions of wordlengths; the details are omitted since the m i values can be determined in a straightforward manner. One can useW r k as a primary criterion or as a secondary criterion when W r k cannot produce a unique optimal design. The advantage of W r k is its simplicity, and, as discussed earlier, it is nicely related to the existing criteria. Our experience indicates that W r k works well at least for up to 64-run designs.
The following result similar to Theorem 1 can easily be established.
THEOREM 2. If a design is bothW 0 k -andW 1 k -optimal, then it isW r k -optimal for all k and all 0 ≤ r ≤ 1.
We note that bothW 0 k andW 1 k do not depend on k. By Theorem 2, to show that a design is W r k -optimal for all k and all 0 ≤ r ≤ 1, it suffices to verify that (i) it maximizes that the design has the largest number of two-factor interactions that are not aliased with main effects and that these two-factor interactions are very uniformly distributed over the alias sets.
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When there are two strata, (ii) further requires that a large number of the two-factor interactions that are not aliased with main effects be estimated in the more precise intrablock stratum, and that these two-factor interactions be also very uniformly distributed over the alias sets.
The practical significance of Theorems 1 and 2 is that one can establish a strong optimality result that holds for all k and r by checking two simple cases that do not involve k. W r k for all k and all 0 ≤ r < 1, and they are tied for r = 1. These two designs do have identical information capacities when r = 1, and, for r < 1, A comparison of the information capacities of these two designs shows that
except when r is small. Xu (2006) and Xu & Lau (2006) constructed all minimum-aberration blocked two-level fractional factorial designs with 8, 16, 32 runs and those with 64 runs and up to 32 factors with respect to several criteria. They found that in most cases these criteria lead to the same minimumaberration design. In particular, for 16-run designs, except for (n, p, q) = (5, 1, 1) and (5, 1, 2), W 1 and W CC produce the same minimum-aberration designs. These designs are W r k -andW r koptimal for all k and all 0 ≤ r ≤ 1. For both of the two cases (n, p, q) = (5, 1, 1) and (5, 1, 2), the W CC -optimal design is W r k -andW r k -optimal for small r values, and the W 1 -optimal design is W r k -andW r k -optimal for larger r values, and these two designs are the only admissible designs with respect to W 1 and W CC as well asW 0 k andW 1 k . For 32-runs designs, W 1 and W CC produce the same minimum-aberration designs except when (n, p, q) = (6, 1, 2), (7, 2, 2), (8, 3, 3) , Optimal block and split-plot designs 13 (9, 4, 2), (9, 4, 3), (10, 5, 1), (10, 5, 2), (10, 5, 3), (11, 6, 3) , (12, 7, 3) , (13, 8, 3) , (21, 16, 1) and (21, 16, 2) . These are also the only cases of 32-run designs where there are more than one admissible design with respect to W 1 and W CC as well asW 0 k andW 1 k . In all the twelve cases except (n, p, q) = (9, 4, 2), the W 1 -and W CC -optimal designs are the only admissible designs. For (n, p, q) = (9, 4, 2), there is a third admissible design with independent defining effects 12456, exceptional pairs, the better design underW 0 k andW 1 k fails to have larger I k (d) only for larger k's. When k is large, the information capacity criterion may favour designs with smaller A 4 . This is because smaller A 4 implies fewer pairs of aliased two-factor interactions, and thus possibly more estimable models containing a larger number of two-factor interactions. In category (iv), neither design dominates the other with respect to the information capacity criterion for all r and k.
SPLIT-PLOT DESIGNS
The principle we used to derive W r k andW r k is applicable to split-plot designs since they are a special kind of blocked fractional factorial design. Again we assume that the two-factor interactions are equally important. In this case the split-plot structure arises purely from some practical needs; for example, it is difficult to change the levels of certain factors or some factors require larger experimental units. This is different from the situation in which there are what Cox (1958, p.?? ) called classification factors, which are included in the experiment primarily to examine their possible interactions with other factors, such as in robust product experiments. A different approach needs to be developed for such experiments and will not be treated here.
Suppose that there are n 1 whole-plot factors and n 2 subplot factors, each at two levels, and that there are 2 n 1 −p 1 whole plots, each containing 2 n 2 −p 2 subplots. It is convenient to consider the design as a 2 n−p design with n = n 1 + n 2 and p = p 1 + p 2 . We use capital letters A, B, . . .
to denote whole-plot factors and use lower case letters p, q, . . . to denote subplot factors. We also assume that p 1 ≥ 0, but our approach can also be applied to the case where the whole-plot factors are replicated, as discussed in Bingham et al. (2004) .
Under a split-plot design, main effects of the whole-plot factors are estimated with the same precision, and main effects of the subplot factors are also estimated with the same precision.
It follows that all the designs have the same overall efficiency for the estimators of the main Optimal block and split-plot designs 15 effects of treatment factors. We can therefore concentrate on the efficiencies of the estimators of two-factor interactions, and define the information capacity I k and derive its surrogates in the same way as in §3 and the Appendix. As in the paragraph following (1), the first step of a good surrogate for maximizing I k is to minimize u − r 1/k v, where in the present context u is the number of two-factor interactions that are aliased with main effects or are estimated in the wholeplot stratum, and v is the number of two-factor interactions that are not aliased with main effects and are estimated in the whole-plot stratum. Since two-factor interactions that are estimated in the whole-plot stratum may be aliased with main effects, the computation of u and v cannot be done as in §3, and a correct form of the W r k -criterion can no longer be expressed purely in terms of the wordlengths. On the other hand, theW r k -criterion can be carried over without any change, and is a more accurate surrogate than W r k for the information capacity criterion. In fact, there are seven cases of 32-run split-plot designs in which W r k -optimal designs are not unique but can be discriminated byW r k . To save space, in this section we shall concentrate onW r k .
As in §3, theW r k -criterion first maximizes r 1/k h i=1 m i + f i=h+1 m i , and then minimizes
Here the first sum h i=1 is over the alias sets of effects which are not aliased with main effects and are estimated in the whole-plot stratum, and the second sum f i=h+1 is over those which are not aliased with main effects and are estimated in the subplot stratum. Furthermore, Theorem 2 still holds. Therefore, as discussed in the paragraph preceding Example 1, we can useW 1 k andW 0 k to screen out inadmissible designs.
Example 2. Consider the case n 1 = 5, n 2 = 2, p 1 = p 2 = 1. Table 4 of Bingham & Sitter (2001) listed two designs which are the best and are equally good according to their approach:
We point out that these two designs also cannot be distinguished by the proper form of W r k for split-plot designs. As toW r k , under both d Bingham & Sitter (2001) used the usual minimum-aberration criterion for unblocked designs to compare split-plot designs, but since it often leads to more than one nonisomorphic minimumaberration design, for further discrimination, they proposed the secondary criterion of minimizing the number of subplot two-factor interactions that are estimated in the whole-plot stratum.
This approach leads to a unique optimal design in each of the 16-run and all but 12 of the 32-run cases they had studied. The results are tabulated in Table 3 , for 16-run designs, and Table 4, for 32-run designs, of their paper.
Except for one 16-run case, with (n 1 , n 2 , p 1 , p 2 ) = (4, 2, 1, 1), and two 32-run cases, with (n 1 , n 2 , p 1 , p 2 ) = (7, 3, 3, 2) and (8, 2, 4, 1), the best design or one of the best de-signs Bingham & Sitter (2001) found isW r k -optimal for all k and all 0 ≤ r ≤ 1. In each of the exceptional cases, our approach found another admissible design, with respect toW 1 k andW 0 k , which has larger I k when r is small or k is large. These additional admissible designs have the following independent defining effects: ABD, ACpq for (n 1 , n 2 , p 1 , p 2 ) = (4, 2, 1, 1); ABE, ACF, BCDG, BCpq, ADpr for (n 1 , n 2 , p 1 , p 2 ) = (7, 3, 3, 2); and ABE, ACF, ADG, BCDH, ABCDpq for (n 1 , n 2 , p 1 , p 2 ) = (8, 2, 4, 1).
Implicitly, our criteria also take into account the number of subplot two-factor interactions that are estimated in the whole-plot stratum, but those which are aliased with main effects are excluded. This is because, once a two-factor interaction is aliased with main effects, according to the hierarchical principle, it cannot be estimated in a model in which all the main effects need to be estimated. Consequently such a two-factor interaction does not play a role in the computation of information capacities. For example, for (n 1 , n 2 , p 1 , p 2 ) = (1, 8, 0, 5), the first design listed in Bingham & Sitter's (2001) Table 3 has one subplot two-factor interaction that is estimated in the whole-plot stratum, while the second design has four such two-factor interactions. However, since all these two-factor interactions are aliased with whole-plot main effects, both designs have the same number, 0, of subplot two-factor interactions that are not aliased with main effects and are estimated in the whole-plot stratum. It follows that they perform equally well under theW r k -criteria and have exactly the same information capacities for all k and r. In addition to (n 1 , n 2 , p 1 , p 2 ) = (1, 8, 0, 5), there are three other 16-run cases, with (n 1 , n 2 , p 1 , p 2 ) = (1, 9, 0, 6), (1, 10, 0, 7), (3, 10, 1, 8) , where the two top designs listed in Bingham & Sitter's (2001) Sitter's (2001) secondary criterion, and the counterpart of the W r k criterion for split-plot designs, failed to produce unique optimal designs, we are able to find a uniqueW r k -optimal design. These seven cases and the corresponding optimal designs are provided in Table 1 . These designs are better than the other designs that are also optimal under Bingham & Sitter's (2001) secondary criterion, because they have more uniform distributions, over the alias sets, of the two-factor interactions that are not aliased with main effects and are estimated in the subplot stratum. In each of the other five cases, namely (n 1 , n 2 , p 1 , p 2 ) = (1, 6, 0, 2), (2, 5, 0, 2), (1, 7, 0, 3) , (2, 6, 0, 3) and (1, 8, 0, 4) , there are two optimal designs which have identical information capacities for all k and r.
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APPENDIX
Derivation of a good surrogate for maximizing I k (d)
When a model is not estimable, the determinant of the information matrix is zero. Therefore, if k > f , then, since not all the k two-factor interactions can be estimated, I k (d) must be equal to zero. For k ≤ f , since a normalized estimable contrast is estimated with variance ξ 2 if it is orthogonal to blocks and with variance ξ 1 = ξ 2 /r if it is confounded with, blocks, for each estimable model containing all the main effects and k two-factor interactions, if t of these two-factor interactions are confounded with blocks, then the determinant of the information matrix for the two-factor interactions is equal to r t . The total number of models in which t two-factor interactions are confounded with blocks and the other k − t are orthogonal 
where
as in (3.1) of Cheng et al. (1999) . It follows from the same argument as was employed there that the quantity in (A1) is large if 
