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Abstract—Inspired by the simplicity of how nature solves its
problems, we develop a ﬂocking controller that would enable
the localisation and subsequent mapping of environmental pol-
lutants. Pollutants could range from checimal leaks to invisible
air borne harzardous materials. We use simulation results to
validate our approach and then brieﬂy discuss how to implement
the controller onto a real robotic platform. Our motivation is to
use the advantages offered by swarm robotics- simple, multiple
and cheap agents- to achieve a collective complex single goal of
mapping an environmental pollutant spread over a large area.
We aim to make our approach as simple as possible yet highly
effective in generating the map.
Keywords Bacterium Inspired Algorithm, Environmental
Monitoring Flocking.
I. INTRODUCTION
The global warming has been a major topic in the en-
vironmental sciences in the past few years, which has led
researchers in various ﬁelds to ﬁnd new novel ways of
monitoring the environment. One of the novel ways is the
use of various multi agent theories of which swarm robotics
is one of them[1]. Swarm Robotics involves the use of many
agents to perform a task that is not possible or that is very
difﬁcult to achieve with a single agent[2]. By using swarm
robotics, multi agents could monitor the pollution spread and
how it changes with time. In addition, if one of the agents
fails, the mission would still carry on with little loss in
performance of the entire system. Furthermore, using swarm
robotics enables the system to be everywhere at once and
also enables the condition of pollutants to be viewed at
various locations all at once. It also enables users to view how
conditions at one location affect conditions at other locations
in real time. From this, a real time 3D map of the pollutant
and changes in its condition can be generated.
In order to build a map of environmental pollutants using
multiple robotic systems, two problems have to be solved.
Firstly, a robotic agent has to be controlled in such a way
to make sure that it is placed at the best position in the
environment to get a good reading of an environmental
pollutant. Secondly, a way of building a map of the measured
quantity is needed. In this paper, we address the ﬁrst problem.
There have been numerous research work done in this area.
Cortes et al in[3] use a voronoi approach to divide an area
of interest into voronoi partitions and then control the robotic
agents to place themselves in the center of each voronoi
partition. This they argued enables them to get the optimal
reading in that sector of the environment. However, this
approach requires a high computational and communication
cost and can only be used in polygon derivative environments.
Shucker et al in[4] use a gabriel graph theory to achieve
the effective placement of agents in the environment to
track a target. This approach requires that agents are able to
communicate to an extent over a large distance with agents
at other positions. This might not be practical in a real world
scenario.
Lilienthal et al achieve an effective coverage of an area
by moving their agents in a predeﬁned manner in the area
to be covered[5]. This method quickly becomes ineffective if
a large distance is to be covered by the single agent. Work
done by Mesquita et al uses a technique based on the bacteria
chemotaxis behaviour to arrange them in the environment
based on the signal to be monitored[6]. However, in their
work, they assumed that the structure of the signal to be
monitored is known before deployment of their agents.
Zarzhitsky et al. used a term called ﬂuoxtaxis to direct
a swarm of robotic agents in localizing a plume source.
This term was also inspired partly by the chemotaxis be-
haviour of bacteria. However, they used an artiﬁcial physics
framework to achieve the ﬂocking behaviour of the swarm
which is arguably not biologically plausible[7]. In our work,
we investigate the use of a bacterial chemotaxis behaviour
in combination with ﬂocking algorithms to position the
agents in the environment based on the density proﬁle of
the environmental pollutant to be measured. It is our aim
to arrange the agents so that areas of high environmental
pollutant concentration receive more agents than areas of
low pollutant concentration. We believe that by doing this,
areas with more interesting data are monitored closely than
areas with less interesting data[8]. This makes it possible for
agents to keep searching for more interesting data if there is a
possibility of any appearing in the environment. In addition,
we believe that our algorithm is simple to implement and not
environmental speciﬁc.
In this paper, we present results of using a combination of
swarm algorithm and bacterial algorithm to achieve the mon-
itoring of pollutants. The developed controller is presented
in Section II. Section III discusses the experimental setup
while Section IV presents the results of our simulation. A
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conclusion and future work are presented in Section VI.
II. DEVELOPED CONTROLLER
As mentioned previously, we use both a ﬂocking con-
troller and a bacteria controller to achieve the distribution
of agents in the environment. We combined the output of
both controllers and used gains for each output as shown
in Equation 8. We shall now discuss the details of each
individual controller.
A. Bacteria Controller
Based on the Berg and Brown model[10], a bacterium mo-
tion is composed of a combination of tumble and run phases.
The frequency of these phases depends on the measured
concentration gradient in the surrounding environment. The
run phase is generally a straight line while the tumble phase
is a random change in direction with a mean of about 68
degrees in the E. Coli bacterium. If the bacterium is moving
up a favourable gradient, it tumbles less thereby increasing
the length of the run phase and vice versa if going down
an unfavourable gradient. This behaviour was modelled by
Berg and Brown by ﬁtting the results of their experimental
observations in[9] with a best ﬁt Equation in[10]. This model
is shown below:
τ = τoexp(α
dPb
dt
) (1)
dPb
dt
=
kd
(kd + C)2
dC
dt
(2)
where τ is the mean run time and τo is the mean run time
in the absence of concentration gradients, α is a constant
of the system based on the chemotaxis sensitivity factor
of the bacteria, Pb is the fraction of the receptor bound at
concentration C. In our work, C was the present reading taken
by our Robotic agent. Kd is the dissociation constant of the
the bacterial chemoreceptor. dPb
dt is the rate of change of Pb.
From our previous work in [11], we discovered that using
memory aided the convergence of the Robotic agents to a
source. As a result, we used the version of the Berg and
Brown model that takes the effect of the previous positions
into account. This is shown below:
τ = τoexp(α
dPb
dt
) (3)
dPb
dt
= τ−1
m
 t
−∞
dPb
dt
 exp(
(t − t)
τm
)dt, (4)
where dPb
dt is the weighted rate of change of Pb, while
τm is the time constant of the bacterial system. The above
Equations determine the time between tumbles and hence the
length of runs between tumbles.
During the tumble phase, the agent can randomly choose
a range of angles in the set σε{0...,360} by randomly
choosing co-ordinates. This made it possible for our agents
to backtrack if there is a favourable gradient behind it. We
shall call the chosen co ordinates from the bacteria controller
for agent ix b
i. From our previous work in [11], we used a
adaptable velocity that is determined by
β(t)=
βo ∗ vk
C(t)
(5)
where β is a dynamic velocity that depends on the present
reading C(t) of the environmental quantity, βo is the standard
velocity without any reading and vk is a constant for tuning
the dynamic velocity.
B. Flocking Controller
To implement the ﬂocking controller for agent xi,w eu s e d
a modiﬁed ﬂocking controller as shown below [12].
x
f
i (t)=[ −K(dist(t)−d)](xi(t)−xj(t))+[H(xi(t)−xh(t))]
(6)
dist(t)=||xi(t) − xj(t)|| (7)
where xh(t) is the position of the agent with the high-
est measurement in the neighbourhood of xi. The neigh-
bourhood is determined by the communication radius
of each agent as discussed in Section III. dist(t)= 
(xi(t) − xj(t))T(xi(t) − xj(t)). K>0 is used to deter-
mine the magnitude of the repulsion force, (dist(t) − d),
between agent xi and agent xj. Constant H is the attractant
gain for the force between agent xi and the agent xh
with the highest environmental quantity measurement in the
neighbourhood .
We then combined the two behaviours and calculate the
new position of the agent xi using the following Equation:
xi(t +1 )=β(t)+( F ∗ x
f
i (t)+B ∗ xb
i(t)) (8)
where constants F =0 .01 and B =0 .94 are gains for the
ﬂocking and bacteria behaviour respectively and x
f
i is the
output of the ﬂocking behaviour for agent i.
III. EXPERIMENTAL SETUP
To test the algorithm, a simulated arena with a dimension
of 600 pixels by 600 pixels was developed. We used kine-
matic models for the simulated robots based on our previous
work in [13]. They had a dimension of 10 pixels by 10
pixels and an array of simulated chemical sensors in the
center of the robot. This array of chemical sensors had a
dimension of 4 pixels by 4 pixels. It is assumed that each
individual chemical sensor making up the array returns 1 or
0 as output. If a chemical sensor detects a pollutant particle
in a location, it returns a 1 and otherwise a 0. To measure the
concentration of pollutants in the robot’s position, the values
40of each chemical sensor in the array is added up to get the
total measured concentration in that location.
Each agent is able to communicate with other agents
within a radius of 60 pixels. To simulate the restrictions on
communication bandwidth, each agent is only able to buffer
up 5 readings from its neighbourhood agents.
Other assumptions taken in our experiment include:
• A simple generated air pollutant having the distribution
shown in Figure 1. There were no clear concentration
gradient boundaries in the pollutant.
• The air pollutant is stationary and not moving. The
effects of wind changes or air convection currents are
not investigated but will be done in later studies.
• The robots were placed initially at the edges of the
pollutant as in [6].
• Each robot knows its position in the simulated arena.
This is possible in practice by using GPS.
• In the ﬂocking implementation, the collision avoidance
scheme was supposed to be obtained from the imple-
mented ﬂocking controller in Equation 6. On real robots,
ultrasonic sensors could be used to aid the ﬂocking
controller for avoiding obstacles.
• In the bacteria chemotaxis investigations, it is assumed
that once the robots ﬁnd a concentration value greater
than a threshold of 14 they have reached the source.
• It is assumed that the chemical sensors used in the
experiment were noiseless during the simulation. We
plan to introduce noise through the use of a random
number generator in subsequent experiments.
IV. SIMULATION AND RESULTS
A. Bacterial Chemotaxis Behaviour
Before combining the two behaviours together, we tested
the bacterial chemotaxis behaviour. We performed an exhaus-
tive search to ﬁnd out what value would be the best for
the parameters of Equations 2, 3 and 4 using a constant
velocity. The experiments were performed using 100 robots
and running the simulation of each newly changed parameter
value 40 times to get a good distribution of results.
We discovered that more agents were able to ﬁnd the
source by having smaller values of standard tumble length.
Using a small standard tumble length made the agents rotate
continuously on a spot due to continuous tumble phases.
This led to a smaller response time leading to faster con-
vergence [14]. The effects of a selection of other parameters
are displayed in Figure 2. The kd parameter (responsible
for determining how sensitive a bacterium’s receptor is to
attractants in the environment)increases the number of agents
to a certain level after which increases in the kd value has no
effect on the number of agents localizing at the optimal of the
pollution source. This could be as a result of the saturation
of the sensors. In other words, if the pollutant concentration
were increased, then this would result in a shift in the kd
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Fig. 1. Simulated Arena with pollutant- Fig. (a); Distribution of pollutant-
Fig. (b)
parameter curve in Figure 2. The α parameter is responsible
for system ampliﬁcation. This could be used to amplify the
response of the system in the presence of weak readings from
the environment.
Our results from this experiment were more promising
when compared to our previous results in [11] for the same
time frame. The value of the median of the number of robots
ﬁnding the source in our previous results was 49.5 in a time
frame of 30 seconds. In our present results, we were able to
achieve about a median of 97 robots in the same time period.
B. Combining the Behaviours
By combining the bacteria behaviour with the ﬂocking
behaviour, we were able to arrange the ﬂock to ﬁt the
underlying environmentalpollutant that was being monitored.
Time steps of this is shown in Figure 3 below with their
corresponding distributions.
As can be seen in Figure 3, the mean of the distribution
of the ﬂock is close to the mean of the distribution of the
pollutant. We discovered that by changing the parameters of
our controller, we could change the spread of the agents in
the pollutant. This feature is useful in controlling the spread
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Fig. 2. Number of Robots with adjusting: the standard tumble length τo
-Fig. (a); the kd parameter-Fig. (b); the α parameter-Fig. (c)
of the ﬂock in the environment and hence making it possible
for them to look for other sources.
C. Controlling the agents spread
In order to make the investigation of the effects of the
parameters more simpliﬁed, we changed our pollution distri-
bution to a gaussian distribution shown in Figure 4 having
a mean of 250 and a standard deviation of 57.U s i n gag a i n
of 1 for both behaviours, we investigated the effects of the
changes in the value of the τo parameter and the value of the
vk parameter. We then measured the mean and the standard
deviation of the ﬂock after 2 minutes of running. We ran
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Fig. 3. Showing various time frames for the ﬂock distribution in pollutant-
Fig. (a) to Fig. (d); the probability of the ﬂock distribution and pollutant
distribution-Fig. (e)
the simulation 40 times to get a good representation of the
experimental results for each change in parameter value.
It can be seen from Figure 5 that the mean of the
ﬂock (localisation property) reduces as τo increases while
the standard deviation (spread of the ﬂock about the mean)
increases. From the graphs above, it can be seen that to get
a balance of both properties a value of 60 can be chosen.
In addition, we discovered that changing the value of the
vk parameter of Equation 5 also has effect on the spread of
the agents as can be seen in Figure 5. However, changing this
parameter is not really practical in real world applications due
to energy and velocity restrictions of the present platforms.
Nevertheless, by choosing the right values for both vk and τo
42Fig. 4. Pollutant with a gaussian proﬁle.
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Fig. 5. Fig. (a) shows the mean of the ﬂock distribution and Fig. (b)
shows the standard deviation of the ﬂock distribution as τo increases. Fig. (c)
shows how the standard deviation (spread) of the ﬂock distribution varies
with changes in vk.
parameters, it is possible to use them to reinforce each other.
The vk did not have much effect on the mean of the ﬂock
distribution.
Having the ability to control the spread of the ﬂock enables
the map of the pollutant can be built in varying degrees.
The spread can be controlled to either that readings from
interesting points near the source of the pollutant or could
be controlled to get readings from a larger pollutant coverage
area.
Fig. 6. Lego mindstorm platform with light sensor.
V. IMPLEMENTATION ON A LEGO MINDSTORM ROBOT
In order to investigate the effects of our algorithm on
various platforms, we implemented the algorithm on a Lego
mindstorm platform having a differential drive system as
shown in Figure 6. We used Lejos (A java derivative
programming language to program the robot. For the en-
vironmental pollutant, we printed a gradient of black color
on paper. We used a light sensor to read the values of the
color from the paper and then responded accordingly. The
values of the reading from the light sensor was between
0 and 65. We had to use a large α value of 1000 during
the control of our system. We discovered that a range of α
values might be necessary because of varying light levels
and battery level changes. We also used a kd parameter of
2 and did not vary the velocity of the platform according to
the light sensor readings. To simulate a random change in
direction, we generated and used random angle values in the
set σε{0...,360} for each wheel during a tumble. During the
tests, we placed the robot so that there was an amount of
pollutant on all sides of the platform.
Even the presence of noisy readings (as result of the
wrinkled paper) the robot was still able to localize the source
of the pollutant. We discovered that by using a smaller
value of tumble length τo, faster localisation at the source
is achieved. This is shown in Figure 7. However, we found
out that care must be taken when choosing this value on this
particular platform. This is because a small value of τo would
result in the platform spinning around on its axis and making
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Fig. 7. Fast localisation with light sensor.
no progress. We plan to investigate other parameters in future
experiments.
VI. CONCLUSION AND FUTURE WORK
We have presented and used a controller that makes it
possible to ﬁnd a pollution source using a bacteria inspired
algorithm. We have shown it is possible to use this controller
with a ﬂocking algorithm to direct a ﬂock of agents to a
pollution source. We have also shown that is possible to
control the spread of the agents by changing the various
parameters of our ﬂocking controller. This property would
make it possible to control the degree of the mapping of
an environmental pollutant. We have shown that the bacteria
controller can be implemented on a robotic platform. In
addition, the effects of changing pollutant proﬁles has been
carried out with very promising results. This was done by
changing from a biased gaussian function in Figure 1 to the
one in Figure 4.
Due to the gradient based method of searching, the bacte-
rial controller might fail in a high turbulent environment. We
believe that using this controller with a ﬂocking controller
performance might be improved due to the advantage of co
operative foraging. We also believe that by investigating the
parameters of the bacterial controller closely, we can adapt
it to work in a high turbulent environment. Other future
work would involve generating a map of the environmental
pollutant at a base station. This might sound trivial but when
a limited number of agents is used to generate a map of an
environmental pollutant spread over a large area, this might
become challenging. We plan to use the real time dynamic
changes in the pollutant, the readings from the sensor and
mapping building methods to generate a map. Presently, most
map generating techniques are for robot localisation.
We also believe that we can improve the performance of
our controller by replacing the exponential function on our
controller by another function. This would be done at run
time using a learning algorithm which we would develop.
This would also involve dynamic adaptation of the α value
to cope with environmental and platform noise. Investigation
of the effects of the parameters on a real robotic platform still
has to be investigated and so is the effect on ﬂocking. Other
areas include further investigation of collision avoidance
between agents, and implementing a biased random angle
during tumbles as is observed in a real life E.Coli bacterium.
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