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LOS CICLOS ECONÓMICOS 
REGIONALES EN COLOMBIA, 
1986-2000 
La identificación del g1~ado de interrelación entre la 
actividad productiva regional con la nacional es de gran 
ilnjJortancia jJara los planificadores de jJolítica pública. 
l"!.'llo per1nite deter1ninar las regiones que lideran el 
crechniento econó1nico del jJaís y las que jJresentan un 
retraso relativo en su expansión. Tanz.bién pernzite 
conocer los efectos dife·renciados de las políticas 
n1acroeconónzicas en las regiones, ayudando al diseiio 
de progranzas públicos uzás eficientes para reducir las 
disparidades en el crechniento econón1ico. 
E l estudio de los ciclo~ económicos en 
Colombia ha sido un área de investigación 
con relativo auge en los últin1os año . La ne-
cesidad de determinar el tamaño y la perio-
dicidad de lo ciclos se fundamenta en 
la importancia de éstos en la explicación 
del comportamiento de la producción y del 
empleo, y en la evaluación de los efectos de 
las políticas públicas sobre el desempeño 
económico nacional . 
Sin embargo, las investigaciones sobre el tema 
se han concentrado en el análisis de los cam-
bios en las variables macroeconómicas agre-
gadas sin reconocer explícitamente que éstas 
Por: Igor Esteban Zu ccardi Hzu?11cts* 
muestran solamente el resultado de com-
portamientos individuales de los agente~ , 
agrupados en sectores económico y¡o en re-
giones. En efecto, podrían existir comporta-
nlientos diferenciados en los niveles de 
actividad econón'lica entre sectores producti-
vos o entre áreas geoeconómicas, de acuer-
do con la composición de la producción y su 
sensibilidad a los choque económicos. 
En el caso particular de las regiones, las di-
ferencias en la estructura de u sistema pro-
ductivo , el tamaño de sus mercado y el 
grado de integración interregional, pueden 
generar diferentes comportamientos en su 
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ritmo de producción. De esta manera, la acti-
vidad económica de algunas regiones podría 
tener un alto grado de coordinación con la 
nacional, mientras que otras regiones pueden 
tener ciclos productivos menos relacionados 
con el del país, determinados principalmen-
te por eventos particulares a la región. Por 
otro lado, se pueden encontrar regiones cuya 
actividad económica es más sensible a cam-
bios en las condiciones económicas interna-
cionales, mientras que otras pueden estar 
más afectadas por la políticas internas de 
oferta y demanda agregada. 
La identificación del grado de int rrelación 
entre la actividad productiva regional con la 
nacional e de gran importancia para los pla-
nificadores de política pública. Ello permite 
determinar las regiones que lideran el creci-
miento económico del país y la regiones que 
pueden pre entar un retraso relativo en u 
expan ·ión. También pem1ite conocer los efec-
tos diferenciado~ de la políticas macroeco-
nómica en las regiones , lo que ayuda al 
di eño de programas público más eficiente 
y que puedan reducir las disparidades en el 
crecimiento económico. Sin embargo, a pe-
sar de su importancia, en Colombia se ha 
avanzado poco en la identificación de las re-
'o existe zuz ciclo econónlico 
nacionaluni.fonne, ya que no bay 
una perfecta coorclinación entre 
los ciclos regionales. Por el 
contrario, es posible observar 
co1nportanzientos diferenciados 
del crecilniento del enzpleo entre 
las regiones, y de éstas con el 
del e1npleo nacional. 
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laciones de actividad productiva nacional-re-
gional. En con ecuencia, el objetivo de este 
documento e hacer dicha identificación, con 
el fin de distinguir las regiones que presen-
tan una alta coordinación con el ciclo nacio-
nal y aquellas que muestran baja o ninguna 
coordinación con é te. 
El documento se estructura de la siguiente 
manera: en la sección 1 se muestran algunas 
características de lo ciclos económico en 
Colombia y sus ciudades. En la ección 11 se 
presenta una revisión de la literatura sobre 
ciclo económicos regionale . La sección 111 
pre enta el marco teórico utilizado. La ec-
ción IV muestra los re ultados de la estima-
ciones, y la ección V son las conclusiones. 
L CARACTERÍSTICAS DEL CICLO 
ECONÓMICO COLOMBIANO 
Y SUS CIUDADES 
En las últimas dos décadas, la economía co-
lombiana se caracterizó por mantener un 
crecimiento e table en comparación con otros 
países de América Latina. En estos años el PIB 
trime tral creció a una tasa promedio de 3 ,2% 
y se presentaron cuatro momento de creci-
miento negativo: a comienzo de 1983, en 
1991, en 1997 y en 1998-1999. Sin embargo, 
no fue un comportamiento homogéneo a lo 
largo de este período. Mientras que, entre 
1983 y 1990 la producción agregada aumen-
tó a un ritmo de 3,8% anual, entre 1991 y 
2001 ésta sólo se incrementó en 2 8% anual, 
un punto porcentual por debajo del ritmo 
de crecimiento de la década anterior. 
Como se observa en el Gráfico 1, el lap o de 
tiempo entre un período de desaceleración 
Digitalizado por la Biblioteca Luis Ángel Arango del Banco de la República, Colombia.
PIB trimestral vs. Nivel de ocupación 
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Fuente. DANf, Cuentas Nac10nd es. E-nc.uesta Nacton:.H de Hogarec; 
económica y otro ha sido de seis a siete años, 
con excepción del período 1997-2000. En el 
pritncr período de expan ión, entre 1983 y 
1990, la economía creció a una tasa prome-
dio de 3,8%. Entre 1991 y 1996 el crecimien-
to promedio fue de 4,0%, mientras que entre 
1997 y 2000 fue de O, 7% promedio anual. 
Por otro lado, los ciclos de la producción se 
reflejaron en la variación de la ocupación en 
las siete áreas tnetropolitanas. Entre 1985 y 
1990, el crecimiento promedio del nivel de 
empleo fue de 3,9%, mientras que para el 
período 1991 a 1996 fue de 4,7%. Finalmen-
te, entre 1997 y 2000 el nivel de ocupación 
creció solamente 1,6% promedio anual. 
Sin embargo, al hacer un análisis más deta-
llado del comportamiento del empleo en 
cada una de las siete áreas metropolitanas, 
44 
1992 1994 1996 1998 2000 
Ocupación 
se encuentra comportamientos diferencia-
dos entre ellas. Cotno se observa en el Cua-
dro 1, entre 1985 y 1990, Bucaran"Ianga Cali 
y Pasto mostraron un n"Iayor dinamismo en 
la generación de en1pleo frente al conjunto 
de las siete áreas metropolitanas, mientras 
que Manizale y Medellín fueron las ciuda-
des con menor Cl·eación de puestos de tra-
bajo. Por otro lado, entre 199 L y 1996, un 
mejor desempeño en la creación de empleo 
en Bucaran1anga, Bogotá, Medellín y Pa to 
impul ó el crecimiento del número de ocu-
pados en las áreas urbanas, mientras que 
en Manizales y Cali, el empleo presentó un 
débil comportamiento frente al nacional. Fi-
nalmente, entre 1997 y 2000, debido al pt·o-
ceso de de aceleración económica que 
caracterizó dicho período, Bucaramanga, 
Bogotá y Medellín pasaron de ser ciudades 
Digitalizado por la Biblioteca Luis Ángel Arango del Banco de la República, Colombia.
Crecimiento del nivel de ocupados, por áreas metropolitanas 
(Tasa de crecimiento promedio anual ) 
8/quilla. 8/manga. Bogotá Manizales Medellín Cali Pasto Siete áreas 
1985-1990 3,84 6,78 3,91 
1991-1996 4,21 7,80 4,87 
1997-2000 3,01 0,48 0,91 
I=Jente: DANE. enc~esta nac1onal de hogares 'fNH) 
líderes en la generación de empleo a reza-
garse, en términos relativos , frente a Cali, 
Barranquilla y Pasto. 
El Gráfico 2 ilustra los resultado del Cua-
dro l. Los punto en el interior del área 
sombreada representan las tasas de creci-
miento del empleo regional por debajo del 
c recimiento nacional, mie ntra que los pun-
tos por fuera muestran las tasas de crecimien-
to regionale mayores que el crecimiento 
nacional. Así, para 1985-1990, sólo Medcllín 
y Manizales presentaron bajo crecimiento del 
empleo frente al nacional ; Manizales y Cali 
tuvieron un bajo desempeño relativo en el 
período 1991-1996, y Bucaramanga, Bogotá 
y Medellín hicieron lo mismo entre 1997 y 
2000. 
Por otro lado, entre 1986 y 2000, los niveles 
de ocupados en las áreas metropolitanas 
mo traron diferentes grados de coordinación 
entre ellas. En efecto, como se observa en el 
Cuadro 2 las correlaciones contemporáneas 
entre pares de ciuaades son positivas en to-
metropolitanas 
2,99 3,66 4,26 4,26 3,92 
3,23 4,85 3,36 6,94 4,74 
1,63 1,06 4,22 2,63 1,62 
dos los casos, pero varían entre 0 ,87 (corre-
lación entre Medellín y Bucaramanga) , y 0,34 
(correlación entre Cali y Manizales) 1 • 
Adicionalmente, lo niveles de empleo de la 
ciudades mue tran diferentes grados de 
coordinación con el agregado nacional ur-
bano, destacándose la alta correlación del 
etnpleo de Bogotá (0 ,933) y la baja de 
Manizales (0 ,654) . 
Esto resultados muestran que no existe un 
ciclo económico nacional uniforme , ya que 
no hay una perfecta coordinación entre los 
ciclos regionales. Por el contrario, es posi-
ble observar comportamientos diferencia-
dos del crecimiento del empleo entre las 
regiones , y de éstas con el del empleo na-
ional. Este comportamiento diferenciado 
puede ser consecuencia de la heterogenei-
dad en la estructura industrial de las regio-
nes , de los diferentes grados de integración 
de sus mercados de insumos -capital y tra-
bajo-, y/o del tamaño e integración de lo 
mercados de bienes hacia donde dirigen u 
producción. 
Se encontró que entre 21 correlaciones contemporáneas existentes, solamente ocho están por enctma de 0,6, mientras 
que siete se hallan entre 0,6 y 0,5, y seis entre 0,5 y 0,3. 
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Gr6fir-l"'l 2 
Tasa de crecimiento relativa del empleo por áreas metropolitanas 
(Crecimiento área metropolitana/ crecimiento siete ciudades) 
Barranquilla 
Calt 
Medellín Manizales 
1985-1990 ----- 1991·1996 1997-2000 
Nota: Para la construcctón del Gráfico 2, en cada período, se dividió la tasa de crectmiento promediO anual del empleo en cada área 
metropolitana por la tasa de crecimiento promedio anual del empleo de las siete áreas metropolitanas. Asr, los puntos en el tnterior del 
área sombreada representan las tasas de crecimiento del empleo regional por debajo del crecimiento nacional, mientras que los puntos 
por fuera muestran las tasas de crectmiento regiOnales mayores que el crecímrento nacional. 
Fuente: DAN!:, f:Nii. 
De acuerdo con ill (1997) 2 en el largo pla-
zo, si una economía está bien integrada, las 
tasas de crecimiento del empleo regional 
podrían eventualmente convergir en la fa-
se de retornos decrecientes de los factores 
de producción, si las tasas de crecimiento de 
la productividad son similares. Sin embargo, 
en el cono plazo, las dinámicas del empleo 
entre regiones podrían ser distintas si éstas 
presentan diferencias significativas en sus ca-
racterísticas económicas, en especial, en la 
composición industrial. Cada industria pue-
de responder de manera diferente a un mi -
mo choque económico y, si la distribución 
del empleo entre industrias en cada región 
difiere de manera significativa, esto se refle-
jaría en diversas reacciones del empleo re-
gional y, por lo tanto, diferencias en el ciclo 
entre regiones. 
El Cuadro 3 muestra la participación de los 
sectores económicos en el empleo de cada 
Keith Sill (1997). "Regional Employment Dynamics", Working ?aperNo. 97-28, Federal Reserve of Philadelphia, December. 
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Participación de los sectores en el empleo regional 
Número de ocupados por sector económico 1 Total de ocupados en la región 
(Porcentajes) 
Agricul- Minería Industria Energía 
lura 
-- ---~-
B/quilla. 1,0 0,5 18,0 1,1 
B/manga. 2,0 0,6 21 ,4 0,5 
Bogotá 1,1 0,4 21 ,8 0,5 
M/zales. 4,5 0,4 17,9 1,6 
Medellín 1,2 0,2 28,0 0,9 
Cali 1 '1 0,2 23,3 0,5 
Pasto 2,4 0,2 16,2 0,5 
Siete áreas 
metropolitanas 1,3 0,4 22,6 0,7 
Fuente DANE. ENH Cálculos del autor 
una de las siete áreas metropolitanas. Se 
observa que los sectores que presentan la 
mayor participación en el empleo nacional 
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Construc- Comer- Trans- Servicio Servicio 
ción cio porte financiero social 
5,5 30 ,6 7,6 5,6 30,2 
5,4 28,2 6,9 5,0 30,0 
6,3 24 ,3 6,6 9,5 29,3 
6,8 24,4 5,5 6,3 32,7 
6,8 24 ,1 6,4 6,2 26 ,1 
6,8 26,8 5,9 6,8 28,6 
6,6 26,8 7,5 3,8 35,9 
6,3 25 .5 6,6 7,6 28,9 
son aquellos que muestran una participación 
más variable entre las ciudades. Por ejemplo, 
la industria manufacturera, que representa 
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el 22,6% del empleo en las áreas urbana , 
explica el 16,2% del nivel de ocupación en 
Pasto, mientras que en Medellín es el 28,0%. 
El sector de servicios sociales y comunales, 
que da razón del 28,9% del empleo urbano, 
varía entre 26,1% en Medellín y 35,9% en Pas-
to. El sector comercial, que explica el 25,5% 
del empleo total en las áreas urbanas, se en-
cuentra en el rango entre 24, 1%, en Medellín, 
y 30,6%, en Barranqui-
ciclo nacional y los regionales. E ta medi-
da permite reconocer las ciudades que más 
se afectan con las fluctuaciones nacionales 
y las ciudades que dependen má de lo 
choques de su propia región. 
La importancia de reconocer el grado de co-
movimiento entre el ciclo nacional y los ci-
clos regionales e fundamenta en que las 
reacciones diferencia-
lla. Los otros ectores 
muestran una variabili-
dad menor y solamente 
representan el 22,9% 
del empleo en las siete 
¿Hu qué nzedida son difereutes 
las reacciones de las regiones 
frente a los cboques nacionales? 
o, en otras palabras, ¿cuál es 
les de las regiones pue-
den tener consecuencias 
en los ajustes de los mer-
cados de factores, en la 
producción y en la redis-
tribución regional del 
ingreso. Así, los planifi-
cadores de políticas pú-
blica, pueden di eñar 
área metropolitanas, 
pero se destacan la im-
el grado de relación eutre la~ 
fluctuacionc nacionales y lo 
tnOl'Í1nientos del enzpleo en cada 
portancia relativa del 
una de las área. tnetropolitana ? 
sector agrícola en el em-
pleo de Manizales (4,5% 
frente al promedio d 1 ,9%) y del sector fi-
nanciero en Bogotá (9,5% frente al proine-
dio de 6,2%). 
En onsecuencia, reconociendo las diferen-
cias en el comportamiento y la composición 
del empleo entre áreas m.etropolitanas, se 
puede afirmar que la. regione reacciona-
rán de distintas maneras frente a los cho-
que y a lo ciclos nacionales. Sin embargo, 
ien qué medida son diferente las reaccio-
nes de las regiones frente a los choques na-
cionales? o, en otras palabras, icuál es el 
grado de relación entre las fluctuacione 
nacionales y los movimientos del empleo 
en cada una de las áreas metropolitanas? 
Este documento pretende abordar dicha 
pregunta. Para ello, se construyó una me-
dida de "fuerza de cohe ión", LINK, que se-
ñala el grado de "ca-movimiento" entre el 
48 
programas más eficien-
tes en la solución de di paridades en el de-
sarrollo económico de las regiones. 
IL REviSIÓN DE LITERATURA 
REIACIONADA 
La literatura acerca de los ciclo regionales 
puede dividirse en do variantes. La primera, 
busca estimar la interrelación existente entre 
la dinámica nacional y los ciclos económicos 
regionales. La segunda, hace una estimación 
directa de los ciclos económicos regionales, 
teniendo en cu nta las característica comu-
nes en tendencia y ciclo entre regiones. 
Usando el primero de los enfoques mencio-
nados, Sherwood-Call (1988), hizo un análi-
sis de la dinámica de los ciclos económicos 
regionales y su interrelación con los ciclos 
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económicos nacionales en los E tados Uni-
dos. Para ello construyó 51 sistemas VAR de 
dos variables (uno para cada estado) en los 
cuales relacionó el ingreso personal nacio-
nal disponible y el ingreso personal regional 
disponible, suponiendo que no existe en nin-
gún momento del tiempo un efecto de 
causalidad de la variable regional sobre el 
nacional. Posteriormente , construyó una 
"medida de cohesión", que consiste en la 
participación de los choques relacionados 
con el ciclo nacional en la descomposición 
de varianza de largo plazo del ciclo regio-
nal. Finalmente, intentó explicar las diferen-
cias en la "medida de cohesión" entre estado 
de acuerdo con el ingreso regional disponi-
ble, la diversificación indu trial regional, la 
participación del empleo del sector agríco-
la, petróleo, manufacturas y bienes durable. 
en el empl o total de la región. Encontró que 
las economías regionales más grandes y on 
tnayor relación con el ciclo nacional pre en-
tan mayor dinamismo en su estructura eco-
nómica, dependen menos ele la agricultura 
y del petróleo, y más del sector manufactu-
rero . Finalmente , encontró que las econo-
mías regional s más grandes tienden a estar 
más relacionada con la economía nacional. 
McCarthy y Steindel (1997) , estudiaron la 
coincidencia ele los ciclos nacional y de 
la ciudad de Nueva York, con el fin de anali-
zar la contribución de lo choques naciona-
les y regionales en la explicación de la 
recesión regional observada en 1989-1991. 
Para ello, usaron tres variables: el número 
de ocupados, el ingreso personal disponi-
ble per cápita y el nivel de salarios. Para su 
análisis , construyeron un VAR de dos varia-
bles, en el que se incluían la variable nacio-
nal y la variable regional , bajo el supuesto 
que sólo los choques nacionales pueden 
afectar contemporáneamente la variable re-
gional , pero no viceversa. En el ca o del 
empleo, encontraron qu los choques pro-
pios de la región explican el 60% ele la 
varianza de pronóstico del crecimiento del 
empleo regional, y que éstos jugaron el pa-
pel principal en el comienzo de la re esión , 
mientra que los nacionales tienen que ver 
con la prolongación del mismo. Finalmen-
te, encontraron que la economía de la ciu-
dad ele Nueva York e ·taba má relacionada 
con la economía nacional en los año 90 
que en los 70 . 
Por otro lado, en el segu neto tipo de enfo-
que, Carlino y Sill ( 1997 ) hicieron un análi-
is para determinar las regiones de los 
Estados nido que presentan comporta-
mientos similares y las regiones que tienen 
un ciclo diferente. Para ello utilizaron la de-
limitación regional realizada por la BER 'i, 
y el ingreso personal di ponible per cápita 
como variable de actividad económica . 
Encontraron que las regiones están cointe-
gradas, por lo que la trayectoria de los in-
gresos regionale per cápita tienden a estar 
muy cercano , en el largo plazo. Sin embar-
go , en el corto plazo dichas trayectorias 
divergen. Al hacer un análisis interregional, 
se encontró una alta correlación entre cua-
NBER (National Bureau of Economic Research) es una organización privada dedicada a promover el estudio del funcio-
namiento de la economía de los Estados Unidos. Esta organización registra el comportamiento de las principales varia-
bles macroeconómicas y determina los ciclos económicos en los Estados Unidos. Para conocer más detalles, se puede 
revisar la página web: www.nber.org . 
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tro de las siete regiones identificadas, menor 
correlación de do regiones, y una correla-
ción contraria de una región (comportamien-
to de espejo). Para esta última región, se 
explica dicho comportamiento por los pre-
cios del petróleo: la región del Southwest 
(Texas, Arizona, Nuevo México y Oklahoma) 
es productora neta de petróleo, mientras que 
el resto de los Estados Unidos es consumi-
dor neto del mismo. Por ello, los cambios 
en el precio del petróleo tendrán efectos con-
trarios en las regiones. 
Sill (1997) realizó una investigación obre los 
co-movimiento de la actividad económica 
entre regiones, a través de las dinámicas del 
empleo regional en los Estados Unido ... No 
encontró evidencia de cointegración entre los 
niveles de ocupados entre paces de regiones, 
pero sí al e timar e conjuntamente. Así, halló 
evidencia de un istema complejo de tenden-
cias estocásticas comunes, que no pueden ser 
canceladas, únicamente en una combinación 
lineal entre dos regiones. También evidenció 
que todas las regiones comparten un factor 
común, pero que no las afecta al mismo tiem-
po: las regiones presentan el mismo compor-
tamiento después de un choque, pero esta 
reacción se da después de tre meses. Final-
mente, demostró que las regiones que lideran 
el ciclo económico en los Estados U nidos tie-
nen mayor participación de los ectores de 
manufacturas, servicios y gobierno en el em-
pleo regional. 
Carlino y Sill (1998), utilizaron eries de in-
greso personal disponible per cápita de las 
regiones económicas definidas por la NBER, 
paca estimar los ciclos y la tendencia coinci-
dentes y divergentes de las regiones. e en-
so 
contró evidencia para aceptar la existencia de 
dos vectores de cointegración entre las siete 
regiones económicas de los Estados Unidos. 
Además, se separaron la tendencia y el ciclo 
de las series regionales y se encontró que cua-
tro regiones presentaban alta correlación en 
su ciclo, dos regiones mostraban baja corre-
lación con el ciclo nacional y una región 
divergía en su ciclo con el nacional. Posterior-
mente, a través de la descomposición de 
varianza de un VAR de dos variables (con los 
componentes de tendencia y ciclo) se encon-
tró que el elemento d tendencia (común en 
todas las series y explica el comportamiento 
nacional) da razón del 92% (en promedio) 
de la variabilidad del ingreso de cada región. 
Finalmente, paca explicar los comportatnien-
tos diferenciales de las regiones se incluye-
ron los precios del p tróleo, el índice 
Boschen-Mills (1995) de política monetaria, 
la proporción del ingreso regional explicado 
por la industria manufacturera y el gasto nli-
litar com proporción del ingreso regional, 
como variable explicativas. Se encontró que 
la política monetaria tiene un con"lponente de 
suavización del ciclo, qu la mezcla industrial 
no e importante y que el gasto militar sólo 
es importante en algunas regiones. 
También, Carlino y Sill (2000) realizaron un 
e tudio acerca de las dinámicas de tendencia 
y ciclo en el ingreso per cápita de las regio-
nes de los Estados Unidos, entre 1956 y 1995. 
Encontraron que los ingresos reales per cápita 
de las regiones están cointegrados y que, con-
trolando por volatilidad del ciclo, las regio-
nes presentan movimientos comunes, 
excepto la región del Far West (California, 
Nevada, Oregon y Washington). Se encontró 
que las diferencias en la estructura industrial 
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explican muy poco las diferencias del ciclo 
en las regiones, pero sí explican las diferen-
cias en el crecimiento de la tendencia de las 
regiones frente a la nación. 
Este documento sigue los lineamientos del 
primer enfoque que hemos mencionado. Se 
orienta hacia el análisis de las interrelaciones 
entre el ciclo económico nacional y los ci-
clos de las siete áreas metropolitanas, vistos 
a través del comportamiento del empleo. En 
consecuencia, se cuantificaron los efectos de 
los choques nacionales en las áreas urbanas 
a través de la medida de "fuerza de cohe-
sión", LINK, utilizada por herwood-Call 
(1988). E to permitió di tinguir la ciudades 
que están más cercana al ciclo nacional, y 
las áreas metropolitanas que dependen más 
de los choques que afectan a sus propia re-
gione . in embargo, se realizó un análisis 
de tendencia de largo plazo del empleo en-
tre las ciudades con el fin de conocer las áreas 
urbanas que mantienen un comportamien-
to de largo plazo estable y aquellas que mue. -
tran un comportamiento divergente frente 
al nacional. 
IL . METODOLOGÍA 
Con el fin de analizar las interrelaciones exis-
tentes entre el ciclo nacional y los regiona-
les, fue necesario construir una medida de 
"fuerza de cohesión" entre ellas. Dicha me-
dida, denominada por Sherwood-Call (1988) 
como LINK, intenta capturar el grado de "co-
movimiento" entre la economía nacional y 
las regionales, en particular, entre el empleo 
nacional y el de la ciudad en cuestión. Esta 
variable mide el alcance de la economía na-
5 1 
cional para "predecir" el ritmo de actividad 
económica regional. Es usada para determi-
nar las áreas metropolitanas que están fuer-
temente relacionadas con el ciclo nacional y 
las ciudades que están débilmente relacio-
nadas con éste. La medida de "fuerza de ca-
he ión", LINK, se calcula con base en la 
descomposición de varianza de un sistema 
de vectores autor-regresivos (VAR). 
En particular, se considera el siguiente siste-
ma de ecuaciones: 
con 
e j . l 
q 
+ LTJ,zM,,, , +e1,~ 
t - J 
N(O, ae1 ) 
donde ~1:: at J,t 1 es la tasa de crecimiento del 
nivel de ocupados de la nación sin incluir 
el nivel de empleo de La ciudad j, en el mo-
mento t-i, MJ.t-1 es la rasa de crecimiento del 
nivel de ocupado de la ciudad j, en el mo-
mento t-i, eNctt-J.I es un error estocástico que 
afecta a toda la nación, y e1,, es un error e -
tocásrico cuyos efectos contemporáneos se 
dan sólo en la región j. 
De acuerdo con la ecuación (la), el compor-
tamiento del empleo nacional (exceptuan-
do la ciudad J) en el periodo t depende de 
su propio crecimiento hasta t-p períodos en 
el pasado, del crecimiento del empleo en la 
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ciudad j t-q períodos atrás , y de choques 
e tocásticos nacionales que afectan el mer-
cado de trabajo, en el período t. Por otro 
lado, la ecuación (lb) considera que el com-
portamiento del empleo en la ciudad} en el 
momento t, e tá explicado por el crecimien-
to del empleo nacional desde el período t 
hasta t-p , por su comportamiento pasa-
do hasta t-q períodos atrás y por choques 
que afectan a la región en el período t. Como 
se ob erva, el crecimiento del empleo en la 
ciudad} depende del empleo nacional de for-
ma contemporánea mienuas que no sucede 
lo contrario. E to se debe a que lo choques 
que afectan simultáneamente el empleo en 
todas las ciudades, puede afectar en el mis-
mo momento a la ciudad j. En catnbio, los 
choque que afectan la economía de la ciu-
dad j no tienen efectos contemporáneos en 
la nación, pero sus efectos se pueden e par-
cir a las demá iudades con algún rezago. 
Al reemplazar la ecuación (la) en (lb) se 
ohti ne : 
(2) 
p 
M J r =(a~. + f3oz. at) + L(f3,:z + f3oz f3n)M,vat J.t 1 
1 1 
q 
+ L(T712 +f3oz 1111)llEJ,I 1 +f3o2e 'llai-J. t+eJ, t 
i= l 
Así, el comportamiento en el período t del 
empleo en la ciudad} se explica por el creci-
miento pasado d 1 en1pleo n la nación, del 
desempeño de la misma variable en el pasa-
do, y de los errores nacional y regional en el 
momento t. En la ecuación (2) e hace ex-
plícito el efecto contempot·áneo de los cho-
ques nacionales sobre el crecimiento del 
empleo en la región , que es determinado por 
S 2 
el coeficiente de relación entre la ciudad j y 
el resto de ciudades ({302 ). Finalmente, el sis-
tema (la) y (lb) puede escribir e como: 
(2b) 
p 
llE1.r = (al + f3oza) + 'L(f3i2 + f3o1. f311)llE".a'-J. r-f ¡- ¡ 
q 
+ 'L(TJ,~. +f3o~.11")M~. , , +fJo2e a/·1.,+e1,, / = 1 
En síntesi , el crecimiento del empleo na-
cional y de la ciudad} se explica por su pro-
pia historia y por lo choques e tocá ricos 
con efecto sobre toda la nación y con efec-
to solamente regional. Debido a que las 
ecuaciones (2a) y (2b) comparten las mis-
n1as variable explicativas, y con el fin de 
estimar el sistema simultáneamente, e tas 
cuacioncs se pued n reescribir en térm i-
n matriciales como: 
(3) X 1 =V+E>.xr 1 +E>~1_2 + ..... . +E>"X'P +e1 
V+ E>(L)e
1 
donde 
para i = O,l , ... ,p conp>q, L el operador de 
rezago, 
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En consecuencia, a través de un modelo 
VAR(p) 4 de dos variables, es posible estimar 
las relaciones existentes entre el ciclo nacio-
nal y los ciclos de las área metropolitanas. 
Dado que el modelo VAR es un proceso 
e tocástico e tacionario, por el teorema 
de Wold, se puede garantizar la existencia de 
una repre entación VMA: 
(4) 
X
1 
= J..l. +e
1 
+ M 1e1_1 + M 2e,_2 + ...... -+X,= J..l. + M(L)e, 
donde 
J..l. = E(X,)= (1- e.- e 2 - ••• - 8¡) 1 V y 
M = "'rnmu>.f> e M . = 1 2 
1 L.. J= 1 1 1_1 para z , 
A í, la tasa de crecimiento del empleo nacio-
nal y regional e tá en función de los cho-
ques económicos contemporáneos y 
rezagados. La matriz M
1 
contiene el efecto 
de un choque estocástico t-i período~ atrás 
sobre las variables en t. Por ejemplo, el ele-
mento m.l.l representa el efecto de un cho-
que nacional en el momento t-i sobre la tasa 
de crecimiento del empleo en la ciudad j en 
el período t. 
Para calcular la importancia de los choques 
nacionales en la determinación del compor-
tanlicnto del empleo en la ciudad}, y de e ta 
manera evaluar el grado de ''ca-movimien-
to" entre el ciclo nacional y el ciclo de la ciu-
dad j, se estimó la descampo ición de 
varianza del error de proyección del empleo 
en la ciudad j. Esta técnica permite encon-
trar la contribución de cada uno de los cho-
ques en la matriz de varianza-covarianza del 
error de pronóstico del sistema. Para esto, 
se construyó la matriz de error cuadrático 
medio (MSE) del período t+b: 
(5) L(h)='L,c+M1'L,eM'1+ ...... +M,_ 1LeM~ 1 
Sin embargo, debido a que e 1 ,~ y e 2 ,, están 
correlacionados contemporáneatnente, es 
necesario hacer una transformación de la 
ecuación (5) con el fin de aislar los efecto 
de los choques nacionales y t·egionale . De 
esta manera, tiene: 
L(h) = p 1PL. • .P'(P 1)'+MIP 1PL.I!P'(P 1)'M: 
+ ...... +Mb-•p- •pL,eP'(P •)'M;J- t 
(6) 
con PL.,,P'=I donde Pes la matriz de Choleski 
de Le· 
El elemento 'L,(h) 22 de la matriz !viSE repre-
senta la varianza del error de pronóstico de 
lo choques de origen regional. Ésta se re-
presenta como: 
L(h)21. = q:nlt ,o+'P\. 1+'P221 .2+ ...... +o/22t.1J- t 
+ o/2 21. ,0 + tpz 22.1 + 'f/21.2 ,2 + ...... + t.¡/2 22J:J 1 
donde 'P2í, n es el elemento 2i de la matriz 
lf',,. El efecto de los choques nacionales en 
la explicación de la varianza regional está de-
terminado por los elemento i igual a uno, 
Un VARes un sistema de ecuaciones en el cual cada variable incluida se explica por su propia historia y por la de las 
otras variables del sistema. Es un modelo a-teórico que permite explorar las relaciones económicas entre variables con 
pocos supuestos acerca de la estructura subyacente de dichas relaciones. En este caso particular, no existe una rela-
ción subyacente, determinada por la teoría económica. entre el ciclo nacional y los ciclos regionales. 
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mientras que los elementos de i igual a dos 
representan el efecto de los choques regio-
nales. Finalmente, el indicador LINK que cal-
cula el grado de "co-movimiento" entre el 
ciclo nacional y el regional, y la interrelación 
entre el ciclo nacional y el ciclo de la ciudad 
j está dado por: 
~1 ()+ p;l 1+ p;12+ ...... + p;Jh-1 (7) LINK(h)= . . . . 
L.(h)22 
el cual mide la contribución de los choques 
nacionales en la explicación de la varian-
za del error de pronóstico de los errores re-
gionales. Así, si LINK(h) es igual a uno, los 
choques nacionales de-
siete modelos VAR de dos variables, uno 
por cada área metropolitana: Barranquilla, 
Bucaramanga, Bogotá, Manizales, Medellín, 
Cali y Pasto. En cada uno de ellos se incluyó 
la tasa de crecimiento trimestral del total de 
ocupados de las áreas metropolitanas, sin 
incluir la ciudad j y la tasa de crecimiento 
trimestral del empleo en la ciudad}. Así, por 
ejemplo, para construir la medidaL/NKpara 
Bogotá, se estimó un VAR que relacionaba 
el crecimiento del empleo en las áreas me-
tropolitanas sin incluir a Bogotá ni el creci-
miento de u nivel de ocupados. 
La fuente de información del nivel de ocu-
pado por áreas metropolitanas es la encues-
terminan la trayectoria 
del empleo regional y la 
economía nacional tiene 
un gran alcance para 
"predecir" la actividad 
J.::n el/argo plazo los niveles de 
ta nacional de hogares, 
realizada por el DANE. 
enrpleo en todas las ciudades no La muestra abarcó el pe-
ríodo comprendido en-
tre el primer trime tre 
convergen a una relación de 
equilibrio. 
económica regional, mientras que los cho-
que regionales no tienen e te alcance. Por 
el contrario, i LINK(h) e igual a cero, los 
choques idio incrásicos de la ciudad j son 
los únicos determinantes de la trayectoria de 
crecimiento del empleo de dicha ciudad. En 
con ecuencia, esta medida de "fuerza de co-
hesión" LINK da luce sobre el grado de 
interrelación entre las fluctuaciones nacio-
nales y los movin1ientos del empleo en cada 
una de las áreas metropolitanas. 
N. ESTIMACIÓN Y RESULTADOS 
A. Base de datos 
Para la construcción de la medida de "fuerza 
de cohesión ' LINK, fue necesario construir 
54 
de 1986 y el cuarto tri-
mestre de 2000 (muestra de 60 datos). 
B. Pruebas de raíz unitaria 
Dado que para la estimación de los modelos 
VARes necesario que las variables que se re-
lacionen sean estacionarias, se realizaron las 
pruebas de Dickey-Fuller aumentada y de 
KP S, para las series en logaritmos y en pri-
meras diferencias. Estas pruebas permiten 
estimar i lo choques estocásticos tienen un 
efecto permanente en la trayectoria tempo-
ral de la variable o, por el contrario, su efec-
to se diluye en el tiempo, y la variable recobra 
su trayectoria original. Así, si un choque 
estocástico afecta de manera permanente su 
comportamiento, se dice que ésta presenta 
raíz unitaria mientras que si el choque ólo 
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genera un cambio temporal en la dinámica 
de la variable , la misma es estacionaria. 
Los resultados se encuentran en el Anexo l. 
Se evidenció que las series en niveles presen-
tan raíz unitaria, pero en diferencias son esta-
cionarias . En con ecuencia, las series de 
ocupados de las áreas metropolitanas son 1(1). 
C. Pruebas de cointegración 
Después de realizar las pruebas de raíz uni-
taria, se procedió a practicar un análisis de 
cointegración, el cual permite determinar si 
estas variables presentan 
o cimean , en el cual se incluye una con tan-
te en el vector de cointegración, pero no 
existe tendencia lineal en las variables en ni-
veles ni dentro del vector de cointegración; 
ü) el modelo 3 o drift, en el cual se incluye 
una constante en el modelo no restringido 
pero no en el vector de cointegración, y iii) el 
modelo 4 o cídrift, en el cual se especifica la 
existencia de una tendencia lineal en el vector 
de cointegración, mientras que no se consi-
dera la existencia de dicha tendencia en las 
variables en diferencias. En el Anexo 2 se es-
pecifica la tnetodología de estimación y los 
resultados de las pruebas. 
alguna relación de equi-
librio estable de largo 
plazo . 
los resullados indican que e:..x~iste Primero , con el fin de 
una relación de largo plazo del analizar la existencia 
enzpleo en las ciudades que de una o varias relacione~ 
confonnau el trapecio Bogotá, de equilibrio entre los 
niveles de ocupados en 
tod~ la~ ciudade~ . aso-
ciado con un comporta-
miento eMable de largo 
plazo del empleo nacio-
nal, se estimó un mode-
Cuando dos o más va-
riables no estacionarias 
están unidas en una re-
lación de equilibrio es-
table de largo plazo , 
e llas tenderán a n1over-
Bucaranzanga, lJ1edellíny 
!Hanizales, nlientras que las 
ciudades de Cali, Barranquilla 
y Pasto no están incluidas 
en dicba relación. 
se juntas en el tiempo. Sin embargo, en el 
corto plazo, podrían responder de distintas 
fonnas a un mismo choque, pero dichas 
reacciones diferentes se diluyen en el tiem-
po y el sistema tiende por sí mismo a regre-
sar al equilibrio. Cuando las variables presen-
tan la dinámica descrita se dice que están 
coin te gradas. 
Para el análisis de cointegración e conside-
raron tres tipo de modelos : i) el modelo 2 
lo VEC multivariado para el logaritmo natural 
del nivel de ocupados de las siete áreas me-
tropolitanas. A través de la prueba de la traza, 
~e halló evidencia de la posible existencia de 
dos vectores de cointegración. Sin embargo, 
en la e timación de un modelo címean con 
un rezago, se encontró autocorrelación de los 
errores y exclusión de Bogotá y Cali de los 
vectores de cointegración s . En consecuencia, 
las siete áreas metropolitanas en su conjunto 
no comparten ninguna tendencia estocástica 
Con el fin de probar la consistencia del resultado, se estimaron los modelos cidrifty driftcon un rezago. A través de la 
prueba de exclusión , se halló evidencia para rechazar la existencia de intercepto en los vectores de cointegración . 
Finalmente, se encontró, nuevamente, un problema de autocorrelación de los errores y de exclusión de Bogotá y Cali en 
los vectores de cointegración . 
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común, lo que significa que en el largo plazo 
los nivele de empleo en todas las ciudades 
no convergen a una relación de equilibrio. 
No obstante, a pesar de no encontrarse una e -
!ación d equilibrio con todas las áreas metro-
politanas, es posible que alguno grupos de 
ciudades presenten relaciones de equilibrio 
de largo plazo. Así, se realizaron pruebas de 
cointegración para 21 parejas de ciudades, con 
el fin de hallar aquellas combinaciones que pre-
sentan una relación estable de largo plazo. Se 
encontró que las parejas Bogotá-Medellín, 
Bogotá-Bucaramanga, Bogotá-Manizales, Me-
dellín-Bucaramanga y Medellín-Manizale 
presentan, cada una, un vector de cointegra-
ción, mientras que las ciudade d Barranquilla, 
Cali y Pasto no están cointegradas6 . 
Para corroborar lo r sultados obtenido , e 
realizó un análi i de cointegración en grupo 
de tres y cuatro ciudades, u ando las área 
metropolitanas que están co.integradas, de 
acuerdo con el análisis anterior. En efecto, se 
estimaron modelos VEC para las combinacio-
nes Bogotá-Medellín-Manizales , Bogotá-
Medellín-Bucaramanga, Bogotá-Bucaramanga-
Manizales, Medellin-Bucaramanga-Manizales y 
Bogotá-Medellín-Manizales-Bucaramanga. S 
encontró evidencia para aceptar la existencia 
de una relación de largo plazo en las combi-
nacione de tres ciudades que no incluían al 
mismo tiempo a Manizales y a Bucararnanga. 
También, se halló evidencia de la existencia 
de tres vectores de cointegración en la com-
binación de cuatro ciudades. En consecuen-
cia, los re ultados indican que existe una re-
lación de largo plazo del empleo en las ciu-
dades que conforman el trapecio Bogotá, 
Bucaramanga, Medellín y Manizales, mientras 
que las ciudades de Cali, Barranquilla y Pasto 
no están incluidas en dicha relación. 
A pesar que la producción del área metro-
politana de Cali (Cali-Yumbo) representa el 
13,5% del PIB nacional, y que es el tercer 
mercado laboral del país, los resultados de 
la prueba de cointegración mo traron que 
e te centro urbano no tiene una relación de 
largo plazo con la principales áreas metro-
politanas (Bogotá y Medellín) . El Gráfico 3 
tnuestra los niveles de ocupados para las ciu-
dades de Bogotá, Medellín y Cali . Para hacer 
comparables los niveles de empleo, se nor-
malizaron las series por su observación ini-
cial (primer trime tre de 1986) . Así , e 
observa que Bogotá, Medellín y Cali mantu-
vieron una relación e table desde 1986 ha~­
ta 1993. Durante el período estas ciudades 
crecieron relativamente a la misma ta~a 
(5 , 1%, 5 ,8 % y 5 ,0 %, respectivamente). Sin 
embargo, desde 1994 la dinámica del em-
pleo en ali vació y comenzó a crecer a ta as 
menare frente a Bogotá y Med llín. Entre 
1994 y 1996 la tasa de crecimiento prom -
dio de Cali fue -0 ,3% mientras que las de 
Bogotá y Medellín fueron 3 ,1% y 2 ,5%, res-
pecti amente. Posteriormente, entre 1997 y 
2000, el ritmo de crecimiento del empleo en 
Cali se aceleró (4,2%) frente al de Bogotá y 
Medellín (0,9% y 1,1%, en su orden). 
Se encontró evidencia para aceptar la existencia de cointegración entre Barranquilla-Manizales, Barranquilla-Cali , Bogo-
tá-Pasto y Barranquilla-Pasto. Sin embargo, para las tres primeras combinaciones, la prueba de exogeneidad débil 
mostró que ambas ciudades podían ser consideradas exógenas débiles en el sistema, por lo cual , el modelo de corto 
plazo no se ajusta al equilibrio de largo plazo. Este resultado es contraintuitivo, por lo cual se rechazó la existencia de 
cointegración en estos pares de ciudades. 
S 6 
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Nivel de ocupados de Bogotá, Medellín y Cali 
(Marzo, 1986 = 1 00) 
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De acuerdo con Guzmán et al. (2001f , este 
comportamiento del empleo en Cali es resul-
tado ele una combinación de choques nacio-
nales y regionales que afectaron el sistema 
productivo de esta región . El proceso de 
desaceleración económica en 1996 se dio con 
anterioridad en Cali, debido a que la perse-
cución a los capos del narcotráfico y la de -
trucción parcial de sus conexiones políticas y 
económicas desde 1994 generó una reduc-
ción en la inver ión privada. E ta caída fue 
compensada, en parte, por el aumento de la 
inversión pública local y, posteriormente, por 
el mejoramiento de la competitividad del sec-
tor exportador gracias a una mayor devalua-
ción y a la reducción de tasas de interés en 
1997. in embargo, la recesión económ.ica de 
1998-1999, la crisis del sistema PAC y los 
problemas financiero del gobierno departa-
mental y local contrajeron la demanda agre-
gada y la inversión pública, lo que estancó la 
generación de empleo. 
Para probar la exi tencia de una relación de 
largo plazo entre Bogotá, Medellín y Cali an-
tes de los acontecimientos mencionados, se 
realizaron pruebas de cointegración entre las 
parejas Bogotá-Cali y Medellín-Cali, para el 
período entre el primer trime tre de 1986 y 
el cuarto trimestre de 1993. Adicionalmente, 
se hicieron pruebas para las parejas Manizales-
Cali y Bucaramanga-Cali. e encontró que 
Álvaro Guzmán, et al. (2001 ). "Coyuntura socio-económica regional", en Cidse , Universidad del Valle , Anuario de inves-
tigaciones 2001, octubre. 
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solamente la pareja Bucaramanga-Cali no 
presenta una relación de cointegración. Fi-
nalmente , se estimó la combinación Bogo-
tá-Medellín-Cali para el mismo período, y 
se encontró evidencia de cointegración en-
tre estas ciudades. En consecuencia, se ha-
lló evidencia de la existencia de una relación 
de largo plazo del empleo entre Bogotá, 
Medellín y Cali , pero dicha t·elación se frac-
turó en 199"1. 
Por otro lado, se encontró que Barranquilla 
está excluido de la relación de cointegración 
Bogotá-Bucaramanga-Manizales-Medellín. 
Un resultado similar fue 
embargo, éste es un tema que requiere ser 
analizado en mayor profundidad. 
Finalmente, se encontró que Pasto también 
se halla por fuera de la relación de cointe-
gración Bogotá-Bucaramanga-Manizales-
Medellín . De acuerdo con Montenegro 
(1988). la actividad económica pastusa esta-
ba influenciada por los movimientos de la tasa 
de cambio real peso-sucre , que afectaba 
los flujos comerciales de los dos países. 
En e pecial , Montenegro muestra que es-
te comportamiento se observa en el comer-
cio al por menor, mientras que las ventas 
al por mayor se explican 
hallado por J a1·amillo et 
al . (2000) , quienes hicie-
ron un análisis de inte-
gración del mercado 
laboral colon1biano para 
el período 19<j,S-1998. 
Utilizando la informa-
ción de salarios urbanos 
y jornales rurales , en-
s·e encontró evidencia que indica 
que los niveles de actiz 1idad 
econónzica de Bogotá, lvtedel/ín, 
Bucaranzanga, Manizales y Cali 
nzaulienen una dinánzica de 
largo plazo connín, en tanto que 
Barranquilla y Pasto están por 
fuera de dicba diná1n ica. 
por factores de carácter 
doméstico. Sin embargo. 
este a."'unto requiere un 
análisis más profundo, 
por lo cual se plantea 
como tema para futura..s 
investigaciones. 
contraron que el mercado laboral colon'l-
biano está segmentado entre las ciudades 
del interior (Bogotá, Medellín y Cali) y 
Barranquilla. Esta última ciudad se encuen-
tra integrada, a nivel urbano y rural, sola-
mente con los departamentos de la Costa 
Caribe. La desintegración de Barranquilla 
con el interior podría tal vez explicarse por 
el proceso de desarrollo particular de la Re-
gión Caribe, las diferencias en infraestructu-
ra, el desplazamiento de Barranquilla como 
centro nacional obligado para el tránsito de 
mercancías y el menor ritmo de crecimiento 
económico de esta región de de 1955. Sin 
En conclusión , se en-
contró evidencia que indica que los niveles 
de actividad económica de Bogotá, Medellín, 
Bucaramanga, Manizales y Cali mantienen 
una dinámica de largo plazo común, en tan-
to que Barranquilla y Pasto están por fuera 
de dicha dinámica. Este resultado concuer-
da con Galvis (2001) 8 , quien muestra que 
en el "Trapecio Andino" (Bogotá, Medellín, 
Cali y Bucaramanga) e concentra el 53% de 
la población nacional , participa con el 83% 
de los depósitos bancarios per cápita, y ge-
nera el83% de los impuestos locales del país. 
Además, usando la variables de depósitos 
bancarios e impuestos locales, muestra que 
Luis Armando Galvis , (2001 ). "La topografía económica de Colombia'', Revista del Banco de la Repúbltca, No. 888, 
noviembre. 
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los municipios del interior del "Trapecio 
Andino" pre entan la más alta y positiva de-
pendencia espacial del país o, en otras pala-
bras, que tienen una significativa interacción 
en los niveles de actividad económica. 
D. Estilnación de la medida de "fuerza 
de cohesión" LINK 
Para el cálculo de la medida de "fuerza de 
cohesión" LINK, se e timaron siete sistemas 
VAR de dos variables, un sistema por cada 
área metropolitana. En cada sistema VAR se 
incluyó la primera diferencia del logaritmo 
natural de la serie de 
autocorrelación). Para ello, e hicieron las 
pruebas de normalidad multivariada y 
Portmanteau ajustado en los residuales de 
cada n"lodelo. Los re ultados se encuentran 
en el Anexo 3. 
Posteriormente, se realizó el análisis de des-
composición de varianza asociado con la 
variación del empleo regional. Este análisis 
se hizo para h desde 1 hasta 25 trimestres, 
para observar la relación de corto y largo 
plazo, respectivamente. Finalmente, e esti-
mó la medida de "fuerza de cohesión" LINK, 
como la contribución de lo choques nacio-
nales en la explicación de la varianza regio-
nal. Los re ultados se 
empleo para las siete 
áreas metropolitanas, 
sin tener en cuenta la 
ciudad que e relacione, 
y la primera diferencia 
del logaritmo natural 
del total de ocupado 
para el área metropoli-
.. S'e bailó que las ciudades de 
Bogotá, JHedellíu )' Cali 
ruuestran una alta relación 
con el ciclo nacional nzientras 
que la acliz,idad ecvnánlica 
de Pasto. Barranquilla y 
fauizales dependería 1nás 
de los cboques especifico'\ 
resumen en el Cuadro '-i 
y Gráfico '*. 
Como e observa en el 
Cuadro <i, Bogotá e 
el área metropolitana 
que presenta la mayor 
relación con el iclo de 
empleo nacional, tanto 
en el corto como en el 
tana relacionada. Así, 
por ejemplo, para cons-
a cada una de sus regiones. 
truir la medida LINK para Bogotá, se estimó 
un VAR que relacionaba la primera diferen-
cia del logaritmo natural del empleo en las 
áreas metropolitanas sin incluir a Bogotá y 
la primera diferencia del logaritmo natural 
del nivel de ocupados de Bogotá. 
En la elección del núm~ero de rezagos de cada 
VAR se tuvo en cuenta los criterios de Akaike, 
Schwartz y Hanna-Quinn. Para la estimación, 
se escogió el modelo VAR con el menor nú-
mero de rezagos posibles, donde se halla-
ran condiciones óptimas de los residuales del 
modelo (normalidad multivariada y no 
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largo plazo. Esto significa que el ciclo eco-
nómico de Bogotá mue tra un alto grado 
de "co-movimiento" con el ciclo nacional, y 
que este último tiene un gran poder de pre-
dicción del ciclo regional de Bogotá en el 
corto y en el largo plazo. 
Por otro lado, en el largo plazo, Medellín y 
Cali son las ciudade que, en segundo y en 
tercer lugar, responden más a los choques 
nacionales, mientra que Bucaramanga y 
Medellín ocupan estos lugares en el corto 
plazo. Estos resultados confirman la hipóte-
sis de la fuerte integración del ciclo regional 
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Área 
metropolitana 
Bogotá 
Medellfn 
Calí 
Bucaramanga 
Pasto 
Barranquilla 
Manizales 
~uente· Calculos del autor 
80,0 
70,0 
69,8 
60 .0 
50 ,0 
40,0 
30,0 
20,0 
10,0 
0,0 
Bogotá Medellín 
~"'••~tirn 
Medida de "fuerza de cohesión", LINK 
Número de LINK 
rezagos VAR (h= 1) 
3 73 ,04 
63,54 
56,85 
63 ,99 
57 ,65 
2 50 ,39 
3 29 ,26 
Medida de "fuerza de cohesión", LINK 
(h = 25) 
Calt B/manga. Pasto 
LINK 
(h= 25) 
69,76 
67 ,40 
59 ,22 
49,84 
47,32 
46,24 
28 ,98 
B/qutlla Manizales 
Nota: La medida de "fuerza de cohesión" L 1 N K, se estima como la contribución de los choques nacionales en la explicación de la varianza 
del error de pronóstico de los errores regionales. Así, por ejemplo , para Bogotá, los choques nacionales determinan el 69,8% de la 
variabilidad de la actividad económica en dicha ciudad, y los choques regionales sólo explican el 30,2%. En contraste, en Barranquilla los 
choques regionales explican el 53,8% y los nacionales sólo el 46,2%. 
~ueme: vuudru 4 
Bogotá-Medellín-Cali con el ciclo nacional. 
Adicionalmente, y teniendo en cuenta el cuar-
to puesto de Bucaramanga en el ordenamien-
60 
to de largo plazo, esta ciudad se encuentra 
más relacionada con el ciclo nacional de lo 
esperado. 
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Finalmente, las ciudades que muestran me-
nor "ca-movimiento" con el con1portamien-
to del empleo nacional, en el largo plazo, 
son Pasto, Barranquilla y Manizale . Por un 
lado, este resultado confirma la menor in-
tegración d Pasto y Barranquilla con el ci-
clo nacional y la mayor importancia relativa 
de los choques sobre las regiones en la ex-
plicación de la varianza del empleo de estas 
ciudades. Por otro lado, la posición de 
Manizales refleja que el empleo de esta ciu-
dad responde más a choques que afectan a 
su economía (economía cafetera) que a los 
choques que afectan a toda la nación al mis-
mo tiempo. 
Con el fin de probar la consistencia de los 
re ' ultados, ·e realizó el mismo procedin1ien-
to de estimación del LINK, pero incluyendo 
cotno variable nacional la prin1era diferen-
cia del logaritmo natural del total de ocupa-
dos para las siete áreas metropolitanas. Los 
resultados se muestran en el Cuadro 5. 
Aunque la serie nacional incluye el nivel de 
ocupado de la ciudad con el cual e relacio-
na, en ningún caso se encontró evidencia de 
problemas estadísticos en los residuales . Sin 
embargo, se observó un aumento de nivel 
del LINK para toda las ciudade , pero dicho 
crecimiento no afecta sustancialmente el or-
denamiento de la ciudades, de acuerdo con 
la medida de Largo plazo. 
En conclusión, e encontró que las áreas 
tnetropolitanas muestran diferentes grados 
de "ca-movimiento" con el ciclo nacional. En 
e pecial, se halló que las ciudades de Bogo-
tá, Medellín y Cali muestran una alta rela-
ción con el ciclo nacional, mientras que la 
actividad econótnica de Pasto, Barranquilla 
y Manizales dep ndería más de los choque 
e pecíficos a cada una de sus regione . En 
consecuencia los choques económicos con 
ámbito nacional tendrían efectos diferencia-
dos en las áreas urbanas, lo que .implicaría 
que las políticas de demanda no tienen efec-
Medida de "fuerza de cohesión", LINK 
(Inclusión del total de ocupados para s1ete áreas metropolitanas) 
Área 
metropolitana 
Bogotá 
Medellín 
Cali 
Bucaramanga 
Barranquilla 
Pasto 
Manizales 
F 1en e Cálculos del auto 
Número de 
rezagos VAR 
2 
3 
6 1 
liNK liNK 
(h= 1) (h= 25) 
---
91,48 85 ,17 
74,88 77,37 
68,43 70,28 
70,91 56 ,18 
53 ,79 51,26 
59,58 49 ,05 
31,68 31,25 
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tos homogéneos en todo el país. Este re ul-
tado es relevante para el diseño de políticas 
públicas más eficientes que, entre otras co-
sas, traten de solucionar problemas econó-
micos propios de las áreas metropolitanas y 
permitan disminuir las disparidades del cre-
cimiento económico entre regiones. 
V. CoNCLUSIONES 
El análisis de los ciclos económicos en Co-
lombia ha sido un área de investigación con 
relativo auge en los últi-
afectan más con las fluctuaciones de la pro-
ducción del país frente a las que dependen 
más de los choques locales. Como medida 
de actividad económica se utilizaron las se-
ries del total de ocupados por áreas me-
tropolitanas para el período 1986-2000, 
calculadas por el DANE. 
Primero, con el fin de estimar La existencia 
de una relación de equilibrio estable de lar-
go plazo entre los niveles de empleo de 
las siete áreas metropolitanas, se realizó un 
análisis de cointegración multiecuacional 
de johansen. Se encon-
mos años. No obstante, 
las inve tigaciones sobre 
el tema se han centrado 
en el estudio del com-
portamiento agrega-
do de las variable ma-
croeconómicas, sin t -
ner en cuenta la posible 
exi ·tencia de diferencias 
en el ritmo de actividad 
Los choques econónzicos co11 
á1nbito nacional tendrían efectos 
diferenciados en las áreas 
urbanas, lo que i1nplica que se 
deben diseiiarpolíticas públicas 
tnás eficientes teniendo en 
cuenta la existencia de la 
tró que el empleo en 
Barranquilla , Rucara-
manga, Bogotá, Maniza-
le , Medellín , Cali y 
Pa to, en su conjunto , 
no comparten ninguna 
tendencia estocástica 
común, por lo cual no 
convergen a una rela-
ción de equilibrio de lar-
go plazo. in embargo, 
het ... rogeneidad en la actil'idad 
productiva en el interior 
de/país. 
económica entre regio-
nes. Dichas diferencias son con ecuencia, 
entre otros, de la heterogeneidad en la es-
tructura indu trial entre las regiones , de los 
distintos grados de integración de sus mer-
cados de insumas y/o del tamaño e integra-
ción de los mercado de bienes hacia donde 
dirigen u producción. 
Con el fin de analizar la interrelación entre 
el ciclo nacional y los ciclos regionales se 
construyó una medida de "fuerza de cohe-
sión" LINK. Esta medida señala el grado de 
"co-movimiento" entre la actividad económi-
ca nacional y la de las regiones, lo que per-
mite reconocer aquellas regiones que se 
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al hacer un análisis de ointegcación con gru-
pos de dos , tres y cuatro ciudades, se evi-
denció que hay una relación de largo plazo 
entre los niveles de ocupados del trapecio 
Bogotá, Bucaramanga, Medellín y Mani-
zales , mientras que la ciudades de Cali , 
Barranquilla y Pasto no están incluidas en 
dicha relación. 
El empleo en la ciudad de Cali mostró una 
dinámica propia después de 1994. La com-
binación de choques nacionale y regiona-
les, como la desaceleración económica de 
1996 y 1998-1999, la persecución a los ca pos 
del narcotráfico, la crisis de la finanzas re-
Digitalizado por la Biblioteca Luis Ángel Arango del Banco de la República, Colombia.
gionales, entre otro , explican el quiebre de 
la relación de largo plazo que esta ciudad 
mostraba con Bogotá y Medellín. Para pro-
bar tal hipótesi se realizó una prueba de 
cointegración con los nivele de ocupados 
de estas ciudades, para el periodo 1986-1993, 
y se halló evidencia de la existencia de 
cointegración entre dichas regiones. Por otro 
lado, la exclusión de Barranquilla de la rela-
ción de cointegración Bogotá-Bucaramanga-
Manizale -Medellín puede ser resultado del 
hecho que el mercado laboral de esta ciu-
dad se encuentra más integrado a la econo-
mía de la Costa Caribe que a la del interior 
del país . Finalmente, la exclu ión de Pa to 
puede set- consecuencia de la dinámica pro-
pia de la actividad económica generada por 
los flujos comerciales de la frontera con Ecua-
dor. Sin embargo, este tema requiere un aná-
lisis más profundo, por lo cual se plantea 
como tema para futuras inve tigaciones. 
Así mi mo, se encontró evidencia que indica 
que los niveles de actividad económica de 
Bogotá, Medellín, Bucaramanga, Manizales 
y Cali mantienen una dinámica de largo pla-
zo común, en tanto que Barranquilla y Pasto 
están por fuera de dicha dinámica. 
Para terminar, se calculó la medida de " fuer-
za de cohesión". e encontró que Bogotá 
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es la ciudad que presenta la mayor relación 
con el ciclo de empleo nacional egui-
da de Medellín, Cali y Bucaramanga. Estos 
resultados confirman la hipótesis de la 
fuerte integración del ciclo regional Bo-
gotá-Medellín-Cali con el ciclo nacional. 
Adicionalmente, Bucaramanga está más re-
lacionada con el ciclo nacional de lo espe-
rado. Por otra parte, las ciudades que se 
encuentran menos relacionadas con el ciclo 
nacional son Pasto, Barranquilla y Manizales. 
Este último re ultado ratifica la menor inte-
gración relativa de Pasto y BarranquiUa con 
la dinámica de la actividad económica nacio-
nal, y la mayor dependencia de Manizales de 
los choques locales (economía cafetera) . 
En consecuencia, con los resultados encon-
trados podemos afirmar que existe eviden-
cia para reconocer comportamientos 
diferenciado entre la actividad económica 
nacional y la dinámica económica de las re-
giones . Así, los choques económicos con 
ámbito nacional tendrían efecto diferencia-
dos en las áreas urbanas, lo que implica que 
se deben di eñar politicas públicas más efi-
cientes teniendo en cuenta la existencia de 
la heterogeneidad en la actividad producti-
va en el interior del país. 
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ANI~XO 1 
r.1• rlrn 
Pruebas de ra íz unitaria. Nivel de ocupados, áreas metropolitanas 
(Resultados de pruebas de raíz unitaria) 
-----
Va riable Dickey-Fuller Aumentado KPSS Conclusión 
Estad istica VC(S%) l -8 Resultado Estadístico VC(5%) Resultado 
Lbarran 1:11: -1 ,302 -2 ,89 0,83 R. unitaria 11).1: 0,8284 0,463 R. unitaria R. unitaria 
Lbucara 1:11 : -2 ,150 -2,93 0,96 R. unitaria 1111: 0,7869 0,463 R. unitaria R. unitaria 
Lbogota ¡:11: -1 ,740 -2,89 0,27 R. un1taria 1111: 0,8166 0,463 R. unitaria R. unitaria 
Lmaniza 1:. 11' -1 ,524 -2,93 0,98 R. unitaria 1111: 0,8107 0,463 R. unitaria R. unitaria 
Lmede/1 "[ . ... -1 ,978 -2,89 0,85 R. unitaria 1111: 0,8097 0,463 R. unitaria R. unitaria 
Lcali 1: . 11' -0,637 -2,93 0,99 R. unitaria 1111: 0,8127 0.463 R. unitaria R. unitaria 
Lpasto "[ . ¡J' -1,746 -2,93 0,88 R. unitaria 111': 0,8429 0,463 R. unitaria R. unitaria 
Lllbarran 't t: -7,033 -3,45 0,79 Estacionario 11~: 0,0542 0,146 Estacionano Estacionario 
Lllbucara •.: -5 ,635 -3,80 0,63 Estacionario 11 t: 0,0663 0,146 Estacionario Estacionario 
Lllbogota 'C ~ • -6,874 -3,45 0,81 Estacionario 11 T: 0,0709 0,146 Estacionario Estacionario 
..1/maniz ¡: : -0,957 -1 ,95 0,97 R. unitaria 1111: 0,1913 0,463 Estacionario Estacionario (*) 
..1/mede/1 -r ,: -10,232 -3,45 0,79 Estacionario 11 ,: 0,0692 0.146 Estacionario Estacionan o 
..1 /ca/ i 't : -1,621 -1 ,95 0,99 R. unitaria 11 ~,: 0,1423 0,463 Estacionario Estacionario (* ) 
.1/pasto 't t: -5,495 -3 ,80 0,84 Estacionario 11,: 0,0891 o. 146 Estacionario Estacionario 
(* ) En las senes de pnmera d1ferenc1a del empleo en Manizales y Call, las pruebas de Dickey-Fuller y KPSS mostraron resultados contra-
dietarios. Debido a esto , se realizó una tercera prueba, Philllps-Perron, la cual arrojó lo siguiente: para Manizales encontró que el estadís-
t1co es - 15,17 (V.C.-2,92). mientras que para Calí es -10,41 (V.C.-2,92). Así, en los dos casos existe ev1dencia para rechazar la hipótesis 
nula de raíz unitaria, por lo cual ambas series son estacionarias. 
t'Ue 1e LoaiCJIC:; utJI aú u . 
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AN~~xo 2 
R.ESUI.XADOS DE IAS PRUEBAS DE 
COINTEGRACIÓN DEJOHANSEN (1988) 
Para el análisis de cointegración se conside-
raron tres tipos de modelo : i) el modelo 2 o 
cirnean, en el cual se incluye una constante 
en el vector de cointegración, pero no existe 
tendencia lineal ni en las variables en niveles 
ni dentro del vector de cointegración · ii) el 
modelo :S o drift, en el cual se incluye una 
constante en el modelo no restringido, lo cual 
hace que las variables contengan tendencias 
lineales pero no en el vector de cointegración, 
y iii) el modelo 4 o cidrift, en el cual se espe-
cifica la existencia de una tendencia lineal en 
el vector de cointegración, mientras que no 
se considera la existencia de dicha tendencia 
en las variables en diferencias. 
Se realizaron 32 pruebas de cointegración 
con base en diferentes combinaciones de los 
niveles de empleo entre las áreas metropoli-
tanas: Barranquilla, Bucaramanga, Bogotá, 
Manizales, Medellín, Cali y Pasto. El perío-
do de muestra abarca desde el primer tri-
mestre de 1986 hasta el cuarto trimestre de 
2000 (60 observaciones). 
Para cada combinación, la selección del mo-
delo VEC se realizó con base en los siguien-
te pasos: 
i) Se estimó la prueba de la traza para los 
modelos cin1ean, drift y cidrift, de uno a 
cinco rezagos. El modelo y el número de 
vectores de cointegración que se estiman 
se eligieron utilizando el criterio de 
Pantula1 • Para corroborar el resultado ob-
El criterio de Pantula considera que el investigador debe comenzar una prueba secuencial desde el modelo más restrin-
gido y con el menor número de vectores de coíntegracíón (en este caso, el modelo 2 con cero vectores de cointegración), 
ir comparando el resultado de la traza con su valor crítico, trasladándose por los modelos y manteniendo el mismo 
número de vectores de cointegración, hasta llegar al modelo menos restringido y con el mayor número de vectores de 
cointegración (modelo 4 con el número de vectores de cointegración igual al número de variables en el sistema). El 
investigador detendrá la prueba secuencial en el momento en que no exista evidencia para rechazar la hipótesis nula de 
rvectores de cointegración. Esto debe realizarse para cada uno de los rezagos considerados. 
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tenido se estimó la prueba del máximo 
valor propio para el modelo escogido. 
ii) Después de elegir el modelo, se hicieron 
pruebas de exclusión a los elementos 
determinísticos del sistema, con el fin de 
asegurar si se ha encontrado el modelo 
correcto . En caso de aceptar la hipótesis 
nula de exclusión de los elementos 
determinísticos, se estimaron otros mo-
delos con el mismo número de vectores 
de cointegración. 
iii) Una vez escogido el modelo con variables 
determinísticas correctas, se evaluaron las 
propiedades estadí ticas del modelo. Se 
real izaron la pruebas de normalidad 
multivariada y de autocorrelación de los 
residuale, del sistema VEC. En el caso de 
encontrarse problema de no normalidad 
y/o autocorrelación, e rechazó la existen-
cia de ve ctores de cointegración con con-
diciones óptimas2 • 
iv) Después de evaluar las propiedades es-
tadísticas del modelo, se realizaron 
pruebas de exclusión y e tacionariedad 
en los coeficientes del vector de cointe-
gración y en las series incluidas en el 
sistema, respectivamente. En cada caso, 
si se encontraba evidencia para aceptar 
la exclusión de alguna variable del sis-
tema y/o de estacionariedad de alguna 
de las series, se rechazó la existencia de 
cointegración. 
v) Finalmente, se hicieron pruebas de exo-
geneidad obre los coeficientes de ajuste 
del error de largo plazo. En el caso de 
hallarse exogeneidad en todos los coefi-
cientes del sistema, se rechazó la existen-
cia de cointegración debido a que el 
modelo de corto plazo no se ajusta al 
equilibrio de largo plazo. Este re ultado 
sería contraintuitivo e inadecuado porque 
implicaría que todas las variable del sis-
tema son exógenas débiles . 
La prueba de cointegración de Johansen parte de la estimación de una functón de máxima verosimilitud concentrada en 
los coeficientes de ajuste de corto plazo del sistema y del vector de cointegración. Asr. fas condiciones de normalidad y 
no autocorrelación son necesarias para la realización de la prueba. 
6 7 
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Anexo 2 
Resultados pruebas de cointegración de Johansen (1988) 
(Pruebas de la traza, normalidad y autocorrelación) 
Are as Número Rezago Modelo Traza (5%) 1/ 
metropolitanas de Estad. Valor 
vectores crítico 
Siete áreas 2 Cimean 72,69 75,74 
8/quilla-B/manga o 1 a 5 
B/quilla-8ogotá o 1 a 5 
8/quilla-M/zales 1 Cimean 7,59 9,24 
8/quilla-Medellín o 1 a 5 
8/quilla-Cali 1 Cimean 8,33 9,24 
8/quilla-Pasto Cimean 6,99 9,24 
8/manga-8ogotá Cimean 6,98 9,24 
8/manga-M/zales Cimean 6,04 9,24 
8/manga-Medellín C1mean 6,86 9,24 
8/manga-Cali o 1 a 5 
B/manga-Pasto o 1 a 5 
8ogotá-M/zales Cimean 7,66 9,24 
8ogotá·Medellfn 1 Cimean 7,38 9,24 
Bogotá·Cali o 1 a 5 
Bogotá-Pasto 1 Cimean 6,98 9,24 
M/zales·Medellín 2 Cimean 7,61 9,24 
M/zales-Cali 1 Cimean 6,97 9,24 
M/zales-Pasto 1 Cimean 6,15 9,24 
Medellín-Cali o 1 a 5 
Medellln·Pasto o 1 a 5 
Cali-Pasto o 1 C1mean 12,79 19,96 
8ogotá-Medellín-M/zales 2 2 Cimean 8,27 9,24 
8ogotá-Medellín·B/manga 2 Cimean 7,28 9,24 
Bogotá-8/manga-M/zales 2 Cimean 7,53 9,24 
Medellín-8/manga-M/zales 2 C1mean 7,13 9,24 
8ogotá-Medellín-8/manga-M/zales 3 Cimean 7,50 9,24 
8ogotá·Cali (86-93) Cimean 5,89 9,24 
Medellfn-Cali (86-93) Cimean 4,44 9,24 
M/zales Cali (86·93) 1 Cimean 4,31 9,24 
B/manga-Cali (86·93) o 1 a 5 
8ogotá-Medellín-Cali (86-93) 2 Cimean 1?,88 19,96 
1/ Los valores mostrados son los resultados de la prueba de la traza después de ajustar por muestra pequeña, como sugieren Cheung 
y Lai (1993). Los valores críticos se tomaron de Osterwald-Lenum (1992) . 
2/ Se acepta no-autocorrelación a 1% de significancia. 
1t:111e· \.Ji:t u1os oe1 amor 
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Normalidad (5%) Autocorrelación (5%) 
Chisq p-va/ue ljung-Box Prueba LM (1) Prueba LM (4) 
(1) Chisq 15 p-value Chisq p-value Chisq p-value 
8,13 0,88 819,65 0,00 54 ,02 0,29 49,64 0.45 
3,30 0,51 68,71 0,09 6,64 0,16 5,89 0,21 
13,42 0,01 59,72 0,28 1,17 0,88 3,34 0,50 
8,69 0,07 67,32 0,11 5,21 0,27 3,47 0,48 
9,28 0.05 68 ,86 0,08 8,57 0,07 5,21 0,27 
17,40 0,00 94 ,87 0,00 6,37 0,17 4,10 0,39 
4,46 0,35 67 ,63 0,10 8,17 0,09 4,83 0,30 
5,14 0.27 69 ,87 0,07 3,21 0,52 5,61 0,23 
4,46 0,35 66,12 0,12 3,13 0,54 1,32 0,86 
9,62 0,05 63 .59 0,17 7,03 0,13 7,10 0,13 
7,75 0.10 61 97 0,12 0,55 0.97 2,05 0,73 
12.26 0,02 84 74 0.00 4.16 0,38 3,20 0,52 
16,55 0,00 84,37 0,01 5,35 0,25 0,59 0,96 
6,08 0,41 136,96 0,05 5,53 0.79 7,25 0,61 
6,81 0,34 143 85 0,07 13,14 0,16 6,43 0,70 
10,86 0,09 152 99 0,02 11 ,74 0,23 9,79 0,37 
4,67 0,59 164 64 0,00 11 ,06 0,27 8,26 0,51 
6,53 0,59 264 ,60 0,01 21 15,97 0,45 10,38 0,85 
2,79 0.59 35 ,25 0,41 2,57 0,63 4,04 0,40 
1,75 0,78 45,03 0,05 3,97 0,41 9,37 0,05 
5,38 0,25 34 ,65 0,12 3,37 0,50 8,26 0,08 
11 ,92 0,06 62 ,46 0,13 9,17 0,42 17,58 0,05 
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Anexo 2 
r •• ~rl.-n ft.~ 
Resultados de las pruebas de cointegración de Johansen (1988) 
(Pruebas de estacionariedad, exogeneidad débil y exclusión) 
Áreas metropolitanas Estacionariedad Exogeneidad débil Exclusión 
Estadístico Chisq Estadístico Chisq Elementos Variables 
(5) (5) determinísticos Estadfstíco Chisq 
Estad. Chisq (5) 
(5) 
Siete áreas (*) (36,83; 36,87; 36 ,81 ; 12,59 {0,68; 7,24 ; 3,69; 5,99 7,83 5,99 {7,18; 11 ,31 ; 3,20; 5,99 
36,81 ; 36,81 ; 36,82; 15,7; 1 ,62; 8,30; 7,28} 23.44 , 6,74 , 4 29; 
36,86) 9,91 ; 7,83) 
B/quilla-B/manga 
B/quilla-Bogotá 
B/quilla-M/zales {15 ,00;14,97} 5,99 (3 , 14; 3,29} 3,84 5,69 3,84 ( 12,07; 11 ,67) 3,84 
B/quílla-Medellín 
B/quilla-Cali {11 ,33; 11 ,32) 5,99 (1 ,26; 2,71) 3,84 4,05 3,84 {8,53, 8,56) 3,84 
B/quilla-Pasto (14,71 ; 14,75) 5,99 { 4,86; 1,42) 3,84 12.86 3,84 (12,58; 11 ,99) 3,84 
B/manga-Bogotá (18,35; 18,30) 5,99 (7,45, 0,01} 3,84 14,19 3,84 ( 15,30; 15,07) 3,84 
B/manga-M/zales 28,20 3,84 
B/manga-Medellín (21 ,40; 21 ,35) 5,99 (7,66; 0,0) 3,84 16,68 3,84 (17,96; 17,77) 3,84 
B/manga-Cali 
B/manga-Pasto 
Bogotá-M/zales (42,13, 42,12) 5,99 (5,88; 14 70} 3,84 6,51 3,84 (38.95; 38,93) 3,84 
Bogotá-Medellín (21 ,58; 21 ,58) 5.99 (4 ,54 ; o 42} 3 84 6 25 3,84 (18,44: 18,18) 
Bogotá-Cali 
Bogotá-Pasto {10,41 : 10,47) 5,99 (0,40; 2,47} 3,84 7 68 3,84 {7.88; 7,81 ) 3,84 
M/zales-Medellln {44,18; 44 ,19) 5,99 (18,67; 1,91) 3,84 20,62 3,84 (40,80; 40,42) 3,84 
M/zales-Cali 3,84 3,84 
M/zales-Pasto 19,56 3,84 
Medellín-Call 
Medellín-Pasto 
Calt-Pasto 
Bogotá-Medellin- (14 ,56; 14,57; 14,56) 5,99 (5,07; 10,27: 4,76} 5,99 13,78 5,99 (11 ,41 ' 21 ,47: 28,08; 5,99 
M/zales 13,78} 
Bogotá-Medellin-
B/manga (19,01 ; 19,01 ; 19,07) 5,99 (5,86; 0,46, 8.76} 5,99 15,61 5,99 (18,10: 21 ,07, 17,50} 5,99 
Bogotá-B/manga-M/zales 15,60 5,99 
Medellín-B/manga-M/zales 18,08 5,99 
Bogotá-Medellín- (18,47; 18,48; 18,53; 5,99 {8 ,67: 2,05: 9,02; 7,81 15,99 7,81 {20,19;23,23; 7,81 
B/manga-M/zales 18 46) 19,09) 17,28: 43,18} 
Bogotá-Cali (86-93) {1 0,02; 1 0,03} 5,99 {0,19; 4 ,60) 3,84 6,36 3,84 (9,51 ; 9,60) 3,84 
Medellín-Cali (86-93) (7,92; 7,92) 5,99 (0,03; 4,05} 3,84 4,08 3,84 (7,64; 7,69) 3,84 
M/zales-Cali (86-93) (12,36; 12,38) 5,99 {1 ,58; 4,00) 3,84 4,92 3,84 {11.46; 11 ,73) 3,84 
B/manga-Cali {86-93) 
Bogotá-Medellin-Cali {21,41 ; 21,42; 5,99 {0,93: 7,81 ; 3,68} 3,84 13,56 3,84 {17 ,52; 18,13; 10,03) 3,84 
(86-93) 21 ,41) 
(*) Barranquilla, Bucaramanga, Manizales, Medellfn, Cali y Pasto. 
rueme valcuJOs oe1 auwr 
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ANI~XO 3 
PRUEBAS DE NORMALIDAD 
MUIIIVARIADA Y AUTOCORRELACIÓN 
Para el cálculo de la medida de "fuerza de 
cohesión" LINK, se estimaron siete siste-
mas VAR de dos variables , uno por cada 
área metropolitana. En cada sistema VAR 
se incluyeron la primera diferencia del 
logaritmo natural de la serie de empleo 
para las siete áreas metropolitanas, sin te-
ner en cuenta que se relaciona la ciudad, 
y la primera diferencia del logaritmo na-
tural del total de ocupados para el área 
metropolitana relacionada. Así, por ejem-
plo, para construir la medida LINK para 
7 1 
Bogotá, se estimó un VAR que relaciona-
ba la primera diferencia del logaritmo natu-
ral del empleo en las áreas metropolitanas 
sin incluir a Bogotá y la primera diferencia 
del logaritmo natural del nivel de ocupados 
de dicha ciudad. 
Por otro lado. para probar la consistencia de 
los resultados, se estimaron nuevamente los 
sistemas VAR, pero incluyendo como varia-
ble nacional la primera diferencia del 
logaritmo natural del total de ocupados para 
las siete áreas metropolitanas. Los resultados 
de las pruebas de normalidad multivariada y 
autocorrelación se muestran en esta sección. 
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Anexo 3 
r. •• ~rfrn A4 
Pruebas de Portmanteau ajustado y normalidad multivariada 
Siete ciudades sin Barranquilla - Barranquilla 
Longitud Autocorrelación Normalidad 
de rezago Portmanteau Kurtosis Simetría Conjunta 
o 62 ,68 (0,0757) 12,76 (0,0017) 3,51 (0, 1733) 16,27 (0 ,0027) 
1 44,12 (0,4665) 6,21 (0 ,0448) 0,67 (0 ,7172) 6,87 (0 ,1427) 
2 45,87 (0 ,2418) 4,14 (0.1260) 0,40 (0,8169) 4,55 (0 ,3370) 
3 42 ,44 (0,2132) 3,14 (0 ,2079) 0,18 (0,9125) 3,33 (0 ,5050) 
4 38,18 (0,2089) 3,04 (0,2180) 0,32 (0 ,8510) 3,37 (0 ,4980) 
5 35 ,67 (0,1510) 3,91 (0 ,1409) 0,04 (0 ,9788) 3,96 (0,4112) 
Siete ciudades sin Bucaramanga - Bucaramanga 
Longitud Autocorrelación Normalidad 
de rezago Portmanteau Kurtosis Simetría Conjunta 
o 94 ,92 (0 ,0001) 5.44 (0,0657) 1.75 (0,4154) 7,20 (0 ,1256) 
1 48,95 (0 ,2811) 1,64 (0,4390) 3,21 (0 ,201 O) 4,85 (0 ,3028) 
2 45,53 (0,2528) 0,78 (0 ,6769) 2,44 (0,2947) 3,23 (0,521 O) 
3 46,55 (0 , 1118) 0,66 (0,7184) 2,52 (0 ,2836) 3,18 (0,5279) 
4 44,85 (0 ,0652) 0,01 (0,9952) 1,99 (0,3697) 2,00 (0.7358) 
5 43,67 (0,0299) 0,97 (0,6171) 1,69 (0,4298) 2,65 (0,6173) 
Siete ciudades sin Bogotá - Bogotá 
Longitud Autocorrelación Normalidad 
de rezago Portmanteau Kurtosis Simetría Conjunta 
o 61 ,08 (0,0973) 16,03 (0 ,0003) 2,40 (0,3006) 18,43 (0 ,001 O) 
1 59,97 (0,0547) 8,54 (0 ,0140) 2,01 (0 ,3663) 10,55 (0 ,0321) 
2 49,07 (0,1540) 7,31 (0,0258) 0,36 (0,8368) 7,67 (0,1044) 
3 38,82 (0,3435) 5,99 (0,0500) 0,07 (0,9626) 6,07 (0,1942) 
4 39,87 (0 ,1599) 5,18 (0,0751) 0,15 (0,9278) 5,32 (0,2552) 
S 39,79 (0,0690) 4,62 (0 ,0900) 0,34 (0.8413) 4,97 (0 ,2902) 
Siete ciudades sin Manizales - Manizales 
Longitud Autocorrelación Normalidad 
de rezago Portmanteau Kurtosis Simetría Conjunta 
o 85,09 (0,0001) 12,55 (0 ,0019) 1,13 (0,5672) 13,68 (0,0084) 
1 84.75 (0,0002) 7,37 (0 ,0251) 2,32 (0 ,3147) 9,68 (0,0461) 
2 58,27 (0,0309) 5.72 (0,0572) 4,06 (0,1314) 9,78 (0,0443) 
3 42 ,42 (0 ,2138) 0,58 (0,7490) 1,46 (0,4815) 2,04 (0 ,7284) 
4 38 ,77 (0,1906) 0,21 (0 ,9014) 1,13 (0,5682) 1,34 (0 ,8549) 
5 31 ,63 (0 ,2896) 0,22 (0,8993) 0,32 (0,8520) 0,53 (0 ,9700) 
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r .. ,.¡,./"\ 
Pruebas de Portmanteau ajustado y normalidad multivariada 
Siete ciudades sin Medellfn - Medellfn 
longitud Autocorrelación Normalidad 
de rezago Portmanteau Kurtosis Simetrra Conjunta 
o 59,40 (0,1251) 9,49 (0,0087) 3,05 (0,2177) 12,54 (0,0138) 
1 45,88 (0,3938) 4,48 (0,1062) 4,53 (0,1039) 9,01 (0,0608) 
2 42,75 {0,3537) 2,13 (0,3449) 4,94 (0,0845) 7,07 (0,1322) 
3 33,74 (0,5763) 1,42 (0,4918) 3,85 (0,1462) 5,26 {0,2612) 
4 33,74 (0,3831) 0,54 (0,7639) 3,15 (0,2075) 3,69 (0,4505) 
5 35,58 (0,1535) 1,28 (0,5263) 3,05 (0,2172) 4,33 (0,3623) 
Siete ciudades sin Cali - Cali 
longitud Autocorrelación Normalidad 
de rezago Porlman/eau Kurtosis Simetría Conjunta 
o 52,28 {0,3110) 9,36 (0,0093) 0,82 (0,6643) 10,18 (0,0375} 
1 43,36 (0,4990) 4,20 {0,1223) 0,15 (0,9294) 4,35 {0,3609} 
2 40,39 (0,4529} 2,38 (0,3041) 0,08 {0,9618) 2,46 (0,6520) 
3 39,11 {0,3317) 1,66 (0,4365) 0,08 {0,9607) 1,74 (0,7838) 
4 40,44 (0,1454) 2,29 {0,3169) 0,13 {0,9386) 2,45 {0.6582) 
5 39,49 {0,0732) 2,33 {0,3122) 0,22 {0,8945) 2,55 (0,6355) 
Siete ciudades sin Pasto - Pasto 
longitud Autocorrelaclón Normalidad 
de rezago Portmanteau Kurtosis Simetria Conjunta 
o 62,77 (0,0745) 12,15 (0,0023) 0,85 (0,6521) 13,01 (0,0112) 
1 56,07 (0,1048) 5,02 (0,0813) 0,13 (0,9386) 5 14 (0,2726) 
2 44,71 (0,2805) 2,62 (0,2704) 0,10 (0,9531) 2,72 (0,6071} 
3 41,09 (0,2572) 4,29 (0,1171) 0,68 (0,7119) 4,97 (0,2905} 
4 40,12 (0,1533) 4,09 (0,1292) 1,01 (0,6048) 5,09 (0,2773) 
5 46,55 (0,0153) 5,91 (0,0519) 1,04 (0,5929) 6,96 (0,1379) 
Siete ciudades - Barranquilla 
longitud Autocorrelación Normalidad 
de rezago Porlmanteau Kurtosis Simetría Conjunta 
--
o 62,62 (0,0764) 10,60 (0,0050) 3,85 (0,1461) 14,45 (0,0060) 
44,11 (0,4667) 5,73 (0,0571) 0,53 (0,7673) 6,26 (0,1808) 
2 45,86 (0,2420) 3,99 (0,1361) 0,20 (0.9057) 4,19 (0,3812) 
3 42,42 (0,2138) 3,09 (0,2132) 0,04 (0,9801) 3,13 (0,5361) 
4 38,18 (0,2090) 3,08 (0,2135) 0,13 (0,9356) 3,22 (0,5214) 
5 35,65 (0,1517) 3,85 (0,1463) 0,02 (0,9902) 3,87 (0,4247) 
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Cu~rlrn A.d. 
Pruebas de Portmanteau ajustado y normalidad multivariada 
---- - - -- - --
Siete ciudades - Bucaramanga 
-~ 
---- -
longitud Autocorrelación Normalidad 
----
de rezago Portmanteau Kurtosis Simetría Conjunta 
----~- - -
o 95,03 (0,0001) 10,57 (0,0051) 1,40 (0,4974) 11,97 (0,0176) 
1 48,86 (0,2840) 2,22 (0,3303) 2,83 (0,2426) 5,04 (0,2824) 
2 45,41 (0,2568) 1,13 (0,5677) 2,36 (0,3081) 3,49 (0,4799) 
3 46,36 (0,1155) 0,85 (0,6542) 2,33 (0,3117) 3,18 (0,5282) 
4 44,71 (0,0670) 0,09 (0,9515) 1,91 (0,3851) 2,01 (0,7343) 
5 43,47 {0,0313) 1,18 (0,5544) 1,58 (0,4531) 2,77 (0,5983) 
- --
Siete ciudades - Bogotá 
longitud Autocorrelación Normalidad 
de rezago Portmanteau Kurtosis Simetría Conjunta 
r- ~ - -- - - --
o 61,14 (0,0964) 10,55 (0,0051) 2,22 (0,3285) 12,78 (0,0124) 
1 60,14 (0,0531) 6,00 (0,0497) 2,01 (0,3666) 8,00 (0,0912) 
2 49,16 (0,1520) 4,20 (0,1229) 0,24 (0,8887) 4.43 (0,3510) 
3 38,83 (0,3431) 4,22 (0,1212) 0,09 (0,9585) 4,31 (0,3663) 
4 39,89 (0,1593) 4,21 (0,1219) 0,25 (0,8824) 4.46 (0,3475) 
5 39,84 (0,0632) 4,91 (0,0861) 1,37 (0,5057) 6,27 (0.1801) 
Siete ciudades - Manizales 
- ---- -
longitud Autocorrelación Normalidad 
-- -- -de rezago Portman/eau Kurtosis Simetría Conjunta 
- -- - - ---
o 85,13 (0,0008) 11,80 (0,0027) 0,98 (0,6126) 12,78 (0.0124) 
1 84,74 (0,0002) 6,51 (0.0385) 2,11 (0,3489) 8,62 (0,0714) 
2 58,30 (0,0308) 4,97 (0,0835) 3,97 (0,1371) 8,94 (0,0626) 
3 42,43 (0,2133) 0,44 (0,7991) 1,43 (0,4900) 1,88 (0,7587) 
4 38,78 (0,1904) 0,23 (0,8934) 1,07 (0,5847) 1,30 (0,8616) 
5 31,66 (0,2885) 0,30 (0,8592) 0,31 (0,8540) 0,62 (0,9609) 
-
- -
Siete ciudades - Medellín 
-
- -
Longitud Autocorrelación 
--
Normalidad 
-
de rezago Portmanteau Kurtosis Simetría Conjunta 
- -
o 59,38 (0,1255) 10,54 (0,0051) 2,71 (0,2580) 13,25 (0,0101) 
1 45,86 (0,3949) 3,68 (0,1587) 3,75 (0,1529) 7,44 (0,1145) 
2 42,77 (0,3528) 1,57 (0,4554) 4.11 (0,1279) 5,68 (0,2238) 
3 33,79 (0,5741) 1,49 (0,4760) 3,12 (0,2103) 4,60 (0,3306) 
4 33,78 (0,3812) 0,99 (0,6066) 2,55 (0,2789) 3,55 (0,4697) 
5 35,63 (0,1525) 1,99 (0,3685) 2,51 (0,2855) 4,51 (0,3421) 
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C¡•~r~ .. ,.... ~4 
Pruebas de Portmanteau ajustado y normalidad multivariada 
----
Siete ciudades - Cali 
Longitud Autocorrelación Normalídad 
de rezago Portmanteau Kurtosis Simetría Conjunta 
----
o 52,39 (0,3086) 10,70 (0,0047) 0,68 (0.71 02) 11,38 (0,0225) 
1 43,43 (0,4960) 5,40 (0,0672) 0,04 (0,9790) 5,44 (0,2447) 
2 40,48 (0,4489) 3,16 (0,2058) 0,02 (0,9939) 3,17 (0.5291) 
3 39,18 (0,3290) 2,02 (0,3644) 0,19 (0,91 08) 2,20 (0,6980) 
4 40,46 (0, 1450) 2,23 (0,3283) 0,24 (0,8839) 2,47 (0,6492) 
5 39,49 (0,0734) 2,19 (0,3330) 0,31 (0,8587) 2,51 (0,6439) 
Siete ciudades - Pasto 
Longitud Autocorrelación Normalidad 
de rezago Portmanteau Kurtosls Simetría Conjunta 
~. 
o 62,79 (0,0744) 12,95 (0,0015) 0,80 (0,6679) 13,76 (0,0081) 
1 56,02 (0,1056) 5,23 (0,0733) O, 11 (0,9433) 5,35 (0,2538) 
2 44,73 (0,2799) 2,72 (0,2569) 0,08 (0,9590) 2,81 (0,5916) 
3 41 '13 (0,2562) 4,45 (0, 1 078) 0,66 (0,7177) 5,12 (0,2754) 
4 40,15 (0,1526) 4,13 (0,1266) 1 ,01 (0,6044) 5,14 (0,2731) 
5 46,59 (0,0151) 5,95 (0,0510) 1,03 (0,5982) 6,98 (0,1370) 
Nota: El valor entre paréntesis es el p-value del estadístico de prueba. Se evaluó al 5% de significancia. 
tu Ente vd U OS del utOr 
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