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Abstract
This paper considers a Bayesian view for esti-
mating the Markov blanket of a set of query
variables, where the set of potential neigh-
bours is big. We factorise the posterior such
that the Markov blanket is conditionally in-
dependent of the network of the potential
neighbours. By exploiting this blockwise de-
coupling, we derive analytic expressions for
posterior conditionals. Subsequently, we de-
velop an inference scheme, which makes use
of the factorisation. As a result, estimation
of a sub-network is possible without inferring
an entire network. Since the resulting Gibbs
sampler scales linearly with the number of
variables, it can handle relatively large neigh-
bourhoods. The proposed scheme results in
faster convergence and superior mixing of the
Markov chain than existing Bayesian network
estimation techniques.
1 INTRODUCTION AND
RELATED WORK
Estimating a network of dependencies among a set
of objects is a difficult problem in statistics, partic-
ularly in high-dimensional settings or where the ob-
served measurements are noisy. Gaussian Graphical
Models (GGM) are a tool for representing such rela-
tionships in an interpretable way. In a classical GGM
setting, the sparsity pattern of the inverse covariance
matrix W = Σ−1 encodes conditional independence
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between variables of the graph. Consequently, various
estimators have been proposed that reduce the number
of parameters by imposing sparsity constraints on W.
Among these, the popular graphical lasso procedure
[Friedman et al., 2008; Meinshausen and Bu¨hlmann,
2006] places a Wishart likelihood on the sample co-
variance and computes a point estimate of the graph
by minimizing the penalised log-likelihood.
In situations where the variables in the network have
different types, it is often more interesting to exam-
ine the connections between these types as opposed to
estimating an entire network of all the associations.
Consider the example in gene analysis where the de-
pendency between only a few clinical factors and thou-
sands of genetic markers is required. When we would
like to focus on a particular portion of the network, it
is useful to limit the estimate to the Markov blanket
of the nodes we are interested in. These are the set
of nodes that, when conditioned on, render the nodes
of interest conditionally independent of the rest of the
network.
In this paper we provide a Bayesian perspective of esti-
mating the Markov blanket of a set of p query variables
in an undirected network. Unlike the point estimate
of the graphical lasso, the Bayesian view enables the
computation of a posterior distribution of the Markov
blanket. A Bayesian interpretation of the graphical
lasso is presented by Wang et al. [2012]. This approach
partitions the matrix W as shown on the left in Fig. 1.
Posterior inference involves iterating through the indi-
vidual variables to estimate the entire network. In par-
ticular, inference of the W12 block relies on estimating
both W11 and W22. However, the coupling of W12
and W22 is a limiting factor that can be avoided in the
context of Markov blanket estimation. This idea forms
the basis of our paper. An important observation for
the model we present here, is that the Wishart likeli-
hood may be factorised such that the blocks W11 and
W12 are de-coupled from W22. This result is provided
as Lemma 1 in Section 2. We show that by combining
the factorised likelihood with an appropriate choice of
prior, we obtain a posterior distribution that preserves
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T1: W11 and W12 are conditionally independent of W22 given S
T2: The posterior conditionals W11|W12 and W12|W11 have analytic form
T3: Sampling from the posterior costs O(qp3) per Gibbs sweep
Figure 1: Overview of Bayesian Markov blanket estimation and key results.
this independence structure. Most importantly, this
posterior distribution has an analytic form and can
hence be sampled from. We formalise this in Section 3
as Theorem 2. A further consequence of this result is
Theorem 3 which demonstrates that sampling from the
posterior distribution can be done efficiently. Overall,
this means that the Markov blanket of p query nodes,
can be estimated efficiently without explicitly inferring
the entire network.
An overview of our approach is presented in Fig. 1,
where the matrix W is partitioned similarly to Wang
et al. [2012]. More precisely, we consider the case
where p > 1. The difference in the shading of the
blocks in W indicates that estimation of W11 and W12
(and hence W21) is invariant of estimating W22.
The remainder of this paper is structured as follows.
We begin by exploring the block factorization of the
Wishart likelihood in Section 2. We subsequently de-
rive the posterior distribution and construct a Gibbs
sampler to efficiently sample from the different blocks
in Section 3. Section 4 describes how Bayesian Markov
blanket estimation can be extended to deal with mixed
data types with the copula framework. Finally, we
demonstrate the practical applicability of the scheme
in Section 5 with examples of artificial and real data.
2 MODEL
Problem Formulation Assume X ∈ R(p+q)×n is a
given matrix with n independent observations. We
are interested in estimating the Markov blanket of
p query variables with respect to the q remaining
variables in the data matrix. The sample covari-
ance S = XTX follows the Wishart distribution S ∼
Wp+q (n,Σ) with n degrees of freedom. That is,
p(S) ∝ det W n2 exp tr (− 12WS). Assume that S and
W are partitioned according to
S =
( p q
p S11 S12
q S21 S22
)
, W =
( p q
p W11 W12
q W21 W22
)
,
where the matrices have been reordered such that the
query variables lie in the upper left block. Given S,
we would like to infer W12, the Markov blanket of the
p variables that constitute the block S11. We restrict
the problem to the case where p q such that S11 is
small, corresponding to the few variables of interest,
and S22 is large.
Factorising the Likelihood We begin by showing
a blockwise factorisation of the likelihood, which builds
the foundation of our model. Let W22.1 = W22 −
W21W
−1
11 W12 be the Schur complement of the block
W11 in W.
Lemma 1. The likelihood of the covariance matrix
factorises in terms of W as follows:
LS(W) ∝ L1(W11,W12)L2(W22·1).
The proof of this lemma can be found in the supple-
mentary document, and is analogous to Gupta and
Nagar [1999] (Chapter 3, pp. 94–95). Lemma 1 is a
pure functional statement without any statistical rea-
soning. The factorisation of the likelihood in Lemma 1
then translates to the analogous independence struc-
ture in the posterior distribution of W as shown in
Theorem 1.
2.1 Prior
The natural conjugate prior to our likelihood is the
Wishart distribution. However, in order to ensure
sparsity, we also use a double exponential prior as in
Wang et al. [2012]. Since our focus is on the Markov
blanket, we only place the latter on the block W12.
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This results in a compound prior:
p(W) =W(p+ q + 1, I)p (W12|T) p (T|γ)
∝ exp tr (− 12IW)∏
wij∈W12
1√
2pitij
exp
(
−w
2
ij
2tij
)
γ2
2 exp
(
−γ22 tij
)
,
(1)
where T = {tij} are inverse-Gaussian distributed scale
parameters introduced by Wang et al. [2012]:
t−1ij ∼ IG
(√
γ2/w2ij , γ
2
)
(2)
and γ is a hyperparameter. Most importantly, the
compound prior also possesses the factorisation in
terms of W proved for the likelihood in Lemma 1.
This follows from from the element-wise independence
of the prior. Multiplying the compound prior intro-
duced in Eq. (1) by the likelihood yields the posterior
distributions for blocks W12 and W11.
2.2 Posterior Distribution
A consequence of the factorisation in Lemma 1 is that
the posterior distributions of the blocks (W11,W12)
and W22·1 are conditionally independent given S.
Theorem 1. The posterior distribution of
(W11,W12) is conditionally independent of W22·1
given S.
Proof. The Likelihood, as shown in Lemma 1, as well
as the element-wise independent prior in Eqs. (1) and
(2) factorise according to the blocks W11, W12, and
W22.
Because of the conditional independence proved in
Theorem 1, we can infer the Markov blanket W12
without the need of estimating the big block W22·1.
In the next section, we explicitly derive the posterior
distribution and show that it has an analytical form.
3 POSTERIOR INFERENCE
We now state the main result of this paper. Specifi-
cally, we show that the posterior distribution required
to estimate the Markov blanket can be expressed in an
analytical form. Subsequently, we demonstrate how to
efficiently sample from it in Section 3.1.
Let the Matrix Generalised Inverse Gaussian (MGIG)
distribution [Butler, 1998] be defined by probability
density function with parameter λ:
p(M;λ,A,B)
∝ det(M)−λ−1 exp tr
(
−1
2
(AM + BM−1)
)
.
(3)
Theorem 2. The posterior conditionals
W12|W11,S,T and W11|W12,S,T admit an
analytical form:
(1) Vectorised rows of W12 follow a joint normal dis-
tribution
vec(WT12)|W11,S,T
∼ Npq
(
vec
(−(S22 + I)−TST12WT11) ,C−1) , (4)
where C = W−111 ⊗(S22+I)+diag (D1, . . . ,Dp) be
the covariance matrix, and Di = diag
(
(Ti·)−1
)
be
diagonal matrices containing Ti· = (ti1, . . . , tiq).
(2) W11 follows the Matrix Generalised Inverse
Gaussian (MGIG) distribution:
W11|W12,S,T ∼MGIGp×p
(
n
2
+ p,
W12(S22 + I)W21,S11 + I
)
.
(5)
Proof Sketch. The posterior conditionals maintain
the conditional independence structure proved for
the in Theorem 1, i.e. p(W11,W12,W22·1|S,T) =
p(W11,W12|S,T)p(W22·1|S,T). Derivations of the
distributions in Eqs. (4) and (5) follow from factoris-
ing the posterior and rearranging terms. Relevant
calculations are provided in the supplementary doc-
ument.
Theorem 2 shows that estimation of the Markov blan-
ket of the p query variables only requires sampling
from the posterior conditionals of W11 and W12,
which both have an analytical form while remaining
independent of W22. Therefore, the amount of pa-
rameters in the Markov blanket that need to be esti-
mated, scales linearly with q. This is an improvement
over the Bayesian graphical lasso [Wang et al., 2012]
approach, where this number grows quadratically with
q. Theorem 2 also provides us with the particular dis-
tributions to sample from. Next, we demonstrate how
this sampling can be done efficiently.
3.1 Efficiency of Sampling from the Posterior
The blockwise Gibbs sampling scheme for estimating
the Markov blanket is summarised in Algorithm 1.
This sampling scheme consists of iterative resampling
of W12|W11,S,T and of W11|W12,S,T, according
to their definitions in Theorem 2. The estimate of the
Markov blanket Wˆ12 is subsequently computed based
on samples drawn from W12|W11,S,T following the
burn-in period of the sampler.
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Algorithm 1: Block Gibbs sampling scheme for the posterior.
Input: Sample covariance matrix S
Output: Markov Blanket estimate Wˆ12
while not converged do
Tij ∼ IG
(√
γ2/w2ij , γ
2
)
vec(WT12)|W11,S ∼ Npq
(
vec(−(S22 + I)−TST12WT11),C−1
)
W11|W12,S ∼ MGIGp×p
(− 12 (n+ p+ 1),W12(S22 + I)W21,S11 + I)
return averaged and thresholded W12
The distribution of W12|W11,S,T is given by Theo-
rem 2(1). The vectorised rows of W12|W11,S,T fol-
low a joint normal distribution. For v = vec(ST12), the
distribution further simplifies to
vec(WT12)|W11,S ∼ Npq
(−C−1v,C−1) . (6)
The majority of the computational cost incurred in
our method arises from sampling from this joint nor-
mal distribution. Eq. (6) requires us to invert C, which
is of size pq × pq. Note that C cannot be represented
as a covariance tensor of a matrix normal distribu-
tion. Therefore, na¨ıve inversion of C using a stan-
dard Cholesky decomposition would cost O(p3q3) op-
erations. Our efficient sampling strategy exploits the
structure of this matrix, which is the foundation of
Theorem 3.
Theorem 3. Sampling from the distribution in The-
orem 2(1) requires O(pq3) operations.
Proof Sketch. We expand the Kronecker product of
matrix C ∈ Rpq×pq, which comprises p blocks of size
q × q:
C =

u11(S22 + I) +D1 u12(S22 + I) · · ·
u21(S22 + I)
.
.
.
.
.
. · · · upp(S22 + I) +Dp

where U = W−111 is the inverted upper diagonal block.
We observe a regular structure within the blocks in
C: Matrices Di are added to the diagonals blocks
only, and the non-diagonal blocks only differ by scalar
factors uij . With a blockwise Cholesky factorisation,
the inversion requires only pq3 operations. Since the
Cholesky decomposition of the blocks also only differs
by a factor, we can store its intermediate result.
Remark If there are further memory constraints,
distributed versions of the Cholesky decomposition
should be considered to enhance performance.
Theorem 2(2) states that W11|W12,S,T follows the
MGIG distribution. In order to sample from this
distribution, we make use of a result by Bernadac
[1995]. It introduces a representation of an MGIG-
distributed random variable as a limit of a random
continued fraction of Wishart-distributed random vari-
ables. The interested reader should refer to Bernadac
[1995]; Koudou et al. [2014]; Letac [2000] for the de-
tails. Drawing samples from the MGIG thus reduces
to iterated sampling from the Wishart distribution.
In practice, we observe the convergence of the random
continued fraction within few iterations. The com-
plexity of sampling from the distribution derived in
Theorem 2(2) does not depend on q.
4 EXTENSION WITH GAUSSIAN
COPULA
We extend the model for non-Gaussian and mixed con-
tinuous/discrete data by embedding it within a copula
construction. Copulas describe the dependency in a r-
dimensional joint distribution F (Y1, . . . , Yr) and rep-
resent an invariance class with respect to the marginal
cumulative distribution functions (cdf) Fi. In our
model, r = p + q. For continuous cdfs, Sklar’s
theorem [Sklar, 1959] guarantees the existence and
uniqueness of a copula C, such that F (Y1, . . . , Yr) =
C (F1(Y1), . . . , Fr(Yr)). For discrete cdfs, this leads
to an identifiability problem [Genest and Neslehova,
2007], such that established methods on empirical
marginals [Liu et al., 2009] cannot be used anymore,
but a valid copula can still be constructed [Genest and
Neslehova, 2007]. For our purpose, we follow the semi-
parametric approach by Hoff [2007] and restrict our
model to the parametric Gaussian copula, but we do
not restrict the data to be Gaussian and treat them in
a non-parametric fashion. The Gaussian copula inher-
ently implies latent variables Xi = Φ
−1(Fi(Yi)). Our
model under consideration is
(X1, . . . , Xr)
T ∼ Nr (0 ,Σ) , Yi = F−1i (Φ(Xi)) (7)
where F−1i denotes the ith generalised inverse of con-
tinuous or discrete cdfs, X are the latent variables, and
Y are the observations.
Following Hoff [2007], inference in the latent vari-
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ables uses the non-decreasing property of discrete cdfs
for transforming the observed variables to the latent
space. This guarantees that for observations yik < yil
we also have xik < xil, and more generally, X must lie
in the set
D = {X ∈ Rr×n : max(xik : yik < yij) < xi,j
< min(xik : yij < yik)}
The data likelihood can then be written as
p(Y|Σ, F1, . . . , Fr) = p(X ∈ D,Y|Σ, F1, . . . , Fr)
= p(X ∈ D|Σ)p(Y|X ∈ D,Σ, F1, . . . , Fr)
and estimation of Σ is performed on maximising the
sufficient statistics p(X ∈ D|Σ) only, thus treating
the marginals Fi as nuisance parameters. Bayesian
inference for Σ is achieved by a Markov chain hav-
ing stationary distribution at the posterior p(Σ|X ∈
D) ∝ p(Σ)p(X ∈ D|Σ), where a inverse-Wishart prior
p(Σ) is used. Posterior inference can be achieved with
a Gibbs sampler, which draws alternately between
X|Σ,Y and Σ|X. This sampler extends Alg. 1 with an
additional outer loop for inferring the latent variables.
The Markov blanket is then iteratively estimated on
these variables. The sampling scheme easily accommo-
dates for missing values, when omitting conditioning
on the set D.
The presented framework is very useful in practice,
since the invariance class of copulas extend the model
to non-Gaussian data. With the additional stochastic
transformation to the latent space, we can use dis-
crete variables and allow missing values. In real world
applications, it becomes apparent that this is a very
valuable extension.
5 EXPERIMENTS
5.1 Artificial Data
As a first experiment, we attempt to highlight the
differences in inference between the Bayesian Markov
blanket (BMB) and Bayesian Graphical Lasso (BGL)
procedures. We construct an artificial network with
100 variables, where our interest is confined to only
the Markov blanket between p = 10 query variables
and the q = 90 remaining variables. In order to cre-
ate networks with a “small-world” flavour containing
hubs, i.e. nodes with very high degree, the connec-
tivity structure of the inverse covariance matrix W is
generated by a beta-binomial model. Edge weights are
sampled uniformly from the interval [0.3, 1], and edge
signs are randomly flipped. Finally, positive definite-
ness is guaranteed by adding a suitable constant (re-
lated to the smallest eigenvalue) to the diagonal. This
process produces a sparse network structure where the
majority of edges are connected to only a few single
nodes. Note that many real-world networks exhibit
such small-world properties.
Next, we draw n = 1 000 independent samples from a
zero-mean normal distribution with covariance matrix
W−1 and compute the sample covariance S. Fig. 2
depicts a true Markov blanket and its reconstruction
by BGL and BMB using the same sparsity parameter
λ = 200. Both methods were run side-by-side for 700
MCMC samples after an initial burn-in phase of 300
samples. From the sampled networks, a representative
network structure is constructed by thresholding based
on a 85% credibility interval. We repeat the above pro-
cedure to obtain a total of 100 datasets. The quality of
reconstructed networks is measured in terms of f -score
(harmonic mean of precision and recall) between the
true and inferred Markov blanket. When computing
precision and recall, inferred edges with edge weights
having the wrong sign are counted as missing. Both
models share the same sparsity parameter λ, which in
this experiment was selected such that for BMB recall
and precision have roughly the same value. The results
are depicted as box plots in Fig. 3, from which we con-
clude that there are indeed substantial differences in
both models. In particular, BGL has the tendency to
introduce many unnecessary edges in comparison to
BMB. As a result, BGL achieves high recall and low
f -score. Since both methods are based on the same
likelihood model and (almost) the same prior, the ob-
served differences can only be attributed to differences
in the inference procedure: BGL infers a network by
iterating over all variables and their neighbourhood
systems, whereas BMB only estimates the elements in
W11 and W12.
To further study the influence of the different Gibbs
sampling strategies, we examine tracer plots and auto-
correlations of individual variables in Fig. 4. In al-
most all cases, BGL shows significantly higher auto-
correlation and poor convergence. In contrast, Markov
chains in the BMB sampler seems to mix much bet-
ter, typically leading to posteriors with smaller bias
and variance. While only one example is shown in
the figure, similar results can be seen for basically all
variables in the network. Further, we experience a sub-
stantial decrease in run-time, even for these relatively
small networks: computing 1 000 MCMC samples for
BMB finished on average after 100 seconds, while BGL
typically consumed around 370 seconds. Since BGL re-
quires an additional sampling loop over all variables,
datasets with large S22 quickly become problematic
for BGL. We further explore these differences in the
next section for a large real-world application.
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Figure 2: One exemplary Markov blanket (p = 10, q = 90) and its reconstruction by BGL and BMB. Note that
the graphs only display edges between p query and q remaining variables. Red nodes represent query variables,
white nodes represent all other variables. Black and grey edges correspond to positive and negative edge signs,
respectively.
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Figure 3: Performance of inferred Markov blankets from 100 datasets.
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Figure 4: Density and auto-correlation of the Markov chain for a single variable in the Markov blanket. Gray
refers to BGL, black to BMB.
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5.2 Real Data
To demonstrate the practical significance of Markov
blanket estimation, we turn to the analysis of col-
orectal cancer, which in 2012 ranked among the three
most common types of cancer globally [Stewart and
Wild, 2014]. The data set introduced in Sheffer et al.
[2009] is publicly available and contains gene expres-
sion measurements from biopsies of n = 260 cancer pa-
tients. A separate table captures discrete/categorical
clinical traits such as sex, age or pathological stag-
ing/grading. In this context, one particularly inter-
esting research question is to identify connections be-
tween the p (macroscopic) clinical descriptors and the
q (molecular) gene expression measurements.
Among the 13 400 genes contained in the dataset, we
focus on a specific subset, the so-called “Pathways in
cancer” as defined in the KEGG database2. This par-
ticular subset comprises a general class of genes which
are known to be involved in various biological processes
linked to cancer. For this experiment, we have q = 312
candidate genes and p = 7 query variables. These are
the age and sex of the patient as well as the TNM
classification, cancer group stage (GS ) and mutation
of the tumor suppressor protein p53. Since the ob-
servations have mixed continuous/discrete data types
with missing values, the Markov blanket estimation is
extended by a semi-parametric Gaussian copula frame-
work [Hoff, 2007]. Based on this, we calculate 5 000
MCMC samples, which finally leads to the Markov
blanket in Fig. 5.
The resulting network structure confirms some well-
known properties like the confounding effect of the age
and sex variables, both of which (correctly) link to a
large number of genes. For example, FGF21 exhibits
significant differences in male and female subjects [Bis-
gaard et al., 2014], and CTNNA1 shares connections
to survival time in men [Ropponen et al., 1999]. Simi-
larly, mTOR, the mechanistic target of rapamycin, not
only represents a key element for cell signaling that
triggers a cascade of immune-related pathways, but
its function also depends heavily on a subject’s age
[Johnson et al., 2013]. Despite these age- and sex-
related observations being non-trivial, they are not of
primary interest, which is why the remaining variables
carry more practical insights from a clinical point view.
Further, we are able to identify a very interesting net-
work structure around the variable tumor size T : al-
most all direct neighbours control either cell growth
(EGLN1 [Erez et al., 2003], RELA [Yu et al., 2004],
HGF [Date et al., 1998; Renzo et al., 1995] and others)
or cell death (BCL2, FADD). Cancer typically affects
2Kyoto Encyclopedia of Genes and Genomes, http://
www.genome.jp/kegg/pathway.html
the balance between these two fundamental processes
and their deregulation eventually leads to tumor de-
velopment. A second subgraph concerns variable N,
the degree of spread to regional lymph nodes, which
is expressed in 4 levels N0 to N3. Here, all genes in
the neighbourhood correspond to the lymphatic sys-
tem and its direct responses to malignant cell growth,
which was confirmed for FGF9 [Deng et al., 2013],
MDM2 [Fridman et al., 2003; Leitea et al., 2001] and
TRAF4 [Camilleri-Broet et al., 2007] among others.
Finally, the following two clinical variables appear to
be conditionally independent from genes, yet they may
internally depend on other clinical variables (i.e., out-
side of the Markov blanket): binary M (presence of
metastasis in distant organs) and discrete GS (group
stage of cancer). Interestingly, the latter is only a sum-
mary function of T, N and M, hence internal links to
the aforementioned variables are very likely.
Despite the study’s focus on colorectal cancer and
specifics of the intestinal system, the inferred Markov
blanket is able to explain rather general properties
in accordance with findings in the medical literature.
Altogether, this nicely illustrates how the Gaussian
copula framework complements the Bayesian Markov
blanket estimation – especially pertaining to the clin-
ical domain with mixed observations and missing val-
ues.
In contrast to our approach, the high dimensional-
ity of this dataset imposes severe problems for BGL.
For BMB, 5 000 Gibbs sweeps could be computed in
2 hours, and MCMC diagnosis did not show any se-
vere convergence problems. For BGL, however, the
same number of iterations already took 122 hours (≈ 5
days), and we observed similar (and sometimes severe)
mixing problems as described in the previous section.
5.3 A Note About The Graphical Lasso
A natural question that arises is how the BMB solution
presented here compares to existing frequentist tech-
niques, particularly the classical graphical lasso due to
Friedman et al. [2008]. The BMB uses the same like-
lihood as the graphical lasso. As a result, comparing
both techniques reduces to comparing Bayesian infer-
ence with maximum likelihood inference. Evidently,
such a comparison reveals that the BMB provides us
with a posterior distribution that expresses our con-
fidence in a solution, while the graphical lasso only
returns a point estimate. It should also be noted that
BMB and the graphical lasso are virtually identical if
a highly peaked prior is used.
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Figure 5: Sparse Markov blanket between p = 7 clinical features (red nodes) and q = 312 genes in colorectal
cancer [Sheffer et al., 2009]. Overview of all variables/nodes (left) and enlarged, fully labeled subgraph (right).
6 CONCLUSION
We have presented a Bayesian perspective for estimat-
ing the Markov blanket of a set of query nodes in
an undirected network. In our experience, it is of-
ten the case that we estimate a full network but in-
terpret only part of it. This is especially true in a
context where portions of our data are qualitatively
different. Here, we would be more interested in estab-
lishing the links between these portions, rather than
examining the links within the portions themselves.
Markov blanket estimation is hence an interesting and
relevant sub-problem of network estimation, particu-
larly in high dimensional settings. Existing methods
such as the Bayesian graphical lasso iterate through
the individual variables to estimate an entire network.
While there are several situations in which inference of
the entire network is required, there are also cases in
which we are only interested in the neighbourhood of
a small subset of query variables; for these instances,
iterating through all the variables is unnecessary.
In this paper, we explored the blockwise factorisation
of the Wishart likelihood in combination with a suit-
able choice of prior. Our primary contribution in The-
orem 2 shows that the resulting posterior distribution
of the Markov blanket of a set of query nodes has an
analytic form, and is independent of a large portion of
the network. The analytic form allows us to explore
potentially large neighbourhoods where the Bayesian
graphical lasso reaches its limits. We also demon-
strated that sampling from the posterior of the Markov
blanket is more efficient than the Bayesian graphical
lasso. Moreover, we observed fast convergence and su-
perior mixing properties of the Markov chain. We at-
tribute this to the improved flexibility of our sampling
strategy.
Including a copula construct in the model further en-
hances its real world applicability, where mixed data
and missing values are prevalent. A particular appli-
cation in a medical setting is the colorectal example
we considered in Section 5.2. Using this approach al-
lowed us to make interesting observations about the
interactions between various clinical and genetic fac-
tors. Such insights could ultimately contribute to a
better understanding of the disease.
In the spirit of research reproducibility, we provide
source code in the supplement.
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