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Abstract 
Two areas of focus are considered with respect to the resilience of buildings to withstand 
environmental forces and to the enhancement of building energy efficiency.  First, wind-
driven pressure and velocity fields surrounding a model building are calculated by means 
of computational fluid dynamics (CFD) in two- and three- dimensions using the Shear 
Stress Transport (SST) turbulence model.  The sensitivity of pressure coefficient 
distributions over each building surface to the placement of the solution domain and to 
the applied boundary conditions is determined.  Pressure coefficient magnitudes were 
found to be particularly sensitive to the distance separating the upstream boundary of the 
solution domain, where the atmospheric boundary layer velocity profile is specified, from 
the location of the building. The magnitude of pressure coefficients at each building 
surface tended to decrease with increasing upstream distance of the applied velocity 
profile.  At the building roof, the three-dimensional representation of the building 
resolved off-roof-centerline periodic transient pressure coefficient variations whereas the 
two-dimensional model predicted steady-state pressure coefficients over the entire 
rooftop.  Building energy efficiency was studied via CFD to determine buoyancy-based 
heat transfer and velocity distributions in an asymmetrically heated vertical-wall channel 
representing a double-walled building with and without obstructions placed within the 
vertical channel. Specifically, catwalks consisting of an array of rectangular slats were 
deployed at two floor levels of a three-story building.  The numerical model employed is 
validated by comparison with experimental data from a literature source.  Channel 
Nusselt numbers and Reynolds numbers were found to increase with the openness of the 
catwalk elements to flow passage and also with the channel Rayleigh number.  A porous-
medium model employing the Darcy-Forchheimer equation is considered as a means to 
represent the pressure drop of each catwalk grating.  This approach yielded results of 
only moderate accuracy for the velocity field because the porous-medium model does not 
faithfully reproduce turbulence. On the other hand, an approximation-free model was 
successfully employed to yield highly accurate fluid flow and heat transfer results for the 
channel flow.           
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Chapter 1  
 
INTRODUCTION 
 
1.0 Introduction 
 
The work presented herein was motivated by the needs of engineering practitioners who 
rely upon the availability of analysis methods to design resilient and energy efficient 
buildings.  In particular, focus is directed towards analysis of the building enclosure 
which constitutes the barrier between occupied spaces within the building and the 
exterior environment.  Given the inherent complexity and scale of large buildings it is not 
efficient, and in many cases unfeasible, to confirm the suitability of a given enclosure 
design by means of in-situ test experiments.  While some local testing of specific 
components can be performed to identify and provide remedies for minor problems, such 
as those associated with errors in assembly, major design deficiencies that are discovered 
through use in the actual built environment are often expensive and technically difficult 
to rectify.  In extreme cases, these design deficiencies present a danger to human safety.  
For instance, exposure to severe weather will in some cases result in failure of building 
enclosure components producing a serious safety hazard to occupants.  In this light, the 
value of analysis methods to predict in-situ performance is valuable to practitioners 
because such methods can be employed early in the design process before construction.  
This approach allows for the adequacy of design decisions to be confirmed long before 
considerable expense is accumulated to consolidate materials and erect actual buildings. 
The usefulness of such methods of analysis is not without practical constraint. The 
analysis methods employed must allow results to be produced in a timely manner and 
with computational resources available to practicing engineers such as conventional 
desktop computers.   
 
1.1.1 Prediction of pressure variations over the surfaces of buildings 
 
The first area of focus of this thesis concerns an important issue required to assess the  
  2 
resilience of buildings to withstand exposure to extreme wind without structural failure. 
This activity involves determining the variation of wind pressures on the exterior surfaces 
of the building.  Knowledge of such pressure variations is required to inform the design 
of the building’s structural elements so that they can withstand the resulting forces 
generated. In order to determine these pressure variations by analytical means, the 
distribution of wind velocities to which a given building is exposed must be determined.  
Furthermore, the interaction of the arriving wind with the geometry of that building must 
be established.   
 
Winds capable of producing sufficient pressures to jeopardize the structural stability of 
buildings are produced by extreme weather events such as tropical cyclones and 
thunderstorms.  According to the National Centers for Environmental Information 
(NCEI) of the National Ocean and Atmospheric Association (NOAA) [62], nine events 
occurring in the United States categorized as severe storms and tropical cyclones 
combined to produce an estimated 24.8 billion dollars in damage with 68 fatalities during 
2016 alone.  While it is impossible to determine in what percentage of these cases the 
costs and loss of life reported were due to structural building failures resulting from wind, 
it is apparent to have been a contributing factor in many cases and is thus worthy of the 
consideration provided by this thesis.  Figure 1.1 displays a picture of wind damage 
produced by Hurricane Andrew in 1992 [63], courtesy of the Florida Division of 
Emergency Management.      
 
 
 
Figure 1.1 Example of damage to buildings produced by extreme wind 
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Papers from the literature propose analytical means to predict wind pressures on the 
surfaces of buildings by mean of computational fluid dynamics (CFD).  However, there 
are significant disparities in the manner that necessary specifications such as boundary 
conditions, solution domain selection, and governing equations are applied.  The 
specifications commonly chosen appear to be, at worst, arbitrary and, at best, to reflect 
narrowly defined applications whereby comparison with specific experimental data can 
be used to establish the accuracy of the specifications. Such is the case of [9], T.K. Guha 
et. al (2009), which sets out to reproduce pressure coefficient measurements taken over 
the surfaces of an actual building at Texas Tech University with CFD derived results.  
Even though less than satisfactory agreement was obtained for certain building surfaces, 
in particular, the leeward wall, no effort was made to simulate more than one geometric 
representation of the solution domain.  In this light it is difficult to determine if the 
sources of error with experimental data observed may have been either: (a) the result of 
alteration of the atmospheric boundary layer, the natural variation of velocity above the 
surface of the earth that is described thoroughly in Chapter 3, from its definition applied 
as a boundary condition at the upstream extent of the solution domain by frictional 
interaction with the ground surface modeled along upstream fetch preceding the building 
or by (b) encroachment of rigidly defined boundary conditions on natural variations of 
fluid flow and pressure at those locations.  Furthermore, only the velocity boundary 
condition placed at the inlet was clearly described.  In [10], C. Wang et. al (2010), and in 
[12], J. Wu et. al (2012), focus was applied to selection of an appropriate turbulence 
model to employ for simulation of wind flow respectively to buildings with arch-shaped 
and double-sloped roofs.  While numerous turbulence models were considered, both the 
dimensions of the solution domain and boundary conditions applied were not varied in 
either case.  A particularly detailed study in 2016 by S. Valger et. al [11] considered two 
highly specific situations involving buildings with complex shapes and their native 
surroundings with the aim of establishing air flow patterns around the buildings and 
pressure coefficients at the building surfaces.  Values obtained were compared with 
scaled wind tunnel experiments which yielded satisfactory agreement at selected 
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locations.  Although the author asserts that the bounding dimensions of the solution 
domain were selected so that the boundary conditions applied at those locations would 
not interfere with the natural variation of the solution variables, no supporting evidence 
was provided to justify this argument.  As with the other cases, described in [9] and [10], 
the bounding dimensions of the solution domain and boundary conditions applied at those 
locations were not varied.  The trend of employing specific solution domain geometries 
and boundary conditions without establishing the sensitivity of studied outcomes to these 
specifications extends to other recent works: [13] S. Mukherjee et. al (2013) for the 
evaluation of wind- induced pressure coefficients over the surfaces of a y-shaped- plan 
building and [14] S. Hajra et. al (2016) for a similar evaluation applied to an octagon-
shaped plan building.  
 
It does appear that, based on the available literature, no detailed account of the sensitivity 
of the results to these modeling specifications has been performed in its own right.  The 
account of the literature presented in the preceding sections will be continued 
respectively in Chapters 3 and 4. 
 
The aims of the first portion of this thesis are to address the following issues: 
 
a.) Selection of governing equations and turbulence model 
b.) The wind velocity distribution of the atmospheric boundary layer 
c.) Definition of the pressure coefficient 
d.) Two-dimensional versus three-dimensional representation of the building 
e.) The placement of the solution domain boundaries in relation to the building 
location    
f.) Specification of  boundary conditions 
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1.1.2 Prediction of temporal variations of pressure and fluid flow over a cube- shaped 
building 
 
The sensitivity of solution outcomes to the issues discussed in the foregoing section is not 
the only area of focus pertinent to the study of wind effects on buildings that would 
benefit from additional research.  Another aim of this thesis is to simulate the temporal 
variations of pressure on the surfaces of a cube-shaped building.  Such variations are 
known to occur as a result of unsteady flow surrounding surface-attached cubes and 
square cylinders.  This outcome is well documented by the experimental work of H. 
Hussein and R. Martinuzzi [45] who observed vortex shedding from a surface mounted 
cube by LDA measurements in 1996.  These experimental measurements were later 
replicated by numerical simulation, [44] G. Iaccarino et. al (2003), by means of the 
numerical simulation by the LES method.  However, it is noteworthy that the 
experiments did not consider the atmospheric boundary layer velocity distribution as the 
source of fluid motion.  Furthermore, the LES method is particularly consuming of 
computational resources which limits its practical application to use for engineering 
calculations.   
 
Other studies which have observed periodic temporal variations of fluid flow surrounding 
surface-mounted cubes or square cylinders are those by: A. Yakhot et. al in 2006 [48] for 
numerical simulation of vortex shedding behind a surface-mounted cube, M. 
Omidyeganeh and J. Abedi in 2008 [50] for LES simulation of wind flow around a 
surface-mounted cube in a channel, S. Isaev and D. Lysenko in 2009 [51] for URANS 
simulation of unsteady flow around a surface-mounted cube, S. Yen and W. Wang in 
2011 [47] for PIV and pressure coefficient measurements of vortex shedding behind a 
surface-mounted square cylinder, H. Lee and J. Miau in 2012 [46] for hot-wire 
measurement and smoke visualization of vortex shedding behind a surface-mounted 
square cylinder and B. Younis and A. Abrishamchi in 2014 [49] for LES simulation of 
vortex shedding behind a surface-mounted square cylinder.  Of these examples, 
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 only [50] considered wind as the source of fluid motion.  In that specific case, the inflow 
conditions were specified to match experimental conditions within a wind tunnel and not 
the ABL.  In fact, the specific temporal dependency of pressure and flow field results 
corresponding to the ABL situation has not been established.  In addition to the goals 
stated at the conclusion of Section 1.1.1, which are explored in Chapter 3, special 
attention will be focused in Chapter 4 on these temporal variations when the ABL is the 
source of fluid motion. 
 
1.1.3 Internal flow within building walls 
 
As presented in the foregoing, the aims of this thesis are not limited to the interaction of 
extreme winds with built structures.  While determination of wind pressures is vital to the 
design of safe and resilient buildings, and subsequently worthy of the considerable 
attention paid to that subject, ensuring the welfare of occupants requires effort in an 
equally important area of research.  This area of research concerns methods of analysis 
employed in the design of energy efficient buildings.   
 
Building energy efficiency affects the natural environment and consumption of non-
renewable resources.  According to a 2016 study conducted for the United States Green 
Building Council (USGBC), built structures account for 40% of national carbon dioxide 
emissions and out-consume both industrial and transportation sectors with regard to 
energy usage [64].   Building heating and cooling systems are heavily dependent upon 
electric power consumption which is obtained in large part from non-renewable energy 
sources.  In 2016, 1,240,108 MWH of utility scale electric power were produced by coal 
and 1,380,295 MWH were produced by natural gas [65].  In comparison, only 306,861 
MWH were produced by renewable energy sources excluding hydroelectric and solar 
which produced respectively 265, 829 MWH and 36,754 MWH [d].   It follows rationally 
that carbon dioxide emissions and electric power consumption from non-renewable 
energy sources can both be reduced by decreasing heating and cooling requirements of 
buildings.  
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The vast multitudes of factors which impact the energy efficiency of a given building are 
too broad to serve as a focus of this thesis.  In that regard, a specific goal has been 
selected that is relevant to the broader aim of designing energy efficient buildings.  As 
was the case of the previous chapter, this goal concerns the design of the building 
envelope.  Specifically, the goal is to determine variations of heat transfer and fluid flow 
which occur naturally internal to a specific building wall configuration.  That 
configuration is the Double Skin Façade (DSF).  Unlike conventional exterior building 
walls which are comprised of a single layer separating interior occupied portions of the 
building from the exterior environment, the DSF consists of two layers separated by an 
intermediate space.  This intermediate space acts as a buffer zone and can be employed to 
reduce heat transfer across the exterior wall.    
 
As described in detail in Chapter 4, analysis and experiments which evaluate DSF heat 
transfer are reported in the literature [33]-[43].  It can be stated broadly of these works 
that each account is specific in nature with regard to the nature of the building 
investigated and the environmental conditions considered.  Evaluations ranged in 
complexity from comparisons of simple lumped-parameter models with CFD [33] to 
models with and without scaled experiments of entire buildings featuring unique 
geometric configurations [35, 38 and 39].  In some cases, full scale experiments of actual 
building walls were employed [34, 37, and 43].  Some of the referenced works 
considered obstructions within the intermediate space separating the inner and outer wall 
[36, 37, 42 and 43] whereas others did not consider the presence of obstructions [33, 34, 
35, 38, 39, 40 and 41].   
 
Given the fragmented nature of the literature, there exists a practical need for analysis 
methods which can be universally employed.  Simply put, practitioners faced with the 
task of evaluating a given design would be at difficult odds to obtain a literature work 
which addresses that specific design.  It is with this fact in mind that the focus of this 
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thesis reported in Chapters 5 and 6 was selected to consider a broad range of applications.   
This focus will now be described.  
 
Due to the inherent difference in temperature between the controlled interior of the 
building and the uncontrolled exterior environment, natural convection within the 
intermediate space of the DSF is commonplace.  In that regard, the ability to model 
natural convection flow in vertical channels with asymmetrically heated walls is of 
paramount importance.  Furthermore, the supporting structure which connects the inner 
and outer walls of the DSF requires that obstructions be placed within the channel.  These 
structures are commonly overlaid with grating elements known as catwalks, Figure 6.1, 
to facilitate maintenance activities within the cavity such as cleaning of the outermost 
wall.  It serves to note that the inner wall often opens inward to facilitate this 
maintenance.  In light of these realities, the focus of Chapter 6 is dedicated to modeling 
of natural convection in asymmetrically heated vertical channels with internal 
obstructions.   
 
As a case study, the obstructions chosen for numerical evaluation are catwalks consisting 
of uniformly distributed rectangular slats, Figure 6.2. While at first impression this may 
appear to be a narrow focus, it is important to recognize that the analysis methodology 
produced by Chapter 6, which will be described with greater detail in the forthcoming 
discussion, is applicable to a broad range of different obstructions so long as the 
obstructions are comprised of uniformly distributed internal flow passages.  For example, 
screens, perforated plates, and grating elements with different geometric configurations 
from that chosen for evaluation within this thesis, can be modeled with the same 
approach reported in Chapter 6.  It is noteworthy that these obstructions are not specific 
to the application of building walls but are routinely encountered in the design of HVAC 
equipment and industrial processes.  In that regard, the benefits of the research produced 
have broad application which exceeds the scope of the application reported herein.     
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Given that this thesis is dedicated to modeling techniques that can be employed by 
practitioners, focus is directed towards means by which computational efficiency can be 
enhanced.  It is clear that flow passing through a fine grating exhibits features which 
occur at a different scale from those corresponding to flow within the broader confines of 
the DSF channel in which the grating is situated.  Thus, it is necessary to account for the 
macroscopic flow in the channel proper while also producing sufficient resolution to 
account for the detail of the grating flow field.  To alleviate this burden, it is valuable to 
consider models which preserve the effect of the grating on the macroscopic flow within 
the channel without explicitly modeling its presence as a geometric feature.   
 
Recent works have considered use of the Darcy-Forchheimer (DF) equation, Eq. (6.1), 
originally purposed as a model of pressure drop in porous media, as a means to represent 
uniformly perforated plates placed in cross flow [6] based on the outcomes of 
experiments and computer models.  However, the Darcy-Forchheimer equations derived 
from these data were not in turn employed to modify the governing equations of fluid 
flow within a CFD model.  It is reasonable to question whether the DF approach can be 
applied to accurately represent the pressure drop of catwalk flow obstructions placed 
within an asymmetrically heated DSF channel.  Here, the Darcy-Forchheimer equation is 
employed as a flexibly applied velocity-dependent source term in the governing equation 
of vertical momentum whereby the pressure gradient in the vicinity of the obstruction is 
contributed to by both linear frictional losses and quadratic internal losses. This 
possibility, which takes the form of the analysis methodology provided in Chapter 6, is 
examined thoroughly.  
 
Clearly, experimental means are required to validate the simulation models employed 
throughout this thesis.  This is especially important with regard to use of the Darcy-
Forchheimer model for the implementation just described in light of the fact that it 
constitutes a highly novel modeling approach to represent the pressure drop due to thin 
uniformly perforated-flow obstructions.  In order to facilitate this objective, a source of 
experimental measurements is required as identified in the foregoing.  
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 It is not practical to obtain precise measurements from an actual DSF installation given 
the presence of confounding variables.  A prominent issue is the spatial and temporal 
variability of environmental conditions.  For example, heating, ventilation, and cooling 
equipment (HVAC) cycles the temperature inside of any given building throughout the 
day and in a non-uniform manner.  Exterior conditions such as wind velocity, air 
temperature, and solar incidence are variable.  In many installations, numerous other flow 
obstructions such as shading devices in the form of roller shades or venetian blinds are 
placed within the channel which exceeds the presence of the catwalk elements. While 
these influences are worthy of continued research, they are too broad to consider for the 
aims of this thesis.  
 
In order to overcome these influences and isolate the basic subjects of research interest, 
which are natural convection flow within a vertical channel driven by asymmetric 
buoyancy and the interaction of catwalk obstructions with the confounding just-described 
variables, a two-step approach is used.  First, in Chapter 5, a simulation model of natural 
convection in an asymmetrically heated vertical channel is validated based on precise 
laboratory experiments obtained from a literature source [29] of exceptional quality.  
Second, in Chapter 6, the validated model is applied to simulate a selected DSF channel 
geometry which contains catwalk elements of the nature described in the foregoing but 
without either approximation of the grating obstructions or the use of the DF model.  This 
case is then regarded as a reliable benchmark for accuracy and is used to evaluate the 
novel analysis methodology proposed which implements the Darcy-Forchheimer 
equation as a means to model the pressure drop of the catwalk obstructions placed within 
the channel without actually dealing with the catwalk proper.  
 
The simulation model validation presented in Chapter 5 employed the work of Azevedo 
[29] as an experimental reference and was chosen for both the high quality of the 
measurements reported and also for the exacting way in which the experimental facilities 
were described in the paper.  Sufficient detail was provided to enable the experimental 
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facilities to be faithfully reproduced by numerical simulation.  This selection was the 
result of extensive literature review.  Significant literature works [26]-[32] are described 
extensively in Chapter 5.  It can be said generally of these papers that the state of 
experimental research as it pertains to vertically-buoyant flow in channels improved 
dramatically in the period spanning the early nineteen-forties to the mid-nineteen 
eighties.  This fact is made evident by comparing the early work of Elenbaas [26] with 
that of Lloyd [27] and Azevedo [29].  Whereas, in [26] the fluid motion is only deduced 
theoretically from temperature and heat transfer measurements, [27] and [29] employ a 
sophisticated flow visualization technique (Thymol-Blue Method) to evaluate the flow 
field.  Beyond the nineteen-eighties, the focus of research works is tilted more towards 
variations of channel geometry than to experimental methods as demonstrated by [30]-
[32].  
 
In the foregoing discussion, the motivation underlying the research performed in this 
thesis as it applies to fluid flow and heat transfer within the internal passage of a building 
wall has been presented in the context of the reported literature.  This literature review 
will be continued in Chapters 5 and 6.  In summary, the following specific aims will 
constitute the foci of the thesis reported in Chapters 5 and 6. 
 
a.) Validate by comparison with experimental data a model for buoyant flow in an 
asymmetrically heated vertical channel 
b.) Apply the experimentally validated model to simulate without approximation to the 
internal vertical flow passage of a representative building wall with catwalk obstructions 
placed within the channel 
c.) Derive the Darcy-Forchheimer equation corresponding to each catwalk obstruction 
d.) Apply the derived Darcy-Forchheimer equations to represent the pressure drop of the 
catwalk obstructions by mean of a flexibly applied source term in the vertical momentum 
equation 
e.) Compare the results obtained in (d.) with those obtained in (b.) 
f.) Carry out (a.) through (e.) for different porosities of the catwalk grating 
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Chapter 2  
 
MATHEMATICAL MODEL 
 
2.0 Description of the Governing Equations 
 
Numerous models of turbulence are the legacy of many years of research in the field of 
fluid mechanics which has long sought to expand the application of computational fluid 
dynamics (CFD) to accurately simulate a broad range of problems pertinent to wind 
engineering.  Of significant consideration in any case is identification of the flow regime.  
While laminar airflow is possible in isolated situations, it has been established that flows 
of the nature to be addressed in this thesis, which may involve strong winds, are 
predominantly turbulent with the possible exception of locations very near physical walls.  
In this regard, turbulence must be accounted for in order to obtain accurate results.  The 
models employed throughout this thesis adopt a model of turbulence known as the Shear 
Stress Transport (SST) model, Mentor (52). The SST model, which will soon be 
described in detail, is a two-equation turbulence model whereby the magnitude of 
turbulence is predicted by a hypothetically defined quantity, the eddy (or turbulent) 
viscosity μt.  That quantity is determined by pseudo-conservation equations solved 
simultaneously with a modified form of the Navier-Stokes (NS) equations and the 
equation of continuity.  This modified form is the familiar Reynolds-Average- Navier-
Stokes equations (RANS) according to which μt is associated with the Reynolds Stresses.  
The RANS equations are as follows  
 
𝜌
𝜕𝑢𝑗
𝜕𝑡
+ 𝜌 (𝑢𝑖
𝜕𝑢𝑗
𝜕𝑥𝑖
) = −
𝜕𝑝
𝜕𝑥𝑗
+
𝜕
𝜕𝑥𝑖
(𝜇
𝜕𝑢𝑗
𝜕𝑥𝑖
− 𝜌𝑢𝑖
′𝑢𝑗
′̅̅ ̅̅ ̅̅ )    𝑖 = 1,2,3 𝑎𝑛𝑑 𝑗 = 1,2,3  (2.1) 
 
according to which the Reynolds Stresses are  𝜏𝑖𝑗
′ = −𝜌𝑢𝑖′𝑢𝑗′̅̅ ̅̅ ̅̅ .  This form is arrived at by a 
combination of variable substitution and time averaging applied to the Navier-Stokes 
equations in their form for an incompressible fluid.  It serves to note that for the range of 
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velocities associated with strong winds, and over the range of altitudes considered in this 
thesis, that compressibility effects are not significant.  The aforementioned variable 
substitution, the Reynolds Decomposition, postulates that the temporal mean velocities u, 
v and w can be regarded as independent of their respective turbulent fluctuations u,’ v’, 
and w’.  Time averaging allows for cancelation of all turbulent fluctuations not shown in 
Eq. (2.1).  Those fluctuating velocity components shown in the equation are grouped in 
association with the apparent forces and are separate from pressure and viscous forces.  
These forces are completely equivalent to the d’Alembert forces of classical mechanics.     
 
Numerical representation of the fluctuating velocities has long plagued practical efforts to 
characterize engineering flows.  Extremely fine mesh sizes coupled with large solution 
domains are needed to accurately resolve flow fields occurring at the scale of the 
fluctuating velocity components while also capturing the macroscopic flow associated 
with the mean components.  Only with the advent of very powerful modern computers 
has Direct Numerical Simulation (DNS) of the fluctuating velocity components become a 
reality and only with application to a narrow range of fluid flow situations.  The use of 
DNS to model complex flow over a large object of the scale of a building, cannot be 
performed based on present computer limitations.   
 
In this light, the effect of the fluctuating velocity components on the flow field must be 
approximated without determining the explicit variations of u’, v’ and w’.  The 
aforementioned SST turbulence model, and other two-equation turbulence models of 
similar genera, achieves this aim by predicting the Reynolds Stresses in a form analogous 
to the molecular viscous forces by introduction of the eddy viscosity μt as previously 
described. It is noteworthy that definition of μt is employed by turbulence models besides 
SST and is not specific to two-equation turbulence model formulations.  Specifically, the 
general approximation that Reynolds stresses can in part be represented by μt is often 
credited to Boussinesq.   μt is defined in relation to the Reynolds Stresses such that 
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𝜏𝑖𝑗
′ = [
𝜏𝑥𝑥′ 𝜏𝑥𝑦′ 𝜏𝑥𝑧′
𝜏𝑦𝑥′ 𝜏𝑦𝑦′ 𝜏𝑦𝑧′
𝜏𝑧𝑥′ 𝜏𝑧𝑦′ 𝜏𝑧𝑧′
] = −𝜌 [
𝑢′2̅̅ ̅̅ 𝑢′𝑣′̅̅ ̅̅ ̅̅ 𝑢′𝑤′̅̅ ̅̅ ̅̅
𝑣′𝑢′̅̅ ̅̅ ̅̅ 𝑣′2̅̅ ̅̅ 𝑣′𝑤′̅̅ ̅̅ ̅̅
𝑤′𝑢′̅̅ ̅̅ ̅̅ 𝑤′𝑣′̅̅ ̅̅ ̅̅ 𝑤′2̅̅ ̅̅ ̅
] = 𝜇𝑡
[
 
 
 
 
𝜕𝑢
𝜕𝑥
𝜕𝑢
𝜕𝑦
𝜕𝑢
𝜕𝑧
𝜕𝑢
𝜕𝑦
𝜕𝑣
𝜕𝑦
𝜕𝑣
𝜕𝑧
𝜕𝑢
𝜕𝑧
𝜕𝑣
𝜕𝑧
𝜕𝑤
𝜕𝑧 ]
 
 
 
 
  (2.2) 
 
It is worthy of mention that for the SST model, and other turbulence models associated 
with the RANS equations, μt is regarded as an isotropic quantity.  While this assumption 
is in contrast with reality and difficult to justify from first principles, the broad success in 
the literature of models employing this de facto isotropicity allow for it to be employed 
with an adequate level of confidence.  Substitution of Eq. (2.2) into Eq. (2.1) yields 
 
𝜌
𝜕𝑢𝑗
𝜕𝑡
+ 𝜌 (𝑢𝑖
𝜕𝑢𝑗
𝜕𝑥𝑖
) = −
𝜕𝑝
𝜕𝑥𝑗
+
𝜕
𝜕𝑥𝑖
((𝜇 + 𝜇𝑡)
𝜕𝑢𝑗
𝜕𝑥𝑖
)    𝑖 = 1,2,3 𝑎𝑛𝑑 𝑗 = 1,2,3  (2.3) 
  
With these definitions in place, the SST turbulence model can now be described.  The 
SST model is an averaging of two pre-existing turbulence models.  The first was 
proposed by Launder and Spalding (53) in 1972 and is well known as the k-ε model, 
where the quantity k is the turbulent kinetic energy per unit mass, and ε is the dissipation 
of turbulent kinetic energy.  The addition of these two quantities as unknowns requires 
additional equations to be solved, each of which took account of advection, production, 
and dissipation.   These non-linear equations needed to be solved simultaneously with the 
three RANS equations for three-dimensional flow and the continuity equation for an 
incompressible fluid which is  
 
𝜕𝑢
𝜕𝑥
+
𝜕𝑢
𝜕𝑦
+
𝜕𝑢
𝜕𝑧
= 0         (2.4) 
 
The second turbulence model which forms a basis for SST is the k-ω model proposed in 
1988 by Wilcox (54).  This formulation resembles the k-ε model in that pseudo-
conservation equations representing turbulent kinetic energy and its rate of dissipation are 
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employed in tandem with actual conservation equations for momentum and mass to 
predict the distribution of turbulent viscosity.  It is noteworthy that the primary difference 
between the two models relates to turbulence modeling in the near-wall region.  Whereas 
the k-ε model approximates the viscous sub-layer, the region of laminar flow very near 
physical walls, by mean of a log-law representation, the k-ω more accurately accounts for 
velocity variation near the wall by numerical simulation with discrete solution points 
throughout the viscous sub-layer.   
 
The SST turbulence model is a hybrid model which utilizes a blending function to 
employ the k-ε formulation away from walls and the k-ω formulation near walls.  This 
approach is advantageous because it plays upon the strength of the k-ω model near walls 
while avoiding issues with over-estimation of turbulence in the free stream corresponding 
to which k-ε has proven to be more accurate than k-ω. 
 
As with the k-ω and k-ε, the net rate of storage, and advective outflow from a given 
control volume of turbulent kinetic energy is the sum of production, destruction, and 
diffusion as follows  
 
𝜕(𝜌𝜅)
𝜕𝑡
+
𝜕(𝜌𝑢𝑖𝜅)
𝜕𝑥𝑖
= 𝑃𝜅 − β′𝜌𝜅𝜔 +
𝜕
𝜕𝑥𝑖
[(𝜇 +
𝜇𝑡𝑢𝑟𝑏
𝜎𝜅3
)
𝜕𝜅
𝜕𝑥𝑖
]    (2.5a) 
 
where the turbulence production due to viscous forces is  
 
𝑃𝑘 = 𝜇𝑡 (
𝜕𝑢𝑖
𝜕𝑥𝑗
+
𝜕𝑢𝑗
𝜕𝑥𝑖
)
𝜕𝑢𝑖
𝜕𝑥𝑗
−
2
3
𝜕𝑢𝑘
𝜕𝑥𝑘
(3𝜇𝑡
𝜕𝑢𝑘
𝜕𝑥𝑘
+ 𝜌𝑘)     (2.5b) 
 
and the remaining undefined terms, β’ and 𝜎𝑘 are model constants.  As will be described 
in greater detail, some model constants adopt different values depending on whether the  
k-ε or k-ω formulation is used at a given solution point.  Selection of a specific value is 
governed by the blending function F1 which will soon be identified.   
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The dissipation equation resembles the production equation whereby storage and 
advection of ω are in balance with production, destruction, and diffusion.   
 
𝜕(𝜌𝜔)
𝜕𝑡
+
𝜕(𝜌𝑢𝑖𝜔)
𝜕𝑥𝑖
= 𝑎3
𝜔
𝑘
P𝑘 − 𝛽3𝜌𝜔
2 +
𝜕
𝜕𝑥𝑖
[(𝜇 +
𝜇𝑡𝑢𝑟𝑏
𝜎𝜔3
)
𝜕𝜔
𝜕𝑥𝑖
] + 2𝜌(1 − 𝐹1)
1
𝜎𝜔2𝜔
𝜕𝜅
𝜕𝑥𝑖
𝜕𝜔
𝜕𝑥𝑖
  (2.6) 
 
where 𝛾, 𝛽, 𝜎𝜔 and 𝜎𝜔2 are model constants.  The kinematic turbulent viscosity 𝑣𝑡 is the 
quotient of the turbulent viscosity 𝜇𝑡 and mass density 𝜌.  𝐹1 is the aforementioned 
blending function according to which Eq. (2.6) is altered from either the ε equation in the 
free stream to a modified form which resembles the ω equation in the boundary layer.  𝐹1 
assumes a value of unity at wall locations and remains close to 1 throughout most of the 
boundary layer.  
 
Specifically, the variation of 𝐹1 in relation to the distance between a given solution point 
and the nearest wall yw is: 
 
𝐹1 = tanh(𝑎𝑟𝑔1)          (2.7a) 
 
𝑎𝑟𝑔1 = 𝑚𝑖𝑛 (𝑚𝑎𝑥 (
√𝑘
𝛽′𝜔𝑦𝑤
,
500𝑣
𝑦𝑤
2 𝜔
) ,
4𝜌𝑘
𝐶𝐷𝑘𝑤𝜎𝜔2𝑦𝑤
2)      (2.7b) 
 
𝐶𝐷𝑘𝜔 = 𝑚𝑎𝑥 (2𝜌
1
𝜎𝜔2𝜔
𝜕𝑘
𝜕𝑥𝑗
𝜕𝜔
𝜕𝑥𝑗
, 1.0 𝑥 10−10)      (2.7c) 
 
As have already been described, ω and k are the turbulent quantities, ρ and ν are material 
properties, and 𝜎𝜔2 is a turbulence model constant.   
 
The flow field variation of 𝜇𝑡 is calculated from the spatial distribution of k and ω by the 
following relation 
 
𝜇𝑡 =
𝜌𝑎3𝑘
max (𝑎3,𝜔,𝑆𝐹2)
         (2.8) 
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where S is an invariant measure of the strain rate, a1 is a model constant, and F2 is a 
second blending function which models the effect of transport of turbulent shear stress 
within the boundary layer as a function of yw as was previously defined for F1. 
 
𝑆 = √2𝑆𝑖𝑗𝑆𝑖𝑗, 𝑆𝑖𝑗 =
1
2
(
𝜕𝑢𝑖
𝜕𝑥𝑗
+
𝜕𝑢𝑗
𝜕𝑥𝑖
)       (2.9a) 
 
𝐹2 = tanh (𝑎𝑟𝑔2
2)         (2.9b) 
 
𝑎𝑟𝑔2
2 = 𝑚𝑎𝑥 (
2√𝑘
𝛽′𝜔𝑦𝑤
′ ,
500𝑣
𝑦𝑤
2 𝜔
)        (2.9c)  
 
It is noteworthy that a common deficiency of turbulence models predating the SST 
formulation was over prediction of turbulence in regions of stagnant flow.  To address 
this problem, a bound is placed on the production of turbulence by modification of the 
value of 𝑃𝑘 calculated from Eq. (2.5b).  This production limiter is enforced by the 
following relation 
 
𝑃𝑘 = min (𝑃𝑘, 𝐶𝑙𝑖𝑚𝜌𝜀)        (2.10) 
 
where Clim is the clip factor and is equal to 10.  Furthermore, the remaining model 
constants described throughout this chapter assume the following values for the SST 
model.  As has been stated, some of the model constants employed are determined by F1 
according to their proximity to physical walls. This treatment blends the values 
corresponding to either the k-ω or k-ε formulation.  For the k-ω model, these constants 
are 
 
𝛽′ = 0.09          (2.11a) 
𝑎1 = 5/9          (2.11b) 
𝛽1 = 0.075          (2.11c) 
𝜎𝑘1 = 2          (2.11d) 
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𝜎𝜔1 = 2          (2.11e) 
 
and for the k-ε model the constants are 
 
𝛽′ = 0.09          (2.12a) 
𝑎2 = 0.44          (2.12b) 
𝛽2 = 0.0828          (2.12c) 
𝜎𝑘2 = 1          (2.12d) 
𝜎𝜔2 = 1/0.856         (2.12e) 
 
The blending for any model constant ϕ is given by 
 
∅3 = 𝐹1∅1 + (1 − 𝐹1)∅2        (2.13) 
 
2.1.2 Boundary Conditions 
 
Knowledge of the fluid mechanics at each bounding location of the solution domain is 
necessary in order to select appropriate boundary conditions to provide closure of the 
governing equations.  Such conditions take the form of mathematical constraints 
associated with each equation whereby values are enforced for the chosen variables and 
others are solved for.  With regard to Eqs. (2.1) through (2.3) discussed in the preceding 
section, boundary conditions may take the form of either prescribed velocity, prescribed 
flow direction or prescribed pressure.   
 
The prescribed velocity boundary condition specifies the velocity at a given boundary 
location in each coordinate direction, i, j, and k such that both the velocity magnitude and 
velocity direction are defined independent of those solved for throughout the solution 
domain.   
 
𝑈 = 𝑢〈𝑖〉 + 𝑣〈𝑗〉 + 𝑤〈𝑘〉          (2.14) 
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At physical walls, the values of u, v and w are zero in accordance with the no-slip 
condition.  Elsewhere, u, v, and w are chosen to coincide with known velocities at 
boundary locations.  In certain situations it is appropriate to prevent the flow from 
crossing through a boundary without enacting the no-slip condition.  This boundary 
condition is referred to as a slip plane boundary condition. Along the slip plane, the 
velocity component normal to the slip plane Un is zero and the wall shear stress𝜏𝑖𝑗  is also 
zero. 
 
𝑈𝑛 = 0 𝜏𝑖𝑗 = 0       (2.15, 2.16) 
 
An alternative to specification of velocity at the solution boundary is the definition of an 
average pressure, ?̅? over the boundary with length or area S.  In addition, the flow 
direction must also be specified.  When fluid is free to pass in to or out of each boundary 
location, the pressure conditions is said to be an opening boundary condition.  When the 
flow direction is established from the velocity direction at adjacent cells within the 
solution domain the opening condition is also an entrainment condition.  The average 
pressure ?̅? over a given boundary is constrained by Eqs. (2.17) and (2.18) where pn is the 
local pressure at each solution point and 𝑝𝑛̅̅ ̅  is the average pressure over all solution 
points along the boundary.  This implementation does not require that the profile of 
pressure be specified.  
 
?̅? =  
1
𝑆
∫ 𝑝𝑖𝑝𝐴 𝑑𝑆  𝑝𝑖𝑝 = ?̅? + (𝑝𝑛 − 𝑝𝑛̅̅ ̅)     (2.17, 2.18) 
 
With regard to turbulence quantities, closure is achieved by specification of the 
turbulence intensity Tu from which the turbulence kinetic energy k and its rate of 
dissipation are inferred as follows 
 
𝑇𝑢 =
𝑢′
𝑈
 𝑘𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦 =
3
2
𝑇𝑢
2𝑈2 𝜀𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦 =  𝜌𝐶𝜇
𝑘2
1000𝐼𝜇
 (2.19, 2.20, 2.21) 
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2.1 Examples of Research Employing the SST Turbulence Model from 
the Literature 
 
The SST turbulence model just described was selected for the simulations reported 
throughout this thesis based on an extensive literature search.  The knowledge gained by 
this effort, which will now be presented, was found to be consistent with the author’s past 
experience using the model.  The versatility of the SST turbulence model is proven two 
fold by its ability to produce favorable agreement when compared with experimental data 
over a broad range of fluid flow applications and also by computational efficiency 
inherent to the model.     
 
2.1.1 Simulation of Swirling Flows 
 
As recently as 2016, W. Li, et al. [2] concluded that the SST turbulence model provided 
the best overall prediction of flow variations and heat transfer inherent to pin fin arrays 
based on an evaluation of six turbulence models.  Other examples of research, which 
evaluated the success of the SST turbulence model for swirling flows and pipe bends, 
included those of Engdar and Klingmann [3] and A. Li, et al. [1].  In 2002, [3] reported 
that the SST turbulence model was more accurate that the standard k-ω model and four 
variations of the k-ε model in comparison to experimental measurements of mean 
velocity and turbulent kinetic energy in swirling flows confined to a dump gas turbine 
combustor.  Published in 2014, [1] established good comparison of Particle Image 
Velocimetry (PIV) measurements with results calculated using the SST turbulence model 
for wedge-shaped components placed within close coupled pipes.    
 
2.1.2. Simulation of Internal Flow within Ducts 
 
With specific regard to internal flows within ducts a study published by Park, et al. [4] in 
2015 successfully employed the SST turbulence model to simulate fluid flow and heat 
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transfer in a rectangular duct with angled rib turbulators.  Sparrow, et al. [5] also used the 
SST turbulence model to address limitations in constant heat transfer coefficient 
assumptions associated in heat exchanger analysis as it applies to a double-pipe 
configuration heat exchanger.  In 2014 Bayazit et al. [6] utilized the SST turbulence 
model to analyze the effect of perforated plates placed within rectangular ducts under the 
action of forced convection and found good agreement between pressure drops predicted 
by the numerical model and experiments.  In a recent instance, the SST model was used 
to provide new outcomes based on past experimental studies.  Gorman et al. [8] 
performed numerical simulations of swirling flow heat transfer in a conical diffuser based 
on five turbulence models with input from experiments performed by Clausen, et al. [7] 
in 1993.  The outcome of the study revealed that the SST model was the best practical 
choice in terms of model agreement with experimental data and simulation time.      
 
2.1.3 Simulation of Unconfined Flow over Structures 
 
Recent studies have employed the SST turbulence model to predict wind pressures on 
built structures and surface-mounted obstacles placed within unconfined flow.  One such 
example, published in 2009 by Guha, et al. [9], compared local pressure coefficient 
measurements obtained from an actual building with those determined by calculations 
employing three turbulence models.  Results obtained using the SST turbulence model 
were found to agree more favorably with the experimental data than those produced by 
the standard k-ε or RNG k-ε models.  In 2013 Wang, et al. [10] utilized the SST model 
amongst six turbulence models to predict pressure coefficients on an arched roof 
building.  While the study did not include experimental validation the authors concluded 
that the SST and RNG k-ε models reduced required simulation time in comparison with 
the other models evaluated. A similar study conducted by Wu, et al. [12] in the previous 
year, for the simpler situation of a gabled roof, arrived at a similar outcome. In 2014 
Mukherjee, et al. [13] applied the SST turbulence model to predict pressure coefficients 
and flow patterns surrounding a tall building with a Y-shaped cross section and 
established good agreement with measurements obtained from wind tunnel testing.  
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Another study by Hajra and Dalui [14] also utilized the SST model to perform 
simulations of wind flow over a tall building.  In this case, the shape of the cross section 
was octagonal and upstream obstructions were included.  Valger et al. [11] employed the 
SST turbulence model in a 2016 study which ambitiously considered a specific building 
and its native surrounding structures.  Despite the considerable complexity associated 
with this geometry, pressure coefficients calculated at selected surface locations agreed 
modestly with experiments.      
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    Chapter 3  
 
TWO-DIMENSIONAL SIMULATION OF WIND INDUCED 
PRESSURE COEFFICIENTS ON A MODEL BUILDING 
 
3.0 Introduction 
 
The literature discussed in the first and second chapters revealed that there is not a 
universally accepted model for simulations relevant to wind engineering.  Among the 
necessary specifications that define an appropriate model, major issues such as transport 
properties, boundary conditions, extent of the solution domain, and quantification of the 
atmospheric boundary layer need to be dealt with.  Despite the extensive literature 
relating to wind engineering, it appears that these issues have not been explored in their 
own right. Rather, it is evident that each publication adopted these specifications as they 
were required to facilitate specific solutions.  However, the sensitivity of those solutions 
to the variation of each of the aforementioned specifications was not addressed.  
 
Among the issues that require quantitative clarification, boundary conditions are of major 
significance.  In this context, the issue of boundary conditions encompasses not only the 
fluid flow conditions at a specified boundary but also the dimensionality of the solution 
domain that the boundaries enclose and their proximity to the specific flow obstructions 
studied.  With regard to dimensionality, the built structure with which the wind interacts 
may be presented as either a two-dimensional cross section or in its complete three-
dimensional form.  The extent of the solution domain upstream, downstream, above, and 
potentially also to each side of the building are all highly relevant to the model.  The 
quantification of boundary placement and corresponding boundary conditions for the 
simpler two-dimensional situation is the focus of this chapter.  The three-dimensional 
situation will then be addressed in the next chapter.  
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3.1 Overview of the Solution Domain and Boundary Conditions 
 
The two-dimensional geometric model used to facilitate the study is pictured 
schematically in Figure 3.1.  The diagram displays a building of height HB and depth DB 
situated on a ground surface which runs the length of the solution domain. The shape of 
the solution domain forms a rectangle which envelopes the building.  The location of the 
bounding rectangle is defined by its upstream distance LU from the building, its 
downstream distance LD, and its overhead distance LO.   These distances will be varied 
parametrically during the course of the investigation.  At the upstream boundary, the 
established atmospheric boundary layer profile is applied.  The shape of the profile 
depends on the terrain, and the terrain specification used here is suburban.   
 
At the overhead boundary, at least three possible boundary conditions present 
themselves.  The so-called opening condition described in the previous chapter is one 
such option.  Recall that this boundary condition mandates specification of the pressure 
and flow direction at each boundary location.  The least restrictive manner in which to 
enforce these requirements is to constrain the average pressure along the entire boundary 
to a specified value and to allow the flow direction to vary in accordance with the 
velocities at nearby nodes by mean of additional solution algorithms. This application is 
commonly described as an opening condition with entrainment.  The alternative option is 
to specify the flow direction at the boundary are to prescribe the flow direction as normal 
to the boundary or in terms of specified vector components in x and y.  Alternative 
specifications of pressure along the boundary are either as a fixed quantity or as a specific 
distribution.  Since the specific variation of flow patterns and pressure along the 
boundary are unknown, it would be at odds with reality to constrain them based on 
arbitrary specifications. 
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Figure 3.1 Summary of nomenclature for the geometric features of the two-
dimensional solution domain 
 
Another candidate condition at the overhead boundary is termed a slip-plane boundary as 
also described in the previous chapter.  That condition does not permit any flow to cross 
the boundary and specifies that the flow direction at the boundary surface lies in the plane 
of the surface.  The ramification of the use of this boundary condition is that the mass 
flow rate that enters the solution domain at the upstream boundary is maintained the same 
throughout the entire solution domain.  Another feature of the slip-plane boundary is that 
the pressure need not be specified.    
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Yet another specification that may be considered for application at the overhead 
boundary is velocity.  Since this boundary condition does not maintain a constant mass 
flow rate throughout the entire solution domain it is not accurate.   
 
At the downstream end of the solution domain, it was deemed appropriate to apply the 
opening with entrainment condition to enable the flow to take on its natural direction and 
distribution of velocity.  In particular, if a recirculation zone is the legacy of the leeward 
face of the building, the opening boundary condition permits it to occur.  As noted in the 
foregoing, the opening boundary condition requires only that the average pressure along 
the boundary be specified.   
   
3.2 Elucidation of the Atmospheric Boundary Layer 
 
The atmospheric boundary layer (ABL) is the profile of the wind velocity that results 
from the frictional interaction of wind with the surface of the earth at which the no-slip 
condition occurs.  Near the ground the action of fluid-friction is strong resulting in an 
initially steep velocity gradient, 
𝜕𝑢
𝜕𝑦
, which diminishes with increasing altitude. Above a 
critical height, known in the parlance of wind engineering as the height of the gradient 
wind, Vgw the aforementioned frictional interactions have diminished to an extent that 
they no longer have an a significant effect on wind velocities relative to other 
atmospheric forces.  The atmospheric boundary layer profile extending from the ground 
to the height of the gradient wind has been a subject of considerable research interest 
amongst scholars for many years resulting in an extensive literature which caters 
specifically to its description.  The model which is adopted for this thesis is a power law 
[15] which assumes the following mathematical representation.   
 
    𝑉(𝑦) = 𝑉∗ (
𝑦
𝑦∗
)
𝛼
                                                         (3.1) 
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where y* denotes a height where the velocity V* is known, and the exponent α is often 
regarded as a constant but may vary with velocity.  This representation is regarded as 
valid for heights that are less or equal to the height ygw of the gradient wind.  
 
There are a wide assortment of values of α and ygw in the published literature.  A well-
regarded tabulation is provided by Simiu and Scalan [16] which is repeated here for 
reference purposes. In addition to α, the table also lists values of ygw. Furthermore, the 
specific literature works cited in [16] are also given. 
 
 
 
Inspection of the table indicates that both the values of α and ygw depend on the nature of 
the surface over which the wind is passing.  In general, it can be seen from the table that 
the largest values of α correspond to urban centers and the lowest values to coastal areas.  
Of particular interest is the height of the gradient wind because this value defines the 
range of heights for which Eq. (3.1) is believed to be valid.  It may be observed that the 
greatest values of ygw are for urban centers and the least are for coastal areas.  The 
information conveyed in Table 3.1 dates from separate works in 1965, 1982 and 1995.  In 
a separate literature survey extending from 2009 to 2014, other α values that were 
extracted from relevant publications are: (a) urban centers 0.4 [20, 21], (b) open terrain 
0.15 [22], 0.21 [23], and (c) ocean 0.1 [24].  Comparison of these current results with 
those of Table 3.1 indicate satisfactory agreement. 
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The last row of the table is qualified by an asterisk which indicates that the data were 
obtained for a “3-second gust.”  In the United States, the wind speed frequently used in 
the structural design of buildings is often referred to as a "3-second gust," which is the 
highest sustained gust over a 3-second period having a probability of 1 in 50 of being 
exceeded in a year [19]. This design wind speed is accepted by most building codes in the 
United States and often governs the design of buildings and structures. 
 
In lieu of specifying a velocity profile at the inlet of the solution domain, an alternative 
option is to achieve closure at that boundary by designating the static pressure 
distribution at that location.  While this approach appears viable in principle, it is difficult 
to implement in practice due to the paucity of pressure information available 
corresponding to the situation of severe wind.  The well-known “standard atmosphere” 
provides a reliable pressure profile; however, its application is limited for the present 
effort due to the fact that it corresponds to a passive situation without airflow above a 
specific location on the earth’s surface.  In order to achieve the correct velocity 
distribution with height, both pressure and stream wise pressure gradient profile 
measurements would be required.  An extensive review of the literature did not reveal 
any studies of this nature.  In absence of such information it appears that specification of 
pressure is not a viable boundary condition.  In that light, specification of velocity is 
chosen. 
 
The specific velocity profile used throughout this thesis is adopted from the ASCE 7 
standard [19] which provides provisions for determining wind loads that are presently 
accepted by structural building codes throughout the United States.  Specifically, the 
ASCE 7 standard adopts the long-studied power-law expression that is the legacy of 
numerous studies referenced in the foregoing.  Within the context of the standard values 
of ygw and α assume those listed in the third row of Table 3.1 per [19] for the different 
surface roughness types listed. “Suburban” exposure was used for this study.  The 
reference velocity V* of Eq. (3.1) is also prescribed by the standard, and corresponds to 
historical records of wind measurement obtained at a height of 10 m throughout the 
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United States.  Specifically a value of 95 mph was observed.  Sustained winds of this 
magnitude are commonly experienced throughout inland coastal areas during hurricanes 
and tropical storms that are consistent with the terrain in question and for which sustained 
wind is the dominant mode.   
 
3.3 Elucidation of the Solution-Domain Zones 
 
This investigation is ultimately concerned with pressure distributions induced on the 
surfaces of a building that experiences sustained wind.  This effort is challenged by the 
fact that it is not possible, based on present computer limitations, to model the enormous 
scale of the atmosphere associated with storm systems and weather patterns while also 
capturing the aforementioned ground-surface effects which affect the atmospheric 
boundary layer at heights below the gradient wind.  It is crucial to account for such 
surface effects in order to determine realistic wind flow patterns in the nearby vicinity of 
the building considered.  Consequently, the model must limit the extent of the 
atmosphere simulated to the neighborhood of the building.   In doing so, it is necessary to 
understand how this necessary limitation influences the simulation results.   
 
3.3.1 The solution domain upstream of the building 
The velocity profile that impinges upon the building in question is influenced by the 
length of the upstream fetch, LU in two significant ways.  First, wind passing over the 
ground along LU results in a continuation of the frictional interactions by which the 
velocity profile is shaped.  Second, the presence of the building as a blockage alters the 
path of wind flow upstream of the building as a result of upstream viscous diffusion.  The 
relevance of these two impacts to the solution results imparted by selection of LU will be 
resolved quantitatively when the results of the numerical simulations are presented in the 
proceeding sections.  Specifically, ten values of LU were selected ranging from LU/HB = 4 
to 44.   
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3.3.2 The extent of the solution domain above the building  
The height above the building LO at which the solution domain is terminated also has the 
potential to impact wind flow in the nearby surroundings of the building in two ways.  
First, the heights corresponding to which wind velocity magnitudes are known limits the 
range over which they can be accurately specified.  This, in turn, has a practical bearing 
on the representation of wind specified at the upstream boundary and places an upper 
bound on the solution domain height.  Second, the choice previously discussed closures 
at the overhead boundary may impart anomalies in the flow surrounding the building if 
that boundary is placed too close to the building.  This could result in a situation where 
the boundary condition assumed does not align with natural variations of velocity and 
pressure. In order to maximize separation between the building and the location of the 
upper boundary, while also respecting the range of values over which velocities specified 
by the chosen ABL profile are valid, the height of the solution domain, (LO + HB) was 
placed to coincide with the location of the gradient wind, ygw = 1200 ft. 
  
3.3.3 The solution domain downstream of the building 
 
It is well established that the nature of the fluid flow adjacent to the leeward face of any 
substantial blockage must encompass a separated region with its attendant recirculation.  
Therefore, the minimum downstream distance from the leeward face of the building to 
the termination of the solution domain must be large enough to allow the separated region 
its full extent.  As an initial guess, the downstream extension of the solution domain LD 
was set equal to the solution domain height, (LO + HB) and additional models were run 
with double the downstream distance.  Results corresponding to each case will be 
addressed in the results discussion. 
3.4 Discretization of the Governing Equations 
 
The location of each node was specified by mean of a mapped mesh algorithm which 
resulted in a grid consisting purely of rectangular elements in the x-y plane.  In order to 
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apply the mapped algorithm, the solution domain was subdivided into rectangles with 
common vertices and sides.  The spacing of nodes along each side was dictated by spatial 
gradients which enforced systematic changes in the size of each successive element in the 
gradient direction.  These gradients were used to create high nodal density near physical 
walls while using fewer nodes where gradients in the solution variables are expected to 
be strong.  This approach provides greater efficiency in the use of computational 
resources than a grid with arbitrarily high density throughout the solution space.  Figure 
3.2 illustrates the distribution of nodes near the building.  Part (A) of the figure shows the 
grid in the nearby vicinity of the building from a zoomed-out perspective.  Within this 
view the nodes are packed so tightly in some locations that it is impossible to distinguish 
their separation from one another resulting in a uniform black appearance.  The mesh 
spacing within the box outline that is placed at the windward corner of the building is 
shown in part (B).  From this perspective  it is clear the density of the mesh increases at 
distances closer to the walls of the building. 
 
Figure 3.2 Distribution of nodes near the building 
 
The nodes used in each situation varied according to the size of the solution domain 
ranging from 1.5M to 2M nodes.  Mesh verification was established based on models for 
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selected cases featuring a 50% increase in nodal number and no meaningful differences 
were found in the solution results which will now be reported.  
3.5 Assessment of the Importance of Solution Domain Size and 
Overhead Boundary Condition  
 
Two of the main independent variables governing the analysis and results of this chapter 
are the size and deployment of the solution domain zones just described and the fluid-
flow boundary conditions imposed at their extremities.  Of particular interest, with regard 
to the latter specification, is the choice of the boundary condition at the upper edge of the 
solution domain since two possibilities for closure, an opening or a slip-plane, both 
appear to align well with the physical situation.  As stated, upstream lengths ranging from 
LU/HB = 4 to 44 were run for both overhead conditions.  Specifically, ten different 
upstream lengths were used for the solution domain extension.  
 
In order to establish whether or not altering these independent variables is of relevant 
consequence to the results, dependent variables of interest must also be identified so that 
their sensitivity to such alterations can be evaluated in a quantitative manner.   
 
While many choices are possible to facilitate this aim it is intuitive to first consider the 
sensitivity of pressure coefficients along each surface of the building.  This intuition is 
motivated by the fact that pressure coefficients are commonly used to describe wind 
pressure information for the purposes of structural engineering.  
3.5.1 Local and mean pressure coefficients 
 
As a prelude to the presentation of results that is forthcoming, it is necessary to first 
define the local and average pressure coefficients.  A pressure coefficient is a pressure 
difference normalized to dimensionless form.  For the local coefficient, the definition is:  
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𝑐𝑝,𝑙𝑜𝑐 =
𝑝𝑙𝑜𝑐−𝑝𝑟𝑒𝑓
1
2
𝜌𝑈𝑟𝑒𝑓
2
         (3.2) 
 
In this equation, ploc is the pressure exerted on a building location of interest, and pref is 
the pressure at the building site under the condition that the building is absent.  The flow 
is treated as incompressible so that the density 𝜌 is a constant.  The velocity Uref is taken 
at a height of 10 m above the ground and is 95 MPH.  Prescription of the velocity at this 
height was chosen to produce consistency with the ASCE 7 standard and also to be 
consistent with conventions embodied by existing literature.  
 
The average coefficient pavg over an area A is evaluated here based on the definition  
 
𝑝𝑎𝑣𝑔 =
1
𝐴
∫ 𝑝𝑆𝑆 𝑑𝐴           (3.3) 
 
Where pS is the spatial variation of pressure over a surface S of area A over which pavg is 
calculated.   Note that the values reported are determined approximately by numerical 
integration of Eq. (3.3) from discrete solution points. In dimensionless form, pavg is 
contained within the average pressure coefficient defined as  
 
𝑐𝑝,𝑎𝑣𝑔 =
𝑝𝑎𝑣𝑔−𝑝𝑟𝑒𝑓
1
2
𝜌𝑈𝑟𝑒𝑓
2
         (3.4) 
 
The next three figures, Figures 3.3, 3.4, and 3.5, display results for the average pressure 
coefficient at the windward-facing wall, roof, and leeward-facing wall, respectively of the 
representative building shown in Figure 3.1.  In each figure, the pressure coefficient is 
plotted as a function of the upstream extent of the solution domain.  Each figure displays 
two curves, respectively labeled as an opening condition and slip-plane condition.  As 
discussed in the foregoing, these conditions are alternative boundary conditions at the 
upper surface of the solution domain.   
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Attention will first be focused on the average pressure coefficients on the windward wall 
of the building.  In this case, the stagnation of the flow at the building wall creates a 
pressure rise as the decrease in kinetic energy of the approaching flow is converted to an 
increase of pressure near the windward wall.  It agrees with intuition that the resulting 
total pressure, which is the sum of the static pressure and that which is converted kinetic 
energy, would produce positive average pressure coefficients.  Furthermore, it is intuitive 
to expect that since additional boundary layer growth is possible along LU, which has the 
effect of diminishing velocity magnitude near the ground surface, that the average 
pressure coefficient will have a decreasing relationship with LU.  This expectation is 
fulfilled by the results depicted in Figure 3.3.  It is also apparent that the diminution of 
the average windward pressure coefficient with increasing LU is greater for the case 
where the overhead boundary condition is specified as an opening than it is for the 
specification of a slip-plane at that location.  This outcome owes to the fact that the 
opening provides an avenue for outleakage of mass from the solution domain.  A 
reduction in the average velocity carried by the boundary layer must diminish in 
accordance with this outleakage.    
 
Figure 3.3 Mean pressure coefficient for the wind-facing wall 
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Focus may now be shifted to the results of Figure 3.4 which corresponds to the average 
pressure coefficient calculated at the roof of the building.  Not unexpectedly, the roof-
adjacent pressures are in suction, with the higher velocities giving rise to higher suction. 
This suction results from acceleration of the flow at the leading edge of the roof where 
the rate of mass flow is increased in accordance with diversion of flow upwards by the 
presence of the building as an obstruction.  This action also creates a detached flow over 
a large portion of the building roof whereby eddies contribute to pressure reduction.   It is 
for this reason that the greatest negative values of the pressure coefficient occur for the 
shortest upstream solution domain where velocities are the highest as discussed in the 
foregoing.  It is somewhat surprising that the type of boundary condition at the upper 
edge of the solution domain has only a moderate effect on the average rooftop pressure 
coefficient determined in contrast to the results for the windward wall.  This finding 
remains to be explained.   
 
The results for the leeward-facing wall of the building, Figure 3.5, also reflect suction.  
The trends in those results are very similar to those already identified for Figure. 3.4. As 
with that case, it is expected that flow separation on the leeward side of the building 
contributes to pressure losses.  The fluid mechanics specific to each situation is owed 
deeper investigation and will be discussed in the proceeding sections.   
 
It is axiomatic that local results are more sensitive to independent variables than are 
results that are averaged.  In this light, it is appropriate to shift focus to spatial 
distributions of the local pressure coefficients and to examine how those results are 
affected by both the overhead boundary conditions and the upstream length of the 
solution domain.   
 
To this end, Figures 3.6 and 3.7 have been presented to convey distributions of the local 
pressure coefficient on the wind-facing wall of the building.  Figure 3.6 pertains to the 
slip-plane overhead boundary condition, whereas Figure 3.7 corresponds to the opening 
boundary condition.  In both figures, several curves are plotted corresponding to the 
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different upstream lengths extending upstream of the building to where the atmospheric 
boundary layer is initiated.  
 
 
Figure 3.4 Mean pressure coefficient for the roof 
 
Figure 3.5 Mean pressure coefficient for the leeward wall 
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3.5.2 Spatial Distributions of Local Pressure Coefficients  
 
Inspection of both figures indicates that there are general trends in the data which are 
independent of the length of the upstream extension of the solution domain and of the 
overhead boundary condition chosen.  For each case, the distribution of the local pressure 
coefficient exhibits a plateau of positive values throughout the majority of the windward 
wall extending from the lowest point along the wall at the ground surface up until very 
near the rooftop location.  In the short distance just below the rooftop, values of the 
pressure coefficient diminish rapidly and assume negative values at the intersection of the 
roof with the windward wall.  As has been described earlier, this rapid reduction in 
pressure is the result of fluid acceleration near the corner which is of significant 
magnitude to initiate the change in sign.      
 
 
Figure 3.6 Local pressure coefficient distribution along the wind-facing wall for the 
case that a slip plane is specified at the upper boundary 
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Figure 3.7 Local pressure coefficient distribution along the wind-facing wall for the 
case that an opening condition is specified at the upper boundary 
 
Another trend that can be identified in both figures, which is independent of the overhead 
boundary condition specification, but is however dependent upon LU/HB, is the general 
trend in the magnitudes of cp,loc along the plateau portion of each curve that corresponds 
to pressure increases associated with flow stagnation at the windward wall. It is apparent 
that cp,loc values within this span diminish with increasing LU/HB.  With regard to the 
plateau values corresponding to the slip-plane upper boundary condition, shown in Figure 
3.6, a large reduction in the magnitude of cp,loc occurs from LU/HB = 4 to LU/HB = 8, 
whereas moving from LU/HB = 8 to LU/HB = 16 and again from LU/HB = 16 to LU/HB = 44 
produces only a minor additional reductions.  In fact, for the case of LU/HB = 44, values at 
the plateau actually increase slightly relative to those for LU/HB = 16.  It is not clear 
whether this increase is owed to the limits of numerical accuracy or some other factor 
that requires further investigation and will be addressed during the impending discussion 
of the flow field results.  For the opening case shown in Figure 3.7 the outcomes agree 
more reliably with intuition whereby successive reductions in the magnitude of cp,loc 
along the plateau are exhibited in each curve.  As with Figure 3.6, the most significant 
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change occurs from LU/HB = 4 to LU/HB = 8, whereas subsequent increases to in the length 
of upstream extension have a diminished impact. 
 
The peak magnitude of suction, located at the rooftop intersection with the upper extent 
of the windward wall, corresponding to each case of LU/HB  shown in both Figures 3.6 
and 3.7 assumes the same relationship with LU/HB as that which was just described in 
relation to the magnitude of the local pressure coefficient along the plateau portion of 
each curve.  This outcome is unsurprising.  As has been postulated, this behavior is 
consistent with the outcome that velocities near the ground diminish with increasing 
LU/HB.  Thus, for instances where LU/HB is small, the magnitude of cp,loc associated with 
stagnation assumes higher values due to increased flow deceleration and peak suction at 
the leading edge of the roof achieves higher magnitude in association with increased 
acceleration local to that point.  
 
Attention is now directed to the streamwise spatial distribution of the local pressure 
coefficient at the roof of the building.  This information is conveyed in Figures 3.8 and 
3.9, respectively for the slip-plane and opening overhead boundary conditions.  It can be 
seen that the local pressure coefficients are more or less constant along the streamwise 
length of the roof, and this result holds for both of the overhead boundary conditions.  
Only in the neighborhood of the forward edge of the roof is there a spatial variation of the 
local coefficient.  That variation is extremely steep, reflecting the fact that the flow 
undergoes substantial acceleration at the windward corner of the roof. Moving 
downstream along the roof surface, pressure losses are dictated rooftop eddies which 
produce less suction.  It is also apparent that the overhead boundary condition has only 
minor material effect on either the magnitudes or the shape of the local pressure 
coefficient variations on the roof surface.  As was the case for the windward wall, a large 
change in the magnitudes of the local pressure coefficient occurs from LU/HB = 4 to 
LU/HB = 8 and that successive increases in LU/HB produce smaller reductions in the 
magnitude of suction.  While true for both cases of the overhead boundary condition, this 
behavior is more apparent for the results shown in Figure 3.8 corresponding to the slip 
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plane upper boundary condition than it is for those in Figure 3.9 which employed an 
opening at the top of the solution domain. 
 
The final figures in this sequence are Figures 3.10 and 3.11.  These figures display the 
local pressure coefficients on the leeward face of the building.  Figure 3.10 pertains to the 
slip-plane overhead boundary condition, whereas Figure 3.11 is for the opening 
condition.  In both cases, the pressure coefficients are seen to be more or less uniform 
over the entire leeward surface except for the rapid decrease which occurs where the 
surface intersects the roof.  The abrupt change can be attributed to the presence of a large 
recirculation zone at the most-downstream edge of the roof. Further inspection of the 
figures shows that all of the displayed values of the pressure coefficient are negative, 
thereby accentuating the fact that leeward faces of blunt objects are zones of low 
pressure.  The lowest pressure coefficients are seen to correspond to the initiation of the 
atmospheric boundary layer at the location closest to the building.       
 
 
Figure 3.8 Local pressure coefficient distribution along the roof wall for the case 
that a slip-plane condition is specified at the upper boundary 
  41 
 
Figure 3.9 Local pressure coefficient distribution along the roof wall for the case 
that an opening condition is specified at the upper boundary 
 
 
Figure 3.10 Local pressure coefficient distribution along the leeward wall for the 
case that a slip plane condition is specified at the upper boundary 
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In order to provide further insight regarding the trends observed in Figures. 3.3 through 
3.11, the profile of the atmospheric boundary layer at a location immediately upstream of 
the building is plotted in Figures 3.12 and 2.13.  Specifically, the exhibited profiles are 
those at an upstream distance of four building heights, 4HB from the windward wall.   
 
Figure 3.11 Local pressure coefficient distribution along the leeward wall for the 
case that an opening condition is specified at the upper boundary 
 
3.6 Velocity Profiles Immediately Upstream of the Building  
 
The first of these figures contains the results corresponding to the situation where an 
opening condition is specified at the upper boundary, whereas the second figure conveys 
the results associated with the slip-plane condition. 
 
In Figures. 3.12 and 3.13, the velocity profiles are plotted as a function of the 
dimensionless vertical height normalized by the height of the gradient wind.  Each curve 
corresponds to a different point of initiation of the atmospheric boundary layer.  That 
starting point is quantified by its upstream distance LU as measured from the 
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impingement face of the building.  As stated, the profiles that are shown actually 
correspond to a location that is four building heights upstream of the windward face.   
 
 
Figure 3.12 Near-ground velocity profiles at a distance of 4HB upstream of the 
building.  The individual curves correspond to the upstream locations at which the 
atmospheric boundary layer is initiated.  The boundary condition at the upper 
surface of the solution domain for these results is opening.  This condition allows 
fluid to leave the domain. 
 
Observation of Figures 3.12 and 3.13 reveals a trend which is in good agreement with 
that which has been identified for the average pressure-coefficient results at the windward 
face of the building in Figures 3.2 and 3.3.  Recall that the average pressure coefficient 
was found to decrease with increasing LU.  Similarly, it is apparent from Figures 3.12 and 
3.13 that the velocity magnitudes near the ground surface also diminish with LU. Thus it 
is reasonable to conclude that reductions in the magnitude of the mean pressure 
coefficient at the windward wall, and also at the roof and leeward walls, are the result of 
reductions in velocity near the ground surface that accompany increases in LU. 
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Figure 3.13 Near-ground velocity profiles at a distance of 4HB upstream of the 
building.  The individual curves correspond to the upstream locations at which the 
atmospheric boundary layer is initiated.  The boundary condition at the upper 
surface of the solution domain for these results is slip-plane.  This condition does not 
allow fluid to leave the domain. 
 
This behavior is exhibited for both specifications of the boundary condition at the upper 
surface of the solution domain. However, there are some interesting differences in detail 
that can be drawn from comparisons of the two figures. 
 
Inspection of the figures reveals that the spread among the curves is greater in Figure 
3.12 than that in Figure 3.13.  This difference can be attributed to the fact that the first 
figure corresponds to the opening boundary condition at the upper surface of the solution 
domain whereas the second figure is for slip-plane boundary condition.  The opening 
boundary condition permits mass to escape from the solution domain and owing to mass 
conservation the mean velocity diminishes continually along the length of the solution 
domain as a result of this outflow.  In contrast, the slip-plane condition is, in effect, an 
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impervious wall which confines the flow to the solution domain which results in constant 
average velocity over the height of the solution domain at any vertical traverse which 
encompasses that height.  Also seen in these figures is an unexpected change of slope in 
the curves at a distance equal or less than y/ygw ~ 0.05.   
 
Attention will now be turned to a discussion and elucidation of the near ground changes 
in the slopes of the velocity profiles at x/HB = -4.  A further examination of the figures in 
question reveals that there is a sharp breakaway from the very steep near-wall slope for 
all of the plotted curves.  The breakaway appears to occur more or less at the same 
distance from the ground.  The breakaway slopes are much lower than the very near wall 
values.  Further tracing of the profiles indicates the presence of a second, less-sharp 
change of slope at vertical locations whose distance from the ground increases as the 
initiation point of the atmospheric boundary layer moves upstream.  These trends are 
found in both Figures 3.12 and 3.13.    
 
To provide perspective for these trends a computational experiment was performed to 
demonstrate that the change-of-slope phenomenon is not due to the presence of the 
building.  To this end, an additional model was created to compliment the case where the 
upstream solution domain extension was LU/HB = 44 and the overhead boundary 
condition was a slip plane.  This complementary model was the same in every regard as 
that case with a single exception, which was that the building was omitted allowing the 
ground surface to extended the entire length of the solution domain.  This parallel 
simulation was run, and the relevant results are presented in Figures 3.14 through 3.17, 
respectively for locations x/HB =-36, -20, and -12.  In each figure, the full velocity profile 
is plotted as a function of the dimensionless vertical coordinate. From the figures, it is 
seen that the profiles with and without the presence of the building are virtually identical 
for x/HB of -36 and -20.  At x/HB = -12, a minor deviation between the velocity profiles 
for the two cases can be detected.  In this light, it is proper to conclude that the presence 
of the building does not affect the flow at locations more downstream than x/HB = -20.   
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In order to better resolve the near-ground portion of the curves shown in Figure 3.15 for 
x/HB = -20, the results corresponding only to the near-ground region are shown in Figure 
3.17.  Also shown in that figure for reference are the near-ground portions of the velocity 
profile at the upstream extent of the solution domain located at x/HB = -44.  For both of 
these cases, results are shown for the respective with-building and without-building 
situations.   
 
Figure 3.14 Full velocity profiles at x/HB = -36 corresponding to the initiation of the 
atmospheric boundary layer at LU/HB = 44.  The respective curves are associated 
with the presence and absence of the building.  The overhead boundary condition is 
a slip plane. 
 
It can be seen from the figure that the absence or the presence of the building does not 
affect the results.  On the other hand, the sharp-break feature in the profile for x/HB = -20 
is readily seen.  This information provides persuasive proof that the sharp-break feature is 
not connected with the presence of the building 
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Figure 3.15 Full velocity profiles at x/HB = -20 corresponding to the initiation of the 
atmospheric boundary layer at LU/HB = 44.  The respective curves are associated 
with the presence and absence of the building.  The overhead boundary condition is 
a slip plane. 
.    
In an attempt to pinpoint the cause of the sharp-break feature, a vertical traverse across 
the near-ground portion of the boundary layer was made of the ratio of the turbulent 
viscosity µt to the molecular viscosity µ.  A graphical presentation of that diagnostic 
information is presented in Figure 3.18.  The curves shown in the figure are 
parameterized by the upstream location LU/HB at which the atmospheric boundary layer 
is initiated.  The site at which the ratio is displayed is at x/HB = -4.  
 
As expected, the ratio is zero at the ground level since turbulence totally vanishes at that 
point.  On the other hand, the meteoric rise of the ratio in near neighborhood of the 
ground is somewhat unexpected.  The magnitudes of the ratio displayed in the figure are 
not uncommon for atmospheric boundary layers [25].   
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Figure 3.16 Full velocity profiles at x/HB = -12 corresponding to the initiation of the 
atmospheric boundary layer at LU/HB = 44.  The respective curves are associated 
with the presence and absence of the building.  The overhead boundary condition is 
a slip plane. 
 
Figure 3.17 Near-wall velocity profiles at x/HB = -36 corresponding to the initiation 
of the atmospheric boundary layer at LU/HB = 44.  The respective curves are 
associated with the presence and absence of the building.  The overhead boundary 
condition is a slip plane. 
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Figure 3.18 Ratio of turbulent to molecular viscosity in the near-ground region at 
the location x/HB = -4.  The curves are parameterized according to the upstream 
location at which atmospheric boundary layer is initiated.    
 
 Also of interest is the rapid drop off of the ratio at moderate distances from the ground.  
This finding suggests that the turbulence level beyond the near-wall region is minimal.  
This issue is discussed in some detail by Spalart (55).  The height and breadth of the 
respective curves is indicative of the length that the fluid has traveled between the 
initiation point of the atmospheric boundary layer and the point of observation.   
 
By a comparison of the ordinate scales of Figures 3.13 and 3.18, it is seen that the zone in 
which the sharp-break feature occurs is more or less the same as the zone of high 
turbulence viscosity.   
 
While the profiles for each of the two boundary conditions are similar for small upstream 
lengths, differences appear for larger upstream lengths.  For the cases where an overhead 
opening is specified, the velocity profile moderately diminishes in magnitude for each 
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increment of added length.  On the other hand, the velocity profiles at large values of LU 
tend to bunch up in the presence of the slip-plane overhead condition.   
 
3.7 Streamwise Velocity Distribution at the Upper Surface of the 
Solution Domain 
 
To provide an enhanced perspective with regard to the issues set forth in the preceding, 
the variation of velocity along the upper boundary is presented in Figures 3.19 and 3.20.  
The first of these figures, Figure 3.19, presents results for the slip-plane boundary 
condition.  The figure shows the streamwise variation of velocity along the uppermost 
extent of the solution domain for various upstream distances LU/HB at which the 
atmospheric boundary layer was initiated. In viewing these results, it is noteworthy to 
recall that the location of the building spans x/HB from 0 to 1.   From the figure, it is 
apparent that the fluid velocity begins to vary in response to the presence of the building 
long before it arrives at the building location.  This behavior becomes increasingly 
evident with successive increases of LU/HB.  The greatest impact of the presence of the 
building is associated with boundary layers that were initiated at the greater distances 
from it.  
 
At most, the presence of the building results in an overshoot of the gradient wind velocity 
of approximately 10% at ygw.  That overshoot attains a maximum well downstream of the 
leeward face of the building.  This finding can be attributed to the inability of the fluid to 
follow the building contour and, instead, it lofts high above the building with a 
continuation of the loft for a considerable distance downstream.  
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Figure 3.19 Streamwise velocity variation along the upper surface of the solution 
domain for the slip-plane case.  The curves are parameterized by the location LU/HB 
where the boundary layer is initiated.    
 
 
Figure 3.20 Streamwise velocity variation along the upper surface of the solution 
domain for the opening case.  The curves are parameterized by the location LU/HB 
where the boundary layer is initiated.    
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The trends evident in Figure 3.20 are markedly different from those seen in Figure 3.19.  
Placement of an opening condition at the upper boundary, which corresponds to the 
results displayed in the former figure, permits an outflow along the boundary and gives 
rise to velocity reductions.  These reductions contrast the velocity increases shown in 
Figure 3.19.  In both figures the root causes of these variations are mass conservation and 
the action of viscous diffusion which steers the fluid away from downstream obstructions 
long before they arrive at the location of such blockages.   
 
When the slip-plane boundary condition is applied at the upper extent of the solution 
domain, the mean velocity must increase to compensate for the reduction in free area 
imposed by the building and attentive features of the nearby flow. In particular, separated 
regions of recirculating fluid at the building rooftop and immediately leeward of the 
structure further reduce the cross-section through which the overhead flow passes.  
Alternatively, specification of an opening at the upper boundary allows flow to exit the 
solution domain in accordance with these obstructions.  This outflow is however also the 
result of boundary layer growth.  Unabated, growth of the boundary layer reduces the 
mean velocity of the atmospheric boundary layer within the solution domain and is 
partially to explain for the reductions in velocity depicted in Figure 3.20.  
 
When described in terms of deviation from the gradient wind velocity at ygw the results 
corresponding to the opening case are of lesser deviation than those corresponding to the 
slip-plane condition.  Specifically, the deviations are less than 1% for the opening case.  
 
In order to further illustrate the outleakage of fluid at the upper boundary associated with 
prescription of an opening boundary condition at that location Figure 3.21 is provided 
which shows normalized velocity vectors in the region of fluid directly above the 
building at and also for a zoomed in portion of the fluid at, and just below, the gradient 
wind height, ygw.  The figure is divided into two parts corresponding to the slip-plane 
condition, on top, and the opening condition, in the lower part of the figure. Each of these 
depictions assumes a side-by-side presentation whereby a black outline relates the 
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macroscopic situation above the building with the aforementioned zoomed-in view.  The 
figure clearly shows an upward bias in the vector orientations corresponding to the 
opening boundary condition near ygw for b.) which persists downwards throughout the 
entire above-building zone.  In contrast, virtually no upward bias is apparent for the 
vectors of part a.) which corresponds to the slip-plane overhead condition.  For that case 
an upward bias is apparent above the building but diminishes rapidly with increasing y.         
 
Figure 3.21 Normalized velocity vectors in the column of fluid extending above the 
building and near the location of the gradient wind.  The upper portion of the figure 
corresponds to the slip-plane upper boundary condition and the lower portion of the 
figure is associated with an opening placed at the upper boundary 
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3.8 Flow Field in the Nearby Vicinity of the Building 
 
Figures 3.22 and 3.23 indicate the flowfield surrounding the building as an arrangement 
of vector diagrams corresponding to three selected lengths of the upstream extension of 
the solution domain.  In particular, the values of LU/HB chosen for comparison were 4, 12 
and 44 as presented from top to bottom in parts a, b and c on the left-hand side of each 
figure whereby the vectors are not normalized.  Similarly, parts a’, b’ and c’ located on 
the right-hand side of each figure show the same arrangement corresponding to LU/HB 
with normalized vectors. A slip-plane is specified at the upper boundary for the 
simulation results depicted in Figure 3.22, whereas an opening in prescribed at that 
location for all of the results indicated in Figure 3.23.       
 
It is evident in both figures that results (a) through (c) reflect successive reductions in the 
overall magnitude of the velocity vectors depicted which is consistent with the trend 
identified in Figures 3.12 and 3.13 where near-ground velocities were found to diminish 
with increasing LU/HB.  This outcome establishes a direct relationship between 
modification of the atmospheric boundary layer velocity profile over LU and the resulting 
flowfield velocities which envelop the building. 
 
Examination of the normalized flowfield results shown in (a’) through (c’) of each figure 
reveal numerous flow features that are general to each case.  For each result the 
approaching flow deflects upwards prior to reaching the windward wall above which a 
large recirculating region is situated beneath the point of stagnation which can be roughly 
approximated to coincide with a height of y = 2HB/3 for LU/HB = 4 and 12, and just more 
than y = HB/2 for LU/HB = 44 independent of the overhead boundary condition selected.  
Velocity vectors above this recirculating region accelerate upwards and converge near the 
intersection of the building rooftop with the windward wall where they are carried by 
their upward momentum away from the roof surface resulting in another prominent eddy 
which spans the majority of the rooftop.  It is significant to note that this eddy is in fact 
fortified by  
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Figure 3.22 Velocity vectors in the nearby vicinity of the building corresponding to 
the slip-plane overhead boundary condition. Results (a) through (c) are not 
normalized and results (a’) through (c’) are normalized 
 
recirculating flow in the downstream region of the building which attacks the building 
from behind.  Very careful examination of the vectors near the trailing edge of the 
building rooftop reveals a second counter-rotating eddy formed by this strong backflow 
which carries significant momentum to separate at the trailing edge of the building roof in 
a manner analogous to the windward  
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Figure 3.23 Velocity vectors in the nearby vicinity of the building corresponding to 
the opening overhead boundary condition. Results (a) through (c) are not 
normalized and results (a’) through (c’) are normalized 
 
flow at the leading edge of the roof but opposite in direction.  The size of this region 
varies according to LU/HB but is independent of the overhead boundary condition. For 
LU/HB = 4 and 12 the counter-rotating eddy spans approximately the last half of the 
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building roof, whereas for LU/HB = 44 the extent of this region is diminished to 
approximately the last third of the building roof.    
 
3.9 Sensitivity of Results to Variation of LO and LD 
 
Up until this point the focus of the chapter has been to examine the sensitivity of pressure 
coefficients as various building surface locations to the length of the solution domain 
preceding the building and to the boundary condition chosen for the upper-most extent of 
the solution domain.  While LO and LD also affect pressure coefficients, the mechanisms 
by which they act to do so are different than those described in the foregoing in 
association with LU and the overhead boundary condition choice.  It is of consequence 
that so long adequate specifications are prescribed, their impact on pressure coefficients 
is insignificant.  As discussed, the upstream length and overhead boundary condition 
affect the ABL velocity profile as it approaches the building.  This gives rise to variations 
in calculated pressure coefficients that are a strong function of LU.  LO and LD, on the other 
hand, have minimal impact on velocity profile development.  In this light, their 
specification will not impact the solution outcomes so long as they are chosen to be large 
enough as not to encroach upon flow variations in the nearby vicinity of the building. 
 
Recall that the overhead extension of the solution domain LO is bounded in practice by 
the height of the gradient wind which is the maximum height up to which the ABL 
velocity distribution can be accurately specified.  In order to verify that this practical 
limitation does not impact pressure coefficients calculated at each building surface 
supplemental simulations were run.  For either selection of the overhead boundary 
condition increasing LO by 25% and maintaining Vgw as a constant above ygw did not yield 
results different pressure coefficients at each building wall.  With regard to LD it was 
found that further extensions of the length of the downstream extent of the solution 
domain did not impact pressure coefficients.  
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3.10 Concluding Remarks 
 
It can be said of the results presented herein this chapter that the upstream extension of 
the solution domain, LU and overhead boundary condition chosen affect the magnitude 
and variation of pressure coefficients at each surface of the building. In order to 
summarize these outcomes Table 3.2 provides both mean pressure coefficients and 
extreme local pressure coefficients at each wall surface.  These values are listed in 
tandem with the overhead boundary condition chosen and LU by which they were 
produced.    
 
 
As discussed, the magnitude of the mean pressure coefficient at each wall surface was 
found to decrease with successive increases of LU when an opening was specified at the 
upper boundary.  Alternatively, when a slip-plane was specified for the upper boundary 
similar mean pressure coefficient reductions were obtained only for LU/HB < 12, beyond 
which further extensions of LU has far less impact.  These outcomes were found to rely 
largely on modification of the ABL upstream of the building.  In particular, boundary 
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layer growth and turbulence production within the solution domain acted to modify near-
near ground velocities for y < 0.05 ygw and LU/HB < 44.  
 
With regard to peak and minimum values of the local pressure coefficient at each wall 
surface the trends exhibited followed those corresponding to the mean coefficients just 
identified.  At the windward wall the peak value corresponds to stagnation pressure 
whereas the minimum value is associated with acceleration of the flow near the leading 
edge of the roof. Along the rooftop both the maximum and minimum values are in 
suction as is the case for the leeward wall.  Rooftop suction is greatest where it is 
coincident with the upper-most extent of the windward wall due to the aforementioned 
acceleration at that location and diminishes in the region of the rooftop which is governed 
by eddies with relatively less velocity magnitude.  At the leeward wall peak suction 
occurs where the backflow issued in the wake of the building converges near the trailing 
edge of the building roof and minimum suction is near the ground surface. 
 
These outcomes are significant in the way that they express the dynamic interaction of 
the ABL profile with the portion of the upstream fetch LU that is included within the 
bounds of the solution domain.  It has been demonstrated clearly that even over short 
distances boundary layer development can have a significant impact on the pressure 
coefficient results obtained.  Use of a slip-plane at the upper boundary has the ability to 
temper these variations to some degree for large values of LU greater than LU/HB = 12.  
However, this approach is the result of artificially limiting boundary layer growth.  With 
regard to the use of an opening as an alternative it appears boundary layer growth will 
continue with LU for at least up to LU/HB = 44 which is not a trivial length.  For a seven 
story building this would be on the order of three-quarters of a mile. In light of these 
outcomes, it appears that specification of the atmospheric boundary layer velocity profile 
at the upper extent of the solution domain with an arbitrary specification of LU can be at 
most an approximation of naturally occurring wind profiles.  Further research is required 
to establish means by which the ABL profile can be determined numerically in contrast to 
being prescribed at the upstream extent of the solution domain.  
  60 
Chapter 4 
THREE-DIMENSIONAL SIMULATION OF WIND-INDUCED 
PRESSURE COEFFICIENTS ON A MODEL BUILDING  
4.0 Three-dimensional Models         
Up until this point, the focus of the work has considered only two-dimensional 
simulations of wind-driven fluid flow over a square building.  It is implicit that an actual 
building occupies three-dimensional space and that a two-dimensional representation is 
inherently an approximation of its true shape.  In order to evaluate whether or not this 
approximation has merit, it was deemed appropriate to also simulate the realistic three-
dimensional situation in a manner that preserves the boundary conditions and solution 
domain extensions employed for the two-dimensional case.     
4.1 Solution Domain and Boundary Conditions 
The dimensional nomenclature of the solution domain is shown in Figure 4.1.  This figure 
is accompanied by Figure 4.2 which indicates the names of the boundaries of the solution 
domain diagrammatically.  The geometric origin of the simulation model is located at the 
lower left-hand corner of the gray-shaded building as illustrated in Figure 4.1. The width, 
depth and height of the building are defined by respective parameters WB, DB and HB 
which are arranged such that the building width is oriented transversely with respect to 
the impinging wind direction.  Fore, aft, and overhead dimensions of the solution domain 
are the same as those that were defined for the two-dimensional case; however, 
extensions to each side of the solution domain LS are introduced in accordance with the 
three-dimensional representation.     
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Figure 4.1 Dimensional nomenclature of the solution domain 
 
Figure 4.2 Naming and locations of the solution domain boundaries 
 
Part (A) of Figure 4.2 defines the locations of the upstream and downstream solution 
domain boundaries.  The upstream boundary, situated upstream of the building front face 
at a distance LU (Figure 4.1) in the wind direction, features a velocity boundary condition 
at which the prescribed distribution of velocity incorporates the atmospheric boundary 
layer profile defined by category C of the ASCE 7 standard.  This velocity deployment is 
identical to the arrangement used for the 2-dimensional simulations.   Recall that category 
C corresponds to one of the four categories, A through D, of vertical wind distribution 
enunciated by the ASCE 7 standard whereby the shape and height of the velocity 
boundary layer affected by frictional interaction with the ground takes the form of a 
power law relationship.  Each of the four letters designates the surface roughness of the 
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fetch over which wind passes before arriving at the building.  In particular, category C 
corresponds to “suburban” terrain.  At the downstream boundary of the solution domain, 
located at a distance of LD (Figure 4.1) aft of the building back face, an opening condition 
is specified identical to that applied for the two-dimensional models.  LU was varied over 
a range of 4HB to 16HB, whereas LD assumed a fixed value of ~30HB for all of the 
simulations. 
 
Part (B) of Figure 4.2 indicates the location of the side boundaries which do not exist in 
the two-dimensional representation.  At these locations, the same opening condition 
specified at the downstream boundary was also employed.  The side boundaries of the 
solution domain are located at a distance LS from each side wall of the building as 
illustrated in Figure 4.1.  The specified value of LS was constant and equal to ~30HB. 
 
Part (C) of Figure 4.2 assigns the location of the overhead boundary, located at a distance 
LO above the building roof, and the ground boundary upon which the building is situated.  
LO is a constant defined by the uppermost extent for which the category C boundary layer 
profile is defined, which is 1200 ft.  Expressed in terms of the building height, LO = 
13.3HB. As was the case for the preceding two-dimensional situations, for each upstream 
length two simulations were performed featuring either an opening or a free slip plane 
condition at the overhead boundary.  The ground plane and walls of the building were 
specified as no-slip walls.   
 
With regard to the building dimensions, the three-dimensional and two-dimensional 
representations are brought into geometric alignment by maintaining the same values of 
HB and DB.  However, the width dimension WB, inherent to the three-dimensional 
representation, does not replicate any dimension of the building employed for the two-
dimensional case.  It is implicit that if WB were to be very large relative to HB and DB the 
two-dimensional representation will compare more favorably with the three-dimensional 
representation than if WB is small relative to those values.  This is due to the influence of 
edge effects on flow spanning the width of the building which initiates at the corners 
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formed between the windward wall and side walls.  It is a practical reality, however, that 
very few real buildings reflect such dimensions.  In order for the two-dimensional 
representation to provide any significant value it must be demonstrated to provide 
reasonable agreement for buildings with width dimensions that scale similarly with depth 
and height.  To facilitate this investigation, WB was set equal to HB and DB for the three-
dimensional models that are the subject of the present chapter. 
 
In total, eight three-dimensional models were developed corresponding to four upstream 
lengths taken in combination with the opening and slip plane upper boundary conditions.  
Specifically LU was set equal to 4HB, 8 HB, 12 HB, and 16 HB.   
 
4.2 Physical Model 
 
The governing equations employed for the three-dimensional model are consistent with 
those utilized for the two-dimensional case.  In particular, the RANS equations were 
employed with the SST turbulence model.  Each simulation consisted of approximately 
10 million nodes deployed in a manner that concentrated node density near the surfaces 
of the building and the ground plane at which the no-slip condition is prescribed.   
 
4.3 Rooftop Pressure Coefficients 
 
Presentation of the results obtained utilizing the just described three-dimensional 
representation of the solution domain begins here with a discussion of the local pressure 
coefficients calculated at various rooftop locations according to each simulation 
performed.  As described in the foregoing, various upstream lengths, LU, were chosen for 
investigation ranging from LU/HB = 4 to LU/HB = 16.  For each upstream length, the 
upper boundary of the solution domain was either a free slip plane or an opening.   
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The definition of the local pressure coefficient was chosen to be the same as that which 
was used for evaluation of the two-dimensional model results. The following equation 
was employed for both cases: 
 
 𝑐𝑝,𝑙𝑜𝑐 =
𝑝𝑙𝑜𝑐 − 𝑝𝑟𝑒𝑓
1
2
𝜌𝑈𝑟𝑒𝑓
2
        (4.1) 
 
where 𝑝𝑙𝑜𝑐 is the local pressure at any given location, 
1
2
𝜌𝑈𝑟𝑒𝑓
2  is the dynamic pressure and 
𝑝𝑟𝑒𝑓 is the reference pressure.  As was previously the case, 𝑝𝑟𝑒𝑓  corresponds to the 
pressure at the building site under consideration that would otherwise be measured in 
absence of the building under the same prevailing wind.  Furthermore, Uref  is taken as the 
atmospheric boundary layer velocity at 10 meters height from the ground plane in the 
absence of the building. 
 
Figure 4.3 displays rooftop locations at which local pressure coefficients have been 
selected for presentation.  Numbered 1 through 9 are specific calculation points.  Located 
along the centerline of the building, aligned with z = WB/2, are positions 1, 2, and 3 at the 
foremost edge, center, and trailing edge of the building roof respectively.  Positions 4 and 
5 are centered at the outermost edges.  Locations 6, 7, 8, and 9 are centered in each of 
four quadrants formed by the transverse and longitudinal axis of the building roof.  In 
addition to these points, longitudinal traverses are indicated by lines, (i), (ii) and (iii).  
 
 
Figure 4.3 Geometric nomenclature corresponding to locations at which local 
pressure coefficients have been selected for presentation 
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Variation of local pressure coefficients at locations 1, 2, and 3 with time are shown in 
Figure 4.4.  Parts (A) through (D), stacked from top to bottom in order of increasing 
LU/HB and located in the left-hand column of the figure, correspond to the free slip-plane 
upper boundary condition.  Similarly, located in the right-hand column of the figure, (A’) 
through (D’) display results employing the opening upper boundary condition.  
 
As with the results reported in the previous chapter, all of the local pressure coefficients 
calculated at the rooftop of the building are negative and thus are below the local pressure 
that would otherwise be measured at the same location in absence of the building.  This 
diminution in pressure results from flow separation initiated by the leading roof-top edge 
of the building.  As the approaching flow converges near this point, the resulting 
acceleration results in a pressure drop below ambient which persists over the length of the 
roof due to the presence of detached regions of recirculating flow.  This velocity 
distribution will be examined at length subsequent to the current discussion of local 
pressure coefficients.     
  
Unlike the two-dimensional results presented in the previous chapter, which were 
inherently time-invariant, all of the three-dimensional cases produced a transient outcome 
whereby periodic-transient fluctuations of cp,loc were found to provide an accurate 
representation of the solution at certain building locations, whereas at other locations cp,loc 
remained constant. The periodic-transient state is defined for the time duration after 
which the pressure waveform is described by identical successive cycles.  Note that the 
initial time depicted in each of the parts of Figure 4.4 corresponds to the time at which 
the periodic-transient state has been established.  
 
All measured locations shown in Figure 4.4, oriented along the centerline of the building 
roof at z = WB/2, exhibit minimal pressure variation and are nearly time invariant.  At 
location 3, situated at the center trailing edge of the rooftop, small fluctuations 
approximately equal to +/- 1.89% of the time-averaged mean, 𝑐𝑝,𝑙𝑜𝑐̅̅ ̅̅ ̅̅ ̅ are apparent for  
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Figure 4.4 Local pressure coefficient versus time at centerline locations 1, 2 and 3 
corresponding to LU/HB of 4 through 16 with both opening and slip plane upper 
boundary condition 
 
 
  67 
LU/HB = 4 with both upper boundary conditions, as depicted in parts (A) and (A’).  These 
fluctuations diminish to approximately +/- 0.77% when LU/HB = 16, per parts (D) and 
(D’).  In contrast, fluctuations at locations 1 and 2, located at the leading edge and center 
of the building respectively, do not exhibit periodicity.   
 
The time-averaged local pressure coefficients, corresponding to each part of Figure 4.4, 
calculated over the range of data shown, display a decreasing relationship with LU/HB yet 
do not vary substantially with the upper boundary condition employed.  The latter 
outcome contrasts with the result of the two-dimensional simulations presented in the 
previous chapter where local pressure coefficients were found to be lower when the upper 
boundary condition was specified as an opening.   
 
For the three-dimensional simulations that are the focus of this chapter, the maximum 
difference in pressure coefficient over the range of time displayed was never more than 
1%   between the opening and the slip-plane upper boundary condition at each value of 
LU/HB reported in Figure 4.4.   
 
With regard to the decreasing relationship established between the time-averaged local 
pressure coefficients and LU/HB, percent reductions of approximately 9%, 12% and 17% 
were obtained at location 1 for LU/HB = 8, 12 and 16 versus  LU/HB = 4 .  Similarly, for 
locations 2 and 3, the respective percent reductions were 9%, 13% and 18% and 9%, 13% 
and 17%. 
 
Local pressure coefficients calculated at locations 2 and 3 are closer in value than are 
those calculated at location 1, which are substantially lower.  Specifically, the value at 1 
is an approximate 66% reduction from location 2 and a 44% reduction from location 3 for 
both upper conditions for LU/HB = 4 shown in parts (A) and (A’) of Figure 4.4.  
Respectively, these reductions in the time-averaged value of cp,loc at location 1 increase 
slightly to 70% and 45% for both upper boundary conditions corresponding to LU/HD = 
16, parts (D) and (D’). This outcome suggests that the reduction in the pressure difference 
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between locations with increasing LU/HB varies minimally with respect to the specific 
location examined. Intermediate values of LU/HB shown in parts (B) and (B’) for LU/HB = 
16 and (C) and (C’) for LU/HB = 12 fall in line with the relationships described.  These 
outcomes are not surprising and are due to the large acceleration of the flow near the 
leading edge of the roof.  Downstream of this location, the velocity diminishes allowing 
for some degree of pressure recovery which is tempered by losses associated with eddies.  
The fact that the local time-averaged pressure coefficient at location 3 is less than that at 
location 2 warrants further discussion and will be addressed and linked to the soon-to-be 
described velocity distribution at the trailing edge of the building roof.         
 
Figure 4.5 adopts the format of Figure 4.4 and displays timewise variation of the local 
pressure coefficient at locations 2, 4, and 5 indicated in Figure 4.3.  Note that the results 
at location 2, shown in Figure 4.4, are repeated in Figure 4.5 to facilitate a comparison 
with the results at 4 and 5.  Location 2 is situated midway between those locations at the 
center of the building roof.  In contrast to location 2, where significant undulations of the 
local pressure coefficient with time were not observed, locations 4 and 5 display distinct 
periodic-transient fluctuations.  Furthermore, it is significant to point out that for all of 
the results shown in Figure 4.4, which are situated along the centerline of the building 
roof along z = WB/2, that the time-fluctuation of cp,loc was at most +/- 1.89% of  𝑐𝑝,𝑙𝑜𝑐̅̅ ̅̅ ̅̅ ̅ for 
any selection of location, LU/HB, and upper boundary condition.  At points 4 and 5 of 
Figure 4.5, which are oriented athwart those shown in 4.4, the fluctuations are much 
larger in comparison and exhibit identical pressure waveforms shifted in phase relative to 
one another by 180 degrees. It is significant to point out that locations 4 and 5 are located 
symmetrically about the centerline of the building roof just described along which 
pressure variations were minimal.  Since the waveforms are identical, with the exception 
of being offset by one half period, it can be inferred that the spatial variation of pressure 
throughout the roof oscillates about a region of unaffected pressures near the centerline. 
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 Figure 4.5 Local pressure coefficient versus time at locations 2, 4, and 5 
corresponding to LU/HB = 4 through 16 for both opening and slip plane upper 
boundary conditions 
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This result is the inherent outcome of velocity distributions that will be discussed at 
length in the proceeding.  Furthermore, the fluctuations are not symmetric with regard to 
their respective time-averaged mean values.  The positive deviation of cp,loc from 𝑐𝑝,𝑙𝑜𝑐̅̅ ̅̅ ̅̅ ̅ is 
approximately 15.14% of  𝑐𝑝,𝑙𝑜𝑐̅̅ ̅̅ ̅̅ ̅ for LU/HB = 4 and the negative deviation is -21.03% 
corresponding to parts (A) and (A’) of Figure X.5.  Respectively, for LU/HB = 16, (D) and 
(D’), these deviations from 𝑐𝑝,𝑙𝑜𝑐̅̅ ̅̅ ̅̅ ̅ diminish to +8.97% and -11.40% of the nominal value.  
As with the results of Figure 4.4, it is thus concluded that the magnitude of the periodic- 
transient fluctuations of cp,loc  diminish with increasing LU/HB for all of the situations 
considered. With regard to the opening versus free slip-plane upper boundary condition, 
differences in the variation of cp,loc  with time were minimal at each of LU/HB.  For 
instance, a percent difference of less than 1% was calculated for the peak and minimum 
values of cp,loc at LU/HB = 4, whereas for LU/HB = 16 the differences were negligible. 
 
The Strouhal Number, given by Eq. (4.1b)  corresponding to the fluctuation of cp,loc was 
the same for locations 4 and 5 and was, furthermore, found to be independent of the 
upper boundary condition chosen.  With regard to the length of the upstream extension of 
the solution domain only slight variation was observed.  Corresponding to parts (A), (B), 
(C), and (D) of Figure 4.5, the respective period of the waveform is approximately 0.115, 
0.112, 0.109 and 0.106.  This outcome was repeated for counterparts (A’) through (D’).  
The trend established by these data indicates that the period increases slightly with 
increasing LU/HB. It is also noteworthy that the shape of the waveform varies somewhat 
with LU/HB.  Parts (A) and (A’) of Figure 4.5 clearly indicate  inflection points within the 
trough of each fluctuation whereas at larger LU/HB the inflection points do not occur.  
 
𝑆𝑡 =
𝑓𝑤𝐵
𝑈𝑟𝑒𝑓
         (4.1b) 
 
With respect to the time-averaged value of cp,loc, irrespective of periodic fluctuations, the 
trend observed in relation to increasing LU/HB was the same as that of Figure 4.4, where 
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values of the mean local pressure coefficient decreased with  LU/HB. For locations 4 and 
5, the percent reductions corresponding to LU/HB of 8, 12, and 16 were approximately 
10%, 14% and 20% of  the value at LU/HB = 4.       
 
Figure 4.6 displays the results for the remaining locations situated at the center point of 
each quadrant formed by the longitudinal and transverse bisectors of the building roof, 
specifically corresponding to points 6 through 9 of Figure 4.3.  As was the case of Figure 
4.5, the results for location 2 situated at the center of the building roof is included for 
comparison.  Furthermore, the layout and conventions of the figure are identical to those 
adopted in Figures 4.4 and 4.5.   
 
The local pressure coefficient fluctuations corresponding to locations 6 through 9 of 
Figure 4.6 bear some similarity to those of locations 4 and 5 of Figure 4.5 in that distinct 
periodic-transient behavior is readily identified.  In contrast, however, the magnitudes of 
these fluctuations are lower than those of Figure 4.5, and their waveforms are symmetric 
relative to 𝑐𝑝,𝑙𝑜𝑐̅̅ ̅̅ ̅̅ ̅ at each location.  Specifically, values at locations 6 and 9, located 
forward of the building center and symmetric with respect to the longitudinal centerline 
of the roof, are identical with the exception that their waveforms are 180 degrees out of 
phase. The same outcome is observed for locations 8 and 7 which are located aft of the 
building center.  Specifically, the magnitude of the fluctuations at 9 and 6 are 9.95% of 
 𝑐𝑝,𝑙𝑜𝑐̅̅ ̅̅ ̅̅ ̅ at LU/HB = 4 as shown in parts (A) and (A’), whereas their magnitude is 5.80% of 
 𝑐 𝑝,𝑙𝑜𝑐̅̅ ̅̅ ̅̅ ̅̅  at LU/HB = 16 corresponding to parts (D) and (D’). 
 
 As was previously the case in Figures 4.5 and 4.4, there were no significant differences 
in the pressure coefficient values predicted by the opening and slip-plane upper boundary 
conditions.  At locations 8 and 7 a similar trend is observed.  For LU/HB = 4, a magnitude 
of 8.50% for 𝑐𝑝,𝑙𝑜𝑐̅̅ ̅̅ ̅̅ ̅   
  72 
 
          
Figure 4.6 Local pressure coefficient versus time at centerline location 2 and at 
locations 6 through 9 corresponding to LU/HB = 4 through 16 with both opening and 
slip-plane upper boundary conditions  
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is calculated at these locations which diminishes to 5.20% for LU/HB = 16.  It is not 
surprising that the magnitude of the pressure fluctuations is greater at the forward-located 
roof positions 
and stems from the fact that the primary mechanism which facilitates pressure reduction 
is acceleration of the flow at the leading edge of the building.  Furthermore, the reduction 
in 𝑐𝑝,𝑙𝑜𝑐̅̅ ̅̅ ̅̅ ̅  and the corresponding fluctuations with increasing LU/HB follows the trends 
observed in Figures 4.4 and 4.5. 
 
A noteworthy feature which prevails amongst the fluctuations shown at locations 4 and 5 
of Figure 4.5 and locations 6 through 9 of Figure 4.6 is that certain pressure waveforms 
are 180 degrees out of phase with one another, and that this behavior correlates with their 
geometric position relative to the centerline of the building roof parallel to the flow 
direction.  Thus, as previously proposed, this outcome suggests that the flow field just 
above the rooftop oscillates laterally about the longitudinal centerline in a manner that 
yields symmetric pressure distributions that are out of phase with respect to time by 
precisely half the period of the waveform.    
 
Oriented vertically through each graph of Figure 4.6 are black lines which indicate 
specific points in time that have been selected for further examination. In particular, tmin 
and tmax correspond to the times, during a selected cycle, at which extremes of cp,loc are 
calculated at the locations 6 through 9. Furthermore, tequiv corresponds to the point in time 
within that given cycle at which the values of cp,loc calculated at locations 7 and 8 are the 
same as their respective counterparts 6 and 9 oriented symmetrically about centerline of 
the building roof parallel to the flow direction. 
 
The distributions of cp,loc calculated throughout the building roof according to each of the 
points in time described are shown as shaded contour diagrams in Figures 4.7 and 4.8.  
Figure 4.7 contains results corresponding to the simulations employing the free-slip upper 
boundary condition, and Figure 4.8 displays results of the simulations utilizing an 
opening as the upper boundary condition.  In each figure, the upstream extension of the  
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Figure 4.7 Shaded contour diagram of the local pressure coefficient distribution at 
the building roof for times tmax, tmin and tequiv for each LU/HB corresponding to the 
models employing the free-slip plane upper boundary condition 
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solution domain employed for each case is stacked from top to bottom in order of 
increasing LU/HB.  Situated from left to right are the results determined at respective 
times, tmin, tequiv and tmax. 
 
Figures 4.7 and 4.8 indicate trends that are general to each of the shaded contour 
diagrams shown.  At each value of LU/HB the rooftop distributions of cp,loc corresponding 
to tmin and tmax are identical reflections about the centerline of the building roof parallel to 
the flow direction. The roof area located to each side of this centerline will be referred to 
as each, “half” of the roof in the proceeding.  This outcome confirms that the cyclical 
fluctuations of pressure shown for each location calculated in Figures 4.4 through 4.6 are 
not a local phenomenon and are experienced throughout the building rooftop. 
 
Furthermore, the values of cp,loc corresponding to each half of the rooftop are on average 
experiencing either peak or minimum reductions at either moment tmax or tmin.  
Specifically, at LU/HB = 4, the pressure coefficient averaged over the values shown in the 
contour diagram is -0.70 corresponding to the half of the roof experiencing minimum 
pressure reduction and -0.81 for the half of the roof experiencing peak pressure reduction 
when the opening upper boundary condition is employed.  Respectively, these values do 
not change substantially when the upper boundary condition is a slip plane, differing by 
only -0.12% and 0.36 %.  As has been described in the previous discussion concerning 
Figures 4.4 and 4.6, the extremes of cp,loc diminish with increasing LU/HB. At LU/HB = 16, 
the average of the local pressure coefficients on each half diminish to -0.60 and -0.66 for 
both the opening upper boundary condition and the slip-plane upper boundary condition.  
This constitutes a 19% reduction from the case of LU/HB = 4 in the magnitude of the 
average local pressure corresponding to the half of the roof experiencing peak suction 
whereas a reduction of 15% is produced for the half of the rooftop experiencing 
minimum suction.       
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Figure 4.8 Shaded contour diagram of the local pressure coefficient distribution at 
the building roof for times tmax, tmin and tequiv for each LU/HB corresponding to the 
models employing the opening upper boundary condition 
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As was the case for tmax and tmin, the average rooftop pressure coefficients calculated at 
tequiv are not strongly sensitive to the overhead boundary condition chosen.  Furthermore, 
there is no distinction between the average pressure coefficients occurring at each half 
because the distribution of local pressure coefficients is the same about line (i).  For 
LU/HB = 4, the average rooftop pressure coefficient, taking account of both sides, is -0.77.  
Increasing LU/HB to 16 reduces the average to -0.63.        
 
With regard to local values of the rooftop pressure coefficient, the spatial variation 
occurring at each half of the building roof differs for both tmax and tmin. Recall that each 
half of the roof undergoes the same pressure fluctuation waveform but with opposite 
phase such that while one half of the building roof experiences peak pressure, the other 
half experiences minimum pressure.  Moving from the leading edge of the building in the 
stream wise direction, each half initiates with a minimum local pressure coefficient which 
then increases rapidly over the first short distance of rooftop.  After this initial increase, 
the pressure distributions differ substantially.  The half of the roof experiencing minimum 
average pressure displays less variation in x and z than that which corresponds to the half 
experiencing average maximum pressure.  For the former case, the initial rapid pressure 
recovery quickly tapers off yielding only modest uniform recovery up until the very 
trailing edge of the roof where a localized region of increased pressure occurs at the 
corner.  The half experiencing maximum pressure exhibits gradients in both x and z.  As 
with the aforementioned case, the pressure recovery moderates substantially in the x-
direction; however, higher pressure is achieved than in the former case.  In the z-
direction, the pressure increases in the spanwise direction away from the center of the 
building towards the lateral edge.       
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4.4 Comparison of Rooftop Pressure Coefficients Determined by Three-Dimensional 
and Two-Dimensional Models 
 
Up until this point, a detailed presentation of rooftop pressure coefficients has been the 
central focus of this chapter whereby a model featuring a three-dimensional solution 
space has been presented encompassing various combinations of the upstream length LU 
of the solution domain extension LU/HB and of two overhead boundary conditions.  In 
particular, LU/HB was varied over a range of 4 to 16 and the two boundary conditions 
employed were a free-slip condition and an opening placed at the upmost vertical extent 
of the solution domain. 
 
With these pressure coefficients in hand they can now be compared to the rooftop 
pressure coefficients obtained by the simulations of the previous chapter for which the 
solution domain was two-dimensional in x and y. Recall that these results are shown in 
Figures 3.8 and 3.9. It is evident from the results of this chapter that the rooftop of the 
building corresponding to the three-dimensional model does not fit a consistent spatial 
description with those from those of the two-dimensional cases.  In essence, the variation 
of pressure produced by the two-dimensional model can be described in one-dimension 
as depending only on x, whereas the three-dimensional model provides a two-
dimensional distribution of rooftop pressure coefficients with variations in x and z. In 
light of this fact, comparisons of the rooftop pressure coefficients for the two-
dimensional and three-dimensional cases  must be made for discrete values of z from the 
latter solutions.  To achieve this, three values of z were chosen.  The rooftop traverses 
situated in line with these z-locations are depicted as black lines in Figures 4.7 and 4.8.  
The most relevant location for comparison, in light of the fact that it is least sensitive to 
edge effects, is (i) centered along z = WB/2.  In addition to this location, two additional 
traverses are located at (iii), coincident with the edge of the rooftop z = 0, and at location 
(ii) centered midpoint of locations (i) and (iii) at z = WB/4.  It is noteworthy that these 
selections are confined to one half of the width of the building roof.  Recall from the 
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preceding discussion that the pressure waveforms corresponding to each half of the 
building roof about (i) are identical and are shifted out of phase by 180 degrees. 
         
For each of the rooftop traverses, the time at which the three-dimensionally-determined 
pressure coefficient curve is presented for comparison with its two-dimensionally-
determined counterpart must also be fixed.  Recall that while the two-dimensional 
simulations yielded time-invariant results, those corresponding to the three-dimensional 
case produced a periodic transient outcome at numerous locations.  Thus, the agreement 
of any three-dimensional outcome with the two-dimensional prediction will not only vary 
athwart the rooftop but will also be dependent upon the time at which the comparisons 
are made.  
 
Figures 4.9 and 4.10 compare streamwise distributions of the local pressure coefficient 
obtained from each three-dimensional simulation at locations (i), (ii) and (iii) with those 
produced by the two-dimensional simulations of the previous chapter.  For each 
comparison, the upstream extension length LU/HB and overhead boundary condition 
employed are consistent for each pressure coefficient curve.  The results of Figure 4.9 
correspond to the results of models which utilized an opening condition at the location of 
the upper boundary, whereas the results of Figure 4.10 correspond to the placement of a 
free slip condition at the upper boundary.  The plots shown in each figure are stacked in 
order of decreasing LU/HB and ordered from left to right by their location in z 
corresponding to (i), (ii) and (iii).  For each part of Figures 4.9 and 4.10, the results of a 
given three-dimensional simulation are presented at three points in time corresponding to 
tmax, tequiv and tmin.   
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Figure 4.9 Comparison of the streamwise variations of the rooftop local pressure 
coefficient along locations (i), (ii), and (iii) at selected times from each three-
dimensional simulation with the corresponding two-dimensional counterpart for the 
free-slip-plane upper boundary condition 
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Figure 4.10 Comparison of the streamwise variations of the rooftop local pressure 
coefficient along locations (i), (ii), and (iii) at selected times from each three-
dimensional simulation with the corresponding two-dimensional counterpart for the 
opening upper boundary condition 
 
Both Figures 4.9 and 4.10 identify that the placement of the rooftop streamwise traverse 
affects the variation of cp,loc with x at each given time shown for each part of each figure 
but is not sensitive to LU/HB and to the overhead boundary condition, or to time.   
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Whereas these variations of cp,loc with x along (i) do not change appreciably amongst the 
three times selected for comparison with the two-dimensional results, the variations of 
cp,loc corresponding to tmax, tmin and tequiv along (ii) and (iii) display different distributions 
with x. 
 
Two trends in Figures 4.9 and 4.10 require only casual inspection to observe.  The first is 
that in the case of the free-slip boundary condition, the local pressure coefficients 
calculated from the two-dimensional and three-dimensional outcomes agree more 
favorably with increasing LU/HB greater than or equal to eight whereas this is not the case 
for the opening overhead boundary.  For that case, agreement is more or less consistent 
amongst each value of LU/HB.  The second trend corresponds to the time selected for the 
comparison. With regard to this variable moderate agreement between the plotted 
outcomes of the two-dimensional and three-dimensional models is achieved for tmax along 
traverses (ii) and (iii).  This result may be coincidental, given that the distribution of the 
local pressure coefficient is asymmetrical at this time and that the increased suction is 
less than the average of the three traverses.      
 
Since the differences amongst the values of the local pressure coefficient differ between 
tmax, tmin and tequiv in a manner that varies locally with x for each combination of LU/HB, 
overhead boundary condition, and rooftop location, it is more appropriate to describe 
these differences as averages over a chosen range of x rather than it is to discuss them for 
individual values of x.  This generalization aids in empowering quantitative comparison 
of the differences between each case.    
 
A piecewise representation is motivated by observation of the trends shown in each part 
of Figures 4.9 and 4.10.  As previously described, cp,loc drops steeply near the leading 
edge of the roof and can be coarsely approximated as a constant thereafter.  For each 
model, an abrupt change in the slope of the cp,loc occurs over a narrow range of values 
separating these zones. In the ensuing discussion, the location of this transition will be 
defined as centered about x*/DB.  This location of x*/DB varies according to the 
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dimensionality of the solution domain which is readily observed in both Figures 4.9 and 
4.10.  For each two-dimensional simulation, x/DB* is much less than that corresponding 
to its three-dimensional counterpart with respective values of 0.004 and 0.06.               
 
Tables 4.1 and 4.2 display values of cp,loc averaged over x along (i), (ii) and (iii) for 
ranges of x greater than and less than x*/DB respectively for the opening and slip-plane 
upper boundary condition.  The first three columns of each sub-heading correspond to 
averages for the three dimensional case at specific points in time corresponding to the 
labeling of the curves shown in Figures 4.9 and 4.10.  The fourth column,  𝑐𝑝,𝑙𝑜𝑐,𝑡̅̅ ̅̅ ̅̅ ̅̅ ̅ is the 
global average of these times.  The fifth column,  𝑐𝑝,𝑙𝑜𝑐,2𝐷̅̅ ̅̅ ̅̅ ̅̅ ̅̅  correspond to averages 
obtained from the two-dimensional simulations of the previous chapter.  Finally, the sixth 
column, %Diff2D is the percent difference of  𝑐𝑝,𝑙𝑜𝑐,𝑡̅̅ ̅̅ ̅̅ ̅̅ ̅ obtained from the three-dimensional 
simulations and  𝑐𝑝,𝑙𝑜𝑐,2𝐷̅̅ ̅̅ ̅̅ ̅̅ ̅̅ .  The percent difference is defined as: 
 
%Diff2D = ( 𝑐𝑝,𝑙𝑜𝑐,𝑡 −  𝑐𝑝,𝑙𝑜𝑐,2𝐷)/ 𝑐𝑝,𝑙𝑜𝑐,2𝐷 𝑥 100%      (4.2) 
 
As has been shown throughout this chapter in relation to all of the pesented pressure 
coefficient results, a decrease in the magnitude of the rooftop pressure coefficient occurs 
with increasing LU/HB.  This outcome is reinforced by the values of  𝑐𝑝,𝑙𝑜𝑐,𝑡̅̅ ̅̅ ̅̅ ̅̅ ̅ shown in 
Tables 4.1 and 4.2.  With regard to values of  𝑐𝑝,𝑙𝑜𝑐,𝑡̅̅ ̅̅ ̅̅ ̅̅ ̅ determined for x < x*/DB along (i) 
the coefficient values decrease from -1.16 to -0.97 between LU/HB = 4 and LU/HB = 16 for 
both the cases of the upper boundary condition.  In contrast, for x > x*/DB along (i) the 
respective reduction, taken over the same range of LU/HB, differs slightly according to the 
upper boundary condition selected.  For the opening upper boundary condition the 
magnitude  𝑐𝑝,𝑙𝑜𝑐,𝑡̅̅ ̅̅ ̅̅ ̅̅ ̅ diminishes from -0.76 to -0.62 and for the slip plane upper boundary 
condition  𝑐𝑝,𝑙𝑜𝑐,𝑡̅̅ ̅̅ ̅̅ ̅̅ ̅ diminishes from -0.75 to -0.62.  These outcomes suggest that the 
selection of the overhead boundary condition does not have a substantial impact on the 
pressure coefficients calculated for the three-dimensional case.   
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In comparison to the two-dimensional outcomes, the choice of the overhead boundary 
condition does affect the agreement with the three-dimensional model.  This outcome 
stems from the fact that the choice of overhead boundary condition was found to have a 
significant effect on the local two-dimensional pressure coefficients as described in the 
previous chapter.  Thus, the values of   𝑐𝑝,𝑙𝑜𝑐,2𝐷̅̅ ̅̅ ̅̅ ̅̅ ̅̅  and %Diff2D show greater differences 
between Table 4.1 and 4.2.   
 
Values of  𝑐𝑝,𝑙𝑜𝑐,2𝐷̅̅ ̅̅ ̅̅ ̅̅ ̅̅  calculated for x < x*/DB diminish in magnitude over the range of 
LU/HB = 4 to 16 from -1.74 to -1.14 along (i) when the upper boundary condition is 
specified as an opening, which is slightly different than the range of -1.78 to -1.15 
established with the slip-plane upper boundary condition in place.  For x > x*/DB values 
of  𝑐𝑝,𝑙𝑜𝑐,2𝐷̅̅ ̅̅ ̅̅ ̅̅ ̅̅  vary from -1.06 to -0.78 for the opening upper boundary condition and -1.11 
to -0.74 for the slip plane upper boundary condition.  Thus, for the two-dimensional 
simulations some moderate differences in pressure coefficient were apparent amongst the 
two boundary conditions evaluated. The values of %Diff2D shown in tables 4.1 and 4.2 
indicate that for x < x*/DB agreement between the two-dimensional and three-
dimensional models along traverses (i) and (ii) improve with increasing LU/HB from 4 to 
8 and from 8 to 12 and 16, for both upper boundary conditions.  At (iii), the same result is 
obtained for the slip-plane upper boundary condition, but not in the case of the opening 
upper boundary condition.  For that instance, the results do not vary substantially for 
LU/HB > 8. With regard to the best agreement obtained along this range of x, the opening 
top condition yielded values of  %Diff2D  equal to -14.6%, -14.9% and -12.3% 
respectively along (i), (ii), and (iii).  Corresponding values of %Diff2D for the slip plane 
upper boundary condition were only moderately different at 14.4%, -15.0% and -12.5%. 
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It can be concluded that for values of x very near the leading edge of the rooftop, the % 
differences obtained between the three-dimensional and two-dimensional outcomes is not 
substantially impacted by the choice of upper boundary condition and that the three-
dimensional model under-predicts the magnitude of the local pressure coefficients by less 
than 15% at best.  It is noteworthy that for x < x*/DB, the best agreement was established 
for LU/HB greater than or equal to 12 and that, in general, the quality of the agreement 
tended to improve with increasing LU/HB.  Furthermore, these values show that best 
agreement was achieved at location (iii).  While this outcome seemingly contradicts the 
logic that the two-dimensional results should agree more favorably with those centered 
along the building rooftop at (i), where edge effects are least influential, it is important to 
note that this may simply be an outcome of the fact that the local pressure coefficients 
calculated at the corner of the building are lower than those mid-span.  For  x > x*/DB, 
similar outcomes were obtained.  Along paths (i), (ii), and (iii) the best agreement 
between the two-dimensional and three-dimensional results is reflected by respective  
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values of %Diff2D of -20.0%, -20.8% and -21.2% corresponding to the opening upper 
boundary condition. 
 
In this regard, they detract from a bias error that exists along (i) which is inherent to the 
innate fluid mechanics associated with the dimensionality of the three-dimensional 
solution domain versus the two-dimensional assumption.  This possibility will be 
addressed in subsequent sections where the flow distribution is investigated.   
 
 Similarly, for the slip-plane upper boundary condition, these values improve to -14.2%, -
15.5% and -18.1%.  As was the previous case, each outcome is associated with a value of 
LU/HB greater than or equal to 12.  Aside from the result at location (iii), for which 
improvement is only modest, significant improvements in accuracy between the two-
dimensional and three-dimensional outcomes are achieved when the slip-plane upper 
boundary condition is employed.  This results from the fact that, for the two-dimensional 
solution domain representation, rooftop pressure coefficients are more sensitive to the 
specification of LU when the overhead boundary is specified as an opening than for the 
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case that the upper boundary is a slip plane whereas the three-dimensionally obtained 
pressure coefficients are less sensitive to the overhead boundary condition.     
 
It can be summarized that the two-dimensional solution domain offers a rough 
approximation of the three-dimensional result and can be employed in situations where 
precise accuracy is not required.  Independent of the upper boundary condition, the 
percent difference of the three-dimensionally obtained pressure coefficients versus those 
obtained using the two-dimensional representation of the solution domain are less than 
15% for pressure coefficients averaged over x < x*/DB.  For pressure coefficients 
averaged over x > x*/DB better than 22% difference can be achieved utilizing an opening 
upper boundary condition and better than 19% difference can be obtained when an slip-
plane is employed.    
 
4.5 Flow-field results of the three-dimensional simulations 
 
In the foregoing, the results presented within this chapter have only addressed the 
variation of rooftop pressure coefficients. The fluid dynamics which underlies these 
outcomes will now be the focus moving forward.  As described, adoption of the three-
dimensional solution domain description gives rise to resolution of temporal effects that 
are not resolved by mean of the two-dimensional solution space.  In that regard, it is 
evident that the description of fluid flow provided in the previous chapter can at most 
only be an approximation of the true dynamic situation.   
 
Figure 4.11 depicts plan-view shaded contour diagrams of the flow field at y = HB/2 
corresponding to each combination of LU/HB and overhead boundary condition.  The time 
at which the results are shown in each case were arbitrarily selected and occur after 
periodic-transient conditions have been established throughout the solution domain. The 
plot variable is the normalized stream wise velocity, u/UG.  Recall that UG is the gradient 
wind velocity dictated by the ASCE 7 standard for category C exposure terrain.  The 
gradient wind occurs at the upper most extent of the velocity profile specified therein. 
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Above this height it is assumed that frictional interaction of wind with the ground surface 
has an insignificant effect on velocities relative to other atmospheric forces.  It is worthy 
of mention that the uppermost height of the solution domain was selected to coincide 
with the location of UG.    The left-hand side of Figure 4.11 depicts results employing an 
opening condition at the location of the upper boundary and the right-hand side indicates 
those which, in contrast, employed a slip plane at that location. Moving downward, the 
results in both columns are presented in increasing order of LU/HB. Each individual 
diagram of the flow field shows only the portion of the solution domain including the 
building and a portion of the downstream length along which a wake is formed.  This 
selection was made for the sake of compactness and in order to show the region of most 
significant interest in relation to the discussion moving forth.   
 
Figure 4.11 reveals that the flow distribution is not symmetric about any x-y plane and 
that the action of the building to obstruct the approaching wind imparts a series of 
isolated disturbances in the wake of the building.  At first glance these regions appear to 
take the form of a vortex street; however, close inspection reveals that backflow, 
identified by negative sign in the contour scale of each diagram, only occurs immediately 
at the leeward side of the building.  Moving further downstream the disturbances are 
similarly shaped regions of diminished u-velocity issued with constant frequency such 
that they are equally spaced along the stream-wise coordinate.  The lateral position of 
each disturbance assumes an alternating sequence relative to each side of the building 
whereby a point of initiation corresponds to either the left-hand or right-hand side of the 
building.  For the sake of discussion, the left-hand side of the building will heretofore be 
defined as that which corresponds to the upper portion of each figure and the right-hand 
side will be defined as that which corresponds to the lower portion of each figure.  With 
increasing downstream length the disturbances separate outward to each side.   
 
The significance of these outcomes cannot be understated.  The presence of sequential 
non-uniform flow in the wake of the building correlates precisely with the fluctuations in 
cp,loc identified in the foregoing sections.  Since these disturbances occur in the x-z plane it 
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is reasonable to conclude that omission of the z-coordinate from the two-dimensional 
representation is the reason that local pressure coefficient fluctuations were not observed 
in that case.  
 
 
Figure 4.11 Plan-view contour diagrams of u/UG corresponding to periodic-transient 
flow and randomly selected points in time for each LU/HB and overhead boundary 
condition at y = HB/2 
 
With regard to the upper boundary condition at each fixed LU/HB there is little difference 
in the variations of u/UG associated with either the opening or slip plane condition for 
LU/HB > 4.  At LU/HB = 4, the magnitude of u/UG is only somewhat higher for the free slip 
upper boundary than it is for the opening upper boundary with respective maximum 
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values of 0.77 and 0.74.  In order of increasing LU/HB, extremes of u/UG are found in 
general to diminish for both upper boundary conditions resulting in a maximum value of 
0.71 at LU/HB = 16, for both upper boundary conditions.  These outcomes are satisfy 
intuition in light of the fact that it is reasonable to conclude that these reductions in 
velocity are associated with the corresponding reductions in cp,loc discussed in the 
foregoing.   
 
In order to better understand the correlation of these flow patterns with local pressure 
coefficients at the building roof Figures 4.12 and 4.13 provide a similar depiction of the 
flow field as that shown in Figure 4.11 in the nearby neighborhood of the building.  Black 
normalized velocity vectors have been added to these diagrams to fully describe the flow 
direction.  Moving from top to bottom in each figure the same three instances in time 
presented in the foregoing discussion, tmax, tmin and tequiv, are allotted individual flow 
diagrams.  Furthermore, both figures depict results at these specified times for LU/HB = 4 
and LU/HB = 16 on the left-hand side and right-hand side of each figure in respective 
order.  Figure 4.12 contains results corresponding to the simulations employing a slip 
plane at the upper boundary, whereas Figure 4.13 is associated with models featuring an 
opening condition placed at that location. 
 
The distribution of vectors corresponding to each individual flow diagram shown in 
Figures 4.12 and 4.13 depict regions of counter-rotating recirculating flow in the wake of 
the building which vary in lateral location at each point in time.  Furthermore, the size of 
these eddies differ corresponding to each time presented.  At t = tmax the larger of the two 
eddies is positioned to the left-hand side of the central plane of the building located at z = 
WB/2 and its smaller counter-rotating counterpart is immediately adjacent to the right.  
Both eddies feed together along their interface generating a region of accelerated counter-
flow which impinges the leeward wall of the building at an angle relative to the center 
plane from approximately 30 degrees to the right-hand side of the building for LU/HB = 4 
as indicated by the solid lines shown in Figures 4.12 and 4.13 at tmax and tmin.  This angle 
can only be expressed as a general approximation in light of the fact that the orientations 
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of the vectors are not uniform.   At t = tmin the opposite behavior is observed.  While the 
velocity magnitude and deployment of vectors are similar they are reflected  
 
Figure 4.12 Plan-view shaded contour diagrams of u/UG at y = HB/2 with normalized 
velocity vector overlays corresponding to periodic-transient flow at specific points in 
time, tmin, tmax and tequiv for the cases of LU/HB = 4 and LU/HB = 16 with the slip plane 
upper boundary condition  
 
about z = WB/2 in a symmetric fashion relative to the results observed at t = tmax.  At t = 
tequiv  the vectors impinging the leeward wall do not favor a particular direction and are 
more or less normally oriented relative to the wall surface.   
~30
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Figure 4.13 Plan-view shaded contour diagrams of u/UG at y = HB/2 with normalized 
velocity vector overlays corresponding to periodic-transient flow at specific points in 
time, tmin, tmax and tequiv for the cases of LU/HB = 4 and LU/HB = 16 with the opening 
upper boundary condition  
 
 
At LU/HB = 16 the lateral offset of each eddy corresponding to tmax and tmin is less than 
that corresponding to LU/HB = 4 and velocity magnitudes are reduced slightly.  Whereas 
for the latter case the angle of approach of the region of increased counter flow relative to 
~30
O 
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O 
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O 
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the building center plane a z = WB/2 was approximately 30 degrees, this angle is reduced 
to approximately 20 degrees for LU/HB = 16.   
 
Solid lines are superimposed upon the vector diagrams corresponding to tmax and tmin in 
Figures 4.12 and 4.13 for these results a similar fashion as those shown for the diagrams 
corresponding to LU/HB = 4. 
 
Differences between the opening upper boundary condition and slip plane upper 
boundary condition results shown respectively in Figures 4.12 and 4.13 are difficult to 
distinguish aside from the minor differences in velocity at LU/HB = 4 that have already 
been discussed in relation to Figure 4.11.  The flow patterns depicted by the vectors and 
contour shading are similar with only subtle differences.     
 
These outcomes lend further evidence to suggest that there is a direct correlation between 
the distributions of u/UG shown in Figures 4.11, 4.12 and 4.13 with rooftop fluctuations 
of cp,loc indicated in Figures 4.5 and 4.6.  For instance, the cp,loc waveforms observed at 
locations 9 and 8, and similarly for locations 6 and 7, of Figure 4.6 are opposite in phase 
relative to their locations about the rooftop centerline at z = WB/2.  This orientation 
coincides with the alternating stream-wise oriented sequence, about the similarly located 
center plane of the building, of lateral disturbances issued in the wake of the building 
shown in each diagram of Figure 4.11.  At t = tmax, peak suction is experienced by 
locations 9 and 6 whereas minimum suction occurs at locations 8 and 7.  At t = tmin the 
opposite outcome is observed.  Figures 4.12 and 4.13 show that the patterns of flow are 
similar yet reflected about the center plane of the building at these times.  Another 
important relationship is revealed by the orientation of these velocity vectors.  Recall that 
at t = tmax that flow impinges leeward wall from the right-hand side of the building, 
whereas at t = tmin flow impinges from the left-hand side.  Careful comparison of the 
waveforms shown in 4.5 and 4.6 with Figures 4.12 and 4.13 indicate that peak suction 
always occurs on the half of the building roof that is oriented with the side from which 
the impinging leeward flow is directed. 
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In order to establish a definitive connection between rooftop pressure coefficients and the 
periodic sequence of flow perturbations issued in the wake of the building it is necessary 
to determine how the distribution of  rooftop flow is affected by the leeward eddies just 
described.  
 
Figure 4.14 Section-view shaded contour diagrams of u/UG with normalized velocity 
vector overlays in the nearby neighborhood of the building at locations (i) through 
(iii) at tmin, tmax and tequiv with LU/HB = 4 and a slip plane placed at the upper 
boundary. 
 
 
Figures 4.14 through 4.17 adopt similar conventions as those embodied by Figures 4.12 
and 4.13 but differ in perspective. Whereas Figures 4.12 and 4.13 provided a plan-form 
view from above the building, Figures 4.14 through 4.17 provide section cuts at specific 
locations in the z-coordinate.  Specifically, at locations (i), (ii) and (iii) defined by Figure 
4.3.  Figures 4.14 and 4.15 depict results corresponding to LU/HB = 4 with respective free 
  95 
slip plane and opening upper boundary conditions. Figures 4.16 and 4.17 depict similar 
results for LU/HB = 16.  From left to right, results at (iii), (ii) and (i) are presented in order 
of their location in the z-coordinate. Recall, that (iii) is located at the interface of the 
rooftop with the side wall of the building at z = 0 and location (i) is positioned along the 
center plane of the building at z = WB/2. Location (ii) falls between these locations at z = 
WB/4.  
 
Figure 4.15 Section-view shaded contour diagrams of u/UG with normalized velocity 
vector overlays in the nearby neighborhood of the building at locations (i) through 
(iii) at tmin, tmax and tequiv with LU/HB = 4 and an opening placed at the upper 
boundary. 
 
Figures 4.14 through 4.17 indicate that the time-variation of the flow field corresponding 
to each section view differs according to their location in the z-coordinate. At location (i) 
the flow field is effectively time invariant with only minor changes in the vector 
arrangements and magnitude of u/UG in the immediate wake of the building.  These 
leeward variations do not have a strong impact on velocities immediately above the 
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building rooftop in each case.  At locations (ii) and (iii) time variations are more 
appreciable.  At LU/HB = 4 there are significant differences in the flow distribution which 
impinges the building from behind at each time and at LU/HB = 16 modest differences are 
also apparent.  The most significant of such differences corresponds to the velocity 
distribution at tmax versus those at tequiv and tmin for locations (ii) and (iii).  At tmax the flow 
field immediately downstream of the building is predominantly impinged by strong 
backflow; whereas, at tmin a clockwise rotating eddy is centered near behind the building. 
At tequiv a similar eddy is observed for location (ii), but not at location (iii).  The velocities 
corresponding to (iii) at tequiv do not have a strong stream-wise component.  
 
 Above the building, velocity distributions correlate with the flow patterns just described.  
Figures 4.14 through 4.17 indicate for tmin, and also for tmax, that a region of separated 
flow persists over the total length of the rooftop at location (i).  The height of this region 
above the rooftop which is attributed to counter flow and the magnitude of this counter 
flow immediately adjacent to the roof surface vary at each time.  At tmax the region of 
counter flow hugs the roof more tightly than at tmin and with greater velocity; whereas, the 
opposite outcome occurs at tmin.  For LU/HB = 4 the magnitude of the rooftop counter flow 
is marginally higher corresponding to the slip plane upper boundary condition with a 
maximum value of u/UG = -0.16 versus a value of u/UG = -0.15 corresponding to the 
opening upper boundary condition in relation to Figures 4.14 and 4.15 for tmax.  At LU/HB 
= 16, the corresponding value of maximum counter flow at tmax is independent of the 
upper boundary condition with a value of u/UG = -0.14 as described by Figures 4.16 and 
4.17.  These values contrast with diminished velocities obtained at tmin.  At LU/HB = 4 the  
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Figure 4.16 Section-view shaded contour diagrams of u/UG with normalized velocity 
vector overlays in the nearby neighborhood of the building at locations (i) through 
(iii) at tmin, tmax and tequiv with LU/HB = 16 and a slip plane placed at the upper 
boundary. 
 
region of counter flow above the roof surface achieves a maximum value of    u/UG = -
0.13 independent of the overhead boundary condition applied.  It is noteworthy that the 
stream wise length over which the region of highest backflow occurs is less for tmin at 
location (i) than the length which corresponds to tmax.  At tmin this zone extends for the 
final quarter of the rooftop depth, DB and at tmax this zone spans the majority of the 
rooftop as shown in Figures 4.14 and X.15.  At  LU/HB = 16 the highest value of u/UG is 
further diminished from that obtained for LU/HB = 4 and equal to -0.10 for both upper 
boundary conditions.       
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Figure 4.17 Section-view shaded contour diagrams of u/UG with normalized velocity 
vector overlays in the nearby neighborhood of the building at locations (i) through 
(iii) at tmin, tmax and tequiv with LU/HB = 16 and an opening placed at the upper 
boundary. 
 
These outcomes suggest that flow impinging the leeward face of the building permeates 
the region of separated flow at the building rooftop and influences both velocity 
magnitudes and vector orientations above the building.  Furthermore, it agrees with 
intuition that values of peak suction at the building rooftop coincide with the highest 
counter flow velocities adjacent to the building roof.   
 
It is noteworthy that backflow generated in the wake of the building also appears to affect 
reattachment of the separated region at the building roof.  This outcome is reflected in the 
results obtained for tequiv at (i).  For this case the rooftop flow is found to re-attach along 
the rooftop within the depth of the building.  This reattachment occurs at approximately y 
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= 3DB/4 regardless of overhead boundary condition at upstream length as shown in 
Figures 4.14 through 4.17.  
   
For each of Figures 4.14 through 4.17 the results at location (ii) follow a similar trend for 
times tmax and tmin as those shown at location (i); however, with lesser variation of both 
counter flow magnitude and the size of the separated region spanning the building 
rooftop.  The peak counter flow velocity, u/UG within this zone at tmax is -0.15 
corresponding to the slip plane upper boundary condition and -0.14 corresponding to the 
opening upper boundary condition for    LU/HB = 4 in relation to Figures 4.14 and 4.15. 
At LU/HB = 16, the results of which are depicted in Figures 4.16 and 4.17, the maximum 
counter flow velocity at tmax is independent of the overhead boundary with a value of -
0.13.   At tmin these values are found to diminish as was the case for the magnitude of the 
backflow occurring along the rooftop at location (iii).  Specifically, at LU/HB = 4 the peak 
backflow magnitude was equal to u/UG = -0.13 independent of overhead boundary 
condition.  Similarly, at LU/HB = 16 u/UG diminishes to -0.11. As with the results at 
location (iii) the backflow generated along the building roof correlate well the rooftop 
pressure reductions described previously. 
      
The results at tequiv corresponding to location (ii) throughout Figures 4.14 through 4.17 
differ from those at location (i) in the regard that the region of counter flow does not 
reattach along the rooftop and is exhibits a similar deployment of velocity vectors to 
those obtained for tmax and tmin at location (ii).  The magnitude of the counter flow 
velocity and size of the separated region at the building roof falls in between the result 
obtained for tmax and tmin.   
 
As previously stated, the results at location (i) can be regarded as time invariant.  At 
LU/HB = 4 the peak counter flow velocity obtained from the zone of recirculation above 
the building is  u/UG = -0.13 corresponding to the slip plane upper boundary condition 
and u/UG = -0.12 according to the opening upper boundary condition.  At LU/HB = 16 the 
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respective maximum counter flow velocity is u/UG = -0.10 regardless of overhead 
condition.  
 
4.6 Concluding Remarks 
 
The central aim of the previous chapter was to establish the sensitivity of local pressure 
coefficients at various building surfaces to the closure conditions selected for the solution 
domain.  For the sake of computational efficiency, a two-dimensional representation of 
the solution domain based on an elevation-view perspective of the building was initially 
adopted without regard for the width of the building or its dimensions in plan.  Clearly, 
the computational efficiency harnessed by this approach came at a cost of fidelity with 
regard to resolution of the flow field which, in actuality, separates to each side of the 
building and forms a wake as it progresses into the downstream region.  The efforts of the 
present chapter which yielded results encompassing the true three-dimensional nature of 
the fluid flow were motivated, at least in part, by a desire to better understand this cost 
and its impact on the resolution of accurate local pressure coefficients.  For it is only by 
comparison with the three-dimensional solution outcomes that the merits or 
insufficiencies of the two-dimensional solution domain assumption can be addressed 
from a quantitative perspective.  
 
While quantification of the computational efficiencies in question is confounded to some 
degree by the specific computer equipment chosen to carry out a given simulation it is a 
benefit for both the reader and writer to provide a brief discussion for the sake of placing 
the work performed in an appropriate context.  Of the many challenges which face 
practitioners of mechanical engineering are access to solution methodologies which yield 
an appropriate level of accuracy to inform design decisions.  Adoption of such 
methodologies requires that they can be performed within the envelope of available 
computer resources and time.  Simulations of the nature performed in the second chapter 
of this thesis are able to yield results within less than a week using a conventional 
desktop computer, whereas adoption of the third dimension extends required solution 
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times to the order of months.  Memory requirements for storage of information and 
intermediate calculations are much larger for the three-dimensional cases. Trends in the 
enhancement of computer technology will ultimately erase the practical challenges 
associated with three-dimensional simulations; however, at the time of this thesis, they 
are worthy of consideration.         
The outcomes presented throughout this chapter prove that the two-dimensional solution-
domain assumption provides at best a rough approximation of the results that were 
obtained by utilizing the more accurate three-dimensional representation of the solution 
space.  At worst, they fail to resolve variations of the flow field in time and space that 
may be of critical interest for certain engineering applications.  As has been shown 
throughout the results presented in both the second and third chapter, the two-
dimensional cases produced a time-invariant solution in contrast to the periodic-transient 
results that are inherent to all of the three-dimensional simulation models at certain 
locations.  Along the axial centerline of the building roof at z = WB/2, outcomes of the 
three-dimensional models did not exhibit significant temporal variations which allowed 
for more meaningful comparisons between the two solution domain dimensionalities to 
be made.  Moving away from the building centerline along the width of the building such 
temporal effects became more significant which confused efforts to compare the results.  
 
It is reasonable to select the axial centerline of the building roof, along path (i), as a 
benchmark for comparison of the pressure coefficients obtained by mean of the two-
dimensional solution domain with those which also account for the third-dimension. This 
selection is justified by the fact that the centerline results are least subject to end effects 
caused by diversion of the wind flow to each side of the building.  As discussed within 
the chapter both LU/HB and the overhead boundary condition affected pressure coefficient 
values obtained along (i).  Furthermore, the level of agreement between the two-
dimensionally and three-dimensionally derived results along that path are specific to the 
local flow field which was categorized broadly into two zones upstream and downstream 
of a critical location x*/DB which separates inertial effects on pressure near the leading 
edge of the roof from the remaining portion of the roof along which pressure is dictated 
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by flow recirculation and pressure recovery.  Near the leading edge of the building 
adoption of the two-dimensional model in combination with the opening top condition 
and an upstream length of LU/HB, according to which the aforementioned agreement was 
best, increased the magnitude of the average pressure coefficient by 17.5%.  Downstream 
of x < x*/DB the corresponding pressure coefficient increase was 25.8%.  Reduction of 
LU/HB had a major impact on these accuracies.  For example, the respective pressure 
coefficient increases predicted by adoption of the two-dimensional solution domain 
versus the three-dimensional alternative were 50% and 39.4% when LU/HB = 4.  These 
results are significant for two reasons.  First, as was investigated extensively in the 
previous chapter, the placement of the upstream boundary has a major impact on 
predicted pressure coefficients.  Second, the results suggest that agreement of the two-
dimensional and three-dimensional models improves when a large portion of the 
upstream fetch is included.  
 
At roof locations removed from the building centerline, temporal fluctuations of the local 
pressure coefficient distribution were found to occur for all of the three-dimensional 
cases.  The magnitudes of these fluctuations were found to vary most significantly with 
rooftop location and upstream length, LU/HB.  For local pressure coefficients averaged 
over x < x*/DB, variations were found to be less significant than for those corresponding 
to x > x*/DB.  Furthermore, variations were greatest near the side-edge of the rooftop.  
With increasing LU/HB the fluctuations were found to diminish substantially.  For LU/HB 
= 4 and x > x*/DB, the spatial average along the side edge of the roof yielded fluctuations 
equal to approximately 16% and 18% of the time-averaged mean, respectively for the slip 
plane and opening upper boundary conditions.  Similarly this value diminishes to 
approximately 5% regardless of upper boundary condition at LU/HB = 16.  Results 
corresponding to x < x*/DB showed somewhat less variation with values ranging from 
11% and 10% when LU/HB = 16 for the slip plane and opening conditions versus 6% 
regardless of overhead boundary condition when LU/HB = 4.  These results indicate that 
as was the case for mean values of cp,loc fluctuating components also diminish with 
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increasing LU/HB in a substantial way.  It is subsequently correct to state that LU/HB has a 
pervasive impact on the simulation results. 
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Chapter 5  
 
EXPERIMENTAL VALIDATION OF SIMULATION MODEL OF 
NATURAL CONVECTION CHANNEL FLOW 
 
 
5.0 Introduction 
 
Among the themes of this thesis, the quantification of the heat transfer and fluid flow 
within the internal flow passages of building facades is a significant focus.  The nature of 
the flow in such passages inevitably involves buoyancy and natural convection.  The 
forthcoming chapter will deal with the building façade heat transfer and fluid flow 
situation.  Here, the focus is to validate the computational methods that will be used 
there.  For this validation exercise, high-quality experimental results culled from the 
literature will be employed.  Unfortunately, the existing literature dealing with the nature 
of the internal flow in question, to be described in greater detail shortly, is limited, and 
this is especially true for the available experimental data. A specific example, which 
stood out as an exception to this norm, was a particularly precise experiment by Azevedo 
[5,4].  Not only was this work carefully performed, but also painstakingly described with 
sufficient detail to allow for faithful reproduction for numerical simulation.   Thus, it is 
proposed to develop a simulation model for natural convection channel flow which 
precisely mimics the Azevedo experiment.   
 
In light of the foregoing discussion, the work plan for the current chapter is to create a 
numerical model which is a high-fidelity facsimile of the experimental setup whose data 
will be used for validation purposes. Once validated, the simulation model will be used in 
the subsequent chapter to obtain predictions of flow and heat transfer in internal passages 
of a building facade.   
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5.1 Literature Review 
 
Insofar as the literature has addressed the heat transfer and fluid flow which occur within 
the internal passages of building facades, the present status of the published research can 
be grouped into two categories for the purpose of discussion.  At one extreme, highly 
specific studies have addressed the performance of actual building facades in a manner 
which includes the details of their construction. On the other hand, more general studies 
are concerned with fundamental phenomenological behaviors.  Such studies are based on 
simplified geometries and careful application of the independent variables.   
 
Since the present chapter is concerned with the accuracy of the simulation method. The 
latter category will be discussed here first and the former category will be saved for the 
following chapter in which the internal passages of building facades are explored in 
greater detail.  
 
The case of natural convection occurring within an asymmetrically heated vertical 
channel was investigated as early as 1942.  Experiments performed by Elenbaas [26] 
investigated the variation of the channel Nusselt number as a function of the channel 
Rayleigh number and the channel aspect ratio.  The value of this work resides largely in 
the historical context it provides.  Advancements which later occurred in measurement 
technique and flow visualization would yield higher fidelity results as will be described 
in the following paragraphs.   
 
It was not until the 1970s that the state of the art in experimental techniques had achieved 
a state of perfection that can be thought worthy of serious consideration as a basis for 
comparison with the numerical models that are presented in this chapter.  In particular, 
the experiments of Lloyd [27], Wirtz [28] and Azevedo [29] merit discussion.  In 1972, 
Lloyd [27] utilized an electrochemical flow visualization technique known as the thymol 
blue method to observe the onset of the transition of the flow regime from laminar to 
turbulent within inclined and vertical channels at various Rayleigh numbers, channel 
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aspect ratios, and inclination angles. The transition was inferred from measurement of 
mass transfer coefficients occurring at the channel walls.  The channel Sherwood number 
(analogous to the Nusselt number) was determined from these data. In 1982, Wirtz [28] 
experimented with natural convection occurring in a symmetrically heated vertical 
channel with uniform heat flux wall conditions.  In this study, Nusselt numbers were 
determined; however, the technique employed to achieve uniform heat flux was not 
adequately described in the paper.  In 1985, Azevado [29] conducted highly precise 
experiments utilizing the thymol blue method for flow visualization similar to those 
undertaken by Lloyd for a broad range of Rayleigh numbers.  In contrast to the work of 
Lloyd, the Azevedo experiments yielded the channel Nusselt number directly from 
temperature and heat flux measurements.   
 
Subsequent years would yield various new results by means of additional studies which 
addressed the finer points of these earlier papers.  In particular, the nature of the channel 
walls and outlet and inlet conditions were all examined to some degree.  In 1997, Tanda 
[30] worked on the case of natural convection occurring within an asymmetrically heated 
channel with enhanced wall surfaces.  In particular, square ribs were affixed to the 
channel walls, and their effect was found to decrease the Nusselt number of the channel 
under the conditions investigated due to the formation of separated flow regions.  Later, 
in 2008 , Tanda [31] would revisit this earlier work based upon revised experiments 
utilizing low-thermal-conductivity ribs for the purpose of isolating the role of the ribs as 
extended surfaces.  In this case, the addition of the ribs was also found to decrease heat 
transfer.  In 2005, Manca [32] performed several experiments which included an 
asymmetric abrupt expansion just upstream of the duct exit.  
 
5.2 Physical Model 
 
The physical model to be considered here is illustrated schematically in Figure 5.1. This 
figure was taken directly from the Azevedo paper.  In essence, the apparatus consisted of 
a pair of copper plates which were capable of being independently heated. The heating 
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function for each plate consisted of three individually controlled heating assemblies, each 
of which encompassed wound insulated electric resistance wire.  The individual heater 
controls enabled the boundary condition on the exposed faces of the copper plates to be 
uniform wall temperature.  The inter-plate spacing was denoted by S and the height of the 
plates by H.   
 
The results of the experiments were correlated to high accuracy by a power law 
encompassing the Nusselt and Rayleigh numbers which will be provided in the 
forthcoming discussion. 
 
 
Figure 5.1 Experimental apparatus of [29] modeled in the numerical simulations 
 
5.3 Simulation Model 
 
 A numerical simulation model was created that is a precise facsimile of the experimental 
setup just described with the aim of replicating the experimental conditions by 
computational means.  This approach enables a quantitative comparison to be made 
between the experimental results and numerical predictions for the purpose of 
establishing the validity of the simulation model and its execution.   
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The governing equations which form the basis of the numerical simulation include: mass 
conservation, momentum conservation, the first law of thermodynamics (energy 
conservation), and turbulence model equations.   
         
Mass conservation  
𝜕𝜌
𝜕𝑡
+
𝜕(𝜌𝑈𝑖)
𝜕𝑥𝑖
= 0         (5.1) 
Turbulent-flow momentum conservation (buoyancy-modified RANS equations) 
𝜕(𝜌𝑈𝑖)
𝜕𝑡
+
𝜕(𝜌𝑈𝑗𝑈𝑖)
𝜕𝑥𝑗
= −
𝜕𝑝∗
𝜕𝑥𝑖
+
𝜕
𝜕𝑥𝑗
(𝜇 + 𝜇𝑡) (
𝜕𝑈𝑖
𝜕𝑥𝑗
+
𝜕𝑈𝑗
𝜕𝑥𝑖
) + 𝑔𝑖𝜌𝛽(𝑇 − 𝑇∞)  (5.2) 
The gravity term is a combination of the pressure gradient and the body force per unit 
volume in the direction of gravity.  The starting point of this combining manipulation are 
the terms 
 −𝜕𝑝 𝜕𝑦⁄ − 𝑔𝑦𝜌          (5.2a) 
Where the positive y coordinate is vertically upward. Next, it is convenient to define  
𝑝∗ = 𝑝 + 𝜌∞𝑔𝑦         (5.2b) 
so that 
−
𝜕𝑝
𝜕𝑦
= −
𝜕𝑝∗
𝜕𝑦
+ 𝜌∞𝑔         (5.2c) 
The elimination of −𝜕𝑝 𝜕𝑦⁄  between this equation and the expression stated at the start of 
this derivation leads to  
−
𝜕𝑝∗
𝜕𝑦
+ 𝑔𝑦(𝜌∞ − 𝜌)         (5.2d) 
The density difference that appears in this equation can be eliminated in favor of a 
corresponding temperature difference by using the Boussinesq equation of state, which 
yields 
(𝜌∞ − 𝜌) = 𝜌𝛽(𝑇 − 𝑇∞)         (5.2e) 
in which 𝛽 is the coefficient of linear expansion.  This quantity is assumed to be constant.   
 
The first law of thermodynamics is 
𝜕𝑇
𝜕𝑡
+
𝜕(𝑈𝑗𝑇)
𝜕𝑥𝑗
=
𝜕
𝜕𝑥𝑗
[(𝛼 +
𝜇𝑡
𝑃𝑟𝑡
)
𝜕𝑇
𝜕𝑥𝑗
]       (5.3) 
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The quantity 𝜇𝑡 that appears in Eqs. (5.2) and (5.3) is the turbulent viscosity.  It 
represents the Reynolds stresses which appear when the time varying turbulent velocities 
are decomposed into the sum of a time-invariant part and a time-dependent fluctuating 
part.  There are a number of turbulence models which serve as means for determining 𝜇𝑡.  
Two of the most respected turbulence models will be employed here.  One of these, the 
SST (Shear Stress Transport) k-ω model has the special and very desirable feature of 
reducing to a laminar model when the actual flow regime is laminar [56].  The other 
highly respected model, the RNG (renormalized group) k-ϵ, does not have this feature.  
Both of these models contain added terms that presume to take account of the effect of 
buoyancy on turbulence.  In view of the advantage of SST model’s capability of 
recognizing laminar flow conditions, its governing equations will be stated here.  These 
are, with buoyancy terms included, Eqs. (5.6a) and (5.6b)  
 
𝜕(𝜌𝜅)
𝜕𝑡
+
𝜕(𝜌𝑢𝑖𝜅)
𝜕𝑥𝑖
= ?̂?𝜅 + 𝑃𝜅𝑏 − β′𝜌𝜅𝜔 +
𝜕
𝜕𝑥𝑖
[(𝜇 +
𝜇𝑡𝑢𝑟𝑏
𝜎𝜅3
)
𝜕𝜅
𝜕𝑥𝑖
]    (5.4) 
𝜕(𝜌𝜔)
𝜕𝑡
+
𝜕(𝜌𝑢𝑖𝜔)
𝜕𝑥𝑖
= 𝑎3
𝜔
𝑘
P̂𝑘 + 𝑃𝜀𝑏 − 𝛽3𝜌𝜔
2 +
𝜕
𝜕𝑥𝑖
[(𝜇 +
𝜇𝑡𝑢𝑟𝑏
𝜎𝜔3
)
𝜕𝜔
𝜕𝑥𝑖
] + 2𝜌(1 − 𝐹1)
1
𝜎𝜔2𝜔
𝜕𝜅
𝜕𝑥𝑖
𝜕𝜔
𝜕𝑥𝑖
 (5.5) 
𝑃𝑘𝑏 =
𝜇𝑡
𝜌𝜎𝜌
𝑔𝑗𝜌𝛽
𝜕𝑇
𝜕𝑥𝑖
         (5.6a) 
𝑃𝜀𝑏 = 𝐶3 ∙ max (0, 𝑃𝑘𝑏)         (5.6b) 
𝑃𝑘 = 𝜇𝑡 (
𝜕𝑢𝑖
𝜕𝑥𝑗
+
𝜕𝑢𝑗
𝜕𝑥𝑖
)
𝜕𝑢𝑖
𝜕𝑥𝑗
−
2
3
𝜕𝑢𝑘
𝜕𝑥𝑘
(3𝜇𝑡
𝜕𝑢𝑘
𝜕𝑥𝑘
+ 𝜌𝑘)      (5.7) 
𝐹1 = tanh(𝑎𝑟𝑔1)         (5.8a) 
𝑎𝑟𝑔1 = 𝑚𝑖𝑛 (𝑚𝑎𝑥 (
√𝑘
𝛽′𝜔𝑦𝑤
,
500𝑣
𝑦𝑤
2 𝜔
) ,
4𝜌𝑘
𝐶𝐷𝑘𝑤𝜎𝜔2𝑦𝑤
2)      (5.8b) 
𝐶𝐷𝑘𝜔 = 𝑚𝑎𝑥 (2𝜌
1
𝜎𝜔2𝜔
𝜕𝑘
𝜕𝑥𝑗
𝜕𝜔
𝜕𝑥𝑗
, 1.0 𝑥 10−10)      (5.8c) 
𝜇𝑡 =
𝜌𝑎3𝑘
max (𝑎3,𝜔,𝑆𝐹2)
         (5.9) 
𝑆 = √2𝑆𝑖𝑗𝑆𝑖𝑗, 𝑆𝑖𝑗 =
1
2
(
𝜕𝑢𝑖
𝜕𝑥𝑗
+
𝜕𝑢𝑗
𝜕𝑥𝑖
)       (5.10a) 
𝐹2 = tanh (𝑎𝑟𝑔2
2)         (5.10b) 
𝑎𝑟𝑔2
2 = 𝑚𝑎𝑥 (
2√𝑘
𝛽′𝜔𝑦𝑤
′ ,
500𝑣
𝑦𝑤
2 𝜔
)        (5.10c)  
?̂?𝑘 = min (𝑃𝑘 , 𝐶𝑙𝑖𝑚𝜌𝜀)         (5.11) 
𝛽′ = 0.09          (5.12a) 
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𝑎1 = 5/9          (5.12b) 
𝛽1 = 0.075          (5.12c) 
𝜎𝑘1 = 2          (5.12d) 
𝜎𝜔1 = 2          (5.12e) 
𝛽′ = 0.09          (5.13a) 
𝑎2 = 0.44          (5.13b) 
𝛽2 = 0.0828          (5.13c) 
𝜎𝑘2 = 1          (5.13d) 
𝜎𝜔2 = 1/0.856          (5.13e) 
∅3 = 𝐹1∅1 + (1 − 𝐹1)∅2        (5.14) 
 
It is noteworthy that with the exception of the buoyancy terms, Eqs. (5.6a) and (5.6b) , 
these equations are the same as those described more thoroughly in Chapter 2, Eqs. (2.4) 
through (2.14). When the buoyancy turbulence condition is evoked, the additional 
production terms corresponding to Eqs. (5.6a) and (5.6b) are included.  Within those 
equations the model constants 𝜎𝜌 and C3 are respectively 0.9 and unity when the 
Boussinesq equation of state is employed. 
  
5.4 Solution Domain and Boundary Conditions 
 
The equations described in the preceding section were applied to a two-dimensional 
solution space as illustrated in Figure 5.2, which has been selected to replicate the 
experimental facility described in (29).  It is noteworthy that the boundaries of the 
domain are not placed immediately at the outlet and inlet of the vertical channel located 
at 𝑑?̅? and 𝑐?̅?, but are instead located well above and below these respective positons. 
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Figure 5.2  Solution Domain  
 
This arrangement allows for complete interaction of the flow in the channel with the 
external environment.  The geometry of the extended spaces are rectangular in shape and 
defined by extension lengths Loverhead, Lside, and Lunderneath.  With regard to the channel 
dimensions, the height and width are represented by respectively by parameters H and S.       
 
For convenience in the foregoing discussion, the vertices are assigned letters a, b, … .   
On the lines 𝑒𝑓̅̅ ̅, 𝑓𝑔̅̅̅̅ , 𝑔ℎ̅̅̅̅ , 𝑏𝑎̅̅ ̅, 𝑎?̅?, and 𝑙?̅?, the opening boundary condition is applied.  That 
condition allows for flow to pass into or out of the solution domain in accordance with 
the outcome of the simulation.  The constrained variable along these boundaries was the 
reduced pressure p* as defined in Eq. (5.2b).  As will be demonstrated, the extension of 
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the solution domain below and above the channel was sufficiently large so that the flow 
was nearly stagnant at the outermost boundaries of these extensions of the solution 
domain.   
 
The reduced pressure p* which appears in Eq. (5.2) requires specification in conjunction 
with the opening boundary condition.  It is readily shown that p* is a constant 
independent of elevation in the gravity field.  With respect to the direction of the flow at 
the boundaries specified as openings, the so-called entrainment condition was applied.  
This condition allows the direction of the fluid to be determined as a result of the flow 
occurring at adjacent nodes.  The remaining boundary conditions were specified as walls 
governed by the no-slip condition.    
 
Closure of the First Law was achieved at the boundaries of the solution domain either by 
specification of temperatures or by regarding the respective boundaries to be adiabatic.  
At 𝑐𝑑̅̅ ̅, the temperature of the wall Tw was fixed at an elevated value relative to that of the 
surroundings 𝑇∞. The opposite wall, 𝑖?̅? was specified to be adiabatic. The surroundings 
are regarded as being located at openings 𝑒𝑓̅̅ ̅, 𝑓𝑔̅̅̅̅ , 𝑔ℎ̅̅̅̅ , 𝑏𝑎̅̅ ̅, 𝑎?̅? and 𝑙?̅?. The remaining walls 
𝑒𝑑̅̅ ̅, 𝑖ℎ̅, 𝑏𝑐̅̅ ̅, 𝑎𝑛𝑑 𝑗?̅? were specified to be adiabatic. The temperature difference 𝑇𝑤 − 𝑇∞ 
and the channel width S correspond to the experimental parameters employed to achieve 
variation of the Rayleigh number Ras as defined in Eq. (5.15).   
 
𝑅𝑎𝑠 =
[𝑔𝛽(𝑇𝑤−𝑇∞) 𝑆
3]
𝑣2
𝑃𝑟        (5.15) 
 
In this equation, the Prandtl number is a property of the fluid medium which, for water, is 
equal to 5.87 for the temperature ranges used for the numerical simulations. 
               
For the numerical simulations, aspect ratios of S/H = 0.0437 and S/H = 0.109 were 
studied, which correspond to two of the geometric configurations used in the experiment 
[29]. Furthermore, the range over which the channel Rayleigh was varied numerically 
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was also chosen to coincide with available experimental data from [29].  In particular, the 
range selected for comparison of the simulation predictions with experimental data was 
from approximately 25,000 to 1.9M (actual values of 23,600, 58,900, 117,800, 275,229 
and 1,827,739).  This range was achieved by varying the temperature difference 𝑇𝑤 − 𝑇∞ 
and S/H.  It is noteworthy that the range of Ras that can be achieved experimentally [29] 
with a given aspect ratio is governed by the boiling and freezing point of water.  It is for 
this reason that S/H was varied for the experiment. 
 
In order to facilitate the model validation described, the specific results reported in [29] 
warrant elucidation.  As discussed in the foregoing literature review, Azevedo reports the 
channel Nusselt number Nus defined by Eq. (5.16) which provides the basis for 
comparison.  The average heat transfer coefficient h is defined as the proportionality of 
the total rate of heat transfer Q to the area of the heated surface A, and also to the 
difference in temperature 𝑇𝑤 − 𝑇∞.  The definitions of the heat transfer coefficient and 
Nusselt number are  
 
 𝑁𝑢𝑆 =
ℎ𝑆
𝑘
, ℎ =
𝑄
𝐴(𝑇𝑤−𝑇∞)
        (5.16) 
 
The experimental data were fit in [29] by a correlation equation connecting Nus to the 
product (S/H)Ras as show in Eq. (5.17).    
 
𝑁𝑢𝑠 = 0.661[(𝑠 𝐻⁄ )𝑅𝑎𝑠]
0.247       (5.17) 
 
5.5 Numerical Results and Discussion 
 
Numerical simulations were performed in order to facilitate the comparison described in 
the foregoing between the computed results and those that were arrived at experimentally 
in [29].  To achieve this aim, the turbulence models discussed in the preceding section 
were ultimately employed; however, as a first step a simpler laminar model, omitting the 
turbulence equations and utilizing only the Navier- Stokes equations for momentum 
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transport with the Boussinesq buoyancy source term was used, Eq. (5.2) with μt = 0.  The 
purpose of this effort was to satisfy two objectives.  The first objective was to establish 
whether or not the experimental data of [29] could be predicted under conditions of 
laminar flow.  The second objective was to determine if the turbulence models considered 
are able to produce accurate results in the laminar flow regime in the event that the flow 
is indeed laminar.  It is noteworthy that the flow regimes inherent to the experiments 
were not described in the paper.  In that regard, it is possible that the flow may have been 
in part laminar, especially for low values of RaS.  As stated in [56], the SST turbulence 
model possesses the ability to accurately model laminar flow, whereas the RNG k-ε 
model is not proven in this regard.   
 
Also at issue is the sensitivity of these outcomes to the presence or absence of the 
buoyancy production term PKb and the buoyancy dissipation term Pεb, described by Eqs. 
(5.6a) and (5.6b).  The standard turbulence models do not include these terms; however, 
they are added when the buoyancy turbulence condition is invoked as previously 
described.   
 
In Table 5.1, the channel Nusselt numbers predicted by numerical simulation are shown 
for S/H = 0.0437 and the highest value of RaS corresponding to that channel aspect ratio, 
~120,000. Furthermore, the table also includes a second column showing the percent 
error for each simulation case in relation to the experimental value of reference given by 
the correlation equation Eq. (5.17) fitted from the data of [29].  Recall that the 
experiments carried out in [29] included measurements to establish this correlation 
equation which relates the channel Nusselt number NuS to the aspect ratio of the channel 
(S/H) and to the channel Rayleigh number RaS .   
 
As a first observation, the Nusselt numbers corresponding to the laminar model, the 
original SST model, and the formulation of the SST model employing the buoyancy 
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terms in the turbulence equation (SST*) are in excellent agreement with each other and 
with the data of [29].   
 
 
Relative to the experimental outcome, their respective percent errors ranged from 0.95% 
to 1.07% below the experimental value whereby the percent error is defined as Eq. (5.18).  
 
%𝐸𝑟𝑟𝑜𝑟 =
(𝑁𝑢𝑆,𝑁𝑢𝑚𝑒𝑟𝑖𝑐𝑎𝑙−𝑁𝑢𝑆,𝐸𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡)
𝑁𝑢𝑆,𝐸𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡
× 100%     (5.18) 
 
These results indicate, for this particular aspect ratio and Rayleigh number, that the flow 
regime is laminar and that the SST model accurately predicts the experimental result in 
both formulations.  With regard to the RNG k-ε model, the agreement is unacceptably 
poor with a percent error equal to nearly 70% for both cases.  It can thus be concluded 
that RNG k-ε is not suitable to replicate the experimental data under the conditions of the 
experiment. This outcome can be attributed to the fact that this turbulence model does not 
revert to laminar flow when the actual flow is laminar.  
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While the results shown for the SST model are promising, it was deemed appropriate by 
the author to explore a modification that might further improve the accuracy of the 
solution, in particular by partially eliminating the assumption that thermophysical 
properties β and μ are both temperature invariant.  For the cases discussed thus far, these 
properties were evaluated at the intermediate temperature of the wall and surroundings, 
(𝑇𝑤 + 𝑇∞)/2.  For the case where (S/H)*RaS is approximately 5000, the temperature 
difference between the surrounding fluid and the wall used in the simulation was 40 F.  
Over this range, the dynamic viscosity μ and coefficient of thermal expansion β for liquid 
water vary enough to merit consideration.  With regard to the dynamic viscosity, the 
value is reduced by approximately 40% when the property is evaluated at the wall 
temperature versus the surrounding fluid temperature.  The reduction in the coefficient of 
thermal expansion is 3%.  
 
In order to model these variations, polynomial algebraic equations were fit for μ(T) and 
for β(T) from discrete values listed in a literature reference [57].  These fitted equations 
were subsequently applied in the model denoted SST** in Table 5.1.  
 
It is surprising that the simulation results including the temperature dependencies was 
marginally less accurate when compared to the experimental result than that which 
employed the constant property assumption.  In particular, the percent error was 
respectively 4.3 % versus -0.95% as is shown in Table 5.1.  
 
Clearly, it is not possible to establish the accuracy of the simulation model with respect to 
Eq. (5.17) which describes the experimental data of [29] based on a single value of 
(S/H)RaS.  As a next step, the SST model results were extended to encompass a range of 
(S/H) RaS between 1030 and 199,223.  These values are limited by the freezing and 
boiling point of water, the fluid used in the experiment, and by channel aspect ratios of 
0.0437 and 0.109.  Figure 5.3 shows the results of this effort and provides a comparison 
between the simulation results and Eq. (5.17).  As is clearly evident, good agreement 
between the numerical model and the experimental data was achieved for the range 
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studied.  This outcome further reinforces the finding that the SST model is validated by 
the data of [29].    
 
 
 
Figure 5.3 Simulation predictions for NuS versus (S/H)RaS in comparison to the 
correlation equation Eq. (22) given by [29] 
 
With agreement between the simulation model and the experimental data of [29] in hand, 
the next effort was to explore a practical matter regarding the solution procedure.  In 
particular, to address the sensitivity of the solution results to the extensions of the 
solution domain included overhead of and underneath the vertical channel.  These 
extensions were provided to examine any effects on the solution due to upstream flow 
development or of those which might be imparted by the plume issuing from the channel.   
 
While the potential impacts associated with the overhead and underneath extensions of 
the solution domain are a relevant point of focus in their own right, it is noteworthy that 
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they are also of practical interest.  The process of obtaining a numerical solution is more 
time consuming when the extensions are included.  The overhead extension of the 
solution domain is particularly significant given that eddies and perturbations associated 
with the plume exiting the top of the channel require a very fine time scale to maintain 
numerical stability.  For illustration, in Figure 5.4, a shaded-contour diagram showing 
fluid velocity magnitudes is overlaid with normalized vectors in the extended solution 
domain overhead of the channel outlet. The velocity magnitudes are indicated by the 
shaded strip situated below the diagram, while the normalized vectors show the direction 
of fluid motion. For this instance, the results correspond to the SST* model at randomly 
selected time point. 
 
Inspection of Figure 5.4 indicates a very low velocity recirculating flow filling the 
overhead extension of the solution domain.  The plume is a more concentrated zone of 
somewhat higher velocity, but still with a magnitude less than 0.1 ft/s.  The plume dies 
away before the top of the solution domain is arrived at.       
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Figure 5.4 Plume issued at the outlet of the vertical channel for the SST* case 
 
 
To further explore the effects of the extensions of the solution domain, additional 
simulations were run which employed modifications to remove these extensions in a 
systematic way and in turn study their impact.  These modifications are displayed in 
Figure 5.5. The (a) part of the figure displays the original solution domain, while the (b) 
and (c) parts exhibit the modifications.  For Case (b) the entire downstream extension is 
eliminated, whereas for Case (c), both the upstream and downstream extensions are 
simultaneously omitted. 
 
 
Plume  
Vertical Channel Outlet 
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Figure 5.5 Solution domain prior to modification and modified solution domains  
 
In order to obtain closure of the governing equations boundary conditions were also 
revised accordingly.  For case (b) the boundary conditions were the same as they were for 
case (a) with the exception that the condition prescribed on the eliminated boundaries 𝑒𝑓̅̅ ̅, 
𝑓𝑔̅̅̅̅ , and  𝑔ℎ̅̅̅̅  was placed on the new downstream boundary created at 𝑑?̅?.  To obtain case 
(c) these same modifications were made to case (a).  Additionally, the condition imposed 
at the removed boundaries 𝑏𝑎̅̅ ̅, 𝑎?̅?, and 𝑙?̅? was placed at the new upstream boundary  𝑐?̅?.   
 
The results corresponding to these cases are indicated in Table 5.2.  The percent error in 
Nus measured relative to the value predicted by Eq. (5.17) of [29] varied amongst the 
models ranging from approximately 1% to 3% below the measured value.  The most 
accurate results were obtained for case (a) and the results became progressively less 
accurate for cases (b) and (c), although the deviation is not severe.  The merit selecting 
any of these approaches can only be established by weighing the requirements for 
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accuracy against available computational resources.  In light of computational efficiency 
case (b) provides the best value with regard to accuracy.     
 
 
 
 
5.6 Concluding Remarks 
 
In this chapter a numerical simulation model of natural convection flow within an 
asymmetrically heated vertical channel was proposed, executed, and validated based on 
experimental data obtained from the literature.  Specifically, results predicted by the SST 
turbulence model were found to predict experimental results [29] with less than 4.06% 
error over a range of RaS spanning 25,000 to nearly 2M, where the characteristic length S 
is the width of the channel. Correspondingly, values of NuS determined ranged from 3.73 
to 13.46.  In addition to establishing model accuracy, modifications to the solution 
domain were explored for the purpose of evaluation of computational efficiency.  As a 
first trial, both extensions of the solution domain were included overhead of and 
underneath the vertical channel for the purpose of capturing the interaction of the channel 
flow with the surroundings.  Removal of these zones was found to have minor impact on 
the solution outcomes resulting in a small reduction in accuracy.  Furthermore, it was 
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established that removal of the domain extension overhead of the channel allowed for 
faster simulation times than removal of the lower extension.   
With these outcomes in hand, it can be stated with confidence that natural convection 
flows of the nature studied in this chapter are accurately modeled by the methods 
demonstrated.   
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Chapter 6 
 
APPLICATION OF SIMULATION MODEL OF NATURAL 
CONVECTION CHANNEL FLOW TO INTERNAL FLOW WITHIN 
A BUILDING FAÇADE WITH INTERNAL BLOCKAGES 
 
 
 
6.0 Introduction 
 
The effort of the previous chapter was to introduce a numerical simulation model capable 
of accurately predicting buoyant flow in an asymmetrically heated vertical channel.  For 
the purpose of validation, the proposed model was shown to produce excellent agreement 
with the experiments of [29].  In the present chapter, the focus is to apply the validated 
model to evaluate flows internal to the walls of buildings.   
 
As a prelude to the application-specific literature review, it is appropriate to define the 
nature of the problem to be considered and to include a glossary that relates to it. The 
problem definition is aided by a two-part literature survey.  One part, that which is 
concerned with fundamental processes, has already been presented in the previous 
chapter. There, the focus was on highly painstaking experiments employing simple 
geometries.  Although the literature cited there did not address the geometric 
configurations of actual buildings, its relevance was critical to the proper modeling of the 
flow to be considered for the building wall case. Here, it is appropriate to extend the 
literature review to papers that are specifically related to the building-wall situation.  
 
In order to proceed with the objective just set forth, discussion of a particular building 
wall construction is warranted for edification of the reader.  The specific case in question 
was selected from amongst many configurations of building walls because it most closely 
relates to the experimental situation [29] used for validation of the numerical model.  
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This configuration, shown in Figure 6.1, will be referred to as a Double-Skin Façade 
(DSF).   
                                                                                                             
Figure 6.1 Photograph of a Double-Skin Building Façade         
                                                                     
As is shown in the figure, the anatomy of the DSF is comprised of internal and external 
walls which form a fluid-flow passage.  Both the interior and exterior walls consist of 
metal-framed glass. The extreme upper and lower boundaries of the flow passage (not 
shown in the figure) are open to the external ambient.  During the nighttime hours of the 
winter, when exterior temperatures are less than those of the building interior, natural 
convection will occur within the channel due to asymmetric heating of the interior wall in 
relation to the unheated exterior wall.  For summertime conditions, natural convection 
may also occur due to solar heating of the external wall. 
 
Literature relating to the building façade investigations will now be presented. In 2001, 
Hensen et al. [33] investigated natural convection in a multi-story DSF using two 
different numerical approaches.  The first approach relied on a lumped-parameter model 
whereas the second approach implemented CFD.  The authors voiced skepticism that the 
CFD approach would provide adequate fidelity in light of computer limitations and that 
the lumped parameter model is more practical for engineering practice. Later, in 2002, 
Zollner [34] et al. performed full scale experiments.  While the DSF channel was vented 
to the ambient in a similar manner to that studied by Hensen, it differed in height 
spanning only a single story. The thickness of the channel was variable so that the effect 
of different aspect ratios on the resulting natural convection flow rate could be 
Catwalk 
Exterior Wall Interior Wall 
  125 
determined.  Another study of natural convection (Ding et al. [35], 2005) in a multi-story 
building envisioned the DSF as a collection manifold into which building cross-ventilated 
air was discharged. The implementation was made by both CFD and corresponding scale-
model experiments. The CFD work was oversimplified because it was based on a zero-
equation turbulence model. Furthermore, application of this work is limited owing to the 
fact that the building studied had a highly specialized geometry.  
 
Safer et al. [36], also published in 2005, considered still another fluid flow and geometric 
situation. Specifically, the case of a single-story DSF containing a tiltable venetian blind 
was examined under conditions of turbulent forced airflow implemented through 
openings at the top and bottom of the channel.  The focus of the work was to determine 
whether or not velocity distributions predicted by CFD utilizing the REAL k-ε turbulence 
model in conjunction with a porous media model for the blockage introduced by the 
blinds would agree with a model which considered the presence of the actual blinds. Only 
modest agreement was established for various tilt angles of the blind slat. Experiments 
later performed by Gavan et al. [37] in 2009 would consider a similar situation including 
the effects of mixed convection through utilization of a full-scale DSF in an 
environmental chamber.  In this case, the source of mixed convection was heating lamps 
which mimicked solar radiation acting simultaneously with electric fans. Whereas the 
work performed by Safer focused on velocity predictions this latter work was concerned 
primarily with temperature measurements. 
 
In 2007, Gratia and Herde [38] developed guidelines for improving natural ventilation in 
a multi-story DSF during daytime conditions.  The focus of the work was in common 
with that of Ding [35].  The specifics of the model employed were not well described. 
The distinguishing feature of the paper is that wind effects were considered in addition to 
natural convection. As with the case of [35], the building geometry studied was highly 
specific.  Another work considering the cross-ventilation case previously examined in 
[35] was a paper authored by Mingotti et al. [39] in 2011.  The focus of the work 
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considered two operating modes of a single story DSF by the method of scaled 
experiments.  In contrast with [35], this work avoided the use of a multi-story model.  
In 2012, Lau et al. [40] considered natural convection in a DSF for the purpose of 
evaluating the cooling of building-integrated photovoltaic (BIPV) modules by means of 
transient CFD using Large Eddy Simulation (LES).  It was concluded that in order to 
achieve reliable accuracy that disturbances external to the channel proper must be 
accounted for in the model. A similar situation was explored experimentally by Grigoras 
et al.[41] in 2014.  The substantive difference being that the latter work featured non-
uniform periodic heating of the wall.  A review paper by 2014 Wang et al. [42] 
summarized efforts to account for geometric factors that influence flow within DSF 
channels such as the location of openings, glazing orientation, aspect ratios, and blinds.  
It was surmised based on the existing research that natural ventilation was a reliable 
mechanism for reducing heat buildup, that the geometric placement of the blind has a 
strong impact on resulting flow rates, and that CFD approaches provide greater accuracy 
when transient formulations are used versus steady-state.  It is a noteworthy that blinds 
were the only flow channel obstruction discussed.   
A recent study, published in 2015, is the work of Andelkovik et al. [43].  The authors 
abandoned the use of scaled models in favor of actual building measurements of an office 
building in Serbia.  In particular, humidity, temperature, and air velocity were measured 
at various locations with an end objective of establishing changes in enthalpy between 
inlet and outlet. The authors’ concluded that for the specific case studied, control of the 
ventilation has a strong impact on heat transfer through the building envelope and in turn 
building energy efficiency.   
6.1 Significance of Flow Obstructions within the DSF Channel 
A key geometric difference which distinguishes the investigation set forth in this chapter 
of internal channel flow within a representative building wall from that which was 
presented in the previous chapter is the presence of flow obstructions within the wall 
channel formed between the inner and outer walls of the DSF.  The presence of such 
  127 
obstructions will alter the path of fluid flow from that which corresponds to the 
obstruction-free, asymmetrically-heated vertical channel that was the focus of the 
foregoing chapter. In particular, “cat walks” comprised of metal grating are often 
installed at each floor level.  These fixtures allow for a person to stand within the channel 
as is often required to facilitate maintenance activities such as periodic cleaning of the 
glass.  In Figure 6.1 the catwalk is identified by heavy outlines and consists of metal slats 
placed in a rectangular array. This deployment allows the aforementioned maintenance 
requirements to be fulfilled while also allowing the channel to act as a flow passage.   
 
With regard to the numerical simulations that are the subject of the present chapter, a 
description of this flow obstruction deserves significant attention in order to aid in the 
forthcoming discussion.  Specifically, from a macroscopic perspective, the flow 
obstruction is the aggregate of many smaller flow obstructions of like geometry and that 
are deployed periodically to form an array.  Created by this arrangement are numerous 
flow passages between the individual obstructions.  CFD calculations, which hope to 
replicate the macroscopic flow field, are challenged by the high number of distinct 
geometric entities, the resulting number of individual flow passages that must be modeled 
and need to provide a very fine mesh near walls where velocity gradients are known to be 
high.   
 
The literature is rich in studies which have aimed to provide pressure drop information 
for blockages of the nature discussed, and for porous media, however there is a bias 
towards experimental measurements and corresponding mathematical representations 
which employ the Darcy-Forchheimer model [58].  That model was originally proposed 
to represent porous media, but has recently been extended for applications involving thin-
planar arrangements of discrete flow passages through an impermeable material that are 
geometrically regular such as uniformly perforated plates [6].  The approach underlying 
the use of this extended Darcy-Forchheimer model is to relate the pressure drop due to a 
certain geometrical blockage to the velocity entering the upstream face of the blockage.  
If the blockage involves the periodic presence of a specific flow path, the pressure drop—
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velocity relationship obtained from the flow path can be used throughout the entire 
blockage without considering each flow path discreetly.  While the approach described in 
[6] produced this pressure drop—velocity relationship as a model equation for a 
perforated plate the model equation was not in turn applied to modify the governing 
equations of a CFD model.  It is reasonable to question whether or not this latter step can 
be reliably performed in a manner that provides fidelity in relation to a model which 
considers a blockage in explicit detail whereby each flow path through the blockage is 
considered independently?  This question has motivated exploration of the Darcy-
Forchheimer model as a means to represent catwalk blockages within a double-wall 
channel as described in the foregoing.      
 
6.2 Numerical Procedure 
 
A simplified two-dimensional view of the cat walk is shown in Figure 6.2 where the 
grating is defined by three geometric parameters.  The grating height hg in the flow 
direction, the grating slat thickness tg, and the spacing of each grating module sg are 
displayed in Figure 6.2.   For ease of discussion, it is convenient to define the open area 
fraction of the grate as (sg – tg)/sg. This corresponds to the porosity ε of the blockage. 
 
Figure 6.2 Nomenclature for the application of the Darcy-Forchheimer equation 
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The ultimate goal of the solution procedure to be set forth is to arrive at a model that 
takes account of the fluid-flow interaction of multiple catwalks with natural convection 
occurring in an asymmetrically heated DSF channel.  This, “full building height” case 
thus corresponds to a model building with specified geometric parameters, such as the 
height between floors, channel width, and catwalk grating dimensions.  The approach can 
be regarded as a complete description encompassing the total extent of fluid flow 
occurring within the wall passage.  
 
A necessary first step required to achieve this aim is to establish the Darcy-Forchheimer 
equation corresponding to a single catwalk.  This effort is carried out independently of 
the full building height situation by means of a model which considers the pressure 
interaction of the catwalk grating with an approaching flow.  This model is specially 
tailored to include extensions of the solution domain upstream and downstream of the 
grating.  The purpose of these extensions is to provide sufficient length so that the onset 
and decay of pressure disturbances imposed upon the flow by the grating are fully 
resolved.  As will now be described in greater detail, the Darcy-Forchheimer equation is 
established by considering a range of through-flow velocities.  Once the Darcy-
Forchheimer equation is established, it is then applied as an input to the full building 
height model.            
 
For the reader’s edification, the specifics of the Darcy-Forchheimer model will now be 
described.   The approach invokes the Darcy-Forchheimer equation, Eq. (6.1), which 
postulates that the action of a porous material on the pressure drop within that medium 
can be described in terms of frictional and inertial pressure losses that are a function of 
fluid velocity ν in the streamwise direction.         
 
 −
𝑑𝑝
𝑑𝑦
=
𝜇
𝑘
𝑣 + 𝜌𝛽𝐹𝑣
2               (6.1) 
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The first term on the right-hand side of the equation represents Darcy’s law which 
corresponds to friction-dominated laminar flow. This outcome was arrived at empirically 
by Darcy [59] in 1857, but it can be determined rationally.  The small confines of the 
internal flow passages of many porous media result in a large ratio of surface area to free-
flow area.  The frictional effects of the wall impart a tenacious effect on velocity 
distributions within internal passages.  This being the case, it can be reasonably expected 
that viscous forces owing to fluid friction will exceed inertial forces so greatly that the 
inertial forces are thereby rendered insignificant.  The constant of proportionality 
proposed by Darcy varies inversely with a parameter defined as the permeability of the 
medium, k. 
 
The second term on the right hand side of the equation defines a modification proposed 
by Forchheimer in 1901 [60].  Addition of the latter term accounts for the possibility that 
inertial forces are indeed appreciable.  This might occur when individual flow passages 
within the medium are large enough to allow for evolving flow separation or even 
turbulence.  In this case, a constant of proportionality, the inertial factor, 𝛽𝐹, is proposed 
to relate the pressure loss gradient to the product of the square of the fluid velocity and 
fluid density.          
 
With regard to the modeling equations shown in the previous chapter and that are to be 
employed in the present study, the Darcy-Forchheimer equation modifies the RANS 
equation in the direction of fluid flow for the zone of fluid flow immediately affected by 
the blockage. The thus-modified equation is often referred to as the Brinkman equation 
[61] (1947). 
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6.3 Determination of the Permeability k and Inertial Factor 𝛽𝐹 of the 
Catwalk Grating  
 
It is necessary to first determine the proportionality constants discussed in the preceding 
section as they apply to the catwalk.  Specifically, the permeability k and inertial factor 
𝛽𝐹 must be determined for selected cases with defined geometric parameters as shown in 
Figure 6.2.  For this purpose, the following two cases are proposed.  A first case, which 
henceforth shall be referred to as Case 1, includes a grating with 75% free area (ε = 0.75) 
such that tg/sg = ¼  and tg/hg = ¼.   The second grating geometry, hereafter designated as 
Case 2, maintains the ratio of grating thickness to height at tg/hg = ¼, but alters sg such 
that a free area with ε =  0.50 is achieved.  Correspondingly tg/sg = ½.   
 
In order to determine the values k and 𝛽𝐹 that correspond to a given catwalk geometry the 
interaction of that catwalk with the surrounding fluid flow must be determined as the 
flow converges upon the catwalk, passes through its slats and is issued downstream. Of 
particular interest is the total drop in pressure which occurs as the net effect of these 
phases in the streamwise direction.  As described by Eq. 6.1, this drop in pressure is a 
function of the velocity of the approaching flow.  In that light, k and 𝛽𝐹 can only be 
determined by considering numerous uniform approach velocities. The pressure-drop 
data culled from these velocities is utilized to form a correlation for which the Darcy-
Forchheimer equation provides a fit.  The quantities k and 𝛽𝐹 are regarded as determined 
when their values establish good agreement between the numerically based pressure drop 
predictions and the predictions of the fitted curve.  
 
In establishing the coefficients of the Darcy-Forchheimer relationship, attention must be 
drawn to the fact that the representation of the pressure drop shown in Eq. (1) is 
expressed as a streamwise pressure gradient.  The crux of adopting the Darcy-
Forchheimer model is identification of how the pressure drop corresponding to the 
grating can be expressed as a streamwise gradient.  
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6.4 Definition of the Solution Domain and Model Boundary Conditions 
for the Darcy-Forchheimer Implementation 
 
In order to establish the relationship described by Eq. (6.1) numerical simulations were 
performed which evoked the Shear Stress Transport (SST) model of turbulence for 
buoyant flow as it was described and experimentally verified in the previous chapter.  
Furthermore, a description of the solution space to which these equations were applied is 
depicted in Figure 6.3.  The bounds of the solution domain observe the symmetry of the 
catwalk grating whereby model boundaries are placed along the centerline of the slat and 
along centerline of the flow passage formed between each slat.   
 
 
Figure 6.3 Solution domain of the model utilized to derive permeability k and 
inertial factor 𝛽𝐹 of the catwalk grating  
 
Specifically, these locations correspond to the lines 𝐴𝐹̅̅ ̅̅  and 𝐺𝐻̅̅ ̅̅  respectively as detailed in 
Figure 6.3.  At locations congruent with these lines the boundary condition applied is 
symmetry. As was described in foregoing chapters, the symmetry condition constrains 
the direction of fluid-flow to be aligned in the direction of the boundary.  The profile of 
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the grating slat is defined along 𝐵𝐶̅̅ ̅̅ , 𝐶𝐷̅̅ ̅̅ , and 𝐷𝐸̅̅ ̅̅ .  At these locations the no-slip velocity 
boundary condition is applied.   
 
As eluded to in the foregoing discussion the pressure drop which facilitates adoption of 
Eq. (6.1) to represent the catwalk grating pressure—velocity relationship is established 
by the net drop in pressure experienced by the fluid as it approaches, pass through and is 
issued from the grating.  In consonance with this reality, the model proposed must not 
only capture the flow field which occurs along the length of the slat, tg in the channel 
formed by the grating elements but must also capture the upstream and downstream flow 
field and attentive pressure changes which occur in those regions.  It is for this reason 
that extensions of the solution domain defined by an upstream distance, LU and 
downstream distance LD are included in the model.  The solution domain boundary 
placed at the upstream extent along line 𝐴𝐻̅̅ ̅̅  is uniform inflow velocity normal to the 
boundary.  At the downstream extent, along line 𝐹𝐺̅̅ ̅̅  an opening condition defined as 
described in Chapter 2.     
 
6.5 Results of the Darcy-Forchheimer Implementation 
 
As has now been discussed, the basic approach to establish Eq. (6.1) is to determine the 
pressure gradient which corresponds to the grating for a range of prescribed approach 
velocities.  For each case, the gradient encompasses the total streamwise variation of 
pressure imposed by the grating on the flow that is over and above that which would exist 
in absence of the grating. It is, therefore, intuitive to begin the assessment of the results 
by examining the streamwise pressure variations determined from the numerical 
simulations.  It is worthwhile to emphasize that the numerical simulations in question do 
not aim to model the effects of natural convection and that the approach velocity is an 
independent variable.  Later, the full-height-building models will employ natural 
convection as the mechanism of fluid motion.  The effort here is only to establish Eq. 
(6.1) for the grating.  
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The approach velocity is expressed as the channel Reynolds number ReS, Eq. (6.2) 
according to which the characteristic dimension is the channel width S.  This dimension 
was chosen for convenience to be consistent with the aforementioned full-height-building 
models that will ultimately employ the values of k and 𝛽𝐹 determined here.  It is 
noteworthy that the present simulations observe symmetry of the individual grating slats 
and are in fact independent of the width of the channel.   Specifically, the range of the 
values of Res extended from approximately 12,000 to 36,100, per the following equation         
 
𝑅𝑒𝑠 =
𝜌?̅?𝑆
𝜇
          (6.2) 
 
where 𝜌 is the fluid density, S is the total width that corresponds to the double-façade 
channel, and 𝜇 is the fluid viscosity.  The mean velocity ?̅? is the superficial velocity 
corresponding to the grating. In this context, the phrase superficial velocity is the velocity 
in the absence of any blockage of the cross section. As already described, the extent of 
the solution domain in the y-coordinate is bounded by upstream and downstream 
extensions with respective lengths LU and LD.  For all of the simulations performed, these 
parameters were prescribed as y/hg = -5 and 10 respectively.   
 
It is implicit that pressure varies throughout the solution domain with both x and y. It can 
however be stated with confidence that pressure variations occurring in the y-coordinate 
are in general much larger than those which occur in the x-coordinate.  In order to 
provide a description of pressure consistent with Eq. (6.1), according to which the 
pressure gradient occurs solely in the streamwise direction, it is necessary to produce a 
description of pressure that varies only with y.  To achieve this aim the pressure at each 
location of y is an average over the x values which define the solution domain at that y.  
For the purpose of presentation in Figures 6.4 and 6.5, these x-averaged pressures are 
presented for selected values of y and are gauged by the reference pressure pref at the inlet 
boundary 𝐴𝐻̅̅ ̅̅ of the solution domain.  Furthermore, each reported value is normalized by 
the dynamic pressure 1 2⁄ 𝜌?̅?
2. Simulations were carried out according to the three 
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Reynolds numbers that were proposed in the foregoing.  Figure 6.4 displays the results of 
the simulations models for which ε = 0.5 and Figure 6.5 contains those values which 
correspond to ε = 0.75.  Note that a smooth curve is passed through the normalized 
pressures for each value of ReS simulated.  
 
For locations upstream of the catwalk, which originates at y/hg = 0, at distances greater 
than |𝑦/ℎ𝑔 |= ½, the pressure is unaffected by the presence of the slats for all of the cases 
studied.  Furthermore, all of the cases exhibit a steep drop in pressure immediately 
preceding the slats.  These features are exhibited in both Figures 6.4 and 6.5.  
        
Figure 6.4  x-averaged pressure variation along y for values of Res corresponding to 
ε = 0.5  
 
Figure 6.5  x-averaged pressure variation along y for values of Res corresponding to 
ε = 0.75  
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This very steep pressure drop is due to acceleration of the fluid as it converges to pass 
through the reduced cross-section available for flow between the slats and is well 
approximated by Bernoulli’s equation, which reduces to 
 
𝑃 +
1
2
𝜌[𝑣(𝑦)]2 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡        (6.3a) 
 
For each simulation, the difference in the x-averaged pressures between locations        
y/hg = -1/2 and y/hg = 0, which are respectively the point at which the pressure drop is 
initiated and the location at which the slats are encountered, was calculated to be within 
1% of the value predicted by Eq. (6.3a).  Hereafter, the upstream length spanning these 
two locations will be referred to as LB (B = Bernoulli).     
 
Inspection of Figure 6.5 reveals an interesting variation of pressure as a function of y 
within the height of the slats.  The steep drop off, just described, whereby pressure varies 
in accordance with Bernoulli’s law persists past the inlet of the slat-bound channel until a 
minimum value is achieved just downstream of that location.  Beyond that point pressure 
rises.  This behavior is explained by the presence of recirculating regions originating 
from the leading edges of each slat.  These recirculation zones, which will be discussed in 
the foregoing, further diminish the free area through which flow is able to pass and in 
turn cause further acceleration in accordance with mass conservation.  The recirculating 
regions terminate prior to the outlet of the slat-bound channel after which free area 
increases and is accompanied by deceleration of the flow resulting in pressure rise.       
 
The pattern of pressure variation inherent to Figure 6.4 differs somewhat in comparison 
to that observed in Figure 6.5 and that has just been discussed.  As with the results of 
Figure 6.5 a similar steep pressure drop occurs in Figure 6.4 just upstream of the grating 
and continues beyond the onset of the grading slats for a short distance before reversing 
as free area increases.  In contrast, however, the results of Figure 6.4 exhibit slight 
additional pressure diminution beyond this point.  This outcome is the result of fluid 
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friction with the walls of the slat-bound channel.  Note that the porosity of the catwalk 
grating exhibited in Figure 6.4 is less than that corresponding to Figure 6.5.  In this light 
it is unsurprising that frictional effects are more appreciable due to the fact that the 
channel is narrower.   
 
To illuminate the foregoing discussion, it is relevant to show how the size of the 
recirculation zone varies from case to case.  Figure 6.6 displays the flow field as a 
normalized velocity-vector diagram in the nearby vicinity of the leading edge of the slat 
corresponding to ε = 0.5 and for each value of ReS.  To aid as a reference, the letters B 
and C are included within the figure to enable a connection with the geometry of the 
solution domain described in Figure 6.3.   Also included, solely to enhance perspective, is 
case (C´) which provides a complete view of the leading edge of the slat.  This depiction 
of the result is produced by reflecting the plot corresponding to Case (C) about the axis of 
symmetry of the slat 𝐴𝐹̅̅ ̅̅  in Figure 6.3.  Note that as described in Figure 6.3 the solution 
domain corresponds to one half of this reflected view, in particular that shown for Case 
(C).    
 
Figure 6.6 Vector diagram of the inter-slat flow field corresponding to ε = 0.5 with 
locations of back flow shaded in red. For cases (A), (B) and (C), ReS assumes 
respective values of approximately 12,000, 24,000, and 36,000 
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With regard to Case (A), it is evident that the recirculation zone located just downstream 
of the leading edge of the slat is much smaller than those corresponding to Cases (B) and 
(C), which are of similar size, and reattaches after only a short distance in the streamwise 
direction, ~hg/8.   The recirculation zones corresponding to the latter two cases are in 
contrast somewhat longer in the streamwise direction, ~hg/4, and occupy a larger portion 
of the gap between the slats. The influence of these outcomes on the normalized pressure 
curves shown in Figure 6.4 can only be described qualitatively;  however, it is reasonable 
to conclude that both the similarity of normalized pressures for Cases (B) and (C), as well 
as their difference relative to case (A), reflect the similarities and differences between 
these flow fields.  It is also worthy of note that for Cases (B) and (C) the drop in 
normalized pressure along the initial length of the inter-slat space is greater than that of 
Case (A).  This is likely due to the fact that the recirculation zones occupy a greater 
portion of the inter-slat gap for Cases (B) and (C), which further constricts the free area 
for streamwise flow between the slats relative to that of Case (A).    
 
Figure 6.7 provides the same type of presentation as that given by Figure 6.6, but 
corresponds to the simulation results for ε = 0.75, whereas Figure 6.6 corresponded to ε 
= 0.5.  As was previously shown for ε = 0.5, there is a clear distinction between the 
results for the higher two Reynolds numbers in contrast with the lowest Reynolds 
number.  In comparison to case of ε = 0.5, the downstream length occupied by the zone 
of recirculating flow is longer.  For Case (A), this length is ~3hg/8, and for Cases (B) and 
(C) the length is ~hg/2.  Relative to the width of the inter-slat channel, the blockage 
caused by the eddy is also diminished for the results of ε = 0.75 versus those of ε = 0.5 as 
is evident by comparison of Figures 6.6 and 6.7. 
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Figure 6.7 Vector diagram of the inter-slat flow field corresponding to ε = 0.75 with 
locations of back flow shaded in red. For cases (A), (B) and (C), ReS assumes 
respective values of approximately 12,000, 24,000, and 36,000 
 
Moving downstream of the grating for locations of y/hg > 1, a modest pressure recovery 
occurs as the jet of fluid issued from the inter-slat space spreads out to occupy the 
expansion of free area that occurs beyond the grating.  This recovery is the result of 
decreasing mean velocity of the fluid in the streamwise direction that occurs in 
accordance with mass conservation as the jet spreads.  
 
Observation of Figures 6.4 and 6.5 reveals that for both cases of ε the downstream length 
along which the pressure recovery occurs, which henceforth shall assume the definition 
LR, is finite and varies according to the value of ε chosen.  On the other hand, LR does not 
vary appreciably with ReS for the range of ReS studied.  When ε = 0.5 an excellent 
approximation of LR is given by a length of 3hg whereas 9hg provides an equally suitable 
value for LR when ε = 0.75. 
 
It is appropriate to extend the discussion initiated in observation of Figures 6.6 and 6.7 
located at the leading edge of the slat to locations at the trailing edge of the slat and into 
the downstream region in the nearby wake of the grating elements.  To facilitate this aim 
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Figures 6.8 and 6.9 provide a similar presentation as Figures 6.6 and 6.7 for this zone 
downstream of the grating throughout which pressure recovery occurs. Figure 6.8 
provides outcomes for ε = 0.5 and Figure 6.9 provides outcomes for ε = 0.75.   
   
Figure 6.8 Vector diagrams of the flow field trailing the slat corresponding to ε = 0.5 
with locations of back flow shaded in bold. For cases (A), (B), and (C), ReS assumes 
respective values of approximately 12,000, 24,000 and 36,000 
 
As is readily observed in both Figures 6.8 and 6.9 corresponding to each part of these 
figures, the orientation of the velocity vectors indicate identical counter rotating zones of 
recirculating flow in the wake of each slat.  Note that, owing to symmetry of the solution 
domain, only one of these recirculating zones appears in association with parts (A)—(C); 
however, the reflected view of (C’) shows both zones clearly.   These regions are formed 
by the action of fluid momentum which carries the flow of mass exiting the inter-slat 
space past the sharp edge at the end of each slat.   
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The size of these recirculating regions can be approximated by inspecting the relative 
orientation of each vector.  Moving downstream from the trailing edge of the slat, the 
location where the separated region terminates is identified when the vectors no longer 
display a negative y-component.  By this analysis it is clear that there is a decreasing 
relationship of the length of the separated region with increasing ReS.  Case (A) indicates 
the largest eddy length of those investigated and is on order with the length of the slat, ~ 
hg, whereas for cases (B) and (C), respective values of ~3hg/4 and ~2hg/3 were observed.   
 
Shown in Figure 6.9 is a similar presentation of the solution results corresponding to the ε 
= 0.75.  The same qualitative correlation between size of the separated region and ReS is 
readily identified.  
  
Figure 6.9 Vector diagram of the flow field trailing the slat corresponding to ε = 0.75 
with locations of back flow shaded in red. For cases (A), (B), and (C), ReS assumes 
respective values of approximately 12,000, 24,000 and 36,000 
 
While the relationship between the length of the recirculation zone and ReS exhibits a 
similar trend for both porosities the specific lengths of these zones for Cases (A)—(C) 
differ corresponding to the specific porosity in question.  Case (A) of Figure 6.9 exhibits 
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a length of the recirculation region equal to ~4hg/5 and is somewhat shorter than that 
depicted for Case (A) of Figure 6.8 whereby the length of the recirculation zone was ~hg 
as previously stated.  Recall that the difference between these figures is ε and that Figure 
6.8 depicts the results of ε = 0.5 whereas Figure 6.9 depicts results whereby ε = 0.75.  In 
this light the length of the recirculating region downstream of the slat was somewhat less 
for ε = 0.75.  For Cases (B) and (C) shown in Figure 6.9, the length of the eddy 
diminishes in a manner that is closely follows that which is displayed in Figure 6.8 as ReS 
increases such that for Case (B) the recirculation zone length is ~3hg/5 and for Case (C) 
the recirculation zone length is ~8hg/15.  
 
These outcomes reflect the fact that the contraction of the free area imposed by the onset 
of the grating is larger for ε = 0.5 than for ε = 0.75.  It follows that according to 
conservation of mass, the corresponding mean velocity of the jet issuing from the inter-
slat space, and subsequently the momentum of that flow, is greater for the former case 
than for the latter.  This increased inertia resists the spreading of the jet downstream and 
increases the size of the recirculation eddy for ε = 0.5.      
    
6.6 Correlation of the numerically determined pressure variations with 
the Darcy-Forchheimer model 
 
In the preceding section, the streamwise length along which pressure is affected by the 
grating was fully resolved for both cases of porosity investigated.  The total variation of 
pressure along this length is well described by three different fluid flow scenarios which 
occur in succession.  As described in the foregoing, along the upstream length LB 
pressure drops in accordance with Bernoulli’s equation after which the flow enters an 
inter-slat space of height hg. In this space, flow separation, and resulting recirculation 
zones at the leading edge of each slat, have the most significant impact on pressure.  
Moving further along hg additional pressure variations correspond to the expansion of 
free area that occurs within the inter-slat gap as recirculation zones initiated by each slat 
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diminish and fluid friction takes place with the slat walls.  Finally, over a distance LR 
downstream of the grating, modest pressure recovery occurs due to spreading of the flow.  
These outcomes were determined quantitatively for various ReS and ε in the preceding 
section. 
 
With pressure variations corresponding to ReS and ε thereby attained, attention is now 
turned to the Darcy-Forchhiemer equation and its implementation as a correlation 
equation to represent these relationships for each catwalk. As has been demonstrated, all 
pressure impacts associated with the catwalk grating have been accounted for.  It is 
thereby ensured that the model equation determined from these results will completely 
describe interaction of the catwalk with the upstream, inter-slat, and downstream flows.   
 
Recall that k and 𝛽𝐹 are coefficients of a best-fit curve which connects the mean velocity 
within a channel in which a catwalk is situated with the resulting streamwise pressure 
gradient imposed by the catwalk on the channel flow.  This relationship is established 
over a range of mean channel velocities for which corresponding pressure gradients of 
the catwalk are known.   Clearly, the pressure variations exhibited by Figures 6.4 and 6.5 
do not lend themselves to a single value of dp/dy in relation to each mean velocity due to 
the fact that pressure does not vary linearly over the streamwise length along which the 
catwalk affects pressure.  In this light, a definition of the pressure gradient must be made.  
The simplest of such definitions is to express the pressure gradient dp/dy as a unique 
value equal to the quotient of the pressure drops which occur due to the presence of the 
catwalk, ΔPC, and the streamwise length LC over which this pressure drop occurs. Note 
that LC is equal to the sum of LB, hg, and LR. 
 
Table 6.1 lists the slat-based pressure drop ΔPC in dimensionless form, where the 
nondimensionalization is achieved by dividing ΔPC by (1/2)ρv
2
.  ΔPC extends between 
y/hg = -0.5 to 4 for ε = 0.5 and between y/hg = -0.5 and 10 for ε = 0.75.  The distance LC 
over which ΔPC occurs is, therefore, 4.5hg and 10.5hg for ε = 0.5 and 0.75, respectively.  
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These limits are determined in accordance with the foregoing discussion of Figures 6.4 
and 6.5.   
 
 
 
The information provided in Table 6.1, taken together with the values of LC conveyed in 
the preceding paragraph, are combined in a dimensionless form of the Darcy-
Forchheimer equation: 
 
(
(𝑑𝑝 𝑑𝑦⁄ )𝐿𝐶
𝜌?̅?2
)𝑅𝑒𝑆 = 𝐶1𝑅𝑒𝑆 + 𝐶2       (6.3) 
 
where 𝐶1 and 𝐶2 are related to k and 𝛽𝐹 as follows 
 
𝛽𝐹 = 𝐶1/𝐿𝑐          (6.4) 
𝑘 = 𝑆𝐿𝑐/𝐶2           (6.5) 
 
The computational results, corresponding to equarion (6.3) for ε = 0.5 and ε = 0.75, are 
conveyed in Figure 6.10.  
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Figure 6.10  Eq. (3) derived as a linear fit equation for pressure-drop values determined by 
numerical simulation for ε = 0.5 (upper curve) and  ε = 0.75 (lower curve) 
 
The equations for the least squares fits are respectively given by Eqs. (6.6) and (6.7) for ε 
= 0.5 and 0.75.  Adjacent to each of these equations is the quantity R
2
 whose magnitude 
defines the quality of the fit which is excellent for both cases. 
 
(
(𝑑𝑝 𝑑𝑦⁄ )𝐿𝐶
𝜌?̅?2
)𝑅𝑒𝑠 =  0.9952(𝑅𝑒𝑠)  +  5862, R
2
 = 0.9990      (6.6) 
(
(𝑑𝑝 𝑑𝑦⁄ )𝐿𝐶
𝜌?̅?2
)𝑅𝑒𝑠 =  0.1858(𝑅𝑒𝑠)  +  337.7, R
2
 = 0.9982         (6.7) 
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6.7 Application of the Darcy-Forchheimer Equation to Determine 
Streamwise Distributions of Pressure and Velocity for a Three-Story 
Building  
 
In the foregoing discussion two catwalk geometries were proposed which exhibited 
porosities of ε = 0.5 and ε = 0.75.  For both cases resulting flowfields and pressure 
variations associated with each catwalk were established by numerical simulation in the 
nearby vicinity of each slat.  The pressure variations culled from these models were 
employed to establish Darcy Forcheimer equations, Eq. (6.6) and (6.7).   
 
The forthcoming effort will be to use Eq. (6.6) and (6.7) to model the presence of 
catwalks in a DSF channel as described early in this chapter.  In order to proceed with 
this effort, it is appropriate to describe how the governing equations of fluid flow are 
modified to enact this approach.    
 
The spatial distributions of velocity throughout the channel in which the catwalk 
elements are placed are extended version of the RANS equations, described in Chapters5, 
Eq. (5.2).  Note that, the models now to be presented consider fluid motion enacted by 
buoyancy as was the case in Chapter 3.  In that regard, conservation of energy Eq.(5.3) 
and the turbulence equations Eq.(5.4) through Eq. (5.14) are also enacted.  The extension 
of the RANS equations is to include the Darcy-Forchheimer terms as additional sources 
of pressure drop in zones where the catwalks were found to influence pressure. These 
zones, defined over the length LC, were the focus of the foregoing discussion.  In 
particular, a source term, SD,j, is added to the RANS momentum conservation equation as 
shown in Eqs. (6.8) and (6.9).   
 
      
𝜕(𝜌𝑈𝑗)
𝜕𝑡
+
𝜕(𝜌𝑈𝑖𝑈𝑗)
𝜕𝑥𝑖
= −
𝜕𝑝∗
𝜕𝑥𝑗
+
𝜕
𝜕𝑥𝑖
[(𝜇 + 𝜇𝑡) (
𝜕𝑈𝑗
𝜕𝑥𝑖
+
𝜕𝑈𝑖
𝜕𝑥𝑗
)] + 𝑔𝑗𝜌𝛽(𝑇 − 𝑇∞) − 𝑆𝐷,𝑗 (6.8) 
where 
      𝑆𝐷,𝑗 = 𝐶2
𝜇
𝑆𝐿𝑐
𝑈𝑗 + 𝐶1
𝜌
𝐿𝑐
𝑈𝑗
2       (6.9) 
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In these equations, j = 1, 2.  If 1 corresponds to the x-direction, g1 = SD,1 = 0, whereas if 2 
corresponds to the y-direction, g2 = g and SD,2 is given by Eq. (6.9). It is worthy of note 
that SD,2 = 0 in all portions of the channel except for the LC zone that corresponds to each 
catwalk. 
 
As set forth in the foregoing, this modification, which invokes the newly determined 
model coefficients C1 and C2,  has been undertaken in order to facilitate a “three-story 
building” simulation which encompasses the interaction of two catwalks with natural 
convection occurring in an asymmetrically-heated and vertically-oriented double-façade 
channel.  The specific characteristics of this model will now be discussed. 
 
The solution domain corresponding to the case chosen for evaluation is illustrated in 
Figure 6.11.  The figure contains parts (a) and (b) which establish dimensional 
nomenclature and identify particular locations in order to aid the forthcoming discussion.  
The solution domain, identified by gray shading in both parts of the figure, is chosen to 
represent the geometry of a DSF channel for the application of a low-rise building with 
three stories.  At each floor level, with the exception of the uppermost and lowermost 
ends of the channel, a catwalk grating is located as shown.  The dimensions of each 
vertical segment of the channel are described by the floor-to-floor height H and channel 
width S, which combine to form a channel aspect ratio of 12.3:1.  The height of the cat 
walk grating hg is equal to S/12. All of the remaining catwalk dimensions corresponding 
to ε = 0.5 and ε = 0.75 are as indicated in the foregoing discussion.  
 
On the left-hand side of Figure 6.11, denoted (a), is a shaded view of the solution domain 
annotated with the dimensions described.  Upstream and lateral extensions of the solution 
domain are included downwards, and to each side, of the channel as indicated 
respectively by LU and LS. This deployment replicates the geometric configuration 
applied in the previous chapter.  On the right-hand side of the figure, denoted (b), is a 
similar view of the solution domain with vertices labeled A through H and a through d.  
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The capital lettering corresponds to the total extent of the solution domain whereas the 
lower case lettering identifies a specific zone, shown hatched, within the solution domain 
where the governing equations have been modified to account for the catwalk. (Refer to 
Eqs. (6.8) and (6.9) and the discussion thereof.)  It is noteworthy that this hatched zone is 
positioned relative to the catwalk in a manner that preserves the relationship of the 
catwalk location with the upstream and downstream lengths, LB and LR.      
 
Figure 6.11 Solution Domain Employed for the Three-Story Building Model 
 
The application of boundary conditions is aided by the lettering shown in part (b) of 
Figure 6.11.  Along 𝐶𝐷̅̅ ̅̅ , a uniform and steady wall temperature Tw is prescribed.  At the 
remaining walls located along 𝐻𝐴̅̅ ̅̅ , 𝐴𝐵 and 𝐷𝐸, there is no heat transfer.  In all of these 
cases, the no-slip condition is observed for fluid flow.  At 𝐵𝐶̅̅ ̅̅ , 𝐻𝐺̅̅ ̅̅ ̅, 𝐺𝐹,̅̅ ̅̅̅ and 𝐹𝐸,̅̅ ̅̅̅ the 
opening boundary condition is assigned with a specified value of the modified pressure 
p* as defined in the previous chapter, Eqs. (5.2) – (5.2e), and uniform steady temperature 
Ti < Tw (i = inlet).  The opening boundary condition allows the fluid to pass with equal 
facility inward or outward through the boundary.    
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In addition to boundary conditions, initial conditions for both velocity and temperature 
fields are necessary to deal with the transient nature of the problem.  At time t < 0, the 
fluid within the solution domain is stationary at the temperature Ti (i = initial).  For all 
times t > 0, the inlet temperature is also equal to Ti. Note that the inlet and initial 
temperatures are taken to be the same value Ti.      
  
The thermal environment in which the three story building is situated deserves a detailed 
description in light of the fact that the temperature difference between the heated wall and 
that of the surroundings (Tw - Ti) is the driving potential which produces buoyant flow 
within the channel.  The conditions chosen for the study reflect nighttime heating 
conditions in a cold climate typical of the northern United States whereby the upper most 
and lower most extents of the channel are exposed to an exterior temperature of 0 F.  The 
interior wall of the channel 𝐶𝐷̅̅ ̅̅  warmed from within the building was maintained at 70 F.  
This temperature difference produces a channel Raleigh Number RaS of 1.74E+08 per 
Eq. (5.15). 
 
The situation just described will be hereafter referred to as the thee-story building 
simulation which employs the Darcy-Forchheimer model (DFM) of the catwalk grating.  
In order to determine the accuracy of this model, a reliable unapproximated solution is 
needed for comparison. To facilitate this requirement, complementary simulations were 
performed which did not rely on a model of the catwalk grating and instead took into 
account their actual geometry.  For these cases, the actual geometric details of the 
catwalk grating were incorporated into the solution domain with painstaking detail.  For 
clarification, Figure 6.12 provides a view of the catwalk geometry corresponding to one 
such case for which ε = 0.5. The left-hand side of the figure, Part  (a), provides a 
complete view of the solution domain whereas the right-hand side, Part (b), indicates a 
zoomed-in view of the catwalk grating.    
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Figure 6.12  Solution domain corresponding to the case where the explicit geometry 
of the catwalk grating is included 
 
The grating slats are walls employing the no-slip condition and are adiabatic.  This 
treatment, applied throughout the catwalk grating, is different from that which employs 
the DFM whereby the geometry of the slats is not present and their effect on pressure is 
in contrast modeled. Aside from this difference, the models are identical.  It is 
noteworthy that unlike the DFM case, this scenario employing the catwalk geometry 
shown in Figure 6.12 relies solely on the governing equations that were experimentally 
verified in Chapter 3.  In that regard, they are suitable as a standard for accuracy. 
 
6.8 Results for the Three-Story Building model 
 
6.8.1 Transverse velocity profiles within the channel 
 
The presentation of results is initially focused on transverse velocity profiles at selected 
vertical cross sections.  In the figures that follow, velocity profiles extracted from the 
unapproximated and the DFM models are compared.  The first figure in this sequence is 
Figure 6.13 where profiles are displayed corresponding to a vertical positions well below 
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the first catwalk. Note that even at that position, the nature of the problem (elliptic 
differential equations) dictates that downstream effects will have an impact on upstream 
results.  In particular, although the treatment of the catwalk by the DFM approach occurs 
well above the first position of observation, the approximations inherent in the DFM 
approach are expected to affect the results at that position. 
 
Shown in Figure 6.13 are profiles of the streamwise velocity component v, normalized by 
its cross-sectional average ?̅?, at two vertical locations, y = 0 and H/2.  Note that ?̅? for the 
DFM and the realistic model are slightly different by 12% and 16%, respectively for ε = 
0.5 and 0.75. The left-hand diagram (a) depicts outcomes corresponding to ε = 0.5. 
Shown on the right-hand side of the figure, Part (b), are the results corresponding to ε = 
0.75.  The curve parameters are the y-locations just described and the model used to 
represent the grating.  Curves labeled “DF” correspond to results employing the DFM 
whereas results labeled “R” are associated with results from the unapproximated 
(realistic) model.    
 
 
Figure 6.13 Velocity profiles upstream of the catwalk grating 
 
The curves for y = 0 exhibited in both Parts (a) and (b) of the figure indicated good 
agreement between the results produced by means of the DFM and the unapproximated 
case.  This y-location represents the inlet to the channel at which fluid motion occurs as 
the result of entrainment by buoyant flow acting from above.   
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Downstream, at y = H/2, but still well below the lower catwalk, the velocity profile 
exhibits a nonuniform shape.  That nonuniformity is due to buoyancy created by the 
elevated temperature of the right-hand wall of the channel.  Aside from the buoyancy-
induced spike in the velocity profile, generally good agreement continues to prevail 
between the results of the two models.  However, in the region of the spike, the velocities 
predicted by the DFM fall short.  Expressed as a percent difference, the peak normalized 
velocity from the DFM model is approximately 10% lower for ε = 0.5 and approximately 
15% lower for ε = 0.75 than that from the unapproximated model.            
 
Higher in the channel at y = H, flow rising from below encounters the lower edge of the 
first catwalk. Cross-sectional velocity profiles located at, and nearby, this position are 
shown in Figure 6.14. In total, results for three vertical locations are presented in this 
figure. The first, at y = (H - LB), is associated with part (a) and (a’). This height represents 
the beginning of the streamwise length LC over which the pressure losses owing to the 
catwalk are created by means of the DFM and is identified in Figure 6.11 as the 
lowermost extent of the hatched region surrounding the lower catwalk.  Parts (b) and (b’) 
identify the results at y = H, the location at which the bottom edge of the catwalk is 
situated in the unapproximated case. Finally, parts (c) and (c’) represent the location y = 
(H + hg + LR) at which the LC is terminated.  As was the case for Figure 6.13, the left-
hand side of the figure corresponds to ε = 0.5 whereas the right-hand side corresponds to 
ε = 0.75.   
 
The velocity profile shown at (a’) and (a) in Figure 6.14 displays the same features 
identified at y = H/2, but with different cross-sectional proportions and velocity 
magnitudes.  The aforementioned buoyancy induced spike along the heated wall has 
diminished in magnitude and widens. Owing to mass conservation the mean velocity at 
each cross-section cannot change.  Thus, the aforementioned widening of the peak must 
be accompanied by a diminished peak magnitude.  Specifically, the widening is 
witnessed by the fact that the peak encompassed less than a fifth of the cross section for 
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both ε at y = H/2.  At (a) and (a’), this width has expanded respectively to encompass S/3 
and S/4.       
 
The results for the DFM at (a) and (a’) show better agreement than that which was 
displayed at y = H/2 in relation to the unapproximated case.  It is noteworthy that the R-
case results corresponding to (a’), ε = 0.75, exhibit a subtle undulating pattern, which 
mirrors the geometric distribution of slats. Such undulations do not occur for the results 
shown in (a), ε = 0.5.  This outcome suggests that the effect of the larger slat spacing 
associated with the case of ε = 0.75 asserts a stronger influence on upstream velocities 
than is the case the narrower spacing associated with ε = 0.5.   As has been discussed, the 
cause of this pattern is upstream viscous diffusion corresponding to the elliptic terms of 
the governing partial differential equations.   
 
The results associated with parts (b) and (b’), located at y = H, vary considerably from 
those shown at (a) and (a’) for the unaproximated case. For this situation, in which the 
geometry of the grating is preserved, flow approaching the catwalk accelerates as it 
converges into the open area located between each slat and is zero at the slat wall.  
Corresponding to this acceleration, pressure drops in accordance with Bernoulli’s 
equation.   In contrast, the DFM applies the pressure gradient dp/dy defined for the entire 
grating uniformly and does not capture the actual velocity variations which occur as a 
result of the grating. Results corresponding to the DFM case exhibit similar velocity 
distributions for ε = 0.75 and 0.5.  In both cases, the flow spreads to assume a more 
uniform distribution with a subdued peak near the heated wall. 
 
The results at the location corresponding to the total vertical extent of LC, (y = H + hg + 
LR), are shown in parts (c) and (c’).   With regard to the unapproximated case, 
disturbances imposed by the grating are still apparent, whereas those employing the DFM 
bear a general resemblance to those exhibited upstream of the grating at (a) and (a’).  For 
ε = 0.75  disturbance propagate further upstream as a result of the less constrained flow 
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space associated with that catwalk geometry. 
 
Figure 6.14 Velocity profiles at three locations in the neighborhood of the lower 
catwalk.  Left-hand graphs correspond to   = 0.5, and the right-hand graphs 
correspond to   = 0.75 
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Results obtained between the upper and lower catwalk are shown in Figure 6.15 at the 
following y-locations: y = (H + hg + H/4), y = (H + hg + H/2) and y = (H + hg + 3H/4). 
Oriented from bottom to top on the left-hand side the figure, these locations are 
associated with respective parts (a), (b) and (c) for ε =0.5.  For (a’), (b’) and (c’), 
presented on the right-hand of the figure, the same locations are employed corresponding 
to ε =0.75.  
 
As shown and discussed in reference to Figures 6.13 and 6.14, the streamwise velocity 
distribution of the flow issued from the lower catwalk is altered significantly from that 
which impinges from below.   This outcome is resolved most accurately by the results of 
the unapproximated, R-case.  The undulations and cross-sectional non-uniformity 
exhibited in Figure 6.14 owe to the action of the slat as a blockage and the occurrence of 
recirculating flow in the wake of each slat.  In contrast the corresponding results 
produced by the DFM, which does not include a physical representation of the slat, do 
not predict either blockage or recirculation.  In this case, all effects of the slat on the flow 
are represented by modification of the pressure gradient dp/dy over the length LC.        
 
It is intuitive to presume that as the flow progresses downstream, the influence of the 
catwalk on the local velocity field will diminish to a vanishing extent with sufficient 
distance.  This expectation is supported by the results obtained at (a) and (a’) in Figure 
6.15.  Whereas, the results (c) and (c’) of Figure 6.14 indicated significant distortions, the 
profiles at (a) and (a’) of Figure 6.15 are more regular, do not display undulations, and 
are more consistent in shape with the distribution occurring upstream of the lower 
catwalk.   In this regard, it is reasonable to question whether the two models will progress 
towards a state of agreement along the downstream length. By visual inspection of Figure 
6.15 this appears to be the case for the peak velocity, although the effect is, at most, only 
modest for the distance between the two catwalks.  A quantitative measure is established 
by comparing the peak velocity in each case.  Beginning with the progression from (a) to 
(b) and then to (c) for which ε = 0.5 the respective percent difference in peak velocity is 
  156 
21%, 16% and 13%.  For the parts of the Figure 6.15 connected with ε = 0.75 which are 
namely, (a’), (b’) and (c’) the respective percent differences are 13%, 12% and 11%. 
 
 
Figure 6.15 Velocity profiles at three locations between the lower and upper 
catwalks.  Left-hand graphs correspond to   = 0.5, and the right-hand graphs 
correspond to   = 0.75 
 
Also worthy of note in Figure 6.15 is a rearrangement of the velocity magnitudes in the 
cross section with increasing distance from the first catwalk.             
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In particular, the magnitude of the velocity peak is seen to increase while the velocities in 
the distant part of the cross section diminish correspondingly.  This observation is 
consistent with mass conservation.   
 
Figure 6.16 depicts results corresponding to the upper grating in a manner similar to that 
of Figure 6.14.  The flow, having recovered from the disturbances imposed by the lower 
catwalk to some degree over the vertical length which separates the catwalk elements is 
once again subject to substantial modification as a result of passage though the upper 
grating.  It serves to note that the major difference between the results presented here in 
Figure 6.16 and those which correspond to Figure 6.14 is the velocity profile of the flow 
arriving from below.   
 
In comparison, the results at (a) and (a’) in Figure 6.16 feature two similarities to those 
obtained for the lower catwalk which are depicted in Figure 6.14 at the same location.  As 
was the case for the latter results, undulations corresponding to the deployment of the 
catwalk slats are only apparent for the (a’) case where ε = 0.75.  Furthermore, as was 
previously the case (Figure 6.14), agreement produced between the DFM model and the 
R-case results are good for both ε.  In contrast to the lower catwalk the velocity profile at 
(a) and (a’) features a broader velocity peak which encompasses a greater portion of the 
cross section and tapers gradually towards the unheated wall.   
 
Moving upwards to the point at which the lower surface of the upper catwalk is situated, 
which corresponds to (b) and (b’) of Figure 6.16, similar distortions are imposed by the 
catwalk as were observed at the lower grating.  With regard to the unapproximated 
model, the flow velocity in between each slat has accelerated to an elevated velocity in 
accordance with the reduction of free area and is zero at each slat.  Furthermore, this 
effect is absent with regard to the DFM model.  In comparison, the velocity profiles at (b) 
and (b’) exhibit different shape from those which correspond to the lower catwalk.  In 
particular, the velocity peak is also broader and tapers more gradually than was the case 
for the lower grating. 
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At (c) and (c’) of Figure 6.16 the velocity profiles corresponding to the unapproximated 
model display fluctuations as a result of interaction with the catwalk.  As was the case for 
the lower grating (Figure 6.14) these fluctuations are greater for ε = 0.5 than 0.75.   The 
presence of the fluctuations contrasts with the outcomes using the DFM which features 
relatively smooth curves for both ε.  As has already been described for the lower grating, 
this is a consequence of the fact that the DFM recognizes the pressure drop corresponding 
to the catwalk solely by means of modifying dp/dy.  In this regard, velocity variations 
imposed by the presence of the catwalk are not resolved.  The agreement of the DFM 
model with the unapproximated outcome corresponding to (c) is only modest.  The peak 
velocity is underpredicted by the DFM as was the case for the lower grating.  For (c’), the 
DFM also underpredicts velocity, but to a lesser degree than (c).    
 
As was the case for the previous two locations discussed, the portion of the cross section 
occupied by the peak corresponding to the highest velocities, those nearest to the heated 
wall, is wider and embodies a more gradual decline than those which correspond to the 
lower grating, in particular those corresponding to (c) and (c’) of Figure 6.14.  
 
Figure 6.17 displays results corresponding to locations downstream of the upper catwalk 
and resembles the format of Figure 6.15.  As was the case for the latter figure, the 
downstream locations are expressed in relation to the height of each story, H; specifically 
at distances of H/4, H/2 and 3H/4 above the upper surface of the upper catwalk.  These 
locations correspond respectively to parts (a), (b) and (c) located on the left-hand side of 
The velocity profile corresponding to the unapproximated model depicted in (a) reveals a 
similar outcome to that which was obtained at the lower grating, in particular, that within 
a downstream distance of H/4 beyond the grating, velocity variations are smoothed-out to 
a large degree and the distinct influences of individual slats on the flow are no longer 
apparent.  However, this is not the case for (a’) where very subtle undulations are still 
apparent for the unapproximated case.   
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Figure 6.16 Velocity profiles at three locations in the neighborhood of the upper 
catwalk.  Left-hand graphs correspond to   = 0.5, and the right-hand graphs 
correspond to   = 0.75 
Figure 4.17 for ε = 0.5 as well as parts (a’), (b’) and (c’) located on the right-hand side of 
for ε = 0.75.   
At (b) and (b’) which correspond to a downstream distance of H/2 beyond the upper 
catwalk, sufficient flow redevelopment has occurred to the extent that no such 
undulations persist for either of the unapproximated outcomes.   
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Figure 6.17 Velocity profiles at three locations above the upper catwalk.  Left-hand 
graphs correspond to   = 0.5, and the right-hand graphs correspond to   = 0.75  
For all of the results shown in Figure 6.17, the velocity distribution undergoes 
modifications  similar to that which was observed downstream of the lower grating.  In 
particular, the peak velocity and its near neighborhood adjacent to the heated wall 
increases and widens respectively with increasing y.  Furthermore, in accordance with 
mass conservation, velocities along the unheated wall diminish. 
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As was the case for the lower grating, it is intuitive to assume that with sufficient 
downstream length that the results of the models employing DFM would attain increasing 
agreement with the approximated results.  Recall that for the purpose of establishing 
quantitative benchmarks, peak velocities were compared as a function of distance 
downstream of the lower grating.  Application of this method of evaluation to the results 
of Figure 6.17 results in a somewhat different outcome from that which was obtained for 
6.15.  In the case Figure 6.17, for ε = 0.50, the percent difference between the peak 
velocity predicted by the DFM and the approximated case is 30% for parts (a), (b) and 
(c).   For ε = 0.75, the percent difference is 22% for part (a’) and 26% for parts (b’) and 
(c’).   It is noteworthy that these percentage differences are larger than are those 
identified in Figure 6.15 for the space between the lower and upper catwalks.      
 
6.8.2 Effect of turbulence quantities  
 
The focus of the foregoing discussion addressed the evolution of the flow field within the 
wall channel corresponding to each of the three-story building models.  Reasonably good 
agreement between the DFM and the unapproximated outcome prevailed amongst the 
results obtained.  Some differences were encountered as a result of inherent assumptions 
employed by the DFM.  It is prudent to describe these assumptions in detail and connect 
them with the differences observed.   
 
Worthy of significant attention is the turbulence model applied to each case.   As was 
described in the previous chapter, the governing turbulence equations are those of the 
Shear Stress Transport (SST) model proposed by Menter [52]; specifically equations 2.5a 
through 2.13.  The salient outcome of their application is prediction of the turbulent 
viscosity t, a quantity which is not a fluid property.  It is, in fact, strongly dependent on 
the flow field.  It is implicit that the unapproximated model predicts velocity variations 
that result from interaction of the grating slats with the channel flow and that these 
variations are not captured by the DFM.  It is, therefore, reasonable to question if these 
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variations have a bearing on the prediction of turbulence quantities in a manner that 
further affects the flow field. 
 
In order to answer the question posed, it is necessary to identify the magnitude of 
turbulence so that the outcomes of the unapproximated and Darcy-Forchheimer models 
can be compared.  This aim is facilitated by resolving the spatial distribution of turbulent 
kinetic energy k associated with each solution, whereby k is given by the k-equation of 
the SST model as defined in Chapter 2, Eq. (2.4a) and which models the physical 
quantity: 
 
𝑘 =
1
2
(𝑢′2̅̅ ̅̅ + 𝑣′2̅̅ ̅̅ )         (6.10) 
 
Shown in Figure 6.18 are the non-dimensional turbulent kinetic energy, ( 𝑘/𝑣2̅̅ ̅ ), 
distributions in the neighborhood of the lower catwalk.  Parts (A) and (A’), located on the 
left-hand side of the figure, both correspond to the unapproximated solution and are 
associated with ε = 0.75 and 0.5 respectively.  Presented similarly, parts (B) and (B’), 
located on the right-hand side of the figure, are obtained from the DFM solution.      
 
In order to expand on these results, cross-sectional profiles corresponding to horizontal 
traverses taken at (i), (ii) and (iii) of Figure 6.18 are presented in Figure 6.19.  These 
traverses, represented by solid black lines in Figure 6.18 correspond respectively to 
locations y = H – hg, y = H + 2hg and y = H + 3hg.  Note that the dashed horizontal lines 
separated by a vertical distance of LC in Figure 6.18 correspond to the length along which 
the pressures losses imposed by the catwalk are created by the DFM.  The layout of 
Figure 6.19 resembles that of Figures 6.14 through 6.17 where the left-hand side of the 
figure, consisting of parts (a), (b) and (c), are arranged in order of increasing y from 
bottom to top and correspond to ε = 0.5. Presented similarly are parts (a’), (b’) and (c’) 
on the right-hand side for ε = 0.75.   
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The difference in turbulent kinetic energy predicted by the unnaproximated model with 
that obtained utilizing the DFM is striking, in particular with regard to the region of flow 
situated immediately downstream of the catwalk.  Whereas the DFM predicts little more 
than a subtle crest in accordance with the peak velocity, the unapproximated outcome 
predicts significant turbulence downstream of the catwalk.   
 
This disparity is not apparent upstream of the catwalk as can be observed in parts (a) and 
(a’) of Figure 6.19.  While the unapproximated model predicts greater turbulence kinetic 
energy at these locations than the DFM, the region affected is primarily limited to x/S > 
0.6 for ε = 0.5 and x/S > 0.8 for ε = 0.75.  It is noteworthy that with regard to magnitude, 
the overshoot is greater for ε = 0.75 than ε = 0.5.  
 
Turbulence is tripped by interaction of the flow with the grating slats.  This behavior is 
apparent for parts (b) and (c) as well as (b’) and (c’) of Figure 6.19.  This outcome can 
also be identified from Figure 6.18. 
 
For each of these parts of Figure 6.19, turbulent spikes correspond to the deployment of 
slats.  In contrast, the outcome of the DFM predicts far less turbulence and changes only 
slightly in relation to results obtained upstream.  To illustrate this outcome, the percent 
change in peak non-dimensional k between locations (i) and (iii) was ~5% for the DFM 
employing ε = 0.5 and ~12% for the case of ε = 0.75.  With regard to the unapproximated 
outcome the percent difference was much higher with respective values of ~325% and 
~257%.   
 
Furthermore, it can be generalized that greater turbulent kinetic energy was associated 
with ε = 0.5 than ε = 0.75 for all of the cases studied.  This outcome is most apparent for 
the unapproximated results.        
 
Drawing attention downstream to the location of the upper catwalk, results obtained in 
the nearby vicinity of that location are presented in Figure 6.20 and Figure 6.21.   
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Figure 6.18 Contour diagrams of the non-dimensional turbulence kinetic energy at 
and above the lower catwalk  
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Figure 6.19  Non-dimensional turbulent kinetic energy profiles corresponding to 
horizontal traverses at (i), (ii) and (iii) indicted in Figure 6.18. 
 
As was the case for the previous two figures, the results are presented in the form of a 
contour diagram accompanied by cross-sectional profiles located at specific y-locations 
placed in relation to the catwalk location.  For the upper catwalk these locations reflect 
the relationships selected for the lower catwalk and are situated at y = 2H – hg, y = 2H + 
2hg and y = 2H + 3hg for the upper catwalk case presented here.   
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Figure 6.20 Contour diagrams of the non-dimensional turbulent kinetic energy at 
the upper catwalk 
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Figure 6.21 Non-dimensional turbulent kinetic energy profiles corresponding to 
horizontal traverses at (i’), (ii’) and (iii’) indicted in Figure 6.20 
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As with Figure 6.18, the results conveyed in Figure 6.20 indicate a similar outcome.  The 
unapproximated model indicates elevated k in the wake of each slat whereas the DFM 
does not display this behavior.  Furthermore, the magnitude of k is greater corresponding 
to ε = 0.5 than for ε = 0.75 for all of the cases.  
 
Upstream of the 2
nd
 catwalk the model outcomes indicated in parts (a) and (a’) of Figure 
6.21 contrast those of Figure 6.19.  In Figure 6.21, the legacy of the turbulence generated 
at the lower catwalk is still apparent and consequently the profiles predicted by the DFM 
and the unapproximated outcomes differ to a greater extent than was observed at the 
lower catwalk.  Recall that in that case, good agreement was established for a significant 
portion of the cross section.   
 
Downstream of the upper catwalk, spikes in k are resolved by the unapproximated model 
in a manner consistent with results obtained at the lower catwalk.  These spikes are 
apparent in both the contour diagrams of Figure 6.20 and cross-sectional profiles taken 
downstream of the upper catwalk in Figure 6.21. 
 
 6.9 Nusselt Number Results 
 
From the point of view of engineering practice, the quantity of immediate relevance is the 
heat transfer rate from the heated wall to the flowing fluid.  The total rate of heat transfer 
absorbed by the fluid is denoted by Q.  The driving potential for this heat flow is (Tw – Ti) 
in which TW is the temperature of the heated wall and Ti is the temperature of the flowing 
fluid at its inlet cross section.  If AW is the surface area of the heated wall, then the overall 
heat transfer ℎ̅ can be evaluated as ℎ̅ = Q/AW(Tw – Ti).  A dimensionless representation of 
ℎ̅ is provided by the Nusselt Number Nu, defined as 
 
𝑁𝑢 =  ℎ̅𝑆/𝑘             (6.11) 
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The Nusselt thus-defined has been tabulated in Table 6.2 as a function of the channel-
based-width Rayleigh Number RaS.  Inspection of the table shows that, as expected, the 
Nusselt number varies monotonically with increasing Rayleigh Number.  Also, it can be 
seen that the greater the porosity, the larger is the Nusselt Number.  This outcome is 
physically reasonable because a more open slat orientation should be consonant with a 
less resistant flow path.   
 
 
6.10 Concluding Remarks 
 
This chapter presents a novel application for the Darcy-Forchheimer model as a mean to 
characterize pressure drop. That model was originally formulated for flow through porous 
media, but has recently been applied to model the pressure drop of geometrically 
complex flow obstructions. Its use here represents a first attempt to capitalize on the 
simplicity of that model to replace what would otherwise require more complicated 
numerical simulations.  The approach involved two different models of fluid flow in an 
asymmetrically heated vertical channel which forms part of the curtain wall of a building 
in which the complex geometric obstructions are placed.  One of these approaches is 
based on straightforward use of a high fidelity numerical simulation that does not 
approximate the geometry of the obstructions in question.  The other approach replaces 
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the geometry of the obstructions with a model in which the pressure drops due to the 
obstructions are expressed in algebraic form.  The utilized form is the Darcy Forchheimer 
model. 
 
The complexity in the considered fluid flow situation stems from the presence of the 
pressure-drop-inducing obstructions deployed within the vertical channel through which 
flow is driven by asymmetrical buoyancy.  These structures are catwalks enabling service 
personnel to enter the channel to perform necessary functions.  The specific situation 
considered is a building of three stories in height in which two catwalks are positioned, 
one between the first and second story and the other between the second and third story.  
Each catwalk is modeled as succession of vertical flat plates (slats) uniformly dispersed 
between the vertical walls that bound the channel.       
 
The manner in which the Darcy Forchheimer pressure drop characterization was used 
merits further elucidation.  The approach was based the assumption that the fluid flow 
between any pair of slats was the same through all pairs of slats.  It was a further assumed 
that a model characterized by a uniform flow approaching the selected pair of slats from 
below, passing through the slats, and emerging into the free space above the slats could 
represent the flow pattern in the actual application.  In this model, it was deemed 
unnecessary to deal with buoyancy.  The pressure drop created by the presence of the 
selected pair of slats could be rationally broken into three parts.  The first part is created 
by the acceleration of the oncoming flow as it passes into the space between the slats.  
The second part is attributable to the friction and separation losses that occur within the 
slats.  Finally, the third part is due to the legacy of the occurrences within the slats.  
These occurrences include the expansion of the flow leaving the slats, the slip stream 
created by the flow moving upward from the two sides of the slat, and the friction that 
tames those irregularities.   
 
The pressure variations identified in the foregoing were added to become the total 
pressure drop due to a pair of slats. This pressure drop performed as the basic input to the 
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Darcy Forchheimer equation.  At this point, a significant difficulty was encountered.  The 
Darcy Forchheimer equation utilizes a pressure gradient rather than a pressure drop as an 
input.  Inspection of Figures 6.4 and 6.5, corresponding to which the streamwise pressure 
variation is plotted for a pair of slats, indicate the absence of a simple pressure gradient.  
In fact, the local pressure gradient varies continuously, leaving open the question of 
which value to select as input to the DF equation.  It is this dilemma that may be at the 
root of the less than perfect outcome of the overall accomplishments of the chapter.  To 
overcome this impediment the pressure gradient was defined as the quotient of the sum of 
the pressure variations described and the streamwise length along which the total 
resulting pressure drop occurs.  
 
The DF equations derived in this manner are given by Eqs. (6.6) and (6.7), respectively 
for   = 0.5 and 0.75.  These equations were ultimately used in connection with 
subsequent modeling of both the lower and upper catwalks.   
 
The use of the DF equations will now be described.  First, it should be recognized that the 
governing momentum equations, Eqs. (6.8) and (6.9), have been used flexibly for the 
solutions of this chapter, with the flexibility being the absence or presence of the source 
term SD,j.  That term actually represents the pressure drop as expressed by the DF 
equation.  The use of Eq. (6.8), with the source term included, was specifically in the 
vertical range of the y-coordinate extending upward from the distance LB beneath the 
slats, through the vertical height hg of the slats and, additionally, extending upward from 
the upper tip of the slats by a distance LR.  In that vertical range, the slats were removed 
from consideration and Eq. (6.8) was used throughout the entire vertical extent of LC. At 
locations removed from LC the source term SDj is zero and the governing equations are 
exactly as described in Chapter 6 , Eqs (6.8) and (6.9). 
 
As can easily be inferred from the foregoing discussion, four simulation models were 
produced in total whereby two porosities of the catwalk grating,   = 0.5 and 0.75, were 
solved each by mean of the DF equations and also without approximation of the catwalk 
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geometry.  Investigation of the results culled from each model began with analysis of 
velocity profiles, normalized by the mean channel velocity, plotted along the width of the 
channel at various vertical locations.  These vertical locations were the same for each 
model in order to enable a comparison of their respective differences.  Specifically, 14 
vertical locations were selected.  With regard to the first two vertical locations, the first 
was positioned upstream of the first catwalk at the channel inlet and at the second was 
placed at half the downstream distance from the inlet to the first catwalk.  The second six 
locations were located in the nearby vicinity of the lower and upper catwalk.  For both 
the lower and upper catwalk locations a horizontal traverse was taken at a distance of LB 
preceding the catwalk, at the position of the leading edge of the catwalk and at a distance 
of LR downstream of the catwalk.  Recall that LB and LR are respectively the lengths 
preceding and following the catwalk along which pressures are affected by the presence 
of the catwalk.  Furthermore, they are the bounding lengths in relation to the catwalk 
location along which the DF equations are used flexibly by inclusion of the source tem 
SDj.  The remaining six locations were distributed evenly between the first and second 
catwalk and above the second catwalk at intervals of H/4.   
 
Independent of the porosity investigated agreement of the normalized velocity profiles 
along the channel inlet obtained using the DF equations agreed well with those obtained 
from the models made without approximation of the catwalk.  Downstream of that 
position at y =H/2, the location along the channel length intermediate of the inlet location 
and the onset of the first catwalk, only minor differences were observed in normalized 
velocity near the heated wall.  Recall that elevated velocities are encountered near the 
heated wall due to increased buoyancy which results from localized heating in that zone. 
Moving outward laterally from the heated wall velocities diminish steeply beyond this 
spike, plateau over the midsection of the channel and then gradually decrease towards the 
unheated wall.  It was found that the peak normalized velocity was higher for ε = 0.50 
and that the plateau portion of the curve was greater for ε = 0.75.  It is reasonable that 
some variation is apparent between the models employing the DF equations and those 
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which employ the unapproximated catwalk geometry due to viscous diffusion upstream 
of the catwalk. 
 
The normalized velocity profiles plotted over the width of the channel, corresponding to 
the model whereby the DF equations were used, differed most greatly from those which 
included the catwalk geometry at vertical locations selected in the nearby neighborhood 
of the grating slats.  This outcome can be deduced rationally in observation of the fact 
that the individual grating slats of each catwalk interact with the surrounding flow in a 
manner which significantly alters the flow pattern in the vicinity of each slat.  These 
flowfield perturbations are well resolved when each catwalk is detailed within the 
solution domain.  Alternatively, the model employing the DF equations did not resolve 
the interaction of the flow with the grating slats explicitly.  Instead, the effect of this 
interaction on pressure was modeled separately and imposed as a pressure gradient 
distributed evenly over the streamwise length corresponding to which the presence of the 
catwalks affect pressure.   
 
For the unapproximated case and at a distance of LB preceding each catwalk, very weak 
normalized velocity undulations corresponding to the deployment of the slats across the 
width of the channel were found to be apparent throughout the profiles plotted at those 
vertical locations.  These variations, resulting from viscous diffusion imposed by the 
grating elements on the upstream flow, were somewhat more apparent with ε = 0.75 than 
for ε = 0.5.  This result was unsurprising in light of the fact that the finer slat deployment 
corresponding to ε = 0.5 spreads the flow.  At the onset of each catwalk these 
perturbations became far more pronounced as the flow accelerated between each pair 
grating slats.  Owing to mass conservation, the increased mean velocity between each 
pair of slats was greater for ε = 0.5 than ε = 0.75.  Furthermore, this elevated mean 
velocity had a direct influence on the jet issued from between each pair of slats. 
Perturbations corresponding to ε = 0.5 persisted further downstream that those 
corresponding to ε = 0.75 as was evident in the normalized velocity profiles plotted a 
distance of LR downstream of each catwalk.   
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Use of the DF equations did not impart any undulations on the normalized velocity 
profiles as was just described for the results of the unapproximated case.  As stated, this 
is due to the fact that the interaction of the catwalk elements with the surrounding flow is 
expressed only as a pressure gradient.  Agreement of the velocity profiles obtained using 
the DF equations did agree well with the unapproximated cases at a distance of LB 
upstream of each catwalk.  Undulations in the normalized velocity profile were not strong 
at those locations.  Moving downstream through each catwalk, at the onset of each 
grating and again at a distance hg + LR downstream of that location, agreement between 
the velocity profiles produced by mean of the DF equations and the unnaproximated 
solutions gave rise to far less favorable outcomes.  Only general agreement in the overall 
shape of each of the normalized velocity profiles between the DF and unnaproximated 
cases were obtained at those locations. 
 
Between the lower and upper catwalk locations the poor agreement of the normalized 
velocity profiles just described was ameliorated considerably.  Moving upwards from the 
grating to a distance of H/4 beyond the catwalk, comparison of the DF and 
unapproximated model outcomes improved as the flow recovered from the agitations 
instigated by the lower catwalk in the unnapoximated model.  In fact, the signature of the 
individual grating elements, cast as bumps in the normalized velocity profile, completely 
vanished for both porosities as a result of the frictional interaction of the channel flow 
with the bounding walls.  Moving further upwards, to a downstream distance from the 
lower catwalk of H/2 and further yet, to a distance of 3H/4 agreement between the DF 
case with the unapproximated solution improved as the disruption to the flow imposed by 
the grating elements was further subdued.  While perfect agreement was not observed, 
both sets of curves exhibited a trend towards that condition. 
 
As was the case for the lower catwalk, the upper catwalk had a tortuous effect on the 
normalized velocity profiles output by the unnapproximated model as the flow 
encountered the catwalk and passed through the individual grating slats, whereas the 
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effects of the grating embodied by the DF equations exerted a far less tumultuous impact 
on the flow field. The agreement reestablished along the length separating the upper and 
lower catwalk of the normalized velocity distribution along the channel width 
corresponding to each of the modeling approaches was once again brought out of 
alignment.   
 
Along the length of the channel extending downstream of the upper catwalk the effects of 
viscosity and friction acting at the bounding walls of the channel once again tamed the 
variations imparted by the individual grating slats on the normalized velocity profiles 
obtained over the width of the channel for the unnaproximated case.  In contrast however, 
agreement of those profiles with the DF case did not improve as much as they had along 
the streamwise distance separating the upper and lower catwalk. At a distance of 3H/4 
above the upper catwalk the DF cases underestimated the peak normalized velocity 
predicted by the unnuproximated simulations by 30% for ε = 0.5 and 26% for ε = 0.5.     
Since comparison of the normalized velocity profiles produced by each model revealed 
that the numerical simulations employing the DF equations as a representation of the 
catwalk produced different outcomes than those corresponding to the unnaproximated 
catwalk geometry it was deemed reasonable to further investigate a potential cause of 
which was thought to contribute to those differences.  The flowfield output by each 
simulation and the interdependent production of turbulence calculated in each case are 
intertwined.  Given that the interaction of the channel flow with the catwalk was found to 
differ substantially between the two representations of the catwalk employed it was 
questioned whether or not the respective turbulence fields generated in each case by the 
SST turbulence model may have contributed to cause the previously described variations 
in normalized velocity.      
 
The focus of the investigation set forth considered the distributions of turbulent kinetic 
energy k, predicted by that model and differences in the fields produced for the DF and 
unnaproximated cases.  The normalized turbulent kinetic energy k/?̅?2 was assessed for 
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each of the four simulations both as contour diagrams in the nearby vicinity of the 
catwalk and also as profiles along the width of the channel at six selected vertical heights.       
Specifically, the traverses over the width of the channel were obtained at vertical 
distances located hg preceding each catwalk and at successive locations of hg and 2hg 
downstream of the catwalk.  Recall that hg is the height of the catwalk slats. 
 
The best agreement in the profiles of k/?̅?2obtained by comparison of the results produced 
using the DF equations to represent the catwalk with those determined without 
approximation were obtained at a distance of hg preceding the lower catwalk. The 
agreement was; however, only modest and better for ε = 0.5 than for ε = 0.75. In both 
cases the results corresponding to the DF approximation of the grating were found to 
under predict those produced by mean of the unapproximated catwalk geometry, in 
particular at locations near the heated wall for for ε = 0.75.  Moving downstream of the 
lower catwalk to successive distances of hg and 2hg the agreement produced between the 
two catwalk representations diminished substantially.  Large spikes k/?̅?2 were found to 
be associated with the unnaproximated catwalk geometry along the width of the channel 
at locations aligned with the passages formed by the grating elements.  These spikes 
resulted in differences of k/?̅?2as large as 325% for ε = 0.5 and 257% for ε = 0.5 in 
comparison with the profiles predicted by mean of the DF equations as a representation 
of each catwalk.  In contrast with the trend exhibited by the normalized velocity profiles 
discussed in the foregoing, good agreement of the profiles of k/?̅?2 was not reestablished 
along the distance separating the lower and upper catwalk, especially for the case of ε = 
0.5.  Profiles of k/?̅?2attained at a distance of hg preceding the upper catwalk did not bear 
a resemblance in shape or magnitude for that case.  With regard to ε = 0.75 the shapes of 
the k/?̅?2profiles corresponding to the DF and unnaproximated cases were only somewhat 
more similar, and significant disparities in magnitude were apparent across the width of 
the channel.  Above the upper catwalk at successive downstream locations of hg and 2hg 
significant spikes in turbulent kinetic energy were once again manifest by the SST model 
for the unnaproximated catwalk geometry.   
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The outcomes described throughout this section achieved two significant aims.  First, 
high fidelity models of buoyant flow over geometrically complex obstructions placed 
within an asymmetrically heated vertical channel were successfully accomplished by 
mean computational fluid dynamics employing the SST turbulence model.  Specifically, 
the models in question were tailored to the application of the curtain wall of a three story 
building, open to the surroundings at both ends, with two internal catwalks during 
wintertime conditions according to which a channel Raleigh number RaS of 1.74E+08 
was produced.  The internal flowfield of the wall channel and spatial variation of 
turbulence kinetic energy were established and described in detail for two porosities of 
the catwalk grating.        
 
Second, the Darcy Forchheimer equation was explored as a means to represent the 
pressure drop corresponding to the catwalk elements by introduction of a flexibly applied 
source term to the y-momentum equation.  For the application that is the focus of this 
chapter the results presented and discussed establish that use of the Darcy Forchheimer 
equation in this manner is inherently an engineering approximation with limited accuracy 
to resolve the flow field in a detailed way.  Subsequently, it may be appropriate for 
engineering calculations that do not require a detailed account of the velocity 
distributions in question but is not suitable when precise flowfield accuracy is required.  
The limitations of the approximation are inherent to the interaction of the flow with the 
individual grating elements and the associated production of turbulence which exhibits an 
interdependent relationship with the velocity field.  In this context, distributions of 
turbulence generated downstream of each catwalk were substantially under predicted by 
the models employing the DF equations as a representation of pressure drop in lieu of the 
actual catwalk geometry.  Furthermore, it is evident that these errors in turbulence are 
prone to compound over successive obstructions.    
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Chapter 7 
 
RETROSPECTIVE CONCLUDING REMARKS 
 
 
7.0 Summary of Work Performed 
 
 
The content of this thesis was motivated by the aim to better understand the fluid 
mechanics and heat transfer which underlie the interaction of built structures with their 
surrounding environments.  In particular, special attention is given to the building 
envelope and to the means by which these interactions are able to be modeled by 
computational methods.   
 
Wind-generated pressure distributions on external building surfaces were successfully 
modeled for various combinations of boundary conditions and spatial representations of 
the solution domain.  In each case, the wind source was based on the velocity profile of 
the atmospheric boundary layer and on the frictional interaction of the wind with the 
ground surface along the fetch which preceded the model building.  The length of the 
fetch which separates the upstream extent of the solution domain from the windward face 
of the building was a parameter of the model.   
 
Furthermore, the specification of the boundary condition at the top of the solution domain 
was also a parameter, either an opening which permits the passage of fluid into or out of 
the upper boundary of the solution domain, or a slip plane which confines the fluid within 
the solution domain at its uppermost extent.  Different combinations of these 
specifications were simulated in order to better understand the sensitivity of their solution 
outcomes; in particular, the building-surface distributions of local pressure coefficients.   
 
The analysis was first applied to a two-dimensional solution domain up to and including 
Chapter 3.  Subsequently, in Chapter 4, the analysis was extended to consider the true 
three-dimensional situation for the sake of understanding the accuracy and validity of the 
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two-dimensional solution domain assumption.  The two-dimensional solution domain 
was initially thought to be advantageous because it provides better computational 
efficiency than the three-dimensional case.   It was discovered  in Chapter 4 that the 
solution is actually time varying and spatially complex, yielding periodic pressure 
fluctuations in contrast to the relatively simple steady-state solutions obtained for the 
two-dimensional case.      
 
Next, the focus of the work was shifted to consider a model of fluid flow situated internal 
to a building envelope.  For this case, a specific situation was evaluated by which 
buoyant flow was generated within a vertical passage formed between inner and outer 
vertical walls extending the total height of a model building. The source of buoyancy was 
the difference between the elevated temperature of the inner wall and the lower 
temperature of the surrounding ambient to which the vertical channel was open at each 
end. The outer wall of the channel was adiabatic.  Situated within the channel were 
complex geometric obstructions.  The obstructions resembled, “catwalks” used by 
maintenance personnel to stand within the channel and perform necessary service 
functions in actual buildings.  
  
The scenario just described was simulated by two different approaches.  The first 
approach preserved the geometric details of the catwalk obstructions within the solution 
space.  The second approach approximated the presence of the obstructions by modeling 
their pressure drop by means of an algebraic equation applied flexibly as a source term 
added to the governing equation of vertical momentum conservation.  This source term 
equation is the Darcy-Forchheimer equation, originally conceived to model flow in a 
porous medium. The pressure drop corresponding to each catwalk was determined by 
separate models that did not consider buoyancy.  From these models, the Darcy-
Forchheimer equations were derived for each catwalk.  In order for the former approach, 
for which the geometry of the catwalk was preserved within the model, to serve as a 
baseline for accuracy validation of the latter model for which only the pressure drop of 
the catwalk was represented by the Darcy-Forchheimer equation, a painstaking effort was 
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performed to successfully validate the governing equations and solution methodology 
used in the former case.  The validation was based on experimental data culled from the 
literature [29].   
 
Flow field results employing the Darcy-Forchheimer model of the catwalk were 
compared with the predictions of the experimentally validated model, enabling a 
quantitative assessment of the accuracy of the model based on the Darcy-Forchheimer 
representation.  Discrepancies observed between the predictions based on the 
+unaproximated catwalk and those where the Darcy-Forchheimer equation was employed 
to represent the catwalk were reasoned by inspection of the distributions of turbulent 
kinetic energy in the vicinity of the catwalk outflow by each model.  These comparisons 
were carried out for two porosities of the catwalk grating.  
        
7.1 Governing Equations  
 
7.1.1 Overview of governing equations employed for calculation of pressure coefficient 
variations over the surfaces of a model building  
 
Chapters Three and Four, wherein wind-driven pressure coefficients were calculated over 
the surfaces of a model building represented respectively by two-dimensional and three-
dimensional descriptions of the solution domain, employed similar governing equations. 
Their only difference is the dimensionality embodied by the set of equations used in 
either case.  It is noteworthy that the outcome of the two-dimensional models produced a 
steady-state result and that the three-dimensional models produced a transient result.   
 
The nature of the flow considered in both chapters is turbulent and incompressible.  It can 
be said of the strong winds in question that velocities are not high enough to exhibit 
significant compressibility effects but are sufficient to trigger turbulence both as a result 
of boundary layer growth and interaction with the built structure studied.   
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Conservation of momentum was represented by the Reynolds-Average, Navier-Stokes 
(RANS) equations in combination with the equation of continuity for mass conservation.   
These equations are respectively given by Eq. (2.1) and Eq. (2.3) in three dimensions.  
The RANS equations are a modified form of the Navier-Stokes equations for an 
incompressible fluid.  Modification is achieved by substitution of variables according to 
the Reynolds Decomposition and time averaging over each equation.  The Reynolds 
Decomposition postulates that each velocity component is the sum of the time-averaged- 
mean components <u, v, w> and their corresponding fluctuating components <u’,v’,w’>, 
the latter of which are associated with turbulence.  Separation of variables and 
rearrangement of the modified N-S equations reveals that numerous turbulent 
components are to be disregarded in the time-averaged form due to the fact that their 
temporal average is zero.  The remaining components combine to form the Reynolds 
Stresses 𝜏𝑖𝑗
′ = −𝜌𝑢𝑖′𝑢𝑗′̅̅ ̅̅ ̅̅  which are added to the apparent forces as described by Eq . (2.1).          
 
The presence of the unresolved Reynolds Stresses in Eq. (2.1) requires adoption of a 
model of turbulence to achieve closure.  To facilitate this aim, the Shear Stress Transport 
(SST) model of turbulence was employed.  Selection of this model was motivated by a 
review of the literature which revealed that it has been successfully employed to produce 
outcomes for both flows of the nature considered [1-8] and which have been used for the 
specific application of wind engineering applied to buildings [9-14].  Of those cases, 
comparison of the model outcomes with experimental data was reported for [1-9,11,13].  
 
The SST turbulence model is a member of a larger family of two-equation turbulence 
models which represent the Reynolds Stresses by introduction of a hypothetical turbulent 
viscosity μt.  In this form, −𝜌 𝑢′𝑣′̅̅ ̅̅ ̅̅ = 𝜇𝑡
𝜕𝑢
𝜕𝑦
  as shown in Eq. (2.2).  The turbulent 
viscosity is, in turn, determined by additional balance equations which correspond to the 
turbulent kinetic energy production and its dissipation.  For the SST model, these 
equations are respectively Eqs. (2.4a) and Eq. (2.4b).   
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7.1.2 Overview of governing equations employed for calculation of buoyant flow in 
asymmetrically heated vertical channels and for the double-walled building application 
 
Use of the model equations just described for Chapters Three and Four were extended to 
the case of buoyant flows modeled in Chapters Five and Six with modification.  In 
addition to conservation of momentum and mass, and turbulence quantities, the first law 
of thermodynamics, Eq. (5.3), was also used for energy conservation in order to enable 
the essential role of heat transfer in the production of buoyancy to be considered.        
 
Modification of the RANS equations was performed in order to involve the Boussinesq 
approximation of vertical buoyancy in the y-component of the momentum conservation 
equation whereby the buoyancy body force is added as a temperature-dependent source 
term, Eq. (5.2).  Furthermore, -dp/dxi as it appears in Eq. (5.2) is replaced by the gradient 
of modified pressure -dp*/dxi, where p* is the sum of the local pressure and as the 
hydrostatic component, 𝑝∗ = 𝑝 + 𝜌∞𝑔𝑦.  These assumptions allow for buoyancy to be 
modeled without solving for density variations as such throughout the fluid.  The SST 
model was also modified to account for turbulence induced by buoyancy.  Additional 
production terms 𝑃𝑘𝑏 and Pεb are included within the SST model as indicated by Eq. 
(5.6a) and Eq. (5.6b).  
 
As described in the foregoing section, further modifications to the governing equations of 
momentum were required in Chapter 6 in order to enable use of the Darcy-Forchheimer 
equation as an approximation of the pressure drop corresponding to the specific 
“catwalk” obstructions situated in the channel flow then being modeled.  For these cases, 
the pressure drop was represented by the flexibly applied source term SD,j.  This source 
term was used as a velocity-dependent pressure gradient along the streamwise length of 
the flow passage within which pressures were found to be affected by the catwalk.  This 
finite length LC was determined by a separate model observing the spatial symmetry of 
the flow field surrounding each sub-element of the catwalk.  These sub-elements are 
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rectangular “slats” which are geometrically similar and evenly spaced along the width of 
the channel.  
 
 As the flow passes vertically upward through the catwalk, the streamwise variation of 
pressure calculated undergoes three modes of change.  The first, along the length LB, the 
upstream length along which the flow accelerates as it converges to pass between each 
pair of grating slats, is in accordance with Bernoulli’s equation. The second, which is 
along hg the height of the grating slat, is due to flow separation at the leading edge of the 
slat and by friction at the slat walls. Lastly, the third is associated with pressure recovery 
in the slip stream of the slat along LR.  The length LC is the sum of LB, hg, and LR.  The 
pressure gradient applied along LC is the quotient of the sum of the pressure variations 
along LB, hg, and LR, which are a pressure drop, with LC.   
 
The pressure gradient is not a fixed quantity, but varies with the streamwise velocity 
according to the Darcy-Forchheimer equation, Eq. (6.1), which contains linear and 
quadratic coefficients,  
𝜇
𝑘
 and 𝜌𝛽𝐹,which correspond respectively to friction and inertial 
losses.  The coefficients are determined by a fitted equation, Eq. (6.6) and Eq. (6.7), 
corresponding to the two porosities investigated, applied to the pressure drop values 
derived from the sub element model of the geometry over a range of velocities.  
Specifically, Eq. (6.9) defines SD,j in the form by which it is deployed flexibly along LC to 
represent the catwalk. 
 
In summary, the foregoing section provides a thorough discussion of the governing 
equations employed throughout this thesis.  For each chapter the models employed were 
selected for their merits on a basis of comparison with literature and for the case of 
buoyant flow in a vertical channel specific experimental data. 
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7.2 Two-dimensional simulations of wind- induced pressure coefficients 
on a model building 
 
7.2.1 Modeling of the atmospheric boundary layer 
 
A significant challenge presented by the objective to determine wind-induced pressure 
coefficient variations over the surfaces of a building by mean of numerical simulation 
originates from the requirement to specify the wind source at the upstream boundary of 
the solution domain.  Wind is by its very nature a complex fluid flow phenomenon 
influenced by variations of atmospheric pressure and temperature acting over great 
distances and also by frictional interaction between the wind and the terrain over which 
the wind passes.  Wind acting over a fetch of dense forest or urban terrain will not 
resemble that which is carried over the ocean or open fields by an equivalent source of 
pressure difference.  The lower portion of the atmosphere wherein the variation of 
velocity with height is affected by interaction of the wind with the ground surface is the 
atmospheric boundary layer (ABL).  For the efforts of this thesis, it was not feasible to 
consider every velocity distribution that the ABL can possibly assume given that 
atmospheric pressure variations and different terrain types combine to allow for a vast 
number of possibilities.  Thus, a definition of the ABL was required.  
 
The definition of the ABL used throughout the thesis was chosen to be consistent with 
that which is commonly reported in the literature [20-24] and is also adopted within 
industry standards pertinent to wind engineering [17-19].  In this form, the ABL is 
described by a power-law relationship of velocity with height, Eq.(3.1), whereby the 
power-law exponent α is equal to 1/7 [19].  This exponent corresponds to suburban 
terrain in the nearby outskirts of a major urban center.   
 
The velocity magnitude at each height, established by the power-law curve, is determined 
by fixing the curve at a single height corresponding to which the velocity magnitude is 
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known.  In order to achieve this necessary specification,, wind velocity measurements 
were employed.  It is established practice for weather stations throughout the United 
States to record the wind velocity at a height of 10 meters above the ground surface.  The 
records obtained are, in turn, reduced statistically in order to produce values embodied by 
engineering standards such as ASCE 7 [19].  In particular, the “3-second gust,” is a 
measure of probability commonly cited by such standards [16].  The definition of a 3-
second gust is the highest sustained wind velocity measured at 10 m which persists for at 
least 3-seconds and has a probability of occurrence in a given year equal to one in fifty 
[19].  For the work presented throughout this thesis the velocity at 10 m height was 
prescribed to be 95 MPH.  This value can be described generally as corresponding to 3-
second gust wind velocities measured at inland locations along the eastern seaboard.   It 
is noteworthy that the power-law relationship for the ABL is not valid at heights above 
the gradient wind height, ygw, which is 366 m [19].  Above ygw, 
frictional interaction between wind and the ground surface is thought to be insignificant 
relative to other forces [16]. 
 
7.2.2 Selection of the solution domain and boundary conditions for the two-dimensional 
model 
 
Specification of the atmospheric boundary layer was not the only significant challenge 
associated with defining the wind environment in which the modeled building was 
situated.  The bounds of the solution domain and the specification of boundary conditions 
at those locations are highly relevant to the model.  The only computer models which 
have succeeded in calculating flow patterns throughout the entire atmosphere are those 
used by forecasters for weather prediction.  Such models cannot resolve wind variations 
near the ground’s surface with sufficient detail to be usefully employed for the efforts of 
this thesis.  In fact, owing to the limitations of present computer technology, a high- 
fidelity model encompassing near-ground velocity variations, while also accounting for 
velocity variations throughout the total atmosphere, is not possible.  As a result of this 
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limitation, the domain of the solution was required to be confined to a small portion of 
the total atmosphere.   
 
The solution domain bounding the square shaped model building was rectangular as 
described in Figure 3-1 and defined by the distances separating the windward wall, roof, 
and leeward wall of the building from their respective solution-domain faces which 
comprise the bounding rectangle.  Specifically, the lengths separating the furthest 
upstream extent of the solution domain from the windward wall of the building, and the 
furthest downstream extent of the solution domain from the leeward wall of the building, 
were respectively defined as LU and LD.  Furthermore, the vertical location of the 
overhead boundary was separated from the roof of the building by a length defined as LO.   
 
It was necessary to specify boundary conditions for the governing equations at each of 
these bounding extents. The boundary condition applied along the upstream extent of the 
solution domain was specification of the streamwise velocity in accordance with the 
power-law representation of the ABL described in the foregoing.  At the overhead extent 
of the solution domain, either a slip plane or opening condition was applied.  Recall from 
the foregoing definition that the opening boundary condition allows passage of mass flow 
into and out from the solution domain whereas the slip plane condition does not.  At the 
downstream extent of the solution domain the boundary condition applied was an 
opening.   
 
The overhead extent of the solution domain LO, was constrained by the height of the 
gradient wind ygw as a consequence of the fact that the model of the ABL employed does 
not provide any wind velocity information above that height. Since it does not burden 
available computational resources to resolve the total extent of ygw it was deemed 
reasonable to do so for each model.  With regard to the placement of the boundary 
condition downstream of the building, LD was selected initially so that it would be equal 
in length to the overhead extent.  This arbitrary length specification was doubled for the 
extremes of LU simulated and for both of the upper boundary condition specifications.  In 
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doing so, it was determined that LD does not have a significant impact of local pressure 
coefficients for LD equal to or greater than LO.  This outcome can be justified rationally in 
observation of the fact that eddies which occur just behind the building have a limited 
legacy along the downstream length.  So long as the downstream extent of the solution 
domain provides sufficient length to encompass these perturbations, the flow field local 
to the building will not change with further increases of LD.    
  
The extension of the solution domain preceding the building warrants special 
consideration in light of the fact that boundary layer growth has the potential to alter the 
wind velocity distribution just upstream of the building from that which is specified at the 
upstream extent of the solution domain.  In this light, the resulting flow field in the 
nearby vicinity of the building may vary according to the upstream length and further to 
the boundary condition placed at the overhead extent of the solution domain.  Recall that 
use of an opening boundary condition at that location allows an outflow of mass whereas 
the use of a slip plane in lieu of that condition does not.  Mass outflow at the upper 
boundary will affect the wind velocity profile along LU due to mass conservation. 
 
7.2.3 Review of average pressure coefficients calculated over each wall of the building 
and concluding remarks 
 
It is worthy of emphasis and can be stated generally that all of the results obtained by 
mean of the two-dimensional representation of the square shaped building produced 
steady state flow fields and pressure coefficients.  The minimum value of LU modeled 
corresponded to LU/HB = 4 when defined in relation to the height of the building. For both 
overhead boundary conditions, the average pressure coefficient cp,avg calculated over the 
windward wall was approximately 1.5. With increasing LU/HB the outcomes predicted by 
each overhead boundary condition began to deviate, in particular for LU/HB  > 6.  This 
deviation was accompanied by a gradual leveling off of the initially strong negative slope 
in the relationship between cp,avg and LU/HB for the windward wall.  Results 
corresponding to the slip-plane upper boundary condition achieve a value of cp,avg = 0.91 
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for LU/HB = 44 which is the largest value of LU  studied.  Similarly, cp,avg = 0.50 when the 
overhead boundary condition is an opening for that value of LU.  It may be noted that of 
the two overhead boundary conditions, the values of cp,avg at the windward wall 
corresponding to the slip-plane boundary condition were no longer decreasing with 
increases in LU/HB at LU/HB = 44, whereas this was not the case for the opening upper 
boundary condition, corresponding to which, values of cp,avg continued to diminish.   
 
Values of cp,avg obtained for the roof and leeward walls were less sensitive to the 
overhead boundary condition specification over the range of LU/HB investigated than 
were the values cp,avg obtained over the windward wall.  However, the trends in the 
magnitude of cp,avg with LU/HB were the same for each model independent of the wall 
investigated.  Values of cp,avg at the roof corresponding to LU/HB exhibited strong suction 
equal to -1.1 for the slip-plane upper boundary condition and -1.06 for the opening upper 
boundary condition.  With increasing LU/HB values, the magnitude of the suction 
diminished rapidly at first for LU/HB < 12 before tapering gradually in each case to 
respective values of -0.68 and -0.67 for the slip plane and the opening.  At the leeward 
wall- the average pressure coefficients corresponding to LU/HB = 4 and 44 were -0.98 and 
-0.59 for the slip plane upper boundary condition.  Similar extremes of cp,avg equal to -
0.93 and -0.60 were obtained for the opening condition. 
   
In summary, it can be inferred from the foregoing definitive outcomes of the thesis that 
for a two-dimensional representation of the solution domain that the upstream length 
dimension has a significant bearing on the magnitude of average pressure coefficients 
over the windward, roof, and leeward surfaces of a square building.  Furthermore, the 
relationship of the magnitude of averaged pressure coefficients over each of these 
surfaces is a non-linear diminishing function of the upstream length.  At the roof and 
leeward wall of the building, the specification of overhead boundary condition, whether it 
be an opening or a slip plane, does not have a large effect on average pressure 
coefficients; however, values at the windward wall are particularly sensitive to its 
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specification, especially for LU/HB > 12.  In each case two-dimensional case, the average 
pressure coefficients were steady state values. 
 
 
7.2.4 Review of local pressure coefficient variations calculated over each wall of the 
building and concluding remarks 
 
Local pressure coefficients were also obtained from the two-dimensional model for each 
wall of the building for which values of cp,avg were just described.  The spatial 
distributions of cp,loc along each wall surface varied in magnitude at each point according 
to the trend observed in the foregoing section whereby the average pressure coefficients 
decreased with the length of the upstream extension of the solution domain.  The length 
of that extent did, however, have little impact on the shape of the distribution of cp,loc 
along each wall of the building. 
 
The following can be stated generally for each two-dimensional simulation.  At the 
windward wall, cp,loc was well approximated as a positive constant value from the base of 
the building up until very near the building rooftop.  In that neighborhood, values of cp,loc 
fall steeply and reverse sign.  This outcome is incited by stagnation of the approaching 
wind along the majority of the windward wall.  The steep pressure drop situated near the 
building rooftop is due to convergence of streamlines at the leading edge of the roof.  
These streamlines converge as the approaching flow is vectored upwards away from the 
building.  
 
The pressure drop exhibited near the top of the windward wall carries over into the 
rooftop at the leading edge.  Moving downstream along the roof from that location, a 
partial recovery of pressure occurs along a short initial length and is followed by 
approximately constant values of cp,loc.   
 
  190 
This plateau is in accordance with the presence of two eddies acting over the total extent 
of the rooftop, the larger of which initiates at the leading edge of the roof and persists 
over the entire rooftop and the smaller of which is embedded below the larger eddy for a 
short distance near the trailing edge of the roof.  The smaller eddy is the result of counter-
streamwise flow issued from the region immediately downstream of the building wherein 
a recirculation region reverses the flow direction and attacks the building from behind 
causing flow separation at the trailing edge of the roof. This downstream recirculation 
region resides over the entire leeward wall resulting in a similar trend with that observed 
at the rooftop.  
 
Over the range of LU/HB investigated, the minimum value of cp,loc was obtained at the 
intersection of the leading edge of the rooftop with the windward wall and corresponded 
to LU/HB = 4 with an opening specified as the upper boundary condition.  Specifically the 
value at this location was, cp,loc = -2.18.  Similarly, a value of cp,loc = -2.12 was obtained 
when the alternative specification of a slip plane was employed.  These values diminished 
respectively to -1.14 and -1.34 for LU/HB = 44.  It follows that these values of cp,loc 
calculated respectively for the opening and slip-plane overhead boundary conditions are 
ad 47.7% and 38.7% reduction from the values of cp,loc calculated for LU/HB = 4. 
Repeating this analysis for values of cp,avg calculated over the rooftop produces 
corresponding percent reductions of 41.9% and 38.7%.  While the agreement between 
these sets values of values corresponding to cp,loc and cp,avg is only general, the outcome 
lends evidence to suggest that extreme values of the local pressure coefficient follow a 
similar decreasing trend with LU/HB as those observed for the average pressure 
coefficient for the two-dimensional models.  
 
In summary, the analysis of local pressure coefficients presented for the two-dimensional 
square building are in consonance with the inferences drawn from the average pressure 
coefficient results discussed in the foregoing.  As a liberal approximation, values of the 
local pressure coefficient are constant over the majority of the surfaces of the square 
building with the exception of locations near the leading and trailing edges of the rooftop, 
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where steep changes in local pressure coefficients occur, in particular, at the leading edge 
of the rooftop.  In comparison with pressure coefficients averaged over the rooftop, 
minimum values of pressure calculated at the leading edge of the rooftop exhibited 
similar reductions in magnitude between  LU/HB = 4 and = 44.     
 
7.2.5 Review of atmospheric boundary layer development upstream of the building and 
concluding remarks 
 
Evidence of the effect of LU/HB on local and averaged pressure coefficients at the 
bounding surfaces of the building motivated an additional effort to understand the 
underlying cause of this relationship.  Pursuant to this aim, the velocity profile of the 
ABL calculated within the solution domain was examined at various upstream locations 
for each model.  This assessment confirmed that continuous changes in the velocity 
profile occurred along the upstream locations chosen.  The changes were manifested as 
reductions in velocity magnitude and alteration of the shape of the velocity profile, in 
particular for locations located less than one building height above the ground surface.  
Changes which occurred over this range of height were distinguished by introduction of 
sharp breaks in the slope of the profile.  Whereas the power-law representation of the 
ABL is free from abrupt changes in slope, the ground-interactions altered profile 
exhibited three distinct zones separated by the two breaks in slope over which the 
velocity gradient can be described independently.  Below the lowest break in slope, the 
velocity gradient is very steep and consistent with that predicted by the power-law 
representation of the ABL applied at the upstream extent of the solution domain.  
Between the lower and upper break in slope, the velocity gradient is nearly linear. Above 
the upper break in slope, the velocity profile resembles that of the power-law relationship 
of the ABL, but with diminished magnitude.  It is noteworthy that the vertical location of 
each break is not the same along LU, but increases in height over that distance in a manner 
consistent with growth of the boundary layer.  The simulations employing an opening at 
the overhead extent of the solution domain featured successive reductions in velocity 
magnitude above the upper break in slope with each increase in x over the range of LU.  In 
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contrast, the simulations corresponding to use of a slip plane at the upper boundary 
exhibited only very minor changes in velocity magnitude above the upper break in slope 
for LU/HB > 26.     
 
These outcomes establish that the representation of wind solved for throughout the 
upstream extent of the solution domain exhibits velocity variations which alter the form 
of the ABL profile from the power-law model imposed at the upstream extent of the 
solution domain to a modified distribution just upstream of the building.  This alteration, 
which creates a reduction in velocity near the ground, is, in turn, responsible for the 
reductions in the magnitudes of local and average pressure coefficients with increasing 
LU. With these outcomes established, focus was shifted to determine whether or not the 
mechanism responsible for the velocity profile variations described was the downstream 
presence of the building or boundary layer effects.   
 
To explore these possibilities, additional models were developed which consisted entirely 
of the ground surface with the model building absent and featured an upstream extension 
of the solution domain equal to LU/HB = 44 for both the slip-plane and opening upper 
boundary conditions.  Comparison of velocity profiles over y extracted from this case at 
x/HB equal to -36, -20 and -12 with those corresponding to the equivalent model with the 
building in place indicated same alteration of the ABL profile described in the foregoing.  
It was thus concluded, that the source of alteration was inherent to ABL development 
within the solution domain.  To further investigate this outcome, the ratio of turbulent 
viscosity to molecular viscosity 
𝜇𝑡
𝜇
 was plotted at locations coincident with the locations 
at which the velocity profiles were compared between the building-included and 
building-absent models.  This evaluation revealed strong turbulence in the region 
separating the breaks in slope of the velocity profile described in the foregoing.   
   
Another investigation of the model outputs concerned the orientation of velocity vectors 
at the topmost extent of the solution domain.  For both of the upper boundary conditions 
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investigated, the portion of the upper boundary which coincides with the stream wise 
location of the building along x was examined to determine whether or not velocity 
vectors at the solution domain boundary displayed a y-component (vertical) velocity.  
The definition of the slip-plane boundary condition prohibits this possibility. Therefore, it 
was unsurprising that the velocity vectors were perfectly aligned with the overhead 
boundary for that case. The simulations employing an opening at the upper boundary 
location did exhibit an upflowing y-velocity component.  Owing to conservation of mass, 
this outflow must be balanced by a reduction in the mean x-component velocity 
throughout the solution domain.      
 
In summary, it can be concluded that the upstream extent of the solution domain and the 
overhead boundary condition employed affect local and average pressure coefficients as a 
result of the alteration of the ABL profile solved within the model from that imposed at 
the upstream extent of the solution domain.  In both cases, growth in thickness of the 
turbulent boundary layer along LU modifies the profile of the ABL and reduces the 
magnitude of wind velocity near ground.  Furthermore, mass outflow at the overhead 
boundary associated with the opening upper boundary condition also reduces the mean 
wind velocity along LU for that specification. 
 
7.3 Three-dimensional simulations of wind induced pressure coefficients 
on a model building 
 
7.3.1 Review of variations of temporal and time-averaged pressure coefficient 
fluctuations for the three-dimensional building model and concluding remarks 
 
The two-dimensional description of the solution domain featured throughout Chapter 
three was not solely for the sake of exploring outcomes inherent to that solution domain 
representation.  While presentation of those outcomes contained merit in their own rite, 
the results corresponding to the two-dimensional solution domain were also pursued for 
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comparison with a more accurate geometric description of the solution space.  A logical 
enhancement of the solution domain description was to extend the approach employed in 
Chapter three, which was two-dimensional, to a more realistic three-dimensional 
portrayal.  This approach allowed for the value of the two-dimensional solution to be 
explored quantitatively in light of the more accurate three-dimensional approach. It is 
noteworthy that the two-dimensional model description dramatically reduces the 
computer time required for a given simulation model to achieve a numerically accurate 
solution in comparison with the three-dimensional case.  To elucidate this point, each 
two-dimensional building model presented throughout this thesis succeeded in producing 
an accurate numerical outcome within one week when solved for by mean of a 
conventional desktop computer.  With the use of the same resource, each three-
dimensional result was obtained only after simulation times greater than one month.  
Clearly, the increased simulation time bears practical implications for engineering 
practitioners who may rely on the methods of this thesis to obtain three-dimensional 
numerical simulations for the purpose of informing time-sensitive design decisions. In 
that regard, the value of the two-dimensional approach is worthy of significant attention.                  
Three-dimensional models were developed to resemble their two-dimensional 
counterparts by adoption of those specifications that are independent of the solution 
domain dimensionality.  Such specifications include representation of the wind source at 
the upstream boundary of the solution domain, boundary conditions above and at the 
downstream extent of the solution domain, the building geometry in elevation, and 
governing equations, adapted only in terms of the dimension added for each equation.  
Those specifications borne of the third dimension, such as the width dimension of the 
building, extensions of the solution domain to each side of the building and the boundary 
conditions applied at those locations were selected on a basis of simplicity.  The width of 
the building was set equal to its height and depth dimensions such that resulting geometry 
of the building was a cube attached at one face to the ground surface.  The lateral 
extensions LS of the solution domain to each side of the building were given a 
downstream length equal to the length of the downstream extension of the solution 
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domain LD.  Similarly, the boundary condition applied at that location was an opening, 
the same condition applied at LD.     
 
With regard to the variation of the upstream extent of the solution domain and also to 
specification of the boundary condition applied at the overhead extent of the solution 
domain, the three-dimensional models were developed to be consistent with those for 
which the solution domain was two-dimensional.  LU/HB was specified over a range of 
values from 4 to 16.  Furthermore, for each independent case of LU/HB the overhead 
boundary condition was simulated as both an opening and a slip-plane.  These 
combinations yielded a total of eight models.  Specifically, the values of LU/HB employed 
for the simulations were 4, 8, 12, and 16. 
 
A significant result obtained from each of the simulation models which employed the 
three-dimensional representation of the solution domain is that pressure coefficients 
calculated at off-axis rooftop locations were time variant.  This behavior was observed at 
selected rooftop locations 4 through 9 as described by Figure 4.3.  These temporal 
variations of cp,loc are manifested as periodic-transient fluctuations, the magnitude of 
which varies with rooftop location and with LU.   
 
At locations 1, 2, and 3 of Figure  4.3, which are oriented along the centerline of the 
rooftop at the leading edge of the roof, the center of the roof, and the trailing edge of the 
roof respectively, fluctuations of cp,loc are minimal to the extent that they can be regarded 
as insignificant.  However, at locations 4 through 9, this is not the case.  Recall that 
locations 4 and 5 are located at the intersection of the rooftop with each of the sidewalls 
of the building and centered along the rooftop depth.  Locations 6 through 9 are centered 
at each quadrant of the rooftop, whereas 6 and 7 are further windward than locations 8 
and 9. 
 
The Strouhal number corresponding to the fluctuations of cp,loc at locations 4 through 9 of 
each model was only very mildly sensitive to the specification of LU, with values of 0.115 
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and 0.106 corresponding to the extremes of  LU/HB = 4 and 16.  The magnitude of the 
fluctuations, however, did exhibit sensitivity to the length of LU.  In fact, the temporal 
mean value of cp,loc was also sensitive to that specification for locations 1 through 9.   
 
It can be stated generally that, as was the case for the results obtained by means of the 
two-dimensional solution domain representation, the overhead boundary condition had 
only a small bearing on rooftop pressure distributions.  For each three-dimensional model 
the differences were practically insignificant.  In the proceeding discussion these 
insignificant differences, on the order of less than one hundredth of the value of the 
pressure coefficient, are reconciled by averaging the results obtained between the two 
overhead boundary conditions.  At location 1, the value of 𝑐𝑝,𝑙𝑜𝑐̅̅ ̅̅ ̅̅ ̅ calculated for LU/HB = 4 
was -1.27.  In comparison with this value, the result corresponding to LU/HB = 16 was a 
17% reduction in magnitude. For locations 2 and 3, the magnitude of 𝑐𝑝,𝑙𝑜𝑐̅̅ ̅̅ ̅̅ ̅ was less than 
that calculated at location 1 with the same sign.  Specifically, locations 2 and 3 produced 
respective values of 𝑐𝑝,𝑙𝑜𝑐̅̅ ̅̅ ̅̅ ̅ that were 66% and 44% less than that calculated at location 1 
when LU/HB = 4.  With LU/HB = 16, the values of 𝑐𝑝,𝑙𝑜𝑐̅̅ ̅̅ ̅̅ ̅ at locations 2 and 3 diminished 
18% and 17% from their values for LU/HB = 4.  These results are summarized in table 7.1. 
 
 
 
At locations 4 and 5, the time-average value of the local pressure coefficient, 𝑐𝑝,𝑙𝑜𝑐̅̅ ̅̅ ̅̅ ̅ 
calculated was -0.81 for LU/HB = 4, whereas the peak and crest of the waveform are given 
respectively by values of cp,loc,peak and cp,loc,min equal to -0.64 and -0.93.  It is clear upon 
inspection that these extremes are not symmetric with regard to the time-averaged mean 
value.  At locations 6 and 7, also for LU/HB = 4, the value of  𝑐𝑝,𝑙𝑜𝑐̅̅ ̅̅ ̅̅ ̅  is -0.76.  Unlike the 
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values obtained at 4 and 5, the waveform of cp,loc was symmetric with an amplitude of 
0.06.  Similarly, the local pressure coefficient wave forms at locations 8 and 9 resemble 
those of locations 6 and 7 with diminished time-averaged magnitude, for which a value of  
𝑐𝑝,𝑙𝑜𝑐̅̅ ̅̅ ̅̅ ̅ = -0.72 and slightly higher amplitude equal to 0.07 was calculated.   
 
At the upper extreme displacement of LU/HB = 16, pressure coefficients calculated at 
locations 5 through 9 exhibited much lower magnitudes than those at LU/HB = 4, as was 
the case for locations 1 through 4.  The corresponding amplitudes of each waveform were 
also reduced.  For locations 4 and 5,  𝑐𝑝,𝑙𝑜𝑐̅̅ ̅̅ ̅̅ ̅  was reduced in magnitude by 21% from its 
value calculated for LU/HB = 4.  Whereas for the case of LU/HB = 4, the peak and valley of 
the waveform of cp,loc represented respective departures from 𝑐𝑝,𝑙𝑜𝑐̅̅ ̅̅ ̅̅ ̅  of -21% and 15%, 
these percentages are diminished to -11% and 9% for LU/HB = 16.  At locations 6 and 7, 
𝑐𝑝,𝑙𝑜𝑐̅̅ ̅̅ ̅̅ ̅ is reduced in magnitude by approximately 17% for LU/HB = 16 in comparison to the 
values of  𝑐𝑝,𝑙𝑜𝑐̅̅ ̅̅ ̅̅ ̅ with LU/HB = 4. Similarly, for locations 8 and 9 a reduction of 18% is 
calculated.  With regard to the amplitude of the cp,loc the waveform corresponding to 
locations 6 and 7 diminishes in amplitude between LU/HB = 4 and 16 from +/- 8% of 
𝑐𝑝,𝑙𝑜𝑐̅̅ ̅̅ ̅̅ ̅ for LU/HB = 4 to +/- 5% of 𝑐𝑝,𝑙𝑜𝑐̅̅ ̅̅ ̅̅ ̅ for LU/HB = 16.  At locations 8 and 9 a similar 
calculation yields a reduction in amplitude of +/- 10% with LU/HB = 4 to +/- 5% with 
LU/HB = 16.  The specific pressure coefficient values for locations 4 through 9 are 
summarized in Table 7.2.  
 
In order to better resolve the complete variation of cp,loc over the rooftop, selected points 
in time were chosen corresponding to the peaks and valleys of the local pressure 
coefficient waveform in each case.  For these selected times, shaded contour diagrams of 
cp,loc were generated in Fig 4.7 and 4.8.  These contour diagrams indicate that the rooftop 
pressure distribution does not vary appreciably along the centerline of the building roof at 
y = wB/2, but does vary at all other rooftop locations.  Furthermore, it was established that 
while peak magnitudes of the local pressure coefficients are experienced at one half of 
the rooftop, the other half experiences pressure coefficients with minimum magnitude as 
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demonstrated by the out-of-phase relationships of the pressure coefficient waveforms at 
locations 5 through 9.  
 
 
 
 
Several significant conclusions can be drawn from the results just presented.  Foremost is 
that utilization of the three-dimensional simulation model gave rise to solution outcomes 
whereby periodic-transient fluctuations of cp,loc were apparent throughout large portions 
of the building rooftop, specifically at locations away from the stream wise centerline of 
the rooftop at z = wB/2.  This line partitions the rooftop into separate halves over which 
similar cyclical variations of pressure occur with time, but are shifted out of phase such 
that while one half of the roof experiences peak magnitudes of cp,loc the other half 
experiences minimum magnitudes of cp,loc.  These temporal pressure coefficient 
variations are not apparent when the solution domain is modeled as consisting of two- 
dimensions.  Both representations of the solution domain exhibited decreasing pressure 
coefficient magnitude with increasing LU.      
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7.3.2 Comparison of pressure coefficient results obtained from the simulations of the two-
dimensional square and three-dimensional cube shaped buildings and concluding 
remarks    
 
The effort to compare the outcomes of the two-dimensional model with the more accurate 
three-dimensional representation was challenged by both the temporal variations 
observed and also by the added dimensionality.  Whereas, the two-dimensional 
representation of the solution domain produces a steady-state, one-dimensional variation 
of cp,loc along the rooftop, the three-dimensional model furnished periodic-transient 
variations of cp,loc in two-dimensions throughout the rooftop.  Thus, comparison of these 
results can only be facilitated by fixing time and the location of the rooftop traverse along 
the z-coordinate for the three-dimensional case.  In order to proceed with this analysis, 
three rooftop traverse locations were defined along the rooftop of the three-dimensional 
building.  Specifically, at locations of z = wb/2, z = wb/4, and z = 0.  These traverses are 
labeled as (i) through (iii) in Figure 4.3.  Furthermore, the times chosen for comparison 
coincided with the peak and valley of the pressure coefficient waveforms throughout each 
half of the roof which are defined respectively as tmin and tmax. An additional time selected 
for the comparison was the time at which the pressure coefficient distributions over each 
half of the rooftop were similar and symmetric about z = wb/2. 
 
Along (i), the pressure coefficient distribution varied insignificantly with time; however, 
this is not the case along lines (ii) or (iii).  As was stated in the foregoing, temporal 
pressure coefficient variations along the centerline of the rooftop are minimal.  Moving 
outward from this location towards each lateral side of the building, the amplitude of the 
local pressure coefficient waveform at each rooftop location increased.  This behavior is 
apparent at locations (ii) and (iii) as shown in Figures 4.9 and 4.10 corresponding to both 
specifications of the overhead boundary condition and for all LU.       
 
  200 
The first short distance along the rooftop from the leading edge is defined by a steep rise 
in pressure, which is identified as a cliff in each pressure coefficient curve along lines (i) 
through (iii) and also for the two-dimensional case.  For convenience, the location of the 
edge of the cliff immediately downstream of the steep drop off was defined as x*/DB. 
This definition allowed values of cp,loc along the rooftop for values of x <  x*/DB to be 
evaluated independently of those for  x >  x*/DB for the purpose of comparison between 
the two-dimensional and three-dimensional solution outcomes.     
 
For the sake of comparison, %Diff2D is defined as the percent difference of the line 
average of cp,loc calculated from any given three-dimensional model with its 
corresponding two-dimensional outcome as defined by Eq. (4.2).  This quantity was 
determined separately for x < x*/DB and x > x*/DB.   The value of %Diff2D determined in 
both cases was found to diminish with LU, indicating better three-dimensional versus 
two-dimensional model agreement when LU is large. To facilitate these calculations, the 
spatial average of cp,loc was calculated for tmax, tmin, and tequiv and averaged over those three 
points in time.  With LU/HB specified as 4, the value of %Diff2D determined along (i), (ii), 
and (iii) was respectively -33.3%, -34.2% and  -32.1% for x <  x*/DB when an opening 
was specified at the upper boundary.  Similarly, corresponding values of -34.8%, -35.2% 
and -33.1% were determined when the overhead boundary was a slip plane.  With LU/HB 
= 16 values of %Diff2D calculated for x < x*/DB diminish in comparison to those just 
stated for LU/HB = 4.  Specifically, values at (i), (ii), and (iii) with the opening overhead 
boundary condition are correspondingly -14.6%, -14.9% and -12.3%.  With the slip-plane 
boundary condition at the overhead extent values of -15.6%, -15.3% and -15.0% were 
obtained.  As stated, for x > x*/DB a similar trend is observed.  With LU/HB = 4, %Diff2D 
is -28.4% along (i), -30.0% along (ii), and -30.9% along (iii) with the opening overhead 
boundary condition and respectively -32.1%, -32.7%, and -32.7% with the slip-plane 
overhead boundary condition.  The diminished quantities of %Diff2D calculated with 
LU/HB = 16 in comparison to those just given for LU/HB = 4 are -20.4%, -20.8%, and -
23.4% at (i), (ii), and (iii) with the opening upper boundary condition and 
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correspondingly -15.8%, -16.7% and -18.5% for the slip-plane upper boundary condition 
for x > x*/DB.  
 
7.3.3 Accuracy of the two-dimensional solution domain representation in comparison 
with the three-dimensional solution domain representation 
 
Comparison of pressure coefficients obtained from the three-dimensional-model results 
presented throughout Chapter 4 with those of Chapter 3 for which the solution domain 
was two-dimensional indicated that agreement improved generally with increasing LU.  
At best, the two-dimensional model over predicts values of cp,loc line averaged 
independently for x < x*/DB and x > x*/DB  along the centerline of the rooftop by 
approximately 16 % when a slip-plane is specified at the upper boundary at the maximum  
extreme of LU/HB = 16.  With the overhead boundary specified as open the agreement 
along (i) differs for x < x*/DB and x > x*/DB with respective over predictions of the 
average value of cp,loc equal to 14.6% and 20.4% with the same specification of LU.  It is 
noteworthy, that the results along (i) are effectively time-invariant for both the three-
dimensional and two-dimensional solutions which aids in comparison.  Furthermore, it is 
rational to select location (i) as a basis of comparison on account of the fact that the 
centerline of the building roof is most isolated from end effects presented by the 
interaction of the flow field with the sides of the building.   From these outcomes, it can 
be concluded that the two-dimensional solution domain representation provides a 
conservative over estimate of rooftop pressure coefficients, but lacks the fidelity to 
resolve variations of local pressure coefficients in time or with the z-coordinate. 
 
7.3.4 Influence of the time-varying flow field surrounding the three-dimensional building 
on local pressure coefficients and concluding remarks    
 
In order to identify the relationship between the flow field surrounding the building and 
the temporal variations of cp,loc throughout the rooftop of the building inherent to each 
three-dimensional model, contour diagrams of wind velocity were generated in both plan 
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and elevation views at selected values of y and z.  Plan-view diagrams, Figures 4.11, 
4.12, and, 4.13, situated at y = wb/2 were generated for each length of the upstream 
extension and both upper boundary conditions.  
Figure 4.11 provides a presentation of the flow field which includes both the building 
location and the portion of the flow extending downstream in the building for each model 
at an arbitrarily selected time.  Inspection of Figure 4.11 indicates a flow pattern in the 
wake of the building that is general to all of the models.  This pattern resembles a vortex 
street whereby a dominant eddy situated immediately behind the building is not 
stationary, but instead oscillates from side to side with constant frequency.  This 
oscillating motion gives rise to localized flow perturbations consisting of diminished 
streamwise velocity which are issued with alternating sequence from each trailing corner 
of the building.  As these disturbances propagate downstream they spread out in the z-
coordinate.    
 
Figures 4.12 and 4.13 identify the motion of the eddy for the extremes of LU 
corresponding to each overhead boundary condition as a close-up view just behind the 
building where shaded contour diagrams of streamwise velocity with vector overlays 
indicate the direction of the flow at selected times tmax, tmin, and tequiv. These figures 
indicated that the oscillating motion of the eddy responsible for the downstream flow 
pattern identified in Figure 4.11 also acted to alter the direction of counter flow 
impinging the leeward wall.  A clear relationship was apparent between the orientation of 
vectors and rooftop values of cp,loc.  The magnitude of cp,loc was found to increase on the 
half of the roof towards which the counterflow was directed. The angle formed between 
the predominant direction of the counter flow with the x-coordinate was approximated for 
each case by visual inspection of the general direction of the velocity vectors.  At LU/HB 
= 4, an angle of approximately 30 degrees was calculated, whereas this value diminished 
to 20 degrees with LU/HB = 16 for both overhead boundary conditions.       
 
Elevation diagrams in the x-y plane, of a similar presentation to those just described 
whereby contour diagrams of velocity were overlaid with normalized velocity vectors, 
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were produced to be coincident with traverses (i), (ii), and (iii) along the building rooftop.  
These diagrams, Figures 4.14 through 4.17, present a view of the flow field in the vicinity 
of the building from the side.  Figures 4.14 and 4.15 correspond respectively to the slip-
plane and opening upper boundary conditions for LU/HB = 4. Similarly, Figures 4.16 and 
4.17 display both upper boundary conditions for LU/HB = 16.  Each figure consists of nine 
parts corresponding to locations (i), (ii), and (iii) and each for tmax, tequiv, and tmin.  The 
parts of each figure aligned with location (i) were similar for tmax, tequiv, and tmin which 
was unsurprising given that the pressure coefficient values presented in the foregoing did 
not vary substantially with time at that location. Those parts of the figures aligned with 
(ii) and (iii), however, did indicate variations between these selected times.  Most 
noteworthy is that at tmax, the time at which the largest magnitudes of cp,loc  were 
calculated along the rooftop at (i) and (iii), a strong backflow is apparent in the cross-
section.  This backflow is sufficiently strong to affect the rooftop velocity distribution, in 
particular; the magnitude of the back flow immediately adjacent to the rooftop.  At tequiv 
and tmin,  the region of strong back flow impinging the leeward wall is replaced by eddies 
with diminished velocity, and rooftop velocities are as an aggregate lower than those 
observed at tmax.  While the flow patterns are the same for both upper boundary 
conditions and at the extremes of LU/HB,  velocities were found in general to diminish 
with LU.  The selection of the overhead boundary condition, however, had little 
discernable effect on the flow field at either extreme of LU.     
 
In summary, Inspection of the flow field inherent to the three-dimensional models at 
selected locations in both the x-z and x-y planes yielded evidence to support the 
conclusions presented in the foregoing;  specifically, that each half of the building 
rooftop exhibits oscillating pressure coefficients that vary in both time-averaged 
magnitude and amplitude with LU.  This behavior is the result of the interaction of the 
rooftop flow field with recirculation regions at the leeward face of the building. In 
particular, side-to-side oscillations of a large eddy which vectors the direction of counter 
flow at the leeward wall.   
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7.4 Experimental validation of buoyant flow in an asymmetrically 
heated vertical channel 
 
7.4.1 Review of the experiments employed for validation of the model of buoyant flow in 
an asymmetrically heated vertical channel  
 
The objectives of this thesis were not constrained to external flows of the nature 
presented in Chapters 3 and 4, but also considered flow within the internal passages of 
buildings; in particular, for a specific situation whereby the envelope of a building is 
comprised of two layers which separate the occupied interior space from the exterior 
environment.  Within the channel formed between the two layers natural convection is 
the mechanism of fluid motion and heat transfer.   
 
In order to apply the governing equations and boundary conditions employed for each of 
the present simulation models with confidence, high quality experimental data are 
required for the purpose of model validation.  This source was adopted from the literature 
[29] based on an extensive review of existing research [26-32].  The work chosen merited 
selection both for the quality of the experimental facilities employed and for the thorough 
manner by which procedures were described.  The level of detail conveyed allowed the 
numerical models developed to mirror the experimental apparatus exactly.   
 
The experimental setup of [29] employed a channel formed between two thin copper 
plates with fixed height H and width W dimensions.  The gap formed between the 
channel walls, of distance S, was variable so that the aspect ratio of the channel, H/S was 
able to be configured for each experiment.  On the exterior face of each wall of the 
channel, machined groves facilitated the placement of independently controlled heaters 
consisting of electrical resistance wire.  To ensure that heat generated by the resistance 
wire was dispersed to the fluid within the channel the exterior face of each copper plate 
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was insulated behind the heaters with polystyrene insulation.  Just under the channel-
facing surface of each copper plate, thermocouples were positioned in a rectangular array 
in the wall.   The apparatus just described, was immersed with the plates oriented 
vertically in a bath of liquid water with temperature controlled surroundings.  Power 
supplied for the heating function was measured at each plate.  For some of the 
experiments, both plates were heated, whereas in other experiments only one plate was 
heated and the opposing plate was effectively adiabatic.  It is this latter case that was 
employed to validate the simulation models.  Heating of the fluid within the channel 
generated buoyant flow.  
 
Under steady conditions, the rate of heat transfer entering the fluid is equal to the power 
applied to the heaters.  Furthermore, the temperature difference between both plates, or a 
single plate, with the temperature of the surrounding fluid is known by thermocouple 
measurements.  These data, combined with knowledge of the heating surface dimensions, 
allow for the channel Nusselt number  NuS to be calculated as defined by Eq. (5.16) and 
also the channel Rayleigh number RaS to be determined per Eq. (5.15).  The experiments 
were performed over a range of RaS and S/H values, and the product of these variables 
was employed as a correlation parameter for NuS.  The relationship established by the 
experimental results was a power law.  For the asymmetrically heated scenario whereby 
only one of the vertical plates forming the channel was heated, the power-law 
relationship is Eq. (5.17).  This equation was chosen as a reference for the purpose of 
validating the numerical model that is employed throughout Chapters 5 and 6. 
 
7.4.2 Review of the validation models 
 
The solution domain of the numerical model employed for validation was two-
dimensional as described by Figure 5.2 with extensions above and below the vertical 
channel.  One of the bounding walls of the channel was at constant temperature whereas 
the opposing wall was specified as an adiabatic wall.  At the domain extensions above 
and below the channel, opening boundary conditions were applied.  At the initial time of 
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the simulation, both the temperature enforced at the opening boundaries and that applied 
as an initial condition throughout the solution domain were a constant temperature whose 
value was less than the temperature of the heated wall.  With the passing of time, heating 
of the fluid within the channel by the constant temperature wall resulted in buoyant 
motion which was allowed to progress until steady-state conditions were arrived at. 
 
As a first case, both variants of the SST turbulence model and the RNG k-ε model were 
applied to simulate buoyant flow within the channel for RaS(S/H) equal to approximately 
five thousand, established from the data for S/H = 0.0437. This choice of RaS(S/H) was 
made in order to facilitate an exploration of turbulence models. In particular, three 
variations of the SST model were employed.  The first of such models utilized the SST 
equations in their standard form with absence of the buoyancy production terms Eqs. 
(5.6a) and (5.6b).  The second SST model incorporated these buoyancy production terms 
in the turbulence kinetic energy equation and the turbulence dissipation equation Eqs. 
(5.4) and (5.5).  Lastly, in addition to including these production terms, the temperature 
dependency of the molecular viscosity μ(T) and coefficient of thermal expansion β(T) 
which appear in the RANS equations was also accounted for in the model.  In all other 
cases, thermophysical properties were evaluated at the intermediate temperature of the 
heated wall and the surroundings.  With regard to the RNG k-ε model, the two variants 
investigated were that which did not include the buoyancy production terms, and that 
which did by means of Eqs. (5.6a) and (5.6b).  In addition to the five turbulence models 
described, a laminar flow model was also included in the study. 
 
7.4.3 Ability of the SST turbulence model to replicate conditions of laminar flow and 
concluding remarks 
  
It was concluded based on the five numerical simulations performed that very good 
agreement was established between values of NuS produced by all variants of the SST 
turbulence model and the laminar model and the correlation equation of the data, Eq. 
(5.17) given by [29]. In contrast, considerable error in NuS was produced by both 
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implementations of the RNG k-ε model.  Specifically, for the RNG k-ε model cases, the 
percent error with respect Eq.(5.17) was on the order of 70%.  It is reasonable to infer 
that the difference in accuracy observed is due to the ability of the SST turbulence model 
to revert to conditions of laminar flow, whereas the RNG k-ε model does not possess this 
quality.  The agreement of the result of the laminar flow model with Eq. (5.17) indicated 
that the flow is laminar for RaS(S/H) = 5,150.   The percent error of the results given by 
all of the variants of the SST model with Eq.(5.17) of [29] were less than 5%.  The SST 
model, without the buoyancy turbulence terms, under predicted NuS by 1.07%, whereas 
the model including those terms under predicted NuS by 0.95%.  The version of the SST 
model, for which the temperature dependencies of μ and β were accounted for, over 
predicted NuS by 4.03% 
 
With the accuracy of the SST model established for RaS(S/H) equal to approximately five 
thousand, additional computer runs were performed spanning a broader range of RaS(S/H) 
up to approximately 200,000 and as low as approximately 1000.  These limiting values 
were established by the availability of experimental data.  Since the experiments were 
performed in water, the boiling point and freezing point of the fluid, in combination with 
the aspect ratio of the channel, were bounding constraints on RaS(S/H). Specifically, five 
values of RaS(S/H) were simulated.  Those were RaS(S/H) = 1029, 2574, and 5147 with 
S/H =0.0437.  With S/H =0.109 values of RaS(S/H) = 29,883 and 199,233 were modeled.    
In each case, the SST model was employed with the buoyancy terms included and with 
temperature dependencies of μ and β considered. The percent error for each case in 
reference to Eq.(5.17) averaged to 1.23% over the five simulations with no single 
simulation exhibiting a percent error greater in magnitude than 4.03%.  This outcome was 
sufficient to validate the SST model as a viable means to simulate buoyant flow within an 
asymmetrically heated vertical channel and to extend its use for the applications of 
Chapter 6. 
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7.4.4 Modification of the solution domain to improve computational efficiency 
 
With the simulation model accuracy confirmed, additional models were employed to 
evaluate the sensitivity of the solution outcomes to the extensions of the solution domain 
above and below the channel in reference with [29].  These additional models were 
motivated by the fact that resolving the plume of fluid as it rises from the channel outlet 
and mixes with the cooler surroundings above is computationally burdensome to solve 
for, requiring simulation times spanning multiple weeks on a conventional desktop 
computer.  Two additional solution domain descriptions were developed to facilitate this 
study. The first of these eliminated the overhead extension of the solution domain, and 
the second of which eliminated both extensions of the solution domain above and below 
the channel.  These models were defined as Cases (B) and (C), whereas the unaltered 
solution domain with both extensions in place above and below the channel was Case 
(A).   Cases (B) and (C) were simulated for (S/H)RaS = 5150 and the values of NuS 
determined for each model were compared with that already obtained for Case (A).  The 
outcome of the analysis yielded -2.82% for Case (C) versus -0.95% for Case (B) 
respectively from Case (A).   
 
As described in the foregoing, the study conducted to evaluate the sensitivity of NuS to 
the extensions of the solution domain above and below the channel was motivated by a 
practical limitation associated with the required simulation time necessary to achieve 
results in a reasonable time frame.  As was discussed in the previous chapter, the aims of 
this thesis are not limited to identification of the solution method but also to consider the 
constraints placed on practitioners to make informed design decisions within a reasonable 
time frame.  It can be concluded, based on the outcomes of the sensitivity study that 
removal of the overhead extension of the solution domain increases percent error of Nus 
in comparison with experiment [29] by less than one percent and that removing both 
extensions above and below the solution domain increases percent error by less than three 
percent. 
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7.5 Application of experimentally verified model of buoyant flow in an 
asymmetrically heated vertical channel to a double-walled building with 
complex flow obstructions 
 
7.5.1 Application of the experimentally verified simulation model to a three-story 
building wall containing internal pressure-drop inducing structures 
 
Experimental validation of the simulation models reported throughout Chapter 5 was 
performed with the broader aim of extending the methodology employed to the more 
complex application of an actual building wall.  In particular, the application is to a 
double-skin façade (DSF) formed by two layers of building envelope.  In contrast with a 
conventional exterior building wall which separates the interior space of the building 
from the outside environment by a single layer, the DSF utilizes two successive layers, 
one placed interior to the other, to achieve this aim.  The space between the two layers is 
unconditioned and partially open to the exterior environment.  Specifically, the model 
building wall considered was a vertical channel extending three stories in height and that 
was open to the exterior at each end.  During the wintertime, heat flow through the 
innermost wall warms air within the channel creating buoyancy in a manner analogous to 
that considered in Chapter 5. 
 
A complexity associated with actual DSF implementations is the presence of obstructions 
within channel formed between the inner and outer walls. A prominent feature is 
placement of metal grates, referred to as catwalks, across the width of the channel at each 
floor height.  These grating elements allow maintenance personnel to stand within the 
channel for activities such as cleaning of the outer wall.  These grating elements, which 
consist of uniformly spaced rectangular slats, as shown in Figure 6.2, impede natural 
convection flow within the channel.  The individual rectangular grating slats, which 
combine to form a catwalk as a linear array across the width of the channel, are defined 
by their dimensions in height hg and thickness tg, whereby hg is aligned with the flow 
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direction and tg , the slat thickness, blocks the flow. The pitch of the slat spacing is 
defined by the distance sg.  For the three-story building considered, two catwalks were 
placed one each at the first and second stories as described by Figure 6.11.  Furthermore, 
two porosities ε of the catwalk grating, ε = (sg - tg)/sg, were considered, which were 0.5 
and 0.75.  For ε = 0.5,    tg/hg = ¼ and tg/sg = ½.  For ε = 0.75 tg/sg = ¼ and tg/hg = ¼. 
 
A significant modeling challenge introduced by the presence of the catwalk is posed by 
the geometric complexity of the grate elements which consist of a very large number of 
individual flow blockages spanning the width of the channel.  In order to capture the 
complex flow patterns which occur between each pair of slats, a fine grid of solution 
points is required throughout those zones.  Models fitting this description were carried 
out for both of the catwalk porosities.   
 
Additionally, an alternative approach inspired by the literature [6] was to model only the 
pressure drop corresponding to each catwalk without including the specific catwalk 
geometry within the solution domain.  To achieve this aim, the relationship between the 
superficial velocity and pressure drop corresponding to each catwalk was expressed by 
the Darcy-Forchheimer equation Eq. (6.1),which was applied flexibly as a source term in 
the momentum conservation equation over the streamwise length wherein pressure was 
affected by each catwalk.  This novel approach differs from the conventional application 
of the Darcy-Forchheimer equation to porous media.  Ultimately, the solution results 
obtained by this method were compared with those which did not approximate the 
catwalk geometry and furthermore relied solely on the model experimentally validated in 
Chapter 5.  This unapproximated model served as a reference to evaluate the accuracy of 
the Darcy-Forchheimer model of the catwalk.  
 
In order to employ the Darcy-Forchheimer equations corresponding to each catwalk 
porosity, the model coefficients k and βf were first determined.  The quantity k, the 
permeability of the catwalk, defines the linear relationship between pressure loss and 
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velocity whereas βf  defines the quadratic relationship between pressure loss and velocity 
as defined by Eq. (6.1).  Respectively, these losses are frictional and inertial.   
 
In order to determine k and βf for both of the catwalk geometries considered, specifically 
those corresponding to ε = 0.5 and ε = 0.75, additional models were created.  These 
models assumed that the pressure drop through the grating slats as a function of 
superficial velocity in the channel could be evaluated independently for each pair of slats 
in a catwalk.  This allowed each model to consist of a single flow passage between two 
grating slats.  Furthermore, since the pressure drop exhibited by Eq. (6.1) is a function of 
superficial velocity, it is not necessary that buoyancy be the mechanism of fluid motion. 
Instead, a range of superficial velocities prescribed upstream of each catwalk were 
simulated.  The bounding dimensions of the solution domain for these models are given 
by Figure 6.3 where LU and LD are respectively extensions of the solution domain 
upstream and downstream of the grating slat.  At the furthest upstream extent of the 
solution domain, uniform velocity is specified, and at the downstream extent an opening 
is specified.  The surfaces of the slat are walls, and the remaining boundary conditions 
are symmetry. 
 
The models just described served two aims.  The first was to determine k and βf by 
calculating the pressure drop corresponding to each catwalk geometry for multiple 
prescribed velocities.  The second was to investigate the flow field inherent to each 
model in order to identify the mechanisms of pressure drop.  Figures 6.4 and 6.5 show the 
pressure distributions along the line 𝐻𝐺̅̅ ̅̅ , as described in Figure 6.3 respectively for ε = 
0.5 and ε = 0.75.  In each case, the pressure variation displayed can be categorized into 
three distinct zones.  Up until y/hg = -0.5 the catwalk does not influence pressure in either 
case.  After this length, pressure drops rapidly between y/hg = -0.5 and y/hg = 0 in 
accordance with Bernoulli’s equation as the unconstrained flow converges into the 
opening formed between each pair of slats.  The reduction of cross-section available for 
flow between the slats results in rapid acceleration in consonant with the pressure drop 
observed. Between y/hg = 0  and y/hg = 1, along hg, flow recirculation along the initial 
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height of the slat further reduces the free area for flow resulting in additional 
acceleration. After that, pressure variations are dictated by the balance of pressure 
recovery, due to the flow spreading out to fill the inter-slat space, and additional frictional 
losses.  In the region downstream of the slat between y/hg = 1 and y/hg = 4 for ε = 0.5, and 
between y/hg = 1 and y/hg = 10 for ε = 0.75, pressure recovers partially as the flow fills 
out to occupy the expansion in free area for flow beyond the grating.  In summary, these 
lengths were defined as LB according to the Bernoulli pressure drop from y/hg = -0.5 to 
y/hg = 0 and LR according to pressure recovery from y/hg = 1 to either y/hg = 4 with ε = 
0.5 or 10 with ε = 0.75.  The total length along which each slat influences pressure in the 
stream wise direction, LC, is the summation of LB, hg and LR.  These lengths were constant 
corresponding to each ε over the span of ReS, Eq.(6.2) considered, which ranged from 
12,025 to 36,075.   
 
7.5.2 Use of the Darcy-Forchheimer model to approximate the pressure drop of a 
catwalk  
 
The pressure variations over LC just described, and that are embodied by the pressure 
curves shown within Figures 6.4 and 6.5, presented a modeling challenge with respect to 
the definition of pressure drop required by Eq. (6.1).  Whereas, Eq. (6.1) requires a 
uniform stream wise pressure gradient throughout the flow blockage, the pressure 
gradients conveyed by Figures 6.4 and 6.5 are fraught with variations resulting in a non-
uniform pressure gradient over LC.  In order to proceed, a definition of the pressure 
gradient needed by Eq. (6.1) was required.  To fulfill this need, dp/dy was defined as the 
quotient of the total pressure drop ΔPC along the catwalk including upstream and 
downstream pressure effects. The pressures spanning  LC are the average over the 
width of the channel at each y location.  With this definition employed, fit equations were 
applied to determine k and βf per Eqs. (6.6) and (6.7) in combination with Eqs. (6.4) and 
(6.5) from the results of the individual flow passage simulation models.  Recall that Eqs. 
(6.6) and (6.7) correspond respectively to ε = 0.5 and ε = 0.9. 
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With these equations identified,  attention was shifted to use of the Darcy-Forchheimer 
equation as a means to approximate the pressure drop of catwalks placed within the 
vertical channel of the three-story DSF described in the foregoing which included a 
catwalk placed at each intermediate floor level as shown Figure 6.11.  The Darcy-
Forchheimer equations defined by Eqs. (6.6) and (6.7) were applied in the form of the 
source term SDj Eq. (6.9),within the governing equation of vertical momentum Eq. (6.8).  
This source term was applied flexibly only along the stream wise length LC in relation to 
each catwalk. 
 
7.5.3 Comparison of results produced by the Darcy-Forchheimer model of the catwalk 
elements with the unapproximated model results 
 
In total four simulation models were performed based on the geometry of Figure 6.11.  
Two models employed the Darcy-Forcheimer equation as an approximation of the total     
catwalk pressure drop, per Eqs. (6.6) and (6.7) respectively for ε = 0.5 and ε = 0.75.  
Additionally, two models were created to serve as a benchmark for the outcome of those 
models which did not approximate either of the catwalk geometries considered but 
instead detailed the catwalk geometry with fidelity within each solution domain.   
 
The environmental conditions employed for each of the four models just described, for 
the three-story building wall were those of wintertime conditions as previously described.  
Specifically, with a channel Rayleigh number RaS = 1.74E+08 per Eq. (5.15). 
 
The results produced by mean of the Darcy-Forchheimer representation of the catwalk 
were compared with those of the unapproximated catwalk geometry as normalized 
velocity profiles across the width of the channel at various vertical locations. 
Normalization of the velocity at each y location is achieved by taking its quotient with 
respect to the mean channel velocity.  At the channel inlet, Figure 6.13, little difference 
was observed between the two catwalk models for either ε.  The flow is well described by 
both the unapproximated and DF-models as a plateau over the midsection of the channel 
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width with a slight bias of increasing normalized velocity magnitude towards the heated 
wall.  Steep drop-offs in velocity occur near each end wall in accordance with the no-slip 
condition.   
 
Moving upward from the inlet of the channel by half the streamwise distance to the 
location of the onset of the first catwalk, small disparities are apparent between the two 
models near the heated wall, in particular for ε = 0.75.  At that vertical wall, warming of 
fluid within the channel near the heated wall asserts a spike in the normalized velocity at 
that location in accordance with buoyancy.  Moving away from that location towards the 
adiabatic wall, the velocity profile plateaus, and then drops gradually until a steep drop 
off is encountered due to friction at the adiabatic wall.  The aforementioned difference 
observed in the velocity spike near the heated wall exhibited by the Darcy-Forchheimer 
model compared with the unapproximated catwalk represents an under prediction of 
normalized velocity by the Darcy-Forchheimer model equal to 10% for ε = 0.5 and 15% 
for ε = 0.75  
 
At a distance of LB before the catwalk favorable agreement was also obtained between 
the Darcy-Forchheimer model of the catwalk and the unapproximated model for each ε, 
as shown in Figure 6.14, with only small differences in normalized velocity are produced 
between the two modeling approaches.  For ε = 0.5, the effects of the grating elements on 
the flow are not yet apparent; however, for ε = 0.75 weak undulations in normalized 
velocity correspond to the deployment of slats for the unapproximated model.  At the 
location of the onset of the lower catwalk, major disturbances are imparted by the 
individual grating slats on the flow for the unapproximated model and are described by a 
succession of spikes in normalized velocity between each slat location.  The Darcy-
Forchheimer representation, on the other hand, does not exhibit these spikes due to the 
fact that the pressure drop corresponding to slats is expressed as an imposed pressure 
gradient.  At a distance downstream of the first catwalk equal to LR, the taming effect of 
friction at the walls of each channel has already acted to calm the severe flow 
perturbations imparted by the catwalk elements for the unapproximated models; however, 
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moderate disturbances are still present, in particular for  ε = 0.5 whereas only weak 
undulations are apparent for ε = 0.75.    
 
Along the length separating the lower and upper catwalks, friction at the walls of the 
channel acts to further improve agreement between the two modeling approaches.  Note 
that the catwalks are separated by the distance of one story, H.  Moving downstream of 
the lower catwalk to H/4, perturbations of the normalized velocity associated with 
individual grating elements are no longer apparent for the unapproximated model due to 
damping of the fluctuations by fluid friction at the channel walls and the shape of the 
normalized velocity profiles exhibited for each ε once again resemble those of the models 
employing the Darcy-Forchheimer model of each catwalk.   As was the case preceding 
the lower catwalk, the Darcy-Forchheimer model under predicts normalized velocities 
near the heated wall by a small amount in relation to the unapproximated case.  Moving 
further upward to a distance of H/2 and again to 3H/4 downstream of the lower catwalk, 
agreement at the peak normalized velocity improves.  Taking the peak normalized 
velocity near the heated wall as a measure of agreement yields an over prediction of 21%, 
16% and 13% for ε = 0.5 by the unapproximated model in relation to the Darcy-
Forchheimer model of each catwalk for the respective distances downstream of the lower 
catwalk indicated. Specifically at downstream distances of H/4, H/2 and 3H/4.  For ε = 
0.75 corresponding values of 13%, 12% and 11% were obtained. At locations within the 
channel away from the just-described normalized velocity spike, an opposite trend was 
observed whereby normalized velocities predicted by the unapproximated model under 
predicted those produced by the Darcy-Forchheimer model for each ε.  As was the case 
with the peak normalized velocity, agreement improved with increasing downstream 
distance at those locations.   
 
A similar trend was observed throughout the upper catwalk as was described for the 
lower catwalk.  At a distance of LB upstream of the upper catwalk, agreement of the 
normalized velocity profiles across the width of the channel produced by the 
unapproximated model of the catwalk and the Darcy-Forchheimer model for both ε 
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values were good as shown in Figure 6.16.  At this location, weak undulations in 
normalized velocity were apparent for the unapproximated model with ε = 0.75 but not 
for ε = 0.5.  Moving upward through the catwalk, k the results corresponding to each of 
the unapproximated cases exhibited strong perturbations as a result of the interaction of 
the channel flow with the grating slats; whereas this was not the case for either of the 
Darcy-Forchheimer models corresponding to each ε. Downstream of the upper catwalk, 
at a distance LR, moderate perturbations were still apparent for both unapproximated 
models.  As was the case of the lower catwalk, these perturbations were greater for ε = 
0.5. 
 
In the downstream space above the upper catwalk, the taming action of friction at the 
walls of the channel once again acts to tame flow perturbations incited by the grating 
elements for each unapproximated model; however, the agreement obtained with 
normalized velocity results produced by the Darcy-Forchheimer models do not improve 
as much as was observed in the space between the lower and upper catwalks.  This 
outcome is shown in Figure 6.17  Once again, taking the peak normalized velocity as a 
measure for comparison, at distances downstream of the upper catwalk, the Darcy-
Forchheimer model under predicts peak normalized velocity by approximately 30% at 
downstream distances of H/4, H/2 and 3H/4 with ε = 0.5.  With ε = 0.75 corresponding  
under predictions of the normalized peak velocity by the Darcy-Forchheimer model of 
22% for H/4 and 26% for both H/2 and 3H/4. 
 
Clearly, agreement between normalized velocities produced by the Darcy-Forchheimer 
model in relation to the more accurate unapproximated case improved in the space 
separating the upper and lower catwalk but did not improve downstream of that location.  
While general agreement in the shape of each profile was apparent, the errors produced 
are sufficient to caution use of the model.  Furthermore, it was deemed reasonable to 
investigate the cause of the errors.  It can be stated, in summary, that for a single 
obstruction the results are of acceptable accuracy to be employed for engineering 
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calculations; however, use of the model to represent obstructions in series has the 
potential to yield moderate errors in peak normalized velocities. 
 
In order to investigate a potential cause of the variations in normalized velocity, attention 
was focused on the turbulence model used for each simulation.  In particular, the 
distributions of turbulent kinetic energy k output by Eq.(5.4) in the vicinity of each 
catwalk were investigated.  Specifically, the normalized turbulent kinetic, k/v
2
 profile was 
obtained a distance of hg preceding the onset of each catwalk and at downstream 
distances from each catwalk equal to hg and 2hg as shown in Figures 6.19 and 6.21.  The 
profiles of k/v
2
 produced at these locations indicate a large increase in turbulent kinetic 
energy downstream of each catwalk, relative to that exhibited upstream of each catwalk, 
in the models for which the geometry of the catwalk was not approximated.  This is true 
for both ε values and for both catwalk locations, upper and lower, in each model.  In 
contrast, the models which employed the Darcy-Forchheimer equation to represent the 
pressure drop corresponding to each catwalk did not reproduce this increase in turbulent 
kinetic energy.  The increase in turbulent kinetic energy is the legacy of the interaction of 
the flow with each grating slat which is only captured by the unapproximated approach.  
In comparison, the peak value of k/v
2
 predicted by the Darcy-Forchheimer model 
underpredicts that of the unapproximated model by as much as 325% for ε = 0.5 and 
257% for ε = 0.75. 
 
In summary, the inability of the Darcy-Forchheimer model to produce turbulence 
downstream of each catwalk obstruction in a manner which mimics the natural outcome 
described by the unapproximated model is a significant shortcoming which may underlie 
the fact that the successive catwalk obstructions resulted in increasing error between the 
two modeling approaches.   This conclusion is reinforced by the fact that the magnitude 
of k/v
2
 measured at a distance of hg preceding the catwalk is higher for the upper catwalk 
than the lower catwalk for each of the models.  This result suggests that turbulence is not 
subdued by frictional interaction with the channel walls in the space separating the two 
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catwalks and that its profile upstream of the upper catwalk has a bearing on the flow 
downstream of that location.        
 
  
 
                
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  219 
Bibliography 
 
 [1] Li, A., Chen, X., Chen, L., & Gao, R. (2014, April). Study on local drag reduction 
effects of wedge-shaped components in elbow and T-junction close-coupled pipes. In 
Building Simulation (Vol. 7, No. 2, pp. 175-184). Tsinghua University Press. 
[2] W. Li, J. Ren, J. Hongde, Y. Luan, P. Ligrani, Assessment of six turbulence models 
for modeling and predicting narrow passage flows, Part 2: Pin fin arrays, Numer. Heat Tr. 
A-Appl., vol. 69, pp. 445-463, 2016. 
[3] U. Engdar and J. Klingmann, Investigation of Two-Equation Turbulence Models 
Applied to a Confined Axis-Symmetric Swirling Flow. In ASME 2002 Pressure Vessels 
and Piping Conference, pp. 199-206, 2002. 
[4] Park, J., Park, S., & Ligrani, P. M. (2015). Numerical predictions of detailed flow 
structural characteristics in a channel with angled rib turbulators. Journal of Mechanical 
Science and Technology, 29(11), 4981-4991. 
[5] E.M. Sparrow, J.M. Gorman, and J.P. Abraham, Quantitative Assessment of the 
Overall Heat Transfer Coefficient U, ASME Journal of Heat Transfer, vol. 135, p. 
061102, 2013. 
[6] Y. Bayazit, E.M. Sparrow, and D.D. Joseph, Perforated Plates for Fluid Management: 
Plate Geometry Effects and Flow Regimes, International Journal of Thermal Sciences, 
vol. 85, pp. 104-111, 2014. 
[7] P. D. Clausen, S. G. Koh, and D. H. Wood, Measurements of a swirling turbulent 
boundary layer developing in a conical diffuser, Exp. Therm. Fluid Sci., vol. 6, pp. 39-48, 
1993. 
[8] J.M. Gorman , E.M. Sparrow  J.P. Abraham , W.J. Minkowycz, Evaluation of the 
efficacy of turbulence models for swirling flows and effect of turbulence intensity on heat 
transfer, Numer. Heat Tr. B-Fund., vol. 70, pp. 485-502, 2016. 
[9] T.K Guha , R.N. Sharma,  P.J. Richards, CFD modeling of wind induced mean and 
fluctuating external pressure coefficients on the Texas Technical University building, 
Proceedings of the 5
th
 European and African Conference on Wind Engineering, pp. 269-
272, 2009. 
[10] C. Wang , J. Wu,  W. Wang, The Effect of the Numerical Wind Tunnel Simulation 
Results of Arched Roof for Different Turbulence Models, Adv. Mat. Res., vol. 711, pp. 
348-351, 2013. 
[11] S. Valger , N. Fedorova,  A. Fedorov, Mathematical Modeling of City 
Aerodynamics, Proceedings of the VII European Congress on Computational Methods in 
Applied Sciences and Engineering, pp. 6900-6910, 2016. 
[12] J. Wu,  C. Wang, Y. Zhao, The Turbulent Flow Model Selection for Numerical 
Wind Tunnel Simulation of the Low Layer Double Slope Roof, Appl. Mech. Mat., vols. 
204-208, pp. 4892-4895, 2012. 
[13] S. Mukherjee,  S. Chakraborty, S. Dalui, A. Ajuja, Wind Induced Pressure on ‘Y’ 
plan shape tall building, Wind Struct., vol. 19, No. 5, pp. 523-540, 2014. 
[14] S. Hajra,  S. Dalui S., Numerical Investigation of Interference Effect on Octagonal 
Plan Shaped Tall Buildings, J Civ Eng.., vol. 10, No. 4, pp. 462-479, 2016. 
  220 
 [15] G. Hellman, Uber die Bewegung der Luft in den untersten Schichten der 
Atmospare, Meterol. Z., Vol. 34, pp. 273, 1916  
[16] E. Simiu, R. Scanlan, Wind Effects on Structures: Fundamentals and Applications to 
Design 3
rd
 Edition, Wiley Inter-Science, 1996 
[17] A. G. Davenport, The Relationship of Wind Structure to Wind Loading, Proceedings 
of the Symposium on Wind Effects on Buildings and Structures, Vol. 1, National 
Physical Laboratory, Teddington, U.K., Her Majesty’s Stationary Office, London, pp. 53-
102,1965 
[18] American National Standard A58.1-1982, Minimum Design Loads for Buildings and 
Other Structures, American National Standards Institute, Inc., New York, 1982 
[19] ASCE7-95 Standard, Minimum Design Loads for Buildings and Other Structures, 
American Society of Civil Engineers, New York, 1995 
[20]  P. Rajagopalan and W. N. Hien, Causes of Urban Heat Island in Singapore: An 
investigation using computational fluid dynamics, Proceedings of the 26
th
 Conference on 
Passive and Lowe Energy Architecture, PLEA, Quebec, Canada, pp. 1-6, 2009 
[21] Y. Zhou, T. Shi, C. Gao, CFD Analysis on Greenspace-Released Oxygen Dispersion 
Under Urban Wind Speed Field in Summer, Proceedings of the 2010 Conference on 
Intelligent System Design and Engineering Application, ISDEA, Vol. 2, pp. 424-427, 
2010 
[22] S. S. Foroushani, H. Ge, D. Naylor, Effects of Roof Overhangs on Wind-Driven 
Rain Wetting of a Low-Rise Cubic Building: A Numerical Study, J. Wind. Eng. Ind. 
Aerod., Vol. 125, pp. 38-51,2014 
[23] Z. T. Ai, C. M. Mak, CFD Simulation of Flow and Dispersion Around an Isolated 
Building: Effect of inhomogeneous ABL and Near-Wall Treatment, Atmos. Environ., 
Vol. 77, pp. 568-578, 2013 
[24] O. Krogsaeter and J. Reuder, Validation of Boundary Layer Parameterization 
Schemes in the Weather Research and Forecasting Model Under the Aspect of Offshore 
Wind Energy Applications – Part 1: Average Wind Speed and Wind Shear, Wind Energ., 
Vol. 18, Issue 5, pp. 769-782, 2014    
[25] C. Gorle, J. VanBeeck, P. Rambaud, Dispersion in the Wake of a Rectangular 
Building: Validation of Two Reynolds Averaged Navier-Stokes Modeling Approaches, 
Bound-Layer Meteor., Vol. 137, pp. 115-133, 2010    
[26] W. Elenbaas, Heat Dissipation of Parallel Plates by Free Convection, Physica, Vol. 
9, Issue 1,  pp. 1-28, 1942    
[27] J. R. Lloyd, E. M. Sparrow, and E. R. G. Eckert, Laminar, Transition, and Turbulent 
Natural Convection Adjacent to Inclined and Vertical Surfaces, Int. J. Heat Mass 
Transfer, Vol. 15,  pp. 457-473, 1972    
[28] R. A. Wirtz and R. J. Stutzman, Experiments on Free Convection Between Vertical 
Plates with Symmetric Heating, J. Heat Transfer, Vol. 104,  pp. 501-507, 1982 
[29] L. F. A. Azevedo and E. M. Sparrow, Natural Convection in Open-Ended Inclined 
Channels, J. Heat Transfer, Vol. 107,  pp. 893-901, 1985 
[30] G. Tanda, Natural Convection Heat Transfer in Vertical Channels With and Without 
Transverse Square Ribs, Int. J. Heat Mass Transfer, Vol. 40,  pp. 2173-2185, 1997 
  221 
[31] G. Tanda, Natural Convective Heat Transfer in Vertical Channels with Low-
Thermal-Conductivity Ribs, Int. J. Heat Fluid Flow, Vol. 29,  pp. 1319-1325, 2008 
[32] O. Manca, M. Musto and V. Naso, Experimental Investigation of Natural 
Convection in an Asymmetrically Heated Vertical Channel with an Asymmetric 
Chimney, J. Heat Transfer, Vol. 127, pp. 888-896, 2005 
[33] J. Hensen, M. Bartak, and F. Drkal, Modeling and Simulation of a Double-Skin 
Façade System, ASHRAE Trans., Vol. 108, Part 2,  pp. 457-473, 1251-1258, 2002 
[34] A. Zollner, E.R.F. Winter, R. Viskanta, Experimental Studies of Combined Heat 
Transfer in Turbulent Mixed Convection Fluid Flows in Double-Skin-Facades, Int. J. 
Heat Mass Transfer, Vol. 45, pp. 4401-4408, 2002    
[35] W. Ding, Y. Hasemi and T. Yamada, Natural Ventilation Performance of a Double-
Skin Façade with a Solar Chimney, Energy Build., Vol. 37, pp. 411-418, 2005 
[36] N. Safer, M. Woloszyn, J. J. Roux, Three-Dimensional Simulation with a CFD Tool 
of the Airflow Phenomena in Single Floor Double-Skin Façade Equipped with a Venetian 
Blind, Solar Energy, Vol. 79, pp. 193-203, 2005 
[37] V. Gavan, M. Woloszyn, F. Kuznik, and J.J. Roux, Experimental Study of a 
Mechanically Ventilated Double-Skin Façade with Venetian Sun-Shading Device: A 
Full-Scale Investigation in Controlled Enviroment,  Solar Energy, Vol. 84, pp. 183-195, 
2010 
[38] E. Gratia and A.D. Herde, Guidelines for Improving Natural Daytime Ventilation in 
an Office Building with a Double-Skin Façade,  Solar Energy, Vol. 81, pp. 435-448, 2007 
[39] N. Mingotti, T. Chenvidyakarn, A. Woods, The Fluid Mechanics of the Natural 
Ventilation of a Narrow-Cavity Double-Skin Facade,  Build. Environ., Vol. 46, pp. 807-
823, 2011 
[40] G. E. Lau, V. Timchenko, C. Menezo, S. Giroux-Julien, M. Fossa, E. Sanvicente, J. 
Reizes and G.H. Yeoh, Numerical and Experimental Investigation of Unsteady Natural 
Convection in a Vertical Open-Ended Channel,  Computational Thermal Sciences, Vol. 
4, pp. 443-456, 2012 
[41] C. Grigoras, C.G. Popovici, T. Mateescu, and N. Chereches, Numerical and 
Experimental Study of the Thermo-Aerodynamic Behavior of a Double-Skin Glazed 
Façade,  Environmental Engineering and Management Journal, Vol. 13, No.4, pp. 775-
781, 2014 
[42] Z. Wang, T. Zhang, C. Liu, S. Yang and N. Cui, Research Review of Impact of 
Double Skin Façade’s Structural Factors on Cavity Heat Transfer, Adv. Mats. Research, 
Vols. 1030-1032, pp. 588-593, 2014 
[43] A.S. Andelkovic, B.G Urosevic, M. Kljajic and M.G. Ignjatovic , C. Experimental 
Research of the Thermal Characteristics of a Multi-Storey Naturally Ventilated Double 
Skin Façade, Energy and Buildings, Vol. 86, pp. 766-781, 2015 
[44] G. Iaccarino, A. Ooi, P.A. Durbin and M. Behnia , Reynolds averaged simulation of 
unsteady separated flow, Int. J. Heat and Fluid Flow, Vol. 24, pp. 147-156, 2003 
[45] H. Hussein and R. Martinuzzi, Energy balance for turbulent flow around a surface 
mounted cube placed in a channel, Physics of Fluids, Vol. 8, No. 3, pp. 764-779, 1996 
[46] H. Lee and J. Miau, An Investigation on Karman-Type Vortex Shedding From A 
Finite Square Cylinder, Journal of Mechanics, Vol. 28, No. 2, pp. 299-308, 2012 
  222 
[47] S. Yen and C. Yang, Flow patterns and vortex shedding behavior behind an square 
cylinder, Journal of Wind Engineering and Industrial Aerodynamics, Vol. 99, pp. 868-
879, 2011 
[48] A. Yakhot, H. Liu and N. Nikitin, Turbulent flow around a wall-mounted cube: A 
direct numerical simulation, International Journal of Heat and Fluid Flow, Vol. 27, pp. 
994-1009, 2006 
[49] B. A. Younis and A. Abrishamchi, Three-Dimensional Turbulent Vortex Shedding 
From a Surface-Mounted Square Cylinder: Predictions With Large-Eddy Simulations and 
URANS, Journal of Fluids Engineering, Vol. 136, p. 060907,1-10 
[50] M. Omidyeganeh and J. Abedi, Numerical simulation of the wind flow around a 
cube in a channel, 6
th
  International Colloquium on: Bluff Bodies Aerodynamics and 
Applications, Milano, Italy, 2008  
[51] S. A. Isaev and D. A. Lysenko, Calculation of unsteady flow past a cube on the wall 
of a narrow channel using URANS and the Spalart-Allmaras turbulence model, Journal 
of Engineering Physics and Thermophysics, Vol. 82, No. 3, pp. 488-495, 2009. 
[52] F. R. Menter, Two-Equation Eddy-Viscosity Turbulence Models for Engineering 
Applications, AIAA Journal, Vol. 32, No. 8, pp. 1598-1605, 1994 
[53] B. E. Launder and D. B. Spalding, The Numerical Computation of Turbulent Flows, 
Computer Methods in Applied Mechanics and Engineering, Vol. 3, No. 2, pp. 269-289, 
1974 
[54] D. C. Wilcox, Reassessment of the Scale-Determining Equation for Advanced 
Turbulence Models, AIAA Journal, Vol. 26, No. 11, pp. 1299-1310, 1993 
[55] P. R. Spalart, Direct Simulation of a Turbulent Boundary Layer up to Rᶿ = 1410, 
NASA Technical Memorandum 89407, NASA, 1986 
[56] J J. C. K. Tong, Development of systematic solution methodologies for the fluid -
flow manifold problem, Available from Dissertations & Theses @ CIC Institutions; 
ProQuest Dissertations & Theses A&I, 2006  
[57] Formulation 1997 (IAPWS IF-97), International Association for Properties of Air, 
Water and Steam, New York, 1997 
[58] S. L. Yee and J. H. Yang, Modeling of Darcy Forchheimer Drag for Fluid Flow 
Across a Bank of Circular Cylinders, International Journal of Heat and Mass Transfer, 
Vol. 40, No. 13, pp. 3149-3155, 1997 
[59] H. Darcy, Recherches Experimentales Relatives au Mouvement de L'Eau dans les 
Tuyaux, Mallet-Bachelier, Paris, p. 268, 1857 
[60] P. Forchheimer, Wasserbewegung durch boden, Zeitschrift Ver D Ing. 45, pp. 1782-
1788, 1901  
[61] H. C. Brinkman, A calculation of the viscous force extorted by a flowing fluid on a 
dense swarm of particles, Applied Science Research,t, A1, pp. 27-34, 1947 
[62] NOAA National Centers for Environmental Information, U.S. Billion-Dollar 
Weather and Climate Disasters, Available from https://www.ncdc.noaa.gov/billions/, 
NOAA, 2017 
[63] Division of Emergency Management Bureau of Mitigation, Understanding the Risks, 
Available from http://www.floridadisaster.org/hrg/content/risks/risks_index.asp,    
Florida Division of Emergency Management, Tallahassee Florida, 2017     
  223 
[64] K. M. Fowler, E. M. Rauch, J. W. Henderson, and A.R. Kora, Re-Assessing Green 
Building Performance: A Post Occupancy Evaluation of 22 GSA Buildings, U.S. 
Department of Energy, 2011  
[65] Electric power monthly with data for February 2017, U.S. Energy Information 
Administration, April, 2017   
 
 
