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Abstract
Given m-ordered row sums r1, . . . , rm and n-ordered column sums c1, . . . , cn, we charac-
terize the sign patterns for which there is a real m-by-n matrix B with row sums r1, . . . , rm and
column sums c1, . . . , cn. Situations in which there is a symmetric solution or in which there
is a skew-symmetric solution are characterized, and circumstances in which there is a solution
when +’s or −’s are relaxed to 0 are also determined. Most generally, our principal result
may be used to characterize those sign patterns for which for given vectors x, v ∈ Rn and y,
u ∈ Rm there is a real m-by-n matrix B such that Bx = y and vT = uTB. © 2001 Elsevier
Science Inc. All rights reserved.
1. Introduction
By a sign pattern we mean an m-by-n array whose entries are +’s, −’s or 0’s.
Associated with a sign patternA = (aij ) is the class Q(A) of all m-by-n real matrices
B = (bij ) such that bij > 0 (respectively < 0,= 0) if and only if aij = + (respec-
tively −, 0). Qualitative matrix theory studies what matricial properties are required
(i.e. enjoyed by all matrices in Q(A)) or allowed (i.e. present in some matrices of
Q(A)) by each sign pattern A. Our interest here lay in characterizing those sign
patterns A that allow the given row sum vector r = (ri) and the given column sum
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vector cT = (cj ), i.e. those for which there is a B ∈ Q(A) such that Be = r and
eTB = cT. Here e, as usual, is the vector of 1’s of appropriate size.
Special cases of our problem and related questions have been studied. For ex-
ample, the case in which m = n, r = c = e, and A has only +’s and 0’s (“doubly
stochastic” patterns) were considered in [4]. A generalization in which A is a (+, 0)
sign patterns, r and c are non-negative vectors and m and n are not linked is the result
of [2], and a version is mentioned without proof or reference in [3]. Recently, the
case in which A is a “pattern” (array of zeros and non-zeros), while m, n, r ∈ Rm
and c ∈ Rn are arbitrary was fully studied in [6]. This differs from the case under
consideration here only in that non-zeros may be either +’s or −’s, but there seems
to be no simple link between the two problems. Both our problem and that of [6]
were motivated in part by the question of pairs of patterns, sign patterns or a pattern
and conventional matrix that allow commutativity. For example, a sign pattern that
allows constant line sums allows commutativity with the full pattern.
Our principal result (Theorem 2.1) may be viewed as a strict generalization of
that of [2], and it is, perhaps, surprising that it was not discovered for 30+ years. This
may, in part, be due to the fact that there are subtle, but significant, differences in the
setting of general sign patterns. The work of [2] was motivated by the striking result
of [7] that a non-negative matrix may be scaled (by left and right positive diagonal
matrix factors) to one with given row and column sums if and only if its (+, 0)
sign pattern allows those line sums. For general (+,−, 0) sign patterns examples are
easily constructed to show that this part of the theory does not generalize, e.g. the
sign pattern of
A =
[−2 1
1 −1
]
allows row sums r = (1, 1) and column sums c = (1, 1), but there is no positive
diagonal scaling of A that has these line sums.
Our result (Theorem 2.1) seems not to be deducible from its special case [2], but it
should be noted that our result can be used to settle an apparently more general ques-
tion. Consider problem (A): given an m-by-n sign pattern A and vectors x, v ∈ Rn and
y, u ∈ Rm, does there exist a matrix Aˆ ∈ Q(A) such that Aˆx = y and uTAˆ = vT?
Our result deals with the special case x = e and u = e; however, if, in general, x
and u have no 0 entries, then the solution to problem (A) may be deduced from an
instance of our special case. Let Dx denote the diagonal matrix such that Dxe = x
and |x| the entry-wise absolute value of x. Then D−1x D|x| ≡ Sx is a signature matrix.
As usual, ◦ denotes the Hadamard (entry-wise) product. Now, it is easily checked that
problem (A) has a solution if and only if the following problem does. Problem (B):
given the m-by-n sign pattern B = SuASx and vectors v ◦ x ∈ Rn and u ◦ y ∈ Rm,
does there exist a matrix Bˆ ∈ Q(B) such that Bˆe = u ◦ y and eTBˆ = (v ◦ x)T? If
x and u have no 0 entries, the matrix Aˆ is a solution to problem (A) if and only if
Bˆ = DuAˆDx is a solution to problem (B).
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2. Possible line sums
Let, then, A be a given m-by-n sign pattern and r ∈ Rm and c ∈ Rn be given
vectors. Our problem (P) then asks if there is a B ∈ Q(A) such that Be = r and
eTB = cT. The most obvious necessary condition for a solution to (P) is
eTr = cTe (1)
as each simply sums all entries of B.
To describe a second class of necessary conditions for (P), let α = {1, . . . ,m} and
β = {1, . . . , n}. If γ ⊆ α and δ ⊆ β, C[γ |δ] denotes the submatrix (“block”) of the
matrix/array C lying in the rows γ and columns δ of C. If α1, α2 is a partition of α
and β1, β2 is a partition of β, we say that A[α1|β1] and A[α2|β2] are complementary
blocks of A. A sign pattern is called weakly positive (negative) if all its entries are
+’s and 0’s (−’s and 0’s). If A[α1|β1] and A[α2|β2] are complementary blocks (of a
sign pattern A) that are, respectively, weakly positive and weakly negative (and not
both 0), then for any B ∈ Q(A),
S = eTB[α1|β1]e− eTB[α2|β2]e
is positive. However, S is just the sum of the α1 rows of B less the sum of the β2
columns of B. Thus, if (P) has a solution,∑
i∈α1
ri −
∑
j∈β2
cj > 0.
Similarly, if A[α1|β1] is weakly negative, while A[α2|β2] is weakly positive (not
both 0), then∑
i∈α1
ri −
∑
j∈β2
cj < 0.
Of course, if both A[α1|β1] and A[α2|β2] are 0, then the condition for a solution
becomes∑
i∈α1
ri =
∑
j∈β2
cj and
∑
i∈α2
ri =
∑
j∈β1
cj ,
and (P) splits into two problems of smaller size, one for A[α1|β2] and one for
A[α2|β1]. Henceforth, we assume, without loss of generality, that such reducibility
does not occur in A, i.e. that at least one of A[α1|β1] and A[α2|β2] is non-zero for
each pair of partitions α1, α2 of α and β1, β2 of β.
Our second family of necessary conditions is then the complementary block con-
ditions: if complementary blocks of A are weakly oppositely signed, then the differ-
ence of some components of r and some components of c must have the correct sign.
Specifically∑
i∈α1
ri −
∑
j∈β2
cj > 0 (2)
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(respectively,∑i∈α1 ri −∑j∈β2 cj < 0) whenever the complementary blocksA[α1|
β1] andA[α2|β2] are weakly positive and weakly negative (respectively, weakly neg-
ative and weakly positive) in order that (P) have a solution.
Our main result is then the following.
Theorem 2.1. Problem (P) has a solution if and only if (1) and the complementary
block conditions (2).
We postpone the proof until Section 4.
The m-by-n sign pattern A is symmetric if m = n and AT = A; it is skew-symmet-
ric if m = n and AT = −A.
Corollary 2.2. If in problem (P), A is symmetric and r = c, then (P) has a symmet-
ric solution B if and only if the complementary block conditions (2).
Proof. If B is any solution, 12 (B + BT) is a symmetric solution to (P). 
Similarly:
Corollary 2.3. If in problem (P), A is skew-symmetric and r = −c, then (P) has a
skew-symmetric solution if and only if the complementary block conditions (2).
We remark that Corollary 2.2 actually answers a question of much greater gener-
ality. Consider problem (C): given an n-by-n symmetric sign pattern A and vectors
x, y, u, v ∈ Rn such that u ◦ x is entry-wise positive, v = λy for some positive con-
stant λ, and v ◦ x = u ◦ y, does there exist a symmetric matrix Aˆ ∈ Q(A) such that
Aˆx = y and uTAˆ = vT? Our result (Corollary 2.2) as stated is the special case x =
u = e and λ = 1. If problem (D) is obtained from problem (C) by replacing x and u
with e, y with u ◦ y, and v with v ◦ x, then it is not hard to verify that Aˆ is a sym-
metric solution to problem (C) if and only if Bˆ = DuAˆDx is a symmetric solution to
problem (D).
As noted in Section 1, a more general result may be deduced from Theorem 2.1.
Corollary 2.4. Problem (A) has a solution if and only if r = u ◦ y and c = v ◦ x
satisfy (1) and the complementary block conditions (2) relative to the sign pattern
SuASx .
We now consider the situation in which +’s or −’s are relaxed to 0. Associated
with a sign pattern A = (aij ) is the class Q′(A) of all m-by-n real matricesB = (bij )
such that bij  0 (respectively  0,= 0) if and only if aij = + (respectively −, 0).
Problem (P′) is obtained from (P) by replacingQ(A) by Q′(A). It is obvious that (1)
is a necessary condition for a solution to (P′). The family of weak complementary
block conditions (2′) is obtained by substituting  (respectively, ) for > (respec-
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tively, <) in (2). That (2′) is a necessary condition for a solution to (P′) follows
from the discussion preceding Theorem 2.1. A proof essentially identical to that of
Theorem 2.1 establishes the following.
Theorem 2.5. Problem (P′) has a solution if and only if (1) and the weak comple-
mentary block conditions (2′).
This concludes the discussion of our results. The following two sections are
devoted to proving Theorem 2.1. We end the paper with a question concerning
scalability of a matrix to one with given row and column sums.
3. Connection to network flows
We associate to problem (P) an equivalent circulation flow problem and, in Sec-
tion 4, show that (1) and (2) imply the existence of a feasible flow to the associated
flow problem, which can be converted to a solution to (P). The discussion of network
flows in this section is adapted from [1]. The fundamental original reference is [5].
By a capacitated network flow, or simply a network flow, we mean a directed
graph F = (N,E), where N is a set of nodes and E is a set of arcs, in which each arc
(i, j) is assigned non-negative lower and upper bounds, denoted lij and uij .
We now adjoin two nodes, the source node s and the sink node t, and the arc (t, s)
with infinite upper bound to the network flow F = (N,E). Given such a network
flow with non-negative lower and upper bounds, the circulation flow problem is to
identify a flow x satisfying∑
{j :(i,j)∈E}
xij −
∑
{j :(j,i)∈E}
xji = 0 for all i ∈ N
and
lij  xij  uij for all (i, j) ∈ E.
The circulation flow problem is said to be feasible if such a flow x exists.
Let S be a subset of the set N of nodes, and let S¯ = N − S. The set of all arcs (i, j)
in E with i ∈ S, j ∈ S¯ (respectively i ∈ S¯, j ∈ S) is denoted by (S, S¯) (respectively
(S¯, S)). By the circulation feasibility conditions (see [1, Theorem 6.11, p. 195]), a
circulation flow problem with non-negative lower and upper bounds on arc flows is
feasible if and only if for each subset S of nodes∑
(i,j)∈(S¯,S)
lij 
∑
(i,j)∈(S,S¯)
uij .
In order to define a circulation flow problem that is equivalent to problem (P), we
need to define the bipartite directed graph associated with A. A graph G is called a
bipartite directed graph provided its nodes (or vertices) may be partitioned into two
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disjoint subsets R and C such that every arc of G is directed and is of the form (ri , cj )
or (cj , ri ), in which ri ∈ R and cj ∈ C. Associated with an m-by-n sign pattern A is
a bipartite directed graph G, for which R and C are, respectively, the sets of row and
column indices of A. The arc (ri , cj ) (respectively (cj , ri )), where ri is the ith row
vertex and cj is the jth column vertex of A, is in G if and only if aij = + (respectively
−). There are at most mn arcs in G.
In problem (P), let G be the bipartite directed graph associated with A, and let M be
any real number such thatM >
∑m
i=1 |ri | +
∑n
j=1 |cj |.Define ξ = min{|
∑
i∈α1 ri −∑
j∈β2 cj |} for all weakly oppositely signed complementary blocks A[α1|β1] and
A[α2|β2] of A. Put δ = ξ/mn. For each i ∈ G, define
b(i) =
{
ri if i is the ith row vertex,
−ci if i is the ith column vertex.
Note that (1) implies ∑i∈G b(i) = 0. Let s and t be two distinct nodes that are dis-
joint from G. If b(i) > 0 (resp. < 0), adjoin the arc (s, i) (resp. (i, t)) with lower
bound = upper bound = b(i) (resp. −b(i)). Adjoin the arc (t, s) with lower bound
0 and upper bound ∞. Each arc in G is assigned the lower bound δ and upper bound
2M . We associate to problem (P) the circulation flow problem with network flow
FP = (NP ,EP ), where
NP = {nodes of G} ∪ {s, t}
and
EP = {arcs of G} ∪ {(s, i)}b(i)>0 ∪ {(i, t)}b(i)<0.
4. Proof of the main theorem
Lemma 4.1. In problem (P), suppose that (1) and the complementary block condi-
tions (2) hold. In the associated circulation flow problem, if S = N ∪ {s, t} for some
subset N of nodes of G, then
∑
(i,j)∈(S¯,S)
lij 
∑
(i,j)∈(S,S¯)
uij .
Proof. First suppose N = ∅. Then S = {s, t} and S¯ = {nodes of G}, which imply
that ∑
(i,j)∈(S¯,S)
lij =
∑
b(i)<0
(−b(i)) =
∑
b(i)>0
b(i) =
∑
(i,j)∈(S,S¯)
uij .
Next suppose ∅ = N = G. Let D = {(i, j) ∈ G|(i, j) ∈ (N,G −N)} (i.e. the set
of arcs coming out of N into G−N). If D = ∅, then∑
(i,j)∈(S¯,S)
lij  mnδ +
∑
b(i)<0
(−b(i))  2M 
∑
(i,j)∈(S,S¯)
uij .
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Suppose D = ∅. Put
N = {ri1 , . . . , rik , cj1, . . . , cjl },
let
α1 = {i1, . . . , ik}, α2 = {1, . . . ,m} − α1,
β2 = {j1, . . . , jl}, β1 = {1, . . . , n} − β2.
Since the complementary blocks A[α1|β1] and A[α2|β2] are weakly oppositely
signed with the former weakly negative and the latter weakly positive, the comple-
mentary block conditions (2) imply
ξ +
∑
i∈N
b(i) = ξ + {(ri1 + · · · + rik )+ (−cj1)+ · · · + (−cjl )}  0.
It follows that∑
(i,j)∈(S¯,S)
lij  mnδ +
∑
b(i)<0
i∈G−N
(−b(i)) 
∑
b(i)>0
i∈G−N
b(i) =
∑
(i,j)∈(S,S¯)
uij .
Finally, if N = G, then S = NP , and the desired inequality holds vacuously. This
completes the proof of the lemma. 
In fact, when (1) and (2) hold, the inequality in Lemma 4.1 holds for any subset
S of NP , the proofs of the other cases being essentially the same as the one above.
Thus, (1) and (2) imply the feasibility of the associated circulation flow problem.
Proof of Theorem 2.1. If x is a feasible flow, then the m-by-n matrix B = (bij )
defined by
bij =


xij if (i, j) ∈ G,
−xji if (j, i) ∈ G,
0 otherwise,
where i is the ith row vertex and j is the jth column vertex of G, is a solution to
problem (P). This completes the proof of Theorem 2.1. 
Question. We note that, according to [7], scalability of a given matrix A of pattern
P (by left and right positive diagonal matrices) to a matrix with given row (r) and
column (c) sums is equivalent to the existence of a matrix of pattern P with row
sums r and column sums c whenever the pattern P is non-negative. Thus, scalability
is equivalent to existence also for non-positive (−, 0) patterns. We raise the question
as to whether scalability and existence are equivalent for any other sign patterns, or,
does this equivalence characterize non-negative/non-positive patterns?
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