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Résumé : On développe une approhe générale du Théorème limite en-
trale presque sure pour les martingales vetorielles quasi-ontinues à gauhes
onvenablement normalisées et on dégage une extension quadratique de e
théorème tout en préisant les vitesses de onvergene qui lui sont asso-
iés.L'appliation de e résultat à un P.A.I.S. illustre l'usage qu'on peut en
faire en statistique.
1 Introdution.
1.1 Motivation.
Établi suite aux travaux pionniers de ? et de ?, le théorème de la lim-
ite entrale presque-sûre (TLCPS) a révélé un nouveau phénomène dans la
théorie lassique des théorèmes limites. En eet, pour une marhe aléatoire
(Sn)n≥1 à valeurs dans R
d
et dont les aroissements sont des v.a. i.i.d.,
entrés de variane C, le (TLCPS) assure que les mesures empiriques loga-
rithmiques assoiées aux v.a. (n−1/2Sn) 'est à dire :
µN = (logN)
−1
N∑
n=1
n−1δn−1/2Sn
vérient
µN ⇒ µ∞ p.s.,
où µ∞ est la loi Gaussienne de moyenne 0, de variane C et δx la mesure de
Dira en x. Dans e adre, et sous des onditions d'uniformes intégrabilité
par exemple, on dispose de la propriété suivante appelée loi forte quadratique
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(LFQ) :
lim
N→∞
(logN)−1
N∑
n=1
n−2SnS
∗
n = C p.s.,
où S∗n désigne le transposé du veteur Sn.
Le théorème de la limite entrale presque-sûre ainsi que les divers théorèmes
logarithmiques qui lui sont assoiés ont mené à une littérature étendue du-
rant la déennie passée. En eet, ils ont été généralisés aux martingales
disrètes unidimensionnelles par ? et ? puis aux martingales disrètes d-
dimensionnelles par ? et ensuite aux martingales ontinues par ?.
Les résultats de ? et de ? ont été obtenus grâe à une approximation forte
de la martingale M par une trajetoire Brownienne réalisée en exploitant
la méthode de tronature. Alors que les résultats de ? ont été obtenus en
reprenant la tehnique de la fontion aratéristique utilisée par ? pour dé-
montrer le théorème de la limite entrale généralisé pour les martingales.
Le but de et artile onsiste d'une part à généraliser le théorème de
la limite entrale presque-sûre aux martingales quasi-ontinues à gauhes et
d'autre part à établir des théorèmes limites préisant les vitesses de on-
vergenes (en loi et au sens presque-sûr) de la loi forte quadratique (LFQ)
assoiée à e théorème de la limite entrale presque-sûre pour les martingales
quasi-ontinues à gauhes. L'exemple suivant met en évidene l'appliation
des diérents théorèmes obtenus et leur usage en statistique
1.2 Estimation de la variane d'un P.A.I.S.
Soit (St)t≥0 un proessus à aroissements indépendants et stationnaires
(P.A.I.S.) dont la mesure de Lévy des sauts ν vérie :
ν(dt, dx) = dt F (dx), ave
∫
|x|2pF (dx) <∞ pour un p > 1, (1.1)
où F est une mesure positive sur R. On note :
m = ES1, σ
2 = ES21 −m2.
La loi forte quadratique (voir Théorème 3.2) nous permet de dénir un esti-
mateur fortement onsistant de σ2. En eet on a le résultat suivant
σˆ2t := (log(1 + t))
−1
∫ t
0
(Sr −mr)2
(1 + r)2
dr −→
t→∞
σ2 p.s..
Si de plus, pour un ρ > 1/2 on a
(1 + t)−1
∑
r≤t
(∆Sr)
2 −
∫
R
|x|2F (dx) ≤ cte [log(1 + t)]−ρ p.s.,
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alors le théorème de la limite entrale assoié à la loi forte quadratique (voir
Théorème 3.3) nous permet d'établir le résultat suivant√
log(1 + t)(σˆ2 − σ2)⇒ N(0, 4σ4).
Ces résultats seront étendus à des P.A.I.S. pondérés. (voir la partie 4 du
papier). Les prinipaux résultats sont énonés au paragraphe suivant et dé-
montrés au paragraphe 4. Au paragraphe 3, on regroupe les outils tehniques
utilisés dans les preuves. Ces outils sont établis au paragraphe 5.
2 Préliminaires
On note ‖.‖ la norme Eulidienne sur Rd. Pour une matrie réelle ar-
rée A : A∗, tr(A), et det(A) désignent respetivement la matrie trans-
posée, la trae et le déterminant de A. La norme de A est dénie par :
‖A‖2 = tr(A∗A). On onsidère une martingale quasi-ontinue à gauhe
M = (Mt)t≥0 d-dimensionnelles, loalement de arré intégrable, dénies sur
un espae de probabilité ltré (Ω,F , (Ft)t≥0,P). On onsidère de même un
proessus déterministe V = (Vt)t≥0 à valeurs dans l'ensemble des matries
inversibles. Dans la suite on rappelle un théorème fondamental de ? qui nous
sera utile dans les preuves de nos prinipaux résultats.
Pour u ∈ Rd on dénit
Φt(u) := exp
(
−1
2
u∗〈M c〉tu
+
∫ t
0
∫
Rd
(
exp(i〈u, x) − 1− i〈u, x〉)νM(ds, dx))
où M c, νM sont respetivement la partie martingale ontinue et la mesure
de Lévy des sauts de M .
Théorème 2.1 (Théorème Limte Centrale Généralisé pour les Mar-
tingales). Soit M = (Mt)t≥0 une martingale loale, d-dimensionnelle, nulle
en 0 et quasi-ontinue à gauhe. Soit V = (Vt)t≥0 une famille déterministe
de matries inversibles. Si le ouple (M,V ) vérie l'hypothèse :
(H)

Φt((V
∗
t )
−1u)→ Φ∞(η, u) p.s.
Φ∞(η, u) non nulle p.s.
(où η désigne une v.a. sur (Ω,F ,P), éventuellement dégénérée et à valeurs
dans un espae vetoriel de dimension nie X) alors on a
Zt := V
−1
t Mt ⇒ Z∞ := Σ(η)
de manière stable où (Σ(x), x ∈ X) est un proessus de loi Q et indépendant
de la v.a η.
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Notons que pour (x, u) ∈ X× Rd :
Φ∞(x, u) =
∫
Rd
exp
(
i〈u, ξ〉)π(x, dξ)
désigne la transformée de Fourier des lois marginales unidimensionnelles(
π(x, .);x ∈ X) d'une loi de probabilité Q sur l'espae C(X,Rd) des fon-
tions ontinues de X dans Rd.
3 Énoné des prinipaux résultats
Dans la suite, on donne quelques propriétés aux quelles doit obéir la nor-
malisation matriielle (Vt). On dit que la famille (Vt) vérie la ondition (C)
si les trois propriétés {(C1), (C2), (C3)} ont lieu :
• (C1) t 7→ Vt est de lasse C 1 ;
• (C2) il existe s0 ≥ 0 tel que pour tout t ≥ s ≥ s0 on a VsV ∗s ≤ VtV ∗t
(au sens des matries réelles symétriques positives) ;
• (C3) il existe une fontion a = (at) ontinue, déroissante vers 0 à
l'inni, telle que :
At :=
∫ t
0
asds ↑ ∞ pour t ↑ ∞
et une matrie U vériant :
a−1t V
−1
t
dVt
dt
− U = ∆t, ave lim
t→∞
∆t = 0
et telle que la matrie symétrique S := U + U∗ soit dénie positive.
3.1 Théorème de la limite entrale presque-sûre généralisé.
Théorème 3.1. Soit M = (Mt)t≥0 une martingale loale, d-dimensionnelle,
nulle en 0 et quasi-ontinue à gauhe. Soit V = (Vt)t≥0 une famille déter-
ministe de matries inversibles satisfaisant aux onditions (C). Si le ouple
(M,V ) vérie l' hypothèse (H) et l'hypothèse
(H1) : V −1t 〈M〉t(V ∗t )−1 → C p.s.,
(où C est une matrie aléatoire ou non) alors les mesures (µR) aléatoires
dénies par :
µR =
(
log
(
detV 2R
))−1 ∫ R
0
δZrd log
(
detV 2r
)
, où Zr = V
−1
r Mr
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vérient la version généralisée suivante du TLCPS :
(TLCPSG) : µR =⇒ µ∞ p.s..
Remarques 1. Notons que sous l'hypothèse (H1) et l'hypothèse
(H′) : ∀ δ > 0,
∫
Rd
∫ t
0
‖V −1t x‖21{‖V −1t x‖>δ}ν
M(ds, dx)→ 0.
l'hypothèse (H) a lieu ave
η = C1/2 et Φ∞(x, u) = exp(−1
2
u∗xx∗u).
L'hypothèse (H′) est plus onnue sous le nom de ondition de Lindberg.
3.2 Lois fortes quadratiques assoiées au TLCPS
Le théorème suivant donne une loi forte des grands nombres ave une
normalisation matriielle :
Théorème 3.2. Soit M = (Mt)t≥0 une martingale loale, d-dimensionnelle,
quasi-ontinue à gauhe et nulle en 0. On suppose que pour une famille
de matries inversibles V = (Vt)t≥0 vériant la ondition (C). Si le ouple
(M,V ) satisfait aux hypothèses : (H), (H1),
(H2) : V −1t [M ]t(V ∗t )−1 → C p.s..
et
(H3) : C =
∫
xx∗dµ∞(x).
(où µ∞ = µ∞(ω, .) désigne la probabilité de transition (éventuellement non
aléatoire) loi de la v.a Σ
(
η(ω)
)
(voir Théorème 2.1)). Alors on a les résultats
suivants :
(LFQ) :
(
log (detV 2R)
)−1 ∫ R
0
V −1s Ms−M
∗
s−V
∗
s
−1d
(
log(detV 2s
)→ C p.s.,
(LL) : ‖V −1r Mr‖ = o
(√
log(detV 2r )
)
p.s..
Remarque 1. Notons que l'hypothèse (H3) est automatiquement vériée
sous les hypothèses (H′) et (H1).
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3.3 Vitesses de onvergene de la LFQ (as d'une normali-
sation matriielle)
Dans la suite on donne un TLC pour la LFQ établie i-dessus.
Théorème 3.3. Soit M=(Mt, t ≥ 0) une martingale loale, d-dimensionnelle,
quasi-ontinue à gauhe, nulle en 0. On suppose que pour une famille de
matries inversibles V = (Vt)t≥0 vériant la ondition (C) et que le ou-
ple (M,V ) satisfait aux hypothèses : (H), (H1), (H2) et (H3). Supposons
de plus, que la ondition (C3) est vériée ave ∆t = O(A−3/2t ), (t → ∞).
Alors si R désigne la matrie symétrique, positive solution de l'équation de
Lyapounov :
I = RU + U∗R,
on obtient :
(
log(detV 2t )
)−1/2 ∫ t
0
tr
[
V −1s
(
Ms−M
∗
s− − [M ]s
)
(V ∗s )
−1
]
d
(
log(detV 2s )
)
⇒ 2
√
tr(S) tr
(
C˜RCR
)
G, (3.2)
où C˜ := UC+CU∗, S = U+U∗ (U étant la matrie dénie dans la ondition
(C)) et G une gaussienne entrée réduite. Si de plus pour un ρ > 1/2 on a
que :
log
(
det(V 2t )
)ρ∣∣∣tr{V −1t ([M ]t)(V ∗t )−1 − C}∣∣∣ = O(1) p.s., (t→∞)
alors
(
log(detV 2t )
)−1/2 ∫ t
0
tr
[
V −1s
(
Ms−M
∗
s−
)
(V ∗s )
−1 − C
]
d
(
log(detV 2s )
)
⇒ 2
√
tr(S) tr
(
C˜RCR
)
G. (3.3)
Dans e as, on donne une loi du logarithme itéré logarithmique assoiée
à la (LFQ) qu'on notera : (LILL)
Théorème 3.4. Soit M=(Mt, t ≥ 0) une martingale loale, d-dimensionnelle,
quasi-ontinue à gauhe, nulle en 0. On suppose que pour une famille de ma-
tries V = (Vt)t≥0 vériant la ondition (C), le ouple (M,V ) satisfait aux
hypothèses : (H), (H1), (H2) et (H3). Supposons de plus que :
E
[
sup
t
Mt(∆Mt)
∗
]
<∞.
On onsidère R la matrie symétrique, positive solution de l'équation de
Lyapounov :
I = RU + U∗R.
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Si pour un ρ > 1/2 on a que :
log
(
det(V 2t )
)ρ∣∣∣tr{V −1t [M ]t(V ∗t )−1 − C}∣∣∣ = O(1) p.s., (t→∞)
alors
lim
t→∞
1
h
(
log(detV 2t )
) ∫ t
0
tr
{
V −1s
(
Ms−M
∗
s−
)
(V ∗s )
−1 − C
}
d
(
log(detV 2s )
)
≤
√
tr(S) tr
(
C˜RCR
)
p.s.,
où C˜ := UC+CU∗, S = U+U∗ (U étant la matrie dénie dans la ondition
(C)) et h(u) = √2u log log u pour u ≥ e.
3.4 Vitesses de onvergene de la LFQ (as d'une normali-
sation salaire)
On dira que Vt est une normalisation salaire vériant la ondition (C) si
elle est de la forme
Vt = vtId
oú vt est une fontion salaire de lasse C1 satisfaisant au deux onditions
suivantes
• il existe un s0 ≥ 0 tel que pour tout t ≥ s ≥ s0 on a v2s ≤ v2t
• il existe une fontion a = (at) ontinue, déroissante vers 0 à l'inni, telle
que :
At =
∫ t
0
as ds ↑ ∞ pour t ↑ ∞
et un salaire positif η tel que
a−1t v
−1
t v
′
t − η = δt, ave limt→∞ δt = 0. (3.4)
Ainsi le théorème limite entrale asoié à la (LFQ) est donné par le résultat
suivant
Théorème 3.5. Soit M=(Mt, t ≥ 0) une martingale loale, d-dimensionnelle,
quasi-ontinue à gauhe, nulle en 0. Soit V = (Vt)t≥0 une normalisation
salaire vériant la ondition (C) et tel que le ouple (M,V ) satisfait aux hy-
pothèses : (H), (H1), (H2) et (H3). Supposons de plus que la relation (3.4)
est vériée ave δt = O(A
−3/2
t ), (t→∞). Alors il vient que(
log(v2t )
)−1/2 ∫ t
0
v−2s
[
Ms−M
∗
s− − [M ]s
]
d
(
log(v2s)
) ⇒ (2ηC)G, (3.5)
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où G est une gaussienne entrée réduite. Si de plus on suppose que pour un
ρ > 1/2 on a
log
(
v2ρt
)∣∣∣v−2t [M ]t − C∣∣∣ = O(1) p.s., (t→∞)
alors (
log(v2t )
)−1/2 ∫ t
0
[
v−2s Ms−M
∗
s− − C
]
d
(
log(v2s)
)⇒ (2ηC)G. (3.6)
Dans e adre la loi du logarithme itérée est donnée par le théorème
suivant
Théorème 3.6. Soit M=(Mt, t ≥ 0) une martingale loale, d-dimensionnelle,
quasi-ontinue à gauhe, nulle en 0. On suppose que pour une normalisaion
salaire V = (Vt)t≥0 vériant la ondition (C), le ouple (M,V ) satisfait aux
hypothèses : (H), (H1), (H2) et (H3). Supposons de plus que :
E
[
sup
t
Mt(∆Mt)
∗
]
<∞.
Si pour un ρ > 1/2 on a que :
log
(
v2ρt
)∣∣∣v−2t [M ]t − C}∣∣∣ = O(1) p.s., (t→∞)
alors
lim
t→∞
1
h
(
log(v2t )
) ∫ t
0
[
v−2s Ms−M
∗
s− − C
]
d
(
log(v2s)
) ≤ 2ηC p.s.,
où h(u) =
√
2u log log u pour u ≥ e.
4 Démonstration des prinipaux résultats
Au début de e paragraphe, on donne une propriété simple nous perme-
ttant de simplifer les preuves des prinipaux résultats. En eet, on rappelle
que la dierentielle du determinant d'une matrie inversible X est donnée
par
ddet(X) = det(X) tr(X−1dX) (4.7)
On en déduit alors que∫ t
0
2 tr
[
V −1s
dVs
ds
]
ds = log(detVt)
2, (4.8)
Compte tenu des onditions (C) on voit que
log
(
det(V 2t )
)
At tr(S)
→ 1 p.s. (4.9)
ave S = U +U∗ la matrie introduite dans (C3). Ainsi, ette propriété per-
mettera de remplaer ertaines moyennes logarithmiques par des moyennes
pondérées par la fontion a.
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4.1 Preuve du Théorème 3.1
Pour démontrer le Théorème 3.1 on va étudier la fontion aratéristique
assoiée aux mesures (µR) donnée par
ψR(u) =
(
log
(
detV 2R
))−1 ∫ R
0
exp{i〈u,Zr〉}d log
(
detV 2r
)
En vue de simplier la preuve on démontre tout d'abord le lemme suivant
Lemme 4.1. Sous les hypothèses du Théorème 3.1
λR := ψR(u)−A−1R
∫ R
0
exp {i 〈u,Zr〉} dAr → 0 p.s. (R→ 0).
Preuve. En déomposant l'expression de λR omme suit
λR = λ
1
R + λ
2
R,
ave
λ1R :=
(
log
(
detV 2R
))−1 ∫ R
0
exp{i〈u,Zr〉}d
(
log
(
detV 2r
)− tr(S)Ar)
et
λ2R :=
((
tr(S) log
(
detV 2R
))−1 −A−1R ) ∫ R
0
exp {i 〈u,Zr〉} dAr,
en remarquant que
|λ1R| ≤
∣∣log (detV 2R)∣∣−1∣∣log (detV 2R)− tr(S)AR∣∣
on déduit par la relation (4.9) que λ1R → 0, (R → 0). De la même façon on
voit que
|λ2R| ≤
∣∣∣ AR tr(S)
log
(
detV 2R
) − 1∣∣∣→ 0.
Ce qui termine la preuve du lemme.
Compte tenu du lemme préédent on onlut que pour démontrer la
propriété (TLCPS) il nous sut de prouver que
A−1R
∫ R
0
exp {i 〈u,Zr〉} dAr → Φ∞(η, u) (4.10)
ave Φ∞(η, u) est la fontion aratéristique assoiée à la mesure limite µ∞.
Ainsi, en vue de démonter ette dernière relation, on va expliiter l'expression
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de la variable aléatoire omplexe exp {i 〈u,Zr〉}. Pour e fait, On rappllera
quelques résultats utiles dans la suite. On note Φt(u) := exp{Bt(u)} ave
Bt (u) := −1
2
u∗ 〈M c〉t u
+
∫ t
0
∫
Rd
(
exp {i 〈u, x〉} − 1− i 〈u, x〉
)
νM (ds, dx) .
Soit (Lt(u))t≥0 le proessus déni par
Lt(u) := [Φt(u)]
−1 exp i 〈u,Mt〉 ,
alors on a le résultat suivant
Lemme 4.2. Le proessus (Lt(u))t≥0 est une martingale loale omplexe. De
plus on a
|Lt (u)| ≤ exp
{
1
2
u∗ 〈M〉t u
}
. (4.11)
Preuve. Comme (Bt (u))t≥0 est un proessus ontinu on en déduit que
(Lt(u))t≥0 est une martingale loale omplexe (f. ?). D'autre part on voit
que son module vaut
|Lt (u)| = exp
{
1
2
u∗ 〈M c〉t u
}
× exp
{∫ t
0
∫
Rd
(1− cos 〈u, x〉) νM (ds, dx)
}
. (4.12)
Ainsi la majoration (4.11) déoule diretement du fait que
1− cos x ≤ x2/2, ∀x ∈ R.
Par onséquent, démontrer la relation (4.10) revient à prouver que
A−1R
∫ R
0
Lr
(
(V ∗r )
−1u
)
Φr
(
(V ∗r )
−1u
)
dAr → Φ∞(η, u). (4.13)
Ainsi, an d'exploiter le lemme préédent on introduit les temps d'arrêts
suivants. Pour u xé dans Rd, soit b > 0 un point de ontinuité de la v.a.
tr(C) et c > 0 un point de ontinuité de la v.a. |Φ∞(η, u)|−1. Considérant
les événements
Ebr = {tr(Cr) > b} et Eu,cr =
{|Φr(u)|−1 > c} ,
où
Cr := V
−1
r 〈M〉r (V ∗r )−1,
10
on dénit le temps d'arrêt :
Tr := T
b,c
r (u) = T
b
r ∧ T cr (u),
ave
T br :=

inf
{
t ≤ r / tr(V −1r 〈M〉t (V ∗r )−1) > b} si Ebr est réalisé,
r sinon
et
T cr (u) :=

inf
{
t ≤ r / |Φt
(
(V ∗r )
−1u
)|−1 > c} si Eu,cr est réalisé,
r sinon
Notons que d'après l'inégalité (4.11),
(
Lt∧Tr
(
(V ∗r )
−1u
))
t≥0
est une martin-
gale loale omplexe dont le module est majoré par exp(b ‖u‖2 /2). C'est
don une martingale d'espérane 1. D'où la propriété :
E Lr∧Tr
(
(V ∗r )
−1u
)
= 1.
Il vient alors que
A−1R
∫ R
0
Lr
(
(V ∗r )
−1u
)
Φr
(
(V ∗r )
−1u
)
dAr − Φ∞(η, u) =
A−1R
∫ R
0
[
Lr∧Tr
(
(V ∗r )
−1u
)− 1]Φ∞(η, u)dAr +∆R (b, c, u)
+ δ′R(b, c, u) + δ
′′
R(b, c, u) (4.14)
ave
∆R (b, c, u) := A
−1
R
∫ R
0
exp
{
i
〈
u, V −1r Mr
〉}
dAr
−A−1R
∫ R
0
exp
{
i
〈
u, V −1r Mr∧Tr
〉}
dAr, (4.15)
δ′R(b, c, u) := A
−1
R
∫ R
0
Lr
(
(V ∗r )
−1u
)[
Φr
(
(V ∗r )
−1u
)− Φ∞(η, u)]dAr,
et
δ′′R(b, c, u) := A
−1
R
∫ R
0
Lr
(
(V ∗r )
−1u
)[
Φr∧Tr
(
(V ∗r )
−1u
)− Φr((V ∗r )−1u)]dAr.
Par onséquent la relation (4.13) est immédiate dés que les deux propriétés
suivantes sont vériées
∆R (b, c, u) + δ
′
R(b, c, u) + δ
′′
R(b, c, u) → 0 (4.16)
et
A−1R
∫ R
0
[
Lr∧Tr
(
(V ∗r )
−1u
)− 1]dAr → 0 p.s.. (4.17)
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4.1.1 Vériation de la propriété (4.16)
Comme Lr
(
(V ∗r )
−1u
) ≤ c on en déduit que
|δ′R(b, c, u)| ≤ cA−1R
∫ R
0
∣∣Φr((V ∗r )−1u)− Φ∞(η, u)∣∣dAr.
Ainsi vu l'hypothèse (H) il vient que
lim
R→∞
∣∣δ′R (b, c, u)∣∣ −→ 0 p.s..
Par ailleurs, on voit que
∆R(b, c, u) ∨ δ′′R(b, c, u) ≤ 2cA−1R
∫ R
0
1{Tr<r}dAr.
Or on sait que d'une part
1{Tr < r} ≤ 1{T br < r} + 1{T cr (u) < r}
≤ 1
Ebr
+ 1Eu,cr
et que d'autre part P(tr(C) = b) = P(|Φ∞(η, u)|−1 = c) = 0. Par onséquent,
à l'aide des hypothèses (H1) et (H) il vient que
lim sup
R→∞
∆R(b, c, u) ∨ δ′′R(b, c, u) ≤ 2c
(
1{tr(C) > b} + 1{|Φ∞(η, u)|−1 > c}
)
.
Ainsi en faisant tendre b et c de manière séquentielle et de sorte qu' on ait
toujours P(tr(C) = b) = P(|Φ∞(η, u)|−1 = c) = 0, on obtient que
lim
R→∞
|δR (b, c, u)| −→ 0 p.s..
En vue de simplier les notations on pose
L˜r(u) := Lr∧Tr
(
(V ∗r )
−1u
)
.
Le reste de la preuve du théorème, onsiste à établir la onvergene p.s. des
moyennes A−1R
∫ R
0 L˜r(u)dAr vers 1. On se propose alors de montrer d'abord
que ette onvergene à lieu en moyenne quadratique. D'où l'étape ruiale
suivante onsarée à l'estimation de la ovariane du ouple
(
L˜r(u), L˜ρ(u)
)
.
4.1.2 Estimation de la ovariane du ouple
(
L˜r (u) , L˜ρ (u)
)
.
Pour tous u ∈ Rd, (ρ, r) ∈ R+ ×R+ ave ρ ≤ r, notons
Kρ,r (u) := E
{(
L˜ρ (u)− 1
)(
L˜r (u)− 1
)}
.
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Comme (Lr,t∧Tr (u))t≥0 est une martingale on vérie aisément que :
Kρ,r (u) = E
{
L˜ρ (u) L˜r (u)
}
− 1
= E
{
L˜ρ (u)E
{
L˜r (u) /Fρ∧Tρ
}}
− 1;
= E
{
L˜ρ (u)Lρ∧Tρ
(
(V ∗r )
−1u
)}− 1
= E
{
L˜ρ (u)
[
Lρ∧Tρ
(
(V ∗r )
−1u
)− 1]}
Ainsi l'inégalité de Cauhy Shwarz donne
|Kρ,r (u)| ≤
(
E
∣∣∣L˜ρ(u)∣∣∣2)1/2 (E ∣∣Lρ∧Tρ((V ∗r )−1u)− 1∣∣2)1/2
≤
(
E |Lρ(u)|2
)1/2 (
E
∣∣Lρ∧Tρ((V ∗r )−1u)∣∣2 − 1)1/2 .
Or de l'inégalité (4.11) on voit que d'une part
E |Lρ(u)|2 ≤ E exp
{
u∗ V −1ρ 〈M〉ρ∧Tρ (V ∗ρ )−1 u
}
≤ exp
{
b ‖u‖2
}
et que d'autre part
E
∣∣Lρ∧Tρ((V ∗r )−1u)∣∣2 ≤ exp{u∗ V −1r 〈M〉ρ∧Tρ (V ∗r )−1 u}
≤ exp
{
b ‖u‖2 ∥∥V −1r Vρ∥∥2} .
Ensuite, en utilisant l'inégalité : ∀t > 0, et − 1≤ tet il vient que
E
∣∣Lρ∧Tρ((V ∗r )−1u)∣∣2 − 1 ≤ b ‖u‖2 ∥∥V −1r Vρ∥∥2 exp{b ‖u‖2 ∥∥V −1r Vρ∥∥2} .
La preuve du lemme suivant est expliitée dans la dernière setion.
Lemme 4.3. Si la normalisation (Vr) vérie les onditions (C) alors, pour
tout (r, ρ) ∈ R+ × R+ ave ρ ≤ r, il existe n0 ∈ N tel que∥∥V −1r Vρ∥∥2 ≤ dn0(detVρdetVr
) 2
d
.
En tenant ompte du résultat préédent il vient que
|Kρ,r (u)| ≤ cte
(detVρ
detVr
) 2
d
(4.18)
pour une onstante indépendante de ρ et de r.
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4.1.3 Convergene presque sûre de A−1R
∫ R
0 L˜r (u) dAr vers 1.
Dans la suite on vérie d'abord que
E
{∣∣∣∣∫ R
0
(
L˜r(u)− 1
)
dAr
∣∣∣∣2
}
= O (AR) (R→∞) , (4.19)
En eet,
E
{∣∣∣∣∫ R
0
(
L˜r(u)− 1
)
dAr
∣∣∣∣2
}
= 2
∫ R
0
∫ r
0
Kρ,r dAρ dAr
et par l'inégalité (4.18), il vient que
E
{∣∣∣∣∫ R
0
(
L˜r(u)− 1
)
dAr
∣∣∣∣2
}
≤ cte
∫ R
0
∫ r
0
∣∣∣∣detVρdetVr
∣∣∣∣ 2d dAρ dAr. (4.20)
Or, en utilisant la relation (4.8) on voit que
detVρ
detVr
= exp
{
−
∫ r
ρ
tr
[
V −1s
dVs
ds
]
ds
}
= exp
{
−
∫ r
ρ
tr
[
a−1s V
−1
s
dVs
ds
]
dAs
}
et don par la ondition (C3) il vient que
detVρ
detVr
= exp
{
− tr [U ](Ar −Aρ)−
∫ r
ρ
∆s dAs
}
.
On en déduit alors qu' il existe r0 > 0 tel que ∀r ≥ r0 on a∫ r
0
(
detVρ
detVr
)
d
2 dAρ ≤
∫ r
0
exp
{
−d
4
tr [U ](Ar −Aρ)
}
dAρ
≤ 4
d trU
[
1− exp
{
−d
4
tr [U ]Ar
}]
≤ 4
d trU
puisque U est une matrie dénie positive. D'où le résultat annoé en (4.19).
Ainsi, A−1R
∫ R
0 L˜r (u) dAr tend vers 1 en moyenne quadratique. Posant
Rk = inf { r / ∀ t > r, At > k2},
il est lair que ARk = O(k
2) (k →∞). Ainsi il vient que
E
{∣∣∣∣A−1Rk ∫ Rk
0
(
L˜r(u)− 1
)
dAr
∣∣∣∣2
}
= O
(
k−2
)
(k →∞) ,
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on en déduit alors que
A−1Rk
∫ Rk
0
L˜r(u)dAr → 1 p.s..
Or pour R ∈ [Rk, Rk+1[ on a :∣∣∣A−1R ∫ R
0
(
L˜r(u)− 1
)
dAr −A−1Rk
∫ Rk
0
(
L˜r(u)− 1
)
dAr
∣∣∣
≤
∣∣∣A−1R ∫ R
0
(
L˜r(u)− 1
)
dAr −A−1R
∫ Rk
0
(
L˜r(u)− 1
)
dAr
∣∣∣
+
∣∣∣A−1R ∫ Rk
0
(
L˜r(u)− 1
)
dAr −A−1Rk
∫ Rk
0
(
L˜r(u)− 1
)
dAr
∣∣∣
≤ A−1Rk
∫ Rk+1
Rk
(|L˜r(u)| + 1) dAr + |A−1R −A−1Rk |∫ Rk
0
(|L˜r(u)|+ 1) dAr
≤ 2(1 + c)A−1Rk
(
ARk+1 −ARk
)
= O
(1
k
)
(k →∞).
Puisque
(
ARk+1 −ARk
)
= O
(
k
)
. Ce qui ahève la preuve du Théorème 3.1.

4.2 Preuve du Théorème 3.2
Pour Zt := V
−1
t Mt et S = U + U
∗
(S étant la matrie régulière de la
ondition (C3)), La première partie de ette preuve onsiste à démontrer la
relation suivante
A−1t
(‖Zt‖2 + ∫ t
0
Zs−
∗SZs−dAs
) −→
t→∞
tr
(
C1/2SC1/2
)
p.s.. (4.21)
En eet, en appliquant la formule d'It à la semimartingale ‖Zt‖2 on obtient
la relation suivante :
‖Zt‖2 = 2
∫ t
0
Z∗s−V
−1
s dMs− + tr
( ∫ t
0
(V ∗s )
−1V −1s d[M ]s
)
−
∫ t
0
Z∗s−Vs
−1d(VsV
∗
s )(V
∗
s )
−1Zs− , (4.22)
Dans la suite on pose :
Dt =
∫ t
0
Z∗s−V
−1
s d(VsV
∗
s )(V
∗
s )
−1Zs− ,
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Kt =
∫ t
0
V −1s d[M ]s(V
∗
s )
−1
et Lt =
∫ t
0
Z∗s−V
−1
s dMs− .
Ave es notations, l'égalité (4.22) s'érit :
‖Zt‖2 +Dt = 2Lt + tr(Kt) (4.23)
et on a les résultats suivants
Lemme 4.4.
Kt
At
−→
t→∞
CU∗ + UC p.s.. (4.24)
Preuve. Par la formule d'intégration par parties on voit que
d
(
V −1s [M ]s(V
∗
s )
−1
)
= V −1s d[M ]s(V
∗
s )
−1 − V −1s (dVs)V −1s [M ]s(V ∗s )−1
− V −1s [M ]s(V ∗s )−1(dVs)∗(V ∗s )−1, (4.25)
don
Kt = C
′
t +
∫ t
0
C ′s(V
−1
s
dVs
ds
)∗ds+
∫ t
0
(V −1s
dVs
ds
)C ′sds
ave C ′t := V
−1
t [M ]t(V
∗
t )
−1
. Par onséquent,
Kt = C
′
t +
∫ t
0
C ′s(a
−1
s V
−1
s
dVs
ds
)∗dAs +
∫ t
0
(a−1s V
−1
s
dVs
ds
)C ′s dAs.
Vu l'hypothèse (H2) et les onditions (C), on déduit le résultat par lemme
de Toeplitz.
Lemme 4.5.
Dt ∼
∫ t
0
Z∗sSZsdAs p.s. (t→∞). (4.26)
Preuve. On a
Dt =
∫ t
0
Z∗s−V
−1
s d(VsV
∗
s )(V
∗
s )
−1Zs− =
∫ t
0
Z∗s
[(
V −1s
dVs
ds
)
+
(
V −1s
dVs
ds
)∗]
Zs ds,
ainsi ompte tenu des onditions (C) et du Lemme de Toeplitz, on déduit
aisément le résultat annoné.
Lemme 4.6.
Lt = o(At) p.s.. (4.27)
Preuve. La variation quadratique prévisible de la martingale loale (Lt)t≥0
vaut :
〈L〉t =
∫ t
0
Z∗sV
−1
s d〈M〉s(V ∗s )−1Zs =
∫ t
0
Z∗s−dK˜sZs−
où
K˜t =
∫ t
0
V −1s d〈M〉s(V ∗s )−1,
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est le ompensateur prévisible du proessus (Kt)t≥0. En utilisant une déom-
position semblable à elle de Kt, on vérie que
K˜t = Ct +
∫ t
0
Cs
(
V −1s
dVs
ds
)
ds+
∫ t
0
(
V −1s
dVs
ds
)
Csds
ave Ct = V
−1
t 〈M〉t(V ∗t )−1. Par suite
〈L〉t =
∫ t
0
Z∗s−dCsZs− +
∫ t
0
Z∗s−
[
Cs
(
a−1s V
−1
s
dVs
ds
)∗
+
(
a−1s V
−1
s
dVs
ds
)
Cs
]
Zs−dAs
=
∫ t
0
tr(Zs−Z
∗
s−dCs)
+
∫ t
0
tr
[
Zs−Z
∗
s−
[
Cs
(
a−1s V
−1
s
dVs
ds
)∗
+
(
a−1s V
−1
s
dVs
ds
)
Cs
]]
dAs
= O
(∫ t
0
‖Zs‖2 tr(dCs)
)
+O
(∫ t
0
‖Zs‖2 tr
[[
Cs
(
a−1s V
−1
s
dVs
ds
)∗
+
(
a−1s V
−1
s
dVs
ds
)
Cs
]]
dAs
)
Vu l'hypothèse (H1),on obtient par le Lemme de Toeplitz :
〈L〉t = O
(∫ t
0
‖Zs‖2 tr(dCs)
)
+O(Dt) p.s..
La formule d'intégration par parties et la relation (4.23) donnent :∫ t
0
‖Zs‖2 tr(dCs) = ‖Zt‖2 tr(Ct) +
∫ t
0
tr(Cs) dDs
−
∫ t
0
tr(Cs) tr(dKs)− 2
∫ t
0
tr(Cs) dLs
= O(‖Zt‖2 +Dt + tr(Kt) + L˜t).
ave
L˜t :=
∫ t
0
tr(Cs) dLs.
Deux as sont alors possibles
• soit 〈L˜〉∞ <∞ on déduit alors que L˜t = O(Dt)
• soit 〈L˜〉∞ = ∞ et on onlut par la loi forte des grands nombres pour
les martingales salaires que L˜t = o(〈L〉t). Ainsi on voit que∫ t
0
‖Zs‖2 tr(dCs) = O(‖Zt‖2 +Dt + tr(Kt)),
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et par onséquent
〈L〉t = O
(‖Zt‖2 +Dt + tr(Kt)) p.s..
Enore une fois, la loi forte des grands nombres pour les martingales salaires
assure que
Lt = o
(‖Zt‖2 +Dt + tr(Kt)) p.s.. (4.28)
Compte tenu du Lemme 4.4 et de la relation (4.23), on onlut que :
Lt = o(At) p.s.. (4.29)
Par onséquent la relation
A−1t
(‖Zt‖2 + ∫ t
0
Zs
∗SZs dAs
) −→
t→∞
tr
(
C1/2SC1/2
)
p.s., (4.30)
déoule aisément de la relation (4.23) et des lemmes 4.4, 4.5 et 4.6.
Compte tenu de la preuve du Théorème 3.1 et sous les hypothèses (H1)
et (H), on a que
µ˜t := A
−1
t
∫ t
0
δZs dAs =⇒ µ∞ p.s..
On en déduit alors que
lim
t→∞
∫
Rd
x∗Sxdµ˜t(x) ≥
∫
Rd
x∗Sxdµ∞(x) p.s..
Or, d'après l'hypothèse (H3)∫
Rd
x∗Sxdµ∞(x) = tr
(
S
∫
x∗x dµ∞(x)
)
= tr(SC) = tr
(
C1/2SC1/2
)
don
lim
t→∞
A−1t
∫ t
0
Zs
∗SZs dAs ≥ tr
(
C1/2SC1/2
)
p.s.. (4.31)
Vu les propriétés (4.21) et (4.31), on onlut que
lim
t→∞
A−1t
∫ t
0
Zs
∗SZs dAs = tr
(
C1/2SC1/2
)
. (4.32)
et on déduit la loi du logarithme à savoir
(L.L) ‖V −1t Mt‖2 = o(At) p.s. (t→∞).
Par ailleurs, S est inversible. On en déduit alors, à l'aide de (4.32) et du fait
que
log(detV 2t ) ∼ tr(S)At (t→∞)
(voir la relation (4.9)), la validité de la propriété (LFQ). Ce qui ahève la
preuve.
18
4.3 Preuve du Théorème 3.3.
Posant θt := V
−1
t
(
MtM
∗
t − [M ]t
)
(V ∗t )
−1, on a le lemme suivant
Lemme 4.7.
A
−1/2
t
∫ t
0
tr(θs) dAs−
(
log(detV 2t )
)−1/2 ∫ t
0
(
tr[S]
)−1/2
tr(θs)d
(
log(detV 2s )
)
→ 0 p.s. (t→∞).
Preuve. D'aprés la relation (4.9) on voit que[ At
tr(S) log(detV 2s )
]−1/2 → tr(S) (t→∞).
D'autre part, en utlisant la relation (4.7) et la ondition (C3) on obtient
lim
t→∞
∫ t
0 tr(θs) dAs∫ t
0 tr(θs)d
(
log(detV 2s )
) = lim
t→∞
at
2 tr
[
V −1t
dVt
dt
] = 1
tr(S)
, (4.33)
e qui ahève la preuve du Lemme.
Ainsi, on se ramène à démontrer que
A
−1/2
t
∫ t
0
tr
[
θs
]
dAs ⇒ 2
√
tr
(
C˜RCR
)
G
où G est une gaussienne entrée réduite et R désigne la matrie symétrique,
positive solution de l'équation de Lyapounov :
I = RU + U∗R,
U étant la matrie de la ondition (C).
4.3.1 Une relation fondamentale.
Posant Zt = V
−1
t Mt, alors la formule d'It donne :
ZtZ
∗
t =
∫ t
0
V −1s (dMs−)M
∗
s−(V
∗
s )
−1 +
∫ t
0
V −1s Ms−(dMs−)
∗(V ∗s )
−1
−
∫ t
0
V −1s (dVs)V
−1
s Ms−M
∗
s−(V
∗
s )
−1 +
∫ t
0
V −1s d[M ]s(V
∗
s )
−1
−
∫ t
0
V −1s Ms−M
∗
s−(V
∗
s )
−1(dVs)
∗(V ∗s )
−1. (4.34)
Plus préisément, on a appliqué la formule d'It à la forme quadratique
(〈u,Zt〉2) ave u ∈ Rd et on obtient l'expression préédente par polarisation.
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En utilisant l'expression (4.25) on obtient la relation fondamentale suivante :
θt +
∫ t
0
V −1s dVsθs +
∫ t
0
θs(dVs)
∗(V ∗s )
−1 = Ht +H
∗
t . (4.35)
ave
Ht =
∫ t
0
V −1s Ms−(dMs−)
∗(V ∗s )
−1.
Désormais, pour u ∈ Rd, on pose :
Hut :=
∫ t
0
V −1s Ms−(dMs−)
∗(V ∗s )
−1u. (4.36)
Notre objetif est de démontrer un théorème limite entrale pour la martin-
gale Hu. Pour elà, on va étudier le omportement asymptotique du rohet
oblique de ette martingale ainsi que la ondition de Lindeberg qui lui est
assoiée.
4.3.2 Comportement asymptotique de (〈Hu〉t)t≥0
Dans la suite, on démontre la proposition suivante
Proposition 4.1.
〈Hut 〉
At
→ u∗C˜uC p.s.. (4.37)
Preuve. (Hut ) est une martingale vetorielle de variation quadratique prévis-
ible :
〈Hu〉t =
∫ t
0
V −1s Ms−
[
u∗V −1s d〈M〉s(V ∗s )−1u
]
(Ms−)
∗(V ∗s )
−1
=
∫ t
0
Zs
[
u∗V −1s d〈M〉s(V ∗s )−1u
]
Z∗s . (4.38)
On en déduit alors que pour tout x ∈ Rd on a :
x∗〈Hu〉tx =
∫ t
0
x∗Zs
[
u∗V −1s d〈M〉s(V ∗s )−1u
]
Z∗sx
=
∫ t
0
〈x,Zs〉2
[
u∗V −1s d〈M〉s(V ∗s )−1u
]
.
On pose alors
Ft(u) :=
∫ t
0
exp(As)u
∗V −1s d〈M〉s(V ∗s )−1uds.
Ainsi par la formule d'intégration par partie on déduit que :
x∗〈Hu〉tx = exp(−At)Ft(u)〈x,Zt〉2 +
∫ t
0
exp(−As)Fs(u)〈x,Zs〉2d(As)−Gt
(4.39)
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ave
Gt :=
∫ t
0
exp(−As)Fs(u)d(〈x,Zs〉2).
Le résultat suivant est utile pour la suite
Lemme 4.8.
exp(−At)Ft(u)→ u∗C˜u p.s., (4.40)
ave C˜ = UC + CU∗ ; U étant la matrie introduite dans (C3).
Preuve. Par la formule d'intégration par parties, on obtient :
Ft(u) = exp(At)u
∗V −1t 〈M〉t(V ∗t )−1u−
∫ t
0
u∗V −1s 〈M〉s(V ∗s )−1ud
(
exp(As)
)
+
∫ t
0
u∗
(
a−1s V
−1
s
dVs
ds
)
V −1s 〈M〉s(V ∗s )−1ud
(
exp(As)
)
+
∫ t
0
u∗V −1s 〈M〉s(V ∗s )−1
(
a−1s V
−1
s
dVs
ds
)∗
ud
(
exp(As)
)
.
D'après l'hypothèse (H1) et le lemme de Toeplitz on voit que :
1
exp(At)− 1
(
exp(At)u
∗V −1t 〈M〉t(V ∗t )−1u
−
∫ t
0
u∗V −1s 〈M〉s(V ∗s )−1ud
(
exp(As)
)
→ 0 p.s.
et d' autre part d'après l'hypothèse (H1), le lemme de Toeplitz et la ondition
(C3) on obtient que :
1
exp(At)− 1
(∫ t
0
u∗
(
a−1s V
−1
s
dVs
ds
)
V −1s 〈M〉s(V ∗s )−1ud
(
exp(As)
)
+
∫ t
0
u∗V −1s 〈M〉s(V ∗s )−1
(
a−1s V
−1
s
dVs
ds
)∗
ud
(
exp(As)
))→ C˜ = UC+CU∗ p.s.
e qui ahève la démonstration.
Par onséquent, en ombinant le lemme préédent et la propriété (LL)
on voit immédiatement que :
exp(−At)Ft(u)〈x,Zt〉2 = o(At) p.s. (4.41)
Par ailleurs, d'aprés le lemme 4.8 et la propriété (LFQ), il vient que :
A−1t
∫ t
0
exp(−As)Fs(u)〈x,Zs〉2d(As)→ u∗C˜ux∗Cx p.s.. (4.42)
Dans la suite on s'interresse au omportement asymptotique de G. Vu le
Lemme 4.8, il est lair que
Gt = O
(〈x,Zt〉2) (4.43)
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don par la propriété (LL) on a
Gt = o(At) p.s.. (4.44)
Compte tenu de l'expression (4.39) des relations (4.41),(4.42) et (4.44) on
onlut que
〈Hut 〉
At
→ u∗C˜uC p.s.. (4.45)
Ce qui ahève la preuve.
4.3.3 Vériation de la ondition de Lindeberg pour la martingale
(Hut )t≥0
Dénition 4.1. Soient A = (At), B = (Bt) deux proessus roissants issus
de 0. On dit que A est dominé au sens fort par B,et on érit : A << B,
si (Bt −At; t ≥ 0) est un prossus roissant.
Le résultat utile suivant est évident :
Lemme 4.9. Si A << B, leurs ompensateurs prévisibles A˜, B˜ vérient
aussi A˜ << B˜ .
Appliation à la martingale (Ht)
Le saut à l'instant t de la martingale matriielle :
Ht =
∫ t
0
Zs−d(
∗Ms)
∗V −1s , Zt = V
−1
t Mt ,
vaut :
∆Ht = Zt−
∗(∆Mt)
∗V −1t ;
don :
‖∆Ht‖2 = tr{∆Ht ∗∆Ht} = ‖Zt−‖2‖V −1t ∆Mt ‖2
= ‖Zt−‖2V −1t ∆[M ]∗tV −1t = ‖Zt−‖2∆Λt
où (Λt) est le proessus roissant :
Λt =
∫ t
0
V −1s d[M ]
∗
sV
−1
s .
Pour r > 0, t > 0, posant :
σHt (r) =
∑
s ≤ t
‖∆Hs‖21{ ‖∆Hs‖>r },
la ondition de Lindeberg au sens de la onvergene presque sure pour la
martingale H s'érit :
∀ǫ > 0, A−1t ˜σHt (ǫ
√
At)→ 0, t→ +∞, p.s. (4.46)
Pour établir e résultat, on exploite les deux lemmes suivants :
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Lemme 4.10. L'hypothèse (H2) implique que presque surement
sup
t > 0
‖V −1t ∆Mt‖ < +∞.
Preuve. En eet, on a : ∑
s ≤ .
∆Ms
∗(∆Ms) << [M ].
e qui implique que∑
s ≤ t
‖V −1t ∆Ms ‖2 ≤ tr{V −1t [M ]∗tV −1t };
d'où le résultat du lemme, ar
‖V −1t ∆Mt ‖2 ≤
∑
s ≤ t
‖V −1t ∆Ms ‖2 ≤ tr{V −1t [M ]∗tV −1t } = O(1) p.s. .
Lemme 4.11. Etant donné α ∈]0, 1], alors :
σH. (α
−3) << σ1. (α
−1) + σ2. (α
−1)
où pour t > 0, r > 0 :
σ1t (r) =
∑
s ≤ t
‖∆Hs‖21{ ‖Zs−‖>r } ; σ2t (r) =
∑
s ≤ t
‖∆Hs‖21{ ‖V −1s ∆Ms‖>r }
Preuve. L'assertion du lemme déoule de la déomposition évidente suiv-
ante :
σHt (α
−3) =
∑
s ≤ t
‖∆Hs‖21{ ‖∆Hs‖>α−3 ,‖Zs−‖>α−1 }
+
∑
s ≤ t
‖∆Hs‖21{ ‖∆Hs‖>α−3 , ‖Zs−‖≤ α−1, ‖V −1s ∆Ms‖≤ α−1 }
+
∑
s ≤ t
‖∆Hs‖21{ ‖∆Hs‖>α−3 , ‖Zs−‖≤ α−1, ‖V −1s ∆Ms‖> α−1 }.
Il est lair que le premier (resp le troisième) terme du membre de droite
de ette égalité est dominé au sens fort par (σ1t (α
−1)) (resp. (σ2t (α
−1)) =
(σ2t (min(α
−1, α−2)) ). Pour le deuxième terme, on remarque
{ ‖∆Hs‖ > α−3, ‖Zs−‖ ≤ α−1, ‖V −1s ∆Ms‖ ≤ α−1} ⊂
{ ‖Zs−‖ ≤ α−1, ‖Zs−‖ ≥ α−2 } = ∅ p.s.
d'après le hoix de α. Le lemme est établi.
23
Corollaire 4.1. Ave les notations du lemme 3, on a :
σ1. (r) <<
∫ .
0
‖Zs−‖21{ ‖Zs−‖>r }dΛs , σ2. (r) <<
∫ .
0
‖Zs−‖21{∆ Λs > r2 }dΛs.
Par onséquent, pour tout t ≥ 0 :
σ˜1t (r) ≤
∫ t
0
‖Zs−‖21{ ‖Zs−‖>r }dΛ˜s ,
σ˜2t (r) ≤
∫ t
0
‖Zs−‖21{ ∆Λs>r2 }dΛ˜s ≤ 1{ sups ≤ t∆Λs > r2 }
∫ t
0
‖Zs−‖2dΛ˜s ,
ave
Λ˜t =
∫ t
0
V −1s d < M >
∗
s V
−1
s .
Validité de la ondition de Lindeberg
Compte tenu de e qui préède, pour tous α ∈]0, 1[ , ǫ > 0 et t > 0, on a
lim
t
A−1t
˜
σHt (ǫ
√
At) ≤ lim
t
A−1t
˜σHt (α
−3).
Mais
˜σHt (α
−3) ≤
∫ t
0
‖Zs−‖21{ ‖Zs−‖>α−1 }dΛ˜s
+ 1{ sups ≤ t∆Λs > α−2 }
∫ t
0
‖Zs−‖2dΛ˜s,
don par la loi forte quadratique, pour tous α ∈]0, 1[ , ǫ > 0 :
lim
t
A−1t
˜
σHt (ǫ
√
At) ≤
∫ +∞
0
‖x‖21{ ‖x‖>α−1 }dµ∞(x)
+ 1{ sups ≥ 0 ∆Λs > α−2 }
∫ +∞
0
‖x‖2dµ∞(x) p.s.
e qui implique que la ondition de Lindeberg est vériée.
4.3.4 Fin de la preuve du Théorème 3.3
Vu les propriétés (4.37) et (4.46), le (TLCG) s'applique pour la martin-
gale vetorielle Hu et on a :
A
−1/2
t Ht ⇒ Nd×d(0, C˜ ⊗ C)
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où C˜ = (UC + CU∗) . De l'égalité (4.35), il vient que pour toute matrie
symétrique positive R on a
A
−1/2
t tr
(
Rθt
)
+A
−1/2
t
∫ t
0
tr
{[
RV −1s dVs + (V
−1
s dVs)
∗R
]
θs−
}
⇒ 2
√
tr
(
C˜RCR
)
G
où θt = V
−1
t
(
MtM
∗
t − [M ]t
)
(V ∗t )
−1
et G une variable aléatoire gaussienne
entrée réduite. Par onséquent, omme Zt = V
−1
t Mt onverge en loi et
omme V −1t [M ]t(V
∗
t )
−1
onverge p.s., on en déduit que
A
−1/2
t
∫ t
0
tr
{[
R
(
a−1s V
−1
s
dVs
ds
)
+
(
a−1s V
−1
s
dVs
ds
)∗
R
]
θs
}
dAs
⇒ 2
√
tr
(
C˜RCR
)
G
Compte tenu de la ondition (C3) et de la (L.L) qui garantie que θt =
o(At) p.s., on obtient que∫ t
0
tr
{[
R
(
a−1s V
−1
s
dVs
ds
− U)+ (a−1s V −1s dVsds − U)∗R]θs} dAs
= o
(∫ t
0
A−1/2s dAs
)
= o(A
1/2
t ) p.s.. (4.47)
Ainsi pour R solution de l'équation de Lyapounov I = RU + U∗R il vient
que :
A
−1/2
t
∫ t
0
tr
{
θs
}
dAs ⇒ 2
√
tr
(
C˜RCR
)
G (4.48)
On onlut la preuve de la première partie du théorème par le Lemme 4.7. La
deuxième partie du théorème est immédiate en remarquant que l'hypothèse
ajoutée est équivalente à :
A
ρ
t
∣∣∣tr{V −1t ([M ]t)(V ∗t )−1 − C}∣∣∣ = O(1) p.s., ρ > 1/2. 
4.4 Preuve du Théorème 3.4
D'après la relation (4.35) et pour toute matrie symétrique, solution de
l'équation de Lyapounov RU + U∗R = I, on a :
tr
(
Rθt
)
+
∫ t
0
tr
{[
R
(
a−1s V
−1
s
dVs
ds
)
+
(
a−1s V
−1
s
dVs
ds
)∗
R
]
θs
}
dAs = 2 tr{RHt}.
(4.49)
Comme,
E
[
sup
t
Mt(∆Mt)
∗
]
<∞ implique que E[sup
t
∆tr{RHt}
]
<∞,
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on en déduit par le Théorème 3 de ? et par la relation (4.37) que la martingale
salaire (tr{RHt})t≥0 vérie une loi du logarithme itéré donnée par :
lim
t→∞
tr{RHt}
h(At)
≤
√
tr
(
C˜RCR
)
p.s., (4.50)
où h(u) =
√
2u log log u pour u ≥ e. Compte tenu de la relation (4.47) et
du fait que θt = o(At) on obtient que :
lim
t→∞
1
h(At)
∫ t
0
tr
{
V −1s
(
MsM
∗
s − [M ]s
)
(V ∗s )
−1
}
dAs ≤
√
tr
(
C˜RCR
)
p.s..
La n de la preuve est similaire à elle de la preuve préédente.. 
4.5 Preuve des Théorèmes 3.5 et 3.6
Comme La normalisation salaire est un as partiulier de la normali-
sation matriielle alors de l'égalité (4.35) et de la ondition (3.4) on voit
que
A
−1/2
t θt + 2A
−1/2
t
∫ t
0
θs−v
−1
s dvs ⇒ 2
√
2η CG
où θt = v
−2
t
(
MtM
∗
t − [M ]t
)
et G une variable aléatoire gaussienne entrée ré-
duite. Par onséquent, omme Zt = v
−1
t Mt onverge en loi et omme v
−2
t [M ]t
onverge p.s., on en déduit que
A
−1/2
t
∫ t
0
θs−a
−1
s v
−1
s v
′
s dAs ⇒
√
2η CG
Compte tenu de la ondition (3.4) et de la (L.L) qui garantie que θt =
o(At) p.s., on obtient∫ t
0
(
a−1s v
−1
s v
′
s − η
)
dAs = o
(∫ t
0
A−1/2s dAs
)
= o(A
1/2
t ) p.s.. (4.51)
Ainsi on en déduit que
A
−1/2
t
∫ t
0
tr
{
θs
}
dAs ⇒ (
√
2η C)G (4.52)
On onlut la preuve de la première partie du théorème par le Lemme 4.7
qui reste valable pour une normalisation Vt salaire. La deuxième partie
du Théorème 3.5 est immédiate en remarquant que l'hypothèse ajoutée est
équivalente à :
A
ρ
t
∣∣∣{v−2t ([M ]t)− C}∣∣∣ = O(1) p.s., ρ > 1/2.
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On donne à présent la preuve du Théorème 3.6. En eet, de la relation
(4.35) on a :
θt + 2
∫ t
0
{(
a−1s v
−1
s v
′
s
)
θs
}
dAs = 2Ht. (4.53)
Comme,
E
[
sup
t
Mt(∆Mt)
∗
]
<∞ implique que E[sup
t
∆Ht
]
<∞,
on en déduit par le Théorème 3 de ? et par la relation (4.37) (valable pour une
normalisation salaire) que la martingale (Ht)t≥0 vérie une loi du logarithme
itéré donnée par :
lim
t→∞
Ht
h(At)
≤
√
2η C p.s., (4.54)
où h(u) =
√
2u log log u pour u ≥ e. Compte tenu de la relation (4.47) et
du fait que θt = o(At) p.s. on obtient que :
lim
t→∞
1
h(At)
∫ t
0
v−2s
(
MsM
∗
s − [M ]s
)
dAs ≤
√
2η C p.s..
La n de la preuve est similaire à elle de la preuve préédente.. 
5 Appliation : Estimation de la variane d'un
P.A.I.S. pondéré
Une question interessante nous a été posé au fur et à mesure que e travail
progressait. En eet, il s'agissait de savoir si on pouvait améliorer la vitesse
logarithmique (lente) dans la propriété (TLCPS) ainsi que dans les autres
propriétés qui lui sont assoiées. Dans e qui suit on donne une réponse
à ette question sous forme d'appliation. On se propose alors d'estimer
la variane d'un P.A.I.S. pondéré. On dira que le proessus (S˜t)t≥0 est un
P.A.I.S. pondéré s'il est de la forme
S˜t :=
∫ t
0
ws dSs
où w est un proessus à variation ni alors que S est un proessus à a-
roissement indépendants et stationnaires dont la mesure de Lévy des sauts
ν vérie :
ν(dt, dx) = dt F (dx), ave
∫
|x|2pF (dx) <∞ pour un p > 1, (5.55)
où F est une mesure positive sur R. On note :
m = ES1, σ
2 = ES21 −m2 et N˜t =
∫ t
0
wr d(Sr −mr).
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Proposition 5.1. Ave les notations préédentes et pour
wt =
t−α/2
1− α exp
t1−α
2(1 − α) , α ∈ (0, 1)
on a les propriétés
1. (TLCPS)
1− α
t1−α
∫ t
0
δ{
e
− s
1−α
2(1−α) N˜s
} ds
sα
⇒ N(0, σ2)
2. (LFQ)
σ˜t :=
1− α
t1−α
∫ t
0
e−
s1−α
1−α N˜2s
ds
sα
→ σ2 p.s. (t→∞).
Si de plus pour ρ > 1/2 on a
exp
{
− t
1−α
2(1− α)
}∑
s≤t
(∆S˜s)
2 −
∫
R
x2F (dx) = O(tρ(1−α)) (t→∞)
alors on a la propriété
3. (TLCLFQ)
t
1−α
2 (σ˜t − σ2)⇒ N
(
0, 4(1 − α)σ4).
La preuve de la proposition est laissée en annexe.
Remarques
1. Les preuves des propriétés donées dans le paragraphe 1.2 et elle de la
proposition préédente sont similaires.
2. Dans la proposition 5.1, de la propriété (LFQ) on voit que σ˜t est un
estimateur fortement onsistant de σ2. Cependant, vu la proprété (TL-
CLFQ), l'intervalle de onane assoié à et estimateur est asympto-
tiquement meilleur que elui donné par l'estimateur sans pondération
à savoir l'estimateur σˆ (voir partie 1.2)
6 Annexe
6.1 Preuve du Lemme 4.3
La propriété (4.8) implique que pour tout ouple (ρ1, ρ2) ∈ R+×R+ ave
ρ1 ≤ ρ2, on a :
tr
(∫ ρ2
ρ1
V −1s d (VsV
∗
s ) (V
∗
s )
−1
)
= log(detVρ2)
2 − log(detVρ1)2. (6.56)
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Or, vu que :
tr
(∫ ρ2
ρ1
V −1s d (VsV
∗
s ) (V
∗
s )
−1
)
= tr
(∫ ρ2
ρ1
(VsV
∗
s )
−1 d (VsV
∗
s )
)
≥ tr
((
Vρ2V
∗
ρ2
)−1 ∫ ρ2
ρ1
d (VsV
∗
s )
)
≥ tr
((
Vρ2V
∗
ρ2
)−1 (
Vρ2V
∗
ρ2 − Vρ1V ∗ρ1
))
≥ tr
(
Id − V −1ρ2 Vρ1V ∗ρ1(V ∗ρ2)−1
)
,
on en déduit que :
tr
(∫ ρ2
ρ1
V −1s d (VsV
∗
s ) (V
∗
s )
−1
)
≥ d− ∥∥V −1ρ2 Vρ1∥∥2 . (6.57)
Les deux propriétés (6.56) et (6.57) impliquent don que :
d− ∥∥V −1ρ2 Vρ1∥∥2 ≤ log(detVρ2)2 − log(detVρ1)2. (6.58)
Pour un n0 xé onsidérons maitenant la subdivision suivante : ρ0 = ρ <
ρ1 < · · · < ρn0 = r, on a alors :
∥∥V −1r Vρ∥∥2 ≤ n0−1∏
j=0
∥∥∥V −1ρj+1Vρj∥∥∥2
=
n0−1∏
j=0
[
d−
(
d−
∥∥∥V −1ρj+1Vρj∥∥∥2)]
= dn0
n0−1∏
j=0
1−
1−
∥∥∥V −1ρj+1Vρj∥∥∥2
d


≤ dn0 exp
−
n−1∑
j=0
1−
∥∥∥V −1ρj+1Vρj∥∥∥2
d


≤ dn0 exp
−1d
n−1∑
j=0
[
log(detVρj+1)
2 − log(detVρj )2
] .
D'où l'inégalité :
∥∥V −1r Vρ∥∥2 ≤ dn0(detVρdetVr
) 2
d
. 
29
6.2 Preuve de la Proposition 5.1
On sait que S est un proessus à aroissement indépendents et station-
naires (P.A.I.S.) par onséquent N˜t :=
∫ t
0 wr d(Sr −mr) est une martingale
dont la variation quadratique est donnée par 〈N〉t = σ2
∫ t
0 w
2
r dr. Pour
wt =
t−α/2
1− α exp
t1−α
2(1 − α) , α ∈ (0, 1)
on voit que
e
t1−α
1−α 〈N〉t → σ2, (t→∞).
Ainsi l'hypothèse (H1) est vériée. L'hypothèse (H′2) est immédiate. En
eet∫
R
∫ t
0
e−
t1−α
1−α |x|2νM˜(ds, dx) =e− t
1−α
1−α
∫ t
0
s−α/2
1− αe
s1−α
2(1−α) ds
∫
R
|x|2F (dx)
→ 0 (t→∞).
La propriété (TLCPS) est prouvée. An de démontrer les propriétés (LFQ)
et (TLCLFQ) il nous sut de vérier l'hypothèse (H2). 
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