We discuss the application of the variational cluster perturbation theory (VCPT) to the Mott-insulator-to-superfluid transition in the Bose-Hubbard model. We show how the VCPT can be formulated in such a way that it gives a translation invariant excitation spectrum-free of spurious gaps-despite the fact that it formally breaks translation invariance. The phase diagram and the singleparticle Green function in the insulating phase are obtained for one-dimensional systems. When the chemical potential of the cluster is taken as a variational parameter, the VCPT reproduces the dimensional dependence of the phase diagram even for one-site clusters. We find a good quantitative agreement with the results of the density-matrix renormalization group when the number of sites in the cluster becomes of order 10. The extension of the method to the superfluid phase is discussed.
Introduction
The Bose-Hubbard model describes interacting bosons on a lattice. It provides a generic description of the quantum phase transition between superfluid (SF) and Mott-insulator (MI) states observed in condensed-matter systems such as Josephson junction arrays or granular superconductors [1] , as well as in ultracold atoms in optical lattices [2] [3] [4] [5] . The remarkable degree of experimental control over all the relevant parameters (density, interaction strength, lattice geometry and dimensionality) in ultracold atoms makes possible a detailed study of the MI-SF transition.
The Bose-Hubbard model has been studied numerically using the Gutzwiller mean-field ansatz [6] [7] [8] , the density-matrix renormalization group [9, 10] , exact diagonalizations [11, 12] and quantum Monte Carlo [13] [14] [15] . (More recent works include the harmonic trap potential that confines the ultracold atomic gases; see for instance [16] .) Most analytical approaches rely on a perturbation theory that assumes the kinetic energy to be small and treats the on-site repulsion exactly. Intersite hopping is taken into account either at the mean-field level or in perturbation in a strong-coupling expansion [1, [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] .
In this paper, we apply the variational cluster perturbation theory (VCPT) to the BoseHubbard model at commensurate density. The VCPT has been developed for strongly correlated fermion systems. It is an extension of cluster perturbation theory (CPT) that is based on the self-energy functional approach (SFA). Within the CPT [28] [29] [30] , the lattice is partitioned into disconnected identical clusters. The Hamiltonian of the cluster is solved numerically, and the intercluster hopping is then treated perturbatively to leading order in a strong-coupling expansion. Contrary to exact diagonalizations of small systems, the CPT provides results in the thermodynamic limit, and the single-particle Green function is defined for any wavevector in the Brillouin zone. When based on a single-site cluster, the CPT yields the Hubbard I approximation [31] ; applied to bosonic systems, it reproduces the leading order of the aforementioned strong-coupling theory [23] .
The SFA is based on the variational principle δ [ ]/δ = 0 for the grand potential expressed as a functional of the self-energy [32] [33] [34] . The stationary condition is solved within a restricted space of self-energies taken from a reference system that can be solved numerically. Within the VCPT [34, 35] , the reference system consists of disconnected identical clusters. The VCPT improves on the CPT since the parameters of the intracluster kinetic Hamiltonian are variational. In particular, this enables us to consider broken-symmetry states. The VCPT has been used with some success to study strongly correlated electron systems [35] [36] [37] [38] [39] .
The outline of the paper is as follows. In section 2, we describe the SFA and the VCPT for bosonic models in the absence of superfluidity. We modify the original formulation of the SFA [32] to ensure that final results remain translation invariant regardless of the choice of reference system. We also stress the necessity to consider the chemical potential of the cluster as a variational parameter. In section 3, we present numerical results for the phase diagram and the single-particle Green function in a one-dimensional (1D) system. Even in the simplest case of a reference system consisting of single-site clusters, the VCPT improves drastically on the CPT. In particular, we obtain the correct form of the Mott lobes in the (t/U, μ/U ) phase diagram (t is the hopping amplitude, U the onsite repulsion and μ the chemical potential). We find a good quantitative agreement with the results of the density-matrix renormalization group [10] when the number of sites in the cluster becomes of order 10. The last section is devoted to a summary of our results and a discussion of future developments, in particular the extension of the VCPT to the superfluid phase.
Variational cluster perturbation theory for bosons
The Bose-Hubbard model is defined by the Hamiltonian
where ψ r , ψ † r are annihilation/creation bosonic operators and n r = ψ † r ψ r . The discrete variable r labels the sites of the lattice, which is assumed to be bipartite with coordination number z. The hopping matrixt satisfies t rr = t > 0 if r and r are nearest neighbours and vanishes otherwise; this assumption can, however, be easily relaxed and longer-range hopping considered. For reasons explained below, the boson-boson interaction should be onsite. The density n, i.e. the average number of bosons per site, is fixed by the chemical potential μ. In the following, we shall consider only the Mott phase and the zero-temperature limit.
General formalism
In the absence of superfluidity ( ψ r = 0), the grand potential (per lattice site) and the singleparticle Green function G can be obtained from the stationary point of the functional [40] [41] [42] 
where G 0 is the non-interacting Green function and [G] the Luttinger-Ward functional. β = 1/T is the inverse temperature and N the number of lattice sites. Tr denotes a trace over space and time indices. The stationary condition δ [G]/δG = 0 yields the Dyson equation
where the self-energy is defined by
i and j are collective indices that label position and time.
The SFA is based on the functional [32] [ ] = 1 Nβ Tr ln(−G
where
is the Legendre transform of [G] . In equation (6), G should be considered as a functional G[ ] of the self-energy obtained by inverting (4) .
and the stationary condition δ [ ]/δ = 0 reproduces the Dyson equation (3) . So far, we have followed the approach of [32] with minor modifications due to the fact that we consider bosons instead of fermions. We now introduce a refinement of the approach, the motivation for which will be discussed below. In a translation-invariant system, the actual self-energy is diagonal in k space: (k, k , z) = δ k,k (k, k, z) (z is a complex frequency). Without changing its value at the stationary point, we can therefore modify the functional (5) into
is the diagonal part of the self-energy. One easily verifies that the stationary condition δ [ ]/δ = 0 yields the Dyson equation
k is the Fourier transform of −t r,r and gives the lattice dispersion of the bosons. In equation (10) ,˜ (k, z) denotes˜ (k, k, z), etc. Thus the two functionals (5) and (8) contain the same information in the case of translation invariant systems.
Let us now consider the two Hamiltonians [32] 
H (x) is the Hamiltonian of the Bose-Hubbard model (equation (1) . This leads us to consider the functionals
where 
The form (13) of the self-energy functional x [ ] is exact. To make the determination of the stationary points of x [ ] possible, one has to restrict the space of self-energies. A natural approximation is to evaluate x [ ] for the (physical) self-energies (x ) obtained from the reference system-assuming that the reference Hamiltonian can be solved exactly [32] . The
is the exact grand potential of the reference system. The stationary condition becomes
Note that the stationary point does not have to be a minimum. We shall see that it is actually never a minimum when the chemical potential of the reference system is taken as a variational parameter. This conclusion also holds in fermion systems [38] .
Reference system
In the VCPT one considers a reference system consisting of a superlattice of N c = N/L identical clusters with no intercluster kinetic coupling (L is the number of sites in a cluster). The determination of and the self-energy (x ) then requires us to solve a finite size system Hamiltonian provided that the interaction is local. For moderate values of L this can be done numerically. Equation (14) can be rewritten as
(ω n is a bosonic Matsubara frequency), where
0 −˜ and G −1 = G 0 −1 − (from now on, we do not write explicitly the x dependence of (x )). tr denotes the trace over space indices. tr ln(−G ) can be evaluated by considering a single cluster and multiplying the result by N c = N/L to take into account the total number of clusters. When the chemical potentials μ and μ differ, the usual factor e iω n η (η → 0 + ) is necessary for the sum over ω n to converge. Let us now discuss the motivation for using the functional (8) rather than (5). The reference system has the periodicity of the cluster superlattice, but not that of the translation-invariant system of interest. Except for single-site clusters, the self-energy is not diagonal in k space. By making use of the functional (8), we ensure the translation invariance of the Green function defined by equation (10) . In applications of the VCPT to fermionic systems, the translation-invariant Green function of the system was approximated by the diagonal part of
However, because itself is not translation invariant, the resulting excitation spectrum exhibits spurious gaps that reflect the periodicity of the reference system. To some extent, this difficulty can be eliminated by introducing an artificial broadening of the energy states; technically this is achieved by choosing a sufficiently large value of η. In bosonic systems, even when one allows for an energy broadening, these gaps are so pronounced that the excitation spectrum does not bear much physical meaning.
The translation-invariant self-energy˜ (k, z) turns out to be simply related to the cluster self-energy when periodic boundary conditions-as allowed in the VCPT, since this simply assumes a particular choice of the (in principle variational) intersite hopping matrixt -are chosen for the cluster. Let us write the self-energy of the reference system as
where ab (z) is the cluster self-energy obtained by numerically solving the Hamiltonian H (x ). We use the notation R + r a for a site of a lattice, R for a site of the superlattice, and r a (a ∈ [1, L]) for the position within the cluster. The translation-invariant self-energy then reads
With periodic boundary conditions for the cluster, we can define the Fourier transform of ab (z) for any vector k of the reciprocal superlattice. In that case,˜ (k, z) defined by equation (18) is nothing but the interpolation of the translation-invariant cluster self-energy to all vectors k of the Brillouin zone.
Numerical implementation
To numerically evaluate the sum over Matsubara frequencies in equation (16) , one has to get rid of the convergence factor e iω n η . To this end, one subtracts and adds the term
where tr c denotes the trace over intracluster space indices.
is the Fourier transform of h 0 with respect to the superlattice of clusters,
h 0 (r, r ) denotes the matrix elements of h 0 in real space, and K is a vector of the reduced Brillouin zone corresponding to the superlattice. λ α (K) (α ∈ [1, L] ) are the eigenvalues of h 0 (K), and the real number y should satisfy y > max α,K |λ α (K)|. Equation (19) is derived in appendix A. Combining (16) and (19), we finally obtain
The term inside the curly brackets behaves as 1/ω 2 n when |ω n | → ∞, so that the convergence factor e iω n η is no longer necessary. Equation (21) is the starting point of the numerical calculations discussed in section 3.
μ as a variational parameter
In this section we discuss the role of the chemical potential μ of the cluster as a variational parameter. The boson density is obtained from
where the value of x = x (x) is determined from the stationary condition (15) . Combining equations (22) and (15), we obtain
From equation (16), we then deduce
Here we have used the fact that the only dependence on μ (at fixed x ) comes from G 0 (k, iω n ). Thus the stationary condition (15) ensures that the approach is thermodynamically consistent: the boson density can be calculated either from the grand potential or the single-particle Green function. The stationary condition also ensures that the boson density n of the system is the same as that of the reference system (n c ). To see this, we make use of the following result derived in appendix B:
where E γ (k) and Z γ (k) [E αγ and Z αγ ] denote the poles and the zeros of the Green function
. By virtue of the definition of the self-energy, Z γ (k) and Z αγ correspond to the poles of the˜ (z) and (z), respectively. We show in appendix C that˜ (z) and (z) share the same poles, i.e. {Z γ (k)} = {Z αγ }. From equations (16), (25), we then deduce
(θ is the Heaviside step function) in the zero-temperature limit. Note that the energies E αγ are N c times degenerate, since G is the Green function of the whole reference system (N c clusters). Equation (26) gives the boson density
To relate n to the boson density n c = −∂ /∂μ in the reference system, we use the stationary condition ∂ x (x )/∂μ = 0,
This equation can be simplified by noting that the chemical potential μ is a mere shift of the excitation energies E αγ , so that E αγ + μ is independent of μ ,
Consider now the relation (10) between
From equations (27)- (30), we deduce
In the Mott phase, the coupling between clusters will transform the discrete excitation energies E αγ into energy bands E γ (k). Since the gap in the excitation spectrum remains nonzero, the number of negative energies cannot change, so that n = n c . Clearly, and this is confirmed by our numerical calculations, the important point here is to take the chemical potential μ of the cluster as a variational parameter. Other parameters, such as the intersite hopping matrixt , do not have to be considered as variational in order to obtain a consistent result for the boson density. This point has also been stressed in [38] .
Numerical results in one dimension
In this section, we present numerical results for 1D systems.
The simplest reference system consists of single-site clusters (L = 1). The only variational parameter is then the chemical potential x = μ . A single-site cluster can be solved analytically exactly. The state with p 0 particles is an eigenstate with the energy
. This yields the partition function
The number of bosons n c in the ground state is obtained from n c = min p p . This condition leads to n c − 1 μ /U n c if μ > −U , and n c = 0 if μ < 0. In the following, we consider only the MI with one boson per site, n = n c = 1, which requires 0 < μ < U . The zero-temperature Green function is local in space and reads [23] 
The self-energy (iω n ) = iω n + μ − G −1 (iω n ) is local in real space and diagonal in reciprocal space:˜ = . From equation (10) and G
and
For μ = 0, we recover the single-site CPT results obtained earlier [19, 22, 23] . A finite μ does not change the structure of the Green function G(k, iω n ). The excitation spectrum reveals the generic characteristics of the MI-SF transition [1] . There are two excitation branches, E Within the VCPT, one has to determine μ from the stationary condition
Using equation (37) , one can verify that the boson density n = −∂ /∂μ obtained from equation (36) equals that of the cluster, n = n c = 1, in agreement with the general proof given in section 2.4. In order for the square root in equations (35) , (37) to be defined, μ should satisfy figure 1 for t/U = 0.1. We see that the stationary point of x (μ ) is a maximum with respect to variations of μ . This turns out to always be true regardless of the space dimension or the number of sites in the cluster. Since we expect x (x ) to be a minimum with respect to other variational parameters-for instance the intracluster hopping amplitude t -the stationary point of the grand potential x (x ) will in general be a saddle point for larger clusters (L 2).
Once μ is known, the values of the chemical potential μ for which the Mott state becomes unstable are obtained from E 
As t/U increases, this value moves closer to the stationary point, and coincides with it when the Mott gap closes. This signals a transition to the superfluid state with a density n = 1. For larger values of t, the ground state is superfluid for any value of μ (provided the boson density remains finite).
The phase diagram of the 1D Bose-Hubbard model in figure 2 shows that the results obtained from the CPT and the VCPT differ drastically even for single-site clusters. Whereas the CPT gives the round-shaped Mott lobe characteristic of mean-field theoriesand independent of the dimension but for a trivial dependence on the number z of nearest neighbours-the VCPT qualitatively reproduces the shape of the Mott lobe in 1D [9, 10, 26] . In particular, it yields a re-entrant behaviour of the MI state as t is increased with μ ∼ 0.05U fixed, and a very pointed shape around the lobe tip. For sufficiently large values of t, μ comes near U/2, while the decrease of μ appears to be tied to the bottom of the free boson dispersion k , i.e. μ ∼ −2t + const. The gap closes very slowly as t increases, and the MI disappears for t/U ∼ 2 (not shown in figure 2) .
Note that the pointed shape of the Mott lobe in 1D is usually attributed to the slow decrease of the Mott gap,
near the Berezinskii-Kosterlitz-Thouless (BKT) transition taking place at the lobe tip (t = t c ) [10, 26] . The fact that the single-site VCPT reproduces the correct overall shape of the Mott tip, while the physics of the BKT transition is clearly outside the reach of this method, is quite remarkable. For larger clusters (L 2), the ground state and the grand potential , as well as the single-particle Green function G , can be obtained numerically using the Lanczos method [30] . The intracluster hopping amplitude t = t is held fixed, and only the chemical potential μ is taken as a variational parameter. As in the case L = 1, the stationary point ∂ x (μ )/∂μ = 0 is a maximum. For a given μ, not all values of μ are physically acceptable. On the one hand, μ has to be such that n c = 1 (we restrict ourselves to the n = 1 MI). On the other hand, we have to ensure that the ground state is stable. For L = 1, we saw that for certain values of μ , the single-particle excitation energies are complex. This instability also shows up as a disagreement between the boson density n obtained from the trace of G (equation (24)) and n c . We use this latter criterion to verify the stability of the ground state, since it does not require us to obtain the excitation energies while minimizing the grand potential with respect to μ . The phase diagram of the 1D Bose-Hubbard model is shown in figure 3 together with the results obtained from the density-matrix renormalization group (DMRG) [10] . Singlesite clusters give a good approximation to the upper boundary of the n = 1 MI. By contrast, the lower boundary obtained within the VCPT strongly depends on the number of sites in the cluster. For L 8, the VCPT reproduces fairly accurately the results obtained from the DMRG. Figure 4 shows the spectral function A(k, ω) = −π −1 Im G(k, ω + iη) (ω real). The spectrum consists of two well-defined dispersion branches separated by the Mott gap. We see clearly how the Mott gap closes as we move closer to the Mott lobe tip. Note that besides the two main excitation energies, the spectral function exhibits additional (weaker) structures at positive energies when the Mott gap is small (see the two bottom graphs in figure 4) ; we do not know whether these have a true physical meaning or are due to the finite accuracy of our numerical calculations.
As discussed in section 2, by making use of the translation-invariant self-energy˜ , we obtain a boson dispersion free of spurious gaps coming from the periodicity of the reference system (figure 4). This is illustrated in figure 5 , where we compare the single-particle density of states ρ(ω) = (dk/2π)A(k, ω) with that obtained from the non-translation-invariant selfenergy (k, k , z). In the latter case, two gaps arising from the periodicity of the four-site clusters are clearly visible.
Conclusion
The VCPT [32] [33] [34] [35] , which was previously applied to strongly correlated fermion systems [35] [36] [37] [38] [39] , can be extended to boson systems. We propose a modification of the original formulation which ensures that the final results are translation invariant despite the fact that the reference system breaks translation invariance. This translation-invariant VCPT is not restricted to boson systems but should also apply to fermion systems. The results obtained for the 1D Bose-Hubbard model indicate that the VCPT is an efficient method for studying the Mott-insulator-to-superfluid transition in boson systems. We stress the importance of taking the chemical potential μ of the cluster as a variational parameter. This ensures that the approach is thermodynamically consistent (n = −∂ /∂μ = − Tr(G)/(Nβ)), and that the boson density n is the same in the system and the reference system. The grand potential is found to be a maximum with respect to variation of μ , which implies that in general it will correspond to a saddle point when several variational parameters are considered. Even for one-site clusters, the VCPT and CPT-where μ = μ is not a variational parameter-differ drastically. Whereas the CPT gives the usual dimension-independent mean-field results, the VCPT reproduces the characteristic pointed shape and re-entrant behaviour of the Mott lobe in 1D.
The extension of our results to higher dimensions does not raise any difficulty and will be discussed elsewhere. The application of the VCPT to the superfluid phase is more subtle. In order to describe a broken gauge-symmetry phase ( ψ r = 0), one should add to the reference system Hamiltonian a field h r that couples to the boson operator ψ r . The set x of variational parameters will therefore at least include the chemical potential μ and the field h . A finite value of h at the stationary point implies a nonzero condensate ψ r and superfluidity. Whether or not the VCPT will satisfy the Hugenholz-Pines theorem and thus correctly describe the gapless Bogoliubov sound mode should determine the applicability of the VCPT to the superfluid phase. 
The factor n B (z)e zη ensures that the part of the contour at infinity does not contribute to the integral. An integration by parts gives
Equation (19) follows from (A.2) and (A.3).
Appendix B. Derivation of equations (25)
Let us consider the integral The second of equations (25) follows from (B.4) and (B.5). The first one can be derived similarly. Analogous results for fermionic systems can be found in [33] .
Appendix C. Cluster self-energy (z)
In this appendix, we discuss two important properties of the cluster self-energy (z).
C.1. lim |z|→∞ (z)
The cluster self-energy (z) tends to a constant value equal to the Hartree-Fock value 2Un when |z| → ∞. A similar result holds for the fermionic Hubbard model: see for instance appendix A in [43] ; the derivation given in this paper can be straightforwardly extended to the Bose-Hubbard model.
C.2. Poles of (z) and˜ (z)
The ( where (∞) = 2Un. Since both {|k } and {|α, γ } span the whole Hilbert space, k|α, γ cannot vanish for all k. This implies that all poles Z αγ of (z) also show up as poles of˜ (z).
