With the advancements in computing power, computational fluid dynamics (CFD) analysis has emerged as a powerful hydraulics design tool. This study aims to assess the performance of CFD via commercially available software (FLOW-3D) in the prediction of backwater surface profiles for three different types of bridges with or without piers in a compound channel. A standard twoequation turbulence model ( -) was used to capture turbulent eddy motion. The numerical model results were compared with the available experimental data and the comparisons indicate that the CFD model provides reasonably good description of backwater surface profiles upstream of the bridges. Notably, the computed and measured afflux values are found to be almost identical.
Introduction
Accurate estimation of flow characteristics at and around bridge locations is main concern for the bridge engineers both in terms of stability of bridge itself and the problems caused by insufficient hydraulic design of it such as flooding due to the sudden increase in water level upstream. Depending on the flow situation, estimation of these characteristics can be difficult. Flow in a compound channel is an example of such flow situation as there is a strong transfer of longitudinal momentum from the fast moving flow in the main channel to the slow-moving flow in the floodplain. This transfer is more pronounced at the interface between the floodplain and the main channel [1] . The complexity of flow can increase by placing hydraulic structures such as abutments and piers, which block the part of flow area. In such conditions, rapidly varied flow develops near the structures due to the presence of the obstruction. Consequently, the flow is separated downstream of the structure and a reverse flow and an adverse pressure gradient occur. The water surface upstream of the structure increases and forms a backwater profile (Figure 1) . A jet is generally established in the bridge opening and continues into the region of expansion immediately downstream of the bridge, where there is a strong turbulent diffusion and mixing as well as a large amount of energy losses [2] . In the case of a bridge pier, occurrences of a horseshoe vortex in front of the pier and lee-wake vortices behind it increase the complexity and are very important for the scour and scour protection studies [3] . Similar flow pattern can be observed for the bridge abutments [4, 5] . Development of scour has to be well understood by bridge engineers as most of the bridge failures occur due to the local scour, which is highly correlated with the flow processes, around bridge piers and abutments [3, [6] [7] [8] . Moreover, a significant amount of problems caused by bridge constructions is corresponding to the backwater. It is essential to estimate the increase in the water surface level due to bridge constrictions especially in flood conditions. Maximum backwater height called afflux is also one of the key parameters in bridge design (Figure 1 ). This study involves the numerical prediction of backwater surface profiles in a compound channel with a bridge, which includes the previously described complexities.
Johnson et al. [9] pointed out that bridge piers, bridge abutments, and roadway embankments all create local obstructions that cause the flow to become highly threedimensional. In fact, it is believed that any vertical obstruction in a channel makes formerly unidirectional flow become highly three-dimensional [10, 11] . Biglari and Sturm [2] have also recommended using 3D model in order to capture the local flow characteristics causing local scour around bridge abutments.
One-dimensional numerical models have been widely used for prediction of water surface profile around bridges such as HEC2, HECRAS, ISIS, and MIKE11 [12] [13] [14] [15] . Alternatively, Mantz and Benn [16] developed two one-dimensional analytical models, namely, Afflux Estimator (AE) for more detailed analysis of the water surface profiles and Afflux Advisor (AA) for the rapid estimate of the afflux rating. They verified their models with the experimental data used in this study and a large-scale field data.
In current work, the use of one-dimensional numerical models for the prediction of flow characteristics is not an option as the assumptions made in their developments are obviously violated in such complicated flow patterns although they are still the primary tool used for the river engineers. Two-dimensional numerical models for free surface flows have limited applications as they can capture the flow separation around the obstacle. Moreover, it has been shown that recently developed two-dimensional numerical models are able to simulate many types of flows including rapidly varying and discontinuous flows [17, 18] . However, they do not capture the turbulent diffusion and mixing. Biglari and Sturm [2] introduced a 2D depth averaged, k-turbulence model for open channel flow around bridge abutments on the floodplain in a two-stage channel. However, they also highlighted the need for further investigation of the effect of compound channel on the flow characteristics in the region close to the obstruction that requires 3D study.
Hence, FLOW-3D software [19] was selected because the previous studies indicated that flow around a bridge as well as in a compound channel show significant 3D characteristics, and it was also suggested to be a powerful hydraulic engineering design tool in modeling three-dimensional free surface flow around water structures [20] [21] [22] [23] .
This study is an assessment and comparison of the performance of RANS based numerical model for the prediction of backwater surface profiles and afflux values in a compound channel with three different types of bridges with or without piers. The performance of the model has been tested using a wide range of experimental data, presented also in several previously published works [24, 25] obtained from series of experiments which were carried out at the Hydraulic Laboratory of Birmingham University in UK.
Experimental Work
Comprehensive experimental data [24, 25] regarding the measurement of flow characteristics around a bridge which had been produced in a symmetrical compound channel flume at the Hydraulic Laboratory of the University of Birmingham were used to test numerical simulations. The channel has a 22 m length, 1.213 m width, 0.4 m depth, and 2.024 × 10 −3 bed slope. The compound channel consists of a main channel, 0.398 m in width, and two symmetric floodplains, 0.4073 m in width ( Figure 2 ). All channel boundaries were smooth and they were constructed from PVC material. The bridges with 0.1 m width were made of polished wood.
The experiments were conducted with flow rates ranging from 21 × 10 −3 m 3 /s to 35 × 10 −3 m 3 /s and the uniform water depths ranged from 60 mm to 85 mm. The tailgates at the downstream end of the flume were adjusted to produce subcritical uniform flow conditions without a bridge in the 18 m test length.
The water depths at 1 m intervals down the length of the flume were measured directly using pointer gauges with an accuracy of 0.1 mm. The readings of flow depth were then used to calculate the related flow depth. However, the water surface profiles immediately upstream of the bridges within 1 m range were measured in detail at 0.1 m intervals.
The data and a full description of the methodology are contained in two technical papers presented to JBA Consulting Engineers & Scientists and the Environment Agency (EA), as part of project titled "Scoping Study into Hydraulic Performance of Bridges and other Structures, including Effects of Blockages, at High Flows (Bridge Afflux Experiments in Compound Channels)" [24, 25] . These experimental data have also been analyzed by different researchers [16, 26] .
JBA Consulting also produced two main outputs within this research program. One is Afflux Advisor (AA), which is an accessible stand-alone tool in spreadsheet form and the other is the Afflux Estimation System (AES) which is a more rigorous modeling tool with calculation of afflux based on hydraulic theory [27, 28] .
The laboratory work included a total of 145 afflux measurements for bridge types of single opening semicircular arch bridge model (ASOSC), multiple opening semicircular arch bridge model (AMOSC), single opening elliptic arch bridge model (ASOE), and single opening flat deck bridge model with piers (DECKP) and without piers (DECK) including different span widths. All experiments were carried out for low flow conditions where the flow does not make contact with the low chord of the bridge models. Crosssections of all bridge types used in this study are shown in Figure 2 . In the numerical modeling, not all 145 experiments were modeled. The total of 15 runs was selected to test the numerical solution of RANS equations.
Numerical Model
Computational fluid dynamics (CFD) models have become well established as tools for simulation of free surface flow over a wide range of structures. The commercially available CFD program, FLOW-3D, was used in the current study. This software has been constructed for the treatment of time dependent flow problems in one, two, and three dimensions. It is claimed to be applicable to almost any type of flow processes and provides many options for the users. It has two types of time integration methods, namely, explicit and implicit solutions, and turbulence closure is achieved in five different ways: Prandtl mixing length, the one equation turbulence energy, the two-equation k-equation, the renormalization group (RNG), and the large eddy simulation [19] .
For three-dimensional free surface flow simulation, the Reynolds-Averaged Navier-Stokes (RANS) equations are solved by the finite volume formulation on a structured staggered finite difference grid. Mesh is also automatically generated by the program after prescribing the boundaries.
Geometry specifications are independently made on a grid, which allows generation of complex obstacles. In the current study, each bridge model was implemented in the flow domain. The program evaluates the location of the flow obstacles by utilizing a cell porosity technique called the fractional area/volume obstacle representation of FAVOR method [29, 30] . In this approach, an obstacle in a mesh is represented by a volume fraction (porosity) value ranging from zero to one as the obstacle fills in the mesh. Hence, for an obstacle the following conditions are distinguished: completely solid, partly solid and fluid, completely fluid, partly fluid, or completely empty. In FLOW-3D, free surfaces are modeled with the volume-of-fluid (VOF) technique developed by Hirt and Nichols [31] .
It is readily and widely accepted that the RANS equations govern the common free surface turbulent flows. The solutions methods are also well-known powerful methods. Many examples of the applications of the solutions of the RANS equations to the similar free surface turbulent flow problems can be found in the literature [20] [21] [22] [23] 32 ].
RANS Solution with k-Turbulence Model.
For Newtonian, incompressible fluid flow, the mass and momentum equations, which constitute the RANS equations, are given as
where represents the coordinate, is mean velocity, is fractional area open to flow in subscript direction, represents time, is fractional volume open to flow, is pressure, is fluid density, represents the body accelerations, and represents the viscous accelerations given as follows: where , represents wall shear stress, represents the strain rate tensor, ] is the kinematic viscosity, and ] is the kinematic eddy viscosity.
In computational fluid dynamics, various turbulence models were used for determining turbulence viscosity, ] [33] . In the present computations, the standard k-turbulence closure was adopted [34] . In this model, turbulence eddy viscosity is computed using turbulence kinetic energy and turbulent dissipation rate per unit fluid mass as follows:
where represents an empirical coefficient. In the standard k-turbulence model, the values of and are determined from the following two transport equations:
The standard values of the empirical coefficients used in the k-model are = 0.09, 1 = 1.44, 2 = 1.92, = 1.0, and = 1.3.
The volume of fluid (VOF) method is used in computations of the free surface by FLOW-3D [19] in which both the water and the air are modelled in a grid. In this method, each cell has a fraction of water ( ), which is 1 when the element is completely filled with water and 0 when the element is completely filled with air. If the value is between 0 and 1, the element contains free water surface. Therefore, a supplementary transport equation is added given as follows:
where , V, and are fluid velocity components in the , , and directions, respectively. The VOF method consists of three ingredients: a scheme to locate the surface, an algorithm to track the surface as a sharp interface moving through a computational grid, and a means of applying boundary conditions at the surface [31] .
Solution Domain, Boundary, and Initial Conditions.
Prior to computation, the computational domain, 18 m long, was divided into structured grids and boundary and initial conditions were prescribed. As shown in Figure 3(b) , only the half of the computational domain (60.63 cm) along the channel was taken into account both in the construction of grids and the simulation due to the symmetry. The height of the computational domain was set ranging from 20 to 23 cm depending on the initial flow depth in the channel. The channel bottom slope is set to be 0.002024. In order to represent the physical flow condition accurately, the boundary conditions have to be carefully defined. The boundary conditions and the computational flow domain are schematically shown in Figures 3(a) and 3(b). As shown in Figure 3 (a), for all 15 runs, measured discharge and normal flow depth obtained in the absence of a bridge for each case were prescribed as the upstream boundary condition. In FLOW-3D, this boundary condition was specified as volume flow rate. Downstream boundary condition was specified with a constant fluid height that is also equal to the normal depth. The sidewalls as well as the channel bottom were defined to be no slip (a zero tangential and normal velocities) wall boundaries (Figure 3(b) ). On the top, pressure (atmospheric) boundary condition was assigned to describe the free surface flow conditions. Measured normal water depth with zero velocities for each run was assigned to each computational cell to set initial flow condition.
Geometries of bridges were prepared using AutoCad software, and they were saved in files, which have an extension "STL. " The bridge file corresponding to the each run was then imported into the FLOW-3D. The flood plain geometry was accomplished within FLOW-3D using FAVOR method, where the cell is defined as a solid obstacle.
Once the initial and boundary conditions were established, the model was applied to each scenario described in Section 2. The model was run until the steady state solution was achieved in the channel. To speed up convergence to a steady state solution, the model was initially run with coarse grids and then with sequential finer grid. The turbulence closure problem was solved by using k-model.
The first-order momentum advection formulation was used as discretization method. The implicit solver, generalized minimum residual method, was used in numerical simulation. It is robust and produces accurate results for large computational domains.
Results and Discussion

Computational Meshes.
Prior to discussion on the findings, it should be better to mention the effects of the grid size on the accuracy and simulation time. It is well known that the finer the grids, the better the accuracy at a cost of longer simulation. Reducing the grid size provides better representation of the computational domain including the structures and also increases the accuracy of the flow computations. However, it also increases the number of grids which in turns trigger other problems. Firstly, the computer may not handle the vast amount of data due to the insufficient memory, and secondly there may be a significant increase in the computation time. Moreover, any increase in the ratio of grid size (cell aspect ratios) between two neighboring cells adversely affects the accuracy [19] . In addition, the FAVOR method, used within the software, is a powerful tool but it is also limited to the resolution of the computational grid. Therefore, in this study, several grid refinement studies were performed and within the aforementioned limits, the best possible smallest grid size was used to represent the computational domain, particularly the piers.
In order to see the effect of grid spacing and configurations on the water surface profiles, three different grid configurations were considered and applied to a case named ASOSC (Table 1) . Firstly, the number of cells reduced to half by using uniform rectangular grids with following grid spacing Δ = Δ = Δ = 2 cm (Mesh 1). Another grid configuration was provided by using fine rectangular grids, 1 cm in all directions around bridge location (Mesh 2), and nonuniform grids with increasing grid spacing in direction towards to upstream and downstream of the bridges (Mesh 3). This resulted in 900 cells in direction with grid spacing ranging from Δ = 1 to 3.02 cm. The minimum horizontal grid spacing was used to accurately represent the bridge piers. The arrangement of different grid spacing in a particular location as well as a direction can easily be done thanks to the automatic mesh generator of FLOW-3D.
The simulation results of three grid configurations applied to a case named ASOSC for = 21 × 10 −3 m 3 /s and = 30 × 10 −3 m 3 /s discharge values can be shown in Figure 4 . Reducing the grid spacing to half produces unsatisfied water surface profiles downstream of the bridges. The water surface fluctuations downstream of the bridges were not accurately captured due to the formation of shallow water on the floodplains at low flow rates. However, in terms of the backwater profiles, the results were found to be very similar to those obtained from the initial grid spacing, 1 cm in all directions in everywhere. Use of 900 cells in direction produced almost identical results and the simulation time was approximately 34 hrs, which is almost 60% of the original case on Pentium Intel Core2Duo E7200 2.53 GHz 2 GB RAM. Testing different grid spacing and configurations leads us to think that optimum grid spacing and configurations in terms of accuracy and simulation time could be provided. It was concluded that the grid sizes played more important role on the water surface profiles downstream of the bridge than upstream site. As a result, Mesh 3 was selected to discretize for all type of bridges. Hence, only available longitudinal backwater surface profiles belong to 5 runs for each bridge model were compared with available experimental data and results are shown in Figures 5(a) -5(c). The water surface profiles obtained from 5 different flow conditions show similar trends; they rise upstream, forming backwater profiles and show a sudden drop through the bridge contraction. Later, they are fluctuated further downstream and reach normal depth downstream of the channel. As can be seen, reasonable agreement between the measured and computed water surface profiles was captured in the upstream directions of the bridges for all 3 cases.
The maximum increase in water level above the normal unobstructed level due to the constriction is known as afflux (maximum backwater) and seen in Figure 1 . It occurs along the upstream region of the bridge constriction at a distance which is approximately equal to bridge opening [12, 26, 35, 36] . Accurate estimation of the afflux is the main objective in the design of a bridge construction and studies regarding backwater calculation continue [37, 38] . The experimental data includes also the measured maximum backwater values for all 15 cases, which let us evaluate the performance of FLOW-3D with regard to the afflux computation. This is accomplished by comparing the computed and measured maximum backwater values. The comparison between the computed and measured afflux values is given in Table 2 . The errors with respect to the maximum backwater for 15 runs were calculated and the averaged percentage error was found to be approximately 3.18%.
The maximum percentage error is found to be 6.10 corresponding to a case named AMOSC with a discharge of 34.43 × 10 −3 m 3 /s and the computed minimum percentage error is 0.02 for the case, ASOSC with a discharge of 29.98 × 10 −3 m 3 /s. In the literature, the errors are sometimes computed with respect to the water depths rather than the maximum backwaters. In that case, it is obvious that the percentage errors and in turn the associated averaged percentage error would be insignificant. The comparisons of computed and measured maximum backwater values are seen in Figure 6 . It can be clearly said that there is a good correlation between the experimental and numerical results. Figure 7 shows that as the discharge increases, the afflux value increases as expected. Furthermore, due to the larger constriction of flow, the effects of AMOSC bridge model on the backwater profile are more pronounced compared to other models.
Conclusions
The purpose of this study was to investigate the performance of a VOF based CFD software with respect to accurate prediction of the water surface profiles using the extensive experimental data that were collected through bridge constrictions with three different types of bridge openings in a compound channel. The k-turbulence closure model was used to determine turbulent viscosity. The results showed that the performance and ability of commercially available CFD software, FLOW-3D, to model backwater profiles for various bridge geometries and flow rates in a two-stage channel generally appear great. The computed and measured water surface profiles downstream of bridges for all cases are in very good agreements. Therefore, CFD models can be recommended to use as a supplementary tool throughout the bridge design process.
Grid spacing in the use of 3D model played very important role in terms of both accuracy and simulation time. It was seen that there was a limit for selection of grid spacing particularly for places that were close to the solid surfaces, that is, bridges as well as places where flow characteristics changed rapidly, that is, immediately downstream of bridges. Use of larger grid in these places could result in unacceptable results. However, number of cells could safely be reduced by using finer grids only for places that are described above. Safely reducing the number of cells provides not only satisfactory results but also saving quite amount of simulation time, especially for the real case data.
In the present study, the findings are limited to the rigid boundary channel and low-flow conditions. Further analyses are needed to assess the performance of RANS based numerical models with different turbulence closures for similar flow conditions having loose boundary with a scour effect and high flow. In addition, due to the difference in friction coefficient between the main channel and the flood plain in nature, applications of a CFD model to field data will be very beneficial to evaluate its performance. Moreover, as a future study, the comparison among 1D, 2D, and 3D model results will provide a significant scientific contribution to the field.
