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Re´sume´ – Nous nous inte´ressons a` l’exploitation de la diversite´ d’un canal MIMO OFDM graˆce a` la me´thode du pre´codage line´aire. Les
performances de ce syste`mes de´pendent essentiellement de deux facteurs de gain, le gain de codage et le gain de diversite´. Nous ve´rifions
expe´rimentalement, graˆce a` un canal dont la diversite´ en fre´quence est artificiellement fixe´e, que l’exploitation de la diversite´ par pre´codage
line´aire est be´ne´fique jusqu’a` ce que toute la diversite´ offerte par le canal soit exploite´e, puis atteint une saturation. Nous montrons aussi que
l’exploitation de plus de diversite´ que ce qu’offre effectivement le canal n’est pas ne´faste, aussi bien dans le cas ide´alise´ d’une de´tection sans
interfe´rence, qu’en utilisant un re´cepteur sous-optimal. Nous constatons que le gain de codage sur le taux d’erreur symbole, plus e´leve´ pour de
petites tailles de la matrice de pre´codage lorsque le rapport signal-a`-bruit est faible, n’a pas d’influence sur les performances exprime´es en termes
de taux d’erreur binaire.
Abstract – We investigate the exploitation of diversity in a MIMO-OFDM channel through the use of a linear precoder. For such systems,
performance depends on both the coding gain and the diversity gain. Through the use of a channel with artificially controlled frequency diversity,
we verify that exploiting diversity improves performance until all the channel diversity is exploited, and reaches a saturation then. We show that
trying to exploit more diversity than that actually available does not hurt performance, in the ideal interference-free detection case as well as
with a suboptimal detector. We show that the coding gain advantage of small precoding matrices at low SNRs vanishes when the Bit Error Rate
metric is considered instead of the Symbol Error Rate.
1 Introduction
Les syste`mes de communications multi-entre´es multi-sorties
(MEMS, en anglais MIMO, Multiple-Input Multiple-Output)
sont l’objet d’un regain d’inte´reˆt suscite´ par des travaux [1,
2] montrant que la capacite´ d’un canal MIMO est nettement
supe´rieure a` celle atteignable en utilisant une seule antenne.
L’importance de l’exploitation de la diversite´ pour se pre´munir
contre les affaiblissements du canal a e´te´ rapidement comprise
[3]. Cette me´thode consiste a` transmettre chaque symbole plu-
sieurs fois, en faisant en sorte que chacune de ces transmis-
sions subisse un affaiblissement diffe´rent de la part du canal.
Ce concept est ge´ne´ralisable pour chaque dimension pour la-
quelle le canal pre´sente des variations : spatiale, temporelle,
fre´quentielle. . . Diverses me´thodes ont e´te´ propose´es pour ex-
ploiter la diversite´. Nous nous inte´ressons a` la me´thode du pre´co-
dage line´aire des symboles de constellation en bande de base,
en l’absence de connaissance du canal a` l’e´mission.
2 Principe du pre´codage line´aire
Apre`s modulation (mappage) en bande de base, 
symboles complexes conse´cutifs sont rassemble´s dans un vec-
teur   . L’ope´ration de prc´odage line´aire prend la forme de la
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 . La structure de la matrice
de pre´codage 
 est obtenue par optimisation [4], en l’absence
de connaissance du canal par l’e´metteur, et dans le cas ou` les
coefficients du canal sont inde´pendants et identiquement dis-
tribue´s selon une distribution de Rayleigh. En particulier, sa
structure garantit un degre´ de diversite´  . Nous appliquons ici
le pre´codage line´aire a` l’exploitation de la diversite´ spatiale et
fre´quentielle d’un canal OFDM. Le de´tail du sche´ma de trans-
mission utilise´ est donne´ en section 4.
3 Gain de diversite´, gain de codage
Tarokh a montre´ [3] que dans le cas ou` le canal suit un
mode`le d’affaiblissement de Rayleigh, la probabilite´ d’erreur
symbole est borne´e par
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ou`   repre´sente la diversite´ de re´ception, donc est fixe´ par la
ge´ome´trie du syste`me, S UﬃW+Y  Z est le rapport signal-a`-bruit,
les
N
L sont les valeurs propres d’une matrice caracte´ristique de
la distance entre deux mots du code dans le cas d’une erreur
entre   et 
C

, et ou`  est le rang de cette matrice. Dans le cas
qui nous concerne,  et les
N
L de´pendent du choix de la matrice

 . En particulier, si celle-ci est correctement construite,  est
proportionnel a` 
La pre´ponde´rance du second terme du produit dans l’e´quation
(2), de´nomme´ gain de diversite´, lorsque le rapport signal-a`-
bruit est grand, est imme´diatement observable. En revanche,
pour des valeurs non asymptotiquement e´leve´es de SAUW  Z , le
premier terme du produit, c’est-a`-dire le gain de codage, peut
jouer un roˆle non ne´gligeable. Nous e´tudions donc expe´rimen-
talement l’e´volution de la probabilite´ d’erreur en fonction de la
taille de 
 .
4 Description des simulations
Nous nous inte´ressons a` un syste`me multiporteuses (aussi
appele´ OFDM, Orthogonal Frequency Division Multiplexing)
comportant

antennes d’e´mission et  antennes de re´ception,
et travaillant sur
>
sous-bandes de fre´quence. Tous les re´sultats
pre´sente´s ici ont e´te´ obtenus dans le cas d’un syste`me pour le-
quel

   antennes, utilisant
>
 porteuses.
Le mode`le de transmission choisi consiste a` ge´ne´rer, pour
chaque symbole OFDM,   	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. Chaque   contient
 symboles d’une constellation BPSK, et il est pre´code´ line´aire-
ment (  
  ). Les valeurs obtenues dans   sont re´parties
sur les diffe´rentes antennes d’e´mission, et sur les sous-bandes
OFDM, ce que nous de´notons par e´talement spatio-fre´quentiel.
Les contraintes impose´es lors de l’e´talement spatio-fre´quentiel
sont que
– sur une fre´quence donne´e, et a` un instant donne´, deux
antenne d’e´mission ne peuvent pas transmettre des sym-
boles du meˆme flux
– les e´le´ments d’un   doivent ”voir” des canaux aussi
diffe´rents que possible, afin de maximiser la diversite´.
Si le canal connaıˆt une corre´lation entre fre´quences adja-
centes, ils devront par exemple eˆtre le plus eloigne´s pos-
sible en fre´quence.
Ce mode`le est de´crit et justifie´ en de´tail dans [4].
Si l’on rassemble tous les symboles transmis dans un meˆme
symbole OFDM dans un vecteur
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l’ensemble de la transmission peut s’e´crire
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ou` la matrice des coefficients du canal est de la forme
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chacune des matrices  2+*
7
, de taille    , repre´sentant le ca-
nal MIMO correspondant a` la sous-porteuse , . ! est une ma-
trice de permutation de taille >   >  qui re´alise l’e´talement
spatio-fre´quentiel selon les caracte´ristiques exprime´es pre´ce´-
demment, et
(
est un bruit blanc gaussien i.i.d.
Le mode`le de canal choisi permet de controˆler pre´cise´ment
la diversite´ fre´quentielle - offerte par le canal, qui est celle
qui nous sert de re´fe´rence. Il consiste a` de´couper le spectre de
fre´quence en - plages, a` l’inte´rieur desquelles les coefficients
du canal sont totalement corre´le´s en fre´quence. En d’autres
termes,  2.*
7
/
2
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. Les
valeurs du canal restent naturellement totalement de´corre´le´es
dans l’espace.
Inte´ressons-nous a` la transmission du symbole   , que l’on
peut isoler dans
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 est une matrice bloc-diagonale de dimensions     ,
qui contient sur sa diagonale  colonnes provenant chacune
d’une matrice  2.*
7
diffe´rente.
?

regroupe les interfe´rences
provenant des autres symboles (  BA
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), et @  la contri-
bution du bruit. Cette e´criture montre que la diversite´ maxi-
male atteignable par ce syste`me est   , dans l’hypothe`se ou`
les re´alisations du canal sont suffisamment de´corre´le´es entre les
fre´quences. Les simulations pre´sente´es dans cet article utilisent
la valeur - FE , et comparent les performaces du pre´codage
line´aire pour diffe´rentes valeurs de  .
Toutes les simulations ont e´te´ effectue´es sous l’hypothe`se
d’une connaissance parfaite du canal par le re´cepteur, et d’au-
cune connaissance du canal par l’e´metteur. Deux types de de´tec-
tion ont e´te´ utilise´es, et sont pre´sente´es ci-apre`s.
4.1 De´tection MV-BFA
Ce cas correspond a` l’hypothe`se ou` l’on ignore artificielle-
ment la pre´sence de l’interfe´rence entre symboles ( ?

G ).
On peut donc ope´rer une de´tection selon le maximum de vrai-
semblance dans un bruit Gaussien, afin de ve´rifier le gain de
diversite´ de l’e´quation (2). Nous la de´signons par MV-BFA. Il
s’agit d’un cas ide´alise´ destine´ a` mettre en e´vidence la perfor-
mance maximale atteignable par ce sche´ma de transmission,
en supposant que le re´cepteur dispose de ressources de calcul
importantes.
4.2 De´tection EQMM-IC
Ce type de de´tection, correspondant a` un cas plus re´aliste,
prend en compte les interfe´rences entre symboles. Le premier
e´tage est un estimateur line´aire non biaise´ minimisant l’erreur
quadratique moyenne (EQMM)
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Z e´tant respectivement la variance du bruit et de l’in-
terfe´rence. Il est suivi d’une estimation Baye´sienne prenant en
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FIG. 1: Taux d’erreur symbole avec de´tection MV-BFA
compte l’information a priori sur la constellation   utilise´e :
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et d’un e´tage d’annulation d’interfe´rence ou`
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est calcule´ a`
partir des symboles interfe´rents
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5 Re´sultats expe´rimentaux
5.1 De´tection MV-BFA
On constate sur la figure 1 que, conforme´ment a` ce qui e´tait
attendu, l’augmentation de la taille de la matrice de pre´codage
line´aire accentue la pente du taux d’erreur symbole. Un phe´no-
me`ne de saturation apparaıˆt pour  E

lorsque toute la di-
versite´ du canal est exploite´e (     - ). Il est inte´ressant
de remarquer que cette saturation n’implique pas de de´gradation
des performances : cela` signifie que le choix de la taille du
pre´codeur line´aire en fonction de la diversite´ du canal n’est
pas critique, et qu’un  trop grand n’est pas ne´faste. Toutefois,
le re´gime asymptotique n’est pas atteint dans nos simulations,
puisque la diversite´ the´orique du syste`me est   -    , et
que la pente calcule´e entre les deux points de plus haut rapport
signal-a`-bruit est seulement de -5,6 pour le cas     .
En re´gime non-asymptotique, on constate que des tailles plus
faibles de 
 permettent d’ame´liorer le gain de codage : le taux
d’erreur symbole est plus faible pour les petites valeurs de  .
En revanche, diffe´rentes tailles de  impliquent des tailles de
constellations diffe´rentes pour les   , donc un nombre de bits
par symbole diffe´rent. Une fois ramene´ au taux d’erreur bi-
naire, l’avantage des petites valeurs de  sur le gain de codage
disparaıˆt, comme le montre la figure 2. Par contre, l’avantage
des grandes valeurs de  lorsque le rapport signal-a`-bruit est
e´leve´ est toujours ve´rifiable en termes de taux d’erreur binaire.
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FIG. 2: Taux d’erreur bit avec de´tection MV-BFA
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FIG. 3: Taux d’erreur symbole avec de´tection EQMM-IC
5.2 De´tection EQMM-IC
Dans ce cas largement sous-optimal mais plus re´aliste, on
constate (voir figure 3) que, malgre´ un de´calage important par
rapport a` la borne du filtre adapte´ (environ 8dB pour un taux
d’erreur symbole de   " ), la tendance est la meˆme : l’aug-
mentation de la taille de 
 augmente la pente asymptotique de
la courbe, meˆme si on reste loin du re´gime asymptotique a` haut
rapport signal-a`-bruit (la pente asymptotique n’est plus que de
-2,6 entre les deux derniers points simule´s, pour     ).
On constate le meˆme phe´nome`ne de saturation sans de´gra-
dation que celui qui a e´te´ observe´ en l’absence d’interfe´rence,
lorsque toute la diversite´ du canal est exploite´e. On constate
e´galement que les petites valeurs de  ont l’avantage lorsque le
rapport signal-a`-bruit est faible. Comme dans le cas pre´ce´dent,
cet avantage disparaıˆt lorsque l’on conside`re le taux d’erreur
sur les bits, comme le montre la figure 4.
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FIG. 4: Taux d’erreur bit avec de´tection EQMM-IC
6 Conclusion
Nous avons ve´rifie´ expe´rimentalement l’effet de l’exploita-
tion de la diversite´ par la me´thode du pre´codage line´aire. Il ap-
paraıˆt que, dans un cas pratique de de´codage sous-optimal, les
effets de l’exploitation de la diversite´ sont conformes a` ce que
pre´dit la borne du filtre adapte´, a` savoir qu’une exploitation
maximale de la diversite´ augmente la pente asymptotique de
la courbe du taux d’erreur, et qu’il n’est pas ne´faste d’utiliser
un format de transmission exploitant plus de diversite´ que celle
effectivement offerte par le canal. L’optimisation du gain de
codage, qui augmente pour de petites matrices de pre´codage,
dans le but de diminuer le taux d’erreur symbole, se re´ve`le in-
effectve en ce qui concerne le taux d’erreur binaire.
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