A method for the reconstruction and motion problems is presented, under the assumption that a number of point correspondences in a pair of images are known.. A geometric and algebraic theory is presented, based on invariancy properties of point con guration under a ne and projective transformations. In particular, a characterization of those image pairs which correspond to the same point con guration in an unknown scene is given. An algorithm along these lines is presented, yielding complete sets of solutions to the reconstruction problem. A main idea is to exploit the a ne structure of the problem, and work with relative locations, before turning the the metrical structure, and absolute locations. It turns out that relative depth information can be achieved at a low computational cost.
Introduction
The reconstruction of a scene and/or the determination of the movement of a camera from a pair (or sequence) of images are central topics in computer vision, with applications e.g. in robotics and navigation. Several algorithms exist, in general based on iterative numerical techniques. A survey, as well as a new algorithm, can be found in 5] . The problem is ill-posed, both what concerns stability ( 2] , 1]), and non-uniqueness ( 3] , 9]).
The purpose of the present article is to develop some new theoretical tools, which may contribute to the understanding of the stability and ambiguity problems, and to develop new algorithms. The basic ideas are to study the imaging of point con gurations instead of individual points, and to fully exploit their a ne properties before turning to the more complex Euclidean ones. The fundamentals of the approach were presented in 10], 11].
In Sections 2 and 3 below, brief recapitulations of a concept of a ne shape and its transformation properties are given. In Section 4 the main new theoretical results are presented. These have been implemented in a computer algorithm, yielding complete sets of solutions to the reconstruction problem. Some simulation results are discussed in Section 5.
Throughout the paper, it is assumed that the correspondence problem is solved beforehand, i.e. that a set of point matches between images is established.
Shape
The term`shape' is common in the computer vision literature, with many di erent meanings, depending on what properties of an object or a surface one wants to model. Here the term is used to catch those properties of point con gurations which are invariant under a ne coordinate transformations, cf. 10], 11].
The objects of geometrical study are in general points. The key idea here is instead to consider a geometry where the objects are clusters of points, treated collectively. More precisely, by an (m+1)-point con guration in the a ne n-space A n is meant an ordered set X = (X 0 ; : : :; X m ) A n The a ne span of X in A n , i.e. the smallest a ne subspace of A n which contains X, is denoted X]. If n = 3 and no four of the points of X are coplanar, or if n = 2 and no three of the points of X are colinear, then X is said to be non-degenerate.
Intending to de ne shape by means of dual notions, i.e. by means of the linear relations that exist between the points belonging to a con guration, the following lemma is fundamental. 
Conversely, if these nullspaces coincide, then x and x are related by an a ne coordinate transformation x = Ax + b, which is unique i X] = A n .
One consequence of this lemma is that the set (1) is independent of the a ne coordinate description of X, and thus only depends on intrinsic properties of X. This makes the following de nition meaningful.
De nition. The (a ne) shape of X = (X 0 ; : : :; X m ) is the space s(X) = N 1 1
provided that it is non-trivial, where X i ; i = 0; : : :; m, stands for coordinates in an arbitrary a ne coordinate system. 2 Generally speaking, if X is an (m+1)-point con guration, then s(X) is a non-trivial linear sub-space of IR m+1 , always contained in the hyperplane P i = 0. About the dimension of this space, the following can be said: dims(X) = m ? 1 if the points are colinear dims(X) = m ? 2 if the points are coplanar, but not colinear dims(X) = m ? 3 if the points are not coplanar (2) Since non-trivial proportional elements of s(X) de ne the same linear combination, on places it is natural to identify them, i.e. to treat s(X) as a projective space, rather than a linear one. Non-degenerate con gurations X A n are characterized by the fact that every 2 s(X) has at least n + 2 non-zero components.
The geometric meaning of shape is illustrated by the following example.
Example. If X = (X 0 ; : : :; X 3 ) are the corners of a plane parallelogram, with diagonals X 0 ; X 2 and X 1 ; X 3 , then, in any coordinate representation, X 0 = X 1 ?X 2 + X 3 . It follows that s(X) = (?1; 1; ?1; 1). If X 0 is constructed from X by adding the centroid as a fth point, then s(X 0 ) has dimension 2. It may be described as the linear Grassman coordinates i1;:::;id = the d-minor of (3), de ned by the rows i 1 ; : : :; i d characterize the linear space s(X). (Note however that every such tuple does not de ne a shape. To this end they also need to satisfy certain additional algebraic conditions). In the de nition of shape, the coordinate invariancy is very important. It makes it possible to compute the shape of an image con guration from intrinsic measurements in the image plane, i.e. in terms of an arbitrary coordinate representation. The same holds for object con gurations. In doing this, no reference is thus made to the particular imaging process, that associates an object with its image.
We use the notation X 0 s = X 00 () X 0 and X 00 have equal shape In view of Lemma 1 this means that X 0 and X 00 can be mapped onto each other by an a ne transformation.
Transformation properties for shape
In this section it will be described how the shape, as de ned above, transforms under projective transformations.
By a perspectivity with center Z in A 3 is meant a mapping with the property that every point on a line through Z is mapped onto the intersection of the line with some plane , the image plane, where Z = 2 . In a natural way, every such mapping induces a perspectivity between con gurations X ?! Y. In 10], 11], it is shown how the concept of shape may be used both for the forward problem , i.e. given the action of P on a con guration X, describe the action of P on a general point X; for the inverse problem , i.e. given X and Y, characterize all perspectivities P such that Y s = P(X); and for the derivation of projective invariants , i.e. relations between X and Y = P(X) that hold independently of P. In this article, there is reason to deal with the inverse problem only. For details, see 10].
Theorem 1 Given X and Y, where Y is a planar con guration. Then the following statements are equivalent:
(i) There exists a projectivity P, such that P(X) s = Y, where X has depth with respect to P(X).
The following corollary gives a method that for given image coordinates and known object shape, enables the computation of the depth of a projective transformation (if it exists). Here 1 T stands for a row vector with unit components, and Y is the matrix having the coordinates of the points Y i as columns. Obviously, without any metrical information about the object con guration, any solution of these problems is determined up to scaling factors only.
Below, without loss of generality, the case where the viewpoint is held xed, while the object undergoes an isometric transformation between two imaging instants, will be considered. Fix an orthonormal coordinate system with origin in the focus Z, such that the image plane has e.g. the equation The two problems R and M are in principle equivalent. In fact, by analytic geometry one readily shows how a solution to R is obtained from a solution to M. To see the reverse, suppose that the depths and of an object con guration under the two perspectivities are known. Then the coordinates for the two object positions are ( 0 y 0 ; : : :; m y m ) and ( 0 y 0 ; : : :; m y m ), respectively. Select four non-coplanar points x 0 ; x 1 ; x 2 ; x 3 in the object con guration. After the rigid transformation, the coordinates of the corresponding points are x 0 ; x 1 ; x 2 ; x 3 . Let E and E be obtained by orthonormalization of the vectors fx k ? x 0 g 3 1 and f x k ? x 0 g 3 1 , and let t and t denote coordinates with respect to the corresponding orthonormal coordinate systems, having origins in x 0 and x 0 respectively. Then coordinate transformations from the original system to the new ones are given by s = Et + x 0 and s = E t + x 0 . The object displacement is described by the transformation t = E ?1 E t + E ?1 ( x 0 ? x 0 )
Here the orthonormal matrix E ?1 E describes the rotation part, and the second term the translation part of the displacement. If instead the object is held xed, the formula describes the camera movement.
Implicit in this formulation lies the assumption that the imaging process is physically realizable, i.e. that the object and image con gurations lie on the same side of the origin. It will be convenient at a rst stage to loosen this restriction. With the notations introduced above, we thus consider the problem of nding all isometric object displacements (hence also non-physical ones), compatible with the image data: Problem I. Determine This structure theorem for image correspondences may also be used in studying the multiplicity of solutions. In particular, when having plane object con gurations consisting of more than 4 points, it will follow that there exist at most two solutions. The corresponding problem in space is considerably more di cult. For an overview, see 3], where also interesting historical notes can be found. In this case, by a theorem of Demazure( Kruppa), for ve point con gurations the maximal number of solutions is ten. For another proof of this result, see 9] . Still another proof may be based on Theorem 3 and Lemma 2 below.
Above the notion of image corresponcence has been used in the rigid sense. In order to solve the reconstruction and motion problems, it is helpful to consider also the weaker notion of a ne image correspondence, de ned by the diagram below. Observe 
Of these ve equations, at most three are linearly independent.
Proof: The rst two statements follow directly from Theorem 4. The last statement is a consequence of the vanishing of P and P . The following lemma is given without proof: (9), invoking only q 0 ; : : :; q 3 , one obtains a linear system consisting of 4 equations in the 6 indeterminates t 1 = q 0 q 1 ; : : :; t 6 = q 2 q 3 (lexicographical order). This can be solved for e.g. t 1 ; : : :; t 4 in terms of t 5 ; t 6 . Using that t 1 t 6 = t 2 t 5 = t 3 t 4 , by solving second order polynomial equations, the values of t 1 ; : : :; t 6 are determined. Then, nally, by taking logarithms of these values, solving a linear system in logq 1 ; : : :; logq 5 , and an exponentiation, the values of q 0 ; : : :; q 5 are obtained.
In the proof of the following theorem is sketched an algorithm, yielding all solution to I (hence also to R and M), compatible with image data. Proof: By Lemma 2, there exist at most two possible values of the relative depth q, up to proportionality. For each of these q-values, by Theorem 3, t has to be determined so that
has rank 2 and is inde nite. The same must then hold for all symmetric 3 3 submatrices of H tq . In the vanishing of each of their determinants, we recognize a generalized eigenvalue problem, having three eigenvalues. Of these, only the intermediate one makes H tq inde nite. By Theorem 3 this value of t 2 must be common to all the 3 3 eigenvalue problems, and it yields two solutions of I. Thus, in total, there exist at most four solutions. The theory above has mainly dealt with image pairs. When dealing with image sequences, it opens some new possibilities for e cient algorithms. In fact, each computation of depth from image pairs also gives the location of the object X (up to a scalar factor).
Hence the shape s(X) can be computed. For the successive images in the sequence, by means of Corollary 2, the depth may be computed from linear equations only. For exact (continuous) image data, only one application of the image pair algorithm is needed. For real data, sampled and with noise, it has to be applied repeatedly, to give a reliable estimate of s(X).
Experimental results
The theory developed has been implemented in computer algorithms, using LINPACK and EISPACK routines, within the package MATLAB, ( 8] ). It has been tested on computer generated data. For eight point image correspondences, the algorithm typically needs about 30000 oating point operations to compute a complete set of solutions to the reconstruction problem. Its performance in speed compared to other algorithms has not yet been evaluated. For the computation of relative depth in the same situation, only about 2000 oating point operations are needed. Figure 1 illustrates the motion of a 6-point con guration, and shows the corresponding relative depth values.
The algorithm has also been used for studies of the image reconstruction problem setting, both what concerns stability and ambiguity. Randomlygenerated rigid movements have been applied to randomly generated object con gurations, and the corresponding images have been generated. From these images, complete sets of solutions to the reconstruction problem were computed. The image data have then been subjected to noise. As is witnessed by many authors, cf. e.g. 2], small disturbances in image location may give rise to large deviations in the reconstruction. Progressing e orts are devoted to the explanation of these observations, cf. e.g. 1]. It turns out that relative depth is relativly insensitive to disturbances; typically a random error of one pixel in each of the image point coordinates causes an error in each component of the normalized relative depth vector q of about 0.02. As also can be expected, by using con gurations with more points, stability is improved. (In this case, some of the linear systems that appear in the algorithm, have to be solved in least square sense.) The theory developed in this paper also sheds some light on these stability problems. Thus, for instance, via Corollary 5, the a ne constraints contribute with an explicit set of instability conditions for the relative depth, and information about the degree of instability.
