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ABSTRACT
In this study we addressed fundamental characteristics o f image analysis in
remote sensing, enumerated unavoidable problems in spectral analysis, and highlighted
the spatial structure and features that increase information amount and measurement
accuracy. We addressed the relationship between scale and spatial structure and the
difficulties in characterizing them in complex remotely sensed images. We suggested that
it is necessary to employ multiscale analysis techniques for analyzing and extracting
information from remotely sensed images.
We developed a multiscale characterization software system based on an existing
software called ICAMS (Image Characterization And Modeling System), and applied the
system to various test data sets including both simulated and real remote sensing data in
order to evaluate the performance o f these methods. In particular, we analyzed the fractal
and wavelet methods. For the fractal methods, the results from using a set o f simulated
surfaces suggested that the triangular prism surface area method was the best technique
for estimating the fractal dimension o f remote sensing images.
Through examining Landsat TM images of four different land covers, we found
that fractal dimension and energy signatures derived from wavelets can measure some
interesting aspects of the spatial content o f remote sensing data, such as spatial
complexity, spatial frequency, and textural orientation. Forest areas displayed the highest
fractal dimension values, followed by coastal, urban, and agriculture respectively.
However, fractal dimension by itself is insufficient for accurate classification o f TM
images. Wavelet analysis is more accurate for characterizing spatial structures. A longer

xi
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wavelet was shown to be more accurate in the representation and discrimination of landcover classes than a similar function of shorter length, and the combination o f energy
signatures from multiple decomposition levels and multispectral bands led to better
characterization results than a single resolution and single band decomposition.
Significant improvements in classification accuracy were achieved by using fractal
dimensions in conjunction with the energy signature.
This study has shown that multiscale analysis techniques are very useful to
complement spectral classification techniques to extract information from remotely
sensed images.

xii
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CHAPTER 1 INTRODUCTION
Geographers have long sought to provide complete representations and
interpretations of geographically distributed phenomena (Abler et al. 1992; Quattrochi
and Goodchild 1997). Traditionally, geographic information has been expressed by paper
maps in a variety o f scales, and as texts. The rapid development o f space, information,
and communication technologies over the past decades has led to fundamental changes in
the ways geographic data are acquired, represented, analyzed, and used. Nowadays it is
more convenient and more flexible to store and analyze geographic data in digital formats
through geographic information systems (GIS) (Foresman 1998), and to collect and
process spatial data of multiscale, multiphase, multispectrum, and multidimension by
remote sensing (Jensen 1996; Simonett 1983). Remote sensing and GIS technology have
been widely adopted in fields such as global monitoring and modeling, environmental
assessment, resource management, regional sustainable development, land cover and land
use mapping, and administrative management for corporations in a broad range o f spatial
and temporal scales (Maguire et al. 1991; Wilkinson 1996).
With the fast growing trend toward the use o f digital technology, remote sensing
data and other spatial data have made a great challenge to geographic information
handling because o f their spatial complexity and high density o f information (Goodchild
1996). For example, NASA Earth Observing satellites with global coverage such as Terra
satellite and Landsat 7, provide amounts o f data at rates approaching 1 terabyte per day,
spanning a range of spatial resolutions from tens o f meters to tens o f kilometers with
wavelengths from visible to microwave, and with frequently repeated coverage as well.
As another example, NASA EO-1 hyperspectral remote sensing satellites will be utilizing

1
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hundreds o f bands with resolution in tens o f meters, producing, hundreds of gigabytes o f
data sets for even small regional coverage. The challenge is how to efficiently analyze
and extract information from these data holdings for the benefit o f global change studies,
environmental modeling, resource mapping, and other needs o f science and society from
local to global levels.
In recent decades remote sensing has become a principal method o f collecting
spatial data and has evolved as a quantitative discipline based on computer analysis o f
digital multispectral images. However, the basic principles underlying remote sensing
and the fundamental tool of remote sensing analysis have remained the same (Atkinson
and Tate 1999). Most remote sensing applications are to estimate the earth’s surface
properties by spectral analysis. The basic principle underlying spectral analysis is that a
spectrum o f radiation is reflected or emitted from some property o f interest on the earth’s
surface. Each pixel in a remotely sensed image carries a signal representing areal features
o f the earth’s surface in a particular spectral range. This relationship between spectral
data and the surface property may be expressed by a correlation coefficient. It should be
clear that spectral analysis involves modeling the relationship between surface and
spectral variables and using this relationship for prediction. The information utilized
exists only in the relations between the spectral data and the property of the earth’s
surface to be estimated (Lillesand and Kiefer 1994).
However, spectral approaches ignore the spatial information which exists in the
relations between the pixels which comprise the image. In practice, geographic problems
of practical interest depend on spatial context. Environmental and ecological phenomena
and processes are spatially correlated and scale-dependent in nature. Thus, spatial

2
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analysis has the potential to increase both the amount of information and the accuracy o f
the data provided by traditional spectral remote sensing approaches (Goodchild et al.
1992). However, a major difficulty with spatial analysis for remote sensing data is how to
obtain information from such spatial relations or spatial variation. Unlike spectral value,
spatial information implicitly exists in the individual pixels and the relationships among
these pixels (Fisher 1997; Gregorie and Raffy 1994). The spatial relationships and
variability underlying the scene contribute to the spatial complexity in remotely sensed
imagery, which is seldom explicitly describable.
The increasing amount of remotely sensed data requires efficient spatial analysis
techniques. Many spatially explicit techniques for the analysis of remotely sensed images
are now emerging from the research literature. Some research explores the relationship
between geographical pattern and process, and how the relationship changes with scale
(Friedl 1995; Naveh and Lieberman 1994; Quattrochi and Goodchild 1997; Turner and
Gardner 1991). That the realization of spatial phenomena and structure is scale-dependent
is evident in recent studies (Bian and Walsh 1993; Fisher 1997; Moody and Woodcock
1994; Pecknold et al. 1997). Recent work on the scaling behavior o f various phenomena
and processes has shown that many processes and phenomena do not scale linearly or
uniformly (Jupp et al. 1988; Justice et al. 1987,1989; Raffy 1994). There has been an
increasing trend to use multiple scale approaches in remote sensing analysis (Hu and
Islam 1997; Raffy 1994) and elsewhere (Bruegger 1994; Floriani et al 1996; Wood
1995).
The development of techniques for dealing specifically with scale becomes a
major interest in the spatial analysis of remote sensing (Atkinson and Curran 1995;
3
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Curran 1988; Lam and Quattrochi 1992; Marceau et al. 1994; McKenzie et al. 1992;
Plotnick 1993; Quattrochi and Goodchild 1997; Townshend and Justice 1988; Woodcock
and Strahler 1987). There have been at least three types of scale issues in remote sensing
that are especially critical to consider; these include multiscale information extraction,
data integration, and scale inference. Multiscale information extraction attempts to
utilize techniques such as the hierarchical structure model that allow a single data set to
supply the feature o f interest at many scales (Rosenfeld 1984; Spaniol et al. 1994; Tabb
and Ahuja 1997). Data integration handles data at multiple scales in a consistent format,
such as data fusion (Justice et al. 1989; Wilkinson 1996; Van Der Meer 1997). Scale
inference refers to model interpolation and extrapolation according to a known scale
(Muller et al. 1995; Quattrochi et al. 1997; Quattrochi and Goodchild 1997). It is believed
that scale inference remains the most difficult problem in global environmental research
(Lam etal. 1994).
The fundamental key in spatial analysis is a good understanding of the main
characteristics o f spatial data at different scales (UCGIS, 1996; Quattrochi and Goodchild
1997). Characterization and parameterization of spatial data at different scales are a
prerequisite to be considered. It is not only challenging but also more demanding to
develop efficient and innovative techniques for measuring spatial data with scale effects
so as to allow for information extraction, data integration, and further useful scale
inference from such a wealth o f remote sensing and other spatial data (Lam et al. 1998).
1.1 Statement o f Problem
This study primarily focuses on the problem of characterizing spatial structure in
remotely sensed images. Spatial structure is a crucial characteristic o f remotely sensed
4
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data. The characterization of spatial structure is necessary for the interpretation of
geographical information, and is an important aspect of information extraction and spatial
modeling (Metzger and Muller 1996; Turner and Gardner 1991).
Much o f the earth's land surface is made up of a heterogeneous mixture of
different land cover types. Such heterogeneous landscape patterns are usually exhibited
as spatial variation of spectral responses and structural features such as texture in
remotely sensed images. Spatial structures become fragmented or heterogeneous
depending upon the scale of observation and measurement, which may appear
heterogeneous at one scale range but homogeneous at another (Turner and Gardner
1991). Additionally, many landscape patterns exhibit self-similarity properties like
mountain, forest, drainage, urban and agriculture areas (Mandelbrot 1982). Landscape
with a stable similarity of structures implies scale invariance; that is, when the image
scale (or resolution) is modified, our interpretation o f the scene should not change (Mallat
1989). The property of scale invariance can be regarded as a fundamental property of
image structure (Tabb and Ahuja 1997).
Due primarily to the heterogeneous nature and self-similarity property o f the
earth's surface and the association between texture patterns and landscape contents, the
variety and complexity of spatial structures in remotely sensed images present a
challenge as well as an impetus for seeking more effective approaches to measurement.
In particular, a number o f related research questions will be addressed in this study.
These sets o f questions will define the research tasks to be carried out.
•

What are effective and accurate methods for capturing or measuring properties o f
the spatial structure of remotely sensed images?
5
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•

Are multiscale approaches needed? How do the selected methods compare with
the more conventional spatial techniques o f characterizing image data?

•

How could the textural features of spatial structure be related to different
landscape patterns (e.g., urban, agriculture, forest)?

•

Can we use those features that quantify the texture content to classify images for
further information extraction?

1.2 Methods
Recently developed spatial analysis approaches from a variety of science
disciplines offer the possibility of highly efficient statistical characterization, analysis and
identification o f spatial data in remotely sensed imagery (Parker 1997; Ritter and Wilson
1996; Schowengerdt 1997; Womell 1995). A variety o f algorithms have been developed
and adopted to represent and characterize the scaling property o f spatial data, such as
convolution filters, Fourier transform, spatial autocorrelation, geostatistics, co-occurrence
matrix, fractal measurement, and wavelet analysis.
Choosing methods to be used in this study involved two key factors: 1) we sought
methods that capture the important characteristics o f the spatial structure o f interest as
closely as possible; 2) we sought methods that are convenient and efficient mathematical
tools explicitly for representation and analysis in a multiscale framework.
Fractal analysis and wavelet analysis are two multiscale approaches for measuring
characteristics o f spatial structure. They have been fueled by the following two points:
•

Many natural landscapes and texture structures exhibit self-similarity features or
similar behavior across a broad range of space or time scales.
6
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•

The variety and complexity o f spatial structures often clearly exhibit a global
character with a superposition o f local features.
There are two great attractions in using fractal based methods. First, in many

cases a small number o f parameters or amount of invariance can be used to characterize a
complex fractal structure. Second, many fractals are naturally generated by some
underlying dynamic process. Such a process will often yield descriptions of the
relationships between different parts or more importantly different scales o f the fractal
structure. From this point o f view a fractal may be seen as a compact description o f the
hierarchy o f features in a given spatial structure or phenomenon (Barnsley 1988, 1993;
Lam 1990; Mandelbrot 1982; Pentland 1984).
Wavelet transform is a powerful tool for analyzing the dependence o f data on
scale and position. The wavelet transform can be used to define a local energy density
and spectrum, to estimate fractal dimension, to detect texture and singularities, to find the
extreme o f derivatives at different locations and scales, and generally to compare average
and local properties as a function of scale. Wavelet transform acts as a mathematical
microscope with variable position and magnification (Chui 1992; Daubechies 1991;
Mallat 1989; Ranchinand Wald 1993; Scargle 1997).
Fractals and wavelets are formal mathematical tools appropriate for different
details of measurement. They show great promise as a means o f studying the selfsimilarity and textural nature o f remote-sensing images. They heavily rely on the scale
concept. It has been suggested that an expanded employment o f fractals and wavelets in
remote sensing research is needed to yield a better understanding o f the relationship
between spatial structure and spatial properties of remote sensing data (Lovejoy and
7
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Schertzer 1988; Lam 1990; Quattrochi and Lam 1992). Hence, more research is
necessary to relate fractal dimensions and wavelet techniques with different biophysical,
ecological, geological, and landscape phenomena and statistical parameters, as
manifested in remote sensing data (Benedetto and Frazier 1994; Jaggi et al. 1993;
Mohanty 1997; Ranchin and Wald 1993; Scargle 1997). A thorough evaluation of the
various measurement techniques is needed to reliably characterize and compare various
types of landscapes and their corresponding fractal dimensions and wavelet signatures.
This will lead to a better understand the relationships of landscape type, pattern, and
process at multiple spatial scales (Akujuobi 1995; Lam 1994; Ranchin and Wald 1993).
1.3 Objectives
The major objective of this dissertation is to develop a unified multiscale
framework for efficiently characterizing, analyzing, and processing several broad classes
o f remotely sensed data. The main techniques to be implemented in multiscale fashion
are fractal analysis to determine fractal dimension, and wavelet analysis to determine
selected spatial features such as energy and entropy. Specially, the objectives to be
accomplished in this study are as follows.
This research will develop and implement efficient and accurate methods for
characterizing spatial structure. In order to perform this task, the existing fractal
algorithms need to be improved in computing efficiency and accuracy (Jaggi et al. 1993;
Lam and De Cola 1993; De Jong and Burrough 1995). Spatial indices and features
including fractal dimension and wavelet signatures (e.g., energy and entropy) that
quantify the structural content o f an image will be implemented (Pittner and Kamarthi
1999). These techniques can be considered as data mining tools to extract the spatial
8
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information that remote sensing data contain. These selected and tested spatial analysis
methods will be bundled and made available to the broader scientific community. The
purpose of bundling these methods into a user-friendly software module is to provide
quick and easy access to the analytical tools so that they can serve as a fundamental
building block for spatial analysis and modeling. These methods will be evaluated and
validated. These techniques will be used to identify spatial characteristics of multiscale
and multispectral remote-sensing data. This research will use Landsat Thematic Mapper
from different parts of Louisiana. The effectiveness of these spatial indices in
characterizing remote sensing data will be examined by identifying and classifying the
underlying landscape types.
1.4 Expected Results and Significances
Despite numerous potential applications, fractals and wavelets analysis have not
been widely used in the analysis of remote sensing data. One of the reasons is that the
measurement techniques such as using fractals and wavelets are not easily available. On
the other hand, more research is necessary to use these techniques and to explore the
relation between spatial indices with different landscape phenomena as manifested in
remote sensing data (Jaggi et al. 1993).
This dissertation continues the earlier research efforts of Lam et al. (1994) and
Quattrochi et al. (1997). Specially, this research will accomplish results as follows:
•

To develop and implement various algorithms o f fractal analysis and wavelet
analysis,

9
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•

To combine the above multiscale algorithms in a unified system with a userfriendly interface for ease o f use in the future,

•

To estimate fractal dimensions for selected regions and typical land cover types,
and for different scales and image bands from remote sensing,

•

To compare and evaluate the selected fractal dimension approaches and suggest
an appropriate method for future application,

•

To seek the relationships between the characteristic parameters and land cover
types so that they can serve as a basis for future information extraction techniques
of land cover types,

•

To examine the efficiency o f fractal models in characterizing spatial features in
remotely sensed images,

•

To perform image classification for different land cover types using these spatial
features.
There are three significant aspects o f this study:

•

This research will provide insights into the meaning o f fractals and the related
multiscale analysis as applied to remote-sensing data, and attempt to answer
whether the fractal model can provide a characterization of the spatial structure of
remotely sensed images accurately and reliably, and identify land-cover types.

•

For many years, a lot o f time and effort have been devoted to quantitative analysis
of spectral information for remote sensing data, but the extraction of information
from the spatial structure of images has been considerably less developed because

10
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o f the lack o f understanding of spatial variations in the imagery and the lack of
support of formal theory. This study will attempt to prove that multiscale analysis
is promising. This research will try to bridge the gap between spatial structures of
image and feature extraction. Applications of the fractal model and wavelet
analysis in spatial analysis will provide a better understanding of scale effects.
•

This research will provide an integrated tool of spatial analysis in a multiscale
framework. These multiscale techniques are seldom available for spatial analysis
in the current commercial GIS/remote-sensing software. Such insufficiency will
affect geographic data mining. The research will integrate and improve a variety
o f fractal dimension algorithms and wavelet analyses for characterization of
remote-sensing data.

1.5 Chapter Organization
Chapter 2 begins by presenting background material relevant to the three
fundamental characteristics of image analysis in remote sensing such as spectral
response, spatial structure, and feature space, followed by the corresponding analysis
techniques, that is spectral analysis, spatial analysis and image classification. We
enumerate three unavoidable problems in spectral analysis, highlighting the spatial
structure and features that may increase information amount and data accuracy such as
improving the image classification accuracy. The rest o f the chapter discusses the
relationship between scale and spatial structure and characterization difficulties that may
be encountered in a complex remotely sensed landscape, which leads to an alternative
implementation of texture measurement methods, namely the multiscale approach.

11
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Chapter 3 starts with a discussion of a conceptual multiscale approach in general.
The aim is to put the scope o f this dissertation into a wider context, and to emphasize
why the notion of scale is crucial when dealing with spatial data, especially remote
sensing data. We review the existing multiscale representation approaches, followed by
an overview of the specific multiscale analysis in a remote sensing context. A comparison
and contrast o f different approaches to multiscale representation is presented, and a
number of special problems of the existing multiscale analysis techniques are pointed out.
This discussion will lead to a natural choice of wavelet representation and fractal analysis
for texture measurement.
Chapter 4 begins with an overview of fractal analysis in texture measurement that
leads to the use of fractal analysis in this study. We describe the principle of fractal
geometry and the concept of fractal dimension, and then present the fractional Brownian
motion (fBm) model as a fundamental model of natural forms and random processes.
Following this we introduce a set o f fractal algorithms which calculate fractal dimension
at different scales.
Chapter 5 provides an overview of wavelet analysis in texture measurement. The
concept o f wavelet transform and wavelets are introduced. A detailed discussion of
multiresolution decomposition is made, followed by a number o f wavelet signatures
which are commonly used in texture analysis. Chapter 5 parallels the development of
chapter 4, but explores an alternative of texture measurement methods.
Chapter 6 begins by showing the proposed procedure for the experimental study
using multiscale analysis. The entire experimental study is divided into two stages in the
research. This chapter is the first part of the two stages o f the experimental study. A
12
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practical and operational software system o f multiscale characterization was first
developed and implemented. Before starting working on the real remote sensing data, we
examine the major methods, such as the comparison and evaluation o f fractal algorithms.
These experimental results present the methods and measurements which have been used
in the past for estimating fractal dimensions. An evaluation of the fractal methods focuses
on a benchmark study of the various fractal measurement algorithms. A proper fractal
algorithm in this system is suggested to provide further characterization of remotely
sensed data.
Chapter 7 is the second part of the experimental study, beginning by introducing
the study area where the whole experimental test is conducted. The test data contain
Landsat TM remote sensing data of Louisiana. This chapter explores the use of the fractal
dimension and wavelet energy signatures to quantify images’ spatial structures in
remotely sensed images. Experiments on remotely sensed images o f different land-cover
types demonstrate how the suggested approach can be used for characterization, analysis
and classification o f remote sensing images. We evaluate the performance o f the
minimum distance classifier using fractal dimensions, and wavelet energy signatures, as
well as their combinations. Then, land cover classification is used for examining the
performance and effectiveness of the multiscale methods.
Chapter 8 summarizes the results o f this dissertation, presents the major
contributions, and details a number of avenues for further research.

13
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CHAPTER 2 BACKGROUND
2.1 Characteristics of Remote Sensing Imagery
Remote sensing is the acquisition o f data about an object or scene by a sensor that
is far from the object (Colwell 1983). It is defined, for our purposes, as the measurement
o f properties on the earth’s surface by multispectral sensors or other sensors from spaceborne platforms. These sensors on remote sensing platforms record electromagnetic
radiation and/or emittence generated by some property o f interest on the earth's surface
whereby data are acquired simultaneously in several spectral bands (Lillesand and Kiefer
1994).
Remotely sensed images are digital representations o f the earth’s surface.
Multispectral remotely sensed images are laid out in a stack o f grids. Each grid layer
represents a spectral band. In a remotely sensed image, each pixel represents an area o f
the earth at a specific location. The digital number assigned to the pixel is the record o f
reflected radiation or emitted heat from the earth's surface at that location (Erdas 1997).
Figure 2.1 shows a schematic model of remote sensing imaging.
Since the radiation sensed remotely is determined by the interaction occurring at
the surface, it is usually related to the surface property. Many surface properties on the
earth manifest very distinctive reflectance characteristics. These characteristics result in
spatial variation o f spectral response in remotely sensed images. Spectral response and its
related spatial variation are two o f the significant characteristics of remotely sensed
images in remote sensing applications. Remote sensing observation occurs at a given
point in time. The temporal characteristic is another important characteristic of remotely

14
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Figure 2.1. Schematic model o f remote sensing imaging
(Cohen et al. 2000).
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sensed images. Table 2.1 summarizes basic characteristics o f a mix of the satellite
sensors currently available and scheduled to be launched before 2004.
Remote sensing sensors observe the earth’s surface using a range of wavelengths
from visible to microwave, and the smallest areas of the earth they can view vary from a
meter to tens o f kilometers, and their times of data acquisition will vary. Observing and
imaging in remote sensing indeed consist o f the processes o f spatial sampling, spectral
sampling and temporal sampling for properties of the earth’s surface. The sampling from
continuous space, spectrum, and time into discrete units of measurement leads to
resolution issues. There are four distinct types of resolution constraining these
fundamental characteristics in a remote-sensing image. Spatial resolution is the area on
the ground represented by each pixel. Spectral resolution is the specific wavelength
intervals that a sensor can record. Temporal resolution refers to as how often a sensor
obtains imagery o f a particular area. Radiometric resolution describes the imaging
system’s ability to discriminate very slight differences in energy. Remote sensing data,
also, are called multispectral, multiresolution, multiscale, and multitemporal data.
The objective o f most remote sensing is to estimate the earth’s surface property
and obtain the surface information from data acquired remotely. The basic principle
underlying remote sensing applications is that information o f the earth surface is
transmitted through spectral, spatial, and temporal variations in remotely sensed images.
Remote sensing has been widely used in a variety o f applications such as environmental
assessment and monitoring, global change detection, resource exploration, and mapping.
To capture information from remotely sensed images, we must measure and
analyze these variations and relate them to surface property and objects of interest. The
16
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Table 2.1. The sate lite sensors currently available and scheduled to be launched (modified from Sheffner and Stoney, 1999)
Satellite Funder

Satellite

Instrument^)

Launch

Sensor
Types

Resolution in Meters
Pan
'

Thematic Mapper Bands
.MWIR
SWIR
VNIR
4
2
3
5

TIR

R/L
res.,band

Stereo
Type

Swath
Width
Kilometers

Global
Cover/
Repeat
Days

C/T
C/T
C/T
TBD
C/T

70,142
24.700
120**
120**
120
185
60

48,24
125,4

Laadsal-like, frequent global coverage

I

India (Gov.)
India (Gov.)
France (Gov.)
France (Gov.)
China-Brazil (Gov.)
U.S. (NASA)
U.S./Japan (Gov.)
Japan (Gov.)
R21.AI.2

IRS-I C.D
IRS-P6
SPOT 4
SPOT 5
CBERS
LANDSAT 7
TERRA
AI.OS-1

Space Imaging
EarthWalch
ORBIMAGE
West Ind. Space
Russia (Gov.)

IKONOS
QuickBird 1,2
OrbView-3.4
EROS-B2,3,4,5,6
SPIN-2
KVR-I000.TK-350
EROS-AI.2
EROS-B2.3.4.5.6
IRS-P5
PAN

Resource 21
Illicit resolution, samll area coverage

West Ind. Space
West Ind. Space
India (Gov.)

PAN.LISS-3,(WIFS)
LISS 4, (AWiFS)
HRVIR, (VEGETATION)
HRG.(VEGETATION)
CCD, IRMSS, (WFI)
ETM+
ASTER, (MODIS)
PRISM. AVNIR-2
MIO

1995,97
2001
1998
2002
1999,2000
1999
1999
2002

2003

M&P
M
M&P
M&P
M&P
M&P
M
M&P&R
M

6

10
10

23 23
23
6 6,80 6,80
20 20 20
10 10
10
20 20 20
30 30
30
15 15
15
10 10
10
10 10
10

4
4
4
4

4
4
4
4

10
5,2.5
20,80 20
15 30
2.5

70
80
20
20
80
30
30

80
30
5(3)30

160
60
5(2)90

F/A-C
F/A-C

20

26

70&35.70

26
26
16
49
48

200

4**»

12
20
8
16
180,200
13
16
30

' 247
' 148
1 Non SS
; 185
NonSS
228
185
f 99

5
IS

^ 200

|
1999
2000
2000
2002-04
1998-2002

M&P
M&P
M&P
M&P
P(l)
1999,2000 P
1999
P
2001
P

1
1
1
1
2.10
1.8

4
4
4
4

F/A
F/A
F/A
F/A
F/A
F/A
F/A
F/A

4
4
4
4

1

2.5

iMalti & Hyperspectral experimental
ORBIMAGE (U.S. AF)
U.S. (NASA)
U.S. (DoE)
U.S. (Navy)
Australia

OrbView-4
EO-I
MTI
NEMC
ARIES

Warfighter
Hyperion, ALI, LAC

1RADARSAT 2
ERS-2.ENVISAT
ALOS
Shutter Endeavor
Multispectral
Hyperspectral
Panchromatic
Radar
Film
VNIR
SWIR
MWIR
TIR

SAR
2001
SAR.ASAR
1995,2000
PALSAR
2002
SRTM
2000
M
H
P
R
(0
Visible and near IR
Short wave 1R
Mid-wave IR
Thermal IR

HRST

2000
1999
2000
2000
2001

H
H&M
M
H
H

5
10

200 Bands (2) 8
233 Bands (2! 30
2@20
4 Bands (3) 5,3 @ 2oT 3@20
210 Bands 6ij 30
n
I 32 Bands (a)30 r i 32(2)30

3@20

1

13
30
15

600
H 228
' 100
’ 200

iRadar
Canada (Gov.)
ESA (Gov.)
Japan (Gov.)
U.S. (NIMA/NASA)
Note

I
R
3
C
R
10.30
C
M&P&R
10
L
R
30(16),2
C,X
Non SS:SPIN-2 and QuickBird 1 arc in 65 and 66 degree non-sun-synchronous orbits
F/A -fore/aft stereo, F/AOconlininous Tore/aft stereo, C/T=side to side stereo
All stereo satellites have 2 to 3 day site repeat capabilities
**=Swath is achieved by two side-by-side instruments
•**=3.5-to 4-day global repeat coverage will be provided by 2-4 satellites
where there are two values, they arc in the order of the listed sensors

50
100
70
225
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sensor system records the variations, and then the analysis system measures and extracts
information relating the variations to surface properties o f interest and with acceptable
accuracy. The matter of how the variations are represented conceptually and
mathematically is an important first step in defining how the analysis should proceed.
There have been three principal research perspectives, i.e., spectral response, spatial
structure, and feature space, (Landgrebe 1997; Jensen 1996; Swain and Davis 1978) in
which multispectral data are represented quantitatively and analyzed (see Figure 2.2):
•

Spectral response means variations within pixels as a function of wavelength;

•

Spatial structure refers to pixels displayed in geometric relationship to one
another;

•

Feature space constructs an A-dimensional space in which pixels are categorized
as classes.
Accordingly there are three ways to analyze images respectively as spectral

analysis, spatial analysis, and image classification. The following section will
conceptually summarize image analysis in these three domains.
2.2 Image Analysis of Remote Sensing
Image analysis is defined as a series o f operations performed on an observed
image with the aim o f measuring a characteristic o f the image, detecting variations and
structure in the image, or transforming the image in a way that facilitates its interpretation
(Simonett 1983). Image analysis o f remote sensing is the corresponding method for the
automated analysis o f the remotely sensed image or classification. Image analysis, for
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Figure 2.2. Three research domains: (a) spatial structure, (b) spectral response,
(c) feature space (modified from Landgrebe 1997).
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this study's purpose, is associated with spectral analysis, spatial analysis, and image
classification.
2.2.1 Spectral Analysis
Spectral analysis has been the focus o f remote sensing application in terms of
spectral variations (Atkinson and Tate 1999). This analysis is normally done on a pixelby-pixel basis. Historically, several factors led to dependence on spectral characteristics
in remote sensing (Landgrebe 1997). At the early stage o f Earth observation from space,
computational capabilities were much more limited than now, as was the state o f image
processing technology. The use o f spatially based approaches with their inherently
greater complexity did not seem able to lead to practical and usable technology. But
perhaps more significant was the matter of economics and spatial resolution. High spatial
resolution requires more sophisticated devices and leads to increase o f data volume which
requires more downlink capacity. Thus, focusing on spectral characteristics while using
the lowest spatial resolution necessary seemed like the optimum approach.
In the early age o f remote sensing, the term “spectral signature" was used, first to
indicate that materials could be identified by their spectral variations alone (Lillesand and
Kiefer 1994). All types o f land cover such as vegetation, soils, and water bodies absorb a
portion of the electromagnetic spectrum, giving a distinguishable “signature" of
electromagnetic radiation. Armed with the knowledge of which wavelength is absorbed
by certain features and the intensity of the reflectance, the user can analyze a remotely
sensed image and make fairly accurate assumptions about the underlying earth's surface
or the scene.

20
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Many analysis algorithms that appear in the literature begin with a representation
o f a response function as a function o f wavelength. The term “spectral matching” was
often used, implying that the approach was to compare an unknown spectrum with a
series o f pre-labeled spectra to determine a match, and thereby to identify the unknown.
This line of thinking has led to attempts to construct a “signature bank”, a dictionary of
candidate spectra whose identity has been pre-established (Swain and Davis 1978).
The ‘•multispectral imaging spectrometer” concept was further developed along
this line of thinking; each detector was designed to record a specific portion of the
electromagnetic spectrum for particular surface properties of interest (Gat and
Subramanian 1997). Identifiable features within a spectral response function, such as
absorption bands due to resonances at the molecular level, can be used to identify a
material associated with a given spectrum. This approach is perhaps one of the most
fundamentally cause/effect based approaches to multispectral analysis.
For example, in the first case, interest in global change and in long-term
monitoring of the environment and man’s effect uses specialized algorithms to measure
spectral absorption features and estimate fractional abundances of surface materials for
each pixel. Atmospheric and ocean parameters can be obtained with profile retrieval
algorithms that invert the integrated signal along the view path of the sensor. Biophysical
properties such as biomass and leaf area index, or biochemical properties such as lignen
and nitrogen content and can be estimated by some transformation o f the spectral data
using linear regression. In the second case, the property of interest is categorical
(Simonett 1983; Goward and Williams 1997). A set of land cover classes can be
estimated from some transformation of the original image data from feature space (the
21
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spectral domain) to class space, for instance, using a spectral classifier such as the
maximum likelihood classifier. The International Geosphere Biosphere Programme
(IGBP) has been working with AVHRR 1-km resolution data toward completion of a
validated global land-cover data set. State and local governments utilize Landsat TM and
SPOT images for land-cover and land-use mapping.
It should be clear that in the above two cases, the scenarios used are different,
although both involve modeling the relation between surface and spectral variables and
using this relation for prediction and mapping. The first one may be called data-centered
analysis (Schowengerdt 1997), the primary interest of which is the data dimension itself
rather than the spatial relationship among ground features. Accurate absolute or relative
radiometric calibration is generally more important. The second one might be called
image-centered analysis. It is particularly important in this context to ensure that the data
are spatially and radiometrically calibrated and consistent over time.
However, there exist some unresolved issues with spectral analysis alone, and
more researchers are now also interested in the spatial dimension o f phenomena. The
spatial context is not only concerned with image-centered analysis, but also with datacentered analysis. The results and products should be presented in the context o f a spatial
map in order to be fully understood. Analysis and processing based on spectral
reflectance alone has not achieved a general agreement on the efficiency o f this approach.
For instance, land-cover classification accuracies o f greater than 80% are rare, and
require additional intensive man-machine interaction based on other reference data.
Spectral per-pixel classification has been criticized especially when it is applied to fineresolution sensors (Woodcock and Strahler 1987) where there exists a high spectral
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variability within the classes, as in the monitoring of land use change in urban-rural
transition areas (Gong and Howarth 1990). These main problems from the pixel-based
spectral analysis are enumerated as follows:
•

“Spectral signature”: Further research demonstrated that “spectral signature”
might not be absolute and unique. This idea was extended to hypothesizing that
each material has a unique spectral response which will be identifiably different in
an absolute sense from all others. Actually spectral patterns observed in the
natural world are not absolute; they may be distinctive but they are not necessarily
unique. Additionally, remote-sensing observation occurs at a given point o f time
for a particular geographic location. Same types of land cover such as vegetation,
soils, and rocks in a remotely sensed image may have different spectral
reflectance affected by sun angle, topography, environment, and time factor, etc.

•

Mixed pixel: “Mixed pixels” contain more than one land cover type. It may imply
that the scale of observation is inappropriate and does not match the spatial scale
o f variation in the landscape. With the improvement of sensor’s resolution, the
area containing mixed pixels will be smaller and interpretation and analysis
accuracy will be increased. However the “mixed pixel” problem still exists in
major remote sensing resources.

•

Structural feature: Much of the earth’s land surface is made up o f a heterogeneous
mixture of different land cover types. Even a few-square-meters patch on the
ground is likely to be a mixture of grasses, trees, shrubs, litter, and exposed soil.
Such heterogeneous land cover patterns are usually exhibited as spatial variation
o f spectral responses and structural features such as texture in remotely sensed
23
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images. And spatial variation is a regional feature but not a single point feature.
For example in an urban area a region in the image which has mixture
components o f building and vegetation with different gray-level values between
adjacent pixels might well represent a residential area. But a pixel-by-pixel
classifier may not identify these surrounding pixels as a cohesive region. It is
difficult to delineate its boundaries without considering relationships between
adjacent pixels.
To remedy these shortcomings of relying solely on spectral data, many research
efforts have begun to explore alternative methods such as combining spectral analysis
with spatial analysis.
2.2.2 Spatial Analysis
Spatial analysis is defined as a set o f techniques whose results are dependent on
the locations of the objects o f analysis (Goodchild 1996). The purpose o f spatial analysis
is to understand and interpret spatial variations in images which will increase information
extraction from remote sensing images. It is not a new concept. In the geographic
information system (GIS) context, spatial analysis may directly refer to such primitive
spatial concepts as adjacency, proximity, direction, or coincidence in space. It may
contain descriptive and intuitive techniques, and more sophisticated applications of
spatial statistics and operations. However, due to the inherent difference in the two data
models between vector and raster, it seems that research regarding remote sensing and
GIS has historically progressed along the two separate tracks with no significant
integration. Traditionally, remote sensing and GIS made use o f techniques loosely
described as ‘‘spectral” and “spatial” respectively.
24
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When beginning to extract information from remote-sensing images, it is logical
to think first o f the use of image spatial information by image processing methods. The
strength o f the image is really its spatial component, because much of the attribute
information contained in the image that humans can perceive is based on the spatial
variation or structures their spectral characteristics create. The early imaging models used
in remote sensing were based on spectral characteristics but not spatial characteristics, as
discussed earlier. Most of early spatial analysis techniques in remote sensing
concentrated on geometric correction and registration, and spatial enhancement such as
convolution filtering, and image fusion to improve image visual quality prior to
classification. For many years, a lot of time and effort have been devoted to quantitative
analysis of spectral information but the extraction of information from the spatial domain
has been considerably less developed because of the lack of understanding of spatial
variations in remotely sensed images (Wilkinson 1996).
Recently some authors suggested a number of geostatistical tools for analyzing
remotely sensed data (Curran 1988; Raffy 1994; Woodcock et al. 1988). These include:
the variogram analysis and spatial autocorrelation. Fourier transformation is used for
modeling spatial structures and patterns as a series of power spectra (Azencott et al.
1997; Townshend and Justice 1988; Strand and Taxt 1994). A number of traditional
texture analysis techniques may be used as part o f spatial analysis such as the co
occurrence matrix and the measures generated by it to describe spatial structures
(Connors and Harlow 1980; Bouman and Liu 1991; Ryherd and Woodcock 1996).
Another approach has been taken from fractal geometry (Mandelbrot 1975), which
implies invariance o f probability distributions with respect to changes of scale and
25
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provides an economical framework for the representation of the spatial propertiesLof .....
landscapes which are visible in remotely sensed images (Anh et al. 1997; De Cola 1989;
Jones et al. 1991; Lam 1990; Jaggi et al. 1993; Quattrochi et al. 1997; Emerson et al.
1999). In other image-based sciences such as pattern recognition and computer vision,
researchers have developed image analysis specifically emphasizing spatial context. This
research usually is about man-made objects, or objects imaged at a very close distance.
Examples o f applications include identifying a pattern (e.g., liver disease) in a medical
image (Chen et al. 1989), retrieving a multimedia database (Sheikholeslami et al. 1999),
identifying personal characteristics based on finger and face (Bab-Hadiashar and Sute
2000), recognizing characters (Parker 1997), extracting primitive features as boundary
(Julesz 1981) or region to simulate human early vision (Jain et al. 2000), among others.
Although remotely sensed images require the development o f more complex scene and
object models, some o f these approaches in robotic and medical imaging have gradually
been adopted for remote sensing research and application (Kanellopoulos et al. 1999).
With major developments in sensor technology, remote sensing is rapidly
approaching a new era. High-resolution satellite systems will provide imagery in excess
of 1 meter resolution, while hyperspectral systems will collect hundreds o f bands of data.
With such a resolution, the spatial structure o f many objects becomes apparent. There are
many applications o f remote sensing which will benefit significantly from higher
resolution, especially large scale urban mapping and applications which require detailed
information about human activity. In most cases, these new applications will require
objects to be identified on the basis o f structure, form, and spatial context, as well as by
the rather more traditional approach of spectral characteristics. There has been an
26
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increasing trend towards the integration o f the image analyzed by spatial and spectral
perspectives. Moreover, there is an emerging need to bring the latest research ideas from
computer vision, pattern recognition, signal processing and mathematics into image
analysis of remote sensing.
The primary purpose o f this study is to develop the technology o f characterizing
and measuring of the spatial structure in remotely sensed images, and to further expand
the capability in identifying land-cover types from remote sensing data. More details
about spatial analysis in remote sensing will be discussed in section 2.3.
2.2.3 Image Classification
Image classification is one of the most often used methods o f information
extraction and representation. It is an important step to automatically categorize all the
pixels into land-cover classes or thematic maps. Image classification begins with feature
extraction (Jain and Zongker 1997). The feature is a property of objects or classes. It is a
compact descriptor o f the objects. Usually it is a scalar value, like a gray-level value that
measures a reflectance property o f the earth’s surface. It may be a spectral feature or a
spatial feature, extracted respectively by spectral analysis or spatial analysis. Features are
usually seen as elements of a feature vector. If N features are extracted from each class,
the corresponding feature vector represents a point in a jV-dimensional space which is
called the feature space.
Image classification comprises choosing relevant features that allow feature
vectors belonging to different classes to occupy compact and disjoint regions in a Ndimensional feature space. Image classification may consists of two tasks: 1) supervised
classification in which the input feature is identified as a member of a predefined class; 2)
27
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unsupervised classification (e.g., clustering) in which the features are assigned to an
unknown class (Jain et al. 2000). The most widely used approach is statistical
classification. It includes minimum distance classifier, maximum likelihood classifier,
and recently neural networks.
To improve the classification accuracy, many researchers suggest the need to
construct other “good” features from the spatial dimension (Jain and Zongker 1997).
These features should be some compact descriptions o f spatial structure. This dissertation
asserts that a pixel is not independent of its neighbors, and that this dependence can be
quantified and incorporated into the classifier to improve image classification (Woodcock
and Strahler 1987; Wilkinson 1996).
In this study, the objective is to characterize mathematically the spatial structure
or variation o f interest. The image classification is conducted in order to validate the
usefulness and reliability o f these methods and the results achieved. Extracting spatial
features is the main subject of this study. We concentrate on how to describe and
characterize spatial features based on remotely sensed images. To evaluate these features,
we will use them to construct classifiers. In this way, the classification performance
allows a quantitative comparison of the quality of different feature sets.
2.3 Image Spatial Analysis
Over the last decades, a wide range o f models and techniques has been developed
to interpret and quantify spatial structures which vary across space or image. In landscape
ecology, Naveh and Lieberman (1994) observed that using various statistical measures,
landscape structure or pattern may appear homogeneous at some scales but
heterogeneous at others. Spatial patterns of landscape may be discernible at certain
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spatial scales (Bian and Walsh 1993). Using spatial autocorrelation indices, Qi and Wu
(1996) studied landscape pattern and investigated how changing scale affects the results
o f landscape pattern. In remote sensing, Woodcock and Strahler (1987) examined spatial
structure in remotely sensed images using local variance and variogram. Jupp et al.
(1988) further developed a discrete-object scene model to describe the autocorrelation
structure of images composed o f discrete objects and the relationship o f structure and
spatial averaging. The concept o f fractals could yield insight into the spatial complexity
and spatial information contained in remotely sensed data (Lam 1990). In pattern
recognition, spatial structure analysis often has a smoothing or regularization step. Marr
(1982) suggested that primitive features, such as regions or lines, should first be extracted
from a raw image by the Laplacian of Gaussian operator. Rosenfeld (1984) further added
the multiscale operator to pattern recognition along the work of Marr and colleagues.
Multiresolution image processing is strongly associated with spatial structures or image
representations called “pyramids” (Burt and Adelson 1983). Scale-space provided a way
to associate structure descriptions across multiscales (Witkin 1983; Lindeberg 1994). The
use of pyramid-structured wavelet transform for structure analysis was suggested in the
pioneering work of Mallat (1989, 1992).
It is now widely recognized that spatial observation and analysis results are
sensitive to the scale of the data source. This affects all spatial structure information
extraction but in varying ways. The scale-dependence of spatial structure has been the
most intensively studied because o f its regular application in landscape, ecology, remote
sensing, pattern recognition, and related fields. In these and similar studies the primary
question to be addressed has been “What resolution should be used for a particular
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modeling exercise?” For the issue o f optimal resolution, some useful answers have
emerged (Woodcock and Strahler 1987; Turner and Gardner 1991; Bian and Walsh 1993;
Marceau et al. 1994; Atkinson and Tate 1999). But it is worth taking a step back and
asking what scale and spatial structure are and what their relationship is. Furthermore, a
number o f related research questions for describing and characterizing spatial structures
will be addressed. These sets of questions will define the research tasks to be carried out.
•

What are the effective methods for capturing or measuring properties of the
spatial structure o f remotely sensed images?

•

How can the characteristics o f structure be related with land-cover types in remote
sensing?

•

How can the properties of spatial structure be related with change in scale?
In the next sections we will discuss some aspects o f studying scale and structure

and their relationship, investigate texture features and the related methods, and propose
multiscale approachs as alternative tools to characterize spatial variation and structure in
remotely sensed images.
2.3.1 Scale and Structure
Scale refers generally to the level of detail with which information can be
observed, represented, analyzed, and communicated. Lam and Quattrochi (1992) have
outlined various definitions of scale, such as cartographic scale, geographic
(observational) scale, operational scale, and measurement (resolution) scale. In an image,
observational scale (also called outer scale in computer vision) (Florack 1992) is the
coarsest detail that can be discriminated. For example, it can be the whole image or a
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window o f the image. The measurement scale in an image (also called inner scale) is
associated with its spatial resolution, i.e., in a discrete image domain; representation of
objects has limited resolution.
Perhaps one of the most important stages in deriving structural information from a
remotely sensed image is the recognition o f geometric representation o f the basic spatial
objects present in the corresponding scene or landscape, because a remotely sensed image
is a digital representation of the earth's surface. Spatial structures or patterns in landscape
are defined as the spatial distribution of materials, energy, and species in relation to the
sizes, shapes, numbers, kinds, and configurations o f components o f the earth’s surface
(Turner and Gardner 1991).
Throughout physical observation, the fundamental characteristics specific to the
spatial structure on the earth are pronounced. Firstly, the earth’s surface is extremely
complex; it is composed of mosaics o f objects that differ in size, shape, and contents.
Much o f the earth’s land surface is made up of a heterogeneous mixture of different land
cover types. For instance, a small patch a few square meters large is likely to be a mixture
of grasses, trees, shrubs, litter, and exposed soil. At the landscape level with agriculture,
forest, or urban, this heterogeneity is even more pronounced with additional variations
introduced by topography, water bodies, and human modifications of the natural
vegetation (Quattrochi and Goodchild 1997). Secondly, many landscape patterns exhibit
self-similarity properties like mountain, forest, drainage, and urban. It is such self
similarities in geography that allow for identifying and understanding what kinds o f
landscape patterns exist and how geographic processes are evolving (Mandelbrot 1982).
Moreover, landscape structure is scale dependent, i.e., a specific landscape pattern exists
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in a limited range o f observational scale. Such characteristics o f scale dependence are
regarded as spatial dependence, that is, things that are close together in space are more
alike than things that are more distant (Tobler 1969).
Besides relating to the underlying landscape, an understanding o f geometric
representation o f pixels in remotely sensed images is necessary for interpretation o f the
relationship between scale and spatial structure. This is because all structural information
will be derived directly from pixels. In a simplistic sense, spatial structure in images
refers to the relationship between the size of objects o f interest in the scene and spatial
resolution. Spatial structure is demonstrated by spatial variation of adjacent pixel graylevel value such as texture feature and non-texture feature. The spatial variation in the
spatial structure may be measured in terms of color, texture, edge, shape, orientation,
depth, etc. (Tabb and Ahuja 1997).
A remotely sensed image is a sampling measurement of the earth’s surface,
limited by resolution and by field of view. The spatial structure of objects in remotely
sensed images depends greatly on the spatial resolution o f the sensors. If the resolution
cells are large with respect to objects, then it will be impossible to identify the size and
shape of each object. In signal processing, there is a widespread concern with
discretization effects. Strictly speaking, when we are interested in local image structure
under the resolution, we are facing an apparent undersampling problem.
Additionally, objects in the world and the relevant structure details in an image
exist only over a limited range of scale. A classical example is the concept o f a branch o f
a tree which makes sense only on the scale from a few centimeters to at most a few
meters. It is meaningless to discuss the tree concept at the kilometer level. Once the
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resolution has been fixed in each remotely sensed image, structure identification is
inherently a multiscale problem. Image structure may be hierarchically organized, i.e.,
structures may contain substructures, which themselves contain substructures, etc. Setting
a right range of scale to find the structure and its relevant objects can be especially
important in automatic image analysis.
If we aim at describing and characterizing the structure of an image, specifically
o f a remotely sensed image, scale is of crucial importance. A multiscale representation
and analysis of image structure is an indisputable necessity in image spatial analysis.
Therefore, a mechanism, which systematically analyzes progressively finer or coarser
resolutions from an image, may be required.
The foundation of this study is based on the above observation and justification
that structure in an image is a representation o f the underlying landscape pattern,
structure occurs on different scales, scale affects structure to be measured, and structures
are manifested through spatial dependence in remotely sensed images. Multiscale
representation and analysis offers the potential for new insights into the structural
information extraction that occurs in studies o f remotely sensed imagery (Ranchin and
Wald 1993).
2.3.2 Texture Measurement
Spatial structure in images can be divided into groups containing either texture
structure or non-texture structure. Texture plays an important role in the human visual
system. In image interpretation, the analyst uses patterns such as color, texture, edge,
shape, size and association to interpret the overall spatial form of related features and the
repetition of certain forms which are found in many cultural objects and natural features
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Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

(Lillesand and Kiefer 1994). For instance, a texture may be a pattern of agricultural fields
with joints in crop and exposed soil; or it may be a pattern of a residential area with a
composite of building and vegetation. Texture is intuitively related to a larger spectral
variability in the image. Texture is characterized not only by the gray value at a given
pixel, but also by the gray value pattern in a neighborhood surrounding the pixel. In
pattern recognition and computer vision, perceptual validity is used as a subjective
measure o f texture relevance. As a result, many texture features are designed to
correspond to features in the human visual system. Tamura et al. (1978) use features that
correspond well to human visual perception to define texture. These features are
coarseness, contrast, directionality, line-likeness, regularity, and roughness.
Measuring and detecting image texture is a classical problem in image analysis
and pattern recognition. A wide variety of measures for discriminating textures have been
proposed. Most of the approaches to texture analysis quantify the texture measures by a
set of features such as feature vectors. Tuceryan and Jain (1993) identify five major
categories o f features o f texture measures: statistical, geometrical, structural, signal
processing, and model-based features. Statistical and model-based techniques are used in
remote sensing, while other existing approaches have not been adopted to the analysis of
remotely sensed data (Ryherd and Woodcock 1996). In the statistical approach the
stochastic properties of the gray-level variations are characterized. Typically, this is done
by extracting information from a window centered on the pixel of interest. One o f the
most popular statistical methods uses co-occurrence matrices. Model-based texture
methods try to capture the process that generated the texture, and model-based methods
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may be used to synthesize texture. A well known model-based method is fractal analysis
o f the textures.
Model-based texture methods are attractive, especially in remote sensing. They
provide a new mechanics and insight to view texture in images, which may provide the
link between image data and landscape pattern (Lam 1990; Quattrochi et al. 1997). As
mentioned above, structure in a remotely sensed image represents its underlying
landscape properties. Most o f the landscape structures are very complex and erratic in
nature. If we start by taking a close look at a remotely sensed image at the pixel level, the
pixels which constitute the texture in a remotely sensed image are not spectrally
homogeneous. And if these texture regions in the image are considered to represent
spatial surfaces, the complexity o f these spatial surfaces will not be apt for description
and measurement by a classical geometry model. We may state that textural information
is not well defined by Euclidean geometry. According to Mandelbrot (1982): Texture is
an elusive notion which mathematicians and scientists tend to avoid because they cannot
grasp it and ...Much offractal geometry could pass as an implicit study o f texture. We
need a model to describe the high degree o f erratic behavior o f surface complexity in
some controlled way. The controlled complexity was first handled by Mandelbrot, who
introduced the concept o f fractals in this connection.
Much research work has been done on texture analysis, classification, and
segmentation for the last three decades (Azencott et al. 1997; Bab-Hadiashar and Sute
2000; Du Buf et al. 1990; Haralick 1973; He and Wang 1990; Ojala, et al. 1996; Strand
and Taxt 1994). Despite the effort, texture analysis is still considered an interesting but
difficult problem in image processing. One difficulty o f traditional texture analysis is the
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lack o f an adequate tool that characterizes different scales o f textures effectively. Most
texture measurement and analysis algorithms are implemented on a single scale. The
texture analysis is performed by identifying the texture within a fixed window size. The
window size is chosen a priori and remains constant for all areas o f the image. In fact the
window size is difficult to choose with respect to textures, considering that shapes o f the
natural landscape are not regular but complex. As a result, they are capable of identifying
only a limited variety of structures. Recognizing this unsatisfactory quality of the existing
methods and based on the analysis and discussion earlier, a multiscale approach becomes
a natural alternative scheme for texture analysis. Instead of selecting a single window
size, the image is analyzed at a number of scales ranging from single-pixel size to whole
window size. Repeating the analysis at a range of scales ensures, as far as possible, that
every image region has been considered at the scale which is most appropriate for it.
Small but significant areas of texture need not go unnoticed within a large window of
mostly homogenous texture. On the other hand, the higher reliability of texture
characterization can be achieved with large window sizes.
There has been an increasing trend to use a multiscale approach with image
analysis and computer vision since the pioneering work o f Marr and colleagues (1982),
who appreciated that the multiscale analysis of images offers many benefits. In fact, it has
become apparent that for many tasks no one scale o f description is categorically correct:
the physical processes that generate spatial pattern and its reflectance texture in images
act at a variety of scales, none intrinsically more interesting or important than another.
This line o f thinking has led to considerable interest in multiscale descriptions. Recent
developments in spatial/frequency analysis such as the wavelet transform provide good
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multiresolution analytical tools. Multiscale approaches such as fractal analysis and
wavelet analysis rise to an interesting class o f texture analysis methods. Therefore, these
approaches become our theme in this study to be used to describe and characterize the
spatial structures in remotely sensed images.
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CHAPTER 3 REVIEW OF MULTISCALE APPROACH
Scale is one o f the most essential characteristics to be considered in the
observation, representation and interpretation of the real world (Lam and Quattrochi
1992). Scale remains one o f the most important issues in geographic information science
and related disciplines (Quattrochi and Goodchild 1997).
Interest in scale issues has been renewed due largely to the increasing availability
of remote sensing and other spatial data in digital form at local, regional, and global
scales from many sources. For instance, the NASA Earth Observing System (EOS)
program, with its suite o f polar orbiting remote sensing platforms such as Terra, provide
amounts o f data spanning a range o f spatial resolutions from tens of meters to tens of
kilometers with wavelengths from visible to microwave and with frequent repeat
coverage as well. This presents new challenges in efficiently analyzing data obtained at
different spatial, spectral, and temporal resolutions. Combining different sensors and data
sources is now a common practice in remote sensing and GIS. In many emerging
applications such as global change and other environmental modeling, it is clear that no
single scale is “optimal”, and that multiple scale data and approaches have to be used.
The rapid growth and availability o f computing power, while enabling faster
processing o f huge data sets, has also prompted interest in scale as a generic issue in
environmental modeling. For example, one o f the basic goals of land-atmospheric
interaction modeling research is “to be able to move up and down spatial scales, within
disciplines and across disciplines” so that the results concluded at one scale can be
inferred to another scale (Turner and Gardner 1991; Townshend and Justuce 1988; Lam
1994). A common characteristic o f a number o f these applications is that the demanded
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information is not usually supported by conventional methods, but must be extracted and
optimized by data-driven procedures and scale-based approaches. Therefore it is
necessary to develop and implement techniques and methods for dealing explicitly with
scale and to obtain useful information from them.
The objective o f this chapter is to review some existing scale-based techniques
and methods for image representation and image analysis. The techniques reviewed are
the multiscale approach. The scale models give the scale explicit expression in data and
information. The multiscale approach contains typical methods which have been used in
signal (image) processing, computer vision, remote sensing, GIS and related fields. One
major goal of this chapter is to provide an integrated framework in which to examine and
compare these existing techniques and methods and their suitability for characterizing
and extracting information from spatial data, especially remotely sensed image data
through the scale linkage.
3.1 Multiscale Approach
The need for a multiscale approach is best understood in cartography. The map is
the most universal and well-known representation for geographic phenomena, which is
produced at different degrees of generalization or abstraction. A single map is usually not
sufficient for people to find places o f interest around the world. We need abilities like
lenses to “zoom in” or “zoom out” to a specific location at different scales. A map
collection such as an atlas assembles a series of different scale maps in book form, which
serves this “zooming” function. In a digital context, information within maps based on
vector format is explicitly expressed through points, lines, and areas, the topological
relationship among them, and their attributes.
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Data directly from observing sensors usually are stored in raster or grid format.
The basic logical element in this class of data is the cell or pixel. Information is
associated with these individual pixels as attributes, and all spatial relationships among
locations are implicit. Spatial relationship or structure only exists implicitly in data. A
major difficulty with information extraction from this class of data is how to obtain
information from structure (Fisher 1997). As we already know, structure, not the data
itself, is presented at different scales. It is logical to think that information can be
obtained by characterizing the variation in structure at different scales. The multiscale
approach is a methodology proposed for handling the notion of scale by representing and
analyzing data at multiple scales (see Figure 3.1). The use o f a multiscale approach to
extract information from data essentially involves the following two aspects: 1) data
representation and 2) data analysis.
The earth’s surface can be viewed at a range of scales. Remote sensing sensors
(e.g., AVHRR, MOD1S, TM, SPOT, and IKONOS) observe at several fixed scales. When
data acquisition is fixed at a specific scale, information extraction will then greatly rely
on data representation and analysis approaches. The representational scheme is required
and is in fact inextricably linked with the process of spatial analysis and the modeling of
spatial phenomena. The representation selected provides a mechanism for transforming
raw data into a form suitable for subsequent analysis. An analysis method must also be
specified for describing the data so that features of interest are highlighted. Analysis deals
with extracting features that result in some quantitative information of interest or features
that are basic for differentiating one class of objects from another (Peuquet 1988). In the
development of geographic information systems and computer sciences over the past
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Figure 3.1. Schematic representation of multiscale approach. The coarsest scale is
shown at the top of the Figure, with finer scales below. A simple statistical relationship
is specified by dot lines; any statistical relationship may actually be used.
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decades, there has been much activity in the development of new methods for
representing and analyzing data in the digital realm.
The multiscale approach contains multiscale representation and multiscale
analysis. To give a full overview of these techniques and methods from different fields
would require more than a single book. A thorough and detailed mathematical analysis
for each method is given (Linderberg 1994; Isaaks and Srivastava 1989) and several other
books and review papers are referenced (Rosenfeld 1984; Jawerth and Sweldens 1998;
Jackway 1993). In this study, we will limit ourselves to the basics o f the multiscale
representation for image data, and multiscale analysis in remote sensing.
3.2 Muitiscale Representation of Image Data
In image processing, spatial transforms usually provide tools to represent and
extract the spatial information o f images. Some spatial transforms, such as convolution
filters, operate within relatively small neighborhoods o f pixels as a local process. Others,
for example the Fourier transform, involve the full image as a global process.
However, the image structures generally have very different sizes. The size of the
neighborhood must be adapted to the size of the structures to be analyzed. No particular
levels o f scale or resolution in an image can be pre-supposed. Hence, it is difficult to
define a priori the optimal scale for analyzing image structures. The only reasonable
solution is that the system must be able to handle image structures at all scales. An
increasingly important family o f multiscale representations allows access to spatial data
over a wide range o f scales, from local to global. Multiscale representation provides a
simple hierarchical framework for analyzing the image structural information to
explicitly represent the multiple scale aspect o f objects. Different multiscale
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representations have been developed by the image processing, pattern recognition, and
computer vision community to handle image structures at different scales in a consistent
manner.
The main ideas o f creating a multiscale representation of an image come from two
principal perspectives. Early research in image processing and machine vision found that
the human visual system recognizes that images are simultaneously processed at multiple
scales (Tamura et al.1978; Julesz 1981; Marr 1982; Koenderink 1987). Work along this
direction was performed by Rosenfeld and Thurston (1971), who observed the advantage
of using local filtering operators in edge detection. Concerning image representations
using different levels o f spatial resolution, i.e., different amounts of subsampling, these
ideas have been developed further, mainly by Burt (1981), to one type of multiscale
representation most widely used today, the pyramid. Gaussian smoothing is the best
choice for resolution reduction because it guarantees image simplification (Koenderink
1984; Witkin 1983). Scale space methods have become a particularly promising class of
multiscale methods that follows essential image features to annihilation under resolution
reduction to determine the scale associated with these structures.
The other principal direction is the development o f the wavelet theory.
Goupillaud, Grossman, and Morlet (1984) introduced the name “wavelet” in the early
1980s. They found that the seismic data typically exhibited rapidly changing frequency
for which Fourier analysis did not suffice as an analyzing tool. They investigated an
alternative o f local Fourier analysis, wavelets, which had sufficient compact support in
both time and frequency domains. A wavelet is based on a single prototype function, and
its scale and shifts. The simplicity and elegance of the wavelet scheme was appealing,
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and mathematicians started studying wavelet analysis as an alternative to Fourier
analysis. This led to the discovery o f wavelets which form orthonormal bases by Meyer
(1992), Daubechies (1991), and others. A formalization o f such constructions by Mallat
(1989) created a framework for wavelet expansions called multiresoluton decomposition.
The use of pyramid structured multiresolution decomposition provides a fast
implementation of the transform based on concepts o f filtering theory.
Multiscale representations are extremely attractive for image analysis since they
provide a thorough hierarchical description o f the imaged scene. They offer a number of
advantages such as quick global comprehension of underlying phenomena for simple
modeling, progressive information decomposition through multiple resolution, and the
capability to focus the processing effort on restricted areas at full resolutions (Wilkinson
1999). Wavelets, pyramids, and scale-space are among the most typical representations to
allow spatial analysis to be carried out on multiple scales. Here, some basic properties of
these representations will be described and compared.

3.2.1 Pyramid
A pyramid representation of an image is a set o f successively smoothed and
downsampled representations o f the original image organized in such a way that the
number o f pixels decreases by a constant factor (usually 2'v for an ^-dimensional signal)
from one layer to the next (see Figure 3.2).
A pyramid can be defined as,
/* = REDUCE(fk~l)
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Figure 3.2. Pyramid representation is obtained by successively reducing the image
size by combined smoothing and downsampling
(modified from Schowengerdt 1997).
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where f k is the image at level k and REDUCE is any operation on the image at level £-1
that reduces its size for level k. For example, REDUCE can be simply an average over
2x2 pixel neighborhoods (De Cola 1993), with an equal downsampling along rows and
columns, producing a box pyramid. The linear size of the image at level k is related to the
size at level k- 1by,

A more general approach to pyramid generation is to treat the transformation from
a fine level to the next coarser level as a linear smoothing operation followed by
downsampling, such as a low-pass pyramid proposed by Burt (1981). The idea behind
this construction is that if the filter coefficients can be properly chosen, the
representations at coarser scales (smaller) should correspond to coarser scale structures in
the image data. By considering a representation defined as the difference between two
adjacent levels in a low-pass pyramid, one obtains a bandpass pyramid. This
representation has been termed a “Laplacian pyramid” by Burt et al. (1983). The
bandpass pyramid representation has been used for feature detection and data
compression. Among features that can be detected are blobs, peaks and ridges, etc.
The main advantages of the pyramid representations are that they lead to a rapidly
decreasing image size, which reduces the computational work both in the actual
computation of the representation, and in the subsequent processing. The main
disadvantage with pyramids is that they are defined from an algorithm making it hard to
relate image structures across scales. Pyramids are not translationally invariant, which
implies that the representation changes when the image is shifted.
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3.2.2 Scale-Space
Besides the pyramid, another idea is that o f scale-space filtering (Lindeberg
1994). The scale-space concept was named, formalized and brought to image processing
by Witkin (1983). For simplicity, if scale is considered as a continuous parameter, then a
description at one scale is related to that at another by the path traced out in “scale-space”
as the scale is varied continuously between the two values. In this method, the image is
smoothed by convoluting with a Gaussian kernel, of successively increasing width at
successive scales.
To illustrate, suppose a signal,./(■*)• The description of the signal at scale <ris to be
obtained by convolution with the Gaussian filter:
F(x,cr) = f ( x ) * g ( x , a )
where

g(x,<r) = — j==e'xI/2crl
a yjlK
Thus the one-dimensional signal is “expanded” into a two-dimensional surface on
the (.v x <r) plane. This plane is called “scale space” and F(x, d) the “scale-space image”
(see Figure 3.3).
The Gaussian function has been shown to be o f most interest for this purpose,
since it fulfills the conditions necessary for no new structure to be introduced at any
scale. The idea is that all structure should be present in the input signal, and structure
should not be added by the convolutions. Zero-crossings are examined in the context o f

47

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

Figure 3.3. Schematic three-dimensional illustration of the scale-space representation
of one-dimensional signal (modified from Linderberg 1990).
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this approach. These are extremes, defined using the second derivative o f the signal or its
increasingly smoothed version.
The fundamental principle used by scale-space is that small-scale structures
disappear sooner than large-scale structures. When the relationships between structures
can be described by a tree, a scale-based hierarchy on image features is defined.
Therefore, it can be expected that the task of following or tracking structure features such
as edge and blob across scales will be easier in scale-space representation.
The main difference between the scale-space representation and the pyramid
representation is that the scale-space representation is defined by smoothing and
preserves the same spatial sampling at all scales, while in the pyramid representation the
main objective is to reduce the number of grid points from one layer to the next. Hence,
pyramids and wavelet representations will be efficient in the sense that they lead to a
rapidly decreasing image size, while a scale-space representation successively becomes
more redundant as the scale parameter increases. Moreover, while there is a large degree
of freedom in the choice o f smoothing kernels for pyramid generation, in scale-space
representation the Gaussian kernel is singled out as the unique smoothing kernel for
describing the transformation from a representation at a fine scale to a representation at a
coarse scale. Another aim o f pyramid and scale-space is to suppress and remove
unnecessary and disturbing details, such that later stage analysis tasks can be simplified.
3.2.3 Wavelets
A type o f multiscale representation that has attracted great interest in signal
processing, numerical analysis, and mathematics during recent years is wavelet
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representation (Daubechies 1991). A two-parameter family o f translated and dilated
(scaled) functions

V'a,*(*) =14 ' V((* “b) / a)
defined from a single function if/ is called a wavelet; a is the scale parameter, b is the
position parameter. Provided that ^ satisfies certain admissibility conditions, then the
representation W f given by

{Wf){a,b)= |a|l/2 f8 f (x )y /{ — b\ x =< f ,y/ab{x) >
\ a )
which is called the continuous wavelet transform off There are several developments of
this theory concerning different special cases. A particularly well-studied development is
the multiresolution decomposition of the image data. This representation was suggested
for image analysis by Mallat (1989,1992).
Wavelet multiresolution representation provides a general mathematical
framework for decomposition of an image into components at different scales and with
different resolutions. Wavelet multiresolution representation separates the information to
be analyzed into an “approximation” or principal part and a “detail” or residual part (see
Figure 3.4). In applications to signal processing, the principal part should be thought o f as
primarily “low-pass” and the residual part as primarily “high-pass”. At different scales,
the details o f an image generally characterize different physical structures of the scene.
At a coarse resolution, these details correspond to the larger structures which provide the
image context.

50

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

A

4

Di
D\
D;

Dl

A3

A2

Figure 3.4. An example o f wavelet representation o f a Landsat TM image. This image is
decomposed to three spatial scale levels for J=3 (J is the maximum decomposition level).
The displace o f wavelet image coefficient is illustrated at the top; Aj stands for
approximation coefficient subimage; and D, for detail coefficient subimages.
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A major difference exists between pyramids and wavelets in image representation
is that pyramids have only one component in each decomposed layer, whereas wavelet
multiresolution decompositions have four components at each layer, which are calculated
from the different possible combinations o f row and column filtering. These four
components are an approximation component and a horizontal, a vertical, and a diagonal
high-pass detail component. Wavelet representation preserves approximation and detail at
all scales, while in the pyramid representation and the scale-space representation the main
objective is to smooth the signal and to suppress and discard detail information. In fact,
these details in wavelet representation contain texture structures at different scales.
Broadly speaking, the first decision that must be made is whether the multiscale
representation is appropriate for edge detection or texture analysis (Gonzalez and Wintz
1987). Pyramid and scale-space are appropriate when the focus is on external shape
characteristics, such as edges, because the extremes of edges are easy to obtain by
continuously smoothing signals. Wavelet representation is appropriate when the focus is
on internal properties, such as texture, because it preserves internal detail at all
directional components at different scales. In addition, wavelet representation has many
advantages that can be exploited in image analysis (Erlebacher et al. 1996; Mallat 1998;
Resnikoff and Wells 1998).
Wavelets provide better approximations when the data exhibit localized variation.
Wavelet transforms are good for describing transient data whereas the Fourier transform
is not. Wavelet transforms are not affected by local non-stationarity, and this is an
advantage over geostatistics, which assumes that the data are at least quasi-stationary
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(i.e., locally stationary). Additional advantages of the wavelet transform also contain, but
are not limited to the following:
•

Wavelet series are orthogonal to one another in that information carried by one
term is independent o f information carried by any other term. There is no
redundancy in the representation.

•

Each basis function in a wavelet series has compact support and self-similarity.

•

Wavelet representation concentrates most of the energy o f a signal in a few
coefficients.

•

Wavelet transforms are computationally efficient and have fast algorithms.

•

Wavelets also usually allow exact reconstitution of the original data.

3.3 Multiscale Analysis in Remote Sensing
While the wavelet representation of image data is relatively new for remote
sensing, most studies o f multiscale analysis in remote sensing have been based on the
pyramid representation and the sampling framework (Weigel 1996). For example, as
proposed by Woodcock and Strahler (1987), local variance is used to analyze the scale
effects o f spatial structure. To measure locaf variance at multiple resolutions, the image
data are degraded to coarser spatial resolutions by simply averaging a group o f cells into
one. Other analysis approaches do not decompose image data into a number o f layers at
different scales. They usually employ sampling frames or different sized moving
windows to calculate spatial features to reveal aspects o f structure that depend on the
scale. The scale-based analysis usually is given for this suite o f methods in the context of
remote sensing.
53

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

One reason spatial structures are not used more in remote sensing is that the
nature and causes o f spatial variation in images are not well understood (Woodcock et al.
1988). Although their existence and potential value in remote sensing are widely
recognized, the lack of understanding of the characteristics o f spatial structures has
undermined their exploitation. Over the last decades, a range o f models and techniques
has been developed to interpret and quantify spatial structures or textures which vary
across space or remotely sensed imagery. An improved understanding about surface
phenomena and spatial structure in images is expected to serve as a basis for development
o f future information extraction that more logically uses spatial data. We investigate and
examine three principal analysis methods which are the most commonly used in the
remote sensing context to describe and characterize spatial structure and related
information:
•

Geostatistics provides a mathematical framework for measuring spatial
correlation and spatial dependence, and their parameters can be graphed to
describe spatial patterns. The variogram is one such typical representative.
Geostatistics have been used as a set of more traditional methods in geographical
analysis.

•

Spatial co-occurrence matrix provides a set o f measurement parameters to
describe texture features o f a group o f pixels within local windows. It is
commonly used as texture analysis in image processing.

•

Fractal geometry provides a new way to express a kind of “natural characteristics”
o f a spatial structure or texture, especially through the development of a modelbased method, the fractional Brownian model, and computed fractal signatures.
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The study o f spatial structure in images can be approached by defining variousparameters that measure spatial structure and calculate them for real images. With an
understanding o f such measurements and how they interact with various types of scenes
as imaged at different resolutions, it is possible to gain considerable insight into the
influence of spatial structure on the information extraction process. These approaches are
not necessarily independent and sometimes the same measure is generated from different
approaches. A brief description and comparison of these approaches is given below.
3.3.1 Variogram
One problem with classic statistics such as the Poisson process and statistical tests
assume that data are independent. However, virtually all geographically distributed
phenomena exhibit spatial dependence to some degree, or the tendency for “things that
are close together in space to be more alike than more distant things” (Tobler 1969). To
deal with such spatial dependence there is a set of statistical techniques known as
geostatistics.
A first step in most geostatistical analyses consists of computing some function
such as the variogram to describe the spatial variation in a region o f interest. Variogram
is the main concept in Kriging and a variety o f applications (Lam 1983). Variance (more
precisely referred to as the semivariance) is defined as half the average squared
difference between values separated by a given lag h, where h is a vector in both distance
and direction. Thus, the variogram }{h) (sometimes referred to as the semivariogram)
may be obtained from / =1,2,... ,P(h) pairs of observations {z(x,), z(x, + h)} at locations
{.v,, x, + h} separated by a fixed lag h (Atkinson, 2000):
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The variogram usually exhibits a characteristic shape, which resembles one of
three basic models: the exponential, linear, and spherical models (Curran et al. 1990).
One commonly used model for the shape o f a variogram is the spherical model (see
Figure 3.5). The plateau where variance y(h) becomes more or less constant is the sill.
The distance from zero lag to the onset of the sill is the range. The variogram is, by
definition, zero for zero lag. However, for real data, noise may cause nonzero variogram
values for lags smaller than the sample interval. This residual value at small lags is
known as the nugget value. The nugget can be used to estimate spatially-uncorrelated
image noise, or reveal information on variability between adjacent pixels. The sill gives
information on the total variability of the area considered. The range can be used as a
measure o f spatial dependence of reflectance, or homogeneity. The type o f variogram
model or the shape o f the variogram reveals information on the spatial behavior of the
data (Curran and Dungan 1989; Webster and Oliver 1992).
Variogram analysis is an effective tool to study the effect of scale on spatial
structure. This technique is based on the idea that the variance o f spatial structure is a
function o f scale. Spatial dependence o f natural phenomena can be visualized and
interpreted from the graph. The spatial structure of images is expected to be primarily
related to the relationship between the size o f the objects in the scene and spatial
resolution. If the spatial resolution is considerably finer than the objects in the scene,
most of the measurements in the image will be highly correlated with their neighbors and
a measure of local variance will be low. If the objects approximate the size o f the
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Sill variance

Nugget

I
Distance
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Figure 3.5. Form o f a typical variogram with sill, nugget, and range (modified from Lam
1983). The shape of the variogram is related to the type of variation in the data. The sill
reveals the total variation between data. The range is related to sizes of objects, indicating
a spatial scale o f the pattern. The nugget is an indication of the level o f spatially
uncorrelated variation in the data.
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resolution cells, then the likelihood of neighbors being similar decreases and the local
variance rises. As the size of the resolution cell increases and many objects are found in a
single resolution cell, the local variance decreases. The spatial resolution at which
variance reaches a maximum is called the characteristic scale o f scene variation
(Woodcock and Strahler 1988).
When applied to characterize spatial structure, the conventional variogram
approach would be to take a kernel of a limited size M x M region around each pixel,
compute the experimental variogram, fit a variogram model, and then write the values of
variogram parameters to the pixel location at the center o f the kernel. The result would in
principle be a set o f data layers that showed how the patterns in the image varied in terms
o f estimated variogram parameters, which might reveal the differences in vegetation or
land cover pattern. Calculation of the variogram can be constrained to particular spatial
directions. Carr (1997) showed a directional variogram from E-W, N-S, NE-SW, and
NW-SE calculations. Directional variograms are useful for analyzing texture that displays
a particular directional character. A variogram, either directional or omni-directional
depending on the nature of spatial structures, is computed for each class using a kernel of
size M x M pixels.
The variogram has been applied widely in remote sensing in recent years (Curran
1988; Lark 1996; Bian and Walsh 1993; Dungan et al. 1994). Jupp et al. (1988a)
demonstrate how the functional form of the relationship between the variogram of an
image and the underlying scene covariance provides an analytical basis for scene
inference. Woodcock and Strahler (1988) present relationships between spatial resolution
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and variance o f image data at different scales. Collins and Woodcock (1999) propose a
model o f the relationship between image variance and sensor spatial resolution.
Variogram parameters could be useful for assessing spatial patterns in remotely
sensed imagery. Although the variogram seems to be a robust tool, a number of
disadvantages o f variograms can also be identified:
•

Many data points are required to compute a reliable variogram;

•

It is difficult to define “best model criteria” in an automatic procedure for
estimating variogram parameters;

•

Different samples from the same landscape units can yield different estimated
variograms (Isaaks and Srivastava 1989);

•

A local estimator is required to analyze image patterns to distinguish different
land-cover types; the variogram over an area is a global estimator and does not
give information on local variation;
It should be noted that variograms are similar to many o f the texture measures

such as the second-order statistics. These texture measures are often used as features in
classification and measure variance as a function o f either distance or direction. The
variogram method can be used for estimating fractal dimension. Fractal dimension and
other fractal parameters associated with the variogram method have been used for
characterizing terrain and image data (Mark and Aronson 1984; Klinkenberg 1988; Xia
and Clarke 1997).
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3.3.2 Co-occurrence Matrix
A very well known method for quantifying textures is the co-occurrence matrix
method of Haralick et al. (1973). This approach captures gray tone spatial dependencies
of texture by computing the relative frequencies with which nominated pairs of specific
gray levels (gray levels index the matrices) can be found to co-occur with specified
separations and orientations. Probably the most commonly applied and referenced
method for texture description in the remote sensing literature is the co-occurrence matrix
method.
In the co-occurrence matrix method, the relative frequencies o f gray-level pairs of
pixels at certain relative displacements are computed and stored in a matrix, the grayvalue co-occurrence matrix (GLCM) S. G is the number of gray levels present in the
image, S will be o f size of G x G. The gray-level value co-occurrence matrix
characterizes the local spatial relationship between pixels for a given vector displacement
(He and Wang 1990). The realization of a co-occurrence matrix is best described with the
aid o f an example (see Figure 3.6).
A set o f texture features m(d, R) are extracted from a GLCM S(i,j, d, R), where d
is a displacement vector between a point pair, R is a window of the image. When d and R
are understood, sometimes d and R are dropped from the notation, and S(i, j, d, R) will be
5(/, j). Haralick et al. (1973) suggest 14 features which measure various properties of the
co-occurrence matrix S(i, j), but all are not independent of each other. Comparisons
among a number o f differing ways o f specifying texture are given in Connors and Harlow
(1980). Typical features derived from co-occurrence matrices are Energy, Contrast,
Entropy and Homogeneity. They are defined as follows:
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Figure 3.6. Illustrates the generation o f co-occurrence matrix S. The number o f rows and
columns o f the co-occurrence matrix equals the number of gray level variations in the
source image. The current example uses only four different gray levels G=4. The entry of
the co-occurrence matrix at position (a, b) corresponds to the frequency of the gray level
combination (a, b) in the source image (Bassmann and Besslich 1995).
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In the co-occurrence matrix approach, several key parameters play a role in the
textural index calculation: the window size R, the statistics used, the vector displacement
d and the number of gray levels G present in the image. All of these parameters are
related to the spatial resolution of the image, and the spatial characteristics (dimension,
shape) o f the different structures to be detected. However, in the remote sensing
literature, most experiences using textural analysis appear to adopt a very reductive
approach by showing few justifications about the choice of a specific set of these
parameters. In most cases, a specific set o f parameters is adopted by referring to a non
explained trial-and-error experience, to subjective thinking, to a generic affirmation from
other experiences in the literature, or not explained at all. Most studies to date have
sought ways to define texture so as to model natural texture features or to be used in a
classification (Barber and LeDrew 1991) or segmentation (Bouman and Liu 1991).
Tamura et al. (1978) have discussed various texture features including contrast,
directionality, and coarseness. Contrast measures the vividness o f the texture and is a
function o f gray-level distribution. Some factors influencing the contrast are dynamic
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range o f gray-levels, polarization of the distribution of black and white on the gray-level
histogram, and shapeness o f edges. Directionality measures the “peakedness” o f the
distribution o f gradient directions in the image. Coarseness measures the scale of texture.
When two patterns differ only in scale, the magnified one is coarser. Land covers in
remotely sensed images such as residential, agriculture, water, and urban area have
different texture features such as different contrasts or differences in directionality. For
example, the water type does not have any directionality, whereas residential images are
considered as directional images; their contrast is usually different. These statistical
features o f land cover can be utilized to measure textures and can be used in image
classification.
The textual structures that can be described within a neighborhood are naturally
limited to those which are observable within the size of neighborhood. Hence, features
that are extracted based on measurements within a fixed size neighborhood have poor
discrimination power when applied to textures not observable within the neighborhood
because o f wrong scale. All the above texture analysis methods share this common
problem. This issue motivates the use of a multiscale method. For a complete description
of the image, the co-occurrence matrix should be calculated for all distances and in all
directions (at least horizontal, vertical and diagonal). To reduce the computation burden,
it is common practice to reduce the gray value quantization (by averaging over adjacent
gray value) to some smaller value, say 32 levels, and to average the co-occurrence matrix
for different spatial directions.
Gong et al. (1992) explore three different window sizes parameters (3 x 3,5 x 5,
and 7 x 7 ) and 16 different texture measures, with 20 x 20 m o f SPOT sensor resolution.
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Marceau et al. (1994) test the GLCM approach with seven different window sizes ranging
from 5 x 5 pixels to 49 x 49 pixels, four different texture measures, and 20 x 20 m of
sensor resolution. Gong and Howarth’s (1992) experiments used a range of seven
different window sizes from 3 x 3 to 25 x 25 pixels, with 20 x 20 m o f sensor resolution.
Pesaresi (2000) systematically examines a very wide range of texture parameter
combinations from 5 x 5 to 91 x 91 window sizes for sixteen different urban and nonurban test patterns.
Although texture features could be useful for measuring spatial structures in
remotely sensed imagery, a number of problems of texture features still exist. In most
cases, a specific set of parameters for the definitions o f textures is adopted by referring to
a non-explained trial-and-error experience. For example, the discrimination accuracy of
texture varies with increasing or decreasing window sizes; and the use of an individual
texture measure or combinations o f different texture measures produces uncertain
discrimination accuracy. These features give a measure of the total relative variation of
pixel values in a local area, but they give no information about spatial pattern (De Jong
and Burrough 1995).
3.3.3 Fractal Geometry
The concept of fractals first put forward by Mandelbrot (1977) allows for
describing complex phenomena. A fractal is a rough or fragmented geometric shape that
each piece is similar to the whole - not necessarily identical to the whole. It is also
referred to as “self-similarity” (see Figure 3.7). Self-similarity is one general
characterization o f fractals in nature that is the end result o f physical processes that
modify shape through local action (Turcotte 1992). Such processes will, after
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Figure 3.7. An example o f a fractal - Sierpinski Triangle. The black squares indicate a
few of the self-similarities of the object (Barnsley 1993).

65

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

innumerable repetitions, typically produce a fractal surface shape (Mandelbrot 1982).
Examples are mountain, forest, cloud, and coastline (see Figure 3.8).
In theory, a typical fractal should remain its self-similarity through all scales but
in the real world naturai phenomena behave differently. Instead, such self-similarity may
vary with scales or remain closely similar at a certain range o f scales. A stochastic fractal
requires a fundamental assumption, scale invariance, which implies invariance of
probability distributions with changes of scale. Many geographical phenomena can often
be modeled by a stochastic fractal in which the scaling and self-similarity properties of
the fractal have inexact patterns. Stochastic fractals sets relax the self-similarity
assumption and measure many scales and resolutions in order to represent the varying
form o f a phenomenon as a function o f local variables across space (De Cola 1993).
Recent additions to the fractal literature, such as the concepts of self-affinity, random
fractals, local fractals, and multifractals, have expanded fractal applications to many
phenomena (Lovejoy and Schertzer 1990; Emerson, et al. 1999).
Fractals provide a proper mathematical means to describe the irregular, complex
shapes found in nature, while the variogram and co-occurrence matrix do not provide
information on the degree of spatial complexity (Lam and De Cola 1993). Fractals have
found widespread use in the characterization of natural as well as other observable
surfaces. There are a number o f great attractions in using fractal based methods.
•

In many cases a small number o f parameters or invariance can be used to
characterize a complex fractal structure. From this point o f view a fractal may be
seen as a compact description o f the hierarchy o f features in a given spatial
structure or phenomenon.

66

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

Figure 3.8. Self-similarity in nature (Mandelbrot 1983). The white outlines gradually
enlarged along the arrows show that the coastline looks similar in its texture, irregularity,
or coarseness.
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•

Many fractals are naturally generated by some underlying dynamical process*
Such a process will often yield descriptions of the relationships between different
parts or more importantly different scales of the fractal structure.

• The statistical properties o f natural surfaces are not generally the result o f a single
dominant physical process but are the result of a superposition of processes
operating at different locations and scales. Each single process may often be
associated with its own fractal parameters over some localized spatial region and
range o f scales.
•

The changes in the fractal dimension at specific scales are normally o f significant
geographic interest (Mark and Aronson 1984), as they imply invariance o f
probability distributions with respect to change o f scale (De Cola 1989; Burrough
1983; Lacaze et al. 1994).

•

The whole notion of fractals or scale invariance involves multiscale analysis.
Such multiscale analysis may be one way of simplifying the representation o f the
extremely complicated natural surface efficiently.
A potential use of fractals concerns the analysis o f image texture (De Cola 1989;

Lam 1990; De Jong and Burrough 1995). It is commonly observed that the degree of
roughness, or large brightness differences in short spatial intervals, in an image or surface
is a function o f scale. The roughness described by the fractal dimension is determined by
the variation in observed radiance. The fractal dimension o f remote sensing data could
yield quantitative insight on the spatial complexity and information content contained
within these data (Lam 1990). Remote sensing data acquired from different sensors and at
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differing spatial and spectral resolutions could be compared and evaluated based on
fractal measurements (Jaggi et al. 1993). Used in this way, fractal geometry provides a
useful descriptor for representing the statistical properties of texture and the underlying
landscape structure in remotely sensed imagery.
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CHAPTER 4 FRACTAL ANALYSIS
4.1 Overview
The basic idea o f fractals is based on the notion o f self-similarity, or scale
invariance. The scale-invariant nature of fractals is attractive for image texture analysis.
The property of scale invariance can be regarded as a fundamental characteristic of image
texture (Tabb and Ahuja 1997). Fractal algorithms perform measurements of fractal
behavior in a multiscale manner. The basic parameter o f fractal analysis consists of
fractal dimensions that quantify the complexity of spatial details present in an image.
Fractals have been applied with various degrees of success to basic image analysis
applications. The analysis o f natural textures has been advanced by the use of metrics
derived from fractal geometry. Pentland (1984) presented evidence that most natural
surfaces are spatially isotropic fractals and that intensity images o f these surfaces are also
fractals. Peleg et al. (1984) used fractal dimension as a global characteristic to recognize
large patches o f natural texture. Keller et al. (1989) related the characteristics o f natural
scenes to a notion of fractal dimensionality and used a fractal geometry model to describe
image texture and segmentation. Chen et al. (1989) successfully applied fractal feature
analysis to medical images for identifying abnormal liver. Chaudhuri et al. (1994) used
fractal dimension as a parameter to characterize roughness of a textual image. For remote
sensing image analysis, fractals were used to characterize Landsat TM data (Lam 1990),
analyze classified Landsat scenes (De Cola 1989) and facilitate identification of
vegetation types from remotely sensed data (De Jong and Burrough 1995). A number of
algorithms for estimating the fractal dimension o f remotely sensed images was proposed
(Jaggi et al. 1993). Some studies indicate that fractal geometry, which implies invariance
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o f probability distributions with respect to changes o f scale, i.e., self-similarity, should
provide an economical framework for the representation of the spatial properties of
landscapes which are visible in remote sensing imagery (Lam 1990; De Cola 1989;
Quattrochi et al. 1997; Lam et al. 1998; Qiu et al. 1999).
4.2 Fractals
The mathematical theory of fractals dates back to Hausdorff and Besicovich in the
1920s. However it was not until the work o f Mandelbrot in the 1970s that it was realized
that fractals could be used to describe and model a wide variety o f natural phenomena.
Mandelbrot (1983) defined fractals as a set for which the Hausdorff-Besicovish
dimension strictly exceeds the topological dimension. This definition was found to be
unsatisfactory because it excludes some sets that ought to be regarded as fractals.
Mandelbrot (Feder 1988) gave further explanation: “A fractal is a shape made o f parts
similar to the whole in some ways.”
One of the most important properties of fractals is self-similarity. Self-similarity
means invariance with transformations o f scale. When each piece of a shape is
geometrically similar to the whole, that is, when an object is composed of copies of itself
and each copy is scaled down by the same ratio in all directions from the whole, both the
shape and the cascading process that generates it are said to be self-similar. The concept
of exact self-similarity is best illustrated by the von Koch curve (see Figure 4.1). A
fractal curve can be defined as
N(e) = K e d
L{£) = N (e )e = K j-D

(4-1)
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g=40°

D= 1.098

a=60°

£>=1.26

a=80°

£>=1.62

£>=2.0

a=90°

Figure 4.1. The von Koch curves with different fractal dimensions
(generated by the author using Fractint software).
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where s is a step size, N{s) and L{s), are, respectively, the number of parts and the length
o f the object needed to traverse the curve, and ATis a constant o f proportionality. The
fractal dimension D quantifies the static “geometry” of an object. The more irregular the
curve, the greater increase in length as step size decreases, the larger D will be.
Obviously, objects in nature rarely exhibit such exact self-similarity.
Nevertheless, they do often possess a related property, statistical self-similarity.
Statistical self-similarity means that upon magnification a small portion o f an object
looks very much like, but never exactly like, the configurations at other scales. The
simplest example of statistically self-similar fractals is a coastline.
The overriding term which defines a fractal object is the property o f self
similarity, and it is this property which differentiates it from classical Euclidean objects.
While examining a sample o f self-similar objects within the field o f fractal geometry, we
have observed two very distinct subtypes (see Figure 4.2):
•

Deterministic self-similarity in which the fractal is composed o f distinct features
which resemble each other at different scales (feature scale invariance) and

•

Statistical self-similarity in which the features of the fractal may change at
different scales but whose statistical properties at all scales are the same
(statistical scale invariance).

4.3 Fractal Dimension
Fractal dimension is one of the most important concepts in fractal geometry.
Based on the concept of self-similarity, fractal dimension can be calculated by taking the
limit o f the quotient of the logarithm of change in object size and the logarithm o f change
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Figure 4.2. Schematic typology of geometric objects
(modified from Lam and De Cola 1993).
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in measurement scale, as the measurement scale approaches zero. For a given infinite set,
its mathematical representation is:

D = lim - l0gAf(g)
'-*0
logff

(4.2)

The fractal dimension D value o f a surface can be estimated in a similar fashion.
It is to be noted that the fractal dimension of objects in one-dimensional topological
space, i.e., curves and lines, lies between 1.0 and 2.0. Similarly, surfaces that are in twodimensional topological space have a fractal dimension between 2.0 and 3.0, with higher
values indicating more complex variation in the surface and lower values indicating a
smoother surface. This corresponds quite closely to our intuitive notion of roughness.
From Eq. 4.2, the precise relationship between an estimator of fractal dimension
and a mathematical concept o f dimension, such as the Hausdorff-Besikovitch dimension,
is known only under infinite resolution. The fractal dimension o f physical objects can
only be approximated over a range of scales. To estimate the fractal dimension of
physical objects, several types of the fractal model extending this fully self-similar
concept have been mentioned in the literature (Mandelbrot 1983; Pentland 1984;
Barnsley 1993; Lu 1997; Peitgen and Saupe 1988). To describe a natural fractal surface,
the most useful fractal model has been the fractional Brownian motion model.
4.4 Fractional Brownian Motion
The fractional Brownian motion (fBm) model has two main properties: (1) each
segment is statistically similar to all others; (2) they are statistically invariant over wide
transformations o f scale. The fBm is a natural extension of ordinary Brownian motion.
The fBm functiony(x) is defined as follows. For all x and Ax (Pentland 1984)
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f ( x + A x)- fi x )

(4.3)

where x, H, and F(t) denote, respectively, the position in w-dimensional Euclidean R"
space, the Hurst coefficient, and the cumulative distribution function of the above
probability measure (typically a zero-mean Gaussian with unit variance). //e [0 ,l], for
H=0.5 we obtain the classical Brownian motion. From Eq. 4.3, it can be derived that for
every Ax
(4.4)

in some cases, the constant C equals to the mean of the random variable |/|. £(■) denotes
the expected value.
The fBm model holds intuitive appeal for modeling natural visual textures. Such
models have played an important role in the computer modeling of natural clutter, by
yielding the most realistic simulations of natural phenomena such as geomorphologic
terrain, vegetation, and clouds (Musgrave 1993). In addition to synthesizing artificial
textures based upon fBm, fractal characteristics may be extracted from actual images, to
quantify aspects of texture within them. Recent research has demonstrated that fBm may
be used to model and subsequently characterize visual textures. The fact that the vast
majority of natural surfaces examined were quite well approximated by a fractional
Brownian function indicates that this fractal model will provide a useful description of
natural surfaces and their images (Pentland 1984).
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4.5 Fractal Dimension Estimation
Remotely sensed images typically have a degree of randomness associated with
both the underlying structure and the noise superimposed on the image. The spectral
intensity surface o f a remotely sensed image can be viewed as the end result o f a random
walk, so the fBm model may be suitable for the analysis of remotely sensed images (Lam
1990). The fBm model provides the foundation for the use o f fractal analysis of remote
sensing.
The vast majority of existing investigation of fractal analysis has relied upon the
fractal dimension. The fractal analysis of an image is a more difficult inverse problem
than the simulation o f spatial forms of fractal objects (Huang and Mallat 1993). The
precise relationship between an estimator of fractal dimension and a mathematical
concept of dimension is known only under infinite resolution, while the fractal dimension
o f physical objects can only be approximated over a range of scales. Even so, the value of
fractal dimension is not easily computed in terms o f its definition since the number of the
step size fth at covers the fractal is algorithmically difficult. In past years, extensive
research has been devoted to develop many empirical methods for estimating the fractal
dimension of surfaces and images (Chaudhuri and Sarkar 1995; Jaggi et al. 1993; Keller
et al. 1989; Peleg et al. 1989; Pentland 1984). These algorithms can be broadly
categorized into two families, but the underlying formula relates the slope of the
logarithmic plot for the measured values against the measuring scale;
•

Size-measure relationship, based on recursive length or area measurements o f a
curve or surface using different measuring scales, such as box counting
algorithms.
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•

Application o f relationships, based on approximating or fitting a curve or surface
to a known fractal function or statistical property such as the variogram algorithm
that is based on the fBm model (Eq. 4.4).
Most of the algorithms are derived from empirically-based techniques. The

tendency is to compute the fractal dimension based on an estimate algorithm, but not
based on the rigor generally found in analytical solutions. Therefore the various
algorithms for the fractal dimension may not all estimate the same quantity. The fractal
nature o f an image is exhibited in many aspects such as intensity, size, shape, area,
distance, information, correlation, and power spectra. Comparative studies o f algorithms
have been carried out by Goodchild (1982), Xia and Clarke (1997), Klinkenberg and
Goodchild (1992), and Xu and Gallant (1993). In this study, we use the term fractal
dimension in a generic sense.
Several o f the most popular fractal algorithms in image analysis (Jaggi et al.
1993) will be discussed in the next section. These methods are by no means o f equal
utility. They address only certain aspects of the spatial structure o f a fractal set. Therefore
it is possible that they would produce different dimensions for the same phenomenon. A
comparative study will be conducted to validate the applicability and reliability of these
algorithms before they are further used for characterizing remotely sensed images. The
results are reported in chapter 6.
4.5.1 Box-counting Method
One of the most popular algorithms for computing the fractal dimension o f signals
and images is the box counting method originally developed by Voss (1986) but modified
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by others to develop a reasonably fast and accurate algorithm (Liebovitch and Toth 1989;
Sarkar and Chaudhuri 1992).
Box counting in general involves covering a fractal with a grid of ^-dimensional
boxes or cubes with side length sand counting the number o f non-empty boxes N(e). For
signals, the grid consists of squares; and for images, the grid consists of cubes. Boxes of
recursively different sizes are used to cover the fractal, and the non-empty boxes are
counted. According to Eq. 4.2, the slope ft obtained in a bi-logarithmic plot o f the number
o f non-empty boxes N(e) against their size £ gives the fractal dimension, where D=~fi.
We employ the “fast” box counting method o f Liebovitch and Toth (1989) to
estimate fractal dimension. To compute D, we need to count the number o f boxes in a
minimal cover that contain at least one element of the set. This is then carried out for a
sequence o f decreasing box sizes. The algorithm does this by using an efficient hashing
to code all the points within one box with the same number and then to count the number
o f distinct values.
1. Each of the N points of a set embedded in w-dimensional Euclidean space can
be represented by a vector with coordinates {X,: / = 0 , . T h e values o f X,
are normalized to cover the range (0, 2*-l). The set is covered by a grid o f ndimensional cubes o f edge size 2m, 0<m<£, called boxes.
2. For each coordinate to form K,=( A’, AND M) where AND is the binary
conjunction o f the corresponding bits in Xt and M, and M is a binary number
with 1’s in the first k-m places and 0’s in the others.
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3. Then for eachj= 1,..., N to construct Z f :Yi+Yi+...+ K„, where the operation
“+” indicates concatenation (for example, “ 10”+ “01”= “ 1001”), all the points
within the same box o f size 2m will have coordinates that have identical binary
digits in the first k-m places.
4. Thus, distinct Zj corresponds to points in distinct boxes. We count the number
of distinct Zp N(e) and then walk down the list once to count the number of
times the values change.
5. The procedure is then repeated for different boxes of edge size 2m, where
m=k, A:-1,...,0.
6. Plotting the negative log o f log(JV(£))against the log of e produces a curve
whose slope estimates the dimension D.
It is worthwhile noting that the first few and last few values o f k may not contain
any valuable information, i.e., the first two box counts N(e) for m=k, k-1 and values of k
for which N(2k) <N/5 should not be used in the slope determination.
4.S.2 Isarithm Method
The isarithm method for estimating the fractal dimension o f images is an
extrapolation o f a one-dimensional technique termed the line-divider method (Goodchild
1980; Shelberg et al. 1982; Shelberg et al. 1983; Lam 1990; Lam and De Cola 1993;
Jaggi etal. 1993). The line-divider method uses Eq. 4.1 to estimate the fractal dimension
of a curve using different step sizes that represent the segments necessary to traverse a
curve. A simple rearrangement of Eq. 4.1 leads to the following equations:
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log Z. = C + B\o%e

D - 1- B
where L is the length o f the curve, e is the step size, B is the slope of the regression, and

C is a constant (Lam 1990). For image data the surface's dimension is the resultant line
dimension plus one, so that the fractal dimension of the image
D = 2 -B.
To compute D, we need to generate the isarithms, i.e., lines of equal Z (e.g., DN
value) values. Then we count the length o f each isarithm represented by the number o f
edges. The logarithm o f the number o f edges is regressed against the logarithm of the step
size, and the slope o f the regression is used to calculate the fractal dimension. Thus for
each isarithm, a unique value of the fractal dimension is obtained. The fractal dimension
of the entire image is calculated by averaging the fractal dimensions o f each isarithm.
1. Find minimum and maximum DN values (Zm,„ and Zmax). Calculate total
number of isarithm lines Nisa={Zmax-Zmm)IZinlen/ai.
2.

For each of the isarithm lines Zisa =Zmin+i*Zinlen/ab ( /= 0 ,

1 ,..., M m ).

the image

area will be sliced around this isarithm value. The pixels below this threshold
are made to be ‘O’ and the ones equal to or above this threshold are given a
value o f ‘ 1’. These ‘O’ and ‘ I ’ values are recorded as T values.
3. For each step size Mw/=25'', (Step number: s= l,..., Smax), count the number o f
edges which are detected when a pixel has a different T value from
neighboring pixels.

81

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

4. Depending on the type of processing direction desired for the fractal
calculation (i.e. row, column, or both) the counting of edges is performed
differently. For row processing, the image is traversed row-wise starting from
the upper left comer. For column processing, the image is traversed column
wise from left to right. For both directions, the image is traversed both row
and column.
5. A regression is performed on the logarithm o f the number of edges against the
logarithm of the step size. This process is repeated for all the isarithms in the
image.
6. The final dimension of the image is computed by averaging the D values of
the isarithms that have a high coefficient of determination. It should be noted
that this method excludes isarithms that have zero edges at any step size and
coefficient R2<0.9.
4.5.3 Triangular Prism Method
The development of this method for image characterization was inspired by the
simplicity o f the line divider (Clarke 1986). This method calculates the surface areas
defined by triangular prisms. It derives a relationship between the surface area o f the
three-dimensional surface and the step size of the grids used to measure the area (see
Figure 4.3(a)). According to Eq. 4.1, we can deduce the following expression of fractal
dimension with area o f object A and side length or step size e.
A(s) = N(s)£ = k £ ' d
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Changing the above equation into logarithmic form, the simpler relationship is
obtained:
log A = C + ZHog e
where B is the slope o f the regression and
D =2 -B
The logarithm o f the total surface area is plotted against the logarithm o f the side
length of the grids that result from the varying step sizes (see Figure 4.3(b)). The fractal
dimension is calculated by performing a regression on this pair of variables in logarithm
form. To employ the triangular prism method,
1. A triangular prism is located successively at the centers of each pixel in the
image plane. Taking the average value of the attributes of the pixel values
located at the four comers of the triangular prism defines the average height of
the apex o f the prism which is placed at the node common to all four pixels.
This defines the four triangular surfaces comprising the triangular prism.
2. For Np x Np image, each step size sm, l<s<log i N p ,a. surface of triangular
prisms is created over the entire image and the total area Am, composed of the
surfaces of the prisms, is calculated.
3. By computing the linear regression of sm against Am, the fractal dimension D
of the image can be estimated by 2-B.
It is noted that we found that the original triangular prism method possesses some
intrinsic mistake. The original method inappropriately used the squared step size instead
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Figure 4.3. Triangular prism method, (a) Coordinate structure,
(b) Regression of log A and log e in triangular prism method
(modified from Jaggi et al. 1993).
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of the step size to calculate the fractal dimension. The previous triangular prism
algorithm would underestimate the fractal dimension (Clarke 1986; De Jong et al. 1995;
Lam et al. 1997; Qiu et al 1999). Our method is a revised triangular prism method. To
show its feasibility we also apply the revised method to some simulated fractal surfaces
of known dimension later in chapter 6.
4.5.4 Variogram Method
The variogram method is based on the statistical Gaussian modeling of images.
Given a fractal dimension, it is possible to use fractional Brownian motion modeling to
create a corresponding image. This method attempts to solve the reverse problem. Given
an image, the objective is to compute the fractal dimension of the image assuming it can
be modeled as a fBm model (Mark and Aronson 1984).
According to the fBm model in Eq. 4.4, the statistical relationship, which exists
between the distance o f two pixels and the variance of the difference in their pixel values,
can be represented by a logarithmic form as follows (Lam and De Cola 1993):
log([g(* + £ ) - g ( * ) f )= 2 //lo g f + logC
where g is a pixel gray value; x is a coordinate vector of a pixel; H is a parameter
representing the raggedness or persistency of changes in the image surface. The fractal
dimension o f the surface then is calculated by
D = 3 - H = 3 - B/2
where B is the slope of this regression between the distance e and the variance of g (see
Figure 4.4).
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Figure 4.4. Estimate of fractal dimension using variogram method.
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To calculate the fractal dimension, the logarithmof the variance between all pixel
pairs is plotted against the logarithm of the distance between the pixel pairs. In actual
computation, the distances are partitioned into a set of equally spaced intervals/groups
and the variances of the pairs within each group are calculated.
1. For all the pixels, the minimum Zmin and the maximum distance Zmax between
the pixels is determined. This distance is divided into groups, where the
number of groups is predetermined by the user.
2. For every possible pair o f pixels, the distance between the pixels is calculated
and the group to which a pixel-pair belongs then is determined.
3. For each group, using the sum and the squared-sum o f the pixel-pairdifferences accumulated, the variances are calculated.
4. The logarithm o f the variances at each cluster is plotted against the logarithm
o f the threshold values. A regression is computed between the two variables
and the slope o f this regression is then used to calculate the fractal dimension
o f the image.
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CHAPTER 5 WAVELET ANALYSIS
5.1 Overview
The fundamental idea behind wavelets is to analyze image data according to
scale. This makes wavelets interesting and useful for image texture analysis. It generally
depends on scale, orientation, and spatial frequency in pixel values to discriminate
textures. Wavelet analysis that processes data at different scales and preserves properties
of space and frequency location becomes a very attractive tool in texture analysis.
Recently wavelet analysis has been studied intensively for characterizing texture
features. Zhu and Yang (1998) studied texture features on 25 types o f airphoto texture
images under various wavelet decomposition schemas and wavelet functions. The 20
energy signatures through wavelet transform were computed and used for texture
classification. The accuracy of the classification result was more than 98%. Laine and
Fan (1993) presented a wavelet transform approach for texture classification. In their
study both energy and entropy metrics for natural textures were computed for each
wavelet packet. They achieved 25 natural textures classified without error. Chen et al.,
(1997) developed an approach to obtain fractal dimensions using wavelet transform.
Their experiment achieved 98% and better classification accuracy to land-cover
classification o f SPOT images through integrating spectral and spatial information.
Wavelet analysis has shown great promise as a means o f studying the spatial structure
features o f remotely sensed images.
5.2 Wavelets and Wavelet Transform
The wavelet transform has some similarity with the Fourier transform. However,
the wavelet transform is localized in terms o f frequency and scale and in time or space,
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whereas the Fourier transform, although localized in frequency, is not localized in time or
space. The advantage of the wavelet transform over the Fourier transform is that low
frequency and high frequency resolutions can be characterized simultaneously. This
means that wavelet analysis is suitable for situations where there are different levels of
variation superimposed on each other (Daubechies 1991). Wavelets are also good for
describing transient data whereas the Fourier transform is not.
The general form of continuous wavelet transform o f one-dimensional data/ can
be expressed as (Daubechies 1991),

where

where a and b are the scale and translation parameters, respectively. y/{x) is the window
function, and it is called the mother wavelet.
The term wavelet gets its name from the following important properties of
wavelet analysis as explained below: Wavelets are oscillatory components that operate
locally. The wavelet yAx) means a small wave. The smallness refers to the condition that
this window function is o f finite length or compactly supported. The wave refers to the
condition that this function is oscillatory.
The mother wavelet is a prototype to generate wavelets with change the
parameters a and b to scale and dilate the mother wavelet yKx\ such as a Daubechies
wavelet. The scale index a indicates the wavelet’s width, and the location index b gives
89

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

its position. What makes wavelet bases especially interesting is the self-similarity caused
by the scales and dilations. Once we know about the mother wavelet, we know
everything about the basis.
The wavelet transform starts with the choice of a mother wavelet which is fixed.
There are different types o f wavelets, such as Harr, Daubechies, Coiflet, Molet, Mexican
hat. and Biorthogonal wavelets. The simplest is the Harr, but probably the most popular
at the moment are those o f Daubechies (Daubechies 1988). Shown in Figure 5.1 are some
o f Daubechies’ family wavelets. The regularity increases with the order. Daubechies’
family actually includes the Harr wavelet. Most Daubechies’ wavelets are irregular and
asymmetric. They are orthogonal.
The continuous wavelet transform is computed by changing the scale o f the
wavelet, shifting the wavelet in time (or space), multiplying by the signal, and integrating
over all times. The results of the wavelet transform are many wavelet coefficients. The
wavelet coefficients are well-located in both domains: space and scale (Daubechies
1991). The wavelet coefficient measures the variation o f the signal in a neighborhood b
whose size is proportional to a. In other words, this definition o f the continuous wavelet
transform shows that the wavelet coefficient is a measure of similarity between the
wavelets and the signal itself. Here the similarity is in the sense of similar frequency
content. The calculated continuous wavelet transform coefficients refer to the closeness
of the signal to the wavelet at the current scale. The value of a coefficient for a particular
location and at any scale can be understood as a characterization of the structures having
this scale and present at this spatial location. Thus it makes sense that spatial features can
be described with wavelets, which have local extents.
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Figure 5.1. Harr and Daubechies wavelets. The names of the Daubechies family
wavelets are written DAUBjV, where M is wavelet length.
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5.3 Multiresolution Decomposition
The discrete wavelet transform is easier to implement when compared to the
continuous wavelet transform. Mallat (1989) proposed a framework for the
multiresolution decomposition of the discrete wavelet transform. Multiresolution
decomposition is normally accomplished by digital filtering techniques in a dyadic
fashion, and the scale a is given by, a-2'J, where j= 1,2, 3.. .etc., and integer j is a
decomposition level. It decomposes a signal into a coarser resolution representation
which consists of the low frequency approximation information and the high frequency
detail information.
We give a brief description o f the multiresolution decomposition in two
dimensions that computes the orthogonal wavelet coefficients of a discrete image. Let Ao
be the image, and H and G be one-dimensional low-pass and one-dimensional high-pass
filters, respectively. They are the conjugate mirror filters associated with the wavelet if/ .
With the separability of the wavelet basis and the convolution formula, we can obtain:
Aj+i - A j* HH

(5.1)

D)+\ = Aj * GH

(5.2)

D]+\ ~ A j * HG

(5.3)

Dj*\ = A j *GG

(5.4)

where Aj is an approximate image o f the image Ao at a spatial resolution j . Aj is
decomposed to an approximate image AJ+\ and three detail images £>]_,, D j+2, and D 3J+3 in
three orientations (horizontal, vertical and diagonal) at a lower spatial resolution j+ \.
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The approximate and detail coefficients can be calculated with a pyramid
algorithm based on convolutions with the two one-dimensional filters H and G . The
result in the output o f the low-pass filter H represents the data’s low frequency
approximate information. The outputs o f the high-pass filterG are referred to as the
data’s high frequency detail information. Figure 5.2 shows the decomposition of Aj
into A/fl, Dj+I,

, and

. The impulse response of filter// is given by

h(n) = h (-n ). The impulse response of filter G is g = g( - n) , where
g(n) = (-1 )1-” h(l - ri). The notation h(n) is called the wavelet filter coefficient, n refers
to as wavelet filter length, or wavelet length. A particular set of wavelets is specified by a
particular set o f wavelet filter coefficients. As Figure 5.2 shows, this algorithm first
convolutes the rows o f image A} with the one-dimensional filter, retains every other
column, convolutes the columns o f the resulting image with another one-dimensional
filter and retains every other row, which gives the four downsampled subimages A]A,
D J+l, D]a , and D]^ . The pyramid decomposition can be continuously applied to the
approximation image until the desired coarser resolution 2J (J> 0, the maximum
decomposition level) is reached. The wavelet image representation of the image is
composed of 3J +1 subimages

that are computed by iterating Eqs. 5.1,5.2, 5.3,and 5.4 for 0 < j < J (see Figure 3.4).
The original image Ao can be recovered from the inverse wavelet transform by
iteration for J > j > 0 , illustrated in Figure 5.3.
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Figure 5.2. Decomposition of Aj into Aj+U Dj+I, D]+x, and Dj+I with 6 groups o f one
dimensional convolutions and downsamplings along the image rows and columns.
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Figure 5.3. Reconstruction of Aj by inserting zeros between the rows and columns of Aj~\,
Dj+| , Dj+l, and Dy\ , , and filtering the output.
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In this study we will use wavelet filters in a class created by Daubechies. This
class includes members ranging from highly localized to highly smooth according to the
wavelet filter length. The coefficients o f Daubechies filters and the program of
multiresolution decomposition used in the study are listed in Appendix B.
5.4 Wavelet for Texture Analysis
The wavelet coefficient is a measure of the gray value variations in the image as a
function o f scale. Large scales or low frequencies corresponding to gross features of the
image that may span a broad data range are decomposed into approximation subimages,
whereas small scales or high frequencies corresponding to detailed features o f a hidden
pattern that usually takes a relatively small window are decomposed into detail
subimages. Wavelet analysis preserves both global and local information, and is adequate
for characterizing texture properties. This observation has motivated researchers to
develop mutiresolution texture models.
Most authors have used Mallaf s dyadic multiresolution decomposition algorithm,
but some use the tree-structured wavelet packets. In this latter method, the higher energy
subimages are often chosen for further decomposition. There are many possible wavelets;
the choice depends on the signal itself and on the application or the need. Because the
more the signal looks like the wavelet, the larger the wavelet coefficient will be the
component o f the signal at the scale o f analysis. Once the wavelet is chosen, the
decomposition is performed equally for all scales.
Wavelets provide a convenient way to obtain a multiscale representation, from
which texture features are easily extracted. To characterize texture it is necessary to use
local statistics o f wavelet coefficients that encapsulate the information. Mallat’s
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experiment suggests that by using wavelet decomposition, statistics based on first-order
distribution of gray levels might be sufficient for perceptive textural difference. For
example, energy and entropy signatures derived from wavelet transform have proven to
be very powerful for texture analysis (Chang and Kuo 1993; Laine and Fan 1993; Unser
199S). Other statistical signatures also are used for texture classification and
segmentation, such as features based on co-occurrence matrix and fractal dimension
(C henetal. 1997).
5.4.1 Energy Signatures
An important property of the wavelet transform is that it conserves the energies of
signals. By the energy of a signal / we mean the sum o f the squares of its values. Thus,
the energy £ /o f a signal/is defined by
Ef = f ; + / / + • • • + / ; - •
The reason the name energy to be given to the quantity £ / is that sums of squares
frequently appear in physics when various types of energy are calculated. While
conservation of energy is certainly an important property, it is even more important to
consider how the wavelet transform redistributes the energy in an image by compressing
most of the energy into the approximate subimage.
Thus the energy of the approximated/ accounts for most o f the total energy o f the
image. In other words, the 1-level wavelet transform has redistributed the energy of f so
that most o f the energy is concentrated into the subimage A / , which is half the length of
f. For obvious reasons, this is called compaction o f energy. The energy o f the
approximate subimage At accounts for a large percentage o f the energy o f the
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transformed image (A/1 D/). A wavelet transform saves the energy of image signals and
redistributes this energy into a compact form.
The energy of a subimage E t is defined as

c ,( * - y y -

where N is the total number of wavelet coefficients in C7(0 < j <J ) . The wavelet
energy signatures {£; }QSjS/ reflect the distribution o f energy along the frequency axis
over scale and orientation and have proven to be very powerful for texture
characterization.
An alternative measure which is sometimes used as a texture feature is the mean
deviation (A/D signatures):

MD, 4

5

X < * ,,)i

It is noted that the two equations are strongly correlated. Although these features
have been successfully used for classification and segmentation o f textured images, some
researchers have attempted to increase classification performance by adding other
measures, such as the variance of the A/D signatures.
5.4.2 Entropy Signatures
An alternative measure o f texture is entropy, defined by

U J — ' Z. CJ(x,yy‘ logic, ( x , y ) f
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This measure was previously proposed for texture measurement in Haralick, et al.
(1973) and has been used to identify a “best basis” for building wavelet packet libraries.
There are a number of variants o f entropy measures, such as the logarithm o f energy
entropy and threshold entropy. Laine and Fan (1993) used entropy and energy measures
in accomplishing texture discrimination.
5.4.3 Co-occurrence Signatures
When features based on first order statistics do not suffice, second order statistics
can improve texture discrimination. The element (i, j ) o f the co-occurrence matrix
Sj (/, j ) is defined as the joint probability o f a wavelet coefficient. The co-occurrence
matrix features can be calculated from the wavelet coefficient images to describe their
second order statistics. Formulas can refer to section 3.3.2 for four common co
occurrence features; these features extracted from the detail images will be refer to as the
wavelet co-occurrence signatures.
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CHAPTER 6 EXPERIMENTAL STUDY (I)
The multiscale analysis techniques described in the early chapters are used to
conduct the experimental study described in this chapter and the next chapter. The major
algorithms focus on fractal and wavelet analyses. This chapter mainly describes the first
portion of the two experimental stages including preparation and strategy o f the
experimental study, design and implementation o f the ICAMS system, and comparison
and evaluation o f the fractal algorithms. The next chapter will apply these methods for
real-world data to remote sensing and discuss their effectiveness.
6.1 Experimental Design and Procedure
The entire experimental study is divided into two stages in this research. In the
first stage a practical and operational software system o f multiscale characterization,
Image Characterization And Modeling System (ICAMS), was developed and
implemented (there is a more detailed description of the ICAMS system in the next
section). The fractal algorithms as the major methods in ICAMS were examined and
evaluated. In the second stage, remotely sensed images were characterized and analyzed
through fractal analysis and wavelet analysis using the ICAMS system. Furthermore,
these measures were used for image classification of land-cover types so as to validate
the efficiency of multiscale approaches for extracting information from remote sensing
data. The experimental study is composed of five basic steps. These steps and the related
strategies are outlined as follows.
First o f all, although the need for advanced spatial analysis techniques for remote
sensing data becomes more pressing, they are seldom available in a systematic and easy-
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to-use manner. The ICAMS system was developed to complement the existing
commercial GIS/remote sensing packages, offering to the users its efficient and
innovative spatial analytical tools. Meanwhile, through the employment of the integrated
software package, it became easier to carry out more fundamental research on the
applicability and reliability of such techniques for remote sensing data to the wider
scientific community (Lam 1994; Quattrochi et al. 1997; Lam et al. 1998). The
implementation and improvement of the ICAMS system were the first major tasks in the
study. The rest of the experiments would depend on the ICAMS system. Meanwhile, the
system was tested and evaluated according to a number of criteria: internal logical
consistency, robustness, flexibility, user-friendliness, speed, and machine dependency.
The system was also distributed to colleagues and other researchers to test the overall
consistency and performance. Modifications and refinements of the system were made
according to systematic testing and the feedback o f these colleagues and researchers.
The comparison and evaluation o f the various fractal measurement algorithms in
the ICAMS system focused on a benchmark study before using them on real data. These
fractal algorithms were used for calculating the fractal dimension. However, there are
unresolved issues in applying fractals to image characterization. For example, which o f
these algorithms is the most robust? Do they properly distinguish between different
fractal objects? In this step, a number of synthetic fractal surface images served as
benchmarks. The fractal dimensions o f these images were then calculated using the
various fractal algorithms and the results were compared and analyzed. Algorithms to
generate fractal surfaces can be found in Lam and De Cola (1993). Through the
comparison study, we expected one o f the methods obtained to be most applicable to
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remotely sensed images with respect to its performance and accuracy. As a consequence,
the findings from these benchmark studies were summarized and added as part of a usage
guide to the software.
One of the most reliable fractal methods was used to examine how the fractal
dimension can be used to identify textural features o f land cover types in remotely sensed
imagery and how it changes with changes in landscape and spatial structures. In
particular, the experimental study contained what the fractal dimensions in remote
sensing data are: (1) in Landsat Thematic Mapper images which have different parts of
the electromagnetic spectrum and spatial resolutions, and (2) in different geographic
locations and with different textual properties (e.g., urban, forested, agricultural, and
coastal areas). Two kinds of comparisons were made. We computed and compared the
fractal dimensions with spectral bands and a combination of bands in the same site. For
example, if fractal dimension values remain the same in the same bands of all images, we
can conclude that we are measuring a property of the spectral band image. If fractal
dimension values are significantly different among the bands, it may allow us to utilize
the dimension o f band combination to extract information. Then we compare the fractal
dimensions in the different sites, to examine how well we can relate the fractal properties
to different spatial structures o f remotely sensed images.
In this step a multiscale analysis with wavelet transformation is introduced as an
alternative method for measuring spatial characteristics of remotely sensed imagery. In
wavelet analysis, an energy vector could compactly represent a multiscale statistical
textural property o f the image. This leads to further study and analysis of what
relationships exist between texture features in image characterization and wavelet types,
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and levels o f decomposition. To know the effectiveness o f the measures, various aspects
of these approaches were performed and evaluated for the study sites. Wavelet
decomposition was carried out for the four types o f land cover images. The
decompositions are four levels o f standard wavelet decomposition. The wavelet types
were Harr and Daubechies wavelets. The filter lengths o f Daubechies wavelet are L=4,
12, and 20 respectively. Wavelet results were compared with the results from fractal
analysis. Consequently, the second stage evaluation provides the basic information of
how fractal analysis and wavelet analysis perform for multiscale characterization of
remote sensing data.
Lastly, the information provided by these multiscale techniques provided
discriminant features for image classification. The key parameter in fractals is the fractal
dimension, which is used to represent the spatial complexity o f image surfaces. The
wavelet analysis technique is applied to provide a set of multiscale statistical features
through compactly supported wavelet decomposition. Such analysis decomposes the
textural information into orientation-sensitive multiple subimages. Using these features,
three groups o f experiments were made by image classification. In the first group the goal
was to determine whether fractal analysis could serve as an effective characterization
technique for land cover classification. In the second group of experiments, the wavelet
method was examined for image classification with respect to bands or combination of
bands, wavelet types, and level o f decomposition. In the last group o f experiments, the
goal was to compare how well multiscale classifications were achieved between wavelet
analysis and combination wavelet and fractal analysis for remotely sensed images. All of
the above classifications share a common classification scheme. Each study area is
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broken down into a number o f subimages for training samples and testing samples. The
minimum distance classifier is used to determine the class where the image belongs. The
error matrix of classification was computed to compare classification accuracy of
remotely sensed images with wavelet analysis and fractal analysis.
6.2 A Multiscale Characterization System - ICAMS
A software system for characterization of remotely sensed images was
implemented on the Windows 95/98/NT platform (see Figure 6.1), combining a number
of algorithms of multiscale spatial analysis. The system stemmed from a NASA research
project - A Geographic Information System for the Characterization and Modeling of
Multiscale Remote-Sensing Data Using Fractals and Selected Spatial Techniques (Lam
1994). In that project, we designed and implemented an Image Characterization And
Modeling System (ICAMS). The development of ICAMS has been driven by the need to
provide scientists with efficient and innovative spatial analytical tools for characterizing,
visualizing, and analyzing remote-sensing imagery (Lam 1994; Quattrochi et al. 1997;
Lam etal. 1998).
The early versions of ICAMS were based on ESRI Arclnfo with ERDAS
Imagine, and Intergraph MGE GIS software respectively. These three systems at the
foundation o f ICAMS were considered the state-of-the-art GIS/remote sensing software,
and provided powerful functions for image input, output, display, and data formats
conversion. The fact that ICAMS uses the basic image processing functions of existing
software as a framework saved considerable time and effort in software development. In
practice, however, we found that using these packages as a basic engine for ICAMS did
not ensure that ICAMS could be easily accessible and serve a large user community.
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When these commercial GIS/remote sensing software packages were continuously
upgraded, their development environment and architectural structure were often changed,
thus incurring a high overhead cost to keep up with the technology. The dependence on
commercial packages can often prohibit ICAMS system improvement and development
in support of our research.
Therefore the development of a new and stand-alone system was imperative. The
system discussed in this study is a new version o f ICAMS, which no longer depends on
any commercial GIS software platforms. The system was reengineered, written in Visual
C++ instead of the original C and GIS macro languages. The system was built from a
whole new core with an integrated look and common architecture. Object oriented
methodology was used to design and implement the whole system, which allowed for
more user-friendly interface design and provided a more reusable basis for system
extension and further improvement. Also we made efforts to maximize the independence
o f this system, reducing dependence on commercial GIS/remote sensing software.
6.2.1 System Functions
Similarly to the old version, the new ICAMS has three major modules: (1) Image
input and output: this module includes reading data from many different data formats,
and converting data format in terms of users' needs. (2) Image characterization: this
module provides users with an array of spatial and non-spatial measures for
characterizing image. The spatial measures include fractal analysis, spatial
autocorrelation statistics, wavelet analysis, and texture measures. Pyramid aggregation is
also provided as a tool for scale analysis. (3) Image display and enhancement: this
module includes the display and output of images, outputs o f analytical results and
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statistics, outputs of intermediate or derived images, and image enhancement functions.
Figure 6.2 outlines the key functions of this system.
The ICAMS is designed to read data from many different sensors with different
data formats, manipulate and perform a variety of measurement operations on the images,
and display them. The ICAMS can read and convert multiple common image formats in
remote sensing such as Arclnfo BIL, Microsoft BMP, Erdas LAN and GIS, TIFF, and
ASCII file formats. A simple enhancement method is implemented to improve the visual
contrast of images. A set of interfaces is created for ease-of-use and interactivity in
setting up parameters.
The image characterization module is the core of ICAMS. The module
implements a number of multiscale analyses for characterization of remotely sensed
images. The module computes basic descriptive statistics as well as spatial statistics of
the images. The basic descriptive statistics include mean, mode, median, standard
deviation, minimum and maximum values and coefficient o f variation. The fractal sub
module contains a number of fractal algorithms, such as box counting, isarithm,
variogram, and triangular prism to compute the fractal dimension of spatial data. The
fractal algorithms are able to estimate the fractal dimension for any image extension
according to user settings. The wavelet sub-module computes energy and entropy values
based on Harr and Daubechies wavelets. Additionally, the characterization module
provides another set o f tools o f multiscale characterization such as texture measures for
energy, contrast, entropy, and homogeneity based on the gray value co-occurrence matrix
of an image. Spatial autocorrelation indexes Moran’s / and Geary’s C and their
significance values were also implemented. These methods have been applied to analyze
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spatial data and have proven to be useful. All the routines mentioned were implemented
as executable programs that allow the user to carry out various operations using
multiscale analysis on their own images.
Although these algorithms described were presented along with some initial tests
in the literature (Jaggi et al. 1993; Lam and De Cola 1993; Liebovitch and Toth 1989), it
took time to make extensive modifications to improve both their computing effectiveness
and accuracy. For example, we corrected an error that had existed in the triangular prism
algorithm used for a long time. The previous triangular prism method involved dividing
the area o f step size by the total triangular prism surface area (Clarke 1986; Jaggi et al.
1993; De Jong and Burrough 1995). We proved that this was not accurate. Our triangular
prism method is based on the total triangular prism area compared with the length o f step
size instead o f the area of step size. Two more sampling methods, systematic sampling
and stratified random sampling, were added to the variogram algorithm, considering the
computation expense and memory limitation in this method. Systematic random sampling
was achieved simply by using every nth pixel in both x andy directions. The stratified
random sampling was achieved by keeping same numbers of sampling at areas with equal
size (Quattrochi et al. 1997). The number o f the sampling points was used to construct a
variogram, from which the fractal dimension was subsequently determined using its
slope.
In general, the new ICAMS contains the following functions:
•

Provides various fractal algorithms for characterization o f remotely sensed
images.
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•

Provides characterization o f images based on wavelet transform using Harr and
Daubechies wavelets.

•

Provides texture measures based on the gray value co-occurrence matrix o f the
image such as Energy, Contrast, Entropy, and Homogeneity.

•

Provides spatial autocorrelation for the image such as Moran’s I and Geary’s C.

•

Provides pyramid aggregation for the image.

•

Provides general descriptive statistics for the image such as minimum, maximum,
standard deviation, coefficient of variation.

•

Reads multiple image formats (BIL, LAN, GIS, BMP, ASC and TIFF).

•

Provides image format conversion.

•

Provides fast display and scaling o f huge size images.

•

Provides zoom and pan functions for image display.

•

Provides crop and merge operations on remotely sensed images.

•

Provides image visual enhancement operations.

•

Provides information inquiry for pixel and window.

•

Provides band splitting and band extracting.

•

Provides an interactive interface and batch mode to operate images.

6.2.2 System Components
All components o f ICAMS were written in the C++ programming language
(Kruglinshi et al.1998; MapObjects 1996; Shepherd and Wingo 1996). ICAMS was built
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on three major classes: CImage class for image input and data format conversion, CView
class for image fast display and roaming, and a multiscale characterization class such as
CTriangular. Figure 6.3 illustrates the system architecture. We extensively used objectoriented design and programming, and windows programming techniques. The objectoriented approach allows for a cleaner design and provides a more reusable basis for the
system extension and improvement. ICAMS was designed with the following features in
mind: speed and reliability of execution, ease of use in interface, and integration.
ICAMS is meant to operate on various kinds of remotely sensed images. CImage
consists of different image formats, allowing for reading different image formats with
different sizes o f images. The CImage is the abstract base class for CTiff, CBmp, CLan,
CGis, and CBil, etc., which are responsible for reading different image formats
respectively. The CImage has an associated CMapFile that utilizes windows memory
management techniques to facilitate fast memory access. The CView provides a means to
display and query a collection of user-defined images. The core functionality of ICAMS
is built around its CDoc and CView architecture. CDoc provides a means o f interacting
with CView, image data, and user input CDialog. ICAMS supports the following
multiscale characterization classes: CBoxcout, CIsarithm, CTriangular, CVariogram, and
CWavelet, and others. Common aspects (e.g., parameter configuration and result output)
o f all these characterization classes are grouped together into the abstract class CDialog.
With the input and output modules of ICAMS no longer depending on either of
the commercial GIS software platforms, Arclnfo or Intergraph, considerable
programming effort was involved in building the system interface, image input and
output, and integration it with the image characterization module. The programming time
HI
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and efforts mainly contributed to implementing the image input and display modules that
originally were dependent on the functions o f the commercial GIS/remote sensing
software. The sheer size and multiple data formats of remote sensing data were the
fundamental obstacles. Remote sensing data usually are huge image files with multiple
bands in the order of hundreds of megabytes, constraining the capability o f displaying
and handling these data. Therefore we had to explore a new method to deal with large
image sizes and multiple data formats. Especially we developed the ability in ICAMS to
allow the fast display of large image sizes, perform image roaming, and conduct spatial
query for any pixel spectral values.
When designing a fast display technique for remotely sensed images, there are a
number o f factors to be considered. Screen resolution and size provide the first level of
constraints on how to display an image that usually has a larger size than the screen size.
Although these constraints exist, we can utilize the characteristics of the screen with the
constraints imposed by the screen resolution to improve the speed of image display. The
main technique we used is a resampling and segmentation technique to complement the
screen deficiency. An image resampling approach was used to generate coarser resolution
images from the originals when the screen size was less than the image size.
For simplicity, suppose L x L is the screen size and let an image be an (A/ x L) x
(M x L) array. By taking the divisor of L x L, a non-overlapping array of the image
displayed on the screen, we can resample the image L x L by taking a pixel with M pixel
long and M pixel wide intervals from the original image. If the time o f loading the entire
image is t, the time o f loading the resampled image is only t/Af2. Actually by using
windows memory management techniques and segmentation o f images, the amount of
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Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

time o f loading the resampled image declines more rapidly. The display method we
developed is comparable with that of other powerful GIS software from ESRI, notably,
ArcView and MapObjects. The resampling technique can be seen as a successful
application of a simple multiscale technique for fast display of remotely sensed images.
ICAMS is not only a software package but also a C++ library o f classes and
functions designed for multiscale characterization of remotely sensed images. ICAMS
has readily available portable functions which perform the elements of multiscale
analysis o f data and images. Typically, a software package is built to do many things at
once while a library of functions can be used to tailor an application exactly to one’s
needs. ICAMS provides an algorithm library for users wishing to employ fractal analysis,
wavelet analysis, and other multiscale analysis techniques, and allows integrating and
tailoring these algorithms for their own purposes.
6.3 Comparison of Fractal Algorithms
Applications of fractal concepts rely on the ability to accurately estimate the
fractal dimensions o f objects from samples. Although the implementation and operation
o f fractal algorithms along with some initial tests using image data were described in the
literature (Dubuc et al. 1989; Sarkar and Chaudhuri 1992; Huang et al. 1994; Jaggi et al.
1993; Lam and De Cola 1993; Lam et al. 1997), confusion arises from the fact that results
o f applying differing algorithms often contradict each other. These algorithms often
involve many subjective decisions in selecting computational parameters. These factors
can have significant effect on the final results of fractal computation. It is common for
different researchers using the same algorithm or the same researcher using different
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algorithms to produce quite varied results for the same data sets (Goodchild 1982;
Klinkenberg and Goodchild 1992; Xia and Clarke 1997).
An evaluation o f the various measurement techniques is necessary before they can
be used to reliably characterize and extract information from the various types o f
remotely sensed images. In this study, we compare their performance on the fractal
Brownian surface with a known fractal dimension. These mathematical objects thus
provide a kind o f “benchmark”. The comparison between the known and the computed
fractal dimensions provides an assessment of the reliability and effectiveness of the four
most commonly used fractal surface measurement methods for characterizing and
measuring landscape patterns. And the evaluation results will be useful to further
improvement of the fractal measurement methods and possible modification to the
algorithms in ICAMS.
6.3.1 Simulated Fractal Surfaces
Simulated fractal surfaces with a set of fractal dimensions were constructed
before verification o f the various algorithms of fractal dimension. Although the simulated
fractal surface is not representative of most remotely sensed images, it is well understood
that fractal properties caa be used to analyze and categorize the behavior and
performance of fractal algorithms. As with any performance measure, it is worthwhile to
understand the significance of the metric and its implications. Ideal fractal surfaces
having known dimensions were generated using the shear displacement method
(Goodchild, 1980; Goodchild, 1982), as provided in Lam and De Cola (1993).
The method starts with a surface of zero altitude represented by a matrix o f square
grids. A succession o f random lines across the surface is generated, and the surface is
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displaced vertically along each random line to form a cliff. The process is repeated until
several cliffs are created between adjacent sample points. The intersections of these lines
follow a Poisson distribution, while the angles o f intersection are distributed uniformly
between 0 and 2n. Each cliffs height is controlled by the user-specified parameter H, so
that the variance between two points is proportional to their distance. The parameter H
describes the persistence o f the surface and has values between 0 and 1, and the fractal
dimension o f the simulated surface can be determined by D=3-H. For small H, the
surface is highly irregular, the value H=0.5 (or D=2.5 for surface) results in a Brownian
surface. The program requires the following input: the number of rows and columns
defining the output matrix, the number of random cuts (that is, cliffs), an H value, and a
seed value for the random-number generator.
For this analysis, 512 x 512 pixels surfaces with H=0.1,0.3,0.5, 0.7 and 0.9 were
generated to gain five simulated fractal images with £>=2.9,2.7,2.5,2.3, and 2.1 using
5000 cuts and identical seed values. Figure 6.4 displays the four simulating images with
D from 2.3 to 2.9. In the image, gray values (from white to dark) may be viewed as the
heights o f the surface (from high to low). Figure 6.5 displays the complexity of the four
fractal surfaces in 3D form. Table 6.1 shows descriptive statistics o f the five fractal
surfaces. This table lists the descriptive statistics for the simulated fractal surfaces. It
shows that as D increases, the standard deviations of the surface values decrease. The
inverse relationship between D and standard deviation is notable, because D is a measure
o f spatial complexity and standard deviation a measure of non-spatial variation. As
expected, spatial autocorrelation index Moran’s I increases with the D values, but
Geary’s C decreases.
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D=2.5

D-2.3

Figure 6.4. The simulated fractal surface images.
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Figure 6.5.3D display of the simulated fractal surface.
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Tab e 6.1. Summary statistics for the simulated fractal images
Ideal D Min Max Mean DN DN Std. Mode Median CV
Moran'a Geary's
DN
DN
Dev
DN
DN
1
C
2.9
214 105.4897 22.3861
6
105
105 0.2122 0.1765 0.8234
2.7
5
201 108.9985 23.9564
106
109 0.2198 0.7984 0.2017
2.5
212 120.0933 26.9079
40
110
118 0.2241 0.9869 0.0131
2.3
222 131.2510 32.9314
107
127 0.2509 0.9996 0.0005
65
2.1
64
208 135.4447 39.4833
134
106
0.2915 0.9999 0.0001
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6.3.2 Estimation of Fractal Dimensions
The four fractal methods that had been implemented in the software were
examined including the box counting, isarithm, triangular prism, and variogram methods.
The simulated fractal surfaces with known fractal dimensions were applied to the four
algorithms in ICAMS to compute their fractal dimensions in order to compare and
analyze the performance and accuracy o f these fractal methods.
A property inherent to every fractal surface is self-similarity, i.e., its statistical
properties are the same regardless o f the scale at which we are looking at it. Accordingly,
if we cut out a small piece o f the fractal surfaces, its fractal dimension will be similar to
the one o f the original surface. Therefore, 128 x 128 pixels images were randomly
extracted from the simulated fractal images o f known dimension (D=2.1, 2.3,2.5, 2.7,
and 2.9) as test images for the four algorithms. Each algorithm for estimating the fractal
dimension of images involves parameters which must be chosen. However, little hard
evidence exists to quantify the influences of these factors on the accuracy o f estimates.
Therefore, the standard parameters were chosen to compute the fractal dimension. The
standard parameters are based on the theoretical considerations alone, as described in
Chapter 4. For the isarithm method, the column and row method was used and 5 as the
maximum number of steps with an isarithmatic interval o f 1. In the variogram method,
the number of distance groups was fixed at 20, with a sampling interval o f 10 using the
stratified random sampling method. The only parameter in the triangular prism method is
the maximum number o f steps, which was also fixed at 5. The box counting method does
not need any parameter.
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6.3.2.1 Algorithm Performance
The box counting method counts the number o f boxes in a minimal cover that
contain at least one element of the set. This is then carried out for a sequence of
decreasing box sizes. This box counting contains two main loops. The first loop is
determined by the image size 0 ( N p) . Each o(N p x Np pixels in an image can be
represented by a vector X; /'=0,... ,2. The values of X, are normalized to cover the range
(0, 2*-l). The procedure is repeated for different boxes of edge size 2m, where m=k, k1,.. .,0. The second loop will execute in 0 ( k log2(/Vp) ) . Thus the box counting executes
in 0 ( k N p2 log2( N p)) steps.
The isarithm method contains three main loops. The outer loop is determined by
the total number of isarithm lines, Nisa. The middle loop is determined by the maximum
number o f cells, Nceit which must be greater than 1 and less than log2(N p) causing this
middle loop to execute log, (# „ ,,) times. Finally, the inner loop is determined by the size
o f the image and executes N p x N p times. Thus the isarithm method executes in
0 ( N miN 2p lo g ,{ Np) ) steps.
The triangular prism algorithm contains two main loops. The outer loop is
determined by the number of steps, NMp which must satisfy 1 < N acp < \og2( N p) . The
inner loop is determined by the image size and will execute N p / Sra -xNp /

times,

where Nss is the step size. Thus the inner loop executes in 0 ({N //V„.)2) steps, and the
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outer loop executes in 0(log2(N p )), allowing the triangular prism method to execute in
0((1 / log, (N p ))N I ) steps.
The variogram algorithm divides the image and calculates the variance among the
distance groups. The algorithm contains two main loops both of which are determined by
the image size. The outer loop sequentially selects each pixel and then executes the inner
loop which sequentially compares every other pixel to the outer loop pixel. The distance
between the pixels determines which group is affected, and the variance of the pixel pairs
for each group is calculated. Thus both loops execute in 0 ( N 2p) steps. Since the loops are
nested this requires N p operations causing the entire algorithm to execute in
0 ( N *p ) steps.
The efficiency o f the algorithm performance of the four methods is clearly shown
with the standard parameter configuration. The triangular prism method is the fastest one
among these algorithms, followed by the isarithm method and the box counting method.
The variogram method is the slowest one.
6.3.2.2 Algorithm Accuracy
The resultant D values from applying the five simulated fractal surfaces to the
four algorithms are summarized in Table 6.2. Since all fractal algorithms require
performing a regression analysis, the goodness-of-fits o f the regressions given by the R2
values corresponding to the D values are also listed in Table 6.2.
Table 6.2 shows that the standard estimator of box counting cannot accurately
measure that fractal dimension. The results o f the fractal dimensions with D between 2.1
122
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Table 6.2. Summary of D values for the five simulated surfaces from the four
___________________________ algorithms.____________________________
Ideal D Box counting
Isarithm
Triang ular
Variojgram
Mean D RA2
Mean D RA2
Mean D
Mean D RA2
RA2
2.9
2.6281 0.9997
2.9909 0.6700
2.9760 0.9908 2.9522
0.9992
2.7
2.4965 0.9999
2.9015 0.8020
2.8504 0.9877 2.7631
0.9992
2.5
2.2114 0.9998
2.6534 0.9636
2.5599 0.9860 2.4882
0.9991
2.3
2.0346 0.9999
2.2145 0.9970
2.1900 0.9592 2.1822
0.9748
2.1
2.0002 0.9997
2.0001 0.9999
2.0677 0.8732 2.0691
0.7186

123

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

and 2.9 ranged from 2.00 to 2.63. Although its estimates varied monotonically with
fractal dimension, the range of its estimates was much smaller than the range of the
“true” dimensions. The fact that the box counting estimator o f fractal dimension does not
return accurate values on the fractal surface with known dimensionality has been noted
several times in the literature. Keller et al. (1988) generated ten fractal surfaces by the
power spectrum method, with dimensions ranging from 2.0 to 2.9, and estimated
dimensions with the box counting. Estimated dimensions ranged from 2.07 to 2.53.
Huang et al. (1994) compared the box counting estimators with true dimensions between
2.1 to 2.9. Resultant dimensions ranged from 2.07 to 2.47. However, the box counting
method has been extensively employed in image analysis (Pentland 1984; Keller et al.
1988; Huang 1994).
As indicated in Table 6.2, the variogram method consistently overestimates the
fractal dimension when working with a higher dimension fractal (£>>2.5) (Lam et al.
1997). The coefficient of correlation R3 values decrease from 0.96 to 0.67 as the
dimension increases. However, this method yielded a fairly linear regression (R3 close to
1.0) with the lower fractal dimension surface (£><2.5). It is observed that the variogram
method that simply used a fixed portion of these chosen points on log-log plot does not
ensure that the plots define perfectly straight lines. To determine which portion of the
log-log plot the straight line should be fitted to, the variogram method in ICAMS
provides the option that the user views the variogram and inputs the breakpoints
manually so that a range o f points that yields a higher regression ratio can be found
(Mark and Aronson 1984; Lam and De Cola 1993; Jaggi et al. 1993). The log-log curves
o f variograms for images were re-interpreted to see if any portion o f the curves had the
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“best-fit” slope. Obviously in this example, the portion of the curve that provides the best
estimate is not necessarily the most linear portion of the plot. Hence, there is no obvious
way to choose the portion of the plot that yields the “best” estimate.
Results in Table 6.2 primarily show that the algorithm results from the box
counting and variogram methods were inferior to those of the triangular prism and
isarithm methods. The usefulness of the box counting and the variogram for
characterizing the real data of remote sensing is questionable. It is evident that remote
sensing data usually have a higher fractal dimension than most of tested real-world
terrain surfaces which have dimensions between 2.1 and 2.5 (Shelberg et al. 1983; Mark
and Aronson 1984; Lam 1990; Qiu et al. 1997). The box counting and the variogram
show poor performance in predicting surface that have higher fractal dimensions. They
are also the least efficient algorithms among the four tested.
There was a very consistent approximation to the fractal dimension when the
isarithm and triangular prism methods were used for the higher-dimension fractal
surfaces. Previous research has frequently used the isarithm method for estimating the
fractal dimension o f image data, and has shown that the isarithm method calculates the
fractal dimension fairly accurately for the fractal surfaces (Lam et al. 1997; Jaggi et al.
1993). Table 6.2 shows that the triangular prism method also produces the same accurate
results as the isarithm method for these surfaces in the fastest manner among all of the
methods. However, it was unknown which method between the isarithm and triangular
prism method was better. Therefore, a comprehensive testing and in-depth evaluation was
needed to compare the isarithm and triangular prism methods so as to provide a better
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understanding o f their behavior and relationship for further characterizing remote sensing
data.
6.3.3 Triangular Prism- vs. Isarithm- Algorithm
To further compare the algorithms’ performance, 120 samples were randomly
extracted from each fractal surface. Each sample size is 128 x 128 pixels. The total
number o f sampling images from the five fractal surfaces is 600 (5 x 120). It was
expected that a reliable method will obtain the fractal dimensions of these samples over
some ranges.
In the isarithm method a number of factors would affect the fractal dimension
values, while the triangular prism method has just one parameter that controls the
computation of the fractal dimension. As outlined in Lam and De Cola (1993), the factors
in the isarithm method designed as parameter inputs in the algorithm include the
maximum step size, the isarithmic interval, and the directions for these walks (i.e., either
row, column, or row and column directions). The interval was designed for the surface
measurements with real data such as DEM data. The direction option might disclose
image characteristics with distinct orientation in terms o f discrepancies in resultant
dimension values (Lam et al. 1997). However, it could not help for this comparison with
the triangular prism method, because the fractal dimension from the triangular prism was
insensitive of direction. Therefore, the column and row method was used as the direction
parameter.
The maximum step size (or spatial scale) was a mandatory parameter for the
comparison between the two methods, because they required large numbers o f data points
in order to get information over sufficient spatial scales. The step size specified the
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number of measuring pixels, i.e., the number of steps ranges from 1, 2,3, to 4
corresponds to the step size from 1,2,4, to 8, which determined the maximum separation
distance in pixels. For a smaller step size, there were more pixels in the image which
could be included in the regression analysis. The maximum step size was used as only
one variable to compare the two methods. The maximum step size was determined by the
image size. For 128 x 128 pixel images, the number o f steps was 8. It was suggested that
the maximum number of steps for regression analysis could not be less than S (Emerson
et al. 1999). Hence, the maximum number o f steps for the two methods was set up as 5,
6, 7, and 8 respectively to see the performance of the two methods. It was noted that if
the maximum number of steps was «, the actual area to make a proper calculation of
fractal dimension would be one pixel larger 2" +1.
The basic summary statistics o f D values (average, minimum, maximum, standard
deviation, and error) for the individual fractal surface according to the four step sizes
(note: for simplicity if not otherwise specified, step size will refer to the maximum
number of steps) were computed and are listed in Tables 6.3 and 6.4. These tables list the
statistical results for the 120 sampling images, from the triangular prism method and the
isarithm method, respectively. The fractal dimensions estimated by the triangular prism
method are much closer to the known dimensions of the simulated fractal surface,
especially for ones with a higher dimension range from 2.5 to 2.9. The average D values
estimated by the triangular prism method range from 2.45 to 2.95, while the average D
estimated by the isarithm method range from 2.56 to 2.98. The maximum errors
(difference between computed D and the “true” D) by the triangular prism method are
around ±0.11, while they are less than ±0.16 by the isarithm method. The average R2
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Table 6.3. Summary statistics for the simulated fractal images
Ideal D Steps Mean D Mean R*2 MinD Max D D Std. Dev D Error
2.9
2.9
2.9
2.9
2.7
2.7
2.7
2.7
2.5
2.5
2.5
2.5
2.3
2.3
2.3
2.3
2.1
2.1
2.1
2.1

5
6
7
8
5
6
7
8
5
6
7
8
5
6
7
8
5
6
7
8

2.9522
2.9199
2.8602
2.7801
2.7631
2.7586
2.7258
2.6742
2.4882
2.4797
2.4671
2.4577
2.1822
2.1639
2.1521
2.1506
2.0691
2.0522
2.0417
2.0360

0.9992
0.9971
0.9894
0.9708
0.9992
0.9987
0.9946
0.9837
0.9991
0.9980
0.9940
0.9920
0.9748
0.9649
0.9637
0.9472
0.7186
0.6221
0.6150
0.6170

2.8843
2.8417
2.7990
2.7404
2.7044
2.7037
2.6722
2.6326
2.4375
2.4391
2.4062
2.3944
2.1447
2.1270
2.1152
2.0955
2.0653
2.0488
2.0385
2.0312

3.0059
2.9881
2.9088
2.8137
2.8337
2.8308
2.7763
2.7133
2.5490
2.5231
2.5213
2.5154
2.1943
2.1804
2.1711
2.1864
2.0746
2.0566
2.0447
2.0406

0.0241
0.0282
0.0213
0.0144
0.0246
0.0258
0.0221
0.0153
0.0210
0.0212
0.0303
0.0317
0.0109
0.0113
0.0114
0.0250
0.0024
0.0018
0.0014
0.0023

0.0522
0.0199
-0.0398
-0.1199
0.0631
0.0586
0.0258
-0.0258
-0.0118
-0.0203
-0.0329
-0.0423
-0.1178
-0.1361
-0.1479
-0.1494
-0.0309
-0.0478
-0.0583
-0.0640
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Table 6.4. Summary statistics for the simulated fractal images
Ideal D Steps Mean D Mean RA2 MinD Max D D Std. Dev D Error
2.9
5 2.9760
0.9908 2.8891 3.0761
0.0356
0.0760
2.9
6 2.9773
0.9897 2.8952 3.0655
0.0341
0.0773
2.9
7 2.9810
0.9897 2.9023 3.0561
0.0810
0.0333
2.9
8 2.9867
0.9898 2.9085 3.0468
0.0867
0.0310
2.7
5 2.8504
0.9877 2.7628 2.9427
0.1504
0.0370
2.7
6 2.8523
0.9864 2.7487 2.9375
0.0366
0.1523
2.7
7 2.8551
0.9853 2.7373 2.9467
0.0377
0.1551
2.7
8 2.8613
0.9816 2.7534 2.9418
0.1613
0.0400
2.5
5 2.5599
0.9860 2.5008 2.6260
0.0227
0.0599
2.5
6 2.5641
0.9812 2.4986 2.6278
0.0641
0.0276
2.5
7 2.5630
0.9834 2.4880 2.6326
0.0309
0.0630
2.5
8 2.5674
0.9668 2.4782 2.6898
0.0674
0.0489
2.3
5 2.1900
0.9592 2.1604 2.2142
0.0125
-0.1100
2.3
6 2.1816
0.9452 2.1470 2.2181
-0.1184
0.0152
2.3
7 2.1787
0.9381 2.1479 2.2137
0.0147
-0.1213
2.3
8 2.1776
0.9284 2.1490 2.2094
-0.1224
0.0178
2.1
5 2.0677
0.8732 2.0602 2.0785
0.0041
-0.0323
2.1
6 2.0553
0.8561 2.0479 2.0668
-0.0447
0.0039
2.1
7 2.0473
0.8560 2.0408 2.0575
-0.0527
0.0033
2.1
8 2.0432
0.8593 2.0392 2.0481
0.0020
•0.0568
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values for the higher dimension fractal surfaces from either the triangular prism or the
isarithm method range from 0.97 to close 1.0. This nearly perfect linear regression
specifies a characteristic o f ideal fractal surfaces and demonstrates the concept of self
similarity - the complexity of the image remains the same across scales.
Figure 6.6 shows the variation of the average resultant D values o f the 120
sampling images against the step size from the two methods. When the two figures are
compared, for each step size the average D value from the isarithm method remains
nearly a constant, while the average D values from the triangular prism method decline as
the step size increases. By comparing this variation in average D against the step size it is
evident that the best results are obtained for the estimate of D when the triangular prism
algorithm uses all cell sizes up to, but not including, the maximum possible step size.
Examining the R2 values in Tables 6.3 and 6.4 for the two methods shows that as the step
size increases, the log-log plot of the smaller step size better reflects the dimension. In
general, the combined effect o f the maximum step size used is that smaller maximum
step sizes produce a more correct D with higher R2 values.
Closer inspection of the D values of each sample reveals for each sample there are
different D values from the two methods in Figure 6.7. By comparing this variation in D
against the sample number it is evident that the isarithm method appears more oscillatory
along the sample number. Comparison of the range o f D values and the D standard
deviation reveals that the D values from the isarithm method have a relatively larger
fluctuation than those from the triangular prism method. The maximum D standard
deviation from the isarithm method is around 0.05, compared to approximately 0.03 from
the triangular prism method. In regard to noise tolerance, the isarithm method appears
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Figure 6.6. Comparison between the given D values and the average D values with
maximum step sizes by (a) the triangular prism algorithm, (b) the isarithm
algorithm.
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more susceptible to noise. The triangular prism method appears less sensitive to the
influence o f noise.
Figure 6.8 shows histograms o f D values to compare the distribution o f the D
values from the two methods when the step size is 6. The shape of the bell curves o f D
distributions from the triangular prism method remains remarkably similar toward higher
fractal dimensions. The D values estimated by the triangular prism method are distributed
much more like a normal distribution and much closer to the true D value. Comparison of
the triangular prism error to the isarithm error shows that the triangular prism method
converges to the correct fractal dimension value in a faster, more consistent manner than
the isarithm method. It shows the triangular prism method to be more stable and more
reliable.
This comparison and evaluation provide insight about the accuracy and reliability
o f the two fractal algorithms. Clearly, the triangular prism method provides a more
consistent approximation to the fractal dimension, and is also a faster method. As
expected, the surface roughness increases with the fractal dimension. The fractal
dimension is a useful method to quantify the complexity o f feature details present in the
simulated fractal surfaces. The complexity and irregular geometric structure of the fractal
surfaces indicate that the results obtained in this experimental study are most applicable
to real world images, which contain a high degree of irregular patterns. Consequently, it
would be appropriate to recommend the triangular prism method for further
characterizing different spatial phenomena as manifested in different remote sensing data.
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Figure 6.8. Histogram o f the D values from the triangular prism and isarithm
algorithms: (a) the given D = 2.9, D mode (triangular prism)= 2.92, D mode
(isarithm) = 2.98, (b) the given D = 2.7, D mode (triangular prism = 2.79, D
mode (isarithm) = 2.87, (c) the given D = 2.5, D mode (triangular prism)= 2.5, D
mode (isarithm) = 2.6, (d) the given D = 2.3, D mode (triangular prism)= 2.17, D
mode (isarithm) = 2.18, and (e) the given D = 2.1, D mode (triangular prism)=
2.051, D mode (isarithm) = 2.053.
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3.1

CHAPTER 7 EXPERIMENTAL STUDY (II)
In this chapter, the experimental study is based on the Landsat TM images
covering different parts o f Louisiana. The multiscale analysis techniques were used to
measure the images’ spatial structures and demonstrate the usefulness and effectiveness
o f fractal and wavelet analyses for characterization of spatial structures in remotely
sensed images. The analysis was carried out through use of the ICAMS system.
7.1 Data Preparation
7.1.1 Study Site
The study areas are located around the Atchafalaya River Basin in south central
Louisiana. The Atchafalaya River is one of five major distributaries of the Mississippi
River, which discharges 30 percent of its flow into the Atchafalaya Basin. The
Atchafalaya Basin is the nation's largest swamp wilderness, containing nationally
significant expanses o f bottomland hardwoods, swamplands, bayous and back-water
lakes. Geographically, the basin has four sections. To the north are woodlands and
farmlands. The middle section contains North America’s largest river basin swamp, a
natural paradise o f exotic plants and animals. Farther south is marshland. Finally, where
the Atchafalaya River empties into the Atchafalaya Bay, a new delta is being formed. The
Atchafalaya Basin with its adjacent regions is an assemblage o f rich and varied landscape
patterns o f natural, scenic, and cultural resource features, qualities, processes, uses,
values, and relationships, representing a unique aspect of Louisiana (Kniffen and Hilliard
1988; Pearson 1991).
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7.1.2 Data Sets
Landsat TM images o f areas around the Atchafalaya Basin were used for the
experimental study. Landsat TM has six reflective bands with spatial resolution o f 30
meters and one thermal band with coarser resolution of 120 meters. The images for the
experimental study were acquired on November 29, 1992. The original image data were
geo-rectified and resampled to 25 meters pixels for the six reflective bands and 100
meters pixels for the thermal band by the Earth Observation Satellite Corporation,
EOSAT. The locational accuracy of the satellite imagery is approximately 1 pixel (30
meters for the reflective bands or 120 meters for the thermal one). The projection of the
data set is Universal Transverse Mercator (UTM), zone 15, 1927 North American Datum
(NAD27). These data were provided by Mr. DeWitt Braud at the Department of
Geography and Anthropology, Louisiana State University.
Four small subsets were extracted from the Landsat TM scene by the ICAMS
system. Each subset contains a total of 256 x 256 pixels, approximately 6.4 kilometers
on a side. Figure 7.1 shows the locations of the four subsets in the Atchafalaya Basin
area. Figure 7.2 displays the false color composite images for these study areas. The
images were contrast stretched from a red, green, blue composite of bands 4, 5, and 3.
The selection o f these four study areas was primarily based on the typical landscape types
they represent and the availability of ancillary data. Ancillary data for the sites include
large-scale air photos, maps, and related documents.
The four land-cover types examined are urban, forested, agricultural, and coastal
areas. Study area A covers part of the city of Baton Rouge located in the middle and east
of the Atchafalaya Basin. It represents the urban landscape o f a medium-sized city of
136
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Figure 7.1. Shows locations o f the study areas in Louisiana (The false color image of
Louisiana is from the Louisiana Oil Spill Contingency Plan Map CD in 199S).
The black outline represents the region o f the Atchafalaya Basin.
Study area A is an urban area located in the city of Baton Rouge.
Study area B is a forested wetland area located in the middle of Iberville Parish.
Study area C is an agricultural area located in the northern Iberville Parish.
Study area D is a coastal area located in Terrebonne Parish.
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Study area C - agricultural area

Study area D - coastal area

Figure 7.2. The false color composite images for the study areas. The images
were stretched from a red, green, blue composite o f bands 4,5 and 3.
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about 392,000 people (Tiger/Line data 1990). Study area B covers a forested swamp area,
located in Iberville Parish in the middle of the Atchafalaya Basin. Study area C is part of
an agricultural area of Iberville Parish, located in the northern section of the Atchafalaya
Basin. Study area D is a coastal area located in Terrebonne Parish in the southern
Atchafalaya Basin.
Series o f 3.75 minute color-infrared orthophotos for the quadrant quadrangle
aerial photographs (DOQQ), obtained on Feb. 28, 1998 were employed as additional
source material in assisting interpretation. Ancillary spatial data also include USGS
1:24,000 series topographic maps compiled in 1992 and 1:100,000 series topographic
maps edited in 1986, which are scanned topographic maps also known as digital raster
graphics (DRG). Louisiana DOQQ and DRG series data sets can be downloaded through
the Louisiana Statewide GIS website, http://www.atlas.lsu.edu. hosted by the CADGIS
Lab, Louisiana State University. Most of the vector data we used for references were
county boundary, vegetation, soil, landform, pipeline, geology, and facility, which are
contained in the two CDs recently published, Louisiana Oil Spill Contingency Plan Map
CD, 1995, and Louisiana GIS CD: a Digital Map of the State, 2000. These additional
vector data sets were reprojected into UTM zone 15, NAD27 using ArcView functions.
Other reference data were also used to aid visual interpretation and analysis, such as landuse maps o f Iberville Parish from http://www.parish.iberville.la.us/ in March, 2001, and
Atchafalaya Basin maps from http://www.atchafalavatrace.org/links.htm in April, 2001.
7.1.3 Visual Interpretation and Analysis
The use o f these four different land types provides information on how different
land types vary in their spatial structures and how different land types respond spectrally.
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The study areas selected reveal the diversity o f landscape patterns around the
Atchafalaya Basin. The urban area shows the central business district o f Baton Rouge.
Interstate 12 crosses from the west to the east o f the site and Airline Highway extends
from the northwest to the southeast. The major roads with commercial areas, shopping
centers, and residential areas associated with streets combine to form a highly complex
urban landscape. The forested swamp area is drained by the Atchafalaya River and its
tributaries. This area is dominated by woody shrubs and trees including hardwoods such
as tupelos, red maple, and ashes, and conifers. In the middle of the image is Smith Lake
and in the northwest is Halfway Lake. Hooper Bayou crosses from the north to the south.
The agricultural area contains different land-use parcels such as crop fields and pastures.
Grosse Tete Bayou extends from the north to the south in this area. The coastal area is a
non-forested marshland dominated by marsh grasses. It includes fresh, intermediate,
brackish, and marshes. In this area the movement o f water is influenced by tides, and
salinity levels are low. This area is a mix of waterways, bayous, pipeline channels, and
lagoonal lakes. In the west o f the image there are abandoned and active oil extraction
sites known as Bayou Penchant Field, and Biscuit Bayou, Tennessee Gas pipeline and
United Gas pipeline.
These typical land-cover images contain sufficiently distinct visual contexts and
spatial structures. However, they are difficult to categoriz based on their spectral
responses because there are a number of environmental conditions, spatially co
occurring, that generate their highly heterogeneous and complicated spectral signatures.
Each o f these land-cover images is composed o f highly diverse objects o f the earth’s
surface, each with a different spectral signature. Especially, the urban area is made up o f
140

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

a variety of mixed material components such as vegetation, soil, pavement, and roof
coverings. The forested swamp area is a region o f mixed water and vegetation with
different tree species. The agricultural area normally includes different crop types, as well
as fallow fields, and different degrees of soil moisture. The coastal area is a transition
zone between aquatic and terrestrial environments. Additionally, the spectral and spatial
structural information embedded in these land-cover images varies from band to band,
and does not always correspond to the same locations. Because multispectral Landsat TM
images separate the spectral signatures into seven spectral bands, each band characterizes
ground features in different spectral regions. Band 1 is blue-visible light (0.45-0.52 n m);
band 2 green-visible (0.52-0.60 //m); band 3 red-visible (0.63-0.69 ^m); band 4 nearinfrared (0.76-0.90 ^m); band 5 near-infrared (1.55-1.75 /im); band 7 middle-infrared
(2.08-2.35 /an); and band 6 thermal-infrared (10.4-12.5 /un). It is clear that the spectral
signature o f a given land-cover is not characterized by a single band spectral value, but
by a combination o f multispectral bands.
Table 7.1 lists summary statistics o f the multispectral images o f the four subsets.
Summary statistics for the spectral intensity o f the total bands o f images were calculated
by using the ICAMS stat command. The coefficients of descriptive statistics of spectral
intensity include MIN, MAX, MEAN and Standard Deviation and the coefficient of
variation (cv = standard deviation/mean). The Moran's and Geary's indices o f spatial
autocorrelation were calculated by the ICAMS autoc command in order to capture more
information to explain the statistical and physical meaning. The relationships in spectral
reflectance among spatial objects of the earth’s surface can be interpreted with the aid of
three basic types of geographic features: healthy green vegetation, dry bare soil, and lake
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Table 7.1. Summary statistics for the Landsat TM images.
Land Type Band Min Max Mean DN DN Std. Mode Median CV
M oran's
DN DN
Dev
DN
DN
1
Urban
41 171 53.8708
8.5616
48
52 0.1589 0.8556
2
14 85 22.4036
5.5489
19
21 0.2477 0.8560
3
11 105 23.4467
7.6244
19
21 0.3252 0.8601
4
7 105 40.1423
6.5257
40
40 0.1626 0.7405
5
2 200 50.0779
41
13.4943
48 0.2695 0.8346
7
0 141 20.2916
8.3684
15
18 0.4124 0.8557
6
89 116 106.4958
107 0.0277 0.9756
2.9509
108
Forest
1 41 74 45.9231
1.3697
45
46 0.0298 0.5841
2
14 36 17.3859
0.9794
17
17 0.0563 0.6899
3
12 45 15.7109
1.5597
15
15 0.0993 0.8151
4
9 67 37.5050
4.4507
38
38 0.1187 0.7813
5
2 76 40.3173
5.4089
40
40 0.1342 0.8214
7
0 42 12.7596
2.2117
12
13 0.1733 0.7643
6
99 107 101.3725
101
0.4238
101 0.0042 0.9347
Agriculture
1 41 85 50.3445
3.0027
48
50 0.0596 0.8435
2
14 41 20.6328
2.0476
20
20 0.0992 0.8576
3
12 48 20.9181
3.8116
16
21 0.1822 0.9089
4
11 89 41.6715
9.7963
36
40 0.2351 0.9280
5
8 94 49.9616
8.7371
48
50 0.1749 0.8733
7
2 48 18.0661
5.4787
19
18 0.3033 0.9077
6
99 110 104.6058
2.3497
105
105 0.0225 0.9672
Coastal
1 40 64 48.5003
2.2901
48
49 0.0472 0.7886
2
12 28 18.4890
1.7832
19
19 0.0964 0.8277
3
10 36 18.3743
2.8843
19
19 0.1570 0.8590
4
5 62 31.8564
10.3858
40
34 0.3260 0.8533
5
0 94 30.7933
13.1665
36
33 0.4276 0.8725
7
0 43 10.5993
11
11 0.4654 0.8657
4.9330
6 102 109 106.2524
107
106 0.0187 0.9330
1.9888
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Geary's
C
0.1441
0.1439
0.1398
0.2596
0.1654
0.1443
0.0242
0.4169
0.3114
0.1858
0.2191
0.1790
0.2362
0.0658
0.1565
0.1424
0.0911
0.0721
0.1266
0.0923
0.0329
0.2115
0.1723
0.1409
0.1467
0.1274
0.1342
0.0672

water. Although the reflectance o f individual features will vary considerably in terms of
environmental and imaging conditions, their features demonstrate some fundamental
points concerning spectral reflectance. Healthy green vegetation strongly absorbs energy
in the wavelength bands centered at about 0.45 and 0.67 // m, with very high absorption
of blue and red energy by plant leaves and very high reflection o f green energy. In the
near-infrared 0.7 - 1.3 // m, the reflectance of healthy vegetation increases dramatically
and is more than the reflectance o f soil and water. Beyond 1.3// m, the energy incident
upon vegetation is essentially absorbed or reflected, with little to no transmittance o f
energy. The soil shows considerably less peak-and-valley variation in reflectance. That is,
the factors that influence soil reflectance act over less specific spectral bands. In the
middle-infrared (1.3 -1.8 // m) portion o f the spectrum, the soil reflects much more
highly than vegetation. Considering the spectral reflectance of water, probably its most
distinctive characteristic is energy absorption at near-infrared wavelengths. Water
becomes very dark on multispectral imagery throughout the near infrared portion (0.72 1.3 ju m) o f the spectrum.
Visual inspections of these spectral bands for the four TM images (see Figures
7.3, 7.4.7.5, and 7.6) indicate that some of the bands tend to have poor image content and
are dominated by systematic spectral noise. Systematic noise related to the mechanism of
the multiple detectors o f the Landsat TM sensor is likely caused by differences in
calibration and response of each o f the detectors. Also the signal-to-noise ratio (SNR)
generally decreases in shorter wavelengths due to lower radiance levels or atmospheric
absorption. For instance, the TM band 1 and 2 images look very speckled in almost the
entire set o f test images due to lower reflectance at shorter wave regions and sensors’
143

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

Band 1

Band 2

Band 3

Band 4

Band 5

Band 7

Figure 7.3. Multiple spectral images o f the urban area.
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Figure 7.4. Multiple spectral images o f the forest area.
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Band 5

Band 7

Figure 7.5. Multiple spectral images o f the agriculture area.
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Figure 7.6. Multiple spectral images o f the coastal area.

147

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

noises except the urban images. The difference in the urban images could be interpreted
as the difference o f spectral reflectance in the corresponding bands of the urban image
being typically twice as large as others (see Table 7.1), while suppressing noise. Also, in
order to visualize spatial structural features, an image is considered a 3D surface, and its
complexity is expressed in terms o f spectral variation over space. Figures 7.7, 7.8, 7.9
and 7.10 display three-dimensional forms o f bands 1,4, 7, and 6. These threedimensional images serve as a useful means of visually comparing the spectral surfaces
among themselves. Compared with the conventional gray level map, the display of
spectral band values in 3D form has the added advantage that anomalies and groupings of
values can be easily detected.
7.2 Fractal Analysis
The purpose of this section is to investigate the use of the fractal dimension (D)
for characterizing the image spatial structures of the different land-cover types in the four
study images. First o f all, the D values for each land-cover class through a number o f
samplings were compared. Then correlation plots of the D values from multiple spectral
bands were visually inspected to determine whether these D values were correlated
among the different bands. Subsequently, it was tested whether fractal dimensions as
feature vectors could be used to identify land-cover classes.
7.2.1 Image Characterization
As mentioned in the earlier discussion of fractal algorithms, the triangular prism
method in the ICAMS system was applied to measure the fractal dimensions of all seven
bands o f the four study areas. A maximum step size o f S and an exponential option were
used for calculating a single D for a square single-band image subset. To examine
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Figure 7.8. 3D display of multispectral TM images of the forested
150

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

151

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

152

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

whether there were significant changes in the resultant D values, a total number o f 120
random samples for each land-cover type were extracted to compare their D values and
statistical coefficients. Each sample was a 64 x 64 pixel subset o f the images,
representing nearly homogeneous areas of urban, forest, agriculture, and coastal landcover types respectively.
7.2.1.1 D Value Statistics
Table 7.2 lists the average D values with the average R2, and their minimum,
maximum, standard deviation, and coefficient o f variation values for the 120 samples in
each band in the four land-cover types. Figure 7.11 shows the average D values of
different bands for the four land-cover types.
The resultant D values for all bands of the four study areas, except the thermal
infrared band 6, range from 2.50 to 2.95. The results show that Landsat TM images
generally have higher fractal dimensions and more complicated spatial structures than
most actual terrain surfaces on the earth, as most of the real-world terrain surfaces tested
have dimensionalities between 2.1 and 2.5 (Shelberg et al. 1983; Mark and Aronson
1984). This is expected because the TM data include both topographic information and
non-topographic high spatial frequencies caused by different spectral characteristics of
different neighboring cover types. This corroborates the findings from previous studies
(Lam 1990; Quattrochi et al. 1998; Emerson et al. 1999; Qiu et al. 1999) that have used
fractals for the analysis o f Landsat TM data. As expected, the average D showed an
inverse relationship with Moran's / and a direct relationship with Geary’s C. The larger
the average D value is, the smaller the Moran’s / and the larger the Geary’s C. These
results are similar to those of the simulated fractal surfaces tested in the previous chapter.
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Table 1.2. Summary statistics of D values from the different Bands
Land Type Band Mean D Mean RA2 MinO MaxD D Std. Dev c v
Urban
1
2.6502 0.9902
2.5028 2.7471 0.0468
0.0177
2
2.6667 0.9906
2.7571
0.0147
2.5538
0.0391
3
2.6683 0.9905
2.5575 2.7536 0.0396
0.0148
4
2.7486 0.9938
0.0140
2.6605 2.8504 0.0384
5
2.7112 0.9931
2.6285 2.7835 0.0348
0.0128
7
2.6726 0.9922
2.5836 2.7385 0.0362
0.0136
2.3771 0.9278
6
2.3024 2.4390 0.0261
0.0110
Forest
1
2.8862 0.9973
2.8091 2.9565 0.0314
0.0109
2
2.8481 0.9960
2.7661 2.9361 0.0377
0.0132
2.7744 0.9946
3
2.6737 2.8576 0.0451
0.0163
4
2.7969 0.9952
2.7344 2.8531 0.0247
0.0088
5
2.7662 0.9949
2.6734 2.8504 0.0398
0.0144
7
2.8189 0.9940
2.7312 2.9398 0.0484
0.0172
6
2.5159 0.9287
2.3915 2.6395 0.0474
0.0188
Agriculture 1
2.6391 0.9958
2.5070 2.6877 0.0319
0.0121
2
2.6224 0.9955
0.0094
2.5218 2.6671 0.0246
3
2.5862 0.9924
0.0249
2.5226 2.6450
0.0096
4
2.5955 0.9885
2.5569 2.6584 0.0224
0.0086
5
26339 0.9899
0.0084
2.5758 2.6776 0.0221
7
2.6174 0.9927
2.5474 2.6589 0.0230
0.0088
6
2.3791 0.9390
0.0069
2.3413 2.4263 0.0165
Coastal
1
2.7672 0.9940
0.0107
2.7108 2.8424 0.0297
2
2.7391 0.9896
0.0114
2.6843 2.8212 0.0311
2.7244 0.9847
3
2.6587 2.7931 0.0297
0.0109
4
2.7146 0.9794
2.6429 2.8073 0.0376
0.0138
5
2.7091 0.9788
2.6488 2.8040 0.0320
0.0118
7
0.9829
2.7201
2.6501 2.8120 0.0306
0.0113
6
2.4859 0.9203
0.0117
2.4074 2.5359 0.0291
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Figure 7.11. The average D values of different bands from four land-cover types.
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And they agree with findings o f other researchers working in different environments and
with data from different remote sensors (Emerson et al. 1999).
An examination o f the average D values for each band indicates that the overall
trend o f the average D values o f the urban, forest, agriculture, and coastal images is fairly
constant throughout the entire spectral range. The differences in D values among the four
landscape types are obvious. The overall average D curves of the forested, coastal, urban,
and agriculture image bands from visible to middle-infrared spectra exhibit less variation
and fluctuate around 2.8, 2.7,2.65, and 2.6, respectively. The forest image bands have the
highest fractal dimensions among all the images, followed by the coastal, urban, and
agriculture image bands. The forested images have values nearly 0.05 - 0.1 higher than
the coastal image values from visible to middle-infrared bands. In turn, the coastal image
bands have values around 0.05 - 0.1 higher than the agricultural values through all of the
spectral bands. Additionally, a decrease in D values is observed within the visible light
wavelength region in the forested, coastal, and agricultural images, while an increase is
observed in the near-infrared and middle-infrared regions. The urban image bands have
higher D values than the agriculture image bands. The urban image bands have values
more than 0.12 higher than the agricultural image bands in the near-infrared spectrum. In
other spectra, the difference in fractal dimension between the urban and agriculture
images decreases to about 0.03 and even less, 0.01, in band 1. Something different is seen
in the urban image bands 4 and 5, where the D values are slightly higher than that of the
coastal images.
For the TM data analyzed in this study, unusually high D values (e.g., D>2.9) are
found in spectral bands where the signal-to-noise ratio is low, either due to strong
156

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

systematic noise, atmospheric absorption, or low solar irradiance (Lam 1990; Qiu et al.
1999). Visual inspections of these spectral bands for the four TM images indicate that
these bands tend to have poor image content and are dominated by spectral noise. They
resemble fractal dimensions computed for a white noise surface that has a dimension
value of 3.0 (see Figures 7.7, 7.8, 7.9, and 7.10). Thus, one practical application resulting
from this study is the potential use of fractal dimension as an initial screening tool for
identifying the least usable spectral bands, in terms of spectral content, from multispectral
images. Especially bands 1, 2 and 3 of the forested, agriculture, and coastal images look
very speckled. Consequently, the computations of variability and o f D values using these
TM images might be influenced by noise. That the urban image bands 1 and 2 show
different situations with low dimensions may be due to the fact of minor noise
contamination. Possibly for this reason, the progressively ascending dimension values in
Figure 7.11 in visible and near-infrared bands were found only in the urban images.
As described previously, band 1 and 2 results may be distorted by noise present in
the images. If the bands contaminated by the noise are discarded, the larger contrast o f
the average D values among these land-cover types is found in bands 3,4, and 7, versus a
smaller contrast in values in band 5. An examination o f the average D values from visible
to middle-infrared bands for each land-cover type indicates that among bands 3,4, 5, and
7, the forest image band 7 generally yields the highest dimension (Z>=2.82), followed by
bands 4 ,3 , and 5. The coastal image band 3 has the highest dimension (D=2.72),
followed by bands 7,4, and 5. The highest D = 2.75 in the urban image occurs in band 4
followed by bands 5,7, and 3. The agriculture image band 5 has the highest dimension
(D=2.63), followed by bands 7, 4, and 3. This further indicates that the spectral
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characteristics o f the different land-cover types in a given band will affect the D values.
Therefore, the spectral and spatial structural information embedded in these images varies
from band to band, and does not always correspond to the same land-cover. This higher
spatial complexity for the TM images is reflected in their slightly higher fractal
dimension values in the corresponding bands. For example, the urban area used in this
study generally has a large contrast in band 4 due to pavement and roof covering showing
substantially higher reflectances, we would expect band 4 to have more variability and,
therefore, a larger D value in TM band 4 than bands 3, 5, and 7.
A closer examination of these land-cover images indicates that discrepancies in
resultant D values are the largest (the cv value is the maximum) in the urban images,
whereas the difference of the D values among these land-cover types are the smallest in
the agriculture images (the cv value is the minimum). This is expected because the
variety and complexity of spatial structures in the urban area often exhibit a global
character with a superposition of local features. In urban patterns the small-range higher
spatial frequency residential areas are often surrounded by the large-range lower
frequency structures composed of roads, highways, commercial areas, and shopping
centers. Therefore the D values of the urban images give a broader range distribution. For
the agriculture areas, in the crop fields the spectral values appear to be similar and there
is very little internal spectral variation. All the sharp edge variations are detected over
large fields on the agriculture image. The overall 3D surface of the agriculture class looks
much smoother than that of other classes. The change of the D values of the agriculture
images thus is limited by a relatively small interval.
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All TM band 6 sampling subsets exhibited low fractal dimension values, ranging
from 2.3 to 2.6. This is due partially to the original spatial resolution and lower
temperature variation across space. Band 6 has a coarser spatial resolution of about 120
m

x

120 m, compared with spatial resolutions of about 30 m

x

30 m for other bands. The

resampling of the original pixels into a fixed pixel size of 25 m x 25 m for all bands
during the rectification process has made band 6 surfaces smoother, thereby resulting in
lower fractal dimensions. In addition, thermal surfaces are expected to be smoother
because temperature does not vary as quickly as spectral reflectance of other surface
elements. Examples of band 6 surfaces in 3D form are shown in Figures 7.7, 7.8, 7.9, and
7.10. Although many results show that band 6 is very useful (even with lower spatial
autocorrelation) compared to the other six bands, it would not be considered to be used
for further examination.
7.2.1.2 D Value Histogram
The histogram curves o f the D values for all four classes in the seven bands are
plotted in Figure 7.12. The histogram of the D values describes the statistical distribution
o f the D values in terms o f the number of samples at each D value. It is calculated simply
by counting the number of samples in each D interval. A total of 20 intervals was
selected for each land-cover type.
By examining the histogram of sampling subsets of the TM images, it was found
that the D values calculated from these subsets consistently converge to the single D
value for the different land-cover types (see Table 7.2 and Figure 7.12). In other words,
the D values o f different land-cover types are not unique values but tend to have a
statistically normal distribution. Comparing the histograms o f the D values of the
159
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coastal

simulated fractal surfaces (see Figure 6.8), it is observed that the histogram curve for
each land-cover type is quite similar to the curve o f the simulated fractal surface.
Therefore, it is evident that these spatial structures o f remotely sensed images manifest
the fractal property o f statistical self-similarity features through at least a limited range of
scales.
Another observation o f the histogram curves given in Figures 7.12 is that the D
values of different land-cover types show more minor difference within the image bands,
whereas the D values have slightly larger differences among the image bands. The degree
of separability between the land-cover types using the D values can be indicated by the
amount o f overlap of the histogram curves in the same bands. The variation of the D
values for each land-cover image in a single band is larger than the difference o f the D
values among the different land-cover images. This means that it is difficult to obtain a
well-discriminated result for different land-cover classes by using fractal dimensions of
an individual spectral band. On the other hand, the difference in the average D values
among the different bands is large compared with the differences of the D values of
different land-cover images within bands. It is suggested that different land types may be
better characterized by a combination of multispectral bands instead o f a single band. For
example, the urban images in band 4 have D values overlaying with the forest and coastal
images, whereas these urban images in band 1 give a good separation for the forest and
coastal images.
7.2.1.3 D Value Correlation
The correlation of the D values among bands could serve as a useful guideline for
the selection o f bands for characterization, classification, and analysis. There are two
161
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possible situations for the correlation o f the D values. If the D values are highly
separable, they can be used to separate the land-cover classes without error. If the D
values from different land-cover classes overlap, then a smooth decision boundary is
impossible without misclassifications.
A correlation study was performed on the fractal dimensions of different bands, as
well as between images, to investigate the degree of correlation o f different land-covers
for fractal responses. The overlapping degree between the fractal dimension in different
bands can later be used to justify the final classification results. The various correlation
plots are shown in Figure 7.13, consisting o f two bands. From the fractal dimension
correlation plots, a high degree of correlation can be seen between bands 1 and 2,2 and 3,
2 and 7, 3 and 7, and 4 and 5, regardless of the land covers under consideration. The
combination o f bands 1 and 4, 3 and 4, and 4 and 7 are less correlated. From the
correlation plots of fractal dimensions, as shown in Figure 7.13, the urban, forest,
agriculture, and coastal areas now have better separability with combinations of any band
(except band 5) with band 4. The correlation analysis reveals that the different land-cover
images in different spectral bands have different D values. The different D values in
multispectral bands correspond with the observation that spatial structures o f the same
area in different bands were different with respect to spatial complexity. The results
suggest that D values of multispectral bands may be useful in the classification o f landcover types.
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Figure 7.13. Correlation between fractal dimensions o f two spectral bands
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7.2.2 Image Classification
This study has provided important information about the fractal characterization
o f the spatial structures of remotely sensed images. According to the D value histograms,
using fractal dimensions from a single spectral band alone was not sufficient to identify
different land-cover classes well. But the D value correlation analysis suggested that the
D values of multispectral bands might be used as good feature vectors to distinguish the
land-cover classes. Further examination will be required to quantitatively assess the
performance o f image classification using fractal dimensions from multispectral bands.
To test the discrimination ability o f the fractal dimension, a minimum distance
classifier was used to accomplish supervised classification. We selected two sets of
images from the land-cover images. One was for training data, the other for sample data.
Each data set contained 60 overlapping blocks o f 64 x 64 pixels from each of the landcover images, totally 240 images for each data set. The training and sample data sets
were non-overlapping. As feature values, we calculated the D values of six bands of TM
images (excluding band 6) with the same parameter settings as the previous one using the
triangular prism algorithm, i.e., with a maximum step size of 5 and an exponential option.
Classification accuracy assessment is based upon statistical analysis of the sample
data that were classified and their actually belonging to the categories using the error
matrix technique (Lillesand and Kiefer 1994). The error matrix is the generally accepted
method for tabulating results o f classification. The error matrix not only reports the errors
for each land-cover class, but also visually portrays the pattern of misclassification
around each category. The overall accuracy of the final classification was used for
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assessing the classification accuracy calculated only from the diagonal entries in the error
matrix.
The optimal bands for image classification were determined using the correlation
of the experimental test plots described earlier. It was anticipated that the results of image
classification based on a combination o f the optimal bands for the data set would result in
classification accuracies higher thanfor those based on a combination of any two bands. It
was also expected that the combination of more than two bands would increase overall
accuracy due to feature dimensions being increased. Therefore, two groups of band
combinations were selected for image classification. One group is a two-band
combination; the other is a three-band combination. The two bands 1 and 4,3 and 4, and
4 and 7 have the low correlations for the test images. The results of three band
combinations o f bands 1, 3,4, or 7 would compare with one o f the two band
combinations. The next step was to determine their accuracy of classification of the four
land-cover classes.
Table 7.3 shows the results of the classification. The left column contains
information o f band combination, (e.g., “ 1+4” stands for a combination o f bands 1 and
4). The middle column is the total number o f misclassification errors. Tables 7.4 to 7.L 1
are error matrices produced by a comparison of classified categories o f the sample data
with their corresponding real categories. U stands for the urban images, F for the forest,
A for the agriculture, and C for the coastal. The use o f combinations of bands resulted in
quite different overall accuracies. The results of the accuracy assessment for the fractal
dimension technique indicate that the classification that produced the highest overall
percentage correct (78%) in the two-band combinations was the combination o f bands 1
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and 4, followed by bands 4 and 7 (74%), 3 and 4 (72%), 2 and 4 (64%), and the lowest
accuracy bands 4 and 5 (54%). The combination o f bands 1,3, and 4 has highest overall
accuracy, 81%, followed by the combinations of bands 1,4, and 7 (77%), 3, 4, and 7
(78%), which are slightly higher than the results o f the two-band combinations. The
results shown in Table 7.3 for the classification were anticipated because it agreed with
our finding in the D correlation analysis. In other words, the lower correlation o f the D
values among bands will produce the higher classification accuracy. A closer comparison
o f these error matrices in Tables 7.4 through 7.11 reveals the impact o f using fractal
dimension features of different spectral bands on overall and individual classification
accuracy. The fact that using a combination with band 4 produces the smallest
misclassification is due to the use o f the spatial features showed in band 4 that the
statistic distribution of fractal dimensions of band 4 are more different from ones of any
other bands. The only exception is its combination with band 5, as seen in Figures 7.13,
because of high correlation between bands 4 and 5. And the results also support the
assumption that classification accuracy becomes progressively better as more spectral
bands are combined.
In general, all combinations provide high classification rates (producer’s
accuracies) for the agriculture and forest classes, while performances differ significantly
for the urban and coastal classes. The producer’s accuracies of the combination o f bands
3 and 4 are, for agriculture: 98%, for forest: 77%, for urban: 68%, and for coastal: 45%;
o f band 4 and 7 are forest: 95%, agriculture: 92%, urban: 63%, coastal: 47%; The
accuracies o f bands 3 ,4 and 7 are, for agriculture: 97%, for forest: 95%, for urban: 63%,
and for coastal: 57%. This clearly demonstrates that all models provide a high
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.3. Classification matrix o f lane -cover types using D
Band combination Errors
Overall Accuracy
1+4
2+4
3+4
4+5
4+7
1+3+4
1+4+7
3+4+7

52
86
67
110
62
46
56
53

78.33%
64.17%
72.08%
54.17%
74.17%
80.83%
76.67%
77.92%

Table 7.4. Classification matrix of land-cover types using D values o f bands 1 and 4.
Classification Data
U
F
A
C
Error Producer's
U
51
0
9
0
9
85.00%
3!
(0
F
53
7
2
5
88.33%
0
O
A
2
2
3
7
53
88.33%
sc
C
1
2
26
31
29
51.67%
ffi
&
Error
17
6
3
52
26
-2
a.
User’s
89.47% 94.64% 67.09% 64.58%
78.33%

Table 7.5. Classification matrix of land-cover types using D values o f bands 2 and 4.
Classification Data
u
F
A
C
Error Producer’s
U
44
10
6
0
16
73.33%
iS
01
F
52
3
86.67%
5
0
8
Q
A
1
2
15
42
70.00%
18
8
C
2
11
16
44
26.67%
31
I
&
Error
9
36
31
10
86
©
oc User’s
83.02% 59.09% 57.53% 61.54%
64.17%
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Table 7.6. Classification matrix of land-cover types using D values o f bands 3 and 4.
Classification Data
Band 3+4
F
U
A
C
Error Producer's
U
41
1
12
6
19
68.33%
.S
m
F
4
10
46
0
14
76.67%
Q
A
1
0
59
1
98.33%
0
8
c
C
5
5
23
27
33
45.00%
£<D
Error
17
24
16
67
10
4>
QC
User's
71.93% 73.02% 71.08% 72.97%
72.08%

Table 7.7. Classification matrix of land-cover types using D values o f bands 4 and 5.
Classification Data
Band 4+5
U
F
A
C
Error Producer’s
U
37
22
0
1
38
36.67%
3
(0
F
41
19
0
19
68.33%
0
Q
A
0
6
51
9
85.00%
3
8
c
44
C
0
9
35
26.67%
16
£
30)
Error
19
52
35
110
4
Q£
User's
53.66% 44.09% 59.30% 80.00%
54.17%

Table 7-8. Classification matrix of land-cover types using D values o f bands 4 and 7.
Classification Data
U
F
A
C
Error Producer's
U
38
19
0
3
22
63.33%
3CO
F
57
3
0
0
3
95.00%
Q
A
1
55
2
2
5
91.67%
8
27
C
2
46.67%
3
28
32
£
3«
Error
27
8
22
5
62
tr
User's
82.61% 72.15% 67.07% 84.85%
74.17%
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Table 7.9. Classification matrix of land-cover types using D values o f bands 1, 3, and
4.
Classification Data
RanH
F
U
A
Error Producer’s
C
U
53
5
0
2
7
88.33%
.3
m
F
1
52
0
7
8
86.67%
a
A
0
1
4
55
5
91.67%
8C
C
1
2
23
34
26
56.67%
£
Error
2
8
23
13
46
<D
oc
User’s
96.36% 86.67% 70.51% 72.34%
80.83%

Table 7.10. Classification matrix o f land-cover types using D values of bands 1,4,
and 7.
Classification Data
Band 1+4+7
U
F
A
Error Producer's
C
U
47
7
0
6
13
78.33%
<g
ra
F
1
54
0
5
6
90.00%
a
A
3
1
4
52
8
86.67%
8C
C
2
0
27
29
51.67%
31
£
£a>
Error
6
8
27
15
56
oc
User's
88.68% 87.10% 65.82% 67.39%
76.67%

Table 7.11. Classification matrix o f land-cover types using D values o f bands 3,4,
and 7.
Classification Data
Band 3+4+7
U
F
A
Error Producer’s
C
U
38
15
1
6
22
63.33%
ra
F
57
1
2
0
3
95.00%
&
A
1
1
96.67%
58
0
2
8C
34
C
3
3
20
26
56.67%
£
JB
Error
6
19
21
7
53
d)
0C
User's
86.36% 75.00% 73.42% 82.93%
77.92%
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classification rate for the agriculture and forest classes, because they have distinct spatial
structures and tighter statistical distribution of the D values. The forest and agriculture
images were partially misclassified as urban area, while urban area was partially
misclassified as coastal area. As illustrated in Tables 7.4 to 7.11, most o f the
classification accuracies are well above 70% except for urban and coastal areas with only
around 60%. Nevertheless, the resulting classification accuracies support the assumptions
that using more bands will lead to higher classification accuracies. The overall accuracy
for three-band combination was about 81%, which was regarded as the best result yielded
in this study. However, it is fairly obvious that the result is not really satisfactory. As
mentioned earlier, the only components that are unambiguously detected are the
agriculture and forest classes. Urban and coastal regions have much lower
characterization accuracies.
7.3 Wavelet Analysis
This section explores the use of the wavelet transform as a multiscale analysis
tool for measuring complex spatial structures of remotely sensed images. The images
from the same dataset as the fractal analysis were used to illustrate the multiscale analysis
inherent in the wavelet transform. Multiresolution decomposition o f the discrete wavelet
transform was computed in a first step and shown to aid enormously in feature detection
and exploration in the succession o f resolution views o f remotely sensed images. Energy
signatures were then calculated from the decomposed subimages in order to analyze
spatial structures existing in the different land-cover images. Finally energy vectors and
energy vectors combined with fractal dimensions, respectively, were used as feature
vectors for image classification of land-cover types.
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7.3.1 Multiresolution Decomposition
The discrete wavelet transform decomposes an image to a series of wavelet
coefficients at different resolution levels, which constitute a multiscale representation of
the image. The methods of wavelet transform used in this study were those of Harr
wavelets and Daubechies wavelets (Daubechies 1988). The Harr wavelet was used first
because the Harr wavelets are the simplest orthonormal wavelet basis. The Daubechies
wavelets are the most widely used wavelet family; they can be seen as a smoothed
versions of the Haar wavelet in the space, leading to better frequency resolution. The
multiresolution decomposition of wavelet transform was accomplished by a wavelet filter
bank, which consists o f a lowpass filter and a highpass filter, discussed in section S.3.
The number o f filter coefficients o f Harr and Daubechies wavelets range from 2,4,12, to
20, i.e., from highly localized to highly smooth.
In this portion o f the study we continued to use the TM images were analyzed and
described in the previous section. Applying Harr and Daubechies wavelet filters to the
images, we obtained wavelet transform of the TM images at different resolution levels.
For simplicity, the Harr wavelets were used for illustrating the decomposition procedure.
In addition, since band 4 images had higher spatial information content and less noise
contamination, band 4 images were used for the illustration. The multiresolution
decomposition took the original images and filtered and downsampled them, which
produced low resolution and decorrelated subimages at a coarser scale level. The firstlevel decomposition produced four output subimages, an approximation subimage as well
as 3 detail subimages, one for each orientation. The multiresolution decomposition then
continued by processing only the approximation subimage at a subsequent level. Each
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subimage captured the spatial and frequency feature of some scale and orientation o f the
original image. The scheme is illustrated in Figure 7.14, which shows the standard
decomposition for band 4 images up to 4 levels for the urban area.
Figure 7.14(a) shows the first-level decomposition. The approximation subimage
appearing in the upper left quadrant was created by lowpass filtering along rows o f the
image followed by lowpass filtering along columns. By comparing with the original
image in Figure 7.7 we can see that it is similar to the original image, i.e., most of the
information or “energy” was retained in this subimage by the lowpass filters. This is why
we shall refer to this subimage as the first approximation.
The horizontal detail subimage was created by lowpass filtering along rows o f the
image followed by highpass filtering along columns. This tended to emphasize the
horizontal detail, as can be seen clearly in the upper right quadrant o f Figure 7.14(a).
Coefficients o f large amplitude in this subimage correspond to horizontal high
frequencies. Furthermore, it is noted that vertical edges where was constant over long
stretches were removed from the horizontal subimage.
The vertical detail subimage was similar to the horizontal one, except that the
roles of horizontal and vertical were reversed. The vertical subimage is shown in the
lower left quadrant o f Figure 7.14(a). Coefficients o f large amplitude corresponded to
vertical high frequencies. Notice that horizontal edges o f the urban image were erased,
while vertical details were emphasized.
Finally, there was the first diagonal detail. This subimage tended to emphasize
diagonal features, because it was created from highpass filters along both rows and
columns. These highpass filters tended to erase horizontal and vertical fluctuations. For
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D e c o m p o s itio n a t level 1

D e c o m p o s itio n a t level 2

(a)

(b)

D e c o m p o s itio n at level 3

D e c o m p o s itio n a t level 4

(c)

(d)

Figure 7.14. Wavelet transforms o f the Band 4 image o f the urban area,
decomposed respectively on j= l, 2, 3, and 4.
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example, the diagonal detail appears in the lower right quadrant of Figure 7.14(a), and it
is clear that diagonal details were emphasized while horizontal and vertical edges were
erased.
It should be noted that detail values are generally much smaller than
approximation values. In the wavelet transform shown in Figure 7.14, for instance, the
detail subimages have significantly smaller values than the values in the approximation
subimage o f the same level decomposition. In fact, in order to make the values for detail
subimages visible, they were displayed by a logarithmic contrast, while the values for the
approximation subimage were displayed using an ordinary linear stretching.
Higher levels of wavelet transforms were defined by repeating the 1-level
transform o f the previous decomposition scheme. For example, a 2-level wavelet
transform was performed by computing a 1-level transform of the approximation
subimage. The 1-level detail images remained unchanged. In Figure 7.14 (b), (c) and (d),
in turn, we show a 2-, 3-, and 4-level Harr transform of the urban image. In general, a klevel transform was defined by performing a 1-level transform on the previous £-1 level
approximation.
A hierarchical display o f the resulting images through two-level decomposition in
Figure 7.15 provides an alternative means of visually conveying amounts o f spatial
information for band 4 images of the four land-cover classes respectively.
It is evident from these images that a local detailed spatial variation is
superimposed on a broader pattern of spatial variation. Therefore, through the
decomposition at the finest scale, 2 1, all large-scale variations in the original image were
detected in the approximation subimage. Most fine texture features were separated
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Approximations

Horizontal Details

Diagonal Details

Vertical Details

Horizontal Details

Diagonal Details

Vertical Details

L1

Approximations

(b)
Figure 7.15. Two-level decomposition of band 4 images
(a) the urban area, (b) the forested area.
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L1

Approximations

Approximations

Horizontal Details

Diagonal Details

Horizontal Details

Diagonal Details

Vertical Details

Vertical Details

(b)
Figure 7.16. Two-level decomposition of band 4 images
(a) the agricultural area, (b) the coastal area.
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into the detail subimages and the approximations were blurred out leaving only largescale patterns with low spatial frequencies. This caused energy in approximation
subimages to decrease at larger scaling constants. The major large structures evident in
the approximation subimages are major road networks, commercial and shopping centers,
major forest types, fields, drainage basins, solid land, lakes, ponds, and the major types of
ground cover. The detail subimages show, but less clearly, the short-range variation that
is also evident in Figure 7.15. Short-range variation and high frequency components were
local changes in ground cover such as residential areas, roads, field boundaries, and
land/water boundaries. This was inferred by visual interpretation. When the original
image was decomposed down to the scale 22, the most evident effect was that small
fluctuations were removed and only longer-range variations remained in the
approximation subimages. The approximation subimage looks very free o f noise. More
texture contents were split off from the approximation subimages into the detail
subimages.
It is interesting to compare the successive levels o f the Harr transform in Figure
7.15. The approximation subimage o f each level output retains spatial components of low
frequency and long-range variation while there is much less rapid oscillation. The
systematic decomposition of the original image sequentially peels off spatial components
o f high frequency and short-range variation from the approximation subimages into detail
subimages for each orientation. Wavelet transform enables the different spatial and
frequency features to be separated in different scales and directions. This leads to the
interpretation that multiresolution decomposition could be a proper method to identify

178

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

significant spatial information, and additional structures with different scale features.
This aspect o f wavelet transform plays a major role in image characterization.
7.3.2 Energy Signatures
To quantitatively characterize spatial structure features demonstrated in the TM
images, we used wavelet energy signatures to represent the spatial contents o f the
subimages decomposed by wavelet transform. The energy signatures of an image region
were computed from the wavelet coefficients by wavelet transform (see section 5.4). The
wavelet transforms used in this study hold the conservation o f energy property. For
example, the subimages obtained in level one have the same energy as the original image.
A data set of 240 image regions o f the four land-cover classes was constructed by
subdividing each 256 x 256 image into 60 overlapping 64 x 64 pixel image regions.
Each image region was decomposed into four levels using Daubechies with a wavelet
length of 4. For each image region, energy signatures were calculated from each
decomposed subimage, which constituted an energy vector to represent the image region.
For example, the 1-level decomposition had an energy vector of four energy signatures
computed from an approximation and three detail subimages. The 4-level decomposition
had an energy vector containing 16 energy signatures. For simplicity, the computation for
energy signatures was illustrated only for bands 3 and 4 o f these images. The statistical
results of the sampling for bands 3 and 4 are shown in Tables 7.12 and 7.13. The statistics
of energy signatures for the original image regions Ao, the 4-level approximation
subimages (A/, A 2 , A 3 , and Aj), and the first-level three-direction detail subimages ( D\ ,
D 2, and £>3) are also shown in the tables.
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As mentioned above, the wavelet transform performs a compaction o f energy.
Most of the energy of the images is successively localized into smaller and smaller
approximation subimages, while the small energies leaked out from the approximation
subimage are redistributed into detail subimages in terms o f spatial structure features
exhibited in different scales and directions. As summarized in Tables 7.12 and 7.13, for
example, the first approximation A/ in the urban images, which is 4 times smaller than
the original image in terms of numbers of values, still contains over 98% o f the total
energy. The first level detail subimages contain very little energy, which was distributed
differently along orientations. Compared with other land-cover images, there are higher
energy values in the horizontal and vertical detail subimages of the urban area. A natural
interpretation is that there are more apparent directional features, such as street blocks,
appearing in the urban areas. In contrast, it is observed that there are the least number of
direction features in the forest image; therefore, the lowest energy values are in the detail
subimages o f the forest area. Multiresolution decomposition can be seen as redistributing
the energy o f the original image into different quadrants in terms of spatial structure
features appearing in different scales. In order to obtain an accurate characterization of
the original image, intuitively some o f the higher energy detail values should be included
along with the higher level approximation values when performing an image
characterization procedure.
It is expected that energy signature positively correlates with spectral intensity
value. Comparing the spectral statistics of the images in Table 7.1, it is observed that
images that have higher average energy in the original images also have higher mean
spectral intensity. For example, the values o f the mean spectral intensity (mean DN
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Table 7.12. Summary statistics of wavelet energy signatures of Band 3
________(Daubechies length=4, decompositionlevel=4).________
Land type Approximation Mean Energy Min Energy Max Energy St.Dev CV
and Detail
Urban

AO
A1
A2
A3
A4
D13
D11
D12
Forest
AO
A1
A2
A3
A4
D13
D11
D12
Agriculture AO
A1
A2
A3
A4
D13
D11
D12
Coastal
AO
A1
A2
A3
A4
D13
D11
D12

634.0847
623.2789
611.2982
600.1325
594.2478
1.9844
4.5866
4.2121
227.4088
227.2726
227.1071
226.9079
226.6481
0.0205
0.0748
0.0408
467.6830
464.3161
461.7661
460.0718
459.1784
0.6805
1.0239
1.6585
329.8823
328.5984
327.0485
325.7588
325.0575
0.2605
0.5198
0.4984

495.9478
485.2001
478.9115
473.6120
470.1644
0.4393
0.4527
0.3883
219.6746
219.1218
218.9244
218.6829
218.4007
0.0038
0.0065
0.0088
385.8809
382.8410
379.7045
378.1548
377.3318
0.2723
0.2484
0.3891
283.9080
282.8159
281.3115
280.1627
279.5023
0.0615
0.1359
0.1707

745.2869
729.7002
712.5784
698.6638
690.8777
4.9112
15.3958
10.0553
236.2017
236.1548
236.0523
235.8634
235.6090
0.1048
0.4241
0.1068
511.6624
507.2470
504.6551
503.0274
502.2161
1.2098
2.0313
3.6517
361.4353
360.4044
359.2767
358.1543
357.5641
0.5297
1.4370
1.1128

68.8753
67.0670
63.9573
61.4172
60.2592
1.0826
2.8714
2.1145
5.6328
5.7045
5.7531
5.7608
5.7652
0.0204
0.1061
0.0243
34.1083
34.1952
34.3864
34.4299
34.4400
0.2326
0.3826
0.8484
26.0937
26.0561
25.9507
25.8408
25.8000
0.1177
0.2368
0.2294
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0.1086
0.1076
0.1046
0.1023
0.1014
0.5456
0.6260
0.5020
0.0248
0.0251
0.0253
0.0254
0.0254
0.9957
1.4190
0.5958
0.0729
0.0736
0.0745
0.0748
0.0750
0.3419
0.3736
0.5115
0.0791
0.0793
0.0793
0.0793
0.0794
0.4519
0.4555
0.4602

Table 7.13. Summary statistics o f wavelet energy signatures of Band 4
Land type Approximation
and Detail
Urban

AO
A1
A2
A3
A4
D13
D11
D12
Forest
AO
A1
A2
A3
A4
D13
D11
D12
Agriculture AO
A1
A2
A3
A4
D13
D11
D12
Coastal
AO
A1
A2
A3
A4
D13
D11
D12

Min Energy Max Energy St.Dev

Mean Energy

1630.2676
1622.5383
1611.9237
1600.0463
1591.8293
1.6646
3.3378
2.7026
1323.4506
1319.5901
1314.4534
1310.0613
1307.2574
0.7661
2.0226
1.0651
1845.8676
1831.1674
1818.4579
1809.8641
1805.8696
2.8183
5.0316
6.7985
1195.1418
1175.0854
1148.5632
1124.7643
1114.5447
4.4806
7.3927
8.1226

1508.6865
1499.0824
1486.8401
1471.9908
1463.8917
0.4817
1.0026
0.5654
1177.1277
1172.9240
1167.4421
1161.5874
1158.9583
0.1227
0.2055
0.2410
1375.0764
1358.2688
1347.4269
1340.7968
1337.6156
1.0009
1.8975
1.9515
866.2397
847.4217
819.6857
795.2271
784.6089
1.0343
1.5597
2.7692

1712.6177 47.1696
1707.7352 47.7511
1696.2336 48.4229
1685.9155 49.0888
1677.9333 49.2782
4.4089 0.9697
6.7537 1.5236
6.8207 1.3999
1481.8811 88.1382
1479.3186 88.0270
1476.6965 87.9627
1472.7285 88.1446
1470.0520 88.1276
3.5334 0.7009
8.5925 2.0049
3.5104 0.8058
2266.4814 220.9819
2249.6970 219.0011
2232.5928 216.6468
2221.2271 215.0868
2215.8057 214.3679
4.5033 1.0099
9.5370 1.7546
15.8646 2.8553
1514.8982 192.9980
1502.6174 195.3214
1487.6780 198.6052
1471.8500 200.5970
1464.6407 201.5426
10.8835 1.9314
16.3268 2.7451
23.3394 4.7205

182

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

CV

0.0289
0.0294
0.0300
0.0307
0.0310
0.5825
0.4565
0.5180
0.0666
0.0667
0.0669
0.0673
0.0674
0.9149
0.9913
0.7565
0.1197
0.1196
0.1191
0.1188
0.1187
0.3583
0.3487
0.4200
0.1615
0.1662
0.1729
0.1783
0.1808
0.4311
0.3713
0.5812

value) in band 3 from the largest value to the smallest value are urban, agriculture,
coastal, and forest images. The values o f the average energy of these images follow the
same order as those of the spectral intensity. In band 4, the agriculture image has the
highest values o f energy, followed by urban, forest, and coastal images. These results are
straightforward. Urban land-cover has the highest reflectance value in band 3 because of
higher and larger amount of reflectance of pavement and roof covering than vegetation
and water. While vegetation has the highest reflectance and water has the lowest
reflectance in band 4, agriculture has the highest energy. It is not surprising that the forest
image has lower energy than the agriculture image, because the forest land-cover is a
swamp forest, containing more water components. The same situation appears in the
coastal image, which represents a transition zone of water and land. The overall
reflectance o f the coastal image is the lowest in band 4; so is the energy of the coastal
image.
The histogram distributions of the energy of the 1-level approximation in bands 3
and 4 are shown in Figure 7.17 (a) and (b), respectively. They show plots o f energy
values versus sample frequencies of the land-cover classes. The histogram o f the energy
at various samples indicates the relative distribution o f the energy o f different land-cover
images. A total number of 20 intervals was selected for each land-cover type. The degree
o f separability between the land-cover types using energy is indicated by the amount of
overlap between the curves.
Figure 7.17 (a) shows that different land-cover images have different energy values. In
band 3 it is evident that the land-cover classes have different ranges o f energy
distribution. The forest image has a distinct peak and the tightest energy distribution
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Figure 7.17. Histogram o f energy signature distributions in
(a) band 3, and (b) band 4.
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800

around 240, which is the lowest value among the four land-cover images. In turn, the
coastal, agricultural and urban images have higher energies, but the distribution curves
are bimodal and possess broader shapes. In band 4, the coastal images have the lowest
energy distribution whereas the agricultural images have the highest energies. The
energies of both of images vary in a wide range. But the energies o f the forest and urban
images have relatively smaller values than those of the agricultural images, and higher
values than those of the coastal images. The energy distributions o f the land-cover classes
in band 4 apparently overlap. It was observed that the lowest energy in band 4 is higher
than the energies in the corresponding land-cover classes in band 3. Also, it was found
that most of the histogram curves presented broad-shape curves and were not unimodal.
In summary, the energy value is dependent upon the type o f image and the
spectral bands. The energy in the same image is redistributed in different scale levels and
directions. The approximation subimages contain large-scale structure features,
corresponding to low spatial frequency components, whereas detail subimages highlight
the texture details and are sensitive to local content. Multiresolution decomposition
provides additional spatial information from the subimages at different scales through the
description of energy signatures. To truly represent the image types, the decomposition
energy outputs can be treated as feature vectors to be used for identification o f land-cover
classes.
7.3.3 Image Classification
To assess the performance of the classification using energy vectors, the same
training and sample data sets that were used in image classification using fractal
dimensions were tested. The data set contains o f a total of 240 o f each training and
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sample image regions respectively. Each land-cover class contains 60 overlapping 64 x
64 regions. Wavelet decomposition was applied to four bands in each image: 1 ,3 ,4 , and
7. We also used the same classification schema in order to compare the results with the
results o f fractal analysis. Finally, we evaluated the performance o f the minimum
distance classifier using wavelet decomposition in a single band and combination of
multispectral bands. It was expected that better results could be achieved by using a
multi-dimensional approach to integrate other spatial information supplied by each image
region. Therefore, feature vectors combining wavelet signatures with fractal dimensions
were used for image classification and further comparison and then results were
compared and evaluated.
7.3.3.1 Using Wavelet Signatures
Types of wavelets, wavelet lengths, and spectral combinations are some of the
factors that affect the characterization accuracy of energy vectors o f images. In this
section, different wavelet types, decomposition levels, wavelet filter lengths, and
combinations of multispectral bands were examined for image classification. Each image
region was decomposed into a wavelet basis up to four levels using a Harr wavelet and
Daubechies wavelets o f orders 4,12, and 20. Feature vectors contain energy elements in
the corresponding decomposition level. For k level decomposition the number o f feature
elements is 4 x k.
Respectively, Tables 7.14,7.15, 7.16, and 7.17 show the quantitative assessment
of classification performance with the use o f the Harr wavelet and Daubechies wavelets
of filter lengths 4, 12, and 20. Each table shows the results using an individual band for
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Table 7.14. Classification o f land-cover types using energy signatures of
the single band from Harr wavelets, and combination with D values.
Band and
Harr
With D from Band 4
Level
Errors

14
1 3
12
1_1
34
3 3
3 2
3 1
44
43
4 2
4 1
74
73
72
7 1

53
53
64
85
65
74
78
94
82
79
80
92
36
64
70
73

Overall
Accuracy
77.92%
77.92%
73.33%
64.58%
72.92%
69.17%
67.50%
60.83%
65.83%
67.08%
66.67%
61.67%
85.00%
73.33%
70.83%
69.58%

Errors

39
44
53
69
38
49
56
75
66
65
73
76
32
50
56
63

Overall
Accuracy
83.75%
81.67%
77.92%
71.25%
84.17%
79.58%
76.67%
68.75%
72.50%
72.92%
69.58%
68.33%
86.67%
79.17%
76.67%
73.75%

Table 7.15. Classification o f land-cover types using energy signatures o f
the single band from DAUB4 wavelets, and combination with D values.
Daubechies
Band and
With D from Band 4
Level
lengthM

1 4
1 3
1_2
1 1
3 4
3 3
3 2
3 1
4 4
4 3
4 2
4 1
7 4
7 3
7 2
7 1

Errors

Overall
Accuracy

Errors

32
50
65
66
54
74
77
89
47
70
65
54
48
75
72
71

86.67%
79.17%
72.92%
7-2.50%
77.50%
69.17%
67.92%
62.92%
80.42%
70.83%
72.92%
77.50%
80.00%
68.75%
70.00%
70.42%

30
45
60
64
30
52
49
77
40
62
59
47
40
67
68
67

Overall
Accuracy

87.50%
81.25%
75.00%
73.33%
87.50%
78.33%
79.58%
67.92%
83.33%
74.17%
75.42%
80.42%
83.33%
72.08%
71.67%
I 72.08%
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Table 7.16. Classification o f land-cover types using energy signature o f
the single band from DAUB 12 wavelets, and combination with D values.
Daub schies
Band and
With D from Band 4
Level
lengl h=12
Errors

1 4
1 3
1 2
1_1
3 4
3 3
3 2
3 1
4 4
4 3
42
4 1
74
7 3
72
7 1

42
54
56
61
35
67
66
74
40
43
52
44
57
76
81
82

Overall
Accuracy
82.50%
77.50%
76.67%
74.58%
85.42%
72.08%
72.50%
69.17%
83.33%
82.08%
78.33%
81.67%
76.25%
68.33%
66.25%
65.83%

Errors

32
42
49
54
25
72
64
74
30
37
51
43
43
72
78
78

Overall
Accuracy
86.67%
82.50%
79.58%
77.50%
89.58%
70.00%
73.33%
69.17%
87.50%
84.58%
78.75%
82.08%
82.08%
70.00%
67.50%
67.50%

Table 7.17. Classification of land-cover types using energy signatures o f
the single band from DAUB20 wavelets, combination with D values.
Daub<tchies
Band and
With D from Band 4
Level
lengl h=20

1 4
1 3
1_2
1 1
34
3 3
3 2
3 1
44
4 3
4 2
4 1
74
7 3
72
7 1

Errors

Overall
Accuracy

Errors

46
47
49
65
37
73
69
94
33
31
51
46
49
74
78
78

80.83%
80.42%
79.58%
72.92%
84.58%
69.58%
71.25%
60.83%
86.25%
87.08%
78.75%
80.83%
79.58%
69.17%
67.50%
67.50%

36
42
51
56
34
59
66
80
31
26
45
41
37
73
77
75

Overall
Accuracy
85.00%
82.50%
78.75%
76.67%
85.83%
75.42%
72.50%
66.67%
87.08%
89.17%
81.25%
82.92%
84.58%
69.58%
67.92%
68.75%

188

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

discriminating land-cover classes at different levels o f decomposition. The first column
of the tables contains the band number and decomposition level. A number o f
comparisons can be made by observing the tables. The classification errors and overall
accuracy were used to determine 1) how different wavelets perform in image
classification; 2) how the decomposition level affects classification performance; and 3)
how well short and long wavelets respectively are in image classification.
From the average overall accuracy, using the Harr wavelets, band 7 has the
highest classification accuracy, followed by bands 1, 3, and 4. With the use of
Daubechies 4, the highest classification accuracy is band 1, followed by bands 4, 7 and 3.
With Daubechies 12, the bands from the highest to the lowest classification accuracy are
3,4, 1, and 7; with Daubechies 20, the order is band 4, followed by 3, 1, and 7.
For some certain wavelets used, higher classification accuracy was usually
obtained with higher decomposition levels. It is observed that maximum classification
performance is usually achieved by combining as many energy signatures as possible
from four level decompositions. For example, using Daubechies 12 wavelets, the 4-Ievel
energy signatures in band 4 produced the least error o f rate 40 or an overall accuracy of
83%, and the 3-level energy vectors had error of 43 (82% accuracy). Lower
decomposition usually has lower classification accuracy: the 1-level error was 44 (81%
accuracy); the 2-level decomposition had the highest misclassification results 57 (76%
accuracy).
Tables 7.14,7.15, 7.16, and 7.17 indicate that long wavelets produced better
classification accuracy than short wavelets. For example, using Daubechies 20 wavelets,
the 3-level energy signatures in band 4 produced the least error of 31 (87% accuracy),
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while the corresponding band 4 using Harr wavelets produced error as high as 82 (61%
accuracy). The same situation appears in band 3: 37 (85%) for the Daubechies 20, but 65
(73%) for the Harr.
Using energy vectors o f multispectral bands for discriminating land-cover classes,
a significant improvement o f image classification is observed. Tables 7.18, 7.19, 7.20 and
7.21 show classification performances using energy vectors from the combination o f two
bands. For most cases an accuracy improvement of 20-30% is observed, compared to the
results from single band features. As illustrated in these tables, most o f the classification
accuracies are well above 90%, except for combination of bands 4 and 7 which is only
around 85% accurate. As expected, a higher classification accuracy can be obtained with
longer wavelets and higher decomposition levels. In other band combinations,
classification accuracy increases even to as high as 100%, especially for the combination
of bands 3 and 4. The results show that using multispectral bands offers a clear advantage
over a single band.
7.3.3.2 Combining with Fractal Dimension
Now that we have made the initial demonstration o f increasing the classification
accuracy by combining energy information from multiscale and multispectral bands, A
second test for combining energy vectors with fractal dimensions was carried out. Similar
procedures were applied and the results are presented in Tables 7.14 through 7.21.
As can be seen, a pronounced improvement for the land-cover images is produced
by using the additional fractal information. With the aid of the fractal dimension, the
mean error rates drop by 5% in an individual band, compared with the use o f the wavelet
signature alone. For some, an accuracy improvement of around 10% was found. For
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Table 7.18. Classification o f land-cover types using energy signatures o f
two bands from Harr wavelets, and combination with D values.
Band and
Harr
With D from Band 4
Level
Errors
Overall
Errors
Overall
(1+4)_4
(1+4) 3
(1+4L2
(1+4)_1
(3+4) 4
(3+4) .3
(3+4)_2
(3+4)—1
(4+7)_4
(4+7)_3
(4+7L2
(4+7)_1

5
9
16
13
28
24
15
14
32
44
45
45

Accuracy
97.92%
96.25%
93.33%
94.58%
88.33%
90.00%
93.75%
94.17%
86.67%
81.67%
81.25%
81.25%

2
6
13
13
27
18
13
14
32
46
44
45

Accuracy
99.17%
97.50%
94.58%
94.58%
88.75%
92.50%
94.58%
94.17%
86.67%
80.83%
81.67%
81.25%

Table 7.19. Classification of land-cover types using energy signatures of
two bands from DAUB4 wavelets, and combination with D values
Band and
Daubechies
With D from Band 4
Level
lengthM

(1+4)_4
(1+4)_3
(1+4L2
(1+4) 1
(3+4)__4
(3+4L3
(3+4) .2
(3+4)_1
(4+7) .4
(4+7)_3
(4+7)_2
(4+7)_1

Errors

Overall
Accuracy

Errors

Overall
Accuracy

16
9
13
9
11
2
12
10
39
41
43
41

93.33%
96.25%
94.58%
96.25%
95.42%
99.17%
95.00%
95.83%
83.75%
82.92%
82.08%
82.92%

16
13
11
8
10
3
13
9
38
41
43
41

93.33%
94.58%
95.42%
96.67%
95.83%
98.75%
94.58%
96.25%
84.17%
82.92%
82.08%
82.92%
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Table 7.20. Classification o f land-cover types using energy signatures o f
two bands from DAUB 12 wavelets, and combination with D values.
Dautxichies
Band and
With D from Band 4
Level
lengl h=12
Errors
Overall
Errors
Overall
Accuracy
Accuracy
(1+4) 4
1
1
99.58%
99.58%
0
100.00%
0
(1+4)_3
100.00%
7
(1+4)_2
97.08%
6
97.50%
5
97.92%
5
97.92%
(1+4L1
(3+4). 4
1
99.58%
1
99.58%
(3+4)_3
0
100.00%
0
100.00%
(3+4) 2
7
97.08%
5
97.92%
5
(3+4)_1
97.92%
4
98.33%
(4+7) 4
30
87.50%
30
87.50%
(4+7) 3
32
86.67%
32
86.67%
36
(4+7)_2
85.00%
35
85.42%
37
84.58%
32
86.67%
(4+7)_1

Table 7.21. Classification o f land-cover types using energy signatures of
two bands from DAUB20 wavelets, and combination with D values.
Band and
Daubiichies
With D from Band 4
Level
lengl h=20
Errors
Overall
Errors
Overall
Accuracy
Accuracy
(1+4)_4
2
99.17%
99.17%
2
1
99.58%
1
99.58%
(1+4L3
6
97.50%
1
99.58%
(1+4L2
6
97.50%
4
98.33%
(1+4)_1
(3+4)_4
2
99.17%
1
99.58%
(3+4) 3
0
100.00%
0
100.00%
(3+4) 2
7
97.08%
5
97.92%
(3+4)_1
4
6
97.50%
98.33%
(4+7)_4
30
87.50%
87.50%
30
(4+7)_3
23
90.42%
92.08%
19
(4+7)_2
33
88.33%
86.25%
28
84.17%
86.67%
38
(4+7)—1
32

I
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example, using the energy of Harr wavelets with fractal dimensions computed from
single band images, classification errors were reduced by 10 (accuracy improved 5%) in
band 3, 10 (5%) in band 4, and 14 (8%) in band 7. Using Daubechies 4, the
misclassification error rate decreased by 10 (5%) in band 3; 2 (1%) in band 4; 12 (5%) in
band 7. With Daubechies 12, the decrease was 27 (12%) in band 3; 16 (7%) in band 4,
and 8 (3%) in band 7. It is observed that classification accuracies using combinations of
fractal dimensions are higher than those using wavelet signatures alone. And there is a
significant improvement for this scheme with an increase of fractal dimension features.
With the use o f wavelet transforms, the land-cover images were successfully
classified. Even the simple minimum distance classifier using wavelet energy signatures
alone was able to discriminate 240 sample patterns with 100% accuracy. A longer
wavelet was shown to be more efficient in representation and discrimination than a
similar function of shorter length. Energy representations computed from the standard set
of wavelet decomposition alone were sufficient for errorless classification when using
two-band combinations. Finer discrimination could be achieved by wavelet
decomposition o f multispectral bands combined with fractal dimensions. This result
supports our claim that spatial structure computed from wavelet transform can be highly
efficient in representing and classifying remotely sensed images.
7.4 Discussion
In this experimental study, we examined the use o f multiscale spatial analysis
techniques such as fractal analysis and wavelet analysis in characterizing remotely sensed
images. Based on the findings from this experiment, it is evident that fractal dimension
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and energy signature are helpful for characterization, analysis, and classification of
remotely sensed images in terms o f spatial structures.
This experimental study comparing four land-cover types shows how their spatial
complexity is related to their fractal dimensions in the entire spectral range o f the data.
The results of the fractal analysis demonstrated that the fractal dimensions vary with
different land-cover types and across spectral bands. The fractal dimensions calculated by
the triangular prism algorithm reveal spatial details at a series of scales. At a particular
scale, a surface o f high spatial frequency has larger triangular prism areas than a surface
of lower frequency; a surface o f large amplitude variation (e.g., Z values) has larger
triangular prism areas than a surface of small amplitude variation. Using this concept of
comparing triangular prism area across a series of scales, fractal dimension can be seen as
an indicator of spatial frequency and its variation properties of spatial data. Intuitively,
we all know that spatial frequency has something to do with the change in the rate of
spatial objects. If spatial objects change rapidly (i.e., short-range variations), they are of
high spatial frequency, whereas if spatial objects change smoothly (i.e., long-range
variations), they are o f low frequency. Usually a surface of high fractal dimension
manifests higher spatial frequency features at a smaller scale and smaller amplitude
variation feature at a larger scale.
A typical example in this study is that the forested land-cover images always
display the highest fractal dimension. In the short-range (smaller scale) the reflectance
variation o f vegetation is rapid due to the great contrast of the reflectance o f vegetation to
that of the surrounding environment. In the large-range (larger scale) the variation of
vegetation reflectance is stable due to the homogenous distribution o f vegetation. Coastal
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images also have high fractal dimensions. Upon a closer inspection of the corresponding
3D display, it is evident that the spectral reflectance values o f land and water intermingle
with each other in short distances. The urban area yields a higher fractal dimension than
does the agricultural area. A lot o f detailed textures are clearly visible in urban areas. The
agriculture images show the lowest fractal dimension, because most of agricultural fields
are covered in a broader range. The spectral variation between the fields is reduced by
crop reflectance at different growing stages. This finding is similar to the findings from
previous studies on remotely sensed images (Lam 1990; Emerson et al. 1999; Qiu et al.
1999). The above explanation also appropriately interprets why the areas of higher
intense human activity have lower fractal dimensions than natural landscape. The internal
textures o f natural landscapes may be obscured when the landscapes are frequently
disturbed by human activity. When disturbances affect landscape texture (e.g., cultivating
and planting), the pattern of the land-cover structure will be altered in a manner that
reflects texture changes. These artificial disturbances decrease fractal dimension by the
removal o f complexity.

Additionally, high fractal dimension values were detected in TM bands where the
signal-to-noise ratios are low. These are the visible bands. A common feature is that they
tend to be very “busy” (Schowengerdt 1997). The noise near the short wavelength region
(0.4 - 0.7 n m) is probably caused by the low solar irradiance and low optical system
transmittance at this wavelength (Lillesand and Kiefer 1994). Busy and short-range
variation images have a higher fractal dimension. Fractal dimension can, therefore, be a
useful index for screening noisy bands in multispectral images.
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The study o f wavelet analysis demonstrates that wavelet transform enables
different spatial and frequency features in images to be separated at different scales. At a
larger scale the wavelet becomes broader in the space domain and thus smaller in the
frequency domain, and hence it will capture the lower spatial frequency characteristics of
the image. At a smaller scale the wavelet becomes narrower in the space domain and thus
larger in the frequency domain; hence it will capture higher spatial frequency
characteristics of the image.
A multiresolution wavelet decomposition is performed by transferring the image
on to successively lower resolution approximation and detail subimages. Each subimage
has a particular spatial orientation and frequency. The wavelet representation can also be
interpreted as spatial structure decomposition where spatial structure is equal to a
particular function of the wavelet orthonormal basis. By using wavelet decomposition,
the energy signatures derived from statistics based on first-order distribution of gray
levels in the subimages are used to characterize the spatial structures of remotely sensed
images. Different land-cover images have different energy values based on different
wavelets, wavelet lengths, or composition levels. Energy value is dependent upon the
type of image used and the spectral bands. In order to truly represent the input image
data, an energy signature of a decomposition level should not be treated separately, but as
an element o f the total feature vector.
Another conclusion of this study is that fractal dimensions and energy signatures
in multispectral bands can be used to classify land-cover types. Image classification using
fractals has been investigated by others (Chaudhuri and Sarkar 1995; De Jong and
Burrough 1995; Keller et al. 1987; Maeda et al. 1996; Pentland 1984); in these studies the
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estimated value of fractal dimension is utilized as the single discrimination parameter.
The results are somewhat discouraging, since the resultant classification is not
subjectively better than those obtained by much simpler methods. It was suggested that
using multispectral bands for analysis should be more accurate than using a single band.
Our method here is to introduce higher dimensional information from multispectral bands
to distinguish the land-cover types. Through the use of the minimum distance classifier,
however, it was experimentally and empirically determined that estimates of fractal
dimension are not normally sufficient to classify images. As tested above, most of the
classification accuracies using the fractal dimension are up to 80%. Additional features
such as non-fractal features need to be added to classify certain types o f images.
The experimental study indicates that using wavelet energy signatures to classify
images produces very high accuracy. Using the minimum distance classifier, high
classification accuracy over spectrally heterogeneous areas was achieved. In particular,
with multispectral data, wavelet measurements of the four land-cover types were
classified without error. Experimentally, we observed that a longer wavelet function is a
more accurate representation and discrimination than a similar function of shorter length.
The results from using the Daubechies 20 wavelet is better than the other three wavelets Daubecheis 4 and 12 and Harr. It is observed that the overall classification accuracy for
the combination of different levels is higher than any single level alone. The combination
o f a multiscale feature extraction with three or four levels led to better image
classification results than a single resolution analysis. As illustrated above, the extra
information contained in multispectral bands may improve spatial structure
characterization. It motivated the use of a combination o f wavelet signatures and fractal
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dimensions, which indeed proved to yield the best classification performance. The results
o f this research indicate that the accuracy o f spatial analysis in classifying TM image data
could be significantly improved with the use o f wavelet signatures and fractal
dimensions.
In this study we have discussed fractal and wavelet analysis techniques with
regard to characterizing multispectral images. The fractal dimension is interpreted as a
multiscale parameter characterizing the spatial complexity o f remotely sensed images,
and energy signatures from wavelet decomposition represent spatial features through
different frequencies and orientations. Taking advantage of these multiscale natures,
accurate characterizations are possible for complicated land-cover structures. In other
words, multiscale analysis has good discrimination ability. In the experimental study, we
demonstrated that image classification using fractal and wavelet features achieved high
accuracy on the four images.

A significant difference between the fractal and wavelet analysis techniques is
that fractal analysis tends to define fractal dimension as the quantity being computed by
an algorithm, emphasizing strong intuition in both the space and frequency domains,
while wavelet theory provides a more precise and unified mathematical framework of
spatial scale analysis.
The fractal analysis used in this study directly computes the fractal dimension
from the image without the need of image decomposition. Unlike other scalar quantities,
fractal dimension can be used to quantify complex images and is sufficient for a broad
discrimination o f textural difference. In other words, high fractal dimension corresponds
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to more complicated image structure; low fractal dimension corresponds to smoother
image structure. For most of the fractal algorithms, the exact derivation o f the fractal
dimension may not be achieved. The fundamental weakness of most fractal algorithms is
that they are sensitive to input parameters, leading to inconsistent fractal dimensions.
Unlike fractal analysis, wavelet analysis first decomposes the original data into a
set of subimages. The feature signatures o f spatial structure are then calculated from these
subimages. Wavelet analysis organizes the textural information at multiple scales and
allows the information at different scales to be integrated to achieve good localization of
texture measures. The advantages of wavelet analysis are two-fold. First, since the
representation features at each scale are obtained by decomposing a signal onto an
orthonormal basis, correlation between scales is avoided. Second, the orientation
selectivity of subimages helps in reliable discrimination. It is found that additional spatial
information can be extracted from the rest o f the subimages, while the fractal dimension
does not add much direction and scale information on spatial structure.
Comparing the histograms of the energy values of images with those of the fractal
dimensions of the same images at the same location and band, it is seen that the shapes of
energy distribution are more irregular. The wavelet energy may have a relatively large
degree o f variability, and it is difficult to use a single value of the energy feature to
entirely represent the entire spatial structure.
Some o f the factors that affect the characterization accuracy of energy vectors are
the types o f wavelets, wavelet lengths, decomposition level, and spectral combination. In
the literature, results obtained from different wavelet bases are somewhat contradictory.

199

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

For example, Chang and Kuo (1993) found that the shape of the wavelet is not critical.
However, Lu et al. (1997) and Unser (1995) suggest that it is best to use symmetric
wavelets. The combinations of wavelet types, wavelet length, and wavelet signatures will
constitute infinite possibilities for wavelet analysis. From this point of view, it may be
difficult to select the most proper wavelet for characterizing different types of spatial
structures, and further research on this is very much needed.

200

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

CHAPTER 8 CONCLUSION
Remotely sensed images are typical examples of geographic distributions that are
spatially dependent in nature. Physical objects and landscape classes such as urban,
forest, and agriculture tend to have internal morphological consistency that includes
homogeneity of spatial structure. These different types of spatial structures are attributes
that distinguish land-cover classes. These distinctions in most cases are not exploited in
the standard pixel-by-pixel image representations. Multiscale analysis is an efficient
means o f representing image spatial structure and extracting these characteristics for the
characterization, analysis, and classification of remotely sensed images.
In this study, we undertook an investigation into image characterization using
multiscale concepts, and discussed various multiscale analysis techniques for remotely
sensed images. We developed a multiscale characterization software system, which was
based on ICAMS but was improved in its algorithms and interfaces. We applied the
system to various test data sets including simulated and real remote sensing data to
evaluate and analyze these methods. Especially, the characterization and classifications
based on fractal and wavelet analysis algorithms were presented, and the experimental
results were compared both qualitatively and quantitatively. In conclusion, the major
objectives o f this research were achieved as follows.
We implanted and improved the existing fractal algorithms of multiscale
characterization and analysis. We integrated these algorithms to include the wavelet
module into the ICAMS system. The ICAMS was developed as a relatively standalone
software system; it is more user-friendly and robust. The new software system includes a
core image characterization system, which includes fractal algorithms, wavelet analysis,
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texture measurements, spatial autocorrelation, and pyramid aggregation routines. We
have also developed a set o f interfaces that are composed o f easy-to-use and interactive
parameter input. With the assistance of ICAMS, we believe research on remotely sensed
images can be performed more easily.
We have seen that fractal dimension and energy signatures can measure some
interesting aspects o f the spatial content o f remote sensing data, like spatial complexity,
spatial frequency, and textural orientation. Their performance characteristics were
explored both analytically and empirically for the Landsat TM image data.
The results indicate that the triangular prism surface area method is the best
method for measuring fractal dimension in terms o f its efficiency and accuracy. The
fractal dimension can be used to characterize different land-cover classes, with forest
yielding the highest dimension and agriculture the lowest. It is unlikely that any other
scalar quantities as elementary as fractal dimension can be used to quantify complex
images entirely. Fractal dimension can be used as a fundamental measure and compact
indicator of spatial structure. The fractal dimension varied by spectral band and by covertype and with human activity. However, it is clear from this study that fractal dimension
by itself is insufficient for accurate classification o f TM images into land-cover
categories.
The results reveal that wavelet transform is more accurate than fractal dimension
for detecting and characterizing spatial structures o f remotely sensed images. Wavelet
transform enables the different spatial frequency and orientation features in images to be
separated at different scales. Texture information in these images was characterized as a
set o f energy features. It is evident from the findings that a longer wavelet is more
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accurate in representation and discrimination than a similar function of shorter length,
and the combination of energy signatures from multiple decomposition levels and
multispectral bands leads to better image characterization results than a single resolution
and single band decomposition. Also, with additional fractal information, a significant
improvement in classification accuracy using wavelet features over spectrally
heterogeneous areas was observed. We have applied fractal analysis and wavelet analysis
to detecting spatial features o f remotely sensed images. The results show that wavelet
analysis when combined with fractal features can be used to classify landscape types with
fewer errors than using single-scale features. Even using the simple minimum distance
classifier and wavelet energy signatures alone, we were able to discriminate land-cover
samples with 100% accuracy.
This study has shown that multiscale analysis techniques are very useful for the
characterization of remotely sensed images. Multiscale analysis will be a very attractive
tool to complement spectral analysis techniques to perform accurate classification. As a
final remark, some interesting questions have not been addressed in this study. A number
o f possible future studies that are directly related to the present study are suggested here.
1. Accurate measurement of fractal dimension is difficult on the variety of images
encountered in our experiments. More research is needed to provide an
understanding of the numerical errors involved in computing the fractal
dimension and to determine how this information can be unambiguously acquired
and used.
2. Energy vectors in this study were extracted from the standard set of wavelet
decomposition with Daubechies wavelets. But it is unclear whether the
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Daubechies wavelet is the best for this application. The combinations o f wavelet
types, wavelet lengths, and wavelet signatures constitute infinite possibilities for
wavelet analysis. It is necessary to research how to select the optimal wavelet
combination for characterizing spatial structures. A theoretical framework or
general guideline is needed.
3. The major difficulty is finding an optimal algorithm that aggregates the wavelet
responses at all scales and orientations to discriminate textural regions. Although
experimentally a minimum distance classifier performed best in terms o f
accuracy, we observed that counter-examples o f its validity could be found. We
could not determine whether the minimum distance classifier is the best for
classifying images with spatial features. More research is needed to find an
accurate classifier and feature selections to adequately model textural features
from a wide range o f remotely sensed images.
4. Obviously, more research is needed in order to make full and reliable use o f
multiscale methods in analyzing remotely sensed data. For instance, different
types o f remotely sensed data than TM images should be investigated.
Additionally, to obtain a better discrimination ability, the image could be
preprocessed in order to remove extremes introduced by noise. This may be done
by, for example, wavelet filtering. Future areas o f investigation should include
local function calculations o f these statistics in order to further perform image
segmentation. Last but not least, the ICAMS software system could stand further
improvement, including making algorithms more robust and making the software
more easily implemented in a variety o f platforms.
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APPENDIX A USAGE OF ICAMS
The ICAMS is designed to perform image characterization for remotely sensed
image. It runs under Windows ™ 95,98, NT 4.0, and 2000 operating platform. In order
to simplify the process o f studying multiscale analysis, ICAMS is designed so that it
requires no programming on the user’s part. The ICAMS contains an integrated system.
The users simply load an image file, select a region o f the image, and then make menu
selections and respond to dialog boxes in order to perform analysis in the integrated
system. Also, the ICAMS includes a series o f executable commands to perform image
analysis in a batch mode. The ICAMS can perform the following kinds o f multiscale
analysis: 1) Fractal analysis: box counting, isarithm, triangular prism, and variogram
methods; 2) Wavelet transform: Harr and Daubechies series; 3) Cooccurrence matrix:
energy, entropy, correlation and homogeneity; 4) Autocorrelation: Moran’s I and Geary’s
C; 5) Pyramid aggregation; and other related operations such as image stretch and file
format conversion.
The major functions for the batch mode are listed as follows:
USAGE: triangular <inputfile> <option> <band> <up> <below> <left> <right>
<no_of_step> <type_of_method>
Note: triangular is for triangular method of fractal surface measurement.
<inputfile> is an image Erdas LAN format file without extend name.
<option> specifies a type to be calculated.
Ian - a Erdas format image.
<band> specifies band No.
<up> the top row.
<ysize> the number o f rows.
<left> the left column.
<xsize> the number o f columns.
<no_of_step> specifies number of steps.
<type_of_method> specifies method (0-exponential, 1-arithmetic)
<cols> specifies total number o f image columns.
<rows> specifies total number o f image rows.
<nbands> specifies total number of bands.
USAGE: isarithm <inputfile> <option> <band> <up> <below> <left> <right> <interval>
<walk> <method>
Note: isarithm is for isarithm method of fractal surface measurement.
<inputfile> is an image Erdas LAN format file without extend name.
<option> specifies a type to be calculated.
Ian - a Erdas format image.
<band> specifies band No.
<up> the top row.
<ysize> the number o f rows.
<left> the left column.
<xsize> the number o f columns.
<interval> is the isarithm interval.
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<walk> is the number of walks.
<method> specifies using columns or rows or both o f them
0 - column , 1 - row, 2 - both.
<cols> specifies total number of image columns.
<rows> specifies total number of image rows.
<nbands> specifies total number o f bands.
USAGE: wavelet <inputfile> <band> <wvlt> <step> <up> <left> <width> <cols>
<rows> <bands>
Note: wavelet is for texture measures using wavelet signatures.
<inputfile> is an image Erdas LAN format file without extend name.
<band> specifies band No.
<wvlt> specifies wavelet type
<step> specifies decomposition levels
<up> the first row.
<left> the first column.
<width> the window size containing the original point.
<cols> specifies total number of image columns.
<rows> specifies total number of image rows.
<nbands> specifies total number o f bands.
USAGE: autoc <inputfile> <band>
Note: autoc is for autocorrelation index measurement.
<inputfile> is an image Erdas LAN format file without extend name.
<band> specifies band No.
USAGE: sgld <inputfile> <cosize> <dx> <dy> <bands>
Note: sgld calculates co-occurrence texture measures.
<inputfile> is an image Erdas LAN format file without extend name.
<cosize> is size o f the co-occurrence matrix.
<dx> is x-direction distance between the current pixel and the neighbor pixel.
<dy> is y-direction distance between the current pixel and the neighbor pixel.
<bands> specifies a choice o f bands:
0- full bands, >0 for a particular band.
USAGE: aggregate <inputfile> <outputfile> <mask size>
Note: average values of mask areas to aggregate the image.
<inputfile> is an image Erdas LAN format file without extend name.
<outputfile> is an Erdas LAN format image file without an extend name.
<mask size> specifies average window size
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APPENDIX B SOURCE CODES
The source codes of two algorithms in the ICAMS system applied in this study
are listed as follows. One is the triangular prism algorithm for calculating fractal
dimension for an image and the other is the wavelet transform for calculating energy
signatures.
//T riangular prism:
//M odified from Jaggi, S., Q uattrochi, D. A., and Lam, N. S., 1993, Im plem entation and
//operation o f three fractal m easurem ent algorithm s for analysis o f rem ote-sensing data,
//Computers & Geosciences 19(6): 745-767.
// T riangular.h : header file

lllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
// C T riangular d ialog
^include "Q L ookD oc.h"
class C T ria n g u la r: public C D ialog

{
// C onstruction
public:
int m _nID ;
CW nd* m _pParent;
C Q L ookD oc *m_pDoc;
int m _nM ethod;
int m _nStep;
in tm nProgress;
B Y T E m _zM in;
BY T E m _zM ax;
BY T E m _zM ean;
B Y T E *z;
float m _FD;
float m _R SQ ;
C R ect m j'm g S elA rea;
public:
B O O L C reate();
C T riangular(C W nd* pP arent); // standard constructor
private:
void C om pute_T riangular(int left, int up, int right, int below);
void L ine_Fit(int step_num , double *area, double ’ resolution);
// D ialog D ata
//{ { A FX _D A TA (C T riangular)
enum { IDD = ID D _ T ran g u la r};
// N O TE: the C lassW izard will add data m em bers here
//}}A FX _D A T A
// O verrides
// C lassW izard generated virtual function overrides
//{ { A FX _V IR T U A L (C T riangular)
protected:
virtual void D oD ataE xchange(C D ataE xchange* pD X); // D D X /D D V support
virtual void PostN cD estroyO ;
//}} A F X V IR T U A L
// Im plem entation
protected:
void C om pute_Triangular();
// G enerated m essage m ap functions
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//{ { A FX _M S G (C T riangular)
virtual v o id O nO K ();
virtual void O nC ancel();
a f x m s g void O nChangeSLID E R StepQ ;
a f x m s g void O nSelchangeM ethod();
a f x m s g void O nC hangelnfoB andsel();
virtual B O O L O ninitD ialog();
D E C LA R E _E V E N T SIN K _M A P()
//} }AFX_M SG
D E C L A R E _M E SSA G E _M A P()

};
/////////////////////////////////////////////////////////////////////////////
/ / T riangular.cpp : im plem entation file
#include "stdafit.h"
^include <m ath.h>
# include "qlook.h"
^include "qlook.h"
# include "Q L ookV iew .h"
^include "T riangular.h"
# include "M ainFrm .h"
# ifd ef_ D E B U G
#define new D E B U G _N E W
#undefT H IS _ F IL E
static char T H IS _FIL E [] = _ F I L E _ ;
tfendif

lllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
II C T riangular dialog
C T riangular: :C Triangular(C W nd* pParent)
: C D ialog(C T riangular::lD D , pParent)
{

//{ { A FX _D A T A_1NIT (C T riangular)
// N O T E : the C lassW izard will a d d m em ber initialization here
//}} A FX _D A TA _1N IT
m _pParent = pParent;
m _nID = C T riangular::ID D ;
m _nM ethod= l;
m_FD =0;
m _R SQ =0;
m _nProgress=0;
>

void C T riangular::D oD ataE xchange(C D ataE xchange* pD X )
{

C D ialog:: D oD ataE xchange(pD X );
//{{A FX _D A T A _M A P (C T riangular)
// N O T E : the C lassW izard will ad d D D X and DDV calls here
//}} A FX _D A T A _M A P

B E G IN _M E S SA G E _M A P(C T riangular, CDialog)
//{ { A FX _M S G _M A P (C T riangular)
O N _C B N _SE L C H A N G E (ID C _M ethod, O nSelchangeM ethod)
O N _EN _C H A N G E (ID C _Info_B andsel, O nC hangelnfoB andsel)

223

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

//}} A FX _M S G _M A P
EN D _M E SSA G E _M A P()
BE G IN _E V E N TSrN K _M A P(C Triangular, C D ialog)
// {{A F X E V E N T S IN K _M A P(CTriangular)
O N _EV E N T (C Triangular, IDC_SLID ER_Step,
V TSNO NE)
//}} A FX _EV EN TSIN K _M A P
E N D _E V E N T SIN K _M A P()

2 /* C hange */, O nC hangeSLID E R Step,

vo id C T riangular:: PostN cD estroyQ
{

// TODO: A dd y o u r specialized code here and/or call th e base class
delete this;

}
void C Triangular: :O nC ancel()
{

// TO DO : A dd extra cleanup here
((C Q L ookV iew *)m _pParent)->T riangularD one();
D estroyW indow ();
}

void C Triangular::O nC hangeSL ID E R Step()
{
// TODO: A dd y o u r control notification h andler code h ere
C SIiderC trl* pSIiderStep = (CSIiderC trl*) G etD lgltem (lD C _S L !D E R _S tep);
m _nStep = pSliderStep-> G etPos ();
SetD lgltem Int(ID C _Step, m _nStep);

>
void C T riangular::O nSelchangeM ethod()
{
// TO DO : A dd your control notification h an d ler co d e here
C C om boB ox* pCB = (CCom boBox*) G etD lgltem (ID C _M ethod);
m _nM ethod=pC B ->G etC urSel();

}
void C T riangular: :O nC hangelnfoB andsel()
{

// TO D O : A d d your control notification h an d ler c o d e h ere
W ORD band = G etD lg ltem ln t(ID C Jn fo Bandsel);
iff!m _pD oc->m _im ageFile->SetB andSel(band))retum ;
C Q L ookV iew *pV iew =(CQ LookV iew *)m _pParent;
if(!(pV iew ->m _im gSelA rea)) return;
pV iew ->im gSelStat(pV iew ->m _im gSelA rea);
pV iew ->O nInitialU pdate ();
}

BO O L C T riangular::C reate()
{
return C D ialog::C reate(m _nID , m _pParent);

}
BO O L C Triangular::O nlnitD ialog()

{
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C D ialog::O nlnitD ialog();

// TODO: Add extra initialization here
IM G IN FO * lnfo=m _pD oc->m _im ageFiIe->G etIm ageInfo();
m _im gSelA rea=m _pD oc->m _im ageFile->G etSeiA rea();
D W O R D im gW idth=m _im gSelA rea.Size().cx+1;
D W O R D im gH eight=m _im gSelA rea.Size().cy+1;
//Set up com box
CCom boBox* pC B = (CCom boBox*) G etD lgltem (ID C _M ethod);
pC B ->SetC urSel( I );
//Set u p spin button range for band selected
C SpinB uttonC trl* pS pin = (CSpinButtonCtrl*) G etD lgltem (ID C _Info_B andselSPIN );
pSpin->SetR ange (1, lnfo->nbands);
SetD lgltem Int(ID C _lnfo_B ands, lnfo->nbands);
S etD lgltem lnt(ID C _lnfo_B andsel, lnfo->bandsel);
//ID C _Info_Planes
CSIiderCtrl* pSIiderStep = (CSIiderC trl*) G etD lgltem (ID C _SLID ER _Step);
pS liderS tep->SetR ange ( 1 , 50);
pS liderS tep-> SetT icFreq (5);
m _nStep=10;
pSliderStep->SetPos(m _nStep);
S etD lgItem lnt(ID C _Step, m _nStep);
C ProgressC trl* pProg=(C ProgressC trl*)G etD lgItem (ID C _PR O G R E SS);
p P rog-> S etR ange(0,100);
pProg->SetPos(m _nProgress);
return T R U E ; // return TRU E unless you set the focus to a control
// EX C EPTIO N : OCX Property Pages sh o u ld return FALSE
}

void C T riangular::O nO K ()
{
// T O D O : Add extra validation here
W O R D band = G etD lgItem Int(ID C _Info_B andsel);
C S tring str;
str.F o rm a t(" ");
S etD lgItem T ext(ID C _FD ,(L PC T ST R )str);
SetD lgItem Text(ID C _R egression,(L PC T ST R )str);
if(!m _pD oc->m _im ageFile*>SetB andSel(band)) retu rn ;
C Q L ookV iew *pV iew =(CQ LookV iew *)m _pParent;
if(!(pV iew ->m _im gSelA rea)) return;
C M ainFram e* pFram e=(C M ainFram e *)AfxGetApp()->m_pVlainW nd;
C StatusB ar* pStatus=& pFram e*>m _w ndStatusBar;
z= m _pD oc-> m Jm ageFile->G etB lock(pV iew -> m _im gS elA rea, I);

>'f(!z) {
str.Form at ("");
pStatus->SetPaneT ext(2, (LPC TSTR )str);
return;

m _zM in=pV iew ->m _zM in;
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m _zM ax=pV iew ->m _zM ax;
//m ake sure you have to know the real im age size selected -> to allocate m em ory
int im ageSelLeft=pV iew ->m _im gSelA rea.left;
int im ageSelB ottom =pV iew ->m _im gSelA rea.bottom ;
int im ageSelR ight=pV iew ->m _im gSelA rea.right;
int im ageSelTop=pV iew ->m _im gSelA rea.top;
//m ake sure im ageSelLefk,im ageSelRight,im ageSelTop,im ageSelBottom are
//in th e image from 0< -> m _Im ageW idth-l,0< -> m _Im ageH eight-l
if(im ageSelLeft<0)
im ageSelLeft=0;
if(im ageSelT op<0)
im ageSelTop=0;
i f(im ageSel R ight>=p V iew ->m _Im age W idth)
im ageSelR ight=p V iew ->m _Im ageW idth-1;
if(im ageSelB ottom >=pV iew ->m _Im ageH eight)
im ageSelB ottom =pV iew ->m J m a g e H e ig h t-1 ;
int im age W idth=im ageSelR ight-im ageSelL eft;
int im ageH eight=im ageSelB ottom -im ageSelT op;
C om pute_T riangular(0, 0, image W idth, im ageH eight);
str.Form at ("% .4 f',m _ F D );
S etD lgItem T ext(!D C _FD ,(L PC T ST R )str);
str.Form at ( ”% .4 f\m _ R S Q );
S etD lgItem T ext(ID C _R egression,(L PC T ST R )str);

/////////////////////////////////////////////////////////////////////////////
// C alculation o f triangular prism area
void C T riangular::C om pute_T riangular(int left, int up, int right, int below )
{
int i j . i i j j ;
int iter, ste p = l, no_of_blocks[50];
float side, diag, gain;
double a, b, c, d, e, u, v, x, y, o. p, q , r;
double sa, sb, sc, sd, aa, ab, ac, ad, surface_area;
float pixel_size;
int nrow s,ncols;
double are a[l0 0 ], reso lu tio n [l0 0 ];
int step_num ;
step_num =m _nStep;
nro w s= b elo w -u p + l;
ncols= right-left+ l;
p ix e l_ siz e= l;
if(m _zM in— m _zM ax) return;
C ProgressC trl* pProg=(C ProgressC trl*)G etD lgItem (ID C _PR O G R E SS);
for(iter= I ;iter<=m _nStep;iterH -){
m _nP rogress= (int)((iter+ 1)* 100)/m _nStep;
pProg->SetPos(m _nProgress);
gain=255.0/(m _zM ax-m _zM in);
surface_area=0.0;
no_of_blocks[iter]=0;
side=(float)pixel_size*step;
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diag=(float)side*sqrt(2.0)/2.0;
for( i=up; i<=bek)w ; i+=step>{
ii=i+step;
if(ii>below ) break;
fo r(j= leftJ< = rightJ+ = step){
jj= j+ step ;
if(jj>right) break;
a=(doubIe)(z[i*ncols+j]-m _zM in)*gain;
b=(double)(z[i*ncols+j+ step]-m _zM in)*gain;
d=(double)(z[(i+ step)*ncols+ j]-m _zM in)*gain;
c=(double)(z[(i+ step)*ncols+ j+ step]-m _zM in)*gain;
e= 0.25*(a+ b+ c+ d);
u=sqrt((a-b)*(a-b)+ (double)side*side);
v= sqrt((b-c)*(b-c)+ (double)side*side);
x= sqrt((c-d)*(c-d)+ (double)side*side);
y=sqrt((a-d)*(a-d)+ (double)side*side);
o= sqrt((a-e)*(a-e)+ (double)diag*diag);
p= sqrt((b-e)*(b-e)+ (double)diag*diag);
q= sqrt((c-e)*(c-e)+ (double)diag*diag);
r=sqrt((d-e)*(d-e)+ (double)diag*diag);
sa=0.5*(u+p+o);
sb=0.5*(v+p+q);
sc=0.5*(x+q+r);
sd=0.5*(y+o+r);
aa=sqrt(fabs(sa*(sa-u)*(sa-p)*(sa-o)));
ab=sqrt(fabs(sb*(sb-v)*(sb>p)*(sb-q)));
ac=sqrt(fabs(sc*(sc-x)*(sc-q)*(sc-r)));
ad=sqrt(fabs(sd*(sd-y)*(sd-o)*(sd-r)));
surface_area+ =aa+ ab+ ac+ ad;
no_of_blocks[iter]+ + ;
}

}
area[iter]=surface_area;
resolution[iter]=side;
i f(m _nM ethod==0)step*=2;
else step++;
ifl[step>=nrows||step>=ncols){
step_num =iter;
break;

}
}
Line_Fit(step_num , area, resolution);
return;
}

/////////////////////////////////////////////////////////////////////////////
//R egression o f logarithm
void C T riangular::L ine_Fit(int s te p n u m , double *area, d o u b le *resolution)

{
int n;
double resavg=0.0,areaavg= 0.0,cross= 0.0,sum res=0.0,sum area= 0.0;
double dim ension, alpha, beta, r;
for(n= 1;n<=step_num ;n++){
resavg+=log(resolution[n]);
areaavg+ =log(area[n]);
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ifi(step_num<3) {
A fxM essageB oxf'T o o few calculated data points fo r reg ressio n ^ ");
return;
}

resavg/=(float)step_num ;
areaavg/=(float)step_num ;
for(n= l ;n<=step_num ;n++){
cross+= ((log(resolution[n])-resavg)*(log(area[n])-areaavg));
sum res+=((log(resolution[n])-resavg)*(log(resolution[n])-resavg));
sum area+ = ((log(area[n])-areaavg)*(log(area[n])-areaavg));

>
r=cross/sqrt(sum res* sum area);
beta=r*sqrt(sum area)/sqrt(sum res);
alpha=areaavg-(beta*resavg);
dim ension=2.0-beta;
m _FD =dim ension;
m _R SQ =r*r;
return;

>
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//W avelet transform and energy signatures.
// M odified from N U M ER IC A L R E C IPE S IN C r T H E A R T O F S C IE N T IFIC
//C O M PU T IN G . Program s Copyright (C ) 1986-1992 by N um erical Recipes Software.

/////////////////////////////////////////////////////////////////////////////
// C W avelet dialog
//include "Q LookD oc.h"
struct wavefilt {
int n co f,io ffjo ff;
double *cc,*cr;

};
class C W a v e le t: public C D ialog

{
// C onstruction
public:
w avefilt w filt;
int m n I D ;
CW nd* m _pParent;
C Q L ookD oc *m_pDoc;
int m n M e th o d ;
int m _nStep;
BY TE m _zM in;
BY TE m z M a x ;
BY TE m zM ean;
B Y TE *z;
C R ect m _im gSelA rea;
public:
void w tn(double a[], unsigned long tin, int ndim , int isign, int step);
void pw t(double a[], unsigned long n, int isign);
void pw tset(int n);
BO O L C reate();
C W avelet(C W nd* pParent); // standard constructor
// D ialog Data
// {{A FX _D A T A(C W avelet)
enum { I DD = ID D _ W av elet};
// N O TE: the C lassW izard w ill add data m em bers here
//}}A FX _D A TA
// O verrides
// C lassW izard generated virtual function overrides
//{{A FX _V I RTU A L(C W avelet)
protected:
virtual void D oD ataExchange(C D ataExchange* pD X ); // D D X /D D V support
virtual void PostN cD estroyO ;
//}} A FX _V IR T U A L
// Im plem entation
protected:
// G enerated m essage map functions
//{ {A FX _M SG (CW avelet)
virtual void O nCancelf);
afx m sg v oid O nChangeInfoB andsel();
a f x jn s g void O nChangeSLID ERStepO ;
virtual B O O L O nlnitD ialogO ;
virtual v oid O nO K ();
afx m sg v o id O nSelchangeM ethodO ;
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D E C L A R E _EV EN TSIN K _M A P()
//}}A FX _M SG
D E C LA R E _M ESSA G E _M A P()

>;
/////////////////////////////////////////////////////////////////////////////
// W a v e le t.c p p : im plem entation file
^include "stdafic.h"
^include "m ath.h"
^inclu de "qlook.h"
^ inclu de "Q LookV iew .h"
^include "W avelet.h"
^include "M ainFrm .h"

# ifd ef_ D E B U G
^define new D E B U G _N E W
# u n d efT H IS _ F IL E
static c h a r T H IS_FIL E [] =
FILE
# en d if

;

llllllllllllllllllllltllllllllllllllltllllllllllllllllllllllllllllllltlllllll

II C W avelet dialog
C W avelet::C W avelet(C W nd* pP arent)
: C D ialog(C W avelet::ID D , pParent)
{
//{ { A FX _D A T A FNIT(CW avelet)
// N O TE: the C lassW izard will a d d m em ber initialization here
//}} A FX _D A TA _FN IT
m _pP arent = pParent;
m n I D = C W avelet::ID D ;
m _nM ethod= I ;

I
void C W avelet::D oD ataE xchange(C D ataE xchange* pDX)
{

C D ialog::D oD ataE xchange(pD X );
// {{A FX _D A T A _M A P(C W avelet)
// N O TE: the C lassW izard will a d d DDX and D D V calls here
//}} A FX _D A TA _M A P

)
B E G IN _M E S SA G E _M A P(C W avelet, CD ialog)
/ / { {A FX _M SG _M A P(C W ave!et)
O N _E N _C H A N G E (lD C _Info_B andsel, O nC hangelnfoB andsel)
O N _C B N _S E L C H A N G E (ID C _M ethod, O nSelchangeM ethod)
//}} A FX _M SG _M A P
E N D _M E S SA G E _M A P()

/////////////////////////////////////////////////////////////////////////////
// C W av elet m essage handlers
BEG IN _E V E N T S IN K _M A P (C W avelet, C D ialog)
//{ { A FX _E V EN TSIN K _M A P(C W avelet)
O N _E V E N T (C W avelet, ID C _SL ID ER _Step,
VTSNONE)

2 /* C hange

*/, O nC hangeSLID E R Step,
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//}} A FX _E V E N T SIN K _M A P
E N D _E V E N T S fN K _M A P ()
void C W avelet::O nC ancel()

{
// TO D O : A dd extra cleanup here
((C Q L ookV iew *)m _pParent)->W aveletD one();
D estroyW indow ();

>
void C W avelet::O nC hangeInfoB andsel()
{

// TO D O : A dd your control notification h andler code here
W O R D band = G etD lgItem Int(ID C _!nfo_B andsel);
i f(!m _pD oc->m _im ageFile->SetB andSel(band))retum ;
C Q L ookV iew *pV iew =(C Q LookV iew *)m _pParent;
if( !(p V iew ->m _im gSel A rea)) return;
pV iew ->im gSelStat(pV iew ->m _im gSelA rea);
pV iew -> O nlnitialU pdate ();

}
voidC W aveiet::O nC hangeS L ID E R S tep()
{

11 TO D O : A dd your control notification h andler co d e here
CSIiderC trl* pSIiderStep = (CSIiderC trl*) G etD lgltem (ID C _SL ID E R _Step);
m _nStep = pSliderStep->G etPos ();
S etD lgltem lnt(ID C _S tep, m n S te p );
}

BOOL C W avelet::O nlnitD ialog()
{

C D ialog::O nInitD ialog();
// TO D O : A dd extra initialization here
IM G IN FO * lnfo=m _pD oc->m _im ageFile->G etIm agelnfo();
m Jm gSelA rea= m _pD oc-> m _im ageFile*> G etS elA rea();
D W O R D im g W id th = m jm g S e IA rea .S iz e().cx + l;
D W O R D im gH eight=m _im gSelA rea.Size().cy+1;
//S et up com box
C C om boB ox* pCB = (CCom boBox*) G etD lgltem (ID C M ethod);
pC B -> S etC urS el( I );
//S et up spin button range for band selected
C S pinB uttonC trl* pSpin = (C SpinB uttonC trl*) G etD lgltem (ID C _lnfo_B andse!SPIN );
pS pin-> S etR ange (1, Info->nbands);
SetD igltem Int(ID C _Info_B ands, lnfo->nbands);
S etD lgltem lnt(lD C _Info_B andsel, lnfo->bandsel);
//ID C _lnfo_P lanes
CSIiderC trl* pSIiderStep = (CSIiderC trl*) G etD lgltem (ID C _SL ID E R _Step);
p S lid erS tep -> S e tR a n g e(l, 10);
pS IiderStep->SetT icFreq (1);
m _nStep=3;
pSliderStep->SetPos(m _nStep);
S etD lgItem Int(ID C _Step, m_nStep);
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return T R U E ; // return T R U E unless you set the focus to a control
// EX CEPTIO N : O CX P roperty Pages should retu rn FALSE

}
void C W avelet: :O nO K ()
{

int ij,k ,n ;
int w idth.height;
int idim, ndim =2, isign, wvlt, st, step, n to t= l;
double *a;
unsigned long nn;
double m ax,m in;
unsigned ch a r *b;
double d,sum,sumO,sumd,sumh,sumv;
int size,start,tsize;
C String str.strl;
str.Form at
s trl.F o rm a t(" ");
// TO D O : A dd extra validation here
W O RD band = G etD lgItem lnt(ID C _Info_B andsel);
SetD IgItem T ext(ID C _FD ,(L PC T STR )str);
SetD IgItem T ext(ID C _R egression,(LPC T ST R )str);
if(!m _pD oc->m _im ageFile->SetB andSel(band)) return;
C Q L ookV iew *pV iew =(CQ LookV iew *)m _pParent;
if(!(pV iew ->m _im gSelA rea)) return;
C M ainFram e* pFram e=(C M ainFram e *)A fxG etA pp()->m _pM ainW nd;
C StatusBar* pStatus=& pFram e->m _w ndStatusB ar;
z=m _pD oc->m Jm ageF ile-> G etB lock(pV iew -> m _im gSelA rea, 1);
if(!z) {
str.Form at ("M em ory overflow !");
pStatus->SetPaneT ext(2, (LPC T ST R )str);
return;
}

m _zM in=pV iew ->m _zM in;
m _zM ax=pV iew ->m _zM ax;
//m ake sure you have to know the real im age size selected -> to allocate m em ory
int im ageSelLeft=pV iew ->m _im gSelA rea.left;
int im ageSelBottom =pV iew -> m Jm gS elA rea.bottom ;
int im ageSelRight=pV iew ->m _im gSelA rea.right;
int im ageSelT op= p V iew->m_imgSel A rea.top;
//m ake sure im ageSelLeft,im ageSelR ight,im ageSelT op,im ageSelB ottom are
//in the image from 0< ->m _Im ageW idth-l,0<->m _Im ageH eight*l
if(im ageSelLeft<0)
im ageSeILeft=0;
if(im ageSelTop<0)
im ageSelTop=0;
if(im ageSelRight>=pV iew ->m _Im age W idth)
im ageSelRight=pV iew ->m _Im age W idth-1;
if(im ageSelBottom >=pV iew ->m _Im ageH eight)
im ageSelB ottom =pV iew ->m _Im ageH eight-1;
int im ageW idth=im ageSelRight-im ageSelLefr;
int im ageH eight=im ageSelBottom -im ageSelTop;
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if(im age\V idth>im ageH eight) w idth=im ageH eight;
e lse w idth=tm ageW idth;
w idth= pow (2,(int)floor(Iog(w idth)/log(2)));
sw itc h (m n M e th o d ) {
case 0:w vlt=2; break;
case l:w vlt=4; break;
case 2:w vlt=6; break;
case 3:w vlt=8; break;
case 4 :w v lt= !2 ; break;
case 5:w vlt=20; break;
default: w vlt=4; break;
}

st=m _nStep;
step= pow (2,(int)floor(log(w idth)/log(2))-(st-1));
n=0;
b= new unsigned char [width*w idth];
for( i=0; i<w idth; i++) {
forO '=O J<w idthJ++){
b[n++]=z[i *image W idth+j ];

}
}
ntot = width "'width;
a=new double[ntot+1 ];
sum =0.0;
for(j=O J<w idth;j++){for(i=0;i<w idth;i++){
d=(double)b[i+j* w idth];
d*=d;
sum +=d;

)
forO= 10 < = n to tj+ + ) a[j]= (in t)b [j-1];
pw tset(w vlt);
isign= I;
w tn(a,w idth,ndim .isign,step);
size=w idth/pow (2,st);
///E nergy signature o f approxim ation subim age
sum 0=0.0;
fo r(j= 0 J <size J+ + ) {
for(i=0;i<size;i++){
d= (double)a[i+ j* w id th + 1];
d*=d;
sumO+=d;

}
}
str I .Form at (" % .4 f ",sumO/ntot);
str= str+ strl;
m ax = m in= a[l];
for(j= 1 j< = n to t j+ + ) {
m ax=(m ax<a[j])?aU ] :max;
m in= (m in> a|j])?a|j]:m in ;

}
sum d=sum h=sum v=0;
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///Energy signatures o f detail subim ages
if(st> = l) {
for(k= st;k> = l;k--){
start=w idth/pow (2,k);
size=w idth/pow (2,k);
sum d=0.0;
for(j=O y<sizey++){
for(i=0;i<size;i-(-+){
d= (double)a[start+ i+ (j+start)*w idth+ 1];
d*=d;
sum d+=d;
}

}
sumh=0.0;
for(j=Oy<size J + + ) {
for(i=0;i<size;i++){
d = (double)a[start+ i+ j*w idth+ 1];
d*=d;
sum h+=d;

)
}

sumv=0.0;
for(j=0y<sizey++){
for(i=0;i<size;i++){
d=(double)a[i+(j+start)*w idth+1 ];
d*=d;
sum v+=d;
}

}
sumO+=sumd+sum h+sumv;
strl .Form at ("% .4 f % .4 f % .4f',sum d/ntot,sum h/ntot,sum v/ntot);
str=str+str 1;

>
}

SetD lgltem T ext( I D C_FD ,(LPC T ST R )str);
delete []a;
delete [jb;
}

void C W avelet::O nSelchangeM ethod()
{

C C om boB ox* pC B = (C C om boB ox*) G etD lgltem (ID C _M ethod);
m _nM ethod=pC B ->G etC urSel();

}
void C W avelet::PostN cD estroy()
{

delete this;
}

B O O L CW avelet: :C reate()
{

return C D ialog::C reate(m _nlD , m _pParent);

}
/////////////////////////////////////////////////////////////////////////////
//Initializing routine o f the D aubechies w avelet filters with length 4 , 6 , 8 , 12,and 20, as
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//selected by the input value n. Further w avelet filters can be included in th e obvious m anner,
void CW avelet::pvvtset(int n>
{

int k;
double sig = -1.0;
static double c2[3]={0.0, 0.70 7 1 0 6 7 81186547,0.707106781186547};
static double c4[5]={0.0, 0.4829629131445341, 0.8365163037378079,
0.2241438680420134, -0.1294095225512604};
static double c6[7]= {0.0, 0.332670552950082630,
0 .8 0 6 8 9 1 5 0 9 3 1109255,
0.45987750211849154, -0.135011020010254580,
-0.0854412738820266580,
0.035226291885709533};
static double c8[9]={0.0, 0.230377813309, 0.714846570553, 0.63088076793,
-0.027983769417, -0.187034811719, 0.03084138183600,
0.032883011667, -0.010597401785};
static double c l2 [ l3 ] = { 0 .0 ,0 .1 1 1 5 4 0 7 4 3 3 5 0 ,0 .4 9 4 6 2 3 8 9 0 3 9 8 ,0 .7 5 1 1 3 3 9 0 8 0 2 1 ,
0.315250351709, -0.226264693965, -0.129766867567,
0.097501605587, 0.027522865530, -0 .0 3 1 5 8 2 0 3 9 3 18,
0.000553842201, 0.004777257511, -0.001077301085};
static double c2 0 [2 1 ]= { 0 .0 ,0 .0 2 6 6 7 0 0 5 7 9 0 1 ,0 .1 8 8 1 7 6 8 0 0 0 7 8 ,0 .5 2 7 2 0 1 1 8 8 9 3 2 ,
0.688459039454,0.281172343661,-0.249846424327,
-0.19594627 4 3 7 7 ,0 .1 2 7 3 6 9 3 4 0 3 3 6 , 0.093057364604,
-0 .0 7 13 9 4 14 7 166,-0.029457536822, 0.033212674059,
0 .00360655 3 5 6 7 ,-0 .0 10 7 3 3 175483, 0.001395351747,
0 .0 0 1992405295,-0.000685856695,-0.000116466855,
0.000093 5 8 8 6 7 0 ,-0 .0 0 0 0 13264203};
static double c2r[3], c4r[5],c 12 r[1 3 ],c 2 0 r[2 1];
static double c6r[7],c8r[9];
w filt.ncof=n;
if (n = 4) {
vvfilt.cc=c4; w filt.cr=c4r;

}
else if (n = = 2 ) {
w filt.cc=c2; w filt.cr=c2r;
}

else if (n = = 6 ) {
w filt.cc=c6; w filt.cr=c6r;
}

else i f ( n — 8 ) {
w fi!t.cc=c8; w filt.cr=c8r;
}

else if (n == 12) {
w filt.cc=c 12; w filt.cr=c 12r;
}

else if (n = 20) {
w filt.cc=c20; w filt.cr=c20r;
}

else <printf(stderr,"U nim plem ented value n in pwtsetAn");
for (k= 1;k<=n;k++) {
wfi lt.cr[wfilt.ncof+1 -k]=sig*w filt.cc[k];
sig = -sig;
}

w filt.ioff = w filt.jo ff = -(n »

1);
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/////////////////////////////////////////////////////////////////////////////
//R ealization o f the Daubechies w avelet filters
void CW avelet::pw t(double a[], unsigned long n, int isign)
{

double ai,ail,*w ksp;
unsigned long i,iijJ fjr,k ,n l,n i,n j,n h ,n m o d ;
if (n < 4) return;
w ksp=new double[n+ l];
nm od=w filt.ncof*n;
n 1=n-1;
nh=n » I ;
for 0=1 U<==ny++) w ksp[j]=0.0;
if (isign >= 0) {
fo r(ii= l,i= l;i< = n ;i+ = 2 ,ii+ + ) {
ni=i+nmod+wf1lt.ioff;
nj=i+nm od+w filt.joff;
fo r(k = l;k < = w filt.n co f;k + + ) {
jf= n l & (ni+k);
jr= n l & (nj+ k);
w ksp[ii] += w filt.cc[k]*a[jf+ l];
w ksp[ii+nh] + = w filt.cr[k]*a[jr+ l);
>

}

} else {
fo r(ii= l,i= l;i< = n ;i+ = 2 ,ii+ + ) {
ai=a[ii];
ail= a[ii+ n h ];
ni=i+nm od+w filt.ioff;
nj=i+nmod+wfilt.jofF;
for (k= I ;k<=w fiIt.ncof;k++) {
jf= (n l & (n i+ k ))+ l;
jr= (n l & (n j+ k ))+ l;
w ksp[jf] += w filt.cc[k]*ai;
w ksp[jr] += w filt.cr[k]*ail;
}

>
}
for (j= I y< = ny+ +) a[J]=wksp(j];
delete []wksp;

}
/////////////////////////////////////////////////////////////////////////////
//R eplaces a by its N -dim ensional discrete w avelet transform , if isign is input as I . nn
//is an integer array o f length ndim , containing the lengths o f each dim ension (num ber o f
//real values). I f isign is input as - I, a is replaced b y its inverse w avelet transform ,
void CW avelet::w tn(double a[], unsigned long nn, int ndim, int isign, int step)

{
unsigned long il,i2 ,i3 ,k ,n ,n n ew ,n p rev = l,n t,n to t= l;
int idim;
double *wksp;

for(idim=l;idim<=ndim;idim-H-) ntot *= nn;
wksp=new double[ntot+l];
for(idim=I;idim<=ndim;idim-H-) {
n=nn;
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nnew =n*nprev;
i f (n > 4) {
for (i2=0;i2<ntot;i2+=nnew ) {
for (i 1 = I ;i 1<=nprev;i I ++ ) {
for (i3 = il+ i2 ,k = l;k < = n ;k + + ,i3 + = n p rev ) w ksp[k]=a[i3];
if (isign >= 0) {
for(nt=n;nt>=step;nt » = I)
pw t(w ksp,nt,isign);
} else {
for(nt=step;nt<=n;nt « = 1)
pw t(wksp,nt, isign);

>
for (i3 = il+ i2 ,k = l;k < = n ;k + + ,i3 + = n p rev ) a[i3]=w ksp[k];

}
}

}
nprev=nnew ;

}
delete [Jwksp;
}
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