Fusarium head blight (FHB) resistance is quantitative and diffi cult to evaluate. Genomic selection (GS) could accelerate FHB resistance breeding. We used U.S. cooperative FHB wheat nursery data to evaluate GS models for several FHB resistance traits including deoxynivalenol (DON) levels. For all traits we compared the models: ridge regression (RR), Bayesian LASSO (BL), reproducing kernel Hilbert spaces (RKHS) regression, random forest (RF) regression, and multiple linear regression (MLR) (fi xed effects). For DON, we evaluated additional prediction methods including bivariate RR models, phenotypes for correlated traits, and RF regression models combining markers and correlated phenotypes as predictors. Additionally, for all traits, we compared different marker sets including genomewide markers, FHB quantitative trait loci (QTL) targeted markers, and both sets combined. Genomic selection accuracies were always higher than MLR accuracies, RF and RKHS regression were often the most accurate methods, and for DON, marker plus trait RF regression was more accurate than all other methods. For all traits except DON, using QTL targeted markers alone led to lower accuracies than using genomewide markers. This study indicates that cooperative FHB nursery data can be useful for GS, and prior information about correlated traits and QTL could be used to improve accuracies in some cases.
fl owering, and can be inconsistent across environments (Miedaner et al., 2002) . Furthermore, resistance to DON accumulation is expensive to evaluate and not completely correlated with visual assessments of FHB resistance (Paul et al., 2005; Sneller et al., 2012) . To facilitate breeding for FHB resistance, public breeding programs in the United States have formed cooperative nurseries that enable each cooperator to have his or her germplasm evaluated for FHB resistance in several diff erent screening nurseries across the country, thus allowing cooperators to better identify resistant lines from their breeding programs. In addition to the use of cooperative phenotyping, visual resistance measurements found to be correlated with DON are used to help more cost-eff ectively select for both resistance to DON accumulation and to visual disease symptoms.
Aside from improved phenotyping strategies including cooperative phenotyping and selection based on correlated traits, marker-assisted breeding methods are being pursued. To enable marker-assisted selection (MAS), over 40 quantitative trait loci (QTL) mapping studies have been conducted for FHB resistance and have identifi ed over 200 QTL that are distributed across every chromosome (reviewed by Liu et al., 2009, and Buerstmayr et al., 2009 ). However, a handful of QTL have been validated across studies, and primarily one major QTL, Fhb1, that has been found to reduce disease by 20 to 25% on average (Pumphrey et al., 2007) , has been the target for MAS aimed at improving FHB resistance levels . Th e alleles known to confer FHB resistance at Fhb1 and many other validated resistance loci with relatively large eff ects originate from Chinese sources and are at a very low frequency in North American germplasm Bernardo et al., 2011) . To avoid linkage drag associated with introgressing resistance alleles from alien sources, the objective of many North American wheat breeders is to improve levels of resistance based on existing variation in the native germplasm. Resistance from non-Chinese sources appears to be distinct and is conferred by many small eff ect loci originating from various diff erent parents (Gosman et al., 2007; Buerstmayr et al., 2008; Miedaner et al., 2010) . Th erefore, conventional MAS strategies to improve native FHB resistance in North American germplasm have not been used.
A new marker-assisted breeding method called genomic selection (GS) (Meuwissen et al., 2001 ) has great potential for use in crop plants (reviewed by Lorenz et al., 2011) for quantitative trait improvement and is expected to be more eff ective than MAS in many cases. Genomic selection is already routinely used in cattle (Bos taurus) breeding and should become an important tool in plant breeding because it can lead to greater gain from selection per unit of time and cost compared to phenotypic selection (Heff ner et al., 2010) . Th e accuracy of GS models for a range of quantitative traits has been demonstrated in various studies involving populations derived from biparental crosses (Lorenzana and Bernardo, 2009 ; Heff ner et al., 2011a) and sets of breeding lines representative of a single breeding program Heff ner et al., 2011b) . However, few studies Lorenz et al., 2012) have evaluated GS across multiple breeding programs. One of these studies (Lorenz et al., 2012) found GS to be promising for FHB resistance in barley using cooperative nursery data. Whether this will be true for wheat requires validation.
Using cross-validation, accuracies of prediction methods can be compared and the merits of incorporating prior knowledge about loci or correlated traits in the prediction models can be evaluated. Although GS requires minimal prior information about traits to be predicted, such information is available for traits such as FHB resistance and could be useful for improving prediction accuracy. Information about important loci aff ecting the trait could be used to help select markers for genotyping. In addition, component and/or correlated traits for the trait of interest could be included along with markers in one prediction model to reduce the cost per breeding cycle for traits such as DON whose evaluation may be more costly than both phenotyping a correlated trait and genotyping.
With this study we aim to (i) determine the potential utility of using GS as a tool to improve FHB resistance in wheat using cooperative nursery data involving wheat germplasm across the United States for GS modeling, (ii) compare the relative accuracy of several diff erent markerbased prediction models to identify the most promising models, (iii) compare prediction accuracies achieved using genomewide markers, QTL targeted markers, or both types combined, and (iv) assess the utility of combining correlated trait measurements and markers in prediction models for resistance to DON accumulation and determine if these combined marker-trait prediction models are more accurate than using correlated traits alone.
Materials and Methods

Phenotypic Data
Th e breeding lines used in this study consisted of 322 lines from 15 public and three private breeding programs across the eastern United States and Canada that were evaluated in the 2008, 2009, and 2010 northern uniform winter wheat scab nursery (NUWWSN), the 2008 and 2009 preliminary NUWWSN, and the 2008 and 2009 uniform southern Fusarium head blight nursery (USF-HBN). Of these 322 lines, 170 that had genotypic data and phenotypic data for all traits to be analyzed were used for prediction model evaluation. Th e NUWWSN, preliminary NUWWSN, and USFHBN were conducted under the coordination of the U.S. wheat and barley scab initiative whose aim is to develop control measures against FHB. Each nursery cooperator submits his or her breeding materials for evaluation and conducts an inoculated FHB trial at his or her location. Th e phenotypic data from the nurseries along with a list of the locations and cooperators involved is available at http://scabusa.org/publications. html#pubs_uniform-reports. According to a study by Benson and Brown-Guedira (2012) examining structure and diversity of these cooperative nurseries, subpopulation substructure in this germplasm is minimal and the eff ective population size (N e ) is estimated to be 45.
Each year-nursery consists of a set of locations, and lines within a year-nursery are evaluated across all locations within that year-nursery. Except for the checks 'Ernie', 'Truman', 'Freedom', and 'Pioneer 2545', on average lines were evaluated in two nursery-years and 11 year-nursery-locations. Th e phenotypic evaluations were conducted slightly diff erently depending on the location. Th e fi eld design was a randomized complete block. Th e number of replications ranged from two to six. Plot sizes were one, two, or four 1-m row(s). Artifi cial epidemics of FHB were created either by spreading diseased corn kernels throughout the plots before fl owering or by spray inoculation of plots at 50% anthesis using a spore suspension (Gilbert and Woods, 2006) .
Th e phenotypes evaluated in the nurseries were incidence (INC), severity (SEV), Fusarium damaged kernels (FDK), incidence, severity, and, kernel quality index (ISK) (Kolb and Boze, 2003) , DON content of the grain, and days to heading (HD). Incidence is a visual measure of percentage of heads showing disease symptoms in a plot and is a measure of resistance to initial infection. Severity is visually measured on infected spikes as the percent of the spike showing symptoms and is a measure of resistance to fungal spread from a point of initial infection. Fusarium damaged kernels is measured on threshed grains and is a visual estimate of the percentage of kernels showing symptoms. Incidence, severity, and, kernel quality index is an index that combines SEV, INC, and FDK scores using the formula ISK = (0.3 INC(%)) + (0.3 SEV(%)) + (0.4 FDK(%)). And DON is the milligrams per kilogram measurement of toxin levels present in a 100-g sample of grain using an enzyme linked immunosorbent assay (Casale et al., 1988) or gas chromatography-electron capture (Pathre and Mirocha, 1977) .
Genotypic Data
For each entry, DNA was extracted from single seedlings using a cetyltrimethylammonium bromide extraction protocol described by Pallotta et al. (2003) . Th e DNA was sent to Triticarte (http://www.triticarte.com.au) for wholegenome genotyping using Diversity Array Technology (DArT) markers (Akbari et al., 2006) . A total of 2402 polymorphisms were detected. Entries were also genotyped with simple sequence repeat (SSR) markers targeted to important FHB resistance QTL as described by Benson and Brown-Guedira (2012) . A subset of eight SSR markers targeted to fi ve QTL (Table 1 ) was selected to be included in the analysis. Of these QTL, Fhb1 has been a target of MAS in this germplasm. Each SSR allele was converted into a binary variable, resulting in 38 total variables. Th ree sets of markers were then constructed: (i) genomewide DArT markers only (GM), (ii) QTL targeted SSR markers only (TM), and (iii) QTL targeted SSR markers and genomewide DArT markers (TM+GM). Each of these three marker sets was used in each prediction model and across all traits. Linkage disequilibrium (LD) between the DArT markers and some of the SSR alleles was low, indicating that the QTL targeted SSR markers captured variation at loci that was not captured by the DArT markers. In all marker sets, missing variables were imputed with the mean value for a particular variable.
Phenotype-Based Breeding Value Estimation
Using all the phenotypic data available for each nurseryyear, a mixed eff ects model with sites as fi xed eff ects and entries as random eff ects was fi t using the lme4 package (Bates et al., 2009) (Garrick et al., 2009) , we expect our results using BLUPs to train the prediction models to yield conservative results relative to what could be achieved from using de-regressed and weighted BLUPs. Proper deregression and weighting of BLUPs from data collected using heterogeneous phenotyping methods, such as those used to collect the data used in this study, is an important area of investigation but is beyond the scope of this paper.
Using the same mixed model described above, BLUPs were also calculated within years and within the following two-year combinations-2008 and 2009, 2008 and 2010, and 2009 and 2010 -for all traits except DON because of insuffi cient 2010 data. Th ese BLUP calculations were used as the PEBVs for the calculation of the across-year cross-validation prediction accuracies.
Prediction Models
Genomic selection models and multiple linear regression (MLR) models were compared. Th e GS models tested were ridge regression (RR) BLUP (Meuwissen et al., 2001; Whittaker et al., 2000) , Bayesian LASSO (BL) (de los Campos et al., 2009b; Park and Casella, 2008) , reproducing kernel Hilbert spaces (RKHS) (Gianola et al., 2006) regression, and random forest (RF) (Breiman, 2001 ) regression. For a detailed description of RR, BL, and RKHS methods refer to Lorenz et al. (2011) . For a description and comparative study of RR, BL, RKHS, and RF refer to Heslot et al. (2012) . Th e GS models were tested with each of the three marker sets: GM, TM, and TM+GM. We also tested fi ve bivariate RR models for DON using the TM+GM set where the model was trained with DON values in addition to either SEV, INC, FDK, or ISK values. For each markerbased prediction method genomic estimated breeding values (GEBVs) were calculated for each individual.
Th e MLR models for prediction were constructed slightly diff erently depending on the marker set used. Th e MLR models tested for each trait using the GM marker set and the GM+TM marker set involved two stages for each prediction: (i) association analysis and (ii) MLR using a subset of k markers with the lowest p-values. In the TM marker set, all 38 SSR alleles converted to a binary format were used in MLR. With the GM marker set, before association analysis, markers with minor allele frequency less than 0.05 were removed and the LD tagSNP function, based on the algorithm described by Carlson et al. (2004) as implemented in JMP Genomics 5.0 (SAS Institute, 2010), was used to select nonredundant markers defi ned as those with r 2 values less than 0.75. Th is threshold level led to an adequate reduction of redundant markers especially for markers present on the alien translocations present on chromosomes 1B and 2B. Th e fi ltering also reduced the multicolinearity between the predictors to be fi t in the MLR prediction model. Th e fi ltered GM marker set consisted of 900 markers. Th e fi ltered TM+GM marker set consisted of the 900 nonredundant DArT markers and all 38 SSR alleles. Th e association analysis stage was conducted using the package emma (Kang et al., 2008) implemented in R (R Development Core Team, 2010) to fi t a mixed eff ects model testing each marker's association with the trait while correcting for multiple levels of relatedness (Yu et al., 2006) . In each mixed eff ects model, a vector of the PEBVs was used as the response variable, a vector of the marker values at a particular locus was a fi xed eff ect, a matrix (Q) of the fi rst two principal components of the genotype matrix was a fi xed eff ect used to correct for population structure, and a marker-based kinship matrix (K) was a random eff ect used to correct for family structure. To ensure that the K and Q matrix were adequately correcting for population and family structure, q-q plots of the p-values for the marker eff ects were examined to ensure that the p-values were uniformly distributed.
In stage two, k markers with the lowest p-values were selected as the explanatory variables in a fi xed-eff ect model where the vector of the PEBVs was the response variable. Th e marker eff ects measured with the fi xedeff ects model were then used to calculate the predicted breeding values of individuals in the validation set.
Multiple linear regression models with k = 5, 10, 15, 20, and 25 were tested to determine the optimal number of predictors to use in MLR. With the TM marker set, MLR was conducted as in stage two described above, but in this set, all 38 SSR alleles, targeted to fi ve previously validated QTL regions, were used as the explanatory variables in a fi xed eff ect model. For RR and BL, marker eff ects were fi rst estimated using the training set, and GEBVs of individuals in the validation set were calculated as the sum of each individual's marker eff ects. Ridge regression assumes that all marker eff ects are sampled from the same normal distribution with zero mean and variance that is estimated by maximum likelihood. For a more through description of RR refer to Whittaker et al. (2000) and Piepho (2009) . With BL, the variance of the marker eff ect sampling distribution changes from marker to marker, forcing more and less shrinkage on small-and large-eff ect markers, respectively. For a more detailed description of BL refer to Pérez et al. (2010) . We implemented RR in R (R Development Core Team, 2010) and used the package emma (Kang et al., 2008) to obtain maximum likelihood estimates of the variance components. We implemented BL using the R package BLR: Bayesian linear regression (de los Campos and Perez Rodriguez, 2010) using the parameter values suggested by Pérez et al. (2010) . Marker eff ect estimations were based on 50,000 iterations of sampling aft er a burn-in period of 10,000 iterations. Trace plots of the variance parameters were inspected to ensure convergence was reached.
In RKHS regression, genetic values are assumed to be sampled from a normal distribution with zero mean and with a covariance structure proportional to a kernel matrix that is calculated by applying a kernel function to the marker data. For a more detailed description of RKHS refer to de los Campos et al. (2009a) . We implemented RKHS regression in R (R Development Core Team, 2010) using functions adapted from those provided in the supplemental data of Crossa et al. (2010) We also used the parameter values suggested by Crossa et al. (2010) . Genomic estimated breeding value estimations were based on 30,000 iterations of sampling aft er a burn-in period of 5000 iterations. Trace plots of the variance parameters were inspected to ensure convergence was reached.
Random forest regression (Breiman, 2001 ) uses an ensemble of multiple decision trees for prediction. Each tree is grown using a bootstrap sample of training individuals and markers are used as the node-splitting variables. Predicted values produced by each individual tree are averaged to obtain a single prediction. For a more detailed description of RF regression refer to Breiman (2001) and González-Recio and Forni (2011). We implemented RF regression using the R package randomForest (Liaw and Wiener, 2002) . For each prediction we set the number of trees to 500. For DON we tested RF regression using ISK in addition to markers as the predictors. For the multivariate ridge regression model, a multitrait animal model y = Xβ + Zu + e was fi t in which, for n individuals and m traits, y is a vector n × m elements long and composed of n subvectors, each recording the observations for the m traits of each individual. X is the design matrix associating observations to the fi xed eff ects β, Z is the design matrix allocating the observations to the individuals, u is an n × m long vector of breeding value random eff ects, and e is an n × m long vector of residual errors with zero mean and m × m covariance matrix ∑ e .
Th e variance of y is ZZ T ⊗∑ g + I⊗∑ e , in which ∑ g is an m × m covariance matrix of the genetic eff ects of lines. Th e elements of u were estimated using the soft ware ASREML (Gilmour et al., 2009 ).
Cross-Validation Accuracy Calculation
Accuracy (r) was defi ned as the Pearson's correlation between the PEBVs and the GEBVs calculated using crossvalidation. For each trait-model-marker set combination two diff erent cross-validation schemes were used. Th e fi rst scheme (fi vefold cross-validation [CV1]) consisted of a global fi vefold cross-validation using the overall PEBVs for each entry as the phenotype-based estimate of the true breeding value. In this scheme the entries were randomized and then divided into fi ve sets. Four of the fi ve sets were used for model training, and this model was then used to calculate the GEBVs of the remaining set. In each fold of the cross-validation, there were 136 individuals used for model training and 34 individuals used for validation. Aft er GEBVs were calculated for all individuals the means and standard errors of the prediction accuracy were calculated using bootstrapping (Efron, 1979) . Specifi cally, a bootstrap sample of the 170 total individuals was drawn and the correlation of the PEBVs and GEBVs was computed and saved. Th is was repeated 1000 times to obtain a distribution of accuracies. Th e mean of the distribution was used as the estimate of the mean accuracy and the standard deviation of the distribution was used as the standard error of the mean. For a review of this methodology refer to Efron and Tibshirani (1986) . 
was the validation set, and 141 and 30 when 2010 was the validation set. Th e average across year prediction accuracy per trait-model combination was the mean across the three cross-validations, and the standard error was computed as the standard deviation/3 1/2 . Crossvalidation across years was conducted for all traits except DON due to a lack of 2010 data.
Statistical Testing for Differences between Models
To test for diff erences among CV1 means for each traitmodel set combination we compared the 95% confi dence intervals for each of the pairwise combinations of models tested for a given trait and marker set. Each confi dence interval was computed using the bootstrap mean and standard deviation estimates described in the previous section. Th e 95% confi dence interval was defi ned as the mean ± 1.96 × standard error. A pair of accuracies was considered signifi cantly diff erent if their confi dence intervals did not overlap. For each trait we tested for diff erences among CV2 means for each of the prediction methods using an ANOVA. If we found the eff ect of a prediction model to be signifi cant we conducted a Tukey's multiple comparisons of means test using a 95% familywise confi dence interval to detect diff erences among pairs of mean prediction model accuracies.
Assessment of Unintentional Prediction of Maturity
Because the development of FHB symptoms is sensitive to the proper timing of inoculation, using the TM+GM marker set we determined if the prediction models trained using PEBVs for SEV, INC, FDK, and ISK could predict the HD PEBVs of the validation set to ensure that the models were not capturing "passive" resistance due to maturity. Correlations between GEBVs for resistance and PEBVs for HD were calculated to determine if they were nonzero, which would indicate that the prediction models for resistance may incorporate some level of passive resistance related to disease escape.
Results
Global and Across-Year Cross-Validated Accuracies
Mean prediction accuracies ± standard errors for two diff erent cross-validation schemes, CV1 and CV2, for each model, marker set, and trait (except for DON, where only CV1 was used) are reported in Table 3 . For each trait-marker set combination, statistical comparisons between prediction model accuracies are also reported in Table 3 . Diff erences between prediction models were clearer with the CV1 results compared to CV2 results because CV1 prediction accuracies had smaller standard errors. However, very few pairwise comparisons of prediction models for a given trait-marker set were signifi cantly diff erent. Signifi cant diff erences in accuracy between diff erent GS models were only detected for seven of the 35 diff erent trait-marker set-cross-validation scheme combinations (Table 3) .
Linear Prediction Model Accuracies
Results from the MLR optimization step to determine how many predictors to use for each trait when using the GM or GM+TM marker sets are reported in Table 2 . Multiple linear regression accuracies obtained for these two marker sets depended largely on the trait and were highest for INC and ISK and lowest for HD. In all cases at least one of the GS models outperformed MLR. However, for some traits, such as FDK, ISK, and INC, the diff erence between the mean MLR model accuracy and mean accuracy of the best GS model was surprisingly small. Furthermore, for most traits mean MLR accuracies were only slightly lower than RR accuracies. Accuracies obtained with BL were usually similar to but lower than those obtained with RR. Th e bivariate RR models that we evaluated for DON were as accurate as the univariate RR models. Fivefold cross-validation (CV1) accuracies for DON when using the TM+GM marker set in the bivariate models incorporating DON and either SEV, INC, or ISK were 0.219 ± 0.064, 0.24 ± 0.065, and 0.207 ± 0.062, respectively.
Nonlinear Prediction Model Accuracies
Overall, for a given trait-marker set one of the nonparametric or semiparametric models, either RF or RKHS regression, had the highest mean accuracy in 85% of cases. Even when only QTL targeted markers were used, these models generally lead to the highest accuracies. Although RF and RKHS regression frequently led to the highest mean accuracies, in most cases they were not signifi cantly more accurate than the other models. Th ere was only one case where one model was signifi cantly more accurate than all other models. When the TM+GM marker set was used to predict DON, RF regression was signifi cantly more accurate than all other models.
Comparison of Marker Sets
Comparing across marker sets, accuracies resulting from the TM+GM and the GM marker sets were higher than the accuracies resulting from the TM marker set in all cases except for HD, where all marker sets performed similarly, and DON, where the TM+GM set performed either as well or worse than the TM set depending on the model that was used (Fig. 1) . For DON, when using RR and RKHS regression, adding the GM marker set to the TM marker set substantially decreased the mean accuracy to the level observed when using the GM marker set alone. When using RF regression to predict DON, the TM+GM marker set led to mean accuracies equal to those observed when using the TM marker set, which was much higher than those observed when using the GM marker set alone. When using BL to predict DON, accuracies were consistently low across all marker sets.
Assessment of Unintentional Prediction of Maturity
Prediction models trained using PEBVs for SEV, INC, FDK, and ISK could not accurately predict the HD PEBVs of the validation set indicating that the models were not primarily capturing "passive" resistance due to maturity. For all models and cross-validation schemes, mean prediction accuracies for heading date were close to zero for all traits except for SEV (Supplemental Table S1 ) where mean accuracies ranged between 0.02 and 0.176. Th is small positive correlation between SEV GEBVs and HD PEBVs of the validation set may indicate that the SEV prediction model incorporated some passive resistance or it could result from a genetic correlation between SEV and HD caused by pleiotrophy or linkage.
Comparison of Trait-Based and Marker-Based Prediction Accuracies for Deoxynivalenol
Out of the four traits-ISK, SEV, INC, and FDK-ISK had the highest mean correlation with DON, r = 0.5 ± 0.061, Table 2 . Means and standard errors of fi vefold cross-validation prediction accuracies for all traits using multiple linear regression models with different numbers of markers (k) used as fi xed effects. Markers were selected based on the results of association analysis in the training set. and was therefore the most predictive. Th e mean correlations with DON for SEV, INC, and FDK were r = 0.432 ± 0.073, r = 0.457 ± 0.056, and r = 0.303 ± 0.082, respectively. None of these correlations are signifi cantly diff erent. Th e accuracies obtained from the methods combining ISK and markers, either the GM, TM, or TM+GM marker sets in a RF regression model are shown in Fig. 2 where these methods are also compared to using ISK phenotypic data alone and using markers alone (either the TM or TM+GM sets) in a RF regression model. We achieved the highest mean accuracy, r = 0.65 ± 0.047, from a RF regression model that used both QTL targeted markers and the correlated trait ISK as the predictor variables; the next best models were (i) RF regression models incorporating QTL targeted, genomewide DArT markers and ISK, r = 0.616 ± 0.049, and (ii) incorporating only genomewide DArT markers and ISK, r = 0.527 ± 0.054.
Discussion
Prediction Strategies
It appeared that FHB resistance traits fell into two distinct categories based on the prediction strategies that led to the highest accuracies. Th e fi rst category included SEV, INC, ISK, and FDK. Th e prediction strategies leading to the highest accuracies for these traits were characteristic of a GS approach and are what we would expect for most quantitative traits. Specifi cally, (i) GS models outperformed MLR models, (ii) predictions based on QTL targeted markers alone were low, and (iii) adding QTL Table 3 . Means and standard errors of cross-validated prediction accuracies for all traits calculated using fi vefold cross-validation (CV1) and cross-validation across years (CV2). For each trait three different marker sets and fi ve different prediction models are compared. targeted markers in addition to genomewide markers did not improve accuracy. Th e second category included only DON. With DON the prediction strategies that led to the highest accuracies were more characteristic of a markerassisted recurrent selection approach. Specifi cally, (i) MLR models and GS models lead to similar accuracies, (ii) predictions based on QTL targeted markers alone were higher than predictions based on both QTL targeted and genomewide markers, and (iii) RF, which appeared to better ignore uninformative predictors, was signifi cantly more accurate than other prediction models when both QTL targeted and genomewide markers were used. Based on these trends it appears that fewer loci are involved in DON resistance compared to the other traits and a GS model using targeted QTL only appears to be the appropriate approach for prediction.
Breeding Strategies for Deoxynivalenol Using Correlated Trait Information
Because we found that predictions based on a RF regression model incorporating markers were as accurate as those based only on phenotypes for ISK, it would be possible to realize the same genetic gain per cycle for DON with a GS model as with selection using ISK as a proxy for DON in phenotypic selection. Th e advantage to using a GS model is that phenotyping the correlated traits is not required before selection, which enables more cycles of selection to be achieved per unit of time. Th erefore, selection for DON resistance based on a GS model rather than on correlated traits could lead to greater genetic gain per unit of time because selection can occur in a greenhouse or off -season nursery.
Although selecting for DON based on a GS model would lead to greater gain per unit of time by way of accelerating the breeding process, for all the prediction methods that we compared, the highest gain per cycle was predicted to be achieved by incorporating ISK and markers into a RF regression model. Th e disadvantage to this prediction method is that phenotypic data for ISK must be available. Th erefore, unless genotyping for important QTL and evaluating ISK is less costly than evaluating DON directly, there may be no benefi t to using this type of model.
Prediction Model Performance
Th e consistently better performance of RF and RKHS regression across diff erent traits and marker sets may be due to the design of the cooperative nursery and/or the genetic architecture of the traits. Th e design of the cooperative nurseries was to use relatively few lines evaluated many times and this may lead to higher accuracies for RF and RKHS regression relative to BL, RR, and MLR. Th is is because RF and RKHS models do not estimate marker eff ects; instead, they predict genetic values of unobserved lines based on genetic similarity to lines in the training set. Th erefore, greater replication leading to increased accuracy in the genetic value estimations of the lines themselves may provide greater benefi t to RF and RKHS regression compared to RR, BL, and MLR. A more powerful design for marker eff ect estimation would consist of a large number of lines with minimal replication (Knapp and Bridges, 1990) .
Alternatively, RF and RKHS regression could be more predictive because the loci underlying the variation for the traits we analyzed do not behave strictly additively. Random forest and RKHS regression are able to capture these nonadditive eff ects and therefore may be more accurate than RR, BL, and MLR when nonadditive eff ects are important. Th is possible explanation is supported by previous studies that have documented the nonadditive behavior of FHB resistance loci (Yang et al., 2005; Ma et al., 2006; Guo et al., 2006; Pumphrey et al., 2007; Yu et al., 2007) .
Conclusions
Th is study found that data from the U.S. cooperative FHB nurseries, which consist of germplasm from many diff erent institutions evaluated in diff erent regions for FHB resistance, can be used to train relatively accurate prediction models that could be useful in breeding for native FHB resistance. For DON resistance breeding specifi cally, we found that selection based on marker based prediction models could lead to greater genetic gain per cycle and greater genetic gain per unit time compared to selection based on correlated traits alone. Th is study also shows that prior information about DON can be used to improve genomic prediction accuracies. Th erefore, GS models incorporating such information should be evaluated for traits of interest if possible. Prior information about QTL can be used to ensure that the markers used for prediction are linked to specifi c QTL of known importance. Th is is especially important if the random genomewide markers used for prediction are in low LD with the predictive QTL regions. Although in theory genomewide markers should be adequate to capture QTL eff ects, in practice the markers may not be distributed randomly across the genome and may be completely missing some segregating segments. In addition, prediction strategies based only on markers linked to important QTL should be evaluated because for certain traits they may be more useful for prediction and genomewide markers may only capture noise. In addition to incorporating prior information about important QTL, this study shows that incorporating information about correlated phenotypes can be benefi cial. If data on a correlated trait is available, prediction models incorporating that phenotypic data should be evaluated.
Although this work demonstrates that GS can be successful for cases such as FHB resistance in U.S. wheat germplasm, it also points out issues that should be further studied. Most importantly, studies aiming to empirically evaluate breeding strategies that implement GS need to be conducted and compared to conventional strategies. Second, studies of the implications of using nonadditive models such as RF and RKHS regression across multiple cycles of selection are needed before such methods can be recommended. Although RF and RKHS regression oft en lead to high accuracies it is not clear how much of the additive genetic variation such models are capturing relative to nonadditive genetic information and in a recurrent selection context, predictions based partially on nonadditive eff ects could lead to lower gain from selection than expected. In addition, continued research to evaluate the benefi t of marker selection or the targeted genotyping of specifi c loci for use in GS is warranted to determine under what circumstances such an approach may be useful. Lastly, further work to develop GS models that can incorporate both marker and phenotypic information, such as the models we evaluated for DON resistance, may be useful for improving prediction accuracies.
Supplemental Information Available
Supplemental material is available at http://www.crops. org/publications/tpg. Comparison of mean fi vefold cross-validation prediction accuracies for deoxynivalenol (DON) levels using only markers in a random forest (RF) regression model, only incidence, severity, and, kernel quality index (ISK) phenotypic values, or ISK values and markers combined in a RF regression model. The RF regression models based on marker information include A) genomewide Diversity Array Technology (DArT) markers (GM), B) Fusarium head blight (FHB) quantitative trait loci (QTL) targeted markers (TM), and C) models trained using both GM and TM targeted markers (TM+GM). For each of these marker sets, RF regression accuracies for DON are compared with accuracies obtained using only correlation with ISK phenotypic values and accuracies obtained from using both markers and ISK values in a RF regression model. These combination models include A) GM+ISK, B) TM+ISK, and C) TM+GM+ISK. For each prediction method, error bars depict standard errors.
