









Abstract:  The  current  constant  growing  in  traffic  demands  caused  by  the 
popularization  of  cloud  services,  mobile  and  social  networks  is  requiring 
architectural changes at the underlying networks so as to provide a more highly 
dynamic  connectivity.  Cost‐effective  and  energy  efficient  solutions  are  also 





DWDM)  coherent  Ring  Network  scenario.  In  particular,  the  metric  Blocking 
Bandwidth Probability (BBP) vs. Traffic Load Capacity (TLC) has been considered. 
Our numerical evaluations show that the performance penalty of cost‐effective 






the  deployment  of  the  Internet  of  Things  (IoT)  and  the  convergence  between  optical  and 
wireless  communications  at  the  5G  paradigm  [1]  are  requiring  changes  to  the  networks  in 
order  to  enable  scalable  growth  in  traffic  volume, while  supporting  a  high  level  of  dynamic 
connectivity,  full  flexibility and  increased energy‐efficiency. As a consequence of  that, Metro 
Network is converging with Access Networks and evolving towards the adoption of all‐optical 
solutions  [2,  3].  In  this  context,  transmission  techniques  based  on  ultra‐Dense Wavelength 











the  Optical  Network  Unit  (ONU)  and    the  reconfigurable  optical  add‐drop  multiplexer 
(ROADM);  all  of  them  are  detailed  in  [7].  In  particular,  ROADMs  are  all‐optical  nodes  that 
connect  the  Metro  to  the  Access  Networks  while  the  OMCN,  OAN  and  ONU  still  perform 
Optical‐Electrical‐Optical  (OEO)  conversion  for  their  functions  and  they  are  the  nodes  that 
allow the transfer of  information between the Metro and Core Network, the Metro Network 
and  a  Datacenter,  or  a  5G‐Fronthaul  and  the  access  network  and  users,  respectively.  In 
general,  ROADMs  are  considered  as  the  key  element  for  future  Metro‐Access  converged 
networks  because  they  reduce  the  instances  of  OEO  conversions  by  setting  all‐optical  links 
between  metro  and  access  nodes.  Benefits  of  this  solution  include  terabits  per  second 
bandwidth with  low bit error  rates,  lower network’s power consumption, data  transparency, 
and freedom from interference leading to a secure communication system. 
The  ROADM  design  is  basically  driven  by  new  network‐level  requirements,  such  as  full 
flexibility,  adaptability,  scalability,  resilience  and  increased  energy‐efficiency  [8].  In  order  to 
reach those features, two alternatives colorless directionless (CD) ROADM architectures, which 
can be used in the scenario shown in Fig. 1, have been proposed and analyzed in [9], including 
a  detailed  cost  comparison  between  them.  The  first  ROADM  solution,  fully  flexible  and 
compacted but far more expensive [9],  is based on wavelength selective switches (WSS) that 
can work with  FS  granularity.  Using  this WSS‐based  ROADM,  the  add/drop  (A/D)  and  pass–
through (PT)  functions can be run over each FS  individually  (see Fig. 2).   The second ROADM 
solution,  more  cost‐effective  and  modular  [9],  works  with  DWDM  channel  granularity.  In 
particular,  a module  consists of  two DWDM  fixed  filters  and  two  switches  that manage one 
DWDM channel (see Fig. 2). Then, the A/D and PT functions can be applied on a group of FSs at 
the DWDM channels of the ROADM (D‐ROADM), see Fig. 2. For a group of FSs whose DWDM 
channel  is  not  supported  by  the  D‐ROADM,  it  is  transparent  for  them,  achieving  vendors’ 
requirements. Taking into account that the D‐ROADM switches a group of FSs, the main target 












































results of  evaluating both heuristics with  regarding  to  the  Traffic  Load Capacity  (TLC) of  the 
networks  against  to  the  same  networks  using  WSS‐based  ROADMs;  finally,  Section  IV 
completes the paper with the main conclusions. 
2. OPTICAL METRO‐ACCESS  NETWORKS  DESIGN  BASED  ON  COST‐EFFECTIVE  D‐
ROADMS 
In this section, we  first present  the design of metro‐access converged networks based on D‐
ROADMs  knowing  that  each  module  of  the  D‐ROADM  switches  a  group  of  FSs  and  the 
ROADM’s optical insertion losses increase with the number of modules (N), as it is indicated in 
[9]. Keeping that in mind, two different heuristics to find out the best D‐ROADMs’ design of a 







connection,  for  this  specific DWDM channel,  in  the other  two possible  directions  of  the 
ROADM’s module  (i.e.  from/to  E  port  to/from W port  and  from/to A/D port  to/from W 
port when the A/D mode is selected to work over E port, see Fig. 2). It is because of the D‐
ROADM  that  does  not  support  the  contentionless  (C)  feature  [9].  It  can  cause  that  the 
resulting  logical graph  from the union of each DWDM channel’s equivalent  graph of  the 
network  is disconnected  if  the D‐ROADM design  is not properly managed.  In  this way,  a 
bad  design  of  the  network  D‐ROADMs  can  prevent  the  establishment  of  connections 
between every possible pair of source‐destination nodes of the network since may not be 










for  A/D  port  and  E  port.  That  strategy  can  in  principle  seem  appropriate  as  the  traffic 
demands  of  both  PONs  can  be  routed  by  two  different  physical  paths.  Nevertheless, 
making a deep inspection of the network, we can realize that the resulting network’s graph 
is disconnected. In this way, for example, there is not possible a path between nodes with 
IDs 1 and 4, and nodes with  IDs 2 and 4.  In order  to  resolve  that problem two different 
heuristics will be presented in Sections II.B and II.C. 













traffic  demands  are  distributed  between  all  pair  of  source‐destination  nodes  of  the 
network randomly. Then, depending on the profile of the traffic demands to be satisfied, 
the D‐ROADM’s design,  that  is,  its number of modules  should be adapted  to  reduce  the 
total traffic demands blocked.  
Taking into account the three aspects previously discussed, the problem to resolve here is to 
find  out  the  minimum  number  of  modules  of  each  D‐ROADM  of  the  network  and  their 
switches configuration that best suit to the traffic profile loaded to the network, while keeping 
the D‐ROADM  insertion  losses  as  low as  possible.  In  this way,  the  efficient  design of  the D‐
ROADM may lose the colorless feature, but its implementation cost is significantly reduced as 
detailed in [9] and keeps adapted to traffic demands. 
A  greedy  approach  to  determine  the  set‐up  of  each D‐ROADM  that  best  suits  to  the  traffic 
profile  arrived  at  the  network  would  be  to  consider  firstly  that  each  D‐ROADM  is  able  to 
commute  all  the  DWDM  channels  of  the  network.  In  this way,  the  problem  is  simplified  to 
search for the best set‐up of the D‐ROADM module’s switches. Then, the useless modules or 
the  modules  which  are  configured  to  work  as  pass‐through  mode  have  to  be  removed. 




best  suits  to  the  traffic  profile which  arrives  at  the  network.  This means,  for  each  obtained 
configuration,  the  dynamic  Routing  and  Spectrum  Assignment  (RSA)  problem  for  all  traffic 
demands  [10],  has  to  be  solved.  Thus,  for  a  simple  network  as  shown  in  Fig.  3  in  which 
N 2 and N 3, the number of times that the dynamic RSA must be resolved 
for all traffic demands is 729 times, while for the same network working in the all C band, i.e. 
N 20  using modules with  125GHz of  effective bandwidth  [9],  is ~1.2 ∙ 10 ,  doing 










𝒢 𝒩, ℰ   Graph  representing  the  optical  network,  where  𝒩   is  the  set  of  nodes 









the  network  (e.g.  uniformly),  ii   what  traffic  arrival  process  follows  and 
what type of distribution presents the durations (e.g. Poisson and negative 
exponential,  respectively)  and  (iii),  the  average  requested  bitrate  per 
demand, C, arrived at the network. 
ρ  Traffic load (in erlang units)  
TLC   Traffic load capacity, defined as ρ ∗ C(bps). 
BBP  Blocking Bandwidth  Probability,  defined  as  the  volume of  rejected  traffic 
divided by the volume of all traffic offered to the network. 
𝐵𝐷   Number of blocked demands which have  their origin and destination  in a 
node of the ring part of the network. 
𝐵𝐷   Number  of  blocked  demands which  have  their  origin  or  destination  in  a 
node belonging to PON‐i. 
𝑅𝑆𝐴 𝒢, 𝒟, 𝐵𝐵𝑃   Sub‐routine resolves the dynamic Routing and Spectrum Assignment of all 
traffic  demands  arrived  at  the  network  in  the  simulations.  The  input 
parameters are the network model (𝒢 , the traffic demands profile loaded 
to  the  network  (𝒟   and  the  considered  Blocking  Bandwidth  Probability 
(BBP).  The  output  parameters  are  the TLC  of 𝒢  for  the  considered BBP 
value and the number of blocked demands of the different network’s parts 
(𝐵𝐷   and  𝐵𝐷 ).  Pre‐computation  of  the  two‐lowest  loss  path 




A  strategy  that  allows  resolving  the mentioned  problem  of  the  logical  disconnection  of  the 
network  is  shown  in  Fig.  3(b).  This  strategy  is  based  on  assigning  a  different  channel  or 




using  the  available  resources.  In  this  strategy,  it  is  considered  that  for  allocating  traffic 
demands between nodes belonging to the ring part of the network and between nodes of the 
ring and nodes of a PON, it must be used the same available resources. Thus, for example, for 
allocating  traffic  demands  between  node  with  ID  4  and  nodes  of  the  PON‐2,  the  DWDM 
Channel  2  can  be  used  for  such  purpose  [Fig.  3(b)].  On  the  contrary,  if  a  traffic  demand 
presents  the origin and destination  in a node belonging  to  the  ring part of  the network,  the 
available frequency slots of any possible channel can be used. For example, for establishing a 
connection between nodes with IDs 1 and 4 shown in Fig. 3(b), the available set of FSs of the 
three  DWDM  channels  of  the  considered  network  can  be  utilized.  At  the  same  time, 
distributing the available DWDM channels between all the D‐ROADMs of the network reduces 





DWDM  channel  bandwidth  (BW )  which  coincides  with  the  bandwidth  of  each  D‐
ROADM module, the considered power budget value (𝑃𝐵 ) per connection, depending on the 
chosen  modulation  format  technology,  to  the  received  signal  can  rightly  be  detected,  the 
traffic nature loaded to the network, defined by 𝒟, and the objective 𝐵𝐵𝑃 value. The output is 
the network design  that maximizes  the 𝑇𝐿𝐶 of  the network using the strategy  introduced  in 
Fig.  3(b).  As  we  can  deduce  from  Fig.  4,  to  make  a  good  management  of  the  network,  its 




considered  power  budget  per  connection  (PB ).  Then,  once  an  initial  network  design  is 
obtained  (NetworkSolutionDesign ),  the dynamic RSA  for  all  traffic  demands  is  resolved  to 
analyze the origin and destination of blocked demands. Extra DWDM channels are, thus, added 
to the D‐ROADMs to allocate those demands. This  is recursively done till exhausting the free 
DWDMs  channels.  Therefore,  this  heuristic  implements  an  efficient  distribution  of  the 
available DWDM channels among the D‐ROADMs of the network. From Fig. 4, the number of 
times that the dynamic RSA problem has to be resolved for all traffic demands arrived at the 
network  to  obtain  the  most  efficient  network  design  is  2 ∗ 𝑀𝑁𝐶 𝑀𝑁𝐶 1,  where 
𝑀𝑁𝐶   is the number of DWDM channels of the network, previously defined, and   𝑀𝑁𝐶   is 
the required number of DWDM channels to the first network design. 
1: Input: 𝒢, BW , BW , 𝑃𝐵 , 𝒟, 𝐵𝐵𝑃 
2: Output: 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛 
3: Begin: 
4: 𝑁 ← Determining the number of ROADMs of 𝒢 
5: 𝑀𝑁𝐶 ← BW BW⁄   
7: if  𝑁 𝑀𝑁𝐶   then 
8: 𝑀𝑁𝐶 ← 𝑁  
9: 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛 ←initial design of the network using 𝑀𝑁𝐶  channels 
10: 𝑇𝐿𝐶 ,  𝐵𝐷𝑟𝑖𝑛𝑔, 𝐵𝐷𝑃𝑂𝑁 𝑖 ← 𝑅𝑆𝐴 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛, 𝒟, 𝐵𝐵𝑃  
11: while P  of 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛  𝑃𝐵  && there are available channels  do 
12: 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛1 ← Adding a new different channel to the D-ROADM 
connected to the PON-i with the highest 𝐵𝐷  of the 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛 so as 
to reduce  𝐵𝐷  and 𝐵𝐷 . If different PONs have the same number of blocked 
demands, one of them could be chosen randomly. The added new module’s switches 
are configured to work in add/drop mode over E port. 
13: 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛2 ← The added new module’s switches of the chosen D-
ROADM are configured to work in add/drop mode over W port. 
14: 𝑇𝐿𝐶 ,  𝐵𝐷𝑟𝑖𝑛𝑔, 𝐵𝐷𝑃𝑂𝑁 𝑖 ← 𝑅𝑆𝐴 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛1, 𝒟, 𝐵𝐵𝑃   
15: 𝑇𝐿𝐶 ,  𝐵𝐷𝑟𝑖𝑛𝑔, 𝐵𝐷𝑃𝑂𝑁 𝑖 ← 𝑅𝑆𝐴 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛2, 𝒟, 𝐵𝐵𝑃   
16: 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛 ← Select the module’s switches configuration that better 
suits to the traffic profile according to the TLC of the network’s design. If the 
different switches configurations result in the same TLC, one of them could be 
chosen randomly. 
17: end while 
18: else 
19:  More network bandwidth is required 
 
 
20: end if 




Another  strategy  that also provides a  full  logical  connection among all  the network nodes  is 
introduced in Fig. 3(c). That strategy consists of booking one of the available channels for the 
connections between nodes pertaining  to  the  ring part of  the network and using  the others 
two channels  for  the  traffic of  the PONs. That  is,  the DWDM channel 3 can  just be used  for 
allocating  traffic  demands  between  nodes  1,  2  and  4,  and  the  channels  1  and  2  for  traffic 
demands of the PONs. This strategy is more efficient that the heuristic previously presented as 






the  studied  network  examples  in  the  next  section,  considers  that  the  network  bandwidth 
(BW )  is  of  750GHz  and  the  DWDM  channel  bandwidth  (BW )  is  125GHz  [9].  The 
proposed heuristic can be divided into three smaller sub‐problems. 
1: Input: 𝒢, BW , BW , 𝑃𝐵 , 𝒟, 𝐵𝐵𝑃 
2:  Output: 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛 
3:  Begin: 
4:  //Sub‐problem I 
5:  𝑁 ← Total number of OMCN and OANs of  𝒢 
6:  𝑀𝑁𝐶 ←MinNumChannelNetwork(𝒢, 𝑁 )+1 
8:  𝐵𝑊 ← 𝑀𝑁𝐶 ∗ 𝐵𝑊   
9:  if 𝐵𝑊 BW  then 
10:  𝒢 ← Initial network design of 𝒢 
11:  if P  of 𝒢 𝑃𝐵  then 
12:  // Sub‐problem II 
13:  𝒢 ←  reuse channel assigned to a mismatched ROADM of a sector of 𝒢   between 
mismatched ROADMs of 𝒢  
14:  // Sub‐problem III 
15: 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛 ← 𝒢
16: 𝑇𝐿𝐶 ,  𝐵𝐷𝑟𝑖𝑛𝑔, 𝐵𝐷𝑃𝑂𝑁 𝑖 ← 𝑅𝑆𝐴 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛, 𝒟, 𝐵𝐵𝑃
17:  while P  of 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛  𝑃𝐵  && there are available channels  do 
18:  𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛1 ← Adding a new different channel to the part of the 
network (ring or PONs) with the highest number of blocked demands according to 
 𝐵𝐷  and 𝐵𝐷 .  If different PONs have the same number of blocked 
demands, one of them could be chosen randomly. The added new module’s 
switches are configured to work in add/drop mode over E port. 
19: 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛2 ← The added new module’s switches of the chosen D-
ROADM are configured to work in add/drop mode over W port. 
20: 𝑇𝐿𝐶 ,  𝐵𝐷𝑟𝑖𝑛𝑔, 𝐵𝐷𝑃𝑂𝑁 𝑖 ← 𝑅𝑆𝐴 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛1, 𝒟, 𝐵𝐵𝑃   
21: 𝑇𝐿𝐶 ,  𝐵𝐷𝑟𝑖𝑛𝑔, 𝐵𝐷𝑃𝑂𝑁 𝑖 ← 𝑅𝑆𝐴 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛2, 𝒟, 𝐵𝐵𝑃   
22: 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛 ←Select the module’s switches configuration that better 
suits to the traffic profile according to the TLC of the network’s design. If the 




23:  end while 
24:  Else 
25:  More sophisticated transmission technologies providing more power budged is 
required 
26:  end if 
27:  Else 
28:  More network bandwidth is required 
29:  end if 





destination  nodes  of  the  network.  In  other  words,  it  must  be  determined  the  minimum 
number  of  DWDM  channels  which  are  required  to  avoid  that  the  resulting  graph  of  the 
network  is  disconnected  following  the  strategy  shown  in  Fig.  3(c).  In  that  strategy,  traffic 
demands between nodes of the ring part of the network and between ring nodes and nodes of 
a PON use different DWDM channels. Figure 6 shows the proposed heuristic that can be used 
in order  to reach that goal  (MinNumChannelNetwork,  in  line 6 of  the pseudo‐code shown  in 






















required  channels  in  the  considered  network example  (see  Fig.  7)  is  five of  the available  six 
channels. 
 
  1: Input: 𝒢, 𝑁  
 
 
  2: Output: 𝑀𝑁𝐶   
  3: Begin: 
  4: 𝑀𝑁𝐶 ← 0 
  5: Sectorize network (𝒢) into 𝑁   
  6: for each sector of the network (𝒢)  do 
  7: 𝑁 ← Determining the number of ROADMs 
  8: if 𝑁  != 0 then 
  9: if 𝑁  is even then 
10: 𝑀𝑁𝐶 ← 𝑀𝑁𝐶  𝑁 2⁄  
11: else  
12: 𝑀𝑁𝐶 ← 𝑀𝑁𝐶  𝑁 1 2⁄  
13: end if 
14: end if 
15: end for  










there  are  logical  paths  to  establish  any  possible  connection  in  the  network,  the  required 
minimal  network  bandwidth  (BW )  can  be  calculated  as  BW MNC ∗ BW .  
Therefore,  for  a  predefined  value  of  the  BW ,  if  BW   is  higher  than  BW ,  more 
network  bandwidth  is  required  or  smaller BW   ,  finer  DWDM  granularity,  has  to  be 
considered. In other cases, an initial design of the network and its ROADMs configuration can 
be obtained. For the example shown in Fig. 7(a), the initial design of the network is shown in 
Fig.  7(b).  It  is  the  simplest  solution  in  the  design  of  a  Metro‐Access  Network  based  on  D‐
ROADMs. This initial solution can be a proper solution as long as its P  value is lower than the 
considered  power  budget  (PB );  otherwise  more  sophisticated  transmission  technologies, 
providing a higher power budget, would be required. 
Starting from the configuration of the D‐ROADMs obtained in the previous problem, a second 





another mismatched  ROADM of  the  other  sector.  That  is,  referring  to  the network  example 















Once  determined  the  best  initial  configuration  of  the  network  to  ensure  full  connection 
between  every  pair  of  source‐destination  of  the  network  and  checking  there  are  not 
underused  channels,  the  third  sub‐problem  involve  assigning  still  available  channels  for 




















proposed  a  set  of  different  cost‐effective  solutions  for  transmitters  and  receivers  and  their 
main  attributes  for  those  opto‐electrical  subsystems  implementation.  In  addition,  it  is 
indicated that all  those transmitters and receivers can be adapted to  implement different u‐
DWDM transmission techniques. We select the pair of transmitter and receiver which provides 
the highest  power budget  for  all  opto‐electrical  subsystems  implementation.  Following  such 
premises, we consider that the OMCN and OAN, which are usually more expensive equipment, 
are  implemented  by  Mach‐Zehnder  transmitters  able  to  provide  higher  spectral  efficient 
modulation formats as Nyquist‐DPSK. On the other hand, ONU transmitters, much more cost 






































































































The  power  budget  is  considered  to  be  consumed  by  the  fiber  attenuation  (0.25dB/km  is 
assumed),  the  power  splitter  settled  in  each  PON  and  the  ROADMs’  insertion  loss  [9].  
Chromatic  Dispersion  (CD)  effects  due  to  the  optical  fiber  are  not  considered  in  the  study 
because it can be compensated using Digital Signal Processing (DSP) at the receiver [11]. 
A work band of 750GHz has been considered as the networks resource to share between all 
users.  That  work  band  is  considered  in  order  to  reduce  the  computational  cost.  However, 
results  would  scale  linearly  for  higher  work  bands.  Two  DWDM  channel  widths  have  been 
considered: 62.5GHz and 125GHz; being 125GHz the bandwidth of  the cost‐effective DWDM 
ROADM  proposed  in  [9]  and  62.5GHz  has  been  also  considered  for  exploring  a  finer 
granularity. Each DWDM channel has been divided  into  frequency  slots, being all of  them of 
12.5GHz [12].  
The  aforementioned  networks  can  be  loaded  with  dynamic  traffic  demands  distributed 





Metro‐Access Network  scenario  as  it  is  posed  in  Fig.  1.    Therefore,  the most  suitable  traffic 















the  spectrum  resources,  FSs,  are  allocated  to  the  incoming  demand  following  the  first‐fit 




in  single‐fiber  Metro‐Access  Network  environments  are  analysed.  While  a  more  complex: 





the  network  bandwidth  of  750GHz  is  divided  into  six  DWDM  channels  of  125GHz  and  the 
bitrate of every traffic demand  is of 10Gbps. For this analysis,  two cases will be discussed. A 
first one where the DWDM channels are assigned to the D‐ROADMs of the network following 




proposed  Heuristic  II,  introduced  in  the  previous  section.  That  is  characterised  by  using 
different  channels  for  allocating  traffic  demands  between  nodes  of  the  ring  and  nodes  of  a 
PON, and for allocating in a different channel, traffic demands between nodes of the ring. Both 
cases will be compared to the reference, top performance and cost case [9],  in which all the 

















the  same  BBP  compared  with  the  design  derived  from  Heuristic  I  using  the  same  spectral 
resources. For instance, the 𝑇𝐿𝐶 obtained for Network I using Heuristic II when BBP=5% is 53% 






Figures  10(a)  and  10(b)  also  show  the  BBP  curve  when  the  considered  DWDM  channel 
bandwidth  is of 62.5GHz and process of design of  the D‐ROADMs  is based on Heuristic  II.  In 
this case, the performance penalty  in the 𝑇𝐿𝐶 of the considered networks is close to 35% (in 
average)  regarding  to  the  same networks  using WSS‐based ROADMs  for  a  BBP  value of  5%, 
providing  a  significant  improvement.  This  enhancement  is  due  to  a  higher  granularity  and 


























































12.5  62.5  125  12.5  62.5  125 
Heuristic  ‐ I  II I II ‐ I II I  II





In  this  paper,  we  show  the  cost‐effective  D‐ROADM  performance  in  a  metro‐access  ring 
network  scenario  demonstrating  that  a  proper  heuristic  design  can  provide  a  significant 





Capacity  for  a  Blocking  Bandwidth  probability=5%,  has  been  used  as  reference.  In  order  to 
verify  the  validity  of  these  heuristics,  two  different  metro‐access  networks  have  been 
analyzed.    In  both  cases,  allocating  traffic  demands  between  nodes  of  the  ring  part  of  the 
network  and  nodes  of  a  PON,  and  for  allocating  in  a  different  channel,  traffic  demands 
between nodes of the ring significantly improves the TLC.  
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