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Abstract
An explicit numerical strategy that practically preserves invariants is derived for conservative systems by
combining an explicit high-order Runge-Kutta (RK) scheme with a simple modification of the standard pro-
jection approach, which is named the explicit invariants-preserving (EIP) method. The proposed approach
is shown to have the same order as the underlying RK method, while the error of invariants is analyzed
in the order of O (h2(p+1)) , where h is the time step and p represents the order of the method. When p
is appropriately large, the EIP method is practically invariants-conserving because the error of invariants
can reach the machine accuracy. The method is illustrated for the cases of single and multiple invariants,
with regard to both ODEs and high-dimensional PDEs. Extensive numerical experiments are presented to
verify our theoretical results and demonstrate the superior behaviors of the proposed method in a long time
numerical simulation. Numerical results suggest that the fourth-order EIP method preserves much better
the qualitative properties of the flow than the standard fourth-order RK method and it is more efficient in
practice than the fully implicit integrators.
Keywords: conservative systems; explicit Runge-Kutta method; explicit invariants-preserving method;
practically invariants-conserving.
1. Introduction
For an autonomous ordinary differential equation system with the initial condition
y˙ = f(y), y(0) = y0, y(t) ∈ Rd, (1.1)
where f : D ⊂ Rd → Rd is sufficiently smooth, a scalar function I(y) is called a first integral or strong
invariant if
∇I(y)T f(y) = 0, y ∈ D.
A function I(y) is called a weak invariant of (1.1) if y0 ∈M implies the exact solution y(t) ∈M and
d
dt
I(y) = ∇I(y)T f(y) = 0.
Note that strong invariants are independent of initial values, while weak invariants depend on appropriate
initial conditions. These invariants play an important role both in qualitative and quantitative studies of
the flow of (1.1). Nowadays the ability to preserve some invariant properties is a criterion to judge the
success of a numerical integrator [40].
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In the past decades, there has been an increasing interest in invariant-preserving integrators that preserve
as much as possible the invariants of underlying differential systems. It is well known that all Runge-Kutta
(RK) methods preserve linear invariants, while only those that satisfy the symplectic condition conserve
all quadratic invariants [18]. However, for k ≥ 3 no RK method can conserve all polynomial invariants of
degree k [31]. In order to develop numerical methods that conserve general invariants, McLachlan et al.
rewrote the initial problem with a first integral into a gradient system and then proposed discrete gradient
(DG) methods, which are based upon the definition of a discrete counterpart of the gradient operator [44].
There are several choices of discrete gradients, including the coordinate increment DG [35], the midpoint
DG [29] and the mean value DG [33] (also called the averaged vector field (AVF) method in [48]) as well
as their extensions [55, 12]. Later, these ideas are generalized for conservative PDEs by Furihata, Matsuo
and collaborators using the concept of discrete variational derivatives (DVD) [23, 43, 25]. In recent years,
high-order integrators have also been widely developed, including the high-order AVF methods [30, 17, 39],
Hamiltonian boundary value methods (HBVMs) [7, 5, 6], time finite element methods [4, 52] and so on.
Unfortunately, the structure-preserving algorithms mentioned above are often fully implicit for general
conservative systems, which require a nonlinear iteration to solve them.
In contrast to fully implicit schemes, linearly implicit methods only involve to solve a linear system
at each time step, and therefore have attracted continuous attention in recent years. To design linear-
implicit conservative schemes, Matsuo and Furihata proposed the multiple points DVD method, which was
a generalization of the DVD approach [43]. More generally, Dahlby and Owren utilized the polarization
technique to develop a general framework for deriving linearly implicit conservative algorithms for PDEs
with polynomial invariants [20]. More recently, the invariant energy quadratization (IEQ) [56, 57, 28] and
the scalar auxiliary variable (SAV) approaches [50, 51, 45], originally proposed for dissipative gradient flow
models, have been successfully applied to various conservative systems [11, 10, 37, 36, 15, 59]. However,
these linearly implicit methods either conserve the polarized invariant or the modified quadratic energy.
Although linearly implicit methods can already reduce the computational cost, it is more preferable to
design explicit invariant-preserving algorithms for conservative problems. So far, there are only a few related
works existed in the literature. When considering special second-order systems y¨ = f(y), the symplectic
Runge-Kutta-Nystro¨m (RKN) methods can naturally preserve quadratic invariants of the form y>Dy˙ where
D is a matrix of appropriate dimensions, and importantly various explicit RKN methods with high order
were already constructed (see [47, 14] and references therein). For more general invariants of second-order
problems, two kinds of explicit schemes based on the DVD method were proposed in [24, 42] to preserve
the energy of nonlinear wave equations. For quadratic invariants of general systems, a rational four-stage
explicit RK method was derived by del Buono and Mastroserio [21], which can be viewed as an incremental
direction projection method and has been further generalized by Calvo et al. [13] to any high-order explicit
RK method. Combining the IEQ approach, general invariants can be reformulated into quadratic forms.
Based on this fact, Zhang et al. [59] extended the incremental direction projection method to construct
explicit conservative schemes for general Hamiltonian ODEs and PDEs. A similar but more efficient strategy
was recently proposed by Jiang et al. [38] that incorporates high-order explicit RK methods with standard
orthogonal projection techniques. The key of the above projection methods that make the resulting schemes
explicit is attributed to the quadratization of the invariant, and as a consequence, the related unknown
parameter (also called the Lagrangian multiplier) can be explicitly solved. Otherwise, for non-quadratic
invariant, nonlinear iterations are inevitable to solve this parameter in the standard projection methods
and the resulting schemes are no long strictly explicit, although usually only one nonlinear equation is
involved when considering to preserve single invariant. However, it should be noticed that the modified
quadratic invariant by the IEQ approach is equivalent to the original invariant in the continuous case but
will be different after discretizations. Therefore, either the increment direction projection method [59] or
the orthogonal projection method [38] actually preserve a modified invariant. Moreover, these two kinds of
methods are only suitable for single invariant because there are no explicit solutions for unknown parameters
in multiple invariants cases.
The above mentioned structure-preserving algorithms can be rigorously proved to conserve some invariant
properties exactly in theory, but they tend to achieve a practical conservation in numerical computing due
to the following reasons. Firstly, nonlinear iterations are required for fully implicit methods whereas linear
solvers are usually employed for linearly implicit methods, where an iteration tolerance must be given that
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may induce accumulated errors in the invariant. Secondly, as all the computations are done on a finite
precision computer, even the explicit methods will inevitably suffer round-off errors. Based on this fact,
in this paper we propose a novel class of explicit and practically invariants-preserving methods to capture
the preservation of original invariants with general forms, which can also be recast into the framework
of projection methods. Consider the nonlinear iterations for the unknown parameters in the standard
orthogonal projection approach, the basic idea of the proposed method is to stop the Newton iteration
after only one step, and thus obtain an explicit form of the unknown parameters. Similar idea can be
found in [8], without theoretical analysis, to correct the drift of energy for Hamiltonian ODEs where the
underlying methods are chosen as conservative HBVMs. In the present work, we show that any explicit
high-order RK methods, even non-conservative, can be taken into our framework to achieve a practical
invariant preservation for both conservative ODEs and PDEs. More specifically, we give a rigorous proof
that such simplification does not affect the accuracy of the projection method, which retains the same
order as the underlying RK method. Meanwhile, the invariants are also preserved to round-off errors as
long as high-order RK methods are employed. The proposed schemes are illustrated by many practical
applications, including the perturbed Kepler problem, the solar system, the charged particle dynamics and
the rotating Gross-Pitaevskii equation. Numerical results suggest that the proposed methods perform the
superior behaviors in a long time simulation and essentially improve the numerical performance of the
standard fourth-order RK method.
The rest of this paper is organized as follows. In section 2, we present the explicit and practically
invariants-preserving method and analyze its order of accuracy as well as the corresponding error in the
invariant. In section 3, extensive numerical tests are reported to confirm the theoretical results and demon-
strate the efficiency of the proposed method. Finally, concluding remarks are drawn in section 4.
2. Explicit and practically invariants-preserving method
In this section, we first present the algorithm of the explicit invariants-preserving (EIP) method. After-
ward, the analysis on its accuracy and invariants-preserving property are carried out. Some implementation
issues are provided in the last of this section.
Suppose we have an (d− l)-dimensional submanifold of Rd,
M = {y; g(y) = 0} (2.1)
(g : Rd −→ Rl), and the system (1.1) with the property that
y0 ∈M implies y(t) ∈M for all t. (2.2)
Note that all components gi(y) of g(y) are regarded as weak invariants of (1.1). Denote yn be the approxi-
mation of y(t) at tn = t0 + nh with a step size h, n = 0, 1, 2, · · · . Let Φh define an explicit RK method of
order p with time step h. For given yn ∈M, the EIP method is defined by:
1. Compute ŷn+1 such that ŷn+1 = Φh(yn);
2. Compute the value of vector λ̂ ∈ Rl by
λ̂ = − (∇g(ŷn+1)>∇g(ŷn+1))−1 g(ŷn+1), with ∇g(ŷn+1) ∈ Rd×l; (2.3)
3. Update yn+1 = ŷn+1 +∇g(ŷn+1)λ̂.
Proposition 2.1. The EIP method is equivalent to the standard orthogonal projection approach [31] for
system (1.1) with only one Newton iteration to solve the corresponding nonlinear system.
Proof. The algorithm of the standard orthogonal projection approach can be written as follows:
1. Compute ŷn+1 by ŷn+1 = Φh(yn);
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2. Project the value ŷn+1 onto the manifold M through
yn+1 = ŷn+1 +∇g(ŷn+1)λ and g(yn+1) = 0, (2.4)
where ∇g(ŷn+1) is the projection direction. At each time step, we have to solve a nonlinear system of λ as
g (ŷn+1 +∇g(ŷn+1)λ) = 0. (2.5)
Denote F (λ) = g (ŷn+1 +∇g(ŷn+1)λ), then a Newton iteration for (2.5) yields
λk+1 = λk −
[∇F (λk)]−1F (λk), k = 0, 1, 2, · · · . (2.6)
Since λ is actually of small magnitude as stated in [31] and will be further proved below, we let the starting
value λ0 = 0, then one Newton iteration step of (2.6) yields the formula (2.3) exactly.
2.1. Accuracy and invariants preservation
Although the EIP method is a further simplification of the standard orthogonal projection approach, we
will show that its accuracy is still the same as the underlying RK method. Moreover, the invariant error
can be significantly reduced to a magnitude of O(h2(p+1)), that is, utilizing a high-order RK method the
EIP method can preserve the invariant to the machine accuracy in practical computation.
As stated in Proposition 2.1, the EIP method is related to the standard projection approach. Therefore,
we can analyze the EIP method from the aspect of the simplified projection approach, specifically regarding
to the solution of the parameter λ which is the key difference between the two kinds of methods.
Lemma 2.1. Assume ∇g(yn) has full column rank, there exists h? > 0 such that the nonlinear system
(2.5) for the standard projection approach has a unique solution λ? = λ?(h) for h ∈ [0, h?] and λ? is of size
O(hp+1). Therefore, the standard projection approach is of order p.
Proof. For simplicity, we denote
F̂ (λ, h) = g (ŷn+1 +∇g(ŷn+1)λ) = 0.
Notice that
F̂ (0, 0) = g(yn) = 0, and ∇λF̂ (0, 0) = ∇g(yn)>∇g(yn)
is invertible as ∇g(yn) has full rank, then the implicit function theorem ensures the existence of a neigh-
borhood [0, h?] and a unique smooth solution λ? = λ?(h) such that λ?(0) = 0 and F̂
(
λ?(h), h
)
= 0 for all
h ∈ [0, h?]. Moreover, we can expand
F̂ (λ?, h) = F̂ (0, h) +∇λF̂ (0, h)λ? +O(λ2?),
with
F̂ (0, h) = g(ŷn+1) = O(hp+1), ∇λF̂ (0, h) = ∇λF̂ (0, 0) +O(h).
Then, we can derive λ? = λ?(h) = O(hp+1), which implies the standard projection approach is of order
p.
Remark 2.1. The assumption that ∇g(yn) has full column rank can be satisfied as long as the l invariants
g1, g2, · · · , gl are functional independent, and thus the results of Lemma 2.1 hold for most cases of multiple
invariants.
Lemma 2.2. Assume λ? is the exact solution of the nonlinear system (2.5), then the k-th iteration solution
λk obtained by (2.6) satisfies λk − λ? = O(h2k(p+1)). Moreover, we have F (λk) = O(h2k(p+1)).
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Proof. A direct calculation yields
λk+1 − λ? = λk −
[∇F (λk)]−1F (λk)− λ?
= λk − λ? −
[∇F (λk)]−1 (F (λ?)−∇F (λk)(λ? − λk)−O(‖λ? − λk‖2))
= λk − λ? +
[∇F (λk)]−1 (∇F (λk)(λ? − λk) +O(‖λ? − λk‖2))
= O(‖λ? − λk‖2),
where we have used F (λ?) = 0 and ‖ · ‖ is the Euclidean norm. Let the starting value λ0 = 0, we can obtain
λ1 − λ? = O(‖λ?‖2) = O(h2(p+1)) by Lemma 2.1. Thus we can recursively derive λk − λ? = O(h2k(p+1)),
which leads to F (λk) = O(h2k(p+1)). This completes the proof.
As a direct consequence of Lemma 2.2, we have the following main results about the accuracy and
invariant error of the EIP method.
Theorem 2.1. The EIP method retains the same order of accuracy as the underlying RK method, and the
invariant error is of size O(h2(p+1)).
Proof. From Lemma 2.2, the parameter λ̂ in the EIP method satisfies λ̂ = λ1 = λ?+O(h2(p+1)) = O(hp+1).
Since Φh corresponds to a RK method of order p, by Taylor’s Theorem we have ŷn+1 = y(tn+1) +O(hp+1)
and
∇g(ŷn+1) = ∇g(y(tn+1)) +O(hp+1).
Hence the local error of the EIP method yields
yn+1 = ŷn+1 +∇g(ŷn+1)λ̂ = y(tn+1) +O(hp+1),
that is, the EIP method has an accuracy with the same order as the underlying RK method. While the
invariant error is a straightforward result of Lemma 2.2 by setting k = 1.
Remark 2.2. Given a time step h, if we choose a high-order underlying RK method in the first step of the
EIP method, the invariant can reach to the round-off error of double precision machines. In this sense, we
call it a practically invariant-preserving method.
Remark 2.3. Due to the equivalence between the EIP method and the projection method, ∇g(ŷn+1) in the
last step of the EIP method actually corresponds to a projection direction. Therefore, we can replace this
term with any other suitable projection directions. Of course, the steepest descent direction for convergence
is ∇g(yn+1). However, to ensure that the resulting method is fully explicit, the direction can only involve
some known solutions, such as yn and ŷn+1. For example, if we take ∇g(yn) or ∇g
(
1
2 (yn + ŷn+1)
)
as
the projection direction, we can also obtain the same results about the accuracy and the invariant error.
Meanwhile, it is not necessary to restrict the direction to forms of ∇g(y). Instead, any other effective
projection directions can be utilized to construct the EIP method. However, among those directions, which
one has the fastest convergence turns into an optimization problem and is worthy of further study.
To illustrate the above results about the accuracy and invariant error of the EIP method, we consider
the harmonic oscillator as a concrete example
y˙ =
(
0 ω
−ω 0
)
y,
where y = (p, q)> and by definition ω > 0. This is a Hamiltonian system with quadratic Hamiltonian
H(y) = ω2 y
>y. For a given initial data y0, the invariant in this example becomes g(y) = H(y) − H(y0).
After one step of a p-th order RK method yn → ŷn+1, we first apply the standard projection approach and
obtain the corresponding nonlinear system (2.5) which is actually a quadratic equation of λ
a2λ
2 + 2a1λ+ a0 = H(y0),
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where ak =
ωk+1
2 ŷ
>
n+1ŷn+1 and thereby can be solved analytically, which is exactly the basic ideas in
[13, 59, 38] for quadratic invariant. Of the two solutions that exist for λ we choose the one with the smallest
absolute value since we expect λ to be close to zero for small h. Hence, we get
λ? = − 1
ω
(
1− ‖y0‖‖ŷn+1‖
)
= O(hp+1). (2.7)
While for the EIP method, λ̂ can be directly calculated by
λ̂ = − 1
2ω
(
1− ‖y0‖
2
‖ŷn+1‖2
)
=
1
2
(
1 +
‖y0‖
‖ŷn+1‖
)
λ? = λ? +O(h2(p+1)).
Obviously, the local errors of λ̂ and λ? coincide with the theoretical results in Lemma 2.1 and 2.2, respectively.
Subsequently, we can also derive the invariant error as g(yn+1) = O(h2(p+1)) by a direct substitution and
Taylor’s series expansion.
We numerically simulate the harmonic oscillator by the EIP methods with the underlying RK methods
being the classic explicit ones of order 1 to 4, whose Butcher tabular are listed as follows:
0
1
0
1/2 1/2
0 1
0
1/3 1/3
2/3 0 2/3
1/4 0 3/4
0
1/2 1/2
1/2 0 1/2
1 0 0 1
1/6 2/6 2/6 1/6
.
For convenience, we denote the above four RK methods as RK1, RK2, RK3, RK4, respectively. In Table. 1,
the errors of |λ̂ − λ?| and the corresponding orders are presented. For RK1 and RK3, the results are
coincided with the analytical derivation, whereas for RK2 and RK4, we can observe a surprising result that
the convergence order becomes 2(p + 2) instead of 2(p + 1) which is mainly because the simulated model
a linear equation. As a consequence, the related energy errors also behave a similar result in Table. 2,
where the results labeled iter#1 correspond to the EIP method that can be viewed as a projection method
with one step iteration. From Lemma 2.2, the invariant error of the standard projection method is of size
O(h2k(p+1)) with k being the iteration number for the nonlinear system (2.5). Therefore, we also provide
results with k = 2 for RK1 and RK2, which again conform the theoretical analysis. While for RK3 and
RK4, iteration twice will make the energy errors reach the machine accuracy quickly and consequently we
can hardly get the convergence orders.
h
RK1 RK2 RK3 RK4
error order error order error order error order
0.1/1 6.3506e-03 6.2524e-04 4.0849e-05 1.8688e-06
0.1/2 6.2524e-04 3.3444 3.0048e-06 7.7010 2.8629e-07 7.1567 5.5259e-10 11.7237
0.1/4 4.5956e-05 3.7661 1.1909e-08 7.9790 1.2703e-09 7.8161 1.4148e-13 11.9314
0.1/8 3.0048e-06 3.9349 4.6563e-11 7.9987 5.1204e-12 7.9547 3.3307e-17 12.0525
Table 1: Errors of |λ̂ − λ?| and the corresponding orders for EIP methods with different underlying RK methods for the
harmonic oscillator problem with ω = 10, y0 = [1, 0]> at t = 1.
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h0/1 h0/2 h0/4 h0/8
RK1
iter#1
error 1.0354 7.0644e-02 4.7404e-03 3.0283e-04
order - 3.8735 3.8975 3.9684
iter#2
error 1.7712e-02 1.9303e-04 1.0550e-06 4.5142e-09
order - 6.5197 7.5154 7.8686
RK2
iter#1
error 3.1922 7.0644e-02 3.0283e-04 1.1915e-06
order - 8.8198 7.8659 7.9896
iter#2
error 5.6576e-01 1.9303e-04 4.5142e-09 7.1054e-14
order - 11.5171 15.3840 15.9552
RK3 iter#1
error 2.1230e-01 3.9722e-03 2.8561e-05 1.2701e-07
order - 5.7400 7.1198 7.8129
RK4 iter#1
error 3.4710e-01 1.8575e-04 5.5253e-08 1.4149e-11
order - 10.8678 11.7150 11.9312
Table 2: Energy errors and the corresponding orders for EIP methods with different underlying RK methods for the harmonic
oscillator problem with ω = 10, y0 = [1, 0]> till t = 1. h0 = 0.1 for RK1 and h0 = 0.2 for the rest.
Remark 2.4. According to the above simple example, we actually have illustrate the key strategy in [13, 59,
38] to make their methods explicit for quadratic invariant or general invariant after quadratization. Never-
theless, this strategy is only feasible for preservation of single invariant because there will be no analytical
solutions of vector-valued λ for multiple invariants.
Although the standard projection method can handle multiple invariants, it inevitably require iterations
to solve the nonlinear system (2.5) for vector-valued λ, which makes the standard projection method less
efficient than the EIP method.
2.2. Implementation issue
As demonstrated in the algorithm of the EIP method, the implementation is completely explicit and
the main effort is paid to solve the parameter λ. In this subsection, with respect to single and multiple
invariants, we will provide the solution of λ̂ in details for both ODEs and PDEs circumstances.
• Case I : single invariant
Suppose we have obtained ŷn+1 through the explicit RK method Φh. For ODEs or one-dimensional PDEs
after semi-discretization, g(y) : RN → R and λ̂ is a scalar. Here, we use N as the notation of dimension
instead of the aforementioned d for convenience. Consequently, the expression of λ̂ (2.3) can be simplified
as
λ̂ = − g(ŷ)‖∇g(ŷ)‖2 , (2.8)
where we have omitted the subscript of ŷn+1 for simplicity. Specifically, when considering the canonical
Hamiltonian system and let the Hamiltonian energy H(y) be the targeted invariant, the formula (2.8)
becomes
λ̂ = −H(ŷ)−H(y0)‖∇H(ŷ)‖2 , (2.9)
and subsequently y = ŷ + λ∇H(ŷ).
Remark 2.5. In Ref. [8], the authors proposed a correction technique to prevent the accumulation of round-
off errors for the HBVMs. Actually, such technique belongs to the framework of the EIP method with the
parameter calculated exactly as (2.9) and the HBVMs as the one-step method Φh. As analyzed in the above
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section, the EIP method can make a non-conservative RK method invariants-preserving. Therefore, the
additional employment of the EIP method as a correction technique for the HBVMs may confuse the perfor-
mance in the preservation of invariants. Nevertheless, for general conservative methods, the accumulation
of round-off errors often renders the invariant errors growing linearly. How to design a technique to prevent
it is still worthy of further study.
Due to the explicit form, the EIP method will be more competitive for PDEs of high dimensions.
However, it is not straightforward to extend the formula (2.3) for such cases, even if only one invariant
needs to be preserved. Consider a two-dimensional problem with ŷn+1 ∈ RN×N for example, where N
represents the grid size in both x and y directions, then the gradient of single invariant ∇g(ŷn+1) is of
dimension N × N in general. A direct substitution into the formula (2.3) will suffer the disagreement of
dimension. To overcome this obstacle, we define a function “vec” that represents the vectorization of matrix,
i.e., vec(AN×N ) results a vector of dimension N2 × 1, composed of the elements of A. Then we can obtain
λ̂ = − g(ŷ)‖vec(∇g(ŷ))‖2 , (2.10)
which can be generalized to three-dimensional cases in a straightforward manner.
• Case II : multiple invariants
For ODEs and one-dimensional semi-discrete PDEs with l invariants, the express of λ retains the same as
that in (2.3) with ∇g(ŷ) ∈ RN×l. Different from (2.8) and (2.10) for single invariant where the denominators
are scalars, one has to compute the inverse of a matrix of dimension l× l. For high-dimensional PDEs after
semi-discretization, the technique in (2.10) should also be employed, and the calculation of λ̂ yields
λ̂ = − (G>G)−1 g(ŷn+1), (2.11)
where G = (vec (∇g1(ŷ)) , vec (∇g2(ŷ)) , · · · , vec (∇gl(ŷ)) ) ∈ RN2×l for two-dimensional problems. Accord-
ingly, the implementation of the EIP method for multiple invariants is extremely simple, whereas most of
existing conservative methods fail to simultaneously preserve two or more invariants.
We define the inner product and the corresponding norms for 2D problems as follows:
(u,v) = hxhy
Nx∑
i=1
Ny∑
j=1
ujkujk, ‖u‖h = (u,u) 12 .
Similar definitions can be obtained for 1D and 3D cases.
3. Numerical experiments
In this section, we will present various numerical examples for both conservative ODEs and PDEs to
verify the theoretical results and demonstrate the efficiency of the EIP method. The underlying one step
method is uniformly taken as RK4 unless otherwise stated. All the experiments are performed in Matlab,
version 2016b, on a computer equipped with the Intel Core i7-6700 processor running at 3.40GHz. For the
part of accuracy tests, when the exact solution is unknown, we take the following strategy to compute the
convergence order.
Consider a pth-order numerical approximation of an exact solution y (a scalar variable for simplicity).
The approximation depends on a small parameter h, either as the grid size or time step, and we denote it
by yh. By the h-expansion [32] of the global error, we have
yh = y + Ch
p +O(hp+1),
where the number C is independent of h and typically depends on the exact solution. Next, we halve the
step size h successively and obtain
yh/2 = y + C(h/2)
p +O(hp+1), and yh/4 = y + C(h/4)p +O(hp+1).
8
The ratio of the difference between the above three numerical solutions is calculated by
yh − yh/2
yh/2 − yh/4 =
1− 2−p +O(h)
2−p − 2−2p +O(h) = 2
p +O(h). (3.1)
Hence, after continually decreasing h and compute the logarithm of the left side of (3.1), we can get an
estimate of p. For vector-valued solutions, the difference should be measured under some appropriate norms.
3.1. Experiment I: perturbed Kepler system
We first consider the perturbed Kepler system with Hamiltonian
H(q1, q2, p1, p2) =
1
2
(p21 + p
2
2)−
1√
q21 + q
2
2
− 0.005
2
√
(q21 + q
2
2)
3
, (3.2)
which describes the motion of a planet in the Schwarzschild potential for Einstein’s general relatively theory.
Besides the above Hamiltonian, this problem has another invariant, i.e., the angular momentum
L(q1, q2, p1, p2) = q1p2 − q2p1. (3.3)
The most of existing invariant-preserving methods usually preserve only one of the above two invariants. For
examples, the AVF method can be used to preserve the Hamiltonian (3.2) while the symplectic partitioned
RK method can handle with the angular momentum (3.3) in general. In this experiment, we will not only
verify the effectiveness of the proposed method through the accuracy test, but also show its flexibility in
the conservation of either one or two invariants.
Let the initial conditions q1(0) = 1−e, q2(0) = 0, p1(0) = 0, p2(0) =
√
(1 + e)/(1− e) where e represents
the eccentricity and is taken as e = 0.6. Although one can derive the exact solution of the perturbed Kepler
system based on the two invariants [31], we here choose the formula (3.1) instead to compute the convergence
order of the EIP methods. Denote EIP-H, EIP-L and EIP-HL as the methods designed to preserve H,
L and both, respectively. The results of accuracy tests for those methods are listed in Table. 3, which
uniformly show a convergence order of 4 as expected.
h
EIP-H EIP-L EIP-HL
error order error order error order
0.02/1
0.02/2 1.3935e-06 2.2607e-06 4.7011e-07
0.02/4 8.6286e-08 4.0134 1.3647e-07 4.0501 3.2365e-08 3.8605
0.02/8 5.3636e-09 4.0079 8.3757e-09 4.0262 2.1111e-09 3.9384
0.02/16 3.3424e-10 4.0042 5.1865e-10 4.0134 1.3462e-10 3.9710
Table 3: Errors between two adjacent time steps and the corresponding orders for different EIP methods.
Different from the harmonic oscillator model, the Kepler system is fully nonlinear. We also present the
convergence test for the invariant errors of different EIP methods to verify the result in Lemma 2.2. In
Table 4, due to the barrier of machine accuracy, we only give the corresponding errors and orders when the
underlying methods are chosen as RK1 and RK2, which is clearly coincided with our analysis. In addition,
there is no super convergence result that occurs for RK2 in the harmonic oscillator case.
9
h
EIP-H EIP-L EIP-HL
error order error order error order
RK1
0.03/1 7.6344e-08 1.1704e-07 1.0251e-07
0.03/2 3.3388e-09 4.5151 7.3733e-09 3.9886 5.1644e-09 4.3110
0.03/3 6.3275e-10 4.1021 1.5123e-09 3.9072 9.8071e-10 4.0972
0.03/4 1.9642e-10 4.0664 4.8734e-10 3.9364 3.0466e-10 4.0638
RK2
0.03/1 1.5467e-12 2.3863e-11 5.7380e-11
0.03/2 1.9984e-14 6.2742 3.2674e-13 6.1905 7.7061e-13 6.2184
0.03/3 1.8874e-15 5.8198 2.9088e-14 5.9656 6.8501e-14 5.9693
0.03/4 3.3307e-16 6.0296 5.1070e-15 6.0473 1.2434e-14 5.9314
Table 4: Energy errors and the corresponding orders for EIP methods with RK1 and RK2 as the underlying methods till t = 1.
Moreover, the numerical orbits as well as the errors in Hamiltonian energy and angular momentum are
presented in Figures. 1 with time step h = 0.03 for all the simulations. It is clear that all three methods
can well perform the orbits like an ellipse that rotates slowly around one of its foci. For the conservation of
invariants, the EIP-H and EIP-L methods exactly preserve the related single invariant and keep the errors
in another one growing linearly under a small order of magnitude. Obviously, the EIP-HL method gives
the best results with the two invariants being preserved to the machine accuracy, although it spends a little
more CPU time than the former two EIP methods. A detailed comparison on the computational efficiency
with respect to single and multiple invariants-preserving EIP methods will be carried out in the following
PDE case.
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Figure 1: The results in numerical orbits (left), energy error (middle) and momentum error (right) by methods EIP-H (upper),
EIP-L (middle) and EIP-HL (bottom), respectively.
As is mentioned that the EIP is a practical invariants-preserving method provided a high-order underly-
ing RK method is utilized, e.g., a fourth-order one used above. For lower-order RK methods, the numerical
behaviors may not be satisfied, whereas for higher-order ones the computational complexity will be sig-
nificantly increased since for order p > 5 the stages of explicit RK methods must be greater than p [32]
which makes it less cost-effective, especially for high-dimensional PDEs. To demonstrate this observation,
we further present the results with the second- and fifth-order RK methods (RK2 and RK5 in short) as
the underlying RK methods, where RK2 is listed above and RK5 is taken as the classic Fehlberg method
with 6 stages [32]. From Figure. 2, we can find that the orbit related to RK2 is not closed and the errors
in energy and momentum are bounded but with magnitude much greater than the round-off error. While
RK5 produces a correct orbit and the invariants errors exhibits even better than that in Figure. 1 by RK4
which coincides with the theoretical result. However, consider the requirement of practical computations,
the magnitude of invariants errors by RK4 is already very satisfied and can be viewed as a conservation of
invariants to round-off error. Therefore, from the perspective of cost performance we recommend RK4 as
the underlying RK method of the EIP method. Following numerical tests will give a strong support of the
choice.
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Figure 2: The results in numerical orbits (left), energy error (middle) and momentum error (right) by the method EIP-HL
with RK2 (upper) and RK5 (bottom) as the underlying methods, respectively.
3.2. Experiment II: solar system
Next, we apply the EIP method to simulate a more realistic problem in celestial mechanics. Consider
the motion of the solar system that describes eight planets and Pluto orbiting around the sun. As a
generalization of the above Kepler problem, the corresponding Hamiltonian energy becomes
H(p, q) =
1
2
10∑
i=1
1
mi
p>i pi −
10∑
i=2
i−1∑
i=1
Gmimj
‖qi − qj‖ , (3.4)
where mi represents the mass, and p, q are supervectors composed by the momenta and position vectors
qi, pi ∈ R3, respectively. Besides the energy, the solar system also admits the conservation of the angular
momentum L =
∑10
i=1 qi × pi, which actually consists of three first integrals, namely
Lx =
10∑
i=1
(pi(3)qi(2)− pi(2)qi(3)) ,
Ly =
10∑
i=1
(pi(1)qi(3)− pi(3)qi(1)) ,
Lz =
10∑
i=1
(pi(2)qi(1)− pi(1)qi(2)) ,
(3.5)
where pi(k), qi(k) means the k-th component of momenta and position with respect to the i-th planet.
In the following experiments, to demonstrate the advantage of the proposed method in simultaneously
preserving multiple invariants, we only focus on the numerical behaviors of the EIP-HL method. The
initial datum of the solar system are taken from NASA JPL Ephemeris in the Appendix, and the simulation
is carried out over 2000 years with h = 0.002yr1. This long-term simulation does not only require the
superior stability, but also the high precision of numerical algorithms. For comparison, we also present the
numerical results by the popular second-order Sto¨rmer-Verlet method (SV) [31]. Since SV is a symplectic
1Notice that the velocity in the Appendix is recorded in second and therefore the time step should also be transformed in
second for practical computation.
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partitioned RK method, it can automatically preserve the three angular momentum to round-off errors and
keep the energy errors bounded in a small order of amplitude in Figure. 3. While the EIP-HL method can
achieve the preservation of all the four invariants exactly and the errors behaves like random walk due to
the machine accuracy.
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Figure 3: Relative invariant errors by SV (left) and the EIP-HL method (right).
The high-accuracy advantage of the EIP-HL method for the solar system is revealed by the numerical
orbits of planets in Figure. 4, including the orbits of outer planets (and Pluto), the orbits of inner planets
and the enlarged Mercury’s orbit projected onto the xy-plane. We can hardly tell the difference from the
outer orbits generated by SV and the EIP-HL method, no matter in the shapes of orbits or in the final
positions of planets. However, it becomes clear from the inner orbits that the Mercury’s orbit by SV is no
long an ellipse. Instead, it suffers an undesirable precession effect, which can be observed more apparently
from the projected picture on the xy-plane. The reason is mainly because of the low-order accuracy and
the subsequent accumulation of phase errors, although its symplecticity guarantees the long-term stability.
While for the high-order EIP-HL method both inner orbits and the enlarged Mercury’s orbit exhibit correct
elliptical shapes and the positions of planets are further improved.
Figure 4: Orbits of outer planets and Pluto (left), orbits of inner four planets (middle) and the innermost orbit of Mercury
(right) by SV (upper) and the EIP-HL method (bottom), respectively.
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3.3. Experiment III: 2D charged particle dynamics
As the underlying one step method, RK4 has the same order of accuracy as the presented EIP methods.
Nevertheless, the numerical behaviors can be distinct. For illustration, we consider an example of 2D charged
particle dynamics.
In a given electromagnetic field (E(x),B(x)), the motion of a charged particle is governed by the Lorentz
force law and can be described by
mx¨ = q(E + x˙×B), x ∈ R3 (3.6)
where x is the position of the charged particle, m is the mass, and q denotes the electric charge. For
convenience, we assume that B,E are static and thus B = ∇ × A and E = −∇ϕ with A and ϕ the
potentials. Let the conjugate momentum p = mx˙ + qA(x), the system (3.6) has a canonical symplectic
structure [34] with the Hamiltonian given by
H(x,p) =
1
2m
(p− qA(x)) · (p− qA(x)) + qϕ(x), (3.7)
which however cannot be split into the form H(x,p) = T (p) + V (x). A separable formulation of (3.6) can
be found by recasting it with transformation (x,p)→ (x,v) : x = x,v = p/m− qA(x)/m, as
x˙ = v,
v˙ =
q
m
(E(x) + v ×B(x)) , (3.8)
where the corresponding energy becomes H(x,v) = mv · v/2 + qϕ(x). Though several structure-preserving
methods have been proposed for numerical solving (3.6), including symplectic methods [60, 53], volume-
preserving methods [46, 34, 26] and energy-conserving methods [41, 9], with respect to the structures (3.7)
or (3.8). Among those methods, explicit ones are only valid for the separable formulation (3.8). To the best
of our knowledge no explicit structure-preserving method, especially no energy-conserving method, exists
based on the canonical form (3.7). Hence, in the following experiments, we will utilize the proposed EIP
method to construct a first explicit energy-conserving method based on this form. One can follow a similar
process to derive the EIP method according to the separable system (3.8) and we omit it here.
First, we consider the 2D dynamics of the charged particle in a static, non-uniform electromagnetic field
B = ∇×A = ez, E = −∇ϕ = 10
−2
R3
(xex + yey),
where the potentials are chosen as A = [−y/2, x/2, 0]>, ϕ = 10−2R , R =
√
x2 + y2. In this example, the
physical quantities are normalized by the system size a, the characteristic magnetic field B0, and the gyro-
frequency ω0 ≡ qB0/m of the particle. Besides the energy (3.7), another invariant of this case is given by
the angular momentum
L(x,p) = xpy − xpx. (3.9)
Therefore, we construct the method EIP-HL that preserves both energy and angular momentum. Starting
from the initial conditions x0 = [0,−1, 0]>, v0 = [0.1, 0.01, 0]>, and taking the step size h = pi/10, which is
the 1/20 of the characteristic gyro-period, we run the EIP-HL method for 2.7 × 105 steps. The particle’s
exact orbit is a spiraling circle with a constant radius. For comparison, we also apply RK4 for this problem.
Figure. 5 presents the orbits generated by these two methods and the corresponding errors in the invariants.
Though RK4 has a same fourth-order accuracy, the numerical error accumulation after 2.7× 105 steps gives
rise to a complete wrong solution orbit during the 100th-turn, where gyro-motion is numerically dissipated.
This can be also confirmed from the errors in two invariants. While the EIP-HL method can not only
provide a correct and stable gyro-motion over such a long-term simulation but also preserve the energy and
angular momentum to round-off errors.
14
-1.5 -1 -0.5 0 0.5 1 1.5
x
-1.5
-1
-0.5
0
0.5
1
1.5
y 1st-turn
-1.5 -1 -0.5 0 0.5 1 1.5
x
-1.5
-1
-0.5
0
0.5
1
1.5
y 100th-turn
0 1 2 3 4 5 6 7 8
t 104
-6
-4
-2
0
2
4
6
e
rr
o
rs
10-3
energy error
angular momentum  error
-1.5 -1 -0.5 0 0.5 1 1.5
x
-1.5
-1
-0.5
0
0.5
1
1.5
y 1st-turn
-1.5 -1 -0.5 0 0.5 1 1.5
x
-1.5
-1
-0.5
0
0.5
1
1.5
y 100th-turn
0 1 2 3 4 5 6 7 8
t 104
-3
-2
-1
0
1
2
3
4
e
rr
o
rs
10-13
energy error
angular momentum  error
Figure 5: Numerical orbits and errors in two invariants solved on the interval [0, 2.7× 105h] by RK4 (upper) and the EIP-HL
method (bottom).
Next, we test our method for the 2D dynamics in an axisymmetric tokamak geometry without inductive
electric field where
B = −2y + xz
2R2
ex +
2x− yz
2R2
ey +
R− 1
2R
ez,
and
A =
[
xz
2R2
−
(
(1−R)2 + z2) y
4R2
]
ex +
[
yz
2R2
+
(
(1−R)2 + z2)x
4R2
]
ey − 1
2
log(R)ez.
The initial conditions are taken as x0 = [1.05, 0, 0]
>,v0 = [0, 4.816e-4,−2.059e-3]>. The exact orbit pro-
jected on (R, z) space is a banana orbit, and it will turn into a transit orbit when the initial velocity is
changed to v0 = [0, 2× 4.816e-4,−2.059e-3]>. The time step is also set to h = pi/10. The results produced
by RK4 and the EIP-HL method are given in Figure. 5. It can be observed that the banana orbit by RK4
gradually transformed into a circulating orbit and the transit orbit deviates to the right side which is mainly
due to its numerical dissipation. Again, the EIP-HL method can provide correct orbits as well as an exact
conservation of the invariants.
From the above two tests, we can conclude that the EIP method essentially improve the numerical
performance of the standard fourth-order RK method.
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Figure 6: Numerical orbits (banana orbit and transit orbit) and errors in two invariants solved on the interval [0, 5 × 105h]
by RK4 (upper) and the EIP-HL method (bottom). The legends ended with I and II in the error figures correspond to the
banana orbit and transit orbit, respectively.
3.4. Example IV: the rotating Gross-Pitaevskii equation
Finally, we apply the EIP method to the PDE case to demonstrate its computational efficiency and
superior behaviors in invariants preservation. Notice that it is straightforward to extend the EIP method
from ODEs to PDEs in the detailed implementation, with the only requirement that the semi-discretization
of our targeted PDE is still a conservative system.
Consider the dimensionless time-dependent Gross-Pitaevskii equation (GPE) with a rotating Bose-
Einstein condensate (BEC)
i∂tψ(t,x) =
(
−1
2
∆ + V (x)− ΩLz + β|ψ(t,x)|2
)
ψ(t,x), x ∈ D ⊂ Rd, t ∈ (0, T ], (3.10)
for d = 2, 3, where ψ(t,x) is a complex-valued condensate wave function, V (x) is a real-valued potential
function. The parameter β is the nonlinearity strength representing the interaction between atoms of the
condensate. Ω is the angular velocity and Lz is the z-component of the angular momentum defined by
Lz = −i(x∂y − y∂x).
In the following experiments, we test the EIP method for the GPE under periodic boundary conditions
in both 2D and 3D cases, and the spatial discretization is uniformly taken as the Fourier pseudospectral
method (see [16, 49] and references therein). Consider the 2D case for illustration, the resulting semi-discrete
scheme can be written as
i
d
dt
ψjk =
(
−1
2
∆h + Vjk − ΩLhz + β|ψjk|2
)
ψjk, 0 ≤ j ≤ J − 1, 0 ≤ k ≤ K − 1, (3.11)
where i, j are the grid indexes and J,K are the partition numbers with respect to x and y directions. ψjk
corresponds to the approximation at the grid point. The discretization of Laplace and angular momentum
are defined as
∆hψjk = (D
x
2ψ + ψD
y
2)jk, L
h
zψjk = −i(XψDy1 −Dx1ψY )jk,
where Dxm, D
y
m, m = 1, 2 are the mth-order spectral differentiation matrices for x and y directions, respec-
tively. X = diag(x0, x1, · · · , xJ−1), and Y = diag(y0, y1, · · · , yK−1). It has be proved in [19] that the above
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semi-discrete scheme (3.11) possesses the mass conservation law
d
dt
M(t) = 0, with M(t) = ‖ψ‖2h, (3.12)
and the energy conservation law
d
dt
E(t) = 0, with E(t) =
1
2
‖∇hψ‖2h + (V, |ψ|2)− Ω(Lhzψ,ψ) +
β
2
‖ψ‖4h. (3.13)
Here, the inner product and the discrete norm for the 2D case are defined as
(u, v) = hxhy
J−1∑
j=0
K−1∑
k=0
ujkv¯jk, ‖u‖h =
√
(u, u), ‖∇hu‖h =
√
−(∆hu, u),
where hx, hy are the spatial grid sizes. In the following tests, we denote EIP-M, EIP-E and EIP-ME for
the EIP methods to preserve the mass, energy and both, respectively.
3.4.1. Computational efficiency
When V (x) = 0 and Ω = 0, the GPE (3.10) reduces to the classic nonlinear Schro¨dinger (NLS) equation,
which admits an analytical solution as
ψ = A exp (i(κ1x+ κ2y − ωt)) , ω = 1
2
(κ21 + κ
2
2) + βA
2.
Thus, we can test the computational efficiency of the EIP methods conveniently. For comparisons, we also
present three kinds of conservative schemes for the NLS equation as follows:
• the fully-implicit Crank-Nicolson scheme (CN) [54, 27]:
i
ψn+1jk − ψnjk
h
=
(
−1
2
∆h + Vjk − ΩLhz
)
ψ
n+1/2
jk +
β
2
(
|ψn+1jk |2 + |ψnjk|2
)
ψ
n+1/2
jk ;
• the linearly-implicit central difference scheme (LIC) [58]:
i
ψn+1jk − ψn−1jk
2h
=
(
−1
2
∆h + Vjk − ΩLhz
)
ψn+1jk + ψ
n−1
jk
2
+
β
2
|ψnjk|2
(
ψn+1jk + ψ
n−1
jk
)
;
• the linearly-implicit Crank-Nicolson scheme based on the SAV approach (SAV/CN) [50, 22].
Though LIC and SAV/CN are both linearly implicit, the corresponding algebraic systems are distinct.
LIC has a variable coefficient matrix while SAV/CN has a constant one, which represent two typical forms
of linearly implicit methods.
First, we present the convergence test for the EIP method and the above three methods. We can see
from Figure. 7 that all the methods exhibit correct order of accuracy (the line in the left plot overlay each
other for the fourth-order EIP methods). Among the three implicit methods, CN is most time consuming
due to the nonlinear iterations, while the computational cost of SAV/CN is the cheapest. Though the
underlying method of the EIP methods is RK4 with four stages in the Butcher tabular which seems to
have more function evaluations, due to their full explicitness, they uniformly give a better performance
on the computational efficiency than the presented three methods. Furthermore, CPU times of the single
invariant-preserving methods, i.e., EIP-M and EIP-E, are comparable while the EIP-ME method spends
a little more time than the formers under the same solution error.
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Figure 7: Accuracy tests (left) and computational efficiency (right) for various methods.
3.4.2. Dynamics of a rotating BEC
In the following experiments, we apply the EIP methods on the simulations of dynamics of a rotating
BEC for the GPE (3.10). Firstly, we test the convergence of the EIP methods with different angular velocity
Ω based on the approach (3.1). We set D = [−2, 2]2, V (x) = 12 (x2 + y2) and β = 1. The initial condition
is taken as ψ0 =
2√
pi
(x + iy) exp(−8(x2 + y2)). Table. 5 lists the accuracy results for the three methods
where h0 = 0.0002 is the initial time step. It is clearly that all the methods can also achieve an excepted
convergence order, independent of the angular velocity Ω.
h
EIP-M EIP-E EIP-ME
L∞-error order L∞-error order L∞-error order
Ω = 0
h0
h0/2 9.0794e-11 9.0712e-11 9.0696e-11
h0/4 5.6754e-12 3.9998 5.6727e-12 3.9992 5.6722e-12 3.9990
h0/8 3.5474e-13 3.9999 3.5454e-13 4.0000 3.5443e-13 4.0004
Ω = 0.5
h0
h0/2 9.3456e-11 9.3455e-11 9.3448e-11
h0/4 5.8442e-12 3.9992 5.8441e-12 3.9992 5.8439e-12 3.9992
h0/8 3.6541e-13 3.9994 3.6528e-13 3.9999 3.6539e-13 3.9994
Ω = 0.9
h0
h0/2 1.1316e-10 1.1315e-10 1.1309e-10
h0/4 7.0722e-12 4.0001 7.0715e-12 4.0000 7.0698e-12 3.9996
h0/8 4.4213e-13 3.9996 4.4224e-13 3.9991 4.4220e-13 3.9989
Table 5: Errors between two adjacent time steps and the corresponding orders with three different Ω for the EIP methods.
The partition numbers in x and y directions are set to J = K = 128 and the computational time is t = 0.5.
Next, we consider the dynamics of vortex lattices in rotating BECs with Ω = 3.5, β = 1000. The domain
D = [−10, 10]2, the partition numbers J = K = 256 and h = 0.0002. The initial datum is chosen as the L2-
normalized ground state eigenvector of the Gross-Pitaevskii operatorG0(v) :=
(− 12∆ + V0(x)− ΩLz + β|v|2) v
where the potential function V0 is set to a quadratic-plus-quartic potential [3] as
V0(x) =
1− α
2
(γ2xx
2 + γ2yy
2) +
κ
4
(γ2xx
2 + γ2yy
2)2, (3.14)
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with γx = γy = 1, α = 1.2 and κ = 0.3. The practical computation of the ground state is done by
the Matlab package named GPELab [1, 2]. This stationary state is a circular ring with many uniformly
distributed vortices (see the first plot in Figure. 8). To simulate the dynamics in this ring BEC, we perturb
the parameter κ = 0.3 to 0.7 and generate a typical example of a fast rotating BEC which demands high-
precision numerical methods to capture the movement of each vortex. Figure. 8 displays the snapshots
of solutions obtained by the EIP-M method, and the solutions computed by the EIP-E and EIP-ME
methods look the same. We can observe a complex dynamics in the ring BEC. All the vortices exhibit a
clockwise rotation and the number of which is also conserved during the simulation. We further demonstrate
the long-time behavior by carrying out a larger time period t = 10. As we can see from Figure. 9, the error
in the mass or energy invariant is preserved exactly by the EIP-M or EIP-H method respectively, while
both errors reach machine accuracy by the EIP-ME method.
(a) t = 0 (b) t = 0.24 (c) t = 0.44
(d) t = 0.72 (e) t = 0.8 (f) t = 1
Figure 8: Snapshots of the density |ψ|2 computed by the EIP-M method for the ring BEC.
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Figure 9: Errors in two invariants computed by the EIP methods for the ring BEC.
Finally, we consider the EIP methods for the dynamics of vortex lines in a 3D rotating BEC. The
ground state solution is obtained similar as the above 2D experiment with computational domain D =
[−10, 10]× [−10, 10]× [−15, 15], and the parameters are chosen as Ω = 0.7, β = 400. The partition numbers
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J = K = 64 and the time step h = 0.005. The potential function V0 in the Gross-Pitaevskii operator
becomes a quadratic potential as
V0(x) =
1
2
(γ2xx
2 + γ2yy
2 + γ2zz
2),
with γx = γy = 1, γz = 1/2. The 10
−3-isosurface of the modulus of the corresponding ground state solution
is drawn in the first plot of Figure. 10 where four vortex lines can be observed clearly. By perturbing the
angular velocity Ω = 0.7 to 0.9, we can generate dynamics of the four vortex lines by the EIP-M method,
and the other methods have similar results. Figure. 10 also presents the snapshots of 10−3-isosurfaces at
different times where the four vortex lines rotate clockwise around the z- axis from above. This can be
confirmed again by the slices along the surface z = 0 in Figure. 11. Moreover, as demonstrated in Figure. 12
the errors in the mass and energy exhibit a similar tendency as that in the 2D dynamics of vortex lattices.
(a) t = 0 (b) t = 4 (c) t = 8
(d) t = 12 (e) t = 16 (f) t = 20
Figure 10: Snapshots of 10−3-isosurfaces of |ψ|2 at different times computed by the EIP-M method for the dynamics of vortex
lines.
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(a) t = 0 (b) t = 4 (c) t = 8
(d) t = 12 (e) t = 16 (f) t = 20
Figure 11: Slices along the surface z = 0 of |ψ|2 at different times computed by the EIP-M method for the dynamics of vortex
lines, intercepted on the domain [−5, 5]2.
0 2 4 6 8 10 12 14 16 18 20
t
10-16
10-14
10-12
10-10
10-8
e
rr
o
rs
mass error
energy error
(a) EIP-M
0 2 4 6 8 10 12 14 16 18 20
t
10-16
10-15
10-14
10-13
10-12
10-11
10-10
10-9
e
rr
o
rs
mass error
energy error
(b) EIP-E
0 2 4 6 8 10 12 14 16 18 20
t
10-16
10-15
10-14
e
rr
o
rs
mass error
energy error
(c) EIP-ME
Figure 12: Errors in two invariants computed by the EIP methods for the dynamics of vortex lines.
4. Conclusion
In this paper, we propose a novel explicit and practically invariants-preserving method for conservative
systems, which can be viewed as a further simplification of the standard projection method. We prove that
such simplification does not affect the numerical behaviors, that is, the order of accuracy retains the same
as the underlying Runge-Kutta method and the invariants are preserved to round-off errors in practice.
The detailed implementations are also provided to show the flexibility in preservation of single or multiple
invariants, and in the generalization to high-dimensional problems. Extensive numerical experiments are
carried out for both ODEs and PDEs to verify the theoretical analysis and demonstrate the efficiency and
conservative properties of our method.
Notice that the underlying method is taken as an explicit Runge-Kutta method throughout the entire
discussion, however, the proposed invariants-preserving method is rather general and various existing non-
conservative but efficient numerical methods can also be brought into our framework to achieve invariants
preservation in practice and may essentially improve the numerical performance of the original methods.
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Appendix A. Initial datum of the solar system
Table A.6: Initial datum of planets in the solar system.
Planet Initial position Initial velocity G*mass
1.563021412664830e+10 -5.557001175482630e+04
Mercury 4.327888220902108e+10 1.840863017229157e+04 2.203209e+13
2.102123103174893e+09 6.602621285552567e+03
-9.030189258080004e+10 -1.907374632532257e+04
Venus
5.802615456116644e+10 -2.963461693326599e+04 3.248586e+14
6.006513603716755e+09 6.946391255404438e+02
-1.018974476358996e+11 -2.201749257051057e+04
Earth 1.065689158175689e+11 -2.071074857788741e+04 3.986004e+14
-3.381951053601424e+06 1.575245213712245e+00
-2.443763125844157e+11 -3.456935754608896e+03
Mars 4.473211564076996e+10 -2.176307370133160e+04 4.282830e+13
6.935657388967808e+09 -3.711433859326417e-02
-2.3516546827532200e+11 -1.262559929908801e+04
Jupiter 7.421837640432589e+11 -3.332552395475581e+03 1.266865e+17
2.179850895804323e+09 2.962741332356101e+02
-1.011712827283427e+12 6.507898648442419e+03
Saturn -1.077496255617324e+12 -6.640809674126991e+03 3.793120e+16
5.901251900068215e+10 -1.434198106014633e+02
2.934840841770302e+12 -1.433852081777671e+03
Uranus 6.048399137411513e+11 6.347897341634990e+03 5.793966e+15
-3.576451387567792e+10 4.228261484335974e+01
4.055112581124043e+12 2.275119229131818e+03 -
Neptune -1.914578873112663e+12 4.942356914027413e+03 6.835107e+15
-5.400973716179796e+10 -1.548950389954096e+02
9.514009594170194e+11 5.431808363374300e+03
Pluto -4.776029500570151e+12 -2.387056445508962e+01 8.72400e+11
2.358627841705075e+11 -1.551877289694926e+03
25
