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La tesi mira ad illustrare i temi della Business Continuity e del Disaster Recovery.  
La Business Continuity è la metodologia volta a prevenire e gestire l'indisponibilità dei sistemi 
IT, mediante la predisposizione di procedure e risorse alternative per garantire i servizi critici 
di business.  
Il Disaster Recovery è una delle possibili soluzioni per la continuità operativa che può essere 
contemplata in un piano di Business Continuity. Fornisce le procedure e l'infrastruttura tecnica 
per mantenere attivi i servizi critici in caso di indisponibilità della infrastruttura IT che li 
eroga.  
All'interno del documento è descritto il procedimento attraverso cui si raggiungono le 
soluzioni mirate a proteggere l'impresa da minacce esterne, o interne, individuate mediante i 
processi tipici del Risk management: Analisi dei Rischi, Analisi degli Impatti, Risk 
Mitigation. Anche questi ultimi argomenti sono oggetto di tesi.  
Si descrive infine come tutta la metodologia illustrata è stata applicata su un progetto 
specifico, svolto per conto di una compagnia di consulenza, presso un'importante azienda di 
telecomunicazioni, con sede a Roma. Del progetto vengono riportate sia le scelte 
organizzazionali, sia le scelte tecniche, utilizzate per implementare una soluzione di Disaster 
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Presentazione del problema 
 
È ormai un fatto appurato che le moderne imprese affrontano le proprie attività supportate 
dalle tecnologie informatiche. Molto spesso, l’intero business di un’organizzazione si basa su 
sistemi IT, in grado di fornire servizi diretti alla clientela. E ancora, i dati mantenuti in formato 
elettronico rappresentano attualmente una parte del patrimonio di molte aziende. 
Non è dunque un caso che sia sorta negli anni la costante esigenza di salvaguardare i sistemi 
IT da eventuali minacce e di farli rimanere operativi anche dopo il verificarsi di un disastro.  
Un disastro per un’azienda può colpire settori disparati, come edifici, risorse umane, sistemi 
informatici, documentazione cartacea, e può causare una quantità di danni ingente, 
compromettendo a volte pesantemente l’ordinaria operatività dell’impresa. Non si deve 
pensare che il disastro sia soltanto un evento catastrofico come quello provocato dall’Uragano 
Katrina o dallo Tsunami. Anche errori del personale, causante la perdita di dati, può 
rappresentare un disastro per l’organizzazione. 
I disastri, intesi come incidenti, sono eventi abbastanza frequenti nelle imprese. Spesso sono 
dovuti   a problemi di funzionamento nei server o problemi di connessione alla rete.  
È comunque significativo vedere come questi incidenti, in grado di apportare interruzioni nelle 
normali attività aziendali, possono causare gravi perdite economiche all’organizzazione. 
Una stima conservativa di Gartner ha indicato che il downtime delle reti delle grandi aziende è 
causa della perdita di più di 35 mila euro ogni ora. In merito, Google ha stimato che a 
Settembre del 2007 il downtime dei suoi server in Svezia è stato di 48 minuti per 12 mesi 
(circa 4 minuti al mese). Per le 33 nazioni in cui l’organizzazione opera il totale è stato di circa 
13 ore nell’anno, con una perdita di circa mezzo milione di euro.  Se si pensa a Google, una 
somma del genere non potrà mai rappresentare una cifra “negativa”, tuttavia le perdite 
sarebbero state nettamente superiori se l’organizzazione non si fosse dotata di meccanismi di 
alta affidabilità.  
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Davanti a problemi come questi, è nata l’esigenza (un trend sempre crescente negli anni) di 
adottare soluzioni per prevenire i danni economici derivanti dal fermo delle attività, per 
limitare le conseguenze dei disastri e per ripristinare l’intero business, una volta intaccato 
dall’evento avverso.  
Si noterà che implementare una soluzione di questo genere comporta un elevato investimento, 
in termini di risorse economiche, soprattutto nel caso in cui esista l’esigenza di ripristinare 
l’intero business. Non si tratta di stipulare semplicemente una polizza assicurativa, in grado di 
coprire le spese per il ripristino, ma di tutelare un patrimonio che nel tempo l’impresa ha 
prodotto. Una polizza assicurativa non riuscirebbe mai a restituire i dati conservati nei 
database aziendali o un sistema prodotto all’interno dell’azienda. È proprio dalla differenza fra 
perdita economica e perdita di business che nasce il bisogno di costruire una soluzione 
differente, con un elevato impegno in termini di risorse economiche e di effort lavorativo. 
Dati i costi elevati, solitamente sono le aziende di grandi dimensioni ad avere interesse a 
dotarsi di una soluzione contro i possibili disastri; per imprese piccole, o anche di medie 





Oggi la problematica di cui si è parlato fino ad ora è stata affrontata mediante la Business 
Continuity (BC), ovvero la metodologia più diffusa e riconosciuta per gestire i disastri, 
mediante la prevenzione e, se necessario, il recovery delle infrastrutture, dei dati e dei sistemi 
esistenti. Lo scopo è quello di assicurare al più possibile la continuità delle attività di business.  
Garantire la continuità significa non solo allestire l’ambiente e le infrastrutture in grado di 
mitigare il rischio di una pausa imprevista, ma anche pianificare le mosse più adeguate per 
compiere le azioni correttive in tempi brevi e con costi contenuti. Fattori chiave di una BC 
sono dati dalla pianificazione e dalla strategia scelta: la Business Continuity non è solo backup 
di dati. La metodologia mira a individuare quali sono i rischi del sistema, dove può essere 
soggetto a minacce e quali impatti possono gravare su di esso.  
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Nel prevenire tutti i casi di disastro, si tiene conto anche di quello in cui l’intero business è 
colpito: in un simile scenario viene adottata una soluzione di Disaster Recovery, la quale 
fornisce le procedure e l’infrastruttura tecnica per mantenere attivi i servizi critici in caso di 
indisponibilità della infrastruttura IT che li eroga. 
 
 
La letteratura e i riferimenti  
 
La Business Continuity ad oggi è la metodologia più diffusa  per la continuità operativa. Il 
NIST, National Institute of Standards and Technology, l’ International Information Systems 
Security Certification Consortium, meglio conosciuto come (ISC)², e il Business Continuity 
Institute sono le principali fonti per le aziende che vogliono attuare un piano di questo tipo. Si 
tratta di organizzazioni riconosciute, a livello mondiale, da oltre 120 nazioni, le quali hanno 
stabilito una serie di standard per la protezione dei siti di lavoro. 
Sempre in merito alla tematica della Business Continuity, lo standard ISO/IEC 27001  
definisce le specifiche per il sistema di gestione della sicurezza delle informazioni (ISMS) 
nella gestione della continuità operativa. 
Il tema della Business Continuity, e del Disaster Recovery, è stato ampliamente trattato dalla 
Gartner INC., che da più di vent’anni si dedica alla ricerca sull’Information Technology, la 
quale, oltre a definire una serie di linee guida, raccoglie anche informazioni sullo stato attuale 
delle imprese. 
Negli ultimi anni, la problematica è diventata sempre più importante, influenzata anche dalla 
crescente minaccia degli attacchi terroristici, interessando gli ambienti di ricerca di grandi 




Il contenuto della tesi 
 
Questa tesi pone principalmente il focus sul tema del Disaster Recovery, precedentemente 
definito come una delle possibili soluzioni della Business Continuity. Spiegheremo meglio il 
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percorso attraverso il quale si arriva alla definizione di una soluzione di recovery, proprio 
attraverso gli step attraverso cui si articola la metodologia della Business Continuity.  
Riportiamo nella figura 1.1.1 tutti gli elementi che compongono la metodologia, mostrando 
allo stesso tempo come sono correlati i vari argomenti della tesi.  
 
 
Figura 1.1.1 Mappa degli argomenti 
 
Come abbiamo già detto, la Business Continuity (Capitolo 2) si pone come obiettivo quello 
di predisporre sia le procedure che le strutture tecniche per garantire e mantenere il 
funzionamento continuo delle  attività, contro la probabilità che vengano esercitate delle 
minacce sui sistemi dell’organizzazione.  
Il discorso relativo all’implementazione di una soluzione atta a mitigare il rischio è sempre 
fatto a valle di un processo di studio delle probabilità che ci siano degli effettivi pericoli, che 
possano impattare sull’organizzazione. Normalmente quest’attività prende il nome di Analisi 
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dei Rischi e prevede che siano studiate tutte le minacce che possono provenire dall’esterno, o 
dall’interno, e che siano esaminate tutte le componenti vulnerabili dei sistemi presenti 
all’interno dell’azienda. Solo a seguito di questi studi viene effettuata un’analisi degli impatti 
(Business Impact Analysis o BIA), per capire in che modo gli eventi minacciosi identificati 
potrebbero danneggiare l’organizzazione. Infine, a partire dai risultati ottenuti dalla BIA, si 
decide definitivamente se predisporre una soluzione atta a mitigare le perdite e i danni (risk 
mitigation). Si tenga presente che tutte queste attività di Risk Management (Capitolo 3), sono 
ancora incluse nella Business Continuity, in quanto sono attività preliminari alla pianificazione 
della soluzione di Business Continuity. 
Quando si studia una soluzione per la continuità del business, si pianificano le procedure per 
tutti i casi individuati. Fra questi può essere individuato un caso pessimo, che descrive uno 
scenario tale per cui l’evento ha avuto un impatto talmente forte da apportare delle perdite 
permanenti, o quasi. In un contesto simile, non si tratta più di garantire semplicemente la 
continuità, ma si devono attuare una serie di procedimenti per riattivare l’intero business. Il 
compito del Disaster Recovery (Capitolo 4) è proprio questo, ovvero predisporre strutture 
alternative e le procedure per riportare in vita tutte le attività di business: la soluzione 
comporta in genere un trasferimento delle operazioni in un sito sostitutivo. Anche in questo 
caso esiste una pianificazione delle attività e un piano di riferimento, incluso sempre nel più 
ampio piano della Business Continuity. 
Quanto detto fino ad ora riassume e prende in rassegna gli argomenti che verranno trattati in 
questo lavoro. All’interno della tesi saranno, infatti, illustrate le problematiche appena citate, 
prendendo in esame sia gli aspetti tecnici, che quelli gestionali, per applicarli infine ad un caso 
aziendale (Capitolo 5), cui si è lavorato durante un periodo di stage di circa sei mesi. Sede del 
progetto è stata una compagnia di telecomunicazioni, presso cui un team di una azienda di 
consulenza, ha sviluppato varie soluzioni di Disaster Recovery, all’interno di un unico grande 
programma, che ha racchiuso vari sistemi: noi prenderemo in esame solo quello  relativo al 






2. LA BUSINESS CONTINUITY 
 
 
Questo capitolo tratta della Business Continuity, insieme di metodologie volte a garantire la 
continuità operativa delle organizzazioni,   sia negli aspetti di processo che di pianificazione 
strategica. Il primo paragrafo riporta definizioni e razionali. A seguire vengono introdotti gli 
obiettivi, le attività tipiche, il piano e le figure professionali che vengono di norma inserite in 
un progetto di Business Continuity. Infine nell’ultimo paragrafo si descrivono  le principali 
tipologie di test e verifiche applicabili ai risultati dal processo di pianificazione ed un esempio 
di simulazione di test delle infrastrutture predisposte per facilitare la continuità operativa del 
business aziendale  . 
 
 
2.1 La definizione di Business Continuity 
 
 
Il termine inglese business, tradotto letteralmente in italiano con la parola “affari”, sta 
generalmente a indicare un’attività svolta con lo scopo di ottenere profitto. Tutto ciò che 
contribuisce a mantenere in vita l’attività è parte del business. 
Un servizio erogato è tipicamente un business. 
Quando un servizio erogato si interrompe, a causa di un evento accidentale, l’azienda erogante 
ha una perdita derivata dal mancato profitto. Se un rivenditore di strumenti informatici rimane 
inattivo per alcune ore, la perdita non sarà sicuramente elevata, in quanto la probabilità di 
concludere una vendita in quell’arco di tempo non si presenta molto alta, né irripetibile. Se 
invece una compagnia di telecomunicazioni non garantisce il normale servizio di chiamata per 
uno stesso arco di tempo, data la frequenza d’uso delle linee telefoniche le perdite saranno 
altissime e lo scontento della clientela sarà altrettanto gravoso. Da queste riflessioni nasce 
dunque la necessità di soluzioni in grado di prevenire le interruzioni impreviste, al fine di 
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Una tale soluzione prende appunto il nome di Business Continuity (BC per brevità), intesa 
come la metodologia che cura gli aspetti tecnici ed organizzazionali, volti a prevenire le 
interruzioni e a garantire la continuità operativa, anche nel caso di una cessione del 
funzionamento hardware. In basso sono riportate due definizioni di Business Continuity: 
 
La Business Continuiy, intesa come pianificazione, è il processo attraverso il quale le 
organizzazioni assicurano la manutenzione dei servizi o il recovery delle operazioni, in 
caso di eventi avversi, come disastri naturali, fallimenti tecnologici, errori umani, 
attacchi terroristici. Gli obbiettivi di un piano di Business Continuity riguardano la 
minimizzazione della perdita economica per l’impresa, la continua erogazione dei 
servizi per i consumatori, la mitigazione degli effetti negativi che eventi distruttivi 
possono apportare sui piani strategici dell’azienda, sulla sua reputazione, sulle 
operazioni, la liquidità, la qualità creditizia e sulla sua posizione di mercato. 
 (Federal Financial Institutions Examination Council, Business Continuity Planning, IT 
Examination Handbook, 2003, www.ffiec.gov/ffiecinfobase/booklets/bcp/) 
 
Il Business Continuity Planning promuove la capacità di un’organizzazione di 
salvaguardare sistemi critici di business, in caso di eventi disastrosi, che impattano 
sulle normali operazioni di processamento dati. La pianificazione include la 
preparazione, il testing e la manutenzione di azioni specifiche, al fine di proteggere i 
processi critici di business dagli effetti di guasti estesi sui servizi di processamento dei 
dati. 
 (Official ISC, International Information Systems Security Certification Consortium). 
 
Nel nostro contesto, con il termine disastro intendiamo riferirci a una perdita di dati, oppure a 
una perdita di facility1, entrambe le sono cause di perdite economiche, o, nel caso peggiore di 
tutti, a una perdita di personale, o a una loro combinazione. Anche un’interruzione che non 
può essere normalmente gestita con le comuni procedure di management viene inclusa nella 
                                                   
1
 La facility è un sito dotato di infrastruttura tecnica, all’interno del quale si compiono attività aziendali, attività di stoccaggio, ecc  
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definizione di disastro. Ci riferiamo quindi ad un evento che, se non gestito, può apportare 
gravi danni all’organizzazione, se non il suo stesso fallimento. 
Cause generali di un disastro potrebbero essere attribuite a eventi naturali (terremoti, 
inondazioni, tempeste, cicloni, uragani, eruzioni vulcaniche, fuochi naturali), guasti 
nell’hardware (software e errori di programmazione, guasti nella comunicazione, blackout) o 
eventi politici (attacchi terroristici, spionaggio): la figura 2.1.1 mostra un grafico 
rappresentante una classificazione di rischi e minacce generiche, con le relative probabilità che 
si manifestino.  
È emblematico, in merito a quanto detto sulle cause dei disastri, pensare a come l’importanza 
della BC sia stata posta in evidenza a seguito di eventi di portata catastrofica, come l’undici 





[Figura 2.1.1]: rischi e minacce contemplate nella Business Continuity relazionate 
alla percentuale di probabilità con cui un disastro si può verificare. 
Fonte:“Business Continuity Planning for disaster is just good planning” William C. 
Roberts EMC2 Corporation McLean, VA. 
 
 
Quanto abbiamo detto fino ad ora non deve fare pensare che una soluzione di Business 
Continuity debba essere applicata ad ogni azienda. L’implementazione di una BC ha per prima 
cosa un costo, per cui devono essere fatte precise valutazioni sulla convenienza che si ha nello 
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svilupparla. Solitamente sono le aziende di grandi dimensioni quelle che hanno interesse a 
dotarsi di un piano di BC; per imprese piccole, o anche di medie dimensioni, un tale 
investimento potrebbe non essere giustificato. Inoltre, una soluzione di BC, deve essere 
motivata dal fatto che esista una reale probabilità che possa avvenire un disastro e che esistano 
delle minacce in grado di causarlo. Capire quali minacce possono gravare sull’organizzazione e 
dove questa sia vulnerabile è compito dell’analisi dei rischi (attività tipica del risk 
management); questa determina, in base ai risultati ottenuti, l’implementazione o meno di un 
piano di Business Continuity. 
Riassumendo, possiamo dire quindi che per Business Continuity si intende un processo 
consistente nella prevenzione e nella gestione di situazioni di grave indisponibilità dei sistemi 
IT, mediante la predisposizione di procedure e risorse alternative per garantire i servizi critici 
di business. Si adotta in prima istanza un approccio proattivo, volto a prevenire i disagi 
provocati dalla mancata erogazione di un servizio o dal cattivo funzionamento dell’IT. La 
soluzione, negli aspetti di prevenzione e di recovery, è implementata sempre a valle di 
considerazioni basate sulla reale presenza di minacce che possono apportare dei danni 




2.2 Gli obiettivi della Business Continuity 
 
 
Nel capitolo precedente abbiamo definito la Business Continuity e ne abbiamo spiegato in 
linea generale le sue motivazioni. In questa sede vogliamo invece approfondire gli obiettivi 
generali della BC, che un’organizzazione persegue nello svilupparla. Per brevità, in basso è 
riportato un elenco di quelli che sono gli obiettivi tipici della BC e che vengono affrontati 
nella definizione del piano: 
 
 fornire una risposta immediata, misurata ed accurata nei confronti di un’ emergenza; 
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 facilitare il recupero delle operazioni di business per ridurre l’impatto complessivo di 
un evento e nel contempo riportare in vita le funzioni critiche di business entro un 
certo periodo di tempo; 
 minimizzare la perdita totale; 
 
 fornire procedure e liste di risorse atte ad assistere il ripristino delle funzioni di 
processamento dei dati, considerate  critiche per il supporto delle funzioni di business e 
delle applicazioni IT; 
 
 documentare le procedure in termini chiari e definiti, in modo da rendere pienamente 
consapevole il personale sulle azioni da svolgere; 
 
 identificare i fornitori; 
 
 evitare una risposta confusa durante il periodo di guasto, addestrando il personale con 
sufficiente anticipo e fornendo ad esso una documentazione chiara e precisa; 
 
 documentare le procedure per la memorizzazione, la salvaguardia e il recupero dei dati, 
delle informazioni, dei documenti e degli approvvigionamenti; 
 
 fornire le linee guida di comportamento da portare avanti durante il guasto, al fine di 
assicurare una ripresa tempestiva dei servizi; 
 
 descrivere le azioni, le risorse e i materiali per riportare le operazioni critiche su un sito 
alternativo, nel caso che il sito primario abbia subito un guasto per un tempo 
prolungato; 
 





2.3 I processi di un progetto di Business Continuity 
 
 
Come i progetti tipici, anche quello di Business Continuity è basato su tre processi 
fondamentali, che ne determinano il ciclo di vita (si veda in merito anche la figura in basso, la 
2.3.1): 
 





Figura 2.3.1: relazione tra i processi di pianificazione, esecuzione e controllo.  
Fonte : Project Management Institute 
 
 
La fase di pianificazione mira in generale a costruire il piano e le strategie da attuare, per 
garantire la continuità operativa. La pianificazione ha due aspetti, uno preventivo e uno 
reattivo.  
L’aspetto preventivo consiste nella determinazione delle attività da svolgere, prima che il 
disastro, o l’evento avverso, colpisca i sistemi che si vuole proteggere. Le attività concernono 
la predisposizione delle infrastrutture e delle tecnologie in grado di portare avanti le 
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operazioni di business quando il sistema primario è in stato di fermo. Ad esempio nel caso in 
cui si vuole introdurre una server farm secondaria che supporta le operazioni al posto di quella 
principale. 
L’aspetto reattivo consiste invece nella determinazione di quelle attività che devono essere 
messe in atto dopo che il disastro è avvenuto. La differenza rispetto a quanto detto 
precedentemente sta nel fatto che si sta considerando l’ipotesi che il sito, o il sistema, sul quale 
si portano avanti le attività di business venga distrutto, o comunque sia reso permanentemente 
o per tempo prolungato indisponibile. In questo caso, che rappresenta la peggiore delle ipotesi, 
si pianificano le azioni da svolgere per trasferire le normali operazioni dal sito d’origine a 
quello secondario. 
L’esecuzione delle attività del piano viene portata avanti innanzitutto per la prima fase 
(proattiva), atta a prevenire le interruzioni. La seconda fase è chiaramente attuata a seguito del 
disastro.  
Il controllo viene effettuato non solo sull’esecuzione delle attività ma anche sul piano stesso. 
La revisione continua del piano è infatti essenziale per garantire l’efficacia della Business 
Continuity. Parte del controllo è anche dato dalla verifica del piano, compiuta col fine di 
accertare il suo funzionamento: proprio per questo esiste una vera e propria fase di testing che 
verrà approfondita nel sesto paragrafo. 
 
 
2.4 Il Business Continuity Plan 
 
 
Tutto il processo di pianificazione, racchiuso nel planning della BC, produce in output un 
documento di estrema importanza che è il principale riferimento operativo e organizzativo 
nell’implementazione dei sistemi di IT-continuity.  
Il documento di cui accennato è appunto il piano di Business Continuity, che descrive quali 
attività devono essere messe in atto per ristabilire le operazioni critiche di business in un arco 
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di tempo considerato “accettabile”. Si tratta di un documento strategico che deve tener conto 
anche della maniera con cui minimizzare il lavoro atto a ripristinare il sistema.  
Il motivo per cui si realizza un piano di Business Continuity deriva dal fatto che 
l’organizzazione ritiene che esistano delle minacce in grado di produrre uno stato di fermo 
nelle attività di business. L’identificazione di tali minacce avviene nell’ambito di una della 
prima delle attività del Risk Management: l’analisi dei rischi. Solo a seguito dei risultati 
ottenuti dall’analisi si stabilisce se avviare un processo di pianificazione della BC, quando 
appunto viene sottolineata la reale presenza di minacce, con un’alta probabilità che queste si 
manifestino. 
La redazione di un piano di Business Continuity è il prodotto di un processo di analisi e 
organizzazione che può essere riassunto in cinque fasi. 
 
1. Project Management e Initiation: la fase che crea il team di progetto che supporterà la 
funzione di project management. 
 
2. Business Impact Analysis (BIA): è il processo mediante il quale vengono analizzate tutte 
le funzioni di business per capire l’impatto che un guasto potrebbe avere su di esse. Il 
carico di perdita viene stimato in periodi di tempo, relativi all’assenza del servizio. Si 
cerca inoltre di capire per quante unità di tempo potrebbe essere tollerabile l’assenza del 
servizio. È una attività inclusa nel risk management ed è posteriore all’analisi dei rischi.  
 
3. Recovery Strategies: è la fase che identfica le migliori alternative di recovery. 
 
4. Plan Design and Development: è in cui vengono documentati i risultati ottenuti durante 
la BIA e si mettono per iscritto le azioni individuate. 
 
5. Testing, Maintenance, Awareness, and Training: è la fase che stabilisce quali processi 
devono essere attivati per testare le strategie di recovery e per mantenere il BC plan. 
 
Durante la prima fase, vengono affrontati gli aspetti organizzativi attraverso cui prepararsi ad 
affrontare il problema. Un ruolo d’attenzione è svolto dal project management, il quale 
stabilisce quali sono gli elementi necessari per portare avanti il progetto e stabilisce le migliori 
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strategie per implementare la soluzione. Altro compito del project management è quello di 
stabilire il team di progetto, comprensivo di funzionari e di specialisti tecnici, nonchè quello di 
redigere il piano di lavoro, che stabilisce obiettivi, metodi organizzativi e identifica task e 
responsabilità.  
Attività contemplate in questa sono elencate qui sotto: 
 
 Determinazione dei bisogni per collezioni di dati automatizzati, inclusa istallazione del 
software e “how to” per l’uso; 
 
 Preparazione e presentazione al management del report illustrativo del metodo 
attraverso il quale il piano viene ritenuto utile al raggiungimento degli obiettivi pre-
definiti; 
 
 Sviluppo di programmi formali d’incontro; 
 
 Preparazione e presentazione dei SAL (stato avanzamento lavori). 
 
La seconda fase, relativa alla Business Impact Analysis, ha lo scopo di determinare quali 
impatti possono gravare sul sistema, se gli eventi minacciosi identificati durante l’analisi dei 
rischi vengono esercitati. Anche questa attività è inclusa nell’ambito del Risk Management, per 
questo motivo non approfondiamo oltre l’argomento, in quanto sarà ripreso in dettaglio nel 
prossimo capitolo. 
La terza e la quarta fase riguardano le attività di definizione delle strategie tecniche e di quelle 
organizzative, le quali portano alla definizione della progettazione tecnica e del piano di 
continuity. Entrambi gli argomenti sono comunque esposti più dettagliatamente in seguito, per 
cui non proseguiamo qui la trattazione. 
L’ultima fase, fra quelle elencate, prende in considerazione il testing e la manutenzione, oltre 
che la comunicazione delle attività, volta a rendere operativo il personale e ad istruirlo su come 
procedere.  
La verifica e la validazione del piano è un punto fondamentale nel completamento delle attività 
di pianificazione. La sua importanza deriva dal fatto che i risultati dei test possono condurre a 
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considerazioni circa cambiamenti importanti sul piano d’azione, da effettuare per garantire la 
salvaguardia del business. Una mancata verifica del piano, con una formale approvazione, 
rappresenta un potenziale danno, in quanto potrebbe essere inefficace una volta provato in una 
situazione reale.  
Per quanto riguarda la manutenzione del piano possiamo dire che anche in questo la fase è 
molto complessa. Mantenere il piano aggiornato significa controllare che le azioni previste 
hanno ancora un valore col passare del tempo. È possibile che per determinate minacce, certe 
scelte strategiche non siano più efficaci. Inoltre, alcuni cambiamenti applicativi o infrastuttuali, 
potrebbero determinare delle modifiche anche sul sito di recovery. 
In ultima analisi, prima di chiudere il paragrafo, vogliamo specificare che il piano di Business 
Continuity non è unico, ma è composto da una serie di piani. Infatti, data la complessità del 
lavoro da svolgere e la necessità di coinvolgere funzioni aziendali diverse, la BC contempla al 
suo interno un insieme di procedure e piani per la continuità operativa e il ripristino delle 
attività. Ogni piano ha una funzione specifica all’interno della BC, in quanto riguarda la 
gestione di attività specifiche. Di seguito sono elencati i vari tipi di piano, contemplati in un 
Business Continuity Plan: 
 
 Piano di Contingenza: fornisce le procedure per ripristinare, in caso di disastro, 
l’applicazione maggiore o il sistema informativo locale. 
 
 Piano di Continuità operativa: descrive le procedure e le modalità per sostenere il 
business principale e le funzioni di un’organizzazione in un sito alternativo, per 
almeno trenta giorni. 
 
 Piano di Crisis Comunication: descrive le procedure di reporting per la 
comunicazione dell’evento al personale interno e al pubblico.  
 
 Piano di risposta a Cyber Incident: fornisce le strategie per scoprire le 
conseguenze dell’incidente avvenuto e trovare le risposte adatte per limitare i danni. 
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Il focus è posto sulle risposte di sicurezza a incidenti che affettano il sistema e la 
rete. 
 
 Piano di Disaster Recovery: fornisce le procedure dettagliate per facilitare il 
recovery di dati e infrastrutture su un sito alternativo. Il focus è posto sui disastri 
che possono avere effetti perdurati per lungo tempo.  
 
 Occupant Emergency Plan: fornisce le procedure per minimizzare la perdita del 
business e delle infrastrutture. Ha lo scopo di tenere in vita l’organizzazione, 
ponendo il focus sulle persone e sulle proprietà/caratteristiche di una certa facility.
  
2.5 Le figure che compongono il team di lavoro 
 
 
La figura più significativa in un progetto di Business Continuity è quella del continuity 
planner/coordinator, responsabile dello sviluppo e della manutenzione del piano. In questa 
figura risiede la responsabilità della riuscita del piano. Di fatti è il continuity coordinator che 
stabilisce tutte le attività da eseguire, le assegna al personale e decide la sequenza con cui 
queste devono essere portate avanti. Inoltre deve garantire che ogni membro del personale 
comprenda in maniera univoca l’attività ad esso assegnata.  
In breve, il continuity planner/coordinator deve: 
 
 fungere da contatto fra il team di sviluppo del planning e il mangement; 
 
 avere l’accesso diretto e l’autorità per interagire con tutti gli impiegati, per 
completare il planning; 
 
 possedere una conoscenza approfondita del business per capire come un guasto 
possa intaccare l’organizzazione; 
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 avere familiarità con l’intera organizzazione e mantenersi in una posizione tale da 
bilanciare i bisogni complessivi dell’impresa con quelli individuali delle singole 
funzioni; 
 
 avere piena comprensione dei documenti, della mission aziendale e di come 
dovranno essere eseguite le attività; 
 
 avere la credibilità e l’abilità per influenzare il senior management quando deve 
essere presa una decisione. 
 
Normalmente il BC coordinator è la prima figura designata in un progetto di continuity. In 
seguito, viene stabilito il resto della squadra. Riportiamo in basso i vari ruoli competenti in un 
progetto di BC.  
 
Senior Management: è la figura che stabilisce il livello di autorità necessario a 
ottenere risorse e cooperazione, dimostra l’impegno della squadra e supporta il 
programma. 
 
Team di recovery (leader e membri): gruppi che si occupano di controllare le 
operazioni di recovery in caso di disastro. Ogni team deve essere in grado di: 
 
1. rispondere al disastro e determinare la reale necessità di attivare il BC plan o il 
Disaster Recovery Plan; 
 
2. ripristinare le funzioni di processamento per dati critici e le applicazioni nel sito 
alternativo; 
 
3. ripristinare le funzioni non critiche e le applicazioni nel sito alternativo; 
 
4. riportare in vita la facility primaria; 
 
5. restituire al sito primario la sua funzione originaria 
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Rappresentanti dell’unità di business: queste figure sono a conoscenza delle 
operazioni di business e di tutti i sistemi correlati. Sono figure chiave 
nell’identificazione delle funzioni critiche. Definiscono quante unità di business 
operano, quali operazioni sono critiche, assistono allo sviluppo delle strategie di 
recovery e assicurano che il piano di recovery identifica quelle unità di business 
critiche che hanno bisogno di essere recuperate in base alle relative priorità e i 
rispettivi tempi di recovery. 
 
Team di Crysis management: ha la responsabilità di fornire le decisioni a livello 
esecutivo, nel periodo seguente il disastro e decreta l’autorità di dichiarare un disastro 
e mobilitare i team per ripristinarlo su un sito alternativo. Queste decisioni sono prese 
dopo un input ricevuto dal processo di valutazione del danno. 
 
User community: gli utenti hanno bisogno di ricevere la consapevolezza e il traninig 
sul loro ruolo nell’evento di una perdita del servizio.  
 
Esperti di sistema e rete: possono fornire una guida sullo sviluppo dei sistemi 
operativi e quali connessioni sono essenziali quando i quando viene effettuata la 
valutazione delle operazioni di recovery sui sistemi critici.  
 
Dipartimento di information security: fornisce le linee guida e l’esperienza di 
sicurezza nell’analisi delle opzioni di recovery. 
 
Rappresentanti legali: un esperto legale è sempre necessario per fornire una guida sui 





2.6 Il testing  
  
Come accennato in precedenza la fase di testing ha lo scopo di validazione del piano e delle 
infrastrutture predisposte per facilitare la continuità operativa del business aziendale. Nel 
paragrafo riportiamo le varie tipologie di test e descriviamo anche un esperimento con cui si è 
implementato un test basato sul modello di simulazione. 
 
 
2.6.1 I test possibili per la Business Continuity 
 
 
La fase di verifica e validazione del piano serve in genere a dare una valutazione dell’efficacia 
del piano e delle infrastrutture. La sua utilità deriva dal fatto che, proprio grazie alle prove 
preventive, si riesce a capire dove la soluzione risulta essere poco efficace. 
Le ragioni per cui si effettuano i test sono dovute a prevenire che, durante il disastro reale, non 
venga a mancare qualche informazione o qualche strumento, precedentemente non previsto, 
che impedisca di riportare perfettamente in vita, o semplicemente far funzionare, il business di 
un’organizzaizione. 
I test applicabili sono diversi e di varia natura, la Tabella 2.1 mostra i tipi di prove al 
momento esistenti, affiancate da una breve descrizione. Più precisamente le prime due 
tipologie di test (Structured walk-through e Checklist Test) riguardano la verifica e la 
validazione del piano, attraverso una rivisitazione da parte di rappresentanti funzionali o dalle 
aree funzionali, che effettuano un controllo per garantire la coerenza fra piano e azioni svolte. 
Gli atri test (Simulation, Parallel, Full Interruption Test) riguardano la verifica che le 
infrastrutture previste siano veramente efficaci. Il test preventivo, in questo senso, serve a 
mettere alla prova l’infrastruttura al fine di assicurarsi che, in caso di disastro, le attività 




[Tabella 2.2.1]  Tutti i tipi di test che possono essere contemplati in un piano di Business Continuity.  Fonte 





2.6.2 Un esperimento di simulation test 
 
 
Nel paragrafo precedente abbiamo elencato i vari tipi di test che possono essere contemplati in 
un piano di Business Continuity; in questo paragrafo abbiamo invece voluto riportare un 
esempio pratico di simulation test. 
L’esempio è tratto da un articolo scientifico pubblicato dai Bell Labs e descrive un piano di 
simulazione, realizzato in collaborazione con i Sandia National Laboratories, per un modello di 
infrastruttura di rete, cui è stato dato il nome di N-SMART, Network-Simulation Model and 
Analysis Research Tool.  
Il test è pianificato in passi e il primo di questi riguarda il disegno di scenari di disastro, o 
meglio di imprevisti, che possono causare un fermo nelle attività. Il motivo per cui ci si 
sofferma a pensare ai vari scenari deriva dal fatto che questi risultano particolarmente utili per 
la determinazione del carico della rete e per capire quale può essere il comportamento degli 
utenti in caso di fermo delle attività dell’IT, dovuta, per esempio, a una sconnessione fisica 
della linea o a un guasto nel sistema di commutazione. In generale, ogni scenario deve sempre 
tenere in considerazione una specifica area di interesse, l’onerosità e il livello di catastrofe del 
disastro, il periodo e la durata della simulazione. 
Dal momento che esistono, in teoria, infinite situazioni di disastro, in questo contesto 
prenderemo in considerazione solo due tipi di scenario: 
 
 Scenari di Network Failure, ovvero di malfunzionamenti nella rete; 
 Scenari di overload di traffico, ovvero di sovraccarico della rete. 
 
Gli ulteriori step, in cui si articola il nostro modello, sono elencati di seguito : 
 
2. Definizione degli input; 
3. Implementazione del processo di simulazione; 
4.    Determinazione dei risultati. 
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La figura 2.2, tratta dallo stesso articolo, mostra come vengono correlati i vari step nell’intero 
processo di simulazione. I vari input vengono passati come parametro all’engine e sono 
utilizzati in un processo di simulazione, in grado di far reagire il sistema a seconda degli 
scenari, disegnati nella fase precedente.  
L’engine, sulla base delle azioni programmate, è in grado di calcolare le performance del 
sistema, dopo il disastro, e lo stato dello stesso. In questo modo il verificatore, viene posto nelle 
condizioni di comprendere se il piano di continuity e, nello specifico, l’infrastruttura progettata, 
è in grado di sostenere il disastro.  





[Figura 2.3.1]: il modello N-SMART, ripreso dall’articolo scientifico, pubblicato dal 
Bell Labs.  Fonte: Bell Labs, Infrastructure Scenarios of a Disaster, G.P. O’Reilly, 




Determinazione degli input  
 
Il primo step dell’esperimento dei Bell Labs, come si vede in figura, consiste nella 
determinazione degli input, da passare all’interno dell’engine. Tali input descrivono in qualche 
modo i vincoli da rispettare nella simulazione e le condizioni “ambientali” in cui lo stesso 
sistema si trova. In poche parole hanno lo scopo di modellare l’ambiente. 
Gli input sono in generale suddivisi in sei macrocategorie: in basso ne riportiamo una breve 
descrizione. 
 
Simulator Kernel environment (punto 1): sono i parametri che definiscono il nucleo del 
programma di simulazione e della rete simulata. Sono un esempio di quanto detto il 
periodo di simulazione, l’intervallo di confidenza che stabilisce la probabilità statistica 
che l’evento dannoso si manifesti, i parametri di filtraggio output ecc.. 
 
Switching network architecture design (punto 2): è il disegno dell’architettura di rete, la 
quale produce un output (che include, al suo interno, il numero di switch, le locazioni, i 
tipi di commutatori, il piano di routing, la connettività fra switch) che viene utilizzato 
come input, nella simulazione. 
 
Traffic load and profile (punto 3): il “Traffic Load” rappresenta il carico di traffico 
corrente, calcolato in erlang, tra gli switch durante le ore di pieno, mentre il “Traffic 
Profile” viene usato per mettere in relazione il traffico calcolato nelle ore di pieno con il 
carico medio, durante intervalli diversi nel giorno. Il processo di generazione delle 
chiamate, il tempo di chiamata e i tentativi di chiamata, successivi a quelli precedenti, 
non riusciti, sono generati via random, usando la distribuzione di Poisson. 
 
Network failure scenarios and Traffic overload scenarios(punti 4 e 5): questi input, 
spiegati congiuntamente per l’analogia secondo la quale vengono impiegati,  sono 
direttamente connessi alla prima fase, in quanto sono veri e propri scenari, che vengono 
passati come parametri nel Simulation Engine. L’obiettivo è quello di determinare le 
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perfomances del sistema di telecomunicazioni, in scenari di disastro e di overload di 
traffico. Vengono simulati  tre tipi di  scenario: 
 
1. Sovraccarico della rete, superiore di circa quattro volte rispetto a quello medio; 
 
2. Disattivazione del sito principale nell’area, per periodi di tempo variabli; 
 
3. Combinazione dei precedenti scenari, con rete sovraccarica e sito principale 
disattivato. Tale mescolanza viene detta Scenario (4x + M); 
 
Network management controls(punto 6): si tratta di funzioni di controllo che risultano 
particolarmente utili in particolari situazioni di congestione della rete. È il caso in cui un 
aumento delle chiamate è rivolto a destinatari locati in una particolare regione. Al fine di 
evitare il sovraccarico della rete, con conseguenti malfunzionamenti, l’operatore del 
network attiva il management control, che riduce il volume di chiamata o, in alternativa, 
blocca tutele chiamate, destinate all’area critica. 
 
Sempre in riferimento allo schema, notiamo in alto a destra un riquadro chiamato Network 
Model. Si tratta di una struttura dati che definisce l’ambiente di rete simulata e riporta 
informazioni circa le parti infrastrutturali ipotizzate, come per esempio switch e tunnel di 





L’engine consiste di una serie di algoritmi in grado di generare e gestire eventi relativi a 
chiamate, tentativi multipli di collegamento, guasti alla rete, overloads e analisi dell’output di 
simulazione.  
Per spiegare il funzionamento di tutto il processo di simulazione, ci aiuteremo, anche in questo 






[Figura 2.3.2]:  Modello di flusso di chiamata, ripreso dall’articolo del Bell  Labs, 
Fonte: Bell Labs, Infrastructure Scenarios of a Disaster, G.P. O’Reilly, D.J. Houck, E. 
Kim,  T.B.Morawski, D.D. Picklesimer, H. Uzunalioglu. 
 
 
Il nostro algoritmo di simulazione, prende dunque in input gli scenari che abbiamo disegnato 
nella prima fase e simula il comportamento dell’infrastruttura, progettata secondo un 
particolare modello, nel caso si verifichi un overload di traffico. Il modello, sulla quale è 
pensata l’infrastruttura, è basato sul riavvio automatico del tentativo di chiamata, in caso di 
fallimento. Dando un’occhiata all’immagine di sopra, notiamo quali sono gli stati di 
avanzamento nel processo al verificarsi di ognuno dei tre casi riportati. Quando viene avviata 
una chiamata, il sistema permette il suo set-up, solo qualora la rete lo permetta, ovvero se gli 
switch non sono congestionati, i tunnel liberi e le altre risorse di rete sono sufficienti a garantire 
il normale funzionamento della telefonata. Tutto ciò avviene sia per le linee fisse che per quelle 
mobili.  
I successivi casi, invece, prendono in causa, il verificarsi di stati tali per cui la telefonata non 
può essere portata a termine normalmente. Nel secondo caso, con una certa probabilità, si 
assume che la linea sia totalmente piena e non si possano accettare ulteriori tentativi. Il caso tre, 
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riporta quasi le stesse condizioni, ipotizzando uno stato di rete tale che, vuoi per un 
sovraccarico degli switch, vuoi per il blocco dei tunnel o del Network Management, non può 
permettere la normale esecuzione del servizio.  Il modello a tentativi multipli, predispone il 
sistema a ritentare automaticamente la chiamata, in caso di fallimento. Se si nota bene in figura, 
gli stati del processo possono portare infine ad un abbandono o ad un tentativo (si tratta infatti 
di un modello circolare).  
Per tutte queste ragioni, in fase di disegno, viene data particolare attenzione al problema 
dell’instradamento, in quanto rappresenta un aspetto gestionale di estrema importanza e le 
decisioni al riguardo vengono sempre prese considerando gli switch di origine e quelli di 
destinazione. 
Prima di vedere ora i risultati che si determinano dall’esecuzione dell’algoritmo, ricordiamo lo 
schema dell’N-SMART e consideriamo quelli che il modello restituisce come output, ovvero lo 
stato del sistema e le metriche di performance. Quello che ci preme fare è spiegare in cosa 
consistono questi output, prendendo in considerazione il modello basico di simulazione. Nello 
specifico, lo stato di sistema, riporta il numero di chiamate attive e quello di prove effettuate: di 
fatti queste informazioni vengono memorizzate, tramite contatore, durante il processo. Per 
quanto riguarda le metriche di performance, quelle riportate dal sistema sono date in lista ed 
elencate qui sotto: 
 
 Numero di first call e successivi; 
 Media di tentativi per chiamata; 
 Numero di chiamate completate e abbandonate; 
 Numero di chiamate bloccate, a causa di linea sovraccarica, blocco di switch, tunnel 
o network management. 
 
Determinazione dei risultati 
 
La determinazione dei risultati parte dall’assunto che sono in gioco quattro tipi di scenari, tre 
dei quali considerati di malfunzionamento e già elencati in precedenza. Il primo di questi, 
 34 
chiamato scenario 0, disegna la situazione di normale attività, priva di interruzioni e senza 
alcun imprevisto. Lo scenario 4x, indica che il carico di traffico della rete è quattro volte 
superiore alla media. Lo scenario M considera invece considera la situazione in cui il palazzo 
centrale, dove risiedono tutti gli switch e le strutture principali, risulta non funzionante per 
l’intera giornata. L’ultima tipologia di scenario (4x + M) è una combinazione dei precedenti 
scenari e di questo, i risultati della simulazione sono raccolti ogni cinque minuti. In questo 
breve arco temporale si registrano mediamente 70.000 chiamate.  
Ogni scenario è stato simulato per un arco di tempo pari a 50 ore, a partire dalle ore 9.00 del 
primo giorno, fino alle 11.00 del terzo giorno. Noi descriveremo lo scenario che li contempla 
tutti: il 4x+M.  
Siamo dunque nelseguente contesto, caratterizzata dalle situazioni: 
 
 Gli switch della struttura centrale sono disabilitati per tutto il giorno; 
 Il carico di traffico è pari a 280,000 chiamate ogni cinque minuti, pari a quattro 
volte il carico normale. 
 
Quanto appena detto suggerisce che in un giorno intero il sistema dovrà supportare 1,6 milioni 
di chiamate, dunque circa venti volte il normale carico giornaliero. Chiaramente una misura del 
genere non può che provocare il congestionamento degli switch, dovuto anche ai multipli 
tentativi, successivi al primo fallimento. Paradossalmente, accade che proprio questi tentativi 
risultano più numerosi, ma gli switch non possono fare il set-up delle chiamate, anche se i 
tunnel sono liberi. Solamente nelle ore notturne, quando vi è un calo del traffico,  è possibile 
ottenere uno sblocco del sistema. 
A questo punto, date le performance indicate, può risultare chiara la risposta al quesito che si 
chiede se una telefonata, al tempo T, può concludersi con successo, al primo e ai successivi 
tentativi. 
Riportiamo in figura 2.3.3 la distribuzione dei tentativi di chiamata in un preciso arco di 
tempo. La chiamata inizia il primo giorno (giorno 1) alle ore 10:30 e la probabilità che essa sia 
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accettata a mezzanotte dello stesso giorno è solo del 50%, assumendo che i tentativi siano 





Figura 2.3.3: la distribuzione probabilistica di riuscita delle chiamate. 
Fonte: Bell Labs, Infrastructure Scenarios of a Disaster, G.P. O’Reilly, D.J. Houck, 




La figura mostra i risultati di sei tentativi di chiamata con differenti tempi di inizio.durante il 
primo giorno di simulazione il comportamento delle chiamate, al primo tentativo, è molto 
simile. Invece, per le chiamate effettuate durante il secondo giorno, dopo il crash della rete e il 
ripristino del traffico, il completamento della chiamata è molto vicino a quello che avviene 




2.7 Conclusioni sul capitolo 
 
 
Brevemente, possiamo concludere il capitolo dicendo che la Business Continuity è una 
soluzione studiata, sia dal lato tecnico che da quello organizzazionale, per garantire la 
continuità operativa per le attività di business. Gli obiettivi che pone sono molteplici. Fra 
questi c’è quello di minimizzare le perdite in caso di incidenti con alta probabilità di 
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manifestazione. Gli obiettivi sono sempre perseguiti attraverso una precisa pianificazione delle 
attività, che si possono riscontrare nel piano di BC, e tali attività sono sempre associati ai 
membri del team designato allo studio della soluzione. Fra le varie attività rivestono sempre 
una particolare importanza quelle di manutenzione e test del piano, le quali sono determinanti 










































3. IL RISK MANAGEMENT 
 
Il risk management, nel nostro contesto,  è quel processo che serve a identificare, valutare, 
controllare e ridurre i rischi di danno o i malfunzionamenti nei sistemi informativi. Questo 
processo si compone più dettagliatamente di attività quali l’analisi dei rischi, l’analisi degli 
impatti e la mitigazione dei rischi. 
Il risk management affronta lo studio approfondito di quelle che possono essere le minacce 
gravanti sui beni reputati “critici” per l’organizzazione e fornisce una misura dell’impatto che 
un evento disastroso potrebbe avere sull’IT manifestante una certa vulnerabilità. Per 
vulnerabilità intendiamo la predisposizione di un sistema, o di una componente di sistema, a 
cedere agli attacchi esterni.  
Lo scopo per il quale viene eseguita questa analisi è quello di capire in anticipo se esistono dei 
rischi per i sistemi di business e nel caso, predisporre una soluzione a prevenzione dei danni. 
Nell’ambito informatico e organizzativo, la risk analysis ha raggiunto negli anni un ruolo 
predominante, soprattutto in quelle organizzazioni per le quali l’IT assume un’importanza 
vitale, e da questo deriva che l’IT-security merita un’ampia attenzione. In un contesto come il 
nostro, in cui gli approcci proattivi e reattivi vengono pianificati per assicurare la continuità 
delle IT, il risk management , spesso incluso dalla letteratura nel Business Continuity Planning, 
è un aspetto fondamentale. 
In questo capitolo tratteremo separatamente Risk Analysis, Business Impact Analysis e Risk 
Mitigation, come fasi del disegno del profilo di un programma di sicurezza e del più generale 
processo di Risk Management.  
Il primo paragrafo tratterà nel dettaglio l’analisi del rischio con la sua definizione, lo scopo, le 
metodologie e il calcolo della vulnerabilità. Il secondo paragrafo illustra invece l’analisi degli 
impatti, mirata a determinare le conseguenze dovute all’esercizio di una minaccia sugli asset 
individuati. L’ultimo paragafo approfondisce il tema del risk mitigation, che si prefigge di 
studiare i risultati ottenuti e di decidere se ridurre gli effetti dei rischi, sulla base dei costi 
previsti per l’implementazione di una soluzione. 
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3.1 Risk Analisys e Assessment 
 
 
La Risk Analysis (o più brevemente RA) può essere definito come un processo di 
identificazione di rischi, associati alle vulnerabilità del sistema, o dei sistemi, in esame. Questo 
tipo di analisi viene utilizzato per la definizione di un programma efficace, volto a garantire la 
sicurezza del sistema informatico, di cui sono state individuate delle probabilità di 
danneggiamento da parte di minacce esterne.  
Il motivo principale per cui viene effettuata la RA è quindi quello di fornire informazioni 
critiche al management riguardo l’esistenza di minacce gravanti su alcuni sistemi o componenti 
infrastrutturali o applicative. Si vuole cioè fornire un panorama del rischio che circonda i 
sistemi dell’organizzazione, al fine di ridurre preventivamente le perdite ipotetiche, mettendo il 
management nelle condizioni di agire secondo il rispetto di leggi e regolamenti. La risk 
analysis viene condotta tenendo presente i possibili problemi riguardanti la perdita di 
riservatezza o di disponibilità dei dati, la perdita totale di un dato bene, la predisposizione di un 
sistema sicuro che risponda perfettamente ai requisiti normativi e legali. 
Gli obiettivi che si pone questo tipo di analisi, sono riassumibili nei seguenti punti: 
 
 Capire quali sono i beni critici per l’organizzazione; 
 Identificare le minacce esistenti; 
 Determinare quali sono le vulnerabilità; 
 Identificare e valutare le contromisure possibili; 
 Calcolare le perdite previste; 
 Suggerire le azioni correttive più opportune.  
 
3.1.1 Il rischio 
 
 
Ci è sembrato opportuno, prima di parlare del vero e proprio processo di analisi, dedicare un 
intero paragrafo alla descrizione del rischio, dandone una definizione che ben si presta ad 
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essere utilizzata in questo contesto. Inoltre, abbiamo voluto riportare anche le varie accezioni di 
rischio, secondo cui diverse metodologie di analisi vengono applicate, appoggiandoci alla 
letteratura esistente. 
Secondo il NIST(National Institute of Standards and Technology), il rischio può essere definito 
come una funzione della probabilità che un dato insieme di minacce, che esercitano una 
potenziale vulnerabilità, riescano ad apportare un qualche impatto, dovuto al relativo evento 
avverso, sull’organizzazione. Più semplicemente, possiamo riscrivere il concetto nella seguente 
maniera: il rischio è la probabilità che un asset vulnerabile a un certo insieme minacce, venga 
attaccato da un evento, relativo alle stesse, che possa o meno creargli un danno di una qualsiasi 
natura. Dove per asset intendiamo un sistema, un’applicazione o anche solo semplicemente una 
componente di una certa infrastruttura. 
 
 
Figura 3.1.1: schema logico che mette in luce le relzioni esistenti tra 
rischio e contromisure. Fonte: materiale didattico sul corso di “analisi 
dei rischi”, prof. Baiardi 
 
In letteratura, come accennavamo sopra, si usa distinguere fra due tipi di rischio: rischio 
quantitativo e rischio qualitativo. 
Il rischio quantitativo è più propriamente un processo di misurazione del rischio, in termini di 
denaro e frequenza di eventi dannosi. Si usa questo tipo di misura per confrontare i costi 
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dell’impatto del rischio con quelli di un’ipotetica implementazione della soluzione atto a 
prevenirlo e, nel caso, evitarlo. In poche parole si tratta di fornire una misura di quello che in 
materia economica viene chiamato  ROI2 (Return  On Investment). 
Matematicamente, il rischio quantitativo è espresso come un’aspettativa annuale di perdita 
(ALE, Annualized Loss Expectancy), calcolata secondo la seguente formula: 
 
 
ALE = Valore Asset  x Fattore di Esposizione x Frequenza(annuale); 
 
 
Scendendo nel dettaglio, l’asset value, è il valore totale di un bene, considerato in termini 
economici. Il fattore di esposizione è la percentuale di esposizione al rischio del valore del 
bene stesso. Prendiamo dunque in considerazione il caso di una compagnia di assicurazioni e 
supponiamo che essa possegga una disponibilità di cassa, per la copertura in caso di sinistri, 
pari a un certo ammontare, di cui non ci interessa sapere nel dettaglio la cifra. Se il totale dei 
danni, valido per tutti i clienti, è calcolato per un massimale di copertura pari al 50% della 
cassa, è chiaro che la compagnia potrà perdere soltanto la metà del valore posseduto in cassa. 
Dunque il suo fattore di esposizione è pari al 50%. 
Per quanto riguarda la frequenza, questa viene intesa come la media delle perdite in un arco 
temporale di un anno. Se, infatti, in un anno si hanno dieci perdite, la frequenza sarà di 10. 
Come dunque si può notare, l’ALE non è altro che una misura monetaria del rischio per un 
certo bene, data una potenziale esposizione di quest’ultimo a delle date minacce. 
In generale, il rischio quantitativo, come misura, è usato soprattutto in ambienti come quelli 
delle compagnie assicurative. Viene invece difficilmente utilizzato nell’ambito dei sistemi 
informativi, perché è molto difficile, in questi ambiti, misurare il valore di business degli asset 
. Per quanto riguarda il rischio qualitativo invece, questo mira a identificare e valutare i rischi 
                                                   
2
 Il ROI indica la redditività e l'efficienza economica della gestione caratteristica a prescindere dalle fonti utilizzate: esprime, cioè, quanto 





dove per Reddito Operativo si intende il risultato economico della sola Gestione Caratteristica, mentre per Totale degli Impieghi Caratteristici 
intendiamo il Capitale Investito, ossia l'Attivo Totale Netto meno gli Investimenti Extracaratteristici (investimenti non direttamente afferenti 
all'attività aziendale: es. immobili civili) 
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relativi secondo una data scala di priorità. Ad ogni tipo di rischio, viene affiancato un valore, 
che ne suggerisce la maggiore o minore criticità. In generale, la classificazione delle priorità 
viene data secondo usa scala di valori del tipo: basso, medio, alto o vitale, critico, importante. 
Anche il rischio qualitativo viene definito matematicamente, considerando tre tipi di variabili: 
asset value, vulnerabilità e minacce. Di sotto, viene data la formula, che non considera però un 
altro elemento chiave, determinante il valore di questo tipo di rischio, ovvero i controlli, che 
saranno più in là trattati. 
 
Rischio = Asset Value x Vulnerabilità x Minaccia 
 
 
Data la presente formulazione, la scala di rischio, viene calcolata in relazione al caso in esame 
e ai valori considerati. In generale, si definisce a partire dalle seguenti espressioni: 
 
Asset Value (Alto) x Vulnerabilità (Alta) x Minaccia (Alta) = Alto rischio 
 
Asset Value (molto basso) x Vulnerabilità (Alta) x Minaccia (Alta) = Basso Rischio 
 
 
La distinzione fra rischio qualitativo e rischio quantitativo risulta, per certi versi, connessa alla 
suddivisione esistente fra le diverse categorie di metodi per affrontare la nostra analisi. In 
effetti esistono due metodologie di risk analysis, ovvero quantitative e qualitative. Sarebbe 
quantomeno necessario, come attività preventiva all’analisi, capire quale scelta metodologica 
risulta più adeguata al caso trattato. Sicuramente, in un ambiente come quello dell’Information 
Tecnology e in un contesto come quello riguardante le attività da intraprendere per 
implementare un Disaster Recovery, il metodo qualitativo risulta il migliore. I vantaggi di una 
scelta simile sono evidenti soprattutto quando i beni, o i dati, non sono facilmente valutabili in 
termini economici, oppure quando la missione risulta particolarmente critica. Ancora, possiamo 
dire che si possono sfruttare queste tattiche, perché influenzano solo in misura minima la 
funzionalità della missione e hanno bassi costi di esecuzione. Al contrario, le metodologie 
quantitative, almeno inizialmente, risultano molto più costose, nonché più complesse, tuttavia 
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hanno il vantaggio che possono essere utilizzate a lungo termine, in quanto sono ripetibili, oltre 
che confrontabili. Questi strumenti permettono, nella pratica, di dare delle valutazioni 
economiche ai rischi, per cui sono utili quando si vogliono fare delle stime di perdita, sulla base 
del budget che si intende investire. 
 
3.1.2 Passi dell’analisi dei rischi 
 
 
Dopo la lunga premessa del paragrafo precedente, propedeutica per questa sezione, possiamo 
cominciare con la descrizione dei passi effettuati per compiere l’analisi. Una visione generale 
di come viene affrontato il problema, la si può avere anche dalla schematizzazione grafica, 
riportata nella prossima figura  (Figura 4.1.1).  L’immagine si focalizza sul procedimento 
dell’analisi, prendendo in considerazione anche gli input e gli output di alcune delle attività. In 
questa sede, noi descriveremo, passo per passo, il lavoro compiuto dagli analisti, per studiare 
“cosa” si deve proteggere, “quali” sono le minacce da cui difendersi, come difendersi e in cosa 
il sistema, o gli asset del sistema, risultano deboli, ovvero vulnerabili. Dire che un sistema è 
vulnerabile ad un certo attacco, significa che quell’attacco è in grado di impedirne il corretto 
funzionamento o addirittura di metterlo fuori uso. 
Il procedimento termina infine con il calcolo delle perdite ipotetiche, al caso pessimo, e la 
stesura dei report, con le opportune raccomandazioni, da riportare al management ( i report 
sono di documenti informativi, che gli analisti compilano e consegnano al management per 
rendere noti i risultati degli studi compiuti).  
Quella che abbiamo dato è solo una breve descrizione di tutto il procedimento effettuato dal 
team di analisi. Di seguito, riporteremo in sottoparagrafi, tutti gli step, approfonditi secondo il 
caso. Tali step sono riassunti nei seguenti elementi: 
 
1. identificazione degli asset; 
2. identificazione delle minacce; 
3. determinazione delle contromisure esistenti; 
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4. determinazione delle vulnerabilità; 
5. calcolo delle perdite; 




Figura 3.1.2 Rappresentazione grafica degli steps della Risk Analysis 
 
 
3.1.2.1 Identificaizione degli asset 
 
La figura mostra come prima attività, in alto a sinistra, l’identificazione degli asset, ovvero i 
beni che potrebbero essere esposti a minacce, che si vogliono tutelare. In generale è un passo 
tutt’altro che banale, in quanto prevede che siano effettuati degli studi anche in questo ambito. 
Di ogni asset, diventa, infatti, cruciale calcolare il valore economico: bisogna innanzitutto 
capire se un attacco su di esso può impattare altre risorse ad esso connesse, e se è più o meno 
critico per l’organizzazione. Inoltre bisogna analizzare di ogni asset, proprietà e locazione 
 44 
fisica. Tutto questo, perché ogni altra attività di assessment, si dovrà basare sugli asset che si 
vogliono più o meno tutelare. 
Come si vede nella figura, questa attività viene anche appellata col nome di System 
Characterizaion. Quest’attività include uno studio del perimetro del sistema, che mira a capire 
di quali risorse ed informazioni si costituisce.  In linea con quanto detto, vogliamo mostrare 
quali informazioni si ricollegano al sistema e devono essere prese in considerazione da coloro 






 Interfacciamenti con il sistema (connettività interna o esterna); 
 
 Informazioni e dati; 
 
 Persone di supporto all’utilizzo del sistema IT; 
 
 Mission del sistema (processi eseguiti dal sistema IT); 
 
 Sistema e criticità del sistema (il valore del sistema o l’importanza che questo 
detiene per l’organizzazione); 
 
 Sistema e sensibilità dei dati. 
 
Altre informazioni rilevanti, riguardanti l’ambiente operazionale, possono essere le necessità 
funzionali del sistema IT, quali sono i suoi utilizzatori, le policy 3 e l’architettura di sicurezza, 
la topologia della rete corrente, i dati sulla protezione dello storage, i controlli tecnici, operativi 
e manageriali sul sistema. Con storage intendiamo riferirci ai dati conservati in memoria 
permanente per esempio dischi fisici, associati a server dedicati per l’uso di immagazzinamento 
dati.  
                                                   
3
 Per policy si intende un insieme di regole di comportamento, normative suggerite, imposte, adottate da un sito oppure indirizzate 
agli utenti di un servizio o di una comunità virtuale. 
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Quando il sistema si trova ancora nello stadio di disegno, le informazioni sullo sviluppo 
possono essere tratte dal documento di requisiti o dal documento di progettazione.  Quando 
invece risulta in fase di sviluppo, è necessario determinare i ruoli chiave nella sicurezza e gli 
attributi che il futuro sistema dovrà possedere. Per quanto riguarda invece l’IT operazionale, le 
informazioni vengono riprese dal suo ambiente di produzione, includendo dati sulla 
configurazione del sistema, sulla connettività, sulle pratiche e procedure.  
In ultima analisi, vorremmo riportare una breve introduzione dei metodi di raccolta delle 
informazioni, normalmente utilizzate in azienda. Qui in basso viene dato appunto un elenco 
delle suddette, con una breve descrizione a fianco. 
 
 Questionari: sono formulari redatti dagli analisti che lavorano al risk assessment e 
raccolgono tutta una serie di domande riguardanti i controlli operazionali e 
gestionali, che sono stati pianificati e sono utilizzati per il sistema IT. Normalmente 
i documenti vengono distribuiti al management, tecnico e non, di supporto al 
sistema, per ottenere le informazioni rilevanti che poi andranno esaminate;  
 
 Interviste sul posto: sono interviste che gli analisti operano nei confronti del 
personale di gestione, con lo scopo di collezionare informazioni utili sul sistema IT. 
Queste informazioni riguardano in genere la sicurezza fisica, ambientale e 
operazionale; 
 
 Document Review: è una tipologia di raccolta dati basata sulla documentazione 
esistente, di cui si usufruisce per effettuare dei controlli che si ritengono utili. 
Normalmente si prendono in considerazione le policy (documenti legislativi, 
direttive), la documentazione di sistema (guide, manuale di amministrazione) e la  
documentazione relativa alla sicurezza; 
 
 Uso di tool di scanning automatico: è una procedura attraverso la quale dati 
vengono raccolti in modo efficiente per mezzo di metodi tecnici di tipo pro-attivo, a 
partire da valida documentazione di tipo cartaceo o elettronico. 
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3.1.2.2 Identificaizione delle minacce 
 
 
In questa fase, come suggerisce il nome che abbiamo usato per indicizzarla, vengono 
identificate le minacce possibili, per gli asset a rischio, e di esse viene fatta una analisi per 
determinare le perdite che potrebbero causare. Inoltre, si effettua generalmente una stima, in 
grado di suggerire quanto spesso è probabile che esse accadano. 
Fra le varie minacce prese in considerazione, nell’insieme vengono incluse le seguenti: 
 
 Accessi non autorizzati; 
 Divulgazione di informazioni; 
 Malfunzionamento del servizio; 
 Punti di accesso; 
 Sistemi non configurati correttamente; 
 Bachi nel software; 
 Minacce interne. 
 
In generale una minaccia viene definita come “una forza potenziale che può degradare la 
confidenzialità, l’accuratezza o la disponibilità della rete o del sistema”.(Security Risk 
Analysis and Management, white paper by B.D.Jeckins, Countermeasures,inc). 
Occore notare che le minacce possono essere umane(intenzionali o non intenzionalo) o 
ambientali(naturali o artificiali) e su ognuna di queste tipologie sono applicabili i seguenti 
assiomi (B. D. Jenkins, Countermeasures, Inc.): 
 
Assioma 1: la stessa popolazione di minacce esiste per tutti i tipi di reti e sistemi. 
 
Postulato 1: la popolazione di minacce è infinita nel numero e nella varietà. Ogni 
minaccia appartenente alla popolazione occorrerà ad una frequenza incontrollata e 
non determinata.  
 
Assioma 2: la frequenza di accadimento di una minaccia non può essere alterata. 
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Postulato 2: un’alterazione apparente della frequenza dell’accadimento di una 
minaccia è in realtà l’alterazione dell’impatto, avuta tramite l’uso di opportune 
contromisure. Le contromisure riducono il livello di vulnerabilità e non alterano 
invece la frequenza di una minaccia.   
 
L’identificazione prevede una sorta di selezione delle minacce con una più alta probabilità e 
con un impatto decisamente più importante. Sicuramente si possono affiancare allo studio 
anche dei dati storici, su attacchi passati, per vedere il loro effetto sul sistema in esame. Altri 
dati utilizzabili possono provenire anche da fonti diverse, quali agenzie di intelligence, mass-
media ecc.. 
In genere, questa fase dell’analisi produce sempre un documento scritto, riportante le minacce, 
con le relative definizioni, e i razionali, per cui vengono incluse nell’insieme ristretto dei 
pericoli gravanti sull’IT aziendale. Nell’immagine di sopra, quanto detto si traduce nella threat 
statement, che può anche essere una lista delle potenziali fonti di minaccia.  
Molti governi e organizzazioni hanno identificato alcune minacce standard, ormai note al 
mondo manageriale. Per questo le industrie si stanno dotando di sistemi per la rilevazione delle 
intrusioni e stanno inoltre collezionando, in maniera costante, dati su eventi di sicurezza, 
migliorando così la capacità di valutazione delle informzioni. Le fonti di informazioni, come 
accennato in figura, includono: 
 
 Agenzie di intelligence (Federal Bureau of Investigation’s National Infrastructure 
Protection Center); 
 
 Federal Computer incident Response Center(FedCIRC); 
 
 Mass Media, con particolare riferimento alle fonti web-based (SecurityFocus.com, 
SecurityWatch.com, SecurityPortal.com, SANS.org). 
 
In basso, viene riportata una tabella del NIST, rappresentante le principali fonti delle minacce, 




[Figura 3.1.2]  Minacce raggruppate secondo origine.  Per ogni gruppo, vengono riportate 
motivazioni e azioni dannose, che possono essere apportate al sistema.  Fonte: Risk 
Management guide for Information technology Systems, Nist (National Institute of Standards 
and Technology) 
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3.1.2.3 Contromisure Esistenti 
 
In letteratura, le contromisure sono definite come le azioni che riducono il livello di 
vulnerabilità degli asset, nei confronti di minacce esterne o interne. Generalmente sono 
suddivise in due tipologie: le required (necessarie) e le dicretionary (discrezionali). Le 
tipologie appena elencate suggeriscono quasi l’esistenza di una gerarchia di priorità, fra le 
scelte che possono essere attuate, per la salvaguardia del sistema che si intende difendere.  
Le Required Countermeasure, indicano, infatti, scelte che devono improrogabilmente essere 
implementate, vista l’importanza degli asset da salvaguardare, e sono in qualche modo dettate 
da provvedimenti che possono essere tracciati da regole scritte o regolamenti in genere. A 
questo proposito può essere preso in considerazione il caso dello storage di dati sensibili, i 
quali vengono copiati in locazioni alternative, al fine di prevenire la perdita di informazioni. In 
questo caso, appunto, le azioni di backup sono compiute tenendo presente le procedure di 
sicurezza, adeguatamente definite per tale situazione.  
Per quanto riguarda invece le contromisure discrezionali, possiamo dire che queste non sono 
propriamente dettate da esigenze imprescindibili, quanto piuttosto sono scelte facoltativamente 
dai “decision maker”. Le contromisure di tipo facoltativo, intervengono soprattutto nei casi in 
cui le required countermeasures non sono in grado di ridurre la vulnerabilità al livello di 
tollerabilità decretato dal DAA, Designated Accreditation Authority, ovvero l’entità che ha 
l’autorità di assumersi la responsabilità formale di addurre operazioni a un sistema, 
mantenendo un livello di rischio accettabile. In poche parole, le contromisure discrezionali 
servono a portare le vulnerabilità ad un livello considerato “accettabile”. 
Entrambe le tipologie, appena discusse, sono incluse nell’attività iniziale di raccolta dati e su di 
esse è applicabile il seguente assioma(B. D. Jenkins, Countermeasures, Inc): 
 
Assioma 4: tutte le contromisure hanno la stessa vulnerabilità; 
 
Postulato 4: se tutte le contromisure presentano delle vulnerabilità, non è mai possibile 
raggiungere un livello di vulnerabilità pari a zero. Questo implica inevitabilmente, che 
il rischio non può mai essere pari a zero.  
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Secondo l’Assioma 4, dunque, quando si cerca di ridurre il rischio, anche attraverso l’apporto 
di contromisure discrezionali a quelle necessarie, accade che il livello di vulnerabilità non 
viene mai portato a zero. La misura restante, dopo i molteplici tentativi di ridurre la 
vulnerabilità, viene detta rischio residuale e descrive, in un certo modo, una misura 
dell’accettabilità di un rischio.  Il suo valore viene determinato durante l’ultima fase del 
processo di assessment, la quale porta ad identificare: 
 
 Le aree che hanno un’alta vulnerabilità e un’alta probabilità che la minaccia sia 
effettiva; 
 
 Tutte le contromisure necessarie, non in-place. 
 
I punti identificati dalla fase conclusiva del processo di assessment, hanno un’importanza 
strategica, in quanto permettono di decretare le scelte più opportune nella difesa del sistema, e 
sono inoltre input necessari per la selezione di contromisure addizionali. Questo passo ha 
pienamente a che fare con l’identificazione del metodo migliore per ridurre il rischio residuale 
fino ad un livello accettabile.  Per fare questo, viene calcolato un trade-off ogni qual volta viene 
implementato una contromisura addizionale. Un trade-off in questo caso può essere un costo, 
una misura di convenienza, il tempo o un misto dei precedenti 
Esiste un ulteriore assioma che in genere viene applicato al rischio residuale, in linea con i 
tentativi atti a ridurlo. 
 
Assioma 5: un livello di vulnerabilità accettabile può essere ottenuto attraverso 
l’implementazione di contromisure; 
 
Postulato 5: esistono contromisure tali per cui è possibile raggiungere qualsiasi livello 
di vulnerabilità, scelto in modo arbitrario da colui che la sta implementando; 
(B. D. Jenkins, Countermeasures, Inc).  
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Questo step include anche, per le contromisure discrezionali, la valutazione di una scelta su 
un’altra. Il che suggerisce una forma di calcolo che si avvicina molto al Roi, return on 
investment.  
 
3.1.2.4 Determinazione delle vulnerabilità 
 
 
Una vulnerabilità è definita come una condizione di debolezza, tale per cui è possibile che si 
creino situazioni facilmente sfruttabili da una o più minacce.  
L’identificazione delle vulnerabilità associate al sistema è un altro step importante nell’analisi 
dei rischi e consiste, oltretutto, nella produzione di un documento, un elenco, di tutte quelle 





Vulnerabilità Threat Source  Threat Action 
Il firewall della compagnia 
permette il telnet in entrat e 
l’ID guest è abilitato sul server 
XYZ 
Utenti non autorizzati 
(hackers, ex-impiegati, 
terroristi) 
Usare il telnet per connettersi 
al server XYZ e fare il 
browsing dei file di sistema 
con l’ID guest 
Il Vendor ha identificato dei 
difetti di sicurezza 
nell’architettura del sistema e 
non è stata applicata nessuna 
patch 
Utenti non autorizzati 
(hackers, ex-impiegati, 
terroristi) 
Ottenere l’accesso non 
autorizzato ai file di sistema 
sensibili, basandosi sulle 
vulnerabilità conosciute 
 
Tabella 3.1.1 Relazioni tra Vulnerabilità e Minacce. Fonte: Risk Management guide for Information 




In generale le vulnerabilità presenti dipendono dalla natura del sistema e dalla fase in cui si 
trova il “System Development Life Cycle”. Infatti, se il sistema IT non è ancora stato 
disegnato, la ricerca delle vulnerabilità deve ricadere sulle politiche di sicurezza 
dell’organizzazione, sulle definizioni delle necessità del sistema e sulle analisi in merito alla 
sicurezza dei prodotti adottati. Se il sistema è in fase di implementazione invece, 
l’identificazione delle vulnerabilità deve essere espansa a più informazioni, come le 
caratteristiche di sicurezza pianificate, presenti nella documentazione relativa al disegno di 
security, e i risultati di certificazioni e valutazioni dello stesso tipo. In ultima analisi, se il 
sistema IT è già operativo, il processo di identificazione delle vulnerabilità deve includere 
l’analisi delle caratteristiche di sicurezza e i controlli, di tipo tecnico e procedurale, effettuati 
con funzione di protezione.  
Solitamente, per l’individuazione delle vulnerabilità, sono raccomandati metodi quali: 
 
 l’uso delle fonti di vulnerabilità; 
 test sul sistema di sicurezza; 
 sviluppo di una check-list (un elenco) di requisiti di sicurezza.  
 
Per quanto riguarda l’uso delle fonti, le vulnerabilità di tipo tecnico, e non, possono essere 
individuate anche attraverso tecniche di raccolta delle informazioni, come interviste o ricerche. 
È possibile anche rivisitare altre risorse industriali, ottenere informazioni da internet, circa le 
vulnerabilità conosciute, pubblicate dai vendor stessi, riguardo certe misure per rimediare alle 
vulnerabilità presenti. Fonti di vulnerabilità documentate includono: 
 
 precedenti documenti di risk assessment per il sistema IT considerato; 
 reportistica riguardante verifiche sul sistema, anomalie, rivisitazioni di sicurezza, 
test e stime; 
 liste di vulnerabilità, come per esempio quelle contenute nel database del NIST 
(National Institute of  Standards and Technology); 
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 avvisi provenienti da fonti ufficiali o dai vendor stessi; 
 analisi di sicurezza effettuate sul sistema software. 
I test sulla sicurezza possono essere invece utilizzati per identificare le vulnerabilità del 
sistema, in base alla criticità dell’IT e delle risorse disponibili. Questa metodologia di 
identificazione include i seguenti test:  
 
 Tool di scanning automatico delle vulnerabilità: viene usato per fare lo scan di 
un gruppo di host, o di una rete per servizi, per riconoscerne le vulnerabilità (si 
pensi a servizi che permettono il trasferimento di file via FTP). Chiaramente 
alcune di queste vulnerabilità potenziali potrebbero non rappresentare reali rischi 
per il sistema, infatti, lo svantaggio di questo metodo è proprio quello di creare 
“falsi” allarmi. 
 
 Test e valutazione della sicurezza: è un metodo che include lo sviluppo e 
l’esecuzione di un piano di test (che include script, procedure, risultati aspettati). 
Lo scopo del test è quello di verificare se i controlli di sicurezza implementati per 
il sistema sono effettivamente funzionanti, quando sono applicati ad un ambiente 
operazionale. L’obiettivo è di assicurarsi che i controlli applicati rispettino le 
specifiche per il software e l’hadware, e implementino le politiche di sicurezza per 
l’organizzazione, o rispettino gli standard industriali.   
 
 Penetration testing: sono test utilizzati per rivisitare i controlli di sicurezza ed 
assicurare che le diverse sfaccettature del sistema siano sicure. Lo scopo è 
valutare la capacità del sistema a resistere agli attentati intenzionali, mirati a 
circuirne la sicurezza. Come si può notare da quanto detto, si utilizzano le fonti di 
rischio per identificare i potenziali nodi di fallimento presenti nello schema di 
protezione del sistema.   
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Un altro tipo di metodo, che può essere utilizzato, è la realizzazione di una checklist delle 
necessità di sicurezza. In genere è realizzata dal personale addetto al risk assessment, che 
determina le caratteristiche che il sistema deve avere e ne pianifica i controlli. Il documento è 
presentato sotto forma di tabella ed elenca gli standard basici di sicurezza, usati 
sistematicamente per identificare le vulnerabilità di determinati asset. Le aree incluse 
nell’analisi sono quelle di Management (i cui criteri di sicurezza dovrebbero basarsi 
sull’assegnamento delle responsabilità, sulla disponibilità per un supporto senza interruzioni, 
sulla capacità di rispondere agli incidenti, ecc.) e l’area Operativa (che dovrebbe includere 
attività di protezione della facility, controlli sugli accessi ai dati mediatici, ecc.) e quella 
Tecnica (la quale deve adottare criteri di sicurezza inerenti il controllo degli accessi, l’uso della 
crittografia, le comunicazioni sicure, ecc.). 
In fase finale il risultato della cheklist può essere utilizzato come input per una valutazione 
delle eventuali complicazioni. Questo processo identifica il sistema, il processo e le debolezze 
procedurali che rappresentano vulnerabilità potenziali. 
 
 
3.1.2.5 Calcolo delle Perdite 
 
L’ulteriore step dell’analisi prevede che sugli asset venga calcolata una misura della perdita, al 
manifestarsi di determinate minacce. L’impatto della perdita è calcolato come un valore 













LV  è il livello di vulnerabilità, 
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VT  è il valore della minaccia, 
SLE  è una stima della singola perdita, 
ALE è una stima della perdita annuale. 
 
Nel dettaglio, il calcolo delle perdite risulta essere un’attività compresa nella Business Impact 
Analysis. Approfondiremo meglio l’analisi degli impatti, anche in termini economici, nel 
prossimo paragrafo. In questa sede vogliamo soltanto riportare la modalità di calcolo della 
perdita, ricordando che la stima ottenuta va sempre confrontata con il costo di implementazione 
della soluzione, al fine di decidere se non sia più conveniente per l’azienda perdere ciò che già 




3.1.2.6 Reporting delle raccomandazioni 
 
A completamento dell’analisi dei rischi, viene, di norma, prodotto un documento (si veda come 
esempio il documento mostrato in figura 3.1.3) riportante tutti i controlli che devono essere 
effettuati, al fine di ridurre i rischi identificati e di alleggerire l’impatto che potrebbero avere 
sui sistemi più critici. L’obiettivo è quello di portare il livello di rischio del sistema ad un 
valore che possa essere accettabile per l’azienda.   
Il reporting dei suggerimenti sui controlli da intraprendere per mitigare il rischio dovrebbe 
sempre verificare le azioni raccomandate siano efficaci, allo stesso modo dovrebbe tener cono 
delle regole e delle legislazioni, delle politiche organizzative, degli impatti operazionali e 
dell’attendibilità di quanto detto. Tra l’altro, dal momento che l’attuazione dei suggerimenti 
può comportare un costo  anche  molto gravoso, deve essere sempre eseguita una cost-benefit 
analysis, ovvero una stima dei costi-benefici in grado di riportare dati economici circa il budget 





Figura 3.1.3: Esempio di Report per le Raccomandazioni sui controlli, posteriore alla 
Risk Analysis.  Fonte: NIST, Risk Management Guide for Information System 
Technology, Gary Stoneburner, Alice Goguen, and Alexis Feringa 
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3.2 Business Impact Analysis 
 
 
La Business Impact Analysis (più brevemente BIA), rappresenta un’altro passo importante del 
Risk Management ed è sicuramente un prerequisito essenziale per poter implementare una 
soluzione di Disaster Recovery. In questa sede si analizzano, infatti, gli impatti che l’esercizio 
di una minaccia, su una vulnerabilità, può comportare. Questo tipo di analisi solitamente 
implica una fase di raccolta di informazioni, riguardanti per lo più la mission del sistema, la 
criticità e la sensibilità dei dati. Lo scopo è quello di garantire l’integrità, la disponibilità e la 
confidenzialità del sistema. E per capire quanto questo è sensibile una soluzione può essere 
quella di interrogare gli owner dello stesso e tutti coloro che sono in possesso informazioni 
utili.  
 
3.2.1 Gli obiettivi di sicurezza nei sistemi 
 
Solitamente un impatto sul sistema, derivante dal manifestarsi di un evento avverso, si misura 
sempre come una perdita, intesa come il peggioramento di uno o più obiettivi di sicurezza, che 
sono appunto l’integrità, la disponibilità e la confidenzialità.  
La proprietà di integrità assicura che le informazioni possano essere modificate solo da chi ne 
ha il diritto. Quando modifiche non autorizzate sono apportate sul sistema IT si ha una perdita 
di integrità. Se non vengono effettuate delle correzioni sul sistema corrotto, può accadere che le 
intrusioni si manifestino di continuo e che alla fine esso si trovi in uno stato di inesattezza dei 
dati, con risvolti negativi che possono ricadere su frodi o che possono suggerire decisioni 
erronee. Ancora, la violazione di integrità può costituire il primo passo di un attacco in grado di 
vincere la disponibilità e la confidenzialità del sistema. 
La  confidenzialità è una proprietà che sta a indicare l’esclusività in lettura delle informazioni, 
solo per chi ha il diritto di accedervi. Un accesso non autorizzato alle informazioni aziendali 
può portare seri problemi anche a livello di sicurezza nazionale, in quanto viene violata la 
privacy dei dati. La perdita di confidenzialità può gravare sulla fiducia pubblica, può creare 
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imbarazzo per l’organizzazione e, nel peggiore dei casi, può comportare l’insorgere di azioni 
legali nei confronti della stessa.  
L’obiettivo di disponibilità indica che i dati possono essere letti e scritti ogni volta che viene 
richiesto, inoltre le risorse vengono rese disponibili solo per chi ha i diritti abilitati per l’uso. 
L’indisponibilità del sistema agli user abilitati può comportare seri problemi alla mission 
dell’organizzazione. La perdita delle funzionalità e dell’operatività del sistema, può comportare 
un costo in termini di tempo, incidendo sulle performance della parte di supporto cha affianca 
la mission aziendale.  
 
3.2.2 Impatti quantitativi e qualitativi 
 
Alcuni impatti possono essere misurati quantitativamente, in termini di perdita nelle entrate, in 
costi per riparazioni del sistema o in effort (ovvero uno sforzo lavorativo) per correggere 
problemi derivanti da un evento disastroso: l’effort indica l’impegno lavorativo derivante dalla 
necessità di realizzare una qualche soluzione. Altri impatti non sono misurati con unità 
specifiche, ma possono essere qualificati o descritti in termini di gravità dell’impatto stesso. 
Una distinzione che si fa di solito è, infatti, quella fra alto, medio e basso impatto, che 
descriviamo in basso. 
 
Alto: indica un impatto molto gravoso, in termini di perdite, altamente costose, dei 
maggiori asset e delle maggiori risorse. Può anche indicare l’esercizio di particolari 
vulnerabilità che possono apportare impedimenti alla mission e agli interessi 
dell’organizzazione. Nel caso pessimo può sottolineare perdita di vite umane all’interno 
dell’organizzazione, o serie ingiurie, le quali possono dipingere negativamente 
l’immagine aziendale.  
 
Medio: indica un impatto di livello modesto, risultante in perdite tangibili di asset o 
risorse. Può anche riferirsi ad un tipo di evento gravante sulla missione, sulla 
reputazione o sugli interessi dell’organizzazione. 
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Basso: suggerisce un impatto meno gravoso, che può sfociare nella perdita di risorse 
meno importanti o può gravare, comunque ad un livello più basso, sulla missione, sulla 
reputazione o sugli interessi dell’organizzazione. 
 
Dal momento che gli impatti possono avere una dimensione qualitativa e una quantitativa, 
anche gli assessment sono caratterizzati dalla stessa distinzione. Effettuare un tipo di 
valutazione piuttosto che un’altra può andare incontro a vantaggi, o svantaggi, a seconda dei 
casi. Sicuramente il vantaggio consistente nell’uso di un’analisi qualitativa deriva dal fatto che 
questa dà priorità ai rischi e identifica le aree per le quali devono essere fatte repentine 
modifiche di miglioramento, per ridurne la vulnerabilità. Lo svantaggio dell’analisi qualitativa 
è che non fornisce delle misure con dati numerici per capire la grandezza dell’impatto.  
Per quanto riguarda l’analisi quantitativa, questa può essere vantaggiosa perché fornisce 
proprio una misura della gravosità dell’impatto, che può essere quindi utilizzata per realizzare 
un’analisi di tipo cost-benefit. Gli svantaggi derivano invece dal fatto che, dal momento che 
esiste una dipendenza da un range di numeri, che esprimono appunto le misure, il significato 
dei risultati può essere poco chiaro e può richiedere successivi studi di comprensione e 
interpretazione. In questo tipo di analisi possono essere inclusi anche fattori quali: la stima 
della frequenza con cui una minaccia può effettivamente verificarsi entro uno specifico arco di 
tempo, i costi approssimati per ogni evento, altri fattori basati su analisi soggettive, relative ad 
impatti specifici. 
 
3.2.3 La Risk-Level Matrix 
 
La determinazione degli impatti, derivanti dall’attività di una minaccia su asset particolari, è 
comunque sempre veicolata dall’evento, oltre che dal sistema preso in esame. Quanto detto 
significa che criticità del sistema e gravità dell’evento sono i fattori di studio che vengono presi 
in considerazione per effettuare tutti questi studi. L’analisi degli impatti non può mai trascurare 
le probabilità di manifestazione degli eventi, né può essere condotta su tutti gli eventi, di fatti 
deve essere fatta una selezione dei rischi (azione questa della risk analysis). Se ora 
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consideriamo un particolare sistema IT, sottoposto a una precisa minaccia, vedremo che la 
gravità è calcolata dall’impatto di rischio e dalla probabilità che esso si manifesti. Uno 
strumento utilizzato, proprio per effettuare calcoli di tipo quantitativo è la matrice di livello di 
rischio (Risk-Level Matrix). Nella tabella 3.2.1 è appunto riportato un esempio dello strumento 
con una dimensione 3x3 (nella realtà la dimensione può essere variamente estendibile e di 
solito raggiunge dimensioni maggiori).  
Come si vede, l’impatto del rischio viene stimato sulla probabilità del suo accadimento: tale 
probabilità è compresa nell’insieme [0,1]. 
Il livello di rischio viene considerato elevato (alto) quando esiste una forte necessità di 
apportare delle misure correttive alle vulnerabilità del sistema. Tali misure devono tra l’altro 
essere prontamente messe in atto, a partire da un piano precedentemente scritto. 
Rischi di livello medio sono quelli tali per cui il piano delle modifiche correttive deve essere 
implementato in un periodo di tempo prontamente accettabile.  
Quando si parla infine di rischi di basso livello, si intende descrivere quei rischi per cui il DAA 
si trova nello stato di dover ancora decidere se  vanno effettivamente messe in atto delle 




Tabella 3.2.1 : Level-Risk Matrix, Fonte: NIST, Risk Management Guide for 
Information System Technology, Gary Stoneburner, Alice Goguen, and Alexis Feringa 
 
Come abbiamo visto, la BIA determina in poche parole la misura degli impatti che eventi 
dannosi possono avere sul sistema. L’impatto viene sempre calcolato sulla stima della 
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probabilità che tale evento si verifichi. I risultati dati dalla Business Impact Analysis risultano 
essere fondamentali per lo step successivo del risk management, ovvero il Risk Mitigation, in 
cui si decidono le azioni da intraprendere e se intraprenderle. Rimandiamo al prossimo 
paragrafo l’approfondimento di tale argomento. 
 
 
3.3 Il Risk Mitigation 
 
 
Il Risk Mitigation è la fase che mira a capire quali controlli devono essere o meno effettuati per 
ridurre i rischi. Dal momento che eliminare completamente il rischio è un impresa 
impraticabile, è solitamente compito del senior management decidere come agire, secondo un 
approccio mirato ad incontrare la soluzione meno costosa per l’organizzazione, che abbia allo 
stesso tempo minimi impatti negativi.  
 
3.3.1 Approcci al problema 
 
La metodologia è solitamente seguita dal senior management per ridurre i rischi della missione 
e può essere portata avanti attraverso la scelta di una delle opzioni esistenti. Il senior 
management può, infatti, limitarsi ad effettuare una risk assumption, per decidere se accettare 
il rischio potenziale oppure implementare dei controlli finalizzati semplicemente a ridurlo ad 
un livello accettabile. Un’altra opzione che può essere utilizzata è il risk avoidance, mirata ad 
eludere il problema attraverso l’eliminazione delle cause o delle conseguenze del rischio.  
La risk limitation è un’altra possibilità, che consente di implementare controlli per la 
minimizzazione degli impatti, dovuti all’esercizio di una minaccia. Ancora una possibilità può 
essere quella di appoggiarsi ad un risk planning, per la gestione dei rischi attraverso una 
politica di attribuzione di priorità ai controlli e di successiva manutenzione e implementazione. 
Attraverso l’opzione di research and aknowledgement è possibile ridurre il rischio attraverso 
la ricerca delle vulnerabilità e dei controlli atti a ridurle. Infine, come ultima opzione, è 
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possibile condurre una risk trasference, per spostare il rischio usando alternative, quali 
l’acquisto di polizze assicurative, per compensare le perdite.  
Chiaramente, poiché i controlli comportano un costo che a volte può essere superiore al danno, 
causato da una minaccia, il management dovrebbe sempre domandarsi se vale o meno la pena 
effettuare la risk mitigation. Anche in questo contesto è dunque opportuno pensare alla 
strategia più adatta, per affrontare il problema, riducendo i costi e minimizzando la perdita. A 
questo proposito, lo schema in figura 3.3.1 mostra le regole secondo cui può essere perseguita 
la strategia di mitigazione del rischio. Di fatti, essa suggerisce che, se esiste una vulnerabilità o 
una perdita che induca debolezza nel sistema, dovrebbe essere implementata una qualche 
tecnica in grado di ridurre la probabilità che la vulnerabilità venga esercitata. Quando invece si 
ritiene che una vulnerabilità possa essere esercitata, devono essere applicate delle opportune 
protezioni, dei disegni architetturali o dei controlli amministrativi per minimizzare il rischio, o 
per prevenire che esso comporti qualche impatto. Ancora, se il costo di un attacco, effettuato da 
un attentatore con intenti negativi, è minore di un guadagno potenziale è allora chiaro che 
l’applicazione di protezioni mirate a scoraggiarne la motivazione, possono essere una valida 
strategia. Infine, se la perdita prevista è troppo grande, allora si applicano delle protezioni, 




Figura 3.3.1 Fonte: NIST, Risk Management Guide for Information System 
Technology, Gary Stoneburner, Alice Goguen, and Alexis Feringa 
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3.3.2 I controlli di sicurezza 
 
All’interno della problematica del risk mitigaton può essere inserita facilmente la questione 
inerente tutti i controlli. I controlli sono suddivisi solitamente in più categorie e più nel 
dettaglio tale suddivisione include i punti riportati in seguito. 
 
Controlli di sicurezza tecnica 
Sono controlli rivolti alla difesa di minacce che possono infettare l’architettura di 
sistema. In merito, vengono coinvolte discipline ingegneristiche, package di sicurezza, 
hardware e software, ecc.. In genere si usa distinguere i controlli tecnici in macro 
categorie: controlli di supporto, per implementare altri controlli (a questa macro classe 
appartengono tutti i meccanismi di identificazione, management delle chiavi 
crittografiche, amministrazione della sicurezza, protezione del sistema); controlli di 
prevenzione(autenticazione, autorizzazione, rafforzamento dei controlli all’accesso, 
comunicazioni protette, privacy nelle transazioni); scoperta e ripristino dei gap della 
sicurezza (contenimento e scoperta delle intrusioni, prove di integrità, ripristino dello 
stato di sicurezza, scoperta ed eliminazione dei virus). 
 
Controlli di sicurezza manageriale 
Questo tipo di controlli sono implementati in congiunzione con i controlli tecnici e 
operazionali, per ridurre il rischio di perdita gravante sulla mission aziendale. I controlli 
si focalizzano soprattutto sulle politiche di sicurezza, sulle linee guida e sugli standard, 
oltre che sulle procedure operazionali. Anche qui i controlli si suddividono in 
macroclassi: preventive, detection, recovery. 
 
Controlli di sicurezza operazionale 
Sono controlli mirati a correggere difetti operazionali che possono essere facilmente 
fonti di minaccia. Metodi e procedure per l’implementazione di controlli operazionali 
sono utilizzati per assicurare la consistenza nella sicurezza, ovvero si garantisce che le 
operazioni di security siano davvero efficaci, nei confronti di qualsiasi tipo di attacco. 
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Anche in questo ambito esiste una suddivisione in controlli della prevenzione (controlli 
di accesso ai dati, controlli sui virus che affettano il software, salvaguarda delle facility, 
limitazione nella distribuzione esterna dei dati, maggiore attenzione al backup ecc.) e in 
controlli di “detection” (che servono a fornire la sicurezza fisica e dell’ambiente dove si 
trova tutto l’equipaggiamento).  
 
3.3.3 La Cost-Benefit Analysis 
 
Mitigare il rischio, o eliminarlo, o apportare semplicemente delle azioni di protezione, 
comporta sempre un costo, che per certi versi può essere superiore al guadagno che 
l’organizzazione può avere dalla protezione implementata. Per questo motivo, per ogni 
controllo, viene effettuata una Cost-Benefit Analysis, al fine di determinarne la fattibilità. Si 
tratta di uno studio mirato a confrontare i benefici che si ottengono ad implementare una 
soluzione atta a ridurre il rischio contro i costi sostenuti per tale implementazione.  
La Cost-Benefit Analysis può essere di tipo qualitativo o quantitativo. Il suo scopo, come si 
può evincere da quanto detto, è dimostrare che i costi di implementazione dei controlli sono 
giustificati dal fatto che il livello di rischio è effettivamente ridotto. Per esempio, 
un’organizzazione può decidere di non voler disporre un budget di 1000 euro per un controllo 
che riduce il rischio di una perdita di soli 200 euro. 
La cost-benefit analysis include delle particolari attività, quali: 
 
 La determinazione degli impatti per implementare o migliorare i controlli; 
 Determinare l’impatto che si ottiene non implementando tali controlli; 
 Stima dei costi dell’implementazione, i quali possono includere: 
 Acquisti hardware e software; 
 Costo di implementazione per policy e procedure addizionali; 
 Costo per l’assunzione di personale temporaneo, per 
l’implementazione di policy, procedure e servizi; 
 Costi di training; 
 65 
 Costi di manutenzione;  
 La valutazione dell’implementazione dei costi e dei benefici verso il sistema e 
la criticità dei dati, per determinare l’importanza di implementare nuovi 
controlli per una organizzazione, data dai loro costi e dall’impatto relativo. 
 
Per spiegare come funziona questo tipo di analisi prendiamo, come esempio, 
un’organizzazione che possiede un certo sistema X, il quale processa e memorizza dati che 
consistono di una certa sensibilità. Dal momento che il programma di audit, a protezione dei 
tali dati sensibili, non è ancora implementato, si deve decidere se effettuare il provisioning sul 
sistema, o no. In poche parole ci si chiede: “quanto è conveniente, in termini economici, 
fornire al sistema X una componente di verifica?”. Secondo quanto enunciato prima, vengono 
eseguiti i seguenti passi: 
 
 Determinazione degli impatti per implementare il sistema di audit: le features 
permettono all’amministratore della sicurezza del sistema di monitorare le 
attività degli utenti, ma rallenta le performance del sistema, che hanno 
conseguenza anche sul rendimento degli utenti. 
 
 Determinazione degli impatti dati dalla mancata implementazione del sistema: 
le attività degli utenti e le violazioni potrebbero non essere monitorate e 
tracciate, non vi è dunque controllo di sicurezza per la protezione della 
confidenzialità dei dati e della mission dell’organizzazione. 
 Stima dei costi per l’implementazione del sistema di verifica: 
Costo di abilitazione delle feature     Euro       0 
Staff addizionale per la review delle performances    Euro 10.000 
Training (configurazione e produzione dei report)    Euro   1.000 
Addizione del software di reporting di audit    Euro   3.400 
Manutenzione per anno      Euro   1.200 
Totale stimato       Euro 15.600 
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Generalmente spetta ai manager decidere se implementare o meno i controlli. Una volta 
valutato l’impatto, si procede con il processo decisionale, seguendo delle regole che si 
possono considerare più o meno standard: 
 
- se il controllo riduce i rischi più di quanto si necessita, allora sicuramente 
possono esistere delle alternative meno dispendiose; 
- se il controllo costa più della riduzione del rischio fornita, allora di trova 
qualcos’altro; 
- se il controllo non riduce sufficientemente il rischio, allora si cerca di avviare 
più controlli contemporaneamente o si provvede ad un controllo diverso; 
- se il controllo fornisce una riduzione del rischio sufficiente ed ha un costo 
accettabile, allora si provvede alla sua implementazione. 
 
In conclusione, possiamo dire che uno studio circa l’analisi dei rischi e degli impatti gravanti 
su alcuni sistemi, ritenuti critici, culmina sempre nella fase di risk mitigation, ovvero il 
momento decisionale in cui realmente si stabilisce se implementare o no una soluzione 
adeguata, per ridurre il rischio. Una decisione positiva si traduce con lo sviluppo di una 
soluzione di recovery, o di continuity, e con la redazione di un piano d’azione con cui stabilire 








Riassumendo, in questo capitolo si è parlato dei principali temi del Risk Management, i quali 
vengono poi inclusi nel contesto della Business Continuity. In particolare l’analisi dei rischi ha 
lo scopo di individuare possibili minacce esterne e interne, e di sottolineare su quali beni 
aziendali esse possono risultare maggiormente gravose. L’analisi degli impatti determina 
invece le priorità dei beni e cerca di capire quali conseguenze potrebbero derivare 
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dall’esercizio delle minacce individuate sui beni indicati. È infine con la risk mitigation che si 
decide, attraverso un’analisi di tipo costo-beneficio, se provvedere alla mitigazione del rischio, 
oppure lasciare  i beni individuati protetti, sulla base sulle considerazioni di convenienza, che 






























4. IL DISASTER RECOVERY 
 
 
Eventi di portata catastrofica, come l’uragano Katrina nel 2005 e l’11 Settembre 2001, hanno 
messo in luce l’importanza del Disaster Recovery, quale necessità previdenziale per il 
mantenimento in vita del business di un’organizzazione. La perdita temporanea di un servizio 
può avere un costo molto elevato e condurre anche al fallimento dell’azienda. 
 Il Disaster Recovery si può definire come l’insieme delle azioni necessarie al ripristino di un 
sistema, a seguito di un disastro. Tutte queste azioni, necessarie al riavvio delle attività, che 
permettono la riattivazione dei servizi sono di norma,inserite in un piano, il DR Plan. Questo 
descrive tutti gli step utili a ristabilire il servizio, anche se il sistema è stato danneggiato in 
modo permanente, da un disastro. L’importanza del disaster recovery plan deriva dal fatto che 
un simile piano è in grado di ridurre i costi delle operazioni e soprattutto il tempo di ripristino 
delle attività, consentendo la sopravvivenza di dati e applicazioni vitali per l’azienda. 
In questo capitolo verrà trattato il Disaster Recovery, sia come pianificazione strategica, sia 
come risoluzione operativa dei problemi che si pongono nel momento in cui una perdita grave 
nel sistema IT, dovuta ad un guasto accidentale, incide sul business di un’organizzazione. 
Innanzitutto definiremo più accuratamente il  Disaster Recovery e parleremo dei tratti generali 
che lo caratterizzano. A seguire si descriveranno i punti chiave del management del Disaster 





4.1 Il Disaster Recovery, una soluzione per la Business  Continuity 
 
 
Il Disaster Recovery (o più brevemente DR) può essere definito come una delle possibili 
soluzioni per la continuità operativa a seguito di un disastro che può essere contemplata in un 
piano di Business Continuity. Come tale, la soluzione riguarda la garanzia di continuità del 
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business, anche in presenza di casi estremi, dove il disastro coincide con un evento catastrofico 
che ha come conseguenze la perdita permanente di dati, applicazioni e infrastrutture che 
reggono l’attività. 
Il Disaster Recovery fornisce le procedure e l’infrastruttura tecnica per mantenere attivi i 
servizi critici in caso di indisponibilità della infrastruttura IT che li eroga. L’approccio è quindi 
di tipo reattivo, perchè le attività pianificate e le strutture vengono messe in atto a seguito 
dell’evento e  non hanno natura preventiva ma risolutiva. 
Un Disaster Recovery è implementato da un’organizzazione quando l’attività di business, si 
appoggia su dati, applicazioni e infrastrutture la cui perdita può compromettere l’intero 
business. Quando questi elementi vengono a mancare, è necessario che esistano strutture 
alternative su cui far ripartire le attività. L’obiettivo di un DR è quello di garantire la 
sopravvivenza del business e di pianificare come lo stesso debba permanere. La sopravvivenza 






Figura 4.1.1: fasi logiche del disastro e del ripristino di un CED su un sito 
alternativo. Fonte: CNIPA, Business continuity per la Pubblica 




Nella Figura 4.1.1 si  mostra un esempio di  stadi logici che caratterizzano le fasi previste da un 
Disaster Recovery a partire dal disastro, e cioè lo studio di una soluzione, la preparazione di un 
sito di recovery e il recupero di dati perduti nell’incidente. 
I sistemi di un’organizzazione possono consistere di applicazioni e dati più o meno critici in 
quanto detentori di un valore economico particolarmente importante. Solitamente la criticità dei 
sistemi, come visto in precedenza, viene determinata attraverso un’analisi dei rischi, precedente 
alla definizione della strategia e al Recovery Planning (si vedano in merito i capitoli 2 e 3). 
 
Quando accade che un incidente rende indisponibili particolari servizi (si immagini una intera 
città o regione impossibilitata di effettuare chiamate telefoniche in quanto l’operatore non è 
disponibile), l’organizzazione richiede non solo il ripristino della attività cessata, ma anche che 
il tempo, in cui il tutto viene riesumato, sia incluso entro un definito arco. Il tempo è un fattore 
di estrema importanza, quando si tratta di far ripartire le normali attività. Quando l’azienda è in 
stato di fermo subisce delle perdite economiche ogni minuto, per cui si capisce bene come sia 
importante riprendere le attività in un tempo immediato.  
  
Quanto appena detto introduce due aspetti importantissimi del Disaster Recovery, ovvero il 
Recovery Time Objective e il Recovery Point Objective, che come vedremo diventano fattori 
estremamente vincolanti  nella definizione di un DR.  
 
L’RTO (Recovery Time Objective) viene definito come il tempo massimo tollerabile 
per il pieno recupero dell'operatività di un sistema, a seguito dell’avvenimento di un 
disastro: è il tempo che intercorre fra l’evento disastroso e quello in cui viene 
ripristinato il sistema. 
È necessario, che l’RTO  sia fissato a seguito della analisi di tipo Business Impact. Se 
invece, per motivi diversi, a livello “Corporate” (dunque a livello direzionale), non è 
stata richiesta un’opportuna analisi BIA, l’RTO viene definito in funzione della criticità 
del sistema applicativo considerato (DR minimale), tenendo conto delle linee guida 





Figura 4.1.1: la freccia temporale che indica il tempo intercorrente tra il momento 
del disastro e quello in cui il sistema viene completamente ripristinato 
 
 
L’RPO (Recovery Point Objective ) rappresenta il periodo di tempo massimo che può 
intercorrere tra l'ultimo salvataggio dati e il momento di blocco del processo. Fornisce 
una misura della massima quantità di dati che il sistema può perdere a causa di un evento 
di disastro. Tali dati sono appunto quelli prodotti nel periodo successivo a quello 




Figura 4.1.2 : la freccia temporale indica il tempo intercorrente tra il momento in 




Solitamente RTO e RPO sono stimati in termini di tempo, dunque ore, giorni o, in casi meno 
importanti, mesi. Sono due elementi di peso nella definizione della strategia, in quanto 
definiscono delle soglie di tempo, sia per il ripristino che per il salvataggio, da spendere per il 











Punto ultimo in cui il dato 








compatibili con le soglie di RTO e RPO richieste dai requisiti, stabiliti in base alla criticità dei 
sistemi in esame. 
Nella definizione di una soluzione di Disaster Recovery risulta essenziale che vengano 
considerati altri due aspetti importanti: i livelli possibili di disastro, la criticità dei sistemi e 
delle applicazioni. 
La classificazione della criticità dei sistemi prevede che siano individuate quattro possibili 
categorie, in base all’importanza delle attività svolte da ognuno di essi. I sistemi possono essere 
classificati secondo le definizioni seguenti: 
 
Critici  Sono sistemi per i quali le funzioni relative non possono essere sostituite 
facilmente, neanche con mezzi uguali. Per questa categoria di sistemi, si 
ritiene che neanche i metodi alternativi manuali possano essere efficaci. 
Tra l’altro, in caso di interruzione, la tolleranza sul tempo di fermo 
risulta essere estremamente bassa, per cui il costo stimato è, 
conseguentemente, molto elevato. 
Vitali  Sono sistemi per cui le attività relative possono essere svolte anche 
manualmente, se per un breve periodo di tempo. Un’interruzione di 
questi sistemi è maggiormente tollerata, rispetto al caso precedente, 
dunque anche il costo è minore. In generale, queste funzioni possono 
essere attivate entro pochi giorni: hanno infatti una riattivazione inclusa 
in un breve intervallo di tempo. 
Delicati  Sono sistemi per cui le funzioni possono essere svolte anche 
manualmente e per i quali un interruzione è maggiormente tollerata, 
anche se per un certo periodo di tempo. Questo non significa tuttavia 
che il loro ripristino non debba essere eseguito, in quanto le attività 
compiute da questi sistemi sono comunque molto difficoltose, con un 
impegno elevato in termini di numero di risorse.  
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Non-critici Tali sistemi tollerano l’interruzione anche per un lungo periodo di 
tempo, con un costo molto basso, o quasi nullo, per l’azienda. Anche lo 
sforzo di riavvio risulta essere molto modesto. 
 
Quando si valutano le applicazioni o i sistemi in base alla loro criticità devono essere tenuti da 
conto alcuni fattori. Innanzi tutto si deve tenere presente il periodo dell’anno in cui il disastro 
può accadere, in quanto la criticità delle applicazioni (software di sistema e dati) può variare in 
un certo arco di tempo: il servizio internet, ad esempio, è in media utilizzato maggiormente 
durante il periodo invernale, piuttosto che quello estivo, per cui un’assenza di disponibilità in 
quella stagione è tollerata meno. 
Un piano d'emergenza deve prevedere il ripristino di tutte le funzioni aziendali e non solo del 
servizio ICT (Information and Communication Technology) centrale. Per la definizione del 
DRP (Disaster Recovery Plan), devono essere valutate le strategie di ripristino più opportune 
su:  
 siti alternativi; 
 metodi di back-up  
 sostituzione degli equipaggiamenti; 
 ruoli e responsabilità dei team.   
 
Quando un servizio elaborativo risulta indisponibile per un periodo di tempo prolungato, a 
causa di un disastro imprevisto, si considera in genere l’eventualità di utilizzare una strategia 
di ripristino su un sito alternativo. Le strategie sono comunque diverse e variano da caso: 
verranno trattate meglio in seguito, in questo contesto si può dire che rientrano comunque 








In questo paragrafo viene descritto il percorso attraverso cui matura il management di un 
Disaster Recovery all’interno di un’organizzazione. La parte gestionale è infatti essenziale 
affinché la proposta di soluzione risulti efficace.  
Le linee guida fornite dalla Gartner definiscono una serie di passaggi attraverso cui condurre il 
management di un recovery. 
In questo paragrafo la realizzazione di una soluzione organizzata di recovery verrà descritta nel 
contesto di diversi stadi di crescita o maturità aziendale, riportati nei sottoparagrafi seguenti 
 
 
4.2.1 Primo Stadio: inesistenza di un piano o presenza di un piano archiviato 
 
 
In questo primo punto si assume che l’organizzazione non possegga alcun piano di recovery, o 
che il piano esista, ma che sia stato realizzato in passato per essere poi archiviato e non più 
mantenuto, né tanto meno testato. In questo stadio viene inclusa anche la possibilità che 
esistano dei piani di DR, ma che coprano solo in parte il sistema o i dati di cui il business 
dell’azienda necessita. In tale sede, il rischio per le operazioni di business è sempre molto 
elevato. Da ciò deriva il bisogno di implementare una soluzione di Disaster Recovery che può 
comportare un lavoro di una durata di 6-12 mesi, durante la quale è possibile capire al meglio 
quali esigenze sono richieste.  Al fine di portare l’organizzazione del DR ad un livello 
successivo, sono in genere considerati driver importanti quali: 
 
 Le dipendenze significative che il business detiene nei confronti dell’IT, laddove, 
soprattutto in tempi recenti, l’Information Technology ha assunto un ruolo 
predominante nei profitti delle organizzazioni; 
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 La coscienza dell’importanza di gestire un piano di DR da parte della direzione 
esecutiva, incrementando i livelli di gestione e dotazioni di bilancio finalizzati al 
Disaster Recovery. Solitamente l’idea di focalizzarsi sul management di un piano di 
Recovery avviene a causa di interruzioni di alto profilo e di eventi meno visibili (si 
pensi a interruzioni di attività a livello locale o regionale ). 
 
Aziende che possono essere classificate come “stagnanti” allo stadio zero, sono quelle che 
possibilmente hanno realizzato una prima stesura di DR, ma che infine non hanno mai 
effettuato nessuna verifica, né nessun test, per cui sono rimaste a questo livello. In genere 
questo stadio include anche organizzazioni che non hanno stanziato fondi per il DR o nuove 
aziende che non hanno ancora riposto l’attenzione sul management del DR o le cui entrate non 
sono sufficienti per il mantenimento e lo sviluppo di una strategia di Disaster Recovery. 
 
 
4.2.2 Secondo Stadio: il DR pensato in termini di progetto 
 
In questo stadio, avviene l’assemblaggio di un project team, per comprendere i driver del 
management del DR, al fine di determinare le mancanze esistenti nell’organizzazione, e per 
definire gli investimenti da effettuare al fine di realizzare un piano. È proprio in questo punto 
che l’organizzazione capisce che esiste la reale esigenza di implementare un Disaster 
Recovery.  
Di solito a questo stadio è riconducibile anche l’esecuzione della BIA (almeno in fase iniziale), 
per la determinazione delle criticità dei processi chiave dell’azienda. La Business Impact 
Analysis è condotta formalmente in termini di progetto. L’output di questa analisi, sotto forma 
di un insieme di processi di business documentati e scritti in relazione al loro livello di criticità, 
è in grado di definire, per i sistemi di business, le soglie di RTO e RPO. Una griglia che 
classifica i requisiti dei sistemi, sulla base dell’output risultante dalla BIA, è riportato in basso 
(Figura 4.2.1): l’immagine mostra tra l’altro una suddivisione dei sistemi, secondo quattro tier 
di criticità; la maggior parte delle organizzazioni presentano un numero di classi che varia da 
tre a cinque.  
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La prima classe rappresenta i sistemi più critici, cioè quelli che hanno un impatto importante 
sui ricavi dell’azienda e sulle funzionalità che si interfacciano con il cliente. Generalmente i 
sistemi di back-office sono considerati meno critici, in quanto non hanno un impatto diretto con 
la clientela finale. Il back office è la parte di un'azienda che comprende tutte le attività proprie, 
come il sistema di produzione o la gestione, il suo nome deriva dal fatto che questo lato 






Figura 4.2.1 :  Fonte Gartner: How to Conduct a Disaster Recovery Management Self- 
Assessment, John P Morency, Donna Scott 
 
 
Il passo successivo, a seguito della BIA, è la valutazione del rischio (risk assessment) dei 
sistemi considerati “molto critici”, con lo scopo di eliminare preventivamente i pericoli, che 
possono comunemente manifestarsi, e di accrescere, nello stesso tempo, il livello di  
disponibilità dei processi di business (si vedano a proposito i paragrafi 3.1 e 3.2 del terzo 
capitolo).  
 77 
La valutazione del rischio conduce infine ad un’altra fase, quella della determinazione della 
strategia, che mira a definire la tecnologia specifica, i processi e i servizi alternativi, i quali 
abilitano l’organizzazione al supporto dei propri obiettivi di recovery. 
Una volta che sono conosciuti i costi, si cerca il giusto modo per ridurre la spesa dovuta al DR, 
anche a costo di influire sulle performance: è chiaro che non si rinuncia comunque al 
soddisfacimento dei requisiti stimati.  
 
 
4.2.3 Terzo Stadio: il DR pensato in termini di processo 
 
In questo stadio, l’implementazione della soluzione di Disaster Recovery, o Business 
Continuity, avviene in modo più dettagliato e formale: il management ha come driver 
l’evoluzione delle attività di business già attive e la loro integrazione con quelle in 
programmazione. I processi della Business Impact Analysis vengono formalizzati annualmente 
e i requisiti di DR sono definiti già durante i primi passi dei progetti, riguardanti lo sviluppo di 
nuove applicazioni e di nuove infrastrutture. Diventa sempre più importante possedere 
un’organizzazione del DR più formale, per assicurare un approccio di tipo “life cycle”, che 
include: 
 
 Testing regolare del piano, con una frequenza minima di due volte l’anno, e 
comunicazione dei risultati; 
 
 Miglioramenti incrementali del piano per ridurne i difetti; 
 
 Miglioramento dell’efficacia attraverso l’applicazione di risultati ottenuti dagli esiti 
di test precedenti; 
 
 Allargamento dell’ambito del piano di test, basandosi sui risultati della BIA, al fine 
di comprendervi all’interno anche processi di business addizionali e applicazioni il 
cui ripristino non era supportato precedentemente; 
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 Crescita della partecipazione dei responsabili dei processi di business, quando 
l’ambito si allarga. I responsabili sono infatti in grado di fornire requisiti aggiuntivi 
e possono essere parte attiva in fase di testing. 
 
Il management ha maggiore considerazione delle interdipendenze esistenti fra i vari processi, 
relativi alle IT. La formalizzazione delle attività e dei processi gestionali è sicuramente 
maggiore ed esiste anche una precisa distribuzione delle responsabilità manageriali. Il 
management del Disaster Recovery diventa una funzione aziendale effettiva all’interno 
dell’organizzazione IT. Le responsabilità in questo ambito possono essere definite dal Business 
Continuity Manager (BCM), il quale tipicamente risiede al di fuori dell’organizzazione e si 




4.2.4 Quarto Stadio: il DR ad integrazione dei processi chiave 
 
In questo livello la concezione di Business Continuity è assodata all’interno 
dell’organizzazione. La BC è una necessità: diventa la risoluzione su cui si focalizza l’impresa, 
per conglobare in un'unica soluzione i vari sistemi IT di cui vuole garantire la disponibilità 
continua. 
Il management della BC è un processo formale, incluso nell’organizzazione aziendale, ed esiste 
una vera e propria pianificazione, con un plan associato ad essa. All’interno del piano si 
includono cinque componenti:  
 
 Business recovery; 
 Business resumption; 
 Disaster recovery; 
 Contingency plan; 
 Crisis Management. 
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Da un punto di vista del DR, risulta sempre più importante la disponibilità dei processi 
aziendali, per cui i test sono molto più sofisticati e le questioni circa sviluppo non interessa solo 
i membri del team interno, ma deve includere la partecipazione dei customer, degli elementi di 
supporto e dei partners. Più che mai è qui posta un’ulteriore enfasi sui risultati positivi dei test, 
incrementando la frequenza di consegna di report sugli stessi, e sull’evoluzione in dettaglio dei 
piani. 
In poche parole, in questo stadio, si può dire che il testing è un processo continuo e che i piani 
sono ininterrottamente rivisitati per ottimizzare i processi di management e di tutti quelli che 




4.2.5 La problematica del DR nelle aziende 
 
Un’indagine del Gartner (How to Conduct a Disaster Recovery Management Self-Assessment 
,John P Morency, Donna Scott) dimostra come, fra cento organizzazioni esaminate, un’alta 
percentuale di queste abbia già considerato l’idea di appoggiarsi formalmente a soluzioni di 
Disaster Recovery, con livelli di management molto elevati. Osservando, infatti, la figura 4.2.2, 
si nota come lo schema a forma di torta riporta fette amplificate per aziende con stadi di 
gestione di DR già avanzati, mentre solo una piccolissima percentuale non conosce la 
problematica. 
Attualmente, come visto, non si può dire che la totalità delle organizzazioni presenti possieda 
una soluzione di Recovery o che la conosca. La cultura della sicurezza in questo campo si è più 
propriamente diffusa a seguito di disastri tristemente noti in tutto il pianeta, per la gravità dei 
danni apportati. Oltre a questo la diffusione della Business Continuity e del Disaster Recovery 
ha avuto le sue ragioni nella crescente evoluzione delle tecnologie e nella sempre più pressante 
dipendenza delle organizzazioni nei confronti dell’IT.  
Alcuni dati, provenienti da indagini statistiche (fonte Gartner), affermano che negli ultimi dieci 
anni, negli USA, i tornado hanno causato circa 102 emergenze.  
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In California, il terribile terremoto del 94 ha causato danni per l’equivalente di 6 miliari di 
euro. Sempre negli Stati Uniti un’azienda su quattro ha dichiarato di avere affrontato un 





Figura 4.2.2: grafico rappresentante l’adozione della gestione del DR da parte delle 
aziende esaminate. Fonte Gartner: How to Conduct a Disaster Recovery Management 
Self-Assessment ,John P Morency, Donna Scott (Luglio 2007) 
 
 
Attualmente in USA solo il 68% delle aziende possiede un Business Continuity Plan e solo il 
55% di esse lo ha formalmente approvato. L’87% delle organizzazioni effettua backup 
giornalieri e il 20% ha un RTO di meno di 24 ore, anche se la verifica su questo numero è stata 
fatta solo per il 44% di esse. 
Il 64% delle imprese non è preparato a disastri che coinvolgono la loro connessione WAN, il 
25% non ha previsto la continuità nemmeno per le connessioni LAN. 
Oggi su cinque aziende, colpite da un disastro di ampia portata, due non riescono a riaprire, una 






anti-disastro all’interno delle aziende. Alcune di queste motivazioni sono date dai seguenti 
punti: 
 
 Requisiti di legge (Dlgs 196 ad esempio); 
 “Due diligence”4; 
 Basilea-25; 
 Problematiche assicurative; 
 Problematiche di certificazione di bilancio fiscale; 
 Obblighi verso gli stakeholders. 
 
 
Altra ragione per cui alcune aziende, con una cultura non incentrata sulla sicurezza, o meglio 
non coscienti dell’importanza del Disaster Recovery, decidono di non investire  
su una soluzione preventiva, contro gli attacchi, è dovuta al forte investimento che il progetto 
comporta. Dal momento che le spese sono notevoli, talvolta le aziende possono essere 
disincentivate dall’implementazione di tale soluzione. In merito a quanto detto, mostriamo in 
figura 4.2.3 la curva costi-garanzia di continuità, che dà una visione generale di come 
all’aumentare della spesa, si può assicurare un miglior ripristino delle attività o una migliore 
implementazione della soluzione.  
                                                   
4
 In finanza la due diligence indica quell'insieme di attività svolte dall'investitore, necessarie per giungere ad una valutazione finale, 
analizzando lo stato dell'azienda, compresi i rischi di eventuale fallimento dell'operazione e delle sue potenzialità future. Consiste nell’analisi 
di tutte le informazioni relative all’impresa oggetto dell'acquisizione, con particolare riferimento alla struttura societaria e organizzativa, al 
business e al mercato, ai fattori critici di successo, alle strategie commerciali, alle procedure gestionali e amministrative, ai dati economico-
finanziari, agli aspetti fiscali e legali, ai rischi potenziali, ecc. 
 
5 Basilea 2 è un sistema di regole volte ad assicurare la stabilità patrimoniale delle banche a garanzia dei depositi dei loro clienti. 
E' definito Basilea 2 in quanto rappresenta l'evoluzione di una prima serie di regole varate dal Comitato di Basilea per la 
Vigilanza Bancaria (composto dai governatori delle Banche Centrali dei Paesi aderenti). Le nuove regole definiscono gli standard 
di stabilità patrimoniale delle banche che i legislatori nazionali devono prevedere nelle normative dei singoli Stati in relazione 
all'attività di erogazione del credito. In base a tale accordo, le banche devono stanziare un "capitale di vigilanza" proporzionale al 
rischio che assumono erogando credito. Fonte internet: www.opendotcom.it/basilea-2/approfondimento.aspx 
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Attualmente, le aziende che utilizzano piani di Recovery e di IT Continuity, tendono ad adottare 
soluzioni di tipo tecnico che convergono nell’uso di tecnologie che prevedono un uso distinto 
dei sistemi di front-office e back-office: in questo modo, i sistemi sono scollegati e se uno viene 
attaccato, il suo malfunzionamento non intacca l’altro. Sempre più si usano inoltre soluzioni di 
tipo SAN (Storage Area Network, ovvero aree dedicate alla memorizzazione dei dati, connesse 
in remoto ai server che elaborano invece le informazioni) e di clustering (un cluster è un 
insieme di computer connessi tramite una rete telematica, con lo scopo di distribuire una 
elaborazione molto complessa tra i vari computer componenti il cluster), al fine di ridurre i costi 
per la business continuity.  
 
 
Figura 4.2.3: Equilibrio tra garanzia di continuità e costi. Fonte: CNIPA 
Business continuity per la PA, Ing. Gianfranco Pontevolpe 
 
 
Come accennato, le moderne tecnologie hanno incentivato la realizzazione di soluzioni di 
recovery, favorendo la continuità e contenendo i costi. 
Le tecniche usate per l’implementazione di un DR verranno comunque meglio approfondite nei 
prossimi paragrafi, per cui rimandiamo alle pagine successive per approfondimenti. 
 
4.3 Tecniche di Disaster Recovery 
 
Una delle fasi fondamentali, riguardanti l’implementazione del Disaster Recovery, è la scelta 
della strategia di recovery da utilizzare, la quale come già detto è  molto vincolata dal risultato 
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della BIA.  Per esempio il tempo di recovery, individuato durante l’analisi degli impatti, 
costituisce una delle driving force nella determinazione del tipo di ripristino tecnico che si deve 
utilizzare. 
La scelta della strategia da utilizzare è l’output di un vero e proprio processo decisionale. Nel 
prossimo paragrafo spiegheremo appunto questo processo attraverso cui si sviluppano le 
strategie. A seguire, analizzeremo le varie opportunità esistenti, considerate dalle 
organizzazioni, prima di esprimere qualsiasi decisione. 
 
 
4.3.1 Il processo di sviluppo di una strategia di recovery 
 
La determinazione delle strategie di recovery, come accennato in precedenza, coinvolge 
l’inclusione di una serie di azioni predefinite, implementate per rispondere in modo adeguato 
all’interruzione imprevista e inaccettabile delle attività di business. Quello che si vuole fare, in 
tale sede, è stabilire prima di tutto un timeframe (un arco di tempo) che possa essere adeguato 
al ripristino delle operazioni critiche di business. Le riflessioni sul tempo di indisponibilità di 
servizio, nonché di ripristino, devono anche congiungersi con quelle relative ai requisiti sulle 
risorse (personale, sistemi, strumenti hardware, supporto nella comunicazione ecc.) e 
all’identificazione di tutte le alternative disponibili.  
Lo sviluppo di una strategia, come si può ben capire, è sempre relativo ad una serie di 
riflessioni pre-decisionali sviluppate lungo una serie di passi. Riportiamo in basso le azioni 
mediante cui si portano avanti questi passi. Infatti è necessario: 
 
1. Documentare di tutti i costi e delle strategie; 
 
2. Valutare i costi per ogni servizio esterno. Anche l’RFP (Request for Proposal, ovvero 
una richiesta di offerta ai venditori di un servizio o un prodotto), nei confronti dei 
vendors esterni, rientra in questa  attività, che comprende gli obiettivi di recovery, i  




3. Sviluppare accordi scritti, come responsabilità, necessità di recovery, costi, opzioni di 
testing; 
 
4. Valutare le strategie di riduzione del rischio e di reintegrazione del sistema, nel caso di 
una totale perdita della facility; 
 
5. Identificare le misure di riduzione del rischio e la revisione delle priorità di ripristino; 
 
6. Documentare le strategie di recovery e la loro presentazione al management per 
ottenere commenti e approvazioni. 
 
 
In letteratura vengono indicate diverse  e consolidate strategie standard , che verranno discusse 
e descritte  per categorie nei prossimi paragrafi. 
 
4.3.2 Le strategie di Recovery 
 
In questo paragrafo vogliamo fornire una visione di quelle che sono le possibili strategie da 
applicare ai casi specifici.  Ognuna delle tecniche utilizzate non è mutuamente esclusiva, tanto 
più è possibile l’uso congiunto di più strategie insieme. È necessario anche specificare che si 
tratta di strategie di ripristino, quindi di modalità attraverso cui deve essere riportato in vita il 
sistema, a seguito del disastro. Solitamente, la perdita permanente di dati viene prevenuta con 
backup preventivi, in grado di agevolare l’organizzazione nel processo di riesumazione delle 
attività, dopo il verificarsi di un disastro. 
Nei sottoparagrafi a seguire, tratteremo le tecniche riguardanti i problemi indicati in basso: 
 
 Business recovery; 
 Facility and supply recovery; 
 User recovery; 
 Technical recovery; 
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 Data recovery. 
 
Le diverse strategie si focalizzano sui differenti elementi che possono necessitare di essere 
ripristinati. Ciò sta a sottolineare il fatto che non sono solo le strutture informatiche e i dati a 
dover essere recuperati, ma anche una serie di elementi, quali il luogo di lavoro e le stesse 
attività operanti, che devono essere ridisposte per la normale esecuzione delle attività. 
La figura  4.3.1 mostra una panoramica su quanto verrà illustrato in questa sezione.  Le 
strategie sono illustrate in uno schema ad albero dove vengono disegnate le tecniche incluse in 




Figura 4.3.1: la schematizzazione delle strategie di recovery possibili, con gli elementi a 
ciascuno collegati. 
 
4.3.2.1 Strategie di Business Recovery 
 
Questo tipo di strategia mira a proteggere le funzioni di business e a salvaguardarle in caso di 
disastro. Il focus è posto sulle risorse critiche, per le singole funzioni di business, e sull’MTD 
(maximum tolerable downtime) ovvero il tempo massimo in cui l’attività di business può 
restare in stato di fermo, calcolato in fase di BIA. Essenziale anche la stima delle criticità delle 
Subscription Services   
 
Reciprocal or mutual aid agreement 
 




























funzioni soggette al rischio e di quanto tempo esse possono essere non-disponibili, senza creare 
un danno eccessivamente gravoso per l’organizzazione. Le strategie di business recovery hanno 
lo scopo di capire e determinare quali sono gli elementi in grado di riportare in vita le attività di 
business, dopo che queste sono state accidentalmente interrotte.  
L’output, risultante dalla definizione di una strategia di questo tipo, coincide con l’elencazione 
delle linee guida, in grado di guidare operativamente il personale nella ripresa delle normali 
attività. Quanto determinato dallo sviluppo della strategia è riassumibile nei prossimi punti. Di 
fatto essa è in grado di definire: 
 
 le unità di business critiche e le funzioni associate; 
 
 le componenti necessarie per i sistemi IT critici, calcolate per ogni funzione 
(hardware, software, elementi necessari per le funzioni di telecomunicazione); 
 
 le procedure di connettività per le infrastrutture IT(LAN,WAN); 
 
 l’attrezzatura critica e le esigenze di supporto ad ogni funzione di business ( quindi 
il numero di workstation necessarie, i server, le linee telefoniche ecc.  ); 
 
 gli spazi d’ufficio essenziali per ogni unità di business, per ognuna delle quali si 
considera, di norma, il minimo spazio necessario e il minimo numero di impiegati 
che possono essere locati fisicamente in tale spazio; 
 
 il personale adatto per ogni unità di business. Per uno specifico arco di tempo, ad 
ogni funzione, viene assegnato un valido numero di risorse; 
 
 il reindirizzamento del servizio mail, delle chiamate vocali e delle reti di dati sul 
sito di recovery; 
 
 l’interdipendenza fra funzioni di business; 
 
 lo storage off-site; 
 
 i vendors di servizi. 
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4.3.2.2 Strategie di Facility and Supply Recovery  
 
Le strategie di facility e supply recovery hanno lo scopo di definire il miglior piano d’azione 
per ripristinare le facility di esercizio. Per facility si intende un edificio che offre un 
determinato servizio o che viene utilizzato per un determinato settore dell’azienda. 
Questo tipo di strategia include la determinazione delle procedure di recovery, per attivare 
l’uso di siti alternativi, calcolando di questi lo spazio, gli elementi che servono a garantirne la 
sicurezza, la protezione antincendio, le infrastrutture tecniche e altro. 
Per lo sviluppo di tali strategie, necessariamente si devono coprire alcuni punti fondamentali, 
quali i seguenti: 
 
 Determinare il minimo spazio di recovery per le unità di business critiche, come le 
aree di lavoro e le sale conferenza; 
 
 Determinare le necessità di spazio fisico anche per le risorse stimate come meno 
critiche; 
 
 Determinare le necessità di sicurezza nei siti di recovery. Si tratta per esempio di 
stazioni di sorveglianza, controlli sull’accesso fisico alla facility ecc.; 
 
 Determinare le misure di prevenzione antincendio, come sistemi di fire-detection o 
di repressione del fuoco; 
 
 Determinare l’attrezzatura indispensabile per la facility; 
 
 Determinare i bisogni infrastrutturali, come la necessità di costruzioni, di linee 
elettriche o telefoniche, ecc.; 
 
 Definire altre utilità d’ufficio. 
 
Una volta definiti tutti gli elementi necessari, si passa alla predisposizione fisica del sito 
alternativo, disponendo tutti gli elementi necessari al suo avvio, qualora un incidente induca 
l’organizzazione a trasferire su di esso le normali attività. Per quanto riguarda il ripristino della 
 88 
facility primaria, invece, per essa si predispone semplicemente un piano d’azione, da eseguire 
solo dopo l’evento avversoe si dota l’organizzazione di elementi utili alla ricostruzione del sito. 
Gli elementi sono chiaramente definiti in precedenza, come indicato dall’elenco puntato, e 
scritti sul piano di recovery. 
    
 
4.3.2.3 Strategie di User Recovery  
 
Sono strategie che mirano a suggerire al personale quali azioni perseguire in caso di guasto. 
Proprio per questo motivo si pone insistentemente il focus sui manuali delle procedure, sulle 
informazioni “vitali”, contenute nelle basi di dati, e anche sulle misure di ripristino. Infatti, 
proprio l’esistenza di un manuale rappresenta un modo per identificare quali processi avviare 
durante il periodo di guasto. Inoltre suggerisce al personale, quali sono gli elementi che 
detengono una certa criticità e su cui quindi va mantenuta una certa attenzione. 
Un elemento critico, nella definizione di una strategia di tipo user recovery, è stabilire i metodi 
che mantengono i record della base di dati, in maniera tale che l’informazione possa essere 
facilmente ed efficacemente aggiornata nel formato elettronico, quando il servizio viene 
ripristinato. 
Gli item da considerare includono riflessioni circa il possibile compimento manuale di alcuni 
processi e la probabile perdita di dati o transazioni. Si considera dunque come potrebbe essere 
tracciato il tutto su record o carta. Inoltre è necessario capire quali sono le modalità per 
conservare e reperire, se distrutti accidentalmente, i record vitali.  
Altre analisi, effettuate per il disegno della strategia, si basano su bisogni specifici per gli 
impiegati, come trasporti o ogni tipo di necessità logistica (come ad esempio la necessità che 
l’amministratore del database stia fisicamente vicino al server che lo contiene), e le procedure 
di notificazione. 
Nello specifico il piano non deve dimenticare i seguenti punti: 
 
 L’implementazione di un manuale delle procedure; 
 89 
 Lo storage dei record vitali(come per esempio quelli reltivi a informazioni sul 
personale o su questioni mediche); 
 
 La disposizione di procedure di notificazione del personale; 
 La disposizione dei trasporti per gli impiegati; 
 Le sistemazioni per gli impiegati. 
 
4.3.2.4 Strategie di Technical Recovery  
 
Sono strategie che definiscono tecniche alternative per il recupero di componenti critiche, siano 
esse data center o elementi dell’infrastruttura di rete. Il recovery tecnico è sempre rafforzato da 
un processo antecedente di pianificazione delle attività e delle risorse da predisporre, a tutela di 
componenti fortemente critiche, come quelle citate. Generalmente vengono redatti piani per 
Data Center, Rete e Telecomunicazioni, di cui riportiamo in basso una breve descrizione. 
  
 Data center recovery: si tratta per lo più di un piano che fornisce le linee guida per 
rispondere ad un disastro gravante sul sito primario, ovvero quello su cui si 
esercitano tutte le attività di routine dell’azienda. Questo documento mira a 
predisporre una serie di attività per il riavvio repentino del sito. Nel piano si  
riportano inoltre le responsabilità, la check-list, ovvero l’elenco che indica una serie 
di azioni da eseguire,  e ogni elemento infrastrutturale o applicativo su cui si pone 
una esigenza di ripristino. Anche per la redazione di questo piano viene 
preventivamente effettuata un’analisi dei rischi, cercando di capire la probabilità e 
la frequenza con cui le minacce individuate si possono manifestare. Oltre all’analisi 
dei probabili incidenti che possono manifestarsi sulla facility, viene anche condotta 
una valutazione dell’entità del probabile danno. Il processo sfocia infine nello 
sviluppo di un BCP Plan, quando il tempo stimato, per il ripristino delle attività, 
eccede il massimo tollerabile.  
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 Network and communications Recovery planning: è una pianificazione delle 
attività inerenti il recupero dei sistemi di rete. È un compito che, di norma, è 
suddiviso fra le singole funzioni aziendali, oppure viene direttamente svolto in siti 
alternativi. Come prima cosa, si determina quali sono le necessità da soddisfare per 
supportare la rete e si provvede al rifornimento dell’ hardware (computer, 
periferiche ecc.). Per quanto riguarda invece il sistema delle comunicazioni, può 
essere necessario fornire una lista dell’hardware utile e una lista di ciò che si ritiene 
necessario per la connessioni dei device (le periferiche) utili al disaster recovery. 
Altro focus importante viene posto sui tipi di link esistenti fra i siti locali 
dell’organizzazione, dunque reti telefoniche e di servizi.   
 
 Telecommunications recovery: anche qui si tratta di un tipo di pianificazione atta 
a predisporre quanto è necessario per rispristinare in tempi brevi le comunicazioni, 
dopo un’interruzione imprevista. In questo contesto tipiche check-list da compilare 
devono includere informazioni sui sistemi telefonici usati, sulle componenti LAN e 
sui sistemi di sicurezza fisica. 
 
Le strategie tecniche sono le stesse riassunte nello schema di Figura 4. come visto sono quattro 
e sono illustrate in seguito, ordinate secondo numerazione.  
 
1) Subscription services 
Sono servizi che forniscono una facility alternativa a quella primaria, con l’obiettivo di 
permetterne il recovery. Questi siti possono essere di differenti tipologie: Hot, Warm, Cold e 
Mirror. 
 
 Hot Site: è un sito già completamente configurato a livello hardwar e software, 
dunque pronto per essere utilizzato da un servizio in qualsiasi momento.  Questa 
sua caratteristica lo rende prontamente operativo, con un RTO stimato in termini di 
ore, nel caso un servizio ne faccia richiesta. L’hotsite ha inoltre il vantaggio di 
supportare guasti di breve e lungo periodo. Per contro, non permette il test 
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operazionale, inoltre non dà disponibilità immediata delle risorse necessarie. 
Anche i costi di gestione sono più elevati rispetto a quelli relativi ad una facility 
primaria, in quanto è necessario, per garantire immediata disponibilità, mantenere 
un processo sempre attivo di manutenzione, in modo che il secondary site risulti in 
linea con quello originale. 
 
 Warm Site: è un sito non dissimile dall’hot site, in cui tutto l’hardware è già 
predisposto per il recovery, ma nessun back-up di dati e informazioni è stato 
effettuato. Tutto ciò permette all’organizzazione di evitare tutti i costi di 
manutenzione delle applicazioni, i costi di istallazione e altri tipi di spese, che 
invece gravano sull’hot site. Vantaggi di questo tipo di facility sono dovuti al fatto 
che la disponibilità è garantita per lunghi periodi di tempo e che si presta per 
configurazioni hardware meno comuni. Ciò che invece può essere svantaggioso è 
che le risorse di cui si necessita potrebbero non essere disponibili, nel momento in 
cui si decide di trasferire l’attività sul sito secondario. 
 
 Cold site: è uno spazio privo di ogni attrezzatura tecnica, a cui l’azienda può 
decidere di appoggiarsi per impiantare le macchine e installare le applicazioni di 
base. Ha il vantaggio che la decisione di quali macchine predisporre è lasciata 
interamente all’azienda. In questo senso risulta molto più economico rispetto alle 
precedenti tipologie. 
 
 Mirror site: si tratta di un sito alternativo, completamente equipaggiato di 
funzionalità e di hardware, nonché di linee di comunicazione, in grado di 
processare ogni transazione, concorrentemente al sito primario. Fra sito primario e 
secondario esiste una rete ad alta velocità, per supportare le operazioni di 
mirroring. L’uso di un sito tale viene in genere associato ad una strategia che 
utilizza la ridondanza, proprio perché si ha una duplicazione di risorse e di 
attrezzature in una facility alternativa: non per niente il termine mirror significa 
appunto “specchio”. La ridondanza si dimostra particolarmente vantaggiosa per 
aziende con funzioni di business ad alto rischio. Infatti, in caso di disastro, non può 
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esserci alcuna perdita e l’RTO ha un valore talmente basso da avvicinarsi alla 
soglia di zero minuti. Per contro, proprio il fatto che si ha una duplicazione del sito 
e delle risorse, risulta essere una soluzione particolarmente dispendiosa, non solo 
dal punto di vista della realizzazione, ma anche dal punto di vista della 
manutenzione. 
 
2) Reciprocal o Mutual Aid Agreements 
Un altra strategia di recovery può essere implementata a partire da accordi di aiuto reciproco, 
fra compagnie dello stesso tipo. Ovviamente, perché questo tipo di metodo funzioni, è 
necessario che entrambe le compagnie detengano un hardware e un software simile. Tutto ciò 
comporta bassi costi, o addirittura nessuna spesa, per entrambe le organizzazioni. Tuttavia, 
nonostante i costi limitati, un’alternativa simile può presentare anche parecchi svantaggi. 
Innanzitutto i rapporti fra le due aziende devono essere legalizzati e questo non avviene 
sempre, inoltre, a volte, può capitare che le aziende si trovino in difficoltà, in quanto devono 
gestire non solo le proprie attività, ma anche quelle derivanti dall’azienda partner. Ancora, 
queste strategie risultano utili per gestire, al più, situazioni di guasto con una breve durata 
temporale, possono creare  problemi di sicurezza durante le operazioni che avvengono fra le 
aziende e, infine, hanno soltanto un minimo supporto tecnico, amministrativo e logistico. 
Per tutte queste ragioni, queste strategie non vengono quasi mai adottate: è difficile che una 
facility con sistemi informativi riesca a risolvere le proprie necessità e quelle di un’altra 
organizzazione. 
 
3) Multiple Processing Center 
Si tratta di una soluzione il cui disegno prevede la distribuzione delle attività locali in più 
centri di processing in-house (ovvero in loco), compatibili tra loro. In questo modo si 
incrementa la capacità dell’azienda di distribuire il lavoro su più macchine e di rispondere in 
modo più efficace alle richieste del momento. Il fatto che tutti i centri siano in-house consente 
inoltre di avere il supporto amministrativo, tecnico, logistico e sicuramente consentono 
all’organizzazione di avere un controllo migliore sui centri stessi e sulle attività.   
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Anche questa strategia presenta comunque degli svantaggi. Infatti, costringe l’organizzazione 
a stipulare accordi formali, fra i vari centri di processamento, per la condivisione del disastro. 
Inoltre, la manutenzione di un eccesso di centri elaborativi può risultare particolarmente 
costosa. Può anche portare a problemi di configurazione del management (difficoltà nei 
controlli delle versioni per sistemi operativi e applicazioni installate su macchine diverse). 
 
4) Service Bureaus 
È un tipo di organizzazione che fornisce servizi online e servizi di data processing. Le 
organizzazioni clienti pagano per ottenere storage di dati e per il tempo di processamento delle 
informazioni che hanno impiegato. In genere, i clienti sono connessi al Service Bureaus 
tramite connessioni di tipo dial-up, per mezzo di linee private o internet.  
Un’organizzazione che pensa di avere dei dati particolarmente critici, in quanto minacciati da 
qualche rischio, può ritenere valida l’idea di appoggiarsi ad uno di questi servizi esterni. Il 
vantaggio è che, se l’organizzazione è già cliente, la risposta da parte del Service Bureaus sarà 
molto rapida e sarà sempre possibile effettuare i test sul processamento dei dati. Detto questo 
è anche opportuno aggiungere che è comunque difficile incontrare organizzazioni che 
effettuano questo servizio (sono davvero poche). Inoltre i costi sono molto elevati, con picchi 
che eguagliano quelli di manutenzione di un hot site. Ancora, per coloro che non sono già 
clienti, è possibile che insorgano problemi di  change maangement. Con l’espressione 
“Change Management” intendiamo una attività di gestione dei cambiamenti che possono 
avvenire a livello hardware, a livello software, documentale e, in questo caso, a livello 
software. 
 
4.2.3.5 Strategie di Data Recovery  
 
 
Sono strategie utilizzate per decidere quale forma di back-up dei dati e del software critico, 
devono essere adottati all’interno del Disaster Recovery Plan. Durante il processo decisionale, 
che porta alla definizione della strategia da adottare, devono essere fatte considerazioni 
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approfondite sulle locazioni degli off-site, in modo che il processo di recupero dei dati, nella 
fase di restoration, conseguente ad un evento disastroso, risulti particolarmente veloce. 
Di solito nel backup sono inclusi il software del sistema operativo e le utilità, le applicazioni, i 
dati di produzione e il database, con i log delle transazioni associati.  
Le strategie che verranno trattate in questo paragrafo, sono schematizzate nella figura 












Figura 4.3.2: schematizzazione delle strategie di  recovery dei dati, 
prevalentemente basate sui backup. Lo schema mette in luce la 
suddivisione della macro categorie in parti più piccole. 
 
 
1) Backup and off-site storage 
È il processo di salvataggio di dati e applicazioni, tramite copia di back-up, volto a garantire la 
reperibilità di quanto utilizzato durante la normale attività. 
Possono essere effettuati diversi tipi di backup: completo, incrementale, differenziale e 
continuo. 
  
 Full Complete Backup: un backup di tipo full, include la copia di un disco intero, 
comprendente sia il sistema che i file. Come si vede, dunque, è il tipo di backup 
più completo e, se eseguito molto frequentemente, risulta la migliore soluzione per 
il problema della protezione dei dati. Infatti, ogni singolo bakup, permette di 
ripristinare tutti i file salvati. Sicuramente, l’uso della copia ridondante, ci permette 
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di eseguire un ripristino molto più veloce e consente un recupero totale delle 
informazioni, in caso di perdita, nel sito primario. Per contro, fare il backup di un 
intero disco, soprattutto con una frequenza temporale molto elevata, risulta essere 
un processo molto lento e richiede uno spazio di storage molto elevato. 
 
 Incremental backup: include il salvataggio di tutti i file che hanno subito una 
modifica a partire dall’ultimo backup. Sicuramente ha il vantaggio di essere molto 
più veloce rispetto a un backup completo, per questo favorisce un processo di 
copia molto frequente. Anche qui però si contano dei punti a sfavore, nel senso che 
viene richiesta una quantità aggiuntiva di spazio dedicato allo storage, in quanto il 
primo backup, eseguito per intero, occupa uno spazio pari a quello del disco 
d’origine. 
 
 Differential backup: include tutti i file che sono stati modificati a partire dalla 
data dell’ultimo full backup. Il primo fattore discordante, rispetto ad un backup di 
tipo incrementale, o progressivo, è che quello differeziale ha la proprietà di essere 
cumulativo. Quanto appena detto significa che una volta che un file viene 
modificato, esso continua ad essere incluso in tutti i backup incrementali 
successivi, fino a che non si riterrà necessario effettuare un nuovo backup 
completo. Quando si ha la necessità di ripristinare i dati, a seguito di un disastro, il 
recupero avviene sull’ultimo backup completo e sull’ultimo backup differenziale. 
Generalmente, quando ci si avvicina a questo tipo di backup, si utilizza un 
approccio ben definito: un singolo backup periodico completo, seguito da backup 
incrementali più frequenti.   
 
 Continuous backup: la procedura di funzionamento di questo tipo di backup è 
tale per cui, quando un dato viene scritto su disco, viene automaticamente copiato, 
in modo asincrono, su una seconda locazione; usualmente un altro computer, 
situato sulla rete. Tutto ciò suggerisce l’incremento dell’overhead nelle operazioni 
di scrittura, ma, nello stesso tempo fornisce una più alta utilità all’organizzazione, 
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in quanto elimina la necessità di effettuare i soliti backup notturni. Ci sono anche 
alcuni casi in cui il backup continuo può richiedere meno spazio, sul disco di 
supporto, di un salvataggio tradizionale. La maggior parte delle soluzioni, infatti, 
salvano singoli byte o blocchi modificati, invece che salvare l’intero file. Ciò 
significa che se la modifica di un file da 100GB riguarda solo un byte, solo 
quest’ultimo verrà salvato in copia. L’esempio mette in luce una grande differenza 
rispetto al backup tradizionale, che invece avrebbe previsto la copia di tutti i 100 
GB.  Si ha dunque un’enorme differenza in termini di tempo e prestazioni. 
 
 
2) Electronic vaulting 
È il trasferimento elettronico di una mole di dati verso un sito alternativo. Ne esistono tre tipi: 
 
 Online tape vaulting: i dati, di cui effettuare il backup, vengono spediti, attraverso 
un canale di comunicazione, ad un sito alternativo, dove avviene la copia su nastro. 
La ridondanza del dato è data dalla copia eseguita, sempre su nastro, anche su sito 
primario. 
 
 Remote journaling o Disk journaling: il log delle transazioni, generato dal 
database locato nel sito principale, viene inviato, tramite trasmissione elettronica, 
ad un sito di storage esterno, contenente una copia del database originale. Entrambi 
i siti, inoltre, contengono il db journal. La memorizzazione del log permette di 
recuperare i file dal punto in cui è avvenuta l’interruzione, che ha impedito ai 
relativi dati di essere salvati su base di dati. questo perché il sito secondario esegue 
le transazioni, facendo riferimento al log, e riproduce i dati attuali. Il vantaggio è 
che in questo modo viene ridotto il tempo per ricostruire il file, a cui si stava 
lavorando, e, inoltre, si riducono le perdite. 
 
 Database shadowing: è una tecnica che prevede una copia esatta del database di 
produzione, i cui dati, insieme al giornale delle transazioni, sono ridondati anche in 
un sito alternativo. 
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3) Standby Services  
Si tratta di utilità che forniscono servizi di supporto, generati elettronicamente, a quelle 
organizzazioni che li richiedono, perché impossibilitate nel proseguimento delle normali 
attività, a causa di qualche impedimento. Chiaramente si tratta di un contratto a pagamento fra 
due organizzazioni, piuttosto che di una collaborazione. 
 
4) Software Escrow 
Descrive un particolare tipo di strategia, per la quale un’organizzazione IT, che sta lavorando 
alla produzione di un’applicazione, richiede a una terza parte di fiducia di mantenere una copia 
del codice sorgente, in modo che, nel caso si verifichi un evento dannoso, che apporta una 
perdita dei dati, la copia sarà comunque disponibile.  
 
4.3.3 La selezione delle tecnologie per il Disaster Recovery 
 
La selezione delle tecnologie da utilizzare per garantire la continuità, o il ripristino, di 
un’attività, varia solitamente a seconda dell’ambiente in cui si vuole implementare il Disaster 
Recovery. Lo scopo, in ambiente software, è sempre quello di minimizzare la perdita dei dati. 
In questo paragrafo vogliamo infatti porre il focus sull’ambito dei sistemi software e su quanto 
si può fare per salvaguardarli da un probabile disastro. Le informazioni provengono da un 
articolo scientifico della Warsaw University of Technology. 
Chiaramente, l’analisi delle tecnologie esistenti per il DR dei sistemi software, è sempre 
posteriore a tutta una serie di attività inerenti la Business Impact Analysis e il Risk 
Management.  
 
4.3.3.1 I sistemi informatici di un’organizzazione 
 
Nelle normali organizzazioni, l’insieme dei sistemi include in genere i seguenti: 
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 SCADA (System Control and Data Aquisition): sono sistemi real-time per il 
monitoraggio delle attività, che si interfacciano direttamente con i processi 
tecnologici e collezionano informazioni sullo stato del piano in esecuzione, 
permettendo un moglior coordinamento fra le facility, tra loro adiacenti, e 
mandando le informazioni derivanti dal controllo al personale addetto. Poiché il 
sistema di controllo aspetta le misurazioni e calcola i segnali di controllo ogni pochi 
secondi, o minuti, la disponibilità di tali sistemi deve essere sempre garantita; 
 
 Front Office System: sono sistemi usati come interfaccia fra organizzazione e 
clienti. Normalmente lavorano come OLTP (On-line Transaction Processing6) o 
altro. Per la loro criticità ci si aspetta che i clienti abbiano un servizio sempre 
disponibile e che un’interruzione sia tollerata se misurata in termini di minuti o al 
massimo di ore; 
 
 Back Office System: sono sistemi usati per i processi interni che colpiscono 
indirettamente ciò che circonda l’organizzazione; sono esempi i sistemi di 
accounting e di ERP/MRP. Le richieste di disponibilità dipendono dai processi di 
business supportati e l’intervallo di indisponibilità tollerato ricade in genere in un 
range racchiuso fra i pochi minuti e alcuni giorni.  
 
 On-line Analytical Processing: sono sistemi utilizzati per il supporto alle 
decisioni. Vengono impiegati per l'analisi interattiva e veloce di grandi quantità di 
dati, che è possibile esaminare in modalità piuttosto complesse. Rappresentano la 
componente tecnologica base del data warehouse, che serve ad esempio alle aziende 
per analizzare i risultati delle vendite, l'andamento dei costi di acquisto merci, al 
marketing per misurare il successo di una campagna pubblicitaria, ad una università 
i dati di un sondaggio ed altri casi simili. L’indisponibilità può essere tollerata anche 
per settimane, senza provocare grandi conseguenze negative. 
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In figura 4.3.3 vengono riportate le relazioni esistenti fra i vari sistemi, in termini di RTO. 
 
 
Figura 4.3.3  Classi di sistemi a confronto. Fonte: “Selecting Technology 
for Disaster Recovery” ,Rafal Cegiela Warsaw University of Technology, 




4.3.3.2 Le categorie di soluzioni per il sistema informatico dell’azienda 
 
Solitamente, per applicazioni residenti nei sistemi precedentemente visti, la strategia scelta è 
sempre quella della replica dei dati. Esistono due categorie di soluzioni. Una prima categoria, 
“technology-based”, in cui diversi tipi di cluster trasferiscono dati e scambiano processi fra 
locazioni, e una seconda, “organizational”, che consiste nel recupero di dati da copie di backup 
e nell’attivazione manuale di un sito secondario. 
Per quanto riguarda le tipologia technology-based, in questa di solito vengono inclusi criteri di 
switching e di replica dei dati. Generalmente, in merito alle azioni da intraprendere, si fanno 
delle considerazioni sui vari layer struttuali del sistema informatico. Tali layer vengono 
mostrati anche nell’immagine a destra (Figura 4.3.4) e descritti nella tabella in basso (Tabella 
4.3.1).  
                                                                                                                                                                
6
 I sistemi OLTP elaborano le transazioni tra aziende, o tra azienda e consumatori (anche migliaia) che 
devono essere completate in tempi brevi (in secondi). L'aggiornamento rapido del database e la tolleranza ai 








Normalmente i layer strutturali del sistema informatico possono anche essere suddivisi secondo 
un criterio Attivo-Passivo, come appunto mostra la tabella, che classifica le tipologie di sistemi 












Figura 4.3.4: i layer strutturali del sistema informatico. 
Fonte: “Selecting Technology for Disaster Recovery” ,Rafal 
Cegiela Warsaw University of Technology, Institute of 
Control and Computation Engineering, ul. Nowowiejska 
 
Ognuna delle componenti del sistema informatico, residente nella facility primaria 
dell’organizzazione, deve essere adeguatamente protetta da piani di approccio pro-attivo, come 
suggerisce la metodologia di Disaster Recovery, e deve essere ripristinata in tempi brevi, in 
caso di disastro.  
Per un sistema informatico si possono applicare soluzioni di back-up standard per ogni layer. 
Di sotto riportiamo un elenco di tali soluzioni: 
 
 Application cluster (APP-C); 
 Database cluster (DB-C); 
 Availability cluster (OS-C); 
 Backup restored in a hotsite (BAK-HS); 
 Bckup restored in a cold site (BAK-CS). 
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Acronimo Tipo Descrizione 
ST “Storage” Attivo Device di torage fisico, inteso come array di dischi 
e altro 
FS “File System” Passivo Strutture dati, con storage fisico, totalmente 
controllato dal sistema operativo 
RDB “Relational 
Database” Passivo 
Strutture residenti nel File System o fuori, su un 
device fisico, totalmente controllato dall’RDBMS 
AD “Application 
Data” Passivo 
Strutture dati locate nel file system, che richiedono 
controlli addizionali, anche sofisticati, sul 
controllo della consistenza e degli accessi 
OS “Operatine 
System” Attivo 
L’insieme di processi responsabili della 
consistenza e del controllo degli accessi sul 
filesystem 
RDBMS “Relational 
Database System” Attivo 
L’insieme di processi responsabili della 
consistenza e del controllo degli accessi sul 
database relazionale 
APP “Application” Attivo 
Processi specifici per le funzioni del sistema 
informatico, responsabili della consistenza e del 
controllo sulle applicazioni, che usano il database 
relazionale e il sistema operativo 
 
Tabella 4.3.1: Fonte: “Selecting Technology for Disaster Recovery” ,Rafal Cegiela Warsaw University 
of Technology, Institute of Control and Computation Engineering, ul. Nowowiejska 
 
 
L’Application Cluster è una soluzione che permette alle applicazioni di essere eseguite su un 
cluster di server. Un cluster di server è un insieme di macchine connesse tramite rete, per cui, 
ad un layer come quello applicativo, è possibile che una applicazione possa essere eseguita su 
server diversi. Questo significa che, nell’evento sfortunato in cui un server viene reso inagibile, 
l’applicazione può continuare il suo funzionamento, essendo eseguita su una macchina 
differente. L’utilizzo di un cluster application può portare l’RTO e l’RPO  ad un valore molto 
vicino allo zero, coerentemente con l’implementazione di algoritmi di switching che lo 
consentano. 
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Un’altra soluzione standard, a livello di database, è il Database Cluster, utilizzato appunto per 
la replica di dati. Una struttura più chiara della soluzione può essere esemplificata 
immaginando di avere due database. Il primo risiede nel sito originario in modalità di 
funzionamento attivo, con accessi in lettura e scrittura. Il secondo viene invece acceduto 
soltanto in modalità read-only e contiene una replica esatta della prima base di dati, per cui 
viene aggiornato in maniera sincrona rispetto al primo. In caso di disastro, per cui il primo 
database non può essere disponibile, il secondo viene reimpostato in modo tale da accettare 
anche transazioni in scrittura (modalità read-write). Allo stesso tempo, tutte le richieste di 
transazione vengono reindirizzate verso il secondo sito. L’RTO  si calcola, in questo contesto, 
come il periodo di tempo utilizzato per far ripartire l’istanza del database primario e per 
eseguire il comando redo/rollback, a partire dal log file generato dall’applicazione eseguita. 
L’RPO invece dipende dallo sfasamento di sincronizzazione fra i device di storage e può 
arrivare ad avere anche un valore pari a zero. 
Per quanto riguarda l’Availability Cluster, vale la pena spendere alcune parole su una sua 
implementazione ad alta velocità, l’high availability cluster (HA): si veda in merito la figura 
4.5.3. Si tratta di cluster di computer, implementati per migliorare la disponibilità dei servizi 
forniti. Il servizio è reso possibile attraverso l’uso di nodi ridondanti che provvedono 
all’erogazione del servizio, quando ci sono delle componenti che falliscono. Un guasto 
nell’harware determina in poche parole uno switch dell’applicazione in esecuzione, verso 
un’altra macchina. Le implementazioni di cluster mirano a costruire la ridondanza dei nodi di 
elaborazione costruendo gruppi di server, per eliminare la possibilità che il job si interrompa. 
Dunque utilizzano connessioni di rete multiple ed effettuano la memorizzazione dei dati 
attraverso la struttura SAN(Storage Area Network, ovvero architetture che collegano i  server e 
i device di storage remoti). Ancora, normalmente ogni cluster HA usa una connessione di rete 
privata, che lega tutti i nodi del gruppo. Tale connessione utilizzata a sua volta per monitorare 
lo stato di ogni nodo nel cluster. A proposito, risulta necessario che un buon software di 
clustering sia in grado di gestire una situazione di spit-brain. Quest’ultima si verifica quando 
tutti i link della rete privata collassano simultaneamente, mentre i nodi cluster stanno ancora 
funzionando. In tal caso, ogni nodo del cluster può erroneamente “pensare” che ogni nodo è 
caduto, dunque tebta di avviare dei servizi che invece stanno ancora funzionando su altri nodi. 
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Accade dunque che si hanno istanze duplicate dei servizi, che possono corrompere i dati 




[Figura 4.3.5]: schema raffigurante l strutura di un high availability cluster 
Grafico ripreso dal diagramma di George William Herbert 
 
Per l’availability cluster l’RTO può essere stimato come il tempo necessario per riavviare il 
server, mentre l’RPO dipende dallo sfasamento fra i device di storage: può convergere a zero.  
Un’altra soluzione standard, adottata per il DR, è fare il backup in un sito di tipo hot, laddove si 
assume che tutto ciò che è installato sulla facility secondaria sia esattamente uguale a quanto 
contenuto in quella d’origine. In questo caso l’RTO e l’RPO dipendono dalle procedure e dai 
device di backup utilizzati. 
Ultima soluzione classica, fra quelle citate, è il backup su un cold site. Sicuramente la più 
economica, in quanto prevede soltanto istallazioni basiche; ha un RTO e un RPO che 
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dipendono dalle procedure di backup e dal periodo di tempo necessario per acquistare e  





Figura 4. 3.6 proprietà delle soluzioni 
Fonte: Fonte: “Selecting Technology for Disaster Recovery” ,Rafal 
Cegiela Warsaw University of Technology, Institute of Control and 




Le soluzioni elencate, si distinguono per le proprietà inerenti il tempo di ripristino, indicate in 
figura 4.3.6, e per le caratteristiche di disponibilità. Anche la copertura dei layer del sistema 
informatico diventa una caratteristica importante a livello di analisi della soluzione. Può essere 
utile in merito andare a vedere quali sono le caratteristiche delle soluzioni, per questo le 
riportiamo in formato tabellare (Tabella 4.3.2), per una migliore comprensione.  
Nella scelta di una soluzione adeguata per il Disaster Recovery di un sistema informatico, 
sicuramente incidono anche i costi, analizzati secondo il caso specifico. 
Ogni organizzazione presenta di default un sistema di front-office e di back-office. La 
soluzione di back-up per il Front Office può essere fornita da tutti i tipi di cluster (APP-C, DB-
C, OS-C), mentre per il Back Office è data da una via di mezzo fra soluzioni tecniche ed 
organizzazionali. In quest’ambito il Database Cluster e l’Operative System Cluster assicurano 
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tempi di risposta molto veloci, ma costano due volte tanto rispetto all’uso di un backup su un 




Soluzione Prodotto base Fattibilità Copertura 
Application Cluster Applicazioni con una parte di 
Server Processing 
Bassa AD 
Database Cluster Database engine Media RDB 
Availability Cluster Server operating system Media FS,RDB,AD 
Backup su un Hot Site Sistema di backup Alta FS,RDB,AD 
Backup su un Cold Site Sistema di backup Alta FS,RDB,AD 
 
Tabella 4. 3.2 Fonte: Fonte: “Selecting Technology for Disaster Recovery”, Rafal Cegiela Warsaw University 




4.3.3.3 Tecnologie di data replication 
 
Le informazioni rappresentano un patrimonio di estrema importanza per le organizzazioni. Fra 
le varie strategie viste nei paragrafi precedenti, si è parlato, infatti, di varie tecniche di backup, 
le quali sono essenziali per mantenere in vita i dati, anche nel caso in cui i dischi, i contenitori 
di questi dati, siano resi indisponibili da danni imprevisti.  
Tecniche di replica dei dati sono generalmente riassunti dalla seguente tabella e sono state lo 
spunto per l’implementazione di vere e proprie tecnologie di data replication. 
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La tecnica di replica consente di ottenere un database secondario, speculare a quello originale, 
in cui i dati sono memorizzati in modo permanente, solo se i dati sono stati scritti su entrambi i 
siti. In caso di disastro le operazioni sul sito di DR possono essere riavviate in modo molto 
rapido, con RTO e RPO modici. Il limite di questa tecnica è dato dal fatto che spesso 
l’applicazione che effettua la replica è incapace di gestire il ritardo di propagazione dei dati, a 
causa del vincolo fisico, dovuto ai collegameti esistenti fra i due database. L’efficacia, nella 
propagazione dei dati, diminuisce quando si ha una distanza di circa 50/150Km. 
La replica sincrona purtroppo è limitata dalla incapacità dell'applicazione di gestire l'impatto 
del ritardo di propagazione (si tratta quindi di un vincolo fisico, e non tecnologico) sulle 
prestazioni. In funzione della sensibilità dell'applicazione e della tecnologia di comunicazione 
tra i due siti, l'efficacia della copia sincrona inizia a diminuire a una distanza di circa variabile 
tra i 50 Km e i 150 Km. 
Al momento attuale esistono diversi tool di replica, che permettono di effettuare in modo 
differente lo storage dei dati, anche in remoto. I tool di replica esistenti sono i seguenti: 
 
 Array Based; 
 Host Based; 
 Appliance Based. 
 
Tecnologie Array Based 
È un tipo di replica che non coinvolge in alcun modo il server nell’attività di copia dei dati, 
piuttosto la replica viene effettuata direttamente dai dispositivi hardware della SAN, per 
mezzo di controller presenti nel sottosistema, connessi direttamente all’area di storage. Il 
collegamento fra sistemi di storage è realizzato in fibra ottica, con prestazioni di trasferimento 
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dati molto elevate e bassa latenza. La replica di dati impone comunque l’uso di convertitori 
FC/IP7 che permettono il trasporto dei dati attraverso la WAN. 
È utile usare un simile tool, quando è necessario replicare una grossa quantità di dati con un 
impatto minimo o nullo sull’applicazione, e quando si dispone di storage omogeneo. 
Il problema di questo tipo di tecnologia è dato dal fatto che i sottosistemi di storage sono 
vincolati dal fatto che i dispositivi devono essere prodotti dallo stesso fornitore e in alcuni casi 
devono appartenere alla stessa famiglia di prodotti. 
Host based 
È un tipo di replica realizzato mediante software specifici, presenti sul server applicativo, in 
grado di intercettare le operazioni di I/O e di inviarle ad un server remoto . Da quanto detto si 
evince che questa tecnica è fortemente dipendente dal sistema operativo e può fare registrare 
un overhead consistente sul server. È una soluzione flessibile, in quanto il software utilizzato è 
indipendente dai dispositivi di storage usati, con la conseguente possibilità di scegliere 
qualsiasi periferica di memoria che si vuole utilizzare.  
La tecnologia in esame è utile soprattutto quando si vuole utilizzare dello storage eterogeneo, 
ovvero quando si devono gestire dati con formati differenti. Quando il numero di server 
applicativi coinvolti è relativamente basso, la soluzione host based si presenta molto 
favorevole, perchè permette di ridurre il costi in modo notevole. Se tuttavia tale numero 
cresce, dal momento che il possesso di licenze significa anche un dispendio monetario non 
indifferente, il costo si moltiplica in modo crescente. 
Appliance based 
È un tipo di tecnologia in grado di supportare tutti I tipi di replica. Qui, tutta l’intelligence 
necessaria per compiere la replica è inserita in un appliance8, locata nella periferica I/O che 
collega host e area di storage: normalmente risiede cioè in una SAN. I vantaggi sono dati dal 
                                                   
7 FC/IP, per esteso Fibre Channel over IP, è un protocollo internet sulla tecnologia storage networking ovvero la tecnologia che 
consente di memorizzare i dati in remoto attraverso una rete dedicata. Il meccanismo permette la trasmissione di informazioni 
via fibra ottica fra facility SAN su rete IP, consentendo quindi la condivisione di dati su un’azienda con sezioni distribuite su una 
certa area geografica. 
 
8
 Un appliance è una periferica o un controllo utile all’esecuzione di un particolare job 
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fatto che non esiste overhead sul server applicativo e le applicazioni che risiedono su 
quest’ultimo non sono a conoscenza dell’esistenza dell’appliance e non sanno neanche che sta 
avvenendo una replica. La gestione della copia è centralizzata totalmente sull’appliance e ogni 
sistema operativo supportato da essa può utilizzare le features di replica.  
Per una soluzione di alta affidabilità dovrebbero essere previste al minimo due appliance sul 
sito locale configurate in modalità di failover, ovvero tale per cui se una fallisce la gestione 
viene passata all’altra.  
 
 
4.4 Approcci matematici al Disaster Recovery  
 
Nel presente capitolo riportiamo due modelli matematici, riguardanti alcune delle possibilità 
con cui si possono formalizzare i problemi di allocazione delle risorse in un programma di 
Disaster Recovery. Entrambi i successivi paragrafi riguardano infatti due tipologie di problemi 
di ottimizzazione combinatoria per la scelta dei migliori piani di DR e per la scelta di risorse 
secondo il miglior criterio costi-benefici.  
 
 
4.4.1 Un modello generale per la selezione di un insieme ottimo di sotto-
piani di DR 
   
In linea con quanto detto, riporteremo un modello matematico generale e “robusto”, in grado 
di costruire un sistema di DR, che risulti migliore fra tutti quelli possibili. Prima di cominciare 
la descrizione, è doveroso dire che tale modello è stato studiato in Cina per l’ E-government 
experimental & demonstration project (EEDP).   
Per cominciare, è utile capire cosa vogliamo intendere per Disaster Recovery System, d’ora in 
poi DRS, per brevità. Ebbene possiamo definire il DRS come un insieme di risorse, facilities, 
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applicazioni, sotto-piani9 DR, budget e altro. È inoltre necessario sapere che il DRS contempla 
anche una serie di sotto-piani(SDRP), che sono ritenuti di grande aiuto nel monitoraggio delle 
attività.  Il nostro obiettivo è appunto capire qual è il miglior insieme di SDRP, ovvero 
comprendere quali sono i piani che offrono una maggiore garanzia, rispettando il vincolo della 
spesa. L’utilizzo della programmazione matematica, per arrivare a selezionare l’insieme degli 
SDRP, ci permette di evitare di effettuare questa scelta con il solo aiuto dell’intuizione, la 
quale non considera mai la conflittualità esistente fra i piani. 
Nel nostro modello i vari piani vengono selezionati secondo una politica “meritocratica”, 
secondo la quale quelli che propongono una soluzione più efficace e che hanno maggiore 
attenzione per i sistemi più critici vengono inseriti nell’insieme soluzione, restituito in output, 
dopo la risoluzione del problema. L’efficacia del piano nel problema, è descritta da un 
numero, di cui più avanti viene sottolineato il procedimento attraverso cui si calcola. Nel 
modello non si tralascia, tra l’altro, di considerare la diversa significatività delle applicazioni 
che, dal momento che possono essere più o meno critiche per l’azienda, assumono un peso 
differente. 
A questo punto, dopo la nostra breve introduzione, possiamo passare a descrivere il problema 
di ottimizzazione combinatoria, a variabili quantitative, implementato secondo il modello 
illustrato in basso.  
Come prima vogliamo riportare le notazioni a cui ci riferiremo per creare il problema, 
indicheremo con: 
 
 B: il limite di budget per il disaster recovery. 
 A: l’insieme di applicazioni. 
 as : la significatività dell’applicazione a. 
 F: l’insieme delle facilitiy che hanno bisogno d’essere protette. Facility e 
applicazioni sono in relazioni molti a molti fra di loro. 
                                                   
9
 Intendiamo con il termine sotto-piano un piano relativo ad uno specifico sistema o ad una specifica funzione di 
business, inserito nel più ampio progetto di Disaster Recovery. 
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 fad : la probabilità che la facility, in caso di fallimento, possa infettare 
l’applicazione a. 
 fw : il peso che la facility f possiede nei confronti di  tutte le applicazioni 
fw =∑ ∈ faaAa ds . 
 oR : l’insieme delle risorse che possono essere utilizzate soltanto una volta. 
 mR : l’insieme delle risorse che possono essere utilizzate più di  una volta. 
 hR : l’insieme delle risorse che devono essere pagate ad ogni utilizzo. 
 R: l’insieme di tutte le risorse di cui necessita il DRS, R= U U hmo RRR . 
 P: l’insieme si tutti gli SDRP. 
 P f : l’insieme di tutti gli  SDRP  che possono proteggere la facility f. 
 P r : l’insieme di tutti gli SDRP che usano la risorsa r. 
 P c : l’insieme dei k SDRP che possono entrare in conflitto gli uni con gli altri. 
 i pf : la  variabile binaria che assume il valore 1, se lo SDRP è adatto al recovery 
della facility f, 0 altrimenti. 
 m p : la misura della criticità affrontata dal SDRP p, m p = fpfFf wi∑ ∈ . 




: la quantità della risorsa r. 




: il costo unitario della risorsa r. Se r rmo cRR ,U∈ indica il costo unitario della 
risorsa r. Se r hR∈ , c r  indica il salario  o il costo d’affitto (si prendono in 
considerazione anche macchinari affittati, dispositivi ecc..)  della risorsa r.  
 e r : la variabile binaria che assume il valore 1  se la risorsa viene scelta, 0 altrimenti. 
 
Ora che abbiamo dato le notazioni, possiamo spiegare quali step e assunti, pensati 
antecedentemente all’implementazione, vengono usati per arrivare alla formulazione del 
problema.  Vediamo quali sono questi passi: 
 
1. si assegna ad ogni applicazione un peso corrispondente alla sua significatività, in modo 




2. si identificano i diversi tipi di risorse e si classificano a dovere, al fine di creare diversi 
vettori, indicanti le quantità di risorse R. Con riferimento alle variabili precedentemente 
definite, ritroviamo i vettori [ ,....., 021 RRo ],[ ,..., 21 mm RR ],[ ..., ,21 hh RR ],[ ,...,, 321 RRR ]; 
 
3. si valutano le facility  e loro influenza sulle applicazioni, dopo di che si  costruisce la 
matrice delle facility. Sulla riga di questa matrice dovrebbero stare le facility 
( ,..., 21 ff ), mentre sulla colonna sono riportate le applicazioni ( ,..., 21 aa ). L’elemento 
nella casella è la probabilità che la facility possa entrare in conflitto  con una certa 
applicazione. Da questa matrice è infine possibile calcolare e ottenere il vettore dei pesi 
relativi ad ogni facility: [ ,,, 321 fff www …]; 
 
4. viene costruita la matrice binaria SDRP-facility. Sulla riga si riportano gli SDRP e sulla 
colonna le facility. Se l’elemento in casella è uguale a 1, significa che il piano 
contempla il recovery di quella facility, 0 altrimenti. Allo stesso modo si costruisce poi 
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la matrice SDRP-risorse. In questo caso, l’elemento in casella sta a indicare il numero 
di risorse di cui necessita il corrispondente SDRP. 
 
5. si costruisce, anche attraverso una analisi del sistema, la matrice SDRP-conflitti. Righe 
e colonne rappresentano le diverse applicazioni. L’elemento in casella è 1 o 0, a 
seconda che le applicazioni siano o meno in conflitto fra loro. 
 
6. si disegna e si sviluppa il tool di analisi o si comprano alcuni software, considerati 
eccellenti, per aiutare i decision maker.  
 
I passi sopra descritti, portano alla formulazione del seguente modello, di cui successivamente 
viene riportata una analisi un po’ più approfondita. 
 
           Max      ∑
∈Pp
ppmn                                               (1)  









pn ,1      ki ≤≤∀1                     (3) 




rrprp qeqn ,0     ,oRr ∈∀                 (4) 






    hm RRr U∈∀                       (5) 
















                                            (6) 
 
 
Per questioni di semplicità, vogliamo analizzare il modello, a partire da ciascuna riga della 
formulazione data, per cui riportiamo le spiegazioni in basso, a fianco dei rispettivi numeri. 
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(1) Cominciamo l’analisi del problema, focalizzando l’attenzione sulla funzione 
obiettivo   Max ∑
∈Pp
ppmn  . Come si vede dalla formula, il risultato che si vuole 
ottenere è la miglior misura della criticità affrontata, il che significa che considera, nel 
rispetto dei vincoli, l’insieme dei sotto piani più “attenti” all’importanza delle facility e 
delle applicazioni esistenti.  





















p dsinMax . Come si nota, di ogni SDRP eletto, si calcola, per 
ogni facility inclusa nel piano, la significatività di tutte le applicazioni che hanno una 
probabilità maggiore di zero, di essere danneggiate o “disturbate” da un guasto alla 
facility. Si ricordi che fad  veniva calcolato a partire dalla matrice facility-applicazioni e 
che la parentesi più interna, nella formula, rappresenta quello che stato definito come 





pn ,1  ki ≤≤∀1 . Questo vincolo impone che il numero di SDRP da 
considerare nell’insieme scelto, soluzione del problema, non sia superiore ad una certa 
soglia v, impostata dal soggetto decisore. Quando il valore della variabile v è superiore 
ad uno,  tutti i sottoinsiemi con un numero massimo di elementi inferiore a v, verranno 
considerati, ma, chiaramente, solo quello migliore, sarà restituito come risultato 






pn ,1  ki ≤≤∀1 . Il terzo vincolo serve ad assicurare che al più un solo SDRP, 
fra quelli contenuti nell’insieme dei SDRP a rischio di conflitto, sia scelto nel vettore 







rrprp qeqn ,0 oRr ∈∀ . Si assicura che, per ogni risorsa inclusa 
nell’insieme oR  (dunque le risorse che non si possono riutilizzare una seconda volta), la 
quantità utilizzata dal numero complessivo degli SDRP appartenenti all’insieme P r  non 







, hm RRr U∈∀ . Si  assicura che la massima richiesta di 
una particolare risorsa, da parte di un SDRP, non superi il numero totale di risorse, per 
ogni risorsa dell’insieme unione di  


















.  Il sesto vincolo tiene in considerazione le spese 
totali effettuate per le discorse. Queste non devono appunto superare il budget B, 
fornito per risolvere il problema. Come si vede l’espressione separa le sommatorie. Il 
primo membro a mensa sta a suggerire il costo generale delle risorse, che sono pagate 
per quantità utilizzata. Il secondo membro invece, considera le risorse che 
rappresentano in qualche modo un “costo fisso” del piano, per questo vengono aggiunte 
automaticamente, nel caso l’SDRP viene incluso nella soluzione finale. 
4.4.2 Un modello di allocazione ottima di Ridondanza per il Disaster Recovery 
 
 
Il modello matematico che proporremo nella sezione presente, tratto dall’articolo scientifico 
“Optimal Redundancy Allocation for Information Technology Disaster Recovery in the 
Network Economy ”, di Benjamin B.M Shao, come suggerisce anche il titolo del paragrafo, 
prende in considerazione la ridondanza, come metodo sia di prevenzione che di ripristino, in 
caso di disastro. In effetti, l’esistenza di più copie di backup dei dati può mitigare i rischi, in 
quanto l’esistenza di apposite facilitiy per il salvataggio continuo di dati e modifiche può 
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moderare le perdite, anche sotto gli impatti gravosi di un evento dannoso. Come si può notare 
da quanto detto, il processo di ripristino, grazie alla presenza di copie ridondanti, può avvenire 
piuttosto velocemente. Ora, il problema è come scegliere i metodi di backup che possono 
offrire le migliori prestazioni a basso costo, nei limiti del budget prestabilito.  
Le prime considerazioni che si fanno nel trattare un simile problema riguardano proprio i costi 
delle risorse utilizzate. Un assunto fondamentale, che non si può non valutare, è, in tal senso, 
che in una organizzazione la stessa funzione IT può essere implementata attraverso asset 
differenti. Ad esempio, una procedura di salvataggio dei dati può utilizzare metodi molto 
economici, come i nastri magnetici, strutture moderatamente costose, come i CD-RW, oppure 
strutture dispendiose come i RAID, insieme ridondante di dischi indipendenti. Solitamente la 
scelta ricade sempre sulla soluzione qualitativamente più appropriata e nello stesso tempo 
meno gravosa, in termini economici, per l’organizzazione. 
In linea con quanto detto, quello che presenteremo successivamente, è un modello 
quantitativo, utile a fornire le linee guida per l’allocazione di un livello ottimale di ridondanza, 
pensato per le funzioni IT critiche, che l’organizzazione necessita di proteggere. Ci si riferisce 
a questo modello, come al  Redundancy Allocation Model, o per brevità RAP. 
Il RAP, nella sua implementazione, prende in considerazione un’azienda che utilizza un 
approccio di tipo cluster-centric, nella gestione delle risorse IT, questo perché tale punto di 
vista permette di far fronte a repentini cambiamenti tecnici e riduce, inoltre, la complessità 
amministrativa. Dal momento che IT differenti appartengono a cluster differenti e questi sono 
fra loro indipendenti,  per ogni cluster viene fornita una soluzione.  
Dopo questa breve premessa, possiamo adesso passare alla presentazione del modello di 




 D: il numero dei potenziali disastri, più uno aggiuntivo, indicante il “non disastro”; 








 M: il numero di funzioni IT che devono essere trattate; 
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 mn : il numero di soluzioni disponibili per la funzione  m;  
 miX : la variabile binaria che assume il valore 1 se { }mni ,......,1∈  è selezionata 
come soluzione per la funzione IT m, 0 altrimenti; 
 miC : costo della soluzione i selezionata per la funzione IT m; 
 midS : efficacia della soluzione i contro il disastro d, per la funzione IT m; 
 midv : probabilità di inefficacia della soluzione i, selezionata per la funzione IT m, 
contro il disastro d, ( midmid Sv −= 1 ); 
 B: budget disponibile. 
 
Di sotto viene riportata la formulazione matematica, con la funzione obiettivo in testa e le 
relative spiegazioni a seguire. 
 
∑ ∑ ∏

















































          (3) 




In alto (punto 1), viene presentata la funzione obiettivo. Il suo scopo è quello di massimizzare 
la misura della sopravvivenza totale di tutte le funzioni IT, contro i disastri potenziali, 
identificati in fase di analisi. La formula, apparentemente complessa, risulta in verità una 
composizione di sommatorie più semplici. Per capire cosa accade riteniamo sia meglio 











 è la probabilità che, per una data IT (m), le soluzioni selezionate per m, 
















1 , indica una misura della probabilità che le soluzioni si rivelino 
invece vincenti; 
 


















1  è una misura della sopravvivenza delle soluzioni, pesate 
secondo valutazioni aziendali ( mw  è il peso che la funzione IT ha nei confronti del 
business dell’organizzazione). Ogni tecnologia viene considerata per peso e per 
possibilità di sopravvivenza. Valori molto alti per questa sommatoria, indicano che 
soluzioni più efficaci sono state scelte anche in relazione alla IT con peso maggiore. 
 
Infine, tutto il membro destro dell’equazione obiettivo, mostra come il calcolo venga ripetuto 
per ogni ipotetico disastro e moltiplicato per la possibilità che quest’ultimo si verifichi. In 
relazione a quanto appena detto, è opportuno sottolineare che il numero totale di disastri, D, è 
uguale al numero di disastri potenziali maggiorato di uno e che quest’ultimo corrisponde al 







1 ).  Riassumendo, la funzione obiettivo 
suggerisce dunque l’insieme di soluzioni a costo ottimo, che garantiscano la massima 
sopravvivenza per gli asset considerati. 
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Per quanto riguarda i vincoli del problema, il secondo di questi (punto 2)  assicura che almeno 
una soluzione venga selezionata, mentre il terzo (punto 3) limita la spesa ad una cifra che sia 
inferiore al budget B. 
La figura 4.4.1 mostra graficamente un sunto del problema, illustrando come ad ogni funzione 
IT, ognuna delle quali ha un peso differente per l’organizzazione, possa essere supportata da un 





Figura 4.4.1  rappresentazione grafica dell’allocazione di più 
soluzioni per ogni IT. La ridondanza garantisce la continuità, 
attraverso il recupero delle informazioni da copie di backup 
 
 
Un esempio pratico del modello appena spiegato, può essere ricondotto al seguente caso. 
Ammettiamo di dover avere a che fare con la rete di un campus universitario, che connette ogni 
LAN attraverso switch e bridge. Ogni LAN, con il suo bridge personale o con il suo switch, 
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rappresenta una funzione IT e viene gestita come cluster indipendente. Per ciascuna LAN 
dovrebbero essere allocati bridge o switch ridondanti, atti a garantire la comunicazione delle 
LAN nel caso in cui quelli in funzione cadano a causa delle intemperie climatiche. 
Descriveremo la procedura parziale di risoluzione del caso, basata sulla programmazione 
dinamica probabilistica.  Si tratta di un modello di programmazione a interi 0-1, con funzione 
obiettivo non lineare e può essere prefiribilmente utilizzato per piccole istanze. Quando i dati si 
incrementano, la risoluzione mediante software, che implementa il modello matematico, può 
essere impraticabile per l’elaboratore.  






































Come abbiamo visto dalla formulazione del problema, l’equazione di sopra viene massimizzata 
al fine di trovare un valore di sopravvivenza tale per cui la soluzione trovata risulti la più 





































































































che sarebbe la somma delle probabilità di fallimento di ogni funzione IT, in corrispondenza di 
ogni disastro, quindi una misura dell’inefficacia totale della soluzione. 
Per il problema, prendiamo in considerazione anche un altro valore: T. Quest’ultimo viene 
inteso come lo stato del sistema, considerato come budget disponibile,  mentre lo stage m sarà 
la funzione IT.  
Sia ora )(TFm  la frequenza di fallimento del sistema, composto dalle funzioni IT m, m+1,…,M 



































middmm XCTFvpwTF ,     m<M, 
 
 
dove le variabili binarie 




















In generale, lo stato T, che vediamo apparire nella formula, non potrà mai eccedere la soglia 
del budget totale B. Come suggerisce la formula in basso, di fatti il suo valore è calcolato 
nell’intervallo che ha come estremi il costo dato dall’insieme di soluzioni più economiche e la 
























La procedura risolutiva si basa sulla programmazione dinamica probabilistica, in quanto 
concerne i rischi e coinvolge il calcolo di un probabile fallimento della IT, nel rispetto del 































dove le variabili 






















Il valore ottimale F* della funzione obiettivo, per la funzione IT 1, è ottenuto a partire dalla 
)(1 BF , che rappresenta il valore del minimo guasto complessivo dell’intero sistema, composto 
da tutte le M funzioni IT, aventi un budget pari a B. la massima sopravvivenza complessiva 
globale S* è calcolata per il RAP come 1- )(1 BF . 
Fatta questa premessa, possiamo passare ad elencare i dati del problema. Come dicevamo 
sopra, vogliamo considerare il caso della rete di un campus universitario, per la connessione 
delle singole LAN. Per praticità supporremo che le LAN (funzioni IT) siano soltanto due 
(M=2) e che abbiano due pesi differenti 30,01 =w  e 70,02 =w . A seguito della risk analysis, 
l’azienda di consulenza, che opera per il campus, ha stabilito che la rete è minacciata dal 
rischio di inondazione con una probabilità 1P  del cinque percento ( 1P =0,05). Si suppone di 
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dover considerare un massimo di quattro tipi di bridge per la LAN1 e un massimo di tre switch 
sulla LAN2. Il budget totale B è di 14 (B=14). Si considera il solo disastro delle inondazioni, 
più il caso in cui nessun disastro avvenga, per cui D risulta essere pari a due. 
Riportiamo in forma tabellare i dati relativi i quattro bridge, previsti per la prima LAN, 
sottolineando costi, rating di sopravvivenza midS  e corrispondenti probabilità di fallimento 
midv . I dati sono riportati in relazione alle due probabilità di disastro, o meglio alla probabilità 












Per il disastro 
d=1 
  Fallimento 
11iv  








Per il disastro 
d=2 
1 8 0.10 0.90 0.9999 0.0001 
2 2 0.09 0.91 0.9993 0.0007 
3 4 0.15 0.85 0.9997 0.0003 
4 6 0.21 0.79 0.9995 0.0005 
 
 





















Per il disastro 
d=2 
1 4 0.06 0.94 0.9994 0.0006 
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2 6 0.10 0.90 0.9990 0.0010 
3 5 0.20 0.80 0.9996 0.0004 
 
 
Il problema di massimizzazione RAP per l’esempio appena descritto si sviluppa nella seguente 
maniera: 
 
max [ ]+−+−= )80.090.094.01(70.0)79.085.091.090.01(30.005.0* 23222114131211 XXXXXXXS  




114131211 ≥+++ XXXX  
1232221 ≥++ XXX  
145646428 23222114131211 ≤++++++ XXXXXXX  
)1,0(∈miX       mniMm ∈∀∈∀ ,  
 
Applichiamo la procedura a partire dallo stage m=2, ovvero lo stage M. Dai dati risulta che lo 
switch più economico per la LAN2 è quello che ha costo 4 ( 421 =C ), mentre il rispettivo 
bridge di minimo costo per la LAN1 è tale che 212 =C . A questo punto è facile delimitare T 
all’intervallo compreso [4,12], dove 12=14-2. 
È ora possibile effettuare il calcolo di )(2 TF , per T= 4,5,…,12. Se stabiliamo T=6, avremo per 
la LAN2 una simile funzione obiettivo: 
 
[ ]{ },)0004.0()0010.0()0006.0)(95.0()80.0()90.0()94.0)(05.0()70.0(min)6( 2322212322212 XXXXXXF +=
 
 
 con vincoli : 
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1232221 ≥++ XXX   
6564 232221 ≤++ XXX  
)1,0(2 ∈iX , i=1,2,3. 
 
Il calcolo viene in verità effettuato per tutti i T compresi nell’intervallo riportato sopra. Di 




Soluzioni ammissibili per il problema sono )0,0,1(),0,1,0(),1,0,0(),,( 232221 =XXX , mentre la 
soluzione ottima è data da (0,0,1) con un minimo valore di )6(2F =0,02827. 
Come impone il processo risolutivo descritto dalla formalizzazione, si procede fino a trovare il 
valore )14(1F , allo stadio finale, in cui m=1. 
 
[{ 14232221 )79.0()85.0()91.0()90.0)(05.0()30.0(min)14(1 xXXXF =  
]14232221 )0005.0()0003.0()0007.0()0001.0)(95.0( xXXX+  












114131211 ≥+++ XXXX   
1446428 131211 ≤+++ XXXX  
)1,0(1 ∈iX , i=1,2,3,4. 
 
 
L’insieme delle soluzioni ammissibili è dato da: 
 
)0,0,1,1(),0,0,0,1(),0,1,1,0(),1,0,1,0(),1,1,0,0(),0,0,1,0(),0,1,0,0(),1,0,0,0(),,,( 14131211 =XXXX  
 
Dove il minimo )14(1F  è associato alla soluzione (0,1,0,1), con F*=0.03905. 
Il valore di massima sopravivenza è dato da S*=1-F*=1-0.03905 con i bridge 1 e 4 per la 
LAN1 e lo switch 3 per la LAN2. 
Ammesso che i tre switch della LAN1 e i quattro bridge della LAN2 siano tutti di tipologie 
diverse, il problema suggerisce quali tipi usare, garantendo al sistema la massima 
sopravvivenza entro una spesa specificata dal budget. L’applicazione pratica di questo 
algoritmo, la si può avere in aziende dove le soluzioni da considerare non sono eccessive, ma 
dove il capitale da proteggere risulta comunque elevato, per cui si necessita di una soluzione 
ottimale. Come nel precedente problema, strumenti pratici per applicare l’algoritmo, oltre alla 




4.5 Conclusioni sul capitolo 
 
 
Il presente capitolo ha illustrato il Disaster Recovery, intesa come soluzione di continuity a 
rimedio di disastri di ampia portata, che possono avere conseguenze permanenti sul sistema 
esposto al rischio o sull’intera facility. Anche qui si è mostrata l’importanza del management 
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del recovery, applicata con gradi di maturità differenti a seconda delle organizzazioni. Si sono 
poi passate in rassegna le varie strategie riguardanti gli utenti d’azienda, la facility, il recupero 
dati ecc., descrivendo anche come possono essere scelte le tecnologie. In merito ricordiamo 
che la prima strategia è sempre quella di associare un sito alternativo di recovery a quello 
primario.  
Si è voluta infine dare una risposta matematica al problema della scelta del piano migliore e 
degli asset con cui implementare un’infrastruttura su sito alternativo. 
Alcuni degli aspetti visti nel capitolo saranno ripresi anche nel quinto capitolo, dove si parlerà 






















5. IL CASO AZIENDALE 
 
 
In questo capitolo verrà trattato il caso aziendale affrontato di persona, durante uno stage della 
durata di 6 mesi, presso una compagnia di consulenza multinazionale. Il team di lavoro, 
inserito nell’ambito della progettazione tecnica (PT), è ospite, dal Luglio 2007, di una 
compagnia di telecomunicazioni, con sede a Roma, per supportare l’azienda 
nell’implementazione di un programma di Disaster Recovery. I dettagli verranno meglio 
esaminati nei prossimi paragrafi. Verrà trattato innanzitutto il caso generale, introducendo i 
presupposti con cui è stato affrontato il problema, di seguito saranno illustrate le linee guida 
utilizzate per affrontare il problema nella specifica azienda e infine sarà descritto il caso 
specifico riguardante il sistema su cui è stata implementata la soluzione. 
 
 
5.1 Introduzione al caso generale 
 
 
Il caso preso in esame riguarda l’esperienza di un gruppo di consulenza operante all’interno di 
una compagnia di Telecomunicazioni. Tale compagnia ha avviato, a partire dal 2006 un 
programma triennale di implementazione di Disaster Recovery per i principali processi di 
business, inerenti la telefonia mobile. All’interno del programma di Disaster Recovery si è 
inserito, a partire dal 2007, il gruppo di consulenza di progettazione tecnica, nell’area Business 
Support System(BSS), per l’indirizzamento dei processi di: 
 
 Billing Prepagato; 
 Vendita; 
 Post-Vendita. 
Più precisamente, il billing prepagato è processo relativo alla fatturazione delle chiamate e dei 
servizi erogati verso gli utenti in possesso di carte ricaricabili.  
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Il processo di vendita riguarda le attività legate all’attivazione di nuove schede ricaricabili e la 
gestione della portabilità10. 
Il processo di post-vendita include le attività di commercializzazione delle ricariche, di 
attivazione delle offerte e di cambio di piani tariffari. 
All’avvio dell’attività della squadra di progettazione tecnica, d’ora in poi anche chiamata PT, 
su nessuno dei sistemi che gestivano questi processi era stata implementata una soluzione di 
Business Continuity o di Disaster Recovery. 
I sistemi su cui si appoggiano i processi in esame sono: 
 
 Il sistema di gestione del CRM; 
 
 Il sistema di gestione per le schede di credito pre-pagato, per la telefonia mobile; 
 
 Il middleware che mette in comunicazione tutte le componenti relative alle varie 
attività.  
 
Sulla base di questo panorama, l’inizio della progettazione si è focalizzato sulle norme di 
implementazione del disaster recovery, fornito dalla compagnia, e sui requisiti di disponibilità 
richiesti per i vari servizi.  
 
 
5.2 Definizione delle norme di Progettazione  
 
 
Antecedentemente all’arrivo del Team di PT, la compagnia aveva effettuato uno studio 
complessivo delle criticità dei business su cui non era stata implementata nessuna Business 
Continuity, né tanto meno nessun Disaster Recovery. Da questo studio, che inglobava anche la 
Risk Analysis, sono state definite le politiche di Disaster Recovery. Tali politiche definiscono 
come implementare una soluzione di DR, finalizzata a raggiungere progressivamente due 
livelli: IT Driven e Business Driven. 
                                                   
10
 Il passaggio da un operatore all’altro. Può essere inteso sia come la gestione di clienti che provengono da un’altra compagnia di 
telecomunicazioni e che vogliono essere serviti, mantenendo il proprio numero, dal gestore in esame, oppure come la gestione di clienti che 
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Il primo il vello, IT Driven, è quello che deve essere raggiunto con una maggiore priorità. Per 
arrivare a questo livello, è necessario che siano compiute le attività di analisi, valutazione e 
definizione dei piani di DR, che si prefiggono di ricostruire totalmente le infrastrutture rese 
indisponibili, in modo permanente, da un evento disastroso. Per ogni data center di recovery 
previsto deve essere disegnato un piano di Disaster Recovery, con la descrizione delle 
infrastrutture e delle applicazioni necessarie.  
Per il raggiungimento di questo livello è necessario che, nella definizione della strategia e nella 
progettazione dell’architettura tecnica, siano rispettati i seguenti requisiti: 
 
 l’RPO deve essere compreso nell’ordine delle 24 ore; 
 
 l’RTO può variare da 2 a 4 mesi (il tempo può mutare a seconda della priorità nel 
masterplan dei sistemi applicativi). 
 
Come accennato sopra, i piani di DR sono disegnati per la determinazione di strategie hanno lo 
scopo di: 
 
 ricostruire ex-novo le infrastrutture di tipo hardware in un sito di recovery; 
 
 ripristinare i sistemi applicativi e i dati a partire dai backup effettuati in un periodo 
precedente l’evento di un disastro; 
 
 identificare la programmazione delle attività e i tempi necessari per il recovery.  
 
Alcuni elementi critici considerati, riguardano l’ipotetica carenza di risorse, l’obsolescenza di 
infrastrutture hardware che impediscono il ripristino totale delle stesse, i rischi derivanti dalla 
distruzione fisica o dagli errori logici, verificati nella creazione di copie di dati software.  
Per l’azienda di Telecomunicazioni sono stati previsti in totale X11 piani di DR per X data 
center (DC), ognuno dei quali possiede uno o più DC di recovery. Sono inoltre stati previsti dei 
                                                                                                                                                                
vogliono abbandonare il gestore in esame, per passare ad uno esterno. 
11
 Non indichiamo il numero esatto dei datacenter per ragioni di privacy, a tutela della compagnia cliente. 
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progetti di adeguamento per infrastrutture obsolete e interventi tecnici per incrementare la 
salvaguardia dei dati. 
I DRP (Disaster Recovery Plan) per i datacenter sono basati sulla ricostruzione dei sistemi 
elaborativi. È un requisito che questi devono essere capaci di salvaguardare i dati originali, che 
devono essere coinvolti nel ripristino. Tali dati possono riferirsi a software (applicativi e di 
sistema), a parametri di configurazione, a dati non strutturati presenti nel filesystem, a dati che 
rappresentano patrimonio normativo presente nelle basi di dati strutturate. La salvaguardia dei 
dati è protetta dall’adozione di politiche di backup che da sole non sono sufficienti a garantirne 
la completa sopravvivenza. Per questo si è suggerito di garantire la protezione fisica dei 
supporti di backup, come nastri o dischi, da conservare all’interno di sostegni di protezione 
(cassaforti), locati in camere di sicurezza (camere Lampertz o equivalenti secondo la 
certificazione UNI-EN 1047-1 e 212), per garantirne l’integrità, qualora un disastro coinvolga il 
datacenter. Oltre a questo le norme suggeriscono la compatibilità dei sistemi di backup tra i 
datacenter, al fine di permettere il ripristino dei dati nel sito di recovery, nell’evento di un 
disastro gravante su di esso.  
In ultima analisi si poneva il problema di verificare l’esistenza e l’operatività del sistema di 
remote vaulting, fra sito originario e sito di recovery. In realtà l'infrastruttura di "remote 
vaulting elettronico via rete" sottintendeva che tutti i DC (data center) dovevano essere 
coinvolti dalla politica di Disaster Recovery. Tra l’altro il sistema che produce le copie di 
backup, in uso nel datacenter primario, doveva essere predisposto in modo tale da trasferire i 
dati al sito di DR, tramite vaulting.  
 
Il secondo livello, BusinessDriven, viene perseguito attraverso la realizzazione preventiva di 
misure volte a minimizzare i tempi di ripristino secondo i requisiti di business. Per fare questo 
il primo passo è riflettere sull’inserimento dei servizi IT critici all’interno del programma di 
DR, a valle di una precisa valutazione economica, dovuta da un confronto di tipo impatto-
rischio e da considerazioni precise sui costi di copertura.  
L’obiettivo è dato dallo sviluppo di progetti di DR per sistemi critici, in modo che questi non 
siano resi indisponibili per un tempo intollerabilmente prolungato.  
                                                   
12
 Sono camere ignifughe progettate per la protezione contro gli incendi. 
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Attraverso la Business Impact Analysis vengono stabiliti seguenti requisiti; 
 
 l’RPO minimo è dipendente dalla tecnica utilizzata per la replica dei dati tra sito 
primario e sito secondario; 
 
 l’RTO è variabile fra ore e giorni, a seconda della criticità della applicazione IT. 
 
Altro requisito è quello di garantire un approccio comune che sia utilizzabile per la 
progettazione di tutti i sistemi di Disaster Recovery all’interno della compagnia di 
telecomunicazioni.  Tale approccio si compone principalmente di due fattori: 
 
 Elementi caratteristici per la progettazione di sistemi di DR; 
 
 Un insieme di scenari di riferimento che permettono di indirizzare precise categorie 
di problemi circoscritti alla realtà che circonda la compagnia, tramite l’uso di 
precise tecnologie abilitanti. 
 
Questo approccio prevede anche che siano considerate le varie tecnologie a disposizione 
(principalmente sono tecnologie di data replication) e che tale analisi sia riportata per iscritto 
all’interno di precise schede di valutazione, usate per una successiva selezione.   
Ai fini della progettazione del Disaster Recovery, dunque della preparazione dell’infrastruttura 
tecnica a garanzia di quella primaria, devono essere individuati gli elementi caratteristici 
dell’area relativa al processo di business, cui si è deciso di applicare il DR. Tali elementi 
includono: 
 
 requisiti della Business Impact Analysis; 
 
 policy di sicurezza; 
 
 lo stack IT del DR( si veda la figura 5.2.1), i cui layer rappresentano i fattori 
caratteristici dei sistemi, sia da un punto di vista architetturale che infrastrutturale, 
individuati anche sulla base dell’impatto che essi possiedono sulla progettazione di una 





Figura 5.2.1: lo stack DR IT, che presenta i layer relativi alle parti del DR da cueare, con 
requisiti BIA, scopo, elementi da considerare e azioni. 
 
 
La figura 5.2.1 mostra come nell’application layer sia presente un punto d’attenzione sullo 
stato dell’applicazione sul sito secondario. È importante mostrare come in base alla modalità di 
failover13, l’applicazione può avere diversi livelli di accessibilità sul sito secondario: 
 
 Modalità Active/Active: prevede il bilanciamento di carico in produzione, il che 
significa che il flusso di dati viene distribuito fra i siti attivi. In tale modalità 
l’applicazione è resa disponibile, e attiva, anche sul sito secondario, per operazioni di 
scrittura e lettura.  
 Modalità di Hot Standby: prevede che l’applicazione residente sul sito secondario sia 
disponibile solo per operazioni di lettura, ma non conceda l’accesso in scrittura. Va 
comunque specificato che l’accesso in lettura è consentito nel caso sia prevista la 
modalità stanby o nel caso siano presenti dei tool  per la creazione di snapshot, copie 
consistenti ecc.. 
                                                   
13
 Per failover si intende il trasferimento di un’operazione da una componente non più funzionante ad una simile, ridondante, per 
assicurare la continuità dell’operazione. 
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 Modalità Cold Standby: prevede che l’applicazione sul sito secondario non sia attiva, 
ma che venga resa tale solo in caso di disastro. Nel caso si verifichi tale avvenimento è 
necessario prevedere operazioni di sola lettura, questo come previsto dalla strategia di 
replica di dati. 
  
Non ci soffermeremo a spiegare nel dettaglio tutti gli elementi del layer, in quanto quelli di 
impatto per il nostro caso verranno citati in seguito. Per ora ci limitiamo a introdurre quali linee 
guida, per l’implementazione del Disaster Recovery, sono state definite a livello Corporate, 
prima di far avviare la progettazione del Sistema di DR al gruppo di progettazione tecnica nel 
Business Support System. 
L’approccio a livello Business Driven, consta anche di un insieme di scenari, disegnati a partire 
dalla classificazione sulle esigenze applicative, richieste dalla compagnia in ambito DR, 
costituiti da soluzioni di tipo tecnologico, in modo da definire l’architettura ad alto livello 
dell’impianto. Sul documento che definisce le politiche di Disaster Recovery, vengono 
descritte quattro tipologie di scenario. A titolo di esempio, riportiamo la descrizione di uno solo 
di questi scenari, ovvero il primo. 
 
 
Descrizione dello Scenario 1 
 
Lo scenario in esame, propone una combinazione di tecnologie di replica differenti, con la 
finalità di garantire massima protezione, massima ridondanza dei dati e un’immediata 
ripartenza dei dati, a seguito dell’evento disastroso.  
Questo tipo di scenario è relativo ad applicazioni di tipo mission critical, ovvero tali per cui è 
richiesta la sincronizzazione di diverse fonti di dati, con volumi di dati medio-alti.  In questo 
contesto diventa un requisito importante che l’RTO sia relativamente basso (in base al livello 
di automazione utilizzato alla ripartenza) e che i dati persi siano minimizzati: di fatti l’RPO 
deve essere modulato in funzione del canale trasmissivo, attraverso cui si inviano dati dal sito 
secondario al quello principale.  
Per progettare un DR in uno scenario simile, si richiede che vengano rispettati una serie di 
requisiti di progettazione, riassunti nella tabella seguente (tabella 5.2.1). 
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 Elementi Descrizione requisiti 
RTO Tendente a zero/minuti 
RPO Tendente a zero/minuti 
Modalità di failover Active/Active o Hot Standby 
Modalità di replica dati Allineamento sincrono o asincrono dei dati 
Consistenza del dato Garanzia di consistenza applicativa anche per 
architetture multi-istanza 
Monitoring/Controllo Alto livello di monitoring/controllo dell’allineamento degli ambienti DR 
Overhead Minimo overhead sui sistemi di Produzione 
Network Utilizzo ottimale ed omogeneo della banda per 
volumi medio-alti 
Risorse elaborative Ripartenza con la totale disponibilità di risorse 
elaborative 
BC Continuità del servizio in caso fault a livello 
campus 
Full Refresh Possibilità di ricostruzione completa degli 
ambienti BC/DR 
Tabella 5.2.1 – Requisiti di progettazione Scenario 1 
 
 
Per uno scenario simile, l’architettura d’alto livello può essere ricondotta a quella in figura 
5.2.2, in cui vengono riportati tre siti: Produzione, Business Continuity (BC) e Disaster 
Recovery (DR). RPO e RTO tendenti a zero sono possibili attraverso l’utilizzo di tecniche di 
replica sincrona dei dati su un sito locale di BC. Per il sito di DR si utilizzano principalmente 
due tipi di tecnologie: replica di dati residenti su database, usando applicazioni a livello 
software, come il log shipping14 e lo standby DB, al fine di ottenere su sito remoto i seguenti 
risultati: 
                                                   
14
 Sistema di copiaperiodica e automatica del backup del t-log dal server di produzione verso uno stand-by server, ovvero un server in attesa 
del, che può essere portato in linea di produzione primaria se il server principale non può proseguire l’attività. 
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 una copia consistente del sito originale;  
 
 una replica di dati residenti su filesystem, attraverso teconologie di replica di tipo host-
based, per il trasferimento delle configurazioni software (sistema operativo, 
applicazioni varie..);  
 
 una ricostruzione completa degli ambienti, tramite le funzionalità di allineamento 
massivo dovute a tecnologie di data replication  array based. 
 
 
Figura 5.2.2: Architettura di DR con uno scope focalizzto su tutti i layer dello stack IT.  Il 
disegno tecnico prevede infatti che il recovery sia fatto tramite replica sincrona verso il sito 
secondario, avendo come intermediario la macchina di BC, che garantisce l’high availability.  
 
  
Le tecnologie usate per questo tipo di architetture high level ( scenario 1), includono: 
 Log Shipping (che permette di trasporatare un numero minimo di dati per il ripristino 
del database, col vantaggio di assicurare un RPO minimo); 
 
  Data replication Host Based (porta ad avere un RPO tendente a zero 
nell’allineamento dei file system con un livello medio di movimentazione dei dati); 
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 Data replication array based ( che permette di aggiornare gli ambienti, tramite la 
copia fisica dei dati); 
 
 Replica sincrona dei dati sul sito di BC (che garantisce la continuità del servizio e ha 
un data loss pari a zero). 
 
5.3 Il caso CRM mobile  
 
In questa sezione sono presentati i vari passi attraverso cui si è realizzato il progetto di 
Disaster Recovery per il sistema di gestione dedicato al CRM. Viene introdotto innanzitutto il 
sistema e di seguito il progetto, con le sue varie fasi di realizzazione. 
 
5.3.1 Presentazione del sistema CRM 
 
Fra i principali processi di business studiati durante l’analisi complessiva dei sistemi 
dell’organizzazione (paragrafo 5.1), è incluso, come visto, il CRM per la telefonia mobile. 
Come la letteratura suggerisce, il CRM (Customer Ralationship Management) è una 
componente del marketing che ha i seguenti scopi: 
  
 costruire un legame di fidelizzazione con il compratore; 
 acquisire nuovi consumatori; 
 aumentare le relazioni con i clienti considerati più importanti.  
Sempre nel paragrafo indicato, abbiamo visto che tutti i processi sono supportati da precisi 
sistemi di gestione. Quando parliamo di CRM, intendiamo proprio il sistema che supporta 
questa funzione del marketing. 
Il sistema di gestione delle relazioni con la clientela è stato ritenuto critico dalla compagnia, in 
quanto rappresenta la principale interfaccia con l’utenza. Tale sistema si compone di più 
sottosistemi e di questi ne sono stati individuati due in particolare, di cui si è richiesta una più 
urgente implementazione di Disaster Recovery. Tali sistemi sono: 
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 Il CRM per la commercializzazione: include funzionalità di commercializzazione 
e vendita di schede prepagate, servizi di post-vendita e di caring15. Le attività 
incluse riguardano la vendita di una nuova SIM, la sua cessazione, l’accredito, la 
ricarica, la gestione dell’anagrafica (dunque l’acquisizione del nuovo cliente, il 
subentro, la cancellazione e il cambio profilo); 
 
 La Componente per la gestione dei servizi inerenti le schede prepagate: effettua 
la storicizzazione delle operazioni di vendita e post-vendita delle ricariche, 
l’interazione con i sistemi di accesso al CRM, l’esposizione di servizi on-line per 
clienti minori. I servizi offerti riguardano la visualizzazione dei dati degli utenti, le 
modifiche dei profili tariffari, l’attivazione e la cessazione delle offerte. 
  
Le funzioni illustrate, rese possibili attraverso i sistemi, danno evidenza di come sia 
importante la non interruzione delle attività, per questo la predisposizione di alternative di 
recovery ha avuto priorità nei confronti di queste componenti. 
  
5.3.2 Presentazione del progetto 
 
L’intero progetto è stato suddiviso in due fasi, al fine di dare priorità ai processi più critici. La 
prima fase è stata pensata con lo scopo di implementare il DR dei sistemi più critici del 
processo di Billing Prepagato, includendo la predisposizione del DR per processi di vendita e 
post-vendita.  
La seconda fase interessa invece i sistemi a completamento del DR per processi di vendita e 
post, più altri eventualmente inseriti a seguito di considerazioni emerse da BIA successive.  
Per capire come è stato portato avanti il progetto, almeno riguardo la prima fase, faremo 
riferimento al piano di lavoro sviluppato, focalizzando l’attenzione sulle macro attività, 
piuttosto che sul dettaglio.  
L’organizzazione del progetto CRM si basa su nove macroattività inserite nel piano di lavoro 
sviluppato dal team di PT, illustrato in figura. Come si nota, alcune delle attività del piano di 
                                                   
15
 Intendiamo dire costumer care, la tecnica del marketing che ha lo scopo di raggiungere la soddisfazione del cliente. 
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lavoro sono evidenziate in rosso. Tali attività ci riguardano più da vicino, in quanto argomento 




Tabella 5.2.2: le attività previste nel piano di lavoro del progetto di CRM Mobile.  
Strumento: Microsoft Project 
 
5.3.3 Definizione del Perimetro 
 
Per quanto riguarda la definizione del perimetro, questo task si riferisce all’analisi dei sistemi 
attuali e delle attività erogate dai servizi inerenti quei sistemi. Possiamo identificare questo step 
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con la fase che nel capitolo 3 abbiamo indicato con “l’identificazione degli asset” (parag. 
3.1.2.1). Converge in pratica con la descrizione che abbiamo dato circa il CRM e i componenti 
di cui è costituito, individuati sulla base delle considerazioni sulle criticità. Quindi: 
 
 Il CRM per la commercializzazione; 
 La Componente per la gestione dei servizi inerenti le schede prepagate; 
  
Analizzando più nel dettaglio, il perimetro include l’architettura del sistema e le funzioni delle 
singole componenti. 
L’archittettura dei sistemi è riassumibile nella seguente fugura. 
 
 
Figura 5.2.3: architettura dei sistemi CRM 
 
Lo schema rappresentante l’architettura, mostra le componenti dei due sottosistemi, i quali 
comunicano, attraverso un middleware con i sistemi di legacy, ovvero sistemi di computer 
costruiti usando tecnologie obsolete, attualmente in uso da determinate funzionalità di 
business. Il sotto-sistema CRM-Commercializzazione comunica anche con i sistemi di 
integrazione, per l’ottenimento di particolari funzionalità attraverso la combinazione di più 
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componente CRM per la commercializzazione è costituita anche da un web server, per 
l’implementazione delle funzionalità front-office online. 
Per quanto riguarda il CRM per la di commercializzazione, le principali funzionalità sono: 
 
 Commericializzazione e vendita delle schede prepagate; 
 Servizi di post vendita, caring e alcuni servizi esterni. 
 
I servizi individuati, che possono essere esposti a rischio, sono i seguenti: 
 
 Vendita nuova SIM, Cessazione, Accredito, Ricarica, Addebito, Reintegro; 
 Gestione anagrafica: acquisizione, subentro, cancellazione, cambio profilo;  
 Offerte e servizi. 
 
La Componente per la gestione dei servizi inerenti le schede prepagate, invece, rappresenta il 
back-end anche per CRM-Commercializzazione e le sue principali funzionalità sono: 
 Storicizzazione delle operazioni di Vendita e Post-Vendita Consumer 
 Interazione con i sistemi accesso al CRM ; 
 Esposizione di servizi on-line per altri client minori. 
 
Tra i servizi esposti al rischio: 
 Visualizzazione dati utenza; 
 Modifiche profili tariffari; 
 Attivazioni/cessazioni offerte. 
 
Una volta disegnato il perimetro, per la comprensione di quelle che sono le componenti del 
sistema CRM e le loro specifiche funzioni, è stato possibile passare alla fase successiva, 




5.3.4 Analisi degli impatti  
 
Dopo la definizione del perimetro, lo studio si è spostato sull’analisi degli impatti, la quale, più 










FASE INIZIALE: Organizzazione del lavoro
Analisi
 
Figura 5.2.4 : schema rappresentante la sequenza delle attività riguardanti la 
fase organizzativa del lavoro 
 
Per quanto riguarda i processi di business, le considerazioni fatte prendono in esame i vari 
sistemi esterni al perimetro CRM, esaminato nell’attività precedente, e permettono di fare delle 
stime sugli impatti gravanti su alcuni di essi, per vedere quali conseguenze potrebbero avere 
sulle attività di Vendita e Post-Vendita.  
La figura 5.2.4 mostra come i sistemi, tenuti in modo anonimo, parlano tra di loro attraverso un 
middleware di comunicazione, che per brevità abbiamo chiamato CS (comunicazione-sistemi). 
 
 
Figura 5.2.5: schema semplificativo, che descrive la comunicazione fra CRM e gli altri sistemi.  In alto a 
sinistra viene disegnato il caso di fallimento del middleware di comunicazione 
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Se questo middleware dovesse essere disattivato per un qualche motivo, per cui non fosse 
possibile disporre delle sue funzionalità, gli impatti sui processi di vendita e post vendita, per i 
sistemi del CRM elencati, sarebbero consistenti. Come prima cosa, infatti, una caduta del CS 
provocherebbe un’impossibilità di comunicazione dei sistemi, precludendo l’opportunità di 
erogare diversi servizi. Le componenti CRM perderebbero:  
 
 servizi di portabilità del numero; 
 servizi di migrazione da numeri con modalità di pagamento abbonato a schede 
prepagate; 
 servizi di ricarica; 
 servizi di cambiamento del profilo utente; 
 servizi di cambio profilo tariffario; 
 servizi di variazione dati utente. 
 
Gli altri sistemi rappresentati in figura, sono stati chiamati in modo generico A, B, C e 
rappresentano strutture con scopi differenti da quelli del CRM. Dal momento che alcuni di essi 
consentono i controlli di accesso ai DataWarehouse, i controlli sulla contabilità e altri ancora, 
l’indisponibilità di alcuni di essi può apportare conseguenze anche sulle componenti del CRM 
analizzate.  
Un’analisi degli impatti sui processi di business ha permesso di capire quali sono i requisiti da 
soddisfare per assicurare la continuità del servizio, considerando tutti i vincoli presenti, imposti 
dall’infrastruttura esistente. In merito a questo, la prima riflessione è stata quella relativa 
all’attivazione del DR. Quest’ultima comporta chiaramente un alto costo, in termini di tempo e 
di denaro, cosa che sottolinea dunque l’inutilità dell’attuazione delle procedure di ripristino per 
un semplice guasto hardware. Come ovviare a questo problema? La risposa proviene proprio 
dalla Business Continuity. Era infatti necessario che i sistemi fossero comunque provvisti di 
continuità locale, caratterizzata da:  
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 alta affidabilità dei sistemi tramite cluster active/active o Active/Stand-by; 
 
 load balancing;  
 
 alta affidabilità dello storage tramite la replica dei dati. 
 
Per quanto riguarda invece l’implementazione del Disaster Recovery, le considerazioni iniziali 
si sono basate sulla criticità dei processi da mantenere in vita. Dunque si è effettuata un’analisi 
per capire quali erano le funzioni vitali e per capire, in termini di RPO e RTO, quale potesse 
essere il tempo di indisponibilità tollerabile. Per comprendere l’importanza di quanto detto, 
basti pensare ai danni che potrebbe subire un’azienda di telecomunicazioni se il normale 
servizio che permette agli utenti di telefonare, fosse anche temporaneamente sospeso. Lo 
scontento dei clienti della compagnia sarebbe dunque tale per cui si potrebbe tollerare un 
indisponibilità totale circoscritta ad un numero minimo di ore. Si ricordi che per le aziende, non 
poter fruire del servizio di telefonia, si traduce, in certi casi, in vere e proprie perdite 
economiche, ecco perché la compagnia in esame, dato un evento disastroso, potrebbe inoltre 
incorrere in azione legale, da parte di altre aziende. Quanto appena detto non è un fattore da 
prendere in scarsa considerazione, anche perché l’elemento legale è una delle primarie 
considerazioni effettuate in fase di analisi.  
Se dovessimo invece pensare a fattori meno critici, potremmo anche riporre l’attenzione, 
sempre nel caso della telefonia, alla parte che eroga servizi supplementari, quali promozioni o 
informazioni per via cellulare. Una temporanea indisponibilità sarebbe, infatti, comunque, ben 
tollerata dall’utenza.  
In basso riportiamo una tabella che sta a evidenziare una classificazione dei processi in base 
alla loro criticità. Come si nota, sono riportati, in una precisa colonna, la soglia massima di 
RTO e RPO consentiti. Altre informazioni date sono le metodologie di recovery da utilizzare e 
la valutazione dei costi. 
Processi critici sono, in generale, quelli che hanno impatti sul revenue e sull’immagine 
dell’azienda, nonché sulle relazioni con il cliente e con i partner. Come si può ben capire i 
processi di Billing e Vendita risentono di questa proprietà. Non è, in effetti, un caso che i 
sistemi del CRM che abbiamo in esame sono stati inclusi in questa categoria. 
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Sempre dalla tabella si nota come le metodologie di recovery siano sempre basate sulla replica 
dell’infrastruttura e dei dati. Ciò, di conseguenza, vuol dire anche avere a disposizione dei 
datacenter (DC) su cui predisporre il backup o l’hardware di supporto alla facility primaria, 
qualora l’indisponibilità del servizio lo richieda. Di fatti, considerazioni simili sono state fatte 
soprattutto laddove la compagnia in esame era già in possesso di tali spazi fisici. Le 
considerazioni dunque non si sono limitate alla riflessione su un possibile acquisto di nuove 
facility, ma si è spostata a capire quale, fra i siti esistenti, fosse il più adatto 
all’implementazione di un disaster recovery. 
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il revenue e 
per l’immagine 
dell’azienda
• RTO = da 0 a 6 
ore
RPO = da 0 a 4 
ore
• Infrastruttura di 
DR dedicata o 
condivisa
• Acquisto nuovo hardware e 
software nel caso di 
infrastruttura dedicata
• Replica dei dati
• Gestione dedicata
Importante
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• Supply Chain
• RTO = da 7 a 
24 ore
RPO = 4 ore
• Infrastruttura di 
DR condivisa
• Costo minimo in caso di 
infrastruttura condivisa
• Acquisto nuovo hardware e 
software nel caso di 
infrastruttura dedicata
• Replica dei dati
• Gestione dedicata in caso di 
infrastruttura dedicata
 
Tabella 5.2.3: valutazione della criticità dei processi di business in bse ai servizi erogati. Come previsto 
dalla letteratura, anche in quest’ambito le criticità maggiorni sono dati dal front-end. 
 
 
L’azienda di telecomunicazioni era in possesso di sette ulteriori facility, dislocate su tutto il 
territorio nazionale italiano, dalla Puglia alla Lombardia.  
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La scelta dei DC su cui applicare il piano di DR è stata veicolata da diversi fattori. Innanzi tutto 
alcuni di questi siti erano esausti e non avrebbero potuto ospitare né nuovo hardware, né 
accettare il backup di ulteriori dati. Inoltre, si è pensato di ottimizzare i costi secondo criteri tali 
per cui l’infrastruttura potesse essere resa condivisibile anche con sistemi su cui, in futuro, 
sarebbe stata implementata una soluzione di Disaster Recovery. Ancora, punto fondamentale, 
era importante che la distanza fra i datacenter di recovery e quello di produzione fosse tale da 
coprire diverse categorie di catastrofi, incluse anche quelle non naturali. Infine, per il sistema di 
CRM adibito alla commercializzazione e per quello adibito all’erogazione di servizi inerenti il 
prepagato, si è previsto un datacenter locato in Lombardia (non diamo la locazione specifica), il 
quale era in grado di offrire spazi e infrastrutture per tutti i sistemi definiti nel perimetro e una 
distanza elevata dal DC di esercizio, dove erano dislocati tali sistemi. Ancora, il DC si prestava 
ad una potenziale visione strategica anche per altri ipotetici progetti di DR, ottimizzando 















Figura 5. 2.6: allocazione geografica dei siti di esercizio, in cui sono presenti i 
sitemi che gestiscono le funzionalità del CRM per la commercializzazione e le 
funzionalità per l’erogazione dei servizi inerenti il prepagato,  e di Disaster 
Recovery. 
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Per la replica dei dati, dal momento che il volume degli stessi, per il sito di produzione, si 
presentava particolarmente elevato, sono stati individuati requisiti tali per cui doveva essere 
trasferito un TB giornaliero in dieci ore lavorative(dunque duecento Gigabyte orari) verso il 
sito di DR, con un transfer rate di 150 GB a ora, disponibili sulla VDCN (Virtual Data Center 
Network ). 
L’RPO stimato è stato ricavato dalle riflessioni in merito ai requisiti espressi, con un 
ammontare di 4 ore totali, tenendo conto del fatto che la VDCN (Virtual Data Center 
Network) era condivisa, quindi un solo canale è stato dedicato al DR, con conseguente 
possibilità di usare solo metà della banda.  
Per quanto riguarda la tolleranza al tempo di indisponibilità, anche qui l’analisi si è focalizzata 
sulla durata di spegnimento dei sistemi guasti, quindi 30 minuti per la disattivazione dei sistemi 
in esercizio che possono interferire con l’ambiente di DR, e sul periodo necessario alla 
riconfigurazione delle rete, calcolato come due ore per il cambio del routing, per virare il flusso 
dei dati dal sito di esercizio a quello di recovery, e per l’attivazione dei sistemi di rete del 
Disaster Recovery. In ultima analisi per quanto riguarda il tempo di riattivazione, si è calcolato 
uno start-up di 2 ore (per consentire all’ambiente di DR di essere mandato in esecuzione). 
Infine, l’RTO stimato, per far ripartire i sistemi, è stato calcolato per un ammontare di 4 ore 
totali. Ci preme specificare che tali numeri sono stati calcolati anche con riferimento ai dati 
della fonte Gartner, di cui l’azienda di consulenza detiene l’accesso.  
Sulla base dei risultati ottenuti in fase di analisi, alla luce dei vincoli e dei requisiti trovati, è 
stata infine studiata la strategia di recovery, sulla quale è poi stato sviluppato il piano di lavoro. 
 
5.3.5 Definizione della strategia 
 
Come detto, a seguito della fase di recovery, è stata definita la strategia, seguendo degli 
opportuni driver, in grado di veicolare la sua definizione. Tali driver sono identificati nei 
seguenti punti: 
 Contenimento dei costi di implementazione dell’ambiente di DR; 
 Mantenimento della compatibilità con le tecnologie dell’ambiente di esercizio; 
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 Ottimizzazione delle risorse per la replica dei dati; 
 
 Minimizzazione della gestione dell’ambiente di DR; 
 
 Minimizzazione degli impatti per lo Sviluppo; 
 
 Utilizzo di tecnologie compatibili con la distanza tra il DC di esercizio e quello di 
DR; 
 
 Copertura dei requisiti espressi dal vertice della compagnia, in particolare l’RPO; 
incluso nelle quattro ore e l’RTO incluso nelle 15 ore; 
 
 Verifica della possibilità di riutilizzo dell’ambiente di DR per altri scenari. 
 
I driver, come detto, sono stati i principali spunti per veicolare la progettazione della strategia. 
Come primo punto è stata prevista una soluzione di business continuity locale, a livello di 
memorizzazione dati. Tale soluzione di affidabilità nasce dalla volontà di impedire che un 
fermo temporaneo dei dispositivi di storage determini l’attivazione del sito di DR, che invece 





  Figura 5.2.7: schematizzazione della Strategia implementata per il programma di Recovery del CRM 
 
 
     Business Continuity 
 
Ambiente di DR 
 
Replica dei dati 
    
  Gestione del  
  change management 
 
Sarà realizzata una 
soluzione di BC locale a 
livello di storage. 
 
Per il dimensionamento 
dell’ambiente di DR 
verranno considerati due 
fasi: 
• Fase 1 - configurazione 
necessaria per la 
predisposizione della replica 
• Faes 2 - 50% della 
capacità elaborativa rispetto 
a quella attuale 
 
La strategia prevede 
l’utilizzo di una soluzione 
per la replica dei dati Array 
Based + Disk Journaling. 
 
 
Utilizzo di strumenti manuali 
per l’allineamento della 
configurazione delle 
applicazioni tra DR ed 
esercizio. 
 




1) Business Continuity 
Per applicare tale strategia è stata pensata una soluzione di data replication Array Based, 
prevedendo la replica in maniera sincrona dal box di esercizio ad uno designato per la Business 
Continuity. Le operazioni di scrittura I/O del dato da parte dell’host, si ritiene chiusa solo 
quando il dato è stato scritto sia sul box di esercizio che su quello di Business Continuity. Se il 
dispositivo di storage fallisce, si attiva la soluzione di continuità locale con un RTO definito in 
termini di minuti, ovvero il tempo necessario per fermare e riavviare i server che usano i 
volumi inclusi nella Business Continuity. La replica di dati, in questo tipo di soluzione, come 
già spiegavamo nel capitolo precedente, viene gestita dallo stesso storage, dunque non impegna 
la CPU al lato server.  
La soluzione pensata prevede quindi che i volumi della SAN, contenente i dati relativi ai 




2) Ambiente di DR 
La figura 5.2.7 mostra come secondo step, nella formulazione della strategia, la predisposizione 
dell’ambiente di Disaster Recovery. Questo passo non è stato immediato, ma è il risultato di 
una scelta effettuata su un gruppo di possibilità.  
Per veicolare la scelta si è cercato di prevedere un ambiente tale che i costi, di gestione e di 
infrastruttura, fossero minimizzati, e che gli impatti fossero comunque tollerabili. Nella pagina 
seguente, sono riportate tutte le strategie ipotizzate, con i relativi impatti. In grassetto viene 
riportata quella definitivamente scelta per il nostro caso. Tale strategia è stata pensata 
prevedendo, in fase uno, una replica dell’architettura tecnica riducendo i domini e la capacità 
elaborativa. Quello che si è previsto di ottenere attraverso una scelta tale è: 
 
 il contenimento dei costi; 
 
 la replica dei dati tra sito primario e quello di Disaster Recovery; 
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 la predisposizione degli ambienti necessari alla verifica della replica dei dati sul sito 
di Disaster Recovery; 
 
 nessun tipo di balancing; 
 
 Mantenimento del clustering solamente per i database dei dati relativi al sistema con 




Tabella 5.2.4: le varie strategie valutate per il caso specifico di Disaster Recovery. In grassetto quella 
scelta per il caso. 
 
 
La strategia prevista dunque per la prima fase riguarda la replica dell’architettura tenica, la 
riduzione dei domini e della tolleranza ai guasti, nonché la diminuzione della capacità 
elaborativa. L’impatto previsto per l’adozione di una scelta del genere fornisce un 
adeguamento dei sistemi di fault tollerance e dei sistemi di load balancing.   
 Replica degli interventi del sito di esercizio sul sito 
di DR 
 Adeguamento della configurazione di rete 
 Replica del sito di esercizio 1:1 (replica di ogni nodo) 
con eventuale riduzione della capacità elaborativa 





 Copia fisica del sito di esercizio sul sito di DR 
 
 Replica del sito di esercizio 1:1 (replica di ongi nodo) 
con eventuale riduzione della capacità elaborativa 
 
 Adeguamento dei sistemi di fault tollerane  
 Adeguamento dei sistemi di load balancing 
 Replica dell’architettura tecnica 
 Riduzione dei domini e della fault tollerance 
 Riduzione della capacità elaborativa 
 Gestione dello swap dinamico delle risorse per 
l’attivazione dei sistemi in DR tramite software 
specifici (maggiori costi software) 
 Sharing delle risorse nel DC di DR 
 
 Riprogettazione architetturale del sito di DR 
 Ogni variazione sul sito di esercizio comporta una 
variazione sul sito di DR come se fosse un sistema 
del tutto indipendente 
 Consolidamento architetturale (Web server +  
Application server + DB su singolo dominio) 
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3)Replica dei dati 
Andando avanti con gli step indicati dalla figura 5.2.7, si mostra come la strategia focalizza 
l’attenzione sulla replica dei dati da sito primario a quello secondario di backup. In questo 
ambito la scelta è ricaduta su una soluzione in grado di garantire dati consistenti, con un basso 
impatto in termini di risorse, sul sito di esercizio.  
La strategia prevede la replica di dati attraverso le tecniche Array Based e Disk Journaling. 
Quest’ultima tecnica, come si ricorderà, prevede la scrittura delle operazioni di I/O su un log di 
journal, in cui è memorizzata la sequenza corretta di esecuzione delle operazioni, in modo che i 
dati replicati siano sempre consistenti. Tale funzionalità permette l’abilitazione di una replica 





Figura 5.2.8: schematizzazione del funzionamento di replica fra i due siti, a livello SAN, con 
l’uso della tecnica di Journaling. 
 
 
La replica dei filesystem locali non è stata prevista, in quanto non c’erano dati necessari al 
ripristino, in caso di Disaster Recovery.  Per quanto riguarda le repliche delle configurazioni 
applicative invece, queste sono state effettuate attraverso interventi di change management. 
Si è ritenuto opportuno che il trasferimento di dati avvenisse tramite canale cifrato, per mezzo 
del protocollo kerberos.  
 
4)Gestione del Change Management 
Per quanto riguarda la gestione del change management, ultimo step nella figura, sono state 
disegnate e sviluppate delle procedure di allineamento, al fine di verificare la congruenza fra 
 
Filesystem Raw Device 
 
Filesystem Raw Device 

















SITO PRIMARIO SAN - Sito di DR 
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sito primario e secondario di DR, per ogni layer dello stack software, dunque sistema 
operativo, pacchetti applicativi, configurazioni e rilasci applicativi.  
A supporto del change management sono state utilizzate delle soluzioni di replica, con le quali 
è possibile trasferire sul sito secondario file di configurazione, patch o fix applicative; dunque 
aggiornamenti o estensioni del software. Ancora è stato appositamente pensato un worflow di 
allineamento del sito secondario, per attività operazionali eseguite su sito primario.  
Relativamente all’ultimo punto della figura è stato definito, dalla squadra di Progettazione 
Tecnica, uno strumento di change management, per tenere traccia di tutte le possibili attività di 
cambiamento, che possono impattare il sistema attuale, delegando i responsabili e i referenti 
dell’area coinvolta, all’esecuzione di tali operazioni. Tale strumento è la matrice RACI, 
argomento già trattato in economia. Si tratta di un diagramma di assegnazione di 
ruoli/responsabilità.  
L’acronimo RACI è definito dalla composizione delle quattro lettere, con i seguenti significati: 
 
 R esponsible: struttura referente per quel tipo di attività; 
 A ccountable: la risorsa responsabile di quello specifico task (si include nella 
struttura di appartenenza); 
 C onsulted: la struttura consultata per ottenere degli input per il task;  
 I nformed: la struttura che deve essere informata, dunque che riceve gli output 
dal task. 
 
A titolo esemplificativo, riportiamo in basso parte della matrice ruoli-responsabilità, realizzata 
per tutte le funzioni dell’azienda di Telecomunicazioni. Chiaramente, i task sono scritti in 
forma generica e solo in termini di macro-attività. Le funzioni aziendali sono state riportate in 
modo ugualmente generico, in quanto, all’interno dell’organizzazione, sono denominate con 







Figura 5. 2.9: la matrice ruoli-responsbilità, realizzata in ambito change management. 
 
 
La matrice RACI deve essere inteso come uno strumento utile innanzitutto all’assegnazione 
ruoli-attività. Nel nostro caso ha anche la funzione di prevedere quali operazioni potrebbero 
comportare delle modifiche ai sistemi attuali, residenti nella facility primaria, e nel caso 
monitorarle. Questo monitoraggio è utile per capire se al cambiamento di alcune componenti 
sul sito primario (si pensi all’installazione di patch applicative su applicazioni nel sito di 
produzione) deve corrispondere un cambiamento sul sito di recovery. 
 
5.3.6 In conclusione 
 
La parte di pianificazione, a seguito della conferma del budget è terminata con la definizione 
del piano dettagliato delle attività, includendo dunque tutte le aree coinvolte, qui non citate, 
compreso il CRM. Si è andati avanti con la progettazione tecnica, prevedendo le necessità 
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hardware e software per coprire gli attuali sistemi in ambiente di DR. Attualmente il progetto è 
in fase di predisposizione dell’ambiente di Disaster Recovery. Più in là saranno applicati dei 
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Lo scopo della presente tesi è stato quello di illustrare la metodologia della Business Continuity 
e del Disaster Recovery, mostrando, attraverso l’analisi di un caso aziendale, in che modo 
questi temi possono essere applicati nella realtà.  
In particolare il caso aziendale, riguardante una compagnia di telecomunicazioni, mette in luce 
l’importanza di dotare un’organizzazione di un piano di continuity per prevenire o mitigare 
l’effetto di disastri, intesi come perdita di dati, perdita di facility o addirittura di personale. 
Anche incidenti più limitati, come assenza di corrente elettrica per un breve periodo, guasti 
nelle macchine o negli apparati di rete   e  sistemi instabili possono comportare l’interruzione 
delle attività o anomalie nel funzionamento delle operazioni. Si è dunque voluto spiegare come 
garantire il funzionamento continuo delle attività di business, con la conseguente limitazione 
delle perdite economiche derivanti dalla mancata operatività dei sistemi, attraverso la 
pianificazione gestionale e l’applicazione di tecniche specifiche, con le quali salvaguardare le 
attività stesse..  
Si è sottolineato che la Business Continuity non è una metodologia separata da altri aspetti 
organizzativi. Nel Risk Management, ad esempio, sono contenute attività di estrema 
importanza per la BC. Di fatti è attraverso l’analisi dei rischi che si individuano le minacce, è 
attraverso la BIA che si determinano gli impatti ed è attraverso la Risk Mitigation che si arriva 
a decidere se eludere le “aspettative” di rischio oppure no. 
Nella descrizione del caso aziendale si è infine illustrato come applicare una soluzione di 
Disaster Recovery su due importanti componenti del sistema CRM di una compagnia di 
telecomunicazioni. Come visto, le parti a rischio sono state individuate attraverso una precisa 
analisi, a seguito della quale si è capito che impatti potevano gravare sul business. In merito, è 
stato stimato che una perdita delle funzionalità di questi sotto-sistemi avrebbe avuto impatti sul 
revenue e sull’immagine dell’azienda. Si è poi cercata la soluzione strategica più adeguata, 
consistente nella predisposizione delle infrastrutture atte a riportare le funzionalità di tutti i 
sistemi esaminati per il progetto, su un sito secondario, locato ad una distanza superiore ai 500 
km dal sito d’origine.  
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Per quanto riguarda il CRM si è deciso di adottare la tecnica di data replication Array Based 
associata alla strategia di data recovery di tipo Disk Journaling, per la replica di tutti i dati dal 
sito di origine a quello secondario.  
Come visto il progetto era diviso in due fasi, nella prima delle quali, con termine ultimo nel 
mese di febbraio, è stata realizzata la progettazione tecnica per tutti i sistemi coinvolti nel 
programma di DR. La seconda fase coinciderà invece con il provisioning dell’attrezzatura per il 
sito di recovery e il conseguente monitoraggio. 
Attualmente è stato realizzato il piano definitivo di DR, è stata formulata la strategia e sono 
state disegnate, a seguito della conferma del budget per l’intero progetto, le varie progettazioni 
tecniche per definire le infrastrutture necessarie ai sistemi, gli ambienti di test e di collaudo. Per 
quanto riguarda la continuità operativa, sono invece già stati implementate soluzioni a livello 
locale, con backup giornalieri dei database attraverso tecniche di log shipping e shadowing e 
ridondanza delle porte HBA, che permettono il collegamento attraverso fibra ottica tra server e 
area di storage.  
Il progetto totale ha permesso all’azienda di mantenere continuamente attivi i servizi di 
interazione con l’utenza e di erogazione del servizio di chiamata, permettendo una 
indisponibilità di soli 5 minuti totali per anno. Attraverso la predisposizione del sito di recovery 
presso il data center locato in Lombardia, è stato possibile allocare i sistemi a supporto delle 
varie attività di business, fra le quali appunto le componenti del CRM, anche al di fuori del sito 
d’origine, garantendo, in caso di dismissione della facility di origine, una ripresa del servizio in 
sole 4 ore dal disastro avvenuto. Dunque, se avvenisse un blackout o un sistema comunicante 
con il CRM venisse danneggiato, causando anomalie su ques’ultimo, le attività potrebbero 
essere trasferite al sito secondario, con un tempo massimo di sole 4 ore.  
La metodologia applicata e le progettazioni tecniche realizzate, per portare avanti il progetto, 
potranno essere utilizzate in futuro per garantire la continuità di sistemi anche meno critici.  
In conclusione, possiamo dire che l’utilizzo di un piano di Disaster Recovery ha davvero 
un’utilità reale, testimoniata da precisi studi effettuati sulle aziende. Si pensi che in Italia dal 
2003 al 2004 i downtime non programmati sono calati da una percentuale del 46% ad una del 
28%, grazie all’adozione di soluzioni di recovery (indagine Veritas, 2004). È dunque 
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auspicabile che in futuro che le aziende si preservino dalle perdite economiche dovuti a 
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