A graph G is an interval graph if there is a one-one correspondence between its vertices and a family I of intervals, such that two vertices in G are adjacent if and only if their corresponding intervals overlap. In this context, the family I of intervals is referred to as an interval model of G. Recently, a powerful architecture called the recon gurable mesh has been proposed: in essence, a recon gurable mesh consists of a mesh-connected architecture augmented by a dynamically recon gurable bus system. In this paper, we exploit the recon gurable mesh architecture for the purpose of obtaining constant-time algorithms for a number of computational problems on interval graphs. These problems include nding a maximum size clique, a maximum weight clique in the presence of integer weights, a maximum size independent set, a minimum clique cover, a minimum size dominating set, a shortest path between any two vertices in G, the diameter and the center of G, as well as Breadth-First Search and Depth-First Search trees for G. Speci cally, with an n-vertex interval graph speci ed by its interval model as input, all our algorithms run in constant time on a recon gurable mesh of size n n.
to solve the channel assignment problem. Bertossi and Bonucelli ?] have proposed a number of parallel algorithms to solve various optimization problems in the context of interval graphs: they devised O(log n) algorithms using O( n 2 log n ) processors in the CREW-PRAM model to compute a maximum weight clique, a minimum clique cover, a maximum independent set, a minimum size dominating set, as well as computing a hamiltonian circuit and the bandwidth of a proper interval graph (see ?, ?] for details and relevant de nitions). They have also devised O(log 2 n) algorithms using O( n 3 log n ) processors in the CREW-PRAM model to compute a maximum weight independent set and a minimum weight dominating set in an interval graph, while leaving open the problem of obtaining more e cient algorithms. Later, Moitra ? ] have obtained cost optimal parallel algorithms for a number of algorithms including computing a maximum size clique, a maximum size independent set, a minimum size cover by cliques, a minimum size dominating set, among others.
Typical processing needs found today in industrial, medical, and military applications routinely involve handling extremely large volumes of data. The enormous amount of data involved in these applications, combined with real-time processing requirements have suggested massively parallel architectures as the only way to achieve the level of performance required for many time-and safety-critical tasks. Among the massively parallel architectures, the meshconnected architecture stands out as one of the most natural choices for solving a large number of computational tasks in image processing and computer vision, computational geometry, pattern recognition, and graph theory ?]. This is due, in part, to its simple interconnection topology and to the fact that many problems feature data that maps easily onto the mesh structure. In addition, meshes are particularly well suited for VLSI implementation ?, ?, ?].
However, due to their large communication diameter, meshes tend to be slow when it comes to handling data transfer operations over long distances. In an attempt to alleviate this problem, mesh-connected machines have been enhanced by the addition of various types of bus systems ?, ?, ?, ?]. For example, Aggarwal ?] and Bokhari ?] consider meshes enhanced by the addition of a single global bus. Yet another such system has been adopted by the DAP family of computers ?] and involves enhancing the mesh architecture by the addition of row and column buses. A common feature of these bus structures is that they are static in nature, which means that the communication patterns among processors cannot be modi ed during the execution of the algorithm.
The huge demand for real-time computations within the computer science, operation reasearch, and engineering community have motivated researchers to consider adding recongurable features to high-performance computers. Along this line of thought, a number of bus systems whose con guration can change, under program control, have been proposed in the literature: such a bus system is referred to as recon gurable. Examples include the bus automaton ?], the recon gurable mesh ?], and the polymorphic torus ?, ?]. Among these, the recon g-urable mesh has emerged as a very attractive and versatile architecture. The recon gurable mesh combines two attractive features of massively parallel architectures, namely, constant diameter and a dynamically recon gurable bus system. With this in mind, we adopt the recon gurable mesh as our model of computation. For simplicity of exposition, the recon gurable mesh will be referred to simply as a mesh.
In recent years a number of e cient algorithms for problems ranging from sorting to computational geometry, to VLSI have been proposed in the literature ]. Very recently, the authors ?] have obtained a constant-time channel-assignment algorithm on recon gurable meshes. The purpose of this paper is to show that a number of fundamental algorithmic problems on interval graphs can be solved in constant time on recon gurable meshes. To the best of our knowledge, this is the rst time such algorithms are proposed in the literature. Speci cally, we present a number of constant time algorithms which, given an interval graph G speci ed by its interval model, solve the problems of computing a maximum size clique, a maximum weight clique, provided the weights are integers in the range 0..n c ] for some constant c, a maximum size independent set, a minimum size clique cover, a minimum size dominating set, a shortest path between any pair of vertices in G, the diameter of G, the center of G, a Breadth-First-Search tree of G, a Depth-First-Search tree of G.
We assume familiarity with basic graph-theoretic terminology compatible with Golumbic ?]. However, to specify our results we need to de ne a few terms. A subset C of vertices of a graph is a clique if every two vertices in C are adjacent. Similarly, a subset S of vertices of a graph is independent if every two vertices in S are non-adjacent. A set D of vertices of G is said to be dominating if every vertex outside D is adjacent to some vertex in D.
Given an arbitrary graph G = (V; E), a sequence of vertices v 0 , v 1 , v 2 , : : :, v t ] is a path joining v 0 to v t if v i?1 and v i are adjacent for all i = 1; 2; : : :; t. The parameter t is termed the length of the path. We note that, in case G is connected, there is at least one path joining every pair of vertices in G. A shortest path is the one which has minimal length. In this context, the distance d G (u; v) (or d(u; v) , for short) between vertices u and v is the length of the shortest path from u to v. Using this, the diameter and radius of G is de ned as diam(G) = max u;v2V fd G (u; v)g, r(G) = min u2V fmax v2V fd G (u; v)gg,
The center of G is de ned as C(G) = fu 2 V j max v2V fd G (u; v)g = r(G)g.
The remainder of the paper is organized as follows: Section 1 introduces the model of computation used throughout the work; Section 2 reviews a number of basic data movement techniques on recon gurable mesh; Section 3 gives the details of tools used in our parallel algorithms; our algorithms are presented in the next three sections: Section 4 presents optimization algorithms; Section 5 presents algorithms that fall into the facility-location category; Section 6 presents algorithms for constructing a Breadth-First Search and a Depth-First Search tree for an interval graph; nally, Section 7 concludes with a number of open questions and directions for further research.
The Computational Model
The computational model used throughout this work is the recon gurable mesh. 1 A recon gurable mesh of size M N consists of MN identical processors positioned on a rectangular array with M rows and N columns. As usual, it is assumed that every processor knows its own coordinates within the mesh: we let P(i; j) denote the processor placed in row i and column j, with P(1; 1) in the north-west corner of the mesh. Every processor P(i; j) is connected to its four neighbors P(i ? 1; j), P(i + 1; j), P(i; j ? 1), and P(i; j + 1), provided they exist. A recon gurable mesh of size 4 5 is featured in Figure 1 .
Every processor has 4 ports denoted by N, S, E, and W (see Figure 1) . Local connections between these ports can be established, under program control, creating a powerful bus system that changes dynamically to accommodate various computational needs. Our computational model allows at most two connection to be set in each processor at any one time. Furthermore, these two connection must involve disjoint pairs of ports (see Figure 2) . It is worth noting that in the absence of local connections, the recon gurable mesh is functionally equivalent to the mesh connected computer. 1 When no confusion is possible a recon gurable mesh will be referred to simply as a mesh. By adjusting the local connections within each processor several subbuses can be dynamically established. We assume that the setting of local connection is destructive in the sense that setting a new pattern of connections destroys the previous one.
At any given time, only one processor can broadcast a value onto a bus. Processors, if instructed to do so, read the bus: if no value is being transmitted on the bus, the read operation has no result. In accord with other workers ?, ?, ?, ?, ?, ?] we assume that communications along buses take O(1) time. Although inexact, recent experiments with the YUPPIE recon gurable multiprocessor system ?] seem to indicate that this is a reasonable working hypothesis.
We assume that the processing elements have a constant number of registers of O(log MN) bits and a very basic instruction set. Each instruction can consist of setting local connections, performing a simple arithmetic or boolean operation, broadcasting a value on a bus, or reading a value from a speci ed bus. We assume a SIMD model: in each time unit the same instruction is broadcast to all processors, which execute it and wait for the next instruction. The regular structure of the recon gurable mesh makes it suitable for VLSI implementation ?, ?].
In addition, it is not hard to see that the recon gurable mesh can be used as a universal chip capable of simulating any equivalent-area architecture without loss of time. In addition, recent experiments ?] have shown that the recon gurable mesh architecture is technologically feasible. Data movement operations constitute the basic building blocks that lay the foundations of many e cient algorithms for parallel machines constructed as an interconnection network of processors. The purpose of this section is to discuss a number of data movement techniques for the recon gurable mesh that will be instrumental in the design of fast algorithms for interval graphs.
Let X =< x 1 ; x 2 ; : : :; x N > be a sorted sequence of items from a totally ordered universe, stored in the rst row of a recon gurable mesh of size N N, with P(1; i) storing x i for all i (1 i N). Consider a set Y = fy 1 ; y 2 ; : : :; y N g of items from the same universe, stored in the rst column of the mesh, with processor P(j; 1) storing y j for all j (1 j N). The rank of y j in X is de ned as the unique subscript i (0 i N) for which x i y j < x i+1 :
Here, for convenience, x 0 = ?1 and x N+1 = 1. We now give the details of an algorithm that ranks every item in Y with respect to X.
To begin, mandate every processor to connect its ports N and S, thus creating a vertical bus in every column of the mesh. Using these buses, the rst row is replicated throughout the mesh. This is accomplished by having every processor in the rst row broadcast the item it stores southbound on its own column bus. Next, every processor connects it ports E and W, thus creating a horizontal bus in every row of the mesh. For every j (1 j N), processor P(j; 1) broadcasts y j horizontally.
Note that as a result of this data movement, every processor P(j; i) of the mesh knows items x i and y j . Now every processor P(j; i) compares x i , y j and x i+1 and, if (1) is satis ed disconnects the bus, by removing its EW connection. Clearly, this will have as e ect of dividing every horizontal bus into at most two disjoint subbuses. Furthermore, every processor that has disconnected the bus broadcasts its column number westbound.
It is easy to con rm that at most one message reaches the processor P(j; 1); in addition, the information received enables this processor to establish the rank of y j in X. In case no message is received, the rank is set to 0. Thus, we have proved the following result. Proof. Let the N numbers a 1 , a 2 , : : :, a N be stored in the rst row of a recon gurable mesh of size N N, one item per processor, with P(1; j) storing a j . First, after establishing vertical buses in all columns of the mesh, every processor P(1; j) broadcasts a j to the whole column j; next, after having established horizontal buses in all rows of the mesh, P(i; i) broadcasts a i to the whole row j. Now every processor P(i; j) knows two values, namely, a i and a j . Every processor P(i; j) with i 6 = j compares a i and a j , and records a 1 if a j < a i , and a 0 otherwise. Processors P(i; j) (i > j) that record a 0 connect their ports W and E. To nd the nearest smaller value to the left, every processor P(i; j) (i > j) that records a 1 sends its column number eastbound. Finally, every processor P(i; i) reads its port W. If P(i; i) receives a number from W, it is the index of the nearest smaller value of a i to the left, otherwise there is no such value for a i . The index of the nearest smaller value of a i to the right can be found in a similar way. It is obvious that the above all steps take constant-time, as claimed. It is easy to see that with a simple modi cation, Lemma 3.2 a ords us a constant-time algorithm to solve the All Nearest Larger Values problem (ANLV, for short) de ned as follows:
given a sequence of N real numbers a 1 , a 2 , : : :, a N , for each a i (1 i N), nd the nearest value to its left and the nearest element to its right that is larger than a i . Linked lists have many applications to parallel algorithms. As it turns out, in the context of recon gurable meshes, it is often convenient to convert a linked list to a bus. We now show that this conversion can be done fast using the recon gurable feature of the bus system. Let L be an N-element linked list stored one item per processor in the rst row of a recon gurable mesh of size N N. The entry stored by processor P(1; i) is of the form (i; j) meaning that P(1; j) holds the next item in the list. To begin, every processor P(1; i) broadcasts the ordered pair (i; j) vertically to processor P(i; i). The bus corresponding to L will be created as follows.
In case i < j, the portion of the bus connecting P(i; i) and P(j; j) proceeds horizontally from port E of P(i; i) to port W of P(i; j) and from port S of P(i; j) to port N of P(j; j). In addition, P(i; j) sets its local connection to SW.
In case i > j, the bus proceeds horizontally from port W of P(i; i) to port E of P(i; j) and from port N of P(i; j) to port S of P(j; j). In addition, P(i; j) sets its local connection to NE. Note that if P(i; i) and P(i 0 ; j 0 ) store the head and tail of L, respectively, the bus corresponding to L constructed above proceeds from P(i; i) to P(i 0 ; i 0 ).
In summary, we have proved the following result. Yet another important problem with rami cations to parallel processing is to compute the pre x maxima of a sequence of real numbers. Recently, the authors have proved the following result. Let T be a tree with N nodes. We assume a very primitive representation for T. Speci cally, we assume that T is stored in an unordered array, with every node storing a parent-pointer.
In a number of applications, however, the trees are assumed to be in standard form. In this representation, every node stores a parent pointer along with a doubly linked list of children. Note that as a simple application of the O(1) sorting algorithm we can convert an ordered tree from parent-pointer representation into standard form.
Corollary 3.9. An N-node ordered tree speci ed by parent pointers can be converted to standard form in O(1) on a recon gurable mesh of size N N.
The well-known Euler-tour technique developed in ?] allows one to compute various functions on trees including preorder number, postorder number, level of every node, and many others, by reducing all these problems to list ranking. To make our presentation self-contained, we shall now present the details of this technique. Let T be an ordered tree in standard form. Begin by replacing every node v of T by three copies v 1 3 and traverses each edge of T exactly once in each direction. It is worth noting that for a tree T with N nodes, in standard form, the corresponding Euler tour can be obtained in constant time since all that is involved is setting pointers. Therefore we have the following result. As an application of the Euler-tour technique we shall solve the following problem which will prove to be of a particular import in our parallel algorithms. Given a node u of T the path identi cation problem asks to mark all the nodes on the unique path from u to the root. Assume that the ordered tree T is given in parent-pointer representation and that the nodes of T are stored in the rst row on a recon gurable mesh of size N N, one node per processor. We begin by converting T in standard form; once this is done, we proceed to construct Euler tour of T. Note that by Corollary 3.9 and Observation 3.10, this can be performed in O(1) time. Let u be an arbitrary node of T. Our goal is to mark all the nodes on the path from u to the root of T. Once we have computed the Euler tour L, we restrict our attention to the sublist L 0 beginning at u 3 and ending root 3 . It is obvious that a node will be marked if and only if some (but not all) of its copies in L occur in L 0 . In turn, this marking can be done as follows. Begin by converting the list L 0 into a bus, as described in the proof of Lemma 3.4. Next, the processor storing u 3 broadcasts a signal on the bus. Finally, a node of T is marked only if some (but not all) of its copies have received the signal. It is worth noting that our O(1) time sorting algorithm allows us to compact the marked nodes in constant time. The following result summarizes the above discussion.
Lemma 3.11. The nodes located on the unique path between a given node and the root of an N-node ordered tree can be identi ed in O(1) time on recon gurable mesh of size N N.
Observe that the above discussion can be extended to handle collections of rooted trees as well. 
Optimization Algorithms
We are now in a position to show how the tools developed in the previous sections are instrumental in obtaining constant time algorithms for a number of problems involving interval graphs. For this purpose, consider an interval graph G = (I; E) whose interval model is the family I = fI i = a i ; b i ] j a i b i ; 1 i ng. Throughout the remainder of this work we assume that the intervals in I are stored in the rst row of a recon gurable mesh of size n n, such that for every i (1 i n) processor P(1; i) stores a i ; b i ].
Our rst algorithm computes a maximum size clique in G. We Step 4. Replace every d j corresponding to a right endpoint of an interval in I with ?1 and compute the maximum over the resulting sequence;
Step 5. Let the maximum returned in Step 4 occur at d k and let c k = a i ; to determine all the intervals that belong to the maximum clique, broadcast a i to all the processors in the rst row of the mesh. Now every processor whose interval I u satis es a u a i b u marks itself;
Step 6. Finally, assigning every marked interval a label of 0 and every non-marked interval a label of 1, we can use sorting to compact all the marked intervals in the leftmost positions in the rst row. Next, we shall present an algorithm to compute a maximum size independent set in G or, equivalently, a largest set of mutually non-overlapping intervals in the family I. The idea of the algorithm is borrowed from Golumbic ?]: there exists a maximum size independent set S in I such that rst(I) 2 S and for every I i that belongs to S, next(I i ) also belongs to S. This motivates us to proceed in as follows.
Algorithm Max Independent Set(G);
Step 1. Compute rst(I);
Step 2. For every i (1 i n), compute next(I i ); Comment: we shall nd it convenient to interpret the family I as a forest F considering next(I i ) to be a parent-pointer.
Step 3. Mark all the elements joining rst(I) to the root of the tree containing rst(I).
Step 4. A minimum clique cover in a graph G is a minimum cardinality partition of the vertices of G into non-empty, disjoint sets such that each element of the partition is a clique. As it turns out, in the case of an interval graph, the cardinality of a minimum clique cover is equal to the cardinality of a maximum independent set. In addition, we can readily obtain a minimum clique cover once a maximum independent set is available (see ?] for details). Speci cally, if S = fI k 1 ; I k 2 ; : : :; I km g is a maximum size independent set in I, then there exists a minimum clique cover C 1 , C 2 , : : :, C m of size exactly m, such that I k i 2 C i for all 1 i m; for every interval I u = 2 S, I u belongs to some clique C j if, and only if, b k j = maxfb kt j I kt 2 S and a u b kt b u g.
The idea of the algorithm is motivated by the above discussion. Speci cally, for every interval in I the algorithm will return the identity of the clique in a minimum cover by cliques that the interval belongs to. The algorithm proceeds in the following sequence of steps.
Algorithm Min Clique Cover(G);
Step 1. Compute a maximum size independent set S = fI k 1 ; I k 2 ; : : :; I km g in I;
Step 2. Step 3. Assign to every b i j a weight of 1 if I i j belongs to S and a weight of 0 otherwise, and perform a pre x sum over the resulting weighted sequence;
Step 4. Finally, sort the interval by the value of the corresponding pre x sum computed in
Step 3.
It is easy to see that the for every interval I i j , the value of the pre x sum returned in Step 3 is the subscript of the clique in the minimum clique cover to which the interval belongs. Therefore, at the end of Step 4 a minimum clique cover is available in the rst row of the mesh in left to right order. To argue for the running time, observe that by Theorem 5.3, Step 1 runs in constant time; by Proposition 3.7, Steps 2 and 4 take constant time; nally, by Proposition 3.5, Step 3 runs in constant time. Thus, we have proved the following result. Step 5. Let u stand for right( rst(I)) or rst(I) depending on whether or not right( rst(I)) 6 = nil; identify the nodes in the unique path L joining u and the root of the tree containing u.
Step 6. Now, assigning every marked interval a label of 0 and every non-marked interval a label of 1, we can use sorting to compact all the marked intervals in the leftmost positions in row 1. 
In the remainder of this paper we shall nd it convenient to sort the intervals in the family I in increasing order by . Recall that by virtue of Proposition 3.7 this operation can be performed in O(1) time. Therefore, from now on we shall assume that for arbitrary intervals I i and I j 2 I I i I j whenever i < j: (3) Note that an immediate consequence of (3) is that rst(I) = I 1 and last(I) = I n : (4) The rst part of this claim is trivial; the second part follows from the fact that we can extend the interval last(I) su ciently far to the right such that b last(I ) is larger than all b i (i 6 = last(I)).]
We are now interested in developing a constant time algorithm to compute the shortest distance between an arbitrary pair of vertices in G. We then extend the idea of this rst algorithm to compute the diameter of the graph, as well as a Breadth-First-Search tree of an interval graph. To the best of our knowledge the approach taken here is novel. Step 4. Mark all the elements on the unique path L joining I u to I v or to the root of the tree in F containing u;
Step 5. Now, assigning every marked interval a label of 0 and every non-marked interval a label of 1, we can use sorting to compact all the marked intervals in the leftmost positions in the rst row.
The correctness of this simple algorithm follows immediately from Proposition 6. Step 3. Assign to every b i (1 i n) a weight of +1 in case I i belongs to P and a weight of 0 otherwise;
Step 4. Compute the pre x sums of the 0/1 sequence constructed in Step 3 and let e 1 ; e 2 ; : : :; e n be the result;
Step 5. Consider an interval I j which does not belong to P. We want to identify the rst interval I ip in P to the left of I j , which is disjoint from I j . Clearly, the shortest path from rst(I) to I j is rst(I) = I i 0 , I i 1 , : : :, I ip ,I i p+1 , I j , implying that the distance from rst(I) to I j is p+1.
The details of an algorithm to compute the center of an interval graph are presented next. Before we do this, however, we need the following technical results. Step 3. Compute the distance from rst(I 0 ) to all the intervals in I 0 ; Comment: our construction of the family I 0 guarantees that this is exactly the distance from last(I) to all the intervals in I;
Step 4. Mark all the intervals satisfying the condition speci ed in Proposition 6.7.
The correctness follows directly from Proposition 6.7. To argue for the running time, note that by Lemma 6.5, Step 1 runs in constant time;
Step 2 takes O(1) time since only local computation at each processor is involved; by Proposition 3.7 and Lemma 6.5, Step 3 runs in constant time; nally, Step 4 involves checking a local condition and runs in constant time. We summarize our discussion by stating the following result. Theorem 6.8. Let G be an interval graph speci ed by its interval model. The center of G can computed in O(1) time on recon gurable mesh of size n n.
To conclude this section, we note that with the above information available, the radius of the interval graph G can be computed in constant time. Consequently, we state the following simple result. Corollary 6.9. Let G be an interval graph speci ed by its interval model. The radius of G can computed in O(1) time on recon gurable mesh of size n n.
6 Search-Tree Algorithms
The purpose of this section is to show how the results obtained thus far can be used to construct for an interval graph given by its interval model a Breadth-First-Search tree as well as a Depth-First-Search tree. These two data structures are important because they are basic building blocks in algorithms for biconnectivity, articulation point computation, and many others.
We begin by developing the theoretical basis of a constant time algorithm to compute a Breadth-First-Search tree of an connected interval graph G = (I; E) speci ed by its interval model. Recall that a Breadth-First-Search tree of the graph is a tree whose edges are tree-edges in a valid Breadth-First traversal of the graph. 
The following result shows that (6) can be further re ned and points out the important role played by the intervals in the path P. Step 2. Compute the sets L 0 , L 1 , : : :, L l as above;
Step 3. Return the tree T obtained by making rst(I) the root and setting for every interval I u in L j (1 j l), link(I u ) = I i j?1 .
The correctness of Algorithm Breadth First Search Tree follows directly from Lemma 7. 
Conclusions and Open Questions
In an attempt to alleviate interprocessor communication bottlenecks, mesh-connected computers have recently been augmented by the addition of various types of bus systems. One of the most interesting such systems, referred to as recon gurable, involves augmenting the basic mesh-connected computer by the addition of a dynamic bus system whose con guration changes in response to computational and communicational needs within the system. In this paper we have shown that the recon gurable mesh architecture can be exploited to yield very simple constant time algorithms to solve a number of important computational problems for interval graphs. Speci cally, we have exhibited algorithms to solve the problems of computing a maximum size clique, a maximum weight clique, provided the weights are integers in the range 0..n c ] for some constant c, a maximum size independent set, a minimum size clique cover, a minimum size dominating set, a shortest path between any pair of vertices in G, the diameter of G, the center of G, a Breadth-First-Search tree of G, a Depth-First-Search tree of G.
With an n-vertex interval graph speci ed by its interval model as input, all our algorithms run in constant time on recon gurable mesh of size n n.
Other problems seem to be harder. For the moment, we do not see a way of handling the \weighted" versions of many of the problems mentioned above. In particular it would be interesting to obtain constant time algorithms on recon gurable mesh for the problems of computing a maximum weight independent set, a minimum weight dominating set, among others.
Additionally, it seems that devising a constant time algorithm to compute the bandwidth of an interval graph is di cult. To the best of our knowledge, no such parallel algorithm has been published. This promises to be a very interesting area for further research.
