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mThis study involves an experimental investigation of the 
steady and time-dependent heat-transfer characteristics of a 
viscous liquid in laminar flow. Objectives were threefold:
(1) experimental verification of a mathematical model that 
will predict steady-state temperature distributions in heated 
laminar flows, (2) derivation and experimental confirmation 
of a simple mathematical description of the response of tem-' 
peratures at various radial positions to step and sinusoidal 
upsets in fluid flow rate, and (3) derivation of a model to 
adequately predict the length of the thermal entrance region.
The specific system under study is the constant-flux 
heating of an upward flowing viscous liquid in a circular 
tube. The experimental apparatus consisted of an electric­
ally heated test section 8 feet long and 0.622 inch in 
diameter. Fluid temperatures at three radial positions were 
measured at the end of the heated region. The heated fluids 
used were three glycerol-water solutions of different compo­
sitions .
Experimental data consisted of steady-state temperature 
profiles at various flow rates in the laminar flow regime 
and of step and frequency responses of the temperatures at
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three radial positions. Repetitive runs were conducted using 
the three solutions over as wide a range of flow rates as 
v/as permitted by the equipment.
■She entrance length was predicted by using an integral 
solution of the energy equation. This model agreed quite 
well with the experimental results.
A mathematical model to describe the steady-state con­
ditions was derived by modifying the existing solution for 
long distances. The derivation involved altering a constant 
to make the solution predict the correct entrance length.
The dynamic behavior was described by a lumped-parameter 
model derived by assuming fully developed conditions to pre­
vail throughout the heated zone. The model was solved to 
obtain step and frequency responses.
A comparison of the experimental results with the 
mathematical derivations showed that both the steady-state 
and dynamic models provided adequate descriptions of the 
system. A comparison of experimental evidence with the 
dynamic model, however, demonstrated that, the great complex­
ity of the system is not mirrored in the simplified model 
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INTRODUCTION
The heating of fluids in laminar flow is a problem which 
has not received much experimental investigation in the past, 
and this is primarily why it is the subject of this disserta­
tion. The problem is characterized by an intriguing inter­
action of conduction and convection which defies simple 
mathematical description* In the past its complicated dif­
ferential equation description has coupled with a lack of 
industrial and practical importance to almost doom the prob­
lem as an analytical curiosity. Recent developments in 
nuclear reactor coolants, polymer technology, and space- 
science heat-exchange problems have, however, forced formerly 
reluctant engineers to examine this interesting phenomena 
more closely,.
Heating of laminar flows in conduits is dominated by 
conduction in the traverse direction since the intermingling 
of fluid particles is nonexistent. Radial conduction 
causes the region of heating to be divided into two parts: 
the first being the area in which the heat penetrates to the 
conduit axis and the second being the region in which the 
temperatures at all points in a cross section increase. The 
stratified nature of the flow causes mathematical description
1
T 1254 2
to be complicated^ since unlike heat transfer to fluids in 
turbulent flow.#, conductive effects are of great importance.
The research which will be described in the following 
pages was undertaken in order to provide insight into the 
nature of the heating of laminar flows through experimenta­
tion, The definite objectives of the investigation were as 
follows:
(1) An experimental study of heat transfer to steady 
laminar flows which will provide confirmation of a 
mathematical model to predict temperature distri­
butions •
(2) The derivation of a simple mathematical model which 
will adequately predict the unsteady-state behavior 
of the system when flow-rate upsets are induced. 
Experimental conformation of this model through 
analysis of step and sinusoidal upsets in flow was 
desired,
(3) An investigation of the thermal entrance length and 
its effects on steady and time-variant heat trans­
fer by determining how this length depends on the 
system parameters.
Throughout the study emphasis is placed on experimental work 
as a tool for evaluating mathematical descriptions.
The specific experimental system considered is the 
constant-flux heating of a viscous, high-Prandtl-number
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liquid in a vertical tube of circular cross section. Radial 
temperature profiles were determined at the exit of the 
heated section. A circular tube was chosen because this form 
of conduit is the dominant species in common use. The con­
stant wall flux situation was decided upon because it is 
approximated by electrical heating, which is the most common 
method employed in the heating of fluids flowing at very low 
Reynolds numbers.
The thesis presented in the following pages is divided 
into five sections. The first part is a survey of related 
-studies presented in' the literature. This is followed by an 
outline of the experimental investigation and then a review 
of the mathematical derivations. The investigator's inter­
pretation of the results precede the final conclusions. A 




Analysis of the transfer of heat to a fluid in steady 
laminar flow was first conducted by Graetz, whose classic 
solution is outlined by Jakob (1). This solution has 
received many experimental confirmations in the form of 
NusseIt number correlations, two of which are those of Drew, 
Hogan, and McAdams (2) and Kirkbride and McCabe (3). Norris 
and Streid (4) have extended the Graetz problem to parallel- 
plate channels.
A solution to the constant-flux heating problem for 
great distances from the entrance (that is, ignoring the 
effects of the thermal entrance region) was presented by 
Goldstein (5) and Eagle and Ferguson (6). This solution is 
rather simple because in the distant regions, change of 
temperature with axial distance is a constant, and the 
radial variation undergoes no alteration in shape. A com­
plete solution for circular tubes, taking into account the 
entrance region, was published by Siegel, Sparrow, and 
Hallman (7) and has a form very similar to that of the 
Graetz constant-wall-temperature solution. Bird, Stewart, 
and Lightfoot (8) present the essentials of the Goldstein 
solution and also an asymptotic solution for very small
4
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distances in circular tubes. Their derivation for short 
distances, however/ is not an entrance-region solution since 
it assumes that the heat is confined to a region of fluid 
very close to the wall and/ hence/ that the curvature of the 
conduit wall may be neglected. Bird/ Stewart/ and Lightfoot 
point out that these two solutions converge to the exact 
solution of Siegel/ Sparrow, and Hallman (7) at very great 
distances and as axial distance diminishes to zero.
An interesting variation in the steady-state heating of 
a fluid in laminar flow has been published by Reynolds (9) , 
who studied the effects of circumferential variations in the 
heat flux.
Nunge and Gill (10) have derived complicated analytical 
expressions describing the heat exchange in a counter-current 
heat exchanger when both liquid streams are in laminar flow. 
The solutions are essentially exact.
Modern digital computers have produced the best methods 
of obtaining complete solutions to complicated Graetz-type 
problems. Kays (11) presented numerical solutions for heat 
transfer to low Prandtl number fluids in the entrance regions, 
and these were shown to agree very well with analytical 
solutions. The use of machine computations allowed Kays to 
consider a number of important variations of the basic prob­
lem, among which was the comparison of heat transfer to
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fully developed hydrodynamic conditions and to developing 
hydrodynamic conditions•
There has been apparently very little experimental work 
oriented toward determining temperature profiles in heated 
laminar flows. Generally, experimental evidence has been 
gathered in the form of "mixing-cup" temperatures and pre­
sented as Nusselt number correlations. Two examples of these 
for constant-flux heating are the works of Kays and Nicoll 
(12) and Bergman and Koppel (13), who studied the heating of 
air in vertical, circular tubes. The constant flux heating 
in both cases was produced by electrical means, which is the 
most expedient experimental method.
Actual heat transfer to fluids in laminar flow is often 
complicated by variations in the physical properties of the 
fluids, and these extraneous influences are often ignored in 
mathematical descriptions. The temperature dependence of 
density and viscosity become important if significant trans­
verse temperature gradients exist and cause the assumptions 
of pure conduction in the radial direction and pure forced 
convection in the axial direction to become invalid.
These conflicting effects have been analyzed by Hanratty, 
Rosen, and Kabel (14); Scheele and Hanratty (15); Davenport 
and Leppert (16); Hallman (17); and Morton (18), all of whom 
used the Nqj./Kĵ  ratio to express the amount of distortion
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present in the flow field due to heating. The first two of 
these studies involved experimental analyses,
Oliver (19) experimentally investigated the effects of 
natural convection due to density differences in horizontal 
flows and presented Nusselt number correlations which 
demonstrated the increased heat transfer.
An iterative/ integral technique to predict temperature 
distributions and velocity profiles in heated laminar flows 
in which physical property variations are significant was 
developed by Deissler (20). Yang (21) introduced a correc­
tion to the standard integral solution of the energy equation 
and used this to predict temperature' profiles and Nusselt 
numbers for heated viscous fluids with temperature™dependent 
viscosity.
Worse-Schmidt and Leppert (22) and McMordy and Emery (23) 
used numerical methods to gain a solution to the heat- 
transfer problem with varying physical properties.
Modern developments in small/ compact heat-exchanger 
designs have created an interest in the length and heat- 
transfer characteristics of the thermal entrance region. 
Hartnett (2 4) experimentally investigated this phenomenon 
for flows of oil and water over a wide range of flow rates 
extending from laminar to turbulent. The entrance length 
was observed to be very long under conditions of laminar
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flow, shorter in the transition region, and about 10 to 15 
diameters in length in turbulent flow. A similar experi­
mental study was presented by Abbrecht and Churchill (25), 
who also presented experimental temperature profiles for the 
turbulent flow of air.
An integral method of predicting boundary layer thick­
nesses in the entrance regions for turbulent flow was pre­
sented by Deissler (26). This solution, verified by compari­
son with experimental data, predicted that the boundary layers 
converged at the tube centerline at a distance of about 10 
diameters. Comparison was also made between entrance lengths 
in turbulent flow for constant wall temperature heating and 
constant wall flux heating and the conclusion drawn that the 
entrance length is slightly longer for the constant flux case.
Poppendiek and Harrison (27) used flat velocity profiles 
and power law velocity profiles to simplify the energy equa­
tion in order to predict entrance length characteristics in 
liquid metal systems. Schneider (28) included the effects of 
axial conduction in an entrance length solution for low 
Prandtl number fluids and concluded that this effect is 
significant for situations where Npe < 100. The result of 
discarding axial conduction terms where they are significant 
is a length estimate that is too short.
Nusselt numbers describing heat transfer in the thermal 
entrance region of heated laminar flows were determined using
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numerical methods by Ulrichson and Schmitz (29)• These 
solutions for constant wall-temperature heating included the 
effects of a radial velocity component. A comparable 
analytical solution for turbulent flow conditions was pre­
sented by Sparrow, Hallman, and Siegel (30).
The dynamic behavior of the heat-exchange processes has 
been extensively studied in recent times, but the bulk of 
the published material has been concerned with common 
industrial-type problems where the heated fluids are in tur­
bulent flow. Many of these solutions are worth reviewing, 
however, since they use analytical techniques which are 
applicable to the laminar flow situation.
The constant wall-temperature situation, which is per­
sonified by the condensing steam-water heat-esschange system 
was studied by Cohen and Johnson (31) , who presented solu­
tions to the governing partial differential equations for 
upsets in steam temperature. These models agreed well with 
experimental data. Hempel (32) presented a similar analysis 
of the system and also used analog simulation. Liquid- 
liquid heat exchangers were investigated analytically and 
experimentally by Mozley (33), who used lumped parameter 
models with some success. Masubuchi (34) presented models 
describing the frequency response of multipass, liquid-liquid 
heat exchangers subjected to inlet temperature excitations.
A constant wall flux situation was examined by Clark,
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Arpaci, and Treadwell (35)/ who used the standard Laplace 
transform techniques to describe bulk fluid temperature 
responses to upsets in wall flux, Arpaci and Clark (36) 
presented similar solutions for the variations in wall sur­
face temperature following step changes in heat flux.
The situations mentioned above are all described by 
linear equations since the forcing functions used have not 
affected the flow of the heated material. If velocity 
upsets are present/ the resulting nonlinearities introduce 
difficulties in the application of standard process dynamics 
analyses,
Koppel (37) published an analytical solution of the 
partial differential equation describing temperature response 
in a flow-forced/ constant-wall-temperature heat exchanger. 
The method of characteristic equations was employed to yield 
a rather simple solution. Kammen and Koppel (38) presented 
an experimental verification of this solution for step 
changes in flow rate,
Stermole and Larson (39) linearized the governing equa­
tions through perturbation techniques in order to be able to 
apply transfer function methods to the analysis of a flow- 
forced steam-water heat exchanger. An ordinary differential 
equation model was also tried with some success. The same 
authors (40) applied similar methods to liquid-liqirid heat 
exchange systems. In both studies, the derived models agreed
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well with experimental data.
The linearization technique was used by Yang (41) to 
study the response of vapor-heated exchangers to flow rate 
upsets,
Since in the linearization process, certain cross- 
product terms are discarded, the solution contains inaccura­
cies which may become significant if large upsets are 
impressed on the system. This problem was examined by 
Privott and Ferre! (42), who analyzed the behavior of a 
liquid-liquid heat exchanger subjected to flow upsets in 
both liquid streams. Their comparison of linearized solu­
tions with an exact solution gained through numerical 
methods demonstrated that, under certain circumstances, the 
linearizing processes introduces significant errors. Experi­
mental data were used to evaluate the derived models, Koppel 
(37) also suggested that linearized solutions could be 
inadequate in dealing with large step upsets in flow,
A simplified explanation of the dynamic behavior of 
heat exchangers was presented by Thai Larsen (43), and Hsu 
and Gilbert (44) have published a compilation of heat 
exchanger transfer functions, Harriott (45) gives a basic 
review of various characteristics and methods of analysis 
of heat exchange control systems.
Few studies have been published that describe the 
dynamic behavior of heated laminar flows, probably because
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of the lack of industrial importance of this situation. The 
use of liquid-metal coolants in nuclear reactors, however, 
has given impetus to these studies in recent years, and 
several analytical investigations have appeared#
Siegel (46) presented a solution for the variations of 
point temperatures in a fluid in laminar flow caused by step 
upsets in wall temperature and wall heat flux. The solution 
is a complicated series expansion. Siegel and Sparrow (4 7) 
derived an unsteady-state model describing the behavior of 
fluid temperatures in the entrance regions of flat ducts 
where upsets occurred in wall temperatures and wall heat 
fluxes. The model resulted from an application of the method 
of characteristics. Both of these derivations used a plug- 
flow velocity profile to allow an exact solution of the 
equation of energy and, hence, are expected to give only an 
order-of-magnitude estimate of the temperature.
A parabolic velocity profile was used by Siegel (48) in 
a solution which predicted time-dependent temperature 
behavior following wall temperature upsets. The circular 
tube analysis involved numerical integrations while the case 
of the parallel-plate channel resulted in a series expansion. 
The solution is a prediction of the new steady-state value 
and the time necessary to reach this value along with the 
time-dependent temperature variation.
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Siegel and Perlmutter (49) examined heat transfer to a 
pulsating laminar flow in paralle1-plate channels, consider­
ing both the fully developed region and the thermal entrance 
region. The pulsating flow was presented as a result of 
variations in the pressure gradient which could conceivably 
be caused by a reciprocating pump. The unsteady-state case 
of this was examined by Perlmutter and Siegal (50), who con­
sidered upsets in both pumping pressure and wall temperature 
or wall heat flux. The solutions were complicated series 
expansions. In both of these studies the plug flow velocity 
profile was used in order to provide solvable equations.
Unsteady-state models which predict temperature changes 
following upsets in wall flux or fluid flow rate were 
developed by Siegel and Perlmutter (51) for parallel-plate 
channels. A flat velocity profile was used as a simplifi­
cation, but even then the models were quite complicated.
Zang (52) presented a similar solution for the circular tube 
with constant wall flux, and once again very complicated 
solutions arose.
A consideration of the effects of natural convection 
on the unsteady-state problem was given by Zeiberg and 
Mueller (53). This analytical development considered vari­
ations in wall temperatures, viscous generation, and forced 
convection pressure gradients, the most interesting of
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which was the "shut-down problem" in which the forced con­
vective effect is suddenly eliminated and the free convective 
effects allowed to continue. Their solutions, however, are 
very involved.
Consideration of these laminar-flow heat transfer situa­
tions shows that analytical methods and solutions are some­
what common but that experimental data are scarce. Experi­
mental determination of the temperature profiles has been 
neglected and experimental confirmation of dynamic situa­




This section will present a description of the equip­
ment used in the experimental investigation and an outline 
of the data obtained.
Apparatus
A diagram of the experimental apparatus used in the 
study is shown in Figure 1. A viscous glycerol-water solu­
tion contained in one of.the tanks was pumped up to the 
constant-head tank and allowed to flow by gravity through a 
controlling valve and then upwards through the heated test 
section. At the exit of the heated section, the fluid 
temperature was measured at three radial positions and 
recorded. Upon leaving the heated zone, the solution passed 
into the other holding tank.
This system will now be considered in detail in its 
three principal parts: the circulation system, the heated
test section, and the temperature-measuring system,
Circulation System. In order to avoid irregularities 
and to assure an even flow, the liquid was first pumped to a 
constant-head tank and then allowed to flow through the test 
zone by gravity. The constant-head tank.had about a four- 
gallon capacity, and its level was maintained constant by a
15
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float valve at approximately 15 feet above the floor. This 
level provided nearly 7 feet of head over the outlet of the 
heated section. The fluid was piped from the constant-head 
tank to the bottom of the heated section so that it flowed 
upward while being heated. A filter was included in the 
line from the constant-head tank to remove extraneous par­
ticles from the liquid.
The rate of flow of the liquid was controlled by a 
valve located in front of the test section. Control of the 
viscous fluid at low flow rates proved to be quite difficult 
with needle-type valves, and thus a "straight through" type 
of valve was selected after much experimentation. The 
specific type which proved satisfactory v/as a Crane 1/4-inch 
plug valve. In order to obtain precise control/ the plug 
valve was fitted with a 21-inch-long handle, which provided 
greater sensitivity. Moving the end of the extended handle 
a considerable distance caused only a slight increase in 
flow.
The piping from the constant-head tank to the heater 
was 3/4-inch steel pipe; the large size was used to reduce 
friction losses.
A mechanical sine-wave generator was connected to the 
end of the valve handle to produce sinusoidal variations in 
flow. This arrangement is illustrated in Figure 2. 
Amplitudes could be varied by moving the connection to the
T 1254
Figure 2. Mechanical sine-wave generator*
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cam arrangement on the last variable speed drive. The 
turnbuckle in the connecting rod allowed a wide range of 
flow conditions to be selected. The three Zeromax model 
121 variable speed drives connected in series effectively 
reduced the speed of the motor so that very low frequencies 
could be attained. It was possible to cover a wide range of 
frequencies (from 1 cycle/hour to 1 cycle/minute) quickly 
with precise, reproducible waves by adjusting the first and 
second variable speed drives with their screw controls.
The handle of the valve was also connected to a Bourns 
model 10 8 linear sliding arm potentiometer so that valve 
position could be monitored, A 1%-volt flashlight battery 
was used to provide voltage for recording the variations in 
flow. Signals from the potentiometer were recorded on a 
Hewlett-Packard model 680 single-channel recorder.
The glycerol-water solutions used in the study were 
held in one of two 55-gallon drums, while the other drum was 
used to receive the heated fluid emanating from the heater,
A two-way valve allowed selection of either drum, A large 
amount of fluid was used so that a test run could proceed 
uninterrupted while using fluid of a constant temperature. 
After a run, the fluid was allowed to come to room 
temperature before it was used in another run.
Heated Test Section, The heated test section was a
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long straight piece of 3s-inch nominal steel pipe with an 
inside diameter of 0.622 inch. The last eight feet of the 
tube were heated, and the region immediately prior to this 
served as a hydrodynamic calming section. The calming 
length necessary to insure complete development of para­
bolic velocity profiles is given by Bird, Stewart, and 
Lightfoot (8) as
L0 = 0.035 NRqD .
This length, for the present situation, if the Reynolds 
number is kept below 100, is less than the 6 inches provided.
Figure 3 illustrates the construction of the heated 
test section. The surface of the steel pipe was first 
cleaned and then evenly covered with a layer of asbestos 
paper. Eight feet of length from one end was then wound 
with 20-gage Nichrome wire at a rate of four wraps per inch. 
Terminals were provided at the ends of the heating coil.
The asbestos paper served as electrical insulation between 
the bare Nichrome wire and the pipe so that any connections 
to recorders would be effectively isolated from the heater 
input. The electrical heating coil was then covered with a 
layer of asbestos cloth, and finally with lh inches of com­
mercial pipe insulation to reduce heat losses.
The end terminals of the heater were connected to a 15- 
ampere variable transformer which stepped down a 110-volt 
a-c source. This provided a very controllable source of
T 1254
Figure 3. Construction of the heated test section.
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heating through the dissipation of the alternating current.
An amine ter was included in the electrical circuit.
After being wrapped with electrical heating wire and 
insulation, the test section was carefully mounted in a 
vertical position.
Temperature Measuring System. The temperature of the■  I HI ITI.Ill—  II I III ,mrm i.n     i  I. i * "
heated liquid was measured at three radial positions at the 
exit of the heated zone by supporting three thermocouples 
parallel to the axis of the tube with the holder shown in 
Figure 4. The thermocouples were iron-constantan junctions 
shielded in 1/16-inch-diameter stainless-steel tubes. As 
the illustration shows, they were held in radial positions 
of r-0 and r-±13/64 inch by the holder.
There are two methods of inserting temperature probes 
into heated laminar flows in order to measure radial tempera­
ture variations. One method is to place the thermocouples 
parallel to the axis as was done here, and the other method 
is to insert a probe from the tube wall perpendicular to the 
tube axis. This latter method was tried but appeared to 
yield temperature measurements that were influenced by the 
conduction of heat along the thermocouple. This is a problem 
since the thermal conductivity of the metallic probe is 
significantly different from that of the liquid. Griskey 
and Wiehe (5 4), while studying the transfer of heat to flow­
ing polymers, experienced a similar situation and found that
T 1254
Figure 4. Thermocouple holder.
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inserting the thermocouple in from the end of the tube 
minimized errors in the temperature measurements*
The thermocouples were provided with cold junctions 
located at the entrance of the heated section* Thus, the 
voltage observed provided a measurement of the difference 
between inlet and outlet fluid temperatures*
The thermocouple signals were recorded on a Hewlett- 
Packard model 7100B two-channel, strip-chart recorder.
Since only two recording channels were available, experi­
mental runs were repeated, and the outlying radial tempera­
ture being recorded was alternated* This two-channel 
recorder was synchronized with the single-channel recorder 
connected to the potentiometer monitoring valve position.
Operation of the Equipment. The requirement of laminar 
flows through the test section placed certain restrictions 
on the operation of the equipment. The low Reynolds number 
and the desirability of attaining fully developed thermal 
conditions greatly restricted the range of fluid flow rates.
A rate of heat flux was selected that provided ade­
quate heating without disruption of the flow fields, and 
this rate was maintained for all runs.
Frequency response data were obtained by operating the 
sine wave generator over a wide range of frequencies. At 
each frequency, the temperature trace on the recorder was
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observed, and the conditions were maintained until succes­
sive peaks of the sine wave occurred-at the same level.
After the temperature trace demonstrated that established 
conditions were attained, the variable-speed drives were 
adjusted to give a new frequency. A complete frequency- 
response run, then, consisted of data gathered over a range 
of frequencies from about 1 cycle per hour to 1 cycle per 
minute in about ten evenly spaced points. The two-channel 
recorder receiving thermocouple signals and the one-channel 
recorder monitoring the valve position were operated at the 
same chart speeds and synchronized so that phase lags could 
be determined.
A step increase in flow v/as induced by quickly turning 
the cam arrangement on the sine wave generator from one 
extremity to the opposite. The change could be effected 
manually because the Zeromax variable speed drive was free 
to turn in one direction. The step upsets were thus of the 
same magnitude as the amplitude of the sine waves.
Following a step increase in flow, the temperature trace 
on the recorder was allowed to reach a new steady-state 
position, and then a step decrease in flow was induced.
The recorded data were of a very good quality as evi­
denced by the two samples shown in Figures 5 and 6. The 
traces on the recorder were smooth and free of noise during 
both the steady operation and the flow upsets.
T 1254
Figure 5. Sample of step-response data.
T 1254 31
T 1254













rS ”. i, m













Data were gathered in three series of experiments.
Series 1 was performed at a liquid concentration of 75 
weight percent glycerol and 25 weight percent water, Series 
2 at a concentration of 59 weight percent glycerol and 41 
weight percent water, and Series 3 at a concentration of 
48.3 weight percent glycerol and 51.7 weight percent water. 
The physical properties of these three liquids are given 
in Appendix I.
The data consisted mainly of radial temperature profiles 
obtained under conditions of steady and time-dependent flow. 
The specific flow-rate variations considered were step and 
sinusoidal upsets.
The steady-state results and conditions for the three 
series of experiments are tabulated in Appendix 3 and por­
trayed graphically in Figures 7, 8, and 9. The radial tem­
peratures given are the values measured at the tube center- 
line (R=0) and two positions each 13/64 inch (R=0.653) on 
either side of the center. The temperature of the two out­
lying positions were averaged together to provide one 
representative temperature. Figures 7, 8, and 9 show that 
data were gathered under fully developed thermal conditions 
as well as under undeveloped thermal conditions, since at 
the higher flow rates the center-line temperature is zero.
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A comparison of the flow rates of the steady-state condi­
tions with Figure 10 shows that all data were taken at very 
low Reynolds numbers and that conditions were well within 
the laminar-flow region.
The transient and frequency-response analyses were con­
ducted in conjunction with one another so that the magnitude 
of the step changes was equal to the amplitude of the sinu­
soidal upsets, The magnitudes and ranges of these upsets 
are shown in Figure 11 for the two series of experiments. 
Time-dependent temperature variations at the three 
radial positions following a step upset in flow were obtained 
and are tabulated in Appendix 3. The responses were reduced 
to percent complete response for comparison with mathematical 
relations.
Frequency responses for various amplitudes and over a 
range of frequencies from 1 cycle per hour to 1 cycle per 
minute were obtained for the radial positions and are pre­
sented in Appendix 3, These data were analyzed as a phase 
lag of the temperature response behind the flow upset and 
a normalized amplitude ratio. Amplitude ratios were normal­
ized in the following manner:
Fluid temp, amplitude
Flow rate amplitudeAR,= — -- —Fluid temp, amplitu<
Flow rate amplitude
03= ca _ Fluid temp, amplitude 1 co=(o • 
Fluid temp, amplitude J co=0
io=0
The latter portion is valid since the flow rate amplitude
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Figure 11* Ranges of flow rate upsets.
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was held constant over the range of frequencies investigated. 
The fluid temperature amplitudes were thus normalized by 
choosing the amplitude at a very low frequency as a position 
of no attenuation.
The heat flux used in the experiments was determined 
from an energy balance over the heated liquid. These cal­
culations are explained in Appendix 4.
Increased confidence in the experimental data was 
gained through repetition. Each step-response test was com­
posed of at least 5 runs carried out under identical con­
ditions , and each frequency-response test consisted of at 
least 3 runs. Tabulated and plotted data are averages of 
the results of these repeated runs.
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MATHEMATICAL DEVELOPMENTS
This section will describe the derivation of various 
mathematical relations that provide a priori predictions of 
the characteristics of heat transfer to high Prandtl number 
fluids in laminar flow# Intuitive derivations are used in 
preference to rigorous mathematical methods. Certain ideal­
izations will be applied to the physical system under study 
in order to render mathematical description easier, and 
these are summarized in the following assumptions.
(1) The physical properties of the heated fluid are 
constant and natural convection effects are negligible. 
Velocity profiles are thus of the form:
V = 2VAvg {1 " 7 2 } *w
(2) The flux of heat at the inner surface of the tube 
wall is constant with length and circumference, and invari­
ant with time. This flux imposes a constant temperature 
gradient at the wall which is given by Fourier's law of 
heat conduction:
. q _ dx 
k dr
r=r w




(4) The temperature of the fluid at the entrance of 
the heated zone is constant.
(5) The effects of heat conduction in the axial direc­
tion and viscous dissipation are negligible.
The basic coordinate system used in the following 
derivations is shown in Figure 12.
Analysis of the Steady State
The steady-state analysis consisted of a determination 
of the length of the thermal entrance region and a predic­
tion of the outlet fluid temperatures.
• Thermal Entrance Region Derivation. The temperature 
profile, which has a rectangular shape in the region where 
heating begins, changes in the direction of flow because of 
the boundary layers forming along the walls. The fully 
developed region begins as soon as the boundary layers con­
verge at the tube axis, and the region prior to this is 
termed the entrance region. Since the problem of determin­
ing the entrance length is basically one of boundary layer 
development, it is best handled by an integral solution of 
the energy equation.
This development is based on the coordinate system shown
0
in Figure 12? and for convenience, a new temperature T is
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defined as x = T”T0* If above-mentioned assumptions
and the new temperature are applied to the energy equation 
in cylindrical coordinates given in Bird, Stewart, and 
Lightfoot (8), equation 1 results,
V n _ il = “ .L. (Xil) (1)Max _ 2} 3z r 3r 3r ' 1
■*-W
where a is the thermal diffusivity, k/pCp.
This equation describes the temperature distribution in the 
boundary layer section of the entrance region. For the 
solution, suitable boundary conditions are
at r = r ~w ar k
at r = 5 x = 0 .
The first condition arises since only the case of a constant 
flux at the tube wall is being considered here.
A simple rearrangement and integration leads to
.
{ w W 1 -  p r >  I  “ £  d ^ y • (2)
The limits on the integrals are in the order shown since 
integration is in the positive r direction. Integration of 
the right side and further manipulation leads to equation 3,
j 2 arT7q
VMax Hz  ̂ ( 1 " ~ )  ^  = ' f "  (3>
w
The derivative can be eliminated by integration, with the * 
resulting constant being evaluated by use of the condition
T 1254 52
that
at z = 0 1 = 0.
This operation leads to equation 4,
rw 2 ar qz
/ (i - — ~) xrdr = - rrr" • (4)
5 rw Max
In order to evaluate the integral in equation 4, it is
necessary to know the r dependence of t, which can be
approximated with a polynomial. The function can be
determined by realizing that t , throughout the region of 
developing boundary layers, must satisfy the boundary con­
ditions imposed in equation 1. Consideration of these 
conditions leads to a representation of x as
T = g5 ■■ (1 - r2 ) . (5)T 2kr ' ■ 72^w .6
A function of similar form was used by Siegel and Sparrow 
(47), who analyzed constant-heat-flux transfer in the 
entrance region of flat ducts. Since they used rectangular 
coordinates, the functional form was slightly different. 
Yang (21) also used a temperature description similar to 
equation 5 in a constant-wall-flux analysis.
With the coordinate system used here, the end of the 
thermal entrance region will occur at 6 — 0, If equation 5 
is inserted into equation 4 and the indicated integration 
carried out and then 6 set equal to zero, there results 
a value of the £ coordinate, ẑ / which describes the length
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of the thermal entrance region,
- VMaxpCprwZ  n i m  inibi. i i i h i b w  aBtrwaas— A  V O  M24k
This solution can be further simplified by now intro­
ducing a dimensionless variable £, where
£ _ zk
pCpVMaxrw * 
which reduces equation 6 to
?E = §4 •
There are a number of interesting implications in equa­
tion 7• One first notices that the length of the thermal 
entrance region does not depend on the amount of heat flux. 
The dimensionless variable introduced is one of the Blasius 
variables; and Bird, Stewart, and Lightfoot (8) point out 
that it may be rewritten as
; =  }{JL_} = iB-i — I__ . (8)
w rwVAvgp pCP rw NReNPr
If the value for is now changed to this form, the depen­
dence of thermal entrance length on fluid parameters and 
flow characteristics becomes apparent,
5^ = §4 NReNPr •
Steady-State Temperature Predictions. The prediction 
of temperatures at a given axial position in heated laminar 
flows is complicated by the presence of the thermal entrance 
region. If the point of interest is sufficiently distant
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from the beginning of heating, the solution given by 
Goldstein (5) will accurately predict the fluid temperatures, 
but if the point being considered is very close to the end 
of the entrance region, the solution is somewhat more com­
plicated#
A complete solution can be obtained by first consider­
ing the solution for long distances, which is taken from 
Bird, Stewart, and Lightfoot (8) and translated into the 
notation of this paper,
0 = 4C + R2 - \ R4 - ' *10)
where
e = T~T° e = ——  c = — - ---j *
<5rw ^  p^pVMaxrw
Equation 10 was derived by realizing that, in the region 
of developed conditions, axial temperature 
increases are linear, and hence it is plausible to
assume that temperature is of the form
e = coc + 4>(R) / (ii)
where CQ is the constant axial temperature gradient and 
4>(R) is the radial temperature dependence. Since the 
temperature of the fluid entering the heated zone at ; = 0 
is constant across the tube crossection, equation 11 must 
satisfy the boundary condition
at C = 0 6 - 0
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to be a complete solution, it is obvious that equation 11 
cannot satisfy this boundary condition, so Bird, Stewart, 
and Lightfoot replace the condition with another 
boundary condition:
rw
for all £ “2lT:cw = 2lT PC (T-Tq) V(r) rdr •
o p
This boundary condition would then suggest that equation 10 
could be applied close to the entrance region with minor 
modifications.
Consider a solution of equation 10 for the tube center- 
line extrapolated to small distances; that is, small values 
of £• Figure 13 is a plot of equation 10 evaluated at R = 0 
against £ in the regions of small £. The plot is a straight 
line, and there is one point of interest here —  the value 
of £ when 0 = 0 ,  since this value, by definition, must be £E. 
The temperature variable 0 can never be negative: there­
fore, the region of the curve between £ = 0 and £ = £E must 
be at a 0 value of zero. This, once again, corresponds to 
the definition of the thermal entrance region as the length 
over which the center-line temperature does not change.
Now a discrepancy arises. The thermal entrance length 
predicted by equation 10 would be
CB - Is -.0.073,
while the length predicted by the previous integral method 
of solution (equation 7) is
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Cg ~ 24 ~ 0 • 0 42 .
The integral technique is an approximate method, but it is 
unlikely that a discrepancy of this magnitude is due to 
inaccuracies in the solution procedure. Thus, it is plaus­
ible to suggest that there is a short interim region through 
which the center-line temperature varies from its entering 
value to a value compatible with the exact solution for large 
distances•
Since the obvious lower limit for this interim region 
is known, it is necessary to ascertain the upper limit.
Figure 14 shows a variation of the local Nusselt number 
through the entrance region. (The plot is taken from the 
data of Kays (11) and corresponds to data presented by 
Siegel, Sparrow, and Hallman (7)). Fully developed thermal 
conditions exist when the Nusselt number has reached its 
limiting value, which, in this case, is 48/11. Siegel, 
Sparrow, and Hallman (7) suggest that, for all practical 
purposes, fully developed conditions may be assumed to 
exist beyond the point at which 9 5 percent of the final 
value of the Nusselt number is reached and that this occurs 
at c = .085. This can then be taken as the point beyond 
which the "long-distance" solution is valid.
Now it is necessary to modify the solution for long 
distances, in light of the above observations, so that an 
equation capable of predicting temperatures at axial
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distances beyond the entrance region results. The problem is 
the 7/24 in equation 10, which apparently causes the solution 
to predict an erroneous entrance length. Thus, the most 
expedient method is to simply replace the constant with a 
functional relation which has the value 7/24 when £ = .085 
and the value 1/6 when £ = .042. This relation is denoted 
and causes equation 10 to have the forms
6 = 4; + R2 - i  E 4  - ~ i)i , (12)4 o
Since the interim region is rather short and since this 
derivation is a rather approximate approach, it was decided 
to approximate ij> with the straight line shown in Figure 15.
Equation 12 can now be used to predict the steady-state 
temperatures of a heated fluid in laminar flow in the regions 
beyond the entrance length. If the equation produces a 
negative value when evaluated at a point of interest, the 
point chosen is within the unheated portion of the entrance 
region and the actual temperature of this point is equal to 
the entrance temperature.
Analysis of the Dynamic Behavior
Since axial temperature increases during conditions of 
steady flow can be predicted by equation 12, the primary 
concern of this section will be a consideration of the 
amount of time necessary for equilibrium conditions to be 
reached following a flow upset. Specifically, the time 
needed for a new steady-state temperature to be reached
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Figure 15. ip for the interim region of thermal development.
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following a step upset in flow and the amount of attenua­
tion present when sinusoidal upsets are induced will be 
considered. Both of these characteristics are a measure of 
the thermal capacitance of the system.
Complete solutions of the time-dependent energy equation 
are very complicated, and their complexity often hinders an 
understanding of the physical situation. In this analysis, 
therefore, an attempt will be made to derive a simplified 
model which will adequately portray the situation while pro­
viding insight into the actual physical behavior of the 
system. The derivation will involve lumping parameters 
through a careful consideration of the physical system in 
order to obtain a first-order approximation.
The approximate speed of response can be determined by 
assuming fully developed conditions throughout the heated 
zone. This assumption allows the temperature increase to 
be represented as
T = GZ + f (r) , (13)
where G is the temperature gradient in the axial direction 
and f(r) is the radial dependence. This approach was used 
in deriving the exact solution for the steady state; and if 
fully developed conditions are assumed to prevail, the 
approach is applicable to the unsteady-state.
Equation 13 can be used to simplify the time-dependent 
energy equation, which is taken from Bird, Stewart, and
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Lightfoot (8), simplified with the assumptions mentioned 
earlier (page 47), and presented in equation 14,
vi l  + iL = £ 1. (£H) . (14)3z + 3t r 3i ' 3r
In order to differentiate equation 13 so that it may be sub­
stituted into equation 14, certain other assumptions must be
made. The f(r) term in equation 13 will obviously be a func­
tion of time since temperatures at different radial positions 
will be expected to respond at different rates. However, the 
f(r) must be the same at all steady-state positions. Thus, 
f(r) can be approximated with its steady-state value, which 
is taken from equation 12:
qr „2 q „4f(r) = {£_ - 1 2L_} . (15)k r 2 4 „ 4Aw •‘•w
The gradient G in equation 12 is a function of time.
Differentiating equation 13 with the f(r) given by equa­
tion 15 and introducing the results into equation 14 yields
.2
VG+ 2 f  = £ P  U - f j )  • (16)
W rw
Equation 16 is basically a lumped parameter model since
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it does not contain a derivative with respect to distance. 
This concentration of effects can generally be expected to 
yield a model of only limited usefulness since the spatial 
variations of the dependent variable have been assigned some 
convenient form. In the constant-flux heating case, however, 
the method seems more applicable since simplification came 
about by using functional forms which were exact in the 
steady-state analysis. Thus it seems that in equation 16, 
even though spatial derivatives are absent, the system 
behavior is represented to a higher degree than would be 
expected in ordinary lumped-parameter descriptions of heat 
transfer processes.
Solution for Step Upsets in Flow, Solutions of equation 
16 for step upsets in flow can be obtained by integrating 
factor methods, which are outlined by Mickley, Sherwood, and 
Reed (55), For the solution, the velocity is defined as
u = °Max U  - ^ >  ' U7)
rw
where U is the velocity following a step upset in flow rate.
Following an application of the integrating factor
method to equation 16 and the subsequent integrations,
equation 18 is obtained as a solution,
Ut
G - C T 3-  * '°o " I T T 1-!- 2w Max w Max
Here, GQ is the axial temperature gradient at t =0,
Equation 18 can be manipulated into a form which will
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give the time of response by working with a percent-complete 
response, where
G-G
Percent complete response = • 0   x 100 . (19)
“Gt=<» t=0
When equation 18 is transferred to the form of equation 19 
and various rearrangements performed, equation 20 results as 
the final solution,
- Ut z
Percent complete response = 100{1-e } • (20)
This solution will give an approximation to the response time 
for step upsets in flow. It is a function of r since the 
velocity contained in the exponent is given by equation 17.
Solution for Sinusoidal Upsets in Flow. Since the flow
upsets cause equation 20 to be nonlinear, solutions in closed
form for sinusoidal variations in flow rate are very diffi­
cult. Therefore, the approximate technique of linearization 
will be used here.
The first step in this method of solution is to replace 
the variables in equation 20 by perturbation variables. For 
this, let
G = Gs + G' (21)
v = Vg + V* . (22)
The ŝ subscript denotes an initial steady-state value, and 
the prime superscript denotes a small variation from this
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value. Insertion of equations 21 and 22 into equation 16 
yields the total equation,
2
z + (Vg+V') (Gg+G') = £23.- (1 - ^-j) . (23)
rw rw
The solution of equation 16 for steady-state conditions is 
then subtracted from equation 23, and linearization is 
accomplished by discarding the products of perturbed quan­
tities. The dynamic equation, equation 24, results,
VSG' V'G s=  s # (24)
dt z z
This equation is linear and can now be solved by stand­
ard Laplace transform techniques and put into a transfer 
function form, where s_ is the Laplace transform variable,
=- = v2- • (25)V' 2 vsS + —
Response to sinusoidal variations can now be obtained from 
equation 25 by jw inversion, a method outlined by Harriott 
(45). Following the inversion, amplitude ratios and phase 
angles are found to be
AR = — i _  (26)
“2
<(> = -tan"1 (~) . (27)
s




The steady-state results are presented graphically in 
Figures 16, 17, and 18 as plots of 0 against £. The tem­
perature predictions of equation 12 are included on the same 
plots for comparison.
The response of the radial temperatures to step changes 
in flow” rate are displayed in Figures 19 through 32, along 
with; the predictions of the time-dependent model, equation 
20. These are responses to step increases and decreases 
between the same levels of flow.
The frequency response of the system is given in the 
standard Bode diagram form in Figures 33 through 36. Model 
predictions of equations 26 and 2 7 are also included.
The experimental steady-state results show the peculari- 
ties encountered in the heating of fluids in laminar flow.
As the flow rate is increased, the point temperatures 
decrease until the temperature at the tube axis reaches a 
value equal to that of the inlet temperature. The radial 
variation is also apparent in the plots.
The predictions of equation 12 are in good agreement 
with the experimental evidence for the three series of 
experiments. The theoretical predictions for R =0, how­
ever, are all consistently above the experimental values,
69
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Figure 16. Steady-state temperature increases - Series 1.
Experimental: R ~ Q Q R = 0.653 A
Mode 1: — -- ------- -— —
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Figure 17• Steady-state temperature increases - Series
Experimental: R = 0 ©  R = 0.65 3 A






Figure 18. Steady-state temperature
Experimental: R = 0 O
Mode 1: —— — —----———
increases - Series
R - 0.653 A
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Figure 19. Transient response of fluid temperatures to 
step increase in flow rate - Test 1 (Series
Experimental: R = 0 ©  R = .653 A














Figure 20. Transient response of fluid temperatures to
step decrease in flow rate - Test 1 (Series 1)








Figure 21. Transient response of fluid temperatures to 
step increase in flow rate - Test 2 (Series
Experimental: R = 0 0  R = 0*653
Mode 1: — — — —  ---——--- -
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Figure 22, Transient response of fluid temperatures to
step decrease in flow rate - Test 2 (Series 1)•
Experimental: R = 0 0 R = 0.65 3 A














Figure 23, Transient response of fluid temperatures to
step increase in flow rate - Test 3 (Series 1)
Experimental: R = Q O R = 0,653 A
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Figure 2 4, Transient response of fluid temperatures to
step decrease in flow rate - Test 3 (Series 1).
Experimental: R ~ 0 0 R = 0.65 3 A
Model: -------------------
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Figure 25. Transient response of fluid temperatures to 
step increase in flow rate - Test 4 (Series
Experimental: R = 0 Q R ~ 0.65 3 A






Figure 26. Transient response of fluid temperatures to
step decrease in flow rate - Test 4 (Series 1)
Experimental: R = 0 O  R = 0.653 /\
Mode 1: -- =—  ----------—












Figure 2 7, Transient response of fluid temperatures to
step increase in flow rate - Test 1 (Series 2).
Experimental: R ~ 0 O R = 0,653 A















Figure 2 8. Transient response of fluid temperatures to 
step decrease in flow rate - Test 1 (Series
E x p e r im e n ta l: R - 0 Q R = 0.65 3 A













Figure 29. Transient response of fluid temperatures to
step increase in flow rate - Test 2 (Series 2).
Experimental: R = 0  0  R = 0.653 A
Mode1: ----------------- -
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Figure 30. Transient response of fluid temperatures to
step decrease in flow rate - Test 2 (Series 2)
Experimental: R 55 0 Q  R ~ 0.65 3 A














Figure 31. Transient response of fluid temperatures to
step decrease in flow rate - Test 3 (Series 2).
Experimental: R ~ 0 Q  R - - 0.653 A
Model: —-----  r












Figure 32. Transient response of fluid temperatures to
step decrease in flow rate - Test 3 (Series 2).
Experimental: R ~ 0 O R = 0.653 A
Mode 1 : -------- — — —— -----
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Figure 33. Frequency response of fluid temperatures to 
upsets in flow rate - Test 1 (Series 1)
Experimental: R - 0 O
R a 0.653 A
Model: ----------------------
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Figure 34. Frequency response of fluid temperatures to 
upsets in flow rate - Test 2 (Series 1)•
Experimental: R - 0 Q
R » 0.653 A
Model: — ------- — -------- ■----—
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Figure 35, Frequency response of fluid temperatures 
upsets in flow rate - Test 4 (Series 1)
Experimental: R = 0 O
R = 0 9 65 3 A
Mode1:   ;---
o -
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Figure 36. Frequency response of fluid temperatures to 
upsets in flow rate - Test 2 (Series 2).
Experimental: R = 0 O
R = 0.65 3. A
Model: -------------------------
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an effect that is probably due to the flattening of the 
velocity profile. This effect will be discussed later in 
this section.
Consideration of Figures 16, 17, and 18 shows that the 
experimental data confirm the supposition that the radial 
temperature variations remain constant in the regions of 
fully developed conditions. The temperatures at the radial 
positions considered maintained about the same degree of 
separation.
The comparison with experimental data indicates the 
accuracy of equation 12 in predicting axial and radial 
temperature profiles.
The c coordinate at which 9 diminishes to 0 is which 
agrees well with experimental evidence. The theoretical
value in Figures 16, 17, and 18 was predicted by equation 
7, which resulted from an integral solution of the energy 
equation. A better way of checking the agreement between 
theoretical and experimental values for the length of the 
entrance region is to return to the r-z coordinate system.
In this coordinate system, the average velocity at which 
the thermal entrance length equals the total heated length 
can then be determined and compared with experimental 
values taken from Figures 7, 8, and 9. When equation 7 is 
rearranged and the calculations are performed, the model 
values in Table 1 result.
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Table 1
Comparison of Experimental and Theoretical 
Average Fluid Velocities at Which zE = 8*
YavqModel Experimental
Series 1 9.8 9.8
Series 2 10.5 11.2
Series 3 10.9 11.5
This table demonstrates that equation 7 provides an accurate 
method of determining the thermal entrance length for fluids 
of high Prandtl number.
It should be pointed out, however, that there are two 
definitions of thermal entrance length in common use. The 
definition used here assumes the entrance length to be that 
length at the beginning of heating over which the fluid 
temperature at R = 0 does not change. The other definition 
is commonly based on the variation of the local Nusselt 
number in the heated zone and defines entrance length as 
the region previous to the point at which the Nusselt 
number attains 95 percent of its limiting value. Experi­
mental confirmation of the latter definition is generally 
much easier than the former since no radial temperature 
profiles need to be determined —  one simply obtains a 
Nusselt number based on bulk-fluid temperatures.
The data presented in Table 1 indicate that the Prandtl
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number has an effect on the thermal entrance length since 
this is the primary factor differentiating the three series 
of experiments. Figure 37 shows that, for high Prandtl 
number fluids, the thermal entrance length remains fairly 
constant at a very high value.
This experimental study, however, was conducted using 
fluids of rather high Prandtl number. Common fluids having 
a Prandtl number of the ranges investigated would be oils 
or other heavy organic liquids as shown in Figure 38. 
Equation 7 would then suggest that, for practical heat 
exchange problems involving these fluids, fully developed 
thermal conditions would seldom be attained.
The specific case investigated here was the constant 
wall flux case, and it is interesting to contrast this with 
the constant wall-temperature situation. Eckert (56) gives 
the thermal-entrance length for the constant-wall tempera­
ture case as
Le
—  - 0.05 NReNpr .
Equation 7 describing the constant wall-flux case gives
—  = 0.021 NReNpr ,
showing that a constant wall-flux situation experiences 
fully developed conditions at a much shorter distance.
This is to be expected since the imposition of a constant
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Figure 37. Influence of Prandtl number on thermal 
entrance length.
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Figure 38. Prandtl number spectrum of fluids (from Kays,
Convective Heat and Mass Transfer, McGraw-Hill, 
1966, p. 120).
temperature gradient at the tube wall produces a more 
effective mode of heating than a constant wall temperature.
As would be expected, temperatures at different radial 
positions exhibit different responses to flow-rate disturb­
ances. The temperature responses to step changes in flow 
rate shown in Figures 19 to 32 reveal that the temperature 
at R = 0 responds faster than the temperature at R = 0.653.
These different response times would obviously be 
caused by the velocity differences across the tube.
Response to a step change could be expected to be essen­
tially complete after a time L/V, which is the residence 
time, and since the velocity at the tube center-line is a 
maximum, temperature responses at this position should be 
complete in a minimum time. The experimental evidence 
substantiates this supposition.
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However, in the laminar-flow situation, another factor 
would intuitively be expected to influence response times, 
the thermal entrance length# If the thermal entrance 
length is large in comparison with the total heated length, 
it would be expected that the residence time of fluid par­
ticles at the tube center-line in an area of heating would 
be less than the residence time of other fluid particles# 
Hence, response times would be increased.
The actual effect, if any, of entrance length on 
response times is difficult to assess. One method of 
shedding more light on the subject, however, is to consider 
the percent complete response after one residence time for 
step upsets. These residence times based on the total 
heated length with their corresponding percent completions 
are tabulated in Table 2 for the step increases of Series 1. 
The percent complete increases significantly for the center- 
line position as the final velocity of the step change is 
increased. This would tend to indicate that the thermal 
entrance length is exerting an influence on the response 
time since other factors are equal in the responses considered 
in Table 2. Essentially no change is apparent in the 
response at R = 0.65 3, and this is to be expected since the 
residence times of particles at this position would not be 
significantly altered by changes in the entrance length.
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Table 2
Residence-time Completions for the 
Step Increases of Series 1
Initial Avg. Final Avg.
ilocity velocity L/V, min % Complete
oII R = 0.653 R = 0 R = 0.653
1.69 3.98 1.0 1.75 70 65
2.81 4.97 . 80 1.40 82 68
2.15 5.48 .73 1.28 82 71
3.80 8.54 .47 .82 94 66
The approximate model presented in equation 16/ with the 
solution given in equation 20 for step upsets in flow, could 
be expected to give approximate maximum speeds of response 
since it was derived by assuming fully developed conditions. 
This model is compared graphically with the experimental data 
in figures 19 through 32. The model exhibits reasonable 
agreement with the data/ but its error becomes greater as 
the final velocity is increased. The graphical comparisons/ 
however/ indicate that the lumped-parameter model given in 
equation 16 yields a reasonable approximation to the 
behavior of the system.
Only when the system is linear can the response times 
be explained on a residence-time basis. Since the system 
here is not linear, an analysis based only on length and 
velocity cannot be expected to describe fully the dynamic 
behavior. Comparison of the first-order approximation with
T 1254 120
experimental data does, however, indicate that the transient 
response is dominated by an exponential function and, hence, 
by first-order effects. The effect of entrance length on 
response times is perhaps a useful tool to explain, on an 
intuitive level, the deviations from linearity.
The frequency-response diagrams presented in Figures 33 
to 36 further illustrate the complex, nonlinear nature of 
the system. The data, especially at lower frequencies, 
showed that the system is nonlinear since the temperature 
response is not a sine wave. That the output is not 
necessarily sinusoidal can be visualized by considering the 
temperature at R = 0. The temperature at this position will, 
if the amplitude of the flow rate upset is large enough to 
cause the entrance region to extend beyond the zone of heat­
ing, decrease to the entrance temperature and yield no 
responses. Thus the temperature response will resemble a 
"flattened” sine wave.
Since the response is not directly proportional to fre­
quency, an analysis of stability through frequency response 
methods is not applicable. The aim, therefore, of the 
frequency response in this study was simply to reveal the 
recovery characteristics of the temperatures when periodic 
upsets are induced. Thus, trends of amplitude ratios and 
phase lags were of interest. It seems reasonable to use the 
same terminology, however, since the output is a^periodic
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function.
The phase lags showed very peculiar characteristics.
One would intuitively expect the center-line temperature 
to have less of a phase lag since its maximum velocity 
provides the ability to respond more rapidly to upsets. 
Consideration of the data indicates, however, that this is 
not the case. The phase-lag curves actually cross, and 
the center-line temperature exhibits more of a lag at 
higher frequencies than does the temperature at R = 0.65 3, 
in contradiction to the amplitude ratio curves where the 
center-line temperature exhibits less attenuation.
The lumped parameter model would seem to yield a reason­
able approximation to the frequency response of the system. 
Predictions of amplitude attenuation are good, and predic­
tions of the phase lags of the center-line temperature are 
reasonable. There appears, however, to be no agreement 
between model predictions and experimental data for the 
phase lags at R = 0.65 3. The phase angles of the center- 
line temperature appear to approach approximately -100 
degrees, which again indicates the usefulness of a first- 
order approximation. The phase-lag behavior is in conjunc­
tion with the 45-degree slope of the amplitude ratio curves.
The experimental data demonstrate that the dynamic 
behavior of complicated systems can be approximated with 
first-order descriptions. Essentially all physical systems
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are a departure from linearity for one reason or another, 
but, as demonstrated here, the trends of the attenuation 
and phase lag can be described by a basic first-order 
equation.
It should be emphasized that only the trends of the 
frequency response of the nonlinear system can be indicated 
by the first-order approximation. In a linear system, the 
frequency response would depend only on the frequency of 
the excitation and not on its amplitude. The nonlinear 
system, such as the one under consideration here, has a 
frequency response that is very dependent on both the fre­
quency and amplitude of the input. The first-order approx­
imation with its linearization thus would not mirror all 
the complexities of the dynamic behavior.
Although this study was conducted using very mild heat­
ing conditions in order to reduce natural convective effects, 
it is worthwhile to consider the amount of natural convec­
tion that may be present. Analysis of these extraneous 
effects will ascertain the validity of the Hagen-Poiseuille 
description of the flow field.
The fluid entering the heated section had fully 
developed parabolic velocity profiles, but distortion could 
be expected to occur as the fluid progressed further into 
the heated zone. Scheele and Hanratty (15) presented 
descriptions of the alterations of the velocity profiles
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encountered in the constant-flux heating of an upward flow­
ing liquid, and a comparison with their work will provide 
an assessment of the amount of distortion to be expected in 
this study. They described the extent of distortion with 
the NQr/NRe ratio, and a plot of velocity profiles at vari­
ous values of this ratio is reproduced in Figure 39. The
plot presented by Scheele and Hanratty is actually a compila­
tion of evidence presented by Hanratty, Rosen, and Kabel 
(14), Morton (19), and Hallman (18). Hanratty and Scheele 
(,15) presented data confirming the analytical observations. 
Thus, it would seem that the information is rather compre­
hensive.
It is obvious that the greatest distortion will occur
at the lowest Reynolds number, and so a value of the
Ncr/NRe ratio will be determined from the experimental
conditions at the lowest flow rate to compare with Figure
39. The Reynolds number here is based on the radius, and
the Grashof number for constant flux heating is given as
m - r4Bgq w Gr — "rr“ 'kv
where & = coefficient of volumetric expansion 
g = acceleration of gravity 
v = kinematic viscosity.
Using the data for the lowest flow rate of Series 1 yields 
NGr
NRe - 16. 4 .
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Figure 39. Equilibrium velocity profiles for constant- 
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Comparing this with Figure 39 suggests that the velocity 
profile is still very close to the isothermal case, although 
some distortion is present.
It should be emphasized that these conditions exist at 
the exit of the heated section so that, throughout the heated 
zone, the velocity profile is gradually undergoing an altera­
tion from the isothermal conditions at the entrance to the 
form at the exit. Thus, the assumption of velocity profiles 
described by the Hagen-Poiseuille relation seems justified.
This flattening of the velocity profile would tend to 
cause the steady-state model (equation 12) to predict values 
below the actual temperatures. Part of the error apparent 
in Figures 16, 17, and 18 could perhaps be attributed to 
this effect.
Additional errors in temperature measurement could be 
expected to occur on account of the size of the thermo­
couples. The thermocouple located at R = 0 would actually 
measure an average of all temperatures encountered by its 
frontal area, and this average would be slightly greater 
than the actual center-line temperature. The thermocouple 
at R ~ 0.653, however, would be expected to yield a better 
reading since it would measure an average temperature that 
would be very close to the true point value.
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CONCLUSIONS
Consideration of the experimental evidence allows the 
following conclusions to be drawn.
(1) The temperature distribution throughout a heated 
liquid in steady laminar flow may be accurately described 
by equation 12..
(2) A definite radial temperature profile exists in the 
heating of viscous liquids and is easily detected. The form 
of this radial variation is constant in the regions of fully 
developed conditions.
(3) A thermal entrance length at the beginning of heat­
ing, which is defined as the region through which the 
temperature at R = 0 does not change, is adequately 
predicted by equation 9.
(4) Responses to step upsets in flow rate are dependent 
on radial position, with the faster responses being nearer 
the tube center-line. These variations in response times 
are apparently due to the radial velocity variations.
(5) During the frequency response, greater attenuation 
is noticed for radial positions removed from the center-line 
than for the center-line. Phase lags are less at R = 0 for 
very low frequencies, but as the frequency is increased, the
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center-line begins to exhibit more of a phase lag than other 
radial positions.
(6) The lumped parameter model in equation 16 gives a 
reasonable order-of-magnitude estimate of the dynamic trends 
of the laminar flow heat-transfer system. The validity is 





The physical properties of the heated fluids were 
obtained from the International Critical Tables (58), with 
the exception of the densities, which were experimentally 
determined.
Table I
Various Physical Properties of the
Glycerol-Water Solutions at 6 8°F
75 wt % 59.0 wt % 48.3 wt %
glycerol glycerol glycerol
Density, lb/cu ft 74.7 72.0 70.3
Viscosity, cp 33.5 10.2 5.4
..Thermal conductivity, 0.210 0.239 0.25 8
Btu/ft-hr-F
Specific heat, Btu/lb-F 0.679 0.747 0.79 3
Table II
Calculated Data
75 wt % 59.0 wt % 48.3 wt %
glycerol glycerol glycerol
Prandtl Number, Npr 262.1 77.2 40,2






A area, sq ft
Cp specific heat/ Btu/lb-F
D inside diameter of tube, ft
f radial temperature dependence, F
G axial temperature gradient, F/ft
k thermal conductivity, Btu/ft-hr-F
L heated length, ft
Ls entrance length, ft
Q total heat input, Btu/min
q local heat flux, Btu/sq ft rain
R reduced radius, r/rw
r radial coordinate
rw inside radius of tube, ft
T temperature, °F
Tq inlet temperature, °F
t time, min
U velocity following step upset in flow, ft/min
V velocity, ft/min
VAvg average velocity, ft/min





a thermal diffusivity, sq ft/hr
<5 boundary layer thickness/ ft
£ dimensionless axial coordinate
0 dimensionless temperature increase
y viscosity/ cp
p density/ lb/cu ft
t  temperature increase (T-T )/ °F
phase angle/ degrees 








E end of entrance length
s steady-state conditions
0 conditions at entrance
w conditions at tube wall
Superscripts:
- Laplace transformed variable (unless otherwise noted)
1 deviation from steady state




T ab le I






0 R = 0.653
Exp Eqn 11 Exp Eqn
1.69 1.47 8.3 7.3 12.0 11.
2.15 1.47 5.8 5.1 9.6 9.
2.81 1.47 3.5 3.1 7.4 7.
3.80 1.47 1.7 1.5 5.4 5.
3.82 1.47 1.8 1.4 5.7 5.
3.98 1.47 1.7 1.3 5.3 5.
4.97 1.47 1.0 0.4 4.3 4.
5.48 1.47 1.0 0.4 4.2 4.
5.85 1.47 0.6 0.3 3.7 3.
8.54 1.47 0.2 0 .1 2.6 2.
















Steady-State Results - Series 2
VAvg q T - TQ
(ft/min) (Btu/ft2min) R = 0 R = 0.653
Exp Eqn 11 Exp Eqn 11
2.20 1. 47 5.2 4.8 8.6 8.4
3.03 1.47 3.1 2.7 6.5 6,4
3.45 1.47 2.5 2.0 5.8 5.7
4.33 1.47 1.4 1.1 4.5 4.7
5.94 1.47 0.6 0.2 3.3 3.5
3.6 8 1.47 0.2 — 2.4 -
.13.68 1.47 0 0 1.2 1.7
Table III
Steady-State Results - Series 3
VAvg q T - T q
(ft/min) (Btu/ft2min) R =* 0 R = 0.653
Exp Eqn 11 Exp Eqn 11
3.49 1.47 2.6 2.0 5.6 5.4
6.29 1.47 0.6 0.4 3.1 3.0
8.74 1.47 0.4 0 .1- 2.3 2.2
1 2.39 1.47 0 0 1.3 1.8
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Table IV
Initial and Final Conditions of Step Responses - Series 1 












Minimum f low rate 1.69 1.47 8.3 12.0
Maximum flow rate 3.98 1.47 1.7 5.3
Test 2
Minimum flow rate 2.81 1.47 3.5 7.4
Maximum flow rate 4.97 1.47 1.0 4.3
Test 3
Minimum flow rate 2.15 1.47 5. 8 9.8
Maximum flow rate 5.48 1.47 1.0 4.2
Test 4
Mi nimum flow rate 3. 80 1.47 1.7 5.4
.Maximum flow rate 8.54 1.47 0.2 2.6
Table V
Initial and Final Conditions of Step Responses - Series 2 






Minimum flow rate 
Maximum flow rate 
Test 2
Minimum flow rate 
Maximum flow rate 
Test 3




























Experimental Step Response Results for Test 1 (Series 1)
(Averages of 5 runs)
Percent Complete Response 
t Increase in flow rate Decrease in flow rate
(min)
R = 0 R = 0.653 R = 0 R = 0.653
0.5 44.0 28.0 16.2 11.4
1.0 70.2 50.1 30.6 22.5
2.0 91.2 70.0 50. 8 36.8
4.0 95. 4 82.9 74.6 56.2
6.0 97.4 90.2 85.2 68.3
3.0 98.6 94.7 90.0 77.9
10.0 99.5 9 7.2 92.0 84. 8
12.0 100.0 99.0 94.9 90.0







Experimental Step Response Results for Test 2 (Series 1)
(Averages of 6 runs)
Percent Complete Response
t
(min) Increase in flow rate Decrease in flow rate
R = 0 R = 0.653 R = 0 R = 0.653
0.5 57.7 37.2 27.3 21.8
1.0 89.2 60.8 51.1 36.2
1.5 93.4 69.6 66.3 46.9
2.0 95.0 74.2 75.8 54.4
3.0 96.0 78.3
4.0 96.5 85.4 86.8 71.3
6.0 98.1 91.5 98.5 81.3
8.0 99.6 96.6 97.2 88.4
10.0 100.0 97.6 98.6 92.8





Experimental Step Response Results for Test 3 (Series 1)
(Averages of 6 runs)
Percent Complete Response
t
(min) Increase in flow rate Decrease in flow rate
R = 0 R =.0.653 R = 0 R = 0.653
0.5 64. 8 40.5 19.3 17.8
1.0 89.9 65.6 36.8 29.6
2.0 97.0 77.6 60.6 46.2
o. 98.5 90.5 78.9 6 3.4
6.0 99. 3 94.3 87.8 77.0
00 . o 100.0 96.9 91.4 85.8
10.0 99.0 94.5 89.5







Experimental Step Response Results for Test 4 (Series 1)
(Averages of 6 runs)
Percent Complete Response
t
(min) Increase in flow rate Decrease in flow rate
R = 0 R = 0.653 R = 0 R = 0.653
0.25 64.2 39.2
0.50 93.8 66.0 37.2 24.6
0.75 98.5 80.7
1.0 100.0 36.7 68.0 58.4
2.0 92.0 87.2 69.2
3.0 99.0 92.4 33.0





Experimental Step Response Results for Test 1 (Series 2)
(Averages of 5 runs)
Percent Complete Response
t
(min) Increase in flow rate Decrease in flow r
R = 0 R = 0.653 R = 0 R = O.i
0.5 49.0 32.9 21.8 18.9
1.0 81.5 55.5 40.2 30.2
1.5 90.3 67.3 52.5 39.6
2.0 92.0 73.8 63.1 47.1
4.0 95.2 85.7 80.4 66.4
6.0 98.1 92.5 89.8 78.8
3.0 99.2 95.9 93.1 86.7
10.0 99.8 98.0 95.4 92.0
12.0 100.0 99.0 97.7 95,0











Experimental Step Response Results for Test 2 (Series 2)
(Averages of 5 runs)
Percent Complete Response












(min) Increase in flow rate Deerease
R - 0 R = 0.653 R = 0
0.5 68.1 45.5 27.1
1.0 93.3 68.5 51.6
1.5 95.2 77.1 67.2
2.0 95.5 80.2 75.1
3.0 96. 8 87.0
4.0 97.6 90.7 88.1
6.0 9 8.8 96.2 93.8
o*00 100.0 99.0 97.0
10.0 99.8 97.0
12.0 100.0 99. 8
14.0 100.0
16.0
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Table XII
Experimental Step Response Results for Test 3 (Series 2)
(Averages of 5 runs)
Percent Complete Response
t
(min) Increase in flow rate Decrease in flow rate
o1! R = 0.653 ja 11 o R = 0.653
0.25 58.5 35.7
0.50 89. 8 61.6 29.6 28.9
0.75 98.6 76.1
1.0 100.0 80.7 54.9 44.6
o.CM 89.2 76.8 62.1
3.0 92. 8 85.2 71.6
4.0 95.9 88.6 78.7
5.0 98.5
6.0 99. 8 94.2 87.5
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Table XIII
Experimental Frequency Response Results for Test 1 (Series 1)
(Averages of 3 runs)
Amplitude Ratio Phase Lag, DegreesQi
(cpm) 11 o R = 0.653 II o .oII&
.020 1.00 1.00 2 0. 8 26.4
.093 .70 .54 31.0 37.2
.126 .64 .46 36.0 39.0
.165 .59 .41 41. 3 40. 4
.206 .54 .35 50. 8 41.4
. 35 3 .37 .23 77.6 51.5
.510 .20 .135 34.2 —
.695 .15 .110 93.5 —
.89 3 .12 .090 97. 8 --
1.16 .081 • 066 99.1 — —
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Table XIV
Experimental Frequency Response Results for Test 2 (Series 1)
(Averages of 3 runs)
Ampli tude Ratio Phase Lag, Degrees
0)
(cpin) R = 0 R = 0.653 R = 0 R = 0.653
.0 2 0, 1.00 1.00 13.7 20.2
.094 .82 .64 23.8 28.6
.163 .73 .49 34.0 31.4
.205 .69 .46 41.0 36.9
.349 .53 .34 62.1 46.5
.516 .37 .22 92.6 47.5
.69 4 .20 .14 101.0 —
.905 .14 .13 98.0 •mmmrn
1.19 .12 .084 101.0
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Table XV
Experimental Frequency Response Results for Test 4 (Series
(Averages of 3 runs)
Amplitude Ratio Phase Lag, Degrees
U)
(cpm) R = 0 R = 0.653 R = 0 R = 0.653
.012 1.00 1.00 4.0 6.8
.082 .82 .68 16.6 19.0
.106 . 80 .64 17.0 22.0
.165 .73 .56 23.1 19.4
. 2 32 .70 .52 33.5 22.6
.346 .59 .44 38.2 30.9
.505 . .50 .34 72.7 32.7
• 690 .34 .23 80.0 37.7
.901 .23 •17 90. 8 97.0
1.16 .20 .123 107.0
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Table XVI
Experimental Frequency Response Results for Test 2 (Series 2)
(Averages of 2 runs)
U)
(cpm) Amplitude Ratio Phase Lag, Degrees
R = 0 R = 0.653 R = 0 R = 0.653
.017 1.00 1.00 0 12.2
.083 .82 .66 18.4 20.9
.123 .79 .62 22.2 22.2
.164 .74 .56 33.3 28.0
.202 .70 .52 36.7 28.0
.345 .58 .36 66.3 45.4
.512 .42 .27 103.0 55.1





Calculation of Heat Flux from Experimental Data
The heat flux was calculated from an energy balance over
the heated fluid, the general equation for which is:
Q «  q A  =  W Cp T b  ,  ( i )
where W ~ average mass flowT rate
tb - bulk temperature difference between inlet and 
outlet.
The temperature profile at the entrance to the heated
zone is flat while the profile at the exit can be taken from
the steady-state analysis as
t t = a + b  {R2 - i  R4} , ( i i )L 4
where a and b are two constants to be determined from experi­
mental steady-state temperature increases.
The bulk temperature increase can be determined from 
the definition of bulk temperature given in Bird, Stewart,
and Lightfoot (8) and equation ii,
R R
2u / V(rj x (r) rdr f V]Max( 1-R2) {a+b (R2 - R4) }dR
Tb =   = 2-------------------      . (iii)
R 1 9
2 it f V(r) rdr / VMax(l-R ) dR
o o
Integration of equation iii yields an expression for xb
which may be evaluated from experimental data,
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7xb = a + —  b . (iv)
Equations iv, ii, and i may now be used to calculate the heat
flux, as illustrated in the following example.
Example: data from Test #2, Series 1
Temperature increases: R = 0 1=1.67
R = 0.653 T = 5.31
Flow rates: W = 0.62 8 lb/min
from equation ii:
a = 1.67





Q = (.628) (.679) (4.46) = 1.90 Btn/tin
q - ~ ~ = 1.46 Btu/ft^minA (8) (.1630)
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