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RESUMO
A otimizac¸a˜o multiobjetivo consiste em minimizar simultaneamente di-
versas func¸o˜es escalares sujeitas a restric¸o˜es. Para isso, e´ definida uma
relac¸a˜o de ordem parcial e usado o conceito de o´timo de Pareto em vez
de minimizador. Existem diversos me´todos para encontrar o´timos de
Pareto, como os me´todos de descida, que sa˜o me´todos iterativos. Sa˜o
apresentados quatro me´todos de descida, entre os quais dois sa˜o con-
tribuic¸a˜o deste trabalho. E´ proposta uma generalizac¸a˜o das sequeˆncias
gradient-related, que e´ um conceito usado para demonstrar que, sob
certas condic¸o˜es, as sequeˆncias geradas pelos me´todos de descida con-
vergem para pontos cr´ıticos, no contexto de minimizac¸a˜o escalar. A
generalizac¸a˜o proposta visa garantir a convergeˆncia a pontos cr´ıticos,
no contexto multiobjetivo. Os me´todos apresentados tambe´m sa˜o com-
parados em alguns experimentos nume´ricos, como o problema de por-
tifo´lio.
Palavras-chave: Otimizac¸a˜o Multiobjetivo. Me´todo de Descida. Me´-
todo de Cauchy Multiobjetivo.

ABSTRACT
Multi-objective optimization consists of minimizing simultaneously se-
veral scalar functions subjected to constraints. For this purpose, a
partial order relation is defined and the concept of Pareto optimal so-
lution is used instead of minimizer. There are several methods to find
a Pareto optimal solution, such as descent methods, which are itera-
tive methods. Four iterative descent methods are presented, among
which two of them are contributions of this work. A generalization of
the gradient-related sequences is proposed, which is a concept used to
demonstrate that, under certain conditions, the sequences generated
by the descent methods converge to critical points in the context of
scalar minimization. The proposed generalization aims to guarantee
the convergence to critical points, in the multi-objective context. The
presented methods are also compared in some numerical experiments,
such as the portfolio problem.
Keywords: Multi-objective Optimization. Descent Method. Multi-
objective Steepest Descent Method.
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7Introduc¸a˜o
A otimizac¸a˜o escalar e´ a a´rea da matema´tica que desenvolve
me´todos para encontrar os mı´nimos de func¸o˜es reais f : Rn → R
restritas a um subconjunto do domı´nio C ⊆ Rn. O conjunto C
normalmente e´ chamado conjunto via´vel (NOCEDAL; WRIGHT,
1999).
A otimizac¸a˜o multiobjetivo estende o conceito de otimizac¸a˜o
escalar, e consiste em minimizar simultaneamente as func¸o˜es
componentes fj : R
n → R, ∀j ∈ {1, . . . ,m}, de uma func¸a˜o veto-
rial f : Rn → Rm restrita a um subconjunto C ⊆ Rn (GRAN˜A
DRUMMOND; SVAITER, 2015).
Pore´m, o conjunto Rm na˜o e´ totalmente ordenado para m > 1,
e na maioria dos casos os objetivos sa˜o conflitantes. A seguinte
ordem parcial e´ considerada:
u, v ∈ Rm : u  v ⇐⇒ ui ≤ vi, ∀i ∈ {1, . . . ,m}.
Em um conjunto de ordem parcial, nem sempre um par de
elementos e´ compara´vel. Por isso, no contexto de otimizac¸a˜o
multiobjetivo, em vez de minimizador utiliza-se o conceito de
o´timo de Pareto (GRAN˜A DRUMMOND; SVAITER, 2015), que
podem ser vistos como minimizadores na ordem parcial do Rm.
O objetivo da otimizac¸a˜o multiobjetivo, portanto, e´ encontrar
o´timos de Pareto.
Pergunta de pequisa
Sob quais condic¸o˜es e´ poss´ıvel encontrar o´timos de Pareto,
e como encontrar tais pontos?
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O escopo deste trabalho e´ analisar a otimizac¸a˜o multiobjetivo
em func¸o˜es diferencia´veis e com conjunto via´vel convexo e fechado.
Justificativa
Me´todos de otimizac¸a˜o multiobjetivo teˆm diversas aplicac¸o˜es
na indu´stria, pois diversos problemas podem ser interpretados
como minimizac¸a˜o de func¸o˜es vetoriais. Exemplos:
 Projetar navios porta-contaˆineres (PRIFTIS et al., 2018). A
otimizac¸a˜o multiobjetivo e´ utilizada para minimizar simulta-
neamente o custo operacional, de aquisic¸a˜o, e provenientes
de exigeˆncias legais, e ainda maximizar a capacidade.
 Usinas hidrotermoele´tricas (QIN et al., 2010), onde se
utiliza otimizac¸a˜o multiobjetivo para reduzir o custo com
combust´ıvel e ao mesmo tempo reduzir a emissa˜o de gases
poluentes.
 Separadores cicloˆnicos de gases, que sa˜o equipamentos uti-
lizados na indu´stria para extrair part´ıculas so´lidas em sus-
pensa˜o num escoamento de gases(LUCIANO et al., 2018).
A otimizac¸a˜o multiobjetivo e´ utilizada para maximizar a
eficieˆncia de coleta e ao mesmo tempo minimizar a queda de
pressa˜o, que sa˜o os paraˆmetros mais relevantes na avaliac¸a˜o
de desempenho de separadores cicloˆnicos de gases.
 Pista˜o de motores a diesel (DENG et al., 2018). A oti-
mizac¸a˜o multiobjetivo junto com simulac¸o˜es sa˜o utilizadas
para projetar o sistema de resfriamento de motores a di-
esel a fim de minimizar a temperatura ma´xima atingida
pelo motor e o estresse te´rmico ma´ximo ao qual o motor e´
submetido.
9 Escalonamento de Processos (CHIANG; LIN, 2013). O
problema de escalonamento de processos e´ definir a ordem
em que as demandas sera˜o atendidas, e a distribuic¸a˜o dos
recursos dispon´ıveis, a fim de minimizar simultaneamente o
tempo me´dio de atendimento, o tempo ma´ximo e o tempo
total.
Me´todos
Existem diversos me´todos de otimizac¸a˜o multiobjetivo, com
diferentes condic¸o˜es sobre a func¸a˜o f : Rn → Rm e conjunto
via´vel C ⊆ Rn que garantem que um o´timo de Pareto sera´
encontrado. A seguir sera˜o listados alguns me´todos para uma
visa˜o geral, mas o foco deste trabalho sa˜o os me´todos de descida.
Escalarizac¸a˜o
Os me´todos de escalarizac¸a˜o, em geral, definem uma func¸a˜o
g : Rm → R, chamada func¸a˜o escalarizadora, que e´ aplicada
sobre f : Rn → Rm (MIETTINEN; MA¨KELA¨, 2002). Enta˜o o
problema e´ reformulado para
argmin
x∈C⊆Rn
g ◦ f(x).
Este novo problema pode ser resolvido com me´todos de oti-
mizac¸a˜o escalar. Diferentes me´todos de escalarizac¸a˜o usam
func¸o˜es g diferentes, e cada me´todo possui suas condic¸o˜es para
que a soluc¸a˜o encontrada seja um o´timo de Pareto.
Um exemplo de func¸a˜o escalarizadora e´ o me´todo da soma
ponderada (MARLER; ARORA, 2004):
g ◦ f(x) =
m∑
i=1
wifi(x),
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onde w ∈ Rm e´ um vetor de pesos na˜o negativos. Neste caso, e´
necessa´rio exigir certas condic¸o˜es para as func¸o˜es componentes
fi, para os pesos wi e para o conjunto C ⊆ Rn para que seja
poss´ıvel obter um o´timo de Pareto. Por exemplo:
(w1, w2) = (1, 1)
(f1(x), f2(x)) = (x
3,−x)
min
x∈R
g ◦ f(x) = x3 − x.
Neste caso, g ◦ f(x) e´ ilimitada inferiormente, enta˜o na˜o
e´ poss´ıvel minimiza´-la. Pore´m, qualquer ponto x ∈ R e´ um
o´timo de Pareto no problema original, pois f1 e´ crescente e f2 e´
decrescente.
Me´todo Lexicogra´fico
O me´todo lexicogra´fico consiste em minimizar uma func¸a˜o
componente de cada vez, em ordem de prioridade (MARLER;
ARORA, 2004). Supondo que as func¸o˜es componentes fi ja´
esta˜o em ordem de prioridade, o problema de otimizac¸a˜o se
transforma em m subproblemas de otimizac¸a˜o escalar. Para cada
i ∈ {1, . . . ,m},
xi := argmin
x∈C⊆Rn
fi(x)
sujeito a fj(x) ≤ fj(xi−1), ∀j ∈ {1, . . . , i− 1}.
Neste caso, a soluc¸a˜o do me´todo lexicogra´fico e´ o xm.
Normal Boundary Intersection (NBI)
No me´todo Normal Boundary Intersection, primeiro encontra-
se o mı´nimo globais de cada uma das m func¸o˜es componen-
tes(MARLER; ARORA, 2004; RIGONI; POLES, 2005). A partir
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destes m pontos da imagem de f , define-se uma combinac¸a˜o con-
vexa destes pontos. Em seguida, escolhe-se um vetor normal ao
plano formado pelas combinac¸o˜es convexas. Enfim, o problema
e´ reduzido a minimizac¸a˜o da func¸a˜o f restrita ao vetor normal
escolhido, que e´ um problema de uma otimizac¸a˜o escalar.
Este me´todo, sob certas hipo´teses sobre a func¸a˜o f , possui a
vantagem de facilmente determinar diversos o´timos de Pareto e
espac¸ados uniformemente, o que e´ deseja´vel para se obter uma
boa amostra do conjunto de o´timos de Pareto. Pore´m, o conjunto
C ⊆ Rn na˜o pode ser qualquer, e a imagem de cada func¸a˜o
componente no conjunto via´vel precisa ser limitada inferiormente.
Algoritmos gene´ticos
Nos algoritmos gene´ticos, geralmente se inicia com uma po-
pulac¸a˜o (pontos do conjunto via´vel) (ZHOU et al., 2011). A
cada gerac¸a˜o (iterac¸a˜o) sa˜o feitos cruzamentos (uma combinac¸a˜o
de pontos da populac¸a˜o para gerar novos pontos) e mutac¸o˜es
(ru´ıdos adicionados em alguns pontos da populac¸a˜o). Apo´s va´rias
gerac¸o˜es, espera-se obter uma populac¸a˜o com diversos o´timos de
Pareto. Estes me´todos variam normalmente na forma de fazer o
cruzamento, nas mutac¸o˜es e no crite´rio de parada.
Me´todos de descida
Os me´todos de descida sa˜o o foco deste trabalho, e sa˜o anali-
sados mais detalhadamente (GRAN˜A DRUMMOND; SVAITER,
2015; FLIEGE; SVAITER, 2000).
Estes me´todos se aplicam somente a`s func¸o˜es diferencia´veis,
pois o gradiente das func¸o˜es componentes sa˜o utilizados.
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Utiliza-se o conceito de direc¸a˜o fact´ıvel de descida de um
ponto x ∈ Rn (definido no Cap´ıtulo 1), que pode ser visto como
uma direc¸a˜o v ∈ Rn que forma um aˆngulo de mais de 90◦ com
cada gradiente de f em x. Um ponto sem direc¸a˜o fact´ıvel de
descida e´ um ponto cr´ıtico, e todo ponto o´timo de Pareto e´ um
ponto cr´ıtico.
Um algoritmo para tentar encontrar um ponto cr´ıtico (definido
no Cap´ıtulo 2) consiste em encontrar uma direc¸a˜o fact´ıvel de
descida, andar nesta direc¸a˜o, encontrar outra direc¸a˜o de descida,
e repetir o processo ate´ que um ponto cr´ıtico seja encontrado, o
que gera uma sequeˆncia de pontos. Existem diferentes me´todos
para determinar direc¸o˜es fact´ıveis de descida, e cada me´todo tem
suas pro´prias condic¸o˜es para garantir que um o´timo de Pareto
sera´ encontrado.
Uma das contribuic¸o˜es deste trabalho foi determinar condic¸o˜es
suficientes sob as direc¸o˜es fact´ıveis de descida para se garantir
que todo ponto limite da sequeˆncia gerada pelo algoritmo seja um
ponto cr´ıtico, inspirado nos trabalhos (FUKUDA; DRUMMOND,
2014) e (GRAN˜A DRUMMOND; SVAITER, 2015). Isso e´ obtido
com uma aplicac¸a˜o regulares de direc¸o˜es (definida na Sec¸a˜o
2.3), que pode ser visto como uma generalizac¸a˜o das sequeˆncias
gradient-related (BERTSEKAS, 1999), mas em vez de se restringir
a` otimizac¸a˜o escalar, uma aplicac¸a˜o regular de direc¸a˜o e´ usada
no contexto multiobjetivo.
Quatro me´todos de direc¸a˜o fact´ıvel de descida foram analisa-
dos (Cap´ıtulos 3 e 4).
A direc¸a˜o de Cauchy multiobjetivo (GRAN˜A DRUMMOND;
SVAITER, 2015) foi analisada, e uma variac¸a˜o foi proposta: a
direc¸a˜o central. A direc¸a˜o de Cauchy multiobjetivo possui uma
tendeˆncia de tomar direc¸o˜es de descida pro´ximas ao gradiente
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negativo de menor norma, enquanto a direc¸a˜o central tende
a tomar direc¸o˜es de descida no centro do cone formado pelos
gradientes negativos. Ambas direc¸o˜es sa˜o obtidas pela soluc¸a˜o
de um subproblema de programac¸a˜o quadra´tica.
A direc¸a˜o linear (FLIEGE; SVAITER, 2000) e uma variac¸a˜o
proposta da direc¸a˜o de Pareto descendente de (HARADA et al.,
2006) foram tambe´m analisadas, que sa˜o direc¸o˜es obtidas atrave´s
da soluc¸a˜o de um subproblema de programac¸a˜o linear.
Foi demonstrado que os quatro me´todos analisados satisfazem
as condic¸o˜es da aplicac¸a˜o regular de direc¸o˜es.
Uma condic¸a˜o um pouco mais forte, chamada de aplicac¸a˜o
fortemente regular de direc¸o˜es, tambe´m foi proposta. Sob cer-
tas condic¸o˜es na func¸a˜o a ser minimizada, demonstrou-se que a
sequeˆncia gerada pelo algoritmo utilizando uma aplicac¸a˜o forte-
mente regular de direc¸o˜es converge para um ponto cr´ıtico. Pore´m,
apenas as direc¸o˜es de Cauchy multiobjetivo e central satisfazem
as condic¸o˜es de aplicac¸a˜o fortemente regular de direc¸o˜es.
Todas direc¸o˜es analisadas sa˜o comparadas em alguns experi-
mentos nume´ricos no Cap´ıtulo 5.
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1 Otimizac¸a˜o Multiobjetivo
A otimizac¸a˜o escalar e´ a a´rea da matema´tica que desenvolve
me´todos para encontrar os minimizadores (ou maximizadores)
de uma func¸a˜o real em um conjunto via´vel (ver Definic¸a˜o 15 no
Apeˆndice A)
Todo resultado obtido com minimizadores globais de func¸o˜es
pode ser utilizados para maximizadores globais de func¸o˜es (ver
Proposic¸a˜o 24 no Apeˆndice A).
A otimizac¸a˜o multiobjetivo consiste em minimizar simulta-
neamente as func¸o˜es componentes fj : R
n → R, j ∈ {1, . . . ,m},
de uma func¸a˜o vetorial f : Rn → Rm. Portanto, a otimizac¸a˜o
escalar e´ o caso especial em que m = 1.
1.1 O´timo de Pareto e o´timo fraco de Pareto
O contradomı´nio da func¸a˜o a ser minimizada e´ o conjunto
Rm, que na˜o e´ totalmente ordenado para m > 1, e na maioria
dos casos os objetivos sa˜o conflitantes. A seguinte ordem parcial
e´ considerada.
Definic¸a˜o 1. A ordem parcial de Rm e´ definida como
∀u, v ∈ Rm : u  v ⇐⇒ ui ≤ vi, ∀i ∈ {1, . . . ,m}
u ≺ v ⇐⇒ ui < vi, ∀i ∈ {1, . . . ,m}.
Devido a limitac¸a˜o da ordem parcial, em vez de minimizador
utiliza-se o´timo de Pareto, que consiste em um ponto x˜ ∈ C ⊆ Rn
tal que se existir x ∈ C que reduz alguma func¸a˜o componente
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(∃j ∈ {1, . . . ,m} : fj(x) < fj(x˜)) enta˜o ele aumenta alguma outra
func¸a˜o componente (∃k ∈ {1, . . . ,m} : fk(x) > fk(x˜)) (GRAN˜A
DRUMMOND; SVAITER, 2015).
Definic¸a˜o 2. Seja f : Rn → Rm. Enta˜o x˜ ∈ C ⊆ Rn e´ dito
ser o´timo de Pareto ou ponto na˜o dominado de f em C se
f(x)  f(x˜) =⇒ f(x) = f(x˜), ∀x ∈ C.
O conjunto de todos o´timos de Pareto e´ chamado parede
o´tima ou fronteira de Pareto.
A Figura 1 mostra um exemplo de o´timo de Pareto.
Graficamente, um ponto x ∈ C ⊆ Rn e´ um o´timo de Pareto
em C quando na˜o existe nenhum y ∈ Rm, y  0, tal que f(x)+y ∈
f(C), onde f(C) e´ a imagem de f restrito a C.
Uma definic¸a˜o mais fraca de o´timo de Pareto e´ exigir apenas
que na˜o seja poss´ıvel encontrar outro ponto que reduza todas
func¸o˜es componentes simultaneamente. Neste caso, chama-se
o´timo fraco de Pareto, definido a seguir.
Definic¸a˜o 3. Seja f : Rn → Rm. Enta˜o x˜ ∈ C ⊆ Rn e´
o´timo fraco de Pareto de f em C se
@x ∈ C : f(x) ≺ f(x˜).
Em outras palavras, se existe um ponto x ∈ C que reduz
alguma func¸a˜o componente (∃j ∈ {1, . . . ,m} : fj(x) < fj(x˜))
enta˜o havera´ outra func¸a˜o componente que foi aumentada ou
permaneceu igual (∃k ∈ {1, . . . ,m} : fk(x) ≥ fk(x˜)). A Figura 2
mostra um exemplo de o´timo fraco de Pareto.
Graficamente, um ponto x ∈ Rn e´ um o´timo fraco de Pareto
em C quando @y ∈ Rm, y ≺ 0 tal que f(x) + y ∈ f(C).
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Imagem de f : R→ R2, C = R
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imagem de f de o´timos de Pareto
Figura 1 – O gra´fico representa a imagem de f com destaque
para a imagem de o´timos de Pareto. Por exemplo,
quando f1(x) = x
2 = 1 enta˜o x = 1 ou x = −1.
Portanto, e´ poss´ıvel f2(−1) = −2 e f2(1) = 0. Ambos
pontos esta˜o plotados no gra´fico, mas o ponto x = −1
esta´ classificado como o´timo de Pareto enquanto o
x = 1 esta´ classificado como comum.
Quando o domı´nio e´ unidimensional, o gra´fico sempre formara´
uma curva. No caso de um domı´nio com mais dimenso˜es, o gra´fico
pode se tornar uma regia˜o, como visto na Figura 3.
Note que a diferenc¸a entre o´timo de Pareto e o´timo fraco de
Pareto e´ apenas a desigualdade ser ou na˜o ser estrita. Por isso,
segue diretamente da definic¸a˜o que todo o´timo de Pareto e´ um
o´timo fraco de Pareto.
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Imagem de f : R→ R2, C = [0, pi]
imagem de f
imagem de f de o´timos de Pareto
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Figura 2 – O gra´fico acima mostra a imagem de f restrita ao
conjunto via´vel C = [0, pi], com destaque para a ima-
gem do o´timo e o´timo fraco de Pareto. Quando x = 0
enta˜o cos 0 = 1 e sen 0 = 0, o que e´ um o´timo fraco
de Pareto porque na˜o e´ poss´ıvel reduzir mais a func¸a˜o
senx em C. Mas e´ poss´ıvel reduzir cosx sem aumen-
tar senx: quando x = pi, que e´ o´timo de Pareto.
1.2 Direc¸a˜o fact´ıvel de descida e ponto cr´ıtico
Antes de explorar os me´todos de otimizac¸a˜o multiobjetivo
e´ necessa´rio explorar as caracter´ısticas que os o´timos de Pareto
possuem no caso de func¸o˜es diferencia´veis em um conjunto via´vel
C ⊆ Rn convexo (ver Definic¸a˜o 16 no Apeˆndice A).
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Figura 3 – O gra´fico mostra a imagem de f com destaque para a
imagem dos o´timos e o´timos fracos de Pareto. Quando
f1(x, y) = 0 na˜o e´ poss´ıvel reduzir mais f1 e, portanto,
todos pontos em que f1(x, y) = 0 sa˜o o´timo fraco de
Pareto, mas na˜o necessariamente o´timo de Pareto.
Sera˜o mostradas agora algumas notac¸o˜es que sera˜o frequente-
mente usadas.
Notac¸a˜o 1. Os vetores, por exemplo v ∈ Rn, sa˜o sempre
considerados como vetores coluna, isto e´, matrizes de 1
coluna e n linhas, e vT indica o vetor transposto, isto e´, um
vetor linha, que e´ uma matriz de n colunas e 1 linha.
Sera´ denotado por 1m ∈ Rm o vetor em que todas
componentes sa˜o iguais a 1.
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Notac¸a˜o 2. A norma euclidiana, norma infinito e norma
matricial (norma induzida) sera˜o denotadas, respectiva-
mente, por
‖x‖ :=
√
xTx, ∀x ∈ Rn,
‖x‖∞ := max
i∈{1,...,n}
|xi|, ∀x ∈ Rn,
‖A‖ := max
x∈Rn\{0}
‖Ax‖
‖x‖ , ∀A ∈ R
m×n.
Notac¸a˜o 3. As bolas abertas e fechadas de centro x ∈ Rn
e raio r ∈ R sera˜o denotadas, respectivamente, por
B(x, r) := {y ∈ Rn : ‖x− y‖ < r},
B(x, r) := {y ∈ Rn : ‖x− y‖ ≤ r}.
Uma caracter´ıstica que func¸o˜es diferencia´veis possuem e´ a de
serem aproximadamente lineares localmente. E e´ fa´cil determinar
uma direc¸a˜o em que uma func¸a˜o linear esta´ decrescendo, basta
tomar uma direc¸a˜o que fac¸a um aˆngulo de mais de 90◦ com
o gradiente. Essas direc¸o˜es sa˜o as direc¸o˜es de descida de uma
func¸a˜o real. Em uma func¸a˜o vetorial, uma direc¸a˜o de descida e´
uma direc¸a˜o que e´ de descida para todas as func¸o˜es componentes
simultaneamente.
Para problemas com conjunto via´vel convexo, a factibilidade
da direc¸a˜o de descida e´ importante. Por isso sera˜o definidas
direc¸o˜es de descida v ∈ Rn de x ∈ C tal que x+ v ∈ C, ou seja,
fact´ıveis.
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Definic¸a˜o 4. Suponha o conjunto via´vel C ⊆ Rn na˜o vazio e
convexo, f : Rn → Rm diferencia´vel em um aberto contendo
C, x ∈ C e v ∈ Rn tal que x+ v ∈ C.
Enta˜o v e´ direc¸a˜o fact´ıvel de descida de f em x se
∇fj(x)T v < 0, ∀j ∈ {1, . . . ,m},
onde ∇fj(x) e´ o vetor gradiente da j-e´sima func¸a˜o compo-
nente de f , isto e´,
∇fj(x)T =
(
∂fj(x)
∂x1
,
∂fj(x)
∂x2
, . . . ,
∂fj(x)
∂xn
)
.
Se na˜o houver direc¸a˜o fact´ıvel de descida em x enta˜o
x e´ dito ponto cr´ıtico ou ponto estaciona´rio (FUKUDA;
DRUMMOND, 2014).
Note que o produto escalar de dois vetores quaisquer a, b ∈ Rn
pode ser interpretado como
aT b = ‖a‖‖b‖ cosα,
onde α e´ o aˆngulo formado entre os vetores. Logo, ∇fj(x)T v < 0
indica que o aˆngulo entre os vetores ∇fj(x) e v e´ maior que 90◦.
Uma forma equivalente de descrever uma direc¸a˜o fact´ıvel de
descida e´ atrave´s da matriz Jacobiana de f .
Notac¸a˜o 4. A matriz jacobiana de f e´ denotada Jf : R
n →
Rm×n e definida como
Jf (x) :=

∇f1(x)T
...
∇fm(x)T
 .
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Enta˜o v e´ direc¸a˜o fact´ıvel de descida de f(x) se x+ v ∈ C e
Jf (x)v ≺ 0.
Portanto, x ∈ C e´ ponto cr´ıtico de f se
max
j∈{1,...,m}
∇fj(x)T v ≥ 0, ∀v ∈ Rn, x+ v ∈ C.
Com estas definic¸o˜es, pode-se agora demonstrar que, se existe
direc¸a˜o fact´ıvel de descida v ∈ Rn em um ponto x ∈ C enta˜o,
pro´ximo a este ponto, existe um ponto x + tv ∈ C em que
f(x+ tv) ≺ f(x), descrito na proposic¸a˜o a seguir.
Proposic¸a˜o 1. Suponha o conjunto via´vel C ⊆ Rn na˜o
vazio e convexo, f : Rn → Rm diferencia´vel em um aberto
contendo C, e v ∈ Rn uma direc¸a˜o fact´ıvel de descida para
f em x ∈ C. Enta˜o:
∃ t˜ ∈ (0, 1) : f(x+ tv) ≺ f(x), ∀t ∈ (0, t˜).
Mais ainda, para qualquer σ ∈ (0, 1):
∃ t˜ ∈ (0, 1) : f(x+ tv) ≺ f(x) + σtJf (x)v, ∀t ∈ (0, t˜).
Um t que satisfaz a segunda inequac¸a˜o satisfaz a chamada
condic¸a˜o de Armijo.
Demonstrac¸a˜o. Por hipo´tese, f e´ diferencia´vel em um aberto
contendo C.
Fixe j ∈ {1, . . . ,m}. Enta˜o
lim
t→0+
fj(x+ tv)− fj(x)
t
= ∇fj(x)T v.
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Seja σ ∈ (0, 1). Como v e´ direc¸a˜o fact´ıvel de descida enta˜o
∇fj(x)T v < 0. Logo,
lim
t→0+
fj(x+ tv)− fj(x)
t
< ∇fj(x)T v < σ∇fj(x)T v < 0.
Enta˜o, pela definic¸a˜o de limite,
∃ t˜j ∈ (0, 1) : fj(x+ tv)− fj(x)
t
< σ∇fj(x)T v < 0, ∀t ∈ (0, t˜j).
Seja t˜ = min
j∈{1,...,m}
t˜j . Assim,
f(x+ tv)− f(x) ≺ σtJf (x)v ≺ 0, ∀t ∈ (0, t˜).

Pode-se concluir da Proposic¸a˜o 1 que, quando a func¸a˜o e´
diferencia´vel e o conjunto via´vel convexo, todo o´timo fraco de
Pareto e´ um ponto cr´ıtico. E´ uma condic¸a˜o necessa´ria pore´m na˜o
suficiente, isto e´, nem todo ponto cr´ıtico e´ o´timo fraco de Pareto,
como visto na Figura 4.
Um ponto cr´ıtico pode ser visto, portanto, como um o´timo
fraco de Pareto localmente.
As func¸o˜es convexas (ver Definic¸a˜o 18 no Apeˆndice B) esta˜o
relacionadas a o´timos de Pareto, como sera´ visto na pro´xima
proposic¸a˜o.
Proposic¸a˜o 2. Suponha o conjunto via´vel C ⊆ Rn na˜o
vazio e convexo, f : Rn → Rm diferencia´vel em um aberto
contendo C e x˜ ∈ C um ponto cr´ıtico. Enta˜o:
i. f convexa em C =⇒ x˜ o´timo fraco de Pareto em C.
ii. f estritamente convexa em C =⇒ x˜ o´timo de Pareto
em C.
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Figura 4 – O gra´fico acima mostra a imagem de f com destaque
para a imagem dos o´timos e o´timos fracos de Pareto,
ale´m da imagem dos pontos cr´ıticos.
Demonstrac¸a˜o. i. Suponha que f e´ convexa e x˜ na˜o e´ o´timo
fraco de Pareto.
Enta˜o ∃x ∈ C : f(x) ≺ f(x˜).
Pela convexidade de f , para qualquer λ ∈ (0, 1):
f(λx+ (1− λ)x˜)  λf(x) + (1− λ)f(x˜)  f(x˜)
=⇒ f(x˜+ λ(x− x˜)) ≺ f(x˜).
Logo, v = (x− x˜) e´ uma direc¸a˜o fact´ıvel de descida em x˜,
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pois v + x˜ ∈ C, enta˜o x˜ na˜o e´ ponto cr´ıtico.
ii. Suponha que f e´ estritamente convexa.
Como foi mostrado, x˜ e´ pelo menos o´timo fraco de Pareto.
Suponha que x˜ na˜o e´ o´timo de Pareto. Enta˜o
∃x ∈ C : f(x)  f(x˜) ∧ f(x) 6= f(x˜).
Pela convexidade estrita de f , se λ ∈ (0, 1),
f(λx+ (1− λ)x˜) ≺ λf(x) + (1− λ)f(x˜))  f(x˜)
=⇒ f(x˜+ λ(x− x˜)) ≺ f(x˜).
Logo, v = (x− x˜) e´ uma direc¸a˜o fact´ıvel de descida em x˜,
pois v+ x˜ ∈ C, enta˜o x˜ na˜o e´ ponto cr´ıtico, o que contraria
o fato de ser o´timo fraco de Pareto. Portanto, x˜ e´ o´timo
de Pareto.

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2 Convergeˆncia de me´todos de
descida multiobjetivo
Ser ponto cr´ıtico e´ condic¸a˜o necessa´ria para ser um o´timo
de Pareto, como foi visto na Proposic¸a˜o 1. Neste cap´ıtulo sera´
definido um algoritmo que procura pontos cr´ıticos iterando por
direc¸o˜es de descida em um conjunto via´vel convexo e fechado.
2.1 Me´todo de descida
O proto´tipo geral de um me´todo de descida esta´ descrito no
Algoritmo 1.
Algoritmo 1 (Direc¸o˜es de descida). Suponha o conjunto
via´vel C ⊆ Rn na˜o vazio, convexo e fechado, f : Rn → Rm
diferencia´vel em um aberto contendo C, σ ∈ (0, 1), x0 ∈ C
e k = 0.
[Passo 1] Se xk e´ ponto cr´ıtico, PARE. Sena˜o, encontre
vk ∈ Rn direc¸a˜o fact´ıvel de descida de f em xk.
[Passo 2] Encontre tk ∈ R, tk > 0 tal que
f(xk + tkvk)  f(xk) + σtkJf (xk)vk.
[Passo 3] Fac¸a xk+1 = xk + tkvk
Fac¸a k = k + 1.
Va´ ao [Passo 1].
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Note que o Algoritmo 1 esta´ bem definido. Se xk na˜o e´
ponto cr´ıtico enta˜o existe direc¸a˜o fact´ıvel de descida vk. E, pela
Proposic¸a˜o 1, deve existir um tk > 0 que satisfac¸a a condic¸a˜o do
[Passo 2].
Como foi dito, a condic¸a˜o exigida no [Passo 2] e´ chamada de
condic¸a˜o de Armijo (NOCEDAL; WRIGHT, 1999). A ideia e´ que
a func¸a˜o f na˜o so´ reduza mas tenha uma reduc¸a˜o suficiente, que
e´ uma proporc¸a˜o da reduc¸a˜o indicada pela derivada direcional.
Apesar de ser poss´ıvel σ ∈ (0, 1), em termos pra´ticos e´ tomado
0 < σ ≤ 1
2
.
No caso da otimizac¸a˜o escalar, a sequeˆncia gerada no Al-
goritmo 1 converge para um ponto cr´ıtico se houverem duas
condic¸o˜es extras para a direc¸a˜o fact´ıvel de descida vk ∈ Rn,
chamadas condic¸a˜o de proporcionalidade e condic¸a˜o do aˆngulo
(MARTI´NEZ; SANTOS, 1995).
Para f : ∈ Rn → R, a condic¸a˜o de proporcionalidade exige
que, fixado β > 0,
‖vk‖ ≥ β‖∇f(xk)‖, ∀k ∈ N.
Ja´ a condic¸a˜o do aˆngulo exige que, fixado θ ∈ (0, 1),
∇f(xk)T vk < −θ‖∇f(xk)‖‖vk‖, ∀k ∈ N.
Uma interpretac¸a˜o para a condic¸a˜o do aˆngulo e´ a exigeˆncia de
um aˆngulo ma´ximo permitido entre a direc¸a˜o fact´ıvel de descida
e o gradiente negativo. Esta condic¸a˜o na˜o e´ poss´ıvel no contexto
multiobjetivo, pois pode existir um ponto xk que possua direc¸o˜es
fact´ıveis de descida mas nenhuma satisfazendo a condic¸a˜o do
aˆngulo para todos os gradientes ao mesmo tempo. Neste caso,
o Algoritmo 1 na˜o estaria bem definido. A Figura 5 ilustra um
pouco melhor este problema.
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Figura 5 – Nestes exemplos, qualquer direc¸a˜o fact´ıvel de des-
cida v ∈ R2 forma um aˆngulo mı´nimo de 45◦ e 60◦
com cada gradiente negativo. A condic¸a˜o do aˆngulo
define um aˆngulo ma´ximo entre v e todos os gra-
dientes negativos. Pode-se criar exemplos formando
aˆngulos mı´nimos ta˜o pro´ximos de 90◦ quanto dese-
jado. Portanto, a condic¸a˜o do aˆngulo, na otimizac¸a˜o
multiobjetivo, pode fazer com que nenhuma direc¸a˜o
fact´ıvel de descida possa ser escolhida em um ponto
na˜o cr´ıtico.
Sem a condic¸a˜o do aˆngulo, na˜o e´ garantido que o Algoritmo 1
convirja para um ponto cr´ıtico na otimizac¸a˜o escalar. E como
a otimizac¸a˜o escalar e´ um caso particular da otimizac¸a˜o mul-
tiobjetivo, tambe´m na˜o e´ garantida a convergeˆncia para um
ponto cr´ıtico usando as hipo´teses deste algoritmo apenas, como
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e´ mostrado no Exemplo 1 (Apeˆndice C).
2.2 Me´todo de descida com backtracking
A sequeˆncia {tk}k∈N ⊆ R do Algoritmo 1 pode ser obtida
de forma simples com o me´todo backtracking, que consiste em ir
diminuindo o tk a partir do 1 ate´ satisfazer a condic¸a˜o exigida
(GRAN˜A DRUMMOND; SVAITER, 2015). Assim, o Algoritmo
2, definido a seguir, e´ um caso particular do Algoritmo 1.
Algoritmo 2 (Direc¸o˜es de descida com backtracking). Su-
ponha o conjunto via´vel C ⊆ Rn na˜o vazio, convexo e
fechado, f : Rn → Rm diferencia´vel em um aberto contendo
C, σ ∈ (0, 1), x0 ∈ C e k = 0.
[Passo 1] Se xk e´ ponto cr´ıtico, PARE. Sena˜o, encontre
vk ∈ Rn direc¸a˜o fact´ıvel de descida de f em xk.
[Passo 2] Fac¸a tk = 2
−pk , onde pk ∈ N e´ o menor
nu´mero a satisfazer
f(xk + tkvk)  f(xk) + σtkJf (xk)vk.
[Passo 3] Fac¸a xk+1 = xk + tkvk.
Fac¸a k = k + 1.
Va´ ao [Passo 1].
Pela Proposic¸a˜o 1, e´ garantido que o backtracking tem ter-
minac¸a˜o finita, e portanto esta´ bem definido.
Com o Algoritmo 2, basta encontrar uma forma de determinar
uma direc¸a˜o fact´ıvel de descida.
2.3. Aplicac¸a˜o regular de direc¸o˜es 31
2.3 Aplicac¸a˜o regular de direc¸o˜es
Foi criada um tipo de aplicac¸a˜o chamada de aplicac¸a˜o regular
de direc¸o˜es que define direc¸o˜es fact´ıveis de descida, e que permite
provar o Teorema 1, que sera´ visto adiante, que afirma que todo
ponto limite da sequeˆncia {xk} do Algoritmo 2 e´ ponto cr´ıtico,
quando f for continuamente diferencia´vel.
A vantagem de analisar direc¸o˜es fact´ıveis de descida de uma
forma mais geral e´ facilitar a ana´lise de outras direc¸o˜es fact´ıveis
de descida que sera˜o definidas no Cap´ıtulo 4.
Definic¸a˜o 5. Suponha o conjunto via´vel C ⊆ Rn na˜o vazio,
convexo e fechado, e f : Rn → Rm continuamente dife-
rencia´vel em um aberto contendo C.
Enta˜o γ : C → Rn e´ dita aplicac¸a˜o regular de direc¸o˜es
para f se satisfizer as seguintes condic¸o˜es:
i. γ(x) e´ o vetor nulo quando x e´ cr´ıtico, e uma direc¸a˜o
fact´ıvel de descida quando x na˜o e´ cr´ıtico.
ii. Se K ⊆ C e´ compacto enta˜o γ(K) e´ limitado.
iii. ∀{xk}k∈N ⊆ C pontos na˜o cr´ıticos tal que xk → x ∈ C
na˜o cr´ıtico, vale
lim sup
k→+∞
Jf (xk)γ(xk) ≺ 0.
Nas aplicac¸o˜es regulares de direc¸o˜es, a condic¸a˜o (i.) exige que
γ(C) contenha somente direc¸o˜es fact´ıveis de descida e o vetor
nulo, o que e´ algo natural em uma func¸a˜o que retorna direc¸o˜es
fact´ıveis de descida.
A condic¸a˜o (ii.) e´ usada para mostrar que, em pontos limites
das sequeˆncias geradas pelo Algoritmo 2, os gradientes ficam
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quase nulos, o que indica um ponto cr´ıtico.
A condic¸a˜o (iii.), juntamente com a condic¸a˜o (ii.), exige algo
semelhante a` condic¸a˜o do aˆngulo e condic¸a˜o da proporcionalidade
juntas (discutido na Sec¸a˜o 2.1), pois para satisfazer essa condic¸a˜o,
γ(xk) := vk na˜o pode ficar com a norma quase nula pro´ximo a um
ponto na˜o cr´ıtico, e nem com γ(xk) quase ortogonal a nenhum
dos gradientes, ja´ que γ(xk) e os gradientes esta˜o limitados sob
compactos e dois vetores quase ortogonais com normas limitadas
ficam com o produto interno quase nulo. Mas note que a condic¸a˜o
(iii.) so´ se aplica para sequeˆncias convergindo para pontos na˜o
cr´ıticos, e portanto e´ uma condic¸a˜o um pouco mais fraca que a
condic¸a˜o do aˆngulo.
Em (BERTSEKAS, 1999) e´ definido um conceito quase ideˆnti-
co ao da Definic¸a˜o 5 para otimizac¸a˜o escalar, que sa˜o as sequeˆncias
gradient-related. A sequeˆncia {γ(xk)} e´ gradient-related se e´ uma
sequeˆncia de direc¸o˜es fact´ıveis de descida, limitada e que satisfaz
a condic¸a˜o (iii.). Pore´m, supo˜e-se que f seja escalar (f : Rn → R).
Ainda em (BERTSEKAS, 1999), a sequeˆncia gradient-related
e´ usada para demonstrar algo semelhante ao Teorema 1, mas
novamente no caso escalar. Assim, podemos dizer que propomos
uma generalizac¸a˜o da condic¸a˜o gradient-related do caso escalar
para o caso multiobjetivo.
As demonstrac¸o˜es de convergeˆncia apresentadas nas pro´ximas
sec¸o˜es foram inspiradas nas demonstrac¸o˜es de (FUKUDA; DRUM-
MOND, 2014) e (GRAN˜A DRUMMOND; SVAITER, 2015).
2.3.1 Convergeˆncia em func¸o˜es continuamente diferencia´veis
Nesta sec¸a˜o sera´ mostrado que todo ponto limite da sequeˆncia
{xk} gerada no Algoritmo 2 e´ um ponto cr´ıtico, se f for continu-
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amente diferencia´vel, um o´timo fraco de Pareto, se f for convexa,
e o´timo de Pareto, se f for estritamente convexa.
Um resultado interessante do Algoritmo 1 e´ que se a sequeˆncia
{xk} ⊆ C gerada tem algum ponto limite enta˜o {f(xk)} converge,
mesmo que {xk} na˜o seja convergente.
Proposic¸a˜o 3. Suponha o conjunto via´vel C ⊆ Rn na˜o
vazio, convexo e fechado, f : Rn → Rm diferencia´vel em um
aberto contendo C e {xk}k∈N uma sequeˆncia infinita gerada
pelo Algoritmo 1.
Se {xk} possui algum ponto limite enta˜o a sequeˆncia
{f(xk)}k∈N ⊆ Rm e´ convergente.
Demonstrac¸a˜o. Por construc¸a˜o, f(xk+1) ≺ f(xk),∀k ∈ N.
Ale´m disso, como {xk} tem ponto limite enta˜o existe uma
subsequeˆncia convergente, ou seja, lim
j→+∞
xkj → x˜ ∈ C. Note que
x˜ ∈ C pois C e´ fechado por hipo´tese.
Assim, como f e´ cont´ınua, enta˜o f(xkj ) → f(x˜). Como
{f(xk)} e´ decrescente, na ordem parcial do Rm, e possui sub-
sequeˆncia convergente enta˜o a sequeˆncia inteira converge para
f(x˜), ou seja, f(xk)→ f(x˜). 
Outro resultado interessante e´ a garantia de existeˆncia de
ponto limite na sequeˆncia gerada pelo Algoritmo 1 dada certas
condic¸o˜es.
34 Cap´ıtulo 2. Convergeˆncia de me´todos de descida multiobjetivo
Proposic¸a˜o 4. Suponha o conjunto via´vel C ⊆ Rn na˜o
vazio, convexo e fechado, f : Rn → Rm diferencia´vel em um
aberto contendo C, {xk}k∈N uma sequeˆncia infinita gerada
pelo Algoritmo 1, x0 ∈ C o primeiro elemento de {xk} e
D ⊆ C tal que
D := {x ∈ C : f(x)  f(x0)}.
Se D e´ limitado enta˜o {xk} possui ponto limite.
Demonstrac¸a˜o. Como {f(xk)} e´ decrescente, na ordem parcial
do Rm, enta˜o {xk} ⊆ D. Como D e´ limitado, pelo Teorema de
Bolzano-Weierstrass, {xk} possui subsequeˆncia convergente. 
A pro´xima proposic¸a˜o sera´ para mostrar que o decre´scimo
exigido pela condic¸a˜o de Armijo (Algoritmo 1, [Passo 2]) forma
uma sequeˆncia cuja se´rie converge absolutamente.
Proposic¸a˜o 5. Suponha o conjunto via´vel C ⊆ Rn na˜o
vazio, convexo e fechado, e f : Rn → Rm diferencia´vel em
um aberto contendo C. Sejam {xk}k∈N, {vk}k∈N e {tk}k∈N
sequeˆncias infinitas geradas no Algoritmo 1 e suponha que
{f(xk)}k∈N ⊆ Rm seja limitada. Enta˜o, para cada j ∈
{1, . . . ,m}:
+∞∑
k=1
tk
∣∣∇fj(xk)T vk∣∣ < +∞.
E portanto,
lim
k→+∞
tkJf (xk)vk = 0 ∈ Rm.
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Demonstrac¸a˜o. Como a sequeˆncia {xk} foi gerada pelo Algoritmo
1, a seguinte desigualdade e´ satisfeita, para algum σ ∈ (0, 1):
fj(xk+1) ≤ fj(xk) + σtk∇fj(xk)T vk, ∀k ∈ N,∀j ∈ {1, . . . ,m}.
Fixe j ∈ {1, . . . ,m}. Como {fj(xk)}k∈N e´ decrescente por
construc¸a˜o, enta˜o
−σt1∇fj(x1)T v1 ≤ fj(x1)− fj(x2)
=⇒ −σt2∇fj(x2)T v2 ≤ fj(x2)− fj(x3)
...
=⇒
N∑
k=1
−σtk∇fj(xk)T vk ≤ fj(x1)− fj(xN+1)
=⇒
+∞∑
k=1
−σtk∇fj(xk)T vk ≤ lim sup
N→+∞
fj(x1)− fj(xN ).
Como {f(xk)} e´ limitada por hipo´tese,
+∞∑
k=1
−σtk∇fj(xk)T vk < +∞.
Por vk ser direc¸a˜o fact´ıvel de descida, ∇fj(xk)T vk < 0, para
todo k ∈ N. Portanto,
+∞∑
k=1
tk
∣∣∇fj(xk)T vk∣∣ < +∞.
Se uma se´rie converge absolutamente enta˜o a sequeˆncia que a
gera converge para zero. Portanto, o limite de cada sequeˆncia,
para cada func¸a˜o componente, e´
lim
k→+∞
tk∇fi(xk)T vk = 0, ∀i ∈ {1, . . . ,m}
=⇒ lim
k→+∞
tkJf (xk)vk = 0 ∈ Rm.

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O lema abaixo afirma que, com as direc¸o˜es fact´ıveis de descida
geradas por uma aplicac¸a˜o regular de direc¸o˜es, ∃t˜ > 0 tal que
qualquer t ∈ (0, t˜) fixado satisfaz simultaneamente a desigualdade
da condic¸a˜o de Armijo (Algoritmo 2, [Passo 2]) para todos pontos
de uma vizinhanc¸a de um ponto na˜o cr´ıtico.
Lema 1. Suponha o conjunto via´vel C ⊆ Rn na˜o vazio, con-
vexo e fechado, f : Rn → Rm continuamente diferencia´vel
em um aberto contendo C, x˜ ∈ C um ponto na˜o cr´ıtico,
σ ∈ (0, 1) e γ : C → Rn aplicac¸a˜o regular de direc¸o˜es. Enta˜o
∃t˜ ∈ (0, 1],∃δ > 0: f(x+ tv)  f(x) + σtJf (x)γ(x),
∀x ∈ B(x˜, δ) ∩ C, ∀t ∈ (0, t˜).
Demonstrac¸a˜o. Pela continuidade de Jf em C e por x˜ na˜o ser
ponto cr´ıtico, existe uma vizinhanc¸a de x˜ em que todos pontos
na˜o sa˜o cr´ıticos. Logo,
∃R > 0: 0 /∈ γ(V ), onde V := B(x˜, R) ∩ C.
Suponha que @y ∈ Rm, y ≺ 0, tal que
Jf (x)γ(x) ≺ y, ∀x ∈ V. (2.1)
Enta˜o, e´ poss´ıvel construir uma sequeˆncia {xk}k∈N ⊆ V que
converge para um ponto em V , pois V e´ compacto, tal que
lim sup
k→+∞
Jf (xk)γ(xk) ⊀ 0, mas isso contraria a condic¸a˜o (iii.) da
definic¸a˜o de aplicac¸a˜o regular de direc¸o˜es.
Portanto, ∃y ∈ Rn, y ≺ 0 satisfazendo (2.1).
Pela condic¸a˜o (ii.) de aplicac¸a˜o regular de direc¸o˜es, γ(V ) e´
limitada. Enta˜o, defina
M = sup
x∈V
‖γ(x)‖
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L = max
j∈{1,...,m}
yj
 =
1− σ
M
(−L).
Ainda por Jf ser cont´ınua em C, segue que
∃r ∈ (0, R) :
max
j∈{1,...,m}
‖∇fj(x)−∇fj(z)‖ < , ∀x, z ∈ B(x˜, r) ∩ C.
Tome δ =
r
2
e t˜ = min
{ r
2M
, 1
}
.
Dessa forma, para todo x ∈ B(x˜, δ) ∩ C e t ∈ (0, t˜), vale:
‖x+ tγ(x)− x˜‖ ≤ ‖x− x˜‖+ t‖γ(x)‖ < r
2
+
r
2M
M = r.
Logo, x + tγ(x) ∈ B(x˜, r) ∩ C ⊆ V , ∀t ∈ (0, t˜), pois C e´
convexo, x ∈ C, x+ γ(x) ∈ C, t ∈ (0, t˜) e t˜ ∈ (0, 1].
Pelo Teorema de Taylor com resto integral, pode-se obter a
func¸a˜o fj(x+ tγ(x)), j ∈ {1, . . . ,m}, como
fj(x+ tγ(x)) =fj(x) +
∫ 1
0
∇fj(x+ stγ(x))T tγ(x)ds
=fj(x) + t∇fj(x)T γ(x)
+
∫ 1
0
(∇fj(x+ stγ(x))−∇fj(x))T tγ(x)ds.
Usando a desigualdade de Cauchy-Schwarz na integral:
fj(x+ tγ(x)) ≤ fj(x) + t∇fj(x)T γ(x)
+ t‖γ(x)‖
∫ 1
0
‖∇fj(x+ stγ(x))−∇fj(x)‖ds
≤fj(x) + t∇fj(x)T γ(x) + t‖γ(x)‖
∫ 1
0
ds
≤fj(x) + t∇fj(x)T γ(x) + tM,
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e portanto,
fj(x+ tγ(x)) ≤ fj(x) + t
(∇fj(x)T γ(x) + (1− σ)(−L)) . (2.2)
Note que, de (2.1),
∇fj(x)T γ(x) ≤ yj ≤ L
=⇒ (1− σ)∇fj(x)T γ(x) ≤ (1− σ)L
=⇒ ∇fj(x)T γ(x) + (1− σ)(−L) ≤ σ∇fj(x)T γ(x).
Utilizando este resultado em (2.2),
fj(x+ tγ(x)) ≤ fj(x) + tσ∇fj(x)T γ(x).
Como j foi arbitra´rio,
f(x+ tγ(x))  f(x) + σtJf (x)γ(x),∀x ∈ B(x˜, δ) ∩ C,∀t ∈ (0, t˜).

Teorema 1. Suponha o conjunto via´vel C ⊆ Rn na˜o va-
zio, convexo e fechado, e f : Rn → Rm continuamente di-
ferencia´vel em um aberto contendo C. Sejam {xk}k∈N,
{vk}k∈N e {tk}k∈N sequeˆncias infinitas geradas no Algo-
ritmo 2.
Suponha que ∃x˜ ∈ C ponto limite de {xk} e que ∃γ : C →
Rn aplicac¸a˜o regular de direc¸o˜es tal que vk = γ(xk), ∀k ∈ N.
Enta˜o x˜ e´ cr´ıtico. Se f for convexa em C, x˜ e´ o´timo
fraco de Pareto, e se f for estritamente convexa em C, x˜ e´
o´timo de Pareto.
Demonstrac¸a˜o. Como x˜ e´ ponto limite de {xk}, ∃{kj}j∈N ⊆ N
crescente onde {xkj}j∈N converge para x˜.
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Pela Proposic¸a˜o 3, como {xk} possui ponto limite, {f(xk)} e´
convergente e, portanto, limitada. Enta˜o vale a Proposic¸a˜o 5:
lim
k→+∞
tkJf (xk)vk = 0,
e restringida a` subsequeˆncia,
lim
j→+∞
tkjJf (xkj )vkj = 0. (2.3)
Suponha que x˜ na˜o seja ponto cr´ıtico.
Enta˜o, pelo Lema 1, ∃t˜ ∈ (0, 1] e ∃δ > 0 tal que se x ∈
B(x˜, δ) ∩ C e t ∈ (0, t˜), a condic¸a˜o do [Passo 2] e´ satisfeita.
Como xkj → x˜, ∃N ∈ N tal que, ∀j > N , xkj ∈ B(x˜, δ) ∩ C.
A varia´vel tkj e´ definida como 2
−pkj onde pkj ∈ N e´ o menor
nu´mero que faz com que tkj satisfac¸a o [Passo 2]. Enta˜o existe um
p ∈ N onde 2−p ∈ (0, t˜) e, ∀j > N , p > pkj , ou seja, 2−p ≤ tkj .
Assim, {tkj} possui uma cota inferior maior que zero para j > N .
Logo, (2.3) pode ser reduzida a
lim
j→+∞
Jf (xkj )vkj = 0. (2.4)
Como xkj → x˜ e Jf e´ cont´ınua em C enta˜o pela condic¸a˜o
(iii.) da aplicac¸a˜o regular de direc¸o˜es,
lim sup
j→+∞
Jf (xkj )vkj ≺ 0,
que contraria (2.4). Portanto, x˜ e´ um ponto cr´ıtico.
Se f for convexo em C, pela Proposic¸a˜o 2, x˜ e´ o´timo fraco de
Pareto, e for estritamente convexa em C, x˜ e´ o´timo de Pareto. 
2.3.2 Convergeˆncia em func¸o˜es convexas diferencia´veis
Nesta sec¸a˜o sera´ mostrado que toda sequeˆncia {xk} gerada
no Algoritmo 2 converge para um o´timo fraco de Pareto se f for
convexa e satisfizer a Hipo´tese 1, descrita a seguir.
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Supor que todas func¸o˜es componentes de f sejam limitadas
inferiormente e´ muito restritivo. A Hipo´tese 1 e´ um pouco mais
fraca, e supo˜e que toda sequeˆncia decrescente, na ordem parcial
do Rm, seja limitada inferiormente por um ponto da imagem
do conjunto via´vel. Assim, as func¸o˜es componentes podem ser
ilimitadas inferiormente, mas na˜o em uma sequeˆncia de ordem
parcial do Rm, que exige que todas reduzam ao mesmo tempo.
Hipo´tese 1. Sejam C ⊆ Rn na˜o vazio e fechado, e f : Rn →
Rm. Enta˜o ∀{f(xk)}k∈N ⊆ f(C) decrescente, na ordem
parcial do Rm:
∃x ∈ C : f(x)  f(xk), ∀k ∈ N.
Sera´ definido o conceito de func¸o˜es coercivas.
Definic¸a˜o 6. Sejam C ⊆ Rn na˜o vazio e f : Rn → R.
Enta˜o f e´ dita coerciva em C se, ∀{xk}k∈N ⊆ C tal que
‖xk‖ → +∞,
lim
k→+∞
f(xk) = +∞.
Se C e´ limitado, f e´ considerada coerciva por vacuidade.
As func¸o˜es cont´ınuas coercivas possuem uma propriedade
importante: elas sempre possuem um minimizador global em
conjuntos convexos fechados e na˜o vazios.
Proposic¸a˜o 6. Sejam C ⊆ Rn convexo, fechado e na˜o
vazio, e f : Rn → R cont´ınua e coerciva em C.
Enta˜o existe um minimizador global de f em C.
Demonstrac¸a˜o. Existem dois casos.
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Caso C seja limitado: enta˜o, como C e´ fechado em Rn, C e´
compacto. Pela continuidade de f em C, f(C) e´ compacto,
e portanto, existe minimizador global de f em C.
Caso C seja ilimitado: seja x0 ∈ C.
Como f e´ coerciva, ∃r > 0 tal que
f(x) ≥ f(x0), ∀x ∈ C \B(x0, r).
Pelo caso anterior, ∃x˜ ∈ B(x0, r) ∩ C minimizador global
de f em B(x0, r) ∩ C.
Seja x ∈ C \B(x0, r). Enta˜o f(x) ≥ f(x0) ≥ f(x˜).
Portanto, x˜ e´ minimizador global de f em C.

Outra proposic¸a˜o importante e´ a de que func¸o˜es estritamente
convexas possuem, no ma´ximo, um minimizador global em con-
juntos convexos.
Proposic¸a˜o 7. Sejam C ⊆ Rn convexo e na˜o vazio, e
f : Rn → R estritamente convexa em C.
Enta˜o f admite no ma´ximo um minimizador global em
C, isto e´, se x˜ e´ minimizador global de f em C enta˜o
f(x) = f(x˜) =⇒ x˜ = x, ∀x ∈ C.
Demonstrac¸a˜o. Seja x˜, x ∈ C e x 6= x˜. Suponha que f(x) = f(x˜).
Pela convexidade estrita, para qualquer λ ∈ (0, 1),
f(λx˜+ (1− λ)x) < λf(x˜) + (1− λ)f(x) = f(x˜) = f(x).
Logo, nem x˜ nem x sa˜o minimizadores globais de f em C. 
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Outro conceito que sera´ usado e´ a de projec¸o˜es em conjuntos
convexos fechados, e suas propriedades.
Proposic¸a˜o 8. Sejam C ⊆ Rn convexo, fechado e na˜o
vazio, e ΠC : R
n → C tal que
ΠC(x) := argmin
y∈C
‖x− y‖2,
onde ‖x− y‖2 = (x− y)T (x− y).
Enta˜o ΠC e´ chamada projec¸a˜o em C e esta´ bem definida.
Ale´m disso, ∀x ∈ Rn, z = ΠC(x) se e somente se
(y − z)T (x− z) ≤ 0, ∀y ∈ C.
Demonstrac¸a˜o. Sera´ mostrado que ΠC esta´ bem definida. Note
que ΠC(x) e´ o minimizador da func¸a˜o d : C → R,
d(y) := (x− y)T (x− y) = ‖x− y‖2.
Note que d e´ estritamente convexa pois, ∀y, z ∈ Rn, y 6= z e
∀λ ∈ (0, 1):
d(y+λ(z − y)) = ‖x− y − λ(z − y)‖2
=‖x− y‖2 + λ2‖z − y‖2 − 2λ(x− y)T (z − y)
<‖x− y‖2 + λ‖z − x+ x− y‖2 − 2λ(x− y)T (z − y)
=d(y) + λd(z) + λd(y)− 2λ(x− y)T ((x− z) + (z − y))
=d(y) + λd(z) + λd(y)− 2λd(y)
=d(y) + λ(d(z)− d(y)).
Ale´m disso, d e´ trivialmente coerciva, portanto pelas Pro-
posic¸o˜es 6 e 7, d possui um u´nico minimizador global. Logo, ΠC
esta´ bem definida.
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Fixe x ∈ Rn e seja z = ΠC(x). Tome y ∈ C qualquer.
Considere uma func¸a˜o g : [0, 1]→ C definida como:
g(λ) = z + λ(y − z).
Enta˜o g([0, 1]) ⊆ C. Considere agora a func¸a˜o h : [0, 1]→ R
h(λ) = ‖x− g(λ)‖2
= ‖(x− z)− λ(y − z)‖2
= ‖x− z‖2 + λ2‖y − z‖2 − 2λ(x− z)T (y − z).
Como z = ΠC(x) = g(0) e ΠC(x) minimiza d(y) = ‖x− y‖2
enta˜o em particular, minimiza h, pois h e´ so´ uma restric¸a˜o de d.
Assim, h(0) e´ o mı´nimo de h. Logo, para λ ∈ (0, 1),
0 ≤ h(λ)− h(0)
λ
=⇒ 0 ≤ lim
λ→0+
h(λ)− h(0)
λ
= h′(0) = −2(x− z)T (y − z)
=⇒ (x− z)T (y − z) ≤ 0.
Para a rec´ıproca, seja z ∈ C e x ∈ C tais que
(y − z)T (x− z) ≤ 0, ∀y ∈ C.
Logo,
‖y − x‖2 = ‖y − z + z − x‖2
= ‖y − z‖2 + ‖z − x‖2 + 2(y − z)T (z − x)
≥ ‖z − x‖2 − 2(y − z)T (x− z) ≥ ‖z − x‖2
=⇒ ‖y − x‖2 ≥ ‖z − x‖2, ∀y ∈ C
=⇒ z = ΠC(x).

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Para garantir a convergeˆncia das sequeˆncias geradas, sera´
usado o conceito de sequeˆncia monotoˆnica Feje´r. Intuitivamente,
uma sequeˆncia {xk}k∈N e´ monotoˆnica Feje´r a um conjunto D
quando, para cada x ∈ D, a sequeˆncia da distaˆncia de xk ate´ x e´
decrescente. (COMBETTES, 2001)
Definic¸a˜o 7. A sequeˆncia {xk}k∈N ⊆ Rn e´ dita monotoˆnica
Feje´r a D ⊆ Rn se ∀x ∈ D:
‖xk+1 − x‖ ≤ ‖xk − x‖, ∀k ∈ N.
Admitindo uma certa margem de erro nesta desigualdade
obte´m-se a chamada sequeˆncia monotoˆnica quasi-Feje´r. Ha´ va´rios
tipos de sequeˆncia monotoˆnica quasi-Feje´r, mas o que sera´ usado
e´ o tipo III da refereˆncia (COMBETTES, 2001), definido a seguir.
Definic¸a˜o 8. A sequeˆncia {xk}k∈N ⊆ Rn e´ dita monotoˆnica
quasi-Feje´r a D ⊆ Rn se ∀x ∈ D, ∃{k}k∈N ⊆ R na˜o
negativa tal que:
+∞∑
i=0
i < +∞∧ ‖xk+1 − x‖2 ≤ ‖xk − x‖2 + k, ∀k ∈ N.
Se ∀x ∈ D a sequeˆncia {k}k∈N associada for identicamente
nula, obte´m-se uma sequeˆncia monotoˆnica Feje´r a D.
As sequeˆncias monotoˆnicas quasi-Feje´r a D 6= ∅ possuem
algumas propriedades interessantes que sa˜o usadas na ana´lise da
convergeˆncia dos algoritmos apresentados.
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Lema 2. Seja {xk}k∈N ⊆ Rn sequeˆncia monotoˆnica quasi-
Feje´r a D ⊆ Rn na˜o vazio.
Enta˜o {xk} e´ limitada.
Se ∃x ∈ D ponto limite de {xk} enta˜o xk → x.
Demonstrac¸a˜o. Essa demonstrac¸a˜o e´ baseada na demonstrac¸a˜o
feita em (GRAN˜A DRUMMOND; SVAITER, 2015).
Seja x ∈ D e {k} da Definic¸a˜o 8 associado a x.
Enta˜o, para um k ∈ N fixado:
‖xk+1 − x‖2 ≤ ‖xk − x‖2 + k
=⇒ ‖xk+2 − x‖2 ≤ ‖xk+1 − x‖2 + k+1
≤ ‖xk − x‖2 + k + k+1
...
=⇒ ‖xk+j+1 − x‖2 ≤ ‖xk − x‖2 +
k+j∑
i=k
i
=⇒ lim sup
j→+∞
‖xk+j+1 − x‖2 ≤ ‖xk − x‖2 +
+∞∑
i=k
i < +∞,
portanto,
∃L > 0: lim sup
k→+∞
‖xk − x‖2 ≤ L2
=⇒ lim sup
k→+∞
‖xk − x‖ ≤ L.
(2.5)
Pela desigualdade triangular,
‖xk‖ − ‖x‖ ≤ ‖xk − x‖
=⇒ lim sup
k→+∞
‖xk‖ − ‖x‖ ≤ lim sup
k→+∞
‖xk − x‖ ≤ L
=⇒ lim sup
k→+∞
‖xk‖ < +∞,
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portanto, {xk} e´ uma sequeˆncia limitada.
Suponha agora ∃x˜ ∈ D ponto limite de {xk}. Seja {˜k}
associado a x˜. Sera´ mostrado que xk → x˜. Fixe  > 0.
Como 0 ≤
+∞∑
k=0
˜k < +∞ enta˜o
∃k0 ∈ N :
+∞∑
k=k0
˜k <

2
.
Ale´m disso, ∃k1 > k0 tal que ‖xk1 − x˜‖2 <

2
, pois x˜ e´ um
ponto limite de {xk}.
Como {xk} e´ sequeˆncia monotoˆnica quasi-Feje´r a D e x˜ ∈ D,
‖xk − x˜‖2 ≤ ‖xk1 − x˜‖2 +
k−1∑
i=k1
˜i <

2
+

2
= , ∀k > k1.
Logo, xk → x˜. 
Uma definic¸a˜o um pouco mais forte que a de aplicac¸a˜o regular
de direc¸o˜es sera´ dada.
Definic¸a˜o 9. Suponha o conjunto via´vel C ⊆ Rn na˜o vazio,
convexo e fechado, e f : Rn → Rm diferencia´vel em um
aberto contendo C.
Enta˜o γ : C → Rn e´ dita aplicac¸a˜o fortemente regular de
direc¸o˜es para f se for aplicac¸a˜o regular de direc¸o˜es de f e
ainda, quando f for convexa, ∀x ∈ C,∃w ∈ [0, 1]m:
γ(x) = ΠC(x− Jf (x)Tw)− x,
em que ΠC e´ a projec¸a˜o em C, da Proposic¸a˜o 8.
Nas aplicac¸o˜es de direc¸o˜es fortemente regulares, a direc¸a˜o
fact´ıvel de descida e´ uma combinac¸a˜o coˆnica limitada dos gradi-
entes negativos projetada no conjunto via´vel transladado para
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origem. Isso vai garantir adiante que a sequeˆncia gerada pelo Al-
goritmo 2 seja convergente, dada certas condic¸o˜es sobre a func¸a˜o
f .
O lema abaixo auxiliara´ na ligac¸a˜o entre sequeˆncias mo-
notoˆnicas quasi-Feje´r e as sequeˆncias geradas no Algoritmo 2.
Lema 3. Sejam C ⊆ Rn na˜o vazio, convexo e fechado, e
f : Rn → Rm diferencia´vel e convexa em um aberto contendo
C. Suponha valer a Hipo´tese 1. Sejam {xk}k∈N, {vk}k∈N e
{tk}k∈N sequeˆncias infinitas geradas no Algoritmo 2.
Suponha que ∃γ : C → Rn aplicac¸a˜o fortemente regular
de direc¸o˜es tal que vk = γ(xk), ∀k ∈ N.
Seja x ∈ C tal que f(x)  f(xk),∀k ∈ N da Hipo´tese 1.
Enta˜o
‖xk+1 − x‖2 ≤‖xk − x‖2 + 2tk
m∑
j=1
∣∣∇fj(xk)T vk∣∣ .
Demonstrac¸a˜o. Como f e´ convexa e diferencia´vel em um aberto
contendo C, pela Proposic¸a˜o 25 (no Apeˆndice B),
Jf (xk)v  f(xk + v)− f(xk), ∀v ∈ (C − xk). (2.6)
onde (C − xk) := {v ∈ Rn : xk + v ∈ C}.
Seja v = x− xk. Enta˜o v ∈ (C − xk).
Por γ ser aplicac¸a˜o fortemente regular de direc¸o˜es e f ser
convexa, ∃wk ∈ [0, 1]m tal que
vk = γ(xk) = ΠC(xk − Jf (xk)Twk)− xk.
Enta˜o, pela Proposic¸a˜o 8,
(xk − Jf (xk)Twk − (vk + xk))T (xk + v − (vk + xk)) ≤ 0
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=⇒ (−Jf (xk)Twk − vk)T (v − vk) ≤ 0
=⇒ − wTk Jf (xk)v + wTk Jf (xk)vk − vTk v + ‖vk‖2 ≤ 0
=⇒ wTk Jf (xk)vk − vTk v + ‖vk‖2 ≤ wTk Jf (xk)v. (2.7)
Por (2.6) e por wk  0
Jf (xk)v  f(xk + v)− f(xk) = f(x)− f(xk)  0
=⇒ wTk Jf (xk)v ≤ 0. (2.8)
Enta˜o, de (2.7) e (2.8),
− vTk v ≤ −wTk Jf (xk)vk − ‖vk‖2
=⇒ ‖vk‖2 − vTk v ≤
∣∣wTk Jf (xk)vk∣∣ . (2.9)
Pelo Algoritmo 2, e usando que xk + v = x e tk ∈ (0, 1],
‖xk+1 − x‖2 =‖xk + tkvk − x‖2
=‖xk − x‖2 + t2k‖vk‖2 − 2tkvTk (x− xk)
≤‖xk − x‖2 + 2tk‖vk‖2 − 2tkvTk (x− xk)
=‖v‖2 + 2tk(‖vk‖2 − vTk v).
Usando o resultado de (2.9) na equac¸a˜o acima, tem-se
‖xk+1 − x‖2 ≤‖v‖2 + 2tk
∣∣wTk Jf (xk)vk∣∣
=‖xk − x‖2 + 2tk
∣∣wTk Jf (xk)vk∣∣ .
Como wk ∈ [0, 1]m,
∣∣wTk Jf (xk)vk∣∣ =
∣∣∣∣∣∣
m∑
j=1
(wk)j∇fj(xk)T vk
∣∣∣∣∣∣
≤
m∑
j=1
|(wk)j |
∣∣∇fj(xk)T vk∣∣ ≤ m∑
j=1
∣∣∇fj(xk)T vk∣∣ .
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Assim,
‖xk+1 − x‖2 ≤‖xk − x‖2 + 2tk
m∑
j=1
∣∣∇fj(xk)T vk∣∣ .

Teorema 2. Suponha o conjunto via´vel C ⊆ Rn na˜o vazio,
convexo e fechado, e f : Rn → Rm diferencia´vel e convexa
em um aberto contendo C. Suponha tambe´m valer a Hipo´tese
1.
Sejam {xk}k∈N e {vk}k∈N sequeˆncias infinitas geradas
no Algoritmo 2.
Suponha que ∃γ : C → Rn aplicac¸a˜o fortemente regular
de direc¸o˜es tal que vk = γ(xk), ∀k ∈ N.
Enta˜o, xk → x˜ ∈ C o´timo fraco de Pareto.
Se f for estritamente convexa em C, x˜ e´ o´timo de Pareto.
Demonstrac¸a˜o. Defina o conjunto
D := {x ∈ Rn : f(x)  f(xk), ∀k ∈ N}.
A sequeˆncia {f(xk)}k∈N e´ decrescente, na ordem parcial do
Rm, e f satisfaz a Hipo´tese 1. Por isso, D 6= ∅. Sera´ mostrado
agora que {xk} e´ uma sequeˆncia monotoˆnica quasi-Feje´r a D.
Seja x ∈ D. Como γ e´ aplicac¸a˜o fortemente regular de
direc¸o˜es, pelo Lema 3,
‖xk+1 − x‖2 ≤‖xk − x‖2 + 2tk
m∑
j=1
∣∣∇fj(xk)T vk∣∣ .
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Tome k = 2tk
m∑
j=1
∣∣∇fj(xk)T vk∣∣. Como vale a Hipo´tese 1
enta˜o {f(xk)} e´ limitada. Logo, vale a Proposic¸a˜o 5:
+∞∑
k=1
tk
∣∣∇fj(xk)T vk∣∣ < +∞, ∀j ∈ {1, . . . ,m}.
Como a se´rie acima converge absolutamente,
+∞∑
k=1
k =
+∞∑
k=1
2tk m∑
j=1
∣∣∇fj(xk)T vk∣∣

=2
m∑
j=1
+∞∑
k=1
tk
∣∣∇fj(xk)T vk∣∣ < +∞.
Portanto, a sequeˆncia {xk} e´ monotoˆnica quasi-Feje´r a D
na˜o vazio. Enta˜o pelo Lema 2, {xk} e´ limitada, o que implica a
existeˆncia de x˜ ∈ Rn ponto limite de {xk}. E como x˜ ∈ D, ainda
pelo Lema 2, xk → x˜.
Pela Proposic¸a˜o 26 (no Apeˆndice B), f e´ continuamente
diferencia´vel em um aberto contendo C. Enta˜o, pelo Teorema 1,
x˜ e´ ponto cr´ıtico.
Pela Proposic¸a˜o 2, x˜ e´ o´timo fraco de Pareto e, se f for
estritamente convexa em C, x˜ e´ o´timo de Pareto.

2.3.3 Algoritmo do me´todo de descida com aplicac¸a˜o regular
de direc¸o˜es
O Algoritmo 3, mostrado a seguir, e´ um caso particular do
Algoritmo 2, onde a direc¸a˜o fact´ıvel de descida e´ determinada
por uma aplicac¸a˜o regular de direc¸o˜es. O crite´rio de parada
usado, Jf (xk)γ(xk) ⊀ 0, em muitos casos so´ e´ satisfeito quando
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k → +∞. Como e´ necessa´rio que o algoritmo termine, o crite´rio
de parada utilizado na pra´tica e´ Jf (xk)γ(xk) ⊀ −1n, para algum
 > 0 fixado.
Algoritmo 3 (Aplicac¸a˜o regular de direc¸o˜es). Suponha o
conjunto via´vel C ⊆ Rn na˜o vazio, convexo e fechado, e
f : Rn → Rm diferencia´vel em um aberto contendo C.
Sejam γ : C → Rn uma aplicac¸a˜o regular de direc¸o˜es
(ver Definic¸a˜o 5), σ ∈ (0, 1), x0 ∈ C e k = 0.
[Passo 1] Se Jf (xk)γ(xk) ⊀ 0, PARE.
[Passo 2] Fac¸a tk = 2
−pk , onde pk ∈ N e´ o menor
nu´mero a satisfazer
f(xk + tkγ(xk))  f(xk) + σtkJf (xk)γ(xk).
[Passo 3] Fac¸a xk+1 = xk + tkγ(xk).
Fac¸a k = k + 1.
Va´ ao [Passo 1].
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3 Direc¸a˜o de Cauchy multiobje-
tivo
Com os conceitos vistos, sera´ poss´ıvel agora definir e anali-
sar a direc¸a˜o de Cauchy multiobjetivo(GRAN˜A DRUMMOND;
SVAITER, 2015; FUKUDA; DRUMMOND, 2014).
Considerando f : Rn → Rm func¸a˜o diferencia´vel, C ⊆ Rn
na˜o vazio, convexo e fechado o conjunto via´vel, x ∈ C e v ∈ Rn
tal que x+ v ∈ C.
Enta˜o pelo Teorema de Taylor vale a igualdade
f(x+ v) = f(x) + Jf (x)v + h(x+ v)‖v‖2,
onde h : Rn → Rm e´ uma func¸a˜o em h(x+ v)→ 0 quando v → 0.
Portanto, pode-se estimar f(x+ v) por
f(x+ v) ≈ f(x) + Jf (x)v,
com um erro ta˜o pequeno quanto desejado para v de norma
suficientemente pequena.
Considerando esta aproximac¸a˜o, pode-se afirmar que o pro-
blema de encontrar v que mais reduz f(x) e´ o problema de
minimizar, na ordem parcial do Rm, a func¸a˜o Jf (x)v. Para trans-
formar este problema de otimizac¸a˜o multiobjetivo em otimizac¸a˜o
escalar, sera´ minimizado max
j∈{1,...,m}
∇fj(x)T v. Considere enta˜o o
problema:
argmin
v∈Rn
x+v∈C
max
j∈{1,...,m}
∇fj(x)T v + 1
2
‖v‖2. (3.1)
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O termo
1
2
‖v‖2 serve para limitar a norma de v.
Note que para o caso escalar f : Rn → R com C = Rn, o
problema (3.1) atinge o mı´nimo quando v = −∇f(x), que e´
justamente a direc¸a˜o de Cauchy na otimizac¸a˜o escalar. No caso
multiobjetivo, o problema pode ser resolvido de forma iterativa,
e os detalhes sera˜o mostrados mais a frente.
Definic¸a˜o 10. Suponha o conjunto via´vel C ⊆ Rn na˜o
vazio, convexo e fechado, f : Rn → Rm diferencia´vel em um
aberto contendo C e x ∈ C.
Enta˜o v˜ ∈ Rn e´ uma direc¸a˜o de Cauchy multiobjetivo de
f em x se
v˜ := argmin
v∈Rn
x+v∈C
max
j∈{1,...,m}
∇fj(x)T v + 1
2
‖v‖2. (3.2)
Na sec¸a˜o de ana´lise da direc¸a˜o de Cauchy multiobjetivo sera´
mostrado que (3.2) sempre tem uma u´nica soluc¸a˜o.
3.1 Ana´lise da direc¸a˜o de Cauchy multiobjetivo
Agora o objetivo sera´ demonstrar que a direc¸a˜o de Cauchy
multiobjetivo prove´m de uma aplicac¸a˜o regular de direc¸o˜es, da
Definic¸a˜o 5, e com isso obter os resultados do Teorema 1. Mas
antes sera˜o necessa´rias algumas definic¸o˜es e proposic¸o˜es.
A ana´lise feita aqui e´ um pouco mais geral a` apresentada em
(GRAN˜A DRUMMOND; SVAITER, 2015; FUKUDA; DRUM-
MOND, 2014), pois ela serve de base para outros me´todos de
direc¸o˜es fact´ıveis de descida que sera˜o analisados.
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Definic¸a˜o 11. Suponha o conjunto via´vel C ⊆ Rn na˜o
vazio, convexo e fechado, e f : Rn → Rm diferencia´vel em
um aberto contendo C. Defina Λf : C → Rn, θf : C → R e
φx : R
n → R, com x ∈ C, onde:
 φx(v) := func¸a˜o cont´ınua, sublinear (ver Definic¸a˜o 17
no Apeˆndice A) e que satisfaz:
i. Jf (x)v ≺ 0 =⇒ M ≤ φx(v) < 0.
ii. Jf (x)v ⊀ 0 =⇒ 0 ≤ φx(v) ≤M ,
onde M := max
j∈{1,...,m}
∇fj(x)T v.
iii. Jf cont´ınua em C =⇒ ∀{xk}k∈N ⊆ C, xk → x :
∀v ∈ Rn : φxk(v)→ φx(v)
(converge pontualmente)
 Λf (x) := argmin
v∈Rn
x+v∈C
φx(v) +
1
2
‖v‖2.
 θf (x) := φx(Λf (x)) +
1
2
‖Λf (x)‖2.
Na Definic¸a˜o 11, se φx(v) = max
j∈{1,...,m}
∇fj(x)T v enta˜o Λf
define a direc¸a˜o de Cauchy multiobjetivo.
Proposic¸a˜o 9. Suponha o conjunto via´vel C ⊆ Rn na˜o
vazio, convexo e fechado, f : Rn → Rm diferencia´vel em um
aberto contendo C e x ∈ C.
Enta˜o, Λf (x) esta´ bem definido.
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Demonstrac¸a˜o. Seja h : (C − x)→ R uma func¸a˜o definida como
h(v) := φx(v) +
1
2
‖v‖2,
onde (C − x) := {v ∈ Rn : x+ v ∈ C}.
Note que (C − x) e´ a translac¸a˜o de um conjunto convexo
fechado, e portanto tambe´m e´ convexo fechado.
Afirmac¸a˜o: h e´ coerciva em (C − x). Se (C−x) e´ limitado,
h e´ coerciva. Se (C − x) e´ ilimitado,
lim
‖v‖→+∞
v∈(C−x)
h(v) = lim
‖v‖→+∞
v∈(C−x)
φx(v) +
1
2
‖v‖2
≥ lim
‖v‖→+∞
v∈(C−x)
(
− max
j∈{1,...,m}
‖v‖‖∇fj(x)‖+ 1
2
‖v‖2
)
→ +∞.
Afirmac¸a˜o: h e´ estritamente convexa. Sejam u, v ∈ (C−x),
u 6= v, e λ ∈ (0, 1). Por φx ser sublinear e (C − x) convexo,
φx(λv + (1− λ)u) ≤ φx(λv) + φx((1− λ)u)
= λφx(v) + (1− λ)φx(u). (3.3)
Ale´m disso,
‖λv + (1− λ)u‖2 =‖u+ λ(v − u)‖2
=‖u‖2 + λ2‖v − u‖2 + 2λuT (v − u)
<‖u‖2 + λ‖v − u‖2 + 2λuT (v − u)
=‖u‖2 + λ‖v‖2 + λ‖u‖2 + 2λuT (−u)
=‖u‖2 + λ(‖v‖2 − ‖u‖2)
=λ‖v‖2 + (1− λ)‖u‖2,
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portanto,
‖λv + (1− λ)u‖2 < λ‖v‖2 + (1− λ)‖u‖2. (3.4)
Usando (3.3) e (3.4), conclui-se que, ∀u, v ∈ C, u 6= v:
h(λv + (1−λ)u) = φx(λv + (1− λ)u) + ‖λv + (1− λ)u‖2
<λφx(v) + (1− λ)φx(u) + λ‖v‖2 + (1− λ)‖u‖2
=λh(v) + (1− λ)h(u), ∀λ ∈ (0, 1).
Como h e´ cont´ınua e coerciva em (C − x) convexo, pela
Proposic¸a˜o 6, h admite um minimizador global em (C − x). E
como h e´ estritamente convexa, pela Proposic¸a˜o 7, o minimizador
e´ u´nico.
Enta˜o Λf (x), que e´ o minimizador de h, esta´ bem definido. 
Proposic¸a˜o 10. Sejam C ⊆ Rn convexo e fechado, x ∈ C
e f : Rn → Rm diferencia´vel em um aberto contendo C.
Enta˜o
i. φx(Λf (x)) ≤ −‖Λf (x)‖2
ii. −
(
max
j∈{1,...,m}
‖∇fj(x)‖
)2
≤ 2θf (x) ≤ −‖Λf (x)‖2
iii. ‖Λf (x)‖ ≤ ‖Jf (x)‖.
Demonstrac¸a˜o. Essa demonstrac¸a˜o sera´ dividida em dois casos.
Caso ‖Λf (x)‖ = 0. Enta˜o todas afirmac¸o˜es sa˜o triviais:
i. φx(0) = 0 ≤ −‖Λf (x)‖2 = 0.
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ii. −
(
max
j∈{1,...,m}
‖∇fj(x)‖
)2
≤ 0 = φx(0) + 02 = 2θf (x).
2θf (x) = −‖Λf (x)‖2.
iii. ‖Λf (x)‖ = 0 ≤ ‖Jf (x)‖.
Caso ‖Λf (x)‖ 6= 0. Enta˜o:
i. Seja ξ : [0, 1]→ R definida como
ξ(t) := φx(tΛf (x)) +
1
2
‖tΛf (x)‖2
= tφx(Λf (x)) +
t2
2
‖Λf (x)‖2.
Pela definic¸a˜o, Λf (x) e´ o minimizador de φx(v)+
1
2
‖v‖2
para v ∈ Rn tal que x + v ∈ C. Como C e´ convexo
enta˜o x+ tv ∈ C,∀t ∈ [0, 1], logo, ξ(1) e´ o mı´nimo de
ξ. Assim, se t ∈ (0, 1),
ξ(t)− ξ(1) ≥ 0
=⇒ (t− 1)φx(Λf (x)) + t
2 − 1
2
‖Λf (x)‖2 ≥ 0
=⇒ φx(Λf (x)) + t+ 1
2
‖Λf (x)‖2 ≤ 0
=⇒ lim
t→1−
φx(Λf (x)) +
t+ 1
2
‖Λf (x)‖2 ≤ 0
=⇒ φx(Λf (x)) ≤ −‖Λf (x)‖2.
ii. Com o item i.:
2θf (x) = 2φx(Λf (x)) + ‖Λf (x)‖2
≤ −2‖Λf (x)‖2 + ‖Λf (x)‖2
≤ −‖Λf (x)‖2.
Para a outra desigualdade, note que
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2θf (x) = 2 min
v∈Rn
x+v∈C
φx(v) +
1
2
‖v‖2.
≥2 min
v∈Rn
x+v∈C
(
− max
j∈{1,...,m}
‖∇fj(x)‖‖v‖+ 1
2
‖v‖2
)
.
Como o problema de minimizac¸a˜o obtido depende
somente da norma de v, enta˜o vale que:
2θf (x) ≥ 2 min
t∈R
(
−t max
j∈{1,...,m}
‖∇fj(x)‖+ t
2
2
)
.
(3.5)
Como a func¸a˜o de t e´ uma func¸a˜o de segundo grau
com concavidade voltada para cima, o minimizador e´
obtido igualando a derivada da func¸a˜o a zero:
0 = − max
j∈{1,...,m}
‖∇fj(x)‖+ t
=⇒ t = max
j∈{1,...,m}
‖∇fj(x)‖.
Utilizando o t que minimiza (3.5) chega-se em:
2θf (x) ≥− 2
(
max
j∈{1,...,m}
‖∇fj(x)‖
)2
+
(
max
j∈{1,...,m}
‖∇fj(x)‖
)2
=−
(
max
j∈{1,...,m}
‖∇fj(x)‖
)2
.
iii. Pela Definic¸a˜o 2 e pelos itens i. e ii.,
‖Jf (x)‖ = max
v∈Rn\{0}
‖Jf (x)v‖
‖v‖
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≥ 1‖Λf (x)‖ ‖Jf (x)Λf (x)‖
=
1
‖Λf (x)‖
√√√√ m∑
j=1
(∇fj(x)TΛf (x))2
≥ 1‖Λf (x)‖ maxj∈{1,...,m}
∣∣∇fj(x)TΛf (x)∣∣ .
Como
max
j∈{1,...,m}
∇fj(x)TΛf (x) ≤ φx(Λf (x)) < 0
=⇒ max
j∈{1,...,m}
∣∣∇fj(x)TΛf (x)∣∣ ≥ |φx(Λf (x))| > 0,
conclui-se que,
‖Jf (x)‖ ≥ |φx(Λf (x))|‖Λf (x)‖ ≥
‖Λf (x))‖2
‖Λf (x)‖ = ‖Λf (x)‖.

O resultado seguinte mostra outras caracterizac¸o˜es para pon-
tos na˜o cr´ıticos e direc¸o˜es fact´ıveis de descida.
Proposic¸a˜o 11. Suponha o conjunto via´vel C ⊆ Rn na˜o
vazio, convexo e fechado, f : Rn → Rm diferencia´vel em um
aberto contendo C e x ∈ C. Enta˜o sa˜o equivalentes:
i. x na˜o e´ ponto cr´ıtico.
ii. θf (x) < 0
iii. Λf (x) 6= 0
iv. Λf (x) e´ uma direc¸a˜o fact´ıvel de descida em x.
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Demonstrac¸a˜o. (i. =⇒ ii.) Por hipo´tese, ∃v˜ ∈ Rn direc¸a˜o
fact´ıvel de descida em x e, portanto, φx(v˜) < 0.
Defina h : R→ R como
h(t) := φx(tv˜) +
1
2
‖tv˜‖2 = tφx(v˜) + t
2
2
‖v˜‖2.
Note que h e´ uma func¸a˜o de segundo grau com concavidade
para cima e com ra´ızes t = 0 e t = −2φx(v˜)
v˜
> 0, pois
φx(v˜) < 0. Portanto, ∃t˜ ∈ (0, 1) tal que h(t˜) < 0.
Ale´m disso, x+ t˜v˜ ∈ C, logo, t˜v˜ e´ direc¸a˜o fact´ıvel de descida.
Como por construc¸a˜o θf (x) < h(t˜) enta˜o θf (x) < 0.
(ii. =⇒ iii.) Pela Proposic¸a˜o 10, θf (x) ≤ 0.
Ale´m disso, ‖Λf (x)‖ = 0 =⇒ θf (x) = φx(0) + ‖0‖2 = 0.
Portanto, θf (x) 6= 0 =⇒ θf (x) < 0 =⇒ ‖Λf (x)‖ 6= 0.
(iii. =⇒ iv.) Da Proposic¸a˜o 10, e da definic¸a˜o de φx,
max
j∈{1,...,m}
∇fj(x)TΛf (x) ≤ φx(Λf (x)) ≤ −‖Λf (x)‖2 < 0,
e, portanto, Λf (x) e´ direc¸a˜o fact´ıvel de descida.
(iv. =⇒ i.) Por definic¸a˜o, como existe direc¸a˜o fact´ıvel de
descida em x enta˜o x na˜o e´ ponto cr´ıtico.

Proposic¸a˜o 12. Suponha o conjunto via´vel C ⊆ Rn na˜o
vazio, convexo e fechado e f : Rn → Rm continuamente
diferencia´vel em um aberto contendo C.
Enta˜o, Λf e´ limitada sob compactos, isto e´,
sup
x∈K
‖Λf (x)‖ < +∞, ∀K ⊆ C compacto.
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Demonstrac¸a˜o. Pela Proposic¸a˜o 10, ∀x ∈ C, ‖Λf (x)‖ ≤ ‖Jf (x)‖.
Por hipo´tese, Jf e´ cont´ınua em C.
Portanto, restrito a um compacto, Jf (K) e´ limitado. Conse-
quentemente, Λf (K) e´ limitado. 
Proposic¸a˜o 13. Suponha o conjunto via´vel C ⊆ Rn na˜o
vazio, convexo e fechado, e f : Rn → Rm continuamente
diferencia´vel em um aberto contendo C.
Enta˜o θf e´ semicont´ınua superiormente, isto e´, toda
sequeˆncia {xk}k∈N ⊆ C tal que xk → x ∈ C satisfaz
lim sup
k→+∞
θf (xk) ≤ θf (x).
Demonstrac¸a˜o. Sejam x ∈ C e {xk}k∈N ⊆ C tal que xk → x.
Note que
Λf (x) + x ∈ C =⇒ (Λf (x) + x− xk) + xk ∈ C, ∀k ∈ N.
(3.6)
Enta˜o,
θf (xk) = φxk(Λf (xk)) +
1
2
‖Λf (xk)‖2
= φxk(Λf (x) + x− xk) +
1
2
‖Λf (x) + x− xk‖2
≤ φxk(Λf (x)) + φxk(x− xk)
+
1
2
‖Λf (x)‖2 + 1
2
‖x− xk‖2 + Λf (x)T (x− xk).
(3.7)
Como Jf e´ cont´ınua em C enta˜o φxk → φx pontualmente:
lim
k→+∞
φxk(Λf (x))→ φx(Λf (x)).
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Ainda por Jf ser cont´ınua e a sequeˆncia contida em um
compacto enta˜o Jf e´ limitada na sequeˆncia, portanto,
φxk(xk − x) ≤ max
j∈{1,...,m}
‖∇fj(xk)‖‖xk − x‖ =⇒
lim sup
k→+∞
φxk(xk − x) ≤ lim sup
k→+∞
max
j∈{1,...,m}
‖∇fj(xk)‖‖xk − x‖ = 0.
Por isso, tomando o limite dos dois lados da inequac¸a˜o (3.7):
lim sup
k→+∞
θf (xk) ≤φx(Λf (x)) + 1
2
‖Λf (x)‖2 = θf (x).

Proposic¸a˜o 14. Suponha o conjunto via´vel C ⊆ Rn na˜o
vazio, convexo e fechado, e f : Rn → Rm continuamente
diferencia´vel em um aberto contendo C.
Enta˜o Λf e´ aplicac¸a˜o regular de direc¸o˜es da Definic¸a˜o 5.
Demonstrac¸a˜o. Pela Proposic¸a˜o 11, x na˜o e´ cr´ıtico se e somente
se Λf (x) e´ direc¸a˜o fact´ıvel de descida e θf (x) < 0. Pela mesma
proposic¸a˜o, x e´ ponto cr´ıtico se e somente se Λf (x) e´ nulo, que
junto com a Proposic¸a˜o 10, implica que θf (x) tambe´m e´ nulo.
Portanto, a condic¸a˜o (i.) de aplicac¸a˜o regular de direc¸o˜es esta´
satisfeita.
Como Jf e´ cont´ınua, a Proposic¸a˜o 12 garante que Λf e´ limi-
tado sob compactos.
Portanto, a condic¸a˜o (ii.) de aplicac¸a˜o regular de direc¸o˜es
esta´ satisfeita.
Suponha que exista uma sequeˆncia {xk}k∈N ⊆ C de pontos
na˜o cr´ıticos convergindo para um ponto x ∈ C na˜o cr´ıtico tal que
lim sup
k→+∞
Jf (xk)Λ(xk) ⊀ 0.
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Como cada xk e´ na˜o cr´ıtico,
max
j∈{1,...,m}
∇fj(xk)TΛ(xk) ≤ φxk(Λ(xk)) ≤ θf (xk), ∀k ∈ N,
e pela Proposic¸a˜o 13, θf e´ semicont´ınua superiormente. Logo,
lim sup
k→+∞
Jf (xk)Λ(xk) ⊀ 0
=⇒ 0 ≤ lim sup
k→+∞
max
j∈{1,...,m}
∇fj(xk)TΛ(xk)
≤ lim sup
k→+∞
θf (xk) ≤ θf (x),
o que implica que x e´ ponto cr´ıtico, contrariando a hipo´tese.
Enta˜o, a condic¸a˜o (iii.) de aplicac¸a˜o regular de direc¸o˜es esta´
satisfeita. 
Agora as func¸o˜es Λf , φx e θf sera˜o relacionadas com a direc¸a˜o
de Cauchy multiobjetivo.
Lema 4. Suponha o conjunto via´vel C ⊆ Rn na˜o vazio,
convexo e fechado, e f : Rn → Rm diferencia´vel em um
aberto contendo C. Enta˜o para
φx(v) = max
j∈{1,...,m}
∇fj(x)T v, ∀x ∈ C,
todas condic¸o˜es da Definic¸a˜o 11 sa˜o satisfeitas.
E neste caso, Λf e´ a direc¸a˜o de Cauchy multiobjetivo.
Demonstrac¸a˜o. A func¸a˜o φx e´ cont´ınua, por ser o ma´ximo de
func¸o˜es lineares.
Sejam u, v ∈ Rn e λ > 0. Enta˜o φx e´ subaditiva pois:
φx(u+ v) = max
j∈{1,...,m}
∇fj(x)T (u+ v)
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≤
(
max
j∈{1,...,m}
∇fj(x)Tu
)
+
(
max
j∈{1,...,m}
∇fj(x)T v
)
=φx(u) + φx(v),
e homogeˆnea positiva de grau 1:
φx(λv) = max
j∈{1,...,m}
∇fj(x)Tλu
=λ max
j∈{1,...,m}
∇fj(x)T v = λφx(v).
Portanto, φx e´ sublinear e cont´ınua.
Agora sera´ mostrado as treˆs condic¸o˜es que φx deve satisfazer,
para M := max
j∈{1,...,m}
∇fj(x)T v:
i. Jf (x)v ≺ 0 =⇒ M = φx(v) < 0.
ii. Jf (x)v ⊀ 0 =⇒ 0 ≤ φx(v) = M.
iii. Suponha Jf cont´ınua em C e seja {xk}k∈N ⊆ C tal que
xk → x. Para mostrar a convergeˆncia pontual, fixe v ∈ Rn.
Como Jf e´ cont´ınua enta˜o o ma´ximo dos produtos internos
dos gradientes por um v constante tambe´m e´ cont´ınua.
Portanto, φxk(v)→ φx(v).
Dessa forma,
Λf (x) = argmin
v∈Rn
x+v∈C
max
j∈{1,...,m}
∇fj(x)T v + 1
2
‖v‖2,
que e´ a direc¸a˜o de Cauchy multiobjetivo. 
Usando o Lema 4, conclui-se que a direc¸a˜o de Cauchy multi-
objetivo esta´ bem definida.
Ale´m disso, pela Proposic¸a˜o 14, a direc¸a˜o de Cauchy multiob-
jetivo e´ uma aplicac¸a˜o regular de direc¸o˜es, enta˜o as condic¸o˜es do
Teorema 1 sa˜o satisfeitas.
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A direc¸a˜o de Cauchy multiobjetivo tambe´m e´ aplicac¸a˜o forte-
mente regular de direc¸o˜es. Para demonstrar isso sera´ necessa´rio
um teorema e uma proposic¸a˜o.
Teorema 3. Sejam V ⊆ Rn convexo, g : Rn → Rm convexa
e diferencia´vel, e h : Rn → R definida como
h(v) = max
j∈{1,...,m}
gj(v).
Suponha que v˜ ∈ V seja minimizador global de h em V .
Enta˜o
∃w ∈ [0, 1]m :

1Tw = 1
wT g(v˜) = h(v˜)
wTJg(v˜)(v − v˜) ≥ 0, ∀v ∈ V.
Demonstrac¸a˜o. Pelo Teorema de Danskin (BERTSEKAS, 2003),
se uma func¸a˜o h : Rn → R e´ o ma´ximo de m func¸o˜es gj : Rn → R,
∀j ∈ {1, . . . ,m}, diferencia´veis e convexas enta˜o o subdiferencial
de h em v ∈ Rn, denotado ∂h(v), e´ dado por
∂h(v) =
{
Jg(v)
Tw : w ∈ [0, 1]m ∧ 1Tw = 1 ∧ wT g(v) = h(v)} .
Por uma proposic¸a˜o na mesma refereˆncia, dado uma func¸a˜o
h : Rn → R convexa, um subconjunto convexo V ⊆ Rn e v˜ ∈ V
minimizador global de h em V enta˜o
∃d ∈ ∂h(v˜) : dT (v − v˜) ≥ 0, ∀v ∈ V,
que conclui o teorema.
Mais detalhes em (BERTSEKAS, 2003). 
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Proposic¸a˜o 15. Suponha o conjunto via´vel C ⊆ Rn na˜o
vazio, convexo e fechado, f : Rn → Rm diferencia´vel em
um aberto contendo C, x ∈ C e v˜ ∈ Rn direc¸a˜o de Cauchy
multiobjetivo em x. Enta˜o,
∃w ∈ [0, 1]m : 1Tw = 1 ∧ v˜ = ΠC(x− Jf (x)Tw)− x.
Demonstrac¸a˜o. Defina a func¸a˜o g : Rn → Rm como
g(v) := Jf (x)v +
1
2
‖v‖21m.
A func¸a˜o g esta´ nas condic¸o˜es do Teorema 3, pois e´ dife-
rencia´vel e, sendo soma de func¸o˜es convexas, tambe´m e´ uma
func¸a˜o convexa (no sentido da Definic¸a˜o 19). Defina
h(v) = max
j∈{1,...,m}
gj(v).
Defina (C − x) := {v ∈ Rn : x + v ∈ C}. Esse conjunto e´
convexo e fechado por C ser convexo e fechado.
Note que o minimizador de h em (C − x) e´ a direc¸a˜o de
Cauchy multiobjetivo, ou seja, v˜.
Pelo Teorema 3, se v˜ e´ o minimizador de h em (C − x) enta˜o
∃w ∈ [0, 1]m onde 1Tw = 1 e wT g(v˜) = h(v˜)wTJg(v˜)(v − v˜) ≥ 0, ∀v ∈ (C − x).
As duas condic¸o˜es precisam ser satisfeitas. Sera´ usada apenas
a segunda, para definir uma condic¸a˜o necessa´ria para v˜. Assim,
∀v ∈ (C − x),
wTJg(v˜)(v − v˜) ≥ 0
⇐⇒ (Jf (x)Tw + v˜)T (v − v˜) ≥ 0
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⇐⇒ (−Jf (x)Tw − v˜)T (v − v˜) ≤ 0.
Pela Proposic¸a˜o 8, como a inequac¸a˜o acima se aplica ∀v ∈
(C − x) enta˜o
v˜ = Π(C−x)(−Jf (x)Tw) = ΠC(x− Jf (x)Tw)− x.

Proposic¸a˜o 16. Suponha o conjunto via´vel C ⊆ Rn na˜o
vazio, convexo e fechado, e f : Rn → Rm diferencia´vel em
um aberto contendo C.
Enta˜o a direc¸a˜o de Cauchy multiobjetivo define uma
aplicac¸a˜o fortemente regular de direc¸o˜es, da Definic¸a˜o 9.
Demonstrac¸a˜o. Seja x ∈ C.
Pelo Lema 4, para um φx espec´ıfico (definido no Lema 4), e
pela Proposic¸a˜o 14, a direc¸a˜o de Cauchy multiobjetivo define
uma aplicac¸a˜o regular de direc¸o˜es.
Suponha f convexa.
Pela Proposic¸a˜o 15, se v˜ ∈ Rn e´ direc¸a˜o de Cauchy multiob-
jetivo em x ∈ C enta˜o ∃w ∈ [0, 1]m tal que
1Tw = 1 ∧ v˜ = ΠC(x− Jf (x)Tw)− x.
Logo, direc¸a˜o de Cauchy multiobjetivo define uma aplicac¸a˜o
fortemente regular de direc¸o˜es. 
Pela Proposic¸a˜o 16, o Algoritmo 2 com a direc¸a˜o de Cauchy
multiobjetivo satisfaz as condic¸o˜es dos Teoremas 1 e 2.
Um problema equivalente a (3.2) que tambe´m resulta na
direc¸a˜o de Cauchy multiobjetivo e´ descrito abaixo, na Proposic¸a˜o
17. Do ponto de vista pra´tico, o problema (3.8) desta proposic¸a˜o
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e´ mais conveniente para implementac¸a˜o, enquanto o problema
(3.2), da definic¸a˜o de direc¸a˜o de Cauchy multiobjetivo, e´ mais
conveniente para ana´lise.
Proposic¸a˜o 17. Suponha o conjunto via´vel C ⊆ Rn na˜o
vazio, convexo e fechado, e f : Rn → Rm diferencia´vel em
um aberto contendo C e x ∈ C.
Sejam v˜ ∈ Rn e τ˜ ∈ R tais que
(v˜, τ˜) =

argmin
(v,τ)∈Rn×R
x+v∈C
τ +
1
2
‖v‖2
sujeito a Jf (x)v − τ1m  0.
(3.8)
Enta˜o v˜ e´ a direc¸a˜o de Cauchy multiobjetivo em x.
Demonstrac¸a˜o. Note a equivaleˆncia
Jf (x)v − τ1m  0 ⇐⇒ τ ≥ max
j∈{1,...,m}
∇fj(x)T v.
Como τ e´ minimizado, τ = max
j∈{1,...,m}
∇fj(x)T v. Assim,
v˜ = argmin
v∈Rn
x+v∈C
max
j∈{1,...,m}
∇fj(x)T v + 1
2
‖v‖2.
Logo, v˜ e´ direc¸a˜o de Cauchy multiobjetivo em x. 
O problema (3.8) na Proposic¸a˜o 17 e´ um problema de pro-
gramac¸a˜o quadra´tica, quando C pode ser definido por restric¸o˜es
lineares, cujos me´todos de resoluc¸a˜o sa˜o apresentados em diversas
fontes, como (BERTSEKAS, 1999) e (NOCEDAL; WRIGHT,
1999).
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3.2 Exemplos de uso
O me´todo de Cauchy multiobjetivo e´ usado, nesta sec¸a˜o, para
resolver os exemplos ja´ vistos no Cap´ıtulo 1. Para o crite´rio de
parada, foi utilizado Jf (xk)vk  −10−8.
As Figuras 6, 7, 8 e 9 mostram as iterac¸o˜es do me´todo de Cau-
chy multiobjetivo, respectivamente, nos problemas das Figuras 1,
2, 3 e 4.
−4 −2 0 2 4 6 8 10 12−5
0
5
x0 = 2,5
x3 = 0
f1(x) = x
2
f 2
(x
)
=
x
−
1
Imagem de f : R→ R2
imagem de f de o´timo de Pareto
imagem de f dos demais pontos
iterac¸o˜es (σ = 0,5)
Figura 6 – A imagem de f e as iterac¸o˜es do me´todo de Cauchy
multiobjetivo. Com ponto inicial x0 = 2,5, em 3
iterac¸o˜es atingiu-se x3 = 0.
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−1 0 1
−1
0
1
x0 =
5pi
9
x5 ≈ pi
f1(x) = senx
f 2
(x
)
=
co
s
x
Imagem de f : R→ R2
imagem de f
imagem de f de pontos cr´ıticos
imagem de f de o´timos de Pareto
imagem de f de o´timos fracos de Pareto
iterac¸o˜es (σ = 0,5)
Figura 7 – A imagem de f e as iterac¸o˜es do me´todo de Cau-
chy multiobjetivo. Com ponto inicial x0 =
5
9
pi,
em 5 iterac¸o˜es atingiu-se x5 = 3,1416 ≈ pi. Se o
ponto inicial fosse ponto cr´ıtico na˜o o´timo, isto e´, se
x0 ∈
[
0,
pi
2
]
, o algoritmo terminaria logo na primeira
iterac¸a˜o.
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−2 0 2 4 6
−6
−4
−2
0
x0 =
[
2
−2
]
x35 =
[
−1,2
0
]
f1(x, y) = (min{0, x})2 + (min{0, y})2
f 2
(x
,y
)
=
x
−
1
Imagem de f : R2 → R2
imagem de f dos o´timos de Pareto
imagem de f dos o´timos fracos de Pareto
imagem de f dos demais pontos
iterac¸o˜es (σ = 0,5)
−4 −2 0 2 4
−4
−2
0
x0 =
[
2
−2
]
x35 =
[
−1,2
0
]
x
y
Domı´nio de f : R2 → R2
imagem de f dos o´timos de Pareto
imagem de f dos o´timos fracos de Pareto
imagem de f dos demais pontos
iterac¸o˜es (σ = 0,5)
Figura 8 – Iterac¸o˜es do me´todo de Cauchy multiobjetivo em f .
Com ponto inicial x0, em 35 iterac¸o˜es atingiu-se x35.
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−10 −5 0 5 10
−5
0
5
10
x0 = 1
x9 ≈ −pi
3
f1(x) = −x+ 2 senx
f 2
(x
)
=
x
+
se
n
x
Imagem de f : R→ R2
imagem de f dos o´timos de Pareto
imagem de f dos o´timos fracos de Pareto
imagem de f dos pontos cr´ıticos
imagem de f dos demais pontos
iterac¸o˜es (σ = 0,5)
Figura 9 – As iterac¸o˜es do me´todo de Cauchy multiobjetivo na
imagem de f . Com ponto inicial x0 = 1, em 9
iterac¸o˜es atingiu-se x9 = −1,047 ≈ −pi
3
. Se x0 fosse
um pouco maior, como x0 =
pi
3
≈ 1,047, ele ja´ seria
um ponto cr´ıtico na˜o o´timo e o algoritmo terminaria
logo na primeira iterac¸a˜o.
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4 Outras direc¸o˜es de descida
4.1 Direc¸a˜o Central
A direc¸a˜o central e´ baseada na direc¸a˜o de Cauchy multiobje-
tivo, da Definic¸a˜o 10, mas com os gradientes normalizados, e o
resultado e´ uma direc¸a˜o fact´ıvel de descida pro´xima ao centro do
cone formado pelos gradientes negativos.
A motivac¸a˜o para esta direc¸a˜o fact´ıvel de descida e´ que a
direc¸a˜o de Cauchy multiobjetivo da´ prioridade para ficar na
direc¸a˜o do gradiente negativo de menor norma. Se um gradi-
ente tiver uma norma muito menor que os demais, a direc¸a˜o de
Cauchy multiobjetivo sera´ quase igual a este gradiente negativo.
Mas todos gradientes recebem a mesma prioridade se estiverem
normalizados.
Definic¸a˜o 12. Suponha o conjunto via´vel C ⊆ Rn na˜o
vazio, convexo e fechado, e f : Rn → Rm diferencia´vel em
um aberto contendo C.
Defina, ∀x ∈ C, Lx ∈ R como
Lx := min
j∈{1,...,m}
‖∇fj(x)‖.
Seja x ∈ C.
Se Lx = 0, a direc¸a˜o central de f em x e´ v˜ = 0 ∈ Rn.
Se Lx 6= 0, a direc¸a˜o central de f em x e´ v˜ ∈ Rn onde
v˜ = argmin
v∈Rn
x+v∈C
max
j∈{1,...,m}
Lx∇fj(x)T v
‖∇fj(x)‖ +
1
2
‖v‖2. (4.1)
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Sera´ mostrado que o φx, da Definic¸a˜o 11, pode ser escolhido
de forma que Λf seja uma func¸a˜o da direc¸a˜o central.
Lema 5. Suponha o conjunto via´vel C ⊆ Rn na˜o vazio,
convexo e fechado, e f : Rn → Rm diferencia´vel em um
aberto contendo C. Defina, ∀x ∈ C, φx : Rn → R como
φx(v) =

0, se Lx = 0,
max
j∈{1,...,m}
Lx∇fj(x)T v
‖∇fj(x)‖ , se Lx > 0,
onde Lx e´ da Definic¸a˜o 12.
Enta˜o todas condic¸o˜es da Definic¸a˜o 11 sa˜o satisfeitas
usando o φx definido. E neste caso, Λf e´ a direc¸a˜o central.
Demonstrac¸a˜o. A demonstrac¸a˜o sera´ dividida em dois casos.
Caso Lx = 0: enta˜o, φx e´ cont´ınua e sublinear, pois
0 = φx(u+ v) ≤ φ(u) + φ(v) = 0, ∀u, v ∈ C,
0 = φx(λu) = λφx(u) = 0, ∀u ∈ C, ∀λ > 0.
Agora sera´ mostrado que φx satisfaz as treˆs condic¸o˜es
necessa´rias, para M := max
j∈{1,...,m}
∇fj(x)T v:
i. Satisfaz trivialmente, pois Jf (x)v ⊀ 0.
ii. Jf (x)v ⊀ 0 =⇒ 0 = φx(v) ≤M .
iii. Suponha Jf cont´ınua em C. Para mostrar a con-
vergeˆncia pontual, seja {xk}k∈N ⊆ C, xk → x e fixe
v ∈ Rn.
Se Lxk = 0, φxk(v) = 0.
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Se Lxk > 0,
|φxk(v)| =
∣∣∣∣ maxj∈{1,...,m} Lxk∇fj(xk)T v‖∇fj(xk)‖
∣∣∣∣
≤ max
j∈{1,...,m}
∣∣∣∣Lxk∇fj(xk)T v‖∇fj(xk)‖
∣∣∣∣
≤ max
j∈{1,...,m}
Lxk‖∇fj(xk)‖‖v‖
‖∇fj(xk)‖
= Lxk‖v‖
=⇒ lim
k→+∞
|φxk(v)| ≤ Lx‖v‖ = 0
=⇒ lim
k→+∞
φxk(v) = 0 = φx(v),
portanto, φxk → φx pontualmente, neste caso.
Caso Lx > 0: enta˜o, φx e´ cont´ınua, pois e´ o ma´ximo de
func¸o˜es cont´ınuas.
Sejam u, v ∈ Rn e λ > 0. Enta˜o φx e´ subaditiva:
φx(u+ v) = max
j∈{1,...,m}
Lx∇fj(x)T (u+ v)
‖∇fj(x)‖
≤
(
max
j∈{1,...,m}
Lx∇fj(x)Tu
‖∇fj(x)‖
)
+
(
max
j∈{1,...,m}
Lx∇fj(x)T v
‖∇fj(x)‖
)
=φx(u) + φx(v),
e homogeˆnea positiva de grau 1: ∀λ > 1,
φx(λv) = max
j∈{1,...,m}
Lx∇fj(x)Tλu
‖∇fj(x)‖
=λ max
j∈{1,...,m}
Lx∇fj(x)Tu
‖∇fj(x)‖ = λφx(v).
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Note que pela definic¸a˜o de Lx, tem-se que
0 <
Lx
‖∇fj(x)‖ ≤ 1, ∀j ∈ {1, . . . ,m}. (4.2)
Assim, dado M := max
j∈{1,...,m}
∇fj(x)T v, sera´ mostrado que
φx satisfaz as treˆs condic¸o˜es necessa´rias:
i. Por (4.2), ∀j ∈ {1, . . . ,m},
Jf (x)v ≺ 0 =⇒ M ≤ LxM‖∇fj(x)‖ ≤ φx(v) < 0.
ii. Supondo Jf (x)v ⊀ 0, e ainda por (4.2),
0 ≤ φx(v) ≤ max
j∈{1,...,m}
LxM
‖∇fj(x)‖ ≤M.
iii. Suponha Jf cont´ınua em C. Para mostrar a con-
vergeˆncia pontual, seja {xk}k∈N ⊆ C, xk → x e fixe
v ∈ Rn.
Como Lx > 0 e pela continuidade dos gradientes,
∃N ∈ N tal que se k > N enta˜o Lxk > 0, pois Lx =
min
j∈{1,...,m}
‖∇fj(x)‖ e´ cont´ınua em x, pela continuidade
de Jf . Ale´m disso,
φx(λv) = max
j∈{1,...,m}
Lx∇fj(x)Tλu
‖∇fj(x)‖ ,
que e´ o ma´ximo de func¸o˜es cont´ınuas em x, portanto,
cont´ınua em x. Assim, φxk → φx pontualmente.
Dessa forma, todas condic¸o˜es de φx da Definic¸a˜o 11 sa˜o
satisfeitas e Λf (x) define a direc¸a˜o central.

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Usando o Lema 5 acima conclui-se que a direc¸a˜o central esta´
bem definida.
Ale´m disso, pela Proposic¸a˜o 14, a direc¸a˜o central e´ uma
aplicac¸a˜o regular de direc¸o˜es, enta˜o as condic¸o˜es do Teorema 1
sa˜o satisfeitas.
A pro´xima proposic¸a˜o mostra que a direc¸a˜o central e´ tambe´m
aplicac¸a˜o fortemente regular de direc¸o˜es.
Proposic¸a˜o 18. Suponha o conjunto via´vel C ⊆ Rn na˜o
vazio, convexo e fechado, e f : Rn → Rm diferencia´vel em
um aberto contendo C.
Enta˜o a direc¸a˜o central define uma aplicac¸a˜o fortemente
regular de direc¸o˜es, da Definic¸a˜o 9.
Demonstrac¸a˜o. Seja x ∈ C.
Pelo Lema 5, a direc¸a˜o central pode ser definida como Λf (x),
para um φx espec´ıfico (definido no Lema 5), e pela Proposic¸a˜o
14, Λf define uma aplicac¸a˜o regular de direc¸o˜es.
Portanto a direc¸a˜o central define uma aplicac¸a˜o regular de
direc¸o˜es.
Suponha f convexa. Seja v˜ ∈ Rn a direc¸a˜o central em x.
A demonstrac¸a˜o sera´ dividida em dois casos.
Caso Lx = 0 Enta˜o x e´ ponto cr´ıtico, pois Jf (x)v ⊀ 0,∀v ∈
Rn. Pela Proposic¸a˜o 11, Λf (x) = 0 e portanto v˜ = 0. Por
isso, para w = 0, todas condic¸o˜es de aplicac¸a˜o fortemente
regular de direc¸o˜es sa˜o satisfeitas.
Caso Lx > 0 Essa demonstrac¸a˜o e´ muito parecida com a
Proposic¸a˜o 15.
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Defina Ax ∈ Rm×m uma matriz diagonal onde
(Ax)jj :=
Lx
‖∇fj(x)‖ , ∀j ∈ {1, . . . ,m}. (4.3)
Defina a func¸a˜o g : Rn → Rm como
g(v) := AxJf (x)v +
1
2
‖v‖21m.
A func¸a˜o g esta´ nas condic¸o˜es do Teorema 3, pois e´ dife-
rencia´vel e, sendo soma de func¸o˜es convexas, tambe´m e´
uma func¸a˜o convexa. Defina
h(v) = max
j∈{1,...,m}
gj(v).
Defina (C − x) := {v ∈ Rn : x + v ∈ C}. Esse conjunto e´
convexo e fechado por C ser convexo e fechado.
Note que o minimizador de h em (C−x) e´ a direc¸a˜o central,
ou seja, v˜.
Pelo Teorema 3, se v˜ e´ o minimizador de h em (C − x)
enta˜o ∃w ∈ [0, 1]m onde 1Tw = 1 e wT g(v˜) = h(v˜)wTJg(v˜)(v − v˜) ≥ 0, ∀v ∈ (C − x).
Para a segunda condic¸a˜o ser satisfeita, enta˜o ∀v ∈ (C − x),
wTJg(v˜)(v − v˜) ≥ 0
⇐⇒ (Jf (x)TAxw + v˜)T (v − v˜) ≥ 0
⇐⇒ (−Jf (x)TAxw − v˜)T (v − v˜) ≤ 0.
Pela Proposic¸a˜o 8, como a inequac¸a˜o acima se aplica ∀v ∈
(C − x) enta˜o
v˜ = Π(C−x)(−JfAx(x)Tw) = ΠC(x− Jf (x)TAxw)− x.
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Seja w˜ = Axw. Como 0 < (Ax)jj ≤ 1,∀j ∈ {1, . . . ,m}
enta˜o 1T w˜ ≤ 1, w˜  0 e
ΠC(x− Jf (x)TAxw)− x = ΠC(x− Jf (x)T w˜)− x
=⇒ v˜ = ΠC(x− Jf (x)T w˜)− x.
Enta˜o, a direc¸a˜o central define uma aplicac¸a˜o fortemente regular
de direc¸o˜es. 
Pela Proposic¸a˜o 18, o Algoritmo 2 com a direc¸a˜o central
satisfaz as condic¸o˜es dos Teoremas 1 e 2.
Um problema equivalente a (4.1) que tambe´m resulta na
direc¸a˜o central e´ descrito abaixo, que e´ uma versa˜o mais conveni-
ente para implementac¸a˜o.
Proposic¸a˜o 19. Suponha o conjunto via´vel C ⊆ Rn na˜o
vazio, convexo e fechado, f : Rn → Rm diferencia´vel em um
aberto contendo C e x ∈ C. Defina Ax ∈ Rm×m matriz
diagonal como
(Ax)jj :=

0, se Lx = 0,
Lx
‖∇fj(x)‖ , se Lx 6= 0,
onde Lx e´ da Definic¸a˜o 12.
Sejam v˜ ∈ Rn e τ˜ ∈ R tais que
(v˜, τ˜) =

argmin
(v,τ)∈Rn×R
x+v∈C
τ +
1
2
‖v‖2
sujeito a AxJf (x)v − τ1m  0.
(4.4)
Enta˜o v˜ e´ a direc¸a˜o central em x.
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Demonstrac¸a˜o. Caso Lx = 0 enta˜o v˜ = 0 ∈ Rn e´ soluc¸a˜o de (4.4)
e, portanto, direc¸a˜o central em x.
Suponha Lx 6= 0. Neste caso, note a equivaleˆncia:
AxJf (x)v − τ1m  0 ⇐⇒ τ ≥ max
j∈{1,...,m}
Lx∇fj(x)T v
‖∇fj(x)T v‖ .
Por τ ser minimizado, τ = max
j∈{1,...,m}
Lx∇fj(x)T v
‖∇fj(x)T v‖ . Assim,
v˜ = argmin
v∈Rn
x+v∈C
max
j∈{1,...,m}
Lx∇fj(x)T v
‖∇fj(x)T v‖ +
1
2
‖v‖2.
Logo, v˜ e´ a direc¸a˜o central em x. 
4.2 Direc¸a˜o Linear
A direc¸a˜o linear e´ baseada na direc¸a˜o de Cauchy multiobjetivo,
da Definic¸a˜o 10, mas em vez de usar uma norma ao quadrado para
limitar a func¸a˜o a ser minimizada, ela usa apenas uma restric¸a˜o
linear da norma infinito da direc¸a˜o (FLIEGE; SVAITER, 2000).
Desta forma, o problema se torna minimizar uma func¸a˜o linear
sujeita a restric¸o˜es lineares, desde que o conjunto via´vel possa ser
expresso apenas por restric¸o˜es lineares. Neste caso, me´todos de
programac¸a˜o linear podem ser usados (NOCEDAL; WRIGHT,
1999).
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Definic¸a˜o 13. Suponha o conjunto via´vel C ⊆ Rn na˜o
vazio, convexo e fechado, e f : Rn → Rm diferencia´vel em
um aberto contendo C.
Defina ∆x ∈ R satisfazendo
∆x > 0, ∀x ∈ C,
0 < inf
x∈C
∆x,
sup
x∈K
∆x < +∞, ∀K ⊆ C compacto.
Seja x ∈ C e defina u ∈ Rn como
u =

argmin
v∈Rn
x+v∈C
max
j∈{1,...,m}
∇fj(x)T v
sujeito a ‖v‖∞ ≤ ∆x.
(4.5)
A direc¸a˜o linear de f em x e´ v˜ ∈ Rn definida como
v˜ =
 u, se Jf (x)u ≺ 0,0 ∈ Rn, se Jf (x)u ⊀ 0. (4.6)
O problema (4.5) esta´ bem definido pois minimiza uma func¸a˜o
cont´ınua em um compacto na˜o vazio. Pore´m, na˜o existe unicidade
na soluc¸a˜o, como e´ o caso da direc¸a˜o de Cauchy multiobjetivo ou
a direc¸a˜o central.
Vale notar que em (FLIEGE; SVAITER, 2000) a restric¸a˜o
usada e´ ‖v‖∞ ≤ 1 em vez de ‖v‖∞ ≤ ∆x. O uso de um ∆x tem
algumas vantagens na pra´tica, discutidas no Cap´ıtulo 5.
Existe um conceito chamado direc¸a˜o dominada (HARADA
et al., 2006). Uma direc¸a˜o fact´ıvel de descida v ∈ Rn em x ∈ C
e´ dita dominada se existe v˜ ∈ Rn direc¸a˜o fact´ıvel de descida em
x tal que ‖v‖ = ‖v˜‖ e Jf (x)v˜ ≺ Jf (x)v, ou seja, teoricamente
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todas func¸o˜es componentes reduzem mais na direc¸a˜o v˜ que na
direc¸a˜o v.
Portanto, e´ natural preferir uma direc¸a˜o fact´ıvel de descida
na˜o dominada, tambe´m chamada de direc¸a˜o de Pareto.
E´ poss´ıvel mostrar que a direc¸a˜o de Cauchy multiobjetivo e´
na˜o dominada no caso irrestrito (C = Rn), assim como a direc¸a˜o
central. Pore´m, a direc¸a˜o linear pode tomar direc¸o˜es dominadas,
mesmo no caso irrestrito, e essa e´ uma desvantagem desta direc¸a˜o.
Mesmo assim, a direc¸a˜o linear prove´m de uma aplicac¸a˜o
regular de direc¸o˜es, como sera´ mostrado.
Proposic¸a˜o 20. Suponha o conjunto via´vel C ⊆ Rn na˜o
vazio, convexo e fechado, f : Rn → Rm continuamente dife-
rencia´vel em um aberto contendo C e γ : C → R onde γ(x)
e´ definida como uma direc¸a˜o linear em x, ∀x ∈ C.
Enta˜o γ e´ aplicac¸a˜o regular de direc¸o˜es, da Definic¸a˜o 5.
Demonstrac¸a˜o. Seja x ∈ C. Defina:
(C − x) := {v ∈ Rn : x+ v ∈ C}
V := {v ∈ (C − x) : ‖v‖∞ ≤ ∆x} ,
onde ∆x e´ da Definic¸a˜o 13.
Portanto, V e´ compacto e convexo, pois e´ intersecc¸a˜o de
compacto convexo com fechado convexo. Ale´m disso, 0 ∈ V .
Seja h : V → C definida como
h(v) = max
j∈{1,...,m}
∇fj(x)T v.
Assim, o minimizador de h e´ u, de (4.5), pois o domı´nio de h
e´ a restric¸a˜o de (4.5).
Suponha que v ∈ Rn seja uma direc¸a˜o fact´ıvel de descida
em x. Enta˜o, existe λ ∈ (0, 1) tal que ‖λv‖∞ ≤ ∆x. Como C
4.2. Direc¸a˜o Linear 85
e´ convexo e v ∈ (C − x) enta˜o λv ∈ (C − x), logo, λv ∈ V e
h(v) < 0. E como u minimiza h enta˜o h(u) ≤ h(v) < 0. Ou seja,
se existir direc¸a˜o fact´ıvel de descida, o minimizador de h sera´
direc¸a˜o fact´ıvel de descida. E por (4.6), γ(x) = u.
Quando na˜o ha´ direc¸a˜o fact´ıvel de descida enta˜o ∀v ∈ (C−x),
h(v) ≥ 0. Portanto, u, que minimiza h, na˜o sera´ direc¸a˜o fact´ıvel
de descida. E por (4.6), γ(x) = 0 ∈ Rn.
A direc¸a˜o linear e´ limitada por ∆x, que por sua vez e´ limitada
sob compactos, enta˜o a direc¸a˜o linear e´ limitada sob compactos.
Logo, as condic¸o˜es (i.) e (ii.) de aplicac¸a˜o regular de direc¸o˜es
esta˜o satisfeitas.
Suponha que ∃{xk}k∈N ⊆ C de pontos na˜o cr´ıticos conver-
gindo para x na˜o cr´ıtico.
Note que, ∀v ∈ Rn,
‖v‖ =
√√√√ m∑
j=1
v2j ≥
√
max
j∈{1,...,m}
v2j = max
j∈{1,...,m}
|vj | = ‖v‖∞
=⇒ ∀r ≥ 0,∀v ∈ Rn : ‖v‖ ≤ r =⇒ ‖v‖∞ ≤ r.
Como 0 < inf
k∈N
∆xk enta˜o ∃∆ > 0 tal que, ∀k ∈ N,
∆ < ∆xk
=⇒ {v ∈ (C − x) : ‖v‖ ≤ ∆} ⊆ {v ∈ (C − x) : ‖v‖∞ ≤ ∆xk}.
Portanto,
γ(xk) = argmin
v∈(C−x)
‖v‖∞≤∆xk
max
j∈{1,...,m}
∇fj(xk)T v
=⇒ max
j∈{1,...,m}
∇fj(xk)γ(xk) ≤ min
v∈(C−x)
‖v‖≤∆
max
j∈{1,...,m}
∇fj(xk)T v.
(4.7)
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Seja Λf func¸a˜o da direc¸a˜o de Cauchy multiobjetivo, do Lema
4. Pela Proposic¸a˜o 12, Λf e´ limitado sob compactos, e como
{xk} esta´ contido em um compacto, seja G > 0 cota superior de
{‖Λf (xk)‖ : k ∈ N}. Pela Proposic¸a˜o 14, Λf e´ aplicac¸a˜o regular
de direc¸o˜es, portanto
lim sup
k→+∞
Jf (xk)Λf (xk) ≺ 0 =⇒ lim sup
k→+∞
Jf (xk)
(
∆
G
Λf (xk)
)
≺ 0.
(4.8)
Seja {vk}k∈N ⊆ Rn tal que vk = ∆
G
Λf (xk). Enta˜o,
‖vk‖ ≤ ∆‖Λf (xk)‖
G
≤ ∆, ∀k > N.
Enta˜o, por (4.7), ∀k ∈ N,
max
j∈{1,...,m}
∇fj(xk)T γ(xk) ≤ max
j∈{1,...,m}
∇fj(xk)T vk,
e juntando com (4.8),
lim sup
j→+∞
Jf (xk)γ(xk)  lim sup
j→+∞
Jf (xk)vk ≺ 0.
Logo, a condic¸a˜o (iii.) de aplicac¸a˜o regular de direc¸o˜es esta´
satisfeita e a direc¸a˜o linear gera uma aplicac¸a˜o regular de direc¸o˜es.

Portanto, pela Proposic¸a˜o 20, o Algoritmo 2 com a direc¸a˜o
linear satisfaz as condic¸o˜es do Teorema 1.
Um problema equivalente a (4.6) que tambe´m resulta na
direc¸a˜o linear e´ descrito abaixo, que e´ uma versa˜o mais conveni-
ente para implementac¸a˜o.
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Proposic¸a˜o 21. Suponha o conjunto via´vel C ⊆ Rn na˜o
vazio, convexo e fechado, e f : Rn → Rm diferencia´vel em
um aberto contendo C.
Defina ∆x ∈ R satisfazendo
∆x > 0, ∀x ∈ C,
0 < inf
x∈C
∆x
sup
x∈K
∆x < +∞, ∀K ⊆ C compacto.
Seja x ∈ C e defina v˜ ∈ Rn e τ˜ ∈ R como
(u, τ˜) =

argmin
(v,τ)∈Rn×R
x+v∈C
τ
sujeito a Jf (x)v − τ1m  0,
‖v‖∞ ≤ ∆x.
(4.9)
Enta˜o v˜ ∈ Rn definido como
v˜ =
 u, se τ˜ < 0,0 ∈ Rn, se τ˜ ≥ 0. (4.10)
e´ uma direc¸a˜o linear em x.
Demonstrac¸a˜o. Note a equivaleˆncia
Jf (x)v − τ1m  0 ⇐⇒ τ ≥ max
j∈{1,...,m}
∇fj(x)T v.
Por τ ser minimizado, τ = max
j∈{1,...,m}
∇fj(x)T v. Assim,
u =

argmin
v∈Rn
x+v∈C
max
j∈{1,...,m}
∇fj(x)T v
sujeito a ‖v‖∞ ≤ ∆x.
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Se τ˜ ≥ 0 enta˜o Jf (x)u ⊀ 0.
Se τ˜ < 0 enta˜o Jf (x)u ≺ 0.
Portanto, (4.10) e´ o mesmo que (4.6) da Definic¸a˜o 13, logo, v˜
e´ uma direc¸a˜o linear de f em x. 
O problema (4.9) na Proposic¸a˜o 21 e´ um problema de pro-
gramac¸a˜o linear, quando C pode ser definido por restric¸o˜es linea-
res.
4.3 Direc¸a˜o de Pareto descendente
Assim como a direc¸a˜o linear, a direc¸a˜o de Pareto descendente
tem por objetivo encontrar uma direc¸a˜o fact´ıvel de descida apenas
resolvendo problema de programac¸a˜o linear (HARADA et al.,
2006). A versa˜o apresentada aqui e´ um pouco modificada, para
facilitar a ana´lise de convergeˆncia, mas a principal ideia da direc¸a˜o
de Pareto descendente original e´ mantida.
A ideia principal e´ obter uma direc¸a˜o denominada na˜o domi-
nada, ou direc¸a˜o de Pareto, que e´ uma direc¸a˜o v˜ ∈ Rn \ {0} que,
∀v ∈ Rn \ {0}, 1‖v‖Jf (x)v 
1
‖v˜‖Jf (x)v˜ =⇒
1
‖v‖v =
1
‖v˜‖ v˜.
Para esta definic¸a˜o, em (HARADA et al., 2006), sa˜o considerados
os gradientes tambe´m normalizados. Estas direc¸o˜es teoricamente
sa˜o as que mais reduzem a func¸a˜o objetivo, pelo menos sob o
ponto de vista da primeira derivada. Pode ser mostrado, segundo
(HARADA et al., 2006), que uma direc¸a˜o e´ na˜o dominada se
e somente se for combinac¸a˜o convexa dos gradientes negativos
normalizados.
Para encontrar essa combinac¸a˜o convexa, foi usado aqui a
combinac¸a˜o coˆnica limitada: w ∈ Rm onde w  0 e 1Tw ≤ 1,
em que w sa˜o os pesos na combinac¸a˜o dos gradientes negativos
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normalizados. Assim, a direc¸a˜o sera´ da forma v = −Jf (x)TAxw,
onde Ax e´ uma matriz diagonal positiva que faz com que todos
gradientes de Jf (x) tenham a mesma norma. Essa combinac¸a˜o
coˆnica limitada e´ semelhante a combinac¸a˜o convexa, se os pesos
forem normalizados para somar 1, e portanto a direc¸a˜o encontrada
tambe´m sera´ uma direc¸a˜o na˜o dominada, a menos que os pesos
somem zero. A vantagem de usar esta forma e´ aumentar o
espac¸o de busca da direc¸a˜o fact´ıvel de descida, e com isso pode-
se demonstrar que a direc¸a˜o de Pareto descendente forma uma
aplicac¸a˜o regular de direc¸o˜es.
Pore´m, devido a` restric¸a˜o do conjunto via´vel (isto e´, x+v ∈ C),
nem sempre existe direc¸a˜o fact´ıvel de descida que e´ combinac¸a˜o
coˆnica dos gradientes negativos (ver Figura 10). Quando na˜o
existir, a direc¸a˜o de Pareto descendente e´ tomada como sendo a
direc¸a˜o linear.
Na versa˜o original da direc¸a˜o de Pareto descendente, m pro-
blemas de programac¸a˜o linear eram resolvidos para determinar
w, cada um minimizando uma componente wj sujeito a que
−Jf (x)Jf (x)Tw  0 e w ∈ [0, 1]m, e isso resultava em m vetores
w distintos. Enta˜o a direc¸a˜o final tomada usava uma combinac¸a˜o
convexa entre os pesos encontrados. A versa˜o modificada utili-
zada simplifica para haver somente um problema a ser resolvido.
Ale´m disso, quando uma direc¸a˜o fact´ıvel de descida na˜o era
encontrada na versa˜o original, um problema semelhante a` direc¸a˜o
linear era resolvido, mas em vez de minimizar max
j∈{1,...,m}
∇fj(x)T v,
era minimizado wT v sujeito a max
j∈{1,...,m}
∇fj(x)T v  0, com w
vetor aleatoriamente gerado, e diversas minimizac¸o˜es eram feitas
com vetores w aleato´rios diferentes para obter uma combinac¸a˜o
coˆnica entre todas as direc¸o˜es v encontradas. Mais detalhes em
(HARADA et al., 2006).
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−∇f2(x)
−∇f1(x) x
Exemplo de f : R2 → R2
direc¸o˜es de descida
combinac¸o˜es coˆnicas de −∇fj(x)
conjunto via´vel (C ⊆ R2)
gradientes negativos
Figura 10 – Exemplo onde nenhuma direc¸a˜o de descida v ∈ R2
fact´ıvel (x+ v ∈ C) e´ combinac¸a˜o coˆnica dos gradi-
entes negativos.
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Definic¸a˜o 14. Suponha o conjunto via´vel C ⊆ Rn na˜o
vazio, convexo e fechado, f : Rn → Rm diferencia´vel em um
aberto contendo C. Fixe β > 0.
Defina, ∀x ∈ C, Lx ∈ R como
Lx := min
j∈{1,...,m}
‖∇fj(x)‖.
Seja x ∈ C.
Se Lx = 0, a direc¸a˜o de Pareto descendente de f em x e´
definida como v˜ = 0 ∈ Rn.
Se Lx 6= 0, defina Ax ∈ Rm×m matriz diagonal como
(Ax)jj :=
Lx
‖∇fj(x)‖ , j ∈ {1, . . . ,m}.
Seja w˜ ∈ Rn definida como
w˜ =

argmin
w∈Rm
x−Jf (x)TAxw∈C
max
j∈{1,...,m}
−Lx∇fj(x)
TJf (x)
TAxw
‖∇fj(x)‖
sujeito a 1Tw ≤ 1,
w  0.
(4.11)
A direc¸a˜o de Pareto descendente de f em x e´ v˜ ∈ Rn:
v˜ =
 −Jf (x)TAxw˜, se − Jf (x)Jf (x)TAxw˜  −βL2x1m,direc¸a˜o linear, se − Jf (x)Jf (x)TAxw˜  −βL2x1m.
(4.12)
O problema (4.11) esta´ bem definido pois consiste em mini-
mizar uma func¸a˜o cont´ınua em um compacto na˜o vazio.
O β serve para evitar que a direc¸a˜o de Pareto descendente
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obtenha direc¸o˜es fact´ıveis de descida quase nulas pro´xima de
pontos na˜o cr´ıticos, que podem ocorrer dependendo do conjunto
via´vel.
Proposic¸a˜o 22. Suponha o conjunto via´vel C ⊆ Rn na˜o
vazio, convexo e fechado, f : Rn → Rm continuamente dife-
rencia´vel em um aberto contendo C e γ : C → R onde γ(x)
e´ definida como uma direc¸a˜o de Pareto descendente em x,
∀x ∈ C.
Enta˜o γ e´ aplicac¸a˜o regular de direc¸o˜es, da Definic¸a˜o 5.
Demonstrac¸a˜o. Sera´ mostrado que todas condic¸o˜es da Definic¸a˜o
5 sa˜o satisfeitas.
Sejam w˜ ∈ Rn, Ax ∈ Rm×m, Lx ∈ R e β > 0 da Definic¸a˜o
14.
Condic¸a˜o (i.) Seja x ∈ C.
Se Lx = 0 enta˜o x e´ ponto cr´ıtico, e γ(x) = 0 ∈ Rn.
Suponha Lx 6= 0. Neste caso, se γ(x) e´ a direc¸a˜o linear
enta˜o γ(x) = 0 ∈ Rn se x e´ ponto cr´ıtico e γ(x) e´ uma
direc¸a˜o fact´ıvel de descida se x na˜o e´ ponto cr´ıtico.
Suponha enta˜o γ(x) = −Jf (x)TAxw˜, de (4.12). Enta˜o γ(x)
e´ uma direc¸a˜o fact´ıvel de descida, pois para γ(x) ser defi-
nido desta forma em (4.12), e´ necessa´rio que Jf (x)γ(x) 
−βL2x1m ≺ 0. Portanto, x na˜o e´ ponto cr´ıtico.
Condic¸a˜o (ii.) Sejam K ⊆ C um compacto e x ∈ K.
Se γ(x) e´ direc¸a˜o linear, ele e´ limitado por algum nu´mero
real, pois a direc¸a˜o linear e´ limitada sob compactos pela
Proposic¸a˜o 20.
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Se γ(x) e´ da forma γ(x) = −Jf (x)TAxw˜, de (4.12) enta˜o
‖γ(x)‖ = ‖Jf (x)TAxw˜‖ ≤ ‖Jf (x)‖‖Ax‖‖w˜‖,
e como Ax e w˜ sa˜o limitados, e Jf e´ limitado sob compactos
por ser cont´ınua, γ(x) e´ limitado por algum nu´mero real.
Se x ∈ K e´ ponto cr´ıtico enta˜o γ(x) = 0.
Logo, γ(K) e´ limitado.
Condic¸a˜o (iii.) Sejam {xk}k∈N ⊆ C na˜o cr´ıticos e xk → x ∈
C na˜o cr´ıtico. Sera´ mostrado que
lim sup
k→+∞
Jf (xk)γ(xk) ≺ 0.
Se γ(xk) e´ direc¸a˜o linear enta˜o Jf (xk)γ(xk) ja´ e´ limitada
superiormente, na ordem parcial do Rm, por valores nega-
tivos, pois a direc¸a˜o linear satisfaz a condic¸a˜o (iii.).
Pela continuidade de Jf e como xk → x na˜o cr´ıtico enta˜o
∃N ∈ N e ∃L > 0 tais que ∀k > N , L < Lk.
Por (4.12) da direc¸a˜o de Pareto descendente, se γ(xk) =
−Jf (x)TAxw˜ enta˜o Jf (x)T γ(xk)  −βLx1m. Logo,
Jf (x)γ(xk)  −βL2x1m  −βL21m ≺ 0
=⇒ lim sup
k→+∞
Jf (x)γ(xk)  −βL21m ≺ 0.
Logo, a direc¸a˜o de Pareto descendente gera uma aplicac¸a˜o regular
de direc¸o˜es. 
Pela Proposic¸a˜o 22, o Algoritmo 2 com a direc¸a˜o de Pareto
descendente satisfaz as condic¸o˜es do Teorema 1.
Um problema equivalente a (4.12) que tambe´m resulta na
direc¸a˜o de Pareto descendente e´ descrito abaixo, que e´ uma versa˜o
mais conveniente para implementac¸a˜o.
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Proposic¸a˜o 23. Suponha o conjunto via´vel C ⊆ Rn na˜o
vazio, convexo e fechado, f : Rn → Rm diferencia´vel em um
aberto contendo C, β > 0 e x ∈ C
Sejam Lx ∈ R e Ax ∈ Rm×m matriz diagonal onde
Lx := min
j∈{1,...,m}
‖∇fj(x)‖,
(Ax)jj :=

0, se Lx = 0,
Lx
‖∇fj(x)‖ , j ∈ {1, . . . ,m}, se Lx > 0.
Sejam w˜ ∈ Rn e τ˜ ∈ R definidas como
(w˜, τ˜) =

argmin
(w,τ)∈Rm×R
x−Jf (x)Tw∈C
τ
sujeito a Jf (x)Jf (x)
TAxw + τ1
m  0,
1Tw ≤ 1,
w  0.
(4.13)
Seja v˜ ∈ Rn definida como
v˜ =
 direc¸a˜o linear, se τ˜ > −βL2x,−Jf (x)T w˜, se τ˜ ≤ −βL2x. (4.14)
Enta˜o v˜ e´ a direc¸a˜o de Pareto descendente em x.
Demonstrac¸a˜o. Caso Lx = 0 enta˜o v˜ = 0 ∈ Rn e´ soluc¸a˜o de
(4.13) e, portanto, direc¸a˜o central em x. Suponha Lx 6= 0.
Suponha Lx 6= 0. Note a equivaleˆncia
Jf (x)Jf (x)
TAxw + τ1
m  0
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⇐⇒ τ ≥ max
j∈{1,...,m}
−Lx∇fj(x)
TJf (x)
Tw
‖∇fj(x)‖ .
Por τ ser minimizado,
τ = max
j∈{1,...,m}
−Lx∇fj(x)
TJf (x)
Tw
‖∇fj(x)‖ .
Assim,
w˜ =

argmin
w∈Rm
x−Jf (x)TAxw∈C
max
j∈{1,...,m}
−Lx∇fj(x)
TJf (x)
Tw
‖∇fj(x)‖
sujeito a 1Tw ≤ 1,
w  0,
que e´ o mesmo problema de (4.11) da Definic¸a˜o 14.
Se τ˜ > −βL2x enta˜o −Jf (x)Jf (x)TAxw˜  −βL2x1m.
Se τ˜ ≤ −βL2x enta˜o −Jf (x)Jf (x)TAxw˜  −βL2x1m.
Portanto, (4.14) e´ o mesmo que (4.11) da Definic¸a˜o 14, logo,
v˜ e´ uma direc¸a˜o de Pareto descendente em x. 
O problema (4.13) na Proposic¸a˜o 23 e´ um problema de pro-
gramac¸a˜o linear, quando C pode ser definido por restric¸o˜es linea-
res.
Pode-se comparar a direc¸a˜o linear com a direc¸a˜o de Pareto
descendente quanto ao tempo necessa´rio para computar. Ambas
resolvem problemas de programac¸a˜o linear muito semelhantes.
A matriz que representa as restric¸o˜es lineares na direc¸a˜o de
Pareto descendente possui, no pior caso, 4m+ 1 linhas e m+ 1
colunas, enquanto na direc¸a˜o linear, a matriz possui m linhas e
n+ 1 colunas. Normalmente, n e´ muito maior que m, e isso faz
com que, em va´rios casos, o tempo necessa´rio para computar a
direc¸a˜o de Pareto descendente seja menor.
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Pore´m, direc¸a˜o de Pareto descendente depende da direc¸a˜o
linear pois nem sempre existe direc¸a˜o fact´ıvel de descida que
e´ combinac¸a˜o coˆnica dos gradientes negativos. Nestes casos, a
direc¸a˜o de Pareto descendente leva mais tempo para computar
que a direc¸a˜o linear.
A Figura 11 apresenta um exemplo com todas direc¸o˜es anali-
sadas.
x
Exemplo com f : R2 → R3 e C = R2
Direc¸o˜es fact´ıveis de descida
Gradientes negativos: −∇fj(x)
Direc¸a˜o de Cauchy multiobjetivo
Direc¸a˜o central
Direc¸a˜o linear
Direc¸a˜o de Pareto descendente
Figura 11 – Exemplo com todas direc¸o˜es fact´ıveis de descida
analisadas.
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5 Experimentos nume´ricos
Todos os experimentos computacionais foram rodados no
software GNU Octave versa˜o 4.2.2 (GNU, 2018), no sistema
operacional Ubuntu 18.04.1 (Canonical, 2018). Os co´digos fontes
gerados neste trabalho esta˜o dispon´ıveis em (GitHub, 2018).
Nos casos em que haviam apenas duas func¸o˜es componentes
e em que os gradientes negativos pertenciam ao conjunto via´vel
(C − x), utilizou-se as formas diretas da direc¸a˜o de Cauchy
Multiobjetivo (ver Proposic¸a˜o 27 do Apeˆndice D) e da direc¸a˜o
central (ver Proposic¸a˜o 28 do Apeˆndice D), a fim de se obter um
melhor desempenho.
Para resolver os subproblemas de programac¸a˜o linear, da
direc¸a˜o linear e Pareto descendente, foi utilizada a func¸a˜o glpk
do Octave. Segundo a documentac¸a˜o da func¸a˜o, o problema
de programac¸a˜o linear e´ resolvido pelo revised simplex method
utilizando dual-phase primal simplex.
Para os subproblemas de programac¸a˜o quadra´tica, da direc¸a˜o
de Cauchy multiobjetivo e central, foi usada a func¸a˜o qp do
Octave. Segundo a documentac¸a˜o da func¸a˜o, o problema de
programac¸a˜o quadra´tica e´ resolvido pelo algoritmo non-negative
least squares (NNLS).
O glpk apresentou mensagens de instabilidade nume´rica em
alguns casos. Segundo a documentac¸a˜o, isso ocorre quando a
soluc¸a˜o na˜o esta´ mais dentro do conjunto via´vel devido a muitos
erros de arredondamento acumulados. Valores maiores de ∆x
foram suficiente para eliminar a instabilidade nume´rica na maioria
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dos casos. O paraˆmetro da direc¸a˜o linear usado foi
∆x = 10
−2 + min
j∈{1,...,m}
‖∇fj(x)‖.
Com este ∆x, as direc¸o˜es obtidas possuem norma proporcio-
nal a` norma dos gradientes. Nos casos de instabilidade nume´rica,
o termo 10−2 foi substitu´ıdo por 10−1, 100, . . . , 103, ate´ uma
soluc¸a˜o ser obtida. Em caso ainda de instabilidade nume´rica
utilizando o termo 103, a rodada foi considerada como na˜o con-
vergente. Evitou-se usar inicialmente o termo constante grande,
como 103, pois isso gera direc¸o˜es com norma grande, e com isso
pode ser necessa´rio muitas iterac¸o˜es no backtracking, aumentando
consideravelmente o tempo para convergeˆncia. Todos problemas
que sera˜o apresentados possuem o min
j∈{1,...,m}
‖∇fj(x)‖ limitado
sob compactos, o que faz com que ∆x satisfac¸a todas condic¸o˜es
necessa´rias da Definic¸a˜o 13.
O paraˆmetro da direc¸a˜o de Pareto descendente usado foi
β = 10−1. O paraˆmetro da condic¸a˜o de Armijo utilizado em
todos os me´todos foi σ = 10−4. Os demais paraˆmetros foram
especificados em cada problema.
Todos experimentos computacionais foram feitos considerando
func¸o˜es f : Rn → Rm onde m ∈ {2, 3}. Em func¸o˜es com m
maiores, a chance de existir alguma direc¸a˜o que forma um aˆngulo
de mais de 90◦ com todos gradientes se torna menor, o que faz
com que quase todos pontos sejam cr´ıticos.
5.1 Colec¸a˜o de problemas
Nesta sec¸a˜o sa˜o apresentados diversos problemas para com-
parar os me´todos analisados. Tambe´m foram utilizados na
comparac¸a˜o resultados obtidos em (LUCAMBIO PE´REZ; PRU-
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DENTE, 2018) com uma variac¸a˜o de um me´todo chamado Polak-
Ribie`re-Polyak, que e´ denotado no artigo por PRP+. Se trata de
um me´todo de gradientes conjugados na˜o-linear para otimizac¸a˜o
vetorial.
O crite´rio de parada para os me´todos de direc¸a˜o de Cauchy
multiobjetivo e central foi
max
j∈{1,...,m}
∇fj(xk)T vk + 1
2
‖vk‖2 ≥ −7,45.10−8,
que e´ o mesmo crite´rio usado para o PRP+ em (LUCAMBIO
PE´REZ; PRUDENTE, 2018). Assim como no artigo, foram
permitidas no ma´ximo 10.000 iterac¸o˜es.
Para os me´todos de direc¸a˜o linear e Pareto descendente, o
crite´rio de parada foi
max
j∈{1,...,m}
∇fj(xk)T vk ≥ −7,45.10−8.
Cada problema foi rodado 20 vezes para cada me´todo, com
pontos iniciais aleato´rios de um conjunto que e´ definido em
cada problema, que coincide em alguns casos com o conjunto
via´vel. Estes conjuntos foram os mesmos usados em (LUCAMBIO
PE´REZ; PRUDENTE, 2018).
Os problemas foram divididos em treˆs partes. Na Sec¸a˜o 5.1.1,
problemas de func¸o˜es convexas. Na Sec¸a˜o 5.1.2, problemas de
func¸o˜es na˜o convexas. E na Sec¸a˜o 5.1.3, problemas que se tornam
dif´ıceis com n maiores.
5.1.1 Problemas de func¸o˜es convexas
A Tabela 1 apresenta problemas convexos que sa˜o resolvidos,
e os resultados sa˜o apresentados na Tabela 2. Os resultados para
o me´todo PRP+ foram obtidos diretamente de (LUCAMBIO
PE´REZ; PRUDENTE, 2018).
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Pode-se observar que os me´todos Cauchy e central obtiveram
maior taxa de convergeˆncia que os me´todos linear e Pareto. O
me´todo central obteve melhores resultados que o me´todo Cauchy
no problema FDS, mas nos demais problemas, os dois me´todos
obtiveram resultados semelhantes. De modo geral, o me´todo
PRP+ obteve os melhores resultados.
O problema FDS foi obtido em (FLIEGE; DRUMMOND;
SVAITER, 2009), o Lov1 em (LOVISON, 2010) e os demais,
JOS1, MOP7 e SP1, em (HUBAND et al., 2006).
Problema Func¸a˜o a ser minimizada
FDS
x ∈ [-2, 2]n
f1 :
∑n
k=1 k(xk − k)4
n2
f2 : exp(1
Tx/n) + ‖x‖2
f3 :
∑n
k=1 k(n− k + 1) exp(−xk)
n(n+ 1)
JOS1
x ∈ Rn
f1 : ‖x‖2/n
f2 : ‖x− 2(1n)‖2/n
Lov1
x ∈ R2
f1 : 1,05x
2
1 + 0,98x
2
2
f2 : 0,99(x1 − 3)2 + 1,03(x2 − 2,5)2
MOP7
x ∈
[-400, 400]
2
f1 :
(x1 − 2)2
2
+
(x2 + 1)
2
13
+ 3
f2 :
(x2 + x1 − 3)2
36
+
(x2 − x1 + 2)2
8
− 17
f3 :
(2x2 + x1 − 1)2
175
+
(2x2 − x1)2
17
− 13
SP1
x ∈ R2
f1 : (x1 − 1)2 + (x1 − x2)2
f2 : (x2 − 3)2 + (x1 − x2)2
Tabela 1 – Problemas convexos de minimizac¸a˜o.
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Cauchy Central Linear Pareto PRP
FDS % 80 100 0 0 100
n = 50 It. 1984 61 - - 46
m = 3 f 13492 61 - - 507
[-2, 2]n T. 14,9s 0,5s - - -
JOS1 % 100 100 5 85 100
n = 1000 It. 6877 6931 1716 4917 1
m = 2 f 6877 6931 3861 5048 18
[-104,104]n T. 72,4s 39,8s 13,5s 24,8s -
Lov1 % 100 100 100 100 100
n = 2 It. 4 6 20 14 3
m = 2 f 7 12 161 203 29
[-100,100]n T. 0,0s 0,0s 0,0s 0,0s -
MOP7 % 100 100 100 100 100
n = 2 It. 165 168 96 116 3
m = 3 f 165 168 100 117 52
[-400,400]n T. 0,3s 0,3s 0,2s 0,2s -
SP1 % 100 100 100 100 100
n = 2 It. 11 10 19 15 3
m = 2 f 27 24 156 139 28
[-100,100]n T. 0,0s 0,0s 0,0s 0,0s -
Tabela 2 – Taxa de sucesso e mediana do nu´mero de iterac¸o˜es,
da quantidade de avaliac¸o˜es de f e do tempo, para
cada me´todo e problema. Os pontos iniciais foram
tomados no conjunto indicado na primeira coluna da
tabela. Os casos que na˜o convergiram nos me´todos
de direc¸a˜o linear e Pareto descendente foram devi-
dos a` instabilidade nume´rica no glpk. No caso do
me´todo de Cauchy multiobjetivo, a causa foi ma´ximo
de iterac¸o˜es atingido. Na˜o ha´ informac¸a˜o de tempo
para o PRP+.
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5.1.2 Problemas de func¸o˜es na˜o convexas
A Tabela 4 apresenta resultados de problemas da Tabela 3.
Problema Func¸a˜o a ser minimizada
FF1
x ∈ R2
f1 : 1− exp(−(x1 − 1)2 − (x2 + 1)2)
f2 : 1− exp(−(x1 + 1)2 − (x2 − 1)2)
Hil1
x ∈ R2
f1 : cos(2pia(x)/360)b(x)
f2 : sen(2pia(x)/360)b(x)
a(x) = 45 + 40 sen(2pix1) + 25 sen(2pix2)
b(x) = 1 + 0,5 cos(2pix1)
MMR5
x ∈
[-5, 5]
n
f1 :
(
1
n
n∑
k=1
b(xk)
)1/4
f2 :
(
1
n
n∑
k=1
b(xk − 1,5)
)1/4
b(xk) = x
2
k − 10 cos(2pixk) + 10
MOP5
x ∈
[-30, 30]
2
f1 : 0,5‖x‖2 + sen
(‖x‖2)
f2 :
(3x1 − 2x2 + 4)2
8
+
(x1 − x2 + 1)2
27
+ 15
f3 :
1
‖x‖2 + 1 − 1,1 exp(−‖x‖
2)
VU1
x ∈
[-3, 3]
2
f1 :
1
‖x‖2 + 1
f2 : x
2
1 + 3x
2
2 + 1
Tabela 3 – Problemas na˜o convexos de minimizac¸a˜o.
O problema Hil1 foi obtido em (HILLERMEIER, 2000), o
MMR5 em (MIGLIERINA; MOLHO; RECCHIONI, 2008) e os
demais, FF1, MOP5 e VU1, em (HUBAND et al., 2006).
Os me´todos Cauchy, central, linear e Pareto obtiveram re-
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sultados semelhantes de modo geral, com excec¸a˜o do problema
MMR5 em que os me´todos linear e Pareto convergiram em me-
nos iterac¸o˜es. Vale notar tambe´m que o me´todo central obteve
melhores resultados que o me´todo PRP+ no problema VU1.
Cauchy Central Linear Pareto PRP
FF1 % 100 100 100 100 100
n = 2 It. 27 42 21 25 13
m = 2 f 27 42 199 232 103
[-1, 1]n T. 0,0s 0,0s 0,0s 0,1s -
Hil1 % 100 100 100 100 100
n = 2 It. 8 5 10 10 11
m = 2 f 25 18 163 169 95
[0, 1]n T. 0,0s 0,0s 0,0s 0,0s -
MMR5 % 100 100 100 100 100
n = 100 It. 5557 5952 706 706 282
m = 2 f 5557 5952 7234 7234 1920
[-5, 5]n T. 7,3s 8,9s 1,8s 2,3s -
MOP5 % 100 100 100 100 100
n = 2 It. 21 31 11 13 2
m = 3 f 21 31 36 56 21
[-1, 1]n T. 0,0s 0,1s 0,0s 0,0s -
VU1 % 100 100 100 100 100
n = 2 It. 158 77 212 212 951
m = 2 f 384 77 1911 1911 4246
[-3, 3]n T. 0,1s 0,0s 0,4s 0,5s -
Tabela 4 – Taxa de sucesso e mediana do nu´mero de iterac¸o˜es,
da quantidade de avaliac¸o˜es de f e do tempo, para
cada me´todo e problema. Os pontos iniciais foram
tomados no conjunto indicado na primeira coluna da
tabela. Na˜o ha´ informac¸a˜o de tempo para o PRP+.
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f1(x)
f 2
(x
)
Imagem do problema FF1 com x ∈ [−1, 1]2
f1(x)
f 2
(x
)
Pontos iniciais e finais usando direc¸a˜o de Cauchy
Figura 12 – Parede o´tima obtida resolvendo 200 vezes o problema
FF1 pelo me´todo da direc¸a˜o de Cauchy multiobjetivo.
Cada ponto inicial (pontos menores) esta´ ligado por
uma linha a` soluc¸a˜o obtida (pontos maiores).
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f1(x)
f 2
(x
)
Imagem do problema Hil1 com x ∈ [0, 1]2
f1(x)
f 2
(x
)
Pontos iniciais e finais resolvido com direc¸a˜o linear
Figura 13 – Parede o´tima obtida resolvendo 200 vezes o problema
Hil1 pelo me´todo da direc¸a˜o linear. Cada ponto
inicial (pontos menores) esta´ ligado por uma linha a`
soluc¸a˜o obtida (pontos maiores).
106 Cap´ıtulo 5. Experimentos nume´ricos
f1(x)
f 2
(x
)
Imagem do problema VU1 com x ∈ [−3, 3]2
f1(x)
f 2
(x
)
Pontos iniciais e finais resolvido com direc¸a˜o central
Figura 14 – Parede o´tima obtida resolvendo 200 vezes o problema
VU1 pelo me´todo da direc¸a˜o central. Cada ponto
inicial (pontos menores) esta´ ligado por uma linha a`
soluc¸a˜o obtida (pontos maiores).
As Figuras 12, 13 e 14 apresentam uma estimativa da parede
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o´tima dos problemas FF1, Hil1 e VU1 em 200 rodadas, onde em
cada problema foi resolvido com um me´todo diferente, utilizando
como crite´rio de parada max
j∈{1,...,m}
∇fj(xk)T vk ≥ −10−8.
5.1.3 Problemas dif´ıceis
Os problemas FDS (Tabela 1) e MMR5 (Tabela 3) foram
resolvidos tambe´m para n ≥ 200, onde estes problemas se tornam
mais dif´ıceis.
No caso do FDS, apenas o me´todo da direc¸a˜o central convergiu
para um ponto cr´ıtico. O me´todo da direc¸a˜o linear, Cauchy e
Pareto convergiram em menos de 10% das rodadas. Os resultados
sa˜o apresentados na Tabela 5. Para n > 2000, o me´todo na˜o
converge em menos de 15 minutos, que foi o tempo ma´ximo
permitido.
FDS usando direc¸a˜o central
n Sucesso Iterac¸o˜es Eval. f Tempo
200 100% 67 67 2s
500 100% 68 68 15s
1000 100% 69 69 102s
2000 100% 72 72 883s
Tabela 5 – Problema FDS utilizando o me´todo da direc¸a˜o central.
No caso do MMR5, apenas os me´todos da direc¸a˜o linear
e Pareto descendente convergiram para um ponto cr´ıtico. Os
me´todos Cauchy multiobjetivo e central atingiram o limite de
iterac¸o˜es sem convergir. O desempenho do me´todo da direc¸a˜o
linear foi ligeiramente superior, e e´ apresentado na Tabela 6.
Para n > 2000, o problema de programac¸a˜o linear apresentou
muita instabilidade nume´rica no glpk.
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MMR5 usando direc¸a˜o linear
n Sucesso Iterac¸o˜es Eval. f Tempo
200 100% 730 6769 2s
500 100% 444 3105 2s
1000 100% 313 1627 3s
2000 100% 237 816 12s
Tabela 6 – Problema MMR5 utilizando o me´todo da direc¸a˜o
linear.
5.2 Portifo´lio
O problema de portifo´lio consiste em encontrar uma distri-
buic¸a˜o de ativos que traga o maior retorno com o menor risco
poss´ıvel.
Em um portifo´lio de n ∈ N ativos, a distribuic¸a˜o desejada e´
representada por um vetor w ∈ Rn onde 1Tw = 1 e w  0. Ou
seja, o vetor w indica o peso que cada ativo tem dentro de um
carteira de ativos.
Nesta aplicac¸a˜o, diversas bases de dados reais de portifo´lio
foram utilizadas (BRUNI et al., 2016).
Para cada rodada, e´ gerada uma matriz A ∈ R52×n contendo
dados de ganhos e perdas de n ativos de um portifo´lio em um
per´ıodo de 52 semanas. O vetor Aw ∈ R52 corresponde ao
retorno obtido em cada uma das 52 semanas, quando e´ usada a
distribuic¸a˜o w de ativos. O retorno total negativo (para poder
ser minimizado) e´ obtido como
f1(w) = −1TAw.
E´ gerada tambe´m uma matriz C ∈ Rn×n, que e´ a matriz
de covariaˆncia entre os ativos, obtida da matriz A. O risco
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associado pode ser definido como sendo a variaˆncia do portifo´lio
(MARKOWITZ, 1952), que e´ dado por
f2(w) = w
TCw.
Portanto, o problema a ser minimizado e´
argmin
w∈Rn
f(w) =
f1(w)
f2(w)
 =
−1TAw
wTCw

sujeito a 1Tw = 1
w  0.
Para verificar a qualidade da soluc¸a˜o obtida, utiliza-se uma
matriz B ∈ R12×n, que conte´m dados de ganhos e perdas das 12
semanas seguintes aos dados da matriz A. Portanto, verifica-se a
qualidade do resultado calculando-se 1TBw.
O artigo com as fontes de dados tambe´m apresenta os vetores
w ∈ [0, 1]n para cada matriz A utilizando 6 modelos de selec¸a˜o
de portifo´lios diferentes, apresentados na Tabela 7. Para mais
detalhes, ver (BRUNI et al., 2016).
Os portifo´lios usados esta˜o indicados na Tabela 8 (BRUNI et
al., 2016).
O crite´rio de parada foi max
j∈{1,2}
∇fj(wk)T vk ≥ −10−7, nos
portifo´lios com menos de 100 ativos, e max
j∈{1,2}
∇fj(wk)T vk ≥
−10−6 nos demais portifo´lios. Foram permitidas no ma´ximo
10.000 iterac¸o˜es. O ponto inicial usado em cada rodada foi
x0 =
1
n
1n.
Os resultados obtidos esta˜o na Tabela 9. Pode-se observar
que os me´todos analisados (direc¸a˜o Cauchy multiobjetivo, direc¸a˜o
central, direc¸a˜o linear e direc¸a˜o de Pareto descendente) obtiveram
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Nome Descric¸a˜o
CZeSD Cumulative Zero-order epsilon Stochastic Do-
minance
RMZ SSD Roman-Mitra-Zviarovich Second-Order Sto-
chastic Dominance
LR ASSD Lizyayev-Ruszczynski approximate Second-
Order Stochastic Dominance
L SSD Luedtke Second-Order Stochastic Dominance
KP SSD Post-Kopa Second-Order Stochastic Domi-
nance
MeanVar Markowitz Mean-Variance
Tabela 7 – Modelos de selec¸a˜o de portifo´lios usados para com-
parar com resultados obtidos usando os me´todos de
descida. Para detalhes destes modelos, ver (BRUNI
et al., 2016).
Portifo´lio Ativos (n) E´pocas
DowJones 28 110
NASDAQ100 82 46
FTSE100 83 56
SP500 442 46
NASDAQComp 1203 53
FF49Industries 49 190
Tabela 8 – Portifo´lios usados. A coluna e´pocas indica a quanti-
dade de matrizes A e B diferentes que foram obtidas
utilizando a base de dados do portifo´lio.
retornos intermedia´rios em relac¸a˜o aos me´todos espec´ıficos para
problemas de portifo´lio.
A taxa de sucesso na convergeˆncia, o tempo me´dio e a quan-
tidade me´dia de iterac¸o˜es utilizadas sa˜o apresentadas na Tabela
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Retorno trimestral me´dio em % (1TBw)
Me´todo
Dow
Jones
NAS.
100
FTSE
100
SP
500
NAS.
Comp
FF49
Indu.
Cauchy 2,5 3,7 2,8 2,2 1,9 5,1
Central 2,6 4,0 3,1 2,3 2,6 5,1
Linear 2,5 3,2 3,3 1,9 3,1 5,0
Pareto 2,4 3,2 3,3 1,9 3,2 5,1
CZeSD 2,7 4,7 2,5 3,1 3,6 6,0
KP ssd 4,3 6,5 6,0 4,2 1,7 7,2
L ssd 2,1 4,0 3,4 2,1 1,8 5,0
LR assd 2,4 3,1 2,4 2,7 3,6 3,5
MeanVar 2,2 3,2 3,2 2,1 1,7 4,9
RMZ ssd 2,0 3,3 4,0 2,5 4,1 5,4
Tabela 9 – Retorno me´dio, para cada portifo´lio e me´todo. Os
piores e melhores retornos esta˜o destacados. Os resul-
tados dos 6 modelos de selec¸a˜o de portifo´lios foram
obtidos diretamente de (BRUNI et al., 2016).
10. Pode-se observar que os me´todos de programac¸a˜o linear
(linear e Pareto descendente) chegaram a um ponto cr´ıtico mais
rapidamente que os me´todos de programac¸a˜o quadra´tica (Cauchy
multiobjetivo e central), especialmente nos portifo´lios com maior
quantidade de ativos.
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Portifo´lio Cauchy Central Linear Pareto
Dow Jones
100%
236 it.
0,6s
100%
228 it.
0,6s
100%
25 it.
0,1s
100%
22 it.
0,1s
NASDAQ100
100%
274 it.
1,7s
100%
271 it.
1,5s
100%
28 it.
0,1s
100%
28 it.
0,1s
FTSE100
100%
222 it.
1,3s
100%
225 it.
1,3s
100%
23 it.
0,1s
100%
24 it.
0,1s
SP500
100%
35 it.
11,4s
100%
36 it.
10,1s
100%
17 it.
0,1s
100%
17 it.
0,1s
NASDAQComp
87%
16 it.
180,7s
91%
21 it.
207,4s
100%
42 it.
2,1s
100%
41 it.
2,1s
FF49Industries
100%
272 it.
1,0s
100%
244 it.
0,9s
100%
34 it.
0,1s
100%
32 it.
0,1s
Tabela 10 – Taxa de convergeˆncia, nu´mero de iterac¸o˜es e tempo
me´dios para encontrar a soluc¸a˜o em cada portifo´lio e
me´todo. As taxas de convergeˆncias inferiores a 100%
foram devidas ao ma´ximo de iterac¸o˜es atingidas no
subproblema de programac¸a˜o quadra´tica.
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Conclusa˜o
Neste trabalho foram analisados os me´todos de direc¸a˜o Cauchy
multiobjetivo, central, linear e Pareto descendente. Os me´todos
de direc¸a˜o Cauchy multiobjetivo e linear ja´ existiam na literatura.
O me´todo de direc¸a˜o de Pareto descendente e´ uma variac¸a˜o
proposta de um me´todo tambe´m ja´ existente, e o me´todo da
direc¸a˜o central e´ uma variac¸a˜o proposta do me´todo de direc¸a˜o
de Cauchy multiobjetivo.
Nos Cap´ıtulos 2, 3 e 4 foi desenvolvida a teoria para mostrar
que todo ponto limite gerado pelos me´todos de descida analisados
sa˜o ponto cr´ıtico ou o´timo de Pareto, sob certas condic¸o˜es na
func¸a˜o f : Rn → Rm e no conjunto via´vel C ⊆ Rn. Foi poss´ıvel
mostrar resultados mais fortes para os me´todos Cauchy multiob-
jetivo e central, garantindo a convergeˆncia da sequeˆncia gerada
sob certas hipo´teses.
Este trabalho trouxe como contribuic¸a˜o a criac¸a˜o do conceito
de aplicac¸a˜o regular de direc¸o˜es, que generaliza o conceito de
sequeˆncias gradient-related de otimizac¸a˜o escalar para o contexto
de otimizac¸a˜o multiobjetivo. Este conceito permite demonstrar
mais facilmente a convergeˆncia das sequeˆncias geradas pelos
me´todos.
No Cap´ıtulo 5, uma colec¸a˜o de problemas e uma aplicac¸a˜o de
portifo´lio foram usadas para comparar os me´todos analisados.
Na colec¸a˜o de problemas convexos, os me´todos Cauchy mul-
tiobjetivo e central apresentaram melhores resultados que os
me´todos linear e Pareto descendente. Em especial, o me´todo
da direc¸a˜o central conseguiu resolver o problema FDS para di-
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menso˜es maiores, enquanto os treˆs outros me´todos na˜o convergi-
ram.
Na colec¸a˜o de problemas na˜o convexos, os me´todos analisa-
dos apresentaram semelhantes, mas no problema MMR5 com
dimensa˜o maiores foram os me´todos linear e Pareto descendente
que obtiveram melhores resultados.
Na aplicac¸a˜o de portifo´lio, os me´todos linear e Pareto des-
cendente se destacaram, especialmente nos portifo´lios com maior
quantidade de ativos.
Concluiu-se, portanto, que cada me´todo analisado pode se
sobressair em certos problemas. A convergeˆncia demonstrada se
comprovou na pra´tica, mas houveram problemas de instabilidade
nume´rica em alguns casos.
Existem muitas a´reas de estudo poss´ıveis no contexto deste
trabalho, como analisar outras direc¸o˜es de descida: direc¸a˜o de
Newton multiobjetivo, direc¸o˜es baseadas nos gradientes conjuga-
dos, entre outras.
Pode-se tambe´m aprofundar o estudo de problemas espec´ıficos
de otimizac¸a˜o multiobjetivo, como o problema de portifo´lio, que
foi apresentado de forma apenas introduto´ria.
Outro a´rea interessante e´ analisar as instabilidades nume´ricas,
que foram presenciadas em alguns casos para as direc¸o˜es linear
e Pareto descendente, de forma que se pudesse obter condic¸o˜es
sob as quais se teria garantia de que a soluc¸a˜o sera´ encontrada
de forma esta´vel.
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APEˆNDICE A – Conceitos
ba´sicos
Definic¸a˜o 15. Seja f : Rn → R. Enta˜o x˜ ∈ C ⊆ Rn e´ dito
minimizador global (ou o´timo) de f em C se
f(x˜) ≤ f(x), ∀x ∈ C.
Neste caso, C e´ dito ser o conjunto via´vel.
Proposic¸a˜o 24. Sejam f : Rn → R e x˜ ∈ Rn o minimiza-
dor global de f .
Enta˜o −f(x˜) e´ o valor ma´ximo da func¸a˜o −f .
Demonstrac¸a˜o.
f(x˜) ≤ f(x) =⇒ −f(x˜) ≥ −f(x), ∀x ∈ Rn.

Definic¸a˜o 16. Um conjunto C ⊆ Rn e´ dito convexo se
λx+ (1− λ)y ∈ C, ∀λ ∈ [0, 1],∀x, y ∈ C.
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Definic¸a˜o 17. Uma func¸a˜o f : Rn → R e´ dita sublinear se
todas as condic¸o˜es abaixo se aplicam:
i. f(λx) = λf(x), ∀x ∈ Rn,∀λ > 0.
(homogeˆnea positiva de grau 1)
Note que f(0) = λf(0),∀λ > 0 =⇒ f(0) = 0.
ii. f(x+ y) ≤ f(x) + f(y), ∀x, y ∈ Rn.
(subaditiva)
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APEˆNDICE B – Func¸o˜es
convexas
Definic¸a˜o 18. Se f : Rn → R e´ convexa em C ⊆ Rn
convexo enta˜o ∀x, y ∈ C
f(λx+ (1− λ)y) ≤ λf(x) + (1− λ)f(y), ∀λ ∈ [0, 1].
No caso de desigualdade estrita, isto e´, se x 6= y e
f(λx+ (1− λ)y) < λf(x) + (1− λ)f(y), ∀λ ∈ (0, 1),
enta˜o f e´ estritamente convexa em C.
Definic¸a˜o 19. Se f : Rn → Rm tem todas func¸o˜es compo-
nentes convexas em C ⊆ Rn convexo enta˜o, ∀x, y ∈ C,
f(λx+ (1− λ)y)  λf(x) + (1− λ)f(y), ∀λ ∈ [0, 1],
Neste caso, f sera´ dita convexa em C. Equivalentemente,
f(y + λ(x− y))  f(y) + λ(f(x)− f(y)), ∀λ ∈ [0, 1].
Se f tem ainda todas func¸o˜es componentes estritamente
convexas enta˜o, se x 6= y:
f(λx+ (1− λ)y) ≺ λf(x) + (1− λ)f(y), ∀λ ∈ (0, 1),
e, neste caso, f sera´ dita estritamente convexa em C.
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Proposic¸a˜o 25. Sejam C ⊆ Rn convexo, f : Rn → R
diferencia´vel e convexa em C e x ∈ C. Enta˜o
f(x+ v) ≥ f(x) +∇f(x)T v, ∀v ∈ Rn, x+ v ∈ C.
Demonstrac¸a˜o. Fixe x, v ∈ C. Como f e´ convexa, ∀λ ∈ (0, 1):
f(x+ λv) ≤ f(x) + λ(f(x+ v)− f(x))
=⇒ f(x+ λv)− f(x)
λ
+ f(x) ≤ f(x+ v)
=⇒ lim
λ→0+
f(x+ λv)− f(x)
λ
+ f(x) ≤ f(x+ v)
=⇒ ∇f(x)T v + f(x) ≤ f(x+ v).

Proposic¸a˜o 26. Sejam C ⊆ Rn convexo e f : Rn → R
uma func¸a˜o diferencia´vel e convexa em C. Enta˜o f e´ conti-
nuamente diferencia´vel em um aberto contendo C.
Demonstrac¸a˜o. Sejam x ∈ C, v ∈ Rn e {xk}k∈N ⊆ C uma
sequeˆncia onde xk → x.
Pela definic¸a˜o de gradiente, vale que
lim
λ→0+
f(x+ λv)− f(x)
λ
= ∇f(x)T v. (B.1)
Por outro lado, pela Proposic¸a˜o 25,
f(x+ λv) ≥ f(x) +∇f(x)Tλv, ∀λ ∈ (0, 1)
=⇒ f(x+ λv)− f(x)
λ
≥ ∇f(x)T v, ∀λ ∈ (0, 1). (B.2)
Assim, usando (B.1) e (B.2), conclui-se que
inf
λ>0
f(x+ λv)− f(x)
λ
= ∇f(x)T v. (B.3)
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Seja  > 0. Por (B.3), ∃λ ∈ (0, 1) tal que
f(x+ λv)− f(x)
λ
< ∇f(x)T v + . (B.4)
Novamente pela Proposic¸a˜o 25, agora com xk,
∇f(xk)T v ≤ f(xk + λv)− f(xk)
λ
. (B.5)
Como f e´ cont´ınua,
lim
k→+∞
f(xk + λv)− f(xk)
λ
=
f(x+ λv)− f(x)
λ
. (B.6)
Tomando lim sup em (B.5) e usando (B.4) e (B.6),
lim sup
k→+∞
∇f(xk)T v ≤ f(x+ λv)− f(x)
λ
< ∇f(x)T v + , (B.7)
e fazendo → 0,
lim sup
k→+∞
∇f(xk)T v ≤ ∇f(x)T v.
Repetindo (B.7) com −v, pode-se inferir
lim sup
k→+∞
∇f(xk)T (−v) < ∇f(x)T (−v) + 
=⇒ lim inf
k→+∞
∇f(xk)T v > ∇f(x)T v − ,
e fazendo → 0,
lim inf
k→+∞
∇f(xk)T v ≥ ∇f(x)T v.
Assim,
lim sup
k→+∞
∇f(xk)T v ≤ ∇f(x)T v ≤ lim inf
k→+∞
∇f(xk)T v
=⇒ lim
k→+∞
∇f(xk)T v = ∇f(x)T v.
Como a sequeˆncia {xk} e v foram arbitra´rios, isso implica que
∇f e´ cont´ınua em C, o que faz com que f seja continuamente
diferencia´vel em um aberto contendo C. 

125
APEˆNDICE C – Exemplos
adicionais
Exemplo 1 (Sequeˆncia na˜o convergente). Seja f : R2 → R
definida como o paraboloide
f(x) =
1
2
‖x‖2.
Sejam C = R2 o conjunto via´vel, σ ∈ (0, 1) e x0 ∈ R2 \ {0}.
Para a iterac¸a˜o k ∈ N e no ponto xk, considere as seguintes
varia´veis para o Algoritmo 1:
vk =
− senαk − cosαk
cosαk − senαk
xk, αk = 1
k + 1
,
tk = 2(1− σ) senαk.
Enta˜o vk e´ direc¸a˜o fact´ıvel de descida e tk satisfaz a condic¸a˜o
do [Passo 2]. Ale´m disso,
lim
k→+∞
‖xk‖ ≥ 2
pi
‖x0‖,
de onde se conclui que todo ponto limite da sequeˆncia gerada
{xk} na˜o e´ um ponto cr´ıtico.
Demonstrac¸a˜o. Seja k ∈ N. Note que
0 < αk < 1 ∧ ∇f(xk) = xk.
Primeiramente sera´ mostrado que vk e´ direc¸a˜o fact´ıvel de
descida.
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Seja xk =
a
b
 , com a, b ∈ R.
Enta˜o f(xk) =
‖xk‖2
2
=
a2 + b2
2
e
∇f(xk)T vk = xTk
− senαk − cosαk
cosαk − senαk
xk
=
[
a b
]−a senαk −b cosαk
a cosαk −b senαk

= −ab cosαk − a2 senαk − b2 senαk + ab cosαk
= −(a2 + b2) senαk
= −‖xk‖2 senαk
=⇒ ∇f(xk)T vk = −‖xk‖2 senαk (C.1)
Como αk > 0 enta˜o
∇f(xk)T vk =− ‖xk‖2 senαk < 0
⇐⇒ − ‖xk‖2 < 0
⇐⇒ ‖xk‖ > 0.
Ou seja, o u´nico ponto cr´ıtico de f e´ o vetor nulo. E se xk
na˜o for ponto cr´ıtico enta˜o, por (C.1), vk e´ direc¸a˜o fact´ıvel de
descida.
Agora sera´ demonstrado que tk satisfaz a condic¸a˜o do [Passo
2]. Antes, note que
2f(xk + tkvk) =(a(1− tk senαk)− tkb cosαk)2
+ (b(1− tk senαk) + tka cosαk)2
=a2(1− tk senαk)2 + t2kb2 cos2 αk
+ b2(1− tk senαk)2 + t2ka2 cos2 αk
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− 2ab(1− tk senαk)tk cosαk
+ 2ab(1− tk senαk)tk cosαk
=(a2 + b2)((1− tk senαk)2 + t2k cos2 αk)
=‖xk‖2(1− 2tk senαk + t2k)
=‖xk‖2(1 + t2k)− 2tk‖xk‖2 senαk,
que juntando com (C.1), chega-se em
2f(xk + tkvk) = ‖xk‖2(1 + t2k) + 2tk∇f(xk)T vk
=⇒ f(xk + tkvk) = f(xk) + t2kf(xk) + tk∇f(xk)T vk. (C.2)
Logo, para garantir um tk adequado, a condic¸a˜o do [Passo 2]
deve ser satisfeita:
f(xk + tkvk) ≤ f(xk) + σtk∇f(xk)T vk.
Note que so´ faz sentido definir tk se xk na˜o for ponto cr´ıtico.
O que implica, neste exemplo, que ‖xk‖ > 0. Substituindo
f(xk + tkvk) de (C.2) na condic¸a˜o do [Passo 2] chega-se em:
f(xk) + t
2
kf(xk) + tk∇f(xk)T vk ≤ f(xk) + σtk∇f(xk)T vk
⇐⇒ t2kf(xk) ≤ (σ − 1)tk∇f(xk)T vk
⇐⇒ tk ‖xk‖
2
2
≤ (σ − 1)∇f(xk)T vk
⇐⇒ tk ≤ 2(σ − 1)∇f(xk)
T vk
‖xk‖2
⇐⇒ tk ≤ 2(1− σ)‖xk‖
2 senαk
‖xk‖2
⇐⇒ 0 < tk ≤ 2(1− σ) senαk.
Enta˜o, escolhendo tk = 2(1 − σ) senαk, fica satisfeita a
condic¸a˜o do [Passo 2].
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Sera´ mostrado agora que cada iterac¸a˜o decresce uma quan-
tidade insuficiente a norma do ponto da iterac¸a˜o anterior para
que o ponto cr´ıtico deste exemplo seja atingido. Supondo que
xk na˜o e´ um ponto cr´ıtico (neste caso, significa que ‖xk‖ > 0) e
utilizando (C.2), pode-se deduzir que:
‖xk+1‖ = ‖xk + tkvk‖
=
√
2f(xk + tkvk)
=
√
2f(xk)(1− 2tk senαk + t2k)
= ‖xk‖
√
1− 2tk senαk + t2k
=⇒ ‖xk+1‖‖xk‖ =
√
1− 2tk senαk + t2k.
Analisando a raza˜o, e substituindo o tk,
‖xk+1‖
‖xk‖ =
√
1− 2tk senαk + t2k
=
√
1− 2(2(1− σ) senαk) senαk + (2(1− σ) senαk)2
=
√
1− 4(1− σ) sen2 αk + 4(1− σ)2 sen2 αk
=
√
1 + 4σ sen2 αk − 8σ sen2 αk + 4σ2 sen2 αk
=
√
1− 4σ sen2 αk + 4σ2 sen2 αk
=
√
1 + 4σ(σ − 1) sen2 αk.
Dentro da raiz existe um polinoˆmio de segundo grau na
varia´vel σ, com mı´nimo quando σ =
1
2
, que e´ o caso em que a
norma de xk mais decresce. Enta˜o, para obter o maior decre´scimo
da norma de xk, sera´ fixado σ =
1
2
:
‖xk+1‖
‖xk‖ =
√
1 + sen2 αk =
√
1 + sen2
1
k + 1
=⇒ ‖xk+1‖ = ‖xk‖
√
1 + sen2
1
k + 1
.
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Com esta relac¸a˜o, pode-se determinar a norma com k → +∞:
lim
k→+∞
‖xk‖ = ‖x0‖
+∞∏
k=1
√
1− sen2 1
k + 1
= ‖x0‖
+∞∏
k=1
cos
1
k + 1
.
(C.3)
E´ poss´ıvel mostrar que
+∞∏
k=1
cos
1
k + 1
> 0. Para isso, sera´
usado o produto infinito de Euler para o seno (EBERLEIN,
1977), que e´ dado pela identidade:
senα = α
+∞∏
k=1
(
1− α
2
k2pi2
)
, ∀α ∈ R.
Em particular,
1 = sen
pi
2
=
pi
2
+∞∏
k=1
(
1−
pi2
22
k2pi2
)
=⇒ 2
pi
=
+∞∏
k=1
(
1− 1
4k2
)
.
Sabendo que a expansa˜o em Taylor do cosseno e´
cos
1
k
= 1− 1
4k2
+
1
24k4
− 1
720k6
+ · · · > 1− 1
4k2
,
chega-se a` inequac¸a˜o
0 <
2
pi
=
+∞∏
k=1
(
1− 1
4k2
)
<
+∞∏
k=1
cos
1
k
<
+∞∏
k=1
cos
1
k + 1
< 1.
(C.4)
Utilizando (C.4) em (C.3), chega-se que
lim
k→+∞
‖xk‖ = ‖x0‖
+∞∏
k=1
cos
1
k + 1
> ‖x0‖ 2
pi
.
Portanto, se ‖x0‖ 6= 0 enta˜o nenhum ponto limite de {xk}
converge para um ponto cr´ıtico pois lim inf
k∈N
‖xk‖ > 0. A Figura
15 ilustra essas iterac¸o˜es. 
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−2 −1 0 1
−1
0
1
2
x0 =
[
1
1
]
x10000 =
[
1,1
0,4
]
Curvas de n´ıvel de f : R2 → R onde f(x) = 1
2
‖x‖2
f(x)
ponto cr´ıtico
iterac¸o˜es (σ = 0,5)
Figura 15 – Gra´fico de f(x) com 10.000 iterac¸o˜es do me´todo de
descida (ver Exemplo 1). Fica claro que a norma do
ponto iterado so´ se reduziu nas primeiras iterac¸o˜es, e
apo´s isso os pontos apenas circulam ao redor do ponto
cr´ıtico mas sem se aproximar, conforme previsto e
demonstrado.
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Os problemas que precisam ser resolvidos para encontrar a
direc¸a˜o de Cauchy multiobjetivo e a direc¸a˜o central sa˜o proble-
mas de programac¸a˜o quadra´tica, que nem sempre podem ser
computados rapidamente. No caso particular em que m = 2 e em
que todos gradientes negativos esta˜o no conjunto via´vel (C − x),
e´ poss´ıvel calcular essas direc¸o˜es de forma direta, envolvendo
apenas algumas multiplicac¸o˜es entre vetores, como e´ apresentado
nas Proposic¸o˜es 27 e 28.
Proposic¸a˜o 27. Suponha o conjunto via´vel C ⊆ Rn na˜o
vazio, convexo e fechado, f : Rn → R2 diferencia´vel em um
aberto contendo C e x ∈ C. Suponha x − ∇f1(x) ∈ C e
x−∇f2(x) ∈ C.
Seja
λ˜ =

0, ∇f1(x) = ∇f2(x),
∇f1(x)T (∇f1(x)−∇f2(x))
‖∇f1(x)−∇f2(x)‖2 , ∇f1(x) 6= ∇f2(x).
v˜ =

−∇f1(x), se λ˜ < 0,
−∇f2(x), se λ˜ > 1,
(λ− 1)∇f1(x)− λ∇f2(x), se λ˜ ∈ [0, 1].
Enta˜o v˜ e´ direc¸a˜o de Cauchy multiobjetivo.
Demonstrac¸a˜o. Como x − ∇f1(x) ∈ C e x − ∇f2(x) ∈ C por
hipo´tese enta˜o, pela convexidade de C,
λ(x−∇f2(x)) + (1− λ)(x−∇f1(x)) ∈ C
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=⇒ x+ (λ− 1)∇f1(x)− λ∇f2(x) ∈ C, ∀λ ∈ [0, 1]. (D.1)
Pela Proposic¸a˜o 15, ∃λ˜ ∈ [0, 1] tal que a direc¸a˜o de Cauchy
multiobjetivo e´ definida como
v˜ = ΠC(x+ (λ˜− 1)∇f1(x)− λ˜∇f2(x))− x,
onde ΠC e´ a projec¸a˜o em C, definida na Proposic¸a˜o 8.
Por (D.1), x+ (λ˜− 1)∇f1(x)− λ˜∇f2(x) ∈ C, logo,
v˜ = (λ˜− 1)∇f1(x)− λ˜∇f2(x). (D.2)
Defina (C − x) := {v ∈ Rn : x+ v ∈ C}.
Para facilitar a notac¸a˜o, defina ψ : [0, 1]→ Rn como
ψ(λ) = (λ− 1)∇f1(x)− λ∇f2(x)
=⇒ ψ′(λ) = ∇f1(x)−∇f2(x).
Pela definic¸a˜o de direc¸a˜o de Cauchy multiobjetivo, e por (D.2),
pode-se deduzir que
λ˜ = argmin
λ∈[0,1]
max
j∈{1,2}
∇fj(x)Tψ(λ) + 1
2
‖ψ(λ)‖2,
e´ tal que v˜ = ψ(λ˜).
A ideia e´ usar condic¸o˜es de otimalidade do Teorema 3.
Defina g : [0, 1]→ R2 e h : [0, 1]→ R como
gj(λ) = ∇fj(x)Tψ(λ) + 1
2
‖ψ(λ)‖2, ∀j ∈ {1, 2},
=⇒ g′j(λ) = ∇fj(x)Tψ′(λ) + ψ(λ)Tψ′(λ),
h(λ) = max
j∈{1,2}
gj(λ).
Enta˜o, o minimizador de h em [0, 1] e´ λ˜. Se ∇f1(x) = ∇f2(x)
enta˜o h e´ constante, portanto, qualquer λ˜ ∈ [0, 1] gera a direc¸a˜o
de Cauchy multiobjetivo, por exemplo, v˜ = ψ(0).
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Suponha ∇f1(x) 6= ∇f2(x).
Como g e´ convexa e diferencia´vel, [0, 1] e´ convexo, e h e´
o ma´ximo das func¸o˜es componentes de g, enta˜o as condic¸o˜es
do Teorema 3 esta˜o satisfeitas. Esse teorema garante que se v˜
minimiza h enta˜o ∃µ ∈ [0, 1] tal que duas condic¸o˜es sa˜o satisfeitas.
Uma das condic¸o˜es e´
µg1(λ˜) + (1− µ)g2(λ˜) = max
j∈{1,2}
gj(λ˜)
⇐⇒ µ∇f1(x)Tψ(λ˜) + (1− µ)∇f2(x)Tψ(λ˜) + 1
2
‖ψ(λ˜)‖2
= max
j∈{1,2}
∇fj(x)Tψ(λ˜) + 1
2
‖ψ(λ˜)‖2
⇐⇒ ∇f2(x)Tψ(λ˜) + µψ′(λ˜)Tψ(λ˜) = max
j∈{1,...,2}
∇fj(x)Tψ(λ˜)
⇐⇒ µψ′(λ˜)Tψ(λ˜) = max{0, (∇f1(x)−∇f2(x))Tψ(λ˜)}
⇐⇒ µψ′(λ˜)Tψ(λ˜) = max{0, ψ′(λ˜)Tψ(λ˜)}.
Portanto, se ψ′(λ˜)Tψ(λ˜) < 0 enta˜o µ = 0.
Se ψ′(λ˜)Tψ(λ˜) > 0 enta˜o µ = 1.
Se ψ′(λ˜)Tψ(λ˜) = 0 enta˜o µ ∈ [0, 1].
A outra condic¸a˜o do Teorema 3 e´ que, ∀λ ∈ [0, 1],(
µg′1(λ˜) + (1− µ)g′2(λ˜)
)
(λ− λ˜) ≥ 0
⇐⇒
(
g′2(λ˜) + µ(g
′
1(λ˜)− g′2(λ˜))
)
(λ− λ˜) ≥ 0
⇐⇒
(
∇f2(x)Tψ′(λ˜) + ψ(λ˜)Tψ′(λ˜) + µ‖ψ′(λ˜)}‖2
)
(λ− λ˜) ≥ 0
(D.3)
Como visto, se ψ′(λ˜)Tψ(λ˜) = 0 enta˜o qualquer µ ∈ [0, 1] pode
ser tomado. Portanto, para isso ocorrer,
ψ(λ˜)Tψ′(λ˜) = 0
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⇐⇒ (−∇f1(x) + λ˜ψ′(λ˜))Tψ′(λ˜) = 0
⇐⇒ λ˜ = ∇f1(x)
Tψ′(λ˜)
‖ψ′(λ˜)‖2 .
Logo, se λ˜ =
∇f1(x)Tψ′(λ)
‖ψ′(λ)‖2 ∈ [0, 1] enta˜o λ˜ e´ soluc¸a˜o do
problema.
Para o caso
∇f1(x)Tψ′(λ)
‖ψ′(λ)‖2 > 1, note que ψ(λ)
Tψ′(λ) depende
linearmente de λ com multiplicador positivo (‖ψ′(λ)‖2). Portanto,
para λ menor, ψ(λ)Tψ′(λ) sera´ menor, o que implica que, neste
caso, ψ(λ)Tψ′(λ) sera´ sempre negativa no intervalo [0, 1].
Dessa forma, µ = 0. Enta˜o, e´ necessa´rio escolher λ˜ em (D.3)
tal que, (
∇f2(x)Tψ′(λ˜) + ψ(λ˜)Tψ′(λ˜)
)
(λ− λ˜) ≥ 0
Pode-se tomar λ˜ = 1 neste caso, o que resulta em(∇f2(x)Tψ′(1)−∇f2(x)Tψ′(1)) (λ− 1) = 0 ≥ 0.
De forma ana´loga, para o caso
∇f1(x)Tψ′(λ)
‖ψ′(λ)‖2 < 0 a func¸a˜o
ψ(λ)Tψ′(λ) e´ sempre positiva no intervalo [0, 1]. Portanto, µ = 1.
Enta˜o, e´ necessa´rio escolher λ˜ em (D.3) tal que(
∇f2(x)Tψ′(λ˜) + ψ(λ˜)Tψ′(λ˜) + ‖ψ′(λ˜)‖2
)
(λ− λ˜) ≥ 0.
Pode-se tomar λ˜ = 0 neste caso, o que resulta em(∇f2(x)Tψ′(0)−∇f1(x)Tψ′(0) + ‖ψ′(0)‖2)λ
= (−‖ψ′(0)}‖2 + ‖ψ′(0)‖2)λ = 0 ≥ 0.

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Proposic¸a˜o 28. Suponha o conjunto via´vel C ⊆ Rn na˜o
vazio, convexo e fechado, f : Rn → R2 diferencia´vel em um
aberto contendo C e x ∈ C. Defina Lx ∈ R como
Lx := min
j∈{1,...,m}
‖∇fj(x)‖.
Suponha Lx > 0 e que
x− Lx∇f1(x)‖∇f1(x)‖ ∈ C ∧ x−
Lx∇f2(x)
‖∇f2(x)‖ ∈ C.
Enta˜o v˜ =
−Lx
2
( ∇f1(x)
‖∇f1(x)‖ +
∇f2(x)
‖∇f2(x)‖
)
e´ direc¸a˜o
central.
Demonstrac¸a˜o. Esta demonstrac¸a˜o e´ bem parecida com a Pro-
posic¸a˜o 27.
Pela convexidade de C,
x+ (λ− 1)Lx∇f1(x)‖∇f1(x)‖ − λ
Lx∇f2(x)
‖∇f2(x)‖ ∈ C, ∀λ ∈ [0, 1]. (D.4)
Pela demonstrac¸a˜o da Proposic¸a˜o 18, ∃λ˜ ∈ [0, 1] tal que a
direc¸a˜o linear e´ definida como
v˜ = ΠC
(
x+ (λ˜− 1)Lx∇f1(x)‖∇f1(x)‖ − λ˜
Lx∇f2(x)
‖∇f2(x)‖
)
− x,
onde ΠC e´ a projec¸a˜o em C, da Proposic¸a˜o 8. Utilizando (D.4),
v˜ = (λ˜− 1)Lx∇f1(x)‖∇f1(x)‖ − λ˜
Lx∇f2(x)
‖∇f2(x)‖ . (D.5)
Defina (C − x) := {v ∈ Rn : x+ v ∈ C}.
Para facilitar a notac¸a˜o, defina ψ : [0, 1]→ Rn como
ψ(λ) = (λ− 1)Lx∇f1(x)‖∇f1(x)‖ − λ
Lx∇f2(x)
‖∇f2(x)‖
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=⇒ ψ′(λ) = Lx∇f1(x)‖∇f1(x)‖ −
Lx∇f2(x)
‖∇f2(x)‖ .
Pela definic¸a˜o de direc¸a˜o central, e por (D.5), pode-se deduzir
que
λ˜ = argmin
λ∈[0,1]
max
j∈{1,2}
Lx∇fj(x)
‖∇fj(x)‖
T
ψ(λ) +
1
2
‖ψ(λ)‖2,
e´ tal que v˜ = ψ(λ˜).
A ideia e´ usar condic¸o˜es de otimalidade do Teorema 3.
Defina g : [0, 1]→ R2 e h : [0, 1]→ R como
gj(λ) =
Lx∇fj(x)
‖∇fj(x)‖
T
ψ(λ) +
1
2
‖ψ(λ)‖2, ∀j ∈ {1, 2},
=⇒ g′j(λ) =
Lx∇fj(x)
‖∇fj(x)‖ ψ
′(λ) + ψ(λ)Tψ′(λ),
h(λ) = max
j∈{1,2}
gj(λ).
Enta˜o, o minimizador de h em [0, 1] e´ λ˜. No caso em que
Lx∇f1(x)
‖∇f1(x)‖ =
Lx∇f2(x)
‖∇f2(x)‖ enta˜o h e´ constante, logo, qualquer
λ˜ ∈ [0, 1] gera a direc¸a˜o central, por exemplo, v˜ = ψ
(
1
2
)
.
Suponha
Lx∇f1(x)
‖∇f1(x)‖ 6=
Lx∇f2(x)
‖∇f2(x)‖ .
Como g e´ convexa e diferencia´vel, [0, 1] e´ convexo, e h e´
o ma´ximo das func¸o˜es componentes de g, enta˜o as condic¸o˜es
do Teorema 3 esta˜o satisfeitas. Esse teorema garante que se v˜
minimiza h enta˜o ∃µ ∈ [0, 1] tal que duas condic¸o˜es sa˜o satisfeitas.
A primeira e´ que
µg1(λ˜) + (1− µ)g2(λ˜) = max
j∈{1,2}
gj(λ˜)
⇐⇒ Lx∇f2(x)‖∇f2(x)‖
T
ψ(λ˜) + µψ′(λ˜)Tψ(λ˜) = max
j∈{1,2}
Lx∇fj(x)
‖∇fj(x)‖
T
ψ(λ˜)
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⇐⇒ µψ′(λ˜)Tψ(λ˜) = max{0, ψ′(λ˜)Tψ(λ˜)}.
Portanto, se ψ′(λ˜)Tψ(λ˜) = 0 enta˜o µ ∈ [0, 1].
A segunda condic¸a˜o do Teorema 3 e´ que, ∀λ ∈ [0, 1],(
µg′1(λ˜) + (1− µ)g′2(λ˜)
)
(λ− λ˜) ≥ 0
⇐⇒
(
g′2(λ˜) + µ(g
′
1(λ˜)− g′2(λ˜))
)
(λ− λ˜) ≥ 0
⇐⇒
(
∇f2(x)Tψ′(λ˜) + ψ(λ˜)Tψ′(λ˜) + µ‖ψ′(λ˜)}‖2
)
(λ− λ˜) ≥ 0
Como visto, se ψ′(λ˜)Tψ(λ˜) = 0 enta˜o qualquer µ ∈ [0, 1] pode
ser tomado. Portanto, para isso ocorrer,
ψ(λ˜)Tψ′(λ˜) = 0
⇐⇒
(
−Lx∇f1(x)‖∇f1(x)‖ + λ˜ψ
′(λ˜)
)T
ψ′(λ˜) = 0
⇐⇒ λ˜ = Lx∇f1(x)
Tψ′(λ˜)
‖∇f1(x)‖‖ψ′(λ˜)‖2
. (D.6)
Note que
‖ψ′(λ˜)‖2 =
∥∥∥∥Lx∇f1(x)‖∇f1(x)‖ − Lx∇f2(x)‖∇f2(x)‖
∥∥∥∥2
=
2L2x(‖∇f1(x)‖‖∇f2(x)‖ − ∇f1(x)T∇f2(x))
‖∇f1(x)‖‖∇f2(x)‖ , (D.7)
e que
∇f1(x)Tψ′(λ˜) = ∇f1(x)T
(
Lx∇f1(x)
‖∇f1(x)‖ −
Lx∇f2(x)
‖∇f2(x)‖
)
=
Lx‖∇f1(x)‖2
‖∇f1(x)‖ −
Lx∇f1(x)T∇f2(x)
‖∇f2(x)‖
=
Lx‖∇f1(x)‖(‖∇f1(x)‖‖∇f2(x)‖ − ∇f1(x)T∇f2(x))
‖∇f1(x)‖‖∇f2(x)‖ .
(D.8)
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Juntando (D.7) e (D.8) em (D.6),
λ˜ =
Lx‖∇f1(x)‖
2Lx‖∇f1(x)‖ =
1
2
.
Portanto, ψ
(
1
2
)
e´ direc¸a˜o central. 
