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In this paper, we prove the existence of local-in-time smooth
solutions to the nonlinear ﬂuid structure interaction model ﬁrst
introduced in [J.-L. Lions, Quelques méthodes de résolution des
problèmes aux limites non linéaires, Dunod, 1969] and considered
in [V. Barbu, Z. Grujic´, I. Lasiecka, A. Tuffaha, Existence of the
energy-level weak solutions for a nonlinear ﬂuid–structure interac-
tion model, in: Fluids and Waves, in: Contemp. Math., vol. 440,
Amer. Math. Soc., Providence, RI, 2007, pp. 55–82; V. Barbu,
Z. Grujic´, I. Lasiecka, A. Tuffaha, Smoothness of weak solutions to a
nonlinear ﬂuid–structure interaction model, Indiana Univ. Math. J.
57 (3) (2008) 1173–1207]. In particular, the strong solutions here
are obtained given initial datum for the Navier–Stokes equation in
the space H1, and initial data for the wave equation w0 and w1 in
the spaces H2(Ωe) and H1(Ωe) respectively.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
We consider a ﬂuid structure interaction model describing the elastic motion of a solid inside a
ﬂuid. Mathematically, the model is comprised of a ﬂuid modeled by the Navier–Stokes equation inter-
acting with an elastic body at the boundary of the solid, with stress and velocity matching boundary
conditions. The model, ﬁrst introduced by Lions (cf. [10]), is motivated by applications in biology
and was studied by several authors in both its linear and nonlinear versions with some variations
(cf. [2,3,7,8,13]). In a recent paper [5], weak solutions in the ﬁnite energy space for the nonlinear
model were obtained. This was followed by another work [6] establishing existence of local-in-time
smooth solutions given more regular initial data with ﬂuid initial velocity u(·,0) = u0 in the H2
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respectively. In particular, the local-in-time strong solutions (u,w,wt) established in [6] are such
that u ∈ L∞([0, T ]; H2(Ω f )) while (w,wt) ∈ L∞([0, T ]; H2(Ωe) × H1(Ωe)). However, the existence of
strong solutions is not known for initial data u0 taken in the space H1 even in the case of the linear
model (cf. [3,8]).
Our main result in this paper provides a different result on the existence of local-in-time
smooth solutions when u0 belongs to the space H1 while w0 and w1 belong to the spaces
H2(Ωe) and H1(Ωe) respectively. The regularity of the solutions obtained is u ∈ L2([0, T ]; H2(Ω f )) ∩
L∞([0, T ]; H1(Ωe)) while (w,wt) ∈ L∞([0, T ]; H7/4−(Ωe) × H3/4−(Ωe)), for any  > 0.
There are three main diﬃculties in tackling the existence of strong solutions when u0 belongs to
the H1 space. The main diﬃculty, even for the linear model, lies in obtaining estimates on the time
derivative ut in the L2 space in both time and space variables. The approach in [6] when u0 is taken
in H2, of establishing ﬁnite energy level a priori estimates for ut analogous to those satisﬁed by weak
solutions requires the corresponding initial condition of ut for weak solutions (deﬁned in the sense of
weak continuity) to belong to the L2 space which is not possible when u0 is in the space H2. In fact,
it is expected that the regularity of the time derivative falls short of the ﬁnite energy space level and
it may not be well deﬁned on the boundary. Also, in order to estimate ut directly in the space L2, one
faces the issue of making sense of the normal derivative of the solution to the wave equation on the
boundary which does not vanish from the a priori estimates unlike the case of energy level estimates
for weak solutions. To tackle this problem, the key is to carry out the estimates in the presence of the
boundary terms using an important Hidden Regularity Theorem for the wave equation due to [11]
which establishes higher regularity of Neumann derivatives on the boundary in terms of time and
space Dirichlet regularity, thus allowing the estimates to close by bootstrapping.
Moreover, due to the low regularity of ut , its trace is not well deﬁned on the boundary, and the
integration by parts used to deal with this issue in the a priori estimates requires justiﬁcation through
a careful regularization argument.
The estimates of ut are further complicated by the presence of the nonlinearity in the interior
and on the boundary. Due to the nonlinearity, the time derivative estimates being below energy level
cannot be completed without some additional space regularity. To deal with this issue, we perform
the energy level estimates on the tangential derivatives as in [6] ﬁrst using anisotropic estimates
of the nonlinear term, then proceeding to complete the time derivative estimates again relying on
anisotropic estimates.
In our analysis, we consider the usual wave equation and simple normal derivatives instead of the
more physical elastic equation involving stress and strain tensors, since the analysis in fact holds for
any second order constant coeﬃcient operator in place of the Laplacian. In this paper, we consider the
ﬂat boundary case only—the general non-ﬂat boundary case involves modiﬁcations in the statements
and proofs, and we plan to address it in a future work (cf. [9]).
2. The notation and the main result
We seek functions (u,w, p) satisfying the system of equations
ut − u + (u · ∇)u + ∇p = 0 in Ω f × (0, T ) (2.1)
divu = 0 in Ω f × (0, T ) (2.2)
wtt − w = 0 in Ωe × (0, T ). (2.3)
The equations are usually set in an open simply connected smooth domain in Rn with n = 2,3 and
consisting of an interior domain Ωe where w is deﬁned and an exterior region Ω f where u and
p are deﬁned. In this paper, we consider a ﬂat boundary case in which the domain Ω f consists of
two rectangular parallel channels separated in the middle by another channel Ωe with the common
boundary Γc in between. We also impose periodic boundary conditions on the sides and zero bound-
ary condition on the exterior boundary Γ f . In particular, we let the channel extend along the x1, x2
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prising Ω f extend from 0 to h1 > 0 and from h2 > h1 to h3 > h2 while the height of Ωe extends from
h1 to h2 with Γc separating the two regions at h1 and h2. The ﬂat boundary Γc in between the two
domains is where the interaction between the structure and the ﬂuid takes place as captured by the
velocity and stress matching conditions in (2.4)–(2.6). The proof and analysis for the general bounded
domain is more involved and will be addressed in a future paper (cf. [9]).
The function u = (u1,u2,u3) represents the velocity of the ﬂuid in the domain Ω f , and w =
(w1,w2,w3) represents the displacement function on the domain Ωe , while p is the pressure deﬁned
on the domain Ω f . We denote by Γc the boundary common to both Ω f and Ωe where the interaction
between the equation in u and that in w takes place, and we denote by Γ f the outer boundary of the
whole domain Ω which is also part of the boundary of Ω f . We also denote by ν the unit outward
normal vector on Γc with respect to the region Ωe . In particular, we consider the following boundary
conditions corresponding to the continuity of the velocities and the stresses on Γc and a no slip
boundary condition on the exterior boundary Γ f
u = wt on Γc × (0, T ) (2.4)
u = 0 on Γ f × (0, T ) (2.5)
∂w
∂ν
= ∂u
∂ν
− pν − 1
2
(u · ν)u on Γc × (0, T ). (2.6)
In addition, u and w satisfy the initial conditions
u(·,0) = u0 in Ω f (2.7)
w(·,0) = w0 in Ωe (2.8)
wt(·,0) = w1 in Ωe. (2.9)
Throughout the paper we denote
H = {u ∈ L2(Ω f ): divu = 0, u · ν|Γ f = 0}
and
V = {v ∈ H1(Ω f ): div v = 0, u|Γ f = 0}.
Note that the boundary condition is required only on Γ f , and there is no condition required on the
interface Γc . Also note that all Sobolev spaces Hs , L2 pertaining to u and w are in fact (Hs)n , (L2)n
where n = 3, but we omit the exponent n for the sake of simplicity. In addition, we use the following
notation for the L2 inner products
(u, v) f =
∫
Ω f
u · v dx, (u, v)e =
∫
Ωe
u · v dx, 〈u, v〉 =
∫
Γc
u · v dx.
We also denote by b(u, v,w) the trilinear term
b(u, v,w) ≡ ((u · ∇)v,w) f + 1 〈(u · ν)v,w〉 (2.10)2
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existence of unique local-in-time strong solution u,w,wt , and p given initial data u0 ∈ V , w0 ∈
H2(Ωe), and w1 ∈ H1(Ωe).
Theorem 2.1. Assume that u0 ∈ V , w0 ∈ H2(Ωe), and w1 ∈ H1(Ωe) with w1|Γc = u0|Γc . Then there exists
a unique local-in-time solution to the system (2.1)–(2.3) with boundary conditions (2.4)–(2.6) for a time T
depending on the initial data such that
u ∈ L2([0, T ]; H2(Ω f ))∩ C([0, T ]; V )
w ∈ C([0, T ]; H7/4−(Ωe))
wt ∈ C
([0, T ]; H3/4−(Ωe))
p ∈ L2([0, T ]; H1(Ω f ))
for any  > 0.
3. Past and preliminary results on existence of weak solutions and hidden regularity
First, we recall the result from [5] on the existence of weak solutions to the system (2.1)–(2.3)
with boundary conditions (2.4)–(2.6), starting with the deﬁnition of weak solutions.
Deﬁnition 3.1. Assume that (u0,w0,w1) ∈ H × H1(Ωe) × L2(Ωe) and T > 0. We say that a triple
(u,w,wt) ∈ Cw([0, T ]; H×H1(Ωe)× L2(Ωe)) is a weak solution of the system (2.1)–(2.3) with bound-
ary conditions (2.4)–(2.6) if the following conditions hold.
(a) The time derivatives ut and wtt belong to the spaces L4/3([0, T ]; V ′) and L2([0, T ]; H−1(Ωe))
respectively.
(b) For the trace, we have wt |Γc = u|Γc ∈ L2([0, T ]; H1/2(Γc)).
(c) For the normal derivative, we have ∂w/∂ν ∈ L2([0, T ]; H−1/2(Γc)).
(d) For all test functions φ ∈ V and ψ ∈ H1(Ωe), the functions u and w satisfy the variational equa-
tions
(ut, φ) f + (∇u,∇φ) f + b(u,u, φ) +
〈
∂w
∂ν
,φ
〉
= 0 (3.1)
(wtt ,ψ)e + (∇w,∇ψ)e −
〈
∂w
∂ν
,ψ
〉
= 0 (3.2)
for a.e. t ∈ (0, T ).
Note that the weak formulation can be obtained formally by taking the L2 inner product of the
Navier–Stokes equation (2.1) with φ ∈ V and the wave equation with ψ ∈ H1(Ωe) and then integrating
by parts. The elimination of the pressure results from the boundary condition (2.6) and the divergence
free condition (2.2).
The existence of weak solutions as deﬁned above is given in the theorem below (cf. [5]).
Theorem 3.1. (See [5].) There exists a global weak solution (u,w,wt) of the system (2.1)–(2.3)with boundary
conditions (2.4)–(2.6) and initial conditions u0 ∈ H, w0 ∈ H1(Ωe), and w1 ∈ L2(Ωe). In addition, this weak
solution satisﬁes the energy inequality
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t∫
0
‖∇u‖2L2(Ω f ) ds
 ‖u0‖2L2(Ω f ) + ‖w0‖
2
H1(Ωe)
+ ‖w1‖2L2(Ωe) ≡ E(0), t  0. (3.3)
Moreover, this weak solution is unique in the class speciﬁed in Deﬁnition 3.1 when the space dimension is two.
Our strategy in proving Theorem 2.1 is to show that weak solutions are smooth when we impose
additional regularity assumptions on the initial data. To this end, we use a hidden regularity result for
the wave equation that enables us to estimate the normal derivative of wt on the boundary in terms
of the Dirichlet data and the initial conditions. This result is stated below for the sake of completeness.
3.1. Hidden regularity for the wave equation
Here, we recall an existence and a hidden regularity result for the wave equation (cf. [11]). This
result is needed when carrying out the estimates on ut in the next section.
Theorem 3.2. (See [11].) Let w be a solution of the wave equation
wtt − w = 0 in Ωe × (0, T ), (3.4)
with the boundary condition
w = f on Γc × (0, T ), (3.5)
where f ∈ L2([0, T ]; Hα(Γc)) ∩ Hα([0, T ]; L2(Γc)) and α ∈ [0,1], while the initial conditions w0 and w1
belong to Hα(Ωe) and Hα−1(Ωe) respectively. Then there exist a solution w and wt such that
w ∈ C([0, T ]; Hα(Ωe)) (3.6)
wt ∈ C
([0, T ]; Hα−1(Ωe)). (3.7)
In addition, the normal derivative ∂w/∂ν on the boundary Γc satisﬁes
∂w
∂ν
∈ Hα−1(Γc × [0, T ]), (3.8)
as well as the estimate
∥∥∥∥∂w∂ν
∥∥∥∥
2
Hα−1(Γc×[0,T ])
+ ∥∥w(t)∥∥2Hα(Ωe) + ∥∥wt(t)∥∥2Hα−1(Ωe)
 C
(‖w0‖2Hα(Ωe) + ‖w1‖2Hα−1(Ωe) + ‖ f ‖2L2([0,T ];Hα(Γc)) + ‖ f ‖2Hα([0,T ];L2(Γc))) (3.9)
for all t ∈ [0, T ].
Remark 3.1. The above theorem follows from interpolation between Theorems 2.1 and 2.3 in [11] as
indicated by the authors.
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4.1. Regularity of the tangential derivatives
First, we obtain a priori estimates on the tangential derivatives of the weak solutions (u,w,wt)
with respect to the common ﬂat boundary Γc , i.e., the derivatives with respect to x1 and x2 denoted
by ∂1 and ∂2 (cf. [1,6]).
Lemma 4.1. Under the assumption of Theorem 2.1, there exists a time T > 0 such that
∂iu ∈ L∞
([0, T ]; H)∩ L2([0, T ]; V )
∂i w ∈ L∞
([0, T ]; H1(Ωe))
∂i wt ∈ L∞
([0, T ]; L2(Ωe))
hold for i = 1,2.
Proof. The estimates to follow are a priori and can be rigorously proved by the method of differ-
ence quotients. Assume (u0,w0,w1) ∈ V × H2(Ωe) × H1(Ωe). Then, by Theorem 3.1, there exists a
weak solution (u,w,wt) satisfying the conditions in Deﬁnition 3.1 and in particular the variational
formulation (3.1)–(3.2). Denoting the tangential directions with respect to Γc by xi with i = 1,2 and
replacing φ by ∂iφ for a ﬁxed i in (3.1) and (3.2), Eq. (3.1) becomes
(∂iut, φ) f + (∇∂iu,∇φ) f + b(∂iu,u, φ) + b(u, ∂iu, φ) +
〈
∂(∂i w)
∂ν
,φ
〉
= 0 (4.1)
while (3.2) reads
(∂i wtt,ψ)e + (∇∂i w,∇ψ)e −
〈
∂(∂i w)
∂ν
,ψ
〉
= 0. (4.2)
In addition, the boundary condition in (2.4) becomes
∂iu = ∂i wt, Γc × (0, T ). (4.3)
Setting φ = ∂iu and ψ = ∂i wt in (4.1) and (4.2) respectively, the term b(u, ∂iu, ∂iu) vanishes by the
anti-symmetric property of the trilinear term b(u, v,w) in the last two components (cf. [5]). We then
add the two equations and observe that the term 〈∂(∂i w)/∂ν, ∂iu〉 cancels with 〈∂(∂i w)/∂ν, ∂i wt〉
by (4.3) obtaining
1
2
d
dt
(‖∂iu‖2L2(Ω f ) + ‖∂i wt‖2L2(Ωe) + ‖∂i∇w‖2L2(Ωe))+ ∥∥∇∂iu(t)∥∥2L2(Ω f )

∣∣b(∂iu(t),u(t), ∂iu(t))∣∣. (4.4)
Recalling that b(∂iu,u, ∂iu) = ((∂iu · ∇)u, ∂iu) f + 12 〈(∂iu · ν)u, ∂iu〉, we then estimate both terms using
anisotropic estimates. The term ((∂iu · ∇)u, ∂iu) f is written for ﬁxed i ∈ {1,2} as
(
(∂iu · ∇)u, ∂iu
)
f =
3∑
k=1
2∑
j=1
∫
Ω f
∂iu j∂ juk∂iuk dx+
3∑
k=1
∫
Ω f
∂iu3∂3uk∂iuk dx. (4.5)
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∣∣∣∣∣
3∑
k=1
2∑
j=1
∫
Ω f
∂iu j∂ juk∂iuk dx
∣∣∣∣∣ C
2∑
j=1
‖∂iu‖H1/2(Ω f )‖∂ ju‖L2(Ω f )‖∂iu‖H1(Ω f )
 C
2∑
j=1
‖∇∂iu‖3/2L2(Ω f )‖∂iu‖
1/2
L2(Ω f )
‖∂ ju‖L2(Ω f )
 1
4
‖∇∂iu‖2L2(Ω f ) + C
2∑
j=1
‖∂ ju‖6L2(Ω f ) (4.6)
where we used the Poincaré inequality. Estimating the second term on the right side of (4.5) via
anisotropic estimates ﬁrst in the tangential directions x1, x2 and then in the normal direction x3 we
have for any ﬁxed  ∈ (0,1/2)
∣∣∣∣∣
3∑
k=1
∫
Ω f
∂iu3∂3uk∂iuk dx
∣∣∣∣∣
3∑
k=1
∫
[0,h1]∪ [h2,h3]
‖∂iu3‖L2/(1−)x1,x2 ‖∂3uk‖L2/x1,x2 ‖∂iuk‖L2x1,x2 dx3

3∑
k=1
‖∂iu3‖L1/x3 L2/(1−)x1,x2 (Ω f )‖∂3uk‖L2x3 L2/x1,x2 (Ω f )‖∂iuk‖L2/(1−2)x3 L2x1,x2 (Ω f ),
(4.7)
where we used ‖v‖Lqx3 Lpx1,x2 to denote ‖‖v‖Lpx1,x2 ‖Lqx3 . Note that H
 is continuously embedded in
L2/(1−) in two space dimensions, and H1/2− is continuously embedded in L1/ in one space di-
mension. Introducing the self-adjoint operator A = I −∑2j=1 ∂ j j , we have
‖∂iu3‖L1/x3 L2/(1−)x1,x2 (Ω f )  C‖∂i u˜3‖L1/x3 L2/(1−)x1,x2 (Ω f )  C‖∂i u˜3‖L1/x3 Hx1,x2 (Ω f )
 C
∥∥A/2∂i u˜3∥∥L1/x3 L2x1,x2 (Ω f )  C
∥∥A/2∂i u˜3∥∥L2x1,x2 L1/x3 (Ω f )
 C
∥∥A/2∂i u˜3∥∥L2x1,x2 H1/2−x3 (Ω f )  C‖∂i u˜3‖H1/2(R3)
 C‖∂iu3‖H1/2(Ω f )
where u˜ is the Sobolev extension of u to R3 (periodic in x1, x2 and x3); switching of the order of
integration in the third line was justiﬁed since 1/  2. Therefore, the estimate in (4.7) becomes
∣∣∣∣∣
3∑
k=1
∫
Ω f
∂iu3∂3uk∂iuk dx
∣∣∣∣∣ C
3∑
k=1
‖∂iu3‖H1/2(Ω f )‖∂3uk‖L2x3 L2/x1,x2 (Ω f )‖∂iuk‖H (Ω f )
with C depending on  . Using the estimate
‖∂3u‖L2x3 L2/x1,x2 (Ω f )  C‖∂3u‖L2x3 H1−x1,x2 (Ω f )  C
2∑
j=1
‖∂ j∂3u‖1−L2(Ω f )‖∂3u‖

L2(Ω f )
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2∑
j=1
‖∇∂ ju‖1−L2(Ω f )‖∇u‖

L2(Ω f )
as well as the Poincaré and interpolation inequalities, we conclude
∣∣∣∣∣
3∑
k=1
∫
Ω f
∂iu3∂3uk∂iuk dx
∣∣∣∣∣ C
2∑
j=1
‖∇∂iu‖1/2L2(Ω f )‖∂iu‖
1/2
L2(Ω f )
‖∇∂ ju‖1−L2(Ω f )
× ‖∇u‖L2(Ω f )‖∇∂iu‖

L2(Ω f )
‖∂iu‖1−L2(Ω f )
 C
2∑
j=1
‖∇∂ ju‖3/2L2(Ω f )‖∂iu‖
3/2−
L2(Ω f )
‖∇u‖L2(Ω f )
whence by Young’s inequality
∣∣∣∣∣
3∑
k=1
∫
Ω f
∂iu3∂3uk∂iuk dx
∣∣∣∣∣ 18
2∑
j=1
‖∇∂ ju‖2L2(Ω f ) + C‖∂iu‖
6−4
L2(Ω f )
‖∇u‖4L2(Ω f ). (4.8)
Similarly, estimating the term 〈(∂iu · ν)u, ∂iu〉 we obtain using Hölder’s inequality
∣∣〈(∂iu · ν)u, ∂iu〉∣∣=
∣∣∣∣∣
3∑
k=1
∫
Γc
∂iu3uk∂iuk dσ(x)
∣∣∣∣∣
 ‖∂iu3‖L4/(1+θ)(Γc)‖u‖L2/(1−θ)(Γc)‖∂iu‖L4/(1+θ)(Γc)
where 1/2< θ < 1. Applying the two-dimensional Sobolev embedding, interpolation, and trace theo-
rems we obtain
∣∣〈(∂iu · ν)u, ∂iu〉∣∣ C‖∂iu‖2H(1−θ)/2(Γc)‖u‖Hθ (Γc)
 C‖∂iu‖2H1−θ/2(Ω f )‖u‖
θ
H1(Γc)
‖u‖1−θ
L2(Γc)
 C‖∂iu‖2H1−θ/2(Ω f )
(
‖u‖θL2(Γc) +
2∑
j=1
‖∂ ju‖θL2(Γc)
)
‖u‖1−θ
L2(Γc)
where C depends on θ . We now utilize the estimate ‖u‖L2(Γc)  C‖u‖1/2L2(Ω f )‖u‖
1/2
H1(Ω f )
and interpolate
in order to get
∣∣〈(∂iu · ν)u, ∂iu〉∣∣ C‖∂iu‖2H1−θ/2(Ω f )
(
‖∇u‖θ/2
L2(Ω f )
‖u‖θ/2
L2(Ω f )
+
2∑
j=1
‖∇∂ ju‖θ/2L2(Ω f )‖∂ ju‖
θ/2
L2(Ω f )
)
‖∇u‖(1−θ)/2
L2(Ω f )
‖u‖(1−θ)/2
L2(Ω f )
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2∑
j=1
‖∇∂ ju‖2−θL2(Ω f )‖∇u‖
1/2
L2(Ω f )
‖u‖1/2
L2(Ω f )
‖∂ ju‖θL2(Ω f )
+ C
2∑
j=1
‖∇∂ ju‖2−θ/2L2(Ω f )‖∇u‖
(1−θ)/2
L2(Ω f )
‖u‖(1−θ)/2
L2(Ω f )
‖∂ ju‖3θ/2L2(Ω f )
where we also used the Poincaré inequality to estimate the H1 norm of u with the L2 norm of ∇u.
We ﬁnally apply Young’s inequality to both terms, with exponents 2/(2−θ) and 2/θ for the ﬁrst term
and 4/(4− θ) and 4/θ for the second, in order to get
∣∣〈(∂iu · ν)u, ∂iu〉∣∣ 18
2∑
j=1
‖∇∂ ju‖2L2(Ω f ) + C‖∇u‖
1/θ
L2(Ω f )
‖u‖1/θ
L2(Ω f )
‖∂ ju‖2L2(Ω f )
+ C‖∇u‖2/θ−2
L2(Ω f )
‖u‖2/θ−2
L2(Ω f )
‖∂ ju‖6L2(Ω f ). (4.9)
We now set
y(t) = 1+
2∑
i=1
∥∥∂iu(t)∥∥2L2(Ω f ) + ∥∥∂i wt(t)∥∥2L2(Ωe) + ‖∇∂i w‖2L2(Ωe).
Collecting the estimates in (4.6), (4.8) and (4.9), we obtain
1
2
d
dt
y +
2∑
i=1
∥∥∇∂iu(t)∥∥2L2(Ω f )
 1
2
2∑
i=1
∥∥∇∂iu(t)∥∥2L2(Ω f ) + C
2∑
i=1
(‖∂iu‖6L2(Ω f ) + ‖∂iu‖6−4L2(Ω f )‖∇u‖4L2(Ω f )
+ ‖∇u‖1/θ
L2(Ω f )
‖u‖1/θ
L2(Ω f )
‖∂iu‖2L2(Ω f ) + ‖∇u‖
2/θ−2
L2(Ω f )
‖u‖2/θ−2
L2(Ω f )
‖∂iu‖6L2(Ω f )
)
.
We next absorb the ﬁrst term on the right into the left side and estimate the rest of the right side by
powers of y(t) to get
1
2
d
dt
y + 1
2
2∑
i=1
∥∥∇∂iu(t)∥∥2L2(Ω f )
 C y3
(‖∇u‖4L2(Ω f ) + ‖∇u‖1/θL2(Ω f )‖u‖1/θL2(Ω f ) + ‖∇u‖2/θ−2L2(Ω f )‖u‖2/θ−2L2(Ω f )). (4.10)
Let us now assume y(0) M for some constant M and let T˜ be the smallest time such that y(t) 2M
for all t ∈ [0, T˜ ] and y(T˜ ) = 2M . If such T˜ does not exist, then y(t) 2M for all t  0. We now obtain
an estimate on T˜ by integrating in time and using the assumption on y(0) in order to get for all
t ∈ [0, T˜ ]
y(t) +
t∫ 2∑
i=1
∥∥∇∂iu(τ )∥∥2L2(Ω f ) dτ  M +
t∫
C y3
(‖∇u‖4L2(Ω f ) + ‖∇u‖1/θL2(Ω f )‖u‖1/θL2(Ω f )
0 0
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L2(Ω f )
‖u‖2/θ−2
L2(Ω f )
)
ds. (4.11)
Omitting the second term on the left and applying Hölder’s inequality we have
y(t) M + C(2M)3t1−2
( t∫
0
‖∇u‖2L2(Ω f ) ds
)2
+ C(2M)3t1−1/2θ
( t∫
0
‖∇u‖2L2(Ω f ) ds
)1/2θ
‖u‖1/θ
L∞t L2(Ω f )
+ C(2M)3t2−1/θ
( t∫
0
‖∇u‖2L2(Ω f ) ds
)1/θ−1
‖u‖2/θ−2
L∞t L2(Ω f )
.
We now utilize the energy inequality (3.3) for weak solutions and set t = T˜ while recalling that
y(T˜ ) = 2M to obtain
M  CM3
(
T˜ 1−2 E(0)2 + T˜ 1−1/2θ E(0)1/θ + T˜ 2−1/θ E(0)2/θ−2). (4.12)
The above inequality leads us to conclude one of three possibilities. Namely, either that
M
3
 CM3 T˜ 1−2 E(0)2 (4.13)
or
M
3
 CM3 T˜ 1−1/2θ E(0)1/θ (4.14)
or
M
3
 CM3 T˜ 2−1/θ E(0)2/θ−2. (4.15)
Hence,
T˜  T = 1
C
max
{(
1
M2E(0)2
)1/(1−2)
,
(
1
M2E(0)1/θ
)2θ/(2θ−1)
,
(
1
M2E(0)2/θ−2
)θ/(2θ−1)}
.
(4.16)
Inequality (4.16) provides an estimate on the existence time T˜ for the solution. In other words, the
tangential derivatives ∂iu, ∂i w, and ∂i wt belong to the space L∞([0, T ]; H × H1(Ωe)× L2(Ωe)). More-
over, we obtain a bound for the L2([0, T˜ ], V ) norm of ∂iu by omitting the positive term y(t) from the
left-hand side of (4.11), repeating the estimate in (4.12), and setting t = T . We conclude
T∫ ∥∥∇∂iu(·, s)∥∥2L2(Ω f ) ds g(M, E(0), θ, ) (4.17)
0
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trace theory that ∂iu|Γc ∈ L2([0, T ]; H1/2(Γc)) for i ∈ {1,2}. Thus, since u ∈ L2([0, T ]; H1/2(Γc)) we
have
u ∈ L2([0, T ]; H3/2(Γc)). (4.18)
Finally, also
∥∥∂iu(·, t)∥∥2L2(Ω f )  2M (4.19)
for all t  T . This concludes the proof of the lemma. 
4.2. Estimates on the nonlinear term
In this section we establish crucial anisotropic estimates on the nonlinear interior term, which
shall be used in the next section to derive a priori estimates for the time derivative ut . This is done
in the following lemma.
Lemma 4.2. The nonlinear term (u · ∇)u satisﬁes
t∫
0
∥∥(u · ∇)u∥∥2L2(Ω f ) ds C
2∑
i=1
t∫
0
‖∇u‖2L2(Ω f )
(‖∇∂iu‖2L2(Ω f ) + ‖∇u‖2L2(Ω f ))ds, (4.20)
provided the right side is ﬁnite.
Proof. For any φ ∈ L2([0, T ]; L2(Ω f )), we have
t∫
0
(
(u · ∇)u, φ) f ds =
2∑
i=1
3∑
k=1
t∫
0
∫
Ω f
ui∂iukφk dxds +
3∑
k=1
t∫
0
∫
Ω f
u3∂3ukφk dxds

2∑
i=1
t∫
0
‖u‖L6(Ω f )‖∂iu‖L3(Ω f )‖φ‖L2(Ω f ) ds
+
t∫
0
‖u3‖L∞x3 L4x1,x2 ‖∇u‖L2x3 L4x1,x2 ‖φ‖L2(Ω f ) ds.
Applying Sobolev Embedding Theorems in two and three space dimensions and interpolating, we get
∣∣∣∣∣
t∫
0
(
(u · ∇)u, φ) f ds
∣∣∣∣∣ C
2∑
i=1
t∫
0
‖∇u‖L2(Ω f )‖∂iu‖H1/2(Ω f )‖φ‖L2(Ω f ) ds
+ C
t∫
‖u‖
L∞x3 H
1/2
x1,x2
‖∇u‖
L2x3 H
1/2
x1,x2
‖φ‖L2(Ω f ) ds.
0
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Sobolev embedding inequalities in one dimension obtaining
‖u‖
L∞x3 H
1/2
x1,x2

∥∥A1/2u∥∥1/2
L∞x3 L
2
x1,x2
‖u‖1/2
L∞x3 L
2
x1,x2

∥∥A1/2u∥∥1/2
L2x1,x2 L
∞
x3
‖u‖1/2
L2x1,x2 L
∞
x3
 C
∥∥A1/2u∥∥1/2
L2x1,x2 H
1
x3
‖u‖1/2
L2x1,x2 H
1
x3
 C
2∑
i=1
(‖∇∂iu‖1/2L2x1,x2 L2x3 + ‖∇u‖1/2L2x1,x2 L2x3
)‖∇u‖1/2
L2x1,x2 L
2
x3
where we used Poincaré inequality in the last step. Similarly,
‖∇u‖
L2x3 H
1/2
x1,x2
 C
2∑
i=1
(‖∇∂iu‖1/2L2x1,x2 L2x3 + ‖∇u‖1/2L2x1,x2 L2x3
)‖∇u‖1/2
L2x1,x2 L
2
x3
.
Therefore, we have
∣∣∣∣∣
t∫
0
(
(u · ∇)u, φ) f ds
∣∣∣∣∣ C
2∑
i=1
t∫
0
(‖∇u‖L2(Ω f )‖∇∂iu‖L2(Ω f ) + ‖∇u‖2L2(Ω f ))‖φ‖L2(Ω f ) ds
 C
(
2∑
i=1
t∫
0
‖∇u‖2L2(Ω f )‖∇∂iu‖
2
L2(Ω f )
+ ‖∇u‖4L2(Ω f ) ds
)1/2
×
( t∫
0
‖φ‖2L2(Ω f ) ds
)1/2
. (4.21)
The estimate in (4.20) then follows by taking the supremum over all φ of unit norm in
L2([0, T ]; L2(Ω f )). 
4.3. Existence of the pressure
Recall that u satisﬁes the variational equation
(ut, φ) f + (∇u,∇φ) f +
(
(u · ∇)u, φ) f +
〈
∂w
∂ν
,φ
〉
+ 1
2
〈
(u · ν)u, φ〉= 0 (4.22)
for every φ ∈ V . Taking φ ∈ V˜ = H10(Ω f ) ∩ V , we obtain after integration by parts
(ut, φ) f − (u, φ) f +
(
(u · ∇)u, φ) f = 0 (4.23)
for every φ ∈ V˜ . By de Rham’s theorem, for every ﬁxed t ∈ (0, T˜ ) there exists a distribution p ∈
D′(Ω f ) such that
ut − u + (u · ∇)u + ∇p = 0 in Ω f (4.24)
1464 I. Kukavica et al. / J. Differential Equations 247 (2009) 1452–1478in D′(Ω f ). Therefore, u and p can be viewed as solutions of the Stokes system
−u + ∇p = −ut − (u · ∇)u in Ω f × (0, T ) (4.25)
divu = 0 in Ω f × (0, T ) (4.26)
u = wt in Γc × (0, T ) (4.27)
u = 0 in Γ f × (0, T ), (4.28)
a.e. in time. If we further have that (u · ∇)u ∈ L2([0, T ]; L2(Ω f )), and ut ∈ L2([0, T ]; L2(Ω f )), then u
and p satisfy the estimate (cf. [14, Proposition 2.3])
T∫
0
‖u‖2H2(Ω f ) ds +
T∫
0
‖∇p‖2L2(Ω f ) ds
 C
( T∫
0
∥∥(u · ∇)u∥∥2L2(Ω f ) ds +
T∫
0
‖ut‖2 ds +
T∫
0
‖u‖2H3/2(Γc) ds
)
 C
( T∫
0
∥∥(u · ∇)u∥∥2L2(Ω f ) ds +
T∫
0
‖ut‖2 ds +
T∫
0
‖wt‖2H3/2(Γc) ds
)
. (4.29)
This inequality shall be useful in the a priori estimates to follow.
4.4. Regularity of the time derivative ut from a priori estimates
The strategy here is to obtain a priori estimates on the L2([0, T ]; L2(Ω f )) norm of ut and the
L∞([0, T ]; L2(Ω f )) norm of ∇u simultaneously. Along with the tangential regularity already estab-
lished, this allows us to obtain the strong form of the equations and the full H2 space regularity of u.
We shall ﬁrst state and prove the following two lemmas to be used in the estimates.
Lemma 4.3. Let u ∈ H1(Ω f ×[0, T ]), then u|Γc×[0,T ] belongs to the space H1/2(Γc ×[0, T ]) and satisﬁes the
estimate
‖u‖2H1/2(Γc×[0,T ]) 
C

‖u‖2L2([0,T ];H1(Ω f )) + ‖u‖
2
H1([0,T ];L2(Ω f )), (4.30)
for any  ∈ (0,1).
Proof. The continuity of the map from H1(Ω f × [0, T ]) into H1/2(Γc × [0, T ]) is a known result (cf.
[12, p. 9]). However, we provide a proof to demonstrate the estimate in (4.30). Let u¯ ∈ H1(R3 ×R) be
the Sobolev extension of u in space and time to R3 ×R. Using the Fourier transforms to express the
Sobolev norm on the left side of (4.30) we have
‖u‖2H1/2(Γc×[0,T ]) 
2∑
j=1
∞∫ ∞∫ ∞∫ (
1+ ξ21 + ξ22 + τ 2
)1/2∣∣ ˜¯u(ξ1, ξ2,h j, τ )∣∣2 dτ dξ1 dξ2, (4.31)
∞ ∞ ∞
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the full Fourier transform of u¯ in all variables x1, x2, x3, and t denoted by ˆ¯u. Then, applying Hölder’s
inequality, we obtain
‖u‖2H1/2(Γc×[0,T ]) 
∫
R3
(
1+ ξ21 + ξ22 + τ 2
)1/2∣∣∣∣∣
∞∫
−∞
ˆ¯u(ξ1, ξ2, ξ3, τ )e2π ih jξ3 dξ3
∣∣∣∣∣
2
dτ dξ1 dξ2

∫
R3
(
1+ ξ21 + ξ22 + τ 2
)1/2( ∞∫
−∞
√
1+ ξ21 + ξ22 + −2ξ23 + τ 2√
1+ ξ21 + ξ22 + −2ξ23 + τ 2
| ˆ¯u|dξ3
)2
dτ dξ1 dξ2

∫
R3
( ∞∫
−∞
(
1+ ξ21 + ξ22 + −2ξ23 + τ 2
)| ˆ¯u|2 dξ3
)
×
( ∞∫
−∞
(1+ ξ21 + ξ22 + τ 2)1/2
1+ ξ21 + ξ22 + −2ξ23 + τ 2
dξ3
)
dτ dξ1 dξ2. (4.32)
We now note that the second integral is equal to
[
 arctan (ξ3/
√
1+ ξ21 + ξ22 + τ 2)
]∞
−∞ = π . There-
fore, we have
‖u‖2H1/2(Γc×[0,T ])  C
∫
R4
(
1+ −2(ξ21 + ξ22 + ξ23 )+ τ 2)| ˆ¯u|2 dξ3 dξ2 dξ1 dτ
 C

‖u¯‖2L2([0,T ];H1(Ω f )) + C‖u¯‖
2
H1([0,T ];L2(Ω f ))
 C

‖u‖2L2([0,T ];H1(Ω f )) + C‖u‖
2
H1([0,T ];L2(Ω f )), (4.33)
where the last step follows by continuity of the extension map. Therefore, the estimate in (4.30) is
veriﬁed. 
Lemma 4.4.We have the estimate
‖u‖2H3/4− (Γc×[0,T ])  C
(‖u‖2H1([0,T ],L2(Ω f )) + ‖u‖2L2([0,T ];H2(Ω f ))), (4.34)
for any  ∈ (0,3/4).
Proof. By the standard trace estimates we have
‖u‖2H3/4− (Γc×[0,T ])  C
(‖u‖2L2([0,T ];H3/4− (Γc)) + ‖u‖2H3/4− ([0,T ];L2(Γc)))
 C
(‖u‖2L2([0,T ];H5/4− (Ω f )) + ‖u‖2H3/4− ([0,T ];H1/2+ (Ω f )))
 C
(‖u‖2L2([0,T ];H2(Ω f )) + ‖u‖2H3/4− ([0,T ];H1/2+2 (Ω f ))).
We again use the Sobolev extension of u to R4 denoted by u¯ to estimate ‖u‖2
H3/4− ([0,T ];H1/2+2 (Ω f ))
using Fourier transforms and Hölder’s inequality as
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∫
R4
(√
1+ |ξ |2
)1+4(√
1+ τ 2
)3/2−2 | ˆ¯u|2 dτ dξ1 dξ2 dξ3
 C
( ∫
R4
(
1+ |ξ |2)2| ˆ¯u|2 dτ dξ1 dξ2 dξ3
)1/4+
×
( ∫
R4
(
1+ τ 2)| ˆ¯u|2 dτ dξ1 dξ2 dξ3
)3/4−
 C
(‖u‖2H1([0,T ];L2(Ω f )) + ‖u‖2L2([0,T ];H2(Ω f ))),
where the last step again follows by continuity of the extension map. 
In the next proposition, we state and prove the main result of this section concerning the regular-
ity of the time derivative ut .
Proposition 4.5. Under the assumptions of Theorem 2.1, ut belongs to L2([0, T ]; L2(Ω f )) and u belongs to
L∞([0, T ]; V ) while wt belongs to C([0, T ]; H3/4−(Ωe)) and wtt to C([0, T ]; H−1/4−(Ωe)).
Proof. We take φ = ut in (3.1) obtaining
‖ut‖2L2(Ω f ) +
1
2
d
dt
‖∇u‖2L2(Ω f ) +
(
(u · ∇)u,ut
)
f +
1
2
〈
(u · ν)u,ut
〉+ 〈∂w
∂ν
,ut
〉
= 0. (4.35)
The task at hand is to estimate the nonlinear terms ((u · ∇)u,ut) f and (1/2)〈(u · ν)u,ut〉 in addition
to the boundary term 〈∂w/∂ν,ut〉. We ﬁrst integrate the equation in time and estimate each of the
terms, starting with 〈∂w/∂ν,ut〉. Integrating this term by parts in time we have
t∫
0
〈
∂w
∂ν
,ut
〉
ds = −
t∫
0
〈
∂wt
∂ν
,u
〉
ds +
〈
∂w(t)
∂ν
,u(t)
〉
−
〈
∂w0
∂ν
,u0
〉
. (4.36)
Let  ∈ (0,1/8). We next estimate the right-hand side of (4.36) to get
∣∣∣∣∣
t∫
0
〈
∂w
∂ν
,ut
〉
ds
∣∣∣∣∣
∥∥∥∥∂wt∂ν
∥∥∥∥
H−1/4− (Γc×[0,t])
‖u‖H1/4+ (Γc×[0,t])
+
∥∥∥∥∂w(t)∂ν
∥∥∥∥
L2(Γc)
∥∥u(t)∥∥L2(Γc)
+
∥∥∥∥∂w0∂ν
∥∥∥∥
H−1/2(Γc)
‖u0‖H1/2(Γc).
Applying the standard trace theory estimates to the initial conditions as well as the inequality
‖u‖L2(Γc)  C‖u‖1/2L2(Ω f )‖u‖
1/2
H1(Ω f )
 C‖u‖1/2
L2(Ω f )
‖∇u‖1/2
L2(Ω f )
,
we obtain
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t∫
0
〈
∂w
∂ν
,ut
〉
ds
∣∣∣∣∣ κ
∥∥∥∥∂wt∂ν
∥∥∥∥
2
H−1/4− (Γc×[0,t])
+ Cκ‖u‖2H1/2(Γc×[0,t])
+ ∥∥w(t)∥∥H3/2+ (Ωe)∥∥∇u(t)∥∥1/2L2(Ω f )∥∥u(t)∥∥1/2L2(Ω f )
+ C(‖w0‖2H2(Ωe) + ‖∇u0‖2L2(Ω f )),
for some κ > 0 to be chosen later. At this point, we appeal to the hidden regularity result in Theo-
rem 3.2. In particular, we have for some constant C
∥∥∥∥∂wt∂ν
∥∥∥∥
2
H−1/4− (Γc×[0,T ])
 C
(‖w1‖2H3/4− (Ωe) + ∥∥wtt(·,0)∥∥2H−1/4− (Ωe) + ‖u‖2H3/4− (Γc×[0,T ]))
− ∥∥wtt(t)∥∥2H−1/4− (Ωe) − ∥∥wt(t)∥∥2H3/4− (Ωe) (4.37)
which follows from (3.9) applied to wt instead of w with α = 3/4−  , f = u|Γc and initial conditions
wt(·,0) = w1 ∈ H1(Ωe) and wtt(·,0) = w0 ∈ L2(Ωe). Consequently, we have
∣∣∣∣∣
t∫
0
〈
∂w
∂ν
,ut
〉
ds
∣∣∣∣∣ κ‖u‖2H3/4− (Γc×[0,t]) + C‖u‖2H1/2(Γc×[0,t]) + 14
∥∥∇u(t)∥∥2L2(Ω f ) + C∥∥u(t)∥∥2L2(Ω f )
+ δ∥∥w(t)∥∥2H3/2+ (Ωe) − ∥∥wtt(t)∥∥2H−1/4− (Ωe) − ∥∥wt(t)∥∥2H3/4− (Ωe)
+ C E1(0)
where δ > 0 is to be chosen while
E1(0) = ‖w0‖2H2(Ωe) + ‖w1‖2H1(Ωe) + ‖∇u0‖2L2(Ω f ). (4.38)
Applying estimate (4.30) from Lemma 4.3 and estimate (4.34), we have
∣∣∣∣∣
t∫
0
〈
∂w
∂ν
,ut
〉
ds
∣∣∣∣∣ (κ + 1)‖u‖2H1([0,t];L2(Ω f )) + κ‖u‖2L2([0,t];H2(Ω f )) + C1‖u‖2L2([0,t];H1(Ω f ))
+ 1
4
∥∥∇u(t)∥∥2L2(Ω f ) + δ∥∥w(t)∥∥2H3/2+ (Ωe) + C∥∥u(t)∥∥2L2(Ω f )
− ∥∥wtt(t)∥∥2H−1/4− (Ωe) − ∥∥wt(t)∥∥2H3/4− (Ωe) + C E1(0), (4.39)
for 1 > 0 that is to be determined. We next appeal to the estimate in (4.29) as well as the energy
estimates on weak solutions (3.3) obtaining
∣∣∣∣∣
t∫
0
〈
∂w
∂ν
,ut
〉
ds
∣∣∣∣∣ 22‖ut‖2L2([0,t];L2(Ω f )) + 2∥∥(u · ∇u)∥∥2L2([0,t];L2(Ω f )) + 14
∥∥∇u(t)∥∥2L2(Ω f )
+ δ∥∥w(t)∥∥2H3/2+ (Ωe) − ∥∥wtt(t)∥∥2H−1/4− (Ωe) − ∥∥wt(t)∥∥2H3/4− (Ωe) + C E1(0),
(4.40)
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the norm of w above, we recall that w satisﬁes the elliptic problem
w = wtt in Ωe × (0, T ),
with the boundary condition
w|Γc =
t∫
0
u ds + w0 ∈ C
([0, T ]; H3/2(Γc))
for a.e. t < T by (4.17). Hence, by the available theory for elliptic boundary value problems (cf. [4,
Theorem 3.8.1]) w satisﬁes the estimate
∥∥w(t)∥∥2H3/2+ (Ωe)  ∥∥w(t)∥∥2H7/4− (Ωe)
 C
(∥∥wtt(t)∥∥2H−1/4− (Ωe) + ‖u‖2L2([0,t];H5/4− (Γc)) + ‖w0‖H5/4− (Ωe))
 C
∥∥wtt(t)∥∥2H−1/4− (Ωe) + Cg(E1(0)) (4.41)
where the last step follows from (4.18). Therefore, after applying estimate (4.20) on the nonlinear
term from Lemma 4.2, the estimate in (4.40) becomes
∣∣∣∣∣
t∫
0
〈
∂w
∂ν
,ut
〉
ds
∣∣∣∣∣ 22‖ut‖2L2([0,t];L2(Ω f )) + C
2∑
i=1
t∫
0
‖∇u‖2L2(Ω f )
(‖∇∂iu‖2L2(Ω f ) + ‖∇u‖2L2(Ω f ))ds
+ 1
4
∥∥∇u(t)∥∥2L2(Ω f ) − (1− Cδ)∥∥wtt(t)∥∥2H−1/4− (Ωe) − ∥∥wt(t)∥∥2H3/4− (Ωe)
+ Cg(E1(0)). (4.42)
We now return to (4.35) and estimate the nonlinear interior term next. Using (4.21) in Lemma 4.2 we
get
∣∣∣∣∣
t∫
0
(
(u · ∇)u,ut
)
f ds
∣∣∣∣∣ C
2∑
i=1
t∫
0
‖∇u‖L2(Ω f )
(‖∇∂iu‖L2(Ω f ) + ‖∇u‖L2(Ω f ))‖ut‖L2(Ω f ) ds
 C2
2∑
i=1
t∫
0
‖∇u‖2L2(Ω f )
(‖∇∂iu‖2L2(Ω f ) + ‖∇u‖2L2(Ω f ))ds
+ 2‖ut‖2L2([0,T ];L2(Ω f )). (4.43)
Next, we estimate the nonlinear boundary term
∫ t
0 〈(u · ν)u,ut〉ds by ﬁrst integrating it by parts
with respect to time obtaining
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0
〈
(u · ν)u,ut
〉
ds = 1
2
3∑
k=1
t∫
0
∫
Γc
u3
∂u2k
∂t
dσ(x)ds
= −1
2
3∑
k=1
t∫
0
∫
Γc
∂u3
∂t
u2k dσ(x)ds +
1
2
3∑
k=1
∫
Γc
u3(x, t)uk(x, t)
2 dσ(x)
− 1
2
3∑
k=1
∫
Γc
u3(x,0)uk(x,0)
2 dσ(x).
Estimating each of these terms via Hölder we have
∣∣∣∣∣
t∫
0
〈
(u · ν)u,ut
〉
ds
∣∣∣∣∣ 12
t∫
0
‖∂tu3‖H−1/2(Γc)
∥∥|u|2∥∥H1/2(Γc) ds + 12
∥∥u3(t)∥∥L4(Γc)∥∥u(t)∥∥2L8/3(Γc)
+ 1
2
‖u0 · ν‖L4(Γc)‖u0‖2L8/3(Γc). (4.44)
To estimate the ﬁrst term, we use the trace theorem for divergence free L2(Ω f ) functions, and to deal
with the term ‖|u|2‖H1/2(Γc) we use
∥∥|u|2∥∥H1/2(Γc)  C∥∥|u|2∥∥W 1,4/3(Γc)  C
2∑
i=1
∥∥|∂iu||u|∥∥L4/3(Γc) + C∥∥|u|2∥∥L4/3(Γc)
 C
2∑
i=1
‖∂iu‖L2(Γc)‖u‖L4(Γc) + C‖u‖L4(Γc)‖u‖L2(Γc)
 C
2∑
i=1
‖∂iu‖2L2(Γc) + ‖u‖2H1/2(Γc) + C‖u‖L2(Γc)‖u‖H1/2(Γc)  C‖u‖2H1(Γc).
Therefore, (4.44) becomes
∣∣∣∣∣
t∫
0
〈
(u · ν)u,ut
〉
ds
∣∣∣∣∣ C
t∫
0
‖ut‖L2(Ω f )‖u‖2H1(Γc) ds + C
∥∥u3(t)∥∥H1/2(Γc)∥∥u(t)∥∥2H1/4(Γc)
+ C‖u0‖H1/2(Γc)‖u0‖2H1/4(Γc)
 C
t∫
0
‖ut‖L2(Ω f )‖u‖2H1(Γc) ds + C
∥∥∇u3(t)∥∥L2(Ω f )∥∥u(t)∥∥2H3/4(Ω f )
+ C‖∇u0‖3L2(Ω f ).
We now use that u is divergence free and hence ∂3u3 = −∂1u1 − ∂2u2 in order to invoke the esti-
mate ‖∇u3‖L2(Ω f )  C
∑2
i=1 ‖∂iu‖L2(Ω f ) . We also estimate ‖u‖H1(Γc) using the inequality ‖u‖L2(Γc) 
‖u‖1/2
L2(Ω )
‖u‖1/2
H1(Ω )
 ‖u‖1/2
L2(Ω )
‖∇u‖1/2
L2(Ω )
in order to obtain
f f f f
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t∫
0
〈
(u · ν)u,ut
〉
ds
∣∣∣∣∣ C
2∑
i=1
t∫
0
‖ut‖L2(Ω f )
(‖∇∂iu‖L2(Ω f )‖∂iu‖L2(Ω f ) + ‖∇u‖L2(Ω f )‖u‖L2(Ω f ))ds
+ C
2∑
i=1
∥∥∂iu(t)∥∥L2(Ω f )∥∥∇u(t)∥∥3/2L2(Ω f )∥∥u(t)∥∥1/2L2(Ω f )
+ C‖∇u0‖3L2(Ω f ).
Now, applying Young’s inequality we have
∣∣∣∣∣
t∫
0
〈
(u · ν)u,ut
〉
ds
∣∣∣∣∣ 2
t∫
0
‖ut‖2L2(Ω f ) ds + C
t∫
0
‖∇∂iu‖2L2(Ω f )‖∂iu‖
2
L2(Ω f )
ds
+ C
t∫
0
‖∇u‖2L2(Ω f )‖u‖
2
L2(Ω f )
ds + 1
4
∥∥∇u(t)∥∥2L2(Ω f )
+ C
2∑
i=1
∥∥∂iu(t)∥∥4L2(Ω f )∥∥u(t)∥∥2L2(Ω f ) + C E1(0)3/2,
where E1(0) is deﬁned in (4.38). Using a priori bounds on
∫ t
0 ‖∇u‖2L2(Ω f ) ds from (3.3), in addition to
the tangential regularity estimates for all t < T from (4.17) and (4.19), yields
∣∣∣∣∣
t∫
0
〈
(u · ν)u,ut
〉
ds
∣∣∣∣∣ 2
t∫
0
‖ut‖2L2(Ω f ) ds +
1
4
∥∥∇u(t)∥∥2L2(Ω f ) + C E1(0)3. (4.45)
We are now ready to complete the estimates in (4.35). Indeed, integrating (4.35) in time and collecting
the bounds in (4.42), (4.43), and (4.45) while denoting by f (E1(0)) the resulting continuous function
of E1(0), we get
t∫
0
‖ut‖2L2(Ω f ) ds +
1
2
∥∥∇u(t)∥∥2L2(Ω f )  C
t∫
0
‖∇u‖2L2(Ω f )
(‖∇∂iu‖2L2(Ω f ) + ‖∇u‖2L2(Ω f ))ds
+ 42
t∫
0
‖ut‖2L2(Ω f ) ds +
3
8
∥∥∇u(t)∥∥2L2(Ω f )
− (1− Cδ)∥∥wtt(t)∥∥2H−1/4− (Ωe) − ∥∥wt(t)∥∥2H3/4− (Ωe)
+ 1
2
‖∇u0‖2L2(Ω f ) + f
(
E1(0)
)
. (4.46)
Choosing δ and 2 suﬃciently small, we obtain
t∫ ∥∥ut(s)∥∥2L2(Ω f ) ds + ∥∥∇u(t)∥∥2L2(Ω f ) + ∥∥wtt(t)∥∥2H−1/4− (Ωe) + ∥∥wt(t)∥∥2H3/4− (Ωe)
0
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t∫
0
∥∥∇u(s)∥∥2L2(Ω f )(∥∥∇∂iu(s)∥∥2L2(Ω f ) + ∥∥∇u(s)∥∥2L2(Ω f ))ds + C f (E1(0)). (4.47)
Next, omitting all terms on the left except ‖∇u(t)‖2
L2(Ω f )
and then applying Gronwall’s inequality, we
obtain
∥∥∇u(t)∥∥2L2(Ω f )  C f (E1(0))exp
(
C
t∫
0
(‖∇∂iu‖2L2(Ω f ) + ‖∇u‖2L2(Ω f ))ds
)
, for all t ∈ [0, T ].
(4.48)
We again recall the a priori estimate from (4.17) on
∫ t
0 ‖∇∂iu‖2L2(Ω f ) ds for all t < T in order to get
∥∥∇u(t)∥∥2L2(Ω f )  f1(E1(0)), t ∈ [0, T ] (4.49)
where f1 is another explicit function in E1(0). Therefore, we obtain the regularity result
u ∈ L∞([0, T ]; V ) (4.50)
with an explicit upper bound.
In addition, returning to (4.47) and omitting the term ‖∇u(t)‖2
L2(Ω f )
, we have for all t < T
t∫
0
‖ut‖2L2(Ω f ) ds +
∥∥wtt(t)∥∥2H−1/4− (Ωe) + ∥∥wt(t)∥∥2H3/4− (Ωe)
 C
t∫
0
‖∇u‖2L2(Ω f )
(‖∇∂iu‖2L2(Ω f ) + ‖∇u‖2L2(Ω f ))ds + f (E1(0)). (4.51)
Utilizing (4.50) and the tangential regularity estimate
∫ t
0 ‖∇∂iu‖2L2(Ω f ) ds from (4.17), we ﬁnally con-
clude that ut ∈ L2([0, T ]; H), wtt ∈ C([0, T ]; H−1/4−(Ωe)), and wt ∈ C([0, T ]; H3/4−(Ωe)) along with
the estimate
T∫
0
‖ut‖2L2(Ω f ) +
∥∥wtt(t)∥∥2H−1/4− (Ωe) + ∥∥wt(t)∥∥2H3/4− (Ωe) ds f2(E1(0)), (4.52)
where f2 is another explicit function of E1(0).
Consequently, (4.37) also yields
∥∥∥∥∂wt∂ν
∥∥∥∥
2
H−1/4− (Γc×[0,T ])
 C f2
(
E1(0)
)
, for all t ∈ [0, T ].
This completes the proof of the proposition. 
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We next take the L2 inner product of (4.25) with φ ∈ V and integrate by parts to obtain
(ut, φ) f + (∇u,∇φ) f +
〈
pν − ∂u
∂ν
,φ
〉
+ ((u · ∇)u, φ) f = 0; (4.53)
note that pν − ∂u/∂ν ∈ L2([0, T ]; H−1/2(Γc)) since div(∇u − pI) = u − ∇p = ut + (u · ∇)u ∈
L2([0, T ]; L2(Ω f )). Comparing (4.53) with (3.1), we obtain the equation involving boundary terms
〈
∂w
∂ν
− ∂u
∂ν
+ 1
2
(u · ν)u + pν,φ
〉
= 0, (4.54)
a.e. in time. Note that φ|Γc ∈ W = {ψ ∈ H1/2(Γc):
∫
Γc
ψ ·ν dx = 0} and that the mapping from V to W
is onto. Therefore, we have
〈
∂w
∂ν
− ∂u
∂ν
+ 1
2
(u · ν)u + pν,ψ
〉
= 0, ψ ∈ L2([0, T ];W ). (4.55)
It follows then that ∂w/∂ν − ∂u/∂ν + (1/2)(u · ν)u + pν = Cν for some constant C(t) since the
normal cone to W is generated by the normal vector ν . In particular, we are appealing to the next
easy lemma.
Lemma 4.6. Let v ∈ H−1/2(Γc), and assume 〈v,ψ〉 = 0 for all ψ ∈ W . Then v = Cν where C is a constant.
We can certainly take C = 0 and redeﬁne p since it was chosen before up to a function which is
constant in the space variable. Therefore, we have
∂w
∂ν
− ∂u
∂ν
+ 1
2
(u · ν)u + pν = 0 on Γc × (0, T ), (4.56)
which is the boundary condition on Γc in (2.6). Collecting (4.26) and (4.56), we conclude that u
satisﬁes (2.1)–(2.2) and boundary conditions (2.4)–(2.6).
4.6. Proof of Theorem 2.1
Thus far we have established that u ∈ L∞([0, T ]; V ) in addition to uniform bounds for
∂iu in L
2([0, T ]; V ), i = 1,2, (4.57)
and
∂i ju in L
2([0, T ]; L2(Ω f )), i = 1,2, j = 1,2,3 (4.58)
while ut ∈ L2([0, T ]; H). It follows from (4.29) and (4.20) that u ∈ L2([0, T ]; H2(Ω f )) and p ∈
L2([0, T ]; H1(Ω f )). In addition, by (4.41) we have w ∈ C([0, T ]; H7/4−(Ωe)). This concludes the proof
of Theorem 2.1.
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We approximate the initial data with sequences uδ0, w
δ
0, and w
δ
1 in the spaces H
2(Ω f ), H2(Ωe),
and H1(Ωe) respectively. We next appeal to the existence result in [6] which guarantees the local-
in-time existence of strong solutions of the system (2.1)–(2.3) with the boundary conditions (2.4)–
(2.6) for initial data u0, w0 and w1 in the spaces H2(Ω f ), H2(Ωe) and H1(Ωe) respectively. This
more regular set of initial data leads to local-in-time strong solutions uδ , wδ and wδt to the sys-
tem (2.1)–(2.3) such that uδ ∈ C([0, Tδ]; V ) ∩ L2([0, Tδ]; H2(Ω f )) while wδ ∈ C([0, Tδ]; H2(Ωe)) and
wδt ∈ C([0, Tδ]; H1(Ωe)) for some Tδ > 0 (cf. [6]). Therefore, we perform the tangential estimates of
Section 4.1 on the regularized solutions uδ , wδ and wδt ﬁrst by taking the L
2 inner product of (2.1)
satisﬁed by uδ with ∂iiuδ ∈ L2([0, T ′δ]; L2(Ω f )) where T ′δ > Tδ represents the maximal time where the
corresponding norms of the tangential derivatives stay bounded. Similarly, for a ﬁxed i = 1,2 we take
the inner product of Eq. (2.3) with ∂ii wδt ∗ ρˆα ∗ ρˆα where ρˆα is a molliﬁer in the time variable so
that ∂ii wδt ∗ ρˆα ∗ ρˆα is in the space L∞([0, T ′δ]; L2(Ωe)). Hence, integrating by parts and using the
boundary conditions as before we can eliminate the pressure from the equation in uδ and combine
the two equations after having passed in the limit as α goes to zero in the equation in wδ . Thus, we
arrive at the equation in (4.4) satisﬁed by uδ , wδ , and wδt . Hence, proceeding with the estimates as
before, and choosing M such that
∥∥uδ0∥∥2H1(Ω f ) + ∥∥wδ0∥∥2H2(Ωe) + ∥∥wδ1∥∥2H1(Ωe)  ‖u0‖2H1(Ω f ) + ‖w0‖2H2(Ωe) + ‖w1‖2H1(Ωe)  M (5.1)
we obtain
∂iu
δ ∈ L∞([0, T ]; L2(Ω f ))∩ L2([0, T ]; H1(Ω f )) (5.2)
∂i w
δ ∈ L∞([0, T ]; H1(Ωe)) (5.3)
∂i w
δ
t ∈ L∞
([0, T ]; L2(Ωe)) (5.4)
where T > 0 is given by the same expression in (4.16) in terms of M and independent of δ. This
insures that the maximal time T ′δ does not go to zero as δ goes to zero.
We next perform the time derivative estimates of Section 4.4 on uδt precisely in the same way,
using uδt ∈ L2([0, Tδ]; H1(Ω f )) (cf. [6]) which justiﬁes taking the test function φ = uδt in Eq. (3.1)
satisﬁed by uδ . Proceeding with the estimates in exactly the same way, we obtain
uδt ∈ L2
([0, T ]; L2(Ω f )) (5.5)
uδ ∈ L∞([0, T ]; H1(Ω f )) (5.6)
under the condition that T < Tδ for all δ > 0. Therefore, it remains to show that ‖uδt ‖L2t H1x does not
blow up at any time T ′ < T . We equivalently prove that if the norm ‖uδt ‖L2t H1x blows up at some
T ′ < T , then ‖∂iuδ‖L2t H1x blows up at T ′ as well, which would contradict (5.2). To this end, we appeal
to the a priori estimates satisﬁed by the time derivatives of the more regular solutions uδt , w
δ
t and w
δ
tt
formally obtained by differentiating the system (2.1) and (2.3) in time, then taking the inner product
with uδt and w
δ
tt , and integrating by parts (cf. [6]). This leads to the equation
1
2
∂
∂t
∥∥uδt ∥∥2L2(Ω f ) + ∥∥∇uδt (t)∥∥2L2(Ω f ) ds + 12 ∂∂t
(∥∥wδtt∥∥2L2(Ωe) + ∥∥∇wδt ∥∥2L2(Ωe))= −b(uδt ,uδ,uδt ).
(5.7)
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δ
tt‖2L2(Ωe) + ‖∇wδt ‖2L2(Ωe) and integrating in time from 0 to t , we
obtain
yδ(t) + 2
t∫
0
∥∥∇uδt (s)∥∥2L2(Ω f ) ds = yδ(0) − 2
t∫
0
b
(
uδt ,u
δ,uδt
)
ds. (5.8)
We note that b(uδt ,u
δ,uδt ) = −b(uδt ,uδt ,uδ) by the anti-symmetric property of b in the last two entries.
We now estimate this term using
b
(
uδt ,u
δ
t ,u
δ
)= ∫
Ω f
(
uδt . ∇
)
uδt u
δ dx+ 1
2
∫
Γc
(
uδt · ν
)
uδt · uδ dσ(x). (5.9)
Estimating the ﬁrst term using Hölder’s inequality we have
t∫
0
∫
Ω f
(
uδt . ∇
)
uδt · uδ dxds
t∫
0
∥∥uδt ∥∥L2(Ω f )∥∥∇uδt ∥∥L2(Ω f )∥∥uδ∥∥L∞(Ω f ) ds
 1
2
t∫
0
∥∥uδt ∥∥2L2(Ω f )∥∥uδ∥∥2L∞(Ω f ) ds + 12
t∫
0
∥∥∇uδt ∥∥2L2(Ω f ) ds, (5.10)
where we used Young’s inequality and the Poincaré inequality in the last step. Similarly, estimating
the second term we obtain
1
2
t∫
0
∫
Γc
(
uδt · ν
)
uδt · uδ dσ xds
1
2
t∫
0
∥∥uδt · ν∥∥H−1/2(Γc)∥∥uδt ∥∥H1/2(Γc)∥∥uδ∥∥L∞(Γc) ds
 C
t∫
0
∥∥uδt ∥∥2L2(Ω f )∥∥uδ∥∥2L∞(Γc) ds + 14
t∫
0
∥∥∇uδt ∥∥2L2(Ω f ) ds. (5.11)
Hence, (5.8) becomes
yδ(t) + 1
2
t∫
0
∥∥∇uδt ∥∥2L2(Ω f ) ds yδ(0) + C
t∫
0
∥∥uδt ∥∥2L2(Ω f )(∥∥uδ∥∥2L∞(Γc) + ∥∥uδ∥∥2L∞(Ω f ))ds. (5.12)
We now note that by Sobolev inequalities in two dimensions and trace theorems we have
∥∥uδ∥∥L∞(Γc)  ∥∥uδ∥∥H3/2(Γc)  C(∥∥∂iuδ∥∥H1(Ω f ) + ∥∥uδ∥∥H1(Ω f )). (5.13)
As for ‖uδ‖L∞(Ω f ) , we have for 1/2< r < 1
∥∥uδ∥∥L∞(Ω )  ∥∥uδ∥∥H2−r Hr (Ω ) (5.14)f x1,x2 x3 f
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∥∥uδ∥∥L∞(Ω f )  ∥∥uδ∥∥1−rH2x1,x2 L2x3 (Ω f )
∥∥uδ∥∥rH1x1,x2 H1x3 (Ω f )
 C
2∑
i=1
(∥∥∇∂iuδ∥∥L2(Ω f ) + ∥∥uδ∥∥H1(Ω f )). (5.15)
Therefore, (5.12) becomes
yδ(t) yδ(0) + C
t∫
0
∥∥yδ(s)∥∥2L2(Ω f )
(
2∑
i=1
∥∥∇∂iuδ∥∥2L2(Ω f ) + ∥∥∇uδ∥∥2L2(Ω f )
)
ds. (5.16)
We ﬁnally apply Gronwall’s inequality so that
yδ(t) yδ(0)K exp
( t∫
0
2∑
i=1
∥∥∇∂iuδ∥∥2L2(Ω f ) ds
)
(5.17)
where K = C exp(∫ t0 ‖∇uδ‖2L2(Ω f ) ds) which is ﬁnite for all t and for all δ > 0.
Hence, returning to (5.12) and omitting yδ(t) we obtain
t∫
0
∥∥∇uδt ∥∥2L2(Ω f ) ds yδ(0) + yδ(0)K exp
(
2∑
i=1
t∫
0
∥∥∇∂iuδ∥∥2L2(Ω f ) ds
)
×
(
2∑
i=1
t∫
0
∥∥∇∂iuδ∥∥2L2(Ω f ) ds + E(0)
)
. (5.18)
This implies that if
∫ t
0 ‖∇uδt ‖2L2(Ω f ) ds blows up at t = T
′ < T , then
∫ t
0 ‖∇∂iuδ‖2L2(Ω f ) ds must blow
up at t = T ′ < T , which is a contradiction since we have shown that ∂iuδ ∈ L2([0, T ]; H1(Ω f )). Thus,
the L2([0, t]; H1(Ω f )) norm of ut cannot blow up before t = T , and the estimates on uδt of Section 4.4
are justiﬁed.
Thus far, we have established that the main estimates in (4.17), (4.41), (4.49), and (4.52) hold for
uδ , wδ , and wδt with bounds as well as T and M independent of δ. These estimates are suﬃcient
(cf. [5]) for the extraction of weakly convergent subsequences converging as δ goes to zero to a
weak solution u, w , and wt of the system (2.1)–(2.3) with the boundary conditions (2.4)–(2.6) and
corresponding to the initial data u0 ∈ V , w0 ∈ H2(Ωe), and w1 ∈ H1(Ωe). Moreover, since this weak
solution satisﬁes the additional regularity results of Sections 4.1 and 4.4, it is in fact a strong solution
based on the analysis in Sections 4.5 and 4.6.
6. Proof of uniqueness
To prove uniqueness of the solution as postulated in Theorem 2.1, we assume the existence of
two solutions (u(1),w(1),w(1)t , p
(1)) and (u(2),w(2),w(2)t , p
(2)) of (2.1)–(2.3) satisfying the boundary
conditions (2.4)–(2.6) corresponding to the same initial conditions in (2.7)–(2.9). Letting v = u(2)−u(1)
and z = w(2) − w(1) , we then have that v , z, zt , and q = p(1) − p(2) verify the system
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(
u(2) · ∇)v) + ∇q = 0 in Ω f × (0, T ) (6.1)
div v = 0 in Ω f × (0, T ) (6.2)
ztt − z = 0 in Ωe × (0, T ) (6.3)
in addition to the boundary conditions
v = zt on Γc × (0, T ) (6.4)
v = 0 on Γ f × (0, T ) (6.5)
∂z
∂ν
= ∂v
∂ν
− qν − 1
2
(v · ν)u(1) − 1
2
(
u(2) · ν)v on Γc × (0, T ) (6.6)
and zero initial conditions. We now by taking the L2 inner product of (6.1) with v and the L2 inner
product of (6.3) with zt . After integration by parts and elimination of the pressure using boundary
condition (6.6), we combine the two equations via boundary condition (6.4) to obtain
1
2
d
dt
(‖v‖2L2(Ω f ) + ‖zt‖2L2(Ωe) + ‖∇z‖2L2(Ωe))+ ‖∇v‖2L2(Ω f ) + ((v · ∇)u(1), v) f
+ 1
2
〈
(v · ν)u(1), v〉+ ((u(2) · ∇)v, v) f + 12
〈(
u(2) · ν)v, v〉= 0. (6.7)
We now note that b(u(2), v, v) = ((u(2) · ∇)v, v) f + 12 〈(u(2) · ν)v, v〉 = 0 by the anti-symmetry of b
(cf. [5]). Integrating in time from 0 to t  T and noting the zero initial conditions we have
1
2
(∥∥v(t)∥∥2L2(Ω f ) + ∥∥zt(t)∥∥2L2(Ωe) + ∥∥∇z(t)∥∥2L2(Ωe))+
t∫
0
‖∇v‖2L2(Ω f ) ds

∣∣∣∣∣
t∫
0
(
(v · ∇)u(1), v) f ds
∣∣∣∣∣+ 12
∣∣∣∣∣
t∫
0
〈
(v · ν)u(1), v〉ds
∣∣∣∣∣. (6.8)
It remains to estimate the right side of the above inequality. Starting with the ﬁrst term we have
∣∣∣∣∣
t∫
0
(
(v · ∇)u(1), v) f ds
∣∣∣∣∣
t∫
0
‖v‖L3(Ω f )
∥∥∇u(1)∥∥L6(Ω f )‖v‖L2(Ω f ) ds
 C
t∫
0
‖v‖H1/2(Ω f )
∥∥u(1)∥∥H2(Ω f )‖v‖L2(Ω f ) ds
 C
t∫
0
‖∇v‖1/2
L2(Ω f )
∥∥u(1)∥∥H2(Ω f )‖v‖3/2L2(Ω f ) ds,
where we used Hölder’s and Sobolev inequalities as well as the interpolation and the Poincaré in-
equalities. We ﬁnally apply Young’s inequality to obtain
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t∫
0
(
(v · ∇)u(1), v) f ds
∣∣∣∣∣ 14
t∫
0
‖∇v‖2L2(Ω f ) ds + C
t∫
0
∥∥u(1)∥∥4/3H2(Ω f )‖v‖2L2(Ω f ) ds. (6.9)
Similarly, estimating the second term on the right side of (6.11) via Hölder’s inequality and Sobolev
inequalities we have
1
2
∣∣∣∣∣
t∫
0
〈
(v · ν)u(1), v〉ds
∣∣∣∣∣ 12
t∫
0
‖v · ν‖L8/3(Γc)
∥∥u(1)∥∥L4(Γc)‖v‖L8/3(Γc) ds
 C
t∫
0
‖v · ν‖H1/4(Γc)
∥∥u(1)∥∥H1/2(Γc)‖v‖H1/4(Γc) ds.
We now apply the trace theorem, the interpolation inequality, and the Poincaré inequality to get
1
2
∣∣∣∣∣
t∫
0
〈
(v · ν)u(1), v〉ds
∣∣∣∣∣ C
t∫
0
‖v‖2H3/4(Ω f )
∥∥u(1)∥∥H1(Ω f ) ds
 C
t∫
0
‖∇v‖3/2
L2(Ω f )
∥∥u(1)∥∥H1(Ω f )‖v‖1/2L2(Ω f ) ds.
Using Young’s inequality, we ﬁnally obtain
1
2
∣∣∣∣∣
t∫
0
〈
(v · ν)u(1), v〉ds
∣∣∣∣∣ 14
t∫
0
‖∇v‖2L2(Ω f ) ds + C
t∫
0
∥∥u(1)∥∥4H1(Ω f )‖v‖2L2(Ω f ) ds. (6.10)
Applying estimates (6.9) and (6.10) to inequality (6.8) while letting
y(t) = ∥∥v(t)∥∥2L2(Ω f ) + ∥∥zt(t)∥∥2L2(Ωe) + ∥∥∇z(t)∥∥2L2(Ωe),
we have
1
2
y(t) + 1
2
t∫
0
‖∇v‖2L2(Ω f ) ds C
t∫
0
(∥∥u(1)∥∥4/3H2(Ω f ) + ∥∥u(1)∥∥4H1(Ω f ))y(s)ds.
We now omit the second term and note that the right-hand side is ﬁnite since u(1) ∈ L2([0, T ];
H2(Ω f ))∩C([0, T ]; H1(Ω f )). Therefore, by Gronwall’s inequality we get that y(t) = 0 for all t ∈ [0, T ],
which implies v = z = zt = 0 and uniqueness is established.
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