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CHARACTERIZATIONS OF HIGHER-ORDER CONVEXITY PROPERTIES WITH
RESPECT TO CHEBYSHEV SYSTEMS
ZSOLT PÁLES AND ÉVA SZÉKELYNÉ RADÁCSI
Dedicated to the 70th birthday of Professor Roman Ger
Abstract. In this paper various notions of convexity of real functions with respect to Chebyshev
systems defined over arbitrary subsets of the real line are introduced. As an auxiliary notion, a concept
of a relevant divided difference and also a related lower Dinghas type derivative are also defined. The main
results of the paper offer various characterizations of the convexity notions in terms of the nonnegativity
of a generalized divided difference and the corresponding lower Dinghas type derivative.
1. Introduction
Denote by N, Z, Q, R the sets of natural, integer, rational, and real numbers, respectively. Given a
set H ⊆ R, the set of positive elements of H is denoted by H+. Thus, for instance, N = Z+.
For a set H ⊆ R, denote the simplex of strictly ordered n-tuples of the elements of H by σn(H), i.e.,
σn(H) := {(x1, . . . , xn) ∈ H
n | x1 < · · · < xn}.
Obviously, σn(H) 6= ∅ if and only if the cardinality |H| of H is at least n.
Provided that |H| ≥ n, for a vector valued function ω = (ω1, . . . , ωn) : H → R
n, the functional
operator Φω : σn(H) → R is defined by
Φω(x1, . . . , xn) :=
∣∣∣∣∣∣∣
ω1(x1) . . . ω1(xn)
...
. . .
...
ωn(x1) . . . ωn(xn)
∣∣∣∣∣∣∣
(
(x1, . . . , xn) ∈ σn(H)
)
.
We say that ω is an n-dimensional positive (resp. negative) Chebyshev system over H if Φω is positive
(resp. negative) over σn(H), respectively.
The following systems are the most important particular cases for positive Chebyshev systems. For
more important examples we refer to the books by Karlin [5] and Karlin–Studden [6].
(i) The function ω : R→ Rn given by ω(x) := (1, x, . . . , xn−1) is an n-dimensional positive Chebyshev
system on R. Indeed, then Φω(x1, . . . , xn) is the well-known Vandermonde determinant, i.e.,
Φω(x1, . . . , xn) =
∣∣∣∣∣∣∣∣∣
1 . . . 1
x1 . . . xn
...
. . .
...
xn−11 . . . x
n−1
n
∣∣∣∣∣∣∣∣∣
=
∏
1≤i<j≤n
(xj − xi)
(
(x1, . . . , xn) ∈ σn(R)
)
,
and this determinant is obviously positive on σn(R). The above Chebyshev system is called the
standard, or polynomial n-dimensional Chebyshev system.
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(ii) The function ω(x) :=
(
1, cos(x), sin(x), . . . , cos(nx), sin(nx)
)
is a (2n + 1)-dimensional positive
Chebyshev system on any open interval I whose length is less than or equal to 2π. Indeed, after
some calculation, for (x1, . . . , x2n+1) ∈ σ2n+1(I), we get
Φω(x1, . . . , x2n+1) = 4
n2
∏
1≤k<j≤2n+1
sin
(xj − xk
2
)
.
Provided that the length of the open interval I is less than or equal to 2π, for 1 ≤ k < j ≤ 2n+1,
we have 0 <
xj−xk
2 < π, hence sin
(xj−xk
2
)
> 0. Therefore, Φω(x1, . . . , x2n+1) > 0.
(iii) The function ω(x) :=
(
cos(x), sin(x), . . . , cos(nx), sin(nx)
)
is a (2n)-dimensional positive Cheby-
shev system on any open interval I whose length is less than or equal to π. Indeed, after some
calculation, for (x1, . . . , x2n) ∈ σ2n(I), we get
Φω(x1, . . . , x2n) =
4n(n−1)
(n!)2
∑
(j1,...,j2n)
n∏
k=1
cos
(xjk+1 − xjk
2
) ∏
1≤k<j≤2n
sin
(xj − xk
2
)
,
where the summation is taken over all permutations (j1, . . . , j2n) of the set {1, . . . , 2n}. Provided
that the length of the open interval I is less than or equal to π, for 1 ≤ k < j ≤ 2n, we have
0 <
xj−xk
2 <
π
2 , hence sin
(xj−xk
2
)
> 0 and cos
(xj−xk
2
)
> 0. Therefore, Φω(x1, . . . , x2n) > 0.
(iv) For the function ω(x) := (1, x2), we get that Φω(x1, x2) = (x1 + x2)(x2 − x1). Therefore ω is a
2-dimensional positive Chebyshev system on R+, but it is not a Chebyshev system on R (observe
that Φω(−1, 1) = 0).
Given a positive Chebyshev system ω : H → Rn, a function f : H → R is called ω-convex (i.e., convex
with respect to the Chebyshev system ω) if, Φ(ω,f) is nonnegative over σn+1(H). A function f : H → R
is strictly ω-convex if a function (ω1, . . . , ωn, f) is an (n + 1)-dimensional positive Chebyshev system
over H.
For k ≥ 0, define the kth power function pk : R → R by pk(x) := x
k. As we have seen it before,
(p0, . . . , pn−1) is an n-dimensional Chebyshev system. The notion of convexity with respect to this
system, called polynomial convexity, was introduced by Hopf [4] and by Popoviciu [11]. The particular
case, when ω = (p0, p1), simplifies to the notion of standard convexity, moreover, for (x, y, z) ∈ σ3(H),
the inequality Φ(p0,p1,f)(x, y, z) ≥ 0 is equivalent to
f(y) ≤
z − y
z − x
f(x) +
y − x
z − x
f(z).
The next result is well-known for the standard convexity ([10]), it provides the main motivation for
our paper.
Theorem A. Let x0 < · · · < xm be real numbers, f : {x0, . . . , xm} → R, where m ≥ 2. If, for all
i ∈ {1, . . . ,m − 1}, the function f is convex on the 3-element set {xi−1, xi, xi+1}, i.e., f fulfills the
inequality
Φ(p0,p1,f)(xi−1, xi, xi+1) ≥ 0
(
i ∈ {1, . . . ,m− 1}
)
,
then f is convex over {x0, . . . , xm}, i.e., for every 0 ≤ k < ℓ < n ≤ m,
Φ(p0,p1,f)(xk, xℓ, xn) ≥ 0.
In order to derive the proof of this result the notion of second-order divided differences, its connection
to convexity and the Chain Inequality established in [10]. Recall, that the second-order divided difference
of a function f : H → R (where |H| ≥ 3), is defined by
[
x, y, z; f
]
:=
f(x)
(y − x)(z − x)
+
f(y)
(x− y)(z − y)
+
f(z)
(x− z)(y − z)
(
(x, y, z) ∈ σ3(H)
)
.
It is easy to see that
[
x, y, z; f
]
=
Φ(p0,p1,f)(x, y, z)
Φ(p0,p1,p2)(x, y, z)
(
(x, y, z) ∈ σ3(H)
)
. (1)
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The Vandermonde determinant Φ(p0,p1,p2)(x, y, z) being positive, the inequality Φ(p0,p1,f)(x, y, z) ≥ 0
is equivalent to
[
x, y, z; f
]
≥ 0. On the other hand, in terms of second-order divided differences, the
decomposition holds true.
Theorem B. Let x0 < · · · < xm be real numbers, where m ≥ 2. Then, for every 0 ≤ k < ℓ < n ≤ m,
there exist Ai ∈ [0, 1] with
∑m−1
i=1 Ai = 1 such that, for all function f : {x0, . . . , xm} → R,
[
xk, xℓ, xn; f
]
=
m−1∑
i=1
Ai
[
xi−1, xi, xi+1; f
]
.
This theorem easily implies
Corollary C. (Chain Inequality) Let x0 < · · · < xm be real numbers, f : {x0, . . . , xm} → R, where
m ≥ 2. Then, for every 0 ≤ k < ℓ < n ≤ m,
min
i∈{1,...,m−1}
[
xi−1, xi, xi+1; f
]
≤
[
xk, xℓ, xn; f
]
≤ max
i∈{1,...,m−1}
[
xi−1, xi, xi+1; f
]
.
Applying the above corollary and formula (1), one can easily obtain a proof for Theorem A.
The above Theorem B can be extended to higher-order divided differences applying Lemma 2.6 in
Chapter XV of the book [7] by M. Kuczma. Using this extension, generalizations of Corollary C and
Theorem A can easily be derived to the case when the underlying Chebyshev system is (p0, . . . , pn−1).
Based on these results, A. Gilányi and Zs. Páles [3] introduced various generalizations of Popoviciu’s
convexity notions and obtained several characterizations of them.
In what follows, in Section 2 we shall introduce a notion of divided difference which is suitable
for the applications in the setting of a general Chebyshev system ω. Then we prove a result which
will be analogous to Theorem B and has consequences that generalize Corollary C and Theorem B.
In Section 3 we introduce the notions of (t, ω)-convexity and ω-Jensen convexity and establish several
implications among these convexity properties. Finally, in Section 4, we introduce various lower Dinghas
type derivatives and obtain mean value inequalities in three different settings for them. These results
immediately yield the characterizations of convexity properties in terms of the nonnegativity of the
relevant lower Dinghas type derivative and show also that these convexity properties are localizable
ones. The results obtained in this paper directly generalize those in [10] and in [3].
2. Convexity over discrete sets
Throughout this section, let n ∈ N, and let H ⊆ R with |H| ≥ n+2 and let ω = (ω1, . . . , ωn) : H → R
be an n-dimensional positive Chebyshev system and choose ωn+1 : H → R such that ωn+1 is strictly
convex with respect to ω, that is, ω∗ = (ω1, . . . , ωn, ωn+1) is an (n+1)-dimensional positive Chebyshev
system.
For a function f : H → R, the generalized ω∗-divided difference [x0, . . . , xn; f ]ω∗ of f is defined by
[
x0, . . . , xn; f
]
ω∗
:=
Φ(ω,f)(x0, . . . , xn)
Φω∗(x0, . . . , xn)
(
(x0, . . . , xn) ∈ σn+1(H)
)
.
Clearly, if ω∗ = (ω1, . . . , ωn, ωn+1) = (p0, . . . , pn−1, pn), then, in view of the identity (1),
[
x0, . . . , xn; f
]
ω∗
is equal to the standard nth-order divided difference
[
x0, . . . , xn; f
]
. On the other hand, given a positive
Chebyshev system ω = (ω1, . . . , ωn), there is no unique candidate for the strictly ω-convex function ωn+1.
For the proof the main theorem below, we need the following auxiliary result.
Lemma 1. Let x0 < · · · < xn+1 be arbitrary elements of H. Then, for all 0 ≤ j ≤ n+ 1, there exists a
constant Aj ∈ [0, 1] such that, for every function f : {x0, . . . , xn+1} → R, the following equality holds[
x0, . . . , xj−1, xj+1, . . . , xn+1; f
]
ω∗
= Aj
[
x0, . . . , xn; f
]
ω∗
+ (1−Aj)
[
x1, . . . , xn+1; f
]
ω∗
. (2)
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Proof. If j = 0 or j = n + 1 the statement of the lemma trivially holds with A0 := 0 and An+1 := 1,
respectively. Let 0 < j < n+ 1 be arbitrary and define Aj by the equality
Aj
1−Aj
:=
Φω∗(x0, . . . , xn)
Φω∗(x1, . . . , xn+1)
·
Φω(x1, . . . , xj−1, xj+1, . . . , xn+1)
Φω(x0, . . . , xj−1, xj+1, . . . , xn)
. (3)
Since the right side of this equality is positive, hence
Aj
1−Aj
> 0, which yields Aj ∈]0, 1[.
To prove that (2) holds for all f : {x0, . . . , xn+1} → R, using that ω
∗ is an (n + 1)-dimensional
Chebyshev system, we can find constants α1, . . . , αn+1 ∈ R such that
(α1ω1 + · · · + αn+1ωn+1)(xi) = f(xi) i ∈ {0, . . . , n+ 1} \ {j}.
Then, with the notation g := f − (α1ω1+ · · ·+αn+1ωn+1), we can decompose f into the following form
f = (α1ω1 + · · ·+ αn+1ωn+1) + g,
where g(xi) = f(xi)− (α1ω1 + · · ·+αn+1ωn+1)(xi) = 0 for i ∈ {0, . . . , n+ 1} \ {j}. Substituting f into
the left hand side of the equation (2), by obvious transformations rules of determinants, we get[
x0, . . . , xj−1, xj+1, . . . , xn+1; f
]
ω∗
=
[
x0, . . . , xj−1, xj+1, . . . , xn+1;α1ω1 + · · ·+ αn+1ωn+1
]
ω∗
+
[
x0, . . . , xj−1, xj+1, . . . , xn+1; g
]
ω∗
= αn+1.
On the other hand, using (3), the right hand side of the equation (2) reduces to the following form
Aj
[
x0, . . . , xn; f
]
ω∗
+ (1−Aj)
[
x1, . . . , xn+1; f
]
ω∗
= Aj
(
αn+1 + (−1)
n+j+2g(xj)
Φω(x0, . . . , xj−1, xj+1, . . . , xn)
Φω∗(x0, . . . , xn)
)
+ (1 −Aj)
(
αn+1 + (−1)
n+j+1g(xj)
Φω(x1, . . . , xj−1, xj+1, . . . , xn+1)
Φω∗(x1, . . . , xn+1)
)
= αn+1 + (−1)
n+jg(xj)
(
Aj
Φω(x0, . . . , xj−1, xj+1, . . . , xn)
Φω∗(x0, . . . , xn)
− (1−Aj)
Φω(x1, . . . , xj−1, xj+1, . . . , xn+1)
Φω∗(x1, . . . , xn+1)
)
= αn+1.
This completes the proof of (2). 
The first main theorem of our paper extends an analogous result known for standard higher-order
divided differences, cf. [7].
Theorem 2. Let m ∈ N with n ≤ m ≤ |H| − 1 and let x0 < · · · < xm be elements of H. Then,
for all 0 ≤ i0 < · · · < in ≤ m, there exist Ai ∈ [0, 1] with
∑m−n
i=0 Ai = 1 such that, for all function
f : {x0, . . . , xm} → R,
[
xi0 , . . . , xin ; f
]
ω∗
=
m−n∑
i=0
Ai
[
xi, . . . , xi+n; f
]
ω∗
(4)
holds.
Proof. The above theorem can be proved by induction with respect to m − n. For m − n = 0, the
theorem trivially holds with A0 = 1. If m− n = 1, then the theorem results from Lemma 1.
Now assume the theorem is true for a k = m−n. To prove that the theorem is valid for k+1 = m−n,
let x0 < · · · < xn+k+1 be arbitrary elements of H.
Take an element xin+1 of H, which is different from xi0 , . . . , xin . Let {x
′
i0
, . . . , x
′
in+1
} be a set such
that, {x
′
i0
, . . . , x
′
in+1
} = {xi0 , . . . , xin+1} and x
′
i0
< · · · < x
′
in+1
. By Lemma 1, there exist constants
B0, B1 ∈ [0, 1] with B0 +B1 = 1 such that, for all function f : {x
′
i0
, . . . , x
′
in+1
} → R,[
xi0 , . . . , xin ; f
]
ω∗
= B0
[
x
′
i0
, . . . , x
′
in ; f
]
ω∗
+B1
[
x
′
i1
, . . . , x
′
in+1
; f
]
ω∗
.
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Notice that {x
′
i0
, . . . , x
′
in
} is a subset of {x0, . . . , xn+k} and {x
′
i1
, . . . , x
′
in+1
} is a subset of {x1, . . . , xn+k+1}
and in both case we have n + k + 1 − (n + 1) = k. By the induction hypothesis there exist constants
Ci,Di ∈ [0, 1] such that,
∑k
i=0Ci =
∑k+1
i=1 Di = 1 and for all function f : {x0, . . . , xn+k+1} → R,
[
x
′
i0
, . . . , x
′
in ; f
]
ω∗
=
k∑
i=0
Ci
[
xi, . . . , xi+n; f
]
ω∗
,
[
x
′
i1
, . . . , x
′
in+1
; f
]
ω∗
=
k+1∑
i=1
Di
[
xi, . . . , xi+n; f
]
ω∗
.
Hence,
[
xi0 , . . . , xin ; f
]
ω∗
= B0
( k∑
i=0
Ci
[
xi, . . . , xi+n; f
]
ω∗
)
+B1
( k+1∑
i=1
Di
[
xi, . . . , xi+n; f
]
ω∗
)
= B0C0
[
x0, . . . , xn; f
]
ω∗
+
k∑
i=1
(B0Ci +B1Di)
[
xi, . . . , xi+n; f
]
ω∗
+B1Dk+1
[
xk+1, . . . , xn+k+1; f
]
ω∗
.
Finally, we have to show that the sum of the coefficient is equal to 1.
B0C0 +
k∑
i=1
(B0Ci +B1Di) +B1Dk+1 = B0
k∑
i=0
Ci +B1
k+1∑
i=1
Di = B0 +B1 = 1.
Thus we have obtained (4) for k + 1. Induction ends the proof. 
As an immediate consequence, we obtain
Corollary 3. (Generalized Chain Inequality) Let m ∈ N with n ≤ m ≤ |H| − 1 and let x0 < · · · < xm
be elements of H. Then, for all 0 ≤ i0 < · · · < in ≤ m and for all function f : {x0, . . . , xm} → R,
min
0≤i≤m−n
[
xi, . . . , xi+n; f
]
ω∗
≤
[
xi0 , . . . , xin ; f
]
ω∗
≤ max
0≤i≤m−n
[
xi, . . . , xi+n; f
]
ω∗
. (5)
Proof. By Theorem 2, there exists Ai ∈ [0, 1] with
∑m−n
i=0 Ai = 1 such that (4) holds for all functions
f : {x0, . . . , xm} → R. On the other hand, it is easy to see that
min
0≤i≤m−n
[
xi, . . . , xi+n; f
]
ω∗
≤
m−n∑
i=0
Ai
[
xi, . . . , xi+n; f
]
ω∗
≤ max
0≤i≤m−n
[
xi, . . . , xi+n; f
]
ω∗
.
These inequalities combined with (4) yield (5). 
Corollary 4. Let m ∈ N with n ≤ m ≤ |H| − 1, let x0 < · · · < xm be elements of H, and let
f : {x0, . . . , xm} → R. If, for all 0 ≤ i ≤ m−n, f is ω-convex on the (n+1)-element set {xi, . . . , xi+n},
i.e.,
Φ(ω,f)(xi, . . . , xi+n) ≥ 0,
then f is ω-convex on {x0, . . . , xm}, i.e., for all 0 ≤ i0 < · · · < in ≤ m, the following inequality holds
Φ(ω,f)(xi0 , . . . , xin) ≥ 0.
Proof. Choose ωn+1 : H → R such that ω
∗ = (ω1, . . . , ωn, ωn+1) be a positive Chebyshev system over
H. Since Φ(ω,f)(xi, . . . , xi+n) ≥ 0, hence [xi, . . . , xi+n; f ]ω∗ ≥ 0 for all i ∈ {0, . . . ,m− n}. According to
the Theorem 2 (or to Corollary 3), this implies that [xi0 , . . . , xin ; f ]ω∗ ≥ 0 for all 0 ≤ i0 < · · · < in ≤ m.
Hence, Φ(ω,f)(xi0 , . . . , xin) ≥ 0 holds for all 0 ≤ i0 < · · · < in ≤ m. 
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3. (t, ω)-convexity and ω-Jensen convexity
Let I ⊂ R be a nondegenerate interval, n ∈ N, and let ω : I → Rn be an n-dimensional positive
Chebyshev system over I throughout this section.
For t = (t1, . . . , tn) ∈ R
n
+ and for a permutation π of the index set {1, . . . , n}, define t ◦ π by
t ◦ π := (tπ(1), . . . , tπ(n)). A function f : I → R is said to be (t, ω)-convex on I if
Φ(ω,f)(x, x+ t1h, . . . , x+ (t1 + · · ·+ tn)h) ≥ 0 (6)
holds for all h > 0, x ∈ I with x + (t1 + · · · + tn)h ∈ I. We call f cyclically (t, ω)-convex on I if it is
(t ◦ π, ω)-convex for all cyclic permutations π of {1, . . . , n}. We call f symmetrically (t, ω)-convex on I
if it is (t ◦ π, ω)-convex for all permutations π of {1, . . . , n}. Finally, we call f ω-Jensen convex on I,
if it is (t, ω)-convex with t = 1n, where 1k stands for the vector (1, . . . , 1) ∈ R
k for k ∈ N. Note that,
for n ≥ 2, with the substitution y := x + (t1 + · · · + tn)h, (6) is satisfied for all h > 0, x ∈ I with
x+ (t1 + · · · + tn)h ∈ I if and only if
Φ(ω,f)
(
x, t2+···+tn
t1+···+tn
x+ t1
t1+···+tn
y, . . . , tn
t1+···+tn
x+ t1+···+tn−1
t1+···+tn
y, y
)
≥ 0
holds for all x, y ∈ I with x < y. In particular, f is ω-Jensen convex on I if and only if
Φ(ω,f)
(
x, n−1
n
x+ 1
n
y, . . . , 1
n
x+ n−1
n
y, y
)
≥ 0
for all x, y ∈ I with x < y, in other words, f is ω-Jensen convex on I if and only if it is ω-convex over
all (n+ 1)-element arithmetic sequences in I. In the standard setting ω = (p0, . . . , pn−1), these notions
were introduced by Gilányi–Páles in [3].
The following result shows that cyclic (t, ω)-convexity implies (r, ω)-convexity for all r ∈ Qn+. In the
particular case n = 2, and ω = (p0, p1), our result reduces to that of by Kuhn [8] and Daróczy–Páles [1].
For the higher-order case ω = (p0, . . . , pn−1), the analogous statement was established by Gilányi–Páles
[3].
Theorem 5. Let t ∈ Rn+ and f : I → R. If f is cyclically (t, ω)-convex then it is (r, ω)-convex for all
r ∈ Qn+.
Proof. Let r = (r1, . . . , rn) ∈ Q
n
+ and let x ∈ I and h > 0 with x + (r1 + · · · + rn)h ∈ I. There exist
positive integers q1, . . . , qn, q ∈ N such that
r1 =
q1
q
, . . . , rn =
qn
q
.
Let us consider the elements
xkn+j := x+
(
k +
1
T
j∑
i=1
ti
)
h
q
for k = 0, . . . , (q1 + · · ·+ qn), j = 0, . . . , k, where T :=
∑j
i=1 ti and we use the convention
∑0
i=1 ti := 0.
It follows easily from this construction that
xi+1 − xi = tπ(1)
h
Tq
, xi+2 − xi = (tπ(1) + tπ(2))
h
Tq
, . . . , xi+n − xi = (tπ(1) + · · ·+ tπ(n))
h
Tq
,
where π is a cyclic permutation of {1, . . . , n} for an arbitrary i ∈ {0, . . . ,
(
(q1+· · ·+qn)−1
)
n}. Therefore,
the cyclic (t, ω)-convexity of f implies that
Φ(ω,f)(xi, . . . , xi+n) ≥ 0 (i ∈ {0, . . . ,
(
(q1 + · · · + qn)− 1
)
n}).
Applying Corollary 4, it follows that
Φ(ω,f)
(
x0, xq1n, . . . , x(q1+···+qn)n
)
≥ 0,
i.e.,
Φ(ω,f)
(
x0, x0 + r1h, . . . , x0 + (r1 + · · · + rn)h
)
≥ 0,
which proves the (r, ω)-convexity of f . 
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The following corollary is an immediate consequence of Theorem 5 and in the standard setting it was
established by Gilányi and Páles in [3].
Corollary 6. If a function f : I → R is ω-Jensen convex, then it is (r, ω)-convex for all r ∈ Qn+.
Motivated by the above result, for a function f : I → R, we introduce the following notation
C(ω,f) := {t ∈ R
n
+ | f is cyclically (t, ω)-convex}.
Obviously, C(ω,f) is a cone, i.e., for λ > 0, we have λC(ω,f) ⊆ C(ω,f). The statement of Theorem 5 says
that the nonemptyness of C(ω,f) implies Q
n
+ ⊆ C(ω,f). In the standard setting n = 2, ω = (p0, p1), Kuhn’s
proved ([8]) that provided that C(ω,f) 6= ∅, there exists a subfield F of R such that C(ω,f) = R+ · F
n
+. It
is an open problem if this statement remains valid in the general case.
The next result shows that the (t, ω)-convexity property is always the consequence of those (s, ω)-
convexity properties where the coordinates of s ∈ Rn+ are equal to two subsequent coordinates of t. To
shorten the notation, we denote
(u1k, v1m) := (u, . . . , u︸ ︷︷ ︸
k-times
, v, . . . , v︸ ︷︷ ︸
m-times
) (u, v ∈ R, k,m ∈ N).
Theorem 7. Assume that n ≥ 2 and let (t1, . . . , tn) ∈ R
n
+. If, for all (k, i) ∈ {1, . . . , n − 1}
2, the
function f : I → R is
(
(ti1k, ti+11n−k), ω
)
-convex, then f is
(
(t1, . . . , tn), ω
)
-convex on I.
Proof. We can assume that n ≥ 3, because if n = 2, then the statement of the theorem is trivial.
Let t1, . . . , tn > 0, x ∈ I and h > 0 with x + (t1 + · · · + tn)h ∈ I. Let us consider the elements
x0 < x1 < · · · < xn(n−1) defined by
x(n−1)(k−1)+j := x+
(
(t0 + · · ·+ tk−1) +
jtk
n− 1
)
h
for all (k, j) ∈
(
{1, . . . , n} × {0, . . . , n − 2}
)
∪ {(n, n − 1)}, where t0 := 0. Notice that for all elements
ℓ ∈ {0, . . . , n(n − 1) − 1}, there exists a unique pair (kℓ, jℓ) ∈ {1, . . . , n} × {0, . . . , n − 2} such that
ℓ = (n− 1)(kℓ − 1) + jℓ. On the other hand, for ℓ ∈ {0, . . . , n(n− 2)}, we have
xℓ+1 − xℓ = · · · = x(n−1)kℓ − x(n−1)kℓ−1 =
tkℓ
n− 1
,
x(n−1)kℓ+1 − x(n−1)kℓ = · · · = xℓ+n − xℓ+n−1 =
tkℓ+1
n− 1
.
Therefore, using the
(
(tkℓ1(n−1)kℓ−ℓ, tkℓ+11ℓ+n−(n−1)kℓ), ω
))
-convexity of f , we obtain that
Φ(ω,f)(xℓ, . . . , xℓ+n) ≥ 0 (ℓ ∈ {0, . . . , n(n− 2)}).
Applying the Corollary 4, it follows that
Φ(ω,f)(x0(n−1), x1(n−1), . . . , xn(n−1)) ≥ 0,
i.e.,
Φ(ω,f)(x, x+ t1h, . . . , x+ (t1 + · · · + tn)h) ≥ 0,
which implies that the function f is
(
(t1, . . . , tn), ω
)
-convex on I. 
The following two results are immediate consequences of Theorem 5.
Corollary 8. Assume that n ≥ 2 and let (t1, . . . , tn) ∈ R
n
+. Denote tn+1 := t1. If, for all (k, i) ∈
{1, . . . , n − 1} × {1, . . . , n}, the function f : I → R is
(
(ti1k, ti+11n−k), ω
)
-convex, then f is cyclically(
(t1, . . . , tn), ω
)
-convex on I.
Corollary 9. Assume that n ≥ 2, and let T ⊆ R+ be a nonempty set. Then, for all t1, . . . , tn ∈ T the
function f : I → R is
(
(t1, . . . , tn), ω
)
-convex if and only if, for all t, s ∈ T and k ∈ {1, . . . , n}, the
function f is
(
(t1k, s1n−k), ω
)
-convex.
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4. Characterization of the convexity properties by Dinghas type derivatives
In the rest of this paper, let I ⊂ R be a nondegenerate interval and let ω = (ω1, . . . , ωn) : I → R
n
be an n-dimensional positive Chebyshev system over I and choose ωn+1 : I → R such that ω
∗ =
(ω1, . . . , ωn, ωn+1) be an (n+ 1)-dimensional positive Chebyshev system over I.
For a point p ∈ I, define the following two lower Dinghas type generalized derivatives:
D ω∗f(p) := lim inf
xn−x0→0
(x0,...,xn)∈σn+1(I)
x0≤p≤xn
[
x0, . . . , xn; f
]
ω∗
:= lim
δ→0+
inf
{[
x0, . . . , xn; f
]
ω∗
: (x0, . . . , xn) ∈ σn+1(I), x0 ≤ p ≤ xn, xn − x0 < δ
}
and
D (t,ω∗)f(p) := lim inf
y−x→0
(x,y)∈σ2(I)
x≤p≤y
[
x, t2+···+tn
t1+···+tn
x+ t1
t1+···+tn
y, . . . , tn
t1+···+tn
x+ t1+···+tn−1
t1+···+tn
y, y; f
]
ω∗
:= lim
δ→0+
inf
{[
x, t2+···+tn
t1+···+tn
x+ t1
t1+···+tn
y, . . . , tn
t1+···+tn
x+ t1+···+tn−1
t1+···+tn
y, y; f
]
ω∗
: (x, y) ∈ σ2(I), x ≤ p ≤ y, y − x < δ
}
,
where (t1, . . . , tn) ∈ R
n
+. (For the original definition of A. Dinghas, we refer to the paper [2].)
In the subsequent subsections we will obtain mean value inequalities and characterization theorems
for ω-convexity, ω-Jensen convexity, and for ((t1, t2), ω)-convexity, respectively, and we will also establish
that these convexity properties are localizable.
4.1. Mean value inequality and characterization for ω-convexity.
Theorem 10. Let f : I → R. Then, for every (x0, . . . , xn) ∈ σn+1(I), there exists p ∈ [x0, xn] such
that [
x0, . . . , xn; f
]
ω∗
≥ D ω∗f(p). (7)
Proof. Let (x0, . . . , xn) ∈ σn+1(I) be arbitrary. Denote maxj∈{0,...,n−1}(xj+1 − xj) by d. We show the
existence of a sequence (x
(k)
0 , . . . , x
(k)
n ) ∈ σn+1(I) such that (x
(1)
0 , . . . , x
(1)
n ) = (x0, . . . , xn) and, for k ∈ N,
(x
(k+1)
0 , . . . , x
(k+1)
n ) ∈ σn+1
({
x
(k)
0 ,
x
(k)
0 +x
(k)
1
2 , x
(k)
1 ,
x
(k)
1 +x
(k)
2
2 , . . . ,
x
(k)
n−1+x
(k)
n
2 , x
(k)
n
})
, (8)
[
x
(k+1)
0 , . . . , x
(k+1)
n ; f
]
ω∗
≤
[
x
(k)
0 , . . . , x
(k)
n ; f
]
ω∗
, (9)
max
i∈{0,...,n−1}
(
x
(k+1)
i+1 − x
(k+1)
i
)
≤
d
2k
. (10)
Assume that we have already constructed (x
(k)
0 , . . . , x
(k)
n ) ∈ σn+1(I). Define the points y
(k)
0 , . . . , y
(k)
2n by
y
(k)
2j := x
(k)
j (j ∈ {0, . . . , n}) and y
(k)
2j−1 :=
x
(k)
j−1+x
(k)
j
2 (j ∈ {1, . . . , n}).
(11)
Then, obviously, y
(k)
0 < y
(k)
1 < y
(k)
2 < · · · < y
(k)
2n and
max
j∈{0,...,2n−1}
(
y
(k)
j+1 − y
(k)
j
)
≤
1
2
· max
i∈{0,...,n−1}
(
x
(k)
i+1 − x
(k)
i
)
≤
d
2k
. (12)
By the Generalized Chain Inequality, i.e., by Corollary 3,[
x
(k)
0 , . . . , x
(k)
n ; f
]
ω∗
≥ min
i∈{0,...,n}
[
y
(k)
i , . . . , y
(k)
i+n; f
]
ω∗
. (13)
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Now, choose j ∈ {0, . . . , n} such that
[
y
(k)
j , . . . , y
(k)
j+n; f
]
ω∗
= mini∈{0,...,n}
[
y
(k)
i , . . . , y
(k)
i+n; f
]
ω∗
and define
(x
(k+1)
0 , . . . , x
(k+1)
n ) := (y
(k)
j , . . . , y
(k)
j+n). Then, in view of properties (11), (13), and (12), we obtain that
(8), (9), and (10) hold, respectively.
Observe that
(
x
(k)
0
)
is a nondecreasing and
(
x
(k)
n
)
is a nonincreasing sequence, furthermore,
0 < x(k)n − x
(k)
0 < n · max
i∈{0,...,n−1}
(
x
(k)
i+1 − x
(k)
i
)
≤
nd
2k−1
.
Hence the sequences
(
x
(k)
0
)
and
(
x
(k)
n
)
have a common limit point which we denote by p. Using (9),[
x0, . . . , xn; f
]
ω∗
=
[
x
(1)
0 , . . . , x
(1)
n ; f
]
ω∗
≥ lim inf
k→∞
[
x
(k)
0 , . . . , x
(k)
n ; f
]
ω∗
≥ D ω∗f(p),
which results (7). 
The next result characterizes the ω-convexity property in terms of the nonnegativity of the generalized
lower Dinghas type derivative D ω∗ .
Corollary 11. A function f : I → R is ω-convex on I if and only if, for all p ∈ I,
D ω∗f(p) ≥ 0. (14)
Proof. Assume that f is ω-convex. Then, for all (x0, . . . , xn) ∈ σn+1(I), we have that
[
x0, . . . , xn; f
]
ω∗
≥
0, which, by the definition of the derivative D ω∗f(p), implies that (14) holds for all p ∈ I.
To prove the reversed statement, assume that (14) holds. Choose (x0, . . . , xn) ∈ σn+1(I) arbitrar-
ily. Then, by Theorem 10, there exists p ∈ I such that (7) holds which, together with (14), implies[
x0, . . . , xn; f
]
ω∗
≥ 0. This is equivalent to the inequality Φ(ω,f)(x0, . . . , xn) ≥ 0. This proves the
ω-convexity of f . 
The next immediate consequence shows that ω-convexity is a localizable property.
Corollary 12. A function f : I → R is ω-convex on I if and only if, for all p ∈ I, there exists a
neighborhood U of p such that f is ω-convex on U .
4.2. Mean value inequality and characterization for ω-Jensen convexity. The following result
is analogous to Theorem 10 and establishes a mean value inequality for ω-Jensen type divided differences.
Theorem 13. Let f : I → R. Then, for every x, y ∈ I with x < y, there exists p ∈ [x, y] such that[
x, n−1
n
x+ 1
n
y, . . . , 1
n
x+ n−1
n
y, y; f
]
ω∗
≥ D (1n,ω∗)f(p). (15)
Proof. Let x, y ∈ I be arbitrary with x < y. We prove by induction that there exists a sequence
(
x(k)
)
in I such that x(1) = x and, for k ∈ N,
x(k+1) ∈
{
x(k), x(k) + 1
n2k
(y − x), . . . , x(k) + n
n2k
(y − x)
}
,
[
x(k+1), x(k+1) + 1
n2k
(y − x), . . . , x(k+1) + n
n2k
(y − x); f
]
ω∗
≤
[
x(k), x(k) + 1
n2k−1
(y − x), . . . , x(k) + n
n2k−1
(y − x); f
]
ω∗
,
(16)
Assume that we have already constructed x(k) ∈ I. Define the points y
(k)
0 , . . . , y
(k)
2n by
y
(k)
j := x
(k) + j
n2k
(y − x) (j ∈ {0, . . . , 2n}). (17)
Then, obviously, y
(k)
0 < y
(k)
1 < · · · < y
(k)
2n and(
x(k), x(k) + 1
n2k−1
(y − x), . . . , x(k) + n
n2k−1
(y − x)
)
∈ σn+1
({
y
(k)
0 , y
(k)
1 , . . . , y
(k)
2n
})
.
Therefore, by applying the Generalized Chain Inequality, it follows that[
x(k), x(k) + 1
n2k−1
(y − x), . . . , x(k) + n
n2k−1
(y − x); f
]
ω∗
≥ min
i∈{0,...,n}
[
y
(k)
i , . . . , y
(k)
i+n; f
]
ω∗
. (18)
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Now, choose j ∈ {0, . . . , n} such that
[
y
(k)
j , . . . , y
(k)
j+n; f
]
ω∗
= mini∈{0,...,n}
[
y
(k)
i , . . . , y
(k)
i+n; f
]
ω∗
and define
x(k+1) := y
(k)
j . Then, the properties (17) and (18) imply that the two conditions in (16) hold.
Observe that
(
x(k)
)
is a nondecreasing and
(
y(k)
)
:=
(
x(k)+ n
n2k−1
(y−x)
)
is a nonincreasing sequence,
furthermore,
0 < y(k) − x(k) = y−x
2k−1
.
Thus these sequences have a common limit point which we denote by p. Using the second inequality in
(16), [
x, n−1
n
x+ 1
n
y, . . . , 1
n
x+ n−1
n
y, y; f
]
ω∗
=
[
x(1), x(1) + 1
n
(y − x), . . . , x(1) + n
n
(y − x); f
]
ω∗
≥ lim inf
k→∞
[
x(k), x(k) + 1
n2k−1
(y − x), . . . , x(k) + n
n2k−1
(y − x); f
]
ω∗
= lim inf
k→∞
[
x(k), n−1
n
x(k) + 1
n
y(k), . . . , 1
n
x(k) + n−1
n
y(k), y(k); f
]
ω∗
≥ D (1,ω∗)f(p),
which results (15). 
The following two corollaries directly follow from Theorem 13 as Corollary 11 and Corollary 12 from
Theorem 10.
Corollary 14. A function f : I → R is ω-Jensen convex on I if and only if, for all p ∈ I,
D (1n,ω∗)f(p) ≥ 0.
Corollary 15. A function f : I → R is ω-Jensen convex on I if and only if, for all p ∈ I, there exists
a neighborhood U of p such that f is ω-Jensen convex on U .
4.3. Mean value inequality and characterization for ((t1, t2), ω)-convexity.
Theorem 16. Assume that n = 2 and let (t1, t2) ∈ R
2
+ and f : I → R. Then, for every (x, y) ∈ σ2(I),
there exists p ∈ [x, y] such that[
x, t2
t1+t2
x+ t1
t1+t2
y, y; f
]
ω∗
≥ min
{
D ((t1,t2),ω∗)f(p),D ((t2,t1),ω∗)f(p)
}
. (19)
Proof. Let t1, t2 ∈ R+ and (x, y) ∈ σ2(I) be arbitrary. We may assume that t1 < t2. We prove by
induction that there exists a sequence
(
x
(k)
0 , x
(k)
1 , x
(k)
2
)
∈ σ3(I) such that(
x
(1)
0 , x
(1)
1 , x
(1)
2
)
=
(
x, t2
t1+t2
x+ t1
t1+t2
y, y
)
and, for all k ∈ N,(
x
(k+1)
0 , x
(k+1)
1 , x
(k+1)
2
)
∈ σ3
({
x
(k)
0 ,
t2
t1+t2
x
(k)
0 +
t1
t1+t2
x
(k)
1 ,
t1
t1+t2
x
(k)
0 +
t2
t1+t2
x
(k)
1 , x
(k)
1 ,
t2
t1+t2
x
(k)
1 +
t1
t1+t2
x
(k)
2 ,
t1
t1+t2
x
(k)
1 +
t2
t1+t2
x
(k)
2 , x
(k)
2
})
, (20)
x
(k+1)
1 −x
(k+1)
0
x
(k+1)
2 −x
(k+1)
1
∈
{
t1
t2
, t2
t1
}
, (21)
[
x
(k+1)
0 , x
(k+1)
1 , x
(k+1)
2 ; f
]
ω∗
≤
[
x
(k)
0 , x
(k)
1 , x
(k)
2 ; f
]
ω∗
, (22)
x
(k+1)
2 − x
(k+1)
0 ≤
(
t2
t1+t2
)k
· (y − x). (23)
Observe that (21) and (23) hold for k = 0. Assume that we have already constructed
(
x
(k)
0 , x
(k)
1 , x
(k)
2
)
∈
σ3(I). By (21), we have that
x
(k)
1 −x
(k)
0
x
(k)
2 −x
(k)
1
= ti
tj
for some (i, j) ∈ {(1, 2), (2, 1)}. This means that
x
(k)
1 =
tj
t1+t2
x
(k)
0 +
ti
t1+t2
x
(k)
2 . (24)
CHARACTERIZATIONS OF HIGHER-ORDER CONVEXITY 11
Now define the points y
(k)
0 , . . . , y
(k)
4 by
y
(k)
2ℓ := x
(k)
ℓ (ℓ ∈ {0, 1, 2}),
y
(k)
1 :=
tj
t1+t2
x
(k)
0 +
ti
t1+t2
x
(k)
1 ,
y
(k)
3 :=
ti
t1+t2
x
(k)
1 +
tj
t1+t2
x
(k)
2 .
(25)
Then, obviously y
(k)
0 < · · · < y
(k)
4 . Using (24) and then (23), for ℓ ∈ {0, 1, 2}, we get
y
(k)
ℓ+2 − y
(k)
ℓ ≤ max
{
y
(k)
2 − y
(k)
0 , y
(k)
3 − y
(k)
1 , y
(k)
4 − y
(k)
2
}
= max
{
x
(k)
1 − x
(k)
0 ,
ti
t1+t2
x
(k)
1 +
tj
t1+t2
x
(k)
2 −
tj
t1+t2
x
(k)
0 −
ti
t1+t2
x
(k)
1 , x
(k)
2 − x
(k)
1
}
= max
{
ti
t1+t2
,
tj
t1+t2
,
tj
t1+t2
}(
x
(k)
2 − x
(k)
0
)
= t2
t1+t2
(
x
(k)
2 − x
(k)
0
)
≤
(
t2
t1+t2
)k
(y − x).
(26)
Furthermore, using (25) and (24), we also have that
y
(k)
1 − y
(k)
0
y
(k)
2 − y
(k)
1
=
ti
tj
,
y
(k)
2 − y
(k)
1
y
(k)
3 − y
(k)
2
=
ti
tj
,
y
(k)
3 − y
(k)
2
y
(k)
4 − y
(k)
3
=
tj
ti
. (27)
By the Generalized Chain Inequality, i.e., by Corollary 3,[
x
(k)
0 , x
(k)
1 , x
(k)
2 ; f
]
ω∗
≥ min
ℓ∈{0,1,2}
[
y
(k)
ℓ , y
(k)
ℓ+1, y
(k)
ℓ+2; f
]
ω∗
. (28)
Choose m ∈ {0, 1, 2} such that
[
y
(k)
m , y
(k)
m+1, y
(k)
m+2; f
]
ω∗
= minℓ∈{0,1,2}
[
y
(k)
ℓ , y
(k)
ℓ+1, y
(k)
ℓ+2; f
]
ω∗
and define
(x
(k+1)
0 , x
(k+1)
1 , x
(k+1)
2 ) := (y
(k)
m , y
(k)
m+1, y
(k)
m+2). Then, in view of properties (25), (27), (28), and (26), we
obtain that (20), (21), (22), and (23) hold, respectively.
Observe that
(
x
(k)
0
)
is a nondecreasing and
(
x
(k)
2
)
is a nonincreasing sequence, furthermore,
0 < x
(k)
2 − x
(k)
0 ≤
(
t2
t1+t2
)k−1
· (y − x).
Hence the sequences
(
x
(k)
0
)
and
(
x
(k)
2
)
have a common limit point which we denote by p. By property
(21), one of the sets
K1 :=
{
k ∈ N :
x
(k)
1 − x
(k)
0
x
(k)
2 − x
(k)
1
=
t1
t2
}
, K2 :=
{
k ∈ N :
x
(k)
1 − x
(k)
0
x
(k)
2 − x
(k)
1
=
t2
t1
}
is infinite. Assume that K1 is infinite let k1 < k2 < · · · < kn < · · · be chosen such that K1 =
{k1, k2, . . . , kn, . . . }. Using (22),[
x, t2
t1+t2
x+ t1
t1+t2
y, y; f
]
ω∗
=
[
x
(1)
0 , x
(1)
1 , x
(1)
2 ; f
]
ω∗
≥ lim inf
n→∞
[
x
(kn)
0 , x
(kn)
1 , x
(kn)
2 ; f
]
ω∗
= lim inf
n→∞
[
x
(kn)
0 ,
t2
t1+t2
x
(kn)
0 +
t1
t1+t2
x
(kn)
2 , x
(kn)
2 ; f
]
ω∗
≥ D ((t1,t2),ω∗)f(p),
If K2 is infinite, then in a similar manner, we get that[
x, t2
t1+t2
x+ t1
t1+t2
y, y; f
]
ω∗
≥ D ((t2,t1),ω∗)f(p),
which results (19). 
The following two corollaries directly follow from Theorem 16 as Corollary 11 and Corollary 12
from Theorem 10. The first corollary characterizes symmetric ((t1, t2), ω)-convexity in terms of the
nonnegativity of two generalized derivatives. The second one shows that symmetric ((t1, t2), ω)-convexity
is a localizable property.
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Corollary 17. Assume that n = 2 and let (t1, t2) ∈ R
2
+. Then a function f : I → R is symmetrically
((t1, t2), ω)-convex on I if and only if, for all p ∈ I,
D ((t1,t2),ω∗)f(p) ≥ 0 and D ((t2,t1),ω∗)f(p) ≥ 0.
Corollary 18. Assume that n = 2 and let (t1, t2) ∈ R
2
+. Then a function f : I → R is symmetrically
((t1, t2), ω)-convex on I if and only if, for all p ∈ I, there exists a neighborhood U of p such that f is
symmetrically ((t1, t2), ω)-convex on U .
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