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Abstract
We show that for su0ciently large knapsacks the associated Markov chain on the state space
of the admissible packings of the knapsack is rapidly mixing. Our condition basically states that
at least half of all items should 4t into the knapsack. This is much weaker than the condition
assumed by Salo6-Coste (1997). c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction and result
In this note we consider the following counting problem. For given a ∈ Nn, b ∈ N
count the number of combinations x ∈ {0; 1}n such that ∑ni=1 aixi 6 b. As this can be
thought of as n items with weights a1; : : : ; an to be packed into a knapsack of capacity
b this is also known as the knapsack-problem. The knapsack-problem is known to be
#P-complete. This makes it attractive to consider approximate counting algorithms. The
basic idea of such approximate counting algorithms is to approximate the knapsack of
capacity b by a sequence of knapsacks of decreasing size bk (starting with b1 = b and
up to bb+1 =0) and to approximate the ratio of the sizes of two consecutive knapsacks
by using a rapidly mixing homogeneous Markov chain.
Such a Markov chain (Yt)t∈N has been proposed by Sinclair (1996). So, on the
state space X = {x ∈ {0; 1}n | ∑ni=1 aixi 6 b}; we de4ne its transition probability Q in
the following way. Given that the Markov chain is in the state x ∈ X at time t, the
transition from x to a state y at time t + 1 is given by
P(Yt+1 = y|Yt = x) = Q(x; y) =
{ 1
2 + |{i: x + ei ∈ X }|=(2n): y = x
1=(2n): y = x + ei ∈ X
(1)
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for all t ∈ N. Here ei denotes the ith unit vector and the addition is to be understood
“modulo 2”. In other words the chain with a packing x does nothing with probability
1
2 (this condition in the case X = {0; 1}n assures aperiodicity, in the other cases it just
gives handy non-trivial lower bound on the smallest eigenvalue). Otherwise it picks
one of the items at random. If this item is not in the knapsack and still 4ts in, the
algorithm puts it into the knapsack, while it is taken out when it is in the knapsack. As
the starting point will not play any crucial role for our considerations we may simply
assume that we start at the empty packing 0 ∈ Nn at time one.
This Markov chain is time-reversible with respect to the uniform measure  on X ,
that is the detailed balance equations
(x)Q(x; y) = (y)Q(y; x)
hold true for every pair of states x; y ∈ X . To actually obtain an approximate counting
algorithm from this Markov chain would require knowledge about whether it is also
rapidly mixing for an arbitrary choice of the weights a1; : : : ; an and the capacity b, that
is whether there is a polynomial p in n and −1 such that
‖Qt(x; ·)− ‖TV 6  for all t ¿ p(n; )
for any choice of x. This question which we also consider interesting in its own rights
in general is wide open.
Here for two probability measures ;  on X the total variation distance is given by
‖ − ‖TV = 12
∑
x∈X
|(x)− (x)|:
As is well known from the theory of Markov chains one way of proving such a result
would be to bound the spectral gap of the chain by the inverse of a polynomial in n.
Let us explain this a little bit more in detail. Since Q is time-reversible with respect
to the uniform measure  on X , irreducible and aperiodic we know that 1 is a simple
eigenvalue of the linear operator [Q · ] on L2() induced by Q, that is the operator
[Qf] (x) =
∑
y∈X
f(y)Q(x; y);
where f ∈ L2() (which in our case is, of course, the space of all functions).
By time-reversibility the operator [Q · ] is self-adjoint so that all the eigenvalues are
real. We denote them by
1 = 0¿1 ¿ · · ·¿ |X |−1 ¿ −1
(note that they are, of course, also the eigenvalues of Q).
Our aim is to give a lower estimate for the spectral gap, which in our case means
we want to bound the eigenvalue
1 = 1− 1 (2)
of Id–Q (in a slight abuse of language we will also speak about the spectral gap of
the Markov chain (Yt) and mean the spectral gap of Q). By a result of Diaconis and
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Stroock (1991) a polynomial lower bound on 1 indeed implies the polynomial speed
of convergence for Q as we have
‖Qt(x; ·)− ‖TV 6 1(x) (
t
1 ∨ ||X |−1|t)
6
1
(x)
(1)t
as – due to the holding we added – we have |X |−1 ¿ 0.
Salo6-Coste (1997) proved by comparison with the simple walk on the n-dimensional
cube Wn={0; 1}n that for knapsacks satisfying that any subset J ⊂ {1; : : : ; n} of objects
of size |J |6 n−√n is a valid packing, i.e. ∑j∈J aj 6 b, the spectral gap satis4es
1 ¿ 2e−4
1
n
:
So, for knapsacks where the set of valid packings looks “almost like the whole cube
Wn” Q is indeed rapidly mixing.
Our main assumption will be the following.
Assumption 1.1. There exists 1 ¿ "¿ 12 such that whenever J ⊂ {1; : : : ; n} with
|J |6 "n the inequality∑
j∈J
aj 6 b
holds. In other words any packing consisting of at most "n many objects is a valid
packing.
Remark 1.2. Indeed, assuming that Assumption 1.1 holds simply means that we restrict
our attention to such knapsacks X ⊆ {0; 1}n that contain all x with
|x| :=
n∑
i=1
xi 6 "n
for some 12 ¡" 6 n. On the other hand in the above form Assumption 1.1 is more
related to the original knapsack problem.
With this assumption our result reads as follows.
Theorem 1.3. For any knapsack X satisfying Assumption 1:1 the spectral gap of the
transition matrix Q on X given by (1) satis<es
1 ¿ $ [n log(n)]
−1 (3)
for a positive constant $. In particular; the Markov chain (Yt) is rapidly mixing in
this situation.
Remark 1.4. 1. Observe that we only need to show (and will show) Theorem 1.3 for
all n large enough, say larger than some number N . It then holds for all n by just
choosing a di6erent $.
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2. Comparing our result with Salo6-Coste’s bound mentioned above, we see that it
contains an additional factor log n. Neither could we get rid of this factor, nor can we
give any examples to illustrate that it is really necessary. As a matter of fact the central
method of this paper, the so-called distance method to be introduced below, yields a
bound of order 1=n for the spectral gap. Therefore, we strongly conjecture that indeed
1=n is the right order which is also supported by Salo6-Coste’s result cited above. The
additional log n term only shows up in a lemma where we prepare for employing the
distance method.
3. The rapidly mixing property is essential for the construction of approximate coun-
ters, so-called fpras-algorithms, cf. Jerrum et al. (1986) and Sinclair (1996). Using such
algorithms it is possible to approximate the total number of elements of X in poly-
nomial time. Unfortunately, the result of Theorem 1.3 is not su0cient to construct an
fpras-algorithm. To this end we would also need to show the rapidly mixing property
for the Markov chain Q on smaller knapsacks.
On the other hand Assumption 1.1 drastically improves Salo6-Coste’s condition cited
above.
Theorem 1.3 will be proved in the following section. The proof relies on two tech-
niques which are rather new in the theory of Markov chains.
2. Proof
In this section we will prove Theorem 1.3. The proof uses a combination of two
methods. On the one hand we will use a martingale method, as it has 4rst been used in
Meise (1994) on the other hand a distance method, which has been introduced to the
theory of Markov chains in Meise (1998) and L$owe and Meise (1998) to investigate
the spectral gap of algorithms from group theory. Both methods have their origin in the
theory of di6usions on manifolds (cf. Chen and Wang, 1994; Chen, 1996). Moreover,
we will 4nally use a comparison technique that allows us to translate the result for
knapsacks of even size to knapsacks of an odd size.
To be more precise we will 4rst use the martingale method to restrict our attention
to the case that on the “middle level” of the knapsack, that is the level where exactly
half of the items are in the knapsack, every eigenfunction to 1 essentially varies like
it varies on the whole space X . This knowledge will be used in the distance method
introduced next. It will help us to concentrate on states which are not on the boundary
of the knapsack (for others the coupling needed for the distance method would be hard
to 4nd).
So, we will 4rst give the proof for knapsacks with an even number of items.
The rest will then follow easily.
Let us start by introducing some basic notations. First let us decompose our state
space X in the following way.
L= {x ∈ X : |x|¡n=2}
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denotes the lower half of the cube (here and in the following, for x ∈ Wn we write |x|
for the number of 1’s in x – so |x|=∑ni=1 xi),
M = {x ∈ X : |x|= n=2}
its middle level and
B= {x ∈ X : ∃i: x + ei ∈ X }
is the upper boundary of X . Clearly, for x ∈ B we have |x|+ 1¿"n.
For any two points x; y ∈ X (or in Wn) let dH(x; y) denote their Hamming distance
– that is the number of coordinates where they are di6erent or, more formally,
dH(x; y) :=
n∑
i=1
|xi − yi|
for x; y ∈ X . As usual, for a set A ⊂ X let dH(v; A) = min{dH(v; a): a ∈ A} be
the minimal Hamming distance from v to the set A. Moreover, the following distance
(by which we only understand a positive function of two variables – as opposed to
a metrics where the triangle inequality has to be ful4lled; in particular the Hamming
distance dH is indeed a metrics) will be central in the proof:
d(v; w) := dH(v; w)1=2 + c
(dH(v; L) ∨ dH(w; L) ∨ 1)2
n
=: dH(v; w)1=2 + d′(v; w) (4)
where c denotes a positive constant. Note that both summands in (4) decrease whenever
the Hamming distance included in their de4nition decreases. Also note that for v; w ∈ L
the distance d(v; w) basically agrees with the square root of the Hamming distance of
v and w (up to an additive constant c=n).
A central argument in the proof will rely on coupling the random walk induced by
Q starting at some point x to another random walk induced by Q starting at some
other point y.
The proof will combine this coupling with considerations of an eigenfunction f to
the second-largest eigenvalue 1 of Q.
First let us show that we can assume, that the minimum and maximum of f on the
middle level M up to a multiplicative constant behave like the minimum and maximum
of f on the whole space X . Indeed, if this is not the case, the following lemma shows
that the spectral gap already is at least of order O((n log n)−1).
Lemma 2.1. Fix , ∈ (0; 1). Suppose that for all x1; y1 ∈ M one of the inequalities
f(x1)6 max
v∈X
f(v), (5)
or
f(y1)¿ min
v∈X
f(v),; (6)
hold. Then we have for su@ciently large n;
1 ¿ (1− ,) [$′n log(n)]−1;
where $′ is a constant.
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Remark 2.2. Note that as f is an eigenfunction to 1 we have that
min
v∈X
f(v)¡ 0¡max
v∈X
f(v):
Proof of Lemma 2.1. Indeed, suppose that for all w ∈ M we had
f(w)6 max
v∈X
f(v),: (7)
Observe that clearly
Zt = f(Xt) + 1
t−1∑
i=0
f(Xi)
is a martingale under Q. So, starting the Markov chain Q at the state x satisfying
f(x)=maxv∈Xf(v) and stopping this martingale at time t=p∧TM where p ∈ N and
TM is the 4rst hitting time of the set M we obtain by the martingale property of Zt
f(x) = Ex(f(Xp∧TM )) + 1Ex
(p∧TM−1∑
i=0
f(Xi)
)
6 Ex(f(Xp∧TM )) + 1Ex(p ∧ TM )f(x):
As TM has 4nite expectation taking the limit p to in4nity yields by dominated con-
vergence
f(x)− Ex(f(XTM ))6 1Ex(TM )f(x):
Clearly by (7) we have
Ex(f(XTM ))6 f(x),
and thus, as f(x)¿ 0 (see the above remark)
1Ex(TM )¿ 1− ,:
It remains to bound Ex(TM ). This will be done by comparing it to the expected entrance
time to the middle level Ex(T ′M ) of a simple random walk Y
′
t on Wn starting at the
same point x.
To do so we couple the Markov chain Yt to Y ′t in such a way that Yt removes
the ith item from the knapsack whenever the random walk Y ′t on Wn changes the
ith coordinate from 1 to 0 and that Yt adds the ith item to the knapsack whenever
Y ′t writes a 1 in the ith coordinate and this results in an admissible packing of the
knapsack. Otherwise Y stands still. So, if we start at x ∈ L the random walks Yt and
Y ′t will reach the middle level L simultaneously. If x ∈ X \ (L∪B) it may happen that
Y ′t exits X and Yt cannot follow. Observe, however, that as removing things from the
knapsack is always allowed, whenever Yt is in a state x ∈ X with xi = 1 for some i
then by this coupling Y ′t is in a state x
′ ∈ Wn with x′i = 1. Hence we see that if we
start above the middle level by the above coupling Y will always be closer to M than
the random walk on Wn (in the sense that |Yt | 6 Y ′t = x′). These two arguments, in
particular imply that TM is bounded pathwise from above by the entrance time T ′M of
Y ′t into M . As for the latter we have that
E(T ′M ) = O(n log n)
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(this seems to be somehow mathematical folklore, at least we were assured several
times that this result would be true, but couldn’t 4nd a proof; hence we have added a
proof in the appendix) we obtain the bound
Ex(TM )6 $n log(n)
(where $ is a positive constant). Hence we arrive at
1 ¿ (1− ,) [$n log(n)]−1: (8)
In the same way, if (6) is ful4lled, we obtain for y satisfying f(y) = minv∈X f(v)
f(y)− Ex(f(XTM ))¿ 1Ex(TM )f(y):
This together with
Ex(f(XTM ))¿ f(y),
and the fact that f(y)¡ 0 again yields
1 ¿ (1− ,) [$n log(n)]−1:
Hence, if one of (5) or (6) are true we obtain a polynomial estimate for the spectral
gap. More precisely we get
1 ¿ O([n log(n)]−1):
The rest of the proof relies on a rather new technique, we call the distance method,
for estimating the eigenvalues of a Markov chain, the idea of which is amazingly sim-
ple. It might be expedient to brieQy illustrate this technique before bringing it into
action.
Let  = 1 be an eigenvalue of Q with corresponding eigenfunction f. Assume that
there exists a function d:X → R+ such that for the L2-operator [Q · ] associated with
Q, [Qd](x)6 "d(x) for all x ∈ X and some "6 1. Let
m :=max
{ |f(x)|
d(x)
: x ∈ X
}
:
Choose x ∈ X such that |f(x)|=d(x) =m. By irreducibility we may assume that m = 0
and therefore also f(x) = 0. Then we have
|f(x)| = |[Qf] (x)|=
∣∣∣∣∣∣
∑
y∈X
Q(x; y)f(y)
∣∣∣∣∣∣
6
∑
y∈X
Q(x; y)|f(y)|=
∑
y∈X
Q(x; y)
|f(y)|
d(y)
d(y)
6
|f(x)|
d(x)
[Qd] (x)6 "|f(x)|:
Dividing by |f(x)| we conclude ||6 ".
A similar result can be obtained by using couplings, more precisely by coupling Q
with itself. So, let d:X × X → R+ be a function, such that for some coupling Q˜ of
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(Q;Q) the inequality [Q˜d] (x; y)6 "d(x; y) for all x = y and some " 6 1 holds true
(again [Q˜ · ] denotes the L2-operator associated with Q˜). Then any eigenvalue  = 1
of Q satis4es, ||6 ". Indeed, de4ning
m :=max
{
(f(y)− f(x))+
d(x; y)
: x = y ∈ X
}
(where for some number x we de4ne x+ to be the supremum of x with 0) and choosing
(x; y) such that |g(x; y)|=d(x; y)=m (where g(x; y)=(f(y)−f(x))+) we can conclude
that
|g(x; y)|= |[Q˜g] (x; y)|6 m[Q˜d] (x; y)6 m"d(x; y):
Hence ||6 ". Note that this technique also works if we let
m :=max
{
(f(y)− f(x))+
d(x; y)
: (x; y) ∈ S ⊂ X × X
}
for some set S ⊂ X × X which is invariant under the coupling Q˜, that is for some set
S ⊂ X × X with the property that∑
(x′ ;y′)∈S
Q˜((x; y); (x′; y′)) = 1
whenever (x; y) ∈ S.
Of course, this idea is in no way restricted to the situation of X being the knapsack
and Q being the speci4c Markov chain (and indeed in Meise, 1998; L$owe and Meise,
1998 has been applied to the analysis of other random walks).
In short the idea of the distance method can be described as comparing the landscape
given by the eigenfunction f (resp. g) to an easier distance, for which the coupling
still is contractive.
Proof of Theorem 1.3. As we have seen above we may assume that neither (5) nor
(6) hold true. Otherwise Theorem 1.3 already would be proven. So for the rest of the
proof let us assume that (5) and (6) above are wrong.
A central argument in the proof then will rely on the coupling technique introduced
above where the random walk induced by Q starting at some point x will be coupled
to another random walk induced by Q starting at some other point y. The idea of such
a coupling technique is to let those random walks coalesce in short time.
Of course for the analysis of this so-called coupling time the indices i where xi and
yi are di6erent (or agree) are essential. To this end, for x; y ∈ X such that |x| = |y|
de4ne
C1(x; y) = {i: xi = 1 = yi};
C0(x; y) = {i: xi = 0 = yi};
D1(x; y) = {i: xi = 1; yi = 0};
and
D0(x; y) = {i: xi = 0; yi = 1}:
Note that |D0(x; y)|= |D1(x; y)|= dH(x; y)=2 since |x|= |y|.
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In order to bring the above ideas into play and to continue the proof we need to
consider the following coupling Q˜ of Q (with itself), which we only need to de-
4ne properly for |x| = |y|, since we will see that the coupling never leaves the set
{(x; y): |x|= |y|}.
Q˜((x; y); (x + ei; y + ei)) =
1
2n
for i ∈ C1(x; y) ∪ C0(x; y); (9)
Q˜((x; y); (x + ei; y + ej)) =
1
2n|D0(x; y)| (10)
for (i; j) ∈ D1(x; y)×D0(x; y)∪D0(x; y)×D1(x; y). Here we implicitly have taken the
convention x + ei = x if x + ei ∈ X .
For the other pairs of states x; y ∈ X take an arbitrary coupling Q˜ (for example, the
independent coupling). Intuitively speaking this coupling prescribes that we will only
really couple random walks which contain the same number of items. In this case, if
the 4rst walk chooses an item which is contained in both knapsack, resp. is missing in
both, the second walk will choose the same item. If the 4rst walk selects another item,
e.g. one which is contained in the 4rst knapsack but not in the second, the second walk
will try to do “the opposite”, i.e. in this case will choose an item which is contained
in the second knapsack but not in the 4rst. This will bring the walks closer together
in the Hamming distance.
Observe that the coupling Q˜ respects the di6erence |x| − |y| if |x|= |y| and {x; y}∩
B= ∅.
From now on, for the rest of the paper let
g(x; y) :=f(x)− f(y):
(where for some number x we de4ne x+ to be the supremum of x with 0).
As explained above we will be interested in the pair (x1; y1) given by
g(x1; y1)
d(x1; y1)
= max
{
g(v; w)
d(v; w)
: v; w ∈ X; |v|= |w|
}
: (11)
First observe that by Lemma 2.1 (or the simple fact that by irreducibility f cannot be
constant) the above maximum is not zero, such that later on we will be able to divide
by it.
The quotient g(x1; y1)=d(x1; y1) can be bounded from below by taking the maximum
only over the middle level M . By Lemma 2.1 we arrive at
g(x1; y1)
d(x1; y1)
¿ ‖g‖∞, 1dH(x1; y1)1=2 + cn−1
¿ ‖g‖∞, 1n1=2 + cn−1 : (12)
If one of v or w is in B (without loss in generality v ∈ B) we obtain
g(v; w)
d(v; w)
6 ‖g‖∞ 121=2 + c("− 1=2)2n : (13)
Comparing the right hand side of (13) to the right hand side of (12) we see that
,
1
n1=2 + cn−1
¿
1
21=2 + c("− 1=2)2n :
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if and only if
,(21=2 + c("− 1=2)2n)¿n1=2 + cn−1: (14)
Now obviously for large n the left side of (14) is growing faster than n1=2 on the right
side. This yields that in fact for n large enough the relation
g(x1; y1)
d(x1; y1)
¿
g(v; w)
d(v; w)
;
holds true for every pair (v; w) with {v; w}∩B = ∅. This means that for large n we can
assume that neither x1 nor y1 is in B (where x1 and y1 are given by the characterisation
(11)).
Now we are prepared to indeed apply the distance method as discussed above.
To this end note that for the distance
√
dH the following equalities hold true:
[Q˜
√
dH] (x; y)
=1=2dH(x; y)1=2 +
dH(x; y)
2n
(dH(x; y)− 2)1=2 + n− dH(x; y)2n dH(x; y)
1=2 (15)
=dH(x; y)1=2
[
1 +
dH(x; y)1=2(dH(x; y)− 2)1=2
2n
− dH(x; y)
2n
]
: (16)
Note that the expression (
√
t(t − 2)− t)=(2n) is smaller than −1=(2n) for all t ∈ [2; n],
so that we 4nally obtain
[Q˜
√
dH] (x; y)6
√
dH(x; y)
(
1− 1
2n
)
: (17)
Now we are ready to apply the distance method. The points x1; y1 satisfying (11) can
either be both in L or in M or in X \ (L ∪M ∪ B).
Case a: Suppose that both points x1; y1 satisfying (11) are in L. According to (17)
[Q˜
√
dH] (x1; y1)6
√
dH(x1; y1)
(
1− 1
2n
)
: (18)
and since d′ is constant on L ∪M and points in L can “at most” reach M
[Q˜d′] (x1; y1) = d′(x1; y1) =
c
n
:
So, we are looking for $¿ 0 such that for n large enough
dH(x1; y1)1=2
(
1− 1
2n
)
+ d′(x1; y1)6 [dH(x1; y1)1=2 + d′(x1; y1)]
(
1− $
n
)
(19)
holds. As (in Case a) d′(x1; y1) = c=n, (19) holds if
06 dH(x1; y1)1=2
(
1
2
− $
)
− $c
n
is true. Since dH(x1; y1)¿ 2, this is valid for every $¡ 12 , any c and n large enough.
Therefore, by choosing for example $= 13 and following the ideas explained above, in
Case a we get a lower bound on the spectral gap of Q of the form
1 ¿
1
3n
:
Case b: Suppose that both points x1; y1 satisfying (11) are in M .
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Again, for the Hamming distance we have
[Q˜d1=2H ] (x1; y1)6 dH(x1; y1)
1=2
(
1− 1
2n
)
: (20)
For d′(x1; y1) we calculate
[Q˜d′] (x1; y1)6
1
2
d′(x1; y1) +
1
4
22c
n
+
1
4
c
n
= d′(x1; y1)
(
1 +
3
4
)
:
Again we want to 4nd $¿ 0 such that for su0ciently large n the following inequality
holds
dH(x1; y1)1=2
(
1− 1
2n
)
+ d′(x1; y1)
7
4
6 [dH(x1; y1)1=2 + d′(x1; y1)]
(
1− $
n
)
:
(21)
Using d′(x1; y1) = cn−1 we see that this is true if and only if
3c
2
6 (1− 2$)dH(x1; y1)1=2 − 2c$n−1: (22)
Choosing for example $= 14 the right hand side becomes
1
2dH(x1; y1)
1=2 − c=2n which
dominates 12 for n su0ciently large, since dH(x1; y1) ¿ 2 and the last term on the
right hand side converges to zero. Hence (22) holds true for 0¡c¡ 1=3:
This shows that in Case b we obtain a bound for the spectral gap of the form
1 ¿
1
4n
;
where we have to choose 0¡c¡ 13 in the de4nition of the metrics d in (4).
Case c: Suppose x1; y1 ∈ X \B such that |x1|= |y1|¿n=2. Computing [Q˜d′] (x1; y1)
gives
[Q˜d′] (x1; y1)
=
1
2
d′(x1; y1) +
|x1|
2n
c(|x1| − n=2)2
n
+
n− |x1|
2n
c(|x1|+ 2− n=2)2
n
(23)
=d′(x1; y1) +
|x1|
2n
c(−1− 2|x1|+ n)
n
+
n− |x1|
2n
c(3 + 2|x1| − n)
n
=d′(x1; y1) + c
3n− 4|x1|2 + 4n|x1| − n2 − 4|x1|
2n2
: (24)
We want to check whether we can 4nd an appropriate $¿ 0 such that for large n the
inequality
[Q˜(d1=2H + d
′)] (x1; y1)6
(
1− $
n
)
(dH(x1; y1)1=2 + d′(x1; y1)) (25)
holds. Using (20) and (24) we obtain that this is true if
−dH(x1; y1)
1=2
2n
+ c
3n− 4|x1|2 + 4n|x1| − n2 − 4|x1|
2n2
6 −$
n
(dH(x1; y1)1=2 + d′(x1; y1)): (26)
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or equivalently
2$d′(x1; y1) + c
3n− 4|x1|2 + 4n|x1| − n2 − 4|x1|
n
6 (1− 2$)dH(x1; y1)1=2: (27)
Now note that
2$d′(x1; y1) + c
3n− 4|x1|2 + 4n|x1| − n2 − 4|x1
n
=
c
n
(2$(|x1| − n=2 + 1)2 + 3n− 4|x1|2 + 4n|x1| − n2 − 4|x1|)
and that for $¡ 2 the function
h(y) := 2$(y − n=2 + 1)2 + 3n− 4y2 + 4ny − n2 − 4y)
becomes maximal for y = n2 + (1− $)=($ − 2). In this case the value is
f
(
n
2
+
1− $
$ − 2
)
= n+
2
2− $ :
Hence we can show (27) if we can 4nd a $¡ 2 such that
c +
c(2=(2− $))
n
6 (1− 2$)dH(x1; y1)1=2:
As the second term on the left hand side goes to zero and (1− 2$)dH(x1; y1)1=2 is at
least (1− 2$)√2, we obtain that (27) is for example satis4ed if we choose c= 14 and
$ = 13 in which case we then obtain the estimate
1 ¿
1
3n
for the spectral gap of Q.
Summarizing the results of cases a through c we obtain that 1 ¿ 14n for n su0ciently
large.
This 4nishes the proof of the case where the number n of items is even. For the
case of an odd number of items one could in principal try to mimic the proof for even
n by replacing the middle level by the two middle levels and then try to obtain similar
estimates.
Instead of this we apply a rather elegant comparison technique, the idea of which
is to be credited to Diaconis and Salo6-Coste (1996). The principle idea behind this
technique is the variational characterisation of the second largest eigenvalue (resp. the
spectral gap) as
1 = inf
{
E(f;f)
Var(f)
; f non-constant
}
(cf. Horn and Johnson, 1985, e.g.). Here Var(f) denotes the variance of f with
respect to the measure  and
E(f;f) = 〈6f;f〉
=
1
2
∑
x;y
(f(x)− f(y))2Q(x; y)(x)
is the discrete Dirichlet form associated with 6 = Id− Q.
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The idea of the comparison technique is now to compare the Dirichlet form and
the variance associated to the knapsack Markov chain with an odd number of items to
that of a knapsack Markov chain with an even number of items for which we already
know an appropriate bound on the spectral gap.
So, let " be de4ned as in Assumption 1.1 and take ¿ 0 such that "−¿ 12 . Choose
N="=−1 such that ("−) (n+1)6 "n for all n¿ N . Consider the set X ′={0; 1}×X
which is again a knapsack obtained by adding another object with weight a0 = 0 (and
if for X the number n of items was odd, it is even for X ′). Note that X ′ also satis4es
(1:1) for all n¿ N with the parameter " replaced by "− .
Given f ∈ L2(X; ) we de4ne f˜ ∈ L2(X ′; ′) by
f˜(x0; x1; : : : ; xn) = f(x1; : : : ; xn)
for any choice of x0. We now can associate to any x′ = (x0; x1; : : : ; xn) ∈ X ′ an
x = (x1; : : : ; xn) ∈ X by removing its 4rst coordinate. Thus we obtain |X ′| = 2|X |,
′(x′) = 12(x) and Q
′(x′; y′)=Q(x; y) = n=(n + 1) (where x resp. y is associated to x′
resp. y′ in the above manner). This yields
E′(f˜; f˜) =
1
2
∑
x′ ;y′∈X ′
(f˜(x′)− f˜(y′))2Q′(x′; y′)′(x′)
=
1
2
∑
x;y∈X
(f(x1; : : : ; xn)− f(y1; : : : ; yn))2Q(x; y)(x) nn+ 1
=E(f;f)
n
n+ 1
;
where for the second equality we used both, that ′(x′) = 12(x) as well as the fact
that every summand in the sum over X ′ appears twice (with x0 = 0 and with x0 = 1,
note that necessarily x0 = y0 since otherwise Q(x′; y′) = 0).
We compute the variance of f with respect to  using the following variational
characterisation of the variance
Var(f) = min
c∈R
∑
x∈X
|f(x)− c|2(x):
This immediately yields
Var(f) =min
c∈R
∑
x∈X
|f(x)− c|2(x)
=min
c∈R
∑
x′∈X ′
|f˜(x′)− c|2′(x′)
= Var′(f˜);
where we made use of the fact that (x)=2′(x′) and that every summand in the 4rst
sum appears twice in the second sum.
Hence we obtain
1 ¿ ′1
n+ 1
n
:
Since we already bounded the spectral gap of ′1 this 4nishes the proof of the
theorem.
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Appendix. Hitting times for a random walk on the cube Zd2
In this appendix we bound the mean entrance time into the middle level of the
d-dimensional cube Zd2 by a nearest neighbor random walk without holding (the gen-
eralisation to the case of positive holding probability is straightforward).
So, let us consider the nearest-neighbor random walk on the cube Zd2 with holding
probability zero.
Theorem A.1. Let Ex[(d+1)=2] be the mean <rst hitting time of the middle level
N[(d+1)=2] :=
{
x ∈ Zd2 : |x|=
[
d+ 1
2
]}
of a nearest-neighbor random walk on the cube Zd2 with holding probability zero
starting at x ∈ Zd2 . Here for x ∈ R we denote by [x] the largest integer less than or
equal to x. Then
Ex[(d+1)=2] 6 $d logd
for some constant $¿ 0.
Proof. Obviously, due to symmetry it su0ces to prove the result for |x|6 [(d+1)=2]:
So, for i ∈ {0; : : : ; d} introduce the sets Ni := {x ∈ Zd2 : |x|= i}. Let k ∈ {1; : : : ; d} be
4xed. We denote by Ei;k for i ∈ {0; : : : ; k} the mean hitting time of Nk , when starting
in level Ni. Note that by a coupling argument Ei;k 6 E0; k and thus it su0ces to bound
E0; k .
Obviously, the Ei;k have to satisfy the following equations
Ek;k = 0
E0; k = E1; k + 1
Ei;k =
i
d
Ei−1; k +
d− i
d
Ei+1; k + 1 for i ∈ {1; : : : ; k − 1}:
This system of equations is equivalent to

d −d 0 : : : : : : 0
−1 d −(d− 1) 0 ...
0 −2 d −(d− 2) . . . ...
...
. . .
. . .
. . .
. . . 0
0 −(k − 2) d −(d− (k − 2))
0 : : : : : : 0 −(k − 1) d




E0; k
E1; k
E2; k
...
Ek−2; k
Ek−1; k


=


d
d
d
...
d
d


:
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For m ∈ {0; : : : ; k − 1} de4ne
vm :=d


m∑
i=0
(
d
i
)
(
d
m
)

 :
and let v := (v0; : : : ; vk−1)t .
By induction one can show that the system above is equivalent to

d −d 0 : : : : : : 0
0 d− 1 −(d− 1) 0 ...
0 0 d− 2 −(d− 2) . . . ...
...
. . .
. . .
. . .
. . . 0
0 0 d− (k − 2) −(d− (k − 2))
0 : : : : : : 0 0 d− (k − 1)




E0; k
E1; k
E2; k
...
Ek−2; k
Ek−1; k


= v:
(A.1)
From this we obtain that
Ek−1; k =
1
d− (k − 1)vk−1 =
d
d− (k − 1)
k−1∑
i=0
(
d
i
)
(
d
k − 1
) : (A.2)
Now suppose k 6 [(d + 1)=2]. Then there is a drift from 0 to the set Nk ∪ · · · ∪ Nd.
This enables us to give an upper bound on Ek−1; k by using Wald’s identity.
Consider the following random walk on the set of integers. For (Xi)i¿0 i.i.d. random
variables we examine the process Sn :=
∑n
i=0 Xi, where
P(Xi =+1) =
d− (k − 1)
d
and P(Xi =−1) = k − 1d :
Let T := inf{n¿ 0: Sn = 1}. Since d− (k − 1)=d¿ (d+ 1)=2d¿ 12 we have T ¡∞
almost surely. Hence by applying Wald’s identity
E(ST ) = E(T )E(X1):
Computing E(X1) and using that E(ST ) = 1 gives
E(T ) =
1
E(X1)
=
d
d− 2(k − 1) :
It is obvious that Ek−1; k 6 E(T ) so that we get the following upper bound for the
expression that has been calculated in (A.2):
d
d− (k − 1)
k−1∑
i=0
(
d
i
)
(
d
k − 1
) = Ek−1; k 6 E(T ) = dd− 2(k − 1) : (A.3)
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Our aim is to bound E0; k with k=[(d+1)=2]. By solving the system (A.1) recursively
we obtain that
E0; k =
k−1∑
i=0
1
d− i vi:
Since the estimate (A.3) holds for all i ∈ {1; : : : ; (d + 1)=2} we have 1=(d − i)vi 6
d=(d− 2i). Thus we get the following estimate for E0; [(d+1)=2].
E0; [(d+1)=2] =
[(d−1)=2]∑
i=0
1
d− i vi
6
[(d−1)=2]∑
i=0
d
d− 2i 6 d
(
1+
∫ (d−1)=2
0
1
2x + 1
dx
)
=d
(
1+
ln(d)
2
)
:
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