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NAME
annx - An Artiﬁcial Neural Network Shell (with X-support).
SYNOPSIS
annx [ command command ... ]
DESCRIPTION
annx is an interactive neural network shell designed to enable a user to interactively explore simple ideas
about one type of one-layered feedback neural networks. The network model used is a Bayesian neural net-
work. It is based on calculation of conditional probabilities and is described in [Lansner & Ekeberg, 1989].
annx will accept patterns in two different ﬁle formats, o-star and symbolic, described below. The ﬁrst is
mainly used in exploring how a one-layer network behaves when used for pattern completion and noise
removal. The other format is intended for classiﬁcation tasks, and in conection with this a simple query-
reply system can be used. The behavior of some of the commands differ in the two modes, and some com-
mands are only available for one of the pattern types.
Under X11, annx shows the network state in windows, with colored squares representing unit activities.
Some of the commands below can also be given by clicking the mouse in these windows.
The readline package of GNU’s Bash is used, so there is command line editing, a history mechanism and
ﬁle name completion. The command line behavior may be changed by entries in a ﬁle ".inputrc" in your
home directory.
FILE FORMATS
O-star ﬁles
This ﬁle format is primarily used when testing autoassociation, pattern completion and noice tolerance with
the Bayesian neural network. In this mode patterns are normally relaxed to stability, ie. activities are iter-
ated in the network until there is no change in the state. Commands that work only with this format are
"learn", "noise" and "test".
Each character of the ﬁle gives the value of an element of the pattern vector (ie. of a unit in the network),
with the exceptions that single newlines are ignored, and two consecutive newlines start a new pattern.
Characters are coded into numbers in the following way:
’o’ is 0, ’0’ is > 0 but < 0.1, ’1’ is >= 0.1 but < 0.2, etc. ’*’ means 1.
Under X11 there will be two windows when using this format. One window shows the input, or stimulation,
to the network. The other window shows the output, or unit activities, of the network. Red (or black on a
monochrome display) means 1.0, blue (or white) means 0.0.
Symbolic ﬁles
This ﬁle format is used for classiﬁcation tasks in the Bayesian network. There is also a simple query-reply
system, through the command "query". When this format is used, the patterns are automatically expanded
with negation units, ie. each attribute is represented by one positive and one negative unit in the network.
Normally these patterns are propagated through the network only one step, after which the unit activities
are interpreted as probabilities. Commands that work only for this format are "dblearn", "dbtest" and
"query".
The ﬁle format is that of a LISP list, consisting of patterns. Each pattern is itself a list whose ﬁrst element is
the class name of an object (eg. an animal name), and the rest of the list a set of attributes (or properties)
belonging to this class. The existence of an attribute in a pattern means input 1.0 to the positive unit, the
absence means input 0.0 (and 1.0 in the negative unit). Other values than 1.0 and 0.0 (then interpreted as the
fraction of the objects of that class having the attribute) can be represented as a dotted pair of the attribute
name and its input strength.
There are ﬁve X11 windows describing the state in the network when using this mode. The "Network" win-
dow shows all unit "belief" values. The two "Property" windows both show all property units, organized in
plus-minus pairs (ie. the left unit in each pair is the positive one, the right one is its negation). In one of the
windows the properties are sorted by name, and in the other they are sorted on belief value. The two
"Class" windows show the class units in a similar way.
February, 2001 1annx(1)  annx(1)
COMMANDS
The following commands are understood by annx. They may be abbreviated as long as they are unambigu-
ous. Also note that there are ﬁle name completion on TAB, and a history list on Ctrl-P (and Ctrl-N). Some
commands can also be given by clicking with the mouse in the X windows. This is described in connection
with the corresponding commands below.
clear Clears input to the network. This means that the input units are set to their a priori probabili-
ties. This is bound to shifted middle button in the windows.
dblearn ﬁle [n]
Learn the n ﬁrst symbolic patterns from ﬁle. Default for n is all patterns. When learning is
done, the total number of patterns learnt is printed. The previous network, if any, is deleted by
this command.
dbtest [ﬁle][ n]
Test symbolic patterns. Input is set to the properties of each symbolic pattern in ﬁle and one
relaxation step is done. If the class unit with the highest activity is the same as the class of the
pattern, the classiﬁcation is considered correct. Default for ﬁle is the learnt ﬁle, and default for
n is all patterns.
delete Delete the network. Everything allocated is deleted. This is also done automatically before cre-
ating a new network.
display [unit/+/-]
Display internals of the network. If o-star patterns are learnt then this output is in o-star style.
If symbolic patterns are learnt a symbolic output is used. In the symbolic mode the units are
sorted on belief value. Not all units are displayed, instead all units having belief value 1 are
output followed by a few units with lower belief values.
If unit is given then the input, output, support, e, and belief values for that unit are printed. This
is the same as clicking a unit in the "Output" or "Network" windows, or the name string in the
"property" or "Class" windows, with the left button.
Finally, a supplied minus or plus sign switches displaying in all other commands off or on
respectively,
help Print a short help message.
input unit [x]
Unit is either a unit number or a symbolic name. This command sets input to the correspond-
ing network unit to x,0< =x <= 1. If a symbolic name is set then the corresponding negation
unit is set to 1-x. If ’-’ is given instead of a value then the input to the unit is set to the a priori
value for that unit. Default for x is 1.0.
Input can also be set by clicking a unit in the "Input", "Property" or "Class" windows with the
left button. In case of o-star patterns, input are toggled between 1.0 and 0.0. In case of sym-
bolic patterns, it is toggled between 1.0 ("Yes"), 0.0 ("No") and apriori ("Don’t know", or
"maybe"). Input to a unit can be reset with shifted left button.
learn ﬁle [n]
Learn the n ﬁrst o-star patterns from ﬁle ﬁle. Default for n is all patterns. When learning is ﬁn-
ished the number of patterns learnt are printed. The previous network, if any, is deleted by this
command.
noise x 0< =x <= 1. Set value of the noise probability to x. This value is used to create the random
noise that is added to the patterns in commands pinput and test.
pinput [ﬁle][ n]
Read an input pattern from ﬁle (default is from the learnt ﬁle). If n is supplied the nth pattern is
read from the ﬁle. The input layer is set to this pattern. Noise will alter the pattern if it is an o-
star pattern and the noise is > 0. Default for n is 0 (which means the ﬁrst pattern).
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query The idea with this command is to simulate a question & answer classiﬁcation system. Query
will pick a question to ask the user based on the current values of the property units and their
negations.  You are then asked to give the value of this particular unit which will be stimulated
with this value (typically 1 for "yes" and 0 for "no", "-" for "maybe" as in command "input").
Then the network activities are reset, one relaxation step is executed and a new question is gen-
erated, and so on. To end this line of questions, just type <return> as answer to the question.
This query loop can be reentered again with a new query command. To start from scratch,
remember to do clear
When there is a hypothesis, ie. when one class is sufﬁciently much more probable than the oth-
ers, then this is marked as the class name inside brackets before the question. When there is a
large descrepancy between the input and the belief value of a property, this is considered an
inconsistency, and that property is asked again. It is possible to either just stick to the old
answer, or to change it.
This command can also be run entirely through the mouse. The middle button starts a new
query session, ie. resets the network, clears the input, and generates a question. The right but-
ton generates the next question based on the current input, ie. it resets the network, runs it one
step, and generates a question. With the left button it is possible to stimulate units as usual, the
ones asked for or other units. The asked question is marked with pink (or grey on a
monochrome display) in the "Property" windows. If there is a hypothesis, this is marked in the
same way in the "Class" windows. If the command "query" has been given, the questions will
be echoed both on the command line, and in the windows, and the answers can be given either
with the mouse or in the command line.
quit Exit the program.
recall This is full relaxation until stability (convergence). First the current pattern is input to the net-
work and it is relaxated to stability. After this input is taken away from the network and it is
relaxated to stability again. This is bound to shifted right button in the windows.
reset Resets the activity of the network. Input values are not cleared. This is bound to the middle
button in the "Input", "Output" and "Network" windows (see "query" for this buttons behavior
in the "Property" and "Class" windows).
seed n Set the random seed to the long integer n.
status Show status of the network. Number of patterns learnt, pattern length, name lists (if appropri-
ate), and current values of user settable variables are printed.
step [n]D o n relaxation steps. Default is one step. This is bound to the right button in the "Input",
"Output" and "Network" windows (see "query" for this buttons behavior in the "Property" and
"Class" windows).
test [ﬁle][ n]
Recall the n ﬁrst o-star patterns (default is all patterns) in ﬁle. If no ﬁlename is supplied, the
learnt patterns are tested, and match statistics is output. Otherwise the patterns in ﬁle are tested
and each recalled pattern is output. (That is, the output format of this command depends on
weither a ﬁlename is supplied or not). Noise will alter the pattern if noise is > 0. If the average
absolute error per network unit is < 0.01, a pattern is considered to be correctly recalled.
version Print program version.
xdisplay [+/-]
Toggles whether to show X11 windows or not.
OPTIONS
There are no options. However, each argument vector entry is expected to be a command with arguments
and is executed before the prompt is displayed. Note that you have to quote properly in the shell to keep
command and arguments together.
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EXAMPLES
annx
annx version
annx "learn patterns.pat" "test patterns.pat"
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FILES
$(HOME)/.inputrc
AUTHORS
Magnus Stensmo wrote the user interface and Anders Lansner wrote the network routines. Anders Holst
updated both parts thoroughly, modiﬁed the algorithms for the "query"-loop, and added the X11-interface.
All three at SANS, NADA, KTH.
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