The fractional Fourier transform (FRFT) has been used for many years, and it is useful in many applications. Most applications of the FRFT are based on the design of fractional filters (such as removal of chirp noise and the fractional Hilbert transform) or on fractional correlation (such as scaled space-variant pattern recognition). In this study we introduce several types of simplified fractional Fourier transform (SFRFT). Such transforms are all special cases of a linear canonical transform (an affine Fourier transform or an ABCD transform). They have the same capabilities as the original FRFT for design of fractional filters or for fractional correlation. But they are simpler than the original FRFT in terms of digital computation, optical implementation, implementation of gradient-index media, and implementation of radar systems. Our goal is to search for the simplest transform that has the same capabilities as the original FRFT. Thus we discuss not only the formulas and properties of the SFRFT's but also their implementation. Although these SFRFT's usually have no additivity properties, they are useful for the practical applications. They have great potential for replacing the original FRFT's in many applications.
INTRODUCTION
The fractional Fourier transform 1, 2 
(FRFT) is a generalization of the conventional Fourier transform. It is defined as
When ␣ ϭ /2, the FRFT becomes the conventional Fourier transform; when ␣ ϭ 0, it is the same as the identity operation. It also satisfies the additivity property
The properties of the FRFT were described in Refs. 1 and 2. The FRFT has been popular in recent years and useful in many applications such as optical system analysis, filter design, solving differential equations, phase retrieval, and pattern recognition. The linear canonical transform (LCT) is a further generalization of the FRFT. 3, 4 It is defined as 
where ad Ϫ bc ϭ 1
must be satisfied to meet the requirement of the energyconservation law. Abe and Sheridan call the LCT the special affine Fourier transform, 5 and Bernardo 6 calls it the ABCD transform. The LCT satisfies the matrix property as
where
Many operations are special cases of a LCT. When ͕a, b, c, d͖ ϭ ͕cos ␣, sin ␣, Ϫsin ␣, cos ␣͖, the LCT becomes a FRFT of order ␣. In Ref. 8 we suggest that we can choose the sampling intervals as
and then Eq. (8) can be rewritten as
Then we need only one fast Fourier transform to implement the LCT. Specifically, for a FRFT,
Details of the digital implementation of the FRFT-LCT combination were discussed in Refs. 8 and 9. The complexity of computation for LCT is 2P ϩ (P/2)log 2 P, where P ϭ 2N ϩ 1 is the number of sampling points. This is so because we need two P-point multiplication operations and one P-point fast Fourier transform. We can use other ways to implement the FRFT-LCT. Usually we need three optical components (lenses and free spaces) to do this. For the gradient-index (GRIN) medium system we can use a GRIN medium to implement the scaled FRFT (not the ordinary FRFT), but when we want to implement other LCT's we must use other components. For the radar system we can use an emitter, a receiver, and free space to implement the LCT when b р 0.
In this paper we introduce some simplified forms of the fractional Fourier transform, which we call the simplified fractional Fourier transforms (SFRFT's). As was discussed in Ref. 10 , when the FRFT is used for fractional correlation with optical implementation, the chirp term exp( j cot ␣u 2 /2) of the FRFT in Eq. (1) can be removed. This is just one type of SFRFT. In this paper we try to find SFRFT's that have the same capabilities as the original FRFT for the design of fractional filters or for fractional correlation and at the same time are simplest for digital computation, optical implementation, GRIN medium implementation, and radar system implementation. These SFRFT's will have great potential to substitute for the original FRFT's in many applications.
In this paper we discuss the following topics:
(1) The conditions in which the LCT will have the same effects as the FRFT for design of a fractional filter.
(2) The type 1 SFRFT. It produces the same results as the FRFT in the design of fractional filters but is simpler in digital implementation. Although for optical implementation a SFRFT of type 1 is not so simple as one of type 2, we need merely to adjust one optical component for a different value of ␣.
(3) The type 2 SFRFT. It has the same effects as the FRFT in the design of fractional filters but its optical implementation is simpler.
(4) SRFT's of types 3 and 4. They have the same effects as FRFT's is for the design of fractional filters but their implementation for a GRIN medium or a radar system is simpler.
(5) The canonical correlation, which is the generalization of fractional correlation.
(6) The type 5 SFRFT. It has the same effects as FRFT for fractional correlation but is simpler in digital implementation.
SFRFT WITH THE SAME CAPABILITIES FOR FILTER DESIGN AS THE ORIGINAL FRFT
A. Conditions for Similar Capabilities of LCT and FRFT Many of the applications of the FRFT, such as removing chirp noise 11 and as a fractional Hilbert transform, 12 are based on the design of a fractional filter. The fractional filter is the special case of fractional convolution:
The formula for the fractional filter system can be written as
where x(t) is the input, z(t) is the output, and H(u) is the transfer function of the filter. In fact, we can replace the FRFT with the LCT, generalize the fractional convolution into the canonical convolution,
In the case that
we can prove that, if
then 
B. Type 1 SFRFT
The digital implementation of a LCT is described by Eqs. (10) and (11) . To design the SFRFT we can choose
and the parameters of the LCT become
Then we can define the first type of SFRFT as follows:
and its inverse is
In a special case of LCT for which ͕a, b, c, d͖ ϭ ͕0, Ϫ1, 1, Ϫcot ␣͖, we can prove that
A type 1 SFRFT has the same effect as a FRFT of order ␣ for filter design, but for digital implementation it is simpler than the original FRFT. After substituting ͕a, b, c, d͖ ϭ ͕cot ␣, 1, Ϫ1, 0͖ into Eq. (11) we find that we can implement the type 1 SFRFT as
and the inverse SFRFT can be implemented as
In comparison with the digital implementation of the original FRFT in Eq. (12), here one-P point (P ϭ 2N ϩ 1) chirp-multiplication operation is saved. This is so because we choose d ϭ 0. So the complexity of digital implementation is reduced from 2P ϩ (P/2)log 2 P to P ϩ (P/2)log 2 P. Conventional convolution requires only one integration operation, but fractional convolution 13, 15, 16 usually requires three integrations. Now we can use the type 1 SFRFT to define the fractional convolution:
then
and we require only one integration operation. So the fractional convolution defined by the type 1 SFRFT is much simpler than the original convolution. The fractional convolution defined here can also be rewritten as
where Conv( ) means the conventional convolution operation.
The type 1 SFRFT also has some advantages for optical implementation. Before discussing that, we first discuss the optical implementation of a LCT and of a filter designed by the LCT. 17 When we use the optical system with three components to implement the LCT, we can do so by using one of the following two methods. The first method is illustrated in Fig. 1 , for which f 1 , f 2 , d 0 are
where k ϭ 2/ is the wave number. Specifically, for a FRFT,
In as much as the length of free space must be positive, the constraint on our using Fig. 1 to implement the LCT is that
The second method is illustrated in Fig. 2 , where for which the values of d 1 , d 2 , and f 0 are
and, for a FRFT,
The lengths of the free space must be positive, so, if we want to use Fig. 2 to implement the LCT, the parameters of the LCT must satisfy one of these conditions:
The whole system of the filter designed by the LCT, i.e., canonical filter system, (17) , can be implemented as in Fig. 3 . We use H͓sgn(b)u͔ instead of H(u) as the transfer function and x 0 (Ϫt) instead of x 0 (t) as the output, and the parameters of the LCT that we implement depend on Under some conditions we can also use the method of Fig.  2 to implement the left-hand system or the right-hand system. Now we discuss the advantages of a type 1 SFRFT for the implementation optical system. The type 1 SFRFT is a special case of a LCT with parameters ͕a, b, c, d͖ ϭ ͕cot ␣, 1, Ϫ1, 0͖. Substituting these parameters into Eqs. (38) and (41), we find that, when we use the system shown in Fig. 1 or Fig. 2 to implement the type 1 inverse SFRFT,
Note that when we use Fig. 1 or 2 to implement the type 1 SFRFT, although all three components cannot be saved and two of the components are fixed, only the value of f 1 in Fig. 1 and of d 2 in Fig. 2 will vary with ␣. So, for the design of a canonical filter when we adjust parameter ␣ to find the optimal filter we need to adjust only one component. This would make the design of a fractional filter convenient, and the original FRFT, the other SFRFT's introduced in this paper, and even the type 2 SFRFT introduced in Subsection 2.B below will not have this advantage. For these transforms, when the values of ␣ is changed, then all the optical components in Figs. 1 and 2 must be adjusted.
For an inverse SFRFT of type 1, i.e., the special case for Fig. 1 f 1 
for Fig. 2 
Thus for the inverse SFRFT of type 1, we again need to adjust only one component for a different value of ␣, and we can implement the fractional filter designed by the type 1 SFRFT as shown in Fig. 4 . Here we use the method of Fig. 2 to implement both the forward and that inverse transforms, so the following constraint must be satisfied:
Note from Fig. 4 that, if the width of the filter is ignored, the total length of the fractional filter system is fixed at 8/ (independently of ␣). Besides, we need to adjust the lengths of only the center two free spaces for different values of ␣, then the total lengths of the center two free spaces will be fixed at 4/. So when ␣ changes we need to move the location only of filter H(u).
If we use the method of Fig. 1 for the forward and inverse transforms, then the total length is 4/ and is also independent of ␣. When ␣ changes, we need to adjust the focal lengths of only two lenses. Although this method requires adjusting the focal lengths and is not so convenient as the method of Fig. 4 (which requires adjusting only the location of the filter), there is no constraint on ␣. The method of Fig. 4 requires the constraint of inequality (48). Thus, besides its digital implementation, the type 1 SFRFT also has some advantages for optical implementation.
We list some properties of the type 1 SFRFT:
• Convertibility
This property comes from the fact that
Thus, although type 1 SFRFT has no additive properties, it is convertible. We can convert a SFRFT with parameter ␣ into a SFRFT with parameter ␤.
• Time shifting property
• Modulation property:
as for the original Fourier transform.
• Differentiation property • Multiplication property:
• Divisibility
In summary, the SFRFT of type 1 has the following advantages:
(1) The complexity of digital implementation is reduced from 2P ϩ (P/2)log 2 P to P ϩ (P/2)log 2 P.
(2) For the digital implementation algorithm introduced in Ref. 9 (which requires only one fast Fourier transform for implementing the FRFT or the LCT), the product of ⌬ t ⌬ u is fixed to 2/(2N ϩ 1) and does not vary with ␣.
(3) The fractional convolution requires only one integration operation.
(4) For optical implementation of the fractional filter, the total length is fixed for all ␣.
(5) For optical implementation of the fractional filter, when ␣ changes we need to adjust only two optical components.
(6) Some properties of the type 1 SFRFT, such as the modulation, multiplication, and division properties, are the same as those of the original Fourier transform. The corresponding properties of the FRFT are different from those of the original Fourier transform.
C. Type 2 SFRFT
The type 1 SFRFT is suitable for both digital and optical implementation. When we use the optical system, the size of the system is fixed for all ␣, and, when ␣ changes, we need to adjust only two of the optical components. But we still need three optical components for the type 1 SFRFT, and for the whole system of the fractional filter we still need six. In this subsection we introduce the type 2 SFRFT. We need only two optical components to implement it. Although implementation of its optical system is not of a fixed size and all the components must be adjusted when ␣ is changed, if the number of optical components is the major consideration, the type 2 SFRFT will be well suited for optical implementation.
For the type 2 SFRFT we choose
and the parameters of the LCT become ͕a, b, c, d͖ ϭ ͕1, tan ␣, Ϫ2 cot ␣, Ϫ1͖. Then we obtain the formula for a type 2 SFRFT:
From the fact that the inverse of the LCT with parameters ͕a, b, c, d͖ is the LCT with parameters ͕d, Ϫb, Ϫc, a͖, so the inverse type 2 SFRFT is the LCT with pa-
The SFRFT is similar to the original FRFT, except that the outside chirp term exp( ju 2 cot ␣/2) is changed into exp(Ϫju 2 cot ␣/2). Fig. 1 one of the lenses will have an infinite focal length and can be removed, and in Fig. 2 one of the free spaces will have zero length. So, when we use either Fig. 1 or Fig. 2 to implement the LCT, if we set a ϭ 1 or d ϭ 1 we can save one optical component. Then we consider the optical implementation of the fractional filter as shown in Fig. 3 . If we set a ϭ 1 and d ϭ Ϫ1, for both b Ͼ 0 and b Ͻ 0 we can save one optical component in the left-hand system, and one in the in the right-hand system, for a total saving of two optical components. This is why we chose a ϭ 1 and d ϭ Ϫ1 in Eq. (55).
When we substitute ͕a, b, c, d͖ ϭ ͕1, tan ␣, Ϫ2 cot ␣, Ϫ1͖ into Eqs. (38) and (41), we obtain for Fig. 1 f 1 
for Fig. 2 d 1 
That is, when we use the methods of For the fractional filter system designed by a type 2 SFRFT we can use the system based on Fig. 3 and implement the whole system as illustrated in Fig. 6 when tan ␣ Ͼ 0, where
When tan ␣ Ͻ 0 we can use the implementation of Fig. 7 and the values of f and d will be
In that in both Figs. 6 and 7 the inverse system is the same as the forward system. So the two advantages of using a type 2 SFRFT are that we need only two lenses, two free spaces, and therefore a total of four optical components for a fractional filter and that the forward and the inverse systems have the same structure.
D. Type 3 SFRFT
The type 3 SFRFT is suitable for implementation of a GRIN medium. Suppose that a GRIN medium has the following refractive-index distribution:
And suppose that in Fig. 8 the field distribution at z ϭ 0 is f 0 (x, y) and the field distribution at z ϭ L is f L (x, y). Then the relationship between f 0 (x, y) and
Here we use O Fx and O Fy to denote the one-dimensional LCT along the x axis and the y axis, and where
So the effect of the GRIN medium is similar to that of a FRFT, except that here sin ␣ is converted into w x sin ␣ and Ϫsin ␣ is converted into Ϫsin ␣/w x . It seems that we can define the new type of FRFT according to the following conversions:
Type 3 SFRFT: ( Ð 0)
So the definition of the type 3 SFRFT is
We call Eq. (68) a type 3 SFRFT. Although the type 3 SFRFT seems very similar to the original FRFT, we have shown that for filter design the ratio b/a is important and that for the type 3 FRFT b/a ϭ w x tan .
So the type 3 FRFT with order is different from the original FRFT of order ␣ for design of fractional filters. Instead, it is equivalent to the original FRFT with order ␣, and the relationship between and ␣ is
So, from Eqs. (67) and (70), if we want the GRIN medium to act as a FRFT of order ␣ in the x axis, then the length of the GRIN medium should be
Now we discuss the inverse of the type 3 SFRFT. Inasmuch as
it would seem that the inverse of the type 3 SFRFT with parameter would be the type 3 SFRFT with parameter Ϫ. But, because length L of the GRIN medium should be nonnegative and in Eq. (67) L is negative when Ͻ 0, we use 2 Ϫ instead of . So the inverse of the type 3 SFRFT with parameter is the type 3 SFRFT with parameter 2 Ϫ ( Ͼ 0):
The type 3 SFRFT will have the additive, periodic properties
We note that, although other SFRFTs' introduced in this paper will have no additive and periodic properties, these properties will exist for the type 3 SFRFT. This is the advantage of the type 3 SFRFT and hence is the advantage of using the GRIN medium to implement the fractional filter. Because of these properties, when we use the GRIN medium to design the fractional filter the total length of the system is independent of the value of .
The fractional filter system design by the type 3 SFRFT can be written as
and it can be implemented by the GRIN medium as shown in Fig. 9 , where the values of L 1 and L 2 are
We use x 0 (Ϫt) instead of x 0 (t) as the output to reduce the length of the GRIN medium. Because, from Eq. (67), length L of the GRIN medium is proportional to order , and, if we use x 0 (t) as the output, we must use the type 3 SFRFT with order 2 Ϫ for the inverse transform and a larger value of L 2 will be required. We also note that, if the thickness of filter H(u) is not considered, the total length of the filter system in Fig. 9 will be L 1 ϩ L 2 ϭ (n 0 /n x ) 1/2 and will always be independent of . The fixed size of the implementation is the advantage that we derive using the GRIN medium to implement the fractional filter.
For the fractional filter of Fig. 9 the value of is constrained in the range (0 Ͻ Ͻ ). This seems to be a restriction. But, for the type 3 SFRFT, cot ␣ ϭ w x tan (␣ is of the order of the FRFT), so we can obtain all the values of ␣ by varying just in the range (0 Ͻ Ͻ ). So we can still use the type 3 SFRFT to implement the fractional filter for any value of ␣.
E. Type 4 SFRFT
The type 4 SFRFT is suitable when we use the radar system to implement the FRFT. The relationship between the monochromic light propagating between the spherical emitters and receivers and the LCT was discussed in detail in Ref. 19 . Suppose that there are two spherical disks, A and B, as in Fig. 10 , where R A and R B are the radii of the spherical disks A and B, respectively, and D is the distance between the vertices of disks A and B. If the field distribution on disk A is F A (x, y) and the field distribution on disk B is F B (s, h) , then, as was discussed in Ref. 19 , the relationship between F A (x, y) and F B (s, h):
where the one-dimensional transform O Sx 
So we can use the radar system to implement the LCT, and, as length D should be nonnegative, we can use the radar system to implement the LCT when
We already know that the ratio b/a will affect the properties of the fractional filter designed by the LCT. In Eq.
We can fix the value of R A and adjust length D of the free space according Eq. (84) as below to obtain the desired value of b/a. Here we decide to set the relationship between R A and D as to make the value of a be Ϫ1. Also, the value of R B will have no effect on the fractional filter, so we can set R B to be any value. We choose
After substituting Eq. (84) and relation (85) into Eq. (81), we obtain
so we can define the type 4 SFRFT as
Type 4 SFRFT
Since b/a ϭ D/k, we can use the value of D to control the effects of the type 4 SFRFT for the design of the fractional filter. To make the type 4 SFRFT have the same effects as the original FRFT of order ␣ for the design of the fractional filter we can set
Then we discuss a fractional filter designed by the type 4 SFRFT. Inasmuch as
the inverse of the type 4 SFRFT with parameter D is just the forward type 4 SFRFT with parameter D itself. And the formula for the fractional filter system designed by the type 4 SFRFT is
It can be implemented as in Fig. 11 . Note from Fig. 11 that there are only two spherical disks with radii that vary with D and hence vary with ␣. The other two spherical disks have infinite radii and can be replaced by plane receivers, which would lessen the cost of the implementation. When the radar system is used to implement the fractional filter designed by the original FRFT, the four spherical disks will all have finite radii and can not be replaced by plane emitters or receivers, and the structures of the forward and inverse transform systems will be different. So using the type 4 SFRFT will indeed make the implementation of the fractional filter by the radar system much simpler.
SFRFT FOR FRACTIONAL CORRELATION
In Section 2 we discussed the conditions under which the LCT will have the same effects as the FRFT with order ␣ for filter design, and we used the result to simplify the FRFT for digital computation and optical, GRIN-medium, and radar-system implementation. In this section we discuss under what conditions the LCT will have the same effects as the FRFT with order ␣ for fractional correlation and use these results to define other types of the simplified FRFT.
A. Canonical Correlation and Effects of the Parameters
Fractional correlation 20, 21 is defined as
where the overbar means complex conjugation and cot p ϩ cot r ϭ cot q.
(91) It has been used for space-variant pattern recognition. 21 It can not only find the objects that are the same as the reference pattern but also predict whether these objects will be in a certain region. In Ref. 22 the use of fractional correlation for scaled pattern recognition, that is, detecting the objects that have the same scale as the reference, is discussed.
We can further generalize the fractional correlation into a canonical correlation by replacing the FRFT's with LCT's:
Because we have not seen the canonical correlation discussed in easier papers, we discuss it in detail here. If we use z(t) to denote the output of the canonical correlation of x(t) and y(t), then Fig. 11 . Radar system to implement the fractional filter (designed by type 4 SFRFT).
We require that
Then suppose that y(t) is the scaling of x(t) with displacement t 0 :
Then
When ab ϭ ef,
and when ab ef,
If we want ͉z(nt 0 /f )͉ [i.e., the peak of ͉z(t)͉] to be sufficiently large, the phase of the exponential term should be restricted in the range [Ϫ, ]. Thus when ab ϭ ef, if y(t) is the scaling of x(t) with the factor f/b with some displacement, i.e., y(t) ϭ x͓b(t Ϫ t 0 )/f ͔, and displacement t 0 is in the range
where B is defined as
then ͉z(t)͉ will have its peak at t ϭ nt 0 /f with no serious distortion. But, when ab ef, if y(t) is the scaling of x(t) with the factor f/b with some displacement, i.e., y(t) ϭ x͓b(t Ϫ t 0 )/f ͔, and the displacement t 0 is in the range
then ͉z(t)͉ will have its peak at t ϭ nt 0 /f with no serious distortion. In other cases, the peak of ͉z(t)͉ will have serious distortion. So, if we choose the parameters properly, we can detect the objects that scale with the reference with a certain scaling factor and are in a certain region. So we can use the canonical correlation for scaled shift-variant pattern recognition.
B. Type 5 SFRFT
When one uses canonical correlation for pattern recognition, there are only two terms to be decided: the scaling ratio and the width of the region over which the object can be detected. But, for fractional correlation as in Eq. (92), there are a total of 12 parameters. It seems unnecessary to use so many parameters to control only two terms, so we can simplify the canonical correlation by reducing the number of parameters. We can set
• ͕m, n, s, v͖ ϭ ͕0, 1, Ϫ1, 0͖. That is, the last LCT in Eq. (92) becomes the Fourier transform.
• a ϭ e ϭ 1.
• d ϭ h ϭ 0. Then, as m ϭ d ϭ h ϭ 0, the constraint of Eq. (94) will always be satisfied; and, as ad Ϫ bc ϭ eh Ϫ fg ϭ 1, c ϭ Ϫ1/b and g ϭ Ϫ1/f. Now the number of parameters of canonical correlation is reduced from 12 to 2, and Eq. (92) can be rewritten as
Equation (97) remains the same, and Eq. (99) is simplified as
And the conditions under which we can detect the objects are the following: When
then displacement t 0 is in the range
When b f, if y(t) is the scaling of x(t) with the factor f/b with some displacement, i.e.,
and displacement t 0 is in the range
then ͉z(t)͉ will have its peak at t ϭ t 0 /f without serious distortion. The simplified canonical correlation has only two parameters b and f, and we can use these two parameters to control the two terms (the scaling ratio and the width of the detecting region). This is much simpler than the original canonical correlation and the original fractional correlation. We can choose the parameters according to the following model:
First, decide the scaling ratio [ ϭ (width of the object)/(width of the reference)] and the width of detecting region T (which means that the object can be detected when ϪT/2 Ͻ t 0 Ͻ T/2, where t 0 is the amount of displacement).
Then, because f/b ϭ , and from inequalities (108) and (110), when ϭ 1 we can choose b as
and when 1 we can choose b as
Then we choose f as
The process of deciding the parameters of the simplified canonical correlation is much simpler than the original canonical correlation. When we want to change the width of the detection range or the scaling ratio, we can first adjust b according to Eq. (111) or (112) and then adjust f according to Eq. (113).
From the discussion above, we can define the SFRFT that is suitable for the fractional correlation. We can define the type 5 SFRFT as
Type 5 SFRFT
which corresponds to a LCT with the parameters ͕1, b, Ϫb Ϫ1 , 0͖, and its inverse is the LCT with the pa-
From the definition of the type 5 SFRFT we can rewrite Eq. (92) and define the fractional correlation as
which is essentially the same as Eq. (105).
The most important advantage in using the type 5 SFRFT is that it is simpler to use for fractional correlation than the original FRFT, and the performance remains the same. Because in Eq. (105) d, h, m, and v are all set to 0, when using the type 5 SFRFT for fractional correlation, we can save four chirp multiplication operations. And, from Eq. (111) or (112), the relationship between parameter b and the width of the detection region T is quite simple, and we can use b to control the width of the detection region. But, for the original fractional correlation, the relationship between the parameters and the width of the detection region is complex, and it is harder in practice to use the parameters to control that width.
Some interesting properties of the type 5 SFRFT are listed here:
• Repeat of the type 5 SFRFT:
This property is similar to the modulation property of the original Fourier transform, except that the shift in frequency domain is magnified b.
• Multiplication property:
This property is similar to the multiplication of the original Fourier transform.
SUMMARY AND CONCLUSIONS
We summarize the properties of SFRFT's introduced in this paper.
• Type 1 SFRFT: In Table 1 we show the complexity of implementation of the fractional Fourier transform (FRFT) and the simplified fractional Fourier transforms (SFRFT's) introduced in this paper. From this table we can see the advantages for each type of SFRFT. We have discussed under what conditions the linear canonical transform (LCT) will have the same effects as the original FRFT on the design of a fractional filter and fractional correlation. And we have used these results to define five types of SFRFT. These SFRFT's are simpler than the original FRFT for digital computation and optical, gradient-index medium, and radar-system implementation. But these SFRFT's retain the same capabilities as the original FRFT for design of a fractional filter or for fractional correlation. Our goals in this paper have been to search for the transform with the simplest implementation and to preserve the capabilities of the original FRFT. Thus, although these SFRFT's usually have no additivity properties they are useful for the practical applications. We have described five types of SFRFT. We can also derive the other types of simplified FRFT for other special applications, special implementations, or other requirements. The SFRFT's have high potential, and may replace the the original FRFT in many applications such as filter design and pattern recognition.
