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Jelinski-Moranda [1] [2] .
, (NHPP)




$\{N(t), t\geq 0\}$ .
$\mathrm{P}\mathrm{r}\{N(t)=n\}=\frac{\{\Lambda(t)\}^{n}}{n!}\exp\{-\Lambda(t)\}$ , $n=0,1,2,$ $\ldots$ . (1)
$\Lambda(t)$ NHPP , $(0, t]$
$\mathrm{E}[N(t)]$ . , $\lambda(t)=dAQ)/dt$ NHPP , $t$ \dagger







( B) $N_{0}$ $\mathrm{t}d(>0)$ .
( C) ,
$F(t)$ , $f(t),$ $t\geq 0$
.
, $\{X:, i=1, \ldots, N_{0}\}$ . ,
$\mathrm{C}$ $X_{:}$ $F(t)$ . $t=0$
$n$ , $t$ $m$
$\mathrm{P}\mathrm{r}\{N(t)=m|N_{0}=n\}$ $=$ $(\begin{array}{l}nm\end{array})\{F(t)\}^{m}\{1-F(t)\}^{n-m}$ (2)
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. $\mathrm{B}$ $\omega$ , $t$
$\mathrm{P}\mathrm{r}\{N(t)=m\}=\frac{\{\omega F(t)\}^{m}}{m!}\exp${- F(t)}(3)










$\frac{\partial}{\partial\theta}\log L_{\mathrm{N}\mathrm{H}\mathrm{P}\mathrm{P}}(\theta|D_{t})=0$ . (5)
, Netwon . ,
1 2
$u( \theta)=\frac{\partial}{\partial\theta}\log L_{\mathrm{N}\mathrm{H}\mathrm{P}\mathrm{P}}(\theta|D_{t})$ , (6)
$H( \theta)=\frac{\partial^{2}}{\partial\theta^{2}}\log L_{\mathrm{N}\mathrm{H}\mathrm{P}\mathrm{P}}(\theta|D_{t})$ (7)
, $\theta_{0}$
$\hat{\theta}=\theta_{0}-H^{-1}(\theta_{0})u(\theta_{0})$ (8)
. Newton $H^{-1}$ $()$ Fisher
Fisher’s scoring .





EM , . ,
$X$ , $u(\cdot)$ $X_{\mathrm{o}\mathrm{b}\mathrm{s}}=u(X)$
, $\xi$ . $X$ $f(\cdot;\xi)$
, EM $k+1$ $k$
.
$\hat{\xi}^{(k+1)}=\mathrm{a}\mathrm{r}\mathrm{g}\mathrm{m}\mathrm{a}\mathrm{x}\xi$
$\{\mathrm{E}[\log f(X;\xi)|x_{\mathrm{o}\mathrm{b}\mathrm{s}};\hat{\xi}^{(k)}]\}$ . (9)
, $x_{\mathrm{o}\mathrm{b}\mathrm{s}}$ $\hat{\xi}^{(k)}$ $k$
, $\mathrm{a}\mathrm{r}\mathrm{g}\mathrm{m}\mathrm{a}\mathrm{x}\{\cdot\}$ . , $\mathrm{E}[\cdot;\xi]$ $\xi$
.
, $N_{0}$ $X_{1},$ $\ldots X_{N_{\mathrm{O}}}\backslash$’ ( $N_{0}$
) $X_{[1]}<\cdots<X_{[N_{0}]}$ . ,
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$N_{0}\ovalbox{\tt\small REJECT} n$ , $D_{\ovalbox{\tt\small REJECT}}\ovalbox{\tt\small REJECT}(x\mathrm{t},$ $\ovalbox{\tt\small REJECT}$ . $,$ $x\mapsto$
,
$L( \omega, \theta|D_{\infty})=\omega^{n}\exp\{-\omega\}\prod_{i=1}^{n}f(x_{i}; \theta)$ , (10)
$\log L(\omega, \theta|D_{\infty})=n\log\omega-\omega+\sum_{i=1}^{n}\log f(x_{i}; \theta)$ . (11)
. , ,
$\omega$ , $\hat{\omega}=n$ . ,
$\theta$ $\sum_{=1}^{n}\dot{.}\log f(x_{i}; \theta)$
.
EM .
, $m<n$ $D_{t}=(x_{1}, \ldots, x_{m})$ EM
. (9) (11) ,
$\log L_{E}(\omega, \theta|D_{t})=\mathrm{E}[N_{0}|D_{t}; \omega, \theta]\log\omega-\omega+\mathrm{E}[\sum_{i=1}^{N_{0}}\log f(X_{i};\theta)|D_{t}$ ; $\omega,$ $\theta]$ (12)
, $\omega,$ $\theta$ . , EM $k+1$
$\ovalbox{\tt\small REJECT}^{(k+1)}=\mathrm{E}[N_{0}|D_{t}; \hat{\omega}^{(k)},\hat{\theta}^{(k)}]$ , (13)
$\hat{\theta}^{(k+1)}=\arg\max_{\wedge}(\mathrm{E}|\dot{\sum}\log f(X_{i};\theta)|D_{t};\hat{\omega}^{(k)},\hat{\theta}^{(k)}|\}$ (14)





. , [10] 6
$\mathrm{D}\mathrm{S}1$ ( 86), DS2( 136), DS3( 207), DS4( 394), DS5(
123), DS6( 97) .
, , Newton Fisher’s scoring
. 1 2 DS1 2
, . , 3 4 $\mathrm{D}\mathrm{S}2$
2 ,
. , Newton Fisher’s sconng ,
. , $\mathrm{E}\mathrm{M}$
.
, 100 $(\omega=50,100,$ $\ldots,$ $500,$ $\lambda=0.1\mathrm{E}- 03$ ,
0.2E-03, $\ldots$ , I.OE-03) 10 ,
. .
( ) $= \frac{(\mathrm{a}\mathrm{e}_{\acute{i\Xi}\mathrm{f}\mathrm{f}\mathrm{i}\mathrm{L})-(\text{ }\lambda:\text{ _{}\acute{i\mathrm{E}}\mathrm{f}_{\mathrm{L}}^{\mathrm{g})}}}}{(\text{ }\lambda;3\mathbb{E}\acute{j\mathrm{E}}\{\mathrm{i}\Xi)}\mathrm{x}100(\%)$ . (15)
1-3 , , , 2
. ,
, . , convergence
. , , EM
, ( )





, Newton , Fisher’s scoring EM ,
.
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Figure 1: Behavior of estimats for DS1 $(\{\omega, \lambda\}=\{30,0.000015\})$
Figure 2: Behavior of estimats for DS1 $(\{\omega, \lambda\}=\{250,0.00003\})$
Figure 3: Behavior of estimats for $\mathrm{D}\mathrm{S}2(\{\omega, \lambda\}=\{50,0.00005\})$ .
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Figure 4: Behavior of estimats for $\mathrm{D}\mathrm{S}2$ $(\{\omega, \lambda\}=\{275,0.00012\})$ .
Table 1: Comparison with estimation methods (Exponential SRM).
data set
(MLE: $\omega$ , $\lambda$)



















































Table 2: Comparison with estimation methods (Gamma SRM).
data set
(MLE: $\omega$ , $\lambda$ )


















































Table 3: Comparison with estimation methods (Weibull SRM).
data set
(MLE: $\omega$ , $\lambda$)
method convergence relative errors
$(\omega, \lambda)$
DS1
(87.25, 4.03E-l0)
EM
Newton
Fisher
100% (0.00%, 0.00%)
32% (0.04%, 0.10%)
0% (–, –)
$\mathrm{D}\mathrm{S}2^{\cdot}$
(136.17, 8.48E-l0)
EM
Newton
Fisher
100% (0.00%, 0.00%)
46% (3.34%, 5.47%)
0% (–, –)
DS3
(209.28, 1.63E-08)
EM
Newton
Fisher
100% (0.00%, 0.00%)
45% (1.09%, 2.49%)
0% (–, –)
DS4
(397.02, 8.22E-l0)
EM
Newton
Fisher
100% (0.00%, 0.00%)
86% (0.44%, 1.77%)
0% (–, –)
DS5
(129.08, 9.24E-l0)
EM
Newton
Fisher
100% (0.00%, 0.00%)
48% (2.72%, 5.08%)
0% (–, –)
DS6
(105.13, 1.92E-08)
EM
Newton
Fisher
100% (0.00%, 0.00%)
32% (1.39%, 3.50%)
0% (–, –)
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