A union-find data structure maintains a collection of disjoint sets under the operations makeset, union, and find. Kaplan, Shafrir, and Tarjan [SODA 2002] designed data structures for an extension of the union-find problem in which items of the sets maintained may be deleted. The cost of a delete operation in their implementations is essentially the same as the cost of a find operation; namely, O(log n) worst-case and O(α M/N (n)) amortized, where n is the number of items in the set returned by the find operation, N is the total number of makeset operations performed, M is the total number of find operations performed, and α M/N (n) is a functional inverse of Ackermann's function. They left open the question whether delete operations can be implemented more efficiently than find operations, for example, in o(log n) worst-case time.
INTRODUCTION
We show that the classic union-find data structure can be augmented to support deletions of items in constant time without affecting the worst-case and amortized asymptotic complexity of the standard union and find operations. We also present a tighter potential-based amortized analysis of the classic union-find data structure without deletions.
We start with a brief discussion of the classical union-find data structure. We then explain our contribution in more detail.
Union-Find
A union-find data structure maintains a collection of disjoint sets of items. Each item is stored in a node of the data structure. Each node contains a single item. One of the nodes used to store the items of each set is designated as a representative node. (See further explanations regarding representative nodes below.) The operations supported by the data structure are:
-makeset(i): Create a new node containing item i and return it. This node is now a representative node of a singleton set. -union(x, y): Unite the sets containing the items of the representative nodes x and y into a new set, destroying the old sets. Select a new representative node for the new set and return it. -find(x): Return the representative node of the set containing the item of node x.
The representative node is chosen when the set is built by a makeset or a union operation and is not changed until the set ceases to exist as a result of a subsequent union operation. Thus, the items attached to nodes x and y belong to the same set in the collection if and only if find(x) = find(y).
The union-find data structure is one of the most fundamental data structures, and it is used in the implementation of many well-known algorithms, such as Kruskal's algorithm for computing minimum spanning trees (Kruskal [1956] ; Cormen et al. [2001] ), Edmonds's algorithm for computing minimum directed spanning trees (Edmonds [1967] ; Karp [1971] ; Tarjan [1977] ; Gabow et al. [1986] ), and Edmonds's non-bipartite matching algorithm (Edmonds [1965] ; Tarjan [1983] ; Mehlhorn and Näher [1999] ). Further applications include the computation of dominators in graphs [Tarjan 1974] and checking flow reducibility [Tarjan 1973 ]. For more information on the union-find problem and many of its variants, see the survey by Galil and Italiano [1991] .
In many implementations, the nodes containing the items of a set are maintained as a rooted tree, and the representative node of a set is taken to be its root node. This is also the case with the implementations considered in this article. The time of a find(x) operation is then proportional to the depth of x in its tree.
A simple union by rank (or union by size) heuristic ensures that the height of the trees in a union-find data structure is logarithmic in their size. With this implementation, makeset and union operations take constant time, while a find(x) operation takes O(log n) time, where n is the size of the set containing x. This implementation is optimalbecause Fredman and Saks [1989] have shown that with union in constant time, the worst-case time of find operations must be (log n). Smid [1990] shows that if we spend O(k) time on union operations, the time of find operations can be improved to O(log k n), which was again shown to be optimal by Fredman and Saks [1989] . Here, we focus on the simple union by rank heuristics with union in constant time.
A second path compression heuristic, attributed by Aho et al. [1974] to McIlroy and Morris, combined with the union by rank heuristic dramatically improves the amortized complexity of find operations. We focus first on the worst-case complexity of union-find and union-find-delete data structures. We discuss amortized time bounds later, in Section 1.5.
Union-Find with Deletions
In the traditional version of the union-find problem, nodes containing items are created using makeset. Once created, items are never deleted from their sets, and nodes are never destroyed. Kaplan et al. [2002a] consider a very natural extension of the unionfind problem in which items may be deleted. A union-find-delete data structure is a union-find data structure that also supports a delete operation: -delete(x): Delete the item contained in node x from the set containing it.
It is important to note that delete(x) only receives the node x containing the item to be deleted. It does not receive any other information regarding the set containing x. (In particular, it does not receive the representative node of the set.)
A delete operation is part of the definition of almost any abstract data type, so it is somewhat surprising that adding a delete operation to the union-find data structure has not been considered much earlier. Since its introduction, union-find-delete data structures have already found several applications. Mendelson et al. [2006] combine a union-find-delete data structure with a nonmeldable priority queue data structure to produce a meldable priority queue data structure. Kaplan et al. [2002a] and Kaplan et al. [2002b] observe that a union-finddelete data structure is required for an implementation of a meldable priority data structure in which delete and decrease-key operations get an item as an argument but are not told to which priority queue it belongs.
A union-find-delete data structure can be easily extended to support move operations. A move operation moves an item from one set to another. To move an item from one set to another, first delete the item from the set containing it, recreate it as a singleton set, and unite it with its new set. Müller and Rudich [2007] and Takano [2007] use such a union-find-move data structure to support unique references and ownership transfers in an ownership type system for Java. A union-find-delete data structure is also used by Raman and August [2005] for recursive data structure profiling and by Kennedy [2007] for compilation with continuations.
Implementing Union-Find-Delete Data Structures
The laziest possible implementation of a delete(x) operation simply removes the item contained in node x but keeps x in its tree as a vacant node (i.e., a node that does not contain an item). It may not be easy to immediately remove a vacant node x from the data structure because many other nodes may be pointing to it. Such a lazy implementation has two obvious problems. Vacant nodes waste space. More seriously, if we do not do some restructuring of trees as items are deleted, the depth, and hence the the time of find operations, may no longer be bounded by a function of the number of surviving items in the tree.
Dealing with the space issue is fairly simple. For example, we can make sure that each vacant node has at least two children, which implies that less than half of the nodes of each tree are vacant. A vacant leaf can be deleted immediately, and a vacant node with a single child can be bypassed by a shortcut from the child to the parent and then deleted. Generally, we call it a shortcut when we move the parent pointer of a node to be an ancestor of the parent. This simple measure solves the space problem but does not solve the depth problem.
The main challenge is keeping the depth of every tree logarithmic in the number of items remaining in the tree. This depth limits the time spent on find operations. The issue is to reduce the depth as items are deleted.
The classical union-find data structure only uses parent pointers. To enable restructuring of trees in connection with deletions, as just described, we assume here that we have child and sibling pointers. This increases the space per node by a constant factor but keeps the space bound linear.
The union-find-delete data structure of Kaplan et al. [2002a] employs an elaborate background process to rebuild the trees as items are deleted. This background rebuilding process is managed from the root of each tree. Whenever a delete operation is performed, the data structure finds the root of the tree containing the deleted node and advances the rebuilding of the tree. The challenge with this approach is that two trees might be merged while being rebuilt, and the background rebuilding processes of these two trees should be merged in a coherent way into a single rebuilding process. The bottleneck in this approach is that every delete has to find its root before it can advance the rebuilding process. Kaplan et al. [2002a] ask whether it is possible to implement delete operations faster than find operations. In other words, can we manage the restructuring in a decentralized manner without getting to the root?
The New Data Structure
We resolve the open problem of Kaplan et al. [2002a] in the strongest possible way, showing that deletions can be implemented not only in o(log n) time, but also in constant time, without increasing the asymptotic time of the other operations.
When an item is deleted and a node x becomes vacant, a constant number of local clean-up and short-cut operations are performed in the vicinity of x. The development of the new union-find-delete data structure and its analysis are guided by a novel value function, which is the main contribution of this article. Each node is assigned a value that depends on whether or not it is vacant and on the rank of its parent. The value of a tree is the sum of the values of all the nodes in the tree.
We prove that (1) if trees maintain their value, their depth remains logarithmic in the number of remaining items, and (2) the value lost by the deletion of an item or a node may be recovered using a constant number of local restructuring operations. The way we locally recover value is similar in spirit to the use of potential functions in amortized analysis. The difference here is that we use the value function to obtain worst-case bounds.
Our approach combines seamlessly with the path compression heuristic used to obtain fast amortized bound. We can thus implement delete operations in constant time without asymptotically affecting the worst-case and amortized bounds of the union and find operations.
Local Amortized Bounds
The union-find data structure that employs both the union by rank (or union by size) and path compression heuristics was shown by Tarjan [1975a] to be extremely efficient (see also Tarjan and van Leeuwen [1984] ). It performs an intermixed sequence of N makeset operations, at most N union operations, and M ≥ 1 find operations in O(N + M α M/N (N)) total time. Here, α r (N) is an extremely slowly growing functional inverse of Ackermann's function. (An exact definition appears in Section 4.) We note that α r (N) is decreasing in the parameter r. In other words, the amortized cost of each makeset or union operation is O(1), whereas the amortized cost of each find operation is O(α M/N (N)), only marginally more than a constant. Seidel and Sharir [2005] presented an intriguing top-down proof of the amortized bounds just given. Fredman and Saks [1989] obtained a matching lower bounds in the cell probe model of computation, showing that this data structure is essentially optimal in the amortized setting. Kaplan et al. [2002a] present a refined analysis of the classical union-find data structure showing that the amortized cost of
where n is the number of items in the set of x. We note that the top-down analysis of Seidel and Sharir [2005] does not seem to yield such local amortized bounds in terms of n instead of N.
Using global rebuilding, it is straightforward to design a union-find-delete data structure that uses only O(N) space and handles makeset, union, and delete in O(1) worstcase time and find in O(α 1 (N)) amortized time (and O(logN) worst-case time), wherē N ≤ N is the total number of items currently contained in the whole data structure. The challenge is when we want the cost of find(x) to be efficient in terms of n, the size of the set currently containing x, and not in terms ofN, which might be much larger than n. Kaplan et al. [2002a] obtain a union-find-delete data structure supporting makeset and union in constant time and find and delete in O(α M/N (n)) amortized time. As for the worst-case, they ask if the delete time can be improved.
We resolve the open problem raised by Kaplan et al. [2002a] by showing that our worst-case union-find-delete data structure, augmented with the path compression heuristic, performs makeset, union, and delete operations in constant worst-case time, and find operations in O(log n) worst-case time and O(α M/N (n)) amortized time, where n is the number of items in the set returned by the find operation.
As mentioned, Fredman and Saks [1989] have shown that O(log n) worst-case time and O(α M/N (n)) amortized time for find are optimal if we want union to take constant time. We thus show that these optimal time bounds for find can be retained while having a constant-time delete.
To obtain our results, we first provide a new concise potential-based proof of the local O(α M/N (n)) bound on the amortized cost of a find operation in the classical setting (i.e., without deletions). We believe that our potential-based analysis is simpler and more direct than the analysis given by Kaplan et al. [2002a] . Next, we show that this potential-based analysis integrates seamlessly with the value function we introduced for our worst-case bounds. Our analysis also provides the first potentialbased analysis that yields local amortized bounds for one-pass variants of the path compression technique such as path splitting and path compaction introduced by Tarjan and van Leeuwen [1984] .
Recent Developments
Ben-Amram and Yoffe [2011] have recently described a variant of our technique in which they avoid the use of vacant nodes. To do that, they maintain an auxiliary Depth First Search (DFS) list for each tree. When the item i of a node x is to be deleted, they use the DFS list to find a leaf in the same tree. The item of the leaf is moved to the node x, replacing i, and then the leaf is deleted. Some shortcut operations similar to ours are then performed. This is a nice idea that simplifies parts of our algorithm at the price of maintaining the DFS lists. Ben-Amram and Yoffe [2011] build heavily on our work, adapting our value function for their setting and relying completely on our amortized analysis.
Our result stands in sharp contrast to a recent result of Pǎtraşcu and Thorup [2011] who considered a standard generalization of union in which one can link arbitrary items and not just the root/set identifiers. The link has the effect of uniting the sets 6:6 S. Alstrup et al. containing the items. The sets correspond to the components of the graph induced by the links. The textbook implementation Cormen et al. [2001] of arbitrary links is to first do a find operation on each node and then perform a standard union. As in the case of deletions, the fundamental question is whether we have to find the sets/roots, or if there is a more efficient implementation of a general link. For general links, the answer was negative. For example, if we do union in constant time, we can do find in O(log n) time, but if we try to also support a general link in o(log n) time, then the find time explodes to n 1−o(1) . This is the opposite of our finding for deletes, which we can support in constant time while preserving find in O(log n) time.
The rest of the article is organized as follows. In the next section, we describe our new union-find-delete data structure. In Section 3, we present a worst-case analysis of the new data structure that relies on our new value function. In Section 4, we present an amortized analysis. We end in Section 5 with some concluding remarks.
A UNION-FIND-DELETE DATA STRUCTURE

A High-level Description of the Data Structure
Our data structure is an extension of the standard union-find data structure given in Figure 1 . Sets are represented as rooted trees, with the root of each tree being the representative node of its set. The implementation given in Figure 1 uses the union by rank heuristic. The path compression heuristic will be incorporated later.
Each node x of the data structure has the following fields: find(x) simply traverses the path from x to the root and returns the root.
It is not difficult to see that the union-find data structure of Figure 1 supports makeset and union operations in constant time and find operations in O(log n) time, where n is the number of items in the set acted upon. It is also easy to see that if x is a child of y, then rank[x] < rank [y] . (For more details, see Section 3.) If no deletions are performed, our data structure behaves exactly like the standard union-find data structure of Figure 1 .
A delete(x) operation can be implemented as follows. First, we set item[x] ← ⊥ to inform node x that it no longer contains an item. (Throughout the article, ⊥ stands for null.) Node x is now said to be vacant. Nodes that contain items are said to be occupied. This is already a valid lazy implementation of delete operations. If we do nothing else, our trees may quickly fill up with vacant nodes, and our data structure will no longer be space-efficient. Perhaps more seriously, find operations may become slow because they may have to traverse many vacant nodes.
A vacant node x may have an unbounded number of children pointing to it. It is thus not always possible to remove it from the tree in constant time. We can, however, remove a vacant node from the tree if it is a leaf or if it has, say, just one child, if we have access to this child.
Children. To support delete operations in constant time, we equip each node x with three additional fields: 
to be the first child of x and regard it as the starting point of the (circular) list of the children of x. The order of the children in a children list is not arbitrary. We maintain the following condition: CONDITION 2.1. [x] , and, if the condition is satisfied, then child [child[x] ] is one such grandchild. (If x has children but not grandchildren, then child[child [x] 
In the list containing the children of node x, all nonleaf children (if any) appear before all leaf children (if any).
With this condition, x has grandchildren if and only if child[child[x]] = child
To maintain the Condition 2.1, we sometimes have to move nodes around. When x becomes a new child of y, we insert it at the front of the list, if it has children, and at the back of the list, if it does not have children. When a child x of y loses its last child and becomes a leaf, we move it to the back of the list. (A nonroot leaf will never acquire a child, so we never move a child to the front of the list.)
Tidy trees. To solve the space utilization problem, we keep our trees tidy: Definition 2.2 (Tidy trees). A tree is said to be tidy if:
-Every vacant nonroot node has at least two children, -Every leaf is occupied and has rank 0.
Tidy trees never contain too many vacant nodes. LEMMA 2.3. At most, half the nodes of a tidy tree are vacant.
PROOF. Because every vacant nonroot node has at least two children, the number of leaves in the tree is at least the number of vacant nodes. Because all leaves are occupied, at most, half the nodes in a tidy tree can be vacant.
A delete(x) operation turns x into a vacant node. As a result, the tree containing x may cease to be tidy. It is, however, almost tidy.
A tree is said to be almost tidy if the tidiness conditions are violated by a single node x in it. This node is either a vacant internal (i.e., nonroot and nonleaf) node with only one child, an occupied leaf with positive rank, or a vacant leaf.
An almost tidy tree with violating node x can be easily turned into a tidy tree using the following operations:
(1) If x is a vacant internal node with only one child, we can bypass it and remove it from the tree. More specifically, we hang child [x] , the only child of x, directly on parent [x] . This removes x from the tree and makes the tree tidy. Node x can now be destroyed and its space reclaimed.
If x is a vacant leaf, we remove it from the tree and destroy it. The tree is now either tidy or almost tidy, with parent[x] being the only violator. We turn it into a tidy tree using one of the two operations above. Note that parent [x] cannot be a vacant leaf again unless it is also a root because this would imply that it was a vacant nonroot node with only one child.
An almost tidy tree can thus be converted into a tidy tree in constant time. Note that, in two special cases, these operations cause the tree to vanish. This happens if x is a vacant node that is both a root and a leaf or if x is a vacant leaf and is also the only child of a vacant root. It is easy to check that the three tidying-up steps maintain the condition that
The implementation of delete(x) uses a function tidy-up(x) that carries out these operations and tidies up the tree, if necessary, after the removal of the item attached to x. If the tree vanishes, it returns ⊥. Otherwise, it returns parent[ parent [x] ], the grandparent of x, which is guaranteed to survive the tidying up operations if the tree did not completely vanish.
Shallow and reduced trees. Keeping the trees tidy solves the memory utilization problem. It does not solve the more serious problem of slow find operations. Note that a path composed of n occupied nodes is a tidy tree representing a set of size n, and a find on the last node of the path would required (n) time.
To have O(log n)-time find operations, we need to keep the trees shallow. To that end, we perform, if necessary, a constant number of local short-cut operations following each deletion. A shortcut operation is extremely simple. The main contribution of this article is the analysis, given in Section 3, that shows that performing this constant number of shortcut operations ensures that our trees are shallow (i.e., have logarithmic depth).
Reduced trees are the shallowest trees we can hope for.
Definition 2.4 (Reduced trees).
A tree is said to be reduced if it is either -A tree composed of a single occupied node of rank 0, or -A tree of height 1 with a root of rank 1 and occupied leaves of rank 0.
If a tidy tree is of height 0, then it is also reduced. If x is the root of a tidy tree of height 1, the tree can be made reduced by letting rank[x] ← 1. If a tree is not reduced, we subject it to a constant number of shortcut operations. Shortcuts. A shortcut operation short-cut(z), applied to node z, assumes that z has grandchildren. Basically, it grabs a grandchild, a great-grandchild, or a great-greatgrandchild w of z and hangs it on z. It starts by following four child pointers from z, reaching a node that we denote by w (i.e., w ← child [child[child[child[z] ]]]). Node w is either a leaf or a great-great-grandchild of x. We let x ← parent[w] be the parent of w and y ← parent [x] be the grandparent of w. Because z is assumed to have grandchildren, x is a proper descendant of z, and y is a descendant of z (possibly y = z). The short-cut(z) operation is now composed of two steps:
(1) Hang w on z.
(2) If x, the former parent of w is now a nonroot vacant node with only one child, bypass it, as earlier.
(In other words, hang the remaining child of x on y, thus removing x from the tree.)
A shortcut operation clearly runs in constant time, and it maintains tidiness. In Section 3, we show that a constant number of shortcut operations after each deletion keeps the trees shallow.
Delete operations.We can now describe the full implementation of a delete(x) operation. (See Figure 2. ) We start by making x vacant (i.e., item[x] ← ⊥). We then call z ← tidy-up(x) to make the tree tidy. If z = ⊥, the tree containing x was completely dismantled, and we are done. Otherwise, z is the grandparent of x in the original tree, which is guaranteed to survive the tidying-up operations. If z is both a root and a leaf, we are done. Otherwise, we follow four parent pointers from z; that is, z ← parent [ parent[ parent[ parent[z] ]]]. We now attempt four shortcuts on z. Before each shortcut operation, we check whether z has grandchildren. If it does, we perform a shortcut by calling short-cut(z). If z does not have grandchildren, then z must be a root (see proof in the paragraph below), and its tree is of depth 1. We let rank[z] ← 1 and exit because the tree is now reduced.
If the node z returned by tidy-up(x) is not a root, then it also not a leaf. Thus, after following four parent pointers from z (i.e., z ← parent [ parent[ parent[ parent[z] ]]]), z is either a root or its subtree is of depth at least 5. Each shortcut operation reduces the depth of the subtree of z by at most one. Thus, if z does not have grandchildren after at most three short-cuts, it must be a root, as claimed. Discussion. The implementation given in this section may seem complicated at first sight. We claim, however, that it is extremely natural and conceptually very simple. Essentially, the only thing that can be done in constant time is follow several parent, child, and sibling pointers and perform several local shortcuts, as is done by our implementation. The only "mystery" perhaps, is why following four parent pointers, then four child pointers, and then performing four shortcuts is enough. This mystery is dispelled by the analysis of the next section.
Implementation
The implementation of delete(x) was discussed in detail in the previous section. We now discuss in more details the implementation of tidy-up(x) and short-cut(z), which are called by it.
tidy-up(x) receives a tree that is either tidy or almost tidy, with x being the only violator. Node x is assumed to be vacant. The code of tidy-up(x) is given in Figure 3 . If x is a leaf, the call empty-tree(x) checks whether x is an empty singleton. If so, the tree is empty. Node x is freed, and tidy-up(x) returns ⊥. If x is not the root, it is removed from the tree by calling remove-leaf(x). The call empty-tree(y) then checks whether y, the parent of x, is now an empty singleton. If it is, it is freed and tidy-up(x) again returns ⊥. Otherwise, the call cond-bypass(y) bypasses y, if necessary. If x is not a leaf, the call cond-bypass(x) bypasses it if necessary.
Before discussing the implementation of short-cut(z), cond-bypass(x), and the other functions mentioned, we need to discuss some lower level details. To ensure that our data structure functions properly, we need to ensure that children lists always satisfy Condition 2.1. To ensure that, we manipulate the trees in our data structure only using the functions unhang(x) and hang(x, y), described in Figure 5 . (We have actually seen a call to hang(x, y) already in union(x, y).)
unhang(x) assumes that y = parent[x] = x. It removes x from the list of children of its parent y using the call delete-child(x, y). If x was the last child of y, then y is now a leaf. Its rank is reduced to 0, and it is moved to the back of the children list of parent[y] using a call move-to-back(y). (It is not necessary to assign parent [x] , next [x] , prev[x] ← ⊥ because x will either acquire a new parent shortly or is about to be destroyed.) hang(x, y) hangs x on y; that is, makes x a child of y by setting parent[x] ← y. It then inserts x at the front or at the back of the children list of y, as appropriate. This is done by the calls insert-front(x, y) and insert-back(x, y). hang(x, y) assumes that x does not appear in any children list before the operation or that the children list currently containing x does not need to be maintained. If x was a child of y , and the children list of y needs to be maintained, unhang(x) should be called before calling hang(x, y). If y is about to be removed from the tree, an unhang(x) call is not necessary.
The implementation of cond-bypass(x), which bypasses x if it is a vacant, nonroot, non-leaf node with a single child, is now given in Figure 3 . If a bypass is necessary, it hangs w, the single child of x, on y, the parent of x, by calling hang(w, y). It then removes x from the tree and destroys it by calling remove-leaf(x). (Note that an unhang(w) call is not necessary here, and x is removed from the tree.)
The implementation of short-cut(z) is given on the right side of Figure 2 . It assumes that z has grandchildren. It first follows four child pointers from z reaching w. It unhangs w, hangs it on z, and then bypasses parent [w] , if necessary.
Function empty-tree(x), whose code is given in Figure 4 , checks whether x is a vacant node that is both a root and a leaf. If it is, x is no longer needed, and the space used by it may be freed. We signify that by the call free(x). (In programming languages like C++, this corresponds to calling the destructor of x. In languages with automatic garbage collection, such as Java, such calls are not necessary.) (Note, by the way, that makeset(i) is the constructor of node objects.)
Function remove-leaf(x), whose code can again be found in Figure 4 , removes a vacant leaf x from the tree. It first unhangs x from its parent y, using the call unhang(x), and then frees the memory used by x, using the call free(x).
Nodes are inserted, deleted, and moved around children lists using the functions insert-back(x, y), insert-front(x, y), delete-child(x, y), and move-to-back(x, y) given 6:12 S. Alstrup et al. in Figure 6 . They are only called by hang(x, y) and unhang(x). Their implementation is straightforward and is included for completeness.
The most low-level function in Figure 7 inserts and remove an item from a circular doubly linked list.
Certain optimizations are possible. For example, in the first call to empty-tree(x) in tidy-up(x), it is known that x is a vacant leaf. Similarly, when cond-bypass(x) is called by tidy-up(x), it is known that x is vacant nonleaf node. It is possible, of course, to define versions of the functions that only check the necessary conditions. In a similar vein, the call unhang(w) in short-cut(z) is required only if parent [w] is not bypassed.
WORST-CASE ANALYSIS
For brevity, we let p[x] = parent [x] denote the parent of x. The following lemma follows easily from the discussion in the previous section.
If T is a tree with root x, we let rank[T ] = rank [x] . We let |T | be the number of occupied nodes contained in T (i.e., the size of the set represents by T ).
As an easy corollary of Lemma 3.1, we get that the depth of each tree is at most its rank. The main result of this article is a proof that the rank, and hence the depth, of each tree in the union-find-delete data structure is logarithmic in the number of occupied nodes contained in it. The key idea used in the proof of Theorem 3.2 is to attach to each node x a value that depends exponentially on the rank of its parent. (If x is a root, then p[x] = x.) The value of a tree T is defined to be the sum of the values of all nodes in the tree:
It is important to note that vacant nodes also have value associated with them, although, roughly speaking, only half the value of occupied nodes. This smoothes out the change in the total value caused by the removal of an item from a node and from the removal of a vacant node from the tree.
It is also important to note that values are used only in the analysis of the unionfind-delete data structure. They are not computed or maintained by the data structure.
The choice of the constant (1 + √ 5), 2) would do. (The constants in Theorem 3.2 and the constant number of shortcuts performed after each delete operation may need to be adjusted.)
The main step in the proof of Theorem 3.2 is the proof of the following lemma:
LEMMA 3.4. If T is a tree constructed by the union-find-delete data structure of Section 2 then
Before proving Lemma 3.4, we show that it does indeed imply Theorem 3.2.
PROOF (OF THEOREM 3.2). The tree T contains exactly |T | occupied nodes, each of value at most ( , and Theorem 3.2 follows.
We next state and prove several lemmas that together imply Lemma 3.4. 
We next examine the effect of the tidying-up operations on the value of a tree.
LEMMA 3.7. Let x be a node of tree T .
(
1) The removal of an item from node x reduces VAL[T ] by
2) If x is an occupied leaf, then its removal from T reduces VAL[T ] by ( 5 3 ) rank[ p[x]] . (3) If x is an internal vacant node with a single occupied child, then bypassing it and removing it from the tree reduces VAL[T ] by at most
)
rank[ p[x]] . (4) If x is an internal vacant node with a single vacant child, then bypassing it and removing it from the tree reduces VAL[T ] by at most
PROOF. Statements (1) and (2) are obvious. Consider Statements (3) and (4). Let w be the single child of x, and let y be the parent of x. The bypassing operation makes w a child of y and removes x from the tree. Note that rank [ . (   5  3   ) rank [z] . [z] . We consider the following three cases and rely on Lemma 3.7 in each one of them:
LEMMA 3.8. If the removal of the item attached to a node x of a tree T and the ensuing z ← tidy-up(x) operation leave a tree that contains more than one node, then VAL[T ] is decreased by at most
PROOF. In the original tree, let y = p[x] and z
(1) Node x is a leaf, it is removed, and its parent y is not bypassed. In this case, VAL [T ] is decreased by 5 3
rank[y]
≤ 5 3
rank [z] .
(Note that we might have y = z in this case.) (2) Node x is a leaf, it is removed, and its parent y bypassed. In this case, VAL [T ] .
If y becomes a leaf as a result of the tidy-up(x) operation, then its rank is reduced to 0. (This is done by the call unhang(x) made by remove-leaf(x).) This does not change any
values, unless y also happens to be a root. In the case, however, y is both a leaf and a root, and the tree therefore contains only a single node. PROOF. Let w and x be as in the code of short-cut(z). Recall that w is obtained by following four child pointers from z and that x is the parent of w. Let y be the parent of x. Also recall that w is either a leaf or a great-great-grandchild of z. Because z is assumed to have grandchildren, x is a proper descendant of z, and y is a descendant of z (possibly y = z). short-cut(z) makes w a child of z and then bypasses x, if necessary. We consider two cases:
(1) w is a leaf. In this case, w must be occupied. Hanging w on z increases val [w] by ( 5 3 )
) rank [x] . All siblings of w, if any, must also be leaves and are thus also occupied. (Note that w = child [x] is the first child of x.) Thus, if x is bypassed, its child before the bypassing operation is occupied. By Lemma 3.7(iii), bypassing x in this case reduces the total value by at most 1 10 ( 5 3 ) rank [y] . Overall, the total value is thus increased by at least . In both cases, the total value is increased by more than
(Note that rank[x] ≤ rank[z] − 1 and rank[y] ≤ rank[z].) (2) w is a great-great-grandchild of z. Hanging w on z increases val[w] by at least
) rank [z] .
We are now ready to prove Lemma 3.4.
PROOF (OF LEMMA 3.4). We prove by induction on the number of operations performed that every tree T constructed by the data structure satisfies VAL[T ] ≥ 2
rank [T ] . By Lemma 3.5, every singleton tree created by a makeset operation satisfies this condition. By Lemma 3.6, every tree formed by a union operation satisfies the condition. A find operation does not change the structure of the tree, so the condition continues to hold.
The remaining (and interesting) case is a delete(x) operation. Let T be the tree containing x. If the z ← tidy-up(x) operation causes the tree to vanish, there is nothing to show. If the tree returned by tidy-up(x) is reduced, or if it becomes reduced after at most four shortcut operations, we are again fine.
Suppose, therefore, that the tree obtained after the four shortcut operations performed by delete(x) is not reduced. By Lemma 3.8, the removal of the item of x and the ensuing tidy-up(x) operation reduce VAL [T ] by at most ( 5 3 ) rank [z] . By Lemma 3.9, 
FASTER AMORTIZED BOUNDS
We now show that by adding path compressions to the find operations performed by the union-find-delete data structure of the previous section we can obtain an O(α M/N (n)) bound on the amortized complexity of find operations while maintaining the worst-case bounds obtained in the previous section. When a find(x) operation is performed, we now compress the path from x to the root of the tree; that is, we hang all the vertices in this path directly on the root. The path compression operation is depicted in Figure 8 .
Because some of the nodes on the path compressed may be vacant, the tree obtained may not be tidy. This is rectified by performing the necessary tidy-up operations.
The rest of this section is organized as follows. In Section 4.1, we present a refined potential-based analysis of the union-find data structure without deletions. In Section 4.2, we then describe the small changes required to combine the worst-case analysis of Section 3 with the amortized analysis of Section 4.1. Roughly speaking, the worst-case analysis and the amortized analysis can "co-exist" because the tidy-up and shortcut operations of Section 3 can only decrease the potentials used in the amortized analysis, while the path compressions (and the tidy-up operations following them) introduced in this section can only increase the values used in the worst-case analysis. In Section 4.3, we extend the amortized analysis to several one-pass variants of the path compression technique. Finally, in Section 4.4, which is an analog of Section 4.2, we show that the amortized analysis of these one-pass variants of path compression remains valid when deletions are performed.
Amortized Analysis
In this section, we present a refined potential-based analysis of the classical union-find data structure. For every r ≥ 1, we show that the amortized cost of a makeset operation is O(r), that the amortized cost of a union operation is O(1), and that the amortized cost of a find operation is O(α r (n)), where n is the number of items in the set returned by the find operation. In particular, to bound the total amortized cost (and hence the actual cost) of a sequence of N makeset operations, at most N union operations and M find operations, we take r =
M N and get a total bound of O(N +
where n i is the number of items in the set returned by the i-th find operation.
We first define the Ackermann and inverse Ackermann functions:
Definition 4.1 (Ackermann and inverse Ackermann functions). For integers k, n ≥ 1, define Ackermann's function A k (n) as follows:
The inverse Ackermann function α r (n), for r, n ≥ 1, is defined as follows:
Because A 1 (n) = n + 1, we get that α r (n) ≥ 2 whenever 1 ≤ r < n. Note also that A α r (n) (r) > n.
The amortized bounds claimed here are obtained using a potential function argument. We assign a potential of φ r (x) to each node x in the union-find forest. The total potential r of the data structure is the sum of the potentials of all the nodes.
The potential function φ r (x) used in our analysis is similar to a potential function used in the "standard" potential-based analysis of the union-find data structure (see, e.g., Cormen et al. [2001] ) but with several small but crucial differences that will be explained later.
Before defining φ r (x), we need to define the functions rank r (x), level r (x) and index r (x). The function rank r (x) is just the function obtained by adding r to the rank of each node: 
Definition 4.2 (Level and index functions). For a nonroot node x, define
Because rank r (x) < rank r ( p(x)) for every nonroot node x, we get that level r (x) is well defined and that level r (x) ≥ 1 and index r (x) ≥ 1 for every non-root node x.
The next lemma establishes upper bounds on level r (x) and index r (x) that play a central role in the definition of the potential function φ r (x). LEMMA 4.3. For a nonroot node x, we have:
PROOF. Because rank r (x) ≥ r and because A k (n) is monotone, increasing in n, we get that
Hence, level r (x) < α r (rank r ( p(x))). Similarly, by the definitions of A k (n) and level r (x) we get that
Thus, index r (x) ≤ rank r (x), as claimed.
We are now ready to define our potential function.
Definition 4.4 (Potential). The potential φ r (x) of a node x is defined as follows:
The potential r of the data structure is defined to be the sum of φ r (x) over all nodes. By Lemma 4.3, we get that φ r (x) ≥ 1 for every nonroot node x for which α r (rank r (x)) = α r (rank r ( p(x))) . If x is a root, then we also have φ r (x) ≥ 1. For all other nodes-i.e., nonroot nodes x for which α r (rank r (x)) < α r (rank r ( p(x)))-we have φ r (x) = 0. We also note that if x is a nonroot leaf, then rank r (x) = r and α r (rank r (x)) = 1 while rank r ( p(x)) > r and α r (rank r ( p(x))) > 1. Thus, φ r (x) = 0.
As mentioned, our potential function φ r (x) is similar to a potential function φ(x) used in the standard potential-based analysis of the union-find data structure (see, e.g., Kozen [1992] and Cormen et al. [2001] ). There are, however, three small but crucial differences:
(1) The parameter r is introduced, and rank r (x) is used instead of rank [x] .
(2) The more locally sensitive quantity α r (rank r (x)) replaces the locally insensitive quantity α 1 (N). (3) To enable the use of α r (rank r (x)) instead of α 1 (N), the potential of a node x is defined to be 0 if α r (rank r (x)) < α r (rank r ( p(x))).
We first show that hanging a node x on an ancestor of its parent p(x), as done by path-compression, can only decrease the potential φ r (x) of x. This basically follows from the fact that rank r (x) does not change while rank r ( p(x)) is increased.
LEMMA 4.5. When a node x is hung on a proper ancestor of its parent p(x), its potential φ r (x) is either unchanged or is decreased.
PROOF. Suppose that x is hung on a proper ancestor y of p(x). Hanging x on y changes the value of p(x) to y. If α r (rank r (x)) < α r (rank r (y)), then after the hanging we have φ r (x) = 0, and we are done. Suppose therefore that α r (rank r (x)) = α r (rank r (y)). Because rank r (x) remains unchanged and rank r ( p(x)) goes up, we get that level r (x) is either unchanged or is increased. If level r (x) is increased, then as the maximal drop of index r (x) is from rank r (x) to 1, we get that φ r (x) is decreased by at least 1. If level r (x) remains unchanged, then index r (x) is either unchanged or is increased, and φ r (x) is either unchanged or is decreased.
We now analyze the amortized cost of the makeset, union, and find operations. Recall that the amortized cost of an operation is its actual cost plus = after − before (i.e., the change in the potential). (We are allowed, when convenient, to multiply by a suitable constant.) Because the potential function used assumes only non-negative values, and because the initial potential is 0, the sum of the amortized costs of a sequence of operations is an upper bound on the sum of their actual costs. The amortized costs referred to in the rest of this section are with respect to the potential function r . 
PROOF. The actual cost of a union operation is again O(1).
We next show that the change in the total potential is also O(1). Assume, without loss of generality, that x becomes the parent of y. The only nodes whose potential may change due to this operation are x, y, and the children of x. The potential of x may increase. The potential of y is guaranteed to decrease because it is no longer a root. The potential of the other children of x may decrease.
If the rank of x is unchanged, then no potential is increased, and we are done. Assume, therefore, that rank r (x) is increased from k to k + 1. Before the operation, we therefore had rank r (x) = rank r (y) = k. Because α r (k + 1) ≤ α r (k) + 1, the increase in the potential of x is at most
Because level r (y), index r (y) ≥ 1, the potential of y decreases by at least
The total potential therefore increases by at most 2, as required.
Before analyzing the amortized cost of a find operation, we need three auxiliary lemmas. The first two of these, which are mere observations, are related to the fact that in our definition a node x has a positive potential only if α r (rank r (x)) < α r (rank r ( p(x)) ). The third lemma is similar to a lemma used in the standard proof (see Kozen [1992] and Cormen et al. [2001] ).
LEMMA 4.8. In any path from a node x to the root z, there are at most α r (rank r (z)) nodes y with α r (rank r (y)) < α r (rank r ( p(y)) ).
PROOF. The proof follows immediately from the monotonicity of α r (n) and from the fact that ranks along any path to the root are increasing. LEMMA 4.9. If x is not a root, z is the root of the tree containing x, and α r (rank r (x)) = α r (rank r ( p(x))) < α r (rank r (z)), then hanging x on z decreases the potential φ r (x) of x.
PROOF. Before x is hung on z, we have α r (rank r (x)) = α r (rank r ( p(x))) and thus φ r (x) > 0. Afterward, we have p(x) = z, and hence α r (rank r (x)) < α r (rank r ( p(x))), so φ r (x) = 0.
Our eventual goal is to show that when a path from a node w to the root z of its tree is compressed, the potentials of almost all nodes on the path from w to z strictly decrease. Lemmas 4.8 and 4.9 take care of all nodes on the path for which α r (rank r (x))) < α r (rank r (z)). It only remains to consider the nodes x on the path for which α r (rank r (x)) = α r (rank r ( p(x) )) = α r (rank r (z)). The next lemma, which is similar to a lemma used in Kozen [1992] and Cormen et al. [2001] , takes care of such nodes.
LEMMA 4.10. Consider a path from a nonroot node x to the root z and assume that α r (rank r (x)) = α r (rank r (z)). If some proper ancestor y of x has level r (y) = level r (x), then the potential φ r (x) is decreased when the path is compressed. PROOF. Let k = level r (x) = level r (y) and i = index r (x). Before the compression, we have
After the compression, we have rank r ( p(x)) = rank r ( p(y)). Because rank r ( p(y)) could only increase, we have
Thus, if level r (x) is not increased, then index r (x) is increased by at least 1. If level r (x) is increased, then index r (x) might decrease, but, by Lemma 4.3, it cannot decrease by more than rank r (x) − 1. In both cases, φ r (x) decreases by at least 1. PROOF. The actual time of a find(w) operation is O( ), where is the number of nodes of the path up the tree from w to the root z. We show that the potential of all but at most 2α r (rank r (z)) nodes on this path decrease by at least 1, whereas no potentials are increased. It would then follow immediately that the amortized cost of the operation is O(α r (rank r (z))) = O(α r (rank[z])). (It is easy to check that for every r, k ≥ 1 we have
Divide the path from w to z into two parts: a bottom part containing all nodes for which α r (rank r (x)) < α r (rank r (z)) and a top part containing all nodes for which α r (rank r (x)) = α r (rank r (z)).
By Lemmas 4.8 and 4.9, there are at most α r (rank r (z)) vertices on the bottom part of the path whose potential does not decrease.
By Lemma 4.10, the potential φ r (x) of a node x from the top part of the path can remain unchanged only if it has no proper ancestor y for which level r (x) = level r (y). (Note that the root z satisfies this condition.) Because 1 ≤ level r (x) < α r (rank r ( p(x))) ≤ α r (rank r (z)), less than α r (rank r (z)) nodes can satisfy this condition. . Lemmas 4.6, 4.7, and 4.11 then imply that the total amortized cost (and hence the total cost) of the sequence of operations is
where z i is the root of the set returned by the i-th find operation. Let n i be the number of items contained in the set returned by the i-th find operation. Then, rank[z i ] ≤ log 2 n i < n i , and the claim follows.
4.1.1. An Alternative Potential Function. We end this section by mentioning an alternative potential function ϕ r (x) that can be used to prove Theorem 4.12. The definition of ϕ r (x) uses a slightly modified versions of index r (x) and level r (x) in which explicit upper bounds are placed on their values. For a nonroot node x, define
The potential ϕ r (x) of a node x is defined as follows:
Lemma 4.3 is now replaced by a claim that if α r (rank r (x)) = α r (rank r ( p(x))), then index r (x) ≤ rank r (x). Lemmas 4.8 and 4.9 are not needed. Interestingly, Lemma 4.9 remains valid if the condition α r (rank r (x)) = α r (rank r (z)) appearing in it is replaced by α r (rank r (x)) = α r (rank r ( p(x))). The reader can verify that Lemma 4.11 and Theorem 4.12 follow as before.
Deletion and Path Compression
We now show that the worst-case analysis of Section 3 remains valid when path compression operations are performed, and that the amortized analysis of Section 4.1 remains valid when the delete operations are implemented as in Section 3.
We start by showing that the amortized analysis of Section 4.1 remains valid when delete operations are implemented, as in Section 3. The potential φ r (x) of a node x is defined as in Section 4.1, irrespective of it being occupied or vacant. Thus, removing an item from a node does not change the potential of the data structure. The tidy-up and short-cut operations perform shortcuts and may remove vacant nodes from trees. Both these operations can only decrease potentials (see Lemma 4.5). tidy-up operations decrease the rank of a node to 0 if it becomes a leaf, but this again can only decrease the potential of a node. Finally, short-cut operations may produce a reduced tree, in which case the rank of the root is reduced to 1. This can only decrease the potential of the root and does not change the potential of the leaves because their potentials are always 0. (See the note after Definition 4.4.) Next, we consider the effect of path compressions and the ensuing tidying up operations on the worst-case analysis of Section 3. First note that because the cost of a path compression operation is proportional to the length of the path compressed, and because the cost of each tidy-up operation is constant, the total worst-case time of a find(x) operations is still O(rank [z] ), where z is the root of the tree representing the set A containing x. To show that we still have rank [z] = O(log |A|), all we need is to show that path compressions, and the ensuing tidying up operations, do not decrease VAL(A).
Because a path compression operation is composed of shortcuts, compressing a path in the tree representing A can only increase VAL(A). The only worry is that the tidy-up operations that may have to be performed after the compression may reduce VAL(A) to below its original value. This potential problem could have been rectified by performing a few shortcuts after each tidy-up operation. The next lemma shows, however, that this is not necessary because the problem never occurs. The increase in VAL(A) due to a path compression is always greater than the decrease in VAL(A) due to all ensuing tidy-up operations.
LEMMA 4.13. Path compression, followed by the required tidying up operations, applied to a path in a tidy tree representing a set A, does not decrease VAL(A).
PROOF. Let x 0 , x 1 , . . . , x be a path from a node x 0 to the root x of its tree. We assume that ≥ 2, because otherwise compressing the path has no effect. After the compression, x 0 , . . . , x −1 are all children of the root x . As a result, each one of the nodes x 1 , . . . , x −1 lost one of its children. If node x i , for some 1 ≤ i < , is vacant and had only one other child y i in addition to x i−1 , then the tidy-up(x i ) operation bypasses x i (i.e., hangs y i directly on x and removes x i from the tree). If x i is not removed from the tree and i < , then its value is clearly increased. If x i is removed from the tree, then its value of 
. This is enough to offset the potential loss for i = − 1.
Combining Theorems 3.10 and 4.12 with Lemma 4.13 and the discussion preceding it, we get: THEOREM 4.14. The union-find-delete data structure described in this and the preceding sections supports makeset, union, and delete operations in O(1) time and find operations in O(log n) time, where n is the size of the set returned by the operation. The size of the data structure is proportional to the number of items currently contained in it. Furthermore, the total processing time of a sequence composed of N makeset operations, at most N union operations, at most N delete operations, and M find operations, where
, where n i is the number of items in the set returned by the i-th find operation.
Path Splitting and Path Compaction
The path compression technique has many favorable properties. One of its few shortcomings, however, is that it requires two passes over the path to be compressed. The first pass follows the path to determine the root of the tree, whereas the second hangs all the nodes on the path on the root. Tarjan and van Leeuwen [1984] studied a natural one-pass variant of path compression, called path splitting, and showed that it also runs in O(N + M α M/N (N)) time when combined with union by rank. A path splitting operation hangs each node on a path, except the last and the next to last, on its grandparent (see Figure 9 ). Tarjan and van Leeuwen [1984] studied, in fact, a more general operation called path compaction. A path compaction operation hangs every node on the path, except the last and next to last, on a (not necessarily proper) ancestor of its grandparent (see Figure 10 ). Both path compression and path splitting are special cases of path compaction.
Our new potential-based analysis of Section 4.1 can be easily extended to give local amortized bounds for any implementation of a union-find-delete data structure that Fig. 9 . Path splitting applied to the path x 0 , x 1 , . . . , x 7 . The path is split into two paths x 1 , x 3 , x 5 , x 7 and x 0 , x 2 , x 4 , x 6 , x 7 . uses path compaction. To the best of our knowledge, this is the first time that local amortized bounds are obtained for path splitting and path compaction.
The only proof that needs to be changed is the proof of Lemma 4.11, which analyzes the amortized cost of a find operation. We first prove two lemmas that will be used in the analysis of find operations that use path compaction instead of path compression.
LEMMA 4.15. Let x, y, and z be nodes such that y is a proper ancestor of x and z is a proper ancestor of y. Also assume that α r (rank r (x)) = α r (rank r (y)) = α r (rank r (z)) and that level r (x) < level r (y). If x is hung on z, then φ r (x) decreases by at least level r (u) − level r (v).
PROOF. As rank r (x) < rank r (y) < rank r ( p(y)) ≤ rank r (z) we have A level r (y) (rank r (x)) < A level r (y) (rank r (y)) ≤ rank r (z).
After the shortcut, we have p(x) = z and thus level r (x) is increased by at least level r (y)− level r (x). By Lemma 4.3, index r (x) decreases by at most rank r (x) − 1. Hence, φ r (x) decreases by at least
as rank r (x) ≥ 1. LEMMA 4.16. Let x, y, and z be nodes such that y is a proper ancestor of x and z is a proper ancestor of y. Also assume that α r (rank r (x)) = α r (rank r (y)) < α r (rank r (z)). If x is hung on z, then φ r (x) decreases by at least α r (rank r (y)) − level r (x).
PROOF. Before the shortcut, we have
After the shortcut, φ r (x) drops to 0. Thus, φ r (x) is decreased by at least α r (rank r (x)) − level r (x) = α r (rank r (y)) − level r (x).
We are now ready to analyze the amortized cost of find operations.
LEMMA 4.17. The compaction of a path x 0 , x 1 , . . . , x decreases the total potential by at least 2 − 2α r (rank r (x )). As a consequence, the amortized cost of a find operation that employs path compaction is O(α r (rank[x ] )), where x is the root returned.
PROOF. Divide the nodes x 0 , x 1 , . . . , x into maximal segments such that x i and x j belong to the same segment if and only if α r (rank r (x i )) = α r (rank r (x j )).
Let x a , . . . , x b be one such segment. Our goal is to show that the compaction decreases (x b ) ). Note that no claim is made when i = − 1; that is, for the next to last item of the last block. This case is special and will be dealt with separately.) Furthermore, it follows from Lemma 4.10 that if l i = l i+1 and i ≤ − 2, then φ r (x i ) is also decreased (by at least one). Consider now the last segment x a , . . . , x b (i.e., b = ). The only difference between this and the case just considered is that φ r (x −1 ) remains unchanged even if l −1 < l . However, because l = α r (rank r (x )), we get that Finally, because the actual cost of a find operation is O( ) and because each unit decrease in potential can pay for a constant number of operations, we get that the amortized cost of a find operation, when any variant of path compaction is used, is indeed O(α r (rank r (x ))) = O(α r (rank[x ]) ).
Deletion and Path Splitting or Path Compression
In Section 4.3, as in Section 4.1, we did not take deletions into account. Combining the amortized analysis of Section 4.3 and the worst-case analysis of Section 3 is again a simple matter. We again use the slightly modified potential function φ r (x) that assigns 0 potential to all nonroot leaves. We next have to show that path splitting, or more generally path compaction, followed by the required tidying-up operations can only increase the total value VAL(A) of a tree.
The proof that path splitting plus the ensuing tidying-up operations can only increase the value of a tree is particularly simple, so we handle it separately. Note that when path splitting is applied to a path x 0 , x 1 , . . . , x , the only node that may require tidying up is x 1 because each node x i , where 2 ≤ i < , loses one child but acquires a new one (see Figure 9 ). > 0.
Analyzing the effect of a general path compaction, followed by the required tidying-up operations, is more involved but the same result holds. PROOF. Let x 0 , x 1 , . . . , x be a path on which a compaction plus tidying-up operations are applied. Let val(x i ) denote the value of x i , and let val (x i ) denote the value of x i after the compaction and tidying-up operations. If x i is not removed from the tree by the tidying-up operations, we let d i = val (x i ) − val(x i ). If x i is removed from the tree, then it must be vacant, and it must have a single child y i = x i−1 . We let d i =
