In this paper we obtain several characterizations of the adjacency matrix of a probe interval graph. In course of this study we describe an easy method of obtaining interval representation of an interval bipartite graph from its adjacency matrix. Finally, we note that if we add a loop at every probe vertex of a probe interval graph, then the Ferrers dimension of the corresponding symmetric bipartite graph is at most 3.
Introduction
An undirected graph G = (V, E) is an interval graph if it is the intersection graph of a family of intervals on the real line in which each vertex is assigned an interval and two vertices are adjacent if and only if their corresponding intervals intersect. The study of interval graphs was spearheaded by Benzer [1] in course of his studies of the topology of the fine structure of genes. Since then interval graphs and their various generalizations were studied thoroughly. Also advances in the field of molecular biology, and genetics in particular, solicited the need for a new model. In [25] , Zhang introduced another generalization of interval graphs called probe interval graphs, in an attempt to aid a problem called cosmid contig mapping, a particular component of the physical mapping of DNA. A probe interval graph is an undirected graph G = (V, E) in which the set of vertices V can be partitioned into two subsets P and N (called probes and nonprobes respectively) and there is an interval (on the real line) corresponding to each vertex such that vertices are adjacent if and only if their corresponding intervals intersect and at least one of the vertices belongs to P . Now several research works are continuing on this topic and some special classes of it [4, 5, 10, 13, 14, 23] . In fact, Golumbic and Trenk have devoted an entire chapter on probe interval graphs in their recent book [11] . Moreover, motivated by the definition of probe interval graphs, genrally, the concept of probe graph classes has been introduced. Given a class of graphs G , a graph G is a probe graph of G if its vertices can be partitioned into a set P of probes and an independent set N of nonprobes such that G can be extended to a graph of G by adding edges between certain nonprobes. In this way, many more probe graph classes have been defined and widely investigated, eg., probe split graphs, probe chordal graphs, probe tolerance graphs, probe threshold graphs and others [2, 6, 18, 19] .
Among all such studies nothing has been said about the nature of adjacency matrices of probe interval graphs until now. In this paper we will present three characterizations of the adjacency matrix of a probe interval graph. The first one is in this section and two others are in section 3. In section 2, we describe an easy method of obtaining interval representation of an interval bipartite graph from its adjacency matrix. Moreover, we prove that if we add a loop at every probe vertex of a probe interval graph, then the Ferrers dimension of the corresponding symmetric bipartite graph is at most 3.
We first note that any interval graph G = (V, E) is a probe interval graph with probes P and nonprobes N, where N is any independent set (possibly singleton) of G and P = V N. Certainly the converse is false, as C 4 is a probe interval graph which is not an interval graph. So probe interval graphs generalize the class of interval graphs. Further generalizations lead to the following concepts. An undirected graph G = (V, E) is an interval split graph [3] if the set of vertices V are partitioned into two subsets U 1 and U 2 such that the subgraph induced by U 1 is an interval graph and U 2 is an independent set. Every probe interval graph is an interval split graph, as N is an independent set and the subgraph induced by P is an interval graph. Again interval bipartite graphs (cf. §2) are generalized to interval k-graphs. An undirected graph with a proper coloring by k colors is an interval k-graph [3] if each vertex corresponds to an interval on the real line so that two vertices are adjacent if and only if their corresponding intervals intersect and they are of different colors. Brown [3] showed that any k-chromatic probe interval graph is an interval k-graph.
Also, since interval k-graphs are weakly chordal 1 and hence perfect, 2 we have that probe interval graphs are also weakly chordal and perfect. While comparing two graphs discussed earlier, Brown [3] made the comment: "there are interval split graphs which are not interval k-graphs (e.g., C 5 or any cycle of length greater than or equal to 5). The converse is not known -but has not received much attention." The following example shows that there are interval k-graphs which are not interval split graphs. Example 1.1 Consider the graph G = K 2,2,2 , which is an interval 3-graph. But it is not an interval split graph, since it has only 3 independent sets, namely, {a, d} , {b, c} and {x, y}. For each such choice, the other 4 vertices induce the subgraph C 4 which is not an interval graph. Now the class of probe interval graphs lies in the intersection of the class of interval split graphs and the class of interval k-graphs but there are examples (Brown presented one such in [3] ) which are both interval split graphs and interval k-graphs but not probe interval graphs. Thus the following is an interesting open problem to study.
Problem 1.2 Characterize the class of graphs which are both interval split graphs and interval k-graphs.
Regarding forbidden subgraph characterizations, Brown [3] showed that interval k-graphs and hence probe interval graphs are ATE-free 3 , while Sheng [23] characterized cycle free probe interval graphs in terms of six forbidden subgraphs (trees). Among the other characterizations, Brown [3] and Zhang [25] generalized the well known [8, 9] result that an undirected graph is an interval graph if and only if its maximal cliques are consecutively ordered 4 . Brown [3] proved that if G = (V, E) is an undirected graph with an independent set N ⊆ V , then G is a probe interval graph with probes P = V N and nonprobes N if and only if G has an edge cover of quasi-cliques 5 that can be consecutively ordered.
In the following we shall present the first characterization of adjacency matrices of probe interval graphs (cf. Observation 1.4), which is simple and immediate. Let G = (V, E) be a simple undirected graph. If we replace 6 all principal diagonal elements 7 of the adjacency matrix of G by 1, then this matrix is known as the augmented adjacency matrix of G. Let M be a symmetric (0, 1) matrix with 1's in the principal diagonal. Then M is said to satisfy the quasilinear ones property if 1's are consecutive right to and below the principal diagonal. It is known [15] that G is an interval graph if and only if rows and columns of the augmented adjacency matrix of G can be suitably permuted (using the same permutation for rows and columns) so that it satisfies the quasi-linear ones property. Now from the definition of a probe interval graph G it follows that the graph obtained by adding edges to G between the pairs of nonprobes whose intervals intersect is an interval graph with the same assignment of intervals to the vertices as in G. Conversely, let G = (V, E) be an interval graph and N ⊆ V . Then the graph obtained by removing all the edges between any two vertices belonging to N from G is a probe interval graph with probes P = V N and nonprobes N. Thus for an undirected graph G = (V, E) with an independent set N, if adding edges between some vertices of N make it an interval graph, then the graph G must be a probe interval graph with probes P = V N and nonprobes N. This simple observation leads to the following characterization of probe interval graphs:
5 A quasi-clique Q in a probe interval graph G = (P, N, E) is a set of vertices with all vertices of Q ∩ P are adjacent to each other and any vertex of Q ∩ N is adjacent to all vertices of Q ∩ P . 6 This replacement is equivalent to add a loop at each vertex of G. 7 which are 0 in the adjacency matrix of G. 8 We call a square submatrix N of M principal if the principal diagonal elements of N are also principal diagonal elements of M . 
Interval representations of interval bipartite graphs
An interval bipartite graph (in short, interval bigraph) is a bipartite graph B = (X, Y, E) with bipartation (X, Y ), representable by assigning each vertex v ∈ X ∪Y an interval I v (on the real line) so that two vertices x ∈ X and y ∈ Y are adjacent if and only if I x ∩ I y = ∅ [12] . Since X and Y are independent sets in B, here we only consider the submatrix of the adjacency matrix of B consisting of the rows corresponding to one partite set and the columns corresponding to the other. This submatrix is known as the biadjacency matrix of B. A bipartite graph B is an interval bigraph if and only if the rows and columns of the biadjacency matrix of B can be (independently) permuted so that each 0 can be replaced by R or C in such a way that every R has only R's to its right and every C has only C's below it. Such a partition of zeros in the biadjacency matrix of B is called an R-C partition of it [20] . Again a (0, 1)-matrix A has the generalized linear ones property if it has a stair partition 9 (L, U) such that the 1's in U are consecutive and appear leftmost in each row, and the 1's in L are consecutive and appear topmost in each column. For the biadjacency matrix A of a bipartite graph B this property is equivalent to having an R-C partition, i.e., B is an interval bigraph if and only if the rows and columns of A can be (independently) permuted so that the resulting matrix has the generalized linear ones property [21] . Now there are many methods [16, 20, 24] of obtaining interval representation of an interval bigraph when the R-C partition of its biadjacency matrix is given. We present here another one for further use.
Definition 2.1 Let B be an interval bigraph with the biadjacency matrix A, which is in R-C partition form. We insert some rows and columns in A, each of which has all the entries X except the principal diagonal element which is 1 such that A is enhanced to a square matrix in which each R is right to the principal diagonal and each C is below the principal diagonal. Now replace each X right to R by R and each X below C by C and the rest by 1. This matrix, say,Ã is called a diagonalized form of A and the above process of obtainingÃ from A will be called a diagonalization of A. We denote the bigraph whose biadjacency matrix isÃ byB 10 .
An easy method of diagonalization is as follows. 
Now we present an algorithm to obtain an interval representation of an interval bigraph B.
Algorithm 2.3 Input: Diagonalized matrixÃ (of order n × n (say)), where A is the biadjacency matrix (in R-C partition form) of an interval bigraph B.
Step I: For each i = 1 to n, define a i = i and b i = r, where in the i th row the last 1 appears in the r th column on or after the principal diagonal ofÃ.
Step II: For each j = 1 to n, define c j = j and d j = s, where in the j th column the last 1 appears in the s th row on or after the principal diagonal ofÃ. 
Finally removing newly inserted rows and columns we get 
Therefore Algorithm 2.3 provides an interval representation ofB and hence of B, as B is an induced subgraph ofB. 2
Probe interval graphs
Let G = (V, E) be an undirected graph with an independent set N ⊆ V . Let P = V N. We construct a bipartite graph B = (U 1 , U 2 , E 1 ) with the partite sets U 1 = P and U 2 = V and two vertices p ∈ U 1 and v ∈ U 2 are adjacent in B if and only if either p = v (in G) or pv ∈ E (i.e., p and v are adjacent in G). That is, B is a bipartite graph whose biadjacency matrix is the submatrix P ×V of the augmented adjacency matrix (cf. page 4) of G consisting of all the columns, but only the rows corresponding to all the vertices of P . Henceforth we refer this graph as B = (P, V, E 1 ).
We note that if G = (V, E) is a probe interval graph with probes P and nonprobes N, then the bipartite graph B = (P, V, E 1 ) is necessarily an interval bigraph by the same assignment of intervals to the vertices as in G. But the following example shows that the above necessary condition is not sufficient.
Example 3.1 Consider the following graph, say, G. G is not 12 a probe interval graph with probes P = {a, b, c, d} and nonprobes N = {e, f } as neither G nor the graph G + ef (the graph obtained by joining the edge ef to G) is an interval graph. 
Proof. Let G = (V, E) be a probe interval graph with probes P and nonprobes N. Then, as we observed earlier, the bipartite graph B = (P, V, E 1 ) is an interval bigraph with the same assignment of intervals to all the vertices as in G. 13 So its biadjacency matrix has an R-C partition by arranging vertices in the non-decreasing order of left end points of the intervals corresponding to them. Suppose for some p, q ∈ P and some n ∈ N, there is a submatrix of the form (1). Let the intervals corresponding to p, q and n be Conversely, let G = (V, E) be an undirected graph with an independent set N and P = V N such that B = (P, V, E 1 ) is an interval bigraph and its biadjacency matrix, say, M has an R-C partition which does not contain any submatrix of the form (1). We first show that it is possible to rearrange the columns of M in such a way that the sequence of vertices of P in the columns is same as that of in the rows of it and still the new matrix will have an R-C partition that does not contain a submatrix of the form (1).
Suppose in M, p, q ∈ P appear in the following manner:
13 Note that in the interval bigraph B, the same interval is assigned to every probe vertex p, both as a member of P and as a member of V .
Since M is in R-C partition form, pq cannot be R or C. So we must have q p p 1 1
Now if the column of p does not contain R, then all columns of M left to that of p also cannot contain R. Thus the column of q can be placed just right to that of p and the new matrix thus formed remains to be in the R-C partition form. Also since we did not change any R, C or 1 of the matrix M, the new matrix also does not contain a submatrix of the form (1). Again if all rows of M for which the column of p contains R also have R in the column of q, then we have R in all the columns in between them. Thus, in this case also, shifting the column of q just right to that of p will not disturb the R-C partition of the matrix and will not invite any submatrix of the form (1).
So suppose there exists r ∈ P such that rp = R and rq = 1. Now since rp = R and rr = 1, the column of r appears left to that of p in M. Also since pr = 0 (as rp = 0) and pp = 1, we have pr = C. But then we have We replace the interval assignment of each n j ∈ N by [l j , r j ], where
Let n k ∈ N. First we ensure that l k r k indeed.
If the column of n k does not contain R [C], then l k = 0 [respectively, r k = ∞] and in either case l k r k .
Next suppose the column of n k contains both R and C. Let p i n k = R and p j n k = C. Since any 0 below a C in an R-C partition is C, we have i < j. Also due to our hypothesis we must have the following configuration:
which is true for any i, j for which p i n k = R and p j n k = C. Thus
Then by (2) and (3), we have l k < r k , as required. Now we show that the new interval assignments agree with the given matrix M 1 , i.e., for any p i ∈ P and n j ∈ N, if p i n j = 0, then the intervals [a i , b i ] and [l j , r j ] do not intersect and if p i n j = 1, then the intervals [a i , b i ] and [l j , r j ] must intersect. That [l j , r j ] is disjoint from [a i , b i ] when p i n j = 0 (i.e., R or C) is clear from the construction of (2) and (3).
Next suppose p k n j = 1 for some p k ∈ P and n j ∈ N. We show that l j b k and a k r j . If there is no R in the column of n j , then l j = 0 < b k . Suppose Let there be a C in the column of p k , then it is below p k p k (which is 1). Suppose p t p k = C for some t > k. Then p k p t = R as p t p t = 1 and t > k. So the column of p t appears right to that of n j as p k n j = 1. But then p i p t = R as p i n j = R. Also since p i p i = 1, the column of p i appears left to that of n j and hence also left 14 Here the symbol ∞ stands for a sufficiently large positive integer which is greater than all the right end points assigned here.
to the column of p t . Then p t p i = C as p t p t = 1. So we have
Now if i < k, then it follows from (4) that b
Again if there is no C in the column of n j , then r j = ∞ > a k . Suppose
. Also since probe vertices appear in the same sequence in the columns of M 1 as in the rows of it, we have a
Now we proceed for another characterization of the adjacency matrix of a probe interval graph. Let B = (X, Y, E) be a bipartite graph. For each x ∈ X, let n(x) = {y ∈ Y | xy ∈ E} be the set of neighbors of x . A Ferrers bigraph [17] is a bipartite graph B = (X, Y, E) in which sets of neighbors of vertices of X are linearly ordered by set inclusion, 15 i.e., there is a linear ordering of the vertices of X = {x 1 , x 2 , . . . , x n } (say) such that n(x i ) ⊆ n(x j ) for all i j. Another equivalent condition [17] on a bipartite graph B to be a Ferrers bigraph is that the biadjacency matrix of B does not contain any 2 × 2 permutation matrix:
It is well known that every bipartite graph is an intersection of a finite number of Ferrers bigraphs and the minimum such number is called its Ferrers dimension. The bipartite graphs of Ferrers dimension at most 2 were characterized by Cogis [7] . He called every 2 × 2 permutation matrix in a binary matrix a couple and defined an undirected graph H(B), the graph associated to a bipartite graph B as follows. The vertices of H(B) correspond to the positions with entry 0 in the biadjacency matrix, say, A of B and two such vertices are adjacent in H(B) if and only if the corresponding 0's form a couple in the matrix A. Cogis proved that a bipartite graph B is of Ferrers dimension at most 2 if and only if H(B) is bipartite. In particular, a bipartite graph is an interval bigraph if and only if it is the intersection of two Ferrers bigraphs whose union is complete [20] . Moreover, when B is an interval bigraph, any R-C partition of its biadjacency matrix provides a proper 2-coloring (by colors R and C) of vertices of H(B). Thus it is important to note that, in this case, no two R's [C's] are in the same couple in the biadjacency matrix of B.
Let G = (V, E) be an undirected graph having N (⊆ V ) as an independent set of vertices. Let B 1 be the bipartite graph whose biadjacency matrix is the augmented adjacency matrix (cf. page 4) of G. Now from the graph H(B 1 ) delete the vertices corresponding to 0's in the submatrix N × N of the biadjacency matrix of B 1 . Call it H 1 (B 1 ), the reduced associated graph of B 1 . that yields an R-C partition of B.
Proof. Let G be a probe interval graph with probes P and nonprobes N. Then by Theorem 3.2, B = (P, V, E 1 ) is an interval bigraph and there exists an R-C partition of B which does not contain any submatrix of the form (1). We note that the graph H 1 (B 1 ) contains the graph H(B) and only vertices of H 1 (B 1 ) which are not in H(B) are the zeros of the biadjacency matrix B 1 at the positions np for some n ∈ N and p ∈ P (i.e., the zeros of the submatrix N × P ). Now since B is an interval bigraph, H(B) is bipartite. Moreover the above R-C partition provides a proper 2-coloring of vertices of H(B) (by colors R and C). Let us extend this coloring of vertices H(B) to the vertices of H 1 (B 1 ) as follows:
Now if this assignment of colors provides a 2-coloring of the vertices of H 1 (B 1 ), then we have nothing to prove. If not, then there exist couples of the forms:
in the biadjacency matrix of B 1 where none of the zeros (R or C) belongs to the submatrix N × N. Also since vertices of H(B) is properly 2-colored (by R or C), at least one of the two rows of these couples must corresponds to a nonprobe (i.e., these couples cannot lie fully in the submatrix P × V ). So the following three cases may arise for couples of the first type (containing R's):
where p, q, r ∈ P and m, n ∈ N. The first case implies the existence of in M which is of the form (1) and so is forbidden as we mentioned at the beginning of the proof. The proof for the couples of other type (contaning C's) is similar and hence omitted. Therefore H 1 (B 1 ) is bipartite and there is a bipartation of it which yields an R-C partition of B.
Conversely, let the conditions (1) and (2) be satisfied. So we have the bigraph B = (P, V, E 1 ) is an interval graph, the graph H 1 (B 1 ) is bipartite and there is a bipartation of H 1 (B 1 ) which gives an R-C partition of B. We show that such an R-C partition of B cannot contain any submatrix of the form (1) . Then it will follow that G is a probe interval graph by Theorem 3.2.
Now if the R-C partition of B has a submatrix of the form (1), then we have the following submatrix:
in the biadjacency matrix of B 1 , where X, Y ∈ {R, C}. 16 But X cannot be either R or C as we have the following couples in the above submatrix:
This contradiction proves that the above R-C partition cannot contain any submatrix of the form (1), as required.
2
Finally, in the following we show that if we add a loop at every probe vertex of a probe interval graph, then the Ferrers dimension of the corresponding symmetric bipartite graph is at most 3. We know that an interval bigraph is of Ferrers dimension at most 2, but the converse is not true. Below we show that the property of being of Ferrers dimension at most 2 is also a sufficient criterion for a graph to be an interval graph.
Proposition 3.4 An undirected graph G = (V, E) is an interval graph if and only if the Ferrers dimension of the corresponding bipartite graph B, whose biadjacency matrix is the augmented adjacency matrix of G, is at most 2.
Proof. From the quasi-linear ones property of the augmented adjacency matrix of an interval graph it is clear that the 0's in the upper triangle and those in the lower triangle form two Ferrers digraphs whose union is G, the complement of G. This proves the direct part.
Conversely, Cogis [7] proved that a bipartite graph B 1 is of Ferrers dimension at most 2 if and only if its associated graph H(B 1 ) is bipartite. In fact he proved that if H(B 1 ) has nontrivial components H 1 , H 2 , . . . , H k and has I = {I 1 , I 2 , . . . , I m } as its isolated vertices, then there is a 2-coloring (R i , C i ) of H i (i = 1, 2, . . . , k) so that R = R 1 ∪R 2 ∪· · ·∪R k ∪I and C = C 1 ∪C 2 ∪· · ·∪C k ∪I are two Ferrers bigraphs whose union is G. Clearly, if there is no isolated vertex, i.e., I = ∅, then G is decomposed into disjoint Ferrers bigraphs.
Let F 1 and F 2 be two Ferrers bigraphs whose union is G, i.e., G = F 1 ∪ F 2 . Let A be the augmented adjacency matrix of G and so the biadjacency matrix of . Let uv ∈ F 1 so that vu ∈ F 2 . Thus every 0 in the matrix A belongs to a non-trivial component of H(B), which implies that H(B) has no isolated vertex. Hence, as noted earlier, the two Ferrers bigraphs F 1 and F 2 are disjoint. So B is an interval bigraph and consequently by Theorem 1 of [22] we have G is an interval graph. 2
Let G be a probe interval graph. Let us add a loop at every probe vertex of G and denote the graph thus obtained by G.
Corollary 3.5 Let G = (V, E) be a probe interval graph. Then the Ferrers dimension of the bipartite graph, whose biadjacency matrix is the adjacency matrix of G, is at most 3.
Proof. Let G be a probe interval graph with probes P and nonprobes N. Let G 1 = (V, E 1 ) be the interval graph with the same assignment of intervals to all the vertices as in G. Let B be the bipartite graph whose biadjacency matrix is the adjacency matrix of G 17 and B 1 be the bipartite graph whose biadjacency matrix is the augmented adjacency matrix of G 1 . Then by the above theorem, we have B 1 is of Ferrers dimension at most 2 and so B 1 = F 1 ∩ F 2 for some Ferrers bigraph F 1 and F 2 such that F 1 ∪ F 2 is complete. Also the bipartite graph, whose biadjacency matrix is the following matrix, is a Ferrers bigraph, say, F 3 . P N P 1 1
Thus we have B = F 1 ∩ F 2 ∩ F 3 , as required.
