Abstract This paper deals with the problem of limit cycle bifurcations for piecewise smooth integrable differential systems with four zones. When the unperturbed system has a family of periodic orbits, the first order Melnikov function is derived which can be used to study the number of limit cycles bifurcated from the periodic orbits. As an application, using the first order Melnikov function and Picard-Fuchs equation, we obtain an upper bound of the number of bifurcated limit cycles of a concrete piecewise smooth differential system.
Introduction and main results
One of the main problems in the qualitative theory of planar differential systems is the study of the bifurcation of limit cycles and many methodologies have been developed, such as Melnikov function method [4, 6, 14, 20, 21, 24] , Picard-Fuchs equation method [5, 9, 10, 22] , averaging method [3, 15, 17, 18] , Chebyshev criterion [7, 8, 19] .
Suppose that the near-integrable differential system is   ẋ = p(x, y) + εf (x, y), y = q(x, y) + εg(x, y),
where 0 < |ε| ≪ 1, p(x, y), q(x, y), f (x, y), g(x, y) ∈ C ∞ . For ε = 0, system (1.1) has a first integral H(x, y) and its integrating factor is µ(x, y). Suppose that system (1.1)| ε=0 has a family of periodic orbits L h surrounding the origin, where L h is defined by H(x, y) = h. It is generally known that the function
µ(x, y) g(x, y)dx − f (x, y)dy
( 1.2) is called the first order Melnikov function of system (1.1). It plays an important role in the study of limit cycle bifurcations. For example, if the function (1.2) has an isolated zero h 0 , then system (1.1) has a limit cycle near L h 0 .
In recent years, stimulated by the discontinuous phenomena in the real world, there has been considerable interest in studying the bifurcation of piecewise smooth differential systems, see for instance [1, 2] and the references therein. There are many authors generalizing the Hilbert's 16 problem to the piecewise smooth case, that is to say, they consider the limit cycles for the piecewise smooth differential system. Liu and Han [16] developed the Melnikov function method to planar piecewise smooth Hamiltonian systems with two zones, establishing a formula for the first order Melnikov function which plays a crucial role in the study of limit cycle bifurcations. Using averaging theory of first order, Itikawa et al. [11] studied the bifurcation of limit cycles from the periodic orbits of the uniform isochronous center of the differential systemsẋ = −y 2 ,ẏ = x + xy andẋ = −y + x 2 y,ẏ = x + xy 2 , when they are perturbed inside the class of all discontinuous quadratic and cubic polynomials differential systems with four zones, respectively.
The general form of a piecewise smooth near-integrable differential system in the plane with two zones separated by y-axis is
where p ± (x, y), q ± (x, y), f ± (x, y), g ± (x, y) ∈ C ∞ . For ε = 0, system (1.3) has a first integral H + (x, y) (resp. H − (x, y)) for x ≥ 0 (resp. x < 0) and has an integrating factor µ + (x, y) (resp. µ − (x, y)) for x ≥ 0 (resp. x < 0). Suppose that system (1.3)| ε=0 has a family of periodic orbits
Cen and Zhao [13] and Yang and Zhao [23] gave the first order Melnikov function of system (1.3)
They also proved that system (1.3) has a limit cycle near L h 0 if and only if M (h) has an isolated zero in h near h 0 . Motivated by [11, 13, 16, 23] , in the present paper, we aim to give a formula of the first order Melnikov function for piecewise smooth near-integrable differential systems with four zones which can be used to determine the number of limit cycles bifurcated from a family of periodic orbits. More precisely, we consider the following piecewise smooth near-integrable differential system in the plane with four zones
where 0 < |ε| ≪ 1,
System (1.5)| ε=0 has a first integral H 1 (x, y) and an integrating factor µ 1 (x, y). System (1.6)| ε=0 has a first integral H 2 (x, y) and an integrating factor µ 2 (x, y). System (1.7)| ε=0 has a first integral H 3 (x, y) and an integrating factor µ 3 (x, y). System (1.8)| ε=0 has a first integral H 4 (x, y) and an integrating factor µ 4 (x, y). Noting that
and making some transformations (for example, multiplying (1.5) by µ 1 (x, y) and letting dt 1 = µ 1 (x, y)dt for system (1.5), here and below, we shall omit the subscript 1), we have
In order that system (1.9)| ε=0 has a family of periodic orbits near the origin, we make the following assumptions:
Assumption (I). There exist an interval Σ = (α, β), and four points
with a(h)c(h) < 0 and b(h)d(h) < 0.
Assumption (II).
The system (1.5)| ε=0 has an orbital arc L 1 h starting from A and ending at B defined by H 1 (x, y) = h, h ∈ Σ, x > 0, y > 0; the system (1.6)| ε=0 has an orbital arc L 2 h starting from B and ending at C defined by H 2 (x, y) = H 2 (B), x > 0, y < 0; the system (1.7)| ε=0 has an orbital arc L 3 h starting from C and ending at D defined by H 3 (x, y) = H 3 (C), x < 0, y < 0, and the system (1.8)| ε=0 has an orbital arc L 4 h starting from D and ending at A defined by
h is a periodic orbit of (1.9)| ε=0 surrounding the origin for h ∈ Σ.
By assumptions (I) and (II), {L h , h ∈ Σ} is a family of periodic orbits of system (1.9)| ε=0 satisfying lim
where O is the origin and each L h is piecewise smooth. Without loss of generality, we suppose that L h has a clockwise orientation, as shown in Fig. 2 . Our main goal is to study the number of periodic orbits bifurcated from {L h , h ∈ Σ}. Now we begin to define a bifurcation function F (h, ε) of system (1.9). Consider the orbit of system (1.5) starting from A. Let B ε = (b ε (h), 0) denote its first intersection point with the positive x-axis. Let C ε = (0, c ε (h)) denote the first intersection point of the orbit starting from B ε = (b ε (h), 0) of system (1.6) with the negative y-axis. Let D ε = (d ε (h), 0) denote the first intersection point of the orbit starting from C ε = (0, c ε (h)) of system (1.7) with the negative x-axis. Let A ε = (0, a ε (h)) denote the first intersection point of the orbit starting from D ε = (d ε (h), 0) of system (1.8) with the positive y-axis, see Fig. 3 .
We define
(1.14)
Note that A ε , B ε , C ε and D ε are smooth in (h, ε) which implies that the function F (h, ε) in (1.14) is also smooth. As we know (see [12] for example), the function A → A ε is called the Poincaré map of system (1.9), and (1.9) has a periodic orbit near L h 0 for h 0 ∈ Σ if and only if A ε = A for (h, ε) near (h 0 , 0). Like the case of smooth systems, we call an isolated periodic orbit of the non-smooth system (1.9) a limit cycle. Then from (1.14) under assumptions (I) and (II), one can see that a zero (an isolated zero, respectively) of F corresponds to a periodic orbit (a limit cycle, respectively) of (1.9).
Let M(h) = F (h, 0). As in the smooth case, we call M(h) the first order Melnikov function of the non-smooth system (1.9). We see that the function plays the same role for system (1.9) as M (resp. M (h)) for system (1.1) (resp. (1.3) ). Our main results are as follows: Theorem 1.1. Under the assumptions (I) and (II), the first order Melnikov function of system (1.9) is
(1.15)
Further, if M(h 0 ) = 0 and M ′ (h 0 ) = 0 for some h 0 ∈ Σ, then for |ε| small enough (1.9) has a unique limit cycle near L h 0 .
, then M(h) in (1.15) coincides with the main result in [16] .
, that is, (1.5)-(1.8) are Hamilton systems for ε = 0, then
(1.16)
Next we apply Theorem 1.1 to the following piecewise smooth Liénard system having the form
where
The origin (0,0) is a center, see 
Proof of Theorem 1.1
It is easy to get that
Noting that (1.10), we have
Hence,
On the other hand, Noting that B ε = (b ε (h), 0) we obtain
Then by (2.1),
.
(2.2)
Similarly, we have
and
(2.3)
From (2.2) we have
(2.6)
By some straightforward calculations, we get
By (1.14) we have
, where
, we obtain (1.15). This ends the proof. ♦
Proof of Theorem 1.2
In the following, we denote by #{ϕ(h) = 0, h ∈ (λ 1 , λ 2 )} the number of isolated zeros of ϕ(h) on (λ 1 , λ 2 ) taking into account the multiplicity. For h ∈ (0, +∞), we denote
From Corollary 1.1, we obtain that the first order Melnikov function of system (1.17) is
By some straightforward calculations, we have
Hence, (3.1) can be written as
We first derive the algebraic structure of M(h) in (3.2).
whereα(h),β(h) andγ(h) are polynomials of h with
Proof. Differentiating (1.18) with respect to x, we obtain
Suppose that the oval L h = {(x, y) : H(x, y) = h} intersects positive y-axis and positive x-axis at the points A and B respectively and let Ω be the interior of L Fig. 4 . We have for i ≥ 4
Multiplying (1.18) by x i y j−2 dx and integrating over L 1 h yields
Elementary manipulations reduce Eqs. (3.5) and (3.6) to
Without loss of generality, we only prove the first equality in (3.3). From (3.7) we have
Now we prove the first equality in (3.3) by induction on l. In fact, (3.8) implies that it holds for l = 2, 3. Assume that equality holds for l ≤ k − 1 (k ≥ 4), then from (3.7) we have for l = k
By the induction hypothesis we obtain the first equality in (3.3). From (3.9) we have
where α (2k−2s) (h) and β (2k−2s) (h) (s=1,2) are polynomials in h satisfy
Therefore,
This ends the proof. ♦ From Lemma 3.1, we obtain the following lemma immediately.
where a 0 and a 1 are constants and α(h), β(h) and γ(h) are polynomials of h with
Proof. If n ≥ 3, then we obtain the conclusion immediately from Lemma 3.1. If n = 2, then from (3.2) we have M(h) = a 0 I 0,1 + a 1 I 1,1 + a 2 I 2,1 , where a i (i = 0, 1, 2) is a constant, which implies that the conclusion holds. This ends the proof. ♦ Multiplying both side of (3.13) by h, we have On the other hand, we have for j ≥ 1 
