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Processus empiriques des rapports de m-espacements uniformes
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(Non-overlapping uniform m-spacings-ratio empirical processes)
Mo¨ıse JEREMIE
L.S.T.A., Universite´ de Paris VI, Jussieu
Re´sume´
Nous conside´rons un processus empirique base´ sur des paires se´lectionne´es de rapports de m-es-
pacements disjoints, engendre´s par des e´chantillons inde´pendants de tailles arbitraires. Comme
re´sultat principal, nous montrons que lorsque les deux e´chantillons sont uniforme´ment distribue´s
sur des intervalles de meˆme longueur, ce processus empirique converge vers un pont Brownien centre´
sur une moyenne de la forme (B ◦ Hm)C(v) = B(Hm(v)) − 2(2m + 1)C
(2m − 1)!
m((m − 1)!)2 (v(1 −
v))m
∫ 1
0
B(Hm(s))ds, pour 0 ≤ v ≤ 1, ou` B(.) de´signe un pont Brownien, Hm, la f.r. de la loi
be´ta de parame`tres m et m, et C, une constante.
Abstract
We consider an empirical process based upon ratio of selected pair of the non-overlapping m-
spacings generated by independent samples of arbitrary sizes. As a main result, we show that
when both samples are uniformly distributed on intervals of equal lengths, this empirical process
converges to a mean-centered Brownian bridge of the form (B ◦ Hm)C(v) = B(Hm(v)) − 2(2m +
1)C
(2m− 1)!
m((m − 1)!)2 (v(1 − v))
m
∫ 1
0
B(Hm(s))ds, for 0 ≤ v ≤ 1, where B(.) denotes a Brownian
bridge, Hm, the distribution function of the Beta distribution with parameters m and m, and C,
a constant.
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1 Introduction et re´sultats
Deheuvels et Derzko [11] ont e´tudie´ un processus empirique base´ sur les rap-
ports d’espacements de deux e´chantillons inde´pendants. Dans le cas d’une loi
uniforme sur (0, 1), ils ont montre´ que ce processus empirique convergeait vers
une limite gaussienne de la forme
B(t)− 6Ct(1− t)
∫ 1
0
B(s)ds, pour 0 ≤ t ≤ 1,
ou` {B(t) : 0 ≤ t ≤ 1} est un pont Brownien, C, une constante de´pendant
du comportement limite des tailles des deux e´chantillons. Dans cet article,
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nous ge´ne´ralisons leurs re´sultats aux m-espacements. Nous adopterons les no-
tations suivantes. Sur (Ω,A,P), {Xn : n ≥ 1} et {Yn : n ≥ 1} deux suites
inde´pendantes, de variables ale´atoires inde´pendantes de loi uniforme sur (0, 1),
et de fonctions de re´partition FX(t) = P (X1 ≤ t) = FY (t) = P (Y1 ≤ t) = t,
pour 0 ≤ t ≤ 1. Pour tout couple d’entiers, n1 ≥ 1 et n2 ≥ 1, soient respecti-
vement X1,n1 < . . . < Xn1,n1 et Y1,n2 < . . . < Yn2,n2 les statistiques d’ordre
de X1, . . . ,Xn1 et Y1, . . . , Yn2 . Nous posons X0,n1 = 0, Xn1+1,n1 = 1 et
Y0,n2 = 0, Yn2+1,n2 = 1, pour n1, n2 ≥ 0. Puisque ces statistiques d’ordre sont
distinctes presque suˆrement, nous travaillerons, sans perte de ge´ne´ralite´, sur
l’e´ve´nement de probabilite´ 1 correspondant. Pour tout 1 ≤ m ≤ (n1 ∧ n2)+ 1,
nous conside´rons les m-espacements engendre´s par chacune de ces suites, et
de´finis par
D
(m)
i,n1;X
= Xi+m,n1 −Xi,n1 et D(m)j,n2;Y = Yj+m,n2 − Yj,n2,
pour 0 ≤ i ≤ n1 −m + 1, et 0 ≤ j ≤ n2 −m + 1. L’objet de notre e´tude est
l’ensemble des rapports d’espacements de la forme
Ri,j,n1,n2 =
(n1 −m+ 2)D(m)i,n1;X
(n1 −m+ 2)D(m)i,n1;X + (n2 −m+ 2)D
(m)
j,n2;Y
.
La loi de Ri,j,n1,n2 est inde´pendante de i, j, et satisfait, lorsque n1 ∧ n2 →∞,
Ri,j,n1,n2
d→ βm,m,
(voir (1.7) ci-dessous pour la de´finition de βm,m). Nous allons conside´rer un
processus empirique base´ sur une collection de ces rapports, choisis de telle
sorte que les espacements qui y interviennent soient disjoints au sens que les
intervalles ouverts correspondants sont d’intersection vide. Cette proprie´te´ est
toujours satisfaite pour m = 1, cas e´tudie´ par Deheuvels et Derzko [10, 11]. A
cet effet, nous introduisons des indices 0 ≤ i0,n1 < . . . < iN,n1 ≤ n1 −m + 1,
et 0 ≤ j0,n2 < . . . < jN,n2 ≤ n2 − m + 1, tels que ik+1,n1 − ik,n1 ≥ m et
jk+1,n2 − jk,n2 ≥ m, pour 0 ≤ k ≤ N ≤ N1 ∧N2, ou`
(1.1) N1 :=
⌊
n1 + 1
m
⌋
− 1 et N2 :=
⌊
n2 + 1
m
⌋
− 1,
et ⌊u⌋ de´signe la partie entie`re infe´rieure de u ∈ R.
Nous conside´rons donc les paires de m-espacements disjoints de´finies par
S
(m)
k,N ;X = D
(m)
ik,n1 ,n1;X
= Xik,n1+m,n1 −Xik,n1 ,n1 et(1.2)
S
(m)
k,N ;Y = D
(m)
jk,n2 ,n2;Y
= Yjk,n2+m,n2 − Yjk,n2 ,n2 , pour k = 0, . . . , N.
Par convention, nous posons
(1.3) P = P (N) = N1 −N ≥ 0 et Q = Q(N) = N2 −N ≥ 0,
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et supposons que N, P = P (N) et Q = Q(N) ve´rifient les conditions
limites, lorsque N →∞,
(1.4)
P
N + 1
→ c ∈ [0,∞], et Q
N + 1
→ d ∈ [0,∞],
ou` c et d sont des constantes (e´ventuellement infinies). Pour 0 ≤ k ≤ N ≤
N1 ∧N2, les rapports de m-espacements disjoints sont de´finis par
Rk;n1,n2 = Rik,n1 ,jk,n2 ,n1,n2 =
(N + P + 1) S
(m)
k,N ;X
(N + P + 1) S
(m)
k,N ;X + (N +Q+ 1) S
(m)
k,N ;Y
(1.5)
=
(N1 + 1) S
(m)
k,N ;X
(N1 + 1) S
(m)
k,N ;X + (N2 + 1) S
(m)
k,N ;Y
,
La loi de {Rk;n1,n2 : 0 ≤ k ≤ N} ne de´pend pas de {ik,n1 , jk,n2 : 0 ≤ k ≤ N}.
Nous notons la fonction de re´partition [f.r.] empirique correspondante par
(1.6) HN ;n1,n2(x) =
1
N + 1
N∑
k=0
1I{Rk;n1,n2≤x}, pour x ∈ R.
Notons Hm, la f.r. de la loi βm,m, de´finie, pour m > 0, par
(1.7) Hm(x) =
1
β(m,m)
∫ x
0
tm−1(1− t)m−1dt, pour 0 ≤ x ≤ 1.
Notons aussi, H−1m , la fonction de quantile de la loi βm,m, de´finie, pour
m > 0, par
(1.8) H−1m (t) = inf {x : Hm(x) ≥ t} , pour tout 0 < t < 1.
Nous abordons dans ce qui suit l’e´tude du processus empirique
(1.9)γN ;n1,n2(x) = (N + 1)
1/2 (HN ;n1,n2(x)−Hm(x)), pour 0 ≤ x ≤ 1,
dont nous e´tudions le comportement sous les conditions (1.4).
Comme re´sultat principal, nous montrons que lorsque les v.a. {Xn : n ≥ 1} et
{Yn : n ≥ 1} suivent des lois uniformes sur des intervalles de R, {γN ;n1,n2(v) :
0 ≤ v ≤ 1} peut eˆtre approche´ asymptotiquement par des processus Gaussiens
centre´s (voir Deheuvels 2007[9]) de la forme
(B ◦Hm)C(v) = B(Hm(v))− 2(2m+ 1)C (2m− 1)!
m((m− 1)!)2 (v(1 − v))
m(1.10)
×
∫ 1
0
B(Hm(s))ds, 0 ≤ v ≤ 1.
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Ici {B(v) : 0 ≤ v ≤ 1} de´signe un pont Brownien et C ∈ R, une constante.
Cette cate´gorie de processus dont nous rappellerons les proprie´te´s au para-
graphe 2 ont e´te´ introduites par Deheuvels et Derzko [11]. Nous e´tablirons, en
particulier l’identite´ en loi
{(B ◦Hm)(t) : 0 ≤ t ≤ 1} d= {(B ◦Hm)(t)(1.11)
−4(2m+ 1) (2m− 1)!
m((m− 1)!)2 (t(1− t))
m
∫ 1
0
B(Hm(s))ds : 0 ≤ t ≤ 1
}
.
Dans le cas suivant, la structure limite de γ
(m)
N ;n1,n2
(.) est simple.
Exemple 1.1. Si N = o(N1) et N = o(N2), lorsque N1 ∧N2 → ∞, de sorte
que c = d = ∞ dans (1.4), il existe, pour un choix convenable de (Ω,A,P),
une suite {B′N (.) : N ≥ 1} de ponts Browniens, telle que, lorsque N →∞,
(1.12) sup
0≤v≤1
∣∣γN ;n1,n2(v) −B′N (Hm(v))∣∣ = oP(1).
La de´monstration de (1.12) sera pre´cise´e, plus loin, dans la remarque 2.1.
L’exemple 1.1 laisse entendre que le processus empirique γN ;n1,n2(.) pourrait
converger faiblement (relativement a` la topologie de Skorohod, Billingsley [2])
vers un pont Brownien. Tel n’est pas le cas en ge´ne´ral comme l’ont e´tabli
Deheuvels et Derzko [11] pour m = 1. Le the´ore`me 1.1 suivant ge´ne´ralise
leur re´sultat a` m ≥ 1.
The´ore`me 1.1. Lorsque c = d = 0, pour un choix convenable de (Ω,A,P),
il existe deux suites
{B+N (v) : 0 ≤ v ≤ 1} et {B−N (v) : 0 ≤ v ≤ 1} , N =
1, 2, . . . , de ponts Browniens, lie´s par les relations re´ciproques,
B±N ◦Hm(v)
d
= B±N ◦Hm(v)− 8(2m+ 1)
(2m− 1)!
2m ((m− 1)!)2 (v(1 − v))
m×(1.13)
∫ 1
0
B±N ◦Hm(s) ds, pour 0 ≤ v ≤ 1,
et ve´rifiant les relations, lorsque N →∞,
sup
0≤v≤1
∣∣∣∣γN ;n1,n2(v)−
{
B+N ◦Hm(v)− 4(2m + 1)
(2m− 1)!
2m ((m− 1)!)2×(1.14) (
1 +
1√
2m+ 1
)
(v(1 − v))m
∫ 1
0
B+N ◦Hm(s) ds
}∣∣∣∣ = oP(1),
et
sup
0≤v≤1
∣∣∣∣γN ;n1,n2(v)−
{
B−N ◦Hm(v)− 4(2m + 1)
(2m− 1)!
2m ((m− 1)!)2×(1.15) (
1− 1√
2m+ 1
)
(v(1 − v))m
∫ 1
0
B−N ◦Hm(s) ds
}∣∣∣∣ = oP(1).
La preuve du the´ore`me 1.1 est expose´e dans le paragraphe 5.3.
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Remarque 1.1. Soit (B ◦ Hm)C(·) comme dans (1.10). Il est facile de
montrer (voir par exemple (2.21) ci-dessous) que
(1.16) (B ◦Hm)C1(·) d= (B ◦Hm)C2(·) ⇐⇒ C1(C1 − 2) = C2(C2 − 2).
Ceci implique, en particulier que les versions des processus gaussiens
(B ◦ Hm){
1 +
1√
2m+ 1
}(·) et (B ◦ Hm){
1− 1√
2m+ 1
}(·) approchant
γN ;n1,n2(·) dans (1.14) et (1.15), respectivement, sont identiquement dis-
tribue´s (voir le paragraphe 2).
Le the´ore`me 1.1 peut eˆtre ge´ne´ralise´ comme suit.
The´ore`me 1.2. Sur un espace (Ω,A,P) de probabilite´ convenable, il existe
deux suites
{B+N (v) : 0 ≤ v ≤ 1} et {B−N (v) : 0 ≤ v ≤ 1} , N = 1, 2, . . . ,
de ponts Browniens, lie´s par les relations re´ciproques,
B±N ◦Hm(v)
d
= B±N ◦Hm(v)− 8(2m+ 1)
(2m− 1)!
2m ((m− 1)!)2 (v(1 − v))
m×(1.17)
∫ 1
0
B±N ◦Hm(s) ds, pour 0 ≤ v ≤ 1,
et ve´rifiant les relations, lorsque N →∞,
sup
0≤v≤1
∣∣∣∣γN;n1,n2(v)−
{
B+N ◦Hm(v)− 4(2m+ 1)
(2m− 1)!
2m ((m− 1)!)2
(
1 +
√
RN,m
)
(1.18)
× (v(1− v))m
∫ 1
0
B+N ◦Hm(s) ds
}∣∣∣∣ = OP (N−1/4 (logN)1/2) ,
et
sup
0≤v≤1
∣∣∣∣γN;n1,n2(v)−
{
B−N ◦Hm(v)− 4(2m+ 1)
(2m− 1)!
2m ((m− 1)!)2
(
1−
√
RN,m
)
(1.19)
× (v(1− v))m
∫ 1
0
B−N ◦Hm(s) ds
}∣∣∣∣ = OP (N−1/4 (logN)1/2) ,
ou` RN,m = 1− m
2m+ 1
[
N + 1
N + 1 + P
+
N + 1
N + 1 +Q
]
(1.20)
= 1− m
2m+ 1
[
N + 1
N1 + 1
+
N + 1
N2 + 1
]
.
Dans le the´ore`me 1.3 suivant, nous conside´rons le cas ou` {Xn : n ≥ 1} et
{Yn : n ≥ 1} sont des suites inde´pendantes de v.a. i.i.d. de lois uniformes
respectivement sur (a, a + e) et sur (b, b+ h).
The´ore`me 1.3. Si X
d
= U(a, a+e) et Y d= U(b, b+h). Alors, sur un espace
(Ω,A,P) de probabilite´ convenable, il existe deux suites {B+N (v) : 0 ≤ v ≤ 1}
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et
{B−N (v) : 0 ≤ v ≤ 1} , N = 1, 2, . . . , de ponts Browniens, lie´s par les
relations re´ciproques,
B±N ◦Hm
(
vh
vh+ (1− v)e
)
d
= B±N ◦Hm
(
vh
vh+ (1 − v)e
)
− 8(2m+ 1)×(1.21)
(2m− 1)!
2m ((m− 1)!)2
(
vh(1− v)e
(vh+ (1− v)e)2
)m ∫ 1
0
B±N ◦Hm(s) ds,
pour 0 ≤ v ≤ 1, et ve´rifiant les relations, lorsque N →∞,
sup
0≤v≤1
∣∣∣∣γN;n1,n2
(
vh
vh+ (1− v)e
)
−
{
B+N ◦Hm
(
vh
vh+ (1− v)e
)
− 4(2m + 1)×(1.22)
(2m− 1)!
2m ((m− 1)!)2
(
1 +
√
RN,m
)(
vh(1− v)e
(vh+ (1− v)e)2
)m ∫ 1
0
B+N ◦Hm(s) ds
}∣∣∣∣
= OP
(
N
−1/4 (logN)1/2
)
,
et
sup
0≤v≤1
∣∣∣∣γN;n1,n2
(
vh
vh+ (1− v)e
)
−
{
B−N ◦Hm
(
vh
vh+ (1− v)e
)
− 4(2m+ 1)×(1.23)
(2m− 1)!
2m ((m− 1)!)2
(
1−
√
RN,m
)( vh(1− v)e
(vh+ (1− v)e)2
)m ∫ 1
0
B−N ◦Hm(s) ds
}∣∣∣∣
= OP
(
N
−1/4 (logN)1/2
)
,
ou`
RN,m = 1− m
2m+ 1
[
N + 1
N + 1 + P
+
N + 1
N + 1 +Q
]
(1.24)
= 1− m
2m+ 1
[
N + 1
N1 + 1
+
N + 1
N2 + 1
]
.
Remarque 1.2. 1˚ ) En posant, comme dans (1.4), P/(N + 1) → c et
Q/(N + 1)→ d, lorsque N →∞, nous obtenons que
RN,m → R∞,m := 1− m
2m+ 1
[
1
1 + c
+
1
1 + d
]
,
avec la convention 1/∞ = 0. Sous cette hypothe`se, nous pouvons rempla-
cer RN,m par R∞,m dans (1.18) et (1.19) au prix du remplacement du
terme OP
(
N−1/4(logN)1/2
)
par oP(1). Lorsque c = d = 0, ce dernier re´sultat
co¨ıncide avec le the´ore`me 1.1. De meˆme, nous obtenons (1.12), pour c =
d =∞.
2˚ ) Nous avons toujours 1− 2m
2m+ 1
< RN,m < 1, et de meˆme, R∞,m peut
eˆtre pris pour chaque valeur possible dans
[
1− 2m
2m+ 1
, 1
]
. Le seul cas ou`
le processus limite de γN ;n1,n2(.), lorsque N → ∞, est un pont Brownien
est obtenu pour R∞,m = 1, ou e´quivalent, lorsque c = d =∞.
3˚ ) Lorsque m = 1, les the´ore`mes 1.1 et 1.2 pre´cisent les the´ore`mes 1.1 et 1.2
de Deheuvels et Derzko[11] comme suit.
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The´ore`me 1.4 (Deheuvels et Derzko 2011). Lorsque c = d = 0, pour un
choix convenable de (Ω,A,P), il existe deux suites {B+N(v) : 0 ≤ v ≤ 1} et{B−N (v) : 0 ≤ v ≤ 1} , N = 1, 2, . . . , de ponts Browniens, lie´s par les relations
re´ciproques,
(1.25) B±N (v)
d
= B±N (v)− 12v(1 − v)
∫ 1
0
B±N(s) ds, pour 0 ≤ v ≤ 1,
et ve´rifiant les relations, lorsque N →∞,
sup
0≤v≤1
∣∣∣∣γN ;n1,n2(v)−
{
B+N (v)− 2(3 +
√
3)v(1 − v)
∫ 1
0
B+N (s) ds
}∣∣∣∣(1.26)
= oP(1),
et
sup
0≤v≤1
∣∣∣∣γN ;n1,n2(v)−
{
B−N (v)− 2(3−
√
3)v(1 − v)
∫ 1
0
B−N (s) ds
}∣∣∣∣(1.27)
= oP(1).
The´ore`me 1.5 (Deheuvels et Derzko 2011). Sur un espace (Ω,A,P) de pro-
babilite´ convenable, il existe deux suites
{B+N (v) : 0 ≤ v ≤ 1} et{B−N (v) : 0 ≤ v ≤ 1} , N = 1, 2, . . . , de ponts Browniens, lie´s par les relations
re´ciproques,
(1.28) B±N (v)
d
= B±N (v)− 12v(1 − v)
∫ 1
0
B±N(s) ds, pour 0 ≤ v ≤ 1,
et ve´rifiant les relations, lorsque N →∞,
sup
0≤v≤1
∣∣∣∣γN ;n1,n2(v)−
{
B+N (v)− 6
(
1 +
√
RN,1
)
v(1− v)
∫ 1
0
B+N (s) ds
}∣∣∣∣(1.29)
= OP
(
N−1/4 (logN)
1/2
)
,
et
sup
0≤v≤1
∣∣∣∣γN ;n1,n2(v)−
{
B−N (v)− 6
(
1−√RN,1) v(1− v)
∫ 1
0
B−N (s) ds
}∣∣∣∣(1.30)
= OP
(
N−1/4 (logN)
1/2
)
,
(1.31)ou` RN,1 = 1− 1
3
[
N + 1
N + 1 + P
+
N + 1
N + 1 +Q
]
= 1− 1
3
[
N + 1
N1 + 1
+
N + 1
N2 + 1
]
.
4˚ ) Nous notons que, pour e = h, le the´ore`me 1.3 se re´duit au the´ore`me 1.2.
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Dans le paragraphe 2 qui suit, nous rappelons des re´sultats sur la classe des
processus gaussiens centre´s e´tudie´e par Deheuvels et Derzko[11], qui inclut les
processus limites des the´ore`mes 1.1, 1.2 et 1.3. Dans le paragraphe 3, nous
pre´sentons les arguments principaux de nos de´monstrations. Le paragraphe 4
est consacre´ a` l’approximation forte des processus empiriques e´tudie´s. Enfin,
au paragraphe 5, nous assemblons les re´sultats pre´ce´dents pour e´tablir les
the´ore`mes 1.1, 1.2 et 1.3.
2 Processus gaussiens centre´s sur une moyenne
Pour d ≥ 1, conside´rons un processus gaussien
{
X(t) : t ∈ [0, 1]d
}
, avec
des trajectoires continues et une fonction de covariance K(s, t) = E (X(s)
×X(t)) , ve´rifiant la condition
(2.1) 0 < σ2X :=
∫
[0,1]d×[0,1]d
K(s, t) dsdt <∞.
Par le the´ore`me 3, p.104 dans Talagrand (1987)[28], la continuite´ de X(.)
sur [0, 1]d implique la continuite´ de K(., .) sur [0, 1]d × [0, 1]d, et donc la
convergence de l’inte´grale (2.1). Nous supposons que σ2X > 0, e´quivaut au fait
que X(.) n’est pas identiquement nul sur [0, 1]d. Pour tout t = (t1, . . . , td) ∈
R
d ou ( s = (s1, . . . , sd) ∈ Rd ), nous de´signons par dt ou ( ds ) la mesure
de Lebesgue dans Rd. De plus, en ge´ne´ral, nous posons pour chaque fonction
mesurable φ(.) sur [0, 1]d,∫
[0,1]d×...×[0,1]d
φ(s) ds =
∫ t
0
φ(s) ds =
∫ t1
0
. . .
∫ td
0
φ(s1, . . . , sd) ds1 . . . dsd.
Introduisons la fonction de t ∈ [0, 1]d de´finie par
Ψ(t) :=
∫
[0,1]d
K(s, t) ds = E
(
X(t)
∫
[0,1]d
X(s) ds
)
, pour t ∈ [0, 1]d.
En gardant a` l’esprit, compte tenu de (2.1) que
(2.2) σ2X =
∫
[0,1]d
Ψ(t) dt = Var
(∫
[0,1]d
X(s) ds
)
,
nous notons D = D(X) = {XC : C ∈ R} , la classe de tous les processus
gaussiens de la forme
(2.3) XC(t) := X(t) − C Ψ(t)
σ2X
∫
[0,1]d
X(s) ds, pour t ∈ [0, 1]d,
ou` C ∈ R est une constante. Les processus gaussiens de cette forme sont
appele´s processus gaussiens centre´s sur une moyenne.
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E = E(X) = {λXC : λ ∈ R, C ∈ R} co¨ıncide avec l’espace vectoriel engendre´
par D. Pour chaque C ∈ R, nous de´finissons une application line´aire
JC : Y ∈ E −→ YC ∈ E de E sur lui, meˆme par Y ∈ E,
(2.4){JC Y} (t) = YC(t) = Y(t)− C Ψ(t)
σ2Y
∫
[0,1]d
Y(s) ds, pour t ∈ [0, 1]d.
Les proprie´te´s de {JC : C ∈ R} sont pre´cise´es dans le lemme suivant. Nous
de´signons par f ◦g = f(g) la composition de g par f, et par f−1, l’e´le´ment
inverse de f (quand il existe).
Lemme 2.1. Nous avons les identite´s suivantes. Pour chaque A,B,C ∈ R,
JA ◦ JB = JA ◦ JB = JA+B−AB ;(2.5)
JA ◦ (JB ◦ JC) = (JA ◦ JB) ◦ JC = JA+B+C−AB−AC−BC+ABC ;(2.6)
J0 ◦ JA = JA ◦ J0 = JA; JA ◦ JB = J1 ⇐⇒ A = 1 ou B = 1;(2.7)
J1 ◦ JA = JA ◦ J1 = J1; A 6= 1 =⇒ J−1A = JA/(A−1)(2.8)
JA + JB = 2J(A+B)/2.(2.9)
De´monstration. Simple donc omise.
Le lemme 2.1 montre que {JC : C 6= 1} est un groupe abe´lien d’endomor-
phismes de E. Ce groupe est une repre´sentation du groupe commutatif de´fini
sur R− {1} par le produit interne x ∗ y = x+ y − xy.
Lemme 2.2. Pour tout C ∈ R, nous avons les identite´s en loi
(2.10) JC(X0) = XC
d
= JC(X2) = X2−C .
De´monstration. Observons que
(2.11) KC(s, t) = E (XC(s)XC(t)) = K(s, t) + (C
2 − 2C)
{
Ψ(s)Ψ(t)
σ2X
}
.
La conclusion suit du fait que (2−C)2 − 2(2−C) = C2 − 2C, qui implique,
via (2.11) que X2−C et XC ont des fonctions de covariance identiques.
Le lemme simple suivant jouera un roˆle instrumental dans la suite.
Lemme 2.3. Le processus gaussien
{
X1(t) : t ∈ [0, 1]d
}
et la variable ale´atoire
∫
[0,1]d
X(s) ds
d
= N(0, σ2X)
sont inde´pendants.
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De´monstration. Nous observons que, pour chaque t ∈ [0, 1]d,
E
(
XC(t)
∫
[0,1]d
X(s) ds
)
= Ψ(t)− CΨ(t),
qui s’annule pour C = 1. Ceci suffit pour nos besoins. 
Le the´ore`me suivant est plus ou moins direct et facile, e´tant donne´ le lemme 2.3.
The´ore`me 2.1. Soit Y
d
= N(0, σ2) qui de´signe une variable ale´atoire gaus-
sienne inde´pendante de
{
X(t) : t ∈ [0, 1]d
}
. Alors, pour chaque C ∈ R, nous
avons l’e´galite´ distributionnelle
(2.12)
{
XC(t) + Ψ(t)Y : t ∈ [0, 1]d
}
d
=
{
X
1±
√
(1−C)2+σ2σ2
X
(t) : t ∈ [0, 1]d
}
.
De´monstration. Nous utilisons la de´composition
XC(t)+Ψ(t)Y = X1(t)+
Ψ(t)
σ2X
{
Y σ2X + (1− C)
∫
[0,1]d
X(s) ds
}
=: X1(t)+
Ψ(t)
σ2X
Z,
ou` compte tenu de (2.2) et du lemme 2.3, Z est une v.a. normale centre´e,
inde´pendante de X1(.), avec une distribution donne´e par
Z
d
= −Z d= N (0, σ2X {(1− C)2 + σ2σ2X}) d= ±√(1− C)2 + σ2σ2X
∫
[0,1]d
X(s) ds.
Ceci a` son tour, implique les relations
XC(t) + Ψ(t)Y = X1(t) +
Ψ(t)
σ2X
Z
d
= X1(t)± Ψ(t)
σ2X
√
(1− C)2 + σ2σ2X
∫
[0,1]d
X(s) ds
= X(t)− Ψ(t)
σ2X
{
1±
√
(1− C)2 + σ2σ2X
}∫
[0,1]d
X(s) ds,
ce qui donne (2.12), comme voulu.
Le corollaire suivant du the´ore`me 2.1 est d’un inte´reˆt en soi.
Corollaire 2.1. Nous avons l’identite´ distributionnelle
(2.13)
{
X(t) : t ∈ [0, 1]d
}
d
=
{
X(t)− 2Ψ(t)
σ2X
∫
[0,1]d
X(s) ds : t ∈ [0, 1]d
}
.
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De´monstration. En posant C = 0 et σ2 = 0 dans (2.12), nous obtenons
que X(.) = X0(.)
d
= X2(.) qui est (2.13). Cette e´galite´ suit aussi de (2.10),
pris avec C = 0. 
Remarque 2.1. Dans le pre´sent article, nous serons principalement concerne´s
avec le cas, ou`, pour un entier m ≥ 1 fixe´, X(.) = B(Hm(.)) est un pont
Brownien, Hm est la f.r. de la loi βm,m, de´finie, pour 0 ≤ x ≤ 1, par
Hm(x) :=
Γ(2m)
(Γ(m))2
∫ x
0
(1− t)m−1tm−1dt(2.14)
=
2m−1∑
j=m
(2m− 1)!
j!(2m− 1− j)!x
j(1− x)2m−1−j
= 1−
m−1∑
j=0
(2m− 1)!
j!(2m − 1− j)!x
j(1− x)2m−1−j ,
et d = 1, car si X ′ est une variable ale´atoire qui suit une loi βa,b, avec
a, b > 0, alors sa fonction de re´partition, la fonction be´ta re´gularise´e It(a, b)
est de´finie, pour tout 0 ≤ t ≤ 1, par
It(a, b) =
Γ(a+ b)
Γ(a)Γ(b)
∫ t
0
xa−1 (1− x)b−1 dx = B(t; a, b)
B(a, b)
(2.15)
=
a+b−1∑
j=a
(a+ b− 1)!
j! (a+ b− 1− j)! t
j (1− t)a+b−1−j
= 1−
a−1∑
j=0
(a+ b− 1)!
j! (a+ b− 1− j)! t
j (1− t)a+b−1−j ,
ou` B(t; a, b) est la fonction be´ta incomple`te de´finie, pour tout 0 ≤ t ≤ 1,
par
B(t; a, b) =
∫ t
0
xa−1 (1 − x)b−1 dx ou` B(1; a, b) = B(a, b).
On a, alors dans ce cas,
K(s, t) = E (B(Hm(s))B(Hm(t))) = Hm(s) ∧Hm(t)−Hm(s)Hm(t),
pour 0 ≤ s, t ≤ 1, afin que, pour tout t ∈]0, 1[,
Ψ(t) =
∫
[0,1]
K(s, t) ds =
∫
[0,1]
E (B(Hm(s))B(Hm(t))) ds
=
∫ 1
0
{Hm(s) ∧Hm(t)−Hm(s)Hm(t)} ds
=
∫ 1
0
{Hm(s ∧ t)−Hm(s)Hm(t)} ds.
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Soit U ′ d= U(0, 1) et posons
W ′ =
∫ 1
0
(
Hm(s)− 1I{U ′ ≤ Hm(s)}
)
ds et pout tout t ∈ [0, 1],
V ′ = Hm(t)− 1I{U ′ ≤ Hm(t)}.
Notons que
W ′ = H−1m (U
′)− EH−1m (U ′) et pour tout t ∈ [0, 1],
V ′ = Hm(t)− 1I{H−1m (U ′) ≤ t}.
Nous voyons facilement que, pour tout t ∈ (0, 1),
Ψ(t) = Cov (W ′, V ′) = −EH−1m (U ′)1I{H−1m (U ′) ≤ t
} + EH−1m (U
′)E1I{
H−1m (U
′) ≤ t}.
Or H−1m (U ′)
d
= βm,m, donc, on a,
Ψ(t) = Cov (W ′, V ′)(2.16)
= −EH−1m (U ′)1I{H−1m (U ′) ≤ t
} + EH−1m (U
′)E1I{
H−1m (U
′) ≤ t}
= − 1
B(m,m)
∫ t
0
xm+1−1(1− x)m−1 dx
+
Hm(t)
B(m,m)
∫ 1
0
xm+1−1(1− x)m−1 dx
=
B(m+ 1,m)
B(m,m)
(
− 1
B(m+ 1,m)
∫ t
0
xm+1−1(1 − x)m−1 dx+Hm(t)
)
=
1
2

− 2m∑
j=m+1
(2m)!
j! (2m− j)! t
j (1− t)2m−j
+
2m−1∑
j=m
(2m− 1)!
j! (2m− 1− j)! t
j (1 − t)2m−1−j


=
(2m− 1)!
2m((m− 1)!)2 (t(1 − t))
m,
et
σ2X = σ
2
B◦Hm(2.17)
= Var
(∫ 1
0
B(Hm(x)) dx
)
= E
(∫ 1
0
B(Hm(x)) dx
∫ 1
0
B(Hm(y)) dy
)
=
∫ 1
0
∫ 1
0
E (B(Hm(x))B(Hm(y))) dxdy
=
∫ 1
0
∫ 1
0
(Hm(x) ∧Hm(y)−Hm(x)Hm(y)) dxdy
=
∫ 1
0
∫ 1
0
(Hm(x ∧ y)−Hm(x)Hm(y)) dxdy = Var(Y ′) = 1
4(2m+ 1)
,
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ou` Y ′ est une v.a. de loi βm,m, c’est-a`-dire Y ′
d
= βm,m.
Nous obtenons aussi comme un cas particulier de (2.13), l’identite´ distribu-
tionnelle inattendue (voir par exemple, (1.3), dans [12, p. 1190])
{(B ◦Hm)(t) : 0 ≤ t ≤ 1}(2.18)
d
=
{
(B ◦Hm)(t) − 4(2m + 1) (2m− 1)!
m((m− 1)!)2 (t(1− t))
m
×
∫ 1
0
B(Hm(s))ds : 0 ≤ t ≤ 1
}
.
De plus, le lemme 2.3 implique l’inde´pendance de{
(B ◦Hm)(t)− 4(2m+ 1) (2m− 1)!
2m((m − 1)!)2 (t(1− t))
m(2.19)
×
∫ 1
0
B(Hm(s))ds : 0 ≤ t ≤ 1
}
et {(B ◦Hm)(t) : 0 ≤ t ≤ 1} .
Posons en accord avec (2.3), (2.14) et (2.16), pris avec X = B ◦ Hm et
d = 1,
(B ◦Hm)C(t) = B(Hm(t))(2.20)
− 2(2m+ 1)C (2m− 1)!
m((m− 1)!)2 (t(1− t))
m
∫ 1
0
B(Hm(s))ds,
pour 0 ≤ t ≤ 1.
Compte tenu de (2.19), nous voyons que
E ((B ◦Hm)C(s)(B ◦Hm)C(t))(2.21)
= Hm(s) ∧Hm(t)−Hm(s)Hm(t)
+ 4(2m+ 1)(C2 − 2C) ((2m − 1)!)
2
(2m((m − 1)!)2)2 (st(1− s)(1− t))
m,
pour 0 ≤ s, t ≤ 1.
3 Le Processus empirique de base
3.1 Un the´ore`me d’approximation forte
Dans ce qui suit, nous construisons, sur le meˆme espace de probabilite´ (Ω,A,P),
une suite {(ζℓ,N , ξℓ,N) : ℓ ≥ 1}, N = 1, 2, . . ., de re´pliques inde´pendantes et
idem-distribue´es [i.i.d.] d’un vecteur ale´atoire bivarie´ (ζ, ξ), ou` ζ et ξ sont des
v.a. inde´pendantes de loi exponentielle de moyenne 1. Cette loi est de´signe´e
par la suite par Γ(1), et nous notons ceci ζ
d
= ξ
d
= Γ(1). Nous conside´rons
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ensuite une suite de vecteurs
{(
Zk,N , Z
′
k,N
)
: k ≥ 0
}
, N = 1, 2 . . ., telle que,
pour tout k ≥ 0,
(3.1) Zk,N :=
(k+1)m∑
ℓ=km+1
ζℓ,N et Z
′
k,N :=
(k+1)m∑
ℓ=km+1
ξℓ,N .
Cette de´finition implique que, pour tout k ≥ 0, (Zk,N , Z ′k,N )
d
= (Z,Z ′), ou`
Z := Z0,N et Z
′ := Z ′0,N sont inde´pendantes et de meˆme loi Γ(m, 1). Cette
dernie`re proprie´te´ est note´e Z
d
= Z ′ d= Γ(m, 1). La fonction de re´partition [f.r.]
jointe de Z et Z ′ est donc donne´e par
(3.2) P
(
Z ≤ x,Z ′ ≤ y) = G(m)1 (x)G(m)1 (y), pour x, y ∈ R,
ou`, pour x ≥ 0, la f.r. de la loi Γ(m, 1) est donne´e par
(3.3) G
(m)
1 (x) :=
1
Γ(m)
∫ x
0
tm−1e−t dt = 1− e−x
m−1∑
j=0
xj
j!
.
De´signons, respectivement, la f.r. de la loi βm,m, pour 0 ≤ x ≤ 1, par
G
(m)
3 (x) :=
Γ(2m)
(Γ(m))2
∫ x
0
(1− t)m−1tm−1dt(3.4)
=
2m−1∑
j=m
(2m− 1)!
j!(2m − 1− j)!x
j(1− x)2m−1−j
= 1−
m−1∑
j=0
(2m− 1)!
j!(2m − 1− j)!x
j(1− x)2m−1−j ,
et la f.r. de la loi Γ(2m, 1), pour x ≥ 0, par
G
(m)
2 (x) :=
1
Γ(2m)
∫ x
0
t2m−1e−tdt = 1− e−x
2m−1∑
j=0
xj
j!
.(3.5)
De´signons, respectivement, les fonctions de quantiles des lois βm,m et Γ(2m, 1),
pour 0 < u, v < 1, par
Q
(m)
3 (u) = inf{x ≥ 0 : G(m)3 (x) ≥ u},
Q
(m)
2 (v) = inf{x ≥ 0 : G(m)2 (x) ≥ v}.
Compte tenu de (3.4) et (3.5), on a, les relations re´ciproques
G
(m)
3
(
Q
(m)
3 (v)
)
= v, pour 0 < v < 1,(3.6)
G
(m)
2
(
Q
(m)
2 (w)
)
= w, pour 0 < w < 1,(3.7)
et
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Q
(m)
3
(
G
(m)
3 (y)
)
= y, pour 0 < y < 1,(3.8)
Q
(m)
2
(
G
(m)
2 (y)
)
= y, pour y ≥ 0.(3.9)
De´signons les densite´s des lois βm,m et Γ(2m, 1), par
g
(m)
3 (y) =
d
dy
G
(m)
3 (y) =
1
β(m,m)
(1− y)m−1ym−1, pour 0 < y < 1,(3.10)
g
(m)
2 (x) =
d
dx
G
(m)
2 (x) =
1
Γ(2m)
x2m−1e−x, pour x > 0.(3.11)
On de´duit de (3.5), (3.7), (3.6) et (3.9) que les densite´s de quantile q
(m)
3 (v) =
d
duQ
(m)
3 (v) et q
(m)
2 (w) =
d
dvQ
(m)
2 (w) sont continues en v ∈ (0, 1) et w ∈ (0, 1),
et telles que, pour 0 < v,w < 1,
q
(m)
3 (v) =
d
dv
Q
(m)
3 (v) =
1
g
(m)
3 (Q
(m)
3 (v))
∈ (0,∞),(3.12)
q
(m)
2 (w) =
d
dv
Q
(m)
2 (w) =
1
g
(m)
2 (Q
(m)
2 (w))))
∈ (0,∞).(3.13)
Notons aussi que,
β(m,m) =
Γ(m)2
Γ(2m)
=
{(m− 1)!}2
(2m− 1)! =
m!m!2m
m2(2m)!
=
21−2mm!
m
(
1
2
)
m
,(3.14)
relation dans laquelle nous avons fait usage du symbole de Pochhammer
(a)m =
Γ(a+m)
Γ(a)
= a× (a+ 1)× . . .× (a+m− 1).
Comme la loi βm,m est syme´trique par rapport a` 1/2, on a,
(3.15) g
(m)
3 (1− y) = g(m)3 (y), pour 0 < y < 1,
et donc, pour 0 < y < 1, G
(m)
3 (y) = 1 − G(m)3 (1 − y), et pour 0 < v < 1,
Q
(m)
3 (v) = 1−Q(m)3 (1− v), de sorte que
(3.16) q
(m)
3 (v) = q
(m)
3 (1− v), pour 0 < v < 1.
La proposition suivante de´crivant le comportement asymptotique de q
(m)
3 (v)
et Q
(m)
3 (v) lorsque v ↓ 0 ou v ↑ 1, ainsi que celui de q(m)2 (w) et Q(m)2 (w) lorsque
w ↓ 0 ou w ↑ 1, sera utile par la suite.
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Proposition 3.1. Nous avons
q
(m)
3 (v) =
1
m
{ (
1
2
)
m
21−2mm!
}−1/m
v1/m−1 (1 + o(1)) , v ↓ 0,(3.17)
q
(m)
3 (v) =
1
m
{ (
1
2
)
m
21−2mm!
}−1/m
(1 − v)1/m−1 (1 + o(1)) , v ↑ 1,(3.18)
q
(m)
2 (w) =
1 + o(1)
2m
{Γ(2m+ 1)}1/(2m) w1/(2m)−1, w ↓ 0(3.19)
q
(m)
2 (w) =
1 + o(1)
1− w , w ↑ 1,(3.20)
ainsi que
Q
(m)
3 (v) =
{ (
1
2
)
m
21−2mm!
}−1/m
(1 + o(1))v1/m, v ↓ 0,(3.21)
Q
(m)
3 (v) = 1−
{ (
1
2
)
m
21−2mm!
}−1/m
(1 + o(1)) (1− v)1/m , v ↑ 1.(3.22)
Q
(m)
2 (w) = {Γ(2m+ 1)}1/(2m) (1 + o(1))w1/(2m), w ↓ 0,(3.23)
Q
(m)
2 (w) =
∫ w
0
q
(m)
2 (s) ds = (1 + o(1)) {− log(1− w)} , w ↑ 1.(3.24)
De´monstration. Par (3.10), on obtient que, lorsque y ↓ 0,
g
(m)
3 (y) =
1
β(m,m)
{
ym−1 −
(
m− 1
1
)
ym + . . .
+(−1)m−1
(
m− 1
m− 1
)
y2m−2
}
=
{
m
(
1
2
)
m
21−2mm!
}
ym−1(1 + o(1)).(3.25)
Par conse´quent, on a, lorsque y ↓ 0,
G
(m)
3 (y) =
{ (
1
2
)
m
21−2mm!
}
ym(1 + o(1)).
En posant y = Q
(m)
3 (u) dans cette relation , nous voyons que, lorsque u ↓ 0,
Q
(m)
3 (u) ↓ 0, et
G
(m)
3 (Q
(m)
3 (u)) = u =
{ (
1
2
)
m
21−2mm!
}(
Q
(m)
3 (u)
)m
(1 + o(1)).
On en de´duit (3.21). En appliquant a` (3.21), les relations (3.12) et (3.25), on
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obtient que, lorsque u ↓ 0,
q
(m)
3 (u) =
1
g
(m)
3 (Q
(m)
3 (u))
=
{
21−2mm!
m
(
1
2
)
m
}{ (12)m
21−2mm!
}−1/m
u1/m


1−m
(1 + o(1)).
On en de´duit (3.17). En posant u = 1− v dans (3.17), on obtient que, lorsque
v → 1,
q
(m)
3 (1− v) =
1
m
{ (
1
2
)
m
21−2mm!
}−1/m
(1− v)1/m−1(1 + o(1)).
Ceci, via (3.16), e´tablit (3.18). Par ailleurs, en posant u = 1 − v dans (3.21),
on obtient que, lorsque v → 1,
Q
(m)
3 (1− v) =
{ (
1
2
)
m
21−2mm!
}−1/m
(1− v)1/m(1 + o(1)).
Ceci, via (3.16), e´tablit(3.22). Par (3.7) et compte tenu de l’expression de la
densite´ g
(m)
2 , on obtient que, lorsque s→∞,
1−G(m)2 (s) =

1 +
2m−1∑
j=1
(2m− 1)!
(2m− 1− j)!sj

 g(m)2 (s) = (1 + o(1)) g(m)2 (s).
En posant s = Q
(m)
2 (t) dans cette relation, nous voyons que, lorsque t ↑ 1,
Q
(m)
2 (t) ↑ ∞, et 1−G(m)2 (Q(m)2 (t)) = 1−t = (1 + o(1)) g(m)2
(
Q
(m)
2 (t)
)
. Compte
tenu de (3.13), ceci suffit pour justifier (3.20). Par (3.7) et l’expression de la
densite´ g
(m)
2 , un de´veloppement de Taylor de G
(m)
2 (s) dans un voisinage a`
droite de 0 montre que, lorsque s ↓ 0,
G
(m)
2 (s) = 1− e−s

1 + 2m−1∑
j=1
sj
j!


= 1−
(
1 +
2m∑
k=1
(−1)jsj
j!
+ o
(
s2m
))1 + 2m−1∑
j=1
sj
j!


= (1 + o(1))
s2m
Γ(2m+ 1)
,
et
(3.26) g
(m)
2 (s) =
1
Γ(2m)
(1 + o(1)) s2m−1.
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Ceci implique que, lorsque t ↓ 0, Q(m)2 (t) ↓ 0 et
G
(m)
2
(
Q
(m)
2 (t)
)
= t = (1 + o(1))
(
Q
(m)
2 (t)
)2m
Γ(2m+ 1)
.
On en de´duit (3.23). De plus, en appliquant a` (3.23), les relations (3.13)
et (3.26), on obtient que, lorsque u ↓ 0,
q
(m)
2 (t) =
1
g
(m)
2 (Q
(m)
2 (t))
= (1 + o(1))Γ(2m)
{{
Γ(2m+ 1)
}1/(2m)
t1/(2m)
}1−2m
.
On en de´duit (3.19). Finalement, nous voyons que, lorsque t ↑ 1,
− log(1− t) = − log
{
1−G(m)2
(
Q
(m)
2 (t)
)}
= − log



1 + 2m−1∑
j=1
(
Q
(m)
2 (t)
)j
j!

 e−Q(m)2 (t)


= Q
(m)
2 (t)− log

1 + 2m−1∑
j=1
(
Q
(m)
2 (t)
)j
j!

 = (1 + o(1))Q(m)2 (t),
qui comple`te la de´monstration de (3.24).
En se rappelant de la de´finition (3.1) de la suite i.i.d. de vecteurs
{(
Zk,N , Z
′
k,N
)
:
k ≥ 0, N ≥ 1} , ainsi que Z et Z ′, nous introduisons la paire ale´atoire
(R,T ) et une suite i.i.d. {(Rk,N , Tk,N ) : k ≥ 0, N ≥ 1} , de re´pliques inde´pendantes
de (R,T ), en posant
(3.27) R =
Z
Z + Z ′
, T = Z + Z ′, et
(3.28) Rk,N =
Zk,N
Zk,N + Z
′
k,N
, Tk,N = Zk,N + Z
′
k,N , pour k ≥ 0 et N ≥ 1.
Les variables R,T dans (3.27) (de meˆme que Rk,N , Tk,N dans (3.28)) sont
inde´pendantes, respectivement, de lois βm,m et Γ(2m, 1). Cette relation est
note´e R
d
= βm,m et T
d
= Γ(2m, 1). La loi jointe de R,T est donc donne´e par
(3.29) P (R ≤ v, T ≤ y) = G(m)3 (v) G(m)2 (y), pour v, y ∈ R,
ou` G
(m)
3 (.) et G
(m)
2 (.) sont de´finies par (3.4) et (3.5). Compte tenu de la trans-
formation de quantiles (voir le the´ore`me 1, pp. 3-4 de Shorack et Wellner[26]),
nous posons, pour k ≥ 0 et N ≥ 1,
V = G
(m)
3 (R) et Vk,N = G
(m)
3 (Rk,N) ,(3.30)
et
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W = G
(m)
2 (T ) et Wk,N = G
(m)
2 (Tk,N) .(3.31)
{(Vk,N ,Wk,N ) : k ≥ 0, N ≥ 1} de´finit une suite i.i.d. de re´pliques inde´pendantes
de (V,W ), ou` V
d
= U(0, 1) et W d= U(0, 1) sont de loi uniforme U(0, 1).
(3.6), (3.8), (3.7), (3.9) et (3.28) impliquent que, pour tout 0 ≤ k ≤ N ,
Zk,N = Rk,N Tk,N = Q
(m)
3 (Vk,N )Q
(m)
2 (Wk,N) et(3.32)
Z ′k,N = (1−Rk,N )Tk,N =
(
1−Q(m)3 (Vk,N )
)
Q
(m)
2 (Wk,N ) .
Pour N ≥ 1, la mesure empirique base´e sur {(Vk,N ,Wk,N) : 0 ≤ k ≤ N}
est note´e
(3.33) λN (.) =
1
N + 1
N∑
k=0
δ(Vk,N ,Wk,N)(.),
ou` δz(.) de´signe la mesure de Dirac en z ∈ R2. En de´notant par λ(.) la
mesure de Lebesgue sur [0, 1]2, le processus empirique uniforme indexe´ par
des ensembles est de´fini par
(3.34) αN (A) := (N + 1)
1/2 (λN (A)− λ(A)) ,
pour chaque bore´lien A ⊆ [0, 1]2. Lorsque A est un produit d’intervalles, nous
de´finissons la version continue a` droite de la f.r. empirique bivarie´e base´e sur
{(Vk,N ,Wk,N ) : 0 ≤ k ≤ N}, en posant, pour 0 ≤ v,w ≤ 1,
UN (v,w) = λN ([0, v] × [0, w])(3.35)
=
1
N + 1
# {Vk,N ≤ v,Wk,N ≤ w : 0 ≤ k ≤ N} ,
#E de´signant, ici, le nombre d’e´le´ments de E. Pour 0 ≤ v,w ≤ 1, on note
(3.36) αN (v,w) = αN ([0, v] × [0, w]) = (N + 1)1/2 (UN (v,w) − vw) ,
la version continue a` droite du processus empirique uniforme engendre´ par
{(Vk,N ,Wk,N ) : 0 ≤ k ≤ N}. La version continue a` gauche du processus empi-
rique engendre´ par {(1− Vk,N , 1−Wk,N) : 0 ≤ k ≤ N} sera note´e par analo-
gie, {α∗N (v,w) : 0 ≤ v,w ≤ 1}. Comme αN (1, 1) = 0, ce processus ve´rifie les
relations, pour 0 ≤ u, v ≤ 1,
α∗N (1− v, 1 − w) = α∗N ((v, 1] × (w, 1])(3.37)
= αN (v,w) − αN (v, 1) − αN (1, w).
On a l’identite´ en loi
{α∗N (s, t) : 0 ≤ s, t ≤ 1} d=
{
lim
v↑s,w↑t
αN (v,w) : 0 ≤ s, t ≤ 1
}
.
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On notera que les versions continues a` droite des processus empiriques margi-
naux
αN :1(v) := αN (v, 1), pour 0 ≤ v ≤ 1,(3.38)
αN :2(w) := αN (1, w), pour 0 ≤ w ≤ 1,(3.39)
engendre´s, respectivement par {Vk,N : 0 ≤ k ≤ N} et {Wk,N : 0 ≤ k ≤ N} ,
sont des processus empiriques uniformes inde´pendants, sur [0, 1].
Nous allons e´tudier le comportement limite de {αN :1(v) : 0 ≤ v ≤ 1}, processus
empirique engendre´, par {Vk,N : 0 ≤ k ≤ N}, et des statistiques
∆N := ZN − Z ′N =
1
N + 1
N∑
k=0
{
Zk,N − Z ′k,N
}
,(3.40)
et
ΘN := ZN + Z
′
N − 2m =
1
N + 1
N∑
k=0
{
Zk,N + Z
′
k,N − 2m
}
(3.41)
=
1
N + 1
N∑
k=0
{Tk,N − 2m} .
Nous e´tablissons le the´ore`me suivant qui ge´ne´ralise a` m ≥ 1 le the´ore`me 3.1
de de Deheuvels et Derzko [11].
The´ore`me 3.1. Sous une version approprie´e de (Ω,A,P), il existe une suite
{(BN (.), φN , ψN ) : N ≥ 1} ve´rifiant les proprie´te´s suivantes.
(i) Pour chaque N ≥ 1, {BN (v) : 0 ≤ v ≤ 1} est un pont Brownien et
φN
d
= ψn
d
= N(0, 1) sont deux v.a. normales standard.
(ii) Pour chaque N ≥ 1, {BN (v) : 0 ≤ v ≤ 1}, et les variables ale´atoires
φN et ψN sont inde´pendants.
(iii) Nous avons, lorsque N →∞,
||αN ;1 −BN || = sup
0≤v≤1
|αN ;1(v)−BN (v)| = OP
(
(logN)2√
N
)
,(3.42)
∣∣∣∣∣(N + 1)1/2∆N − φN
√
2m
2m+ 1
+ 4m
∫ 1
0
BN (G
(m)
3 (x)) dx
∣∣∣∣∣(3.43)
= OP
(
(logN)3√
N
)
,
et ∣∣∣(N + 1)1/2ΘN − ψN√2m∣∣∣ = OP
(
(logN)3√
N
)
.(3.44)
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De´monstration. La de´monstration du the´ore`me 3.1 est reporte´e au para-
graphe 4.6. Les ingre´dients de base ne´cessaires pour cette preuve sont donne´s
dans les paragraphes 3.2, 3.3 et dans le paragraphe 4 ci-dessous.
3.2 De´compositions du processus empirique
La premie`re e´tape dans la description de αN :1(.), ∆N et ΘN , de´finis par
(3.38), (3.40) et (3.41), est fournie par les propositions 3.2 et 3.3 suivantes,
qui ge´ne´ralisent au cas m ≥ 1 les propositions 3.1 et 3.2 de Deheuvels et
Derzko [11]. Nous commenc¸ons par un lemme qui jouera un roˆle important
par la suite. Rappelons la de´finition (3.37) de α∗N (., .).
Lemme 3.1. Nous avons l’e´galite´
(3.45)
∫ 1
0
αN :1(v)dv =
∫ 1
0
αN (v, 1)dv = −
∫ 1
0
α∗N (z, 1)dz.
De´monstration. Nous de´duisons de (3.37) que αN :1(v) = αN (v, 1) = −α∗N (1−
v, 1), pour 0 ≤ v ≤ 1. La conclusion suit apre`s le changement de variables
v = 1− z dans (3.45).
Proposition 3.2. Nous avons les identite´s
(N + 1)1/2∆N =
∫ ∫
[0,1]2
(
2 Q
(m)
3 (s)− 1
)
Q
(m)
2 (t) αN (ds, dt)(3.46)
= 2
∫ ∫
[0,1]2
q
(m)
3 (v) q
(m)
2 (w) {αN (v, w) − αN (v, 1)− αN (1, w)} dv dw
+
∫ 1
0
q
(m)
2 (w) αN (1, w) dw
= 2
∫ ∫
[0,1]2
q
(m)
3 (1− v) q(m)2 (1− w) α∗N (v, w) dv dw
−
∫ 1
0
q
(m)
2 (1− w) α∗N (1, w) dw,
et
(N + 1)1/2 ΘN =
∫ 1
0
Q
(m)
2 (t) αN (1, dt)(3.47)
= −
∫ 1
0
q
(m)
2 (w) αN (1, w) dw =
∫ 1
0
q
(m)
2 (1− w) α∗N (1, w) dw.
De´monstration. Par (3.32), (3.35) et (3.40), on a,
(3.48) ∆N =
∫ ∫
[0,1]2
(
2 Q
(m)
3 (s)− 1
)
Q
(m)
2 (t) UN (ds,dt) =: ∆N,1 +∆N,2,
ou`
(3.49) ∆N,1 := 2
∫ ∫
[0,1]2
Q
(m)
3 (s) Q
(m)
2 (t) UN (ds,dt),
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et, compte tenu de (3.32) et (3.41),
(3.50) ∆N,2 := −
∫ 1
0
Q
(m)
2 (t) UN (1,dt) = −{ΘN + 2m} .
Compte tenu de (3.12), (3.13), (3.21) et (3.23), nous appliquons le the´ore`me
de Fubini dans (3.49) pour obtenir les relations
∆N,1 = 2
∫ ∫
[0,1]2
Q
(m)
3 (s) Q
(m)
2 (t) UN (ds,dt)(3.51)
= 2
∫ ∫
[0,1]2
{∫ ∫
[0,1]2
1I[0,s)(v)q
(m)
3 (v)1I[0,t)(w)q
(m)
2 (w) dvdw
}
UN(ds,dt)
= 2
∫ ∫
[0,1]2
q
(m)
3 (v) q
(m)
2 (w)
{∫ ∫
[0,1]2
1I[0,s)(v)1I[0,t)(w) UN (ds,dt)
}
dv dw
= 2
∫ ∫
[0,1]2
q
(m)
3 (v) q
(m)
2 (w) {λN ((v, 1]× (w, 1])}dv dw
= 2
∫ ∫
[0,1]2
q
(m)
3 (v) q
(m)
2 (w) {UN (1, 1) −UN(v, 1)
−UN(1, w) +UN (v, w)}dv dw.
Les hypothe`ses du the´ore`me de Fubini exigent que la fonction 1I[0,s)(v)q
(m)
3 (v)×
1I[0,t)(w)q
(m)
2 (w) de s, t, v, w ∈ [0, 1] soit inte´grable sur [0, 1]4, par rap-
port a` dvdw UN (dv,dw). Cette proprie´te´ de´coule du fait que la mesure
empirique λN = UN (dv,dw) s’annule sur l’intervalle (max0≤k≤N Vk,N , 1] ×
(max0≤k≤N Wk,N , 1], presque suˆrement de mesure de Lebesgue positive. Les
meˆmes arguments, compte tenu de (3.50), donnent les relations
∆N,2 = −
∫ 1
0
Q
(m)
2 (t) UN (1,dt)(3.52)
= −
∫ 1
0
{∫ 1
0
1I[0,t)(w)q
(m)
2 (w) dv
}
UN (1,dt)
= −
∫ 1
0
q
(m)
2 (w)
{∫ 1
0
1I[0,t)(w)
}
UN (1,dt)dw
= −
∫ 1
0
q
(m)
2 (w) {UN (1, 1) −UN (1, w)} dw = −{ΘN + 2m} .
Le the´ore`me de Fubini s’applique, du fait que la mesure empirique UN (1,dt)
est nulle sur l’intervalle (max0≤k≤N Wk,N , 1], presque suˆrement de mesure de
Lebesgue positive.
En se rappelant de (3.8) (resp. (3.9)), (3.10) (resp. (3.11)) et de (3.18)
(resp. (3.20)), nous faisons usage du changement de variable w = 1 − v
(resp. v = 1−w ) et v = G(m)3 (x) = 1−
m−1∑
j=0
(2m− 1)!
j!(2m − 1− j)!x
j(1−x)2m−1−j
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(
resp. w = G
(m)
2 (x) = 1−e−x.
2m−1∑
j=0
xj
j!
)
, pour obtenir les e´galite´s q
(m)
3 (v) =
q
(m)
3 (G
(m)
3 (x)) = 1/g
(m)
3 (x), dv = g
(m)
3 (x) dx et q
(m)
3 (v) dv = dx ( resp.
q
(m)
2 (w) = q
(m)
2 (G
(m)
2 (x)) = 1/g
(m)
2 (x), dw = g
(m)
2 (x) dx et q
(m)
2 (w) dv = dx
), pour 0 < v < 1 ( resp. 0 < w < 1 ). Ceci, a` son tour, donne, via (3.4)
(resp. (3.5)),
∫ 1
0
w q
(m)
3 (1− w) dw =
∫ 1
0
(1 − v) q(m)3 (v) dv =
∫ 1
0
(
1−G(m)3 (x)
)
dx(3.53)
=
m−1∑
j=0
(2m− 1)!
j!(2m− 1− j)!
∫ 1
0
xj+1−1(1− x)2m−1−j dx
=
m−1∑
j=0
(2m− 1)!
j!(2m− 1− j)!
j!(2m− 1− j)!
(2m)!
=
1
2
.
(
resp.
∫ 1
0
v q
(m)
2 (1− v) dv =
∫ 1
0
(1− w) q(m)2 (w) dv =
∫ 1
0
(
1−G(m)2 (x)
)
dx(3.54)
=
∫ ∞
0
e
−x
.
2m−1∑
j=0
xj
j!
=
2m−1∑
j=0
1
j!
∫ ∞
0
e
−x
x
j dx
=
2m−1∑
j=0
1
j!
Γ(j + 1) = 2m
)
.
En combinant (3.51) avec (3.52), (3.53) et (3.54), nous obtenons les relations,
E (∆N,1) = 2
∫ ∫
[0,1]2
q
(m)
3 (v)q
(m)
2 (w) {(1− v)(1 − w)} dvdw(3.55)
=
∫ 1
0
(1− w) q(m)2 (w) dw = −E (∆N,2) = 2m.
En combinant (3.51), (3.52) et (3.55), avec la de´finition (3.36) de αN (v,w),
nous obtenons les 2 premie`res e´galite´s de (3.46). Pour prouver la dernie`re
e´galite´ de (3.46), nous rappelons d’abord par (3.37) que α∗N (1 − v, 1 − w) =
αN (v,w) − αN (v, 1) − αN (1, w), qui pour v = 0, donne α∗N (1, 1 − w) =
−αN (1, w). Ceci a` son tour, montre que
(N + 1)1/2∆N = 2
∫ ∫
[0,1]2
q
(m)
3 (v) q
(m)
2 (w) α
∗
N (1− v, 1 − w) dvdw
−
∫ 1
0
q
(m)
2 (w) α
∗
N (1, 1 − w) dw.
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La preuve de (3.46) est comple´te´e en faisant les changements de variables
(v,w) → (1 − v, 1 − w) dans cette dernie`re relation. En combinant (3.52)
avec (3.55) et le changement de variables w→ 1− w, nous voyons que
(N+1)1/2 ΘN = −
∫ 1
0
q
(m)
2 (w) αN (1, w) dw =
∫ 1
0
q
(m)
2 (1−w) αN (1, 1−w) dw.
En se rappelant de (3.37), que αN (1, 1−w) = −α∗N (1, w), pour 0 ≤ w ≤ 1,
nous de´duisons facilement (3.47) de cette relation. 
Proposition 3.3. Nous avons
(N + 1)1/2∆N = 2
∫ ∫
[0,1]2
q
(m)
3 (1− v) q(m)2 (1− w) {α∗N (v, w) − v α∗N (1, w)(3.56)
−w α∗N (v, 1)} dvdw
+ 4m
∫ 1
0
q
(m)
3 (1 − v) α∗N (v, 1) dv.
De´monstration. Nous re´e´crivons (3.46) en
(N + 1)1/2∆N = 2
∫ ∫
[0,1]2
q
(m)
3 (1− v) q(m)2 (1− w) {α∗N (v, w)− v α∗N (1, w)(3.57)
−w α∗N(v, 1)} dvdw
+ 2
{∫ 1
0
v q
(m)
3 (1− v)dv
}∫ 1
0
q
(m)
2 (1− w) α∗N (1, w) dw
+ 2
{∫ 1
0
w q
(m)
2 (1− w)dw
}∫ 1
0
q
(m)
3 (1− v) α∗N (v, 1) dv
−
∫ 1
0
q
(m)
2 (1− w) α∗N (1, w) dw,
ou` nous avons utilise´ (3.53) et (3.54). Ceci donne (3.56), comme demande´. 
Apre`s avoir obtenu, dans les propositions 3.2 et 3.3, les repre´sentations appro-
prie´es de (N + 1)1/2∆N et (N + 1)
1/2 ΘN en termes de αN et α
∗
N , nous
allons maintenant approcher dans le paragraphe 4.3 ces statistiques par des ho-
mologues gaussiens. Nous devons d’abord obtenir dans le paragraphe 3.3 des
bornes supe´rieures pour les versions ponde´re´es de ces processus empiriques.
Ces pre´liminaires sont rendus ne´cessaires du fait que la fonction q
(m)
2 (.)
dans (3.46), (3.47) et (3.56) n’est pas borne´e sur (0, 1).
3.3 Processus empiriques ponde´re´s
Dans ce sous-paragraphe, nous allons prouver certains re´sultats techniques,
indique´s dans les lemmes 3.2 et 3.3 ci-dessous. Ces lemmes joueront un roˆle
crucial dans la preuve de la prochaine proposition 4.4, donne´e plus tard, dans le
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sous-paragraphe 4.6. La notation suivante sera ne´cessaire. Posons, pour chaque
N ≥ 1,
(3.58) I ′N :=
∫ 1
0
∫ 1/N
0
q
(m)
3 (1− v) q(m)2 (1− w) α∗N (v,w) dvdw,
et
(3.59) K ′N :=
∫ 1/N
0
q
(m)
2 (1− w) α∗N (1, w) dw.
Nous obtiendrons des limites de bornes supe´rieures pour
∣∣I ′N ∣∣ et ∣∣K ′N ∣∣ . Vers
ce but, et compte tenu de (3.35), nous introduisons la version continue a` droite
de la f.r. empirique base´e sur la suite {(Vk,1,Wk,1) : 0 ≤ k ≤ N} , de vecteurs
ale´atoires i.i.d. avec des lois uniformes sur [0, 1]2. Cette f.r. empirique est
de´finie, pour 0 ≤ v,w ≤ 1, par
(3.60) U
[s]
N (v,w) =
1
N + 1
# {Vk,1 ≤ v,Wk,1 ≤ w : 0 ≤ k ≤ N} .
Le processus empirique correspondant est de´fini, pour 0 ≤ v,w ≤ 1, par
(3.61) α
[s]
N (v,w) = (N + 1)
1/2
(
U
[s]
N (v,w) − vw
)
.
Nos arguments de´pendront du fait 1 suivant. Nous notons que, dans ce fait, la
relation (3.62) est une conse´quence du corollaire 2 de Einmahl et Mason[18],
pris avec ν =
1
2
et d = 2, alors que la relation (3.63) est due a` Csa´ki[5, 6].
Fait 1. Nous avons,
(3.62) lim sup
N→∞
1
log logN
log
{
sup
0<v,w≤1
∣∣∣∣∣ α
[s]
N (v,w)√
vw(1 − vw)
∣∣∣∣∣
}
= 1 p.s.
et
(3.63) lim sup
N→∞
1
log logN
log
{
sup
0<w≤1
∣∣∣∣∣ α
[s]
N (1, w)√
w(1 − w)
∣∣∣∣∣
}
=
1
2
p.s.
Lemme 3.2. Pour chaque ε > 0, nous avons, lorsque N →∞,
(3.64) |I ′N | = OP
(
(logN)1+ε√
N
)
.
De´monstration. Par le fait 1, pour chaque C0 > 0 et ε > 0, il existe un
N0 <∞ p.s. , tel que, pour tout N ≥ N0 et 0 < v,w ≤ 1,
(3.65)
∣∣∣α[s]N (v,w)∣∣∣ ≤ C0 (logN)1+ε √vw.
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En se rappelant de la de´finition (3.58) de I ′N , nous observons que
I ′N
d
= I
′[s]
N :=
∫ 1
0
∫ 1/N
0
q
(m)
3 (1− v) q(m)2 (1− w) α[s]N (v,w) dv dw.
Comme suit de (3.65), nous avons, pour tout N ≥ N0,
(3.66)
∣∣∣I ′[s]N ∣∣∣ ≤ C0 (log n)1+ε
∫ 1
0
∫ 1/N
0
q
(m)
3 (1− v) q(m)2 (1− w)
√
vw dv dw.
En se rappelant de (3.20), que q
(m)
2 (1 − w) =
1 + o(1)
w
lorsque w ↓ 0,
nous de´duisons de (3.66) que, pour chaque 1 < C0 < C1 < ∞, il existe un
N1 ≥ N0, tel que, pour tout N ≥ N1,
∣∣∣I ′[s]N ∣∣∣ ≤ C1 (logN)1+ε
{∫ 1
0
√
v q
(m)
3 (1− v) dv
}∫ 1/N
0
dw√
w
.
Or v 7→ q(m)3 (1− v) est borne´e sur (0, 1). De plus,
(3.67) ∀ v ∈ (0, 1), 0 < q(m)3 (1− v) < 1,
d’ou`,
∣∣∣I ′[s]N ∣∣∣ ≤ C1 (log n)1+ε sup
0<v<1
q
(m)
3 (1−v)
{∫ 1
0
√
v dv
}∫ 1/N
0
dw√
w
=
4
3
C1
(logN)1+ε√
N
.
Ceci, avec le fait que la convergence presque suˆre implique la convergence en
probabilite´, implique que lorsque N →∞
∣∣∣I ′[s]N ∣∣∣ = OP (N−1/2(logN)1+ε) .
Puisque I ′N
d
= I
′[s]
N , ceci implique (3.64). 
Lemme 3.3. Pour chaque ε > 0, nous avons, lorsque N →∞,
(3.68) |K ′N | = OP
(
(logN)1/2 + ε√
N
)
.
De´monstration. En se rappelant de la de´finition (3.59) de K ′N , nous ob-
servons que
(3.69) K ′N
d
= K
′[s]
N :=
∫ 1/N
0
q
(m)
2 (1− w) α[s]N (1, w) dw.
Par (3.63) dans le fait 1, pour chaque C2 > 0 et ε > 0, il existe un
N2 <∞ p.s., tel que, pour tout N ≥ N2 et 0 ≤ w ≤ 1,
26
(3.70)
∣∣∣α[s]N (1, w)∣∣∣ ≤ C2 (logN)
1
2
+ ε√
w,
d’ou`, par (3.69),
(3.71)
∣∣∣K ′[s]N ∣∣∣ ≤ C2 (logN)
1
2
+ ε
∫ 1/N
0
q
(m)
2 (1− w)
√
w dw.
En se rappelant de (3.20), que q
(m)
2 (1 − w) =
1 + o(1)
w
lorsque w ↓ 0,
nous de´duisons de (3.71) que, pour chaque 1 < C2 < C3 < ∞, il existe un
N3 ≥ N2 tel que, pour tout N ≥ N3,
∣∣∣K ′[s]N ∣∣∣ ≤ C3 (logN)
1
2
+ ε
∫ 1/N
0
dw√
w
≤ 2 C3 (logN)
1
2
+ ε
√
N
.
Puisque la convergence presque suˆre implique la convergence en probabilite´,
cela implique que
∣∣∣K ′[s]N ∣∣∣ = OP (N−1/2(logN)1/2+ε) lorsque N → ∞. De
plus, on a, K ′N
d
= K
′[s]
N , donc en de´duit (3.68).
4 Approximations gaussiennes
4.1 Ponts browniens et processus de Wiener
La notation et les faits suivants concernant les processus de Wiener et les
ponts browniens seront ne´cessaires. Nous rappelons les de´finitions usuelles
d’un processus de Wiener (univarie´) {W (u) : u ≥ 0} et d’un pont Brownien
{B(u) : 0 ≤ u ≤ 1} , tous deux de´finis comme des processus gaussiens centre´s
avec un e´chantillon de trajectoires continues et des covariances ve´rifiant res-
pectivement,
(4.1) E (W (u) W (v)) = u ∧ v, pour u, v ≥ 0,
et
(4.2) E (B(u) B(v)) = u ∧ v − uv, pour 0 ≤ u, v ≤ 1.
Nous pouvons de´finir ces processus sur le meˆme espace de probabilite´, en
posant
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(4.3) B(u) =W (u)− u W (1), pour 0 ≤ u ≤ 1.
Nous notons que pour un usage ulte´rieur, lorsque B(.) et W (.) sont tels
que dans (4.3), {B(u) : 0 ≤ u ≤ 1} et W (1) d= N(0, 1) sont inde´pendants.
Ces de´finitions s’e´tendent aux processus bivarie´s comme suit. Par un processus
bivarie´, on sous-entend une fonction ale´atoire de (u, v) ∈ A, ou` A de´signe
un sous-ensemble de R2. Nous de´finissons un processus de Wiener bivarie´
{W(u, v) : u, v ≥ 0} comme un processus gaussien centre´ sur R2+, avec un
e´chantillon de trajectoires continues, et une fonction de covariance ve´rifiant,
pour tout u′, u′′, v′, v′′ ≥ 0,
(4.4) E
(
W(u′, v′) W(u′′, v′′)
)
=
(
u′ ∧ u′′) (v′ ∧ v′′) .
Un pont Brownien bivarie´ {B(u, v) : 0 ≤ u, v ≤ 1} est de´fini a` son tour comme
un processus gaussien centre´ avec un e´chantillon de trajectoires continues sur
[0, 1]2 et une fonction de covariance telle que
(4.5) E
(
B(u′, v′) B(u′′, v′′)
)
=
(
u′ ∧ u′′) (v′ ∧ v′′)− u′u′′v′v′′,
pour 0 ≤ u′, u′′, v′, v′′ ≤ 1. Nous pouvons de´finir {B(u, v) : 0 ≤ u, v ≤ 1} et
{W(u, v) : u, v ≥ 0} sur le meˆme espace de probabilite´ en posant
(4.6) B(u, v) =W(u, v) − uv W(1, 1), pour 0 ≤ u, v ≤ 1.
Quand B(., .) et W(., .) sont comme dans (4.6), {B(u, v) : 0 ≤ u, v ≤ 1}
et W(1, 1)
d
= N(0, 1) sont inde´pendants.
Il sera commode d’e´crire W(s, t) en fonction de lamesure de Wiener W(du,dv)
(voir par exemple Lifshits[23], p. 107), soit par l’une des inte´grales
W(s, t) =
∫ ∫
[0,s]×[0,t]
W(du,dv) =
∫ ∫
[0,s)×[0,t)
W(du,dv),
pour s, t ≤ 0. En de´finissant la mesure du pont Brownien par B(du,dv) =
W(du,dv) −W(1, 1) dudv, nous obtenons la repre´sentation inte´grale, pour
0 ≤ s, t ≤ 1,
B(s, t) =
∫ ∫
[0,s]×[0,t]
B(du,dv) =
∫ ∫
[0,s)×[0,t)
B(du,dv).
En se rappelant les e´galite´s B(0, 0) = B(1, 1) = 0, le processus de´fini, pour
0 ≤ u, v ≤ 1, par
(4.7) B∗(1−u, 1− v) =
∫ ∫
(u,1]×(v,1]
B(du,dv) = B(u, v)−B(u, 1)−B(1, v)
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ve´rifie l’identite´ distributionnelle
(4.8) {B(u, v) : 0 ≤ u, v ≤ 1} d= {B∗(u, v) : 0 ≤ u, v ≤ 1} .
Ceci vaut en tant que conse´quence de la stationnarite´ de la mesure de Wie-
ner W(du,dv) dans R2+, avec l’invariance de la mesure de Lebesgue par
translations sur R2.
Nous de´finissons un pont Brownien re´duit
{
B[0](u, v) : 0 ≤ u, v ≤ 1
}
comme
un processus gaussien centre´ avec un e´chantillon de trajectoires continues sur
[0, 1]2, et une fonction de covariance
(4.9) E
(
B[0](u
′, v′)B[0](u′′, v′′)
)
=
(
u′ ∧ u′′ − u′u′′) (v′ ∧ v′′ − v′v′′) ,
pour tout 0 ≤ u′, u′′, v′, v′′ ≤ 1.
Nous pouvons de´finir un pont Brownien re´duit en fonction du pont Brownien
bivarie´ (usuel) {B(u, v) : 0 ≤ s, t ≤ 1} , par la relation
(4.10) B[0](u, v) = B(u, v) − uB(1, v) − vB(u, 1), pour 0 ≤ u, v ≤ 1.
Les processus marginaux de B(u, v), sont obtenus en posant
(4.11) B[1](u) = B(u, 1), pour 0 ≤ u ≤ 1,
et
(4.12) B[2](v) = B(1, v), pour 0 ≤ v ≤ 1,
qui sont des ponts Browniens, avec des fonctions de covariance comme dans
(4.2). Les processus de´finis par (4.10), (4.11) et (4.12) sont lie´s comme suit.
Lemme 4.1. Les processus B[0](., .), B[1](.) et B[2](.) sont inde´pendants,
et constituent, respectivement un pont Brownien bivarie´ re´duit et deux ponts
Browniens univarie´s ve´rifiant, pour 0 ≤ u, v ≤ 1,
(4.13) B(u, v) = B[0](u, v) + v B[1](u) + u B[2](v).
De´monstration. Voir le the´ore`me 1, p. 105 dans Deheuvels[8] et par exemple,
le fait 2.1. p. 499 dans Deheuvels, Peccati et Yor[15].
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4.2 Identite´s distributionnelles pour les inte´grales de ponts
Browniens
Dans ce paragraphe, nous e´tablissons des proprie´te´s distributionnelles inte´res-
santes d’inte´grales de fonctionnelles de ponts browniens qui sont ne´cessaires
dans la preuve de nos the´ore`mes. La proposition 4.1 et le corollaire 4.1 sont
respectivement les meˆmes que la proposition 4.1 et le corollaire 4.1 de Deheu-
vels et Derzko [11]. Pour les de´monstrations des propositions 4.1, 4.2 et du
corollaire 4.1, nous nous re´fe´rons a` Deheuvels et Derzko [11]. Soit X ≥ 0,
une v.a. non ne´gative avec une f.r. F (x) = P (X ≤ x), et {B(t) : 0 ≤ t ≤ 1}
qui de´signe un pont Brownien (univarie´).
Proposition 4.1. Supposons que σ2F := Var(X) <∞. Alors,
(4.14)
∫ ∞
0
B(F (t)) dt
d
= N(0, σ2F ).
Les lemmes 4.2 et 4.3 suivants sont ne´cessaires pour la preuve de la proposi-
tion 4.1.
Lemme 4.2. Chaque fois que E(X) <∞, nous avons
(4.15) lim
x→∞x(1− F (x)) = 0 et E(X) =
∫ ∞
0
(1− F (t)) dt.
Si, en plus E(X2) <∞, alors nous avons
(4.16) lim
x→∞x
2(1− F (x)) = 0, lim
x→∞
∫ ∞
x
(1− F (y)) dy = 0,
et
(4.17) E(X2) = 2
∫ ∞
0
y(1− F (y)) dy.
De´monstration. Pour k = 1, 2, . . . , l’hypothe`se que E(Xk) <∞ implique
que E(Xk1I{X≥x}) → 0 lorsque x → ∞. L’ine´galite´ de Markov xk(1 −
F (x)) ≤ E(Xk1I{X≥x}), implique aussi que xk(1 − F (x)) → 0 lorsque x→
∞. La preuve de (4.15) est obtenue en posant k = 1 dans cette relation,
puis, en inte´grant par parties pour obtenir
E(X) = lim
x→∞
∫ x
0
y dF (y) = lim
x→∞ {[−y(1− F (y))]
x
0
+
∫ x
0
(1− F (y)) dy
}
=
∫ ∞
0
(1− F (y)) dy.
30
Pou e´tablir (4.16), nous appliquons l’argument ci-dessus avec k = 2, pour
obtenir que, chaque fois E(X2) <∞, nous avons x2(1− F (x))→ 0 lorsque
x→∞. Ceci, combine´ a` une inte´gration par parties montre que
E(X2) = lim
x→∞
∫ x
0
y2 dF (y) = lim
x→∞
{[−y2(1− F (y))]y=x
y=0
+2
∫ x
0
y(1− F (y)) dy
}
= 2
∫ ∞
0
y(1− F (y)) dy,
ce qui donne (4.17) comme demande´.
Lemme 4.3. Sous l’hypothe`se que σ2F = Var(X) <∞, nous avons
(4.18) σ2F =
∫ ∞
0
∫ ∞
0
{F (x) ∧ F (y)− F (x)F (y)} dxdy.
De´monstration. Supposons que σ2F = Var(X) < ∞ Nous avons la chaˆıne
d’e´galite´s
I :=
∫ ∞
0
∫ ∞
0
{F (x) ∧ F (y)− F (x)F (y)} dxdy(4.19)
=
∫ ∞
0
{
(1− F (x))
∫ x
0
F (y) dy + F (x)
∫ ∞
x
(1− F (y))dy
}
dx
=
∫ ∞
0
{
− (1− F (x))
∫ x
0
(1− F (y)) dy + x (1− F (x))
− (1− F (x))
∫ ∞
x
(1− F (y)) dy +
∫ ∞
x
(1− F (t)) dt
}
dx,
=
∫ ∞
0
x (1− F (x)) dx−
{∫ ∞
0
(1− F (x)) dx
}2
+
∫ ∞
0
{∫ ∞
x
(1− F (y)) dy
}
dx
qui, compte tenu de (4.15) et (4.16), est e´gal a`
(4.20) I =
1
2
E(X2)− (E(X))2 +
∫ ∞
0
{∫ ∞
x
(1− F (y)) dy
}
dx.
Par inte´gration par parties, nous de´duisons de (4.16) et (4.17) que, lorsque
z →∞,
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∫ z
0
{∫ ∞
x
(1− F (y)) dy
}
dx =
[
x
∫ ∞
x
(1− F (y)) dy
]x=z
x=0
+
∫ z
0
x (1− F (x)) dx
−→
∫ ∞
0
y (1− F (y)) dy = 1
2
E(X2).
Ceci, combine´ a` (4.19) et (4.20), ache`ve la de´monstration de (4.18) .
De´monstration de la proposition 4.1. Pour chaque 0 < T < ∞, la
variable ale´atoire
IT :=
∫ T
0
B(F (x)) dx
d
= N
(
0, σ2F ;T
)
,
est normale centre´e avec une variance donne´e par
σ2F ;T := E


{∫ T
0
B(F (x)) dx
}2 = E
(∫ T
0
∫ T
0
B(F (x))B(F (y)) dxdy
)
(4.21)
=
∫ T
0
∫ T
0
{F (x) ∧ F (y)− F (x)F (y)} dxdy,
ou` nous avons utilise´ le the´ore`me de Fubini. En faisant T →∞ dans (4.21),
nous voyons que σ2F ;T → σ2F lorsque T →∞, ou` σ2F est comme dans (4.18).
Nous faisons alors l’utilisation du lemme 4.3, pour montrer que σ2F = VarX,
qui a` son tour, donne (4.14). 
Soit {B(u) : 0 ≤ u ≤ 1} un pont Brownien et soit {B[0](u) : 0 ≤ u ≤ 1} un
pont Brownien bivarie´ re´duit. Nous rappelons que les fonctions de covariance
de ces processus sont donne´es, respectivement, par (4.2) et (4.9).
Proposition 4.2. Chaque fois que σ2F := Var(X) <∞, nous avons l’identite´
distributionnelle,
(4.22)
{∫ ∞
0
B[0](F (x), w) dx : 0 ≤ w ≤ 1
}
d
= {σFB(w) : 0 ≤ w ≤ 1} .
De´monstration. Le membre de gauche de (4.22) de´finit un processus gaussien
centre´ avec une fonction de covariance
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E({∫ ∞
0
B[0](F (x), w) dx
}{∫ ∞
0
B[0](F (y), v) dy
})
=
∫ ∞
0
∫ ∞
0
E
(
B[0](F (x), w)B[0](F (y), v)
)
dxdy
= (w ∧ v − wv)
∫ ∞
0
∫ ∞
0
{F (x) ∧ F (y)− F (x)F (y)} dxdy
= (w ∧ v − wv) σ2F , pour 0 ≤ w, v ≤ 1,
ou` nous avons utilise´ (4.18). En se rappelant de la forme (4.2) de la fonction
de covariance d’un pont Brownien, nous voyons que ce dernier re´sultat est
e´quivalent a` (4.22).
Corollaire 4.1. Soit X ≥ 0 et Y ≥ 0 des variables ale´atoires non ne´gatives,
avec des f.r. F (x) = P (X ≤ x) et G(y) = P (Y ≤ y) . Supposons que
σ2F := Var(X) <∞, et σ2G := Var(Y ) <∞, Alors, nous avons
(4.23)
∫ ∞
0
∫ ∞
0
B[0](F (x), G(y)) dxdy
d
= N
(
0, σ2Fσ
2
G
)
.
De´monstration. Par (4.22), nous avons l’identite´ distributionnelle
(4.24)
{∫ ∞
0
B[0](F (x), G(y)) dx : 0 ≤ y <∞
}
d
= {σFB(G(y)) : 0 ≤ y <∞} ,
ou` {B(u) : 0 ≤ u ≤ 1} de´signe un pont Brownien. En se rappelant de (4.14)
que ∫ ∞
0
B(G(y)) dy
d
= N
(
0, σ2G
)
,
nous de´duisons facilement (4.23) de (4.24).
4.3 De´compositions de ponts browniens.
Rappelons les de´finitions (3.6), (3.8), (3.7), (3.9), (3.12) et (3.13) de Q
(m)
3 , Q
(m)
2 ,
q
(m)
3 et q
(m)
2 . Soit {B(v,w) : 0 ≤ v,w ≤ 1} qui de´signe un pont brownien
bivarie´, et, compte tenu de (4.8), soit B∗(., .) un pont Brownien bivarie´ de´fini,
comme dans (4.7) par la relation
(4.25) B∗(1− v, 1− w) = B(v,w) −B(v, 1) −B(1, w),
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pour 0 ≤ v,w ≤ 1. Compte tenu de (4.14), nous posons B∗[0](., .), B∗[1](.) et B∗[2](.),
un pont Brownien re´duit et des ponts Browniens univarie´s, de´finis en fonction
de B∗, par les relations, pour 0 ≤ v,w ≤ 1,
(4.26) B∗[0](v,w) = B
∗(v,w) − vB∗(1, w) − wB∗(v, 1),
et
(4.27) B∗[1](v) = B
∗(v, 1) et B∗[2](w) = B
∗(1, w).
La proposition suivante peut eˆtre interpre´te´e comme une version limite des
propositions 3.2 et 3.3, lorsque N →∞.
Proposition 4.3. Sous la notation et les hypothe`ses ci-dessus, nous avons les
relations,
∫ ∫
[0,1]2
(
2 Q
(m)
3 (v) − 1
)
Q
(m)
2 (w) B(dv, dw)(4.28)
= 2
∫ ∫
[0,1]2
q
(m)
3 (1− v) q(m)2 (1− w) B∗(v, w) dv dw −
∫ 1
0
q
(m)
2 (1− w) B∗(1, w) dw
= 2
∫ ∫
[0,1]2
q
(m)
3 (1− v) q
(m)
2 (1− w) B∗[0](v, w) dv dw
+ 4m
∫ 1
0
q
(m)
3 (1 − v) B∗[1](v) dv
= 2
∫ ∫
[0,1]×[0,∞)
B
∗
[0](1−G
(m)
3 (x), 1−G
(m)
2 (y)) dx dy
+ 4m
∫ 1
0
B∗[1](1−G
(m)
3 (x)) du
d
= N(0, 2m),
et ∫ ∫
[0,1]2
Q
(m)
2 (w) B(dv,dw) = −
∫ 1
0
q
(m)
2 (1− w) B(1, w) dw(4.29)
=
∫ 1
0
q
(m)
2 (1− w) B∗(1, w) dw =
∫ 1
0
q
(m)
2 (1− w) B∗[2](w) dw,
ou` les composantes ale´atoires
2
∫ ∫
[0,1]2
B∗[0](v, w) q
(m)
3 (1− v) q(m)2 (1 − w) dv dw(4.30)
= 2
∫ ∫
[0,1]×[0,∞)
B∗[0](1−G(m)3 (x), 1 −G(m)2 (y)) dx dy d= N
(
0,
2m
2m+ 1
)
,
4m
∫ 1
0
q
(m)
3 (1− v) B∗[1](v) dv = 4m
∫ 1
0
B∗[1](1−G(m)3 (x)) dx(4.31)
= −4m
∫ 1
0
B(G
(m)
3 (x), 1) dx
d
= N
(
0,
4m2
2m+ 1
)
,
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et
(4.32)
∫ 1
0
q
(m)
2 (1− w) B∗[2](w) dw
d
= N(0, 2m),
sont inde´pendantes.
De´monstration. Soit R
d
= βm,m (resp. T
d
= Γ(2m, 1) ) . Compte tenu
de (3.30) (resp. (3.31)), nous faisons usage de l’identite´ distributionnelle R
d
=
Q
(m)
3 (V ) (resp. T
d
= Q
(m)
2 (W ) ), ou` V
d
= U(0, 1) (resp. W d= U(0, 1) ) .
(4.33) E(R) =
∫ 1
0
Q
(m)
3 (v) dv =
1
2
(4.34)
(
resp. E(T ) =
∫ 1
0
Q
(m)
2 (w) dw = 2m
)
.
Nous de´duisons de (4.33) (resp. (4.34)), une preuve alternative de (3.53)
(resp. (3.54)). En se rappelant de (3.21) et (3.22) (resp. (3.23) et
(3.24) ) que Q
(m)
3 (v) −→ 0 ( resp. Q(m)2 (w) −→ 0 ) lorsque v ↓ 0 ( resp.
w ↓ 0 ) , et (1− v) Q(m)3 (v) −→ 0 ( resp. (1−w) Q(m)2 (w) −→ 0 ) lorsque
v ↑ 1 ( resp. w ↑ 1 ) , par (4.33) (resp. (4.34)) et une inte´gration par
parties, nous obtenons
(4.35)
∫ 1
0
(1− v) q(m)3 (1− v) dv =
[
(1− v) Q(m)3 (v)
]1
0
+
∫ 1
0
Q
(m)
3 (v) dv
(4.36)
(
resp.
∫ 1
0
(1− w) q(m)2 (1− w) dw =
[
(1− w) Q(m)2 (w)
]1
0
+
∫ 1
0
Q
(m)
2 (w) dw
)
.
Nous faisons usage ensuite d’un argument de type Fubini, dans l’esprit de
Donati-Martin et Yor[16, 17](voir par exemple le paragraphe 3.3 de Deheuvels,
Pecccati et Yor[15]). Nous e´crivons, par (4.25) et les changements de variables
(v,w) −→ (1− v, 1− w),
J1 := 2
∫ ∫
[0,1]2
Q
(m)
3 (v) Q
(m)
2 (w) B(dv,dw)(4.37)
= 2
∫ ∫
[0,1]2
{∫ ∫
[0,1]2
q
(m)
3 (s) 1I[0,v)(s) q
(m)
2 (t) 1I[0,w)(t) dsdt
}
B(dv,dw)
= 2
∫ ∫
[0,1]2
q
(m)
3 (s) q
(m)
2 (t)
{∫ ∫
[0,1]2
1I[0,v)(s) 1I[0,w)(t) B(dv,dw)
}
ds dt
= 2
∫ ∫
[0,1]2
q
(m)
3 (s) q
(m)
2 (t) {B(s, t)−B(s, 1) −B(1, t)}ds dt
= 2
∫ ∫
[0,1]2
q
(m)
3 (s) q
(m)
2 (t) B
∗(1− s, 1− t) ds dt
= 2
∫ ∫
[0,1]2
q
(m)
3 (1− v) q(m)2 (1− w) B∗(v, w) dv dw.
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En faisant usage de (4.26), (4.35) et (4.36), nous obtenons aussi que
J1 = 2
∫ ∫
[0,1]2
q
(m)
3 (1− v) q(m)2 (1− w) B∗[0](v,w) dv dw(4.38)
+ 2
∫ ∫
[0,1]2
v q
(m)
3 (1− v) q(m)2 (1− w) B∗(1, w) dv dw
+ 2
∫ ∫
[0,1]2
q
(m)
3 (1− v) w q(m)2 (1− w) B∗(v, 1) dv dw
= 2
∫ ∫
[0,1]2
q
(m)
3 (1− v) q(m)2 (1− w) B∗[0](v,w) dv dw
+
∫ 1
0
q
(m)
2 (1− w) B∗[2](w) dw
+ 4m
∫ 1
0
q
(m)
3 (1− v) B∗[1](v) dv.
En se rappelant de (4.25) que B∗(1, w) = −B(1, 1−w), un argument similaire
nous permet d’e´crire par le changement de variables t −→ 1−w, la relation
J2 :=
∫ ∫
[0,1]2
Q
(m)
2 (w) B(dv,dw)(4.39)
=
∫ ∫
[0,1]2
{∫ 1
0
1I[0,w)(t) q
(m)
2 (t) dt
}
B(dv,dw)
=
∫ 1
0
{∫ ∫
[0,1]2
1I[0,w)(t) B(dv,dw)
}
q
(m)
2 (t) dt
= −
∫ 1
0
q
(m)
2 (t) B(1, t) dt = −
∫ 1
0
q
(m)
2 (t) B[2](t) dt
=
∫ 1
0
q
(m)
2 (1− w) B∗(1, w) dw =
∫ 1
0
q
(m)
2 (1− w) B∗[2](w) dw.
En combinant (4.37) avec (4.38) et (4.39), nous obtenons facilement que
∫ ∫
[0,1]2
(
2 Q
(m)
3 (v)− 1
)
Q
(m)
2 (w) B(dv, dw) = J1 − J2
= 2
∫ ∫
[0,1]2
q
(m)
3 (1− v) q(m)2 (1− w) B∗(v, w) dv dw −
∫ 1
0
q
(m)
2 (1− w) B∗(1, w) dw
= 2
∫ ∫
[0,1]2
q
(m)
3 (1− v) q(m)2 (1− w) B∗[0](v, w) dv dw + 4m
∫ 1
0
q
(m)
3 (1− v) B∗[1](v) dv,
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ce qui donne les deux premie`res e´galite´s de (4.28). Le fait que les composantes
ale´atoires (4.30), (4.31) et (4.32) sont inde´pendantes provient du lemme 4.1.
Pour conclure la preuve de (4.28), nous utilisons les arguments suivants. En
premier lieu, nous faisons les changements de variables (v,w) −→ (1 − v,
1 − w), et puis nous posons v = G(m)3 (x) avec q(m)3 (v) dv = dx et w =
G
(m)
2 (y) avec q
(m)
2 (w) dw = dy, pour obtenir l’e´galite´,
∫ ∫
[0,1]2
q
(m)
3 (1− v) q(m)2 (1− w) B∗[0](v,w) dv dw
=
∫ ∫
[0,1]2
B∗[0](1− v, 1− w) dv q(m)3 (v) dw q(m)2 (w)
=
∫ ∫
[0,1]×[0,∞)
B∗[0](1−G(m)3 (x), 1−G(m)2 (y)) dx dy.
Alors, nous observons que
{
B∗[0](v,w) : 0 ≤ v,w ≤ 1
}
d
=
{
B∗[0](1− v, 1− w)
: 0 ≤ v,w ≤ 1}. Puisque, la variance de R d= βm,m est e´gale a` σ2R =
1
4(2m+ 1)
et la variance de T
d
= Γ(2m, 1) est e´gale a` σ2
G
(m)
2
= 2m, nous
pouvons appliquer (4.23) pour obtenir que
∫ ∫
[0,1]×[0,∞)
B∗[0](1−G(m)3 (x), 1−G(m)2 (y)) dx dy
d
=
∫ 1
0
∫ ∞
0
B∗[0](G
(m)
3 (x), G
(m)
2 (y)) dxdy
d
= N
(
0, σ2R σ
2
G
(m)
2
)
d
= N
(
0,
m
2 (2m+ 1)
)
,
ce qui donne (4.30). De meˆme, en faisant le changement de variable v −→ 1−v
et puis en posant v = G
(m)
3 (x) et q
(m)
3 (v) dv = dx, on obtient l’e´galite´
∫ 1
0
q
(m)
3 (1−v) B∗[1](v) dv =
∫ 1
0
B∗[1](1−v) q(m)3 (v) dv =
∫ 1
0
B∗[1](1−G(m)3 (x)) dx.
Or, d’apre`s (4.25), on a, pour tout 0 ≤ x ≤ 1, B∗[1](1−G(m)3 (x)) = −B(G(m)3 (x), 1)
et comme la variance de R
d
= βm,m est e´gale a` σ
2
R =
1
4(2m+ 1)
, nous pou-
vons appliquer (4.14) pour obtenir que,
∫ 1
0
B∗[1](1−G(m)3 (x)) dx = −
∫ 1
0
B(G
(m)
3 (x), 1) dx
d
= N
(
0, σ2R
) d
= N
(
0,
1
4(2m+ 1)
)
,
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ce qui donne (4.31). La preuve est comple´te´e par l’observation que si
Y
d
= N
(
0,
m
2 (2m+ 1)
)
et Z
d
= N
(
0,
1
4(2m+ 1)
)
sont inde´pendantes,
alors 2 Y + 4m Z
d
= N
(
0,
4m
2 (2m+ 1)
+
16m2
4(2m + 1)
)
d
= N (0, 2m) . 
4.4 Ponts Browniens ponde´re´s
Dans ce paragraphe, nous donnons des bornes pour des ponts browniens
ponde´re´s paralle`lement a` celles obtenues pre´ce´demment pour les processus
empiriques ponde´re´s dans le paragraphe 3.3. Nous supposons que {B(v,w)
: 0 ≤ v,w ≤ 1} de´signe un pont Brownien bivarie´. A la suite de (4.13), nous
de´finissons un pont Brownien re´duit
{
B[0](v,w) : 0 ≤ v,w ≤ 1
}
en posant
(4.40) B(v,w) = B[0](v,w) + wB(v, 1) + vB(1, w).
Dans l’esprit de (3.58) et (3.59), nous posons, pour chaque N ≥ 1,
(4.41) J ′N :=
∫ 1
0
∫ 1/N
0
q
(m)
3 (1− v) q(m)2 (1− w) B(v,w) dv dw,
et
(4.42) L′N :=
∫ 1/N
0
q
(m)
2 (1− w) B(1, w) dw dw.
Lemme 4.4. Nous avons, lorsque N →∞,
(4.43)
∣∣J ′N ∣∣ = OP
(
1√
N
)
et
∣∣L′N ∣∣ = OP
(
1√
N
)
.
De´monstration. Nous observons tout d’abord, par l’interme´diaire de (4.40),
que, pour 0 ≤ w ≤ 1,
∫ 1
0
q
(m)
3 (1− v) q(m)2 (1− w) B(v, w) dv = q(m)2 (1− w)
∫ 1
0
q
(m)
3 (1− v) B(v, w) dv
= q
(m)
2 (1− w)
{∫ 1
0
q
(m)
3 (1 − v) B[0](v, w) dv +B(1, w)
∫ 1
0
v q
(m)
3 (1− v) dv
+w
∫ 1
0
q
(m)
3 (1− v) B(v, 1) dv
}
.
En faisant le changement de variable v −→ 1− v et en posant v = G(m)3 (x)
et q
(m)
3 (v) dv = dx, on obtient, pour 0 ≤ w ≤ 1, l’e´galite´
∫ 1
0
q
(m)
3 (1−v)B[0](v, w) dv =
∫ 1
0
q
(m)
3 (v)B[0](1−v, w) dv =
∫ 1
0
B[0](1−G(m)3 (x), w) dx.
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Observons que
{
B[0](v,w) : 0 ≤ v,w ≤ 1
} d
=
{
B[0](1 − v,w) : 0 ≤ v,w ≤ 1
}
.
De plus, en faisant usage de (4.22), avec F = G
(m)
3 qui est la f.r. d’une
loi βm,m de variance σ
2
G
(m)
3
=
1
4(2m+ 1)
, nous voyons que le processus
{B0(w) : 0 ≤ w ≤ 1} de´fini en posant, pour 0 ≤ w ≤ 1,
(4.44)
1
2
√
2m+ 1
B0(w) =
∫ 1
0
q
(m)
3 (1− v) B[0](v, w) dv =
∫ 1
0
B[0](G
(m)
3 (x), w) dx
est un pont Brownien. De meˆme, en faisant un changement de variable
v −→ 1 − v et en posant v = G(m)3 (x) et q(m)3 (v) dv = dx, on obtient
l’e´galite´
∫ 1
0
q
(m)
3 (1−v)B(v, 1) dv =
∫ 1
0
q
(m)
3 (v)B(1−v, 1) dv =
∫ 1
0
B(1−G(m)3 (x), 1) dx.
Observons que
{B(v, 1) : 0 ≤ v ≤ 1} d= {B(1− v, 1) : 0 ≤ v ≤ 1} .
De plus, en faisant usage de (4.14), avec F = G
(m)
3 qui est la f.r. d’une loi
βm,m de variance σ
2
G
(m)
3
=
1
4(2m+ 1)
, on obtient,
∫ 1
0
q
(m)
3 (1− v) B(v, 1) dv
d
=
∫ 1
0
B(G
(m)
3 (x), 1) dx
d
= N
(
0,
1
4(2m+ 1)
)
.
Une application du lemme 4.1, montre que les ponts Browniens {B0(w) :
0 ≤ w ≤ 1} et {B1(w) := B(1, w) : 0 ≤ w ≤ 1} dans (4.40) et (4.44) ainsi
que la variable Z de´finie par
1
2
√
2m+ 1
Z :=
∫ 1
0
q
(m)
3 (1− v) B(v, 1) dv d= N
(
0,
1
4(2m+ 1)
)
sont mutuellement inde´pendantes. Ceci avec (3.53) aussi montre que le pro-
cessus {B3(w) : 0 ≤ w ≤ 1} , de´fini par l’identite´, pour 0 ≤ w ≤ 1,√
m+ 1
2(2m + 1)
B3(w) =
1
2
√
2m+ 1
B0(w) +
1
2
B1(w),
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est un pont brownien inde´pendant de Z
d
= N(0, 1). Par tout cela, nous avons
l’e´galite´
∫ 1
0
q
(m)
3 (1− v) q(m)2 (1 − w) B(v, w) dv = q(m)2 (1− w)
{√
m+ 1
2(2m+ 1)
B3(w)
+
1
2
√
2m+ 1
w Z
}
.
En faisant usage du the´ore`me de Fubini, nous de´duisons de ce dernier re´sultat
que
J ′N =
∫ 1/N
0
{∫ 1
0
q
(m)
3 (1− v) q(m)2 (1−w) B(v,w) dv
}
dw(4.45)
=
√
m+ 1
2(2m + 1)
∫ 1/N
0
q
(m)
2 (1− w) B3(w) dw
+
Z
2
√
2m+ 1
∫ 1/N
0
w q
(m)
2 (1− w) dw =: J ′N ;1 + J ′N ;2.
Par (3.20), nous voyons que w q
(m)
2 (1−w)→ 1, lorsque w ↓ 0. Donc, lorsque
w ↓ 0,
J ′N ;2 =
Z
2
√
2m+ 1
∫ 1/N
0
w q
(m)
2 (1− w) dw = (1 + o(1))
Z
2N
√
2m+ 1
(4.46)
= OP
(
1
N
)
.
En se rappelant de (4.42) et (4.45), nous voyons e´galement que
(4.47) J ′N;1 =
√
m+ 1
2(2m+ 1)
∫ 1/N
0
q
(m)
2 (1− w) B3(w) dw d=
√
m+ 1
2(2m + 1)
L
′
N = N(0, σ
2
N),
ou` nous utilisons le changement de variables (w, v) = (s/N, t/N) pour e´crire
N σ2N = N E


(√
m+ 1
2(2m+ 1)
∫ 1/N
0
q
(m)
2 (1− w) B3(w) dw
)2

=
N(m+ 1)
2(2m+ 1)
∫ 1/N
0
∫ 1/N
0
(w ∧ v − wv) q(m)2 (1 − w) q(m)2 (1− v) dw dv
=
N(m+ 1)
2(2m+ 1)
∫ 1
0
∫ 1
0
(
s ∧ t
st
− 1
N
){
s
N
q
(m)
2
(
1− s
N
) t
N
q
(m)
2
(
1− t
N
)}
ds dt.
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En utilisant a` nouveau le fait que, par (3.20), w q
(m)
2 (1 − w) → 1, lorsque
w ↓ 0, nous de´duisons de cette dernie`re e´galite´ que, lorsque N →∞,
N σ2N =
m+ 1
2(2m+ 1)
∫ 1
0
∫ 1
0
s ∧ t
st
ds dt− 1 + o(1)
N
m+ 1
2(2m + 1)
.
Un calcul facile montre que
∫ 1
0
∫ 1
0
s ∧ t
st
ds dt =
∫ 1
0
{
1
t
∫ t
0
ds+
∫ 1
t
ds
s
}
dt
=
∫ 1
0
{1− log t} dt = 1− [t log t− t]10 = 2.
Ceci, aussi, montre que N σ2N →
m+ 1
2m+ 1
, lorsque N → ∞. En se rap-
pelant de (4.45), (4.46) et (4.47), nous de´duisons facilement (4.43) de cette
proprie´te´.
4.5 Approximations fortes
Le fait suivant est une version du the´ore`me 2.3 de Castelle et Laurent-Bonvalot[3]
(voir par exemple Tusna´dy[29], et le the´ore`me 1.1 de Castelle[4]). Posons
log+ v = log(v ∨ e), pour v ∈ R, et posons ||f || = sup
z∈A
|f(z)| , pour la
norme-sup d’une fonction f borne´e, de´finie sur A .
Fait 2. Sur un espace de probabilite´ convenable (Ω,A,P), il est possible de
construire une suite de vecteurs ale´atoires {(Vk,N ,Wk,N) : 0 ≤ k ≤ N, N ≥ 1}
uniforme´ment distribue´s sur [0, 1]2 et une suite de ponts Browniens bivarie´s
{BN (v,w) : 0 ≤ v,w ≤ 1} telle que la proprie´te´ suivante soit ve´rifie´e. Pour
des constantes approprie´es a > 0, b > 0 et c > 0, nous avons, pour tout
x ≥ 0 et N ≥ 1,
(4.48) P
(
||αN −BN || ≥
log+N
(
a log+N + x
)
√
N
)
≤ b e−cx.
Comme une conse´quence e´vidente de (4.48), nous avons, lorsque N →∞,
(4.49) ||αN −BN || = OP
(
(logN)2√
N
)
.
Compte tenu de (4.25), (4.26) et (4.27), nous allons examiner ci-dessous, les
processus de´finis par
(4.50) BN (v) = BN (v, 1) = −B∗N (1− v, 1) = −B∗[1];N(1− v),
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pour 0 ≤ v ≤ 1, ou`
B∗N (1− v, 1− w) = BN (v,w) −BN (v, 1) −BN (1, w),(4.51)
B∗[0];N (v,w) = B
∗
N (v,w) − vB∗N (1, w) − wB∗N (v, 1),(4.52)
B∗[1];N (v) = B
∗
N (v, 1) et B
∗
[2];N(w) = B
∗
N (1, w),(4.53)
pour 0 ≤ v,w ≤ 1.
Le fait suivant est un cas particulier des principes d’invariance forts de Komlo´s,
Major et Tusna´dy[21, 22] pour les sommes partielles. Nous nous re´fe´rons au
lemme A1 de Berkes et Philipp[1] pour des re´sultats qui nous permettent de
combiner ces constructions sur le meˆme espace de probabilite´.
Fait 3. Sur un espace de probabilite´ (Ω,A,P), soit {γi,n : 1 ≤ i ≤ n} qui
de´signe une suite de v.a. de loi Γ(m, 1), γi,n
d
= Γ(m, 1) avec E (γi,n) = m
et Var (γi,n) = m telle que, pour chaque n ≥ 1, γ1,n, . . . , γn,n sont
inde´pendantes. Alors sur une version convenablement e´largie de (Ω,A,P),
il est possible de de´finir une suite {Wn(t) : t ≥ 0, n ≥ 1} de processus de
Wiener, telle que, pour chaque n ≥ 1 et x ≥ 0,
(4.54) P
(
max
1≤j≤n
∣∣∣∣∣
j∑
i=1
γi,n − jm−
√
m Wn(j)
∣∣∣∣∣ ≥ x+A log n
)
≤ B e−cx,
ou` A > 0, B > 0 et C > 0 sont des constantes universelles.
Une conse´quence facile du fait 3 est que nous pouvons poser
(4.55)
1√
n
n∑
i=1
(γi,n −m)− n−1/2
√
m Wn(n) = OP
(
logn√
n
)
, lorsque n→∞.
4.6 Preuve du the´ore`me 3.1
Nous avons maintenant en main tous les ingre´dients ne´cessaires a` la preuve du
the´ore`me 3.1. Nous posons (Ω,A,P) et BN (., .) comme dans le fait 2. Nous
posons de plus BN (.), B
∗
N (., .), B
∗
[0];N (., .), B
∗
[1];N (.) et B
∗
[2];N(.) de´finis
comme dans (4.50)−(4.53). Compte tenu de (4.25), (4.26) et (4.27), nous
posons de plus,
φN :=
√
2(2m+ 1)
m
∫ ∫
[0,1]2
q
(m)
3 (1− v) q(m)2 (1− w) B∗[0];N (v, w) dv dw(4.56)
et ψN =
1√
2m
∫ 1
0
q
(m)
2 (1− w) B∗[2];N (w) dw.(4.57)
Comme suit facilement de (4.49), nous avons, lorsque N →∞,
||αN ;1 −BN || = sup
0≤v≤1
|αN ;1(v, 1) −BN (v, 1)|(4.58)
≤ ||αN −BN || = OP
(
(logN)2√
N
)
,
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qui est (3.42). Les arguments ci-dessous, capture´s dans la proposition suivante
comple`tent la preuve du the´ore`me 3.1.
Proposition 4.4. Sous la notation ci-dessus, nous avons, lorsque N →∞,
(4.59)
∣∣∣∣∣(N + 1)1/2∆N − φN
√
2m
2m+ 1
+ 4m
∫ 1
0
BN (G
(m)
3 (x)) dx
∣∣∣∣∣ = OP
(
(logN)3
N1/2
)
,
(4.60) et
∣∣∣(N + 1)1/2 ΘN − ψN√2m∣∣∣ = OP
(
(logN)3
N1/2
)
,
ou`, pour chaque N ≥ 1, le pont Brownien {BN (v) : 0 ≤ v ≤ 1} et les v.a.
φN
d
= N(0, 1) et ψN
d
= N(0, 1) sont inde´pendants.
De´monstration. Nous de´duisons de (3.46) et (4.28) que
AN : =
∣∣∣∣∣(N + 1)1/2∆N −
∫ ∫
[0,1]2
(
2 Q
(m)
3 (v) − 1
)
Q
(m)
2 (w) BN (dv, dw)
∣∣∣∣∣
=
∣∣∣∣∣(N + 1)1/2∆N − 2
∫ ∫
[0,1]2
q
(m)
3 (1 − v) q(m)2 (1− w) B∗N (v, w) dv dw
+
∫ 1
0
q
(m)
2 (1− w) B∗N (1, w) dw
∣∣∣∣
=
∣∣∣∣∣2
∫ ∫
[0,1]2
q
(m)
3 (1− v) q(m)2 (1− w) {α∗N (v, w) −B∗N (v, w)} dv dw
−
∫ 1
0
q
(m)
2 (1− w) {α∗N (1, w)−B∗N (1, w)} dw
∣∣∣∣ .
Compte tenu de (3.12), (3.13), que v 7→ q(m)3 (1 − v) est borne´e sur (0, 1)
et que plus ∀ v ∈ (0, 1), 0 < q(m)3 (1 − v) < 1 et en faisant usage de (4.49)
et (4.58), nous de´duisons de cette expression et de l’ine´galite´ triangulaire que
AN ≤3
{∫ 1
1/N
q
(m)
2 (1− w) dw
}
||α∗N −B∗N ||
+ 2
∣∣∣∣∣
∫ 1
0
q
(m)
3 (1− v)
{∫ 1/N
0
q
(m)
2 (1− w) α∗N (v,w) dw
}
dv
∣∣∣∣∣
+ 2
∣∣∣∣∣
∫ 1
0
q
(m)
3 (1− v)
{∫ 1/N
0
q
(m)
2 (1− w) B∗N (v,w) dw
}
dv
∣∣∣∣∣
+
∣∣∣∣∣
∫ 1/N
0
q
(m)
2 (1− w) α∗N (1, w) dw
∣∣∣∣∣
+
∣∣∣∣∣
∫ 1/N
0
q
(m)
2 (1− w) B∗N (1, w) dw
∣∣∣∣∣ .
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En combinant (3.24) et (4.58), nous voyons que, lorsque N →∞,
3
{∫ 1
1/N
q
(m)
2 (1− w) dw
}
||α∗N −B∗N ||(4.61)
= 3 Q
(m)
2
(
1− 1
N
)
||α∗N −B∗N || = OP
(
(logN)3
N1/2
)
.
Compte tenu de (3.58), (3.64), (3.59), (3.68), (4.41), (4.42) et (4.43), nous
voyons que, pour chaque ε > 0, lorsque N →∞,
2
∣∣∣∣∣
∫ 1
0
q
(m)
3 (1− v)
{∫ 1/N
0
q
(m)
2 (1−w) α∗N (v, w) dw
}
dv
∣∣∣∣∣ = OP
(
(logN)1+ε
N1/2
)
,(4.62)
∣∣∣∣∣
∫ 1/N
0
q
(m)
2 (1− w) α∗N (1, w) dw
∣∣∣∣∣ = OP
(
(logN)1+ε
N1/2
)
,
2
∣∣∣∣∣
∫ 1
0
q
(m)
3 (1− v)
{∫ 1/N
0
q
(m)
2 (1−w) B∗N(v, w) dw
}
dv
∣∣∣∣∣ = OP
(
1
N1/2
)
(4.63)
et∣∣∣∣∣
∫ 1/N
0
q
(m)
2 (1− w) B∗N (1, w) dw
∣∣∣∣∣ = OP
(
1
N1/2
)
.
En posant ε = 1 dans les ine´galite´s ci-dessus, nous concluons que, lorsque
N →∞,
AN = OP
(
(logN)3
N1/2
)
,
qui est (4.59). Ensuite, nous faisons usage de la proposition 4.3 pour re´e´crire
la de´claration ci-dessus en
AN =
∣∣∣∣∣(N + 1)1/2∆N − 2
∫ ∫
[0,1]2
q
(m)
3 (1− v) q(m)2 (1 − w) B∗[0];N (v, w) dv dw
−4m
∫ 1
0
q
(m)
3 (1− v) B∗[1];N (v) dv
∣∣∣∣
=
∣∣∣∣∣(N + 1)1/2∆N − φN
√
2m
2m+ 1
+ 4m
∫ 1
0
BN (G
(m)
3 (x)) dx
∣∣∣∣∣ = OP
(
(logN)3
N1/2
)
,
lorsque N → ∞. Par des arguments similaires, nous de´duisons de (3.47)
et (4.29) que, lorsque N →∞,
CN : =
∣∣∣∣∣(N + 1)1/2 ΘN −
∫ ∫
[0,1]2
Q
(m)
2 (w) BN(dv,dw)
∣∣∣∣∣
=
∣∣∣∣
∫ 1
0
q
(m)
2 (1−w) {α∗N (1, w)−B∗N (1, w)} dw
∣∣∣∣
≤
{∫ 1
1/N
q
(m)
2 (1− w) dw
}
||α∗N −B∗N ||+
∣∣∣∣∣
∫ 1/N
0
q
(m)
2 (1− w) α∗N (1, w) dw
∣∣∣∣∣
+
∣∣∣∣∣
∫ 1/N
0
q
(m)
2 (1− w) B∗N (1, w) dw
∣∣∣∣∣ .
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Compte tenu de (4.61), (4.62) et (4.63), nous de´duisons de cette dernie`re re-
lation que, lorsque N →∞,
CN = OP
(
(logN)3
N1/2
)
.
Ceci combine´ a` (4.57) et (4.29) dans la proposition 4.3, implique que, lorsque
N →∞,
CN =
∣∣∣∣(N + 1)1/2 ΘN −
∫ 1
0
q
(m)
2 (1− w) B∗[2];N (w) dw
∣∣∣∣
=
∣∣∣(N + 1)1/2 ΘN − ψN√2m∣∣∣ = OP
(
(logN)3
N1/2
)
,
qui est (4.60). Une application de la proposition 4.3 montre que φN
d
= N(0, 1),
ψN
d
= N(0, 1) et {BN (v) : 0 ≤ v ≤ 1} sont inde´pendants. Ceci comple`te la
preuve de la proposition 4.4.
5 Rapports d’espacements
5.1 Faits de base
Ci-dessous, nous supposons que FX(t) = FY (t) = t, pour 0 ≤ t ≤ 1, et
soit, pour 0 ≤ k ≤ N, S(m)k,N ;X et S(m)k,N ;Y connu comme dans (1.2). Dans
toute la suite, nous allons conside´rer que dans (1.2), pour tout 0 ≤ k ≤ N,
ik,n1 = i0,n1 + km, et jk,n2 = j0,n2 + km, ou` i0,n1 = j0,n2 = 0, et allons
donc travailler avec les paires de m-espacements disjoints, S
(m)
k,N ;X et S
(m)
k,N ;Y ,
de´finies de la fac¸on suivante.
S
(m)
k,N ;X = D
(m)
ik,n1 ,n1;X
= X(k+1)m,n1 −Xkm,n1 et
S
(m)
k,N ;Y = D
(m)
jk,n2 ,n2;Y
= Y(k+1)m,n2 − Ykm,n2 , pour k = 0, . . . , N.
Nous ferons usage du fait suivant qui est une conse´quence du the´ore`me de
repre´sentation des 1-espacements uniformes (voir par exemple, Pyke[25]). Rap-
pelons les de´finitions (3.40) et (3.41) de ∆N et ΘN . Posons, pour tout
entier m fixe´ tel que 1 ≤ m < n1 ∧ n2, N1 = ⌊(n1 + 1)/m⌋ − 1 et
N2 = ⌊(n2 + 1)/m⌋ − 1 comme dans (1.1) et posons aussi P = P (N) et
Q = Q(N) comme dans (1.3).
Fait 4. Pour chaque 1 ≤ N < N1 ∧N2, il existe deux suites inde´pendantes
{ζℓ,N : ℓ ≥ 1} et {ξℓ,n : ℓ ≥ 1} de v.a. exponentiellement distribue´es avec une
moyenne 1, telles que les relations suivantes soient ve´rifie´es. Posons
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TN ;X =
N∑
k=0
(k+1)m∑
ℓ=km+1
ζℓ,N =
N∑
k=0
Zk,N =
N + 1
2
{ΘN + 2m+∆N} ,(5.1)
RN ;X =
N+P∑
k=N+1
(k+1)m∑
ℓ=km+1
ζℓ,N =
N+P∑
k=N+1
Zk,N ,
TN ;Y =
N∑
k=0
(k+1)m∑
ℓ=km+1
ξℓ,N =
N∑
k=0
Z ′k,N =
N + 1
2
{ΘN + 2m−∆N} ,(5.2)
RN ;Y =
N+Q∑
k=N+1
(k+1)m∑
ℓ=km+1
ξℓ,N =
N+Q∑
k=N+1
Z ′k,N ,
ou`, pour tout k ≥ 0, Zk,N =
(k+1)m∑
ℓ=km+1
ζℓ,N et Z
′
k,N =
(k+1)m∑
ℓ=km+1
ξℓ,N sont comme
dans (3.1).
Nous avons, pour tout k = 0, . . . , N,
S
(m)
k,N ;X
d
=
(k+1)m∑
ℓ=km+1
ζℓ,n
TN ;X +RN ;X
d
=
Zk,N
TN ;X +RN ;X et(5.3)
S
(m)
k,N ;Y
d
=
(k+1)m∑
ℓ=km+1
ξℓ,n
TN ;Y +RN ;Y
d
=
Z ′k,N
TN ;Y +RN ;Y .
Compte tenu de (1.5) et en faisant usage du fait 4, nous observons que les
e´galite´s d’e´ve´nements suivantes sont ve´rifie´es. Posons, pour tout t ∈ [0, 1],
τN (t) =
{
1 +
(
1
t
− 1
) {TN ;Y +RN ;Y } /(N +Q+ 1)
{TN ;X +RN ;X} /(N + P + 1)
}−1
.
En se rappelant des de´finitions (3.28) et (3.30), de respectivement Rk,N et
Vk,N , nous voyons que, pour tout 0 ≤ k ≤ N, et pour tout t ∈ [0, 1],
{
Rk;n1,n2 ≤ t
}
=


(N + P + 1) S
(m)
k,N;X
(N + P + 1) S
(m)
k,N;X + (N +Q + 1) S
(m)
k,N;Y
≤ t

(5.4)
=


S
(m)
k,N;Y
S
(m)
k,N;X
≥
(
1
t
− 1
)
N + P + 1
N +Q+ 1


=
{
Z′k,N
Zk,N
≥
(
1
t
− 1
) {TN;Y +RN;Y } /(N +Q+ 1){TN;X +RN;X} /(N + P + 1)
}
=
{
Z′k,N
Zk,N
≥ 1
τN (t)
− 1
}
=
{
Zk,N
Zk,N + Z
′
k,N
≤ τN (t)
}
=
{
Rk,N ≤ τN (t)
}
=
{
G
(m)
3 (Rk,N ) ≤ G(m)3 (τN (t))
}
=
{
Vk,N ≤ G(m)3 (τN (t))
}
.
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Rappelons les de´finitions (1.6) et (1.9) de HN ;n1,n2(.) et γN ;n1,n2(.). Compte
tenu de (3.35), (3.36) et (3.38), nous de´duisons de (5.4) que, pour tout t ∈
[0, 1],
γN ;n1,n2(t) = (N + 1)
1/2 (HN ;n1,n2(t)−Hm(t))(5.5)
= (N + 1)
1/2
(
UN (G
(m)
3 (τN (t)), 1)−Hm(t)
)
= αN ;1(G
(m)
3 (τN (t))) + (N + 1)
1/2
(
G
(m)
3 (τN (t))−Hm(t)
)
= αN ;1(G
(m)
3 (τN (t))) + (N + 1)
1/2
(
G
(m)
3 (τN (t))−G(m)3 (t)
)
,
puisque, pour tout t ∈ R,
Hm(t) = G
(m)
3 (t).
Lemme 5.1. Nous avons, uniforme´ment en t ∈ [0, 1], et lorsque N →∞,
γN;n1,n2(t) = αN;1(G
(m)
3 (τN (t))) +
(2m− 1)!
((m− 1)!)2 (t(1− t))
m−1 (N + 1)1/2 (τN (t)− t)(5.6)
+OP
(
1√
N
)
.
Posons, pour tout N ≥ 1,
QN = {TN ;Y +RN ;Y } /(N +Q+ 1){TN ;X +RN ;X} /(N + P + 1) − 1.
Observons que
(5.7) τN (t)− t = −t(1− t) QN {1 + (1− t)QN}−1 .
Posons, de plus
(5.8) DN = QN +
1
2m
{
N + 1
N + P + 1
+
N + 1
N +Q+ 1
}
∆N +
1
2m
{
N + 1
N + P + 1
− N + 1
N +Q + 1
}
ΘN .
Lemme 5.2. Supposons que 0 ≤ c ≤ d ≤ ∞. Alors, lorsque N →∞,
(5.9)
(√
N + 1 ∆N ,
√
N + 1 ΘN ,
√
N + 1 DN
)
d−→
(√
2m X ,
√
2m Y, σ1(c, d) Z
)
,
ou` X d= N(0, 1), Y d= N(0, 1), Z d= N(0, 1) sont inde´pendantes et
(5.10) σ21(c, d) =


1
m
{
c
(1 + c)2
+
d
(1 + d)2
}
si 0 ≤ c ≤ d <∞
1
m
c
(1 + c)2
si 0 ≤ c < d =∞
0 si c = d =∞
.
De plus, nous avons, lorsque N →∞,
(5.11) (N + 1)1/2QN d−→ N
(
0, σ22(c, d)
)
,
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ou`
(5.12) σ22(c, d) =


1
m
{
1
1 + c
+
1
1 + d
}
si 0 ≤ c ≤ d <∞
1
m
1
1 + c
si 0 ≤ c < d =∞
0 si c = d =∞
.
De´monstration. Nous supposerons ci-dessous que (1.4) est ve´rifie´ avec
0 < c, d < ∞. La preuve du lemme dans les autres cas e´tant tre`s similaire,
sera omise. Posons
TN ;X = m(N + 1) + η′N
√
N + 1, RN ;X = m P + η′′N
√
P(5.13)
TN ;Y = m(N + 1) + v′N
√
N + 1, RN ;Y = m Q+ v′′N
√
Q.(5.14)
Compte tenu de (5.1)−(5.2) et (5.13)−(5.14), nous notons que pour un usage
ulte´rieur,
(5.15) (N + 1)1/2 ∆N = η
′
N − v′N et (N + 1)1/2 ΘN = η′N + v′N .
Or, de (5.1) et (5.13), on a,
m(N + 1) + η′N
√
N + 1 =
N∑
k=0
Zk,N et m P + η
′′
N
√
P =
N+P∑
k=N+1
Zk,N
i.e,
η′N =
√
N + 1
(
1
N + 1
N∑
k=0
Zk,N −m
)
et η′′N =
√
P
(
1
P
N+P∑
k=N+1
Zk,N −m
)
.
De meˆme, de (5.2) et (5.14), on a,
m(N + 1) + v′N
√
N + 1 =
N∑
k=0
Z ′k,N et m Q+ v
′′
N
√
Q =
N+Q∑
k=N+1
Z ′k,N
i.e,
v′N =
√
N + 1
(
1
N + 1
N∑
k=0
Z ′k,N −m
)
et v′′N =
√
Q
(
1
Q
N+Q∑
k=N+1
Z ′k,N −m
)
.
Donc, on a, lorsque N →∞, la normalite´ asymptotique jointe suivante,
(5.16)


η′N
η′′N
v′N
v′′N

 d−→ N




0
0
0
0

 ,Σ

 ,
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ou`
(5.17) Σ =


A E F G
E B H I
F H C J
G I J D

 ,
avec
A = lim
N→∞
Var
{
1√
N + 1
(
N∑
k=0
Zk,N −m(N + 1)
)}
,
B = lim
N→∞
Var
{
1√
P
(
N+P∑
k=N+1
Zk,N −m P
)}
,
C = lim
N→∞
Var
{
1√
N + 1
(
N∑
k=0
Z ′k,N −m(N + 1)
)}
,
D = lim
N→∞
Var
{
1√
Q
(
N+Q∑
k=N+1
Z ′k,N −m Q
)}
,
E = lim
N→∞
Cov
{
1√
N + 1
(
N∑
k=0
Zk,N −m(N + 1)
)
,
1√
P
(
N+P∑
k=N+1
Zk,N −m P
)}
F = lim
N→∞
Cov
{
1√
N + 1
(
N∑
k=0
Zk,N −m(N + 1)
)
,
1√
N + 1
(
N∑
k=0
Z ′k,N −m (N + 1)
)}
,
G = lim
N→∞
Cov
{
1√
N + 1
(
N∑
k=0
Zk,N −m(N + 1)
)
,
1√
Q
(
N+Q∑
k=N+1
Z ′k,N −m Q
)}
,
H = lim
N→∞
Cov
{
1√
P
(
N+P∑
k=N+1
Zk,N −m P
)
,
1√
N + 1
(
N∑
k=0
Z ′k,N −m(N + 1)
)}
,
I = lim
N→∞
Cov
{
1√
P
(
N+P∑
k=N+1
Zk,N −m P
)
,
1√
Q
(
N+Q∑
k=N+1
Z ′k,N −m Q
)}
et
J = lim
N→∞
Cov
{
1√
N + 1
(
N∑
k=0
Z ′k,N −m(N + 1)
)
,
1√
Q
(
N+Q∑
k=N+1
Z ′k,N −m Q
)}
.
Or
(5.18) A = lim
N→∞
{
1
N + 1
N∑
k=0
Var(Z0,N )
}
= Var(Z0,N ) = m,
(5.19) B = lim
N→∞
{
1
P
N+P∑
k=N+1
Var(Z0,N )
}
= Var(Z0,N ) = m,
de meˆme, on a,
(5.20) C = D = m.
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De plus, comme les suites de v.a. {Zk,N : k ≥ 0} et
{
Z ′k,N : k ≥ 0
}
sont
inde´pendantes, on a,
(5.21) E = F = G = H = I = J = 0.
Et donc, de (5.19)−(5.21), on en de´duit que,
Σ = m


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 .(5.22)
D’ou`, de (5.16) et (5.22), on en de´duit que, lorsque N →∞,

η′N
η′′N
v′N
v′′N

 d−→ N




0
0
0
0

 ,m


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1



 .(5.23)
Par suite, on en de´duit que, lorsque N →∞,
(5.24)
(
η′N , η
′′
N , v
′
N , v
′′
N
) d−→ (η′, η′′, v′, v′′) ,
ou` η′, η′′, v′, v′′ de´signent des v.a. inde´pendantes de loi N(0,m). Nous
obtenons donc que, lorsque N →∞,
QN =
{
m+
v′N
√
N + 1 + v′′N
√
Q
N +Q+ 1
}{
m+
η′N
√
N + 1 + η′′N
√
P
N + P + 1
}−1
− 1
=
{
m+
v′N
√
N + 1 + v′′N
√
Q
N +Q+ 1
}{
1
m
− 1
m2
η′N
√
N + 1 + η′′N
√
P
N + P + 1
}
− 1
= 1− 1
m
η′N
√
N + 1 + η′′N
√
P
N + P + 1
+
1
m
v′N
√
N + 1 + v′′N
√
Q
N +Q+ 1
− 1
m2
(
v′N
√
N + 1 + v′′N
√
Q
N +Q+ 1
)(
η′N
√
N + 1 + η′′N
√
P
N + P + 1
)
− 1
= − 1
m
η′N
√
N + 1 + η′′N
√
P
N + P + 1
+
1
m
v′N
√
N + 1 + v′′N
√
Q
N +Q+ 1
− 1
m2
v′Nη
′
N (N + 1)
(N +Q+ 1)(N + P + 1)
− 1
m2
v′Nη
′′
N
√
N + 1
√
P
(N +Q+ 1)(N + P + 1)
− 1
m2
v′′Nη
′
N
√
Q
√
N + 1
(N +Q+ 1)(N + P + 1)
− 1
m2
v′′Nη
′′
N
√
Q
√
P
(N +Q+ 1)(N + P + 1)
.
D’apre`s (5.24), on a, lorsque N →∞, η′N d−→ η′, η′′N d−→ η′′, v′N d−→ v′,
v′′N
d−→ v′′, et donc, on a, lorsque N →∞,
(5.25) η′N = η
′′
N = v
′
N = v
′′
N = OP(1).
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D’ou`, on a, lorsque N →∞,
QN = − 1
m
η′N
√
N + 1 + η′′N
√
P
N + P + 1
+
1
m
v′N
√
N + 1 + v′′N
√
Q
N +Q+ 1
+OP
(
N + 1
(N +Q+ 1)(N + P + 1)
)
+OP
( √
N + 1
√
P
(N +Q+ 1)(N + P + 1)
)
+OP
( √
Q
√
N + 1
(N +Q+ 1)(N + P + 1)
)
+OP
( √
Q
√
P
(N +Q+ 1)(N + P + 1)
)
.
Or, d’apre`s (1.3), on a, P = P (N) = N1−N ≥ 0 et Q = Q(N) = N2−N ≥ 0,
donc, on a, lorsque N →∞,
QN = − 1
m
η′N
√
N + 1 + η′′N
√
P
N + P + 1
+
1
m
v′N
√
N + 1 + v′′N
√
Q
N +Q+ 1
+OP
(
N1 − P + 1
(N1 − P +Q+ 1)(N1 + 1)
)
+OP
( √
N1 − P + 1
√
N1 −N
(N1 +Q− P + 1)(N1 + 1)
)
+OP
( √
N2 −N
√
N2 −Q+ 1
(N2 + 1)(N2 + P −Q+ 1)
)
+OP
(√
N2 −N
√
N1 −N
(N1 + 1)(N2 + 1)
)
= − 1
m
η′N
√
N + 1 + η′′N
√
P
N + P + 1
+
1
m
v′N
√
N + 1 + v′′N
√
Q
N +Q+ 1
+OP
(
1
N1 + 1
)
+OP
(
1
N2 + 1
)
= − 1
m
η′N
√
N + 1 + η′′N
√
P
N + P + 1
+
1
m
v′N
√
N + 1 + v′′N
√
Q
N +Q+ 1
+OP
(
1
N + P + 1
)
+OP
(
1
N +Q+ 1
)
.
Or, ∀ N ≥ 1, on a, les ine´galite´s suivantes,
1√
N + P + 1
≤
√
N + 1 +
√
P
N + P + 1
≤
√
3√
N + P + 1
(5.26)
et
1√
N +Q+ 1
≤
√
N + 1 +
√
Q
N +Q+ 1
≤
√
3√
N +Q+ 1
,
donc, d’apre`s (5.25) et (5.26), on en de´duit que, lorsque N →∞,
QN = 1
m
v′N
√
N + 1 + v′′N
√
Q
N +Q+ 1
− 1
m
η′N
√
N + 1 + η′′N
√
P
N + P + 1
(5.27)
+OP
(
1
N + P + 1
)
+OP
(
1
N +Q+ 1
)
= OP
(
1√
N + P + 1
)
+OP
(
1√
N +Q+ 1
)
= OP
(
1√
N + 1
)
P−→ 0.
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Or, d’apre`s (5.23), on a, ∀ w1, w2, w3, w4 ∈ R, et lorsque N →∞,
ϕη′
N
, η′′
N
, v′
N
, v′′
N
(w1, w2, w3, w4) = E
(
ei w1 η
′
N + i w2 η
′′
N + i w3 v
′
N + i w4 v
′′
N
)
−→ ϕ(w1, w2, w3, w4) = exp
[
−1
2
{
m
(
w21 + w
2
2 + w
2
3 + w
2
4
)}]
.
Donc, en posant w1 = − 1
m
N + 1
N + P + 1
w1, w2 = − 1
m
√
(N + 1)P
N + P + 1
w1,
w3 =
1
m
N + 1
N +Q+ 1
w1 et w4 =
1
m
√
(N + 1)Q
N +Q+ 1
w1, on a, pour tout w1 ∈ R,
et lorsque N →∞,
ϕ{
1
m
√
N + 1
(
v′N
√
N + 1 + v′′N
√
Q
N +Q+ 1
− η
′
N
√
N + 1 + η′′N
√
P
N + P + 1
)}(w1)
−→ ϕ
(
− 1
m
N + 1
N + P + 1
w1, − 1
m
√
(N + 1)P
N + P + 1
w1,
1
m
N + 1
N +Q+ 1
w1,
1
m
√
(N + 1)Q
N +Q+ 1
w1
)
= exp
(
−1
2
[
m.
1
m2
lim
N→∞
{
(N + 1)2 + (N + 1)P
(N + P + 1)2
+
(N + 1)2 + (N + 1)Q
(N +Q+ 1)2
}]
w
2
1
)
= exp
(
−1
2
σ
2
2(c, d) w
2
1
)
.
Donc, on en de´duit que, lorsque N →∞,
(5.28)
√
N + 1 QN d−→ N(0, σ22(c, d)),
ou` nous faisons usage de (1.4) pour e´crire,
σ22(c, d) =
1
m
lim
N→∞
{
(N + 1)2 + (N + 1)P
(N + 1 + P )2
+
(N + 1)2 + (N + 1)Q
(N + 1 +Q)2
}
=
1
m
lim
N→∞


1 +
P
N + 1
1 + 2
P
N + 1
+
(
P
N + 1
)2 + 1 +
Q
N + 1
1 + 2
Q
N + 1
+
(
Q
N + 1
)2


=
1
m
{
1
1 + c
+
1
1 + d
}
.
Nous obtenons ainsi (5.11) et (5.12).
Pour comple´ter notre preuve, nous combinons (5.8) avec (5.15) et (5.27). Nous
obtenons que,
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(N + 1)1/2DN(5.29)
= (N + 1)1/2QN + 1
2m
{
N + 1
N + P + 1
+
N + 1
N +Q+ 1
}
(N + 1)1/2∆N
+
1
2m
{
N + 1
N + P + 1
− N + 1
N +Q+ 1
}
(N + 1)1/2ΘN
= (N + 1)1/2QN + 1
2m
{
N + 1
N + P + 1
+
N + 1
N +Q+ 1
}(
η
′
N − v′N
)
+
1
2m
{
N + 1
N + P + 1
− N + 1
N +Q+ 1
}(
η
′
N + v
′
N
)
=
1
m
v′′N
√
(N + 1)Q
N +Q+ 1
− 1
m
η′′N
√
(N + 1)P
N + P + 1
+OP
(
1√
N + P + 1
)
+OP
(
1√
N +Q+ 1
)
d−→ N (0, σ21(c, d)) ,
ou` compte tenu de (5.23),
σ
2
1(c, d) = lim
N→∞
{
m.
1
m2
(
(N + 1)Q
(N + 1 +Q)2
+
(N + 1)P
(N + 1 + P )2
)}
(5.30)
=
1
m
lim
N→∞
{
(N + 1)Q
(N + 1 +Q)2
+
(N + 1)P
(N + 1 + P )2
}
=
1
m
lim
N→∞


Q
N + 1
1 + 2
Q
N + 1
+
(
Q
N + 1
)2 +
P
N + 1
1 + 2
P
N + 1
+
(
P
N + 1
)2


=
1
m
{
d
(1 + d)2
+
c
(1 + c)2
}
,
ce qui donne (5.10).
En faisant usage du fait 3, nous pouvons de´finir, pour chaque N ≥ 1, une v.a.
θ′N
d
= N(0, 1), inde´pendante de {ζℓ,N : ℓ ≥ 1} telle que, lorsque N →∞,
(5.31)
1
m
η′′N
√
(N + 1)P
N + P + 1
− 1√
m
√
(N + 1)P
N + P + 1
θ′N = OP
(√
N + 1 log P
N + P + 1
)
.
De meˆme, en faisant usage du fait 3, nous pouvons de´finir, pour chaque N ≥ 1,
une v.a. θ′′N
d
= N(0, 1), inde´pendante de {ξℓ,N : ℓ ≥ 1} telle que, lorsque
N →∞,
(5.32)
1
m
v′′N
√
(N + 1)Q
N +Q+ 1
− 1√
m
√
(N + 1)Q
N +Q+ 1
θ′′N = OP
(√
N + 1 logQ
N +Q+ 1
)
.
Donc d’apre`s (5.31) et (5.32), nous pouvons de´finir pour chaque N ≥ 1, une
v.a. θN
d
= N(0, 1), inde´pendante de {ζℓ,N : ℓ ≥ 1} et {ξℓ,N : ℓ ≥ 1} (et
donc, de ∆N , ΘN , φN et ψN , comme de´fini dans la proposition 4.4), telle
que, lorsque N →∞,
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1m
v′′N
√
(N + 1)Q
N +Q+ 1
− 1
m
η′′N
√
(N + 1)P
N + P + 1
−
{
1
m
(
(N + 1)P
(N + P + 1)2
(5.33)
+
(N + 1)Q
(N +Q+ 1)2
)}1/2
θN
= OP
(√
N + 1 logP
N + P + 1
)
+OP
(√
N + 1 logQ
N +Q+ 1
)
= OP
(√
N1 − P + 1 log(N1 −N)
N1 + 1
)
+OP
(√
N2 −Q+ 1 log(N2 −N)
N2 + 1
)
= OP
(
log(N1 + 1)√
N1 + 1
)
+OP
(
log(N2 + 1)√
N2 + 1
)
= OP
(
log(N + P + 1)√
N + P + 1
)
+OP
(
log(N +Q+ 1)√
N +Q+ 1
)
= OP
(
logN√
N
)
.
De´monstration du lemme 5.1. Faisons un de´veloppement limite´ de Taylor
a` l’ordre 2, de l’expression G
(m)
3 (τN (t)) − G(m)3 (t) dans (5.5). On a, uni-
forme´ment en t ∈ [0, 1], et lorsque N →∞,
G
(m)
3 (τN (t))−G(m)3 (t)(5.34)
= (τN (t)− t)G′(m)3 (t) +
(τN (t)− t)2
2
G
′′(m)
3 (t) +O
[
(τN (t)− t)2
]
=
(2m− 1)!
((m− 1)!)2 (t(1− t))
m−1 (τN (t)− t)
+
(2m− 1)!
2(m− 2)!(m− 1)! (1− 2t) (t(1− t))
m−2(τN (t)− t)2
+O
[
(τN (t)− t)2
]
.
Or, en se rappelant de (5.7) et (5.34), on a, lorsque N →∞,
sup
0≤t≤1
|τN (t)− t| ≤ 1
4
|QN | {1− |QN |}−1 = OP
(
1√
N + 1
)
.
D’ou`, on a, uniforme´ment en t ∈ [0, 1], et lorsque N →∞,
(5.35) τN (t)− t = OP
(
1√
N + 1
)
.
Donc, de (5.34), (5.35) et comme la fonction t 7→ (1 − 2t) (t(1 − t))m−2 est
borne´e sur [0, 1], on en de´duit que, l’on a, uniforme´ment en t ∈ [0, 1], et
lorsque N →∞,
(5.36) G
(m)
3 (τN(t))−G(m)3 (t) =
(2m− 1)!
((m− 1)!)2 (t(1− t))
m−1 (τN (t)− t) +OP
(
1
N + 1
)
.
D’ou`, de (5.5) et (5.36), on en de´duit (5.6), ce qui ache`ve la de´monstration du
lemme 5.1.
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Lemme 5.3. Nous avons, lorsque N →∞,
(5.37) sup
0 ≤ t ≤ 1
∣∣∣(N + 1)1/2 (τN (t)− t) + t(1− t) (N + 1)1/2QN ∣∣∣ = OP
(
1√
N
)
.
De´monstration. En se rappelant de l’expression (5.7) de τN (t) − t et en
faisant un D.L. a` l’ordre 2 de τN (t)− t, on a, uniforme´ment en t ∈ [0, 1], et
lorsque N →∞,
(N + 1)1/2 (τN (t)− t)
= − (N + 1)1/2 t(1− t)QN . 1
1 + (1− t)QN
= −t(1− t)(N + 1)1/2QN (1− (1− t)QN )
= −t(1− t)(N + 1)1/2QN + t(1− t)2 (N + 1)1/2Q2N .
Or, d’apre`s (5.11), on a, lorsque N →∞, (N + 1)1/2QN = OP(1), de plus
t 7→ t(1− t)2 est borne´e sur [0, 1], donc, on a, lorsque N →∞,
(N + 1)1/2 (τN (t)− t) = −t(1− t)(N + 1)1/2QN +OP
(
(N + 1)1/2Q2N
)
.
Et donc, on en de´duit que, lorsque N →∞,
sup
0≤t≤1
∣∣∣(N + 1)1/2 (τN (t)− t) + t(1− t)(N + 1)1/2QN ∣∣∣
= OP
(
(N + 1)1/2Q2N
)
= OP
(
1√
N
)
,
ce qui ache`ve la de´monstration du lemme 5.3.
Le fait suivant est une conse´quence directe du the´ore`me 1.2 de Deheuvels et
Einmahl[13] (voir aussi Stute[27] et le the´ore`me 3.1 de Deheuvels et Mason[14],
pour les versions ante´rieures et les variantes de ce re´sultat).
Fait 5. Soit {hN : N ≥ 1} une suite de constantes positives telle que, lorsque
N →∞,
hN →∞, N hN
logN
→∞ et log(1/hN )
log logN
→∞.
Alors, nous avons, lorsque N →∞,
(5.38) {2 hN log(1/hN )}−1/2 sup
0 ≤ t, s ≤ 1
|t− s| ≤ hN
|αN ;1(t)− αN ;1(s)| P−→ 1.
Lemme 5.4. Nous avons, lorsque N →∞,
(5.39) sup
0 ≤ t ≤ 1
∣∣∣αN;1 (G(m)3 (τN(t)))− αN;1 (G(m)3 (t))∣∣∣ = OP (N−1/4(log(N))1/2) .
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De´monstration. D’apre`s (5.35) et (5.36), et comme t 7→ (2m− 1)!
((m− 1)!)2 (t(1− t))
m−1
est borne´e sur [0, 1], on a, uniforme´ment en t ∈ [0, 1], et lorsque N →∞,
G
(m)
3 (τN (t))−G(m)3 (t) = OP
(
1√
N
)
.
D’ou`, on en de´duit, que lorsque N →∞, on a,
sup
0 ≤ t ≤ 1
∣∣∣G(m)3 (τN (t))−G(m)3 (t)∣∣∣ = OP
(
1√
N
)
.
Par conse´quent, ∀ ε > 0, ∃ Cε <∞, tel que
lim sup
N →∞
P
[
sup
0 ≤ t ≤ 1
∣∣∣G(m)3 (τN (t))−G(m)3 (t)∣∣∣ ≥ Cε√
N
]
< ε.
Donc, avec une probabilite´ supe´rieure ou e´gale a` 1 − ε, on a, a` partir d’un
certain rang,
sup
0 ≤ t ≤ 1
∣∣∣G(m)3 (τN (t))−G(m)3 (t)∣∣∣ ≤ Cε√
N
.
D’ou`, pour tout t ∈ [0, 1], on a,∣∣∣G(m)3 (τN (t))−G(m)3 (t)∣∣∣ ≤ Cε√
N
.
Posons, pour tout N ≥ 1, hN = Cε√
N
. On constate que, lorsque N →∞,
hN ↓ 0, N hN
logN
→∞ et log(1/hN )
log logN
→∞.
Donc, hN ve´rifie les conditions du fait 5 applique´ au processus empirique
uniforme αN ;1. On a, donc, lorsque N →∞,{
2 Cε N
−1/2 log
(
N1/2C−1ε
)}−1/2
×
sup
0 ≤ t ≤ 1
G
(m)
3 (τN (t))−G(m)3 (t) ≤
Cε√
N
∣∣∣αN ;1 (G(m)3 (τN (t)))− αN ;1 (G(m)3 (t))∣∣∣ = OP(1),
i.e,{√
Cε N
−1/4 (logN)1/2
}−1
×
sup
0 ≤ t ≤ 1
G
(m)
3 (τN (t))−G(m)3 (t) ≤
Cε√
N
∣∣∣αN ;1 (G(m)3 (τN (t)))− αN ;1 (G(m)3 (t))∣∣∣ = OP(1).
D’ou`, on en de´duit (5.39), ce qui ache`ve la de´monstration du lemme 5.4.
56
Proposition 5.1. Sur un espace (Ω,A,P) de probabilite´ convenable, il existe
une suite {BN (.) : N ≥ 1} de ponts Browniens, et des suites {φN , ψN , θN :
N ≥ 1} de variables ale´atoires normales N(0, 1), tels que, pour chaque N ≥ 1,
{BN (v) : 0 ≤ v ≤ 1}, φN , ψN et θN soient inde´pendants, et ve´rifient, lorsque
N →∞,
sup
0≤t≤1
∣∣∣∣γN;n1,n2(t)−BN (Hm(t)) + (2m− 1)!((m− 1)!)2 (t(1− t))m×(5.40) [{
1
m
(
(N + 1)P
(N + 1 + P )2
+
(N + 1)Q
(N + 1 +Q)2
)}1/2
θN
− 1
2m
{
N + 1
N + 1 + P
+
N + 1
N + 1 +Q
}(
φN
√
2m
2m+ 1
− 4m
∫ 1
0
BN (Hm(x)) dx
)
− 1
2m
{
N + 1
N + 1 + P
− N + 1
N + 1 +Q
}
ψN
√
2m
]∣∣∣∣ = OP (N−1/4 (logN)1/2) .
De´monstration. Nous de´duisons facilement (5.40) de (5.6) dans le lemme 5.1,
de (5.39) dans le lemme 5.4, de (5.37) dans le lemme 5.3, des 1re et 4e parties
de (5.29) dans la de´monstration du lemme 5.2 et de (5.33), en combinaison
avec (3.42), (3.43) et (3.44) dans le the´ore`me 3.1.
5.2 Preuve du the´ore`me 1.2
D’apre`s (5.40), nous avons, lorsque N →∞,
sup
0≤t≤1
∣∣∣∣γN;n1,n2(t)−BN (Hm(t)) + (2m− 1)!((m− 1)!)2 (t(1− t))m×[{
1
m
(
(N + 1)P
(N + 1 + P )2
+
(N + 1)Q
(N + 1 +Q)2
)}1/2
θN
− 1
2m
{
N + 1
N + 1 + P
+
N + 1
N + 1 +Q
}(
φN
√
2m
2m+ 1
− 4m
∫ 1
0
BN (Hm(x)) dx
)
− 1
2m
{
N + 1
N + 1 + P
− N + 1
N + 1 +Q
}
ψN
√
2m
]∣∣∣∣ = OP (N−1/4 (logN)1/2) .
Maintenant, nous avons les identite´s en loi suivantes. En se rappelant de la
de´finition (1.7) de Hm et en posant {B(t) : 0 ≤ t ≤ 1} qui de´signe un pont
Brownien, φ, ψ, et θ, qui de´signent des variables ale´atoires normales
N(0, 1) tels que, {B(t) : 0 ≤ t ≤ 1} , φ, ψ, et θ soient inde´pendants, nous
avons,
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YN (t) := BN (Hm(t))− (2m− 1)!
((m− 1)!)2 (t(1− t))
m×
[{
1
m
(
(N + 1)P
(N + 1 + P )2
+
(N + 1)Q
(N + 1 +Q)2
)}1/2
θN
− 1
2m
{
N + 1
N + 1 + P
+
N + 1
N + 1 +Q
}
×
(
φN
√
2m
2m+ 1
− 4m
∫ 1
0
BN (Hm(x)) dx
)
− 1
2m
{
N + 1
N + 1 + P
− N + 1
N + 1 +Q
}
ψN
√
2m
]
d
= B (Hm(t))− 4(2m+ 1) (2m− 1)!
2m ((m− 1)!)2 (t(1− t))
m
×
{
m
2m + 1
[
N + 1
N + 1 + P
+
N + 1
N + 1 +Q
]}∫ 1
0
B(Hm(x)) dx
+
(2m− 1)!
2m ((m− 1)!)2 (t(1− t))
m
[{
N + 1
N + 1 + P
+
N + 1
N + 1 +Q
}
× φ
√
2m
2m+ 1
+
{
N + 1
N + 1 + P
− N + 1
N + 1 +Q
}
ψ
√
2m
−
{
(N + 1)P
(N + 1 + P )2
+
(N + 1)Q
(N + 1 +Q)2
}1/2
θ 2
√
m
]
= (B ◦Hm)

m
2m + 1
[
N + 1
N + 1 + P
+
N + 1
N + 1 +Q
]

(t) + Ψ(t)Y,
ou` (B ◦Hm)C(·) est comme dans (2.20), Ψ(t) = (2m− 1)!
2m ((m− 1)!)2 (t(1− t))
m
et σ2X = σ
2
B◦Hm =
1
4(2m+ 1)
sont comme dans (2.16) et (2.17), et
Y
d
= N
(
0,
2m
2m+ 1
{
N + 1
N + 1 + P
+
N + 1
N + 1 +Q
}2
+ 2m
{
N + 1
N + 1 + P
− N + 1
N + 1 +Q
}2
+4m
{
(N + 1)P
(N + 1 + P )2
+
(N + 1)Q
(N + 1 +Q)2
})
est inde´pendant de (B ◦ Hm)(.). Maintenant, nous appliquons (2.12), pris
avec
C =
m
2m+ 1
{
N + 1
N + 1 + P
+
N + 1
N + 1 +Q
}
, σ
2 =
2m
2m+ 1
{
N + 1
N + 1 + P
+
N + 1
N + 1 +Q
}2
+ 2m
{
N + 1
N + 1 + P
− N + 1
N + 1 +Q
}2
+ 4m
{
(N + 1)P
(N + 1 + P )2
+
(N + 1)Q
(N + 1 +Q)2
}
, X = B ◦Hm
et σ2X =
1
4(2m+ 1)
.
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Il est facile de montrer que
(1− C)2 + σ2σ2X =
(
1− m
2m+ 1
{
N + 1
N + 1 + P
+
N + 1
N + 1 +Q
})2
+
m
2(2m+ 1)2
{
N + 1
N + 1 + P
+
N + 1
N + 1 +Q
}2
+
m
2(2m+ 1)
{
N + 1
N + 1 + P
− N + 1
N + 1 +Q
}2
+
m
2m+ 1
{
(N + 1)P
(N + 1 + P )2
+
(N + 1)Q
(N + 1 +Q)2
}
= 1− m
2m+ 1
{
N + 1
N + 1 + P
+
N + 1
N + 1 +Q
}
:= RN,m.
En se rappelant de (2.5) et (2.8), nous obtenons aussi que
YN (·) = (B ◦Hm)

m
2m+ 1
[
N + 1
N + 1 + P
+
N + 1
N + 1 +Q
]

(·) + Ψ(·)Y
d
= (B ◦Hm){1±√RN,m}(·) = J{1±√RN,m}B ◦Hm(·).
Ceci montre que les suites de processus
{B+N (t) : 0 ≤ t ≤ 1} et{B−N (t) : 0 ≤ t ≤ 1} , N = 1, 2, . . . , de´finies en posant
B+N ◦Hm(·) = J{RN,m+√RN,m
RN,m
}YN (·) = J−1{1+√RN,m}YN (·)(5.41)
d
= J−1{1+√RN,m} ◦ J{1+
√
RN,m}B ◦Hm(·) = B ◦Hm(·),
B−N ◦Hm(·) = J{RN,m−√RN,m
RN,m
}YN (·) = J−1{1−√RN,m}YN (·)(5.42)
d
= J−1{1−√RN,m} ◦ J{1−
√
RN,m}B ◦Hm(·) = B ◦Hm(·),
sont toutes les deux des ponts Browniens qui ve´rifient les identite´s
(5.43) YN = J{1+√RN,m}B
+
N ◦Hm = J{1−√RN,m}B
−
N ◦Hm,
ensemble avec
(5.44)B+N ◦Hm = J{RN,m+√RN,m
RN,m
} ◦ J{1−√RN,m}B−N ◦Hm = J2 B−N ◦Hm,
et
(5.45)B−N ◦Hm = J{RN,m−√RN,m
RN,m
} ◦ J{1+√RN,m}B+N ◦Hm = J2 B+N ◦Hm.
Ceci suffit pour (1.18), (1.19) et (1.20) et comple`te la preuve du the´ore`me 1.2.
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5.3 Preuve du the´ore`me 1.1
La preuve est essentiellement similaire a` celle du the´ore`me 1.2. Soit (1.4) ve´rifie´
avec c = d = 0. Une application de (5.40) montre que, lorsque N →∞,
sup
0≤t≤1
∣∣∣∣γN ;n1,n2(t)−BN (Hm(t)) + (2m− 1)!((m− 1)!)2 (t(1− t))m×(5.46) {
4
∫ 1
0
BN (Hm(x)) dx− 1
m
φN
√
2m
2m+ 1
}∣∣∣∣∣ = oP(1).
Par commodite´, nous re´e´crivons le processus gaussien approchant γN ;n1,n2(.)
dans (5.46) en
BN (Hm(t))− 4(2m+ 1) (2m− 1)!
2m ((m− 1)!)2 (t(1− t))
m
{
2m
2m+ 1
}
×
∫ 1
0
BN (Hm(x)) dx+
(2m− 1)!
2m ((m− 1)!)2 (t(1− t))
m
{
2φN
√
2m
2m+ 1
}
.
Nous appliquons donc (2.12) pris avec
C =
2m
2m+ 1
, σ2 =
8m
2m+ 1
, X = B ◦Hm et σ2X =
1
4(2m + 1)
.
Des calculs de routine montrent que
(1−C)2 + σ2σ2X = 1−
2m
2m+ 1
=
1
2m+ 1
.
E´tant donne´ ce fait, nous faisons usage de (5.46) et comple´tons la preuve du
the´ore`me 1.1 en suivant mot a` mot les arguments utilise´s pour la preuve juste
donne´e du the´ore`me 1.2.
5.4 Preuve du the´ore`me 1.3
Soient, pour k = 0, . . . , N, S
(m)
k,N ;X et S
(m)
k,N ;Y qui de´signent les paires de m-
espacements uniformes disjoints sur (0, 1), engendre´es par des suites inde´pendantes
de v.a. i.i.d. de loi uniforme sur (0, 1) de´finies comme dans (1.2), et posons
P = P (N) et Q = Q(N) comme dans (1.3). Il est facile de montrer que,
sous les hypothe`ses du the´ore`me 1.3, nous avons, pour tout 0 ≤ k ≤ N, et
pour tout 0 ≤ t ≤ 1, l’e´galite´ d’e´ve´nements suivante,{
e(N + 1 + P ) S
(m)
k,N ;X
e(N + 1 + P ) S
(m)
k,N ;X + h(N + 1 +Q) S
(m)
k,N ;Y
≤ t
}
(5.47)
=
{
(N + 1 + P ) S
(m)
k,N ;X
(N + 1 + P ) S
(m)
k,N ;X + (N + 1 +Q) S
(m)
k,N ;Y
≤ th
th+ (1− t)e
}
.
Compte tenu de (5.47) , nous voyons que (1.21), (1.22) et (1.23) sont des
conse´quences directes de (1.17), (1.18) et (1.19).
60
Re´fe´rences
[1] I. Berkes and W. Philipp. Approximation theorems for independent and
weakly dependent random vectors. Ann. Probab., 7(1) :29–54, 1979.
[2] P. Billingsley. Convergence of probability measures. John Wiley & Sons
Inc., New York, 1968.
[3] N. Castelle. Approximation fortes pour des processus bivarie´s. Canad. J.
Math., 54(3) :533–553, 2002.
[4] N. Castelle and F. Laurent-Bonvalot. Strong approximations of bivariate
uniform empirical processes. Ann. Inst. H. Poincare´ Probab. Statist.,
34(4) :425–480, 1998.
[5] E. Csa´ki. Some notes on the law of the iterated logarithm for empirical
distribution function. In Limit theorems of probability theory (Colloq.,
Keszthely, 1974), pages 47–58. Colloq. Math. Soc. Ja´nos Bolyai, Vol. 11.
North-Holland, Amsterdam, 1975.
[6] E. Csa´ki. On the standardized empirical distribution function. In Non-
parametric statistical inference, Vol. I, II (Budapest, 1980), volume 32 of
Colloq. Math. Soc. Ja´nos Bolyai, pages 123–138. North-Holland, Amster-
dam, 1982.
[7] M. Cso¨rgo˝, S. Cso¨rgo˝, L. Horva´th, and D. Mason. Weighted empirical
and quantile processes. Ann. Probab., 14(1) :31–85, 1986.
[8] P. Deheuvels. An asymptotic decomposition for multivariate distribution-
free tests of independence. J. Multivariate Anal., 11(1) :102–113, 1981.
[9] P. Deheuvels. A Karhunen-Loe`ve expansion for a mean-centered Brow-
nian bridge. Statist. Probab. Lett., 77(12) :1190–1200, 2007.
[10] P. Deheuvels and G. Derzko. A Glivenko-Cantelli-type theorem for
the spacings-ratio empirical distribution functions. Ann. I.S.U.P., 52(1-
2) :25–38, 2008.
[11] P. Deheuvels and G. Derzko. Spacings-ratio empirical processes. Period.
Math. Hungar., 61(1-2) :121–164, 2010.
[12] P. Deheuvels and L. Devroye. Strong laws for the maximal k-spacing
when k ≤ c log n. Z. Wahrsch. Verw. Gebiete, 66(3) :315–334, 1984.
[13] P. Deheuvels and J.H.J. Einmahl. Functional limit laws for the increments
of Kaplan-Meier product-limit processes and applications. Ann. Probab.,
28(3) :1301–1335, 2000.
[14] P. Deheuvels and D.M. Mason. Functional laws of the iterated logarithm
for the increments of empirical and quantile processes. Ann. Probab.,
20(3) :1248–1287, 1992.
[15] P. Deheuvels, G. Peccati, and M. Yor. On quadratic functionals of
the Brownian sheet and related processes. Stochastic Process. Appl.,
116(3) :493–538, 2006.
61
[16] C. Donati-Martin and M. Yor. Fubini’s theorem for double Wiener in-
tegrals and the variance of the Brownian path. Ann. Inst. H. Poincare´
Probab. Statist., 27(2) :181–200, 1991.
[17] C. Donati-Martin and M. Yor. Some Brownian functionals and their laws.
Ann. Probab., 25(3) :1011–1058, 1997.
[18] J.H. Einmahl and D.M. Mason. Bounds for weighted multivariate empi-
rical distribution functions. Z. Wahrsch. Verw. Gebiete, 70(4) :563–571,
1985.
[19] I.G. Gradshteyn and I.M. Ryzhik. Table of integrals, series, and products.
Elsevier/Academic Press, Amsterdam, seventh edition, 2007. Translated
from the Russian, Translation edited and with a preface by Alan Jeffrey
and Daniel Zwillinger, With one CD-ROM (Windows, Macintosh and
UNIX).
[20] M. Je´re´mie. Principe d’invariance pour le processus empirique des rap-
ports de m-espacements et lois limites des statistiques de fonctionnelles
de rapports de m-espacements. PhD thesis, Universite´ de Pierre et Marie
Curie, Paris VI, 2012.
[21] J. Komlo´s, P. Major, and G. Tusna´dy. An approximation of partial sums
of independent RV’s and the sample DF. I. Z. Wahrscheinlichkeitstheorie
und Verw. Gebiete, 32 :111–131, 1975.
[22] J. Komlo´s, P. Major, and G. Tusna´dy. An approximation of partial sums
of independent RV’s, and the sample DF. II. Z. Wahrscheinlichkeitstheo-
rie und Verw. Gebiete, 34(1) :33–58, 1976.
[23] M.A. Lifshits. Gaussian random functions, volume 322 of Mathematics
and its Applications. Kluwer Academic Publishers, Dordrecht, 1995.
[24] D. M. Mason and G.R. Shorack. Necessary and sufficient conditions for
asymptotic normality of trimmed L-statistics. J. Statist. Plann. Inference,
25(2) :111–139, 1990.
[25] R. Pyke. Spacings. (With discussion.). J. Roy. Statist. Soc. Ser. B,
27 :395–449, 1965.
[26] G.R. Shorack and J.A. Wellner. Empirical processes with applications
to statistics. Wiley Series in Probability and Mathematical Statistics :
Probability and Mathematical Statistics. John Wiley & Sons Inc., New
York, 1986.
[27] W. Stute. The oscillation behavior of empirical processes. Ann. Probab.,
10(1) :86–107, 1982.
[28] Michel Talagrand. Regularity of Gaussian processes. Acta Math., 159(1-
2) :99–149, 1987.
[29] G. Tusna´dy. A remark on the approximation of the sample DF in the
multidimensional case. Period. Math. Hungar., 8(1) :53–55, 1977.
62
