

































j,k=1 denote a Hermitian random matrix with entries
Xjk, which are independent for 1 ≤ j ≤ k ≤ n. We consider the rate
of convergence of the empirical spectral distribution function of the
matrix X to the semi-circular law assuming that EXjk = 0, EX
2
jk = 1
and that the distributions of the matrix elements Xjk have a uniform
sub exponential decay in the sense that there exists a constant κ > 0
such that for any 1 ≤ j ≤ k ≤ n and any t ≥ 1 we have
Pr{|Xjk| > t} ≤ A exp{−tκ}.
By means of a recursion argument it is shown that the Kolmogorov
distance between the empirical spectral distribution of the Wigner ma-
trix W = 1√
n
X and the semicircular law is of order
O(n−1 logb n) with some positive constant b > 0.
1 Introduction
Consider a family X = {Xjk}, 1 ≤ j ≤ k ≤ n, of independent real random
variables defined on some probability space (Ω,M,Pr), for any n ≥ 1. As-
sume that Xjk = Xkj, for 1 ≤ k < j ≤ n, and introduce the symmetric
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X11 X12 · · · X1n





Xn1 Xn2 · · · Xnn
 .
The matrix W has a random spectrum {λ1, . . . , λn} and an associated
spectral distribution function Fn(x) = 1n card {j ≤ n : λj ≤ x}, x ∈
R. Averaging over the random values Xij(ω), define the expected (non-
random) empirical distribution functions Fn(x) = EFn(x). Let G(x) de-




4− x2I[−2,2](x), where I[a,b](x) denotes the indicator–function of the in-
terval [a, b]. We shall study the rate of convergence of Fn(x) to the semi-
circular law under the condition
Pr{|Xjk| > t} ≤ A exp{−tκ}, (1.1)
for some κ > 0, A > 0 and for any t ≥ 1. The rate of convergence to the
semi-circular law has been studied by several authors. We proved in [11] that
the Kolmogorov distance between Fn(x) and the distribution function G(x),
∆∗n := supx |Fn(x) − G(x)| is of order OP (n−
1
2 ) (i.e. n
1
2∆∗n is bounded in
probability). Bai [1] and Girko [8] showed that ∆n := supx |Fn(x)−G(x)| =
O(n−
1





3 ) assuming a Poincare´ inequality for the distribution of the
matrix elements. For the Gaussian Unitary Ensemble respectively for the
Gaussian Orthogonal Ensemble, see [10] respectively [15], it has been shown
that ∆n = O(n
−1). Denote by γn1 ≤ . . . ≤ γnn, the quantiles of G, i.e.
G(γnj) =
j
n . We introduce the notation llogn := log log n. Erdo¨s, Yau and
Yin [14] showed, for matrices with elements Xjk which have a uniformly sub
exponential decay, i.e. condition (1.1) holds, the following result
Pr
{
∃ j : |λj − γnj | ≥ (log n)C llogn
[







≤ C exp{−(log n)c llogn},
(1.2)






|Fn(x)−G(x)| ≤ Cn−1(log n)C llogn
}
≥ 1− C exp{−(log n)c llogn}.
(1.3)
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From the last inequality it is follows that E∆∗n ≤ Cn−1(log n)C llogn . In this
paper we derive some improvement of the result (1.3) (reducing the power
of logarithm) using arguments similar to those used in [14] and provide a
self-contained proof based on recursion methods developed in the papers
of Go¨tze and Tikhomirov [11], [9] and [16]. It follows from the results of
Gustavsson [12] the best possible bound in the Gaussian case for the rate
of convergence in probability is O(n−1
√
log n). For any positive constants
α > 0 and κ > 0, define the quantities
ln,α := log n(log log n)




The main result of this paper is the following
Theorem 1.1. Let EXjk = 0, EX
2
jk = 1. Assume that there exists a
constant κ > 0 such that inequality (1.1) holds, for any 1 ≤ j ≤ k ≤ n and
any t ≥ 1. Then, for any positive α > 0 there exist positive constants C and





|Fn(x)−G(x)| > n−1β4n lnn
}
≤ C exp{−cln,α}. (1.5)
Remark 1.2. Inequality (1.5) implies that
Pr
{
∃ j ∈ [cβ4n, n − cβ4n] : |λj − γnj | ≥ Cβ4n
[







≤ C exp{−(log n)c llogn}.
(1.6)
For a proof of this remark see the Appendix, Subsection 9.1.
The Remark shows the rigidity of eigenvalues except for the edges k ≤
Cβ4n or k ≥ n− Cβ4n. (Compare with (1.2)).
We apply the result of Theorem 1.1 to study the eigenvectors of the
matrix W. Let uj = (uj1, . . . , ujn)
T be eigenvectors of the matrix W corre-
sponding to the eigenvalues λj, j = 1, . . . , n. We prove the following result.
Theorem 1.3. Under the conditions of Theorem 1.1, for any positive α > 0,





















∣∣∣∣∣ > β2n√n} ≤ C exp{−cln,α}. (1.8)
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2 Bounds for the Kolmogorov distance between
distribution functions via Stieltjes transforms
To bound the error ∆∗n we shall use an approach developed in previous work
of the authors, see [11].
We modify the bound of the Kolmogorov distance between an arbitrary
distribution function and the semi-circular distribution function via their
Stieltjes transforms obtained in [11] Lemma 2.1. For x ∈ [−2, 2] define
γ(x) := 2 − |x|. Given 12 > ε > 0 introduce the interval Jε = {x ∈ [−2, 2] :






x− z dF (x).













2va ≤ ε 32 . (2.2)
If G denotes the distribution function of the standard semi-circular law, and












)− SG(u+ i v√
γ
))du
∣∣ + C1v + C2ε 32 .
Remark 2.2. For any x ∈ Jε we have γ = γ(x) ≥ ε and according to
condition (2.2), av√γ ≤ ε2 .
For a proof of this Proposition see Subsection 9.2 of the Appendix.
Lemma 2.1. Under the conditions of Proposition 2.1, for any V > v and
0 < v ≤ ε3/22a and v′ = v/
√
γ, γ = 2 − |x|, x ∈ J′ε as above, the following














(SF (x+ iu)− SG(x+ iu)) du
∣∣∣∣ .
Proof. Let x ∈ J′ε be fixed. Let γ = γ(x). Put z = u + iv′. Since v′ =
v√
γ ≤ ε2a , see (2.2), we may assume without loss of generality that v′ ≤ 4
for x ∈ J′ε. Since the functions of SF (z) and SG(z) are analytic in the upper
half-plane, it is enough to use Cauchy’s theorem. We can write for x ∈ J′ε∫ x
−∞






By Cauchy’s integral formula, we have∫ x
−L
(SF (z)− SG(z))du =
∫ x
−L








(SF (x+ iu)− SG(x+ iu))du.
Denote by ξ (resp. η) a random variable with distribution function F (x)
(resp. G(x)). Then we have
|SF (−L+ iu)| =
∣∣∣∣E 1ξ + L− iu
∣∣∣∣ ≤ v′−1 Pr{|ξ| > L/2}+ 2L,
for any v′ ≤ u ≤ V . Similarly,
|SG(−L+ iu)| ≤ v′−1 Pr{|η| > L/2} + 2
L
.
These inequalities imply that∣∣∣∣∫ V
v′
(SF (−L+ iu)− SG(−L+ iu))du
∣∣∣∣→ 0 as L→∞,
which completes the proof.
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Combining the results of Proposition 2.1 and Lemma 2.1, we get












|SF (x+ iu)− SG(x+ iu)|du,
where v′ = v√γ with γ = 2− |x| and C1, C2 > 0 denote absolute constants.
We shall apply the last inequality. We denote the Stieltjes transform of
Fn(x) by mn(z) and the Stieltjes transform of the semi-circular law by s(z).
Let R = R(z) be the resolvent matrix of W given by R = (W − zIn)−1,
for all z = u + iv with v 6= 0. Here and in what follows In denotes the
identity matrix of dimension n. Sometimes we shall omit the sub index
in the notation of an identity matrix. It is well-known that the Stieltjes
transform of the semi-circular distribution satisfies the equation
s2(z) + zs(z) + 1 = 0 (2.3)
(see, for example, equality (4.20) in [11]). Furthermore, the Stieltjes trans-











(see, for instance, equality (4.3) in [11]). The following often used inequal-
ities for Rjk(z), 1 ≤ j, k ≤ n and v > 0 follow via spectral representations
and |λj − z|−1 ≤ v−1 as well as |λj − z|−2 = v−1Im(λj − z)−1,
|Rj,k| ≤ v−1, n−1
∑
j,k
|Rj,k|2 ≤ v−1mn(z). (2.5)
3 Auxiliary Lemmas
In this Section we state several Lemmas needed for the proof of the main
results. The proof of these are given in the Appendix.
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3.1 Truncation
We consider truncated random variables X̂jl defined by
X̂jl := XjlI{|Xjl| ≤ cl
1
κ




Let F̂n(x) denote the empirical spectral distribution function of the matrix
Ŵ = 1√
n
(X̂jl) and let m̂n(z) be the corresponding Stieltjes transform. Let
σ2jk = E(X̂jk)
2. Introduce the r.v.’s X˜jk = σ
−1
jk X̂jk. Consider the matrix
W˜ = 1√
n
(X˜jk). Let m˜n(z) denote the corresponding Stieltjes transform.
Lemma 3.1. Assuming the conditions of Theorem 1.1 there exist constants
C, c > 0 such that
Pr{|mn(z)− m˜n(z)| ≥ C
n2v2
} ≤ exp{−cln,α}.





n,α, EXjl = 0 and EX
2
jk = 1, (3.2)
for some absolute constant A0 We shall omit the symbol ·̂ in the notation of
the truncated r.v.’s and corresponding characteristics of truncated matrices.
3.2 The Key Lemma
Denote by T = {1, . . . , n}. For any A ⊂ T, introduce the matrices W(A),
which are obtained from W by deleting the j-th row and the j-th column
for j ∈ A, and the corresponding resolvent matrix R(A) defined by R(A) :=
(W(A) − zIn−|A|)−1 and let m(A)n (z) := 1nTrR(A). Consider the index set
TA := {1, . . . , n} \ {A}. By M(A) we shall denote σ-algebra generated by r.
v.’s Xrq with r, q ∈ TA.











(see, for example, equality (4.6) in [11]). We may rewrite it as follows
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kl , εj4 :=
1
n
(TrR(j) − TrR). (3.4)

























































Let V0 = 4 + v0 and v0 =
c0β4n
n , where c0 ≥ 3·6
8
log 2 . Without loss of generality




, for k = 0, . . . , N = 4n2. Introduce the events, for k = 0, . . . , N ,
Ak = {ω : |mn(z)− s(z)| ≤ 1
2
, for any z = u+ iv such that v ≥ vk}.
Furthermore, let Dk, for k = 0, . . . , N , denote the events
Dk = {ω : |εj | ≤ γ0; j = 1, . . . , n; z = u+ iv : v ≥ vk},
where γ0 =
3
100 is an absolute constant.
Lemma 3.2. Assuming the conditions of Theorem 1.1 the following rela-
tions hold
Dk ∩ Ak ⊂ Ak−1, for k = 1, . . . , N. (3.8)
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Proof. For a proof of this Lemma see Subsection 9.4 of the Appendix.





Proof. Note that vN ≥ 4. We have, for z = u+ iv with v ≥ vN




Pr{AN} = 1. (3.9)
By Lemma 3.2, we have
Pr{A(c)k } ≤ Pr{(Dk+1 ∩ Ak+1)c} ≤ Pr{Dck+1 ∩Ak+1}+ Pr{Ack+1}. (3.10)
The claim of Corollary 4.2 now follows from 3.10 by induction.
In the following we shall systematically use (as above) for any n × n
matrix W together with its resolvent R, its Stieltjes transform mn etc. the
corresponding quantities W(A), R(A) and m
(A)
n for the corresponding sub
matrix with entries Xjk, j, k 6∈ A, A ⊂ T = {1, . . . , n}.
If A = ∅ we shall omit the set A as exponent index. Fix some integer L
which will be chosen later. Introduce additionally the event, for any A ⊂ T
such that |A| ≤ L,





ψ0 ≤ B0, for all z = u+ iv, v ≥ v0, (3.12)
and




v}, for z = u+ iv, u ∈ [−2, 2], v ≥ v0. (3.13)
The function ψ0 = ψ0(z) and the absolute constant B0 will be chosen later.







holds a.s. This yields, for A1 ⊂ A2,
(U (A1))c ⊂ (U (A2))c. (3.15)
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Pr{Dck ∩ Ak ∩ U} ≤ exp{−c
√
nvk/κn}.
Proof. For a proof of this Lemma see Subsection 9.5 of the Appendix.
Introduce now for z = u+ iv ∈ C+
Av = {|mn(z)− s(z)| ≤ 1
2
, for any u ∈ R}.
Applying Lemmas 3.2 and 3.4, we get
Corollary 3.5. The following inequality holds for any v ≥ v0
Pr{Acv ∩ U} ≤ exp{−C
√
nv/κn}, (3.16)
for some positive constant C > 0. There exists a constant C > 0 such that
Pr{{|Rjj | ≤ 3, for any j = 1, . . . , n} ∩ U} ≤ exp{−C
√
nv/κn}. (3.17)
Moreover, for z = u+ iv with |u| ≤ 2 and 0 < v ≤ 5, there exist a constant
δ > 0 such that
Pr{{|Rjj | ≥ δ, for any j = 1, . . . , n} ∩ U} ≤ exp{−C
√
nv/κn}. (3.18)
Proof. Let vk ≥ v ≥ vk−1. By Lemma 3.2, we have
Pr{Acv ∩ U} ≤
N∑
t=k+1






with some positive constant C ′. This inequality and Lemma 3.4 yield in-
equality (3.16).
Furthermore, we note that the events Av and Dk together imply by (9.52)
that
|Rjj(u+ iv)| ≤ 3. (3.20)
On the other hand the events Av and Dk with (3.3)imply





for |u| ≤ 2. This proves inequalities (3.17) and (3.18).
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Proof. The result follows from the inequality
Pr{Dck} ≤ Pr{Dck+1 ∩ Ak+1}+ Pr{Ack+1} (3.22)
and Lemma 3.4 for B0 =
3
2 .







Proof. The claim follows from Corollaries 3.6 and 3.3.
3.3 A Bound for
∑
l |Rjl|2




|R(A)jt |2)mI{U}|M(j,A)}, for j ∈ TA.





for some positive constant c > 0. Furthermore, introduce the event
B(A) = ∩l∈TA{C1 ≤ |R(A)ll | ≤ C2}, (3.25)
for some constants C1, C2 such that
Pr{(B(A))c ∩ U (A)} ≤ exp{−c
√
nv/κn}. (3.26)
We may apply Corollary 3.5 to the matrix W(A) to prove that such constants
exist. Note that, by definition of Φn, for 1 ≤ m ≤ C log n,
E
1
m I{(B(A))c ∩ U (A)|M(j,A)} ≤ Φn.
Lemma 3.8. Under the conditions of Theorem 1.1 there exists a constant
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Proof. Here and in what follows we shall consider the case A = ∅ only.
Otherwise consider the matrix W(A) instead of W. Applying the identity



























Inequalities (3.28) and (3.29) together imply using (3.26) as well as m =



























Xjr. Note that Y1, . . . , Yn are
independent and, by Remark 3.1, |Yr| ≤ 1, EYr = 0.
Consider the quadratic form in Y1, . . . , Yn












n. Note that f is a convex function. Let Z1, . . . , Zn
denote standard Gaussian r.v.’s. Then it follows from results of Bobkov [4],
[5] (Choquet comparison of measures), that
E
1
m |f(Y1, . . . , Yn)|m ≤ E
1




2 . Note that
f(c0Z1, . . . , c0Zn) = c
2
0f(Z1, . . . , Zn).
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For the Gaussian r.v.’s we have ([6], Theorem 3.1)
E
1













Tr |R(j)|2 ≤ v−1(Immn(z) + 1
nv
). (3.31)







































Thus Lemma 3.8 is proved.
Note that for 1 ≤ m ≤ C log n
v−1EPr
1
m{(B(A,l))c ∩ U (A,l)|M(j,A)} ≤ v−1E 1m I{(B(A,l))c ∩ U (A,l)}
≤ exp{−c
√




m{(B(A,l))c ∩ U (A,l)|M(j,A)} ≤ Φn. (3.35)
Lemma 3.9. Assuming the conditions of Theorem 1.1, there exist constants
c, C such that for any 1 ≤ m ≤ C log n and for any A, j, l such that l ∈ TA,
The rate of convergence to the semi-circular law 14



























Proof. For the proof of this Lemma see Subsection 9.6 of the Appendix.
3.4 Some Auxiliary Bounds for
∑n
j=1 εj3










































Introduce the events, for A ⊂ T such that |A| ≤ L,






F (A)l = {|ζ(A)l | ≤ (L− |A|+ 1)ρn(Imm(A,l)n )
1
2},
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Introduce the events G(j) = U (j) ∩ E(j) ∩ F (j) and G = U ∩ E ∩ F . Fur-
thermore, we introduce the random variables






















Lemma 3.10. Assuming the conditions of Theorem 1.1 and condition
Pr{(U (A))c} ≤ exp{−cln,α}, (3.39)
there exist constants c, C > 0 such that for any v ≥ v0
Pr{ζ 6= ζ̂} ≤ exp{−cln,α}. (3.40)
Proof. For the proof of this lemma see Subsection 9.7 of the Appendix.
Recall that M(A) denote the σ-algebra generated by all Xpq except the
entries Xjq and Xqj , for q = 1, . . . , n and j ∈ A, that is the rows and columns
listed in A. Note that ζ(A) is measurable w.r.t. M(A) and independent of
Xjr for j ∈ A and any r ∈ TA.
We consider the difference ζl − ζ(j)l . We shall first expand the quantity
ζl − ζ(j)l in terms of the r.v.’s Xjq, for q ∈ Tj.
Note that
ζ̂l − ζ̂(j)l = (ζl − ζ(j)l )I{G}I{G(j)} − ζ(j)l I{Gc}I{G(j)}+ ζlI{G}I{(G(j))c}
and write using R
(l)
qr −R(l,j)qr = R(l)jqR(l)jr /R(l)jj , (see as well (3.59)),




















































= ξlj + ηlj , (3.41)























Furthermore, we introduce notation
η̂lj = ηljI{G}I{G(j)}, ξ̂lj = ξljI{G}I{G(j)}, (3.43)
and
rj = −ζ(j)I{Gc}I{G(j)}+ ζI{G}I{(G(j))c}.
Then,













Note that by expansion in the lth and jth row











































































The last relation in (3.46) and the representation (3.45) together imply























|R(l)jq |2|R(l)jj |−1. (3.47)
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Lemma 3.11. Under the conditions of Theorem 1.1 there exist constants









|R(j,A)lt |2I{U (j)}+ ψ0) + Φn. (3.48)
Proof. We consider the case A = ∅ only. In general we consider W(A)
instead of W. Note that for ω /∈ U we have ξ̂(A)lj = 0. By relation (3.47),
for ω ∈ G ∩G(j) ∩B(j) ∩B(l) ∩B, (where B(A) has been defined in(3.25)), we
have





















From here, applying Rosenthal’s inequality, it follows
E
1















|R(l)jq |2)mI{U (l) ∩ B(l)}
∣∣M(j)}).









|R(j)lq |2I{U (j)}+ v−1ψ0) + Φn.
Thus Lemma 3.11 is proved.
Lemma 3.12. Under the conditions of Theorem 1.1 there exist constants












2 I{U (j)}+ ψ0
)
+Φn.
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We may write
E{|η̂lj |m
∣∣M(j)} ≤ E{|η̂lj |mI{B}∣∣M(j)}+E{|η̂lj |mI{B(c)}∣∣M(j)}. (3.49)


























m {I{Bc ∩ U}∣∣M(j)} ≤ Φn. (3.50)
Thus the Lemma is proved.
Lemma 3.13. Under the conditions of Theorem 1.1 there exists a constant







Proof. For the proof of this lemma see Subsection 9.8 of the Appendix.
We now conclude the bound of the r.h.s of (3.44).
Lemma 3.14. There exist constants c, C > 0 such that for any 1 ≤ m ≤














Proof. In order to prove this claim it is enough to sum the right hand sides
of the inequalities in Lemmas 3.11, 3.48 and 3.13 for l ∈ Tj .
We consider now the functions g(A)(s) = E exp{sζ̂(A)} and g(s) = g(∅)(s).
Lemma 3.15. There exist constants c, C > 0 such that, for s ≤ cnv/(κn log n),
g(A)(s) ≤ C |A|g(s). (3.51)
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Proof. We shall prove inequality (3.51) for |A| = 1. The general case follows
by induction. Let A = {j}. Note that
g(s) = E exp{s(ζ̂ − ζ̂(j))} exp{ζ̂(j)} = E(E{exp{s(ζ̂ − ζ̂(j))}∣∣M(j)}) exp{ζ̂(j)}.
Applying Jensen’s inequality, we get
g(s) ≥ E
(
exp{sE{ζ̂ − ζ̂(j)∣∣M(j)}} exp{ζ̂(j)}). (3.52)
By Lemma 3.14, we have

















Note that for any r.v.’s a, b such that ab = 0, we have exp{a+b} = exp{a}+
exp{b} − 1. Since I{(G(j))c}ζ̂(j) = 0, we get












From here it follows that







exp{−Φn} ≥ exp{−c0}I{Φn ≤ c0}
and, for 0 < s ≤ Cnv/κn,
exp{−sκn
nv
} exp{−Φn} ≥ exp{−c1}I{Φn ≤ c0}.
Combining these bounds with inequality (3.52) and inequality (3.38), we
get, for 0 ≤ s ≤ c′nv/(κn log n),
g(s) ≥ exp{−c1}EI{Φn ≤ c0} exp{ζ̂j} (3.56)
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It is easy to see that
EI{Φn > c0} ≤ exp{−C
√
nv/κn/ log n}. (3.57)




}EI{Φn > c0} ≤ exp{−cln,α}. (3.58)
Without loss of generality we may assume that g(s) ≤ 1. From here it
follows that for 0 ≤ s ≤ cnv/(κn log n)
E exp{ζ̂j} ≤ Cg(s).
The last bound completes the proof. Thus Lemma 3.15 is proved.
3.5 Some additional bounds











lj − η(A,t)lj ,
where t ∈ TA, j ∈ TA,t, and l ∈ TA,t,j. For p 6= r ∈ TA,q and q ∈ TA we have
R(A)qr −R(A,t)qr = R(A)qt R(A)rt (R(A)tt )−1, (3.59)
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Lemma 3.16. Assuming the conditions of Theorem 1.1, there exist con-

























Proof. For the proof of this lemma see Subsection 9.9 of the Appendix.
Corollary 3.17. Assuming conditions of Theorem 1.1, there exist constants



























Similar to Lemma 3.16 we get
Lemma 3.18. Assuming the conditions of Theorem 1.1, there exist con-















Proof. For the proof of this Lemma see Subsection 9.10 of the Appendix.
Corollary 3.19. Assuming conditions of Theorem 1.1, there exist constants


































The rate of convergence to the semi-circular law 22
4 Bounds for the Laplace transform of ζ̂
Let g(s) = E exp{sζ̂}. Let
E1 = E ∩ U . (4.1)
In this Section we prove the crucial result for the proof of Theorem 1.1.
Proposition 4.1. Assuming the conditions of Theorem 1.1 and
EI{Ec1} ≤ exp{−cln,α}, (4.2)
there exist constants C1, C2, c > 0 depending on κ and A only such that for
0 ≤ s ≤ cnv/(κn log n),







Proof. Consider the derivative of g(s):





We continue with equality (4.4). Let k = c log n, where the constant c will
be chosen later.





























∣∣M(j)} = E{ζjI{G}∣∣M(j)} = −E{ζjI{(Gc)}∣∣M(j)}.
We use that
I{Gc} ≤ I{(G(j))c}+ I{(Gc)}I{G(j)}.






















∣∣M(j)})I{(G(j))c} exp{sζ̂(j)} = E|ζj|I{(G(j))c}
≤ E 12 |ζj |2E
1
2 I{(G(j))c}. (4.7)
We use here that I{(G(j))c} exp{ζ̂(j)} = I{(G(j))c}. Note that, for v ≥ v0,
E|ζj|2 ≤ n−1v−1E Imm(j)n (z) ≤ C. (4.8)
The inequalities (4.7) and (4.8) together imply
E(E{|ζj|I{(G(j))c}
∣∣M(j)}) exp{sζ̂(j)} ≤ exp{−cln,α}g(s). (4.9)
Furthermore, applying Cauchy’s inequality, we get
E{|ζj |I{Gc}I{G(j)}|M(j)} ≤ E 12 {|ζj |2|M(j)}E 12{I{Gc}I{G(j)}|M(j)}. (4.10)
According to Remark 9.2 we have
E{I{(Gc)}I{G(j)}|M(j)} ≤ exp{−cln,α}+Φn. (4.11)









For any A ⊂ T and for j /∈ A, we have











l − ζ̂(A,j)l ).




































lj I{G(A)}I{G(A,j)}, ξ̂(A)lj = ξ(A)lj I{G(A)}I{G(A,j)}.
We may write now
ζ̂
(A)






l I{(GA,j))c} − ζ̂(A,j)l I{(GA))c}.
We represent ζ̂(A) − ζ̂(A,j) in the form






































Using these notations we may write






















θµljl,j0 exp{ζ̂(j0)} =: V1ν + V2ν .
(4.18)
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Lemma 4.1. Assuming the conditions of Theorem 1.1 there exist constants













































































|R(j0)jl,t |2I{U (j0)}+ ψ0) + Φn}).














For s ≤ c′nv/(κn log n), we get, for some constants c′, C > 0
EQj0 exp{sζ̂(j0)} ≤ Ctκtng(s).
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Thus Lemma 4.1 is proved.
Corollary 4.2. Assuming the conditions of Theorem 1.1, there exist con-











Proof. Note that we may chose a constant c > 0 depending on C > 0 defined
in Lemma 4.1 such that
Csκn log n
nv

















Thus Corollary 4.2 is proved.
Lemma 4.3. Assuming the conditions of Theorem 1.1 there exist constants












E|ζ̂j0 ||ζ̂ − ζ̂(j0 |k+1 exp{sζ̂(j0)}.
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Thus Lemma 4.3 is proved.
Inequalities (4.13), (4.24) and (4.25) together imply,
for 0 ≤ s ≤ cnv/κn




























We represent V1,ν1 in the form





















Pj0,jν1 = (exp{s(ζ̂(j0) − ζ̂(j0,jν1))} − 1). (4.26)
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We bound W2,ν1 repeating the arguments of Step 1. First we represent





































Similar to formula (4.18) we represent
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Analogously to inequality (4.25), we get
|W2,ν1,k−ν1+1| ≤
s









Consider now the bound for W1,ν1 . We introduce the notation
∆ζj0,jν1 = ζ̂j0 − ζ̂
(jν1)
j0
















































Lemma 4.4. Assuming the conditions of Theorem 1.1, there exist constants
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× (exp{ζ̂(j0,jν1)} − exp{ζ̂(j0,jν1 , jν2)}).
We shall again continue to expandQ until we get k factors in the expectation.









for 0 ≤ s ≤ cnv/(κn log n) with some positive constant c > 0. It implies
that




for 0 ≤ s ≤ cnv/(κn log n).
Thus Proposition 4.1 is proved.
5 Large deviations













εji, for i = 1, . . . , 4,
and start from δn1.
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Lemma 5.1. There exist constants c and C depending on κ and α such
that










By Remark 3.1, |Xjj | ≤ Cl
1
κ
n,α. Applying McDiarmid’s inequality, we get
Pr{|δn1| > n−1βn} ≤ exp{−cln,α}.
Thus, Lemma 5.1 is proved.




Proof. The proof follows from the inequality ψ0 ≥ c
√
v and Lemma 5.1.








(X2jl − 1)R(j)ll . (5.2)
We prove the following Lemma
Lemma 5.3. Let v0 =
c0β4n
n with some numerical constant c0 ≥ 1. Under
the conditions of Theorem 1.1 there exist constants c and C, depending on






} ≤ C exp{−cln,α}. (5.3)
Proof. Introduce the random variables ξjl = X
2
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We may represent
δn2 = δ̂n2 + δ˜n2 + δn2,
where











































} ≤ Pr{|δ̂n2| ≥ Cβn
nv
, |mn(z)− s(z)| ≤ 1
2
}





















+ Pr{|mn(z)− s(z)| > 1
2
}.
The first term we may bound using McDiarmid’s inequality and the second
one may be bounded using Corollary 3.7. Thus we get
Pr{|δ̂n2| ≥ Cβn
n
} ≤ exp{−c√nv/ln,α}. (5.4)











(X2ql − 1)R(j,l)qq . (5.5)
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,B(j)} ≤ exp{−cln,α}. (5.6)
Using the result of Corollary 3.5 and inequality ψ0 ≥ c
√





















Representing this quantity as a martingale similar to (9.62) and repeating
the arguments (9.63) – (9.66) with c
√
log n instead of
√
nvk in the inequality
(9.64) and x = γn
√












































} ≤ exp{−cln,α}. (5.12)












} ≤ exp{−cln,α}. (5.13)
















} ≤ exp{−cln,α}. (5.14)
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≤ ψ0 and that
√


































} ≤ exp{−lna}. (5.17)






≤ ψ0 and that
√






} ≤ exp{−lna}. (5.18)

















Lemma 5.4. Let v0 =
c0β4n
n with some numerical constant c0 > 1. Assuming
the conditions of Theorem 1.1 there exist constants c and C, depending on





} ≤ C exp{−cln,α}.
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We choose s = cnv/(κn log n) and x =
cκn log4 n






ζ̂j| > x} ≤ exp{−cln,α}. (5.20)
Thus the Lemma is proved.






(TrR− TrR(j))Rjj . (5.21)
Lemma 5.5. For any z = u+ iv with v > 0 the following inequality
|δn4| ≤ 1
nv
Immn(z) a. s. (5.22)
holds.
Proof. By formula (5.4) in [11], we have






























The last inequality concludes the proof. Thus, Lemma 5.5 is proved.
6 Stieltjes transforms
We shall derive auxiliary bounds for the difference between the Stieltjes
transforms mn(z) of the empirical spectral measure of the matrix X and
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the Stieltjes transform s(z) of the semi-circular law. Recalling the defini-
tions of εj , εjµ in (3.4) and of δnν in (5.1),(5.2), (5.19) as well as (5.21),
we introduce the additional notations








Recall that rn(z) := mn(z)− s(z). The representation (3.7) implies
rn(z) =
rn(z)

















|z +mn(z)||z + s(z) +mn(z)| +
|δ̂n|
|z + s(z) +mn(z)| . (6.3)











} ≥ 1− exp{−cln,α} − Pr{U c}.
(6.4)
We prove now following








n2v2|z +mn(z) + s(z)| } ≤ exp{−cln,α}. (6.5)
Proof. First we put ψ0 =
3
2 . Since Av0 ⊂ U by Corollary 3.7 we get
Pr{U c} ≤ exp{−cln,α}. (6.6)





|z +mn(z) + s(z)|nv } ≥ 1− exp{−cln,α}. (6.7)
Note that |z +mn(z) + s(z)| ≥ Immn(z). Assume that


















This inequality implies that





} ≤ exp{−cln,α}. (6.10)






. Note that for |u| ≤ 2, Im s(z) ≥ c√v, and
for v ≥ v0, ψ0 ≥ 1nv . That means, that we may apply inequality (6.4) with






. Using that |z + s(z) +mn(z)| ≥ Ims(z), we get














From this inequality it follows that











nv . Thus have
proved that
Pr{U c} ≤ exp{−cln,α}. (6.13)
Applying inequality (6.4) again, Proposition 6.1 is proved.











, for any z = u+ iv, |u| ≤ 2, V ≥ v ≥ v0
}
≤ exp{−cln,α}. (6.14)
7 Proof of Theorem 1.1
To conclude the proof of Theorem 1.1 we shall now apply the result of Corol-
lary 2.2 with v0 =
C0β4n
n and V = 4 to the empirical spectral distribution func-
tion Fn(x) of the random matrix X. At first we bound the integral over the
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line V = 4. Note that in this case we have |z +mn(z)| ≥ 1 and |rn(z)| ≤ 12
a.s. Moreover, Imm
(j)
n (z) ≤ 1V ≤ 12 . In this case the event B implies









n(|u|2 + 1)} ≤ exp{−cln,α}. (7.3)








} ≥ 1− exp{−cln,α}. (7.4)
Consider now u ∈ Jε, where ε = v
2
3
0 . By Proposition 6.1, we have
Pr{|rn(z)| ≤
Cl2κn,α






} ≥ 1− exp{−cln,α}. (7.5)
Note that
|z +mn(z) + s(z)| ≥ Im(z + s(z)) ≥ c
√
γ + v, (7.6)












Thus, Theorem 1.1 is proved.
8 Proof of Theorem 1.3





λk − z |ujk|
2. (8.1)
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Consider the distribution function, say Fnj(x), of the probability distribution











which means that Rjj is the Stieltjes transform of the distribution Fnj(x).





(Fnj(x+ λ)− Fnj(x)) =: Qnj(λ).
On the other hand, it is easy to check that
Qnj(λ) ≤ 2 sup
u
λImRjj(u+ iλ). (8.2)
By Corollary 3.2 we obtain, for any v ≥ v0 with v0 = C0β
4
n
n with a sufficiently
large constant C0, and for any u ∈ R,
Pr
{
|Rjj| ≥ 3} ≤ C exp{−cln,α}, (8.3)
with constants C and c depending on κ, α. From here using a union bound
it is straightforward to check that
Pr{sup
u
|Rjj(u+ iV0)| ≥ 3} ≤ C exp{−cln,α}, (8.4)








} ≤ C exp{−cln,α}. (8.5)
By an additional union bound we arrive at the inequality (1.7). To prove
inequality (1.8), we consider the quantity ρj := Rjj − s(z). Using equalities
(3.3) and (2.3), we get






By Proposition 6.1, and (5.12), we have, for v ≥ v′ := Cn− 12




} ≥ 1− C exp{−cln,α}.
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|rj(x+ iv)|dv ≤ C√
n
.
Similar to (7.4) we get ∫ ∞
−∞


































≥ 1− C exp{−cln,α}.
Thus, Theorem 1.3 is proved.
9 Appendix
9.1 Proof of Remark 1.2
Proof of Remark 1.2. Let x ∈ [0, 12 ]. Denote by τ a random variable which
is uniformly distributed on [0, 1] and use Taylor’s formula to show
G−1(x) = −2 +Eτ 2pix√
4− (G−1(xτ))2 . (9.1)
By monotonicity of G−1(x), we get
2 +G−1(x) ≥ Cx√
4− (G−1(x))2 . (9.2)
Using
√
4− y2 = √2 + y√2− y, y = G−1(x), there is another absolute
constant C > 0 such that
2 +G−1(x) ≥ Cx 23 . (9.3)
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From the last inequality we get√
2 +G−1(τx) ≥ c(τx)1/3 (9.4)
and hence by (9.1) it follows that







with some absolute constants c′, C2 > 0. Similarly for x ∈ [12 , 1] we get
C1(1− x)
2
3 ≤ 2−G−1(x) ≤ C2(1− x)
2
3 . (9.6)
Summarizing, we may write for another absolute constant C1,




























4− (G−1( kn + τθ∆∗n))2
. (9.10)
Consider first the case 2∆∗n ≤ kn ≤ 12 −∆∗n. Then by (9.7),√
4− (G−1(k
n










From here it follows that by Theorem 1.1, with probability 1−C exp{−cln,α},





Similar we get, for 2∆∗n ≤ n−kn ≤ 12 −∆∗n,
|λk − γnk| ≤ Cβ4nn−
2
3 (n− k)− 13 . (9.13)
Thus Remark 1.2 is proved. 
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9.2 Proof of Bounds for Kolmogorov Distance
Proof of Proposition 2.1. The proof of Proposition 2.1 is a straightforward
adaptation of the proof of Lemma 2.1 from [11]. We include it here for the
sake of completeness. First we note that
sup
x
|F (x)−G(x)| = sup
x∈[−2,2]













Furthermore, for x ∈ [−2,−2 + ε] we have
−G(−2 + ε) ≤ F (x)−G(x) ≤ F (−2 + ε)−G(−2 + ε) +G(−2 + ε)
≤ sup
x∈Jε





|F (x)−G(x)| ≤ sup
x∈Jε




|F (x)−G(x)| ≤ sup
x∈Jε
|F (x) −G(x)| + 1−G(2− ε). (9.17)
Note that G(−2+ε) = 1−G(2−ε) and G(−2+ε) ≤ Cε 32 with some absolute
constant C > 0. Combining all these relations we get
sup
x
|F (x)−G(x)| ≤ ∆ε(F,G) +Cε 32 , (9.18)
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where ∆ε(F,G) = supx∈Jε |F (x) − G(x)|. We denote v′ = v√γ . For any

































2v′(y − u)(F (y)−G(y))dy



















F (x− v′y)−G(x− v′y)
y2 + 1
dy, by change of variables. (9.19)





|F (x− v′y)−G(x− v′y)|
y2 + 1
dy ≤ (1− β)∆(F,G). (9.20)











F (x− v′a)−G(x− v′y)
y2 + 1
dy





|G(x− v′y)−G(x− v′a)|dy. (9.21)






F (x− v′y)−G(x− v′y)
y2 + 1





|G(x− v′y)−G(x− v′a)|dy − (1− β)∆(F,G)





|G(x − y)−G(x− v′a)|dy − (1− β)∆(F,G). (9.22)
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Note that according to Remark 2.2, x ± v′a ∈ J′ε for any x ∈ Jε. Assume
first that xn ∈ Jε is a sequence such that F (xn)−G(xn)→ ∆ε(F,G). Then
x′n := xn + v′a ∈ J′ε. Using (9.19) and (9.22), we get
sup
x∈J′ε


























|G(x+ y)−G(x)|dy − (1− β)∆(F,G). (9.23)
Assume for definiteness that y > 0. Recall that ε ≤ 2γ, for any x ∈ J′ε. By
Remark 2.2 with ε/2 instead of ε, we have 0 < y ≤ 2v′a ≤ √2ε, for any
x ∈ J′ε. For the semi-circular law we have,
|G(x+ y)−G(x)| ≤ y sup
u∈[x,x+y]
G′(u) ≤ yC√γ + y
≤ Cy
√
γ + 2v′a ≤ Cy√γ + ε ≤ Cy√γ. (9.24)













γv′2 ≤ Cv. (9.25)













γv′2 ≤ Cv. (9.26)
By inequality (9.18)
∆ε(F,G) ≥ ∆(F,G) − Cε 32 . (9.27)




∣∣∣∣Im ∫ x−∞(SF (u+ iv′)− SG(u+ iv′))du
∣∣∣∣
≥ (2β − 1)∆(F,G) − Cv − Cε 32 , (9.28)
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for some constant C > 0. Similar arguments may be used to prove this
inequality in case there is a sequence xn ∈ Jε such F (xn) − G(xn) →
−∆ε(F,G). In view of (9.28) and 2β − 1 = 1/2 this completes the proof.

9.3 Proof of Lemma 3.1
Proof. First we consider mn(z)− m̂n(z). Denote by
R̂ = (Ŵ − zI)−1. (9.29)
We have
mn(z) − m̂n(z) = 1
n
TrR(W − Ŵ)R̂. (9.30)
This representation and inequality max{‖R‖, ‖R̂‖} ≤ v−1 imply
|mn(z) − m̂n(z)| ≤ 1√
nv2








From here it follows that









Xjl − X̂jl = XjlI{|Xjl| ≥ Cl
1
κ








n,α}| ≤ exp{−cln,α} ≤ C
2n2
. (9.34)
From here it follows that
Pr{|Xjl − X̂jl| > C
n2
} ≤ Pr{|Xjl| ≥ Cl
1
κ
n,α} ≤ A exp{−cln,α}. (9.35)
Inequalities (9.32) and (9.35) together imply that there exists a constant c′
such that
Pr{|mn(z)− m̂n(z)| > C
n2v2
} ≤ exp{−c′ln,α}. (9.36)
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We prove now that
Pr{|m˜n(z)− m̂n(z)| ≥ C
n2v2
} ≤ exp{−cln,α}. (9.37)
Repeating the arguments of (3.1) – (9.35), we need to prove
Pr{|X̂jk − X˜jk| > C
n3













The last bound is uniform in j, k = 1, . . . , n. This implies that
(1− σjk)σ−1jk ≤ exp{−c′′ln,α}. (9.40)
Inequalities (9.38) and (9.40) together imply (9.37). Thus Lemma 3.1 is
proved.
9.4 Proof of the Key Lemma
Proof. Since |s(z)| ≤ 1 for any z ∈ C+, we obtain that, for ω ∈ Ak, for any
z = u+ iv with v ≥ vk,












for any z = u+ iv with v ≥ v0. Note that for semi-circular law |s(z)+z| ≥ 1
for any z ∈ C+. This implies that, for any ω ∈ Ak and any z = u+ iv with
v ≥ vk,
|z +mn(z)| ≥ |z + s(z)| − |mn(z)− s(z)| ≥ 1
2
.
From here it follows that, for any ω ∈ Ak and for any z = u+iv with v ≥ v0,
by (3.3), for any j = 1, . . . , n
|Rjj | ≤ 2(1 + γ0|Rjj|), (9.42)
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which implies
|Rjj| ≤ 2(1 − 2γ0)−1. (9.43)







εjRjj = −mn(z)(z +mn(z))− 1
= −(z + 2s(z) +mn(z)− s(z))(mn(z)− s(z)). (9.44)
From (3.5) it follows now
|mn(z)− s(z)| ≤ 2γ0
(1− 2γ0)|mn(z) + s(z) + z| . (9.45)





1− 2γ0 . (9.46)
Let now |z +mn(z) + s(z)| ≤ √γ0. Assume that
|mn(z)− s(z)| ≥ 2√γ0. (9.47)
Then
|z + 2s(z)| ≥ |s(z)−mn(z)| − |z +mn(z) + s(z)| ≥ √γ0. (9.48)
Since Re(z2 − 4) < 0, for |u| ≤ 2, we have

















Inequalities (9.45) and (9.49) under assumption (9.47) together imply
|mn(z)− s(z)| ≤ 4
√
2γ0
1− 2γ0 . (9.50)
Combining inequalities (9.46), (9.47) and (9.50) we get that (9.50) holds for
any ω ∈ Ak. Simple calculations show that if γ0 ≤ 3100 then
|mn(z) − s(z)| ≤ 1
4
. (9.51)
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Furthermore, for any vk ≥ v ≥ vk−1,







The last two inequalities together imply, for any z = u+ iv with v ≥ vk−1,
|mn(z) − s(z)| ≤ 12 or ω ∈ Ak−1. Thus the Lemma is proved.




9.5 The Proof of Lemma 3.4
Note that





Pr{{|εjν | ≥ 1
4
γ0} ∩ Ak ∩ U}. (9.53)




γ0} = 0. (9.54)




We may choose the constant C0 in the definition of v0 such that
Pr{|εj4| ≥ 1
4
γ0} = 0. (9.56)
We shall bound εjν, for ν = 2, 3 and j = 1, . . . , n. First we note that
Pr
{
{|εjν | > 1
4
γ0} ∩ Ak ∩ U
}








2 ; Imm(j)n (z) ≤ ψ0}









We now estimate the last probability in the r.h.s of (9.57).
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We we shall use McDiarmid’s inequality for sums of independent random
variables and for martingales. Let ξ1, . . . , ξn be martingale-differences such















2 }dy and σ2 = σ21 + · · · + σ2n. The last
inequality holds for x ≥ σ. (See, for instance [3], p.1, first inequality.)




jl − 1)R(j)ll .
Note that Eηl = 0 and |ηl| ≤ 2l
2
κ












Recall that M(j) denotes the σ-algebra generated by the random variables
Xkl with k, l ∈ Tj. Let Ej and Prj denote the conditional expectation and the
conditional probability with respect to M(j). Note that the random variables
Xjl and the σ-algebra M



















































|R(j)ll |2 ≤ v−1Imm(j)n (z), (9.61)
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Because the Xjl are bounded by l
1
κ

















































l−1 denotes the σ-algebra generated by Xsk with s, k ∈ Tj such that
1 ≤ s, k ≤ l − 1. We consider now the truncated martingale with



















































































Thus the Lemma is proved.
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9.6 The proof of lemma 3.9















Using the equality (see, for instance [14], Lemma 3.2)















Note that by (2.5) ∑
q∈Tj,l
|Rqj|2 ≤ nv−2 a.s., (9.71)
and by (3.3)

















These inequalities together imply that, for v ≥ v0




−1) ≤ Cn2 a.s.
(9.73)
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∣∣M(j)} ≤ Cmm(l 2κn,α)mψm0 +Φn. (9.76)
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The last inequality completes the proof. Thus Lemma 3.9 is proved.
9.7 The Proof of Lemma 3.10
Note that
Pr{ζ 6= ζ̂} ≤
∑
j∈T
Pr{Fcj}+ nPr{Ec}+ Pr{U c}. (9.79)
By Corollary 3.5,
Pr{Ec} ≤ exp{−c√nv0/ln,α} ≤ exp{−cln,α}.
From here it follows that
nPr{Ec} ≤ exp{−c′ln,α}. (9.80)
We bound now Pr{(Fj)c} for j = 1, . . . , n. We use the same arguments as






















Since Xjl are bounded by l
1
κ







2 } ≤ exp{−cβ2n/l
2
κ
n,α} ≤ exp{−cln,α}. (9.82)
Now we consider the truncated martingale-difference




















2} ≤ exp{−x2/β2n}. (9.83)

















2 } ≤ exp{−cln,α}. (9.84)
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Note that |αl| ≤ l
2
κ
















n,α exp{2 log n} exp{−cln,α} ≤ exp{−c′ln,α}. (9.85)
Inequalities (9.80), (9.83), and (9.85) together complete the proof of lemma.
Thus Lemma 3.10 is proved.














Ec ∩ E = ∅, U c ∩ U (j) = ∅. (9.88)
From here it follows that
I{G(j)}E{I{Gc}∣∣M(j)} ≤ E{I{E(j) ∩ U (j) ∩ F (j) ∩ Fc}∣∣M(j)}. (9.89)
Note that
|ζl| ≤ |ζ(j)l |+ |ζl − ζ(j)l |. (9.90)
Therefore,
Fcl ⊂ (F (j)l )c ∪ {|ζl − ζ(j)l | ≥ ρn(Imm(j)n (z))
1
2 }. (9.91)
The relation (9.89) and (9.91) together imply
I{Fc ∩ F (j)} ≤
∑
l∈Tj
I{|ζl − ζ(j)l | ≥ ρn(Imm(j)n (z))
1
2}. (9.92)
The rate of convergence to the semi-circular law 55
Moreover,
I{|ζl − ζ(j)l | ≥ ρn(Imm(j)n (z))
1






















for some constant Γ > 0 which will be chosen later. Applying Chebyshev’s































It is straightforward to check that










Applying McDiarmid’s inequality for martingale-differences similar to
the proof of Lemma 3.10 , we get





















2 } ≤ exp{−c√nv/√κn}. (9.97)
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mΦn ≤ Φn. (9.98)
Inequalities (9.86), (9.87) and (9.96) together imply the claim. Thus
Lemma 3.13 is proved.
Remark 9.2. As follows from (9.93) – (9.97) we have proved
E{I{Gc}I{(G(j))c}∣∣M(j)} ≤ exp{−cln,α}+Φn. (9.99)
9.9 The proof of lemma 3.16
For the simplicity we shall consider the case A = ∅. In the other case we may
consider matrix W(A) instead of matrix W. First we bound E{|α˜(A,t)lj |m
∣∣M(A,j,t)}.










qj |m|R(l)tj |m|(R(l)jj )−1|mI{U}
∣∣M(j,t)}.











qj −XljR(l)jj −XltR(l)tj )
∣∣∣∣∣∣
m





mE{∣∣∣∣Rlj(Rjj)−1 − 1√nXljR(l)jj − 1√nXltR(l)tj
∣∣∣∣m
× |R(l)tj |m|(R(l)jj )−1|mI{U}
∣∣M(j,t)}.
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{|α˜(t)lj |mI{U}I{(B ∩ B(l))c}∣∣M(j,t)}. (9.100)






















































Denote by U˜ (j,t) := {m(j,t)n (z) ≤ 2ψ0}. Using that I{U} ≤ I{U˜ (j,t)} and
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This inequality and Lemmas 3.8 and 3.9 together imply
E{|α˜(t)lj |mI{U}
∣∣M(j,t)} ≤





























Using that ψ0 ≥ c
√
v, we may write
E{|α˜(t)lj |mI{U}
∣∣M(j,t)} ≤




m ψ 3m20 +Φn
+




m ψm20 (v ∑
q∈Tj,t,l
|R(j,t)ql |2)mI{U˜ (j,t)}. (9.103)
We consider now α̂
(A,t)
νlj , for ν = 1, 2, 3. We consider ν = 1 only. The
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For ω ∈ B(l), we have
|α̂(t)1lj | ≤ C
(
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2 I{U}∣∣M(j,l)}+ n3E{I{U ∩ (B ∩ B(l))c}∣∣M(j,t)}).
(9.104)





















+ n3E{I{U ∩ (B ∩ B(l))c}∣∣M(j,t)}).
Thus Lemma 3.16 is proved.
9.10 Proof of Lemma 3.18
The proof is similar to the proof of Lemma 3.16. We shall consider the case






































































Taking in account that ψ0 ≥ c
√






















|Xlj ||R(l)jt |)|R(l)jt |. (9.111)

































2 I{U (j,t)}+Φn. (9.113)
Thus the Lemma is proved.
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