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SOME PROPERTIES OF A CLASS OF ANALYTIC FUNCTIONS
DEFINED BY GENERALIZED STRUVE FUNCTIONS
MOHSAN RAZAA AND NIHAT YAG˘MURB
Abstract. The aim of this paper is to define a new operator by using the
generalized Struve functions
∑
∞
n=0
(−c/4)n
(3/2)
n
(k)
n
zn+1 with k = p+ (b+ 2) /2 6=
0,−1,−2, . . . and b, c, k ∈ C. By using this operator we define a subclass of
analytic functions. We discuss some properties of this class such as inclusion
problems, radius problems and some other interesting properties related with
this operator.
1. Introduction
Let A be the class of functions f of the form
f (z) = z +
∞∑
n=2
anz
n, (1.1)
which are analytic in the open unit disk E = {z : |z| < 1}. A function f is said to
be subordinate to a function g written as f ≺ g, if there exists a Schwarz function
w with w (0) = 0 and |w (z)| < 1 such that f (z) = g (w (z)) . In particular if g is
univalent in E, then f (0) = g (0) and f (E) ⊂ g (E) .
For any two analytic functions f (z) and g (z) with
f (z) =
∞∑
n=0
bnz
n+1 and g (z) =
∞∑
n=0
cnz
n+1, z ∈ E,
the convolution (Hadamard product) is given by
(f ∗ g) (z) =
∞∑
n=0
bncnz
n+1, z ∈ E.
Consider the second order inhomogeneous differential equation, for some details
see [16],
z2w′′ (z) + zw′ (z) +
(
z2 − p2)w (z) = 4 (z/2)p+1√
piΓ (p+ 1/2)
. (1.2)
The solution of the homogeneous part is Bessel functions of order p, where p is
real or complex number. The particular solution of the inhomogenious equation
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defined in (1.2) is called the struve function of order p. It is defined as
Hp (z) =
∞∑
n=0
(−1)n (z/2)2n+p+1
Γ (n + 3/2) Γ (p+ n + 3/2)
. (1.3)
Now we consider the differential equation
z2w′′ (z) + zw′ (z)− (z2 + p2)w (z) = 4 (z/2)p+1√
piΓ (p+ 1/2)
(1.4)
The equation (1.4)differs from the equation (1.2) in the coefficients of w (z). Its
particular solution is called the modified struve functions of order p and is given
as
Lp (z) = −ie−ippi/2Hp (iz) =
∞∑
n=0
(z/2)2n+p+1
Γ (n+ 3/2) Γ (p+ n+ 3/2)
.
Again consider the second order inhomogenous differential equation
z2w′′ (z) + bzw′ (z) +
[
cz2 − p2 + (1− b) p]w (z) = 4 (z/2)p+1√
piΓ (p+ b/2)
, (1.5)
where b, c, p ∈ C. The equation (1.5) generalizes the equation (1.2) and (1.4) . In
particular for b = 1, c = 1, we obtain (1.2) and for b = 1, c = −1, we obtain
(1.4) . Its particular solution has the series form
Mp,b,c (z) =
∞∑
n=0
(−1)n cn (z/2)2n+p+1
Γ (n + 3/2)Γ (p+ n+ (b+ 2) /2)
. (1.6)
and is called the generalized struve function of order p. This series is convergent
every where but not univalent in the open unit disk E.We take the transformation
Np,b,c (z) = 2
p
√
piΓ (p+ (b+ 2) /2) z(−p−1)/2Mp,b,c
(√
z
)
=
∞∑
n=0
(−c/4)n zn
(3/2)n (k)n
, (1.7)
where k = p+(b+ 2) /2 6= 0,−1,−2, . . . and (γ)n = Γ(γ+n)Γ(γ) = γ (γ + 1) . . . (γ + n− 1) .
This function is analytic in the whole complex plane and satisfies the differential
equation
4z2w′′ (z) + 2 (2p+ b+ 3) zw′ (z) + [cz + 2p+ b]w (z) = 2p+ b.
Some geometric properties such as univalency, starlikeness, convexity, close-to-
convexity of the function Np,b,c (z) has been studied recently by Orhan and Yag-
mur [10] and Yagmur and Orhan [14, 15].
Dziok and Srivastava [3, 4] defined the linear operator H by using the gener-
alized hypergeometric functions and is given as H
(
α1, . . . αs; β1, . . . βq
)
: A→ A
with αi ∈ C (i = 1, 2, . . . , s) and βi ∈ C\Z−0 (i = 1, 2, . . . , q) such that
H
(
α1, . . . αs; β1, . . . βq
)
f (z) = zsFq
(
α1, . . . αs; β1, . . . βq; z
) ∗ f (z) ,
where
sFq
(
α1, . . . αs; β1, . . . βq; z
)
=
∞∑
n=0
(α1)n . . . (αs)n z
n
(β1)n . . .
(
βq
)
n
n!
, s ≤ q+1; s, q ∈ N0 = N∪{0}
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is the generalized hypergeometric function. Deniz [2] use similar argument to
define a convolution operator Bck : A → A by using generalized Bessel functions
and is given as
Bckf (z) = ϕk,c (z)∗f (z) = z+
∞∑
n=1
(−c/4)n an+1zn+1
(k)n n!
,
(
k = p+
b+ 1
2
/∈ Z−0 , c ∈ C
)
,
where
ϕk,c (z) = z +
∞∑
n=1
(−c/4)n zn+1
(k)n n!
.
For some refrences for convolution operators see [11, 12, 13].
Now using (1.7) , we define the following convolution operator. Let
ϕp,b,c (z) = 2
p
√
piΓ (p+ (b+ 2) /2) z(−p+1)/2Mp,b,c
(√
z
)
= z +
∞∑
n=1
(−c/4)n zn+1
(3/2)n (k)n
Then
Sckf (z) = ϕp,b,c (z)∗f (z) = z+
∞∑
n=1
(−c/4)n an+1zn+1
(3/2)n (k)n
(
k = p+
b+ 2
2
/∈ Z−0 , b, c, p ∈ C
)
.
(1.8)
It can easily be seen that
z
(
Sck+1f (z)
)′
= kSckf (z)− (k − 1)Sck+1f (z) . (1.9)
Special cases
(i) For b = 1, c = 1, we have the operator Sp : A → A related with struve
function of order p. It is given as
Spf (z) = ϕp,1,1 (z) ∗ f (z) =
[
2p
√
piΓ (p+ 3/2) z(−p+1)/2Mp,1,1
(√
z
)] ∗ f (z)
= z +
∞∑
n=1
(−1/4)n an+1zn+1
(3/2)n (p+ 3/2)n
and the recursive relation
z [Sp+1f (z)]′ = (p+ 3/2)Spf (z)− (p + 1/2)Sp+1f (z)
holds.
(ii) For b = 1, c = −1, we obtain the operator Sp : A → A related with
modified struve function of order p. It is given as
Spf (z) = ϕp,1,−1 (z) ∗ f (z) =
[
2p
√
piΓ (p+ 3/2) z(−p+1)/2Mp,1,−1
(√
z
)] ∗ f (z)
= z +
∞∑
n=1
(1/4)n an+1z
n+1
(3/2)n (p+ 3/2)n
and the recursive relation
z [Sp+1f (z)]
′ = (p+ 3/2)Spf (z)− (p+ 1/2)Sp+1f (z)
holds.
We define the following class of analytic functions by using the operator Sckf (z) .
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Definition 1.1. Let f ∈ A. Then f ∈ Nαk,c (λ, µ, φ) for 0 < µ < 1, λ ∈ C, k =
p+ (b+ 2) /2 6= 0,−1,−2, . . . , b, c, p ∈ C, and |α| < pi
2
, if and only if
eiα
{
(1 + λ)
(
z
Sck+1f (z)
)µ
− λ S
c
kf (z)
Sck+1f (z)
(
z
Sck+1f (z)
)µ}
≺ cosαφ (z) + i sinα,
(1.10)
where φ (z) is a convex univalent function with φ (0) = 1.
(i) For φ (z) = 1+Az
1+Bz
,−1 ≤ B < A ≤ 1, we have the class Nαk,c
(
λ, µ, 1+Az
1+Bz
)
,
which
consists of functions f such that
J (α, c, k, f (z)) ≺ 1 + Az
1 +Bz
,
where
J (α, c, k, f (z))
=
1
cosα
[
eiα
{
(1 + λ)
(
z
Sck+1f (z)
)µ
− λ S
c
kf (z)
Sck+1f (z)
(
z
Sck+1f (z)
)µ}
− i sinα
]
.
(ii) For φ (z) = 1+z
1−z
, we have the classNαk,c
(
λ, µ, 1+z
1−z
)
. That is f ∈Nαk,c
(
λ, µ, 1+z
1−z
)
if
J (α, c, k, f (z)) ≺ 1 + z
1− z .
Since it is well known that for a function p (z) ≺ 1+z
1−z
, then Re p (z) > 0. This
implies that f ∈ Nαk,c
(
λ, µ, 1+z
1−z
)
if
Re J (α, c, k, f (z)) > 0.
Lemma 1.2. [8] Let F be analytic and convex in E. If f, g ∈ A and f, g ≺
F. Then
σf + (1− σ) g ≺ F, 0 ≤ σ ≤ 1.
Lemma 1.3. [5] Let h be convex in E with h(0) = a and β ∈ C such that
Re β ≥ 0. If p ∈ H [a, n] and
p(z) +
zp´(z)
β
≺ h (z) ,
then p(z) ≺ q (z) ≺ h (z) , where
q (z) =
β
nzβ/n
z∫
0
h (t) tβ/n−1dt
and q (z) is the best dominant.
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Lemma 1.4. [1]. Let a, b and c 6= 0,−1,−2 . . . be complex numbers. Then, for
Re c > Re b > 0
(i) 2F1 (a, b, c; z) =
Γ (c)
Γ (c− b) Γ (b)
1∫
0
tb−1 (1− t)c−b−1 (1− tz)−a dt,
(ii) 2F1 (a, b, c; z) = 2F1 (b, a, c; z) ,
(iii) 2F1 (a, b, c; z) = (1− z)−a 2F1
(
a, c− b, c; z
z − 1
)
.
Lemma 1.5. [7] Let −1 ≤ B1 ≤ B2 < A2 ≤ A1 ≤ 1. Then
1 + A2z
1 +B2z
≺ 1 + A1z
1 +B1z
.
Lemma 1.6. [9] Let the function g(z) be analytic and univalent in E and let
the functions θ(w) and ϕ(w) be analytic in a domain D containing g(E), with
θ(w) 6= 0 (w ∈ g(E)). Set
Q(z) = zg′(z)ϕ(g(z)) and h(z) = θ(g(z)) +Q(z) and suppose that
(i) Q(z)is univalently starlike in E
(ii) Re zh
′(z)
Q(z)
= Re
{
θ′(g(z))
ϕ(g(z))
+ zQ
′(z)
Q(z)
}
> 0 (z ∈ E). If q(z) is analytic in E with q(0) =
g(0), q(E) ⊂ D and
θ(q(z)) + zq′(z)ϕ(q(z)) ≺ θ(g(z)) + zg′(z)ϕ(g(z)) = h(z) (z ∈ E),
then q(z) ≺ g(z) (z ∈ E) and g(z) is the best dominant.
2. Main results
Theorem 2.1. Let f ∈ Nαk,c (λ, µ, φ) . Then for Reµkλ ≥ 0,
eiα
(
z
Sck+1f (z)
)µ
≺ µk
λ
cosαz−
µk
λ
z∫
0
φ (t) t
µk
λ
−1dt+i sinα ≺ (cosα)φ (z)+i sinα.
This result is the best possible.
Proof. Consider
p(z) =
1
cosα
{
eiα
(
z
Sck+1f (z)
)µ
− i sinα
}
. (2.1)
Then p is analytic in E with p(0) = 1. Therefore, we have
eiα
(
z
Sck+1f (z)
)µ
= (cosα) p(z) + i sinα.
Differentiating both sides and using (1.9) and simplifying, we obtain
λ (cosα) zp′ (z)
µk
= λeiα
{(
z
Sck+1f (z)
)µ
− S
c
kf (z)
Sck+1f (z)
(
z
Sck+1f (z)
)µ}
.
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It follows from above equation and (2.1) that
p (z) +
λ
µk
zp′ (z)
=
1
cosα
[
eiα
{
(1 + λ)
(
z
Sck+1f (z)
)µ
− λ S
c
kf (z)
Sck+1f (z)
(
z
Sck+1f (z)
)µ}
− i sinα
]
.
Since f ∈ Nαk,c (λ, µ, φ) , therefore
p (z) +
λ
µk
zp′ (z) ≺ φ (z) .
Now using Lemma 1.3 for β = µk
λ
with Reµk
λ
≥ 0, we obtain the required result.

Corollary 2.2. Let f ∈ Nαk,c
(
λ, µ, 1+Az
1+Bz
)
. Then for k, λ ∈ R and µk
λ
≥ 0,
eiα
(
z
Sck+1f (z)
)µ
≺ h (z) cosα + i sinα,
where
h (z) =
{
A
B
+
(
1− A
B
)
(1 +Bz)−1 2F1
(
1, 1, µk
λ
+ 1; Bz
1+Bz
)
, B 6= 0,
1 + µk
µk+λ
Az, B = 0.
Further
Re
[
eiα
(
z
Sck+1f (z)
)µ]
> (cosα) h (−1) .
Proof. Since f ∈ Nαk,c
(
λ, µ, 1+Az
1+Bz
)
, therefore from Theorem 2.1, we have
eiα
(
z
Sck+1f (z)
)µ
≺ µk
λ
(cosα) z−
µk
λ
z∫
0
1 + At
1 +Bt
t
µk
λ
−1dt+ i sinα. (2.2)
Putting t = zu and after simple calculations, one can get
eiα
(
z
Sck+1f (z)
)µ
≺

AB + µkλ
(
1− A
B
) 1∫
0
(1 +Buz)−1 u
µk
λ
−1dt

 cosα+i sinα.
Now using Lemma 1.4 for a = 1, b = µk
λ
, c = b+ 1 and B 6= 0, we obtain
eiα
(
z
Sck+1f (z)
)µ
≺
(
A
B
+
(
1− A
B
)
(1 +Bz)−1 2F1
(
1, 1,
µk
λ
+ 1;
Bz
1 +Bz
))
cosα + i sinα.
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For the case B = 0. It can easily be followed from (2.2) that
eiα
(
z
Sck+1f (z)
)µ
≺

µk
λ
1∫
0
(1 + Atz) t
µk
λ
−1dt

 cosα + i sinα.
=
µk
λ



 1∫
0
t
µk
λ
−1dt

 +
1∫
0
Azt
µk
λ dt

 cosα + i sinα.
=
{
1 +
µk
µk + λ
Az
}
cosα + i sinα.
Now we have to prove that Re
[
eiα
(
z
Sc
k+1
f(z)
)µ]
> (cosα)h (−1) . From (2.2) , we
can have this relation by using subordination
1
cosα
{
eiα
(
z
Sck+1f (z)
)µ
− i sinα
}
= h (w (z)) ,
where h (z) = µk
λ
z−
µk
λ
z∫
0
1+At
1+Bt
t
µk
λ
−1dt. Therefore
Re
[
1
cosα
{
eiα
(
z
Sck+1f (z)
)µ}]
= Re
µk
λ
1∫
0
1 + Atw (z)
1 +Btw (z)
t
µk
λ
−1dt
>
µk
λ
1∫
0
1−At
1−Btt
µk
λ
−1dt
= h (−1) .
To show that this result is sharp, we have to prove that inf
|z|<1
{Reh (z)} = h (−1) .
Now
Reh (z) ≥ µk
λ
1∫
0
t
µk
λ
−1 1−Atr
1−Btrdt = h (−r) .
Therefore h (−r)→ h (−1) as r → 1−. 
Theorem 2.3. Let eiα
(
z
Sc
k+1
f(z)
)µ
≺ φ (z) cosα + i sinα with φ (z) = 1+z
1−z
. Then
f ∈ Nαk,c (λ, µ, φ (z)) for |z| = r < −c+
√
c2 + 1, where c =
∣∣∣ λµk ∣∣∣ .
Proof. Let
eiα
(
z
Sck+1f (z)
)µ
= p (z) cosα + i sinα,
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where p (z) ≺ 1+z
1−z
. Then from Theorem 2.1, we have
p (z) +
λ
µk
zp′ (z)
=
1
cosα
[
eiα
{
(1 + λ)
(
z
Sck+1f (z)
)µ
− λ S
c
kf (z)
Sck+1f (z)
(
z
Sck+1f (z)
)µ}
− i sinα
]
.
Since p (z) ≺ 1+z
1−z
, then it is well known that see [6]
1− r
1 + r
≤ Re p (z) ≤ |p (z)| ≤ 1 + r
1− r and |zp
′ (z)| ≤ 2rRe p (z)
1− r2 . (2.3)
Thus, we have
Re
1
cosα
[
eiα
{
(1 + λ)
(
z
Sck+1f (z)
)µ
− λ S
c
kf (z)
Sck+1f (z)
(
z
Sck+1f (z)
)µ}
− i sinα
]
≥ Re p (z)−
∣∣∣∣ λµk
∣∣∣∣ |zp′ (z)|
Using (2.3) , we obtain
Re
1
cosα
[
eiα
{
(1 + λ)
(
z
Sck+1f (z)
)µ
− λ S
c
kf (z)
Sck+1f (z)
(
z
Sck+1f (z)
)µ}
− i sinα
]
≥ Re p (z)− 2crRe p (z)
1− r2
= Re p (z)
1− r2 − 2cr
1− r2 .
Since p (z) ≺ 1+z
1−z
, therefore Re p (z) > 0. This implies that f ∈ Nαk,c (λ, µ, φ (z))
for r < −c +√c2 + 1. This result is sharp for the function p (z) = 1+z
1−z
. 
Theorem 2.4. Let 0 < µ < 1, k = p + (b+ 2) /2 6= 0,−1,−2, . . . , b, c, p ∈ C.
Then
N0k,c (λ2, µ, φ) ⊂ N0k,c (λ1, µ, φ) , 0 ≤ λ1 < λ2.
Proof. Since f ∈ Nαk,c (λ2, µ, φ) , therefore we have
h1 (z) = (1 + λ2)
(
z
Sck+1f (z)
)µ
− λ2 S
c
kf (z)
Sck+1f (z)
(
z
Sck+1f (z)
)µ
≺ φ(z).
From Theorem 2.1 for α = 0, we write
h2 (z) =
(
z
Sck+1f (z)
)µ
≺ φ(z), z ∈ E.
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Now for λ1 ≥ 0, we obtain
(1 + λ1)
(
z
Sck+1f (z)
)µ
− λ1 S
c
kf (z)
Sck+1f (z)
(
z
Sck+1f (z)
)µ
= (1− λ1
λ2
)
(
z
Sck+1f (z)
)µ
+
λ1
λ2
{
(1 + λ2)
(
z
Sck+1f (z)
)µ
− λ2 S
c
kf (z)
Sck+1f (z)
(
z
Sck+1f (z)
)µ}
=
λ1
λ2
h1(z) + (1− λ1
λ2
)h2(z).
Using the convexity of the class of the functions φ(z) and Lemma 1.2, we write
λ1
λ2
h1(z) + (1− λ1
λ2
)h2(z) ≺ φ(z), z ∈ E,
This implies that f ∈ N0k,c (λ1, µ, φ). Hence the proof of the theorem is complete.

Corollary 2.5. Let 0 < µ < 1, k = p + (b+ 2) /2 6= 0,−1,−2, . . . , b, c, p ∈ C.
Then for −1 ≤ B1 ≤ B2 < A2 ≤ A1 ≤ 1,
N0k,c
(
λ2, µ,
1 + A2z
1 +B2z
)
⊂ N0k,c
(
λ1, µ,
1 + A1z
1 +B1z
)
, 0 ≤ λ1 < λ2, z ∈ E.
Proof. Let f ∈ N0k,c
(
λ2, µ,
1+A2z
1+B2z
)
. Then
h1 (z) = (1 + λ2)
(
z
Sck+1f (z)
)µ
− λ2 S
c
kf (z)
Sck+1f (z)
(
z
Sck+1f (z)
)µ
≺ 1 + A2z
1 +B2z
.
Since −1 ≤ B1 ≤ B2 < A2 ≤ A1 ≤ 1, therefore by Lemma 1.5, we have
h1 (z) = (1 + λ2)
(
z
Sck+1f (z)
)µ
− λ2 S
c
kf (z)
Sck+1f (z)
(
z
Sck+1f (z)
)µ
≺ 1 + A1z
1 +B1z
.
Theorem 2.1 implies for φ(z) = 1+A1z
1+B1z
that
h2 (z) =
(
z
Sck+1f (z)
)µ
≺ 1 + A1z
1 +B1z
.
Now for λ2 > λ1 ≥ 0,
(1 + λ1)
(
z
Sck+1f (z)
)µ
− λ1 S
c
kf (z)
Sck+1f (z)
(
z
Sck+1f (z)
)µ
= (1− λ1
λ2
)
(
z
Sck+1f (z)
)µ
+
λ1
λ2
{
(1 + λ2)
(
z
Sck+1f (z)
)µ
− λ2 S
c
kf (z)
Sck+1f (z)
(
z
Sck+1f (z)
)µ}
=
λ1
λ2
h1(z) + (1− λ1
λ2
)h2(z).
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Using the convexity of the function 1+A1z
1+B1z
with Lemma 1.2, we write
λ1
λ2
h1(z) + (1− λ1
λ2
)h2(z) ≺ 1 + A1z
1 +B1z
, z ∈ E,
This implies that f ∈ N0k,c
(
λ1, µ,
1+A1z
1+B1z
)
. 
Theorem 2.6. Let f ∈ N0k,c (λ, µ, φ) , 0 < µ < 1, k = p + (b+ 2) /2 6=
0,−1,−2, . . . , b, c, p ∈ C and λ ≤ −1. Then
Sckf (z)
Sck+1f (z)
(
z
Sck+1f (z)
)µ
≺ φ(z).
Proof. Since f ∈ N0k,c (λ, µ, φ) , therefore we have
(1 + λ)
(
z
Sck+1f (z)
)µ
− λ S
c
kf (z)
Sck+1f (z)
(
z
Sck+1f (z)
)µ
≺ φ(z).
Now consider
λ
Sckf (z)
Sck+1f (z)
(
z
Sck+1f (z)
)µ
= (1 + λ)
(
z
Sck+1f (z)
)µ
+ λ
Sckf (z)
Sck+1f (z)
(
z
Sck+1f (z)
)µ
− (1 + λ)
(
z
Sck+1f (z)
)µ
.
This implies that
Sckf (z)
Sck+1f (z)
(
z
Sck+1f (z)
)µ
=
(
1 +
1
λ
)(
z
Sck+1f (z)
)µ
−1
λ
{
(1 + λ)
(
z
Sck+1f (z)
)µ
+ λ
Sckf (z)
Sck+1f (z)
(
z
Sck+1f (z)
)µ}
Using Theorem 2.1, Lemma 1.2 and the convexity of φ(z) with λ ≤ −1, we have
the required result. 
Theorem 2.7. Let f ∈ Nαk,c (λ, µ, h) , h(z) = 1+Az1+Bz + λµk (A−B)z(1+Bz)2 . Then for Re λµk >
0,
eiα
(
z
Sck+1f (z)
)µ
≺ (cosα)φ (z) + i sinα.
where φ (z) = 1+Az
1+Bz
. This result is the best possible.
Proof. Consider
p(z) =
1
cosα
{
eiα
(
z
Sck+1f (z)
)µ
− i sinα
}
.
Then p is analytic in E with p(0) = 1. Therefore, we have
eiα
(
z
Sck+1f (z)
)µ
= (cosα) p(z) + i sinα.
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Differentiating both sides, using (1.9) and simplifying, we obtain
λ (cosα) zp′ (z)
µk
= λeiα
{(
z
Sck+1f (z)
)µ
− S
c
kf (z)
Sck+1f (z)
(
z
Sck+1f (z)
)µ}
.
It follows from above equation and (2.1) that
p (z) +
λ
µk
zp′ (z)
=
1
cosα
[
eiα
{
(1 + λ)
(
z
Sck+1f (z)
)µ
− λ S
c
kf (z)
Sck+1f (z)
(
z
Sck+1f (z)
)µ}
− i sinα
]
.
Since f ∈ Nαk,c (λ, µ, h) , therefore
p (z) +
λ
µk
zp′ (z) ≺ h (z) .
Now we choose g (z) = 1+Az
1+Bz
, then θ(w) = w and ϕ(w) = µk
λ
. It is clear that g (z)
is analytic in E with g (0) = 1. Also θ(w) and ϕ(w) are analytic with θ(w) 6= 0.
We see that
Q (z) = zg′(z)ϕ(g(z)) =
µk
λ
(A−B) z
(1 +Bz)2
. (2.4)
We have to prove that Q (z) is starlike. In other words we show that Re zQ
′(z)
Q(z)
> 0.
From (2.4), we have
Re
zQ′(z)
Q(z)
= Re
{
1− 2Bz
1 +Bz
}
= 1− 2BRe re
iψ
1 +Breiψ
(
z = reiψ
)
=
1− B2r2
(1 +Br cosψ)2 +B2r2 sin2 ψ
.
Since −1 ≤ B < 1, r < 1. This implies that Re zQ′(z)
Q(z)
> 0. Consider
Re
zh′(z)
Q(z)
= Re
{
θ′(g(z))
ϕ(g(z))
+
zQ′(z)
Q(z)
}
= Re
λ
µk
+ Re
zQ′(z)
Q(z)
> 0.
Using Lemma 1.6, we have eiα
(
z
Sc
k+1
f(z)
)µ
≺ (cosα)φ (z) + i sinα. The function
φ (z) = 1+Az
1+Bz
is the best possible. 
Theorem 2.8. Let f ∈ Nαk,c
(
λ, µ, 1+Az
1+Bz
)
. Then for k, λ ∈ R and µk
λ
≥ 0,
A
B
+
(
1− A
B
)
2F1
(
1, µk
λ
, µk
λ
+ 1;B
)
, B 6= 0,
1− µk
µk+λ
A, B = 0.
}
<
1
cosα
Re
{
eiα
(
z
Sck+1f (z)
)µ}
<
{
A
B
+
(
1− A
B
)
2F1
(
1, µk
λ
, µk
λ
+ 1;−B) , B 6= 0,
1 + µk
µk+λ
A, B = 0.
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Proof. Since f ∈ Nαk,c
(
λ, µ, 1+Az
1+Bz
)
, therefore by using (2.2) , we have
1
cosα
Re
{
eiα
(
z
Sck+1f (z)
)µ}
≺ Re µk
λ
1∫
0
1 + Atz
1 +Btz
t
µk
λ
−1dt.
It follows from the definition of subordination that
1
cosα
Re
{
eiα
(
z
Sck+1f (z)
)µ}
< sup
|z|<1
Re

µkλ
1∫
0
1 + Atz
1 +Btz
t
µk
λ
−1dt


≤

µkλ
1∫
0
sup
|z|<1
Re
{
1 + Atz
1 +Btz
}
t
µk
λ
−1dt


<
µk
λ
1∫
0
1 + At
1 +Bt
t
µk
λ
−1dt
=
µk
λ
1∫
0
{
A/B +
(
1−A/B
1 +Bt
)}
t
µk
λ
−1dt.
Now using Lemma 1.4 for the case B 6= 0, we have
1
cosα
Re
{
eiα
(
z
Sck+1f (z)
)µ}
<
A
B
+
(
1− A
B
)
2F1
(
1,
µk
λ
,
µk
λ
+ 1;−B
)
.
When B = 0, it can be easily seen that
1
cosα
Re
{
eiα
(
z
Sck+1f (z)
)µ}
<
µk
λ
1∫
0
(1 + At) t
µk
λ
−1dt
= 1 +
µk
µk + λ
A.
We also have
1
cosα
Re
{
eiα
(
z
Sck+1f (z)
)µ}
> inf
|z|<1
Re

µkλ
1∫
0
1 + Atz
1 +Btz
t
µk
λ
−1dt


≥

µkλ
1∫
0
inf
|z|<1
Re
{
1 + Atz
1 +Btz
}
t
µk
λ
−1dt


>
µk
λ
1∫
0
1− At
1− Btt
µk
λ
−1dt
=
µk
λ
1∫
0
{
A/B +
(
1−A/B
1− Bt
)}
t
µk
λ
−1dt.
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Using again Lemma 1.4, we have the required result. 
Theorem 2.9. Let f ∈ Nαk,c
(
λ, µ, 1+Az
1+Bz
)
. Then for k, λ ∈ R and µk
λ
≥ 0,
A
B
+
(
1− A
B
)
2F1
(
1, µk
λ
, µk
λ
+ 1;Br
)
, B 6= 0,
1− µk
µk+λ
A, B = 0.
}
≤
∣∣∣∣ 1cosα
{
eiα
(
z
Sck+1f (z)
)µ}
− i sinα
∣∣∣∣ ≤
{
A
B
+
(
1− A
B
)
2F1
(
1, µk
λ
, µk
λ
+ 1;−Br) , B 6= 0,
1 + µk
µk+λ
A, B = 0.
Proof. Since f ∈ Nαk,c
(
λ, µ, 1+Az
1+Bz
)
, therefore by using (2.2) , we have
1
cosα
{
eiα
(
z
Sck+1f (z)
)µ
− i sinα
}
≺ µk
λ
1∫
0
1 + Atz
1 +Btz
t
µk
λ
−1dt.
It follows from the definition of subordination that
1
cosα
{
eiα
(
z
Sck+1f (z)
)µ
− i sinα
}
=

µkλ
1∫
0
1 + Atw (z)
1 +Btw (z)
t
µk
λ
−1dt

 ,
where w (z) = c1z + c2z
2 + . . . is analytic and |w (z)| ≤ |z| . Therefore∣∣∣∣ 1cosα
{
eiα
(
z
Sck+1f (z)
)µ
− i sinα
}∣∣∣∣ ≤

µkλ
1∫
0
1 + Atr
1 +Btr
t
µk
λ
−1dt

 .
Now using the same process as in the theorem above, we get the required result.

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