[1] The Syabru-Bensi hot springs are located at the Main Central Thrust (MCT) zone in central Nepal. High carbon dioxide and radon exhalation fluxes (reaching 19 kg m À2 d
Introduction
[2] Self-potential signals are the electrical field signature of the occurrence of natural polarization mechanisms inside geological systems [e.g., Nourbehecht, 1963] . Source contributions include the drag of the excess of electrical charge occurring in the vicinity of the pore water interface by the flow of the pore water, the so-called streaming potential contribution, [e.g., Nourbehecht, 1963; Sill, 1983; Boléve et al., 2007b] , thermoelectric and electrodiffusional phenomena [e.g., Sill, 1983; Revil et al., 1999; Darnet et al., 2004; Maineult et al., 2006] , and electroredox phenomena Minsley et al., 2007; Castermant et al., 2008] . Maps of self-potential signals are easy to perform because they only require two nonpolarizing electrodes and a sensitive voltmeter (sensitivity $0.1 mV) with high input impedance (!100 MW). A self-potential anomaly is defined as a spatial variation of the electrical potential distribution, at the surface of the Earth or in boreholes, with respect to a reference electrode, located far enough from the disturbed zone.
[3] With the exception of the presence of ore and graphite mineralization, the self-potential anomalies observed in geothermal field and active volcanoes are mainly associated with the flow of the groundwater [e.g., Corwin and Hoover, 1979; Goldstein et al., 1989; Zlotnicki and Nishida, 2003; Finizola et al., 2003; Jardani et al., 2008] . A vigorous flow of groundwater can generate self-potential anomalies of the order of several hundreds of millivolts [e.g., Sasai et al., 1997; Ishido et al., 1997; Lénat et al., 1998; Lewicki et al., 2003; Aizawa et al., 2005; Finizola et al., 2006] and sometimes of several volts . Therefore, a number of researches have been conducted to model the self-potential anomalies in terms of groundwater flow and thermohydromechanical disturbances [Corwin and Hoover, 1979; Revil and Pezard, 1998; Revil et al., 2004 Revil et al., , 2005 Wilkinson et al., 2005; Jardani et al., 2006; Crespy et al., 2008; Revil et al., 2008] .
[4] Streaming self-potential signals are generated by the divergence of the streaming current density associated with the convective drag of the excess of electrical charges contained in the pore water [Sill, 1983] . This implies that (1) understanding the polarity and strength of self-potential signals requires to solve an electrostatic Poisson equation using the resistivity distribution of the system [Sill, 1983; Revil and Pezard, 1998; Jardani et al., 2008] and (2) some groundwater flow patterns are not associated with any selfpotential anomalies outside the source volume of groundwater flow (they are called annihilators by Jardani et al. [2008] ).
[5] In pursuing this study, we have two goals. The former lies in the understanding of large-scale dipolar self-potential anomalies related to geothermal activity. Such anomalies have been observed in various areas of the world [Corwin and Fitterman, 1982; Goldstein et al., 1989; Schima et al., 1995; Apostolopoulos et al., 1997; Revil and Pezard, 1998; Jardani et al., 2008] . The quantitative interpretation of these self-potential anomalies is not straightforward because of the influence of different parameters like temperature, the fluid pressure, the permeability, the pH and salinity of the pore fluid [e.g., Sill, 1983; Yasukawa et al., 1993; Ishido and Pritchett, 1999; Aizawa et al., 2005; Uyeshima, 2007; Revil et al., 2008; Jardani et al., 2008] . Therefore, the selfpotential can be used to constrain the geometry of groundwater flow only if additional and independent geological and geophysical information are available or can be inferred with a good accuracy [Finizola et al., 2006; Revil et al., 2008] . Acquisition of these complementary information at large scales is challenging and rarely performed. This problem justifies our interest for small-scale geothermal systems where modeling can be reasonably attempted and additional information easily gathered. One of the main applications of the self-potential method in these areas would be the nonintrusive estimate of the permeability of the faults acting as permeable fluid flow pathways.
[6] The second goal is related to fault activity. We believe indeed that such a detailed investigation is highly desirable in tectonically active areas because the time variations of the flux of gases and electrical signals could be related to the modulation of the tectonic stresses, at large scales, in the preparation phase of strong earthquakes or during the earthquakes themselves [Park et al., 2007] and/or by the existence of shock waves moving along fault planes [Revil and Cathles, 2002a, 2002b] .
[7] In this paper, we present the results of a multiparameter investigation performed at a small-scale hydrothermal vent located around the Syabru-Bensi hot springs in central Nepal. Self-potential signals, discharge rates, and chemical composition of these hot springs, as well as 222 Rn and CO 2 gas exhalation fluxes have been independently measured. This hydrothermal vent presents a particular interest because it is characterized by high exhalation fluxes observed over a confined area of few hundred square meters. This area is easily accessible for a detailed self-potential gas flux mapping as well as for high-resolution resistivity tomographies.
Syabru-Bensi Hot Springs
[8] The Syabru-Bensi hot springs, located 52 km north of Kathmandu, are part of a series of hot springs (Figure 1a) found along the Main Central Thrust (MCT) zone [Evans et al., 2004] . The MCT separates Lesser Himalayan Precambrian to Paleozoic metasediments to the south, from Higher Himalayan Crystallines to the north [Upreti, 1999] . This thrust zone, usually considered inactive, is supposed to be branching at depth to the Main Himalayan Thrust (MHT). The MHT is the main structure accommodating the collision of India and Tibet [Bollinger et al., 2004] . Microseismicity and moderate earthquakes are mainly concentrated at mid crustal depth on a ramp of the MHT [Pandey et al., 1999] . Large Himalayan earthquakes, by contrast, activate a large section of the MHT from the higher Himalayas to its surface trace, referred to as the Main Frontal Thrust (MFT) in southern Nepal [Lavé et al., 2005] . The Syabru-Bensi hot springs are therefore located less than 10 km away from the nucleation zone of potentially large Himalayan earthquakes. This makes this area particularly interesting to monitor seismic activity using unconventional methods.
[9] The hot springs in Syabru-Bensi are located at the lower flank of an alluvial terrace incised by the Trisuli River (Figure 1b) . Several springs on the left bank are covered by the river most of the time. On the right bank, most springs are located a few meters above the Trisuli. The site has been equipped with cemented basins and is traditionally used for ritual and domestic purposes by local Tamang, Tibetan, and Sherpa people (Figure 2) . In this paper, we are mostly concerned with the area around these main springs. Their composition is given in Table 1 . They are characterized by temperatures varying from 35 to 60°C and flow rates varying between 0.06 and 0.3 L s À1 depending on the discharge point. The electrical conductivities of spring waters vary from 1200 to 1900 mS cm
À1
, corresponding to an electrical resistivity from 5 to 8 W m [Perrier et al., 2009] . The hottest and most saline water is collected by a plastic pipe (SBP0) from a spring located a few meters downstream of the basins (Figure 2 ).
[10] Gas discharges are observed around cavities of few tens of centimeters deep in the debris slope above the springs (Figure 2 ). The gas is mainly carbon dioxide. Isotopic 13 C anomalies of hot springs in Nepal (including Syabru-Bensi hot springs) suggest a mechanism of metamorphic decarbonation followed by intense degassing [Evans et al., 2008; Becker et al., 2008] . The Syabru-Bensi hot springs could provide a prototype of carbon dioxide and fluid flow release to the atmosphere associated with active tectonics and orogenic processes.
[11] The diffusive gas flux on the ground was mapped by the accumulation chamber method. At main locations labeled as GD1, GD1b, and GD2 in Figure 2 , values as high as 19 kg m À2 d À1 have been observed [Perrier et al., 2009] . These flux values exceed by thousand times a background level in the area, and are comparable to the CO 2 flux values recorded on active volcanoes [e.g., Lewicki et al., 2003; Finizola et al., 2006; Revil et al., 2008] . The gas discharges GD1 and GD1b are located in the terrace above the water spring ( Figure 2 ) and have been studied in more detail [Perrier et al., 2009] . Gas discharge GD2, located in the steep slope just above the water basins, is more difficult to access and has therefore been studied less intensely. A flux with a value larger than 1 kg m À2 d À1 is observed up to 5 to 10 m around the main gas discharges. This carbon dioxide flux is associated with an anomalous high 222 Rn flux, reaching 5 Bq m À2 s
, a value, comparable with values commonly measured on uranium waste [Bollhöfer et al., 2006] . High radon flux associated with anomalous carbon dioxide flux at Syabru-Bensi gas discharge points suggest their connection to the pressurized zone at depth [Perrier et al., 2009] .
Field Investigations
[12] Self-potential mapping was performed from 28 December 2006 to 6 January 2007, namely, in the middle of the dry season, which, in this part of the Himalayas, lasts from November to March. During the mapping, the weather was sunny with no rainfall over more than a month. In this season, there is no agricultural activity in the mapped area. Vegetation is dry except for few isolated trees.
[13] Self-potential measurements were performed using nonpolarizable second generation Petiau Pb/PbCl 2 -NaCl electrodes [Petiau, 2000] and a high impedance Metrix Mx20 voltmeter with sensibility about 0.1 mV. These electrodes are characterized by an internal resistance of about 200 W, a stability better than 0.1 mV over a period of 1 year and a temperature sensitivity of about 200 mV°C À1 [Petiau, 2000] . Contact between the soil and the electrodes was checked using an AC ohm meter at 2 kHz and was found to be satisfactory with a maximal value of 35 kW. The soil was wet enough to ensure a good electrical contact. The reference electrode was placed in a not disturbed location (background values of both radon and carbon dioxide fluxes), but, because of practical reasons, relatively close to the gas discharges. Stability of the pair of electrodes used for mapping was checked by measuring their potential difference in the storage box. The difference of electrical potential was always smaller than 0.2 mV. Mapping was carried out on an area of approximately 100 m Â 150 m around the hot sources and gas discharge spots. It included over 1000 data points (Figure 4 ). Data interpolation shown in Figure 5 was performed using 2-D biharmonic spline interpolation technique [Sandwell, 1987] . This map will be interpreted below in section 4.
[14] Electrical resistivity tomography (ERT) profiles were carried out with a Terrameter SAS 300C and Terrameter SAS2000 Booster from ABEM TM . Several profiles were performed in the Syabru-Bensi area. In this paper, we use the results of two short pole-dipole profiles ERTa and ERTb ( Figure 2 ) with a total length of 48 m each and 1.5 m minimal electrode spacing. We label these profiles ERTa and ERTb, respectively. Their positions are shown in Figures 2 and 4. The topography along the profile was measured by a leveling technique to an accuracy of $10 cm. Pole-dipole configuration has relatively good penetration and is well adapted for areas with lateral heterogeneity and in the area where contrast in the electrical resistivities is not very high [Ward, 1989] .
[15] Two-dimensional data inversion was performed using RES2DINV (Geotomo Software TM ) [Loke and Barker, 1996] , which uses the smoothness-constrained method to perform the inverse problem [Constable et al., 1987] . The normalized root-mean-square (RMS) of a resistivity section is defined by
r aðobsÞ À r aðcalcÞ r aðobsÞ
where N is the number of measurements used to build the apparent resistivity pseudosection [e.g., Olayinka and Yaramanci, 2000] .
[16] The algorithm tries to reduce this quantity in an attempt to find a better model after each iteration. In our case, we also included the topography in the inversion of the apparent resistivity data. The normalized RMS errors of our two profiles were below 5% at the fifth iteration (3.5% for ERTa and 4.4% for ERTb profile). This usually means that the apparent resistivity data are properly reproduced by the inverted resistivity model. Because the electrical resistivity tomograms exhibits patterns that are geologically and hydrogeolocally meaningful (see sections 4 and 5), we believe that we can use ERT data for the modeling of the self-potential data. The quality of the ERT field data can be inspected on Figure 3 presenting a pseudosection and inversion results for ERTb profile. Noteworthy is the low level of near surface variations of apparent resistivity and a similarity over the whole section range between measured and calculated pseudosections.
Results
[17] The self-potential map is shown in Figure 4 . This map includes a large fraction of the alluvial terrace on the right bank of the Trisuli River. For reference, the position of hot springs, several large trees, and the cemented basins shown in Figure 2 , are also marked in Figure 4 . No selfpotential anomaly was observed in the immediate vicinity of the hot water springs themselves nor next to the Trisuli River. All the self-potential anomalies are localized just above the hot springs and gas discharge spots. The selfpotential map exhibits an extended positive anomaly on the terrace above the Trisuli River bank superimposed with a butterfly shape anomaly around the hot springs. Sometimes, self-potential data display an anticorrelation with elevation, a pattern created by percolation of meteoric waters, called usually the topographic effect. The data shown in Figure 4 , however, do not display any systematic anticorrelation with the elevation. The absence of a significant topographic effect is also seen in Figures 7a and 7b .
[18] Figure 5a shows a magnification of the self-potential map in the area of interest, around the two main gas discharge spots GD1 and GD2. With respect to this reference station, the self-potential map exhibits a dipolar selfpotential anomaly. The maximum amplitude of the positive lobe of this anomaly is 120 mV, its extent is about 90 m and a width is about 20 m. The negative peak reaches an amplitude of À180 mV. It is divided into two main lobes concentrated around the major gas discharge areas: gas discharges GD1, GD1b, and, separated by about 10 m, gas discharge GD2. The minimum value is À80 mV in gas discharge GD1 and À180 mV in gas discharge GD2. The two lobes of the negative anomaly seem to have symmetrical mirror images in the positive anomaly (Figure 5a ).
[19] In Figure 5a , the self-potential map is overlain with the spatial structure of the CO 2 flux shown as contour lines, and with the fewer locations of radon flux measurements shown by triangles. The uncertainty of the CO 2 flux measurements are smaller than 15% for most flux values but can reach 30 to 50% for extremely high fluxes exceeding 10 kg m À2 d
À1
. . This high gas flux is concentrated next to the foot of the hanging wall of a small ridge of about 2 -3 m height. Significant CO 2 flux is also measured over the top of the hanging wall itself, associated with the positive self-potential anomaly. This behavior is best seen on the gas discharge GD1, for which most self-potential and gas flow measurements are available.
[20] The relationship between gas flow and self-potential is rather subtle, as illustrated in Figure 5 showing selfpotential versus radon flux (Figure 5b ) and self-potential versus CO 2 flux (Figure 5c ). Whereas self-potential data display large dispersion in Figure 5b , radon fluxes larger than 1 Bq m À2 s À1 are associated with negative selfpotential values, smaller than À50 mV. A rough general trend for self-potential versus radon flux is shown by a black line representing a linear least squares fit. The relationship between self-potential and CO 2 is even more complex. Large values of the CO 2 flux, larger than 1 kg m À2 d
, can be associated with negative self-potential, as small as À150 mV, but also with positive values clustered around +40 mV and also around zero.
[21] To examine this complex relationship between selfpotential and CO 2 , Figure 6 compares three CO 2 profiles, the locations of which are shown in Figure 2 , to the corresponding self-potential data interpolated from the self-potential map of Figure 5a . Profiles C1 and P2 are characterized by a negative self-potential at the flux maximum. The self-potential anomaly is narrower than the flux anomaly in C1 but it is larger in P2. Another case is profile C2, with the peak CO 2 flux associated with a positive step of self-potential instead of a peak.
[22] To understand the observed pattern, hints may be obtained from the resistivity structure. The ERTb tomogram crosses the gas discharge zone GD1 while the ERTa profile is perpendicular to ERTb and is located at the zone with similar topographic variations as ERTb but outside of the gas discharges (see Figure 4) . Tomogram ERTa reveals the structure of the shallow subsurface in a local reference zone (Figure 7b) , free of self-potential anomaly (Figure 7a ) and free of gas flow (Figure 4 ). This profile shows that the upper part of the topography, namely, the terrace, is composed of a moderately resistive layer with resistivity varying from 300 to 1500 W m. Below this resistive layer, we observe an homogeneous conductive zone with a mean resistivity of $50 W m. Applying first Archie's law f m = r w /r r , where r w = 5 W m is the resistivity of the spring water and r w = 50 W m is the resistivity of this layer, we obtain its porosity, around 22% by taking m = 1.5 or 36% with m = 2. Such high values of porosity are not realistic in this context, thus, this conductive body corresponds likely to a clay rich, water saturated alluvial layer. The resistive body, barely seen in the bottom of the ERT section, could represent a boulder (Figure 2 ). Boulders are indeed numerous near the Trisuli River bed, in a deep valley, with summits at more than 3000 m altitude a few kilometers away.
[23] A different structure is revealed by profile ERTb, oriented perpendicular to the dipolar self-potential anomaly (Figure 4) . While the general features of ERTa are recognized in this case, this time the conductive body is crossed by an oblique resistive channel with a resistivity of about 200-300 W m and a width of about 4 m (Figures 7d and 8) .
[24] The self-potential profile projected from the selfpotential map on the ERTb line is shown in Figure 7c together with the CO 2 flux. The negative peak of the profile with amplitude of À80 mV coincides precisely with the maximum of the CO 2 flux, an extreme value of 19 kg m À2 d
, and with the top of the oblique resistive channel (Figure 7d ). We therefore suggest to interpret the resistive channel as a preferential pathway for the gas and the hot hydrothermal water. Indeed, the presence of gas in a poorly consolidated material increases the resistivity of this material [Revil et al., 1999] . Applying crudely the second Archie law r(S w ) = r/S w 2 (where the r(S w ) = 200 W m is the resistivity of the material at the relative water saturation S w and r = 50 W Figure 6 . Self-potential and CO 2 flux along CO 2 profiles C1, P2, and C2 shown in Figure 2 . Along profiles C1 and P2, crossing the main discharge zone GD1, the self-potential anticorrelates with CO 2 flux data. Along profile C2, passing on the terrace above the gas discharge zone GD1, the maximum of the CO 2 flux corresponds to a step in self-potential data and not to a minimum. m is the resistivity of the rock at saturation), we obtain a mean water saturation inside the conduit that is equal to 0.50 (50% of the pore volume). Therefore, the upflow of the hot water seems to be mainly driven by the flow of the gas phase (Figure 8 ).
Modeling and Discussion
[25] In this section, we focus on the interpretation of the self-potential dipolar anomaly in the vicinity of the main gas zone GD1, best covered by self-potential, gas, and resistivity data. We propose here an interpretation of the selfpotential anomalies in relation to the CO 2 flux anomalies and the resistivity tomograms. Because resistivity influences the distribution of the electrical equipotential lines, it is important to incorporate a reasonably accurate resistivity model inside any modeling of the self-potential response associated with the flow of the groundwater [Yasukawa et al., 2003; Aizawa et al., 2005; Uyeshima, 2007] . The accurate gas flux and resistivity data are available at the ERTb profile passing perpendicular to cliffs seen in Figure 2 . Figure 2 shows that the cliffs appear as a boundary dividing the negative part of the self-potential anomaly, associated with a high gas fluxes, from the positive anomaly observed on the terrace above the cliffs. Thus, we consider the 2-D approximation as a reasonable assumption to carry out our numerical model. We use the finite difference code SP50100I, which is a version of the SPXCPL software of Sill and Killpack [1982] .
[26] We summarize now the partial differential equations solved by this code. The constitutive equation describing the flow of the pore water through a porous material is the Darcy equation,
where u is the seepage velocity (in m s
À1
) (Darcy velocity), H is the pressure head (in m), K is the hydraulic conductivity (in m s
). K = kr f g/h f , where k is the permeability (in m 2 ), r f is the mass density (in kg m À3 ), and h f is the dynamic shear viscosity (in Pa s) of the pore water. For steady state conditions,
where s is a volumetric source/sink term.
[27] The total electrical current density j is given by a generalized Ohm law [Sill, 1983] ,
where 8 is the electrical (self-) potential (in V), s is the electrical conductivity of the material, j s = ÀLrH is the source (streaming) current density, and L the streaming current coupling coefficient (in A m
À2
). These equations are valid in the viscous laminar flow regime. An extension of this theory for water-saturated media in the inertial laminar flow regime has been available recently [Boléve et al., 2007a; Crespy et al., 2007] . This theory has also being extended recently to multiphase flow by Linde et al. [2007] and Revil et al. [2007] .
[28] In the quasi-static limit of the Maxwell equations, the continuity equation for the electrical charge is
and therefore the current density is conservative.
[29] If the fluid pressure term is expressed in the constitutive equations in terms of the hydraulic head, the streaming potential coupling coefficient is defined by
and is expressed here in V m
À1
. The streaming potential coupling coefficient is also often expressed in V Pa À1 if pressure is used as the state variable.
[30] The streaming potential coupling coefficient depends mainly on the electrical conductivity of the pore water . Perrier et al. [2002] report the results for their laboratory studies of the streaming potential coefficient of the rocks found along the MCT zone in Nepal. The values of the coupling coefficient vary from The ERT tomogram suggests the existence of three distinct zones: zone 1 is a watersaturated clayey soil layer (resistivity 50 ± 10 W m), zone 2 is a preferential pathway (resistivity in the range 200 -300 W m), associated with high gas fluxes and negative selfpotential anomaly at the ground surface, and zone 3 is a vadose zone (resistivity >500 W m). The CO 2 is released to the atmosphere, and the groundwater descends along the left part of the channel in the direction of the hot springs. estimate can be obtained by looking at the composition of the Syabru-Bensi hot springs and by performing direct measurements of the streaming potential coupling coefficient on core samples.
[31] The composition of the Syabru-Bensi hot springs have been measured in January 2004. The temperature of the source is in the range 32 to 62°C. The pH is in the range 6.1 to 7.2. The electrical conductivity of the pore water is s f = 0.17 ± 0.03 S m
. Measurements of the streaming coupling coefficient at two different pore water conductivities according to the method described by Suski et al. [2006] are shown in Figure 9 for one representative sample taken in the zone of maximum CO 2 flux. This soil sample contains clays and sulfate minerals from the alteration of black shale formation. The streaming potential coupling coefficient C for pore water conductivity of s f = 0.17 S m À1 can be then approximated as $À2.0 ± 0.5 mV m À1 (À20 Â 10 À8 V Pa
). This value can be considered as the value of the streaming potential coefficient in the aquifer. On the basis of these results we can estimate the value of the coupling coefficient inside the conduit. According to Revil et al. [2007] , the value of the streaming potential coupling coefficient C(S w ) at saturation S w , can be obtained approximately from the value of the streaming potential coupling coefficient at full saturation by C(S w ) = CS w . Taking C = À2 mV m À1 and S w = 0.50, this yields a value of the coupling coefficient in the conduit of $À1 mV m À1 ($À10 Â 10 À8 V Pa
).
[32] In the numerical modeling code SP50100I used for this study, the equations for hydraulic (equation (2)) and electric potentials (equation (4)) are solved sequentially. They are coupled by the source term in equation (4) calculated from the solution of equation (2). For both equations, boundary conditions have to be imposed. In the case of groundwater flow problem, we consider a no-flow boundary condition except at the bottom of the system (see Figure 10 ). For the self-potential problem, we use an insulating boundary condition at the ground-air interface.
[33] The partial differential equation (PDE) solver solves first the groundwater flow equation. Then the solution is used to compute the source term of the Poisson equation for the self-potential. For the groundwater flow problem, we consider a no-flow boundary condition except at the bottom of the system (see Figure 10) . For the self-potential problem, we use an insulating boundary condition at the groundair interface.
[34] All models considered here include 100 horizontal cells by 50 vertical cells. The cell size is x Â y = 0.7 Â 0.4 m except for the bottom layer where the vertical size is set to 20 m. In order to avoid the influence of the model boundaries on the calculated self-potential, the mesh used for numerical modeling is larger than the original area of interest, defined by A < x < D and B < x < C, respectively (Figure 10 ).
Model M1: Meteoric Water Circulation in Homogeneous Medium
[35] In a first model, we examine whether the observed self-potentials can be attributed solely to meteoric water flow along a topographic slope. All physical properties significant for the modeling (L, k and s) are considered to be constant, e.g., all units have the same permeability. The meteoric water flowing owing to differences in topography encountered along the profile are supposed to be the only cause of the electrical current, no additional pressure sources are considered. The self-potential response for the M1 (green line in Figure 10c ) shows an anticorrelation between the topography and the self-potential which have not been observed in our self-potential data. Furthermore, the M1 fails to account for the sign change at 12 m of the profile distance. This discrepancy between the results of the model M1 and the observed data have been anticipated from the field results obtained for the reference profile ERTa for which the approximations of the M1 seem realistic. Profile ERTa shows rather homogeneous resistivity distribution, gas flux measurements do not indicate any significant fluxes and no significant self-potential anomaly has been observed despite of the obvious topography.
Model M2: Meteoric Water Circulation in a Medium With a Permeable Channel
[36] In the next step, we introduce the permeable channel which existence can be concluded from our gas flux results. Model M2 contains a zone of higher permeability coinciding with a zone of 200 W 4 m resistivity layer. No additional pressure sources are introduced. M2 corresponds to an assumption that permeable zones of high gas fluxes offer preferential pathways for the percolation of meteoric water. This model explains the minimum of the measured selfpotential at 12 m profile distance but not the maximum at 24 m profile distance (blue line in Figure 10c ).
Model M3: Convective Cell in a Medium With a Permeable Channel
[37] To model the upflow of the hydrothermal water, a pressure source with an amplitude of 4 Â 10 5 Pa (which corresponds to 40 m in units of H) is introduced at the bottom of the model, at depth of 25 m. Both the amplitude and the depth of the source was chosen by trial and error to fit the observed self-potential data. This pressure source acts in our model as a ''surrogate'' force replacing the unknown pressure distribution driving the ascent of CO 2 from the depth of few kilometers to the surface. The physical parameters of this model are reported in Table 2 . With the characteristics listed in Table 2 , the finite difference simulation, shown in Figure 10 , agrees well with the observed self-potential data collection along profile ERTb (RMS = 6.2 mV).
[38] In M3 the Darcy velocity in unit 2 is 10 À4 m s
À1
which corresponds by a saturation of 50% to the CO 2 flux 7.5 kg m À2 s
. This value fits nicely to the average CO 2 flux value above the top permeable channel (marked by grey rectangle in Figures 7c and 7d) . While our proposed solution cannot be proven to be unique, alternative interpretations with other flow geometries are not easy to find because of the constrains given by the resistivity and selfpotential and gas flux data together with a position of the gas discharges.
Conclusions
[39] A high-resolution self-potential map has been obtained at the main gas discharge points and hot springs located in a major fault zone in central Nepal. This map reveals two clear dipolar self-potential anomalies with an amplitude of several hundreds of millivolts. An electrical resistivity tomogram indicates a dipping 200 W m resistive structure, the top of which coincides with the main gas discharge and with the negative peak of the self-potential anomaly. Our interpretation is that the resistive structure represents a permeable fracture zone serving as a preferential pathway for the flow of gas and water. The presence of gas decreases the conductivity with respect to the host material. This structure is surrounded at the depth of several meters by a conductive medium (50 W m) and by a highresistivity (600-1200 W m) overburden close to the surface on the northern part of the profile. To explain the observed self-potential anomaly, we assume that the fluid flow is ascending along the 200 W m permeable pathway and to account for the negative pole, we introduce a descending flow to the south of the profile, in the direction of the hot springs.
[40] This model offers a good representation of the selfpotential data using values of the coupling parameters that have been determined independently. Nevertheless, the estimate of the numerical parameters of the model is not unique and the magnitude of the pressure source is not known a priori. In addition, the model does not account for all the observed physical properties of the system, such as the details of the relationship between self-potential and CO 2 flux. In this context, the 2-D assumption is surely a strong approximation. Despite these limitations, thanks to the constrains given by the electrical resistivity tomogram, self-potential and flux data, the flow configuration is well constrained and remains the most robust result of our study. For the development of the conceptual model and the parameterization for the simulation, the knowledge of the resistivity structure was of utmost importance.
[41] This study provides an example of a self-potential spatial distribution interpreted in the context of heterogeneous electrical properties. In addition, it provides an example of a dipolar self-potential anomaly interpreted as a upward-downward flow pair, the former driven by vigorous gas ascent, the latter by topography. This flow configuration may be a general feature of geothermal systems with large gas release.
[42] To evaluate the physical processes, it may be important to assess the temporal variations of the self-potentials in Syabru-Bensi. This could be crucial to identify possible components associated with meteorological effects, in particular rainfall or shallow ground water table variations, for example, associated with seasonal effects like monsoon. Additional mechanisms, for example, associated with gradients of concentrations or temperature, could also contribute to the observed self-potentials. To make progress on the interpretation, it may also be interesting to consider a comparative modeling approach of the few known dipolar self-potential anomalies. To assess the general versus particular features of the self-potentials observed in SyabruBensi, self-potential mapping should also be performed in other similar geothermal sites in central Nepal. These sites offer excellent opportunities for testing in details our understanding of hydroelectrical coupling, and the contribution of two-phase fluid flow. These geothermal systems are also particularly interesting because the fluid variations at the origin of the observed effects may be sensitive to forcing factors such as stress variations.
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