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ABSTRACT
This research aimed to examine whether prelingually 
deaf, orally educated children are capable of phonological 
coding as suggested by Dodd and Hermelin (1977). Their 
experiment was successfully replicated, but analysis of 
stimulus material and subjects' errors indicated use of 
visual coding. This was explored further in Experiment 2, 
which studied the preferred coding strategies of deaf and 
hearing children. Although both groups most favoured 
semantic associates, the deaf preferred visual matches as 
second choice whereas the hearing selected homophones. Both 
groups also differed in their third and fourth choices.
In the subsequent experiment, the Stroop effect was 
used to assess coding strategy. However, subjects did not 
exhibit the classic interference effect and no definite 
conclusions could be drawn. Experiment 4 investigated the 
Dodd et al. (1983) hypothesis that the recency effect 
observed with auditory and lipread stimuli reflects phono­
logical coding. However, it was demonstrated that recency 
is also obtained with visual stimuli requiring temporal 
integration. This contradicts the phonological coding 
interpretation.
Experiment 5 examined the effect of accent on deaf 
Scottish and English subjects' ability to remember homo­
phones. Subjects were presented with Scottish and English 
homophones and words homophonic in both accents. Scottish 
subjects made significantly more errors matching Scottish 
than English homophones; English subjects' performance was 
comparable on both, demonstrating visual coding.
In Experiment 6, rhyming visually dissimilar word pairs 
were presented. Deaf children made similar numbers of er­
rors matching these as they did with letter position control 
words. Subjects also performed equally on word pairs which 
were only visually alike and pairs which rhymed and were 
visually similar. Thus phonological similarity added little 
to matching performance beyond that provided by visual 
similarity.
It is concluded that no evidence was found to support 
phonological coding in the deaf subjects used. Implications 
for teaching methods are discussed.
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"The field (of deafness) cries out for theoretical 
and applied investigations into the acquisition of 
speech, language, speech reading and listening 
skills of deaf children as developmental pro­
cesses. The efforts of innovative and creative 
minds must be brought to bear on these processes 
if we are to take advantage of advances in lin­
guistics and in speech and hearing science.
(Moores 1978)."
1. INTRODUCTION
The research to be presented here is concerned with 
single word identification by profoundly prelingually deaf 
children. Interest is especially focussed on the nature of 
the code used by these subjects. In this introductory 
chapter some of the terms that will frequently be referred 
to, will be explained. The research to be presented will be 
cited within the context of the educational methods used to 
instruct the deaf.
Estimates of the incidence of serious hearing loss in 
the U.K. range between one and two million people. However, 
most of these individuals are able to lead a relatively nor­
mal life with the aid of a hearing aid. About 70-80,000 
people have a hearing loss which, although occurring after 
language onset, is not much alleviated by a hearing aid. 
There are in the group, however, about 20,000 to 30,000 
individuals whose serious hearing loss was sustained at 
birth or before the development of language onset (Kyle and 
Woll, 1982).
1.1 Assessment of deafness
The degree of hearing impairment that an individual has 
is assessed in terms of hearing threshold levels for audi­
tory pure tones. All sound can be described in terms of 
three physical parameters:- 1) frequency 2) intensity and 
3) time. For auditory pure tone testing, an individual's 
threshold responses to sound elements are assessed along two
of these physical dimensions - frequency and intensity.
The auditory threshold refers to that point at which a 
particular sound element is barely heard fifty percent of 
the time. To establish a threshold, the following frequen­
cies considered to be within the speech range are usually 
tested. —  125, 250, 500, 1000, 2000, 4000 and 8000 Hz. The 
degree of hearing impairment is assessed by averaging across 
responses at 500, 1000 and 2000 Hz for a given ear. Audio­
metric classifications based on degree of hearing impairment 
are usually defined by the better ear pure tone average. 
These are:-
A factor which is very important to establish when 
conducting research with the deaf is the age of onset of the 
impairment. The later the onset, the more likely it is that 
the individual will have acquired language before hearing 
was lost. One may therefore be congenitally deaf (i.e. deaf 
at birth) or adventitiously impaired (the deafness was 
sustained some time after birth). Other terms used are 
'prelingually' and post-lingually hearing impaired. To be 
prelingually impaired is to have sustained a hearing loss 
before the establishment of language, whereas the term 
'post-lingual' refers to the period after two or three years 
of age. The following table shows the relationship between 
degree of hearing loss and subsequent implications for 
educational needs.
normal 
slight loss 
mild loss 
marked loss
severe loss 
profound loss
decibels (dB) 
(-10 to 27 dB) 
( 27 to 40 dB)
( 41 to 55 dB)
( 56 to 70 dB)
( 71 to 90 dB)
(greater than 90 dB)
( taken from Quigley and King 1982)
TABLE 9.1
Relationship of Degree of Handicap to Educational Needs"
Degree o f  
Handicap
Effect o f  Hearing Loss on the 
Understanding o f  Language and Speech
Educational Needs 
and Programs
Slight
16 to 29dB (ASA) 
or
27 to 40dB (ISO)
May have difficulty hearing faint or distant 
speech.
Will not usually experience difficulty in 
school situations.
May benefit from a hearing aid as loss 
approaches 30dB (ASA) or40dB  (ISO) 
Attention to vocabulary development. 
Needs favorable seating and lighting. 
May need lip reading instruction.
May need speech correction.
Mild
30 to 44dB (ASA) 
or
41 to 55dB (ISO)
Understands conversational speech at a 
distance o f 3-5 feet (face-to-face).
May miss as much as 50% of class dis­
cussions if  voices are faint or not in 
line o f vision.
May exhibit limited vocabulary and 
speech anomalies.
Child should be referred to special edu­
cation for educational follow-up if 
such service is available.
Individual hearing aid by evaluation and 
training in its use.
Favorable seating and possible special 
class placem ent, especially for pri­
mary children.
Attention to vocabulary and reading.
May need lip reading instruction.
Speech conservation and correction, if 
indicated.
Marked
45 to 59dB (ASA) 
or
56 to 70dB (ISO)
Conversation must be loud to be 
understood.
Will have increasing difficulty with 
school situations requiring participation 
in group discussions.
Is likely to have defective speech.
Is likely to be deficient in language usage 
and comprehension.
Will have evidence of limited vocabulary.
Will need resource teacher o r special 
class.
Special help in language skills, vocabu­
lary development, usage, reading, 
writing, grammar, etc.
Individual hearing aid by evaluation and 
auditory training.
Lip reading instruction.
Speech conservation and speech correc­
tion.
Attention to auditory and visual situa­
tions at all times.
Severe
60 to 79dB (ASA) 
or
71 to 90dB (ISO)
May hear loud voices about one foot from 
the ear.
May be able to identify environmental 
sounds.
May be able to discriminate vowels but 
not all consonants.
Speech and language defective and likely 
to deteriorate.
Speech and language will not develop 
spontaneously if  loss is present before 
one year of age.
Will need full-time special program for 
deaf children, with emphasis on all 
language skills, concept develop­
ment, lip reading and speech.
Program needs specialized supervision 
and comprehensive supporting services.
Individual hearing aid by evaluation.
Auditory training on individual and group 
aids.
Part-time in regular classes only as prof­
itable.
Extreme
80dB or more (ASA) 
or
91dB or more (ISO)
May hear some loud noises but is aware 
of vibrations more than tonal pattern.
Relies on vision rather than hearing as 
primary avenue for communication.
Speech and language defective and likely 
to deteriorate.
Speech and language will not develop 
spontaneously if loss is present before 
one year.
Will need full-tirne in special program for 
deaf children, with emphasis on all 
language skills, concept develop­
ment, lip reading and speech.
Program needs specialized supervision 
and comprehensive supporting ser­
vices.
Continuous appraisal o f needs in regard 
to oral and manual communication.
Auditor}' training on group and individual 
aid.
Part-time in regular classes only for 
carefully selected children.
“ Berr.ero, Raymond J. and Bothwell, Hazel. Relationship o f  Hearing Impairment to Educational Needs, 
Illinois Dept, o f Public Health and Office o f the Superintendent of Public Instruction, 1966.
1.2 Language systems used by the deaf
"The primary issue in the education of deaf children is 
the form of language and communication that should be used 
by and with the children in school and in their infant and 
early childhood years in the home." (Quigley and 
Kretschmer, 1982). The way in which the deaf should be 
educated remains a contentious issue despite the vast amount 
of research that has been published. There are a number of 
methods in existence which can best be classified as oral, 
manual and bimodal.
1.2.1 Oral methods of communication
The essential characteristics of oral education are, 
according to Mulholland (1981):-
"1) A communicative system that uses speech, residual
hearing, speechreading and/or vibro-tactile stimulation 
in spontaneous discourse.
2) An educational system in which instruction (teaching) 
is conducted exclusively through spoken and written 
language."
Oralists believe that the deaf must be taught to com­
municate in the same way as the hearing so that they may be 
integrated into society. Furthermore they argue that an 
auditory-oral mode is the one upon which reading is based. 
"It is through conversations about his experiences that the 
child develops the prior knowledge so critical in the com­
prehension of reading. It is through reading that the world 
of the deaf child is enormously expanded and enriched." 
(Mulholland, 1981). Sadly this statement is a very 
inaccurate reflection of the facts concerning the reading 
abilities of the deaf. (See Chapter 3).
All oral methods place great emphasis on the early and 
consistent use of high-quality amplification and auditory 
training. The two main methods are the Aural/Oral and
Acoupedic methods. The latter places exclusive reliance on 
training the deaf child to use his residual hearing. This 
approach is unisensory because it avoids all visual cues, 
including lipreading. Mothers are advised not to accept the 
idea that their children cannot hear "because this implies 
resignation and will lead eventually to reliance on 
gestures." (Meadow, 1980). This method is designed for 
those children who have an average hearing loss of less than 
60 decibels.
By contrast, the aural-oral method employs speech and 
lipreading, by and with the deaf child. It is this method 
which is used in most schools for the deaf in Britain. 
Instruction in speech should take place without recourse to 
sign or gesture, except perhaps for those natural gestures 
which normally accompany speech. Great use is made of 
written language to reinforce spoken language so as to aid 
the establishment of relationships between print read, 
lip-read and heard speech.
1.2.2 Manual methods of communication
Manual methods provide an alternative to oralist ones, 
as modes of communication with the deaf. Proponents of 
manual methods believe that oralism does not provide most 
deaf children with any effective mother tongue. Lipreading, 
they argue, is a limited and restricted way of receiving 
speech information because of the high, number of visually 
similar consonants (see also Chapter 4). Conrad (1979) 
makes the point that two of the tenets of oralism cannot 
always be met. These concern the early detection of deaf­
ness and the provision and maintenance of equipment for 
amplifying speech. Conrad argues that it is often very 
difficult to establish deafness at birth, and when it is 
finally realised that the child is not developing normal 
speech, a lot of valuable time has been wasted. With regard 
to the benefits of amplification, these "do not stand in a 
one-to-one relationship with degree of deafness ... In 
general, as deafness increases, the contribution of ampli­
fication to auditory perception of speech diminished."
(Conrad, 1979). Increased amplification does not always 
provide more information and can cause physical pain.
Manual methods of communication are said to overcome these 
problems. They provide a visual form of language which can 
be easily perceived, unlike lipreading. Furthermore, no 
special equipment is needed for conversing. Manual communi­
cation can also be used over a greater distance than speech.
There are a variety of manual systems available, and 
some of these will be outlined below.
a) Sign languages
There are many different kinds of sign languages 
available which are used by the deaf in various 
countries. Of these, American Sign Language (ASL) is 
probably the most researched. ASL is an unspoken 
language composed of combinations of symbolic gestures 
deriving meaning from
i) the shape of the hand
ii) the location of the hand in relation to the body 
of the signer and
iii) the movement of the hand or hands.
Many of the signs represent concepts rather than indi­
vidual words. Furthermore, although a sign language 
may appear to have a limited vocabulary, it is possible 
to modify basic signs by, for example, initializing 
them to provide more specific meanings. This has hap­
pened with ASL, where the sign for 'CLASS' has been 
modified to represent the words 'TEAM* or 'GROUP*, by 
using the 't' or 'g' handshapes respectively.
b) Manual English
Several systems have been devised to represent English 
manually.
i) Finger spelling
This is the manual representation of written lan­
guage that provides a one-to-one correspondence 
between written letters and hand configurations 
representing the letters of the alphabet. Thus
in Britain, the manual alphabet used by most deaf 
people has twenty-six handshapes representing the 
twenty-six letters of the written English alpha­
bet. The user just spells English words in 
English word order in English with written let­
ters. The present day manual alphabet which is 
used most widely in Britain is a two-handed form, 
but the majority of different alphabets now in 
use in other countries are one-handed forms.
Paget-Gorman Sign System (PGSS)
Paget-Gorman is a form of signed English with a 
one-to-one sign to word reference. The system is 
based on twenty-one standard hand postures and 
thirty-seven basic signs, used in different com­
binations. Th^ function of the basic signs is to 
represent groups of words with a common concept, 
such as time, position and animal life. One of 
the great advantages of PGSS is that it can show 
all the grammatical inflections of the English 
language, e.g. simple present, simple past, 
future, and adjectival endings.
Seeing Essential English (SEE-I)
SEE-I was designed to use ASL signs plus signs 
invented to represent both root words and the 
inflectional system of English. This way a close 
manual approximation to English may be attained. 
English words are classified into three groups:
1) basic words 2) compound words and 3) complex 
words. Basic words consist of whole word forms 
or root words. In order to establish the use of 
an ASL sign for a particular English word, three 
factors are considered:- a) meaning b) spelling 
and c) sound. A single sign is used when any two 
out of the three criteria are the same for two 
English words. Thus, for example, "the word 
'right' has three common meanings (correct, 
direction, privilege) but because the spelling
and sound are the same, one sign is used in 
SEE-I, whereas ASL has separate signs for each of 
the three English meanings." (Quigley and King, 
1980). In the case of compound words, e.g. 
'butterfly1, the ASL sign for the component word 
- 'butter' is used plus the sign for 'fly'. 
Complex words are formed by the addition of one 
or more affixes, or inflections to the root word. 
SEE-I has more than 118 such affixes.
1.2.3 Bimodal communication
Combinations of manual and oral forms of education are 
also used to teach the deaf. This is sometimes referred to 
as 'total communication.' Those in favour of bimodal 
methods argue that signing and lipreading alone are ineffi­
cient channels of communication. When combined, however, 
one is increasing the language input available to the sub­
ject, and hence s(he) has more information from which to 
construct a message. Below are some examples of bimodal 
communication methods.
a) Cued speech
This is a manual representation of those syllables and 
phones of spoken English that are not visible for 
speechreading. In this system, eight handshapes are 
used to represent these elements of speech which are 
not visible. The idea is that these handcues supple­
ment the spoken message so that the resulting combina­
tion of signs plus speech provide the deaf individual 
with a visibly intelligible message.
b) Rochester method
Finger spelling as a form of manual communication was 
described earlier. The Rochester method combines lip- 
reading and finger spelling. Thus the child receives 
information through three channels - lipreading, finger 
spelling and audition (provided by amplification).
During instruction, the teacher spells every letter of
every word in coordination with speech.
This chapter has outlined deafness as a term, and also 
discussed some of the language systems available to the 
deaf. In Britain, oralism still remains the most popular 
mode of educational instruction, although manual methods are 
on the increase. However most of research that has been 
conducted on the oral-manual controversy is only evaluative. 
Studies abound which have compared language development 
under these different modes of communication. There are 
also a lot of evaluative studies on the cognitive abilities 
of the deaf (See Quigley & Kretschmer 1982; Meadow 1980; 
Conrad 1979 for excellent reviews).
Although all this work has increased our understanding 
of the capabilities of the deaf, we still lack adequate 
theoretical justifications for the different language sys­
tems available, as Moores so aptly stated in the opening 
quote of this chapter. Until we know what information is 
available to the deaf under the different systems, and until 
we know how this information is utilized, we will not be 
able to make objective decisions about their relative 
efficacy.
The experiments to be presented later in this thesis 
attempted to answer some of these questions. Attention was 
focussed on lipreading, partly because of the number of 
schools using this system of education. The research speci­
fically dealt with the nature of the code used by orally 
educated deaf children to achieve single word identifica­
tion. Although the question of how lexical access is 
achieved is but one issue in the study of the reading 
process, it was felt that in the case of the profoundly 
deaf, it was important enough to merit considerable investi­
gation. We have a lot of evaluative research on the poor 
reading abilities of the deaf, but little on the theoretical 
reasons for this. That is, of course, without the series of 
experiments that have been conducted by Barbara Dodd and her 
colleagues. These suggest that lipreading can compensate 
for some of the phonological properties of speech which lack
of hearing denies to the profoundly prelingually deaf child. 
Dodd's results provide, therefore, theoretical support to 
the oralist position. It was in an attempt to examine the 
adequacy of this support that the research to be described 
in following chapters was conducted. Before doing this, 
however, it is necessary to outline the issues at stake.
The next chapter will therefore describe what is believed to 
occur during the reading process of the hearing.
2. THE READING PROCESS IN THE HEARING
Theories on how we read abound. However, rather than 
discussing any of these in detail, a review of the issues 
involved will be presented, in order to provide an indica­
tion of the problems faced by the deaf. These will then be 
discussed specifically in the following chapter.
Before continuing, it is useful at this stage to con­
sider the task that the reader is facing when s(he) encoun­
ters text. At the most basic level, words are composed of 
letters which require discrimination and identification.
Thus the reader must be able to differentiate letters with 
ascending strokes from those with descending ones. S(he) 
must also be able to identify individual letters and 
recognise the words that they make up. Words themselves 
have meanings which may vary according to context. This 
must also be appreciated by the reader who must furthermore 
be aware of the role that syntax plays in conveying the 
overall meaning of a passage.
The importance of the relative contributions of the 
varying processing stages in reading has been differentially 
emphasized by theorists. According to Smith (1979), theo­
ries on the reading process may be divided into "outside in" 
and "inside out" theories. The former view reading as a 
series of decision stages involving the discrimination of 
letters and words which eventually results in comprehension.
'Inside out' theories regard reading as a more central­
ly directed process where readers make hypotheses and 
predictions between alternatives without analysing all the 
information available. Words may be identified independent­
ly of knowledge about individual letters. Thus according to 
Goodman (1967) "reading is a psycholinguistic guessing game. 
Efficient reading does not result from precise identifica­
tion of all elements, but from skill in selecting the 
fewest, most productive cues necessary to produce guesses 
which are right first time."
It is not necessary that the skilled reader should be 
restricted to only one of these modes of operation. Indeed 
some flexibility in switching between strategies may be an
essential feature of the fluent reader's behaviour. Thus 
with relatively familiar material entailing much redundancy, 
it is probably the case that the reader does engage in a 
'psycholinguistic guessing game'. With unfamiliar material, 
however, or with material with high information content, 
s(he) is likely to revert to a hierarchical decision making 
strategy and will attempt to decode unfamiliar words, per­
haps even to the level of letter discrimination.
Both approaches would accept that certain skills are 
involved in fluent reading, and some of the main ones will 
now be described.
2.1 Identification of words
Coltheart (19 80) has proposed a model of how the 
skilled reader might proceed from a printed word to its 
meaning representation in his/her internal lexicon or word 
dictionary (see figure 1).
There has been a lot of controversy in the literature 
concerning the route that a reader takes from print to 
lexicon. The two major alternatives that have frequently 
been discussed may be referred to as a) the direct access 
hypothesis or visual coding and b) an intermediate phono­
logical decoding stage.
Figure 1
PRINTED LETTER STRING
VISUAL
CODE
PHONOLOGICAL
CODE
A LEXICAL 
ENTRY
INTERNAL
LEXICON
c
\U
PRONUNCIATION
Nl/
PRONUNCIATION
The visual coding hypothesis assumes that the reader 
proceeds straight from print to lexicon. This is repre­
sented by route A on Coltheart's (1980) diagram. That such 
a pathway exists is evident from the fact that we can pro­
nounce exception words - i.e. those words which deviate from 
the normal rules of pronunciation.
Thus 'bread' is pronounced correctly as opposed to 
'breed' which is the way that the vowel diagraph -ea- is 
normally spoken as in 'steam'. Furthermore we are able to 
pronounce ideographs, e.g. Roman numerals and mathematical 
signs.
The phonological decoding view states that an inter­
mediate stage exists between the perception of a letter 
string and lexical access. At this stage a word is decoded 
into its phonological constituents before its entry in the 
lexicon may be obtained. The fact that this route exists 
explains our ability to answer correctly questions about 
pseudohomophones. Thus we can decide whether or not 
'phocks' sounds like an animal. 'Phocks' being a nonsense 
word would not have a lexical entry and therefore to access 
its homophone 'fox' requires the use of phonological 
decoding.
Coltheart believes that a third route also exists - 
pathway C - where a word undergoes phonological decoding 
without lexical access. This route is evidently in use when 
nonsense words are being pronounced. Here a sound represen­
tation is obtained without recourse to the lexicon. The 
existence of all three of these pathways has been demon­
strated experimentally, e.g. Rubenstein et al. (1971),
Barron (1977), Doctor and Coltheart (1980).
One question of interest, therefore, concerns the route 
that skilled readers prefer to use. Coltheart believes it 
to be the direct access or visual route. An experiment was 
conducted (Coltheart et al., 1979) in which subjects were 
presented with regular and exception words, in a lexical 
decision task. (i.e. deciding whether a single letter string 
is a word or not.) Regular words may be accessed from the 
lexicon using both the visual and phonological routes. 
However, only the visual route is open to exception words,
because they cannot be pronounced using normal phoneme- 
grapheme correspondence rules. Coltheart et al. reasoned 
that if the phonological route was ever faster than the 
visual one, then when subjects were presented with these 
words in a lexical decision task, they would always be 
faster naming regular rather than exception words. This is 
because regular words may be accessed using both routes, 
whereas only the visual route is available for exception 
words. The results, however, revealed that there was no 
advantage in terms of either speed or accuracy for regular 
words over exception ones. Thus, this indicates that in a 
lexical decision task, lexical access when it occurs always 
occurs via pathway A. Only when access to a lexical entry 
is impossible (i.e. when the stimulus is a non-word) can 
pathway B affect behaviour.
Coltheart*s research suggests, therefore, that skilled 
readers proceed directly from a printed word to its lexical 
representation without resorting to any intermediate phono­
logical decoding. The issue of the route used by beginning 
readers is less straightforward. Shankweiler et al. (1979) 
believe that the phonological route is important in the 
early stages of reading acquisition. Groups of good and 
poor readers nearing completion of their second school year 
were asked to recall strings of five letters drawn from the 
rhyming set, B C D G P T V Z  and from the non-rhyming set, H 
K L Q R S W Y. The stimuli were presented by means of a 
tachistoscope, and each five letter string was presented 
individually. Subjects were asked to recall the letters in 
the order presented. The results indicated that the perfor­
mance of the good readers was more adversely affected by the 
rhyming consonants than was that of the poor readers. On 
the non-rhyming consonants, however, the good readers were 
clearly better at recall than the poor readers. This 
finding applied to both auditory and visual presentations. 
The problem, however, with the result obtained by Shank­
weiler et al. is that it is not clear whether it relates to 
pre- or post-lexical phonological coding. As they point 
out, "it remains to be explored whether the problem that 
poor readers have in dealing with the phonetic representa­
tion stems from faulty establishment of phonetic encoding or 
reflects a difficulty of access to it."
Doctor and Coltheart (1980) explored this question 
further, using meaningful and meaningless sentences. The 
meaningless sentences were of four types. 1) Real words 
resulting in a sentence which sounded correct when phono- 
logically recoded - e.g. "I have know time." 2) Real words 
comprising a nonsensical sentence - "I have blue time."
3) Nonword, but correct when phonologically recoded - "I 
have noe time." 4) Nonword and nonsensical - "I have bloo 
time." Subjects aged between six and ten years were 
presented with the sentences, and asked to decide whether or 
not each made sense. The results revealed that the younger 
group made more errors with meaningless sentences which were 
meaningful when recoded phonologically. Older children, 
however, made fewer errors with such sentences, indicating a 
greater dependency on a visual code. "Our suggestion is 
that when children begin to read, they rely to a great 
degree on phonological recoding. Over the next four or five 
years, the contributions of phonological recoding decrease 
and reading for meaning relies more and more heavily on 
visual representations of words."
There is some evidence, however, from single word 
recognition experiments which are contrary to Doctor and 
ColtheartVs conclusions. Rader (1975) hypothesized that if 
phonological access to meaning drops out as subjects become 
more skilled at reading, then there should be a greater 
decrease in response time across age, in the difference 
between category and rhyme judgements with a visual than an 
auditory presentation. She asked children in grades two, 
four and six, as well as adults, to decide whether or not 
pairs of auditorily and visually presented words rhymed 
(e.g. pie, buy) or belonged to the same semantic category 
(e.g. dog, cat). The rationale for the experiment was that 
with the rhyming task, phonological coding was obligatory, 
with the visual presentation. Thus a smaller rhyme-category 
difference in terms of response time with the visual rather 
than auditory presentation would indicate that phonological 
coding was not occurring in the category condition. This is
because the category condition was the only one in which the 
use of phonological coding was optional.
The results indicated that the rhyme-category differ­
ence was smaller with the visual than auditory presentation 
for all age groups, although the effect was confined to the 
'yes* responses for the second graders. This suggests, 
contrary to the previously mentioned work, that even grade 
two children do not require phonological access to meaning.
Condry et al. (1979) presented grade two, five and 
university students with a target word and two choice words. 
The subjects were required to decide which one of the choice 
words was similar to the target word in a specific way: 
graphically, phonologically and semantically. The distrac- 
tor, or incorrect choice words were varied systematically so 
that in the semantic condition, for example, subjects might 
have a distractor (e.g. wait) which rhymed with the target 
(e.g. plate); the correct choice word (e.g. dish) was 
semantically similar to the target. Condry et al. predicted 
that if subjects shift developmentally from using phonologi­
cal coding to using a combination of visual and phonological 
coding, then rhyming distractors in the semantic task should 
have a decreasing influence on subjects* performance across 
age. However, the results indicated that the influence of 
the rhyming distractors tended to increase rather than 
decrease across age. The implication is, therefore, that 
beginning readers may be somewhat more efficient at using 
visual rather than phonological coding in accessing word 
meaning, whereas mature readers may be more likely to use 
both types of coding.
The role that phonological coding may be playing in the 
reading process becomes clearer when viewed in the light of 
Baddeley's 'working memory' model. This proposes that the 
short term memory store comprises two components - a central 
executive system and an articulatory loop. The central 
executive is assumed to be responsible for information 
processing and decision taking as well as storage. The 
articulatory loop functions as a 'slave' system and has the 
task of storing and rehearsing speech-like material. Its 
role is to supplement the central executive by maintaining
material until it is ready to be processed.
Evidence in favour of the existence of the articulatory 
loop comes from experiments which show that subjects make 
more errors when asked to recall phonetically similar as 
opposed to phonetically dissimilar material. For example, 
Conrad (1964) showed that in a memory span task, when sub­
jects are required to repeat sequences of consonants, the 
errors made are phonemically similar to the correct item. 
Thus, if the subject forgets the letter 'B' he is more 
likely to misremember it as 'V' than 'F', even though the 
material was visually presented. Baddeley, Thomson and 
Buchanan (1975) also showed that there was a clear relation­
ship between memory span and word length. They found that 
spans for long words were substantially shorter than for 
short words. The crucial variable appeared to be spoken 
duration rather than the number of syllables, and their data 
indicates that memory span is approximately equivalent to 
the number of words which can be read in 1.5 seconds.
Baddeley believes that the articulatory loop has an 
important function in the acquisition of reading. A child 
learning to read must not only be able to decode individual 
words into their constituent letters but must also be able 
to blend them into the speech sounds that they represent.
The central executive is believed to be responsible for the 
actual translation into speech sounds, and for the blending 
of these into words. Whilst these processes are going on, 
the articulatory loop is used to store sequences of sounds, 
leaving the central executive free to decode the next item. 
Were the central executive to carry out all these functions 
by itself then its capacity would be greatly reduced, 
because of the 'space' that these would take up. Thus "a 
child who is able to utilize the articulatory loop will be 
at a substantial advantage in decoding unfamiliar words in 
contrast with a child who attempts to carry out the whole 
procedure via the central executive component."
The role of the articulatory loop in fluent reading, 
however, appears to be a reduced one. Baddeley suggests 
that it may be of importance when 'difficult' material is 
encountered. An example might be where the text is seman­
tically quite uniform but differs in its phonological fea­
tures. Here the articulatory loop would serve to enhance 
retention of the phonological characteristics of the 
material.
Thus, to return to the issue of the beginning reader, 
whilst there is evidence that the ability to use phonolog­
ical coding is related to superior reading ability, this 
does not mean that beginning readers are dependent on such 
coding. Instead "the most plausible hypothesis suggests 
that beginning as well as fluent readers can use both visual 
and phonological information in word meaning access." 
(Barron, 1981). Phonological coding seems to be of more 
importance for the storage of information in memory.
So far, only lower order reading skills have been 
examined. It is now time to consider some of the higher 
order skills that are involved in reading.
2,2 Beyond the word
When one starts to examine reading at a level beyond 
the single word, a number of factors require consideration.
A prose passage, for example, is composed of sentences.
These have individual meanings as well as bearing a rela­
tionship to each other. The syntax of the passage thus 
becomes significant and it is important that the reader 
appreciates this to comprehend it as a whole. Of course, 
some of the information contained will be redundant with 
regard to conveying meaning, e.g. 'ands' and 'thes', of 
which the reader will need to take account.
Drewnowski and Healy (1977) have produced evidence 
which indicates that familiar word sequences may be read in 
units larger than single words. In five separate experi­
ments, subjects were asked to read prose or scrambled word 
passages in which syntactically legal phrases were present 
or absent. Subjects in each condition were asked to circle 
a letter (t or n), a letter cluster embedded in a word 
(1 rather 1 or 1 handle1) or a high frequency word, e.g. 'and' 
or 'the1. The results indicated that subjects made signi­
ficantly more detection errors on the high frequency words -
'and' and 'the' when these words appeared in prose passages 
or in syntactically legal phrases embedded in scrambled word 
passages. These errors were significantly reduced when they 
appeared in an inappropriate syntactic context. This exper­
iment demonstrates, therefore, that skilled readers not only 
process text in units larger than the single word, but that 
this strategy is a highly selective one.
Drewnowski (1978) used the above letter detection task 
with children in grades one through five, and adults, in 
order to evaluate developmental changes in units of pro­
cessing. The subjects were required to detect every in­
stance of the letter *t' by circling it in prose passages, 
scrambled letter passages and lists of words. The rationale 
for the experiment was that the ability to process higher 
order units of text (e.g. phrases) would be reflected in the 
differences in the percentage of detection errors made on 
the word 'the1 in the different types of passages.
Drewnowski measured the conditional percentage of detection 
(omission) errors by dividing the total number of detection 
errors (errors on the word 'the* plus errors on 't-h-e' 
letter patterns in words, such as 'lather1) into the detec­
tion errors on the word 'the'. It was found that all groups 
of subjects were at chance (33%) or below in errors on 't' 
in the word 'the' for word list and scrambled letter pas­
sages. However, all of the subjects were above chance in 
the percentage of detection errors they made on the word 
'the' in prose passages, except for the children in grade 
one. Furthermore, only the grade four, five and adult sub­
jects made a higher percentage of detection errors on 'the' 
while reading prose passages than scrambled word passages. 
The results indicate, therefore, that it is not until grade 
four that subjects are able to use the syntactic and seman­
tic constraints on printed language to process text 
efficiently at the level of prose units. Younger subjects 
appear to be processing text at the level of individual 
words, whilst children of grade one reading appear to be 
relying on letter-by-letter processing.
The importance of the reader's own language ability and 
competence has been shown by Mackworth (1972). A 'missing 
word task' was conducted with good and poor readers. The 
children were shown displays of simple sentences and asked 
to search for missing words. Above the sentence were two 
lists of three words, one consisting of nouns and the other 
verbs. The missing word was either a noun or a verb. Eye 
movements were photographed, and the time spent looking at 
the wrong group of words measured. The results indicated 
that good readers spent less than half as long looking at 
the wrong category as did poor readers.
Reading at levels beyond the single word also involves 
anticipation and prediction. Steiner, Weiner and Cromer 
(1971) looked at the effect of 'comprehension training' on 
reading. On half the trials, good and poor readers were 
read aloud a paraphrased summary of a story that they were 
afterwards given to read. The stories were presented either 
in paragraph fashion or word by word, followed by questions 
about the text. The results indicated that error rates 
increased with comprehension training for good readers. 
However, with the single word presentation, error rates 
decreased after training. Good readers made anticipation 
errors that made sense with this presentation, and iden­
tified whole phrases rather than single words. The poor 
readers, by contrast, were much less organized, and appeared 
to respond to the words as if they were unrelated items.
These experiments thus underline the importance of an 
appreciation of syntax for effective reading. Furthermore 
they give an insight into the kinds of strategies that good 
readers use.
Gibson and Levine (1975) summarise the task facing the 
skilled reader according to two principles. "One is that 
the reader will direct his attention to processing textual 
material in the most economical way he can. The second ... 
states that adaptive reading is characterised by continual 
reduction of information." These principles are put into 
operation by selective processing, and by chunking informa­
tion together.
In conclusion, then, it can be seen that the reader's 
task is a complicated one. Processing of text occurs at a 
number of levels ranging from the discrimination of indivi­
dual letters to an interpretation of syntax and semantics. 
The decoding of a word into its phonological characteristics 
seems to be a feature of beginning reading and may be of 
importance for storage in memory. With increasing skill, 
the reader relies on direct visual access from print to 
lexicon to a much greater extent. Phonological decoding 
seems to be reverted to when difficult words are encoun­
tered, so that they may be stored on the articulatory loop.
This chapter has briefly examined the process of 
reading in the hearing individual. In the following 
section, literature on the reading processes in the deaf 
will be reviewed and discussed.
3. READING IN THE HEARING IMPAIRED
"The education of children born deaf is essen­
tially a war against cognitive poverty ... Most 
deaf children leave school massively disabled with 
respect to their ability to understand speech, to 
be understood when they speak, or to comprehend 
meaning in written language." (Conrad, 1979).
This was the introduction to Conrad's research looking 
at the education of deaf school children in Britain. His 
conclusions bore out his initial pessimism. 468 hearing 
impaired school leavers in England and Wales, aged between 
15 and 16.5 years, were given the Brimmer Widespan Reading 
Test. Their median reading age was nine years. For the 
deafer groups, almost fifty percent had no reading compre­
hension. Only 18 of the children in Conrad's sample had 
reading ages comparable to their chronological ages. Of 
those children with hearing losses greater than 86 dB, only 
five had reading ages which matched their chronological 
ages.
Conrad's findings are not new. DiFrancesca (1972) 
recorded similar results for a group of 17,000 deaf children 
in the U.S.A. He found median reading ages for the 16 year 
olds to be about 9.3 years. Norden's (1975) deaf sample of 
about one hundred and fifty Swedish school leavers were also 
comparable to the previously mentioned groups in terms of 
their poor reading abilities, which were around the ten year 
age level.
Thus deaf children leave school as, for the most part, 
very poor readers. These findings are all the more tragic 
in the light of research by Grove and Rodda (in press) which 
suggests that for their sample of deaf children, the most 
efficient method of dealing with information was reading 
followed by total communication and then manual communica­
tion. Oral methods were the least effective. If this is 
the case, then the plight of the deaf child is worsened.
Not only is s(he) denied auditory information, but also the 
one approach that might prove to be a key to communication
with the hearing world is extremely limited. However, at 
least it exists, and the concern for educationalists and 
psychologists must be with why the deaf read so badly. The 
rest of this chapter will look at some of the research which 
has already been conducted on the reading abilities of the 
deaf. The review will begin by looking at studies which 
have focussed on reading strategies which the deaf appear to 
employ. Attention will then be transferred to the issue of
the codes the deaf use while reading.
3.1 Reading strategies of the deaf
At the outset, it should be noted that not all the 
research on higher level reading skills of the deaf is 
negative. The study by Ewoldt (1978) to be discussed below 
is one such positive example. In general, though, it seems 
to be the case that those deaf individuals who have been 
taught some kind of sign language are in a marginally better 
position than those who have been brought up in a totally 
oral mode. However, both groups still face immense 
problems.
Ewoldt's (1978) study was conducted with a group of 
deaf children who had been brought up signing. She studied 
their reading strategies using a taxonomy of reading mis- 
cues. It has been suggested by Goodman (1967) that hearing
readers attempt to construct meaning from text by use of
three cuing systems - semantic, syntactic, and graphophonic 
(symbol-sound). The search for meaning is a dynamic one and 
involves the continual modification of hypotheses about the 
text, as new information from the cuing systems becomes 
available. It follows, therefore, that if one were to exam­
ine the errors that readers make, this would give an insight 
into the kinds of cuing systems that they are using. To 
this end, Goodman has devised the 'Goodman Taxonomy of 
Reading Miscues (1970), which Ewoldt employed in her study. 
Four profoundly prelingually deaf children were asked to 
read and retell various stories using sign language. 
Retellings were scored using Goodman's inventory.
The results indicated that the deaf subjects had per­
formed in a similar way to hearing children when asked to 
perform the same task. Thus, for example, hearing readers, 
when faced with difficult material, would pay close atten­
tion to graphic information. Correspondingly, the deaf 
showed an increase in finger spelled words from the easiest 
to the most difficult story read. Furthermore, "all four 
deaf readers exhibited inferences and misconceptions which 
indicated that they were interacting with the information in 
the story." For instance, one girl read a story about a 
mentally retarded boy called 'Teddy'. In her narration, 
'Teddy' was a teddy bear, indicating that for her 'Teddy' 
belonged to a category concerned with toys rather than 
names. Hearing readers make similar kinds of inferences 
from text.
Ewoldt's conclusions are therefore that her deaf sample 
were exhibiting reading strategies analogous to those of 
hearing readers. She suggests that they may perform poorly 
on reading tests because they need context rather than 
isolated sentences. This allows them to construct meaning 
despite complex syntax or words with which they are 
unfamiliar.
Although her samples are very small, Ewoldt's results 
are extremely interesting. Firstly, they suggest that, like 
hearing children, the deaf are actively processing informa­
tion and searching for meaning. More significantly, Ewoldt 
found evidence that her subjects were using reading as a way 
of discovering new concepts. Thus one deaf reader encoun­
tered the phrase 'sensed an upcoming storm', and translated 
it as 'see an upcoming storm.' On a second reading, how­
ever, it was reported as 'think an upcoming storm,' which in 
essence captures the idea being conveyed. This latter point 
is reminiscent of some brain-damaged adults.
Quinn (1981) also reports evidence of 'chunking' and 
selective processing for meaning by two groups of deaf 
children. One had been subjected to a total communication 
programme, and the other to an oralist one. The subjects 
were given a letter cancellation task - the target being 
'g'. They were presented with prose, scrambled word, and
scrambled letter passages. The results indicated sophisti­
cated processing strategies on the part of the deaf. They 
made more errors on the scrambled word and normal prose 
passages than on the scrambled letter one, indicating that 
they were processing the passage as chunks. The same beha­
viour was observed with normal hearing children. Further­
more, the deaf tended to detect letters that appeared in 
content words more often than those that were in non-content 
words. This indicates selective processing for meaning.
Where, then, do the deaf go wrong when learning to 
read? There is evidence that the teaching process itself 
can contribute to the problem. Howarth et al. (1981) 
videotaped deaf and hearing children reading in the class­
room situation. The results indicated that the deaf group 
were stopped significantly more frequently than the hearing 
children. Furthermore, the deaf were stopped in order for 
their teachers to explain meanings of words to them. By 
contrast, hearing children would be stopped for praise. The 
deaf group were also much slower overall. However, children 
from a school whose policy it was to delay reading instruc­
tion until it was felt that sufficient syntax and vocabulary 
had been acquired read better than those from a school where 
this was not done. Whilst there is an enormous amount of 
research on the issue of 'reading readiness' amongst hearing 
children, there is very little work on this with the deaf. 
The results obtained suggest "that what is going on in the 
reading lesson for many deaf children has little to do with 
developing a normal reading process. At best they acquire a 
few more words of printed vocabulary with no progress 
towards mastering larger sections of print." (Wood, 1981).
The problems of the deaf are therefore beginning to 
become clearer. It must also be remembered that they bring 
to the reading situation very poor language skills, in terms 
of vocabulary and syntax. As mentioned earlier, these 
become very important when one progresses beyond the level 
of the single word.
The situation of the deaf child learning to read has 
often been compared to that of someone trying to acquire a 
second language. This view has been advanced by Gormley and
McGill-Frazen (1978), with reference to deaf children who 
have been brought up on sign language, but are required to 
read in English. According to the authors, there are four 
models which have been advanced to explain reading failure 
when it occurs in the hearing. These may also be applied to 
the deaf. The defect model would attribute the problems of 
the deaf to some organic cause - e.g. minimal brain damage. 
The view of the deficit model however is that the child is 
deficient on one or more of the skills required for reading. 
According to the disruption model, the problem stems from 
some kind of behavioural malfunctioning within the child.
The last is the difference idea, which is the one favoured 
by the authors. This postulates a mismatch between the 
child's typical pattern of response and that required for 
reading. Gormley and McGill-Frazen believe that the problem 
with manually educated deaf persons is that although they 
may be linguistically competent in sign language, they have 
to learn to read in a language with a different syntax.
Thus although they may be bringing important linguistic 
skills to the reading situation, their position is akin to a 
Chinese speaker learning to read English. That is, they are 
moving from a highly visual gestural language to one where 
sound (phonetics) plays an important role. Gormley and 
McGill-Frazen believe that to aid the reading process, 
teachers should not worry if the child gets syntax confused, 
but instead should concentrate on ensuring that he/she 
acquires an understanding of the text.
Bockmiller (1981) develops this idea further and argues 
that "When ASL is viewed as a separate language, the 
teaching of English as a second language can be an accepted 
reality ... Educators can draw from the literature con­
cerning the strategies for teaching English as a second 
language, and employ these strategies for teaching children 
who communicate in ASL." This view would be backed by 
Dawson (1981) who cites evidence of superior recall by deaf 
children of sentences presented in Signed English as opposed 
to those written in English per se.
To summarise thus far, there is evidence that the deaf, 
in spite of their overall poor reading abilities, do exhibit 
some of the reading strategies seen in hearing individuals, 
when they are allowed to process text for meaning. However, 
they appear to be limited by their own linguistic abilities. 
Sign languages do not directly map onto English, and there­
fore even to compare the position of a deaf signer to some­
one trying to learn a second language is being optimistic.
A second language learner has already acquired linguis­
tic knowledge. S(he) knows, for instance, about verbs, 
adverbs and tenses. Furthermore, if s(he) is literate, then 
these acquired skills can be fairly readily transferred to 
the second language. The process involves, in essence, 
mapping from one language to another. In the case of the 
deaf, however, it is not so easy, because frequently they 
lack a sufficient knowledge of the sign language. Thus they 
cannot easily use it to map onto English. The same applies 
when it comes to writing, because sign languages tend not to 
have widely used written forms.
In the next section, attention will be focussed on the 
actual reading skills of the deaf, beginning with higher 
order skills.
3.2 Higher order reading skills
As mentioned earlier, reading beyond the level of 
single words requires a number of complex skills. Syntax 
plays an increasingly important role, and this provides a 
major stumbling block for the deaf child. Moores (1967) 
demonstrated this fact by use of a 'cloze1 procedure to 
investigate the reading performance of a group of deaf 
students matched for their reading ability with a hearing 
group. The method requires the reader to replace words 
which have been deleted from passages. The results revealed 
substantial deficiencies on the part of the deaf students in 
terms of vocabulary and syntax, even though both groups were 
matched for reading ability.
Quigley and his associates have also conducted a range 
of studies looking at the deaf child's syntax. "It was 
found that even when the deaf students understood the voca­
bulary in the sentences, they had difficulty in under­
standing (reading) the test sentences." (Quigley and 
Kretschmer, 1982). This was especially true for embedded 
sentences, for example, 'The boy who kissed the girl ran 
away.' With this, most of the students believed that it was 
the girl who had run away. This indicates a lack of under­
standing of syntactic structure. Indeed, the research 
showed that the average 10 year old hearing child scored 
higher on Quigley et al.'s psycholinguistic tests than many 
deaf 18 year olds. However, one important finding which 
emerged was that many of the syntactic structures found in 
the language of the deaf group were also present in other 
populations, including non-native speakers of English. 
(Quigley and King, 1980). The conclusion must therefore be 
that the deaf are not unique in terms of the kinds of syn­
tactic errors that they are making, as has been suggested. 
(Myklebust, 1960). Instead, the deaf differ from the 
hearing in that their understanding of syntax is at a much 
more basic level.
Thus with regard to higher order reading skills, 
research indicates that the deaf have problems understanding 
syntax, which in turn interferes with their comprehension of 
text. Apart from this, their reading strategies are not 
markedly different from those used by normal readers.
So far, no reference has been made to the effect that a 
lack of auditory input per se has on the reading of the 
deaf, apart from the fact that it can result in a limited 
language input. This is not to say that it does not play a 
role. Indeed, it has been suggested by Lichenstein (1980) 
that speech recoding of text is important in maintaining 
items in short term memory so that they may be processed. 
This coincides with the stress that Baddeley (1979) lays on 
the function of the articulatory loop in working memory to 
retain information for comprehension. There is evidence 
that some of the reading problems of the deaf may be attri­
buted to lack of access to such a storage facility. Webster
(personal communication) conducted an experiment which 
underlines the importance that the articulatory loop may be 
serving in reading. A battery of graded sentence reading 
material was presented to a group of hearing impaired chil­
dren (with hearing losses greater than 70 dB) aged between 
11 to 11.10 years. In addition, two groups of hearing 
children also participated - a group aged between 8 to 8.10 
years, and a group aged 11 to 11.10 years. The children 
were shown a picture followed by four sentences, one of 
which correctly described the action occurring in the . 
picture. The task was to select the correct sentence.
Initially, all groups of children, except for the 
hearing 11 to 11.10 year olds, were shown the pictures and 
sentences simultaneously. They were then asked to make a 
choice. After at least 24 hours, the experiment was 
repeated on all groups. This time, a ten second delay was 
introduced between subjects seeing the picture and being 
presented with the sentences. Furthermore, the picture was 
removed after this delay, these preventing subjects from 
making cross references between the picture and the 
sentences.
Performance for the hearing-impaired group fell from 
90.5% correct under the first presentation to 45.5% with the 
delay procedure. For the younger hearing group, performance 
fell from 70.5% to 52%, and the scores for this group, under 
the delay condition, were not insignificantly different from 
those of the deaf group. By contrast, the older hearing 
children performed significantly better than their age 
related deaf counterparts under the second condition.
Webster's conclusions were that the introduction of the 
time delay made great demands on the deaf child's short term 
memory. Clearly s(he) was capable of discerning the seman­
tic relationships between the picture and the sentences. 
However, because the deaf child lacked an articulatory loop, 
this information could not be stored, and therefore the 
child's performance was more error prone. Webster argues 
that the performance of the younger hearing children indi­
cates that the ability to use internal speech and the arti­
culatory loop develops alongside emerging reading skills.
Webster's work gives an indication of the role that 
articulatory coding may play in the storage of information 
whilst reading. However, it leaves unanswered the question 
of how lexical access is achieved in the first place. It is 
now necessary to examine lower order reading processes in 
the deaf with a view to discovering what codes they may be 
using to access their internal lexicons.
3.3 Lower level reading skills in the deaf
It was mentioned earlier that reading theorists postu­
late the existence of two routes from print to lexicon. One 
assumes direct visual access and the other puts forward some 
kind of intermediate phonological recording stage. As 
regards beginning readers, it has been suggested by some 
researchers that they rely more on phonological recoding 
than direct visual access, at least in the early stages of 
reading acquisition. What, therefore, is the situation with 
the deaf and what codes do they use to achieve lexical 
access?
On the face of it, the notion that the deaf can utilise 
a phonological code seems illogical. It is hard to under­
stand how children - at least those who are severely to pro­
foundly deaf - can gain enough sound-based information about
words to be able to utilise a phonological code. However, 
the possibility should not be dismissed out of hand, as has 
been the tendency of some researchers (Gibson, Schurcliff 
and Yonas, 1970; Brooks, 1980). The coding processes of the 
deaf will now be examined with a view to discovering ways in 
which they proceed from print to lexicon.
Blanton et al. (1967) performed a series of experiments 
to discover which characteristics of words were relevant in 
the associative and learning processes of deaf and hearing 
subjects. On the Kent-Rosanoff Word Association Test, it 
was found that the deaf gave more graphemically similar
responses than did the hearing. In a second experiment,
subjects were required to choose between words which were 
graphemically or semantically related to a target, and ones 
which were graphemically similar or were homophones of a
target word. Again the deaf made significantly more 
graphemic choices than did the hearing. Unfortunately, 
interpretation of the results is confounded by the fact that 
some of the homophones were also visually similar to the 
target words. In a third experiment, subjects were pre­
sented with a target word and asked to select one that 
rhymed with it. The choice was from rhyming and graphem­
ically similar words. The hearing group were correct 
significantly more often than the deaf group.
These results suggest, therefore, that the deaf rely 
more on graphemic associations than do the hearing. How­
ever, it is unfortunate that such a wide range of hearing 
loss was involved: hearing losses ranged from 57 dB to 100
dB. This means that one has problems in partialling out the 
effect that hearing loss has on the development of a reading 
code. Even so, these experiments seem to imply that the 
deaf have only a restricted access to any kind of phonologi­
cal coding.
Blanton et al.1s experiments were concerned with 
reading single words as opposed to connected text. There is 
a method, however, which examines the issue of phonological 
recoding within the context of connected prose. This is the 
letter cancellation paradigm mentioned earlier. Here, sub­
jects are required to read a prose passage and simultaneous­
ly cross out all instances of certain designated letters.
The underlying assumption is that if subjects are utilising 
a phonological code, they are more likely to detect 
pronounced rather than silent letters, and misspellings 
which are phonetically incompatible than those which are 
compatible (Corcoran, 1966).
Chen (1976) used this paradigm to examine the coding 
processes of a group of profoundly deaf subjects. It was 
hypothesised that there would be an insignificant difference 
in the detection of silent and pronounced 'e's. This was 
completely confirmed, and furthermore it was shown that 
hearing subjects missed almost twice as many silent 'e's as 
did the hearing impaired group. A similar result was 
recorded by Locke (1978), using a different categorization, 
whereby letters were designated as phonemically modal -
i.e., the letter was pronounced according to the phoneme 
typically associated with its name - or phonemically non- 
modal. For example, 'g' is modal in the words 'rag1 and 
'rage', which utilise its hard and soft properties respec­
tively. It is non-modal in the word 'rough', where it takes 
on a different pronunciation. As Chen discovered, the 
majority of the hearing group (92%) made more errors on 
non-modal than on modal forms. However, only 54% of the 
deaf group were likely to miss more non-modal than modal 
forms.
However, some work by Quinn (1981) does not quite 
coincide with Locke's results. She found, using a similar 
letter detection task, evidence for phonological coding by 
deaf subjects. Thus, they made more errors with phonemi­
cally non-modal than modal targets. There is, however, an 
important difference between Locke and Quinn's samples.
Locke used profoundly deaf children, whereas Quinn's group 
were severely to profoundly deaf, and would therefore have 
had more hearing. Furthermore, as Quinn admits, whilst she 
did attempt to control for relative frequency at the word 
level, the same control could not be applied at the ortho­
graphic level. Thus she acknowledges that "the performance 
of the deaf and hearing subjects in the present experiment 
may reflect a sensitivity to orthographic structure rather 
than evidence for phonological encoding per se." This issue 
raises problems for the interpretation of data from letter 
cancellation experiments. Hung, Tzeng, Warren (1981) have 
commented that "the orthographic regularities of written 
words is highly related (but does not actually correspond) 
to the phonological regularity of written words...." This 
means that even if an individual appears to be using a 
phonological code, it may actually be the case that s(he) is 
using a combination of phonological and visual mediation.
One way of overcoming this problem is to use an orthography 
where visual and phonological word characteristics can be 
manipulated independently. Gaines and Yongxin (1983) 
attempted to do this with Chinese deaf children.
Gaines and Yongxin (1983) decided to investigate 
whether Chinese deaf children would use visual encoding in 
short term memory, and whether this would be associated with 
good reading comprehension. The Chinese orthography lends 
itself to visual encoding, and previous research had shown 
that Chinese readers had a strong short term visual memory 
trace (Yik, 1978). Three word-lists were devised in 
Chinese, consisting of pairs of homophones, homographs 
(words which look identical) and homosigns (words which 
employ similar signs but are phonological and visually 
unalike).
One hundred and eighty-one Chinese males and females, 
aged between 10 and 23 years, with an average hearing loss 
of 106 dB, participated in the study. Subjects were tested 
for their recall of the various pairs. In order to ascer­
tain the subjects' dominant mode of encoding, Conrad's 
(1979) procedure was used. Here the number of errors made 
on the homophone set is calculated against the total number 
of errors made. The resulting ratio is supposed to provide 
a measure of the extent to which phonological coding is 
being used. Thus a ratio of 100 means that the subject only 
made errors on the homophone set, whereas a score of 0 means 
that all the errors were made on the control set.
Gaines and Yongxin found that forty-five percent of 
their sample were visually dominant, eighteen percent 
phonologically dominant, twelve percent sign dominant, and 
twenty-five percent were of mixed dominance.
Reading comprehension was also assessed. It was found 
that the majority of the good readers (42%) were visual 
encoders whereas thirty percent used a phonological code.
In the group of poor readers, forty-six percent used visual 
coding, whereas nine percent used phonological coding. 
Interestingly, hearing loss was not significantly different 
between good and poor readers.
The results indicate, therefore, that the notion of 
'good reading' and visual coding are not incompatible. It 
was suggested earlier that phonological coding might be 
needed for memory storage. However, Gaines' results indi­
cate that a proviso may be necessary. The Chinese good
readers did not differ from the poor ones in terms of 
hearing loss, and yet both groups were relying mainly on 
visual coding. Presumably, therefore, the good readers had 
developed better visual memories, which could store infor­
mation for longer. Thus visual coding is a viable option 
for the deaf, although it may not be as efficient as the 
combination of phonological and visual coding strategies, 
which are available to hearing readers.
The above studies indicate that the deaf can use visual 
coding as a means of accessing the lexicon. There is also 
evidence that yet another processing option is available to 
them - at least that is to those who have been manually 
educated.
Bellugi and Klima (1974) presented lists of American 
Sign Language signs to deaf students for immediate serial 
order recall in English. The words were signed one at a 
time. Performance was compared with a group of hearing 
subjects, who heard English translations of the signs.
Recall for both groups was to be in written English. The 
results indicated a marked recency effect for deaf and 
hearing subjects. Furthermore, the intrusion errors pro­
duced by the deaf group suggested that they had been using a 
sign language code. Thus, whereas hearing subjects often 
produced 'house' for 'horse', the deaf group would write 
'uncle*. In terms of ASL, these two signs are highly 
similar. Thus Bellugi and Klima concluded that the deaf 
subjects were using ASL as a code in which to store 
information, whereas the hearing subjects were relying on a 
phonological code.
Shand (1982) found a very interesting result when he 
administered a serial order recall task to a group of 8 
profoundly prelingually deaf signers. Subjects were 
presented with lists of American Sign Language signs, and 
lists of printed English words. For both modes of presen­
tation, the stimuli in a given list were 1) high in phono­
logical relatedness, 2) high in cherological relatedness 
(i.e. similar in terms of the formational attributes of 
their sign equivalents) or 3) low in both phonological and 
cherological similarity. By way of an example, the fol-
lowing words were contained within the phonological list - 
'shoe', 'through' and 'new'. Three items from the chero­
logical list were 'candy', 'onion' and 'apple'. All of 
these latter words look very similar when signed. Finally, 
the control list contained words drawn from each of the two 
experimental sets, to balance out differences between the 
lists in frequency of occurrence and item length. Examples 
are 'shoe', 'apple' and 'through'.
The results showed that cherologically related lists 
were recalled with much lower accuracy than either control 
lists or phonologically related lists, when a sign mode 
presentation was used. This was not surprising because 
Bellugi and Klima have shown that the deaf can use ASL as a 
code in which to store information. Thus we would expect 
cherologically related items to cause greater interference 
at recall under a sign presentation, than either phonologi­
cally similar or control items.
The surprising finding was that similar results 
occurred with the written presentations. Thus again sub­
jects made more errors on the cherologically related list 
than on the control or phonologically similar lists. This 
latter finding was especially interesting. One would have 
expected that as English words were being presented, recall 
for the deaf subjects would have been easier in English. 
However, the nature of their errors indicates that they were 
effectively switching languages - from English to ASL. The 
results, therefore, clearly suggest a propensity on the part 
of congenitally deaf subjects to code linguistic stimuli in 
terms of cherological properties, even when the stimuli 
themselves are not signs, but rather printed words.
The studies presented to date suggest that the deaf 
have at least two coding systems at their command - a visual 
and a sign one. Attention will now be focussed on the issue 
of phonological coding. Even with the hearing this is an 
extremely difficult topic to investigate, because of the 
vagueness of the concept. A phonological code may refer to 
some kind of auditory representation of information - i.e. 
one codes as if one had heard the words. However, with 
reference to the profoundly deaf, this would be nonsensical.
An alternative definition would be a more abstract one, 
referring to the storing of phonemic representations rather 
than words themselves. Again it would be difficult to apply 
this to the profoundly deaf.
With the severely hearing impaired, the concept is less 
inconceivable because at least they have access to some 
speech-based information. Research on lipreading has indi­
cated that the addition of even limited auditory input can 
significantly improve speech comprehension (Erber, 1972).
In light of the preceding discussion, a series of 
experiments carried out by Dodd and Hermelin (1977) are of 
great theoretical and practical importance. They produced 
results indicating that a group of profoundly prelingually 
deaf children had acquired a phonological code which enabled 
them to match up homophones and identify rhymes. Dodd and 
Hermelin claimed that the children did this on the basis of 
a stored lipread code. These results are significant 
because of the association noted earlier between successful 
reading acquisition and the ability to use a phonological 
code. They are also important theoretically because they 
imply an ability to use information normally gained from a 
modality to which one does not have functional access. Dodd 
and Hermelin propose that lipreading provides the route by 
which the profoundly deaf can gain access to phonological 
information. In the next chapter, therefore, lipreading as 
a mode of communication will be examined and its efficacy 
critically discussed.
In conclusion, the evidence suggests that the deaf are 
poor readers. Although they approach the reading task in a 
similar way to hearing individuals, they encounter problems 
with syntactic structures due to their limited language 
abilities. This may, in part, be due to their lack of an 
articulatory loop in which to store information whilst it 
awaits processing. Their limited language abilities undoub­
tedly worsen the situation. With regards to lower level 
reading skills, most of the evidence suggests that the deaf 
can use a visual code, or a sign language based one. In 
subsequent chapters, research on the phonological coding 
abilities of the deaf will be presented. To begin with,
lipreading as a potential source of that information will be 
critically examined.
4. LIPREADING AS A MODE OF COMMUNICATION
In his book 'The Deaf School Child', Conrad made the 
following assertion. "Much research has shown that lip- 
reading does not provide prelingually deafened children with 
easy access into language ... We must seriously doubt the 
wisdom of insisting that lipreading English remains the 
vehicle for learning a mother tongue." (Conrad, 1979).
This is a serious allegation, given that oralism is one of 
the major philosophies in deaf education. In this chapter, 
the potential effectiveness of lipreading as a mode of 
communication will be examined, as a background to the issue 
whether the deaf can derive phonological information by 
lipreading alone. (Dodd and Hermelin, 1977).
As Farwell (1976) notes, the term 'lipreading' has a 
variety of interpretations. "A broad definition ... would 
embrace the study of all information that may be 'read' from 
the face of the speaker." (Steward, 1974). According to 
Myklebust (1960), it is a process of comprehension which 
occurs when meaning is associated with lip movement. Bunger 
(1932) also includes auditory input as part of lipreading. 
However, most of the studies to be mentioned have taken 
lipreading to refer to the information gained from the 
visual channel in the absence of an auditory input.
The process of lipreading is affected by a number of 
physical factors. Berger (1972) has demonstrated that lip- 
reading is best when the speaker's face is at a 45 degree 
angle to the listener. It is also important that the 
speaker's face be clearly illuminated, and that the listener 
have his back to the light. Erber (1971) found that dis­
tance affects lipreading performance. Thus, he observed 
that the accuracy of lipreading of a group of profoundly 
deaf children diminished from 75 percent correct at 5 feet 
to 11 percent correct at 100 feet.
Researchers have also studied the relationship between 
intelligence and skill at lipreading. According to Farwell 
(1976) available evidence indicates low positive but non­
significant correlations. Conrad (1979) disagrees, however, 
as he found a correlation between speech comprehension
(attained by lipreading) and intelligence. Nevertheless, he 
does admit that a number of other factors may have contri­
buted to this.
The benefits of training on lipreading ability appear 
to be very limited. Craig (1964) conducted a follow-up 
study of a group of deaf children who had attended a pre­
school oral programme, with emphasis on lipreading. They 
were compared to another sample of deaf children who had not 
undergone this training. No significant differences were 
found between the groups on four lipreading subtests.
Conrad (1979) reports one of his experiments where groups of 
hearing children were given white noise through headphones 
to simulate deafness. They were then given the Donaldson 
Lipreading test, and their scores compared to a group of 
profoundly deaf children with hearing losses greater than 95 
dB. The results indicated identical speech comprehension 
scores for both groups. It seems, therefore, that training 
has little effect on improving lipreading ability.
The factor that does appear to have a significant 
effect on lipreading performance is amount of hearing loss. 
Conrad (1979) found that up to about 65 dB hearing loss, his 
15 - 16 year old subjects were able to understand through 
speech, almost all of what they understood in print. How­
ever, beyond 95 dB, the figure reached only about 16 
percent. Green et al. (1981) obtained a similar result.
They administered the 'Diagnostic Test of Speechreading' to 
a group of deaf children with a hearing loss of greater than 
92 dB, and average age of six years and three months. This 
test assesses speech reading performance as a function of 
word, phrase and sentence stimuli. A group of hearing chil­
dren aged around five years and nine months also partici­
pated. The results indicated a superior performance on the 
part of the hearing children, as compared to the deaf group. 
It would seem, therefore, that the deafer one is, the less 
likely one is going to benefit from lipreading. As a means 
of language instruction, therefore, lipreading appears to be 
a poor source of information. It is now necessary to 
examine some of the reasons why this should be the case.
4.1 The problems involved in lipreading
Proponents of the oralist philosophy of deaf education 
believe that one should start training the child to lipread 
as early in life as possible. However, language acquisition 
depends upon feedback from parents and caretakers. Thus the 
hearing child is able to improve his speech by listening to 
and imitating his adult models. The deaf child cannot, how­
ever, do this on the basis of lipreading alone. He cannot 
monitor his own speech auditorily and will, for the most 
part, be unaware of his lip movements. He is, therefore, 
dependent on his muscle and skin senses for speech produc­
tion.
The teaching process itself is fraught with problems, 
some of which were mentioned earlier, e.g. distance of com­
municators, amount of illumination falling on the speaker's 
face, angle of face, etc. The ideal conditions are very 
difficult to reproduce in the classroom situation. Further­
more, the teacher is at a disadvantage in that s(he) cannot 
observe the appearance of his/her mouth and face whilst 
talking. Thus any visual ambiguities in the speech message 
being conveyed will go unnoticed. It is hard, therefore, 
for a teacher to know why a particular deaf child has not 
understood a certain message.
Lipreading, therefore, as a visual means of communi­
cation, is a very limited way of receiving speech informa­
tion. To illustrate this point more fully, the following 
extract by a deaf author is quoted:
"The first steps were to make me shape my mouth so, 
place my tongue such and such a way, and then make a sound 
by studying the movements of my teacher's mouth and by 
passing my hands over his throat or nose ... The letters 
'M', 'B' and 'P' looked so much alike when formed by the 
lips that I was confused in knowing which of the three 
letters my teacher was asking me to articulate. The 'R', 
'Ng', 'G', 'K', etc. were so modestly concealed within the 
throat that I thought I should dive into my teacher's mouth 
and locate them. The entire process is both tedious and 
discouraging." (Ballin, 1930).
Thus relatively little speech information may be con­
veyed visually. Furthermore, lip movements are themselves 
highly confusable. Erber (1974) explains why 'visemes' - 
the visually observable by-products of articulation are 
inefficient symbols for communication. Firstly, speech 
elements produced in the same position in the oral cavity 
are visually similar, e.g. p/b/m. According to Denes 
(1963), the five most frequently occurring consonants in 
spoken English (/t,n,s,d,1/) are produced at the same place 
in the mouth, and differ only in the manner of their articu­
lation. This factor alone presents problems for the 
profoundly deaf lipreader who cannot turn to auditory infor­
mation for disambiguation. Another reason why little speech 
information is conveyed visually is due to the fact that 
some speech movements occur deep within the oral cavity as 
Ballin was lamenting. Thus, for example, the following 
sounds /k,g,n/ are not clearly visible. Furthermore, co­
articulation effects may influence the visibility of many 
speech movements - "for example in the word 'movements' the 
final /n/, /t/, and /s/ blend to form one viseme. In this 
way approximately 40 English phonemes are reduced to about 
16 visemes in conversational speech." (Erber, 1974).
Research by Woodward and Barber (1960) supports Erber's 
conclusions. They investigated the visual discriminability 
of the phonetic contrasts among 24 word initial allophones 
of English consonants. One hundred and two stimuli were 
constructed according to the following classification - 
CV^-CV2 (or C^V-C^V) e.g. pa-ka or pa-pa. Only the vowels 
[a] and [3] were used. Normally hearing adult subjects had 
to categorise each syllable pair as 'alike' or 'different'. 
The results were then analysed to establish a hierarchy of 
visual contrastiveness among the phonetic differences, which 
are assumed to be crucial in the aural perception of speech. 
The stimuli themselves were phonetically identical and 
minimally different nonsense syllables. The test was 
administered by use of a filmed recording of a speaker. To 
five experimental groups the film was shown without sound.
To one control group the sound track was presented alone, 
whereas to another the complete film with sound was shown.
The results indicated that only four sets of English 
consonant initials could be classified as visually con­
trastive. These were bilabials (e.g. p,b,m), rounded 
labials (W,w,r), labiodentals (f,v), and non-labials (e.g. 
t,d,n,l). In other words, of the 102 possible distinctive 
pairs of consonants, 44 proved to be visually contrastive 
and 85 were contrastive under audiovisual conditions of 
reception. This study therefore illustrates the nature of 
the physical ambiguity of lipreading.
Given that lipreading without sound is a very limited 
source of information, the question arises as to how the 
profoundly deaf compare with normal hearing individuals. 
Erber (1972) studied the auditory, visual and auditory- 
visual recognition of consonants by a group of children who 
either had normal hearing, were severely hearing impaired or 
were profoundly deaf. Eight consonants - b,d,g,k,m,n,p and 
t - were spoken in the bisyllabic context /a/ C (consonant) 
/a/. These represented each of three manners of articula­
tion - voiceless plosive (/pft,k/), voiced plosive (/b,d,g/) 
and nasal (/m,n/), as well as each of three places of arti­
culation - bilabial (/p,b,m/), alveolar (/t,d,n/) and velar 
(/k,g/). They were recorded on videotape and presented 
under three different conditions. One involved lipreading 
the speaker (no sound), another where only the sound track 
was presented, and the third where there was a combined 
auditory and visual presentation. Three groups of children 
participated - a normally hearing group, a hearing impaired 
group and a profoundly deaf group. Subjects were required 
to write down the presented consonants.
The results indicated that all three groups showed a 
similar pattern of response for the visual recognition of 
consonants. Thus through lipreading alone, they all 
categorised spoken consonants mainly by their place of 
articulation (bilabial, alveolar, velar). Most of their 
visual recognition errors occurred within each place 
category.
Normally hearing children made few errors in consonant 
recognition under auditory or auditory-visual conditions. 
With auditory information alone, the severely hearing
impaired were able to categorise the consonants accurately 
into voicing and nasality classes. With both visual and 
auditory input, they exhibited nearly perfect recognition of 
the eight consonants.
The profoundly deaf children revealed a very different 
pattern of responses. With auditory information alone, they 
were unable to categorise the eight consonants reliably, 
even with regard to voicing and nasality. Also their 
responses were very disordered. A combination of acoustic 
and visual cues resulted in an improvement in performance, 
but not much more than that observed for lipreading alone.
To summarise, it appears that little speech information 
is conveyed on the basis of lipreading alone. Woodward and 
Barber found that of the twenty-four initial consonants 
tested, only four visually contrastive units were available 
consistently to the lipreader. Erber's data shows that 
although a combination of visual and auditory input results 
in a much better performance by the severely hearing im­
paired, there is very little improvement for the profoundly 
deaf.
So far, the perception of speech on the basis of lip- 
reading has been referred to as if it operated independently 
of auditory and non-verbal information. Clearly, however, 
this is not the case. For instance, when talking to some­
one, we watch facial movements, expressions and gestures, in 
addition to attending to the auditory input that we are 
receiving. Indeed, there is a lot of redundancy in the com­
munication process, all of which contributes to facilitating 
perception. The deaf child, however, is denied an auditory 
input. Strict adherents to oralism would also forbid any 
form of signing during communication. All that is left is 
information which can be derived from lipreading. The 
resulting input is therefore extremely restricted. Little 
wonder, therefore, that the orally educated deaf child has 
such restricted language abilities. For those children who 
do have some hearing, the relationship between audition and 
vision is not simply an additive one. There is instead an 
interactive relationship between vision and audition, 
demonstrated in two studies (McGurk and MacDonald, 1976;
MacDonald and McGurk, 1978). They presented children and 
adults with visual information for one CV utterance simul­
taneously with auditory information for an alternative 
utterance. Subjects were instructed to watch a speaker and 
to repeat what she said. For example, subjects would see 
the speaker saying /ga-ga/ whilst the auditory input would 
be /ba-ba/. Surprisingly, eighty percent of preschool 
children and ninety-eight percent of adults reported hearing 
/da-da/. With the reverse dubbing process, subjects stated 
that they had perceived /gab-ga/ or /bag-ba/. When 
presented with a voice for /pa-pa/ and lips for /ka-ka/, 
/ta-ta/ was the most frequently reported CV.
In order to account for these results, MacDonald and 
McGurk developed a manner-place hypothesis. This states 
that "in face to face communication between normally hearing 
people, manner of articulation of consonantal utterances is 
detected by ear (e.g. whether the utterance is voiced or 
voiceless, oral or nasal, stopped or continuent, etc.); 
place of articulation ... is detected by eye." (MacDonald 
and McGurk, 1978). Information from the two sources is then 
combined resulting in the "auditory" perception of a best 
fit solution.
To summarise, the evidence which has been presented 
indicates that little speech information is conveyed 
visually. As an alternative mode to hearing, it is very 
restricted. MacDonald and McGurk's work shows that it is 
not the case that an auditory input supplements lipreading 
but that there is an interaction between the two which 
determines the final percept. Given Erber's research 
showing that the profoundly deaf do not benefit much from a 
combined auditory visual input, it is hard to believe that 
oralism is the best method of teaching the profoundly deaf. 
Mulholland (1981), an advocate of oralism, writes "It is the 
right of the deaf child to have an auditory-oral education 
in order that his inner language, the language with which he 
thinks be based on the verbal language of the community, 
thus enabling him to become an effective communicator in 
society. .... It is the right of the deaf child to have an 
auditory-oral education from the earliest date possible ....
to ensure the establishment of a knowledge of syntax, 
phonology, morphology and semantics of the language of the 
community."
Oralism for the severely hearing impaired may be a 
beneficial mode of communication because of the compensatory 
effects of their residual hearing. However, for the pro­
foundly deaf, it would appear to be of limited value, given 
the research on lipreading along with the poor reading abil­
ities of the deaf which were outlined earlier (Chapter 3).
In the next chapter, Mulholland's belief that an auditory- 
oral education ensures a knowledge of phonology will be 
examined. A replication of an experiment by Dodd and 
Hermelin (1977) claiming to show phonological coding by the 
profoundly prelingually deaf will be described and the issue 
of phonological coding in the profoundly deaf critically 
discussed.
5. PHONOLOGICAL CODING BY THE PROFOUNDLY PRELINGUALLY DEAF
In the last chapter, the problems of lipreading as a 
mode of communication were discussed. It was shown that 
lipreading is a very limited medium for conveying speech. 
Nevertheless it has been claimed by Dodd and her associates 
(Dodd 1976? Dodd and Hermelin 1977; Dodd 1980? Dodd et al. 
1983) that the profoundly prelingually deaf are capable of 
deriving a phonological code on the basis of lipreading.
This work will now be critically examined. A replication of 
the Dodd and Hermelin (1977) experiment will then be 
discussed.
Dodd (1976) provided what she believed was evidence to 
indicate that the phonological systems of profoundly deaf 
children are partially rule governed. Ten profoundly pre­
lingually deaf children aged between 9.5 years to 12.4 years 
participated. They were shown 45 coloured pictures of 
familiar objects and animals on flash cards and asked to 
name them. Phonetic transcriptions were made of their 
utterances. Only consonants and the semi-vowels /j/ and /w/ 
were considered, not vowels.
The results revealed that all subjects exhibited more 
than half the complete phone repertoire of English. 
Furthermore it was noticed that all the rules used by the 
deaf subjects also appeared at some time in the rule systems 
of young hearing children. For example, all ten subjects 
would delete /s/ preconsonantally. Thus 'spoon' became 
[pun]. Again, all ten substituted /m/ by /b/ - e.g. 'mouse' 
became [bavs]. According to Dodd, only two subjects exhib­
ited any real paucity of phones, one having acquired 13 and 
the other 15 of the possible 24 English consonant phones.
The other 8 had almost complete repertoires.
In a further experiment, some of the rules were tested 
using a group of eight profoundly prelingually deaf chil­
dren. The subjects' ages ranged from 12.9 years to 16.11 
years. Thirty-six nonsense words were used and five of the 
subjects were asked to read the words aloud from printed 
cards, and then to reproduce the same word after lipreading 
the examiner's production. The other five subjects per-
formed the task in reverse order. The utterances were 
phonetically transcribed as before.
The results showed that in the lipreading condition six 
of the nine rules had predictive value, whereas in the 
reading condition, this value fell to five out of nine.
Dodd argues that this shows that her subjects had acquired 
"at least [a] partially rule-governed phonological system." 
This, she believes, is acquired on the basis of lipreading - 
"that the deaf children were internalizing a lipread trace 
for words and using this visual input as the primary source 
of information from which to map their vocal output." Fur­
thermore, Dodd argues that her results suggest that the 
processes governing phonological input may to some extent be 
independent of input modality. In other words "whether the 
information is gained through either the visual or auditory 
modality, that information which is transferred to the 
cognitive system (or long-term store) should be identical." 
(Dodd 1976).
There is nothing really unique in the idea that the 
speech of the deaf may resemble that of the hearing. It is 
also quite conceivable that they could obtain some articu­
latory information from lipreading. However, the generali­
zation from this to any statement about phonology is unjus­
tified. Phonology implies more than just articulation. It 
implies access to sounds which may. not be visible on the 
basis of lipreading. According to Ladefoged (1982) - 
"Phonology is the description of the systems and patterns of 
sounds that occur in a language." Trubetzkoy wrote "It is 
the task of phonology to study which differences in sound 
are related to differences in meaning in a given language, 
in which way the discriminative elements are related to each 
other and the rules according to which they may be combined 
into words and sentences." When Dodd refers to the phono­
logical systems of the deaf, she is implying that they have 
knowledge of these rules. Instead, her evidence indicates 
that the children have knowledge of some articulatory rules 
which are clearly visible ones. That is, these rules can be 
derived from lipreading a speaker. In both her experiments, 
Dodd was concerned only with transcriptions of consonants.
She ignored vowels. The production of vowels may be 
described as a function of three factors: 1) the height of
the body of the tongue - e.g. 'heed1; 2) the front-back 
position of the tongue; and 3) the degree of liprounding. 
Thus vowels are not very obvious visually. Also there are 
no distinct boundaries between one type of vowel and 
another. In the case of consonants, the categories are much 
more distinct. Thus a sound may be a stop or a fricative, 
but it cannot be halfway between the two. However, it is 
perfectly possible in theory to make a vowel at any speci­
fied distance between any two other vowels. It is probably 
for practical reasons such as these that Dodd did not 
attempt to transcribe vowels. However, one cannot adequate­
ly describe a phonological system without making reference 
to them. This is an important omission on Dodd's part and 
means that she is not justified in referring to the 
"phonological systems of deaf children."
To summarize, therefore, when Dodd claims to have 
demonstrated that the deaf show evidence of a phonological 
system, she is making an unwarranted generalization. Her 
research certainly indicates that her subjects had acquired 
some articulatory rules. However, these were limited to 
those consonants and consonant clusters which were clearly 
visible and easy to lipread. Her research has nothing to 
say about the acquisition of vowels which would form the 
basis of a phonological system.
Dodd (1980) pursued her belief in the phonological 
coding of the profoundly prelingually deaf in a series of 
experiments designed to investigate the spelling abilities 
of this group. She argued that English orthography has 
developed two levels of representation. One is based on 
current pronunciation and involves the ability to segment 
speech into abstract discrete sounds which can then be 
translated into graphic symbols using 'regular' spelling 
rules. "This ability may be primarily dependent upon a 
phonological code." The other level of representation is 
based on rules which are derived from past pronunciation, 
syntax, etc. "These rules are often thought to be dependent 
upon stored graphemic rather than phonemic information."
On the basis of work with hearing children, Dodd 
believes that both types of information, graphemic and 
phonetic, are necessary for normal reading and spelling 
development. The deaf, she argues on the basis of her 
previous work, can use a phonological code, and this 
"capacity might also be used for spelling tasks." Following 
Avakian-Whitaker and Whitaker (1973), she believes that 
spelling behaviour can provide a more direct representation 
of underlying phonological processes than speaking, because 
spelling is less time-bound and less automatic. Hence it 
allows for the detection and correction of errors.
Dodd decided, therefore, to investigate the extent to 
which deaf children normally used phonemic and graphemic 
information to generate spelling patterns for real words. 
Hearing and deaf children were therefore required to lipread 
a set of regular and irregular words taken from the Schonell 
Spelling Test. Their instructions were to write down the 
words when presented in meaningful sentence frames. The 
deaf subjects had an average age of 14.6 years whilst that 
of the normally hearing group was 14.7 years.
Before discussing the results, it is necessary to point 
out that the classification of words as regular or irregular 
is by no means clear-cut. As Henderson (1982) states, 
"regularity is only interpretable with respect to some set 
of hypothetical rules." Dodd's definition of regular words 
is that they are phonetically spelled, whereas the reverse 
applies to irregular words. The implication is therefore 
that regular words have a direct grapheme to phoneme 
translation, whereas irregular words do not. However, as 
Henderson points out, this is hard to assess without 
recourse to higher level information contained in the mental 
lexicon. "There are difficulties in deciding at the 
grapheme level what segment to use as the translation unit, 
for example there are two units to be translated in the TH 
of FATHEAD, but one in the TH of FATHER. Furthermore, the 
low-level translation rules contain many options. Even if 
we worked through the options starting with the most usual 
correspondence, for many words this first attempt would 
fail." (Henderson 1982). Unfortunately, however, Dodd does
not discuss any of thee issues, and seems to take it for 
granted that her readers will understand the terms she is 
using.
Her results indicated that the deaf group performed 
equally well on both types of words, whereas the hearing 
children made fewer errors spelling phonetically regular 
words than irregular ones. Further analysis revealed that 
for the normal group the major source of errors were 
phonetic misspellings whereas for the hearing group, they 
were refusals. Dodd concluded, therefore, that "it would 
seem unlikely that the deaf were using phonologically coded 
information for this type of spelling task." Instead "it 
seems reasonable to assume ... that a graphemic code was 
used."
In her second experiment, Dodd investigated whether 
deaf children could be forced to recode nonsense words 
presented in written form in a phonological code for memory 
storage. The subjects' responses would then "give an 
indication of what type of code [they] were using." The 
statement is, of course, a contradiction in terms. Why 
should one need evidence to show that subjects are using a 
code that they have been forced to use?
Two tasks were presented to the same subjects who had 
participated in Experiment one. For both tasks, two sets of 
sixteen nonsense words were devised. Each set contained 
eight words that could be generated "unambiguously by 
phonetic spelling - e.g. PLAF" (regular words) and eight 
which could not (irregular). Equal numbers of long and 
short words were included. Fifty nonsense words were also 
prepared for the interference task.
As in experiment one, Dodd provides no definition as to 
what constitutes a regular word. To state that the words 
could be generated unambiguously by phonetic spelling is not 
enough* One needs to know the rules that Dodd was using to 
determine regularity. This point was raised earlier in 
connection with the first experiment. A further criticism 
of Dodd's stimuli material is that no mention is made as to 
how closely the regular and irregular words approximated to 
real words. Furthermore, no mention is made of any attempt
to control for this, and therefore we do not know if there 
were differences between the two sets in such approximation.
In task 1, subjects were told that they would see some 
nonsense words, which they were to write down after having 
repeated a number of other nonsense words said by the 
experimenter. This condition was designed to disrupt any 
phonological coding and hence force the use of graphemic 
coding.
For task 2, subjects were again instructed to write 
down a number of nonsense words after having read them.
This time the intervening interference task was to copy some 
other nonsense words prior to recall. The condition was 
therefore designed to disrupt visual coding and to force 
phonological coding instead.
Before discussing the results, it is necessary again to 
point out the weaknesses of the design. One glaring omis­
sion is that Dodd's procedure lacks a control condition. 
Thus, we have no indication as to how children would perform 
without an interference task. Furthermore, as she admits, 
levels of difficulty of the two types of interference were 
not controlled. Therefore it is difficult to make any 
meaningful comparative statements about the two conditions. 
Again, her task is a repeated one - the same subjects per­
form on both conditions with the same words. It would have 
been better to use two different sets of words for task 1 
and task 2 and to have counterbalanced for order effects 
across subjects.
Dodd analysed the results for the two experiments 
separately, because she had failed to control for level of 
difficulty of the two types of interference tasks. Sur­
prisingly, however, she did not perform an analysis to show 
that the two tasks did indeed differ in level of difficulty. 
The results for the phonological interference task (forcing 
the use of a graphemic code) indicated that both groups 
performed equally well - (deaf 63% correct; hearing 56%). 
Furthermore, short words were remembered significantly 
better than long ones. In the graphemic interference task, 
(forcing the use of a phonological code), there was again no 
difference between the groups. Recall was much lower, how-
ever - deaf 39% correct; hearing 38%. Both groups remem­
bered regular words better than irregular ones.
Dodd concluded that her experimental manipulations show 
that when subjects are unable to use phonological coding 
(task 1) they are forced to rely on visual memory. Thus 
short words were remembered better than long ones. When 
visual memory is subject to interference, however, subjects 
have to use phonological coding. Hence words which could be 
generated by direct sound-letter correspondence rules were 
remembered better than those which could not.
Dodd's results do not warrant her conclusions. For a 
start, as mentioned earlier, we do not know how closely her 
regular and irregular words resembled real words. It may be 
the case that the regular words were more like real words 
than the irregular ones. The unavoidable problem of what 
orthographic legality means crops up again. Thus irregular 
words may be harder to remember than regular words, not 
because they violate normal phoneme-grapheme correspondence 
rules but because they contain less frequent letter combina­
tions. These two characteristics are inextricably linked. 
One goes with the other. The crux of the matter, however, 
is that Dodd's finding of superior recall for regular words 
over irregular words does not necessarily imply that the 
subjects were using a phonological code. The results can 
just as well be explained by postulating that the subjects 
were using a visual code for both tasks. Thus, they did 
very well on the first task where phonemic interference was 
presented, because this did not affect visual processing.
On the second task, performance fell because the copying 
task interfered with visual coding. The very fact that 
performance was so much poorer in this latter condition, 
argues against phonological coding. Even though subjects 
remembered the regular words better than irregular ones, 
recall performance was still under fifty percent (46% for 
regular words and 30% for irregular words).
In conclusion, this second experiment of Dodd's does 
not provide evidence of phonological coding by the profound­
ly prelingually deaf, nor does it, for that matter, for 
hearing subjects. Even if the adequate controls had been
included, we could only assume, at the most, that hearing 
and deaf children were encoding the words visually, and that 
they were less subject to phonological than so called 
graphemic1 interference.
The final experiment conducted in this series, looking 
at the spelling abilities of the deaf, asked whether such 
subjects could graphemically represent nonsense words 
encoded via lipreading. Also, would their written output 
match their spoken output of the same words?
Twelve profoundly prelingually deaf children with a 
mean age of 14.5 years participated. Subjects had to lip- 
read a nonsense word, and say it aloud. They were then 
required to write down the word. The spoken responses were 
transcribed, and each of the written responses given a score 
out of three. Only consonants, not vowels, were scored. 
Analysis showed that there were no significant differences 
between the number of consonants correctly represented in 
the spoken and written conditions. The mean number of cor­
rectly recalled consonants under the written condition was 
about 41% whilst it was around 46% for the spoken responses. 
Qualitative analysis revealed that about 30% of the actu­
ally presented consonants were correctly represented when 
the word was spoken, but not when written, and vice versa.
As before, Dodd concluded that her results show that 
the deaf can use a phonological code to generate spelling 
patterns for nonsense words. "This must be so since they 
could encode visual (lipread) information and represent it 
in articulatory and graphemic forms." She also believes 
that the differences between the spoken and written 
responses indicate that "there is a mismatch between per­
ception and production in the phonological systems of the 
deaf."
Dodd's assertions need to be considered in the light of 
the fact that correct responses under both spoken and 
written conditions were under fifty percent. Thus the 
subjects were making a lot of errors, indicating that they 
found the task difficult. Furthermore, overall differ­
ences between the written and spoken responses were not 
significant, although there were differences for individual
consonant features. For example, when writing, subjects 
were likely to represent 'm' correctly, but when speaking,
'm' was often substituted by 'b'. However, do these errors
really indicate a mismatch between perception and produc­
tion? The problem is that the experimental design used 
gives no indication of what the child's 'subjective' target 
was for the realization of a particular consonant. It may
be that the subject believes that s(he) has pronounced 'm'
as 'm' and not as 'b'. The actual realization may be the 
closest that the child can come to pronouncing the word 
accurately. To investigate the issue more carefully, one 
would need to present the subject with both 'm' and 'b' in 
spoken nonsense words which are identical apart from these 
initial letters. The subject should then be required to 
select each word out of a set of visually similar distrac- 
tors. S(he) should also be asked to pronounce each target 
word. If differences are still noted between perception and 
production, then this would lend support to the notion that 
there is a mismatch between perception and production in the 
deaf."
In conclusion, Dodd's investigations do not support the 
idea of phonological coding by the profoundly prelingually 
deaf. Her first and second experiments demonstrate that the 
deaf use visual coding whilst spelling. Her third experi­
ment shows that the deaf can lipread nonsense words and then 
spell them. Their poor performance indicates, however, that 
they find this an extremely difficult task. The fact that 
they can do the task is not at all surprising. We would 
expect that they should be able to match certain lip move­
ments to their graphemic representations. However to make 
the assertion from this "that the deaf can use a phonologi­
cal code derived from a lipread input" is a totally unwar­
ranted generalization. This is, of course, unless by 
'phonological' one means 'articulatory', which Dodd clearly 
does not appear to. She concludes her research by saying 
"Thus a phonological code may be an abstract code able to be 
realised in two different ways - speaking and writing." 
Again, this statement is unacceptable until we have more 
adequately controlled experiments investigating the
perception - production issue.
A series of experiments by Dodd and Hermelin (1977) 
examined the issue of phonological coding by the profoundly 
deaf, with regard to single word identification.
A group of thirteen profoundly prelingually deaf boys 
were presented with eighteen pairs of homophone words and 
eighteen pairs of control words. The latter pairs were 
similar to homophone ones in terms of letter position. For 
example 'sew1 and 'flew1 were the controls for 'air* and 
'heir1. Thus within both pairs, the words share the same 
end letters. Also the second letter of the first word and 
third letter of the final word is the same.
The pairs were laid out in front of the subjects.
Order of homophone and control presentation was randomized. 
Subjects were allowed to read the pairs once. Then half of 
them were removed leaving one member of each pair. The 
subjects were given the remaining words and asked to 
reconstruct the pairs. The results revealed that they made 
fewer errors when reconstructing the homophone pairs as 
opposed to the control pairs. This difference in perfor­
mance indicated to the authors that they could not have been 
doing this on the basis of visual similarities.
In their second experiment, the question of whether the 
deaf might have been performing the task on the basis of 
kinaesthetic - articulatory code was examined. Thus, were 
the deaf operating on the basis of how the homophone pairs 
felt when articulated?
The thirteen subjects were asked to read aloud a random 
order presentation of the thirty-six homophone words. These 
were recorded, and judges were asked to decide whether or 
not words within each of the homophone pairs had been pro­
nounced in the same way or not. Concern therefore was not 
for accuracy of articulation, but for similarity of 
articulation.
The results indicated that subjects were able to pro­
nounce less than half of the homophone pairs in the same 
way. For example, 'rain' and 'reign' were pronounced as 
[rein] and [regan], and 'sure' and 'shore' as [sa] and [/a]. 
"It would therefore seem unlikely that subjects had been
solely dependant upon information from kinaesthetic - 
articulatory feedback to match the homophone pairs presented 
in experiment 1."
In a third experiment, the ability of subjects to 
recognise rhyming nonsense syllables by lipreading was 
tested. The stimuli were eight pairs of rhyming nonsense 
words and eight pairs of non-rhyming nonsense words. Sub­
jects were told to indicate whether or not the pairs rhymed. 
Results showed that they were able to do this significantly 
better than chance. A subsequent analysis was performed 
where the syllables were divided according to ease of lip- 
reading. It was found that fewest errors were made on those 
pairs easiest to lipread. A similar analysis was then con­
ducted on homophone word pairs from the first experiment. 
Subjects were asked to point to the word said by the experi­
menter. Results again indicated that fewest errors were 
made on pairs predicted to be easy to lipread as opposed to 
hard to lipread.
Dodd and Hermelin concluded, therefore, that the deaf 
were not gaining phonological information by some sort of 
kinaesthetic - articulatory process. Neither were they 
relying on lexical information about homophones, because 
they were able to identify rhyming and non-rhyming words. 
"The results of the experiments lead to the conclusion that 
the profoundly deaf subjects tested were primarily dependent 
on a visual input from lipreading to gain phonological 
information, which allowed them to match homophones and 
identify rhymes." The fact that phonological information 
could be gained via lipreading without the use of the 
auditory modality indicated "the the way in which phono­
logical information is stored is not modality specific.
That is, no matter which modality of input is used to 
acquire phonological information, if it can be acquired, it 
can be used to solve phonological tasks, such as the ability 
to recognise rhymes, homophones, and the mapping of phono­
logical systems."
There are a number of problems with Dodd's conclusions. 
For instance, her second experiment which showed that sub­
jects were not pronouncing the homophone pairs identically,
goes against her earlier work (Dodd 1976) quoted above.
There she was arguing that the deaf have a partially rule- 
governed phonological system which was acquired on the basis 
of lipreading. In the present experiment, she is arguing 
that the deaf gain phonological information from lipreading 
which allows them to match homophones. However, if lip- 
reading provides the means by which the deaf gain a phono­
logical system for spoken output and for recognising written 
homophones, why are they unable to pronounce those homo­
phones in the same way? By making both claims, Dodd contra­
dicts herself.
Brooks (1980) criticises the work of Dodd and Hermelin 
on two counts. Firstly he takes exception to the notion of 
phonological coding as "a dangerous and badly-defined term 
in psycholinguistics. When applied to the profoundly deaf, 
it seems odd to use a term which is neutral between articu­
lation and audition, since the profoundly deaf by definition 
have no audition - or at any rate, none that is useful in 
decoding speech." Secondly, he believes that the results 
obtained by Dodd and Hermelin can be accounted for in terms 
of the children using chilological (from the lips) rather 
than phonological information. Thus Brooks argues that deaf 
children may have remembered the homophone pairs better 
because they detected the similarity in the way they them­
selves would articulate them.
Brooks' argument is an interesting one. Dodd's second 
experiment showed that subjects articulated the homophone 
pairs very differently, although they would match them 
correctly. Nevertheless, it can be argued that the subjects 
did not realise that the words were homophones. Thus, they 
pronounced them differently. However, the chilological 
information (NB not articulatory) that they obtained while 
reading the words may have made them realise that the homo­
phones were more similar to each other than the control 
words were. As a result, they remembered them better than 
the controls, and therefore matched them up more accurately, 
without realising that the words were homophones.
Unfortunately, Brooks' idea is difficult to test, 
because homophones, by definition, will have the same lip 
forms, as well as the same pronunciations. Therefore, it is 
very difficult to control for articulatory similarity, as 
distinct from chilological similarity. However, another 
explanation for Dodd's results remains. This is that the 
deaf children may have been using a visual matching strategy 
to pair up the homophone and control words. Although they 
did remember more homophone than control pairs, this does 
not automatically eliminate the use of such a visual 
strategy. It will be recalled that the words within the 
control pairs were completely unrelated to each other.
Their relationship to the homophone pairs was only in terms 
of sharing the same number of common letters in the same 
sequential positions. If, instead of using control words of 
this nature, Dodd had used visually associated words, and 
performance had still been superior on the homophone pairs, 
then one could be more certain that the subjects were not 
using a visual matching strategy. As it is, this alter­
native remains a viable possibility - for example, 'caught1 
and 'court' look more alike than their controls 'bright' and 
'built', although both sets of words share the same number 
of common letters. The -au- of 'caught' and the -ou- of 
'court* look more alike than do the -ri- of 'bright' and the 
-ui- of 'built'. A further analysis is required, therefore, 
where words within each pair are assessed for their visual 
similarity, and then this score correlated with the errors 
made on these words. One would predict that if subjects 
were using a visual matching strategy, fewest errors would 
be made on those pairs which resembled each other most.
The visual similarity hypothesis could also account for 
why fewest errors were made on the 'easy to lipread' words. 
That is, that these pairs may be more visually alike than 
the 'hard to lipread* ones.
Another possibility which could account for Dodd's 
findings is that h^r subjects were using orthographic infor­
mation to match up the pairs. As mentioned earlier, ortho­
graphic rules are difficult to define, and their use is 
difficult to ascertain. However, what is meant here is that
subjects may have been matching up the words on the basis of 
certain letter combinations which, they have been told, make 
the same sound. Thus, for example, -ph- combinations make 
an 'f'-sound. Also c's and k's are often pronounced in the 
same way. One could learn and apply these rules without 
necessarily being conscious of their phonological proper­
ties. If subjects were employing such a strategy, then 
again, they would have made fewer errors on the homophones 
than on the control pairs. The reason is that homophones 
depend on similar sounding letters for their phonological 
qualities.
There are therefore a number of possibilities which may 
account for Dodd's results, without making any reference to 
phonological coding. The research programme to be described 
began by testing the robustness of Dodd's findings. This 
was followed by an investigation of the most obvious of the 
above explanations - that the performance of the deaf group 
could be accounted for in terms of their use of a visual 
matching strategy.
5.1 Experiment 1: A replication of Dodd and Hermelin's
(1977) study
METHOD
5.11 Subjects
Deaf children from two different types of 'schools for 
the deaf' participated in the study. This was in order to 
test the generality of Dodd's findings. Eleven subjects 
(all males) came from School A, an independent selective 
grammar school, just outside London. Thirteen subjects (six 
girls and seven boys) came from School B, a State-run secon­
dary school in East Surrey. The average age of the subjects 
collectively was 11.3 years with a standard deviation of 
1.44. The mean hearing loss was 98.8 dB with a standard 
deviation of 7.6.
5.12 Apparatus
The eighteen pairs of homophone words and the eighteen 
pairs of controls which were used by Dodd and Hermelin 
(1977) were printed on white cards (9.5 cm by 3 cm) with 
black letraset (No. 722).
5.13 Procedure
Each subject was tested individually, and seated at a 
table in a quiet room. One set of word pairs were laid out 
on the table. The order of presentation of the homophone 
and control pairs was randomly determined. Subjects were 
given the following written instructions.
"On the table are pairs of words. I want you to read 
them to yourself and remember which two words go together.
Do not try to say the words. When you have read them, tell 
me."
The subject then proceeded to read the words. When 
s(he) indicated that s(he) had finished, one card from each 
of the pairs was removed. The remaining cards were 
scrambled up. The subject was presented with the other 
eighteen cards and given the following instructions.
"Here are the same words, one from each pair. On the 
side are the words which go with them. Take each card and 
put it under the one that it went with before. When you 
have finished, tell me." The subject them proceeded to pair 
up the cards as directed with the experimenter noting down 
his/her responses. When s(he) had finished, s(he) was told 
(in writing) "We will now do the same task again with some 
new words." The subject was now presented with the next 
condition, where procedure and instructions were exactly the 
same as before. At the end of the experiment, the subject 
was thanked for participating.
5.2 RESULTS
Below is a table showing the average scores obtained by 
the subjects from each school. The scores represent the 
total numbers of errors made. An error occurred when a word 
pair was matched up incorrectly. (See appendix for raw 
scores).
School A
(Independent boys' boarding school).
Mean Age Mean Hearing Mean Scores (Errors)
Loss (dB) Homophones Controls
12.54 years 95.5 dB 2.36 7.90
School B
(State-run mixed secondary school).
10.33 years 101.6 dB 9.3 12.5
Analysis
Wilcoxon tests were performed on the raw data from each 
school.
School A
N = 11 
T = 0
This result is significant at p<0.01.
School B
N = 10 
T = -2.5
This result is significant at p<0.01.
The analysis indicates that subjects from both schools 
made significantly fewer errors on the homophone than on the 
control pairs. These results therefore replicate those of 
Dodd and Hermelin's 1977 experiment. It is clear that the
average number of errors made by the subjects from both the 
schools combined is about the same as that occurring on the 
original Dodd and Hermelin experiment. There an average of 
5.5 errors were made on the homophone pairs, and 10.7 on the 
controls. In this replication, both groups of subjects make 
an average of 5.83 errors on the homophones and an average 
of 10.2 errors on the control words.
In order to investigate the possibility that subjects 
might be using a visual strategy to perform the matching 
task, an examination was made of subjects' errors on the 
homophone and control word pairs.
Detailed statistical analysis was not possible because 
no record was made of the word pool that the subject had 
available to him at any particular moment. Thus it was not 
possible to ascertain whether a particular error was deli­
berate, i.e. the subject had a number of choices available 
and selected a particular one, or random, i.e. only one card 
was left. It is also difficult to classify the errors as 
either definitely visual or definitely phonetic, as the two 
are related. Even so, one can employ simple guidelines.
For example, had a subject been using phonological coding, 
one might expect a greater number of rhyming words to be 
used in error, indicating that the subject knew what was 
required of him or her but could not locate the correct 
word. If the subject was using a visual strategy, one would 
expect to find words which resembled the target in terms of 
shape, length and number of shared letters.
As the results from both schools were significant, the 
numbers of errors made by subjects were therefore combined, 
and the most frequent ones noted. These are shown below.
In cases where no one error occurred more often than any 
other, all the most frequent ones are noted.
Table 1 : Most Common Errors Occurring on
Homophone Matching Task
Target Match Error Target Match Error
air heir (no common swayed suede *sure
error) gnaw nor *quay
paw pair *yews bier buyer *phial
weigh way *whirled/eight use yews R phial/
key quay *kerb quay
ate eight R kerb/suede file phial R way
caught court *eight/R buyer curb kerb *sure
shore sure *pair/nor time thyme (no common
write right *whirled error)
rain reign *right world whirled R phial
census senses R nor
Those errors marked with an asterix (*) are felt to 
reflect use of a visual matching strategy, although in some 
cases they do share some phonological properties with the 
target word.
'R* stands for 'random1 errors. That is, because the 
matching task is a 'forced-choice' one, subjects tended to 
pair up whatever words were left. These therefore did not 
reflect use of a consistent strategy.
'S' stands for 'semantic' errors. Here it was felt 
that subjects were matching up the words on the basis of a 
semantic strategy (see table 2).
On the next table are the errors that were made on the 
control pairs. The same coding was also used for these.
Table 2; Most Common Errors Occurring on
Control Matching Task
Target Match Error Target Match Error
sew flew *stow thirst teats S drinks/ 
pond
pie pond *pleat blot leg R pond
chain cup */s case snare sire *shrinks/
cat slot *cup slot
aye empty *lyre key lyre *leg
bright built drinks jets pleat R teats
chose case R slot/*cup/ brow stow R flew
R empty pine phone *pleat
every velar *empty spins shrinks *slot
than train *teats wrings drinks *shrinks
A close examination of these results reveals that a 
number of the errors made can be classified as visual 
errors. To take a specific example, the two major errors 
for the homophone pair 'weigh-way' were ’whirled* and 
'eight'.
'Whirled' is a clear case of a visual error. The 
subject was probably matching on the basis of overall word 
shape. 'Weigh' and 'whirled' both start with 'w', share an 
'i' in the third position, and have ascending end letters, 
'h' and 'd' respectively. Furthermore 'weigh' and 'whirled' 
do not sound alike, except for the initial 'w' that they 
share. For these reasons, it is likely that 'whirled' 
represents a visual error.
The other most frequent response to 'weigh' was 
'eight'. This shares the /el/ sound with 'weigh'. One 
could interpret this as phonological coding but it is inter­
esting to note that no subject made the mistake of pairing 
'weigh' with 'swayed' which also shares the /el/ phoneme. 
There was, however, an instance of 'heir' being paired with 
'weigh', which also has the letter combination -ei- but 
different phonemes - /6Ar/. 'Eight' shares four letters with
'weigh' - 'eigh', whereas 'way' only shares the 'w' with 
'weigh'. Similar kinds of visual coding interpretations 
could be advanced for the other error matches. These are 
listed in the Appendix, along with interpretations for the 
results of the control pairs.
The nature of the errors that subjects are making 
strongly suggests, therefore, the use of visual coding.
That is, the deaf subjects may be performing the task by 
relying on their visual memory. When this fails, they match 
the word pairs up, according to their visual similarity. 
Therefore, one reason why they make fewer errors on the 
homophone pairs may be because the words within the homo­
phone pairs are more visually alike than are the control 
pairs.
Of course, it could be argued that if the homophone 
pairs look alike, subjects should make more errors, not 
less, because of visual confusability. However, the point 
being made is that the words within each pair resemble one 
another, and not that the homophones as a group are more 
alike. To illustrate this point, the number of erroneous 
pairings which could be made on the basis of similar initial 
letters was calculated for the homophone and control sets. 
Thus, for example, 'shore-sure* could have been erroneously 
paired as 'shore-suede' or 'shore-senses', if the subject 
was matching on the basis of identical first letters. The 
total number of such pairings for the homophone set was 
thirteen, whilst for the control set it was twenty-three 
(see appendix). Although this difference was not signi­
ficant, it lends support to the argument that the homophone 
set is more visually distinctive than the control set. As a 
result, the homophones would have been easier to match up.
In order to investigate further the issue of whether 
the deaf subjects were using visual coding, it was decided 
to devise an objective measure of assessing the visual 
relatedness of the stimuli themselves. The next section 
outlines how this scale was devised and then applied.
5.21 Creation of a 'dissimilarity scale1 to assess
visual relatedness
To investigate the issue of whether the deaf subjects 
were relying on some form of visual coding, a 'dissimilarity 
scale' was devised to assess how 'unalike' the words were 
within each pair. As mentioned earlier, it is difficult to 
assess whether a particular error reflects visual or phono­
logical coding because of the lack of a clear definition of
the two terms. There was therefore a need to devise a scale
whereby one could attempt to assess visual similarity. 
Unfortunately, however, no such scale exists to the knowl­
edge of the author. One therefore had to be devised for the 
purposes of this task. The reason for using a 'dissimi­
larity' scale instead of a 'similarity' one was because it 
was felt that the former would be more sensitive to word 
length.
Research on word recognition skills suggests that 
readers devote most attention to the first letter of a word.
This is followed in importance by the last and then the
middle letters (e.g. Broerse and Zwaan 1966; Horowitz, White 
and Attwood 1968; Posnansky and Rayner 1977). Oleron and 
Danset (1963) tachistoscopically presented subjects with 
nine-letter words. The displays were then blurred except 
for three letters at the beginning, middle, or end. The 
results revealed the following order of accuracy for letter 
recognition:- initial letter intact, best at 65 percent; 
final letters next at 54 percent and medial letters worst at 
43 percent. The same pattern of results was found when 
reaction times were studied instead of accuracy.
Posnansky and Rayner (1977) employed a picture-word 
interference task to see if subjects use word outline as 
well as initial letter information in word recognition. 
Familiar objects were displayed on a tachistoscope, with a 
label printed in the centre of the picture. There were six 
conditions. 1) The print (e.g. the word 'apple' labeled the 
picture (i.e. of an apple); 2) the print preserved the 
overall outline of the label and had the same initial and 
final letters (aqqte); 3) the print retained only the 
initial and final letters of the label (azzme); 4) the print
preserved only the overall outline of the label (oqqtc);
5) the print retained neither letters nor outline informa­
tion (kzzmf); 6) the print was of a word unrelated to the 
picture (e.g. house). Children in grades one, three and six 
were shown these picture-word pairs and asked to name the 
pictures as quickly as possible.
Subjects were fastest in condition one, when the print 
and picture matched, and slowest when there was no congruen­
cy - (the last condition). Subjects were also faster when 
the print preserved both the outline and the initial and 
final letters (condition two), than when it preserved only 
the initial and final letters (condition 3) or just the 
outline (condition 4). These results suggest, therefore, 
that subjects can use both word outline and initial-final 
letter information in word recognition.
On the basis of these results, therefore, the following 
base-line scoring system was devised.
Baseline dissimilarity scoring system for word pairs 
3 points for dissimilar initial letters 
2 points for dissimilar final letters 
1 point for dissimilar medial letters
Words within each homophone and control word pair were 
therefore assessed according to this baseline dissimilarity 
scale.
In addition to this scale, marks were also allocated 
for the extent of visual confusability amongst non-identical 
letters. This was assessed according to the confusion 
matrix devised by Bouma (1971) for lower case letters. The 
matrix was devised by presenting subjects with letters 
printed in the IBM 10 typeface, at a large reading distance. 
The confusions were noted and found to be primarily 
dependant on overall letter shape and size.
Bouma*s confusion matrix was used, therefore, to assess 
how many non-confusable letters each pair shared within the 
homophone and control word sets. One point was given for 
each non-confused letter. (See Appendix).
The completed ’dissimilarity scale' operated as 
follows:-
3 points for dissimilar initial letters
2 points for dissimilar final letters
1 point for dissimilar medial letters 
1 point for non-confusable letters.
This scoring system was applied to each of the homo­
phone and control word pairs. (See f<*3^  ) # Here is an
example using the pair 'air and heir'.
air Here the initial letters 'a' and 'h' are
heir different. This means a score of 3 points.
Also the letter 'e' in 'heir' is unshared, and
'heir' is 4 letters long whereas 'air' is only 3.
This means an extra 2 points for dissimilar
medial letters.
Lastly, according to Bouma's classification, 'h' 
is not confused with 'a' and therefore receives a 
dissimilarity score of 1.
A Wilcoxon matched samples test was performed on the
dissimilarity scores of the homophone and control groups.
The results were:-
N = 12
T = -5.5 
This is significant at p<0.02
There is, therefore, a significant difference between 
the homophone and control pairs in terms of visual similar­
ity. The words within each homophone pair are more alike 
than the words within each control word pair. Therefore the 
hypothesis that subjects were performing the experiment on 
the basis of matching up visually similar words cannot be 
rejected.
Relationship between dissimilarity score and error.
A further analysis was conducted to examine the rela­
tionship between the dissimilarity score and the number of
errors that subjects made on the homophone and control word 
pairs. Specifically the hypothesis was that subjects would 
make more errors on pairs with a high dissimilarity score as 
compared to pairs with a low one. The correlation between 
error and dissimilarity score was calculated using 
Spearman's rho. The results are shown in Table 3.
Spearman's rho was calculated separately for the 
homophone and control pairs.
Control pairs 
N = 18
Correlation coefficient:
0.615
Significant at p<0.01
These results indicate that there is a significant 
relationship for both the homophone and control pairs be­
tween dissimilarity score and error. Specifically, subjects 
made more errors on word pairs where the individual words 
did not share a high le-tter resemblance than on those where 
they did. This analysis therefore lends further support to 
the notion that subjects are using a visual strategy to 
perform the matching task.
Homophone pairs 
N = 18
Correlation coefficient: 
0.662
Significant at p<0.01
Table 3 - Relationship between dissimilarity score and error
Word Pair Dissimir NO. .Word Pa i r Dissimi- NO
larity -Gf- 1a r i t y of
Score Errors Score Err<
air/heir 6 4 sew/flew 8 13,
paw/pour 8 6 pie/pond 8 16
weigh/way 10 10 chain/cup 10 17
key/quay 9 12 cat/slot 7 17
ate/eight 11 8 aye/empty 14 17
caught/court 7 5 bright/built 9 10
shore/sure 6 10 chose/case 6 10
wright/right 12 6 every/velar 14 12
rain/reign 4 5 than/train 6 7
swayed/suede 11 12 thirst/teats 11 13
gnaw/nor 12 13 blot/leg 13 18
bier/buyer 6 6 snare/sire 6 13
use/yews 11 13 key/lyre 13 18
file/phial 12 10 jets/pleat 14 21
curb/kerb 6 8 brow/stow 8 10
time/thyme 6 3 pine/phone 6 10
world/whirled 9 7 spins/shrinks 13 14
census/senses 6 8 wrings/drinks 8 11
£x = 152 £x = 174
x = 8 . 44 X  = 9 . 6 6
DISCUSSION
The attempt to replicate Dodd and Hermelin's (1977) 
experiment succeeded. Profoundly prelingually deaf children 
matched homophone pairs significantly better than they 
matched control word pairs. However, further analysis of 
subjects* errors strongly indicates that it is unlikely that 
they were using phonological coding to perform the task, as 
has been suggested by Dodd and Hermelin. Eleven out of six­
teen of the errors made on the homophone pairs could be
classified as visual errors. (For two pairs there were no 
commonly occurring errors). As mentioned earlier, it is, of 
course, difficult to separate visual from phonological 
errors. However, had the subjects been using a phonological 
strategy, then the error should not have occurred because 
the correct match would have had an even higher phonological 
relationship to the target. Furthermore there was only one 
instance of a rhyming error, and where it did occur, a 
visual account could be advanced just as well for it.
Further evidence favouring a visual strategy comes from 
observations by the experimenter of the subjects. It will 
be remembered that the task requires subjects to place the 
selected word underneath the target word. It was noted that 
subjects would often place a word underneath the target, and 
then move it backwards and forwards, as if to compare let­
ters in the two words. Some subjects, when asked how they 
knew that a particular homophone pair went together, would 
refer to shared letter characteristics. Indeed, it was 
suggested by one of the teachers in School B, the State-run 
school, that her pupils would very probably have been 
searching for letter similarities, as they would not have 
known what some of the words meant. This would account for 
word matchings such as * curb-sure1 instead of curb-kerb. It 
would seem that in the former case, subjects' attention had 
been drawn to the shared letters -ur-. A further similarity 
is the fact that the initial letters in both words are non­
ascending. They also do not sound the same, as is the case 
with the initial letters of 'curb' and 'kerb*. Thus the 
match curb-sure is a clear instance of visual coding. 
Evidence was provided in this replication to show that the 
nature of the stimulus material facilitated use of visual 
coding. It was shown that the homophone pairs as a group 
were more distinctive visually than the control pairs.
Thus, even if subjects had only been matching up the word 
pairs on the basis of first letters, they would have made 
fewer errors on the homophone than on the control pairs.
The reason for this was that the words in the control set 
shared many more initial letters than did words in the 
homophone set. The application of the dissimilarity scale
revealed that the words within the homophone pairs were 
significantly more visually alike than words within the 
control set. Thus, when matching the homophones, subjects 
were aided by two factors: 1) the words within each pair 
resembled each other more than did words within the control 
set and 2) the homophone pairs as a group were more visually 
distinctive than were the control words. For both these 
reasons, subjects would have found it easier to match up the 
homophone pairs than the control word ones.
The application of the dissimilarity scale to the homo­
phone and control sets revealed that there was a significant 
correlation between dissimilarity score and number of er­
rors. Thus more errors were made on those pairs where the 
words had a low visual resemblance to one another. Con­
versely, fewest errors were made on pairs where the words 
were highly visually related.
All this points, therefore, to the use on the part of 
subjects, of visual rather than phonological coding strate­
gies. Although the experimental design used and the results 
obtained, do not allow one to reject outright the use of 
phonological coding, they indicate that a visual strategy 
provides a much more plausible and parsimonious explanation.
The notion of phonological coding by the profoundly 
prelingually deaf is an exciting idea. However, the problem 
with the research that Dodd has conducted is that in her 
papers quoted earlier, we are not provided with a definition 
of phonological coding per se. We are told that "the 
ability to store and use phonological information is not 
necessarily dependant upon the auditory modality," and that 
"the way in which phonological information is stored, is not 
modality specific." (Dodd and Hermelin 1977). In another 
paper, (Dodd, 1980) she writes "A phonological code is 
usually conceived of as a 'speech related' code (Spoehr, 
1978) derived either from acoustic or articulatory informa­
tion." However, we are not told what kind of information 
would be contained in this code. Presumably for the pro­
foundly deaf, it could not take the form of stored sounds.
If it is therefore abstract, does this mean that phonemes 
are stored, or phonemic patterns, from which the sound-
related information can later be constructed? Perhaps most 
puzzling of all is Dodd's statement that "a phonological 
code may be ... capable of processing and combining infor­
mation derived from audition, vision (both lipread and 
graphic stimuli) and proprioception." (Dodd 1980). It is 
hard to conceptualise the way in which information from 
lipreading and proprioception can result in a phonological 
code, in the absence of audition.
To illustrate the problem, let us consider what was 
involved in the homophone matching task. Homophones depend, 
by definition, on the way in which they are pronounced for 
their 'same-sounding' properties. Hearing readers would 
have had absolutely no problem with the task, because this 
information would have automatically been available to them 
in the course of reading the words (N.B. This is not to say 
that such sound-based information is necessary for lexical 
access. See Chapter Two for a further discussion). Now 
Dodd is suggesting that such information is at the disposal 
of the profoundly prelingually deaf. However, they do not 
obtain this from articulatory-kinaesthetic feedback nor from 
stored lexical knowledge about words. Instead, their 
ability to match homophones is derived from a visual input 
obtained from lipreading. If this is so, then what is the 
nature of the information that allows such deaf children to 
behave as if they had heard the words?
In the light of these problems, the suggestion that the 
deaf may be using a visual matching strategy is a more par­
simonious explanation. Indeed, the analysis performed on 
the stimulus material bears out this reasoning. We cannot 
also dismiss Brooks' criticism, quoted earlier, that the 
subjects may have been relying on chilological information. 
However, unfortunately this is a very difficult idea to 
test, because any pair of homophones or rhymes will, by 
definition, result in similar lip movements. It is neces­
sary, therefore, to approach the issue of phonological 
coding by use of a variety of experimental paradigms. The 
research to be described attempted to do this, and in the 
next chapter, an experiment, which was aimed at discovering 
the natural coding strategies of the deaf, will be 
described.
6. EXPERIMENT 2: WORD-TYPE PREFERENCES BY THE DEAF
In the previous chapter the proposition that the deaf 
may be capable of deriving phonological information from 
lipreading was critically reviewed. An alternative to the 
explanation presented by Dodd and Hermelin (1977) for their 
results was advanced. This suggested that the subjects were 
using a visual matching strategy to perform the experiment. 
Thus, they were matching up the pairs according to how 
similar they were visually. Fewest errors were made on the 
homophone pairs because the words within each pair resembled 
each other more than did words within the control pairs.
This was borne out by an analysis comparing the dissimilar­
ity scores of the homophone group with that of the controls.
The question that arises next concerns the preferred 
coding strategy of the deaf. Dodd and Hermelin1s design 
does not allow the subject to exercise preference over a 
particular matching. Thus either a homophone pair was 
matched correctly or it was not. Only by examining the 
error data do we get an indication as to how subjects may be 
coding the material. The experiment to be outlined was 
therefore designed to investigate the natural coding 
strategies of the deaf.
A study by Tweney, Hoemann and Andrews (1975) 
demonstrated that there were no qualitative differences 
between the lexical structures of deaf and hearing persons, 
except where a difference in experience with the lexical 
items existed. They presented deaf and hearing adolescents 
with items from three semantic domains: for sorting 
i) common noun words; ii) line drawings corresponding to the 
noun words and iii) words referring to sounds - e.g. 'hiss' 
and 'crash'. Condition ii) was included to see if there was 
a uniquely visual component involved in the structure of the 
deaf subject's lexicon. Condition iii) was designed to 
investigate how the deaf would categorize sound words of 
which it was expected they would have limited experience.
It was predicted, therefore, that deaf subjects would show 
less hierarchical structure when sorting sound words, but 
not noun words and their pictures.
All subjects were asked to sort each set (presented on 
index cards) into categories of similar meaning. A hierar­
chical cluster analysis was performed on the data showing 
the number of times each pair of items was combined in a 
cluster. The deaf and hearing were found to differ only in 
minor ways on their clustering of noun words and pictures. 
However, they differed greatly with the sound words, where 
it was found that the deaf used very few categories.
Thus Tweney et al.1s study indicated that when deaf and 
hearing subjects have approximately equivalent experiences, 
the deaf produced the same amount of sorting along similar 
hierarchical principles to those of hearing individuals.
Thus it may be concluded that there are no qualitative 
differences between the lexical structures of deaf and 
hearing persons except when a difference in experience with 
lexical items exists.
If one assumes, therefore, that the lexicons of hearing 
and deaf individuals are structured along similar lines, 
then there is no reason why they should code semantic and 
visual information differently from their hearing counter­
parts. However, differences would be expected with phono­
logical information - such as rhymes and homophones.
One experiment which has attempted to look at the 
natural coding strategies of the deaf was conducted by 
Blanton, Nunnally and Odom (1967).
In their first experiment, ninety-one stimulus words 
drawn from the Kent-Rosanoff Word Association Test, were 
given to 151 deaf and 325 hearing subjects. The deaf group 
had an age range from ten to twenty years, and a hearing 
loss range from 57 dB to 100 dB. The ages of the hearing 
subjects ranged from eleven to eighteen years.
The responses that subjects made to the word associa­
tion test were given to three judges who were asked to 
assign a score to each. This represented a measure of "the 
degree to which the association resulted from a graphemic 
similarity of the stimulus and response word rather than 
from similarities in meaning, word sounds, or other dimen­
sions of associations. A score of '1' was assigned when the 
stimulus and response words were unrelated in meaning but
shared three consecutive letters or two consecutive letters 
at the beginning or end of the word (e.g. table-tack). A 
'2* was assigned if the response was similar in some way to 
the stimulus, e.g. 'comfort-discomfort1; 1butter-butterfly1. 
For a semantic relationship or in the event of none of these 
conditions being met, a score of three was attributed.
The results indicated that the deaf made a significant­
ly greater number of graphemic responses than did the 
hearing subjects.
In a second experiment with the same populations, 
Blanton et al. administered a sixty item binary choice 
association test. For half the stimulus words, the response 
alternatives consisted of words which were semantic and 
graphemic associates of the target (e.g. call: shout, cell). 
For the other thirty stimuli, the response alternatives 
comprised a homophone of the stimulus and a graphemic 
associate. (e.g. four:fore,foul). Subjects had to decide 
upon the word which went best with the target.
The results showed that the deaf chose the graphemic 
response significantly more often than did the hearing.
In a third experiment the same subjects were given a 
rhymes test, where an item consisted of a standard word and 
two alternatives. One rhymed with the standard, whereas the 
other was graphemically similar to it. (e.g. pour: hour and 
tore). Subjects were instructed to identify the rhyme, 
which was defined as "a word that sounds like another word." 
Hearing subjects made more correct choices than the deaf, 
although the latter did show some knowledge of rhyme.
Blanton et al.1s results indicate that when presented 
with written material, deaf subjects seem to prefer graphe­
mic coding to semantic, rhyming or homophonic. However, in 
all the experiments quoted, the subjects only had a choice 
between two alternatives. We do not know, therefore, any­
thing about their preference between the rejected alterna­
tives. Thus a graphemic relationship was preferable to a 
semantic association and to a rhyme relationship. However, 
we do not know whether a semantic association would have 
been preferable to a rhyming word or vice versa. This 
information is necessary to get an overall picture of the
coding strategies of the deaf.
Blanton et al.' s methodology is also less than 
satisfactory. The range of hearing loss in their subjects 
was fairly large (57 dB to 100 dB) and no attempt was made 
to partial out this factor. This may account for the fact 
that in their experiment concerned with the detection of 
rhyme, a number of the deaf subjects gave correct responses. 
That is, those subjects with better hearing were performing 
more accurately than their deafer counterparts.
A further criticism concerns the stimulus materials 
used. In the second experiment, subjects were required to 
choose between a word graphemically related to the target, 
and a homophone. However, from the example quoted (four: 
fore, foul) it appears that no attempt was made to control 
for the visual similarity of the homophone to the target. 
Thus 'fore' resembles 'four1 in terms of the first two 
letters and is of the same word length. This therefore 
affects interpretation of the data.
In the light of these shortcomings, it was decided to 
conduct a more detailed experiment to examine the preferred 
coding strategies of the deaf. Elements of Blanton et 
al.'s design were maintained. Thus subjects were presented 
with a target word along with different associates. These 
were homophones, visually related words, and semantic and 
rhyme associates. In addition, subjects were asked to rank 
these words according to how well they went with the target. 
This allowed the experimenter to examine the subject's most 
preferred strategy, as well as providing an indicator of the 
ordering of less preferred strategies. The experiment 
conducted is described in the following section.
6.1 METHOD
6.11 Subjects
Sixteen profoundly prelingually deaf boys and girls 
from two schools participated. Six boys came from an 
independent grammar school (School A), whilst the remaining 
ten (four boys and six girls) came from a State-run secon­
dary school in London. Their average age was 12.17 years
with a standard deviation of 0.66. Their average hearing 
loss was 95.4 dB with a standard deviation of 12.4. In 
addition, seventeen hearing children (7 girls and 10 boys) 
from a middle school participated. Their average reading 
score on the Brimmer Widespan reading test (with 100 
representing an average reading ability) was 104, with a 
standard deviation of 16.56."^^ rneacv w a s  V'i-S y^ Ars.
From the same middle school, a group of twelve poor 
readers were also selected (7 boys and 5 girls). Their 
average age was 11.73 years, with a standard deviation of 
0.49. Their average reading score of the Brimmer Widespan 
reading test was 80.25, with a standard deviation of 8.68.
6.12 Design and apparatus
Eleven homophone pairs were chosen where each member 
was of a different word length to its partner. Where pos­
sible care was taken to select homophone pairs with differ­
ent initial letter and different final letters. Five lists 
of twenty-two target words were created comprised of these 
homophones. The order on each list was randomized. Four 
words were selected for each target word. One was its 
homophone partner, and the others visually related, seman­
tically related and related by rhyming to the target. The 
ordering of these was randomized. Each list also contained 
an additional five target words and their associates, which 
served as practice stimuli to familiarize subjects with the 
procedure. The stimuli words were selected by use of the 
Medical Research Council's Psycholinguistic database in 
Cambridge - (Coltheart 1981). The database consists of 
three files:- the DICT file (a dictionary of information 
about about syntactic, semantic, orthographic and phono­
logical properties of a large set of words); the S-R file 
(which contains word-association responses to a large set of 
stimulus words) and the R-S file (which contains, for a 
large set of response words, information about stimuli which 
evoked those words as response in word-association experi­
ments). The access language used allows one to specify 
limiting parameters so that certain types of words are 
generated. Thus for this experiment, the parameters for
visual association were that the words to be generated were 
to be of the same length, and to share the same initial and 
final letters as the target. The task for the experimenter 
was then to decide which of the words chosen by the computer 
related best to the target. Care was taken to ensure that 
the selected word was of a similar word frequency as the 
target (as assessed by the Thorndike-Lorge word count) .
nxaV- 'OossvWXa. a visually related
word of a lower frequency than the corresponding homophone 
was selected. Thus if subjects showed a visual preference 
in matching, this could not be attributed to word frequency. 
A similar procedure was adopted for the selection of rhyme 
related words. Here the constraint was that the rhyme 
associate should share the same final phoneme(s) as the 
target, and be as visually dissimilar as possible. As 
before, words of similar frequency to the target were 
selected. Semantic associates were chosen from the S-R 
file. Only the most frequent associate was used.
The experiment was conducted on an APPLE II micro­
processor (see figure 2).
Figure 2
control
knob
The APPLE displayed the target word in the centre of 
the screen, surrounded by its four associates. The subject 
was provided with a control knob which operated an arrow on 
the screen. This arrow could be pointed at any of the four 
words. The subject's task was therefore to select a parti­
cular word by means of turning the control knob, hence 
moving the arrow. Then, by pressing a button beside the 
knob, the word was wiped off the screen. This would be the 
subject's first choice. S(he) then had to decide which of 
the remaining words corresponded to his/her second, third 
and fourth choices. The procedure of moving the arrow and 
pressing the button was repeated for each selection.
The order in which the words appeared on the screen was 
randomized for each subject. Furthermore each word appeared 
in a different colour, and this too was randomized across 
subjects.
6.13 Procedure
The subject was seated in front of the APPLE monitor. 
The display was started and the controls explained to the 
subject. S(he) was asked to read the words and decide which 
went best with the target word. If subjects asked what 
'best' meant, they were told that it was up to them to 
decide, and that there was no right or wrong answer. No 
subject had any difficulty with these instructions. In 
addition to verbal instructions, the following written ones 
were also given.
"Watch the T.V. You can see four words in different 
colours. Look at the word in the centre. Which one of the 
four words goes best with it? There is an arrow on the 
screen. Move it using this dial (experimenter indicates 
location of dial to subject) to point to the word. Press 
the button at the side. The word disappears. Now decide 
which word goes second best with the word in the centre.
Move the arrow to point at it. Press the button. Now which 
word goes third best. Repeat as before."
The first five trials were treated as practice ones, 
and were not included in the results. They were followed by 
the twenty-two experimental trials. Each subject was tested 
individually.
6.2 RESULTS
As subjects were required to rank each stimulus in 
terms of relatedness to the target, control had to be 
exercised in the analysis for position effects. For this 
reason a weighting analysis was applied to the data. 
Because the first choice was the most favoured one out of 
four, the following marks were assigned.
1st choice = 4  
2nd choice = 3  
3rd choice - 2  
4th choice = 1 .
Thus the total number of semantic, rhyme, homophone and 
visual choices made were calculated for each subject. The 
position that each of these choices occupied was multiplied 
by the appropriate factor (i.e. by 4 for first choice, 3 for 
second, etc...).
A two-way repeated measures ANOVA was conducted on the 
data, obtained from deaf and average hearing readers.
Factor A; Deaf vs. Hearing
F = = I .00
; 0 -00
Insignificant at p<0.05, df 1 and 31
Factor B; Semantic vs. Visual vs. Homophone vs. Rhyme 
* 1 IZ  . 0 7  "  •
Significant at p<0.001, df 3 and ^3
Factor A x B: Interaction between subjects and
word choices 
13 IS .5 .
F = I i t W  = n  -77
Significant at p<«0.001 df 3 and 93
The results show, therefore, that there was no significant 
difference in the performance of deaf and hearing subjects. 
This was to be expected, because the experiment was a forced 
choice one, and therefore both groups made the same number 
of responses. However, there was a significant difference 
in the kinds of choices made. Looking at the table of mean 
values, it is clear that both groups made more semantic than 
any other type of response. There was also a significant 
interaction between subjects and response choices. Thus 
deaf and hearing groups differed in the patterning of their 
responses. This is clear from the table of mean values.
Deaf subjects favoured semantic choices most, followed by 
visual matches, homophones, and rhymes. Hearing subjects 
also preferred semantic choices most, followed by homo­
phones, rhymes, and last of all, visually related words.
Poor Readers
The data from the poor readers was analysed separately due 
to the fact that the sample size was much smaller for this 
group.
F = = 9-03
Significant at p<0.001, df 3 and 33
The results show again that there is a significant 
difference in the nature of the choices made by poor 
readers. The mean values indicate a pattern of results 
similar to those observed for hearing average readers. Thus 
the poor readers' most favoured choices were semantic, 
followed by homophones, rhymes and last of all visual 
matches. The summary table below shows the average 
performance of the deaf, hearing and poor reading groups.
Table 4: Summary table of data (mean number of choices)
Deaf Hearing Hearing (Poor Readers)
Semantic
Visual
Homophones
Rhymes
6 2.06 
56.0k
72.Z3
38.00
68.58 J 
43.00 i
55.50 
46 .37
6 2 .Ip 
47.21*.
60 .83 
47.58
From the summary, it can be seen that both the deaf and 
hearing children most favoured semantic associates, suggest­
ing semantic coding. Their second choices were very differ­
ent, with hearing children preferring homophone matches, 
whilst the deaf selected visual choices. For third posi­
tion, the deaf favoured homophone matches whilst the hearing 
subjects selected rhymes. Finally, the least favoured 
choice for the deaf were rhyme matches, whilst for the 
hearing it was visual relationships. Poor hearing readers 
performed in a similar way to the hearing group. Thus they 
also favoured semantic choices most, followed by homophones. 
However, the mean difference was not as great as it was for 
the hearing group. The poor readers also favoured rhymes 
over visually related words, but as before, the mean 
difference was less than it was for the hearing group.
In order to get a clearer picture of what subjects' 
specific ordering preferences were, a more detailed analysis 
was conducted.
Analysis of subjects' ordering preferences
It will be recalled that each target word has four 
associates - a homophone, a visually related word, a seman­
tic and a rhyme associate. The subject was required to 
order these from best to worst in relation to the target, 
which means that there were a total of twenty-four different 
possible orderings. (41 = 4 • 3 • 2 • 1).
These different orderings were calculated and each 
subject's responses to all twenty-two words scored according 
to whatever ordering it corresponded. (See appendix for
actual results). The next table shows the approximate 
percentage number of each kind of ordering choice.
Table 5: Orderings of semantic, visual, homophone and
rhyme preferences by deaf and hearing subjects
Deaf Hearina Poor rea
1st 2nd 3rd 4th (N=16) (N=17) (N=12)
1) S V H R 8.0% 6.7% 7.2%
2) S V R H 6.3% 5.6% 7.2%
3) S H V R 11.0% 13.1% 12.5%
4) s H R V 6.0% 23.1% 17.4%
5) s R H V 6.0% 8.5% 6.4%
6) s R V H 6.3% 4.6% 5.3%
approx. 43.6% 61.6% 56.0%
7) V H S R 4.6% 1.6% .37%
8) V H R S 6.0% 1.0% 2.27%
9) V S R H 4.6% 1.0% .76%
10) V S H R 3.7% .26% .76%
11) V R S H 2.6% .26% 0%
12) V R H S 3.4% .56% 3.4%
approx. 24.9% 4.68% 7.56%
13) H V R S 6.0% 2.1% 3.7%
14) H V S R 2.9% 2.1% 4.2%
15) H S R V 2.3% 6.4% 9.01%
16) H S V R 6.0% 2.6% 1.2%
17) H R V S 3.7% 4.3% 3.7%
18) H R S V 2.0% 8.5% 4.55%
approx. 22.9% 26.0% 26.36%
19) R H S V 1.4% 3.8% 2.28%
20) R H V S 2.0% 1.6% 2.65%
21) R S V H 1.1% .27% .38%
22) R S H V 2.0% 1.34% 2.28%
23) R V S H 2.3% 0% .38%
24) R V H S 2.3% .27% 1.14%
approx. 11.1% 7.28% 9.11%
S = semantic V = visual H = homophone R = rhyme
From the table it is clear that all groups of subjects 
most often chose orderings where the semantic match was the 
most favoured. However, there were differences in terms of 
the actual ordering of the elements. Both groups of hearing 
subjects most frequently chose the SHRV arrangement (23.1% 
and 17.4%) whereas the deaf most favoured the SHVR ordering 
(11.0). However, the deaf subjects also showed less differ­
entiation in terms of their ordering preferences. Their 
second choice was the arrangement SVHR (8%). The remainder 
were each selected about 6% of the time. Hearing subjects 
had much more clearly marked preferences. Their second 
choice SHVR was chosen 13.1% and 12.5% (poor readers) of the 
time. The remaining orderings were selected between approx­
imately 5-8% of the time. In other words, the deaf sub­
jects' ordering of the elements was less selective than that 
of the hearing group, when semantic matches constituted 
first choice.
Deaf subjects also make many more choices where visual 
matches are most favoured than do the hearing groups - 24.9% 
compared to 4.68% and 7.56%. Again there is a more even 
distribution of the deaf subjects' responses than of the 
hearing groups. All three groups make approximately similar 
numbers of choices where the homophone occupies first posi­
tion. However, the hearing subjects made more of these than 
did the deaf.
Choices where a rhyming word occupies first position 
were least favoured by the deaf group (11.1%) and occupied 
third most preferred position for the hearing subjects.
Once more the patterning of element ordering shows a much 
less marked preference for the deaf group than for the 
hearing subjects.
The results of the ANOVA indicated that both hearing 
and deaf subjects preferred semantic associates over phono­
logical or visual. This seems logical, because reading is 
about meaning. If one cannot interpret the visual symbols 
on a page then one cannot read.
With regard to the second overall most favoured choice, 
however, deaf and hearing subjects differ. Deaf subjects 
marginally favour a visual match to a homophonic one (see
Tables 4 and 5). Hearing subjects, again, regardless of 
reading ability, clearly prefer homophones to rhymes or 
visual associates. For this group, the result is not sur­
prising. Research quoted earlier (see Chapter 2) suggests 
that phonological coding is related to reading ability, 
although its role declines with advancing skill. Thus for 
the hearing subjects, the third most popular match is a 
rhyme. Visually related words are least favoured. Poor 
hearing readers1 results follow a similar pattern.
Deaf subjects deviate, therefore, from their hearing 
counterparts when it comes to second and third overall 
choices. For the deaf, rhymes constituted the least 
favoured matches. We would expect this, given Blanton et 
al.1s work showing that the deaf were much poorer at 
identifying rhymes than an age-related hearing group. This 
also fits in with the argument that has been advanced so 
far, that the deaf are unlikely to have access to phono­
logical coding.
How, then, can the only marginal preference for visual 
ly related words over homophones be explained? The picture 
gets more complicated when one examines the ordering of 
preferences (see table 5). Both hearing groups most fa­
voured the ordering semantic (S), homophone (H), rhyme (R) 
and then visual (V). Homophones and rhymes were phonologi- 
cally related to the target words. Because both of these 
were preferred to a visual match, it is clear that phonolog 
ical coding is the most preferred strategy of the hearing 
group. The deaf group's most favoured ordering was seman­
tic, homophone, visual, rhyme (chosen 11% of the time), 
whereas their second most popular ordering arrangement was 
SVHR (8% of the time). They seem, therefore, to be alter­
nating between visually related words and homophones.
6.3 DISCUSSION
The results obtained from this experiment clearly 
illustrate the preferred coding strategy of the deaf 
subjects used. When asked to choose between semantic 
associates, homophones, rhymes and visually related words,
deaf subjects most favoured the semantic relationship. The 
same result was found for hearing children, regardless of 
reading ability.
This finding suggests, therefore, that in single word 
reading, all three groups of children favoured semantic 
choices over either phonological (rhyme and homophone 
choices) or visual. It can be argued, however, that as the
task used (i.e. ranking stimulus words according to how well
they went with a target) did not necessarily require lexical 
access, we cannot refer to 'coding' strategies of subjects. 
In other words, as subjects were not required to 'do' any­
thing with the material, we have no indication as to how 
they would behave during normal reading when information 
would be processed for a purpose.
However, it is the very fact that subjects were not
required to process the information in a particular way -
e.g. perform a lexical decision about the truth or falsity 
of a pair of statements - that means that we get an un­
tainted picture of their preferred coding strategies.
Whilst it is correct that lexical access was not necessarily 
involved, the significant differences obtained in ordering 
preferences indicate that subjects were performing the task 
in a non-random manner. Thus from the way that they ordered 
their choices, we can make inferences about which properties 
of words - e.g. visual/phonological are important for them.
Furthermore the deaf, unlike the hearing groups, ex­
hibit a more even distribution in terms of favoured ordering 
arrangements. Thus the range of percentage distribution 
across the six orderings with semantic in first position, is 
from 6-11%. The corresponding range for hearing subjects 
(average readers) is from 4.6-23.1%. Similarly, for poor 
readers, it is from 5.3 to 17.4. Does this suggest, there­
fore, that deaf subjects alternate between visual and 
phonological coding, whereas the hearing are consistent 
phonological coders? Before answering this question, the 
other ordering preferences of the deaf and hearing groups 
will be discussed.
If one refers to table 5 and studies the distribution 
of orderings where a homophone match was ranked first (i.e. 
most preferred) an interesting pattern can be detected.
Here most of the responses of the deaf group (6%) were for 
the ordering HVRS, whereas most of those of the hearing 
group (normal readers) were for the ranking HRSV. (8.5%)
When rhymes are selected first, hearing subjects (normal 
readers) prefer the ordering RHSV, whereas the deaf group is 
equally divided between RVSH and RVHS. The hearing subjects 
are therefore consistently pairing the two phonological 
matches - homophones and rhymes - together in their order of 
preference. This is what one would expect if subjects 
favoured phonological coding. Rhymes and homophones are 
both related phonologically to the target, with a homophone 
being a somewhat better match because it is pronounced 
exactly like the target.
The deaf subjects, however, do not follow this pattern. 
They break up the phonological elements with a visual match 
or a semantic match. This lack of consistency means that it 
is highly unlikely that they are using phonological coding.
To get a better picture of what is happening, we need to 
study how subjects ordered the associates of individual 
target words ^
One fact that becomes immediately apparent is that only 
six target words had SHVR as the most favoured ordering out 
of a possible twenty-four variations. This represents only 
about one fourth of the total number of twenty-two target 
words. Eighteen out of the thirty-nine SHVR responses of 
the deaf subjects belonged to the target words 'write1,
'right' and 'roar'. If we look at these words and their 
associates, certain points become apparent.
Consider, for instance, the target word 'write'. Its 
visual and rhyme associates were 'while' and 'fight' respec­
tively. Subjects' most popular ordering for 'write' was 
'letter' followed by 'right', 'while' and 'fight*. 'While' 
bears a closer visual relationship to 'write' than 'right' 
does. However the former also has a lower frequency of 
occurence according to Burroughs' (1957) study of the 
vocabulary of young children. According to this word count, 
'right' had a 38% frequency of occurence, whereas 'while' 
occured only 10% of the time. What is happening therefore 
is that the homophone is chosen in preference to the visually
related word, because subjects are more familiar with it.
Had this particular ordering reflected a phonological or for 
that matter a visual match, then 'fight1 would have followed 
'right'. This is because 'fight' both sounds and looks like 
'right'. Instead, subjects chose 'while' for the third most 
favoured matching. 'While' only bears a visual relationship 
to 'write'. Thus the familiarity of 'right' and not its 
phonological properties took preference to 'while' for 
second position.
The same appears to be happening with the association 
order of 'right'. Here subjects' chose 'wrong', 'write', 
'react* then lastly 'white'. As before, 'write' has a 
higher word frequency than 'react'. Again, therefore, it is 
chosen in preference to the visual associate. Also, the 
rhyme is chosen last, showing that the homophone matching is 
not a reflection of phonological coding. A similar 
explanation can be advanced to explain why the ordering for 
the target word 'roar' is 'lion', 'raw', 'rear* and 'tore*.
To summarise, therefore, the greater number of SHVR 
choices over SVHR can be attributed to word frequency 
effects. For those target words where this was the case, 
the reason may be attributed to the lower word frequency of 
the visual associate.
One very interesting result which has emerged from this 
study is that the deaf do not perform like poor readers.
The latter group mirrored the other hearing subjects exactly 
with regard to their two most popular order orderings.
These were SHRV (first choice) and SHVR. However, for third 
choice, poor readers favoured the ordering HRSV , whilst the 
other hearing subjects favoured SRHV. Deaf subjects had two 
most favoured third order preferences - 1) SVRH and 2) SRVH. 
If one studies the other ordering combinations, (visual as 
first choice, homophone as first choice and rhyme as first 
choice) the most popular responses for deaf subjects never 
coincide with those for poor readers.
The data from this experiment indicates, therefore, 
that the deaf do not have the same order of coding 
preferences as either poor or average hearing readers. Of 
course, all three groups most prefer semantic associates.
However, for second choice, hearing and poor readers select 
homophones, whereas the deaf favour visual matches.
This pattern of results indicates with semantic 
correspondence eliminated that deaf subjects predominantly 
rely on visual coding, whereas hearing children prefer 
phonological coding. This was reflected in the latter 
group's consistent ranking of homophonic and rhyme choices 
in preference to visually related words. Deaf children, by 
contrast, only preferred homophones or rhymes to visually 
related words when the former had higher word frequencies 
than the latter.
To conclude, therefore, these results show that deaf 
children's preferred coding strategy is a visual one. In 
the next chapter, another paradigm will be explored to see 
if any evidence for phonological coding can be found.
7. EXPERIMENT 3: THE STROOP EFFECT; A PARADIGM TO
INVESTIGATE PHONOLOGICAL CODING
One of the ways in which the issue of coding strategies 
used by normally hearing readers has been investigated, is 
by use of the Stroop phenomenon (Martin 1978? Morikawa 1981? 
Naish 1980). Stroop (1935) found that subjects were much 
slower in naming colours when the coloured ink spelled the 
name of a conflicting colour. Thus if RED, GREEN, BLUE, and 
YELLOW were, respectively, printed with conflicting inks of 
blue, yellow, red, green, then naming the colours "blue", 
"yellow", "red" and "green" would be considerably slower 
than naming the same colours when they were in the form of 
colour patches.
The interference exhibited on the Stroop test is 
usually attributed to the fact that the ink colour of the 
word is processed more slowly than the word itself. It is 
this involuntary reading behaviour which occurs that makes 
the Stroop task a useful tool in the exploration of reading 
processes. Thus if phonological coding occurs during normal 
reading, then one would expect that phonologically related 
colour nonsense words should also result in a Stroop effect. 
If, however, one normally uses visual coding, then visually 
related nonsense words should lead to the same result.
Using this logic, Naish (1980) conducted an experiment 
to examine the coding strategies of adult male and female 
readers. He presented his subjects with five packs of 
cards. In the first, the colour names 'BLUE, WHITE, YELLOW, 
GREEN and PURPLE* were used. The pack contained twenty-five 
cards, and each word appeared five times printed once in 
each of the five colours. Thus word and ink colour were the 
same on five cards once for each colour. The second pack 
was identical to the first except that pseudohomophones were 
used instead of words:- BLOO, WYTE, YELLOE, GREAN, and 
PERPLE. The next pack was the shape control one, where the 
nonsense words 'BLOD, WOTE,’YELLOT, GRELN, and PARPLE 
appeared. In order to judge the effects of speed of 
sorting, a fourth pack was produced which also contained 
non-words. However these were similar to the former only in
length and number of syllables. They were FRON, MOBE, 
DEVORT, BLATG, and STEGIN. Again, each appeared five times, 
once in each colour. To give the subjects practice in 
sorting, a fifth pack was produced of twenty cards, in which 
all contained the letters XXXX. Each colour was represented 
four times. Subjects began with this pack and then pro­
ceeded to sort the others in random order.
The results indicated that the word pack was sorted 
most slowly. The pseudohomophone and shape control packs 
were in turn sorted more slowly than the control pack. Fe­
males differed from males in that they sorted the shape 
control pack more quickly than the word pack, but not at a 
significantly different rate from the neutral pack. By con­
trast males sorted the shape control pack significantly more 
slowly than the neutral pack but not significantly more 
quickly than the word pack. They also sorted the pseudo­
homophone pack more slowly than the neutral pack, and more 
quickly than the word pack, but not significantly different­
ly from the shape cards.
Naish concluded, therefore, that the results suggested 
that females preferred the phonological route whilst reading 
to the visual one, whereas the opposite was the case for 
male subjects. This was because of the differences in 
sorting times recorded for males and females.
The methodology used in this experiment is particularly 
suitable for use with the deaf, because unlike the original 
Stroop task, the subject does not have to articulate. Most 
deaf children have poor speech and therefore a task which 
required a verbal response might not accurately measure the 
subject's ability. Allen (1969) carried out the Stroop test 
in its classic form with a group of deaf children aged from 
ten to fifteen years. Hearing subjects also participated in 
the experiment, and their age range was from nine to twelve 
years. Three conditions using cards were involved. In one, 
the subject had to name the colour in a square card C. In 
the second, the colour name was printed in black, and the 
subject was required to read aloud the colour name card W. 
The third condition was the standard one where the colour 
name was printed in conflicting ink Card CW. Again the
subject was required to read aloud the name.
It was found that the groups did not differ in the 
amount of time taken to read the colour card C. However the 
deaf were significantly slower when reading card W, and 
faster when completing the CW card. Adjusting the CW scores 
for differences in W using analysis of covariance still 
yielded a significant difference between the groups. Thus, 
to summarise, the deaf subjects were slower at reading the 
colour names and they named the colour of the CW card faster 
than did the hearing subjects. Allen's conclusions were 
that the deaf do not show the same compulsion to read as do 
the hearing. Thus they do not find the interference condi­
tion as distracting and are quicker than their hearing 
counterparts.
It was decided that a pilot study would be conducted to
discover whether Allen's findings would be replicable with a
group of profoundly prelingually deaf children. It was 
felt, that Naish's procedure would also be useful to study 
the issue of phonological coding by the deaf. The advan­
tages of his methodology were mentioned earlier. The
research to be described had, therefore, two objectives:
1) to discover whether the deaf show evidence of the Stroop 
effect and 2) if an effect was obtained, to investigate the 
extent to which it generalised to phonologically and 
visually related non-words.
7.1 EXPERIMENT 3a: INVESTIGATION OF THE STROOP EFFECT
UNDER STANDARD CONDITIONS
METHOD
7.11 Subjects
Nine profoundly prelingually deaf boys from School A 
(the independent boarding school) participated. None had 
participated in the previous Stroop experiment. Their 
average hearing loss was 95.8 dB with a standard deviation 
of 7.92, and their average age was 12.19 years with a 
standard deviation of 0.71.
7.12 Apparatus
Fifty white cards were prepared, measuring 7 cm x 
10 cm. On 25 of these the colour names 'blue1, 'yellow1, 
'green', 'purple' and 'red' were written in black ink, five 
times for each name. The remaining cards had the same 
colour names printed on them four times in each colour. A 
further pack of cards were also produced, which each had one
inch squares on them filled out with the individual colours.
Thus five cards for each colour were prepared. This pack 
represented the practice one, and was always used first. In 
addition to these packs a single card was prepared which had 
six squares on it. Each was filled in with the colours
being used - green, red, yellow, blue, black purple. This
was always presented at the beginning of the experiment. 
Subjects were asked to name each colour to ensure that a) 
none were colour-blind and b) they knew each colour label.
7.13 Procedure
The subject was seated at a table and presented with 
the colour-name test card. S(he) was asked to name each
coloured patch. All subjects were able to do this. The
subject was then handed the pack containing the coloured 
blocks, and the following instructions given.
"Here are some cards with colours on them. I want you
to tell me the name of each colour. Go through all the
cards as quickly as you can." The experimenter indicated to 
the subject that s(he) was being timed by means of a stop­
watch. The subject then proceeded to jsay c\)cu^  the colours on 
each card. At the end, the experimenter noted the time.
The following two conditions were conducted in random 
order. Before the colour name set, (printed in black ink) 
was administered, these instructions were given:
"Here are some more cards with the names of colours on 
them. I want you to tell me the names as quickly as you 
can. "
Again the subject was timed.
The Stroop trial was preceded with the following 
instructions:-
"Here are some more cards. These have the names of 
colours written on them in different colours. Tell me the 
name of the colour as quickly as you can."
To ensure that the subject understood the task, the 
experimenter used the first four cards as demonstration 
items. The pack was then shuffled, and the experiment 
proceeded as above.
All subjects appeared to enjoy the task and in no case 
was there any ambiguity in performing the task.
7.2 RESULTS
The table below shows the mean values obtained across 
the three conditions.
Table 6: Means across conditions
colour card word card colour-conflict
(black ink) (Stroop) card
22.25 18.40 24.34
An ANOVA revealed the following result.
F = 10 1X57 = 8 '09 <df 2 and 16)
This is significant at p<0.01.
These results clearly show a significant difference 
between three conditions. The longest reaction times 
occurred in Stroop condition and the shortest in the 'word' 
condition.
A further analysis was conducted to see if there was a 
significant difference between the word and Stroop condi­
tion. A t-test was conducted on the times recorded for the 
Stroop condition versus the 'word* condition.
Analysis Word vs. Stroop Condition
Words Stroop
Means 18.4000 24.3444
t = 3.26 (df 8)
Significant at p<0.05
The analysis indicates that there is significant dif­
ference between the Stroop condition and the colour word 
condition where colour names were written in black ink.
A second t-test was performed on the colour naming 
versus the Stroop condition.
Analysis Colour vs. Stroop
Colours 
Means 22.25
t = 1.37 (df 8)
Insignificant at p<0.05
Thus although the deaf take longer to name the colours 
in the Stroop condition the difference in time is 
insignificant from that taken to name colour patches.
The conclusion must therefore be, that the deaf 
subjects used were not affected by the Stroop phenomenon.
Discussion
The results of the pilot study demonstrated that the 
deaf are not subject to the Stroop phenomenon. The amount 
of time that they took to name the colours in the Stroop 
conflict condition was insignificantly different to the 
amount of time taken to name the colour patches in the 
colour condition. Thus the addition of colour names in the 
Stroop condition did not interfere with colour naming, which 
is the case for normal hearing subjects.
Stroop
24.34
The result raises a number of questions. Why are the 
deaf not affected by Stroop? Allen suggested that this was 
because the deaf do not show the same tendency to automatic­
ally read written material as do the hearing. However, 
given the findings of the last experiment this seems some­
what out of place. There, when deaf subjects were asked to 
select a word which went best with a target, they most often 
chose a semantic associate. This was true also for hearing 
subjects. Such behaviour indicates that subjects are con­
cerned with meaning and that they do read words. Why, then, 
are they not affected by the Stroop task?
One possible explanation may lie in the nature of the
task itself. Subjects were asked to name aloud the colour
in which the word was written. Although none of the sub­
jects appeared to find this difficult it must be remembered 
that the deaf are often poor articulators. It could have 
been the case that asking them to articulate, interfered in
some way with their performance.
It was decided therefore that the experiment would be 
repeated using the Naish version.
As mentioned earlier, this has the advantage of being a 
sorting task, thus subjects are not asked to verbalise their 
responses. The sample size was also increased in this 
experiment.
EXPERIMENT 3b; INVESTIGATION OF THE STROOP EFFECT
USING NAISH1S 1981 METHOD
7.3 METHOD
7.31 Subjects
Nineteen profoundly prelingually deaf children parti­
cipated in the experiment. Nine of the subjects were boys 
from School A, the independent boarding school. Three of 
the subjects were girls from School B, the State-run secon­
dary school in East Surrey. The remaining seven girls came 
from a secondary school in Surrey. The average hearing loss 
of the deaf group as a whole was 98.7 dB, with a standard 
deviation of 6.29. The average age of these subjects was
12.26 years, with a standard deviation of 1.37. In addi­
tion, twenty-one hearing children participated in this 
study. Their average age was 12.31 years, with a standard 
deviation of 0.36.
7.32 Apparatus
The card packs were created as described by Naish 
(1980). Thus five packs of black cards were produced, each 
card measuring 12.5 cm by 7.5 cm. The colour names were 
printed on the cards, in upper case, 1 cm high using a 
letraset stencil. Each pack contained 25 cards, except for 
the practice one. This contained 20 cards with the letters 
XXXX written four times in each of the following colours - 
purple, yellow, green, white and blue. A second pack con­
tained cards where the letters spelt the colour names, blue 
yellow, white, green and purple. Each word appeared five 
times, once in each colour, a procedure which was also 
observed with the remaining packs. The third pack was 
identical to the former except that the words were replaced 
by the pseudohomophones: BLOO, WYTE, YELLOE, GREAN and 
PERPLE. The shape control pack was again the same as the 
others except that the letters spelt out non-words of a 
similar shape to the meaningful ones: BLOD, WOTE, YELLOT, 
GRELN and PARPLE. The final pack contained non-words which 
were similar to the real ones only in terms of length and 
number of syllables: FRON, MOBE, VORT, BLATE AND STEGIN.
7.33 Procedure
Each pack was shuffled before use. The subject was 
seated at a table with five labels bearing the colour names 
arranged in a semicircle around him/her. Each subject was 
asked to name the labels before starting. They were then 
handed the practice XXXX pack of cards and given the 
following instructions:
"Here are some cards. They have X's on them in 
different colours - purple, green, blue, white and 
yellow. Place each card under one of these labels, 
according to the colour in which it is written. For 
example, if the X's are in blue, put them under the
label 'blue1. I want you to do this as quickly as you 
can."
Each subject was timed on the task using a stopwatch. 
When they had finished, subjects were given the following 
set of instructions.
"Here are some more cards. These do not have X's. Do 
the same as you did before. Place each card under one 
of these labels according to the colour in which it is 
written. For example, if the letters are in 'yellow', 
put the card under the label 'yellow'. Do this as 
quickly as you can."
Subjects were then handed each of the remaining packs 
one at a time in a randomized order. If, on receiving the 
first pack to be sorted, the subject was confused or hesi­
tated, the experimenter went over the instructions with 
him/her slowly, and used the first two cards in the pack as 
demonstration items. The pack was then reshuffled, and 
handed back to the subject. All subjects were timed by use 
of a stopwatch.
7.4 RESULTS
The results from the hearing and deaf subjects will 
initially be presented separately. Regarding the deaf 
group, it was decided that the data from School B would be 
combined with school C, thus allowing for the comparison of 
the results of the girls with those of the boys.
7.41 Analysis of deaf subjects' results
The following table shows the mean values obtained 
under the different conditions.
Table 7 : Mean sorting times (secs) for Stroop conditions
for deaf boys and girls
Pseudo­
Words Shape homophones Controls
School A 
(Boys N=9)
27.34 25.75 26.85 28.53
Schools B and C 
(Girls N=10)
26.33
■
23.08 24.03 26.89
Separate ANOVA's were conducted on the data from these
schools.
School A
„ 11.9385 n n c  o  A  ^ A \
~  11 3371 = 1«05 3 and 24)
Therefore F is insignificant at p<0.05.
Schools B and C
F = M M  = !-24 (df 3 and 27)
Therefore F is insignificant at p<0.05.
These results indicate that there were no significant 
differences in sorting times between the various packs. It 
is clear that subjects are not experiencing any interference 
effects, even in the 'words' condition, which corresponds 
most closely to the standard Stroop task. Indeed, contrary 
to all expectations, the longest reaction times occur with 
the control pack. This result is consistent for both 
groups, and suggests, therefore, that it is not caused by
school or sex differences.
Unfortunately sample sizes are rather small, and in an 
effort to see if this might be having a contributory effect, 
the data from both groups were combined and another ANOVA
conducted.
Table 8 : Mean sorting times (secs) for Stroop conditions
across deaf groups (Schools A, B and C)
Pseudo-
Words Shape homophones Controls
26.78 24.34 25.36 27.66
F = f3^ Q 30 = 2.23 (df 3 and 54)
F is insignificant at p<0.05.
The result is again insignificant. As noted previous­
ly, the deaf show no indication of being affected by any of 
the conflict conditions, not even the one involving real 
colour words. As before the control words take longest to 
sort, when one would expect them to be the quickest.
7.42 Analysis of hearing subjects1 results
The table below shows the mean values obtained under 
the different conditions.
Table 9 : Mean sorting times (secs) for Stroop conditions
for hearing group
Pseudo-
Words Shape homophones Controls
27.89 25.79 26.03 25.38
F = | | ;-3g7|- = 1.07 (df 3 and 60)
F is insignificant at p<0.05.
Again, therefore, no significant differences were 
recorded between the four conditions for the subjects. 
However, this time, the ordering in terms of speed of 
sorting is different from the deaf subjects. The results 
reveal a tendency towards the Stroop effect, with longest 
sorting times occurring for 'Words'. Pseudohomophones are 
the next slowest to be sorted, followed by shape-related 
words. As expected, controls are sorted fastest.
Although the results are as a whole insignificant, it 
was felt that it would be worthwhile to examine sorting time 
trends for good and poor readers in the sample. The sub­
jects were therefore divided into two groups according to 
Reading Age. This was taken from school records, and 
assessed by means of the Daniels-Diack Reading Test.
Nine subjects fell into the 'poor readers' group (four 
boys and five girls) and twelve in the good reading group 
(seven girls and five boys). See Appendix for reading 
scores.
Table 10; Mean sorting times (secs) across conditions 
for good and poor readers
Pseudo-
Words Shape homophones Controls
Good readers 29.85 25.81 26.28 25.01
Poor readers 25.26 25.76 24.93 24.87
Good readers
F = = 1-95 (df 3 and 33)
Therefore F is insignificant at p<0.05. 
Poor readers
F = ^ -5-2-6-g = 0.08 (df 3 and 24)
Therefore F = insignificant at p<0.05.
Therefore, as expected, there are insignificant differ­
ences in sorting times for both groups across conditions. 
However, there are marked differences in the trends of these 
sorting times.
Good readers are slowest at words, followed by pseudo­
homophones, shapes and then letter controls. Poor readers 
found the shape condition most interfering, followed by 
words, pseudohomophones and then controls.
The pattern of results is what one would expect, given 
work (e.g. Shankweiler et al., 1979), which indicates that 
good readers are more likely to use phonological coding than 
are poor readers. Thus good readers found the word and 
pseudohomophone conditions more interfering than the other 
conditions. Poor readers who may be relying on direct 
visual access are most impaired by the word and shape 
conditions.
7.5 DISCUSSION
The most surprising outcome of this experiment was the 
result obtained with the deaf group. Although the data were 
insignificant, the trend in sorting times indicated that 
subjects found the control condition most interfering. This 
is very strange because the control condition should have 
been the fastest, given that it did not contain any infor­
mation which could hinder colour naming. This finding is in 
line with Allen's work, where she concluded "The deaf do not 
show a compulsion to read to the same degree as do hearing 
children when confronted with verbal material." (Allen, 
1969) .
The question is, therefore, why did the data show such 
an odd trend? The results of the hearing subjects suggest 
that it is not due to some peculiarity in experimental 
design. Although, again, significant results were not 
obtained, the trends in sorting times showed that the Stroop 
effect was occurring. Thus subjects took longest of all 
sorting out the word pack, and were quickest with the con­
trol pack. Good and poor readers also showed different
trends in sorting the shape and pseudohomophone packs. Good 
readers took longer with the pseudohomophone cards than with 
the shape pack, suggesting a greater reliance on phonolog­
ical than visual coding. By contrast poor readers took 
longer to sort shape-related nonsense words than phonologi- 
cally related ones. This would indicate the use of visual 
coding.
Unfortunately, of course, the overall results for both 
deaf and hearing subjects were insignificant. However, for 
the hearing group at least, the differences in sorting 
trends that were found would suggest that Naish's procedure 
lacks the sensitivity required to reveal significant differ­
ences in samples of the size used.
As regards deaf subjects, the pilot study demonstrated 
that they did not show evidence of the Stroop effect when 
asked to verbalise the colour names. Under the Naish 
procedure their performance across all four conditions was 
insignificant. The conclusion must therefore be that the 
deaf subjects used were not affected by the Stroop 
phenomenon.
This result fits in Allen's work. However, it still 
seems surprising in the light of the findings of Experiment 
2, the word association task. There, it was found that the 
deaf like the hearing most preferred semantic associates. 
Here, we seem to be finding that the deaf are not at all 
affected by the semantic content of the stimuli.
If one studies the trend of sorting times for their 
data, one finds that they took the longest amount of time to 
sort the control words.
The fact that differences in sorting trends were found, 
although the overall results were insignificant, suggests 
that Naish's procedure lacks the sensitivity required to 
reveal significant differences in samples of the size used. 
The conclusion applies equally to the hearing and deaf 
subjects used.
Unfortunately, therefore, all that we can conclude from 
these two experiments is that the deaf are not subject to 
the Stroop phenomenon, and that this is not a suitable 
paradigm for investigating the issue of phonological coding.
8 EXPERIMENT FOUR; THE RECENCY EFFECT AND
PHONOLOGICAL CODING
One of the ways in which the issue of phonological 
coding by the deaf has been examined is with reference to 
the recency effect. Dodd et al. (1983) claim that the fact 
that this phenomenon has been demonstrated with the deaf 
during lipread presentations is a further demonstration of 
their phonological abilities. In this chapter, the recency 
effect will be discussed. An alternative explanation for 
the Dodd et al. (1983) results will be proposed on the basis 
of experimental evidence.
The recency effect refers to a phenomenon that has been 
well reported in the memory literature. When subjects are 
presented with lists of items for memorization, and then 
asked to recall them in serial order, their performance is 
affected by the modality of presentation. If the items were 
presented visually, then recall over the end serial posi­
tions is likely to be reduced compared to an auditory 
presentation. The graph below illustrates this factor.
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The superior recall of auditorily presented items is 
referred to as the recency effect. According to Crowder and 
Morton (1969), it reflects the existence of a 'precategori- 
cal acoustic store1 (P.A.S.). "The main feature of P.A.S. 
is that it is capable of holding information sufficiently 
long to affect the immediate memory task, at least on the 
order of a few seconds." (Crowder and Morton, 1969). With 
the passage of time, information is lost from P.A.S., as it 
is with overwriting or displacement by subsequent auditory 
events. It is important to realise that according to 
Crowder and Morton's theory, the auditory and visual recall 
curves resemble one another initially but diverge at the 
end. This is due to the existence of P.A.S., which results 
in superior recall for the end items of the list, under an 
auditory presentation.
To support their theory, Crowder and Morton quote the 
'stimulus suffix effect.' This refers to the finding that 
if an extra item is attached to the end of an auditorily 
presented list, it impairs recall of the last item(s). Thus 
the recency effect is reduced. This occurs even if subjects 
are instructed to ignore its presence. However, if a visual 
suffix is appended to the end of an auditory list, recency 
still remains, because the suffix will not have entered 
P.A.S., and therefore will not have replaced any of the 
items within it.
The P.A.S. account does therefore explain the recency 
and stimulus suffix effects. However, objections have been 
raised to the notion that such a store must be primarily 
acoustic in nature. Indeed, Spoehr and Corin (1978) have 
demonstrated that a lipread suffix can impair recall of an 
auditorily presented list in the same way that an auditory 
suffix does. This indicates that P.A.S. cannot be solely 
acoustic, as lipread information is essentially visual in 
nature.
Campbell and Dodd (1980) conducted an experiment, 
comparing serial order recall of lipread, auditory and 
graphically presented lists. The digits one to nine were 
used, and presented in lists of nine at a time. Hearing 
students aged 21 to 34 years performed under all three
conditions. The graphic condition involved the presentation 
of digits one at a time, on a screen. Subjects were 
required to recall the digits after each list.
The results indicated a significant recency effect for 
auditory and lipread lists, but not for the graphic one. In
terms of accuracy, however, the graphic and lipread lists
were more similar than the graphic and auditory or lipread 
and auditory lists.
The finding of a recency effect for lipread lists is 
clearly against P.A.S. because, in this case, no acoustic
information was available. In a second experiment, Campbell
and Dodd studied the effect of an auditory suffix on recall. 
The lists used were identical to the previous experiment - 
an an auditory suffix (the number 10) was appended to the 
end of the lipread and graphic lists. Subjects were 
instructed to use the suffix as a cue to begin recall.
The results showed that the suffix reduced the accuracy 
of both the lipread and graphic lists. However, recall of 
the last item was only impaired on the lipread, not on the 
graphic, list. Campbell and Dodd concluded with two 
hypotheses. One of these concerned the fact that lipread 
and graphic lists differ in terms of temporal order. Thus, 
"whereas a graphically displayed number is accessible at the 
moment of display, a lipread number is defined by changing 
mouth patterns." (Campbell and Dodd). One suggestion is, 
therefore, that recency effects may reflect a tendency for 
changing state information to be processed differently from 
information which can be resolved instantaneously.
The second possibility is that seen and heard speech 
share a common processing stage which is phonological."
This would account for the observed recency effect with 
lipread and auditory presentations. This explanation was 
investigated further by Dodd et al. (1983). They presented 
a group of profoundly prelingually deaf boys aged 13 years 
10 months to 16 years 10 months and a group of hearing boys 
aged 14 years 3 months to 15 years 4 months with lists of 
the digits, one to nine. Lipread and graphic presentations 
were used. In the latter condition, digits appeared on a 
screen one at a time. Serial recall was required after each
list. Subjects performed under both conditions.
Analysis revealed that there was enhanced accuracy of 
recall for lipread stimuli at positions eight and nine for 
the deaf subjects, and at position nine for the hearing 
ones. There was therefore no difference in recency on the 
lipread lists for hearing and deaf subjects.
To examine whether the recency effect observed with the 
lipread lists could be attributed to the use of a phonologi­
cal code derived from experience of lipread speech, a second 
experiment was conducted. This time, partially hearing 
subjects were used, and divided into two groups. The good 
articulators had an age range of 11 years 10 months to 16 
years 9 months, whilst the poor articulators ranged from 11 
years 0 months to 18 years 7 months. Articulation was 
judged by the class teacher and a speech therapist. Three 
lipreading conditions were involved and lists of six digits 
(1 to 6) were presented. In one condition a lipread '12' 
suffix was appended, whereas in another the lists terminated 
with a tongue protrusion suffix. Finally in the control 
condition, no suffix was attached to the lists.
The results indicated that there were no significant 
differences between the two groups of deaf subjects. Fur­
thermore, recency effects were observed in the lipread 'no 
suffix' and lipread tongue thrust conditions. Thus only the 
presentation of a lipread suffix reduced the recency effect. 
Furthermore the two deaf groups performed identically, 
suggesting "that the code in which lipread information is 
processed is not primarily dependant on articulatory skill." 
The authors go further and state that the result "confirms 
Dodd and Hermelin's (1977) conclusion that deaf subjects' 
ability to code phonological information was directly 
related to lipreading ability and not to articulatory 
skill."
It will be remembered that Campbell and Dodd (1980) 
proposed two hypotheses that could account for the recency 
effect that they observed with lipread stimuli. One was the 
notion of phonological coding which has been discussed 
above. The other suggested that it might be the case that 
"changing state information" (such as auditory and lipread
presentations) was processed differently from static infor­
mation. Dodd et al. (1983) acknowledged this fact, and in a 
third study investigated this hypothesis with reference to 
still and moving hand signs. This time, profoundly deaf and 
normally hearing children were used. The deaf subjects were 
aged 13 years 7 months to 16 years 9 months; whilst the 
hearing subjects ranged from 12 years 5 months to 16 years. 
None of the deaf subjects used sign as their mode of 
communication.
Six static hand signs were presented as slides recorded 
sequentially on videotape. The six moving signs were 
recorded directly on videotape. All subjects were taught 
the words for the signs. After each presentation they were 
required to write down the labels associated with the hand 
signs, in serial order.
Analysis revealed that the hearing group were more 
accurate than the deaf group. Still and moving signs were 
remembered equally well. However it was only for the moving 
hand signs that a recency effect was observed. Dodd et al. 
concluded, therefore, that "where information is displayed 
in temporal order (this gives) rise to significantly greater 
recency than static information."
This conclusion could also be extended to account for 
the recency effects that Dodd et al. observed with lipread 
and auditory presentations. In both these cases information 
is being displayed in temporal order, whereas this is not 
the case for the graphic display, where the observed recency 
effect was much weaker. An explanation, therefore, based on 
the notion that changing state information is processed 
differently from static information, can account for all the 
results of Dodd's experiments. The authors, however, do not 
accept this, because in their second experiment they found 
that the addition of a tongue-thrust as a suffix (i.e. 
moving and non-phonological) did not impair recency. If 
changing state information is processed differently from 
static input then, they would argue, the tongue-thrust 
suffix would have been encoded with the rest of the list, 
and hence impaired recency. The authors conclude, there­
fore, that the recency effects observed with lipread and
heard speech reflect the fact that they share a common 
processing code in STM. Deaf subjects, like hearing ones, 
"appear to code lipread information in an internal speech 
code," (which) "does not seem to be primarily derived from 
information gained from articulatory motor feedback, since 
good and poor speakers perform similarly...The results are 
consistent with the hypothesis that in short term memory, 
orally educated deaf children, like hearing children, 
process lipread information in a non-modality-specific 
phonological code."
These conclusions are unwarranted. The experiment 
using a tongue-thrust as a suffix was an inadequate test of 
the changing state versus phonological coding interpreta­
tion. Not only was the tongue-thrust not linguistic, but it 
was also totally unrelated to the rest of the information 
being presented, i.e. digits. Although the tongue-thrust 
was a moving stimulus, it does not follow that it would 
automatically disrupt recency: A better test would have
been to have a 'moving1 digit as the suffix. The changing 
state hypothesis cannot mean that any 'moving' stimulus, 
regardless of its nature, will automatically be encoded in 
memory with other stimuli. This would limit and impair 
cognitive functioning.
The argument being advanced, therefore, is that the 
experiments of Dodd et al. do not provide convincing 
evidence for the rejection of the changing state hypothesis. 
Indeed their third experiment, comparing the recency effects 
obtained with still and moving hand signs, provides strong 
evidence for the hypothesis.
It was decided, therefore, to conduct an experiment in 
order to compare recency effects under three conditions, 
using deaf and hearing children. The conditions were 
a) lipreading b) visual static c) visual 'moving'. In 
condition b), the stimuli - digits - would appear sequen­
tially on a screen. In condition c), the same digits would 
'build' up over time. They would therefore be 'moving' 
stimuli, in that the subject would have to integrate the 
information presented over time. If the phonological 
hypothesis is correct, i.e. that lipread and auditory
stimuli share a common phonological processing stage, then 
certain predictions follow. Thus we would expect to find an 
enhanced recency effect with the lipread condition but not 
with either of the two visual presentations. However, if it 
is the case that changing-state stimuli are processed 
differently from static inputs, then we would expect to find 
a marked recency effect with the lipreading and visual 
‘moving’ conditions, but not with the visual static condi­
tion. Thus these two hypotheses were investigated in the 
experiment to be presented.
8.1 METHOD
8.11 Design and apparatus
Three conditions were involved in this experiment, and 
all subjects performed under each. These were a) a lip- 
reading condition b) a visual static condition and c) a 
visual ’moving* condition. The two visual presentations 
differed from each other as follows. In the visual static 
condition the digits appeared in sequential order on the 
screen in their complete form - e.g. '5'. However, under 
the visual ’moving’ presentation the digit would 'build up’ 
in the same amount of time as it would have remained on the 
screen under the visual static presentation. Length of time 
under the visual static condition was decided according to 
how long it took the speaker in the lipreading condition to 
say the digit. Thus for example a '5' would build up as 
follows:
2  3
—  — » ------
4 5
An important consideration that had to be met before 
the lists could be devised was the visual confusability of 
certain numbers when lipread. For example, the lip move­
ments for 'six' and 'seven' are very similar. Thus a pilot 
study had to be conducted to determine which numbers were 
the least confusable.
8.112 Pilot Study to determine presentation conditions
Ten hearing adult students were asked to lipread a
female speaker saying the digits one to nine. The presen­
tation was by a video recording. Subjects were asked to 
call out the numbers that the speaker had said. On the 
basis of subjects' errors, a visual confusion matrix was 
drawn up. Those digits on which subjects had made fewest 
errors were selected for the study. These were 'one'? 
'three'? 'four*? 'five'? 'seven' and 'eight'.
Two further problems which had to be considered were 
presentation rate and number of lists. With regard to 
presentation rate, a further pilot study was conducted where 
the rate was set at one digit every two seconds in one 
condition and one every second in another. The former - 
i.e. one digit every two seconds was found to be the most 
suitable, in that subjects' performance fell mid-way between 
floor and ceiling. The issue of number of lists was also 
resolved in this pilot, and it was decided that as the 
subjects were to be children, no more than fifteen exper­
imental lists ought be presented. This was in order to 
counteract the effects of boredom and fatigue.
8.113 Presentation conditions
It was felt that it was very important to control for 
length of time that the digit was seen over all conditions. 
As the presentation was to be a video recording, this was 
possible by means of editing and splicing tapes. The 
lipreading condition provided the standard by which digit 
duration times were assessed. It was also important to 
ensure that on the lipreading condition all occurrences of 
the same digit would be of equal duration. To achieve this, 
random lists of nine digits were devised composed of the six
visually distinct digits selected on the basis of the pilot 
study. A video tape was prepared with a female speaker who 
had been selected because of her very clear lip movements. 
She was filmed on video reading aloud lists of digits. A 
new video was then prepared by means of selecting the best 
articulations of each digit. Thus fifteen lists were 
created comprising edited examples of each digit. This way, 
interdigit timing could be controlled as well as the 
variability in the articulation of each digit.
It was mentioned earlier that the lipreading condition 
was regarded as the standard by which digit duration times 
were assessed. Thus, in order to find out how long the 
speaker took to pronounce each digit, the video recording 
was connected to an oscilloscope, with a timer. The 
duration of each digit was measured and used to construct 
the visual instantaneous and visual temporal lists.
The visual lists were created by means of a computer.
A programme was written whereby digits in both visual condi­
tions would be displayed for the same amount of time that 
the speaker had taken to say them. The interdigit timing 
was also the same as in the lipreading condition. In turn, 
the timing for the latter condition were determined 
according to how long subjects took in the lipreading 
condition to say the digit. The computer display of the 
lists was then filmed on video. In the visual 'moving' 
condition the digits built up on the screen in the same 
amount of time as they would have remained on the screen in 
the visual static condition. In turn, the timings for the 
latter condition were determined according to how long 
subjects took in the lipreading condition to say the digits.
To summarise, three conditions were involved in this 
experiment: 1) lipreading? 2) visual static and 3) visual
moving. Digit duration and interdigit interval were almost 
identical across all three presentation modes. Each 
condition was preceded by three practice trials.
8.12 Subjects
Twelve profoundly prelingually deaf children partici­
pated. Five subjects, all boys, came from School A, an 
independent boarding school for the deaf. The remaining 
seven children (4 girls and 3 boys) came from School C, the 
State-run secondary school. The average hearing loss of the 
deaf group as a whole was 97.6, with a standard deviation of 
5.3, and their average age was 12.28 years with a standard 
deviation of 0.68. In addition, twelve hearing children 
took part in the study (7 girls and 5 boys). The average 
age of the hearing group was 8.14 years, with a standard 
deviation of 0.37. The hearing group were younger than the 
deaf subjects, because it was felt that older children would 
find the task too easy.
8.13 Procedure
The experiment was performed in a quiet classroom. 
Subjects were seated in front of a television monitor. Each 
was randomly assigned to an experimental condition, and 
given the following instructions, depending on presentation 
mode.
Lipreading condition
"I am going to show you a film on the T.V. You will
see a person saying some numbers. After she has said nine
numbers, I will stop the film. I want you to write down the 
numbers in the order in which you saw them. So start with 
the first number, then the next and so on. If you cannot 
remember a number, write an X in that position of the list. 
When you have finished, I will show you another set of 
numbers. We will first do some for practice. These are the 
numbers that you will see: 1, 3, 4, 5, 7, 8. Do you have 
any questions?"
Visual 'static1 and visual 'moving1 conditions
"I am going to show you a film on the T.V. You will
see some numbers on the screen. I want you to try and
remember them. After you have seen nine numbers, I will 
stop the film. I want you to write the numbers you have
seen in the order in which you saw them on the screen. So
start with the first one, then the next, and so on. If you 
cannot remember a number, write an X in its place. When you 
have finished, I will show you a new set of numbers. We
will first do some for practice. Do you understand? These
are the numbers that you will see: 1, 3, 4, 5, 7, and 8. Do 
you have any questions?"
In addition to presenting these written instructions,
the experimenter also explained them to the subjects. This
was especially important with the deaf children to ensure 
that they fully understood the task.
The order in which subjects performed under these 
conditions was randomized. No subject was tested at under a 
week's interval. This was in order to control for learning 
effects.
After subjects had indicated that they understood the 
instructions, they were presented with three practice 
trials. If at the end of these they were still unclear as 
to the nature of the task, they were given a further two 
trials. For those subjects who were still confused, the 
experiment was abandoned.
Fifteen experimental lists were displayed after the 
practice session. After each list, subjects were instructed 
to recall the digits in serial order. They were given a 
sheet of paper with fifteen columns, each containing nine 
boxes. The digits were to be recorded in each box.
Although the recall period was not timed, subjects were 
encouraged to proceed as quickly as possible.
At the end of the experiment, each subject was thanked 
and told that he/she would be tested again, in about a week. 
Each subject participated a total of three times.
8.2 RESULTS
The total number of correct responses for each subject 
at each serial position was calculated. The maximum number, 
therefore, that a subject could get correct was fifteen at 
each serial position. The results for the hearing and deaf
subjects were initially analysed using a 3 way ANOVA with 
repeated measures on 2 variables (conditions and serial 
position).
Factor A (Deaf/Hearing)
F = -jp-fe- = 0.036 (df 1 and 22)
This is insignificant at p<0.05.
Thus there is no significant difference in the performance 
of the deaf and hearing groups.
Factor B (Conditions: Lipreading/visual static/visual
temporal).
F = -g ‘II = 2.88 (df 2 and 44)6.36
This is insignificant at p<0.05.
This shows that subjects' performance did not differ 
according to mode of stimulus presentation.
Factor A x B (Deaf/hearing interaction with conditions)
F = = 0 . 33 (df Z and 44)
O • J V
This is insignificant at p<0.05.
This result indicates that there was no interaction
between deaf and hearing subjects and conditions. That is,
the performance of deaf and hearing subjects was equivalent 
across the three presentation modes.
Factor C (Serial position)
401 9
F = q *7~C = 46.03 (df 8 and 176)
o • / J
This is significant at p<0.001.
Thus, there was a significant difference in performance 
according to serial position.
Factor A x C (Deaf/hearing vs. serial position)
F = = '.8€> (df 3, and 176)
O . / j
This is insignificant at p<0.05.
Thus there was no interaction between subject group and 
performance according to serial position.
Factors B x C (Conditions vs. serial position)
F = = 2.62 (df 16 and 352)
This is significant at pcO.OOl.
The result shows that there is an interaction between 
mode of presentation and serial position. That is, 
subjects' performance on the three conditions varies 
according to serial position.
Factors A x B x C (Deaf/hearing vs. conditions vs.
serial position)
F = y ~ j  = 0 ,67 (df 16 and 352)
This is insignificant at p<0.05
Thus finally there is no three-way interaction between 
subject groups, conditions and serial position.
To summarise, the results of the ANOVA are as follows. 
Firstly, deaf and hearing subjects do not differ signifi­
cantly from each other in terms of overall performance 
across serial positions and conditions. The two insignifi­
cant interactions between subjects and conditions (A x B) 
and subjects and serial position (A x C) lend further 
support to this conclusion.
Secondly, there is no significant difference in 
performance according to mode of presentation (factor B).
The lack of interaction between subjects and conditions 
indicates that subjects found the conditions to be of 
similar difficulty. The effect of serial position is
significant, however, as is the interaction between serial 
position and condition (B x C). Thus performance varies 
according to serial position, and this interacts with mode 
of presentation. This is to be expected if a recency effect 
occurs in some conditions but not in others.
In order to explore in further detail the issue of 
where recency effects were occurring, a further series of 
analyses was carried out.
To begin with, subjects* mean recall under the three 
presentation modes was plotted according to serial position. 
The data is shown in table 11.
Table 11; Mean recall across conditions and serial position
Mean recall (out of 15)
Serial
Position
Visual Static Lipreading Visual Moving
Deaf Hearing Deaf Hearing Deaf Hearing
1 9.6 10.4 8.5 9.3 8.08 8.5
2 6.33 8.3 6.75 7.2 6.33 7.0
3 5.5 6.6 4.60 5.5 5.08 6.0
4 3.91 5.9 3.60 4.7 3.41 4.0
5 3.08 3.1 3.2 2.6 3.41 2.9
6 2.5 2.08 2.5 1.3 2.91 2.3
7 2.83 1.91 2.42 1.3 3.08 2.2
8 3.66 1.83 2.0 1.4 2.83 1.3
9 3.5 3.00 5.08 3.8 5.3 3.5
These results are depicted in graphic form on pages 127-8
For deaf subjects mean recall on the visual static 
condition drops from 3.66 digits at position 8 to 3.5 digits 
at position 9. Under the lipreading presentation, recall 
increases from position 8 (2.0 digits) to position 9 (5.08 
digits). The same occurs with the visual moving presenta­
tion where recall goes up from 2.83 digits (position 8) to
5.3 digits (position 9). In other words, recency effects 
can be observed for the deaf under the lipreading and visual 
moving conditions, but not under the visual static presenta-
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tion.
Hearing subjects also show an increase in mean recall 
from positons 8 to 9 in the lipreading and visual moving 
conditions. In the lipreading condition, the increase is 
from 1.4 to 3.8 digits, and under the visual moving, from
1.3 to 3.5 digits.
Unfortunately however, recall under the visual static 
presentation, also increases from position 8 to 9 - 1.83 
digits to 3.00 digits. To check whether this and the other 
recency effects were significant, a series of Wilcoxon tests 
were conducted on the final two serial positions. The tests 
were administered to the number of correct scores at each of 
these two serial positions. This was done for all three 
presentation modes. The following table shows the results 
for the deaf and hearing subjects.
Table 12: Summary of recall at position 8 versus position 9
for deaf and hearing groups
Position 8 versus Position 9
Deaf
N=12
Visual Static 
T = 19.5 
N = 10
Insignificant 
at p<0.05
Visual Moving 
T = 9.5 
N = 12 
Significant 
at p<0.01
Lipreading 
T = 0 
N = 12 
Significant 
at p<0.005
Hearing 
N = 12
T = 14.5 
N = 11
Insignificant 
at p<0.05
T = 0 
N = 12 
Significant 
at p<0.005
T = 2 .5 
N = 10 
Significant 
at p<0.005
The Wilcoxon tests show that there are significant 
differences in amount of recall at position 8 versus 
position 9 for all subjects on the visual moving and 
lipreading conditions. Both deaf and hearing subjects 
recall more digits at position 9 than at position 8 on the 
lipreading and visual moving conditions in comparison to the 
visual static condition. Thus, these results show that a 
recency effect occurs with the visual moving and lipreading
conditions, but not with the visual static. This is true 
for both deaf and hearing subjects. Thus the phonological 
coding hypothesis cannot explain the recency effect.
8.3 DISCUSSION
The experiment described was conducted to examine 
whether the recency effect which occurs with lipread stimuli 
is attributable to phonological coding or to a tendency for 
changing state information to be processed differently from 
static input. The results obtained clearly support the 
latter hypothesis. Thus, both deaf and hearing children 
showed a recency effect with lipread stimuli and visual 
'moving' information. However, no significant recency 
effect was observed with the visual static mode of digit 
presentation. Had the phonological coding interpretation 
been correct, then we would not have expected to find any 
recency effects under the two visual conditions. Instead, 
this would only have been observed with the lipreading 
condition.
The result obtained goes against that of Dodd et al. 
(1983). It will be recalled that in their second experi­
ment, they investigated the effect on a lipread list of a 
tongue protrusion suffix. This was categorized as a moving 
non-phonological suffix. The results indicated that recency 
was unaffected, suggesting "that lip-read speech is distin­
guished from non-speech lip movements in recall." Whilst 
this statement may be true, it does not follow that Dodd et 
aJL.'s results demonstrate that the changing state hypo­
thesis does not account for recency effects with lipread and 
auditory information. Let us consider their second experi­
ment more carefully.
Subjects were required to recall digits presented for 
lipreading. In one condition, no suffix was presented, and 
as a result, recency was unaffected. In the other condi­
tion, the suffix was a lipread '12'. Whilst in the final 
condition, the tongue protrusion was used as a suffix, 
recency was most affected with the lipread suffix, but hard­
ly at all with the tongue-thrust. This is not surprising.
As mentioned earlier, the latter suffix is not linguistic 
in nature. There is, therefore, no reason to expect it to 
be integrated with the rest of the stimuli. By contrast, 
the lipread '12' is both linguistic and directly related to 
the information being stored. That is, It is a digit, and 
is being presented in the same modality as other digits.
The experiment that has been presented in this chapter 
represents a more realistic consideration of the changing 
state hypothesis. Thus linguistic information was presented 
in all three conditions, (i.e. digits). Only the modalities 
varied. Furthermore, the time that the stimuli were dis­
played was also kept constant across the conditions. Thus 
the recency effect obtained with the visual moving and lip- 
read stimuli as opposed to the visual static condition 
reflects the fact that changing state information is pro­
cessed differently from static input.
The changing state hypothesis adequately accounts for 
the results obtained by Dodd et al. in their third experi­
ment. Here, they found that a recency effect was obtained 
when moving hand signs were used, but not when slides of 
still signs were employed. The hypothesis also accounts for 
the results of Shand and Klima (1981). Here, profoundly 
prelingually deaf subjects were presented with lists of ASL 
signs for free recall. In the suffix condition, the lists 
had the ASL sign for END attached after the last presented 
item. In the control condition, visual "snow" (like static 
on a T.V.) occurred after the last item. The signs were 
produced by a native ASL signer, and videotaped. These were 
then shown to subjects. The results indicated that recall 
was significantly lower in the suffix condition than in the 
control condition only at the terminal positions. In other 
words, recency was impaired in the suffix condition. A 
second experiment replicated the latter using printed words 
representing the English translation equivalents of the ASL 
signs. As before, presentation was by videotape. This 
time, no significant differences in recall at the terminal 
serial positions were found. "Thus it is safe to conclude 
that the suffix effect is greatly reduced (if not elimi­
nated) when orthographic presentation is used (Shand and
Klima, 1981) .
These results can be accounted for by the changing 
state hypothesis. The ASL signs in the first experiment 
were moving stimuli which required integration on the part 
of the perceiver over time. These signs could not be 
resolved for information content instantaneously in the same
way that the static orthographic stimuli used in the second
experiment could be. As a result, one finds a recency 
effect in the control condition (no suffix) of the first 
experiment, but not in the second.
The idea that information which requires integration 
over time may be processed differently from information 
which can be resolved instantaneously is not new. However,
this chapter was not intended to explore the changing state
hypothesis per se, but merely to present it as an alterna­
tive to the phonological coding account. Therefore the 
possible mechanics underlying the hypothesis will not be 
discussed in any great detail, but some ideas will be 
advanced.
From the graphs on pages 127-8 ,, it can be seen that
there is little difference in primacy effects between static 
and moving presentations - (lipread and visual moving). It 
seems that only recency is affected. One way of explaining 
this is to view the temporal integration of stimuli accor­
ding to an attribute framework of memory. This theory 
postulates that the greater the number of attributes 
encoded, the better is retrieval. Thus, the process of 
temporal integration may result in a more distinctive 
encoding, which facilitates recall. However, this appears 
only to affect recall of the most recently presented items 
rather than of the whole list. Alternatively, items 
requiring temporal integration may enter a store rather like 
P.A.S., where the stimulus is integrated and then passed on 
to long term memory. This store may be more durable than a 
corresponding one for static information (if it exists) 
because it is more active in terms of the processing demands 
being imposed on it.
All these ideas are speculative, and clearly more 
research is needed. However, the results which have been 
presented in this chapter clearly show that phonological 
coding is not an adequate explanation with lipread presenta­
tions, moving signs and moving visual information. Instead 
they indicate that a much broader form of processing may be 
occurring, which differentiates between static and moving 
stimuli.
The results are important with regard to the deaf.
They show once again that the concept of phonological coding 
does not adequately explain their performance or, for that 
matter, that of the hearing children used. We have, there­
fore, no evidence from this experiment that "orally educated 
deaf children, like hearing children, process lipread 
information in a non-modality specific phonological code." 
(Dodd et al., 1983)
9.0 EXPERIMENT FIVE: THE ACCENT ON LIPREADING
In the two previous chapters, the issue of phonological 
coding by the profoundly prelingually deaf was explored by 
the use of two different experimental paradigms. No 
evidence was found to support the use of such coding by the 
deaf. In this chapter, therefore, the original Dodd and 
Hermelin (1977) experiment will be reconsidered in the light 
of a logical difficulty inherent in the task involved.
Dodd and Hermelin concluded their research with the 
statement that the profoundly deaf subjects they had tested 
were primarily dependent on a visual input from lipreading 
to gain phonological information. This allowed them to 
match homophones and identify rhymes. Because subjects 
articulated the homophones differently, the authors were 
adamant that articulatory feedback was not responsible for 
access to a phonological code.
The logical difficulty that arises with this explana­
tion is that homophones, by definition, are words which 
sound the same. The profoundly deaf do not have access to 
this auditory information. As they do not appear to be 
relying on articulatory feedback, how can they identify 
homophones as such? Dodd and Hermelin, of course, argue 
that they use lipreading to do this. If this is the case, 
then the deaf will be solely dependent on the accent of 
their teacher in order to determine what is and is not a 
homophone. An anecdote should serve to illustrate the 
point. The author's supervisor has a Scots accent, whilst 
the author has a standard English one. When the former read 
aloud Dodd's homophone pairs, there were some which he did 
not pronounce as homophones - e.g. 'caught' and 'court' 
(,fc-3 -r ^); 'swayed' and 'suede' (sweid); 'paw' and 'pour'
( p •=> *“ ); 'shore' and 'sure' ( J ^ r  ); 'world' and 'whirled' 
( W 3 l d ) ,  However, his lip movements whilst saying the 
individual words within each pair were so similar that 
differences on the basis of lipreading alone were barely 
detectable. Only by listening could one determine that 
these pairs were not homophonic for him. This auditory 
information would, of course, be unavailable to a profoundly
deaf person. How, then, would s(he) know that these words 
were not homophones for this speaker?
An interesting experiment presents itself, therefore, 
based on the fact that homophones depend on the way that 
they are articulated for their phonological properties. 
Specifically, the hypothesis is that if the deaf rely on 
lipreading in order to identify homophones, then when pre­
sented with written words which are not homophonic in the 
accent to which they are used, they should make more errors 
than on words which are homophonic in a familiar accent.
If, however, the original Dodd result may be attributed to 
subjects' reliance on a visual code, then varying accents 
according to which are homophonic should not affect per­
formance.
It was decided, therefore, to conduct a homophone 
matching task with deaf children in the South of England 
(London and surrounding suburbs) and in Scotland (Glasgow). 
These two areas have accents which have enough pronunciation 
differences to allow for the construction of lists of 
dialect-specific homophones.
9.1 METHOD
9.12 Subjects
It was extremely difficult to locate profoundly pre- 
lingually deaf orally educated children in Scotland. Most 
of the schools there employ manual methods of education.
The school that was used had a policy of integrating sub­
jects into local hearing schools. Unfortunately, very few 
of the children were profoundly deaf. S'\x:V^cv~ partici­
pated in the study. Their ages ranged from 9.7 to 16.10
years of age, the mean age being 12.54 with a standard
deviation of 1.92. The mean hearing loss was of the 
Scottish children was 76.3 dB, with a standard deviation of
13.7. All were based at a deaf school in the Paisley area
of Glasgow. A further sixteen profoundly deaf children were 
tested in two schools in and around London. Eight, all 
boys, came from School A, the independent boys' boarding 
school. The remaining (3 girls and 5 boys) came from School
C , a secondary school for the deaf located in London. The 
average age of the English subjects was 12.19 years with a 
standard deviation of 0.66. Their average hearing loss was 
94.25 dB, with a standard deviation of 12.00.
9.13 Materials
Three lists of homophones were devised. One comprised 
words which were homophonic only in the Scottish accent - 
for example 'caught-cot' 'fool-full' (/^A-U/).
The other contained English only homophones - that is words 
which were homophonic only in English but not in Scots - 
e.g. 'more' and 'moor' (/w\or| ); 'earn' and 'urn' (
The final list contained words homophonic in both English 
and Scots, e.g. 'ruff' and 'rough' ( ); 'yew' and *ewe'
( a I ). All three lists were equated for visual similari­
ty and word frequency according to the Thornedike-Lorge word 
count (See Appendix). The Scots words were checked for 
homophonic quality by asking four Glaswegians to decide 
whether they would pronounce each in the same way. The 
three lists were then combined into two, and comprised a 
random arrangement of English only, Scots only, and 'both 
English and Scots' homophones. Two versions of each list 
were produced to control for word order effects. Thus in 
one version the pair 'kneed - need' would be presented in 
that order. In the other the arrangement would be 'need - 
kneed'. Subjects were randomly assigned to each version.
9.14 Procedure
The experiment was conducted in a quiet room in the 
school. Subjects were presented either with sixteen word 
pairs, followed by seventeen word pairs, or vice versa. The 
pairs were laid out on a table and subjects were asked to 
read them to themselves and to try and remember them. The 
following written instructions were also given.
"On the table are pairs of words. I want you to read 
them to yourself and remember which two words go together.
Do not try to say the words. When you have read them, tell 
me."
Half the words (one from each pair) were then removed. 
The rest were jumbled around on the table. Subjects were 
then handed the remaining words along with these written 
instructions.
"Now here are the same words, one from each pair. On 
the side are the words which go with them. Take each card 
and put it under the one that it went with before. When you 
have finished, tell me." If subjects had any difficulty 
understanding the task, the instructions were explained 
again to them.
9.2 RESULTS
The following table shows the number of errors made by 
all groups of subjects on the different types of homophones.
Table 13: Total number of errors made on homophones
Subjects
Scottish
homophones
English
homophones
Both English and 
Scottish homophones
Scottish 
(N=16)
42 24 20
English
(N=16)
62 50 35
From the table, it is clear that most errors were made on 
the Scottish homophones by both groups of children. A 
two-way ANOVA was conducted on the data, with homophones as 
the repeated measure. The following results were obtained. 
(See Appendix for calculations).
Factor A (Scots vs. English children)
F = 4.55 at df 1 and 30.
This is significant at p<0.05 (table value = 4.17).
Factor B (Homophones)
F = 12.25 at df 2 and 60.
This is significant at p<0.001.
There is, therefore, a significant difference in 
performance between the English and the Scottish children. 
Furthermore, there is a significant difference in the number 
of errors made on the different kinds of homophones.
Factors A x B (Subjects x homophones).
F = 0.63 at df 2 and 60.
This is insignificant at p<0.05.
The interaction, therefore, between subjects and types 
of homophones is insignificant. Thus Scottish children are 
making significantly fewer errors on the homophone pairs 
than are English children, and all subjects are performing 
better on certain homophones than on others. This indicates 
that phonological coding is unlikely to be occurring, 
because in that case the interaction term would have been 
significant. Thus we would have expected Scottish children 
to make fewer errors on the Scottish homophones than on the 
English ones, and English children to have made fewer errors 
on the English than on the Scottish homophones.
Unfortunately, the two groups of subjects differed in
terms of average hearing loss. (76.3 dB for the Scottish
sample and 94.25 dB for the English sample). Therefore an
ANCOVA was also conducted on the data, with hearing loss
measured in decibels, as the covariate. This was in order
to control for the effect that different levels of hearing
might have on p e r f o r m a n c e . [For example it is likely that j
jScottish subjects, certainly to a greater extent than their
!English counterparts would have been able to extract some
phonological information directly. However the precaution of
icontrolling for hearing level in the data analysis should minimize
j the influence of this difference on the interpretation of the 
I . '
|results. The table below is a summary of the data used for
analysis.
Table 14: Summary table for ANCOVA
HOMOPHONES
SCOTS ENGLISH BOTH TOTAL
dB Error dB Error dB Error dB Error
SUBJECTS X y X y X y X y
Scots
Subjects 1221 42 1221 24 1221 20 3663 86
English
Subjects 1508 62 1508 50 1508 35 4524 147
2729 104 2729 74 2729 55 8187 233
Factor A vs \sl~s .subjects wrW\ We.c\rio^  \ o S 3  c^vttt^ W^
The adjusted F-value was 1.289, df 1 and 30.
This is insignificant at p<0.05.
The ANCOVA shows, therefore, that when one controls for 
hearing loss, there is an insignificant difference in the 
performance of the Scottish and English children.
Factor B (homophones)
F = 12.25, df 2 and 60.
This is significant at p<0.001.
As before, there is a significant difference in 
subjects' performance across the various homophone types.
We would, of course, not have expected a change because 
the covariate measure is constant for all criterion measures 
on the same subject.
Factors A x B :
F = 0.63, df 2 and 60.
This is insignificant at p<0.05.
Again, therefore, there is an insignificant interaction 
between Scottish and English subjects* performance across 
the various homophone types, even when degree of hearing 
loss is controlled for.
It is clear, therefore, that when one controls for 
hearing loss, Scottish and English children perform in a 
similar manner. The lack of an interaction between subjects 
and homophones suggests that both groups of subjects are 
performing similarly, in terms of numbers of errors made 
overall.
In order to discover, therefore, which types of homo­
phones were contributing to the differences observed across 
the conditions, a series of t-tests were conducted. These 
compared the performances of Scottish and English children 
across the different homophone combinations. The results 
are shown in table 15.
Table 15; T-test analysis on homophones
Subjects Scottish (N=16) English (N=16)
Scottish t=3.4 at 15 df. t=l.5 at 15 df.
Homophones Significant at Insignificant at
vs. English p<0.05 p<0.05
Homophones
English t=0.52 at 15 df. t=l.97 at 15 df.
Homophones Insignificant Insignificant at
vs. 'Both* at p<0.05 p<0.05
Scottish t=3.6 at 15 df. t=3.73 at 15 df.
Homophones Significant at Significant at
vs. 'Both' p<0.05 p<0.05
From the table we can see that Scottish children made 
significantly more errors on the Scottish than on the 
English homophones. They also made significantly more 
errors on Scottish homophones than on words homophonic in 
both Scots and English accents.
The only significant difference in performance for the 
English subjects occurred with Scottish homophones versus 
those words which were homophonic in both English and 
Scottish accents. Here English subjects made more errors on 
the Scottish homophones.
An analysis was also conducted on the nature of the 
errors that subjects were making. The following table shows 
most frequent errors made on Scottish, English, and 'Both' 
homophones. It will be recalled that the ordering of the 
words within each homophone pair was alternated to control 
for word length effects. Thus, for example, some subjects 
were shown the pair 'psalm - sam' in that order, whereas 
other children received the ordering 'sam -psalm.' Both 
versions of each homophone pair are shown.
Table 16a: Scottish homophones
Version 1 Version 2
Target Errors Target Errors
(Scottish & Eng 
lish subjects 
combined)
(Scottish & Eng­
lish subjects 
combined)
full-fool no overall 
error
fool-full 0
not-naught knotty/ewe naught-not taught
aunt-ant 0 ant-aunt 0
tot-taught not taught-tot naught
knotty-naught not/knead naughty-knotty naught
look-luke 0 luke-look ore
cot-caught rot caught-cot kernel/wrought
don-dawn no overall 
error
dawn-don 0
psalm-sam no overall 
error
sam-psalm saw
pam-palm pair palm-pam pale
wrought-rot caught rot-wrought rapt/cot
Table 16b; English homophones
Version 1 
Target Errors
Version 2 
Target Errors
(Scottish & Eng­
lish subjects 
combined)
(Scottish & Eng­
lish subjects 
combined)
for-four fool four-for full
saw-soar swayed/sam soar-saw suede
more-moor need moor-more 0
urn-earn no overall earn-urn rain
error
suede-swayed no overall swayed-suede psalm
error
war-wore kernel wore-war wrapped
paw-pour pam pour-paw no overall
error
ore-or no overall or-ore rot
error
kerb-curb kernel curb-kerb colonel
cored-core no overall cord-cored caught
error
colonel-kernel cord kerne1-colonel kerb
i
Table 16c: Both Homophones
Version 1
Errors
Version 2
ErrorsTarget Target
(Scottish & Eng­
lish subjects)
(Scottish & Eng­
lish subjects)
board-bored 0 bored-board moor
need-knead no overall knead-need knotty
error
rain-reign ruff reign-rain rough
ruff-rough no overall rough-ruff taught
error
ewe-yew earn/swayed yew-ewe saw
so-sew toe/to sew-so no overall
error
suite-sweet sleigh-rapt sweet-suite slay/so
pail-pale pam pale-pail pam/paw
slay-sleigh sweet sleigh-slay swee t/wrapped
tow-toe no overall toe-tow no overall
error error
wrapped-rapt wrought rapt-wrapped rot
From the preceding tables, it is obvious that the two 
versions of each homophone pair result in different errors. 
These are related to the target words in terms of word 
length and visual similarity. A very clear example in the 
Scottish homophone list can be found with the pairs 'tot- 
taught'; 1taught-tot'. The most frequent error with regard 
to the target word 'tot' was 'not'. Version 2, where 
'taught' was the target, resulted in 'naught' as the most
frequent error. In both instances, the errors are visually 
similar to the target words. An example from the English 
homophones is the pair 'colonel-kernel' where the most 
popular error was 'cord*. The reverse ordering 'kernel- 
colonel' resulted in the error 'kerb1.
If subjects had been matching up the homophones 
according to their phonological properties then we would not 
have expected the errors to change with the two versions of 
each word pair. However, the results show that this is what 
happens: that is, subjects' errors appear to vary according 
to the visual characteristics of the target word.
9.3 DISCUSSION
The aim of the experiment that has been presented in 
this chapter was to discover what influence accents might 
play in the ability of deaf children to recognise homo­
phones. If the deaf do have access to phonological informa­
tion by lipreading, then we would have expected them to make 
fewer errors when matching words homophonic in their native 
accents, than when matching words homophonic in an accent to 
which they are unused. If, however, the subjects were using 
visual coding, accent should not have affected matching. 
There should therefore have been an insignificant difference 
in performance across the three homophone conditions.
The results obtained revealed that when hearing loss 
was controlled for (ANCOVA) there was an insignificant dif­
ference in performance between the Scottish and English deaf 
children. There was a significant difference in the number 
of errors made on the various types of homophones. However, 
the lack of a significant interaction between Scottish and 
English subjects and 'homophones' demonstrates that both 
groups of subjects were performing similarly overall. The 
t-test analyses showed that, surprisingly, Scottish children 
made more errors on the Scottish than on the English homo­
phones. By contrast there was an insignificant difference 
in the number of errors that English children made on these 
two kinds of homophones. The latter finding is in line with 
the visual coding rather than the phonological interpreta­
tion presented above. The performance of the Scottish chil­
dren also goes against the phonological coding hypothesis.
If they had been able to recognise homophones on the basis 
of a lipread input, then we would have expected fewer errors 
on the Scottish than on the English homophones. Instead, 
the reverse occurred, which clearly indicates that 
phonological coding is not occurring.
The Scottish children also made more errors on the 
Scottish homophones than on those words homophonic in both 
Scots and English accents - the 'both' homophones. This is 
against a phonological coding interpretation for homophone 
matching. According to this hypothesis we would have 
expected the Scottish children to do as well or better when 
pairing Scottish than 'both1 homophones.
The results clearly demonstrate that accent was not 
having the effect that one would have predicted according to 
the phonological coding explanation. That is, there was no 
evidence of subjects making fewer errors on those words 
homophonic in the accent to which they are used. The only 
exception was that English subjects made fewer errors on 
'both' homophones than on Scottish homophones. If lip- 
reading provided the deaf with access to phonology, we would 
expect them to experience more difficulty matching up words 
which were not homophonic in the accent to which they were 
used. This is because they would be oor^oj^ojre^.
uooc&s « Thus they
would make more errors when matching up the pairs. The 
exact opposite happened with Scottish children - i.e. they 
made more errors on Scottish homophones. English children 
also did no better on English than Scottish homophones. The 
conclusion must be, therefore, that phonological coding is 
not occurring.
Is there any evidence that subjects are matching words 
on the basis of visual characteristics? The visual coding 
hypothesis, outlined earlier, postulated that performance 
across all homophone conditions should be insignificantly 
different. As subjects would be matching up the pairs 
according to visual similarity, the accents according to 
which the pairs were homophonic would not affect perfor-
mance. Thus one would expect little difference in the 
number of errors made across conditions.
This was not the case. Scottish children made more 
errors on Scottish than on English or on 'both' homophones. 
English children made more errors on Scottish than on 'both' 
homophones, but the difference in their performance on 
Scottish and English homophones was insignificant. The data 
is not, therefore, a clear indication for the visual coding 
hypothesis. Before discussing this further, however, 
attention will be focussed on the nature of the errors that 
subjects were making. These were shown in Tables 16a to c.
It will be recalled that two versions of each homophone 
pair were produced to control for word length. Thus, one 
subject might be shown the pair 'tot-taught' whilst the 
other would see 'taught-tot'. If subjects had been using 
visual coding, we would have expected the errors to reflect 
both word orders. This was indeed what was found. Con­
sider, for example, the Scottish homophone pair 'pam-palm'. 
The most frequent error made by both Scottish and English 
children was 'paw'. However, those subjects who received 
the reverse ordering 'palm-pam1 most frequently matched 
'palm' with 'pale' in error. Scottish children did not make 
any errors on this pair. Another example can be found with 
the pair 'kerb-curb'. Here both Scottish and English chil­
dren's most frequent error match was 'kernel'. The reverse 
ordering 'curb-kerb* produced the following error matches by 
Scottish children: 'colonel', 'caught' and 'pour'. English 
children's most frequent error match was 'colonel'. In the 
'kerb-curb' ordering, the children's choice of 'kernel' 
shows that they were matching according to initial letters. 
With the reverse arrangement, 'curb-kerb' the errors change. 
Now we see words beginning with 'c', again indicating 
matching according to first letter. 'Pour' probably re­
flects an attempt to match on the basis of the shared -ur- 
with 'curb'. . .  _
There are instances where the errors do rhyme with the 
target. However, it is unlikely that these represent at­
tempts at phonological coding. Consider, for instance, the
pair 'cot-caught1. For both English and Scottish children, 
'rot' was the most frequently chosen error response. This 
rhymes with 'cot' and resembles it visually. The reverse 
ordering, 'caught-cot', produced the following most frequent 
errors from Scottish children: 'wrought', 'curb' and 
'kernel.' Only 'wrought' rhymes with 'caught', as well as 
looking like it. By contrast the other errors do not rhyme 
with 'caught' and instead share its letter characteristics. 
The same kinds of responses were produced by English 
subjects - 'wrought', 'cord' and 'kernel'. Again, except 
for 'wrought', the others do not rhyme with 'caught', but 
instead share similar letters. Assuming that subjects are 
consistent in their strategies, these other errors are 
reason to believe that 'wrought' reflects a visual and not a 
phonological match. The same applies to 'rot'. That is, 
although it rhymes with 'cot', subjects choose it for its 
visual similarity rather than for its phonological proper­
ties.
To summarise, therefore, analysis suggests that both 
Scottish and English deaf subjects were using a visual 
strategy to match up the word pairs. This brings us back to 
the question of why more errors were made by the Scottish 
children on Scottish homophones than on English or on 'both' 
homophones.
The answer lies with the nature of the Scottish homo­
phones themselves. It was extremely difficult to find such 
homophones coupled with the additional constraints that they 
were also to be non-homophonic in Southern English, and as 
visually dissimilar as possible. One of the most distinc­
tive differences between the two accents was the presence of 
the /3/ phoneme in Scottish English. This makes pairs such 
as 'cot-caught', 'tot-taught' and 'not-naught' Scottish but 
not English homophones. Also words within the pairs have a 
low visual resemblance to one another. Thus five pairs of 
the group of Scottish homophones were generated using this 
phonetic contrast.
Another difference between the two accents that was 
capitalised upon to generate homophones was the fact that 
length of Scottish vowels is not very distinctive. Thus
'pam' and 'palm' are pronounced the same way by Scottish 
speakers, whereas they are not by the English. Three of the 
word pairs capitalised on this difference. The remaining 
two utilized the similarity that exists in pronunciation 
between A-\ / as in 'full' and /^va/ as in ’fool1. The point 
that is being made, therefore, is that although the words 
within the Scottish homophone pairs did not resemble each 
other any more than the English homophones, there was a 
greater between pair similarity amongst the Scottish homo­
phones. This would not have affected phonological coding 
had it been occurring. Firstly, once subjects had realised 
that the pairs were homophones, they were unlikely to have 
made mistakes in the matching process anyway. Secondly, any 
errors made would probably have been rhymes of the target 
words. In this case, we would not have noticed the changes 
in errors that occurred according to the length of the 
target word. Thus, for example, subjects' most frequent 
error response to the pair 'wrought-rot* was 'caught' 
whereas for the reverse ordering 'rot-wrought' the errors 
were 'cot' for Scottish subjects and 'rapt' for English 
children.
The fact that the Scottish homophones shared a high 
between-pair similarity would have affected a visual 
matching strategy. Consider, for example, the pair 
'wrought-rot'. Subjects using a visual strategy could have 
matched 'wrought' with 'caught', 'naught', 'taught' or even 
'naughty'. All these words share -ught- with 'wrought' and 
are therefore highly similar visually. This increases the 
probability of subjects making an error. Had the between- 
pair visual similarity been lower, then there would have 
been less chance of confusion. The English-only homophones 
lacked the same extent of between-pair visual similarity.
Six of the pairs shared the same phoneme, but each of the 
remaining had utilised different phonemes.
In conclusion, then, the fact that Scottish subjects 
made more errors on the Scottish than on English or on 
'both' homophones is interpretable within a visual coding 
explanation, but not within a phonological one. If we study 
the results of the English subjects, it is clear that they
also made more errors on the Scottish homophones than on the 
English ones, although the difference was insignificant. 
Furthermore, like the Scottish children, they made signifi­
cantly more errors on the Scottish than on the 'both1 homo­
phones.
The results from this experiment clearly demonstrate 
that lipreading does not provide the deaf with access to 
phonological coding. Their ability to match homophones is 
dependent upon a visual matching strategy. In the next 
experiment, visual and phonological properties of word pairs 
were manipulated independently to discover the effect that 
this had on subjects' ability to match rhyming and non­
rhyming word pairs.
9.4 EXPERIMENT SIX: RHYMING MATCHING TASK
In this experiment, the last of the series examining 
the possibility of phonological coding in the profoundly 
prelingually deaf, it was decided that a return should be 
made to the original Dodd and Hermelin (1977) word matching 
task. It will be recalled that they asked profoundly pre­
lingually deaf boys to match up homophone and control word 
pairs, after having seen the completed sets once. The 
results obtained showed that fewer errors were made on the 
homophone matching task than on the control one, and it was 
claimed that this was evidence that the deaf were using 
phonological coding. However, further analysis (see Chapter 
5) demonstrated that the homophone pairs were more visually 
alike than the control words. Therefore the phonological 
coding account could not be accepted.
It was in an attempt to examine the issue further that 
the current experiment was devised. The Dodd and Hermelin 
(1977) paradigm was retained, but instead of homophone 
pairs, rhymes were used. These allowed one to exercise 
greater control on visual similarity. Four conditions were 
involved which manipulated two variables: a) phonological 
similarity and b) visual similarity. In one condition, the 
word pairs were visually similar but phonologically unalike. 
In another, the pairs were both phonologically and visually 
alike. These two conditions contrasted with a third, where
the pairs rhymed, but were visually dissimilar. These were 
matched with a letter position control set, where words 
within pairs neither looked alike nor rhymed.
It was hypothesized that if subjects were capable of 
phonological coding, they should make fewer errors on the 
rhyming dissimilar set compared to the letter position con­
trols. Furthermore one would expect them to do better on 
the rhyming similar pairs than on the visual-only similar 
pairs. This is because the former share both visual and 
phonological similarity, which should greatly aid matching.
9.5 METHOD
9.51 Subjects
Nineteen subjects from two schools participated. Seven 
came from School A, an independent boarding school for boys. 
The remainder came from School C, a state-run secondary 
school. The mean hearing loss of both groups of subjects 
combined was 95.13 dB, with a standard deviation of 12.05. 
The mean age of the subjects was 12 years with a standard 
deviation of 0.7.
9.52 Apparatus
Four sets of twelve word pairs were produced. These 
were:- a rhyming dissimilar set, where the pairs rhymed but 
were visually unalike; a letter position control set for the 
former, where the words neither looked alike nor rhymed; a 
set where the words were visually alike but did not rhyme; 
and a set where the pairs both looked alike and rhymed.
The pairs within the rhyming dissimilar set were of 
unequal word length and care was taken to ensure that the 
target word and. its match shared as few letters as possible. 
By contrast, in the 'rhyming alike' set, the pairs rhymed 
and were visually very similar, differing by only one 
letter. Each of these two sets had a control. In the case 
of the rhyming dissimilar set, the control consisted of 
pairs which neither rhymed nor resembled each other visu­
ally. However, each of the pairs was matched with the 
rhyming dissimilar set in terms of letter characteristics.
Thus 'gun' and 'bone1 were controls for 'sun' and 'none1. 
The control set for the 'rhyming alike' pairs consisted of 
words which visually closely resembled one another, e.g. 
'sir' and 'six'. Again they were matched with the 'rhyming 
alike' set in terms of word length. Thus 'sir' and 'six' 
were matches for 'say' and 'may'. In all cases, care was 
taken to ensure that words within each text were of similar 
frequency as measured by the Thornedike-Lorge word count 
(1944).
The words were printed with black letraset on white 
cards measuring 3.0 by 9.5 cm. Normatype 30223 (10.3 mm) 
was used for the letrasetting. The letters were all in 
lower case. Table 17 shows the stimulus words used.
Table 17: List of stimulus words
Letter position 
ControlTarget
Rhyming
Dissimilar Target
sun none gun bone
saw four row fair
sea knee nor know
pair share bear shore
gaol whale fall wharf
show go blow do
blue who book way
late eight turn night
why high war hill
half laugh hall rough
lane reign lamb realm
crowd loud proud laid
Target
Rhyming
visually
alike Target
Non-rhyming
visually
alike
say may sir six
sat hat law tow
run fun sin son
pain gain part past
gate date gave game
sing ring said sail
ball wall bell bill
lake cake last lost
wet get cat cut
hard card hear heat
land hand like life
brown crown chair chain
9.53 Procedure
The experiment was conducted in a quiet room. Each 
subject was tested individually and seated at a table. A 
pack of cards chosen at random was laid out in two columns 
each comprising six word pairs. The procedure followed that 
used by Dodd and Hermelin (1977). Thus, subjects were given 
the following instructions:-
"Look at the words on the table. Try and remember 
which two go together. Read them once. When you have 
finished, tell me."
In addition, the subject was told not to try to say the 
words. When s(he) had finished, half the pairs were re­
moved, and then handed to the subject. The remainder of the 
cards were jumbled up, and the following instructions were 
given:-
"Now I want you to put the words you are holding with 
the ones they went with before. When you have finished, 
tell me."
The experimenter noted the subject's responses. On 
completion of the task, another set of words was arranged 
and the procedure repeated, until the subject had been 
through all four sets.
9.6 RESULTS
Table 18 shows a summary of the results obtained by the 
two groups of subjects, in terms of numbers of errors made.
Table 18; Summary of results across
rhyming similar/dissimilar and 
visual similar/dissimilar conditions
Rhyming
dissimilar
Letter
position
control
Rhyming
similar
Visual
similar
School A 
(deaf boys) 
N=7
37 51 2 6
Mean number 
of errors 5.2 7.2 0.29 0.86
School C 
(deaf boys 
and girls) 
N=12
74 72 0 3
Mean number 
of errors 6.17 6.0 0 0.25
Total
N=19
111 123 2 9
Mean number
of errors 5.8 6.4 0.11 0.47
As the differences between the rhyming similar and 
visual similar conditions are so small, it was felt that 
statistical analysis would have been pointless. Attention 
was therefore focussed on the rhyming dissimilar and letter
position control sets.
The results from the two schools were analysed sepa­
rately, using the Wilcoxon matched samples test, as the 
rhynr^g dissimilar and control sets had been matched for 
letter position.
School A (boys)
T = 6 
N = 7
This is insignificant at p<0.05.
Therefore there is an insignificant difference in the 
number of errors that were made on the rhyming dissimilar 
and control conditions.
School C (boys and girls)
T = 13 
N = 8
This is insignificant at p<0.05.
Therefore, again, there is an insignificant difference 
in the number of errors that were made on the rhyming dis­
similar and control conditions.
In view of these insignificant differences, it was 
decided to combine the data from both schools. A Wilcoxon 
matched samples test was again conducted.
School A + School C
T = 46.5 
N = 15
This is insignificant at p<0.05.
Therefore, it is clear that subjects are not performing 
any better on the rhyming dissimilar condition that on the 
control condition. The results of this analysis indicate 
clearly that subjects are not using phonological coding to
match up the word pairs. They perform no better on word 
pairs which rhyme than on a letter position control set.
The actual errors that subjects made on the rhyming 
dissimilar and control word pairs were examined to see if 
any relationships were apparent between the errors and the 
target words. The most frequent errors are noted in the 
table below.
Table 19; Summary of most popular errors made on 
rhyming dissimilar and control words
Rhyming dissimilar Control Words
Target Correct 
Choice
Error
Match
Target Correct
Choice
Error
Match
sun none *share/ gun bone R do
R high row fair *rough
blue who S none nor know *shore
saw four *share proud laid R wharf
late eight *laugh bear shore R laid
R reign fall wharf *fair
sea knee R reign blow do *know/
R none R fair
why high *whale book way S fair
pair share *reign/ turn night S way
R knee/ wall hill S rough/
R loud/ R laid
R none hall rough * hill
half laugh R reign/ lamb realm * laid
*high/ R wharf
S eight
lane reign *knee * = visual matching
show go R none/ S = semantic matching
R reign R = random matching
crowd loud R four
gaol whale *four
The errors that subjects are making on the rhyming 
dissimilar words indicate the use of a visual matching 
strategy. For example, a common error for rhyming pair 
'sun-none' was 'share'. Similarly a common error for the 
pair 'why-high' was 'whale'. The same attempt at visual 
matching can be observed with the control pairs. A clear 
example is the pair 'hall-rough' where 'hill' was the most 
frequent error match. Another fact which is evident from 
the control pair is that a number of the errors appear to be 
semantically related to the target words.
As so few errors were made on the visually alike and 
rhyming alike sets, statistical analysis was deemed un­
necessary. The table below shows the actual errors that 
were made on these pairs.
Table 20: Errors made on rhyming alike and
visually alike words
Target Correct
Choice
Error
Match
Target Correct
Choice
Error
Match
sat hat wall law low lost
ball wall hat last lost life/sail
like life low
said sail six/son
sir six like/sail
sin son six
Few errors were made on these sets, and no particular 
pattern of errors is apparent.
9.7 DISCUSSION
In this, the final experiment of the series, a return 
was made to the original Dodd and Hermelin (1977) paradigm. 
Subjects were asked to perform a matching task with sets of 
word pairs that varied on two dimensions - phonological and 
visual relatedness. The 'rhyming dissimilar' pairs used 
were visually dissimilar but highly related phonologically.
Homophones were not used, because of their correlation with 
visual similarity. The control set used was similar to Dodd 
and Hermelin's in that it was a letter position control for 
the rhyming dissimilar set.
The design of this experiment therefore closely mir­
rored Dodd's, except that rhymes were used instead of homo­
phones. If the deaf had access to phonological information 
we would have expected them to make significantly fewer 
errors on the rhyming dissimilar set than on the control 
set. This is because they would have realised that the 
words were rhymes, and would have used their knowledge to 
match up the pairs. The pairs within the control set were 
unrelated visually and phonetically, and therefore perfor­
mance should have been significantly worse with these words. 
However, if subjects were relying on visual coding to match 
up the pairs, they would have made a similar number of 
errors on both conditions. This is because both sets were 
alike visually in terms of letter position.
As outlined earlier, the results demonstrated that 
there was an insignificant difference in performance on both 
sets of words. Thus the visual coding interpretation is 
supported. The results go against what one would have 
predicted on the basis of Dodd and Hermelin's results. 
Furthermore, they bear out the criticisms made in Chapter 5 
about the homophone pairs that the latter authors used. It 
was argued that their homophone pairs were more visually 
alike than the control words. Because of this, subjects 
made fewer errors on the homophone than on the control 
pairs. The current experiment demonstrates that when one 
controls for visual similarity, the apparently 'superior' 
performance of deaf subjects on phonologically related words 
disappears.
Analysis on the nature of the errors made in the 
matching of the rhyming dissimilar pairs also supports this 
conclusion. As in the replication of the Dodd and Hermelin 
study (Chapter 5) here also, subjects' errors clearly demon­
strate the use of visual rather than phonological coding. 
Thus in the case of 'sun' and 'none', some subjects paired 
the former word with 'share'. The most frequent error match
to the pair 'late-eight1 was 'laugh1. In both instances it 
is clear that subjects are focussing on initial letters, 
rather than on the phonological relationship inherent within 
the pairs. Yet another example can be found with the pair 
'why-high'. Here the most frequent error match was 'whale'. 
These errors indicate the use of visual and not phonological 
coding. It is also interesting to note the examples of 
apparently semantically related errors on the control set. 
These were book-fair (instead of book-way) turn-way (instead 
of turn-night) and wall-rough (instead of wall-hill). All 
of these indicate attempts by the deaf children to find 
relationships between the word pairs.
The other two conditions yielded almost identical per­
formance by the subjects. Thus the high visual similarity 
of the pairs within the sets (a rhyming set with visually 
related words and a set where words only shared visual 
similarity), was sufficient for matching performance. The 
extra information contained in the rhyming similar words 
appears to have been superfluous with regard to the accuracy 
of subjects' performance.
Two experiments have been presented in this chapter. 
Both used the original Dodd and Hermelin (1977) matching 
task. In the first, it was demonstrated that varying the 
accent in which words were homophonic did not affect sub­
jects' performance as one would have predicted from Dodd's 
work. No support was found, therefore, for the hypothesis 
that lipreading provides the deaf with access to phonolog­
ical information. The last experiment presented showed that 
when one controlled for visual similarity, the phonological 
relatedness of word pairs did not aid performance.
The two experiments together support the criticisms 
presented in Chapter 5 of the original Dodd and Hermelin 
findings. Thus, they demonstrate that the superior matching 
performance of the deaf on the homophones used in that study 
can be attributed to the visual similarity inherent within 
the pairs. The conclusion must, therefore, be that such 
phonological capacity as may exist in the profoundly pre- 
lingually deaf adds little to their performance beyond that 
achieved by visual coding. In the next chapter, the con-
elusions drawn from all the experiments that have been 
presented so far, will be discussed.
10. GENERAL DISCUSSION AND CONCLUSIONS
The results of specific experiments have already been 
discussed in some detail. In this concluding chapter, 
therefore, only a summary of these results will be pre­
sented. The implication of these findings for the 
investigation as a whole will then be considered.
The aim of the research was to examine whether the 
profoundly prelingually deaf are capable of phonological 
coding, as had been claimed by Dodd and her associates. The 
first study was therefore a replication of the Dodd and 
Hermelin (1977) experiment which demonstrated that profound­
ly deaf children could match homophones significantly better 
than they could match letter position control words. The 
replication was successful. However the analysis of sub­
jects' errors suggested that they were using visual rather 
than phonological coding. A dissimilarity scale devised by 
the author demonstrated that the homophone pairs used were 
more visually alike than the matched controls. Also the 
between pair similarity was greater in the control set.
This implies, for example, that subjects who used a "same 
first letter" strategy had a greater probability of being 
correct by chance under the homophone condition than under 
the control condition. This means that subjects were more 
likely to make errors when matching up the control set. 
Furthermore, it was shown that the number of errors made 
correlated with dissimilarity score. More errors were made 
on word pairs with high rather than low dissimilarity 
scores. All this pointed to the conclusion that the deaf 
were using visual rather than phonological coding.
In Experiment 2, an attempt was made to examine the 
natural coding preferences of the deaf. When presented with 
a target word and its semantic, visual, homophonic and rhyme 
associates, deaf, like hearing subjects, showed a clear 
preference for semantic matches. The second preference for 
deaf subjects was visual matches, closely followed by 
homophones, and last of all rhymes. Hearing subjects and 
poor hearing readers favoured homophones, rhymes and visual 
matches in that order. The results demonstrated, therefore,
that reading for meaning was important for the deaf, and 
that visual rather than phonological coding was the more 
likely route used to achieve this.
Experiments 3 and 4 explored the issue of phonological 
coding by use of two different paradigms - the first em­
ployed a version of the Stroop task using real colour words 
as well as visually and phonologically related non-words.
The differences in performance across the varying conditions 
were insignificant for both deaf and hearing subjects. How­
ever, the two groups differed in the pattern of their 
results. Unfortunately, an adequate interpretation of the 
data could not be made due to the anomalous performance of 
the deaf subjects on the control stimuli.
The other paradigm used was concerned with the recency 
effect as a measure of phonological coding (Experiment 4).
It has been suggested (Campbell and Dodd, 1980; Dodd et al., 
1983) that the recency effect which occurs with lipread 
presentations may be attributed to phonological coding. The 
experiment that was conducted presented alternative 
evidence. It was demonstrated that the recency effect is 
due to the fact that changing state information is processed 
differently from static input. The study showed that 
recency could also be observed with visual information which
required integration over time. No such effect occurred 
with a static visual display. It was concluded, therefore, 
that the recency effect observed when deaf subjects attempt 
to recall lipread lists is not attributable to phonological 
coding, but to the dynamic nature of the information to be 
processed.
Experiments 5 and 6 reverted to the original Dodd and 
Hermelin (1977) procedure of matching up word pairs. Lip- 
reading as a source of phonological information for the deaf 
was examined, by studying the effects of accents on homo­
phone pair matching.
The hypothesis was that if deaf children were using 
phonological coding gained from lipreading their performance 
on the homophone matching task would be impaired when pre­
sented with words which were homophonic in an accent other 
than the one to which they were accustomed. If, however,
subjects were relying on visual coding, then accent should
not influence performance. Deaf English and Scottish
children were presented with words homophonic in standard 
English only, Scottish English only, and words homophonic in 
both accents. The results showed that both groups of
children relied on visual coding to perform the task. The
data did not support Dodd's argument that lipreading 
provides the deaf with access to phonology.
Based on these findings, Experiment 6 manipulated the 
phonological and visual similarities of word pairs to study 
the effect on subjects' matching performance. Thus, deaf 
children were given rhyming pairs which were visually 
unalike. Their ability to match these was compared with a 
control condition for letter position. Here the pairs 
neither rhymed nor looked alike. Two further tasks were 
also used. In one, the words within the pairs rhymed and 
looked alike; in the other they just looked alike.
In line with the previous findings, the results from 
this experiment demonstrated that subjects were using 
visual, not phonological coding. Thus there was insignifi­
cant difference in the number of errors made on the rhyming 
dissimilar and letter control conditions. Furthermore, 
performance on the rhyming similar pairs was insignificantly 
different from that on the visually alike pairs. Subjects' 
errors were so few that it seems the visual similarity alone 
was sufficient for subjects to perform the matching task.
The results of Experiments 5 and 6 substantiate the 
criticisms that were made earlier about the initial Dodd and 
Hermelin (1977) study. It was argued that the dissimilarity 
scale devised to assess the visual likeness of the homophone 
words demonstrated that they were visually more alike than 
the control pairs. Thus one could adequately explain Dodd's 
results of superior performance by the deaf on the homophone 
matching in terms of their use of a visual rather than a 
phonological code. The fifth experiment, concerned with the 
effects of accents on lipreading, also demonstrated that 
lipreading does not provide the deaf with access to 
phonology.
It is clear, therefore, that the series of studies 
presented in this investigation fail to provide strong evidence 
for the hypothesis that the deaf are capable of phonological 
coding. Rather the evidence suggests that the deaf rely mainly 
on visual coding. Some evidence was found to suggest that 
in matching word pairs, the deaf also utilise semantic 
associations inherent in the pairs. The nature of the tasks 
used did not allow for more detailed investigation of this 
issue. However, such a finding fits in with studies which 
have examined the reading behaviour of the deaf. For 
example, Webster ( 0   ^ : observed that when
a group of deaf children were presented with the Southgate 
reading test, a number of their responses reflected a word 
association strategy. Thus when answering the question 
"Birds are covered with:- trees/skirts/sky/ nests/feathers," 
a number incorrectly underlined 'nests.' Another illustra­
tion is the response to the item 'Careless driving leads 
to:- happiness/cars/tractors/accidents/ improvements.' Here 
the deaf chose 'cars' which is a clear semantic associate of 
'driving.'
It may be recalled that the issue of phonological 
versus visual coding in fluent and beginning hearing readers 
was discussed earlier in Chapter 2. The conclusion reached, 
was that the evidence for phonological coding was ambiva­
lent. In the homophone and rhyme matching experiments that 
have been conducted in this study, we have found that the 
performance of deaf children on this ostensibly phonological 
task is affected by the visual similarity of the words 
within the pairs. The more alike the members of the pairs 
are, the greater the probability that the deaf will match 
them up correctly. This raises the question as to whether 
even hearing readers actually rely on phonology when 
identifying homophones.
To answer this point, let us consider what homophones 
are, and how we come to recognise them. Homophones by 
definition are words which are spelt differently but are 
pronounced the same, e.g. 'key' and 'quay'. They often rely 
for their sound quality on the vagaries of the English 
orthography. Consider 'quay' for example. Normally -qu- is
pronounced /kw/ as in 'quick', 'quake', 'quiet' - which is 
very different from the way it is pronounced in 'quay' /ki/.
How do we know, therefore, that 'quay' is a homophone of 
'key'? It can only be because we have heard the word being 
pronounced; someone has told us, or because we can guess its 
pronounciation from context. Phonological coding by itself 
will not allow us to realise that the two words were 
homophones.
Indeed, if one were to apply such coding then quay 
/ / would be pronounced /kwel/ 'quaye' rather than /ki/.
It follows therefore that when reading homophones one is 
probably relying on visual coding. This would allow one to 
access each word's lexical entry and associated pronouncia­
tion, resulting in the decision that the words are 
homophones.
Visual coding is probably involved even when a homo­
phone member is not an exception word. For example consider 
the pair 'file' and 'phial' /^c\nl/. Here the reader needs 
to be able to equate the 'f' and 'ph' graphemes for similar 
sound characteristics, as well as -ile- and -ial-. This 
application of orthographic rules is distinct from phono­
logical coding. No appreciation of the actual sound 
characteristics of the words is involved. To clarify the 
issue let us consider the Scottish homophones 'cot' and 
'caught' /fc=?rt/ knowing that these two words are pronounced 
in the same way means that we will appreciate that 'tot- 
taught', 'not-naught' and 'knotty-naught' are also homo­
phones, because they share the same graphemic contrasts. 
Experience of the actual pronunciation of these words is not 
essential to reach this decision.
To summarise, therefore, it can be argued that even 
homophone recognition is not necessarily dependent on 
phonological coding. Thus regarding the deaf we should be 
concentrating on how their visual coding abilities can be 
developed and enhanced. Teaching methods should be based on 
maximising the efficiency of this route. In this respect the 
procedure developed in Experiment 2 might be explored for its 
diagnostic value. For example, the particular matching sequences 
employed by individual subjects may provide a guide to the
strategies that children are employing in word recognition 
tasks. These in turn would be of value in the development of _ , 
individually based instructional methods for teaching reading 
to the deaf. We should also look at ways of teaching the deaf 
orthographic rules to aid reading. The vagueness of the term 
orthography was discussed earlier. However, what is being meant 
here is that it may be possible to teach deaf children that 
certain graphemes or combinations of graphemes correspond to 
particular lip movements, and hence 'sounds'. For example, in 
this way, they would learn that -ph- and -f- are pronounced 
the same way when in the initial position of words. This would 
also apply to most instances of words with -c- and -k-. Indeed 
a number of subjects were probably using this method on the 
matching tasks conducted in the experiments outlined earlier.
It is extremely difficult however, to demonstrate that subjects 
are doing this. It was mentioned in Chapter 4, during the 
discussion of Quinn's (1981) experiment, that when studying the 
influence of orthography, one has to control for the effects 
of both word and letter frequency simultaneously. This is 
difficult to achieve. There is the added complication as Bench 
and Bamford (19r^) have shown, that word and probably letter 
frequencies will differ between deaf and hearing children. 
Unfortunately this data was not available at the time when the 
current experiments were being carried out.It is also easy to 
confuse orthographic with phonological coding. In other words 
it may appear that deaf children are matching words on the basis 
of phonological similarity, when in reality they are using rules 
about which letters can be equated for the same pronounciation. 
This is distinct from claiming that children appreciate the 
sound quality of the words.
Orthographic coding would be of limited value beyond 
the stage ofsingle words. When reading text, one needs to store 
information about the meaings of words and their syntactic 
relationships. This way, one gains an appreciation of the 
meaning being conveyed. Webster's work has shown that the deaf 
appear to lack a store in which textual information can be held 
on a short-term basis, before being subjected to deeper level 
coding. In hearing individuals it would appear that this 
operation is performed by the articulatory loop. Because the 
deaf have to rely on visual memory, their processing capabilities
are limited. As a result, they make errors when processing 
complex or long sentences.
There is, a need for much more research on the 
role of the articulatory loop during reading. Of-course, it 
must be noted that there is a distinction between articulation 
and phonology. Thus even if the deaf did have access to an 
articulatory loop, it does not follow that they are capable of 
phonological coding. As mentioned in Chapter 5, phonology is 
more than articulation. It implies a knowledge of how words 
sound in the absence of visible articulatory information, and 
it implies a knowledge of the rules of pronounciation.
What of the future therefore ? As mentioned in 
Chapter 1, oral based methods remain the dominant mode of 
instruction for the deaf in Britain. Their poverty as a system 
of language instruction was described in Chapter 4. Normal 
hearing speakers find language so easy to use and acquire 
because of its inherent redundancy. When speaking to someone, 
we make use of the verbal and the non-verbal content of the 
message. So much information is contained in the communication 
act, that we do not have to attend to the speaker's face all 
the time. Similarly, we do not have to hear every word spoken 
to appreciate the message being conveyed, Non-verbal signals 
indicate the importance of the speech, and provide cues as to 
how we should be interpreting it.
Communication for orally educated deaf children is 
by no means easy. They have to attend all the time to the 
speaker's face inorder to lipread. For profoundly deaf children 
the auditory content of.the message is greatly impoverished. 
Dodd's research, suggesting that the deaf were accessing 
phonological information by lipreading, seemed to provide an 
important experimental and theoretical foundation upon which 
oral methods could be justified. The present investigation 
calls that justification into serious question. The way forward 
now can only be to broaden our horizons and consider other 
methods of communication.
To summarise, therefore, more research is urgently 
needed on the psychological foundations and educational 
implications of the range of communication methods available. 
Teachers of the deaf should carefully consider the vast amount
of literature that cognitive psychology has produced on 
communication. According to Meadow (1980) " almost all the 
deficits related to deafness are created by deficiencies 
related to language and communication. For the deaf child, 
with normal intellectual potential, educational achievement 
should be at grade level if communication or language are 
adequate".
It is with this level of optimism that researchers 
should look to the future when considering the reading problems 
of the profoundly deaf.
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APPENDIX
Ex pe riment 1 : Dodd and Hemelin (1977) replic ation
Subject Characteristics • School A (Independent Boys’ School)
Subjects Date of Birth Hearing Loss Error Scores
(dB) Homophones Controls
SI 12.09.69 98 0 12
S2 07.08.68 97 o 3
S3 11.01.69 81 0 3
S4 02.07.68 110 6 12
S5 19.03.69 97 5 7
S6 01.03.69 85 0 8
S7 25.04.69 95 0 8
S8 03.10.70 105 0 7
S9 29.06.68 92 10 13
S10 24.01.70 95 0 6
Sll 16.11.69 96 5 8
Subject Characteristics : School B (Secondary Mixed)
S 12 15.12.72 101 12 11
S 13 13.10.72 115 12 13
S 14 13.09.72 102 6 15
S 15 18.10.72 108 18 18
S 16 11.02.73 110 4 10
S 17 07.03.72 94 13 17
S 18 22.12.71 97 8 16
S 19 24.06.70 98 6 13
S20 15.06.71 99 8 9
S 21 14.11.70 97 10 10
S22 24.01.71 95 6 12
S 23 01.10.70 105 10 11
S 24 20.01.71 101 8 8
Experiment 1 : Number of possible pairings based on similar 
initial letters
Homophone Pairs Control Pairs
Target Number of possible Target Number of possible
pairings pairings
air 0 sew 4 (slot,sire,stow, 
shrinks)
paw 1(phial) pie 2 (pleat,phone)
weigh 1(whirled) chain 1 (case)
key 1(kerb) cat 2 (cup,case)
ate 0 aye 0
caught 0 bright 0
shore 2 (suede,senses) chose 1 (cup)
write 2 (whirled,way) every 1 (empty)
rain 1 (right) than 1 (teats)
swayed 2 (sure,senses) thirst 1 (train)
gnaw o blot 1 (built)
bier 0 snare 3 (slot,tow,shrinks)
use 0 key 0
file 0 jets 0
curb 1 (court) brow 1 (built)
time 0 pine 2 (pond,pleat)
world 1 (way) spins 3 (slot,sire,stow)
census 1 (court) wrings 0
13 23
Table 2.4 Proportion of times a letter was recognized
correctly (Hit) and was given as an incorrect 
response to other letters (False Alarm) ; the 
corresponding d' value; and the confusion responses 
greater than 5% (from Bouma, 1971).
Letter Hit False Alarm d' Confusions Greater than 5%
a .620 .053 1.93 e (7) , n (6) , d (5) , m(5)
b .620 .024 2.29 h (27)
c .190 .006 1.62 e (29) , o ( 1 9 ) , a (8) , g (6)
d .830 .019 3.03 q (5)
e .340 .045 1. 29 a (19) , m (10), n(7) , u (7) , o(5)
f .810 .013 3.11 r (5)
g .310 .018 1.60 q (31) , p ( 9 ) , e (6)
h .800 .028 2.76 b (14)
1 .690 .035 2.31 1(13) , t (8)
j .820 .008 3.33 d (5) , 1(5)
k' .510 .008 2.46 h (17) , b (14)
1 .260 .007 1.81 i (50) , j (9)
m .790 .028 2.72 a (9)
n .560 .026 2.10 m (21) , a(o) , h (6)
o .570 .017 2.30 e (11) , c(7) , a (5)
P .840 .017 3.12 b(8)
q .740 .019 2.71 g ( 6 ) , d (5)
r .550 .015 2.31 f (13) , t (12) , e (5)
s .100 .009 1.08 a (33) , e (14) , m (8) , n (8) , u (7)
t- .59 0 .313 2.45 i (11) , k(5) , f (5)
u .560 .013 2.26 n (11) , m ( 9 ) / b(5)
V .723 .016 2.73 w (17) , y (5)
w .730 .014 2.73 v (22)
:< .323 .003 2.25 a (13) , e (9) , z(6) , n (6) , k (5)
y .570 .003 2.95
z .120 .034 1.46 a (19) , e (14) , r (11 ) , g (8) , s (6
Experiment 1 : Dodd and Herme li n R ep licati on
Analysis to show visual relationships between individual 
homophone pairs and commonly occuring errors
Correct Match
paw - pour
key - quay
caught - court
shore - sure
write - right
rain - reign
Error 
y ©ws
Matching on ’w*. High confusibility 
between *af and ’e ’. (Bouma’s 
classification )
Descending initial letters
kerb
Matching on initial fk f and fe f 
eight
Matching on -gh t-
C ’s and e's are highly confusable 
e is also confused with ’u ’
Both words end with ’t'
pour
Matching on ’r f 
nor
Matching on -or- . ’n' confusable
with 'h f
whirled
Matching on 'w’ and ’i*.
'rf is also confusable with 't1
right
Matching on 'r'
suede - swayed sure
Matching on -su-.
fr ! is confusable with ’e ’.
Both words end in *ef
gnaw - nor
bier - buyer
curb - kerb
use - yews 
file - phial
time - thyme 
world - whirled
census - senses
quay
Matching on 1 a ' .
' g ' is confusable with * q ’.
*u! is confusable with fn f. Both 
initial letters are descending.
phial
fp ! is confused with ’b*. 
fa f is confused with fe f. 
fl f is confusable with fi f 
fh ’ is confusable with fb ’.
sure
Matching on -ur- . Both initial 
letters are non -ascending.
phial/quay
Probably random errors 
way
Probably random error
No errors 
phial
’i ’ and fl f are often confused, 
'a’ is often confused with fd'
nor
Probably random error
Analysis to show visual re lat i o n s h i p s  between indivi dual
control pairs and commonly  occ uri ng errors
Correct Match Error
sew - flew
pie - pond
stow
Matching on 's’ and 'wf.
’o f is often confused with !e ’
pleat
Matching on 'p1 and 'e'.
’i* and fl f are confusable. 
ft ’ is often confused with 'i*
cat - slot
aye - empty
bright - built
cup
Matching on ’c ’ 
lyre
Matching on fy ’ and ’e ’. 
Tr* is confusable with fe
drinks
Matching on -ri-.
1k 1 is confusable with fh f, fn f is
confusable with 'h'.
ft* is confusable with ’k f
chose - case
every - velar
than - train
slot
Matching on ’o'. Also ’o' is 
confusable with rc !
empty
Matching on 'e' and ’y f. 
fr' is confusable with ft f
teatss
Matching on ft f and fa'.
's’ and ’n* are confusable with ’t 
aand ’~ ’
wrings - drinks
thirst - teats
blot - leg
snare - sire
key - lyre
jets - pleat
brow - stow
pine - phone
spins - shrinks
shrinks
Matching on -rin- and 's’ 
drinks
Matching on Vi*, ’r* is confusable
with ’t ’
pond
Semantic relationship 
slot
Matching on -lot- 
pond
Tp* is confusable with 'b*.
Final letters are both ascending.
shrinks
Matching on ?s !. Also ’n' and ’a ’ 
are confusable. !s f is confusable 
with 1n ’ and *e ’.
slot
Matching on ’s' .
'o' is confusable with ’a ’.
leg
Matching on 'e'. Both have ascending 
initial letters and descending 
final letters .
teats
Matching on ft ! and ’e ’ and ’s ’.
'af and 'e’ are confusable 
flew
Matching on 'w f.
ff f is confusable with ’r 1, and
fo ’ is confusable with ’a 1
pleat
Matching on 1p f.
'e' and ’n f are confusable as are 
’e ’ and *af and *1 ’ and fi f. 
sire
Matching on fs' and ’i !. 
fe ’ and ’n* are confusable.
Experim ent  2 : Word Associat ions
Deaf Subjects’ Characteristics
School A: Independent Boys’ School
Subjects
51
52
53
54
55
56
Date of Birth
01.10.70
29.08.70
28.12.70
07.04.71
28.03.71
24.01.71
Hearing Loss (dE3)
95
96 
100 
100
95
95
School B : Secondary Mixed
57
58
59
510
511
512
5 13
514
515
516
09.05.70
12.10.69
7.10.70
7.10.70
14.11.70
04.01.71
02.02.70
18.05.71
03.09.70
27.09.70
106
101
112
103
91 
102
92 
83
100
56
Experiment 2 : Word Asso ciations
Hearing Subjects’ Characteristics
Subjects Date of Birth Reading Scores
(Brimmer Test)
51 13.02.71 69
52 15.10.70 110
53 11.02.71 109
54 10.06.71 125
55 30.06.71 99
56 14.11.70 120
57 14.12.70 98
58 14.06.71 112
59 15.09.70 122
510 23.04.71 104
511 28.12.70 -
5 12 09.07.71 100
5 13 25.01.71 125
5 14 20.12.70 112
5 15 10.03.71 73
5 16 14.02.71 98
5 17 15.08.71 91
X = 104 
sd = 16.56
Experime nt 2 : Word Associa tions
Poor Hearing Readers Characteristics
Subjects Date of Birth Reading Scores
(Brimmer Test)
51 30.01.72 72
52 ? .09.71 89
53 ? ,09.71 86
54 ? ,07.72 68
55 16.09.71 87
56 25.05.72 73
57 ? .06.72 89
58 05.06.72 86
59 22.10.71 80
510 13.02.71 69
511 10.03.71 73
5 12 15.08.71 91
E xp eri men t 2 : Word Assoc iations
Stimulus Material
Target Semantic Visual Homophone Rhyme
Match Match Match Match
ft roar lion rear ft raw 46 tore 24
N \ write letter while ftft right ftft fight ftft
46 raw meat row ft roar ft wore ft
ftft higher lower harbour ft hire ft fire ftft
ftft him her ham 17 hymn 18 thin ftft
1 ruff collar reef 6 rough ft tough 18
Aft right wrong react 5 write ftft white ftft
9 gin tonic gun ft; jinn 0 pin 43
20 wail cry wall ftft whale 8 gale 15
A ate food ace 3 eight ftft oat 23
14 mare horse male 34 mayor 37 tear ftft
ft ft eight nine event ft ate ft eat ftft
8 whale sea whole ftft wail 20 gale 15
37 mayor town motor ft mare 14 rare 41
ft rough smooth ranch 20 ruff 1 huff 0
Aft way out why ftft weigh ftft they ftft
18 hymn church horn ft him ftft rim 12
0 jinn spirits join ftft gin 9 din 11
11 dough bread ditch 28 doe 6 bow ft
ft hire car hide ft higher ftft tire ftft
ft weigh heavy welsh 5 way ftft nay 43
6 doe deer die Aft dough 11 tow 9
Experiment 2 : Word Assoc ia tions
Raw Data (Deaf Subjects)
Total Number of First Choices
Subjects
51
52
53
54
55
56 
S 7
58
59
510
511
512
5 13
5 14
515
5 16
Semantic
17
12
6
10
6
5
9
7
10
9
13
16
9
9
5
12
Homophone
4
4
4
4
5 
2- 
8
10
4
3
5 
2
4 
8 
3 
2
Rhyme
1
2
2
0
1
S
2
0
1
5
1
3
5
2
3
2
Visual
0
4 
10
8
10
6
3
5 
7
5
3 
1
4 
3
11
6
Experiment 2 : Word Associations 
Raw Data : (Deaf Subjects)
Total Number of Second Choices
Subjects Semantic Homophone Rhyme Visual
51 1 7  5 9
52 4 8 7 3
53 A 8 6
54 3 9 3 7
55 6 11 0 5
56 2 9 . 7  ‘4
S 7 4 3 3 12
58 5 5 10 -2
59 3 9 3 7
510 6 8 2 '6
511 4 4 6 8
5 12 1 5 9 7
5 13 9 5 4 4
5 14 2 5 5  10
5 15 7 4 6 5
5 16 0 13 5 '4
Experiment 2 : Word Associations
Raw Data (D^af Subjects)
Total Number of Third Choices
Subjects Semantic Homophone Rhyme Visu
SI 0 5 7 10
S2 2 7 4 9
S3 5 6 x
S4 5 3 7 5
S5 5 3 8 6
S6 1 9 4 8
S7 2 i+ 10 6
S8 5 3 8 6
S9 2. 4 10 4
S10 4 8 5 5
Sll 1 6 8 7
S 12 3 5 5 9
S 13 4 6 7 5
S 14 6 6 5 5
S 15 6 3- 8 I
S 16 4 5 6 7
Exp eri ment 2: Word A s s o cia ti ons
Raw Data (Deaf Subjects)
Total Number of Fourth Choices 
Subjects Semantic Homophone Rhyme Visual
51 4 6 9 3
52 4 4 8 6
53 7 5  5 3
54 4 * 12 2
55 5 3 13 i
56 14 2 2 4
57 7 7 7 1
58 5 4 4 9
59 7 3 8 4
510 3 3 io 6
511 4 . 7  7 4
S2 2 10 3 5
5 13 0 7 7 8
5 14 5 3 10 4
5 15 4 8 5 5
5 16 5 3 9 5
Ex periment  2 : Word Ass ocia tions
Raw Data (Hearing Subjects)
Total Number of First Choices
Subjects Semantic Homophone Rhyme Visual
51 12 9 1 0
52 15 4 1 2
53 20 1 1 0
54 0 19 2 1
55 15 6 0 1
56 20 1 1 0
57 18 2 2 0
58 10 6 ' ' 5 --'- • 1
59 20 1 0 1
510 13 3 4 2
511 16 6 0 0
5 12 1 8 3 10
513 7 14 1 0
514 15 6 1 0
5 15 18 3 1 0
5 16 14 6 2 0
517 18 3 1 0
Experiment 2 : Word Associa ti ons
Raw Data (Hearing Subjects)
Total Number of Second Choices
Subjects Semantic Homophone Rhyme Visi
SI 3 11 2 6
S2 1 9 8 4
S3 \ 3 7 11
S4 1 2 17 2
S5 4 14 3 1
S6 2 .5 9 6
S7 * 1 10 3 8
S8 0 13 9 0
S9 1 17 4 0
S10 4 8 4 6
Sll 2 13 7 0
S 12 8 7 3 4
S 13 9 7 4 2
S 14 3 1 M- 5 0
S 15 3 9 7 3
S 16 3 14 1 4
S 17 0 9 7 6
Experiment 2 : Word Associ at ions
Raw Data (Hearing Subjects)
Total Number of Third Choices
Subjects Semantic Homophone Rhyme Visual
SI 1 0 12 9
S2 5 6 6 5
S3 0 10 7 5
S4 15 1 2 4
S5 1 2 11 8
S6 0 6 9 7
S7 2 1 13 6
S8 10 3 7 2
S9 0 4 12 6
S10 4 11 3 4
Sll 1 3 11 7
S 12 9 1 9 3
S 13 5 0 12 5
S 14 2 2 16 2
S 15 1 6 5 10
S 16 3 2 8 9
S 17 3 7 4 8
Exp eri ment 2 : Word Associatio ns
Raw Data (Hearing Subjects)
Total Number of Fourth Choices
Subjects Semantic Homophone Rhyme Visual
51 6 2 7 7
52 1 3 7 11
53 1 S l b
54 6 0 1 15
55 2 0 8 12
56 0 11 8 3
57 2 8 4 8
58 2 0 1 19
59 1 0 6 15
510 2 0 10 10
511 3 0 4 15
5 12 5 5 7 5
5 13 1 1 5 15
5 14 4 0 0 18
5 15 0 4 9 9
5 16 2 0 11 9
5 17 1 3  10 8
E xp er iment 2 : Word Associati on s
Raw Data (Poor Hearing Readers)
Total Number of First Choices
| Subjects Semantic Homophone Rhyme Visual
SI 0 7 4 11
S2 20 2 0 0
S3 13 2 5 2
S4 6 8 5 3
S5 17 3 2 0
S6 19 0 1 2
S7 10 6 4 2
S8 14 8 0 a
S9 1 20 1 0
S10 12 9 1 0
Sll 18 3 1 0
S12 18 3 0
Totc^L K) umber* o £ S e c o n d Choices
si 2 8 5 7
S2 1 12 5 4
! S3 ,3 12 1 6
1 S4 3 10 4 5
S5 3 7 5 7
S6 i.i 3 8 10
S7 5 8 7 2
1 S8 6 11 3 2
S9 10 1 8 3
; S10 3 11 2 6
Sll 3 9 7 3
! S12 0 9 7 6
Experiment 2 : Word Assoc ia ti ons
Raw Data (Poor Hearing Readers)
Total Number of Third Choices 
Subjects Semantic Homophone Rhyme Visual
51 7 5 8 2
52 1 6 9 6
53 2 5 9 6
54 3 4 9 6
55 1 6 11 4
56 0 8 10 4
57 2 7 6 7
58 2 2 12 6
59 8 0 12 2
510 1 0 12 9
511 1 6 5 10
512 3 7 4 8
Total Number of Fourth Choices
SI 13 2 5 2
S2 0 2 8 12
S3 4 3 7 8
S4 10 0 4 8
S5 1 6 4 11
S6 2 11 3 6
S7 5 1 5 11
S8 0 1 7 14
S9 3 0 2 17
S10 6 2 7 7
Sll 0 4 9 9
S12 1 3 10 8
Experiment 2 : Word A s s o c iations
Data used for analysis (Deaf Subjects)
Choices
Subjects Semantic Visual Homophones Rhym<
SI 75 50 53 42
S 2 68 49 58 45
S3 53 6 1 5 7
S4 63 65 57 35
S5 57 68 62 33
S6 42 56 55 67
S 7 59 61 56 44
S 8 58 47 65 50
S 9 58 61 58 41
S JO 65 54 55 46
Sll 70 54 51 45
S 12 75 48 43 54
S 13 71 46 50 53
S14 59 56 £ 2. 43
S 15 57 6 6 4^ 51
S 16 61 55 60 44
* These figures are derived from the raw data (see
pg^ 189-32) . Each First choice was multiplied by 4,
each Second choice by 3, each Third choice by 2 , anc
every Fourth choice by 1 .
Experiment 2 : Word Ass ociati on s
Data used for analysis (Hearing Subjects)
Choices
Subjects Semantic Visual Homophones Rhymes
SI 65 43 71 41
S2 74 41 58 47
S3 84 41 46
S4 39 33 84 64
S5 76 35 70 39
S6 86 35 42 57
S7 81 44 48 47
S8 62 27 69 62
S9 84 31 63 42
S10 74 44 58 44
Sll 75 29 69 47
S 12 51 63 60 46
S 13 66 31 78 45
S 14 22 TO 5V
S 15 83 38 55 44
S 16 73 39 70 38
S 17 79 42 56 43
* These figures are derived from the raw data (see 
pgs-193— 6) . Each First choice was multiplied by 4 ,  
each Second choice by 3, each Third choice by 2 and 
every Fourth choice by 1
Experiment 2 : Word Ass oc iation s
Data used for analysis (Poor Hearing Readers)
Choices
Subjects Semantic Visual Homophone Rhyme
SI 33 71 64 52
S2 85 36 58 41
S3 69 46 57 48
S4 49 47 70 54
S5 80 40 51 49
S6 81 52 36 51
S7 64 39 63 54
S8 82 32 66 40
S9 53 30 83 54
S10 65 43 71 41
Sll 83 38 55 44
S 12 79 42 56 43
* These figures are derived from the raw data (see
*>99 197-8 ) . Each First choice was multiplied by 4,
each Second choice by 3 , each Third choice by 2 , a m
every Fourth choice by 1 .
Experiment 2 : Word Associat ions
Analysis of Results using a 2 
1 Variables
Source Sum of
Squares
A Deaf vs. Hearing 0.00
Error A 0.00
B Choices rQ\lX 1.13
AB 3 ^ 5 8 . 5 8
Error B 10l4Z2..i+5
-way ANOVA repeated on
Degrees of Mean F
Freedom Squares
1 - 0.00 1.00 (IS)
31 0.00
3 371+D.00 **
3 13 ^  .53 11 3 7  **
11Z. 07
** = p < 0.000
IS = p >0.05
Experiment 3 : The Stroop Effect (I)
Deaf Subjects* Characteristics
School A : Independant Boys* School
Subjects Date of Birth Hearing Loss
51
52
53
54
55
56
57
58
59
15.04.71
07.04.71
24.01.71
28.12.70
15.04.71 
? .03.71
26.12.69
29.08.70
28.03.71
95
100
95
100
110
80
92
95
95
Experiment 3 : The Stroop Effect (I)
Raw Data (Deaf Subjects)
Sorting Times (Secs)_____
Subjects Colours Words Colour/Words
(Conflict Condition)
51 27.5 20.5 26.4
52 21.5 21.5 20.7
53 24.5 22.0 28.5
54 24.5 18.0 23.5
55 19.3 17.4 . 23.0
56 21.5 21.2 19.0
57 18.5 15.0 31.0
58 19.5 16.0 22.0
59 23.5 14.0 25.0
Experiment 3 : The Stroop Effect (Sr)
Subject Characteristics (Naish procedure)
Deaf Group (School A: Independant Boys’ School) 
Subjects Date of Birth Hearing Loss (dB)
51 03.10.70 105
52 25.04.69 95
53 13.07.69 98
54 24.01.70 95
55 29.06.68 92
56 19.03.69 97
57 16.11.69 96
58 01.03.69 85
59 02.07.68 110
Deaf Group (School C : Secondary Mixed)
510 11,02.73 110
511 15.12.72 101
SI2. 22.12.71 97
5 13 07.10.68 102
5 14 28.03.69 92
5 15 24.08.68 101
5 16 27.01.68 100
5 17 ? .02.69 100
5 18 29.01.69 94
5 19 ? .-02.69 106
Experiment 3 : The Stroop Effect (lL)
Good Readers Characteristics (Naish procedure)
Subjects Date of Birth Reading
(Hearing)
S2 23.01.70 13.1
S3 08.09.69 13.1
S4 08.02.70 12.6
S7 18.02.70 13.7
S10 16.10.69 13.7
Sll 19.02.70 13.7
S12 09.04.70 12.6
S 15 08.08.70 14.5
S 16 26.08.70 14.1
S17 19.09.69 14.6
S 18 04.03.70 12.5
S21 29.04.70 13.5
Poor Readers 
(Hearing}
SI ? .01.70 11.6
S5 11.08.70 10.7
S6 11.09.69 11.6
S8 24.01.70 7.4
S9 02.03.69 10.0
S 13 24.01.70 9.5
S 14 22.10.69 9.1
S 19 28.11.69 10.6
S20 02.08.70 9.0
Exp eri ment 3 : The Stroop Effect
Raw Data 
Subjects
(Deaf Subjects) Naish procedure 
Sorting Times (Secs)
Contr<Practice Words Shape Pseudo-
Pack Pack Pack Homophones Pack
SI 17.0 28.2 22.0 21.0 23.1
S2 22.0 24.2 17.0 23.5 26.0
S3 21.3 24.0 31.7 27.5 28.0
S4 37.3 45.4 48.3 49.0 51.0
S5 18.1 26.3 26.1 20.0 23.0
S6 16.0 21.0 14.0 18.0 20.0
S7 20.3 36.4 33.0 35.2 44.1
S8 15.4 16.5 18.4 18.5 21.5
S9 19.5 24.1 21.3 29.0 20.1
S10 26.0 29.8 34.5 29.0 25.5
Sll 19.2 23.8 24.5 29.8 28.0
S 12 23.5 39.5 33.6 31.3 34.2
S 13 16.9 44.4 20.6 24.0 30.0
S 14 16.0 17.9 17.5 21.5 20.0
S 15 11.5 12.8 12.4 18.8 29.5
S 16 11.8 21.3 17.2 17.2 16.5
S 17 19.0 22.0 19.0 20.0 19.4
S 18 21.4 25.2 28.0 27.5 40.8
S 19 18.8 26.6 23.5 21.2 25.0
Experimen t 3 : The Stroop Effect
Raw Data (Hearing Subjects- Good and Poor Readers’- Naish 
procedure )
Sorting Times (Secs.)
Subiects Practice
Pack
Words
Pack
Shape
Pack
Pseudo-
Homophones
Contr( 
Pack
SI 19.6 18.1 22.6 20.5 24.4
S2 25.2 52.8 32.6 33.3 32.8
S3 23.4 28.2 24.9 26.0 26.0
S4 20.5 40.8 23.0 26.5 19.3
S5 24.0 32.5 27.0 31.5 28.2
S 6 16.5 19.0 22.4 19.7 23.4
S7 21.7 28.2 35.5 21.5 27.8
S8 21.2 25.0 23.3 27.7 24.7
S9 22.7 29.5 44.6 29.0 28.7
S10 22.0 26.4 23.6 26.6 35.0
Sll 17.5 29.0 21.0 22.8 22.0
S 12 22.5 41.9 30.6 37.0 33.2
S 13 12.9 33.2 27.5 25.5 17.5
S 14 23.6 23.9 21.0 27.5 30.8
S15 19.0 24.0 27.5 32.5 26.4
S16 19.0 25.8 24.4 21.1 22.8
S 17 17.2 18.2 20.7 19.0 17.2
S 18 18.3 20.5 25.0 37.3 24.6
S 19 19.2 19.0 19.8 20.3 21.4
S20 20.0 27.2 23.7 22.7 24.8
S21 17.3 22.5 21.0 18.8 22.0
Experiment 4 : Lipr eadin g and the Recency Effect
Subject Characteristics
Deaf Children (School A: Independant Boys’ School)
Subjects Date of Birth Hearing Loss (dB)
51 26.12.69 92
52 15.04.71 95
53 29.08.70 95
54 07.04.71 100
55 28.12.70 100
Deaf Children (School C: Secondary Mixed)
56 04.01.71 102
57 09.05.70 106
58 21.10.69 10.1
59 26.08.71 105
S10 14.11.70 91
. Sll 18.03.71 93
512 02.02.70 92
Hearing Children
5 13 13.06.75
5 14 ? .02.75
5 15 ? .10.74
5 16 04.10.75
517 18*07*75
5 18 13*06*75
5 19 18 * 1Q * ‘
520 27.10.74
521 28.05.75
S 22 02.08.75
523 24.06.75<
524 29.11.74
Experiment 4 : Lip readi ng  and the Recency Effect
Raw Data (Lipreading Condition)
Serial Position
Hearing
Subjects 1 2 3 4 5 6 7 8 9
SI 14 12 9 4 5 3 1 1 7
S2 13 14 8 7 4 2 3 1 2
S3 8 6 6 6 3 2 1 1 5
S4 9 7 10 9 1 0 2 1 5
S5 10 4 5 3 4 1 0 0 1
S6 15 12 9 8 7 3 2 2 1
S7 3 1 0 0 0 0 0 3 ■ 4
S8 3 1 0 3 3 0 3 2 6
S9 10 11 10 7 0 1 1 1 1
S10 11 2 0 2 3 1 1 0 0
Sll 5 5 3 3 2 2 1 1 6
S 12 3 4 2 0 0 1 1 4 8
Deaf
Subjects
S 13 7 6 4 5 3 3 3 0 7
S 1.4 9 8 3 5 3 3 2 2 5
S 15 10 8 6 3 1 1 3 2 5
S 16 11 12 7 7 8 4 2 2 2
S 17 7 4 7 2 2 3 5 4 5
S 18 9 10 6 3 5 3 2 2 6
S 19 7 4 4 0 2 1 1 1 3
S20 9 8 4 5 1 4 3 3 5
S21 7 7 5 1 1 1 4 0 9
S22 11 8 5 3 3 1 3 0 7
S23 7 2 2 2 2 1 0 3 4
S 24 8 4 3 7 2 5 1 2 3
Exp eri ment 4: Lip rea di ng and the Recency Effect
Raw Data (Visual Moving Condition)
Serial Position
Hearing
Subjects 1 2 3 4 5 6 7 8 9
SI 15 13 12 8 7 6 5 1 4
S2 9 10 8 8 4 3 3 2 2
S3 11 9 7 6 2 4 1 1 4
S4 10 7 7 6 3 4 1 0 2
S5 12 13 11 8 7 3 1 0 1
S6 12 9 6 3 5 4 6 1 2
S 7 3 2 1 0 0 0 0 4 7
S8 3 1 5 2 3 3 4 4 8
S9 8 5 5 3 2 0 1 1 1
S10 9 5 6 0 2 1 2 0 0
Sll 9 8 3 3 0 0 1 0 4
S 12 2 2 ' 2 1 0 0 2 2 7
Deaf
Subjects
S 13 9 5 5 3 4 3 5 4 5
S 14 3 3 6 1 2 3 2 3 6
S 15 11 5 5 4 1 1 3 0 5
S 16 7 6 3 4 7 1 2 1 5
S 17 9 10 6 6 4 4 3 4 5
S 18 10 6 6 2 2 2 2 2 9
S 19 10 8 5 2 4 2 0 3 4
S 20 8 9 10 7 5 4 5 0 2
S21 6 6 6 3 1 5 3 5 8
S22 9 9 5 5 3 4 2 2 7
S23 7 5 1 0 3 3 4 4 1
S24 8 4 3 4 5 3 6 6 5
Experiment 4 : Lipr eading  and the Recency Effect
Raw Data (Visual Instantaneous Condition)
Serial Position
Hearing
Subjects 1 2 3 4 5 6 7 8 9
SI 15 15 13 13 9 5 5 3 7
S2 15 10 6 6 2 4 4 3 2
S3 10 6 6 5 4 4 2 3 4
S4 15 13 11 14 6 2 2 2 0
S5 10 9 8 6 3 0 1 1 0
S6 12 10 9 4 3 3 2 1 0
S7 9 4 3 0 2 1 0 2 4
S8 5 7 1 4 3 2 3 1 3
S9 12 10 9 10 3 0 3 3 5
S10 10 7 4 2 1 I 0 0 0
Sll 7 5 6 4 1 2 1 2 5
S 12 5 4 4 3 1 1 0 1 3
Deaf
Subjects
S 13 10 3 5 4 3 0 2 4 2
S 14 8 11 5 6 2 5 3 4 2
S 15 14 7 5 1 3 2 2 1 5
S 16 14 8 7 7 6 4 5 2 0
S 17 11 10 7 6 5 1 3 6 4
S 18 8 1 3 1 2 2 4 2 7
S 19 9 4 8 2 2 1 2 2 0
S20 10 9 5 4 6 3 3 7 3
S21 8 7 8 5 1 6 1 4 4
S22 11 6 5 3 3 1 4 5 5
S23 4 3 5 4 3 1 1 3 4
S24 9 7 3 4 1 4 4 4 2
Experiment 4 : Lip rea di ng and The Recency Effect
Analysis of Results using a 3-way ANOVA repeated on
2 Variables
Source Sum of Degrees of Mean
Squares Freedom Squares
Between_Subs.
A ( Deaf vs. 1.5
Hearing)
Error A 909.5
Within_Suhs__
B (Conditions) 36.7 
AB 10.5
Error B
C (Serial 
Position)
AC
Error C
BC
ABC
Error BC
279.8
3215.9
127.5 
1537.7
113.9
29.0
956.5
22
2
2
44
8 
i 3 
176
16
16
352
1.50
41.35
18.35
5.^5,
6.36
7.10
t.Sl
2.71
0.036 (IS)
2.88 (IS) 
0.&3 (IS)
401.90 46.03*
15.34- V.23(is)
8.73
2.62
0.63 (IS)
* = Significant at p^O.OOl 
IS = Insignificant at p > 0 . 0 5
Exp eri ment 5 : Accents and lipreading
Subject characteristics
Scottish Children English Children
Subjects dLB Dateof Birth Subjects 4-8 Date of '
SI 87 5.06.70 S17 Rl 14.11.70
S2 „8 0 20.12.72 S 18 56 27.09.70
S3 8 I 18.07.73 S 19 32. 02.02.70
S4 33 14.01.71 S20 )o6 09.05.70
S5 32- 24.01.72 S21 10Z 04.01.71
S6 37 16.08.71 S22 loo 03.09.70
S7 20 07.09.67 S23 35 18.03.71
S8 81 20.08.72 S24 8 3 ? .06.70
S9 82. 10.01.69 S25 35 28.03.71
S10 60 24.04.66 S26 3 5 24.01.71
Sll 67. 01.09.70 S27 loo 07.04.71
S 12 6 8 04.03.71 S28 3 6 29.08.70
s 13 72- 08.12.67 S29 3 Z 26.12.69
S 14 GX 30.05.71 S30 3 5 01.10.70
S 15 G R- 02.11.70 S31 11 o 15.04.71
S 16 5M- 09.05.69 S32 loo 28.12.70
Experiment 5 : Accents and Lip rea ding
Stimulus Material
Scottish, English and ’Both’ Homophones with associated 
Word Frequencies
Scottish Homophones English Homophones ’Both Homophones
full fool for four board bored
AA AA * AA AA AA A
not naught saw soar need • knead
AA 12 AA 12 AA 5 ,
aunt ant more moor rain reign
A 38 AA 17 AA 44
tot taught urn earn ruff rough
1 A 8 A 1 A
knotty naughty suede swayed ewe yew
1 13 1 36 7 5
look luke war wore so sew
AA 2 AA A AA 34
cot caught paw pour suite sweet
15 AA 29 A 8 AA
don dawn ore or pail pale
14 A 18 AA 16 A
psalm
8
sam
27
kerb • curb 
14
slay
21
sleigh
7
pam palm
37
cored
7
cord
30
tow
35
toe
9
wrought rot colonel kernel wrapped rapt
20 2 A 14 43 1
* Word Frequencies are 
(1944)
taken from the Thorndike - Lor ge
Experiment 5 : Accents and Lipread in g
Scottish, English and ’Both' Homphones with associated
Dissimilarity Scores (Version 1)
Scottish D.S.* English D.S. | ’Both1 D.S.
full
fool 6
for
saw 3
board
need 4
not
naught
10 saw
soar 8
need
knead
6
aunt
ant
3 more
moor 5
rain
reign
5
tot
taught
10 urn
earn 6
ruff
rough
11
knotty
naughty
14 suede
swayed 10
ewe
yew
12
look
luke 9
war
wore 4
so
sew 5
cot
caught 10
paw
pour 8
suite
sweet
10
don
dawn 6
ore
or 4
pail
pale 6
psalm
sam 8
kerb
curb 8
slay
sleigh 10
pam
palm 3
cored
cord 3
tow
toe 5
wrought
rot
12 colonel
kernel
12 wrapped
rapt
14
* D.S. = Dissimilarity Score
Experiment 5 : Accents and L ipre ad ing
Scottish, English and lBotht Homophones with associated 
Dissimilarity Scores (Version 2)
Scottish D.S. English D.S. 'Both’ D.S.
fool 6 four 3 bored 3
full for board
naught
not 8
soar
saw 10
knead
need 6
ant
aunt
3 moor
more
6 reign
rain
5
taught
tot
8 earn
urn 8
rough
ruff
11
naughty
knotty
12 swayed
suede 11
yew
ewe
13
luke
look 9
wore
war 5
sew
so
5
caught
cot
8 pour
paw 10
sweet
suite
12
dawn
don
3 or
ore
4 pale
pail
6
sam
psalm
8 curb
kerb 6
sleigh
slay 10
palm
pam
3 cord
cored 3
toe
tow
5
rot
wrought
12 kernel
colonel 11
rapt
wrapped
14
Ex pe rime nt  5 : Accents and L ipreadi ng
Results - Scottish Deaf Subjects
Total Number of Errors Made
Subjects Scottish English Both
Homophones Homophones Homophone
51 5 3 2
52 5 1 6
53 2 0 0
54 2 0 0
55 6 5 3
56 6 4 3
57 4 4 3
58 4 5 1 ,
59 0 0 0
510 2 0 0
511 4 2 0
5 12 2 0 2
5 13 0 0 0
5 14 0 0 0
5 15 0 0 0
516 0 0 0
Results - English Deaf Subjects School C
5 17 1 3 2
5 18 7 6 1
519 6 4 4
S 20 4 3 3
S21 1 4 3
S 22 4 2 1
523 6 6 6
524 4 3 3
Results - English Deaf Subjects School A
524 7 5 5
525 4 0 2
526 5 2 2
527 3 6 1
S 28 2 0 0
S 29 2 0 0
530 2 2 1
531 4 4 1
Experiment 5 : Accents and Li preading
Analysis of Variance and Covariance
Source of Sum of Degrees Mean ? F
Variation Squares of Freedom Squares
Eactor_A
V 5  ^ateW) 38.76 1 38.76 4.55
Factor_B
(Homophones) 38.14 2 19.07 12.25
AB 1.89 2 0.94
8.51 
1.55
A (adjusted) 10.56 1 10.56 !:§§
Subj w. A (adj) 245.75 30 8.19
Error Terms
A 255.39 30
B
A& 93.29 60
- 220 -
Ex p e riment  6 : Rhyme Mat ch in g Task
Subject Characteristics : School C (Mixed Secondary) 
Subject Date of Birth Hearing Loss (dB)
51 14.11.70 91
52 04.01.71 102
53 02.02.70 92
54 09.05.70 106
55 27.09.70 56
56 ? .08.70 103
S 7 ? .10.69 101
58 03.09.70 100
59 18.05.71 83
510 ? o.09.70 105
511 ? .10.70 97
5 12 ? .10.70 100
Subject Characteristics : School A (Independant Boys 1 School)
5 13 01.10.70 95
5 14 07.04.71 100
5 15 24.01.71 95
5 16 28.12.70 100
5 17 15.04.71 110
5 18 ? .03.71 80
5 19 26.12.69 92
Ex pe riment 6 : Rhyme Mat ch ing Task
Stimulus Material
Rhyming Disimilar Pairs
Target FQ * Match FQ
sun AA none AA
saw AA four AA
sea AA knee AA
pair AA share AA
gaol 1 whale 8
show AA g° AA
blue AA who AA
late AA eight AA
why AA high AA
half AA laugh AA
lane 32 reign 44
crowd AA loud A
Rhyming Visually Similar
say AA may AA
sat AA fat AA
run AA fun A
pain AA gain AA
gate AA late AA
sing AA ring AA
ball A wall A
lake AA cake AA
wet A get AA
hard AA card A
land AA hand AA
brown AA crown A
Letter Position Controls
Target FQ * Match FQ
gun A bone A
row AA fair AA
nor AA know AA
bear AA shore AA
fall AA wharf 12
blow AA do AA
book AA way AA
turn AA night AA
war AA hill AA
hall A rough A
lamb 45 realm 28
proud A laid AA
Visually Similar■ Pairs
sir AA six AA
law AA low AA
sin A son AA
part AA past AA
gave AA game AA
said AA sail AA
bell A bill AA
last AA lost AA
cat A cut AA
hear AA heat AA
like AA life AA
chair AA chain A
* FQ = frequencies as taken from Thorndike-Lorge (1944)
Exp eriment 6 : Rhyme Ma tching Task
Results
School C (Mixed Secondary)
Number of Errors made
Subjects Rhy.Dis* Letter position Rhy.Sim* Vis. Sim*
controls
SI 0 2 0 0
S2 4 2 0 0
S3 7 2 0 0
S4 8 9 0 0
S5 6 5 0 0
S6 9 9 0 0
S7 4 9 0 0
S8 8 7 0 0
S9 6 6 0 0
S10 9 9 0 0
Sll 7 7 0 0
S12 6 5 . 0 3
School A (Independant Boys' Boarding School)
S 13 2 6 0 0
S 14 2 9 0 0
S 15 5 9 0 0
S16 10 9 0 3
S17 4 3 0 0
S 18 6 8 0 3
S 19 8 7 2 0
111 123 2 9
» * Rhy.dis. = Rhyming Dissimilar Word Pairs
Rhy.Sim. = " word Pairs which are also visually
similar
Vis.Sim. = Visually alike word Pairs.
Experiment  6 : Rhyme M a t ch ing Task
Matching  Errors made with Rhyming D issim il ar Pairs
sun - none
share (1)
pair
who
eight
high (3)
loud
four
reign
blue - who
loud
none (2) 
reign 
eight (2) 
share (2)
half - laugh 
who
reign (2) 
high (2) 
eight (2)
late - eight
high (2)
reign (3)
laugh (3)
who
four
none
go
saw - four
eight
high
share (3)
whale
who
sea - knee
none (2) 
reign (2) 
whale 
share 
four
pair - share
reign (2)
sun
half
knee (2) 
loud (2) 
none (2) 
laugh 
who
gaol - whale
who
loud
go
four(2)
eight
high
show - go
none (2) 
reign (2)
why - high
whale (3) 
laugh (2) 
share (2) 
knee 
who 
reign 
eight (2)
lane - reign
share 
whale 
eight (3) 
high (3) 
loud (2) 
knee (4)
crowd - loud
who
go
reign 
four (2) 
laugh
Experiment 6 : Rhyme Ma tc h i n g  Task
Matching Errors made with Lette r Position Control Words
gun - bone nor - know book - way blow - do
way rough know know
do bone (2) laid laid
wharf show fair (2) fair (2)
know night (2) night night
realm shore (3) wharf wharf
hill laid rough rough
row - fair proud - laid bear - shore fall - wharf
shore (2) night laid (3) laid
rough (6) wharf (5) bone fair (6)
hill (3) do (3) wharf way
laid shore way hill (2)
do rough realm realm
know (2) nor night know
fair realm fair
turn - night war - hill hall - rough lamb - realn
know way fair rough
do night night (2) laid (2)
gun rough (2) hill (3) wharf (2)
laid fair shore bone
shore laid (2) way do
wharf row fair hill
rough realm bone
way (2) know laid
realm (3)
