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ABSTRACT
Two experiments in code maintenance were conducted
in an effort to evaluate several software complexity
metrics. The first experiment yielded counterintuitive
results; i.e., the program that required more effort to
maintain was less complex according to some complexity
metrics. The second experiment refuted part of this
counterintuitive result. It also explored the "cloze"
procedure a~ a test of comprehension, extending it to
larger progr"ams than have previously been used with
this proces~. The cloze procedure scores proved com-
parable to multiple choice questions in the scores gen-
erated and they correlated better with metrics values
than the corresponding multiple choice questions.
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Some
Many software complexity metrics have been proposed to date,
generally with little or no validation beyond the original cali-
bration or development data bases from which the models were
derived. In the summer of 1982 an experiment was conducted by
the Software Metrics Research Group in the Department of Computer
Sciences at Purdue University. This was an attempt to evaluate
several complexity metrics while controlling for program length
(specifically, Halstead's N [Halstead 77]). The experiment
yielded counterintuitive results (i.e., greater complexity with
better comprehension test scores) in the presence of several con-
founding factors. In the interest of confirming or denying the
May 5, 1983
- 2 -
effect of these confounding factors on the summer experiment, a
confirmatory experiment was conducted in the fall semester on the
test programs that yielded the counterintuitive results for the
summer experiment. The fall experiment also was designed to
evaluate the ·cloze n procedure (Cook 82] as c9mp~red to the more
traditional multiple choice test as a measure of comprehension.
It was disturbing that the multiple choice scores matched the
non-intuitive summer results while the cloze procedure scores
reflected the complexity as measured by the complexity metrics.
1. The Construction - CS ~, Summer 1982
We constructed specifications for four programs, a}} sUbjec-
tively of about the same degree of diffiCUlty. Each of the sub-
jects were randomly assigned to construct one of these programs
in pascal. We collected data concerning their estimates of pro-
gram size and some program parameters at a few points in the con-
struction process. The subjects designed, coded, and debugged
their assigned programs. They are described below
,
program A encoded a file using Huffman coding.
program B took standard arithmetic expressions, translated
them to postfix, and determined their value.
program C was a simple LISP interpreter.
program D was a compiler for a simple database language.
2. The Preparation of Experimental Materials
After the program construction process was completed, the
subjects who wrote the same program were grouped together. We
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selected a program from each group for which the group was to
prepare Some experimental materials a These selected programs
were similar in size in terms of the Software Science N metric
[Halstead 77, Shen 83]. The materials were used in a three hour
experiment to measure how well subjects could perform acode
maintenance- tasks on the program that they did not write. The
sUbjects' scores on these tasks were then correlated with various
software metries computed from each program (e.g., lines of code,
McCabe's v(G) [McCabe 76], Halstead's E, etc.) in order to inves-
tigate which of these may be useful predictors concerning code
maintenance tasks.
Notice th~t items (1)-(3) below were given to prepare the
subject for the experimental tasks in items (4)-(7). The sub-
jects were given all experimental materials on paper.
An interactive system prompted the sUbject when it was time
to move on to a new activity (e.g., "Please stop stUdying the
program specifications and begin stUdying the program listing" or
"This is the end of the Tracing section of the experiment _ the
next section concerns comprehension"). Subjects answered ques-
tions by selecting appropriate responses and entering them via
the keyboard. In this way the interactive system could automati-
cally check and time-stamp each response. If an answer was
incorrect, the subject was notified and encouraged to spend a
little more time, to consider the remaining alternatives, and to
try even harder to choose the correct one.
The seven categories of experimental materials appear below:
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(1) Specifications. This is simply a copy of the specifications
each of the group·s members were given in order to write the
program. Subjects were given up to 10 minutes to study the
specifications.
(2) program Listing. This was a copy of the program.
were given up to 10 minutes to study the listing.
Subjects
(3) Input/Output Examples. These were a few sets of input to
the program and the output actually produced for each. Sub-
jects were given up to 10 minutes to study the I/O examples.
(5) Tracing. Three sets of input to the program were prepared.
For each set, a question was asked concerning the value of
variables at some point in the program. For example, "When
execution reaches line 450 for the first time, what will be
the values of X, Y, and Z?n or -What will the output printed
from line 1350 look like?-. Alternatives were five plausi-
ble answers to each question (with only one correct). Sub-
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jects were given up to 10 minutes for each input set for a
total of up to 30 minutes to complete this portion of the
experiment.
(6) Comprehension. Ten comprehension questions were prepared
for each program. Each required thoughtful consideration
and was more difficult than the simple tracing questions of
section (5). For example, "What if the conditional in line
160 were 1(1 rather than ')'1· for which the correct alter-
native response might be "The program would compute overtime
for all hours UNDER 40 rather than all hours OVER 40 •••
Another example, "Why is the vector APPLIED limited to 100
values?" for which the correct alternative response might be
"Because the table ENROLLED can contain only 100 entries.n.
Again, there were five plausible answers to each question
(with only one correct). Subjects were given up to five
minutes for each question for a total of up to fifty minutes
to complete this portion of the experiment.
(7) Modification. The subjects prepared two modification tasks
for each program. One concerned predominantly a change to
the control structures of the program; e.g., nHow might the
program be altered so that convergence would be assumed
after 50 iterations even if the difference were still
greater than EPSILON?n. The other concerned predominantly a
change to the data structures of the program; e.g., -How
might the program be altered if the capacity of a Boeing 747
were increased from 350 seats to 400 seats of which 100 are
May 5. 1983
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first-class and 300 are coach seats?-. For example, a sin-
gle modification could be described as "Change the '+' in
line 1230 to a 1_'; Add 'or R < 8' to the conditional in
line 1350: and change line 1480 to 'until M = 0 1 ". Sub-
jects were given up to 15 minutes for each modification task
for a total of up to )0 minutes to complete this portion of
the experiment.
3. Code Maintenance Experiment
Virtually all details concerning the administration of the
experiment can be deduced from the preceding section. During
program construction and experiment preparation each of the sub-
jects worked extensively with one of our 4 programs. However,
the subjects knew nothing about the programs belonging to the
other 3 groups. During the sixth week of the semester, in the
experimentation phase of the course, the subjects were required
to answer the questions and complete the tasks described in the
last section for those 3 programs.
The subjects selected a time and terminal at their conveni-
ence, were given a package of experimental materials, and then
completed the experiment via the on-line, interactive system.
After sections (1)-(5) (1 hour and 20 minutes), the subjects
were given a 15 minute break before proceeding with sections (6)
and (7) (for another 1 hour and 20 minutes) •
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4. ConcJusions - CS590E
At the end of the semester, the students told us that they
were most familiar with the LISP handling going on in program C
and least familiar with the Huffman coding in program A.
The on-line code maintenance experiment ·showed moderately
significant differences <s _ .15) for tracing and modification
and highly significant differences in the comprehension portion
15l. < .001). All results are in Appendix I. The results were
essentially that c > (~,Q) > A (i.e., results for program C were
the best and for program A the worst with Band D nearly the same
in the middle). The results may simply indicate that program C
was a good deal easier to understand (or its group made up easier
questions) while program A was a good deal harder (or had harder
questions) • (Students did tell us that they thought that program
A1s questions were "trickier ll than the others).
Furthermore, in order to have four programs of about the
same size we selected the smallest version of program C and the
largest version of program A. For equivalent-function programs,
,
the smallest of them may be qualitatively different from the
largest. Thus, there may be some inherent reason (independent of
everything else) why program C results were the best and program
A the worst.
Alternatively, considering the software metrics involved, we
may view the results in one of several ways:
(1) The best metric of all in explaining performance was the
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Software Science Volume (l0918, 10168, 9708, and 10536 respec-
tively) in which smaller V was accompanied by better performance
<g < .01).
(2) The size of !l (also lh) was inversely related to performance
(i.e., better performance with programs with smaller eta and ~2)
(g < .05).
(3) The programs had !ll values of 61, 68, 65, and 66 respec-
tively supporting the contention that ~l reaches a limit near
65 for arbitrarily-large Pascal programs.
(4) Average nesting depth (2.79, 3.26, 1.86, and 1.64 respec-
tively) and Software Science Effort (1.18, L13, 2.21, and 0.85
respectively) were of no value in explaining performance.
(S) On the counterintuitive side were the results that the size
of LOC, v(G), and Software Science Difficulty were directly
related to performance (i.e., better performance with programs
with larger LOC, v(G), and D) (g < .01).
(6) Even though we attempted to select four programs with nearly
equal N, there was still a standard deviation of about 226 (i.e.,
about 12%). But, the N values were absolutely unrelated to
experimental performance.
5. Experimental Design - CS5l0, Fall~
The counterintuitive results produced by the summer experi-
ment left us with the problem of trying to evaluate the impact of
the various confounding factors. This led us to design a
May 5, 1983
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confirmatory experiment to replicate and expand the part of the
original experiment that yielded the counterintuitive results.
This experiment was conducted as the final class project in CSSIO
(Software Metrics) during December 1982. The experiment dropped
the programs that had produced similar results (B and D) and
expanded the tests with respect to Programs A and C. The number
of questions in the mUltiple choice exam was doubled and the
cloze procedure test was introduced. The multiple choice ques-
tions were doubled by one person composing additional comprehen-
sion and modification questions, bringing the total number of
questions in each section (including tracing) to ten. By having
one individual compose the new questions we hoped to reduce the
variation in the questions· difficulty that was reported by the
subjects in the summer experiment.
The cloze procedure used is a modification of that described
by Cook, Bregar, and Foote [Cook 82]. They defined a new
comprehension test constructed by replacing every fifth token in
the program with, a blank for the subject to fill. The comprehen-
sion score is the number of correctly filled blanks in a given
time. We felt that the sample program used in the [Cook 82]
study was far too small and the rule for opening blanks allowed
too many "giveaways" due to blanks falling on keywords and other
syntactically-required tokens. We decided to use our confirma-
tory experiment to replicate the cloze procedure study on much
larger (i.e., 15 times the lines of code) programs. In an effort
to reduce the· giveaway rate, our experiment opened blanks only




Each subject was given four packets of experimental
materials in sequence, the claze and then the multiple choice
materials for each of the programs. The claze procedure test was
conducted first since the source code of the program was neces-
sarily part of the materials for the multiple choice examination.
The programs were each randomly assigned to half of the class
first and the other half second. The experimental design was a
Latin Square. As could be expected, analysis later showed no
difference in the groups taking A first or C first. The subjects
conducted the experiment separately at their own convenience,
with the stipulation that they were to take no more than one hour
to finish any given part of the experiment. After the experiment
was concluded, the students analyzed the results and completed
individual reports on the experiment.
7. Conclusions - CS510, Fall 1982
All results are in Appendix II. The multiple choice scores
implied the programs were closely equivalent, with program C
being narrowly more comprehensible. This is counter to our
intuition that ·larger and more complex programs should be less
comprehensible, but is similar to the summer results.
The cloze procedure scores were consistently higher for Pro-
gram A than program C. This Is in accordance with our intuition.
The variance of the cloze scores is also lower than that of the
multiple choice scores. This leads us to believe that the cloze
May 5, 1983
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procedure may be a better indicator of comprehension than the
traditional multiple choice examination a It also seems clear
that the cloze procedure is both more objective and easier to
construct than the usual type of multiple choice examination.
Taken together, these.results lead us to conclude that the
summer experiment was indeed confounded by both external factors
and the questions used to test the results. unfortunately, the
results are not significant enough to allow us to answer our ori-
ginal question comparing the relative merits of different com-
plexity metrles.
8. Overall Conclusions
(1) Experiments with people (contrary evidence notwithstanding,
programmers are people) are as difficult to design and as subject
to confounded treatment as psychologists warn.
(2) Multiple choice tests may not be valid measures of
comprehension.
(3) Cloze procedure scores may be more valid than multiple
choice examination scores.
(4) We have no de'finitive answer about how !ll' ~2' !!l' !i2' v(G),
V, D, or E are related to comprehension complexity based on these
results.





A further development of the cloze procedure examination is
clearly indicated. The original goal of validating the various
complexity metries still remains unfulfilled. To this end the
Software Metrics Research Group is planning an experiment to be
conducted in the summer of 1983 in conjunction with the CS590E
course. The group has developed a variation of the cloze pro-
cedure we call the extended cloze procedure. In this process the
subject first completes the blanks as in the regular cloze pro-
cedure, then debugs the program on-line until it runs correctly.
We believe this procedure will control the level of guessing by
the subjects, given that they are aware they will have to debug
the reSUlting program until it reproduces exactly a standard out-
put for a standard input file. This also will address the criti-
cism leveled by many of the subjects after the fall experiment
that the cloze procedure should be more tightly constrained in
time, as the ease of completion varied among the subjects far
more than the final scores.
May 5, 1983
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Software Maintenance and Comprehension
Appendix I
Some Empirical Results
Detailed Results and Analysis - CS 590E, Summer 1982
Kruskal-Wallis Analysis of Variance I
Question Type 1 Ra I Rb I Re 1 Rd 1 H I alPha!
Tracing I , , , I I 0.15 1-34.47 1 40.18 1 25.56 1 31. 73 1 5.42 1comprehenSionl 49.78 1 32.00 I 19.88 1 33.50 1 20.34 1 0.0011Modification I 40.34 1 32.21 1 26.32 1 35.66 1 5.00 1 0.18 1Total Errors I 47.53 1 34.53 1 18.38 1 34.44 1 19.24 1 0.0011Raw Score I 20.44 1 32.47 1 47.26 1 33.03 1 16.45 1 0. 001 1
No corrections applied for ties as the difference waS negligible.
All tests were computed with three degrees of freedom.
Raw Scores By Individuall
A ( B C D I
1 6 14 131 8 10 91 8 5 6

















7 1 11 133 1 8 10
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I program Metrics and correlation with Results
:-=pg"m=-I-e=-t<"a=-1.---,e"t"a"2,--,e"t"a-"""""N'"'1--"'N""2--N"....--,V"""(G"')...--.....,V,---""'D"'---"8--





1 I-,,.,,-----.-"='"-="',.--,..,...,-=--=.,----,-,"""'""c-;'"""'--.-,..,.,.-=:---<".,..---,,,""""'"'c--1--0-1 66 167 233 1132 714 1846 100 14517 141 2048242
1====1================================================================
ICORRI -.12 .37 .37 -.36 -.36 -.36 -.33 -.36 -.37 -.51I 1 _
Correlations are by Spearman Rank Correlation Coefficient(N=66)
for total errors against the indicated metrics.
I Scores by Question and program I
1 1
IA 1 3 13 11 12 .. 14 7 • 3 3 11 7 5 4 7 6 I
I 8 I 13 10 4 12 1 6 8 8 14 17 6 13 14 11 9 I
IC I 13 11 13 10 9 13 13 9 8 11 15 17 13 9 15 1
ID 1 10 7 9 14 12 7 9 5 6 5 12 11 9 8 10 1
I I I
.. Question 7A in error.
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Software Maintenance and Comprehension: Some Empirical Results
Appendix II
Detailed Results and Analysis - CS 510, Fall 1982
ISummary of the Maintenance Scores (Percent) I1--------------------------------------------------------I
/Cloze(A) I 96 60 99 93 97 93 97 97 92 93 89 96 99 90 96 I
1Cloze(C) 1 93 70 93 90 91 79 87 92 88 94 88 82 95 86 97 1
IMult(A) I 60 1760 43 43 50 43 70 47 53 40 67 77 43 70 1




modified score = original score - give away score
cloze score = original score 50
mult. score = original score 35
(50 and 35 are the estimated give-away rates of each test)
alpha : the alpha significance level
a.e the data points of program A concatenated with those of program C
a-c the difference between program A and program C
The derived R value is too small even to be found in a sta-
tistical table, implying we cannot reject the hypothesis (H :
R=O). In other words, cloze score and comprehension score are
not equivalent. But if we look at the first three columns of the
above table, we find these two scores are highly correlated.
Intuitively, it appears we should divide the data points into two
groups and consider their relation in each group. In fact, the
data distribution is as follows :
May 5, 1983
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Capital A's are for program A, asterisks are for program C.
Therefore we conclude these two scores are correlated. For
this case, they are actually two different regression lines.
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Each regression line represents two sets of dat~. Since their S
value is less than 0.005, we conclude they are highly correlated
and are equivalent in representing the maintenance score.
2. Can ~ find a good program metric to predict the code mainte-
fiance score?
If we use the standard parametric correlation test, then we
get some meaningless results because we have only two programs.






The correlation coefficient between all the program metries and
these scores are -0.25 for the cloze score, and 0.25 for the
comprehensive questions. We simply cannot test such an
hypothesis with only two programs.











1· Did ~ order of presenting !£! programs affect the results?
group 1 : SUbjects 1, 3 - 8 (second subject deleted as unquali-
fied) do program A first.
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group 2 : Subjects 9 - 15 do program C first.
Looking up the two sided Student's t distribution table
with t = 0.43 and degrees of freedom = 7 + 7 - 2 = 12
gives program A first's g value> 0.5. Similarly, -0.073
for program C preceding A yields g » 0.5.
Therefore we cannot reject the testing hypothesis which
mean of group 1 = mean of group 2 for both programs.






















group 2 I 1l.1
I
I 25.4
This result means doing program A first may not result in a
better score on program C and vice versa. Therefore these two






Multiple Choice Scores by Subject (pr 09 r am A)
oldl new total % correct
9 1 9 18 60
4 1 1 5 17
10 I 8 18 60
6 I 7 13 43
6 I 7 13 43
10 1 5 15 50
7 1 6 13 4319 I 12 21 708 I 6 14 479 I 7 16 536 I 6 12 405 5 10 33
12 1 11 23 77
5 I 8 13 43
10 1 11 21 701
Multiple Choice Scores by Subject (program C)
old new total % correct
15 6 21 70
3 1 4 13
13 9 22 73
8 8 16 53
8 9 17 57
10 7 17 57
10 10 20 67
10 9 19 63
8 8 16 53
12 9 21 70
11 6 17 57
8 7 15 50
14 10 24 80
12 8 20 67
12 8 20 67
I Multiple ChoIce Scores by Question I
1 1
1A(old) 1 4 14 12 8 9 9 15 6 1 8 8 9 5 5 3 1
1A(new) I 12 13 7 3 2 13 8 13 8 10 8 4 1 7 8 I
1-------------------------------------------------1
IC(old) I 14 9 10 5 9 12 12 8 9 12 11 14 10 7 111




(Note: All calculations below were






Raw Scores By Question Type (Multiple Choice Questions, program A)
------------------------------------------------------------------
OLD




2 6 1 6 30 3 1 1 02 8 0 4 42 4 0 4 31 4 1 4 32 6 2 2 32 5 0 3 32 7 0 ~ 62 6 0 4 23 6 0 3 43 3 0 2 42 3 0 3 22 9 1 6 52 2 1 4 43 6 1 6 5
Means:2.14 5.36 0.50 4.07 3.64S.Dev:O.S3 1. 98 0.65 1.44 1.15Var :0.26 3.66 1.54 1.92 1. 23
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Raw Scores By Question Type (Multiple Choice Scores, program C)
--------------------------------------------------------------
OLD NEW
Tracing Comprehension Modification Tr ac ing Modification
------------------------------------------------------------------
3 10 2 3 30 2 1 0 13 8 2 4 52 6 0 6 23 4 1 4 53 6 1 2 52 7 1 6 42 7 1 5 41 7 0 4 43 7 2 4 52 9 0 4 22 5 1 4 33 9 2 6 42 8 2 4 42 8 2 4 4
Means: 2.36 7.21 1.21 4.29 3.86S.Dev: 0.63 1. 63 0.80 1.14 1. 03Var 0.37 2.45 0.60 1.20 0.98
Composite Scores by Question Type (Multiple Choice Questions, program A)
------------------------------------------------------------------------
OLD NEW
Tracing Comprehension Modification Tr ac ing Modi fication
------------------------------------------------------------------66.67 60.00 50.00 85.71 37.500.00 30.00 50.00 14.29 0.0066.67 80.00 0.00 57.14 50.0066.67 40.00 0.00 57.14 37.5033.33 40.00 50.00 57.14 37.5066.67 60.00 100.00 28.57 37.5066.67 50.00 0.00 42.86 37.5066.67 70.00 0.00 85.71 75.0066.67 60.00 0.00 57.14 25.00100.00 60.00 0.00 42.86 50.00100.00 30.00 0.00 28.57 50.0066.67 30.00 0.00 42.86 25.0066.67 90.00 50.00 85.71 62.5066.67 20.00 50.00 57.14 50.00100.00 60.00 50.00 85.71 62.50
Means: 71.43 53.57 30.43 58.16 45.54S.Dev: 17.82 19.85 28.15 20.56 14.38Var 294.78 365.82 755.82 392.47 192.12
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Composite Scores by Question Type (Multiple Choice Scores, Program C)
---------------------------------------------------------------------
OLD NEW
Tracing Comprehension Modification Tracing Modification
------------------------------------------------------------------
100.00 100.00 100.00 42.86 37.50
0.00 20.00 50.00 0.00 12.50
100.00 80.00 100.00 57.14 62.50
66.67 60.00 0.00 85.71 25.00
100.00 40.00 50.00 57.14 62.50
100.00 60.00 50.00 28.57 62.50
66.67 70.00 50.00 85.71 50.00
66.67 70.00 50.00 71.43 50.00
33.33 70.00 0.00 57.14 50.00
100.00 70.00 100.00 57.14 62.50
66.67 90.00 0.00 57.14 25.00
66.67 50.00 50.00 57.14 37.50
100.00 90.00 100.00 85.71 50.00
66.67 80.00 100.00 57.14 50.00
66.67 80.00 100.00 57.14 50.00
Means: 78.57 72.14 63.29 61.22 48.21
S.Dev: 21.11 16.26 36.02 16.27 12.84
Var 413.81 245.41 1204.49 245.70 153.06
I Test Scores (program A)
1-----------------------------------------------------ICloze 1 96 99 93 97 93 97 97 92 93 89 96 99 90 96
IM.C.(all) 1 60 60 43 43 50 43 70 47 53 40 67 77 43 70
IM.C.(old) 1 910 6 610 7 9 8 9 6 512 510
IM.C.(new) I 9 8 7 7 5 6 12 6 7 6 5 II 8 II
1-----------------------------------------------------I Test Scores (program C)1-----------------------------------------------------
ICloze 1 93 93 90 91 79 87 92 88 94 88 82 95 86 97
IM.C.(all) 1 70 73 53 57 57 67 63 53 70 57 50 80 67 67
IM.C.(old) I 15 13 8 8 10 10 10 8 12 11 8 14 12 12
IM.C.(new) I 6 9 8 9 710 9 8 9 6 710 8 81-----------------------------------------------------
Cloze and aggregate multiple choice ("all") scores are percen-
tages, ·old" and nnew" are raw multiple choice scores.
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Spearman Rank Correlation Coefficient I
I(Cl0•• Scores and Multiple Choice Scores) I
I
Iprogram All Questions Old Questions New Questionsl
I
IA 0.584615385 0.492307692 0.452747253 I
I




1. Correlation between MultA-MultC and Metrics ------____ 0.3744
(Metrics include all given in class; result
was the same for each one)
2. Correlation between MultA and MultC------_____________ 0.4677
3. Correlation between MultAOld and MultANew---------____ 0.5436
Correlation between MultCOld and MultCNew-------- -0.0146
Correlation between MultAOld and MultCOld-------______ 0.5905
Correlation between MultANew and MultCNew-----________ 0.3299
4. Correlation between TracQldA and TracNewA------- -0.1142
Correlation between ModQldA and ModNewA--------_______ 0.0514
Correlation between TracOldC and TracNewC----- -0.2590
Correlation between ModOldC and ModNewC--------_______ 0.5071
May 5. 1983
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