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We investigate the formation of a new type of composite topological excitation – the skyrmion-
vortex pair (SVP) – in hybrid systems consisting of coupled ferromagnetic and superconducting
layers. Spin-orbit interaction in the superconductor mediates a magnetoelectric coupling between
the vortex and the skyrmion, with a sign (attractive or repulsive) that depends on the topological
indices of the constituents. We determine the conditions under which a bound SVP is formed,
and characterize the range and depth of the effective binding potential through analytical estimates
and numerical simulations. Furthermore, we develop a semiclassical description of the coupled
skyrmion-vortex dynamics and discuss how SVPs can be controlled by applied spin currents.
PACS numbers:
Advances in materials and fabrication capabilities in
recent years have opened many possibilities for modify-
ing and harnessing the properties of matter in a vari-
ety of interesting and powerful ways. In particular, hy-
brid systems comprised of layers of two or more materi-
als of very different character provide new opportunities
to study important fundamental phenomena – such as
magnetism and superconductivity [1–4], or optical and
electronic properties [5] – in new regimes and in new
combinations of coexistence.
Often, the range of phenomena exhibited by a hy-
brid system is much richer than that of its parts [6].
For example, it was recently demonstrated that hybrid
systems comprised of superconductors and semiconduc-
tors yield exquisite new levels of fully-electrical control
over Josephson-based quantum devices [7]. It has also
been proposed that the exchange field of a magnetic
layer proximity-coupled to a 3D topological insulator sur-
face may open the possibility to realize a new quantum
phase of matter with an intriguing quantized magneto-
electric response [8]. Moreover, the possibilities afforded
by the trifold combination of magnetic, superconducting,
and semiconducting systems is at the heart of the in-
tense wave of recent activity aimed at realizing topolog-
ical superconductivity and associated Majorana bound
states [9–16] – a key step in the development of topolog-
ical quantum information processing [17].
In this work, we investigate a novel type of compos-
ite topological excitation in hybrid systems. Specifically,
we investigate the coupling between magnetic skyrmions
and superconducting vortices in a two-dimensional (2D)
layered ferromagnet-superconductor heterostructure (see
Fig. 1). The combination of spin-orbit coupling (SOC) in
the superconductor and the lack of inversion symmetry
of the heterostructure leads to a magnetoelectric cou-
pling that mediates an interaction between textures of
the magnetic and superconducting order parameters. In
isolation, both the superconductor and the 2D ferromag-
net may host a variety of robust topological excitations –
vortices and anti-vortices for the superconductor [18] and
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FIG. 1: (Color online). The exchange field of a ferromag-
netic thin film is induced into a thin film superconductor by
proximity coupling. The spatially varying exchange field of a
skyrmion (radially oriented arrows in the ferromagnet), gener-
ates a supercurrent in the superconductor (circulating arrows)
due to the magnetoelectric effect. The interaction of magne-
toelectric and vortex-induced currents leads to the binding of
skyrmion-vortex pairs (SVPs).
skyrmions of variable helicity and chirality for the ferro-
magnet [19]. When these systems are brought together
in a heterostructure, we find that certain combinations
of these entities bind to form a new type of composite
topological excitation, which we refer to as the skyrmion-
vortex pair (SVP).
After establishing the stability of SVPs and describ-
ing the conditions under which they form, we develop
a semiclassical theory to describe the dynamics of the
pair. Motion of the composite SVP can be driven, e.g.,
by externally applied spin torques caused by electric cur-
rents [19, 20] or thermally excited spin waves [21], which
act on the skyrmionic component of the SVP. We derive
conditions on the strength of the external forcing which
ensure that the SVP remains bound and moves as a unit.
The motion can for example be detected through direct
imaging via nanoscale scanning magnetometry [22, 23].
Coupling mechanism − We expect SVPs to form in
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2materials with strong SOC and broken spatial inversion
symmetry. Here, the skyrmion-vortex interaction is pri-
marily mediated through the superconducting magneto-
electric effect [24–27], whereby an induced spin polariza-
tion generates a supercurrent. In the case of ferromagnet-
superconductor heterostructures, in which inversion sym-
metry is broken by the interface, the linear coupling be-
tween the magnetic exchange field h(r) = h0hˆ(r) and
the supercurrent ∼ ∇θs (θs being the superconducting
phase) is modeled by the Lifshitz invariant [25, 27]
Fme = κ
∫
dr (zˆ× h) · (∇θs/2 +A) , (1)
in the free energy. Here, A is the magnetic vector poten-
tial (we set e = h¯ = c = 1). The parameter κ is propor-
tional to the SOC and zˆ is perpendicular to the interface.
The skyrmion and vortex produce spatially varying ex-
change and phase fields, which through Eq. (1) give rise
to their mutual interaction.
The form of the interaction can be determined by re-
calling that a vortex in the superconductor induces a
winding phase field: ∇θs = qvφˆv/rv, where (rv, φv) are
polar coordinates in the frame where the vortex core lies
at the origin, and qv is the vorticity. The profile of a
skyrmion at the origin can be written in the form
hˆ = (cos Φ(r) sin Θ(r), sin Φ(r) sin Θ(r), cos Θ(r)) , (2)
with the boundary conditions Θ(0) = pi, Θ(∞) = 0.
The skyrmion is characterized by a topological index
qs =
1
4pi
∫
dr hˆ · (∂xhˆ × ∂yhˆ); for the profile above, qs is
just the winding number of Φ(r) along a loop enclosing
the skyrmion core [19]. Below we assume for simplicity
Φ(r, φ) = qsφ + ϕ, where ϕ is the skyrmion helicity [19]
and (r, φ) are polar coordinates in the frame where the
origin lies at the skyrmion core.
We focus on the case of a thin film type-II supercon-
ductor where the penetration depth λ can greatly exceed
the size of the vortex and skyrmion cores [28]. Here, the
screening currents, j = −A/4piλ2, induced by orbital or
dipolar magnetic fields may be neglected. Therefore, be-
low we set A = 0. Substituting the above exchange and
phase profiles into Eq. (1) gives
Fme(rsv; qs = 1) = κqvh0Rsf(rsv) cosϕ, (3)
where rsv is the skyrmion-vortex separation, Rs is
the skyrmion core size, and the dimensionless function
f(rsv) =
pi
Rs
∫∞
rsv
dr sin Θ(r) depends on the precise shape
of the skyrmion profile and is monotonic when sin Θ(r)
is sign definite. Most essentially, f(rsv) approaches zero
rapidly once rsv >∼ Rs.
The skyrmion-vortex interaction in Eq. (3) can be at-
tractive or repulsive, with the sign of Fme controlled by
the vorticity qv, the skyrmion helicity ϕ, and the overall
sign of the exchange field, h0. Skyrmion-vortex binding
Vortex qv > 0 Antivortex qv < 0
Ne´el ϕ = 0 Att. Rep.
Ne´el ϕ = pi Rep. Att.
Bloch ϕ = pi/2 Att. Rep.
TABLE I: Summary of the skyrmion-vortex interaction.
Att. and Rep. indicate attraction and repulsion, respectively.
In all cases, we assume κ > 0 and h0 < 0 [see Eq. (3)].
is expected when κqvh0 cosϕ < 0. For a Ne´el (hedgehog)
skyrmion, where ϕ = 0 or pi, the interaction depends on
the sign of κqvh0, while for a Bloch (spiral) skyrmion,
where the in-plane field is rotated by pi/2 (ϕ = ±pi/2),
the interaction vanishes to linear order in Rashba SOC.
Physically, Eq. (3) can be understood in terms of the
mutual current-current interaction between the skyrmion
and vortex. While the vortex gives rise to a circulating
current pattern, the skyrmionic exchange field induces
the current jme = κ (zˆ × h) = κh0 sin Θ(cosϕ φˆ−sinϕ rˆ),
due to the magnetoelectric effect [26, 27]. As a result,
the energy density jme ·∇θs is lowered when the induced
currents flow in opposite directions.
In the case of the Bloch skyrmion (ϕ = ±pi/2) there
is a residual current-current interaction proportional to
the square of the SOC. This term is given by [27]:
F (2) ∝ ∫ dr (zˆ × ∇hz) · ∇θs/2 = −piqvhz(rsv). The
current produced by the skyrmion in this case, j(2) ∝
zˆ ×∇hz = h0∂r cos Θ φˆ, leads to an attractive interac-
tion for qvh0 < 0.
Throughout this work we focus on the case qs = 1,
where the skyrmion profile is invariant with respect to
angular rotations about the skyrmion core [19]. For qs 6=
1 the exchange profile has periodic angular modulations
that lead to a skyrmion-vortex interaction with a sign
that depends on direction from the skyrmion core (rather
than just the separation rsv). In this case, skyrmion-
vortex binding is not expected for a system with Rashba
SOC [29]. Our predictions for skyrmion-vortex binding
in this case are summarized in Table I.
We now support the predictions above with a micro-
scopic model. We study the skyrmion-vortex interac-
tion using the two-dimensional tight-binding Hamilto-
nian (see, e.g., Ref. [27])
H = −t
∑
〈ij〉
c†icj − µ
∑
i
c†ici −
∑
i
c†i (hi · σ) ci + (4)
iαR
∑
〈ij〉
c†i zˆ · (dˆij × σ)cj +
∑
i
(
∆ic
†
i↑c
†
i↓ + h.c.
)
.
Here, c†i = (c
†
i↑ c
†
i↓), where c
†
iσ creates an electron with
spin σ at lattice site i = (x, y). The symbol 〈ij〉 indicates
a summation over nearest-neighbor lattice sites and dˆij
is a unit vector that points from site j to site i. The
first term in Eq. (4) describes electron hopping between
neighboring lattice sites with matrix element t, µ is the
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FIG. 2: (Color online). (a) Change of the free energy
∆F (rsv) = F (rsv)− Feqv vs. skyrmion-vortex separation rsv,
for a Ne´el skyrmion (ϕ = 0 and κh0qv < 0). Feqv is the equi-
librium value of the free energy at rsv = 0. The circles repre-
sent values calculated from Eq. (5) using a fixed vortex profile
obtained self-consistently at rsv = 0. The squares represent
a pinned vortex whose shape is determined self-consistently
for each separation. The line is a guide to the eye. (b)-
(c) Ground state order parameter profiles in the presence of
a Ne´el skyrmion with fixed location. (b) For ϕ = 0, the
skyrmion (S) and vortex (V) form a bound SVP, with their
cores lying on top of each other. (c) For ϕ = pi, the vortex is
repelled from the skyrmion and is pushed to the edge of the
ferromagnetic region.
chemical potential, h is the exchange field induced by the
ferromagnet, σ is the vector of Pauli matrices, and αR
parametrizes the Rashba SOC. The last term describes
superconducting s-wave pairing, where the pair potential
∆i is calculated self-consistently [30, 31, 47].
The skyrmion is introduced via the discretized ex-
change field hi = h(ri), Eq. (2), where ri is the spatial
coordinate of lattice site i and for demonstration we take
cos Θ(r) =
r2−R2s
r2+R2s
with Rs = 2a (a: the lattice constant).
To introduce a vortex in the superconductor, we initialize
the self-consistency calculation for the pairing potential
using ∆i = |∆| exp(iqvφv,i) [32].
The skyrmion-vortex interaction is revealed by the de-
pendence of the free energy of the system on the sepa-
ration rsv between the skyrmion and vortex cores. The
free energy of an inhomogeneous superconductor is [33]:
F = − 1
β
∑
n
ln
[
2 cosh
(
βn
2
)]
+
1
V
∫
dr|∆(r)|2, (5)
where the sum is over states with positive energies n
and β = 1/kBT . We focus on T = 0 [34] and calculate F
numerically for a lattice of 41 × 29 sites [35], with open
boundary conditions at the edges. The ferromagnetic
region covers a limited central region of 33 × 21 sites
(dashed rectangle in Fig. 2b-c). The chemical potential,
exchange field, SOC and Debye frequency ωD [36] (scaled
by the hopping energy t) are set to: µ/t = −4, h0/t =
−0.2, αR/t = 0.5, and ωD/t = 2.0.
In Fig. 2a, we show the change of the free energy as
a function of rsv for a Ne´el skyrmion with ϕ = 0. For
large SVP separations, rsv >∼ 5Rs, the interaction is suf-
ficiently weak that a small on-site pinning potential can
be used to fix the location of the vortex relative to the
skyrmion [37]. In this regime, we obtained an optimized
vortex profile for each value of rsv (Fig. 2a, red squares).
At smaller separations the skyrmion-vortex interaction
is so strong that pinning becomes ineffective, and the
vortex runs away to bind to the skyrmion. Therefore,
we estimate the interaction at short distances by first
optimizing the vortex profile at rsv = 0, and then use
this fixed profile to calculate the change of free energy at
larger separations (Fig. 2a, red circles). In their region of
overlap, the data from the two methods agree reasonably
well, giving confidence in the approximation procedure.
The essential features of the SVP interaction may
be summarized as follows: (i) For separations smaller
than the characteristic skyrmion radius Rs, the free en-
ergy takes a harmonic form F ∼ 12kr2sv where k ∼
κqvh0R
−1
s cosϕ. For the parameters chosen, we numer-
ically find for the Ne´el skyrmion kR2s/2t ∼ 0.02 (see
Fig. 2a). (ii) For rsv > Rs, the effective attractive force
−dF/dr softens substantially.
In Figs. 2b,c, we verify the sign of the interaction
by showing the ground state order parameter configu-
ration for the case where the interaction is attractive
(ϕ = 0), and the skyrmion and vortex form a bound
state (Fig. 2b), and where it is repulsive (ϕ = pi), and
the vortex is pushed to the edge of the ferromagnetic re-
gion (Fig. 2c). Note that since |∆| is diminished by the
exchange field, it is favorable for the vortex to remain in
the magnetic region. We have also verified that the sign
of the interaction indeed changes with the sign of the αR.
For the interaction between a vortex and a Bloch
skyrmion, we have verified: (i) the sign of the interac-
tion is independent of the sign of the αR and its strength
is systematically smaller than in the Ne´el case (both con-
sistent with this being a second-order effect in αR), and
(ii) the interaction changes sign with qvh0, in agreement
with Table I. We provide the numerical analysis for the
Bloch skyrmion in the Supplemental Material [47].
We now investigate the dynamics of the composite Ne´el
SVP. One particularly appealing approach for controlling
the motion of this composite object is to utilize spintron-
ics techniques. Below we determine the conditions under
which the binding potential is sufficiently strong for the
vortex to follow the skyrmion when it is driven by an ex-
ternal torque. We identify a critical drift velocity above
which the SVP dissociates.
We describe the motion of the composite SVP via semi-
classical equations of motion for the skyrmion and vor-
tex centers of mass. An effective action capturing the
motion of the skyrmion can be derived from the path in-
tegral formulation of the spin system [38]; as is common
practice we model the vortex dynamics using the conven-
tional action of a massive particle subject to the Magnus
force [18]. We are mainly interested in propagation for
4separations rsv <∼ Rs, and therefore model the skyrmion-
vortex interaction by a harmonic potential Uint =
1
2kr
2
sv
for rsv < Rs and Uint =
1
2kR
2
s for rsv > Rs. Variation of
the resulting total action and dissipation function yields
the equations of motion (see Supplemental Information):
msR¨s = −Gs ×
[
R˙s − v
]
− 4piSαG
[
R˙s − β
αG
v
]
−k [Rs −Rv] , (6)
mvR¨v = −Gv × R˙v − ∂Upin
∂Rv − αvR˙v
+k [Rs −Rv] . (7)
In Eqs. (6-7) we assumed rsv ≡ |Rs −Rv| < Rs, where
Rs (Rv) is the center of mass position of the skyrmion
(vortex) and ms (mv) its mass. The prefactors are
Gs = 4piSqszˆ and Gv = 2pinsqvzˆ, where S and ns are
the spin density and the superfluid density, respectively.
Upin represents a vortex pinning potential, while the vec-
tor v arises from adiabatic torques due to electric cur-
rents or thermal gradients. The dissipative processes are
parametrized by the Gilbert damping parameter αG and
the friction constant αv of the vortex, whereas β deter-
mines the non-adiabatic torque.
The dynamics of Eqs. (6-7) can be readily character-
ized when the vortex motion is overdamped, and the SVP
rapidly enters a steady state regime, driven by the exter-
nal torque v. Setting R¨s = R¨v = 0 and R˙s = R˙v = R˙
in Eqs. (6-7), we find (setting Upin = 0 for now)
|R˙| = |v|
√
q2s + β
2
(qs + qvns/2S)2 + (αG + αv/4piS)2
. (8)
The angle γ between the SVP velocity and the external
torque, R˙ · v ∝ cos γ, may be expressed as
tan γ =
qs(αG − β + αv/4piS)− nsqvβ/2S
q2s + (αG + αv/4piS)β + nsqvqs/2S
. (9)
We generally find γ 6= 0 due to the effective Lorentz and
Magnus forces induced on the skyrmion and vortex.
Due to the softening of the binding potential at large
distances rsv >∼ Rs, see Fig. 2a, the SVP dynamically
unbinds when the steady-state separation r¯sv exceeds Rs.
This condition yields a critical value for |v|
v+ ∼ kRs
2pi
√
(qs + qvns/2S)2 + (αG + αv/4piS)2
(n2sq
2
v + (αv/2pi)
2)(q2s + β
2)
, (10)
where the SVP dissociates.
The presence of a vortex pinning potential, character-
ized by a finite spring constant kpin within the pinning
radius lpin, may also trap the bound state if the applied
torque is too weak, |v| < v−. The depinning torque v−
can be estimated by determining when the static solution
R¨s/v = R˙s/v = 0 to Eqs. (6-7) becomes unstable:
v− ∼ kpinlpin
4piS
√
q2s + β
2
. (11)
Thus, we find that within a characteristic window
of applied torque, v− < |v| < v+, the SVP is
depinned and propagates as a bound pair described
by Eqs. (8-9). This window closes when the pin-
ning force exceeds the characteristic value k∗pinl
∗
pin ∼
2SkRs
√
(qs+qvns/2S)2+(αG+αv/4piS)2
n2sq
2
v+(αv/2pi)
2 , in which case the
vortex remains pinned for any applied torque.
Discussion − We expect SVPs to form in heterostruc-
tures based on materials with strong SOC. For exam-
ple, transition metal dichalcogenides (TMDs) provide an
interesting starting point for building such heterostruc-
tures due to their stackable layered structures, strong
intrinsic SOC, and recently observed superconductivity
(Tc ∼ 3 K) even down to the atomically-thin limit [39].
Importantly, the vortex phase of these systems can coex-
ist with the skyrmion phase of ultrathin magnetic films
in a compatible range of temperatures and magnetic
field strengths. The TMDs are type-II superconduc-
tors, in which the formation of vortices is observed for
applied magnetic fields 0.1 T < B < 0.75 T, and are
expected to exist up to 4.0 T [40, 41]. As a promis-
ing exemplary candidate for the magnetic layer, a re-
cent experiment on PdFe bilayers on Ir(111) showed that
single Ne´el skyrmions can been written and deleted us-
ing spin-polarized currents, in an external magnetic field
of B = 1.8 T [42]. The skyrmions exist at tempera-
tures from 0 K [43] to above Tc [42] and have a size
of Rs ∼ 7 nm. Thus, a heterostructure consisting of
TMD and PdFe/Ir layers presents a promising platform
studying the formation of SVPs. In the Supplemental
Material, we provide an analytic estimate of the SVP
binding energy in such a system and find that exchange
fields as small as h0 ∼ 2.3 meV give a binding energy be-
tween ∼ 0.3−3 K, depending on the value of the Rashba
SOC. The collective motion of the SVPs can for exam-
ple be detected via imaging using high-resolution nano-
magnetometry [22, 23].
In cases where the superconductor is in a topologically
non-trivial phase, the SVP may bind a Majorana zero
mode (cf. [44–46]). In this case, spintronic techniques for
manipulating the motion of skyrmions may be used to
move the Majorana-carrying SVPs in a controlled way.
Identifying specific materials and high-precision control
techniques for realizing and manipulating SVPs present
interesting directions for future work.
Acknowledgements − We gratefully acknowledge the
support of the Danish National Research Council, the
Danish Council for Independent Research — Natu-
ral Sciences, the Villum Kann Rasmussen Foundation,
and the People Programme (Marie Curie Actions) of
the European Unions Seventh Framework Programme
(FP7/2007-2013) under REA Grant Agreement No.
PIIF-GA-2013-627838.
5SUPPLEMENTAL MATERIAL
Equations of motion for coupled skyrmion-vortex dynamics
The total action of the coupled skyrmion-vortex system can be written as
S = Ss + Sv + SI , (12)
where Ss and Sv denote the action of the isolated skyrmion and vortex, respectively, whereas SI describes the coupling.
An effective action for the center of mass position Rs = (rsx, rsy) of the skyrmion can be derived by substituting a
skyrmion ansatz into the path integral formulation of the spin system and integrating out fluctuations and the spatial
coordinate [38]:
Ss =
∫
dt
[
1
2
msR˙s2 +As(Rs) ·
(
R˙s − v
)]
. (13)
Here, ms is the skyrmion mass, As(Rs) the Berry-phase gauge potential, which satisfies ∇Rs ×As = 4piSqszˆ ≡ Gs,
with S the spin density of the ferromagnet in the two-dimensional xy-plane, and v arises from the induced torque.
In metallic systems, v is proportional to the applied current density [48]. For ferromagnetic insulators, in which
skyrmions are driven by spin waves and thermally-induced torques [49], there are two torque contributions: one term
where v is proportional to the magnon current density (jm), i.e., v ∝ jm, and a second term (due to Brownian motion
of the skyrmion) that is proportional to the temperature gradient, i.e., v ∝∇T [21, 50].
The action of an isolated vortex is [18, 51]
Sv =
∫
dt
[
1
2
mvR˙v2 +Av(Rv) · R˙v − Upin(Rv)
]
, (14)
where Rv = (rvx, rvy) is its center of mass position, mv is the mass of the vortex, ∇Rv ×Av = 2pih¯nsqvzˆ ≡ Gv, with
ns the density of Cooper pairs, and Upin(Rv) represents a pinning potential. We have in Eq. (14) disregarded the
elastic energy associated with deformations of the straight vortex line, which is small for a thin film.
For small separations of the skyrmion and vortex, the coupling term can be written as
SI = −k
2
∫
dt [Rs −Rv]2 . (15)
The dissipation of the skyrmion dynamics is found by substituting a skyrmion ansatz into the dissipation functional
of the magnetic system [52], followed by a spatial integration:
Γs = 2piSαG
∫
dt
[
R˙s − β
αG
v
]2
. (16)
Here, αG is the Gilbert damping parameter and β is the non-adiabatic torque parameter. As mentioned above, there
are two torque contributions when the skyrmion is driven by thermal torques, i.e., two different β-terms. A standard
Rayleigh dissipation function captures the friction processes of the vortex dynamics
Γv =
αv
2
∫
dt R˙2v, (17)
where αv is the friction parameter. The total dissipation function is Γ = Γs + Γv.
The equations of motion for the vortex and the skyrmion are found from the variational equations δS/δRi = δΓ/δR˙i
(i ∈ {s, v}):
msR¨s = −Gs ×
[
R˙s − v
]
− 4piSαG
[
R˙s − β
αG
v
]
− k [Rs −Rv] , (18)
mvR¨v = −Gv × R˙v − ∂Upin
∂Rv − αvR˙v + k [Rs −Rv] . (19)
Eqs. (18)-(19) yield an effective description of the coupled skyrmion-vortex dynamics.
6Interaction between a Bloch skyrmion and a vortex
Fig. 3 shows the change of the free energy for different separations between a vortex and a Bloch skyrmion (cf. main
text for the case of a Ne´el skyrmion). Note that the values based on a fixed vortex profile largely overestimate the
change of the free energy compared to the values calculated at large distances where the vortex is pinned and its
profile solved for self-consistently. As we explain below, this is due to a strong dependency of the vortex profile on
the separation between the Bloch skyrmion and the vortex.
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FIG. 3: (Color online). The change of the free energy ∆F (rsv) = F (rsv) − Feqv as a function of the separation rsv between a
vortex and a Bloch skyrmion. Feqv is the equilibrium value of the free energy at rsv = 0. The circles represent values calculated
by assuming a fixed vortex profile that is calculated self-consistently at rsv = 0. The squares represent a pinned vortex whose
shape is determined self-consistently for each separation, while the lines are guides to the eye. The material parameters are
specified in the main text.
Figure 4a shows the normalized phase vector (Re[∆(r)], Im[∆(r)]) of the pair potential ∆(r) around a bound state
formed by a vortex and a Bloch skyrmion. Because of the in-plane structure of the Bloch skyrmion, the pair potential
develops a non-trivial phase dependence along the radial direction away from the vortex core.
For a Bloch skyrmion, the in-plane component of the magnetization is perpendicular to the radial direction, i.e.,
hx(r, φ) ∼ − sin(φ) and hy(r, φ) ∼ cos(φ), which for an unmodified vortex phase profile gives rise to an anomalous
supercurrent density jme ∼ κ (zˆ × h) in the radial direction. Consequently, in order to produce a total supercurrent
density with no divergence (as required by the continuity equation), the vortex pair potential must develop a radial
phase dependence. For a vortex that is pinned far away from the Bloch skyrmion, the phase around the vortex attains
a conventional form with only small variations along the radial direction (Fig. 4b). These results demonstrate that
self-consistent solution of the pairing potential is essential for capturing the physics of Bloch skyrmion-vortex binding.
In contrast to the case above, Ne´el skyrmions readily produce a divergenceless anomalous supercurrent around the
vortex-skyrmion bound state and no modulations of the phase along the radial direction appear (Fig. 4c). The vortex
will therefore maintain a fixed profile for different separations rsv (Fig. 4c-d), and an approximate solution considering
a fixed phase profile for varying rsv may yield reasonable results (as seen in the main text).
Transient dynamics of a Skyrmion-Vortex bound pair
In Fig. 5 we plot a typical skyrmion-vortex pair trajectory, obtained by solving the coupled equations of motion,
Eqs. (6-7) of the main text. The individual velocities (positions) of the skyrmion and the vortex are shown in the main
panel (inset). After a short transient time, the bound pair reaches a steady state with a velocity given by Eqs. (8-9)
in the main text (indicated by the dashed vector in Fig. 5). The inset of Fig. 5 shows the time-evolved skyrmion
and vortex positions. The two circles indicate the skyrmion and vortex positions at a given time, with a separation
magnitude rsv = 0.21Rs that is close to the steady state value for the parameter set used (see Fig. 5 caption). The
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FIG. 4: (Color online). (a) Self-consistent solution of a vortex bound to a Bloch skyrmion. (b) Self-consistent solution
of a vortex that is pinned far away from the Bloch skyrmion. (c) Self-consistent solution of a vortex that is bound to a
Ne´el skyrmion. (d) Self-consistent solution of a vortex that is pinned far away from the Ne´el skyrmion. In all figures,
the red dot indicates the location of the skyrmion center and the phase of the pair potential is represented by the vector
(Re[∆(r)], Im[∆(r)])/
√
Re[∆(r)]2 + Im[∆(r)]2.
relative angle γ′ between the separation vector and the velocity results from the vortex Magnus force in Eq. (7) of the
main text. The steady state solution is given by tanγ′ = 2pinsqv/αv, as indicated in the inset. We have checked that
other parameter sets (e.g. ms/mv ∼ 1) lead to qualitatively similar transient dynamics, while the long-time steady
states converge to the predictions of Eqs. (8-9) of the main text for |v| < v+.
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FIG. 5: (Color online). Skyrmion and vortex trajectories (red and blue, respectively) determined by solving Eqs. (6-7) of the
main text in the absence of the pinning potential, Upin = 0. We initialized both the skyrmion and the vortex at the origin with
zero velocity and used the parameters |Gs|/|Gv| = 5, |Gv|/αv = 1.33, |Gs|/4piSαs = 6.66, 4piSαs/αv = 1, αs/β = 3, ms/mv =
103, kR2s/ms|v|2 = 10.
8Numerical solution of the Bogoliubov-de Gennes equations
We model the system by the tight binding Hamiltonian
H = −t
∑
〈ij〉
c†icj − µ
∑
i
c†ici −
∑
i
c†i (hi · σ) ci + iαR
∑
〈ij〉
c†i zˆ · (dˆij × σ)cj +
∑
i
(
∆ic
†
i↑c
†
i↓ + h.c.
)
, (20)
where the chemical potential, exchange field, and SOC (scaled by the hopping energy t) are set to: µ/t = −4,
h0/t = −0.2, and αR/t = 0.5, respectively. The Hamiltonian (20) can be related to the corresponding continuum
model by using the central difference approximation. In this approximation, the energies t and αR are given by
t = h¯2/2ma2 and αR/t = maα˜R/h¯
2, where a is the spacing between the lattice points, m is the effective mass, and
α˜R is the SOC parameter of the continuum model. The parameter values given above model a lightly hole-doped
semiconductor, in which the effective mass is m = 0.6me (me is the electron mass), the SOC is α˜R = 0.21 eVA˚, the
exchange field is h0 = 1.4 meV, and the Fermi energy is EF = 3.17 meV when measured from the bottom of the lowest
subband [53]. The discretization constant of this system is set to a = 3 nm, which is much smaller than the Fermi
wavelength λF ∼ 19 nm. This ensures a stable calculation of the eigenvectors and eigenvalues of the Bogoliubov-de
Gennes Hamiltonian.
We solve the pair potential ∆i = V 〈ci↑ci↓〉 of the superconductor self-consistently. By inserting the Bogoliubov
transformation ciτ =
∑
n[unτ (i)γn+v
∗
nτ (i)γ
†
n] into the expression for the pair potential and taking the thermal average,
we find the following self-consistency condition:
∆i = −V
2
∑
nττ ′
(iσy)ττ ′ v
∗
nτ (i)unτ ′ (i) [1− 2f(n)] . (21)
Here, V is the pairing energy, and γ†n (γn) are the Bogoliubov quasi-particle creation (destruction) operators, which
represent a complete set of energy eigenstates, H = Eg +
∑
n nγ
†
nγn (Eg is the groundstate energy), and f() is
the Fermi-Dirac distribution. The summation runs over positive energy eigenstates with an energy smaller than the
cut-off energy h¯ωD = 2t set by the Debye frequency ωD [30]. For the simulation, we take V = 5t. The pair potential
is iteratively solved together with the self-consistency condition (21) until the Euclidean norm of the pair potential
(‖∆‖ = √∑i |∆i|2) reaches a relative error on the order 10−5.
Analytic estimate of binding energy
The magnetoelectric coupling parameter κ is related to the SOC in the microscopic Hamiltonian via the relation-
ship [27]
κ =
mα˜R
2pih¯2
. (22)
From Eq. (3) in the Letter, we find that the binding energy of a SVP is Fme(0) = 2piκh0Rs.
We now estimate the binding energy for an example pair of superconducting and magnetic materials that coexist in
their vortex and skyrmion supporting phases within the same range of temperatures and magnetic fields. In NbSe2, an
atomically-thin intrinsic superconductor, the total bandwidth is 8t ≈ 1 eV and the lattice constant is a = 3.5 A˚ [54].
In the valence band of a TXY (where T stands for a transition metal atom, and X and Y stand for chalcogen atoms)
heteromonolayer, α˜R typically takes values in the range of 2− 14 meVA˚ [55, 56]. For a heterobilayer (e.g., MoS2 on
WSe2), the Rashba coupling α˜R ∼ 0.2 − 1.4 meVA˚ is typically smaller. For NbSe2 on a substrate, we thus expect
α˜R ∼ 0.5 meVA˚ , or even larger α˜R ∼ 5 meVA˚ for a heteromonolayer NbXY. We also note that applying an out-of-
plane electric field of order 0.1− 0.2 eV/A˚ could allow one to tune α˜R substantially [56], perhaps even reversing its
sign. Using the conservative estimate α˜R = 0.5 meVA˚ for NbSe2 on a substrate, and assuming Rs = 7 nm with an
effective mass m related to t using t = h¯2/2ma2, we find that Fme(0)/kB = 300 mK when h0 = 2.3 meV.
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