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Resumo
A teoria de grafos e´ uma importante a´rea da programac¸a˜o matema´tica, tendo
um importante papel em a´reas tais como engenharia e pesquisa operacional. Em
particular, ela fornece ferramentas para tratar problemas de redes (tais como:
alocac¸a˜o, caminho mı´nimo, fluxo ma´ximo, etc.), que teˆm aplicac¸o˜es em diversas
suba´reas da engenharia (por exemplo: telecomunicac¸o˜es, transporte, manufatura,
etc.). Estas aplicac¸o˜es podem, entretanto, possuir incertezas em seus paraˆmetros
ou em sua estrutura. Baseado nisto, este trabalho trata de algumas importantes
aplicac¸o˜es de problemas em grafos com incertezas em seus paraˆmetros ou estru-
turas e propo˜e algoritmos para encontrar suas soluc¸o˜es. As aplicac¸o˜es estudadas
sa˜o: problemas de caminho mı´nimo, problemas de fluxo ma´ximo, problemas de
fluxo de custo mı´nimo e problemas de colorac¸a˜o de grafos. As incertezas sa˜o
modeladas por meio da teoria dos conjuntos fuzzy, que tem sido aplicada com
sucesso em problemas com incertezas e impreciso˜es.
Abstract
The graph theory is an important area of mathematical programming, it has
an important role in fields such as engineering and operational research. In par-
ticular, it provides the tools to tackle network problems (e.g. allocation, shortest
path, maximum flow, etc), which have applications in several sub areas of en-
gineering (e.g. telecommunications, transportation, manufacturing, etc). These
applications can, however, possess uncertainties in their parameters or in their
structure. Based on that, this work addresses some important applications of
graph problems with uncertainties in their structure or parameters and proposes
algorithms to find the solution to them. The applications studied are: shortest
path problems, maximum flow problems, minimum cost flow problems and graph
coloring problems. The uncertainties are modeled by means of the fuzzy sets
theory, which has been successfully applied to problems with uncertainties and
vagueness.
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Cap´ıtulo 1
Introduc¸a˜o
A teoria dos grafos cla´ssica e´ uma a´rea da Programac¸a˜o Matema´tica bastante estudada, visto
que existe uma grande quantidade de problemas reais que podem ser representados na forma
de grafos (caminho mı´nimo, fluxo ma´ximo, fluxo de custo mı´nimo, colorac¸a˜o de grafos, dentre
outros) com aplicac¸o˜es nas mais diversas a´reas da engenharia (energia, telecomunicac¸o˜es,
transportes, manufatura, etc). Nos livros de Gondran e Minoux (1984), Goldbarg e Luna
(2000), Ahuja, Magnanti e Orlin (1993) e Bazarra, Jarvis e Sherali (1990) sa˜o encontrados
estes problemas, bem como os va´rios e eficientes algoritmos existentes para resolveˆ-los.
Normalmente, problemas reais teˆm associado uma se´rie de paraˆmetros que na˜o sa˜o natu-
ralmente precisos, tais como: custo, capacidade e demanda. Ale´m disso, podem existir casos
em que nem a estrutura do grafo em si e´ precisa. Isto faz com que uma modelagem sob o
ponto de vista da teoria dos conjuntos fuzzy seja interessante.
A introduc¸a˜o da teoria dos conjuntos fuzzy na programac¸a˜o matema´tica foi proposta por
Zadeh (1965). Pore´m, foi somente na u´ltima de´cada que houve uma intensificac¸a˜o nos estudos
desta a´rea, onde foram abordadas extenso˜es das teorias que envolvem programac¸a˜o linear,
na˜o-linear e inteira mista para um ambiente impreciso. Tambe´m foram desenvolvidas novas
a´reas como a da programac¸a˜o possibil´ıstica. No trabalho de Inuiguchi e Ramik (2000) sa˜o
descritos e classificados alguns problemas de programac¸a˜o matema´tica fuzzy.
Como ja´ comentado, a teoria dos grafos cla´ssica possui um vasto nu´mero de trabalhos,
pore´m, o estudo em grafos com incertezas, mais especificamente em grafos fuzzy, ainda se
encontra na fase inicial, tanto em sua parte teo´rica quanto em suas aplicac¸o˜es. Esta teoria
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e´ extensa, pois existe uma grande quantidade de problemas que podem ser representados
na forma de grafos fuzzy. Existem diferentes formas de abordar as incertezas do problema,
pois estas podem estar tanto na estrutura (no´s e/ou arcos) quanto nos paraˆmetros (custos,
capacidades e demandas). Quanto a`s suas soluc¸o˜es, ha´ diferentes formatos para tais, sendo
que alguns apresentam soluc¸o˜es u´nicas enquanto outros apresentam um conjunto. Va´rios
problemas apresentam complexidades altas, do tipo NP-completos, o que torna dif´ıcil suas
resoluc¸o˜es.
Considerando as muitas aplicac¸o˜es de grafos fuzzy na engenharia e o reduzido nu´mero de
trabalhos na a´rea, nesta tese sa˜o estudados os principais problemas de grafos fuzzy (Cap´ıtulo
3), bem como algumas extenso˜es de aplicac¸o˜es da teoria de grafos cla´ssica para a teoria de
conjuntos fuzzy, propondo novos algoritmos.
Vale ressaltar a existeˆncia de outra a´rea da teoria dos conjuntos fuzzy tambe´m chamada
grafos fuzzy, que na˜o sera´ tratada neste trabalho, onde sa˜o abordados trabalhos da a´rea de
metamodelagem. Este conceito foi introduzido por Zadeh (1997), sendo definido como uma
disjunc¸a˜o de produtos cartesianos de conjuntos fuzzy. Esta definic¸a˜o pode ser encontrada no
trabalho de Tan, Yu e Wang (1998).
A seguir sa˜o apresentados os objetivos da tese e a organizac¸a˜o da mesma.
1.1 Objetivos
Takahashi (2004) desenvolveu sua tese sobre este assunto. Em seu trabalho, a autora fez
um estudo sobre a teoria dos grafos fuzzy proposta por Rosenfeld (1975) e a extensa˜o de
aplicac¸o˜es da teoria de grafos cla´ssica para a teoria dos conjuntos fuzzy.
Neste trabalho sa˜o abordados novos conceitos de grafos fuzzy. Atrave´s de levantamento
bibliogra´fico, sa˜o propostos algoritmos para problemas conhecidos em teoria dos grafos, mas
pouco estudados quando existe incerteza associada ao problema. Tambe´m sa˜o estudados
problemas conhecidos em grafos fuzzy e sa˜o propostos algoritmos mais abrangentes. Os
problemas abordados sa˜o:
• caminho mı´nimo em grafos com estrutura crisp e paraˆmetros fuzzy ;
1.2 Organizac¸a˜o da tese 3
• fluxos em redes com paraˆmetros fuzzy : o problema de fluxo de custo mı´nimo com
capacidades e custos fuzzy e o problema de fluxo ma´ximo em grafos com capacidades
fuzzy ; e
• colorac¸a˜o de grafos fuzzy.
1.2 Organizac¸a˜o da tese
Esta tese esta´ dividida em oito cap´ıtulos, onde sa˜o estudados os principais problemas da
literatura que abordam incertezas nos grafos, tanto nos paraˆmetros quanto nas estruturas.
Os Cap´ıtulos 2 e 3 tratam, respectivamente, de conceitos ba´sicos da teoria dos conjuntos
fuzzy e de problemas que envolvem grafos fuzzy.
O Cap´ıtulo 4 trata do problema de caminho mı´nimo em grafos com estrutura crisp e
paraˆmetros fuzzy. Nesse cap´ıtulo e´ feita uma minuciosa revisa˜o bibliogra´fica dos trabalhos da
literatura, ale´m da proposta de alguns algoritmos que contornam dificuldades dos trabalhos
existentes. Sa˜o propostos algoritmos para problemas que possuem um paraˆmetro incerto
(por exemplo: custo) e tambe´m para problemas que envolvem dois paraˆmetros incertos (por
exemplo: custos e tempo).
O problema de fluxo ma´ximo em grafos com estrutura crisp e paraˆmetros fuzzy e´ tratado
no Cap´ıtulo 5, onde sa˜o abordados os principais trabalhos da literatura e tambe´m e´ proposto
um algoritmo para este problema.
No Cap´ıtulo 6 e´ tratado o problema de fluxo de custo mı´nimo em grafos com estrutura
crisp e paraˆmetros incertos. E´ feito um levantamento bibliogra´fico do tema e tambe´m sa˜o
propostos alguns algoritmos para tal, sendo que, um destes algoritmos transforma o problema
incerto em um cla´ssico, resolvendo-o, assim, atrave´s de algoritmos da literatura. Ja´ os demais
algoritmos trabalham com problemas com incertezas.
O problema de colorac¸a˜o em grafos com estrutura incerta e´ abordado no Cap´ıtulo 7, onde
e´ proposta uma nova definic¸a˜o de colorac¸a˜o fuzzy, bem como um algoritmo para resolveˆ-lo.
No Cap´ıtulo 8 sa˜o apresentadas as concluso˜es e propostas de trabalhos futuros.
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Finalmente, os Apeˆndices A e B trazem os principais conceitos e problemas de grafos
cla´ssicos.
Cap´ıtulo 2
Conceitos de Teoria dos Conjuntos
Fuzzy
2.1 Introduc¸a˜o
A teoria dos conjuntos fuzzy foi introduzida, em 1965, pelo matema´tico Lotfi A. Zadeh (Zadeh
1965, Zadeh 1968, Zadeh 1978), com a principal intenc¸a˜o de dar um tratamento matema´tico a
certos termos lingu¨´ısticos subjetivos, como“aproximadamente”, “em torno de”, dentre outros.
Esse seria um primeiro passo para se representar e armazenar informac¸o˜es incertas, tornando
poss´ıvel o ca´lculo com estas informac¸o˜es, a exemplo do que faz o ser humano. Devido a
essa possibilidade de manipulac¸a˜o com informac¸o˜es incertas, a teoria dos conjuntos fuzzy
tem se tornado uma das a´reas emergentes na tecnologia contemporaˆnea. Nas engenharias,
os chamados controladores fuzzy teˆm sido largamente utilizados em eletrodome´sticos, com o
objetivo de imitar o homem na execuc¸a˜o de algumas tarefas. Como nesta tese sa˜o abordados
os problemas em grafos com incertezas, estas sera˜o tratadas utilizando a teoria dos conjuntos
fuzzy.
Muitas vezes o conceito de imprecisa˜o associado a`s informac¸o˜es processadas pelos con-
juntos fuzzy e´ confundido com a incerteza relacionada a` teoria da probabilidade. A principal
diferenc¸a entre a imprecisa˜o nos conjuntos nebulosos e a incerteza probabil´ıstica e´ que a
primeira trata de possibilidade (plausibilidade) determin´ıstica, ao passo que a segunda lida
com a verossimilhanc¸a de eventos determin´ısticos ou estoca´sticos (Berthold e Hand 1999).
A incerteza que esta´ por tra´s do conceito de probabilidade geralmente se relaciona com a
5
6 Cap´ıtulo 2. Conceitos de Teoria dos Conjuntos Fuzzy
ocorreˆncia de um fenoˆmeno simbolizado pelo conceito de aleatoriedade, como, por exemplo,
quando se tenta determinar ”probabilidade de alguma pessoa escolhida aleatoriamente den-
tro de uma populac¸a˜o ser jovem”, ou ”a probabilidade do pro´ximo carro que cruza a avenida
estar em velocidade alta”. Por outro lado, a imprecisa˜o nos conjuntos fuzzy esta´ relacionada
a` ambigu¨idade encontrada na definic¸a˜o de conceitos lingu¨´ısticos como ”pessoa jovem” ou
”velocidade alta” (maiores detalhes: (Delgado 2002, Pedrycz e Gomide 1998)).
Como nesta tese as incertezas sa˜o tratadas utilizando a teoria dos conjuntos fuzzy, neste
cap´ıtulo sa˜o introduzidos os conceitos ba´sicos desta teoria, bem como a definic¸a˜o da teoria de
possibilidade. As obras de Dubois e Prade (1980) e Pedrycz e Gomide (1998) podem ajudar
a aprofundar o estudo desta teoria.
Este cap´ıtulo esta´ organizado da seguinte forma: a Sec¸a˜o 2 apresenta a definic¸a˜o de
conjunto fuzzy. Na Sec¸a˜o 3 sa˜o definidos os nu´meros fuzzy que sa˜o utilizados na tese e
tambe´m algumas operac¸o˜es entre eles. Na Sec¸a˜o 4 esta˜o alguns conceitos sobre conjuntos
fuzzy. Na Sec¸a˜o 5 e´ definida relac¸a˜o fuzzy. A definic¸a˜o da teoria de possibilidade esta´ na
Sec¸a˜o 6. Na Sec¸a˜o 7 sa˜o abordadas as relac¸o˜es de ordens utilizadas na tese. A Sec¸a˜o 8
apresenta as considerac¸o˜es finais.
2.2 Conjuntos fuzzy
Conjunto e´ uma tentativa de organizar, resumir e generalizar conhecimento sobre objetos.
Neste sentido trabalha-se com uma dicotomia sobre um objeto pertencer ou na˜o a um deter-
minado conjunto. Esta dicotomia pode ser representada por uma func¸a˜o caracter´ıstica:
fA(x) =
{
1, se x ∈ A
0, se x /∈ A
(2.1)
Por exemplo, considere o conjunto dos homens altos H = {x ∈ ℜ|x ≥ 1, 80}. Algue´m
com 1,79m na˜o pode ser considerado alto, ao passo que algue´m com 1,81m e´ seguramente
alto (Figura 2.1).
Um subconjunto fuzzy A em X e´ definido por uma func¸a˜o de pertineˆncia µA que associa
a cada ponto de X um nu´mero real no intervalo [0,1], com o valor de µA em x representando
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H(x)
1,40 1,50 1,60 1,70 1,80 1,90 2,00
x
1
0
Figura 2.1: Exemplo de uma func¸a˜o caracter´ıstica cla´ssica
o grau de pertineˆncia de x em A. Enta˜o, quanto mais pro´ximo o valor de fA(x) estiver da
unidade, maior o grau de pertineˆncia de x em A (Figura 2.2).
1,40 1,50 1,60 1,70 1,80 1,90 2,00
x
1
0
µH (x)
Figura 2.2: Exemplo de uma func¸a˜o de pertineˆncia
Quando houver a necessidade de diferenciar entre os conjuntos cla´ssicos e os conjuntos
fuzzy, o conjunto com func¸a˜o caracter´ıstica com dois valores, 0 ou 1 (Figura 2.1), sera´ chamado
de conjunto cla´ssico (ordina´rio ou crisp) ou simplesmente conjunto.
2.3 Nu´meros fuzzy
Definic¸a˜o 1 Um nu´mero fuzzy, denotado por a˜ = (m,α, β), e´ um nu´mero triangular fuzzy
se sua func¸a˜o de pertineˆncia, µa˜(x), for definida da seguinte forma (Figura 2.3):
µa˜(x) =

0, se x ≤ m− α
x−(m−α)
α
, se m− α < x < m
1, se x = m
(m+β)−x
β
, se m < x < m+ β
0, se x ≥ m+ β
(2.2)
tal que:
m: valor modal;
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α: espalhamento a` esquerda; e
β: espalhamento a` direita.
m− α m m+ β
µ
1
X
Figura 2.3: Exemplo de uma func¸a˜o de pertineˆncia triangular
Ressalta-se que os valores (m− α) e (m+ β) sa˜o chamados de limitantes inferior e superior,
respectivamente.
Definic¸a˜o 2 Valor modal e´ o valor x ∈ [m− α,m+ β] para o qual a func¸a˜o de pertineˆncia
tem valor ma´ximo.
Definic¸a˜o 3 Um nu´mero fuzzy trapezoidal (Figura 2.4), denotado por a˜ = (m1, m2, α, β),
possui sua func¸a˜o de pertineˆncia, µa˜(x), definida da seguinte forma:
µa˜(x) =

0, se x ≤ m1 − α
x−(m1−α)
α
, se m1 − α < x < m1
1, se m1 ≤ x ≤ m2
(m2+β)−x
β
, se m2 < x < m2 + β
0, se x ≥ m2 + β
(2.3)
tal que:
m1: extremo inferior do valor modal;
m2: extremo superior do valor modal;
α: espalhamento a` esquerda; e
β: espalhamento a` direita.
Definic¸a˜o 4 Sejam a˜ e b˜ dois nu´meros fuzzy triangulares, a˜ = (m1, α1, β1) e b˜ = (m2, α2, β2),
enta˜o a soma fuzzy e´ denotada por:
a˜+ b˜ = (m1, α1, β1)⊕ (m2, α2, β2) = (m1 +m2, α1 + α2, β1 + β2) (2.4)
Quanto a` soma de nu´meros trapezoidais, esta e´ similar.
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m1 − α m1 m2 m2 + β
µ(x)
1
X
Figura 2.4: Exemplo de uma func¸a˜o de pertineˆncia trapezoidal
2.4 Conceitos ba´sicos de conjuntos fuzzy
Nesta sec¸a˜o esta˜o alguns conceitos ba´sicos dos conjuntos fuzzy que sa˜o necessa´rios no decorrer
do texto.
2.4.1 Definic¸o˜es ba´sicas
Definic¸a˜o 5 Um conjunto fuzzy S e´ normal se sua func¸a˜o de pertineˆncia possuir pelo menos
um valor tal que µS(x) = 1.
Caso na˜o exista um valor x tal que o supremo da func¸a˜o de pertineˆncia seja igual a um,
enta˜o S e´ subnormal. O supremo e´ considerado a altura de S.
Definic¸a˜o 6 O suporte de um subconjunto fuzzy S, denotado por supp(S), e´ dado por:
supp(S) = {x ∈ X|µS(x) > 0} (2.5)
ou seja, o suporte e´ formado pelos elementos que possuem valores de pertineˆncia na˜o-nulos.
Definic¸a˜o 7 O nu´cleo de um conjunto fuzzy S e´ o conjunto de todos os elementos cujo valor
de pertineˆncia e´ igual a 1
nucleo(S) = {x ∈ X|µS(x) = 1} (2.6)
Definic¸a˜o 8 O α-corte de um subconjunto fuzzy e´ um conjunto [a˜]α = {x|µa˜(x) ≥ α}, tal
que α ∈ [0, 1] (Figura 2.5).
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α2
α1
Aα2
Aα1
X
µ(x)
A
Figura 2.5: Exemplo de α-cortes
Definic¸a˜o 9 Um conjunto fuzzy S e´ convexo se sua func¸a˜o de pertineˆncia e´ tal que
µS[λx1 + (1− λ)x2] ≥ min[µS(x1), µS(x2)] (2.7)
para quaisquer x1 e x2 ∈ X e λ ∈ [0, 1].
2.4.2 Operac¸o˜es com conjuntos fuzzy
A unia˜o, a intersecc¸a˜o e o complemento sa˜o operac¸o˜es essenciais realizadas em conjuntos
cla´ssicos. Com base nisto, Zadeh (1965) definiu, a partir da func¸a˜o de pertineˆncia, estas
operac¸o˜es para conjuntos fuzzy.
Definic¸a˜o 10 A unia˜o de dois conjuntos fuzzy A e´ B (Figura 2.6) e´ dada da seguinte forma:
µ(A∪B)(x) = max[µA(x), µB(x)] = µA(x) ∨ µB(x) (2.8)
Definic¸a˜o 11 A intersecc¸a˜o de dois conjuntos fuzzy A e´ B (Figura 2.6) e´ dada da seguinte
forma:
µ(A∩B)(x) = min[µA(x), µB(x)] = µA(x) ∧ µB(x) (2.9)
Definic¸a˜o 12 O complemento de um conjunto fuzzy A (Figura 2.6) e´ dado da seguinte
forma:
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µ(A¯)(x) = 1− µA(x) (2.10)
A intersecc¸a˜o e a unia˜o podem ser identificadas pela conjunc¸a˜o (E) e pela disjunc¸a˜o
(OU), respectivamente. Assim, estas operac¸o˜es podem ser representadas pelos operadores ∧
e ∨ (Pedrycz e Gomide 1998).
µA,B(x)
x
A B A ∪B
x
µA∪B(x)
µA∩B(x)
A ∩B
x
µA,A¯(x)
A A¯
x
Figura 2.6: Operac¸o˜es com conjuntos fuzzy
2.5 Relac¸o˜es fuzzy sobre conjuntos fuzzy
Seja X um conjunto. Um subconjunto fuzzy S de X possui uma func¸a˜o σ : S → [0, 1]
que associa elementos x ∈ X a um grau de pertineˆncia, 0 ≤ σ(x) ≤ 1. Similarmente,
uma relac¸a˜o fuzzy sobre X e´ um subconjunto fuzzy de X × X, que possui uma func¸a˜o
µ : S×X → [0, 1] que associa cada par ordenado de elementos (x, y) a um grau de pertineˆncia
0 ≤ µ(x, y) ≤ 1. Nos casos especiais onde σ e µ podem somente assumir valores 0 e 1, eles
se tornam func¸o˜es caracter´ısticas de um subconjunto ordina´rio de X e uma relac¸a˜o ordina´ria
sobre X, respectivamente.
Se T ⊆ X e´ um subconjunto de X e R ⊆ X × X e´ uma relac¸a˜o sobre X, enta˜o R e´
uma relac¸a˜o sobre T contanto que (x, y) ∈ R implique que x ∈ T e y ∈ T para todo x, y.
Sejam τ e ρ func¸o˜es caracter´ısticas de T e R, respectivamente. Enta˜o esta condic¸a˜o pode ser
estabelecida como
R(x, y) = 1 implica que T (x) = T (y) = 1, ∀x, y ∈ X
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Pode-se associar estas condic¸o˜es a`s func¸o˜es de pertineˆncia:
ρ(x, y) ≤ τ(x)
∧
τ(y), ∀x, y ∈ S
onde
∧
significa ı´nfimo.
Retomando o caso geral onde S e´ um subconjunto fuzzy deX e σ sua func¸a˜o de pertineˆncia,
e sendo e R uma relac¸a˜o fuzzy sobre X, diz-se que R e´ uma relac¸a˜o fuzzy sobre S se
r(x, y) ≤ S(x)
∧
S(y), ∀x, y ∈ S.
Em outras palavras, para R ser uma relac¸a˜o fuzzy sobre S, e´ necessa´rio que o grau
de pertineˆncia de um par de elementos nunca exceda o grau de pertineˆncia dos pro´prios
elementos. Se for considerado os elementos como sendo os no´s de um grafo e os pares como os
arcos, isto equivale ao requisito de que a pertineˆncia de um arco nunca exceda as pertineˆncias
de seus no´s.
2.6 Teoria de possibilidade
Seja um grafo G = (V,A) (definic¸o˜es de grafos encontram nos Apeˆndices A e B) com custo
c˜ ∈ ℜn, c˜ = {c˜ij}, associados a`s suas arestas. Sejam dois sub-grafos fuzzy T
1 e T 2, T 1 6=
T 2. Pode-se dizer que T 1 tem um grau de possibilidade de ser menor do que T 2 dado por
(Okada 2004):
w˜ = Poss(
∑
(i,j)∈T 1
c˜ij ≤
∑
(i,j)∈T 2
c˜ij) = supmin
u≤v
{µT 1(u), µT 2(v)} (2.11)
Esta equac¸a˜o tambe´m e´ estudada em Dubois e Prade (1983).
Para encontrar uma soluc¸a˜o fuzzy utilizando a teoria de possibilidade e´ necessa´rio en-
contrar todas as soluc¸o˜es que possuem algum grau de possibilidade de ser a soluc¸a˜o o´tima e
comparar estas soluc¸o˜es para obter o grau de possibilidade de cada uma (Okada 2004). O
grau de possibilidade de T ser a soluc¸a˜o o´tima e´ dado pela fo´rmula:
DT = min
T k∈T
{Poss(
∑
(i,j)∈T k
c˜ij ≤
∑
(i,j)∈T
c˜ij)} (2.12)
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tal que: T e´ o conjunto de todas as soluc¸o˜es.
e o grau de possibilidade do arco (i, j) pertencer a` soluc¸a˜o o´tima e´ dado pela equac¸a˜o:
Dij = max
T k|(i,j)∈T k
{DT k} (2.13)
Isso torna o problema de dif´ıcil resoluc¸a˜o pois, ale´m de ter que enumerar todas as soluc¸o˜es,
a comparac¸a˜o entre elas torna o problema NP-completo.
Proposic¸a˜o 2.1 Dados dois nu´meros fuzzy, normalizados, a˜ e b˜, tem-se que, se
inf
u|µa˜(u)=1
{u} ≤ sup
v|µ
b˜
(v)=1
{v}, enta˜o Poss(a ≤ b) = 1
Prova: Consultar Takahashi (2004)
Teorema 2.1 Seja T 0 uma soluc¸a˜o do grafo crisp GC, com valores modais de G sendo os
custos do grafo crisp. Seja a soluc¸a˜o fuzzy T ∗, associada a` soluc¸a˜o crisp T 0, com custo
igual a w˜∗ =
∑
ij∈T ∗
c˜ij. Se T
∗ for a soluc¸a˜o o´tima do problema, enta˜o Poss(
∑
ij∈T ∗ c˜ij ≤∑
ij∈T k c˜ij) = 1, sendo T
k qualquer soluc¸a˜o em G.
Prova: Consultar Takahashi (2004)
Proposic¸a˜o 2.2 Sejam a˜ e b˜ dois nu´meros fuzzy. Se sup{supp{b˜}} < inf{supp{a˜}}, enta˜o
Poss(a ≤ b) = 0.
Prova: Consultar Takahashi (2004)
2.7 Relac¸o˜es de ordens
No Cap´ıtulo 4 sera´ abordado o problema de caminho mı´nimo com incertezas, sendo necessa´-
ria a comparac¸a˜o entre nu´meros fuzzy, logo, nesta sec¸a˜o, sa˜o abordadas as relac¸o˜es de ordens
(comparac¸o˜es entre nu´meros fuzzy) utilizadas.
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a) Primeiro ı´ndice de Yager (Yager 1978, Yager 1980, Yager 1981)
Este ı´ndice e´ chamado de centro´ide, tendo a seguinte fo´rmula:
f(a˜) =
∫ 1
0
αa˜αdα∫ 1
0
a˜αdα
(2.14)
b) I´ndice de Liou e Wang (1992)
Em (Liou e Wang 1992) foi proposto um me´todo de defuzzificac¸a˜o que trabalha com
as a´reas dos espalhamentos dos nu´meros fuzzy triangulares (espalhamento a` esquerda e a`
direita). O ı´ndice proposto e´ o seguinte:
Definic¸a˜o 13 Dado um nu´mero fuzzy a˜ = (m,α, β), o ı´ndice de Liou e Wang e´ definido
como:
LW λ(a˜) = λSD(a˜) + (1− λ)SE(a˜) (2.15)
tal que:
SD: a´rea do espalhamento a` direita;
SE: a´rea do espalhamento a` esquerda; e
λ ∈ [0, 1] e´ o grau que reflete o otimismo e o pessimismo do decisor.
c) I´ndice de Garc´ıa e Lamata (2005)
Garc´ıa e Lamata propuseram um ı´ndice que ale´m de trabalhar com o grau de otimismo
do usua´rio, semelhante ao ı´ndice de Liou e Wang, tambe´m inclui um grau de modalidade do
usua´rio.
Definic¸a˜o 14 Seja um nu´mero fuzzy a˜ = (m,α, β), o ı´ndice de Garc´ıa e Lamata e´ definido
como:
I(a˜) = (1− δ)[λSD(a˜) + (1− λ)SE(a˜)] + δm (2.16)
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tal que: SD(a˜) e SE(a˜) esta˜o definidos em Liou e Wang, δ, λ ∈ [0, 1] sa˜o, respectivamente,
os graus de modalidade e otimismo do decisor.
d) Relac¸a˜o de ordem de Okada e Soper (Okada e Soper 2000)
Como ja´ comentado, o algoritmo de Okada e Soper tem como finalidade encontrar os ca-
minhos na˜o-dominados, isto e´, Pareto-o´timos de uma rede. Nesse algoritmo foram utilizados
nu´meros fuzzy triangulares e foi determinado o seguinte crite´rio de dominaˆncia fuzzy :
Definic¸a˜o 15 Sejam a˜ = (m1, α1, β1) e b˜ = (m2, α2, β2) dois nu´meros fuzzy triangulares,
enta˜o a˜ ≺ b˜ (a˜ domina b˜) se e somente se m1 ≤ m2, (m1 − α1) ≤ (m2 − α2), (m1 + β1) ≤
(m2 + β2) e a˜ 6= b˜.
Juntamente com a definic¸a˜o de Okada e Soper, foi implementada a definic¸a˜o de dominaˆncia
parcial (Okada e Soper 2000, Kuchta 2002).
Definic¸a˜o 16 Sejam um nu´mero triangular fuzzy a˜ = (m,α, β) e um escalar ε ∈ [0, 1]. O
conjunto {x ∈ ℜ | µa˜(x) ≥ ε} e´ um intervalo fechado, denotado por [(m − α)ε, (m + β)ε],
e chamado de ε-corte de um nu´mero fuzzy triangular a˜ para ε > 0. O zero-corte e´ definido
como [(m− α), (m+ β)].
Definic¸a˜o 17 Sejam a˜ = (m1, α1, β1) e b˜ = (m2, α2, β2) dois nu´meros triangulares fuzzy e
ε ∈ [0, 1], enta˜o a˜ domina b˜ com grau ε, denotado por a˜ ≺ε b˜, se e somente se m1 ≤ m2,
(m1 − α1)ε ≤ (m2 − α2)ε, (m1 + β1)ε ≤ (m2 + β2)ε e a˜ 6= b˜.
A Figura 2.7 exemplifica a definic¸a˜o anterior. Para valores maiores ou iguais a ε, b˜ domina
a˜ e para valores menores que ε nenhum dos dois nu´meros domina o outro.
e) I´ndice de aceitabilidade de Nayeem e Pal (2005)
O ı´ndice de aceitabilidade proposto por Nayeem e Pal e´ definido para nu´meros fuzzy
triangulares, sendo uma extensa˜o do ı´ndice proposto por Sengupta e Pal (2000) para nu´meros
intervalares. Tal ı´ndice e´ definido da seguinte forma:
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1 b˜
a˜
ε
Figura 2.7: Exemplo de dominaˆncia parcial
Definic¸a˜o 18 Dados dois nu´meros triangulares fuzzy a˜ = (m1, α1, β1) e b˜ = (m2, α2, β2), a˜
domina b˜ se e somente se:
A(a˜ ≺ b˜) =
m2 −m1
β1 + α2
> 1 (2.17)
Se 0 < A(a˜ ≺ b˜) < 1 enta˜o a˜ domina b˜ parcialmente.
f) Possibilidade de Dubois e Prade (1983)
O ı´ndice de possibilidade proposto por Dubois e Prade e´ definido da seguinte forma:
Definic¸a˜o 19 Dados dois nu´meros triangulares fuzzy a˜ = (m1, α1, β1) e b˜ = (m2, α2, β2), a˜
domina b˜ se e somente se:
Poss(a˜ < b˜) > Poss(b˜ < a˜) (2.18)
Vale ressaltar que a medida de possibilidade de Dubois e Prade esta´ definida na sec¸a˜o 2.6.
Concluso˜es sobre as relac¸o˜es de ordens
Analisando as relac¸o˜es citadas anteriormente, conclui-se que:
• Se o usua´rio desejar um ı´ndice de defuzzificac¸a˜o que utilize o valor me´dio (centro de
massas), este devera´ escolher o primeiro ı´ndice de Yager (Yager 1978, Yager 1980, Yager
1981).
• Caso esteja interessado em trabalhar com ı´ndices de defuzzificac¸a˜o que utilizam os espa-
lhamentos a` esquerda ou a` direita, abordando otimismo ou pessimismo, e´ interessante
utilizar o ı´ndice de Liou e Wang (1992).
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• Se desejar ı´ndices que utilizam a modalidade, abordando pessimismo ou otimismo,
recomenda-se o ı´ndice de Garc´ıa e Lamata (2005).
• Caso o interesse seja em um conjunto soluc¸a˜o de caminhos e na˜o em somente um u´nico
caminho, e´ interessante o uso da relac¸a˜o de ordem de Okada e Soper (2000).
• Se o interesse estiver no valor modal, recomenda-se o ı´ndice de Nayeem e Pal (2005).
• Caso deseje trabalhar a medida de possibilidade, usa-se a Dubois e Prade (1983).
Com base nos comenta´rios anteriores, o usua´rio podera´ optar por uma das relac¸o˜es comen-
tadas, ou propor uma outra.
2.8 Considerac¸o˜es finais
Neste cap´ıtulo foram apresentados os conceitos ba´sicos de teoria dos conjuntos fuzzy utilizados
na tese. Maiores detalhes, consultar: Pedrycz e Gomide (1998) e Takahashi (2004).
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Cap´ıtulo 3
Problemas de Grafos Fuzzy
3.1 Introduc¸a˜o
Em um problema de grafos fuzzy, a caracter´ıstica fuzzy do problema pode ser encontrada
em dois n´ıveis: na estrutura do grafo (no´s e arcos) e nos paraˆmetros associados (custos,
capacidades, etc). No problema de fluxo em uma rede, pode-se associar incerteza ao valor
das demandas e dos fluxos. Tambe´m existem diferentes formatos na literatura para abordar
o problema, dependendo do objetivo do decisor.
Na a´rea de programac¸a˜o matema´tica, o trabalho de Rosenfeld (1975) figura entre os
primeiros exemplos da utilizac¸a˜o da teoria de grafos fuzzy. Um grafo, no contexto da teoria
de conjuntos fuzzy, pode apresentar incertezas em diferentes n´ıveis. Existem, entretanto, dois
tipos de problemas que sa˜o estudados com mais frequ¨eˆncia:
• problemas com estrutura bem definida, modelada por meio de um grafo cla´ssico (crisp),
e incerteza em um ou mais paraˆmetros. Estas incertezas podem estar associadas a
paraˆmetros tais como: custo, capacidade e tempo. Esses paraˆmetros sa˜o tratados como
imprecisos por natureza e modelados como nu´meros fuzzy ; e
• problemas envolvendo um conjunto finito de itens cuja estrutura associada na˜o e´ clara.
Esta e´ modelada como um conjunto de no´s e arcos fuzzy, denominado grafo fuzzy.
Para um melhor entendimento dos problemas abordados nesta tese, os dois problemas de
grafos supracitados sa˜o apresentados neste cap´ıtulo. Ressalta-se que a maioria dos problemas
tratados nesta tese utilizam o primeiro tipo (estrutura crisp e paraˆmetros fuzzy).
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Este cap´ıtulo esta´ organizado da seguinte forma: na Sec¸a˜o 2 e´ apresentado o problema
em grafos com estrutura crisp e paraˆmetros fuzzy. Na Sec¸a˜o 3 e´ abordado o problema com
estrutura de grafos fuzzy. Considerac¸o˜es finais esta˜o na Sec¸a˜o 4.
3.2 Problemas com estrutura do grafo crisp e paraˆme-
tros fuzzy
Este e´ o problema mais citado na literatura. Trata-se de um problema onde a estrutura do
grafo e´ bem conhecida e seus paraˆmetros associados sa˜o incertos, representados por nu´meros
fuzzy. Sa˜o va´rios os exemplos, principalmente considerando custo ou tempo como nu´meros
fuzzy (vide Figura 3.1).
w˜2 w˜5
w˜8
w˜3
w˜4
w˜6
w˜7
w˜1
Figura 3.1: Exemplo de grafo com paraˆmetros fuzzy
Outros problemas cla´ssicos, nos quais as incertezas esta˜o associadas aos paraˆmetros sa˜o
os problemas de fluxo em redes. No problema de fluxo ma´ximo e´ associado um grau de
confiabilidade da soluc¸a˜o dado o fluxo nos arcos (vide Cap´ıtulo 5). Este problema foi bastante
estudado por Chanas (1987). Um problema mais complexo que envolve paraˆmetros fuzzy,
tanto na capacidade dos arcos quanto nos custos associados, e´ o problema de fluxo de custo
mı´nimo, que e´ objeto de estudo do Cap´ıtulo 6.
Quanto a` soluc¸a˜o, de um modo geral, a proposta por Bellman e Zadeh (1970) e´ a mais
utilizada para o problema de grafos com paraˆmetros fuzzy, sendo definida na pro´xima sec¸a˜o.
Tambe´m e´ apresentada a abordagem adotada por Okada (2004) para o problema de caminho
mı´nimo com paraˆmetros fuzzy, visto que e´ refereˆncia aos algoritmos propostos no Cap´ıtulo 4.
3.2.1 Abordagem de Bellman e Zadeh, 1970
O trabalho de Bellman e Zadeh (1970) traz as seguintes definic¸o˜es:
3.2 Problemas com estrutura do grafo crisp e paraˆmetros fuzzy 21
Definic¸a˜o 20 Assumindo que sa˜o dados um objetivo fuzzy (C) e restric¸o˜es fuzzy (R) em um
espac¸o de alternativas X, enta˜o, C e R combinam para formar uma decisa˜o, D, que e´ um
conjunto fuzzy resultante da intersecc¸a˜o de C e R. Em s´ımbolos:
D = C
⋂
R (3.1)
e µD = µC
∧
µR (Figura 3.2).
µ
x
restric¸o˜es
decisa˜o
objetivo
Figura 3.2: Exemplo de um gra´fico do modelo de Bellman e Zadeh
Portanto, considerando uma decisa˜o o´tima, tem-se:
µDmax = max
xv
{µC(xv)
∧
µR(xv)} (3.2)
tal que xv e´ uma soluc¸a˜o fact´ıvel para o problema em grafos. Na Figura 3.2, dada a func¸a˜o
de pertineˆncia µD formada pela intersecc¸a˜o das func¸o˜es de pertineˆncia das restric¸o˜es (µR) e
do objetivo (µC), o valor calculado para ser a decisa˜o o´tima e´ dado pelo valor modal. Na
literatura e´ comum encontrar trabalhos que tratam os problemas sob esta abordagem.
3.2.2 Abordagem de Okada, 2004
Seja, por exemplo, o problema de caminho mı´nimo com paraˆmetros fuzzy (Cap´ıtulo 4), isto
e´, em um grafo G com custos fuzzy c˜ij. Este problema tem como objetivo encontrar o menor
caminho entre dois no´s da rede. Seja o exemplo da Figura 3.3:
tal que os custos sa˜o nu´meros triangulares fuzzy representados na forma (m,α, β).
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1
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3
5
4
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(2 1 1)
(7 2 2)
(4 3 5)
(11 1 1)
(6 1 1)
(9 1 1)
(-8 1 1)
(13 2 1)
(9 1 1)
Figura 3.3: Exemplo - caminho mı´nimo
Por exemplo, analisando os poss´ıveis caminhos entre os no´s 1 e 6 (Figura 3.3) foram
encontrados, dentre os va´rios existentes, treˆs poss´ıveis caminhos com os seguintes custos:
a˜ = (14, 4, 4), b˜ = (17, 3, 3), c˜ = (29, 5, 4) (Figura 3.4).
a˜ b˜ c˜
X
µ(x)
Figura 3.4: Caminhos do grafo da Figura 3.3
E´ fa´cil ver que o custo fuzzy associado ao caminho c˜ (Figura 3.4) e´ maior do que o custo
dos demais caminhos, o qual pode ser descartado. Pore´m, os outros dois caminhos teˆm um
considera´vel valor de possibilidade (usando a definic¸a˜o de Okada (2004)) de ser o menor
caminho.
Muitas vezes na˜o e´ interessante determinar como caminho mı´nimo somente o caminho com
maior grau de possibilidade, dada alguma ordenac¸a˜o, o que poderia ser visto como perda
de informac¸a˜o. Um conjunto soluc¸a˜o, onde cada caminho possui um grau de pertineˆncia
associado, pode ser muito proveitoso ao decisor.
Com base neste fato, alguns algoritmos (Okada e Soper 2000, Okada 2004) para problemas
de caminho mı´nimo fuzzy foram constru´ıdos de modo a fornecer todo o conjunto soluc¸a˜o
para o problema (P = { p
i
µi
, i = 1, . . . , n}, ou seja, um caminho pi com grau de pertineˆncia
µi ao conjunto soluc¸a˜o). Tambe´m foi constru´ıdo um algoritmo para o caso de fluxo ma´ximo
com estrutura e soluc¸a˜o crisp, mas com capacidade fuzzy. A construc¸a˜o destes algoritmos e´
intuitivamente simples, mas com dificuldades intr´ınsecas que sa˜o abordadas a seguir.
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Chanas (1987), Okada e Soper (2000), Okada (2004) utilizaram a teoria de possibilidade
(Zadeh 1978) para calcular a pertineˆncia de determinada soluc¸a˜o para o problema de caminho
mı´nimo. Blue, Bush e Puckett (2002) tambe´m utilizaram esta teoria, embora na˜o tenham
explicitado isso em seu trabalho. Para construir a soluc¸a˜o deste problema tem-se que:
1. encontrar todos os caminhos candidatos; e
2. calcular o valor de possibilidade entre as soluc¸o˜es encontradas.
Analisando os itens supracitados, verifica-se que o item 1 e´ um problema combinatorial.
Apo´s resolvido este problema, ainda e´ necessa´rio compara´-los para calcular o grau de possibili-
dade de cada candidato a participar da soluc¸a˜o, um nu´mero que pode ser computacionalmente
invia´vel de calcular. Portanto, os algoritmos devem ser constru´ıdos de modo a evitar ca´lculos
desnecessa´rios, por exemplo, tentando construir apenas as soluc¸o˜es que possuem valor de pos-
sibilidade na˜o-nula, adotando testes de corte da soluc¸a˜o com base em propriedades de cada
problema e/ou ordenando a forma de comparac¸o˜es para que uma soluc¸a˜o que possua valor
de possibilidade nula seja descartada previamente. Ale´m disso, pode-se considerar formas de
armazenamento das informac¸o˜es, dentre outros detalhes que facilitariam a resoluc¸a˜o do pro-
blema. Com base nisto, sa˜o propostas, nesta tese, heur´ısticas para abordar estes problemas.
Tais problemas sa˜o estudados nos cap´ıtulos subsequ¨entes.
3.3 Problemas com estrutura de grafos fuzzy
Neste caso o grafo G˜ = (V˜ , A˜) na˜o e´ bem conhecido, tendo valores de pertineˆncia associados
aos seus arcos (i, j) ∈ A˜ e/ou aos seus no´s i ∈ V˜ , como descrito na definic¸a˜o de Rosenfeld
(1975). No Cap´ıtulo 7 desta tese sa˜o estudadas algumas aplicac¸o˜es de grafos fuzzy.
Para este tipo de problema, o trabalho de Delgado, Verdegay e Vila (1990) e´ um dos mais
importantes, pois estabelece um algoritmo fundamental para os problemas de grafos em que
os conjuntos de no´s e arcos sa˜o conjuntos fuzzy.
Outros trabalhos foram baseados em Delgado et al. (1990), dentre eles o de Chanas,
Delgado, Verdegay e Vila (1995) para o problema do fluxo o´timo em estrutura de grafos fuzzy,
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Figura 3.5: Exemplo de um grafo com estrutura fuzzy
que foi utilizado para resolver um problema de transporte. Na sec¸a˜o seguinte, o algoritmo
fundamental de Delgado et al. (1990) e´ apresentado.
3.3.1 O trabalho de Delgado et. al, 1990
Seja G˜ = (σ, µ) um grafo fuzzy. σ e´ a func¸a˜o de pertineˆncia associada ao conjunto de no´s
V e µ e´ a func¸a˜o de pertineˆncia associada ao conjunto de arcos A, sendo que o valor de
pertineˆncia de um arco (i, j) na˜o pode exceder o valor de pertineˆncia dos no´s i e j, ou seja
µij ≤ σi
∧
σj (Rosenfeld 1975).
Seja um α-corte de G˜ definido por Gα = (V α, Aα). O grafo resultante e´ um grafo crisp
tal que:
V α = {i ∈ V |σi ≥ α}
Aα = {(i, j) ∈ A|µij ≥ α}
Como os conjuntos de no´s e arcos sa˜o finitos, enta˜o um grafo fuzzy possui um nu´mero finito
de α-cortes. De fato, existe uma sequ¨eˆncia de valores A = {α1, . . . , αk} para os quais os
α-cortes na˜o mudam nestes intervalos:
G1 : I1 = (0, α1]
G2 : I2 = (α1, α2]
...
Gk : Ik = (αk−1, αk]
Portanto, se para cada α-corte for resolvido um problema crisp, a soluc¸a˜o encontrada sera´
o´tima para todo o intervalo Iα.
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Esta e´ a ide´ia principal do artigo e converge para um algoritmo que pode ser aplicado
para qualquer problema em um grafo fuzzy.
O algoritmo fundamental de Delgado et. al, 1990
Para p = 1 ate´ k, fac¸a:
Calcule a soluc¸a˜o utilizando Gαp
∀(i, j) ∈ Aαp; cij(β); ∀β ∈ Ip
como func¸a˜o custo.
No artigo, considera-se a func¸a˜o custo cij associada ao grafo dependente do custo da func¸a˜o
de pertineˆncia. Em outros problemas, a func¸a˜o custo pode ser constante.
A soluc¸a˜o fuzzy dada por este algoritmo pode ser apresentada de duas formas:
1. A soluc¸a˜o fuzzy pode ser um conjunto
S = {
Si
αi
, i = 1, . . . , k}
onde Si e´ a soluc¸a˜o do problema com valor de pertineˆncia αi ao conjunto soluc¸a˜o.
2. A soluc¸a˜o fuzzy pode ser um subgrafo F = (τ, ν), sendo que
νij = max
(i,j)∈Sk
{αk}
e
τi = max
j∈V
{νij
∨
νji}
ou seja, o valor de pertineˆncia de um arco no subgrafo F e´ igual ao da soluc¸a˜o com o
maior valor de pertineˆncia que conte´m este arco e o valor de pertineˆncia do no´ e´ igual
ao maior valor de pertineˆncia dos arcos incidentes.
O primeiro tipo de soluc¸a˜o fuzzy e´ utilizado no cap´ıtulo sobre colorac¸a˜o fuzzy desta tese.
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3.4 Considerac¸o˜es finais
Neste cap´ıtulo foram apresentados os principais problemas que envolvem grafos fuzzy, sendo
os problemas com incertezas nos paraˆmetros e/ou na estrutura. Foram tambe´m apresentados
os principais trabalhos da literatura para cada um destes problemas (Bellman e Zadeh, Okada,
Delgado et al).
Cap´ıtulo 4
O Problema de Caminho Mı´nimo com
Incertezas
4.1 Introduc¸a˜o
O problema de encontrar um caminho mı´nimo de um no´ origem espec´ıfico a outros no´s de
uma rede e´ um dos mais estudados da teoria dos grafos, pois aparece em muitas aplicac¸o˜es,
tais como: transporte, roteamento, telecomunicac¸o˜es, etc.
Seja G = (V,A) um grafo orientado, onde V e´ o conjunto de no´s e A o conjunto de
arcos. Um caminho entre dois no´s e´ uma sequ¨eˆncia alternada de no´s e arcos possuindo como
pontos iniciais e finais um no´. Logo, o comprimento (custo) de um caminho e´ a soma dos
pesos (custos) dos arcos pertencentes a este caminho. Na maioria dos casos existe mais de
um caminho entre dois no´s espec´ıficos, com isso o problema de caminho mı´nimo consiste em
encontrar o caminho com menor custo dentre todos os poss´ıveis.
Em se tratando deste problema, na teoria dos grafos cla´ssica, o peso (custo) de cada arco
e´ um nu´mero crisp, sendo que, para este caso, existem algoritmos eficientes para resolveˆ-los.
Pore´m, em muitas aplicac¸o˜es reais estes paraˆmetros (custos, capacidades, demandas, dentre
outros) na˜o sa˜o naturalmente precisos, muitas vezes por falta de informac¸o˜es. Embora este
assunto tenha um vasto campo de aplicac¸o˜es, o estudo nesta a´rea, considerando incertezas
nos paraˆmetros, ainda se encontra na fase inicial. Ale´m do mais, a maioria dos problemas
propostos sa˜o NP-completos, o que torna dif´ıcil suas soluc¸o˜es. Portanto, neste cap´ıtulo e´
abordado o problema de caminho mı´nimo em grafos com paraˆmetros incertos, sendo que
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as incertezas sa˜o tratadas com o aux´ılio da teoria dos conjuntos fuzzy, por isso tambe´m e´
denotado de problema de caminho mı´nimo fuzzy.
Na literatura existem alguns trabalhos abordando este tema, que sa˜o apresentados na
pro´xima sec¸a˜o. Pore´m, verificou-se que estes sa˜o aplicados somente em redes que possuem
custos na˜o-negativos. Ale´m disso, apresentam particularidades que merecem ser estudadas,
tais como: alguns algoritmos encontram custos finais sem um caminho associado (maiores
detalhes: Takahashi (2004)), outros apresentam um conjunto soluc¸a˜o de caminhos sem mai-
ores informac¸o˜es ao usua´rio sobre qual escolher. Portanto, um dos objetivos do algoritmo
proposto neste cap´ıtulo e´ contornar estas dificuldades.
Tal algoritmo e´ baseado no algoritmo cla´ssico de Ford-Moore-Bellman (Bellman 1958),
podendo ser aplicado em redes com paraˆmetros negativos, ale´m de detectar a existeˆncia
de circuito negativo. Em algumas aplicac¸o˜es reais (problemas de redes de comunicac¸o˜es,
transportes, dentre outras) a existeˆncia de custos negativos e´ frequ¨ente (maiores detalhes:
Ahuja et al. (1993)), sendo que na literatura na˜o ha´ algoritmos para estes tipos de aplicac¸o˜es,
sendo esta mais uma justificativa para o algoritmo proposto neste cap´ıtulo.
Este cap´ıtulo esta´ organizado da seguinte forma: na Sec¸a˜o 2 sa˜o comentados os principais
trabalhos da literatura. A formulac¸a˜o matema´tica do problema esta´ na Sec¸a˜o 3. A Sec¸a˜o
4 apresenta o algoritmo proposto. A inclusa˜o de restric¸o˜es de tempo no algoritmo proposto
esta´ na Sec¸a˜o 5. Na Sec¸a˜o 6 e´ adaptada uma heur´ıstica para ordenar os caminhos na˜o-
dominados encontrados pelo algoritmo estudado. Uma relac¸a˜o de ordem gene´rica para o
mesmo e´ abordada na Sec¸a˜o 7. A Sec¸a˜o 8 apresenta as considerac¸o˜es finais.
4.2 Revisa˜o bibliogra´fica
O problema de caminho mı´nimo em grafos com incertezas e´ um problema de alta complexi-
dade computacional, visto que os custos finais dos caminhos sa˜o nu´meros fuzzy e a compa-
rac¸a˜o entre estes e´ dif´ıcil, sendo a`s vezes imposs´ıvel determinar o menor caminho. Devido a
isso, alguns trabalhos utilizam os ı´ndices de defuzzificac¸a˜o existentes na literatura para assim
resolver um problema cla´ssico (crisp
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sentam um conjunto soluc¸a˜o de caminhos, deixando a cargo do usua´rio escolher o caminho
que melhor lhe adaptar.
Dentre os principais trabalhos da literatura destacam-se: Dubois e Prade (1980), Klein
(1991), Lin e Chern (1993), Chang e Lee (1999), Okada e Soper (2000), Blue et al. (2002),
Okada (2004), Chuang e Kung (2005) e Nayeem e Pal (2005).
Um dos primeiros trabalhos envolvendo este tema se deve a Dubois e Prade (1980), o
qual propo˜e as extenso˜es dos algoritmos cla´ssicos de Floyd e de Ford-Moore-Bellman. Po-
re´m, verificou-se que ambos os algoritmos retornam comprimentos (custos) sem um caminho
associado (maiores detalhes: Takahashi (2004)), problema este que foi contornado por Klein
(1991) com o uso de dominaˆncia de conjuntos fuzzy.
Lin e Chern (1993) definem a denominac¸a˜o de arcos vitais, como sendo aqueles cuja
remoc¸a˜o da rede resulta em um aumento da distaˆncia mı´nima.
No trabalho de Chang e Lee (1999) e´ utilizado um me´todo de ordenac¸a˜o de nu´meros fuzzy
que associa a cada nu´mero fuzzy um valor crisp e com este valor resolvem um problema
cla´ssico associado.
Okada e Soper (2000) caracterizam a soluc¸a˜o do problema na˜o como o caminho mı´nimo
com maior grau de pertineˆncia poss´ıvel, mas como um conjunto soluc¸a˜o fuzzy, onde cada
elemento e´ um caminho na˜o-dominado. Nesse trabalho foi definida uma relac¸a˜o de ordem
entre nu´meros fuzzy e foi introduzido o conceito de dominaˆncia entre caminhos, conceitos
estes que sa˜o utilizados no algoritmo proposto.
Blue et al. (2002) apresentam uma taxonomia para grafos e propo˜em alguns algoritmos
para os principais problemas. No algoritmo de caminho mı´nimo proposto, os autores encon-
tram um valor de corte para limitar o nu´mero de caminhos a serem analisados, em seguida
aplica-se uma versa˜o modificada do algoritmo dos k-caminhos mı´nimos (crisp), proposto por
Eppstein (1994), a fim de se determinar os caminhos com algum grau de possibilidade de ser
o mı´nimo.
Seguindo a ide´ia de encontrar um conjunto soluc¸a˜o, Okada (2004) analisou a interatividade
entre caminhos fuzzy e introduziu o conceito de grau de possibilidade de um arco pertencer
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a um caminho mı´nimo.
Chuang e Kung (2005) apresentam uma heur´ıstica que encontra um nu´mero fuzzy que
tenha o menor limitante inferior, modal e limitante superior entre todos os caminhos exis-
tentes na rede, nu´mero este chamado de custo do caminho mı´nimo fuzzy (CCMF), denotado
tambe´m de Lmin. Apo´s encontrado o CCMF, foi proposta a definic¸a˜o de grau de similaridade,
cuja finalidade e´ encontrar o caminho, dentre todos os poss´ıveis caminhos, que esteja mais
pro´ximo poss´ıvel do CCMF (Lmin).
Figurando entre um dos mais recentes trabalhos da literatura, Nayeem e Pal (2005) pro-
po˜em um algoritmo, utilizando o ı´ndice de aceitabilidade proposto por Sengupta e Pal (2000),
onde o usua´rio, de acordo com seu ponto de vista (otimista/pessimista), deve escolher o me-
lhor caminho. Pore´m esta escolha so´ ocorre quando, na soluc¸a˜o final, houver mais de um
caminho entre dois no´s, sendo que isso somente acontecera´ quando mais de um caminho
possuir os mesmos valores modais, pois, caso contra´rio sempre havera´ um caminho mı´nimo.
Como dito anteriormente, os trabalhos comentados nesta sec¸a˜o possuem a desvantagem de
lidarem somente com paraˆmetros positivos e por isso, e´ proposto um algoritmo que contorna
esta dificuldade.
4.3 Formulac¸a˜o matema´tica
Considere uma rede direcionada G = (V,A), tal que: V e´ o conjunto dos no´s; A o conjunto dos
arcos, onde cada arco e´ denotado por um par ordenado (i, j) ∈ A, sendo i, j ∈ V . Supondo
que ha´ somente um arco direcionado (i, j) de i para j e assumindo 1 como o no´ origem e t
o no´ destino, enta˜o um caminho p1t e´ definido como uma sequ¨eˆncia alternada de no´s e arcos
(p1j = {1, (1, i1), i1, ..., ik, (ik, t), t}) e e´ assumido tambe´m que ha´ pelo menos um caminho p1t
em G = (V,A) entre os no´s 1 e t, t ∈ V −{1}. Logo, o problema de caminho mı´nimo fuzzy e´
formulado da seguinte forma (Okada 2004):
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min f˜(x) =
∑
(i,j)∈A
c˜ijxij
s.a. :
∑
j:(i,j)∈A
xij −
∑
k(k,i)∈A
xji =

1, se i = 1
0, se i 6= 1, t (i = 1, ..., r)
−1, se i = t
xij = 0 ou 1 para (i, j) ∈ A
(4.1)
tal que: r e´ o nu´mero de no´s e o s´ımbolo
∑
na func¸a˜o objetivo refere-se a adic¸a˜o ⊕ de
nu´meros fuzzy.
O significado de ”min” na Equac¸a˜o (4.1) e´ amb´ıguo, pois depende do ı´ndice de ordenac¸a˜o
de nu´meros fuzzy utilizado, sendo que a soluc¸a˜o o´tima pode na˜o ser obtida.
4.4 Algoritmo proposto
Nesta sec¸a˜o e´ apresentado o algoritmo proposto, bem como a relac¸a˜o de ordem, proposta por
Okada e Soper (2000), utilizada para determinar o conjunto de caminhos na˜o-dominados.
4.4.1 Relac¸a˜o de ordem de Okada e Soper
Em Okada (2004) constatou-se que um algoritmo que encontra o conjunto fuzzy soluc¸a˜o
com todos os caminhos que possuem algum grau de possibilidade de ser a soluc¸a˜o o´tima
e´ do tipo NP-completo pois, ale´m de proceder a enumerac¸a˜o dos caminhos entre dois no´s,
estes caminhos devem ser comparados para determinac¸a˜o do grau de possibilidade. Ale´m
disso, estes procedimentos sofrem a influeˆncia da incerteza e da dimensa˜o do problema a
ser resolvido. Por estes fatores, um algoritmo que construa um subconjunto representativo
do conjunto fuzzy de soluc¸o˜es, seria mais atraente para o decisor. Por isso, foi utilizado no
algoritmo proposto, para a construc¸a˜o do conjunto soluc¸a˜o, o conceito de dominaˆncia de
caminhos de Okada e Soper (2000), definida na Sec¸a˜o 2.7 do Cap´ıtulo 2.
4.4.2 Apresentac¸a˜o do algoritmo
Como citado anteriormente, o algoritmo proposto e´ uma adaptac¸a˜o do algoritmo cla´ssico
de Ford-Moore-Bellman (Bellman 1958). Este e´ um algoritmo iterativo, possuindo como
crite´rio de parada o nu´mero de iterac¸o˜es ou a na˜o alterac¸a˜o dos custos de todos os caminhos
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encontrados da iterac¸a˜o anterior com relac¸a˜o a` iterac¸a˜o atual. Como a relac¸a˜o de Okada
e Soper pode apresentar, entre dois no´s, mais de um caminho na˜o-dominado, enta˜o cada
caminho recebe um ro´tulo (etiqueta) para que este seja constru´ıdo no passo final do algoritmo.
Tal algoritmo e´ baseado nos seguintes passos:
a) No Passo 1 e´ feita a inicializac¸a˜o das varia´veis , onde sa˜o atribu´ıdos os valores (ro´tulos
e custos) iniciais dos caminhos (iterac¸a˜o ”zero”), para assim apo´s a primeira iterac¸a˜o (Passo
2) verificar o crite´rio de parada.
b) O Passo 2 e´ composto de duas importantes etapas. Na primeira (Item 2 do Passo 2) sa˜o
determinados todos os caminhos entre os no´s 1 e i (sa˜o determinados atrave´s das distaˆncias
associadas no Passo 1 e com os custos dos arcos (i, j)) (l˜ij). Na segunda etapa (Item 3 do
Passo 2) e´ aplicada a relac¸a˜o de dominaˆncia de Okada e Soper para descartar os caminhos
dominados.
c) No Passo 3 e´ verificado o crite´rio de parada. Se este e´ satisfeito, os caminhos na˜o-
dominados sa˜o constru´ıdos no Passo 4 e o algoritmo e´ finalizado no Passo 5. Caso contra´rio, o
algoritmo retorna ao Passo 2 (como o algoritmo analisa todos os no´s a cada iterac¸a˜o, similar
ao de Ford-Moore-Bellman, as distaˆncias (custos) entre alguns caminhos podem alterar seus
valores) ou finaliza caso exista circuito negativo.
Informac¸o˜es sobre o algoritmo proposto
V : conjunto dos no´s;
it: contador de iterac¸o˜es;
(m+ β)i: espalhamento a` direita (m+ β) do custo do no´ i (limitante superior);
l˜ji: custo do arco (j, i);
c˜it(i,k): custo do caminho entre os no´s 1 e i, com a etiqueta k, na iterac¸a˜o it;
M : um nu´mero com valor grande, substitui o ∞ do algoritmo cla´ssico de Ford-Moore-
Bellman; e
Γ−1i : conjunto dos no´s predecessores de i.
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Algoritmo
PASSO 1: Inicializac¸a˜o das varia´veis
1. c˜0(1,1) = (0, 0, 0)
2. c˜0(j,1) = (M + 2, 1, 1), j = 2, 3, . . . , r
tal que:
• r : nu´meros de no´s;
• M =
∑na
i=1 |(m+ β)
i|; e
• na: nu´mero de arcos.
3. it← 1.
PASSO 2: Determinac¸a˜o dos caminhos e verificac¸a˜o da dominaˆncia
1. c˜it(1,1) = (0, 0, 0)
2. ∀j ∈ Γ−1i , i = 2, 3, . . . r, fac¸a:
• c˜it(i,k1) = c˜
it−1
(j,k2) ⊕ l˜ji (construc¸a˜o dos custos dos caminhos)
3. Verificac¸a˜o da dominaˆncia entre as etiquetas do no´ i (relac¸a˜o de Okada e Soper):
• Se c˜it(i,m) ≻ c˜
it
(i,n) ⇒ elimine a m-e´sima etiqueta
• Se c˜it(i,m) ≺ c˜
it
(i,n) ⇒ elimine a n-e´sima etiqueta
PASSO 3: Crite´rio de parada
1. Se (c˜it(i,k1) = c˜
it−1
(i,k1), ∀i ∈ V ) ou (it = r) fac¸a:
• Se it = r e c˜it(i,k1) 6= c˜
it−1
(i,k1) ⇒ Passo 5 (circuito negativo)
• Sena˜o ⇒ Passo 4
2. Sena˜o: it← it+ 1⇒ volte ao Passo 2
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PASSO 4: Composic¸a˜o dos caminhos
• Encontre todos os caminhos na˜o-dominados entre os no´s 1 e i
PASSO 5: FIM.
Vale ressaltar que o algoritmo foi proposto para nu´meros triangulares, pore´m a extensa˜o para
trapezoidais e´ simples e imediata.
4.4.3 Estudo da complexidade e da convergeˆncia
4.4.3.1 Comenta´rios gerais
Como citado em Goldbarg e Luna (2000), o algoritmo de Ford-Moore-Bellman (FMB) na˜o
analisa um u´nico no´ a cada iterac¸a˜o, mas sim, examina todos os no´s ate´ que melhorias
na˜o mais sejam poss´ıveis, podendo assim aceitar arcos com custos negativos. Dado que o
algoritmo proposto e´ uma adaptac¸a˜o do algoritmo de FMB, a estrutura e´ mantida.
4.4.3.2 Estudo da otimalidade
O algoritmo proposto busca um conjunto de soluc¸o˜es, sendo que cada soluc¸a˜o possui um grau
de otimalidade. O princ´ıpio de otimalidade utilizado e´ baseado no princ´ıpio de otimalidade
de Bellman, que pode ser encontrado em Gondran e Minoux (1984).
4.4.3.3 Complexidade e convergeˆncia
Dado que o algoritmo de Ford-Moore-Bellman, em caso de inexisteˆncia de um circuito nega-
tivo, converge em no ma´ximo r-1 iterac¸o˜es (r : nu´mero de no´s), este algoritmo tambe´m ira´
convergir em no ma´ximo r-1 iterac¸o˜es, visto que a ana´lise de convergeˆncia dos dois algoritmos
e´ a mesma.
Quanto ao estudo da complexidade deste, tem-se que no Passo 1 sa˜o efetuadas no ma´ximo
rVmax somas para calcular o custo de cada caminho, sendo r o nu´mero de no´s e Vmax o ma´ximo
entre {V1, V2, ..., Vr}, onde Vj e´ o nu´mero de ro´tulos (etiquetas) permanentes do no´ j. Tambe´m
tem-se no ma´ximo rV 2max comparac¸o˜es para dominaˆncia. Logo, para cada iterac¸a˜o tem-se uma
complexidade de O(rVmax + rV
2
max) = O(rV
2
max). Dado que o algoritmo executa no ma´ximo
r−1 iterac¸o˜es, a complexidade se torna O((r−1)(rV 2max)) = O(r
2V 2max−rV
2
max) = O(r
2V 2max).
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4.4.4 Resultados computacionais
Como o algoritmo proposto possui a relac¸a˜o de ordem de Okada e Soper (2000), os dois
algoritmos foram implementados com a finalidade de compara´-los, na linguagem Matlab 7.0
e testados em uma rede o´ptica italiana de telecomunicac¸o˜es (Ali, Ramamurthy e Deogun
2003) e em uma outra pequena rede com paraˆmetros negativos. Demais exemplos podem ser
encontrados em Hernandes, Lamata, Takahashi, Verdegay e Yamakami (2006), Hernandes,
Lamata, Verdegay e Yamakami (2006) e Hernandes e Yamakami (2004).
Exemplo 4.1 Rede italiana
Neste exemplo foi considerada a rede ac´ıclica da Figura 4.1, com todos os arcos positivos,
sendo que a numerac¸a˜o dos mesmos esta˜o em ordem crescente, conforme Tabela 4.2, ou seja,
os arcos (i,j) esta˜o ordenados na forma i<j.
Bolzano
Milano
Genova
Torino
Pisa
Roma
Cagiliari
Palermo
Catamin
Catanzaro
Trieste
Bolgano
Venezia
Pesacara
Ancona
Napoli
Bari
Potenza
Peragia
Firenze
Verona
Figura 4.1: Rede o´ptica italiana
As Tabelas 4.1 e 4.2 representam, respectivamente, os no´s e os custos dos arcos da rede
da Figura 4.1.
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No´ Cidade
1 Bolzano
2 Milano
3 Verona
4 Trieste
5 Venezia
6 Torino
7 Genova
8 Bolgano
9 Firenze
10 Pisa
11 Ancona
No´ Cidade
12 Peragia
13 Roma
14 Pesacara
15 Napoli
16 Bari
17 Cagiliari
18 Potenza
19 Catanzaro
20 Palermo
21 Catamin
Tabela 4.1: Denominac¸a˜o dos no´s da rede italiana
Arco No´-origem No´-destino Custo
1 1 2 (140 14 14)
2 1 3 (110 11 11)
3 1 4 (210 21 21)
4 2 3 (110 11 11)
5 3 5 (90 9 9)
6 4 5 (85 9 9)
7 2 6 (95 10 10)
8 2 7 (90 9 9)
9 3 8 (95 10 10)
10 5 8 (95 10 10)
11 6 7 (90 9 9)
12 7 8 (130 13 13)
13 7 9 (150 15 15)
14 7 10 (120 12 12)
15 8 9 (55 6 6)
16 8 11 (200 20 20)
17 9 10 (60 6 6)
18 9 12 (110 11 11)
Arco No´-origem No´-destino Custo
19 9 13 (180 18 18)
20 10 13 (190 19 19)
21 11 14 (130 13 13)
22 12 14 (170 17 17)
23 12 13 (120 12 12)
24 13 17 (460 46 46)
25 13 15 (180 18 18)
26 14 15 (200 20 20)
27 14 16 (270 27 27)
28 15 16 (210 21 21)
29 15 18 (90 9 9)
30 15 20 (310 31 31)
31 15 21 (350 35 35)
32 16 18 (100 10 10)
33 17 20 (420 42 42)
34 18 19 (200 20 20)
35 19 21 (210 21 21)
36 20 21 (150 15 15)
Tabela 4.2: Tabela dos arcos e custos da rede italiana
Apo´s executados os resultados, percebe-se que para ambos os algoritmos os resultados
foram ideˆnticos. Isto aconteceu porque a rede obedece aos requisitos exigidos no algoritmo
de Okada e Soper, ale´m do mais, esta possui espalhamentos a` direita e a` esquerda ideˆnticos.
Para ilustrar: o u´nico caminho na˜o-dominado do no´ 1 ao no´ 21 e´:
1→ 3→ 8→ 9→ 13→ 15→ 21 com custo (970 88 88).
Exemplo 4.2 Rede ac´ıclica.
Neste exemplo a rede considerada (Figura 4.2) e´ ac´ıclica e apresenta um arco com custo
negativo.
Executando os dois algoritmos, para a rede do Exemplo 4.2, e verificando os caminhos
na˜o dominados do no´ 1 ao no´ 5 foram obtidas duas situac¸o˜es:
1. O algoritmo de Okada e Soper apresentou treˆs caminhos na˜o-dominados:
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1
2
3
5
4
6
(2 1 1)
(7 2 2)
(4 3 5)
(11 1 1)
(6 1 1)
(9 1 1)
(-8 1 1)
(13 2 1)
(9 1 1)
Figura 4.2: Rede com custos negativos
• 1→ 2→ 5 com custo (8 2 2)
• 1→ 2→ 3→ 4→ 5 com custo (7 6 8)
• 1→ 2→ 4→ 5 com custo (5 3 3)
2. O algoritmo proposto apresentou apenas dois caminhos na˜o-dominados:
• 1→ 2→ 3→ 4→ 5 com custo (7 6 8)
• 1→ 2→ 4→ 5 com custo (5 3 3)
Analisando os resultados percebe-se que o primeiro algoritmo (Okada e Soper) apresentou
o primeiro caminho como na˜o-dominado, o que de fato na˜o ocorre, pois este e´ dominado pelo
terceiro. Pore´m, isso ja´ era de se esperar, pois este algoritmo foi desenvolvido somente
para redes com arcos de custos positivos. Quanto ao algoritmo proposto verifica-se que este
encontra de fato os caminhos na˜o dominados do no´ 1 ao no´ 5. Isto ocorreu porque este foi
desenvolvido para redes com custos nos arcos positivos e tambe´m negativos (maiores detalhes:
Hernandes e Yamakami (2004)).
4.4.5 Concluso˜es da Sec¸a˜o 4.4
Verificando os resultados dos exemplos anteriores verificou-se que este algoritmo ale´m de
possuir as vantagens ja´ citadas (pode ser aplicado em redes com custos quaisquer; detecta a
existeˆncia de circuito negativo; possui uma complexidade computacional (O(r2V 2max)) menor
do que a do algoritmo de Okada e Soper (O(r3V 2max))), e suporta a inclusa˜o de mais algumas
restric¸o˜es, a saber: a inclusa˜o de restric¸o˜es de tempo nos no´s; a inclusa˜o da heur´ıstica de
(Chuang e Kung 2005), para detectar o menor caminho entre os na˜o-dominados; e, ale´m
disso, e´ poss´ıvel a generalizac¸a˜o da relac¸a˜o de ordem. Com base nisto, nas pro´ximas sec¸o˜es
deste cap´ıtulo sera˜o inclu´ıdas estas restric¸o˜es.
38 Cap´ıtulo 4. O Problema de Caminho Mı´nimo com Incertezas
4.5 Problema de caminho mı´nimo com incertezas e res-
tric¸o˜es de tempo
Nesta sec¸a˜o e´ apresentada uma adaptac¸a˜o do algoritmo proposto (Sec¸a˜o 4.4.2), onde foi
inclu´ıda uma restric¸a˜o de tempo em cada um dos no´s da rede, ou seja, o objetivo do novo
algoritmo e´ de encontrar todos os caminhos na˜o-dominados que satisfazem as restric¸o˜es de
tempo entre os no´s, restric¸a˜o esta que tambe´m e´ um nu´mero fuzzy.
4.5.1 Restric¸o˜es de tempo
Neste problema a rede a ser considerada possui dois paraˆmetros incertos nos arcos, sendo um
o custo e outro o tempo. Logo, cada caminho entre o no´ 1 e i possui custo e tempo incertos.
Ale´m destes dois paraˆmetros referentes aos caminhos, em cada no´ i da rede ha´ uma restric¸a˜o
de tempo, ou seja, os caminhos entre os no´s 1 (inicial) e i devem satisfazer a restric¸a˜o de
tempo daquele no´ i. Esta restric¸a˜o e´ o tempo ma´ximo permitido para um caminho entre dois
no´s, mais especificamente entre o no´ 1 e o no´ i.A definic¸a˜o e´ satisfeita da seguinte forma:
Definic¸a˜o 21 Seja T˜ it(i,k) o tempo do caminho na˜o dominado entre o no´ 1 e i (p1i) com a
etiqueta k e iterac¸a˜o it, e seja T˜i a restric¸a˜o de tempo do no´ i, enta˜o p1i satisfaz a restric¸a˜o
de tempo se Poss(T˜ it(i,k) ≤ T˜i) > 0.
4.5.2 Algoritmo com restric¸a˜o de tempo
A adaptac¸a˜o do algoritmo da Sec¸a˜o 4.4.2 ocorre no Passo 2 do mesmo, sendo os outros passos
ideˆnticos. Ale´m de verificar todos os caminhos entre os no´s 1 e i que satisfazem as restric¸o˜es
de tempo do respectivo no´ i, no Item 6 do Passo 2 e´ encontrado o caminho que possui o
menor valor modal e a partir da´ı os demais caminhos sa˜o ordenados atrave´s do ca´lculo da
possibilidade.
Informac¸o˜es sobre o algoritmo proposto
V : conjunto dos no´s;
it: contador de iterac¸o˜es;
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(m+ β)i: limitante superior do no´ i ;
l˜ji: custo do arco (j, i);
t˜ji: tempo do arco (j, i);
c˜it(i,k): custo do caminho entre os no´s 1 e i com a etiqueta k, na iterac¸a˜o it;
T˜ it(i,k): tempo total do caminho entre os no´s 1 e i com a etiqueta k, na iterac¸a˜o it;
T˜i: restric¸a˜o de tempo do no´ i;
p˜it(1,i): caminho do no´ 1 ao i na iterac¸a˜o it;
m˜it(1,i): valor modal do caminho do no´ 1 ao i na iterac¸a˜o it;
M : um nu´mero com valor grande, substitui o ∞ do algoritmo cla´ssico de Ford-Moore-
Bellman; e
Γ−1i : conjunto dos no´s predecessores de i.
Algoritmo com restric¸a˜o de tempo
PASSO 1: Inicializac¸a˜o das varia´veis
1. c˜0(1,1) = (0, 0, 0)
2. T˜ 0(1,1) = (0, 0, 0)
3. c˜0(j,1) = (M + 2, 1, 1), j = 2, 3, . . . , r
tal que:
• r : nu´meros de no´s;
• M =
∑na
i=1 |(m+ β)
i|; e
• na: nu´mero de arcos.
4. it← 1
PASSO 2: Determinac¸a˜o dos caminhos e verificac¸a˜o da dominaˆncia
1. c˜it(1,1) = (0, 0, 0)
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2. T˜ it(1,1) = (0, 0, 0)
3. ∀j ∈ Γ−1i , i = 2, 3, . . . r, fac¸a:
• c˜it(i,k1) = c˜
it−1
(j,k2) ⊕ l˜ji
• T˜ it(i,k1) = T˜
it−1
(j,k2) ⊕ t˜ji
4. Verificac¸a˜o da dominaˆncia entre as etiquetas do no´ i :
• Se c˜it(i,m) ≻ c˜
it
(i,n) ⇒ elimine a m-e´sima etiqueta
• Se c˜it(i,m) ≺ c˜
it
(i,n) ⇒ elimine a n-e´sima etiqueta
5. Para todos os caminhos na˜o-dominados (pit(1,i)) entre o no´ 1 e o no´ i calcule:
a˜ = Poss(T˜ it(1,i) ≤ T˜i) (denotada, na tabela de resultados, por Poss(tempo))
• Se a˜ = 0 elimine o caminho pit(1,i)
6. Entre os caminhos na˜o-dominados do no´ 1 ao i que satisfazem as restric¸o˜es de tempo
fac¸a:
• Verifique o caminho que possui o menor valor modal (m˜it(1,i))
• calcule Poss(c˜it(i,k) ≤ m˜
it
(1,i)) (denotada, na tabela de resultados, por Poss(custo))
PASSO 3: Crite´rio de parada
1. Se (c˜it(i,k1) = c˜
it−1
(i,k1) ∀i ∈ V ) ou (it = r) fac¸a:
• Se it = r e c˜it(i,k1) 6= c˜
it−1
(i,k1) ⇒ Passo 5 (circuito negativo)
• Sena˜o ⇒ Passo 4
2. Sena˜o: it← it+ 1⇒ volte ao Passo 2
PASSO 4: Composic¸a˜o dos caminhos
• Encontre todos os caminhos na˜o-dominados entre os no´s 1 e i
PASSO 5: FIM.
Ressalta-se que o limitante inferior das restric¸o˜es de tempo adotado foi zero (0˜ = (0, 0, 0)).
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4.5.3 Resultados computacionais
O algoritmo proposto foi implementado na linguagem Matlab 7.0 e testada na seguinte rede
o´ptica europe´ia COST239 da Figura 4.3 (Tan e Sinclair 1995):
LONDON
COPENHAGEN
BERLIN
MILAN
VIENNA
PARIS
AMSTERDAN
ZURICH
PRAGUE
BRUSSELS LUXEMBOURG
Figura 4.3: Rede europe´ia - COST239
Os no´s da rede e suas restric¸o˜es de tempo esta˜o definidos na Tabela 4.3.
No´s Cidades Restric¸o˜es-Tempo
1 Paris (0 0 0)
2 Milan (1,7 0,1 0,3)
3 Zurich (1 0,1 0,3)
4 Prague (1,7 0,3 0,2)
5 Vienna (2,2 0,2 0,3)
6 Berlin (1 0,2 0,1)
No´s Cidades Restric¸o˜es-Tempo
7 Amsterdan (0,8 0,1 0,1)
8 Luxembourg (1 0,1 0,1)
9 Brussels (0,45 0,15 0,05)
10 London (1,2 0,2 0,1)
11 Copenhagen (1,95 0,3 0,05)
Tabela 4.3: Denominac¸a˜o dos no´s da rede (COST239) e restric¸o˜es de tempo
Na Tabela 4.4 esta˜o os no´s origem e destino de cada arco, bem como os seus respectivos
custos e tempos, enquanto que na Tabela 4.5 sa˜o apresentados os resultados do algoritmo
adaptado.
Analisando os resultados verifica-se que existem dois caminhos na˜o-dominados entre os
no´s 1 e 4 (1→ 3→ 4; 1→ 9→ 8→ 4) e entre os no´s 1 e 11 (1→ 6→ 11; 1→ 9→ 7→ 11)
que satisfazem as restric¸o˜es de tempo. Para os demais no´s existe apenas um caminho na˜o-
dominado unindo o no´ 1 a cada um destes.
Verificando os dois caminhos entre os no´s 1 e 4 percebe-se que o primeiro (1 → 3 → 4)
e´ melhor do que o segundo, visto que tanto suas medidas de possibilidades em relac¸a˜o ao
custo, quanto em relac¸a˜o ao tempo, sa˜o maiores do que as medidas do segundo caminho
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Arco Origem Destino Custos Tempos
1 1 2 (820 20 20) (1,7 0,2 0,2)
2 1 3 (361 11 9) (0,9 0,1 0,1)
3 1 6 (677 27 6) (1,05 0,1 0,1)
4 1 9 (300 10 50) (0,52 0,12 0,08)
5 1 10 (450 30 20) (1 0,05 0,3)
6 2 3 (186 6 7) (0,45 0,1 0,05)
7 2 5 (510 15 15) (1,5 0,25 0,4)
8 2 9 (930 30 30) (2 0,3 0,1)
9 3 4 (667 17 196) (0,98 0,08 0,22)
10 3 5 (748 18 22) (1,3 0,15 0,15)
11 3 8 (443 18 22) (0,6 0,1 0,1)
12 4 5 (199 9 11) (0,3 0,1 0,1)
13 4 6 (340 30 20) (0,65 0,15 0,05)
14 4 11 (740 30 30) (1,15 0,1 0,05)
15 5 6 (660 50 30) (0,85 0,1 0,11)
16 6 11 (242 12 18) (0,9 0,1 0,1)
17 7 6 (410 20 30) (0,85 0,1 0,11)
18 7 11 (472 22 18) (1,16 0,16 0,14)
19 8 4 (730 20 5) (1,2 0,15 0,05)
20 8 7 (242 12 13) (0,42 0,12 0,11)
21 9 8 (137 7 8) (0,3 0,05 0,05)
22 9 7 (130 10 20) (0,28 0,03 0,04)
23 9 10 (242 12 18) (0,42 0,12 0,11)
24 10 7 (342 12 8) (0,65 0,15 0,05)
25 10 11 (1310 60 120) (2,45 0,15 0,15)
Tabela 4.4: Tabela dos dados da rede COST239
Origem Destino Caminho Custo Caminho Tempo Caminho Poss(custo) Poss(tempo)
1 2 1→ 2 (820 20 20) (1.7 0,2 0,2) 1,0 1,0
1 3 1→ 3 (361 11 9) (0.9 0,1 0,1) 1,0 0,5
1 4 1→ 3→ 4 (1028 28 205) (1,88 0,18 0,32) 1,0 0,5263
1 4 1→ 9→ 8→ 4 (1167 37 63) (2,02 0,32 0,18) 0.4256 0.3846
1 5 1→ 3→ 5 (1109 29 31) (2,2 0,25 0,25) 1,0 1,0
1 6 1→ 6 (677 27 6) (1,05 0,1 0,1) 1,0 0,75
1 7 1→ 9→ 7 (430 20 70) (0,8 0,15 0,12) 1,0 1,0
1 8 1→ 9→ 8 (437 17 58) (0,82 0,17 0,13) 1,0 0,2174
1 9 1→ 9 (300 10 50) (0,52 0,12 0,08) 1,0 0,5882
1 10 1→ 10 (450 30 20) (1 0,05 0,3) 1,0 0,6
1 11 1→ 6→ 11 (919 39 24) (1,95 0,2 0,2) 0,8661 0,8333
1 11 1→ 9→ 7→ 11 (902 42 88) (1,96 0,31 0,24) 1,0 1,0
Tabela 4.5: Resultados da rede COST239
(1 → 9 → 8 → 4). Isto significa que o primeiro caminho satisfaz melhor as condic¸o˜es de
otimalidade e factibilidade do que o segundo.
Seja, por exemplo, o caminho 1→ 2→ 3→ 4, sendo seu custo total (1673 43 223) e seu
tempo (3,13 0,38 0,47). Analisando o custo, verifica-se que este caminho e´ dominado pelos
custos dos outros caminhos da Tabela 4.5 (1028 28 205; 1167 37 63). Ale´m disso, o tempo
da restric¸a˜o do no´ 4 (Tabela 4.3) na˜o e´ satisfeito, isto e´, a medida de possibilidade e´ nula.
Portanto, o caminho 1→ 2→ 3→ 4 na˜o e´ considerado no conjunto soluc¸a˜o.
A ana´lise dos caminhos entre os no´s 1 e 11 e´ semelhante a` feita em relac¸a˜o aos caminhos
entre os no´s 1 e 4.
Percebe-se tambe´m que neste exemplo e´ poss´ıvel aplicar um corte no conjunto soluc¸a˜o,
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ou seja, os caminhos que possu´ırem a medida de possibilidade menor do que um valor esta-
belecido pelo usua´rio podera˜o ser descartados.
4.5.4 Concluso˜es da Sec¸a˜o 4.5
Nesta sec¸a˜o foi proposto um algoritmo de caminho mı´nimo com restric¸o˜es de tempo. Trata-se
do primeiro trabalho de caminho mı´nimo, que se tem conhecimento, que aborda simultanea-
mente dois paraˆmetros incertos (maiores detalhes: Hernandes e Takahashi (2004)).
Ressalta-se que a Poss(custo) foi calculada para efeito de ordenac¸a˜o, pore´m, caso o usua´rio
se interesse apenas em encontrar o conjunto dos caminhos na˜o dominados que satisfaz as
restric¸o˜es de tempo, enta˜o na˜o e´ necessa´rio este ca´lculo e, com isso, o item 6 do Passo 2 do
algoritmo proposto pode ser suprimido.
Caso o usua´rio queira ordenar o conjunto soluc¸a˜o atrave´s da Poss(custo) este algoritmo
possui uma desvantagem que necessita ser abordada: havera˜o casos em que o caminho
que possuir menor valor modal, ou seja, Poss(custo) = 1 na˜o sera´ o que possui a maior
Poss(tempo), e havera˜o outros caminhos que sa˜o mais caros, pore´m que satisfara˜o a restri-
c¸a˜o de tempo com uma possibilidade maior. Neste caso fica a cargo do usua´rio decidir qual
caminho escolher.
4.6 Uso da similaridade entre caminhos mı´nimos com
incertezas
Nesta sec¸a˜o e´ implementada, no algoritmo proposto da Sec¸a˜o 4.4.2, a heur´ıstica de Chuang
e Kung que encontra o comprimento do caminho mı´nimo fuzzy (CCMF) e o respectivo algo-
ritmo, que determina o grau de similaridade entre o CCMF e os caminhos na˜o-dominados.
4.6.1 Heur´ıstica de Chuang e Kung
Chuang e Kung (2005) propuseram um procedimento heur´ıstico para encontrar o compri-
mento (custo) do caminho mı´nimo fuzzy (CCMF) entre todos os poss´ıveis caminhos da rede.
Este procedimento e´ baseado na ide´ia de que um nu´mero crisp e´ mı´nimo se e somente se todos
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os outros forem maiores ou iguais a ele. No entanto, a computac¸a˜o associada a este proce-
dimento, quando se trata de nu´meros fuzzy, e´ complicada. Com isso os autores propuseram
um procedimento heur´ıstico para o CCMF, reduzindo assim a complexidade computacional e
tambe´m da func¸a˜o de pertineˆncia. Em adic¸a˜o, tambe´m apresentam uma forma para encontrar
qual e´ o caminho mı´nimo associado ao CCMF, baseado no ca´lculo do grau de similaridade
entre o CCMF e cada um dos comprimentos dos caminhos existentes entre os referidos no´s.
4.6.1.1 Procedimento para encontrar o CCMF (Lmin)
Assume-se que em uma rede existem m caminhos ptrv do no´ r ao v, t=1,2,...,m. Se o custo
e´ crisp, lmin(prv) e´ o mı´nimo entre todos os comprimentos dos caminhos l(p
t
rv). Isto e´, um
nu´mero (l(ptrv)) e´ mı´nimo (lmin(prv)) se e somente se todos os outros (l(p
k
rv), k 6= t) forem mai-
ores ou iguais a ele. Esta ide´ia e´ generalizada para o CCMF, encontrando assim o Lmin(prv).
Para facilitar a notac¸a˜o sa˜o utilizados os termos Lt e Lmin para L(p
t
rv) e Lmin(prv), respecti-
vamente, sendo L(ptrv) o comprimento (custo) do t-e´simo caminho fuzzy.
Seja µL1(x) a func¸a˜o de pertineˆncia com respeito a L1. Analisando como nu´mero crisp:
se x com respeito a L1 e´ o menor, enta˜o na˜o existe nenhum outro x com respeito a Lk (k 6= 1)
menor do que ele. Esta ide´ia e´ utilizada para determinar Lmin.
Definindo SL1 como o conjunto fuzzy com respeito a L1 e µSL1(x) como a func¸a˜o de
pertineˆncia de x com respeito a SL1:
µSL1(x) = µL1(x) ∧ µL′2(x) ∧ µL′3(x) ∧ ... ∧ µL′m(x)
= min{µL1(x), µL′2(x), µL′3(x), ..., µL′m(x)}
= min[µL1(x),min
k 6=1
[µL′
1
(x)]] (4.2)
A fo´rmula anterior pode tambe´m ser escrita como segue:
SL1 = L1 ∩ L
′
2 ∩ · · · ∩ L
′
m = L1 ∩ ( ∩
k 6=1
L′k) (4.3)
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tal que: L′k denota o conjunto fuzzy de todo y < x com respeito a L
′
k, k 6= 1 (Figura 4.5),
µL′
k
e´ a func¸a˜o de pertineˆncia de x com respeito a L′k, e o operador mı´nimo e´ usado pela
intersecc¸a˜o de dois conjuntos fuzzy. Ale´m disso, µL′
k
pode ser representado da forma:
µL′
k
(x) = 1−
y<x
max
y∈Lk
µL1(y) (4.4)
Definic¸a˜o 22 Seja a func¸a˜o de pertineˆncia triangular de Lk representada por (m,α, β). Dois
casos podera˜o ocorrer para calcular L′k:
Caso (a): se x estiver a` direita de m (Figura 4.4).
Para este caso, µL′
k
(x) = 1−
y<x
max
y∈Lk
µLk(y) = 1− µLk(mk) = 1− 1 = 0
Caso (b): se x estiver a` esquerda de m.
Para este caso, µL′
k
(x) = 1−
y<x
max
y∈Lk
µLk(y) = 1− µLk(x)
Portanto, considerando Lk = (mk, αk, βk), µL′
k
e´ chamado half-inverse (meia inversa), sendo
definido como segue (Figura 4.5):
m− α m m+ βx
X
max1
Figura 4.4: x a` direita de m
µL′
k
(x) =

0, x > mk
1− µLk(x), mk − αk ≤ x ≤ mk
1, x < mk − αk
(4.5)
µLmin(x) = µSL1(x) ∨ µSL2(x) ∨ µSL3(x) ∨ ... ∨ µSLm(x) =
m
max
t=1
[µSL1(x)]
Usando a Equac¸a˜o 4.5 e 4.2 na equac¸a˜o anterior:
∴ µLmin(x) =
m
max
t=1
[min[µL1(x),min
k 6=t
µL′
k
(x)]] (4.6)
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m− α m m+ β x
µ
Lk
L′
k
1
Figura 4.5: Exemplo L
′
k
O procedimento heur´ıstico para calcular o CCMF e´ descrito na sec¸a˜o seguinte.
4.6.1.2 Procedimento heur´ıstico para detectar o CCMF (Lmin)
Embora o procedimento descrito anteriormente (CCMF) possa ser usado para determinar o
comprimento (custo) do caminho mı´nimo, sua computac¸a˜o e´ complicada. Devido a isso, os
autores propuseram uma heur´ıstica para reduzir a complexidade computacional. Inicialmente
os autores discutem o CCMF para dois caminhos, sendo o valor modal o ponto mais alto da
func¸a˜o de pertineˆncia (maiores detalhes: Chuang e Kung (2005)) e em seguida generalizam
para m caminhos.
Durante a apresentac¸a˜o do algoritmo da heur´ıstica, ressalta-se que os custos dos caminhos
esta˜o denotados na seguinte forma: (valor modal, limitante inferior, limitante superior).
Algoritmo: Heur´ıstica - CCMF
PASSO 0: Dados de entrada
• Li = (mi, mi − αi, mi + βi), i = 1, 2, 3, ..., m (custos dos caminhos)
PASSO 1: Ordenac¸a˜o dos comprimentos dos caminhos
• Forme o conjunto Q ordenando os Li’s em ordem crescente de mi:
Q = {Q1, Q2, Q3, ..., Qm} tal que Qi = (mi, mi − αi, mi + βi), i = 1, 2, ..., m
PASSO 2: Ca´lculo do CCMF
1. Seja Lmin = (m,m− α,m+ β) = (m1, m1 − α1, m1 + β1) = Q
1
2. Para i = 2 calcule:
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• m =
{
m, se m ≤ mi − αi
(m.mi)−((m−α).(mi−αi))
(m+mi)−((m−α)+(mi−αi))
, se m > mi − αi
• m− α = min(m− α,mi − αi)
• m+ β = min(m+ β,mi)
• Lmin = (m,m− α,m+ β)
PASSO 3: i = i+ 1
PASSO 4: Repita os Passos 2 e 3 ate´ i = m+ 1.
Para ilustrar a heur´ıstica anterior e´ apresentado um exemplo.
Exemplo 4.3 Heur´ıstica de Chuang e Kung.
Dados os custos de cinco caminhos, expressos na forma (m, m− α, m+ β),
L1 = (262, 201, 285), L2 = (253, 196, 282), L3 = (195, 177, 256), L4 = (234, 159, 249) e L5 =
(222, 160, 235), respectivamente, a heur´ıstica executa os seguintes passos:
PASSO 1 Ordenac¸a˜o dos comprimentos dos caminhos
Q1 = (195, 177, 256), Q2 = (222, 160, 235)
Q3 = (234, 159, 249), Q4 = (253, 196, 282)
Q5 = (262, 201, 285)
PASSO 2 Lmin = (195, 177, 256)
Para i = 2
• m2 = 195 > m2 − α2 = 160 ∴ b =
(195,222)−(177,160)
(195+222)−(177+160)
= 187.125
• m2 − α2 = min(177; 160) = 160; e
• m2 + β2 = min(256; 222) = 222.
• Lmin=(187,125 160 222)
PASSO 3 i=i+1.
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PASSO 4 Repita os Passos 2 e 3 ate´ i = 6.
Apo´s executada a heur´ıstica, o Lmin encontrado foi: (179.65 160 222).
4.6.1.3 Algoritmo proposto por Chuang e Kung
Apo´s calculado o Lmin (Sec¸a˜o 4.6.1.2), Chuang e Kung (2005) usaram a intersecc¸a˜o entre
a´reas de dois triaˆngulos para medir o grau de similaridade entre Lmin e cada um dos L
′
is, i =
1, 2, , ..., m. Quanto maior a intersecc¸a˜o entre os dois triaˆngulos, maior o grau de similaridade
entre eles. O grau de similaridade e´ definido da seguinte forma:
Definic¸a˜o 23 O grau de similaridade entre Lmin = (m,α, β) e Li = (mi, αi, βi) e´ calculado
da seguinte forma:
si = area(Li ∩ Lmin) =
{
0, se Li ∩ Lmin = ∅
((m+β)−(mi−αi))2
2[β+αi]
, se Li ∩ Lmin 6= ∅
Algoritmo de Chuang-Kung - 2005
PASSO 1 : Entre com uma rede direcionada com n no´s e k arcos.
PASSO 2 : Encontre os caminhos poss´ıveis entre os no´s r e v com os respectivos compri-
mentos Li = (mi, mi − αi, mi + βi), i = 1, 2, ..., m
PASSO 3 : Encontre o Lmin atrave´s da heur´ıstica proposta (Sec¸a˜o 4.6.1.2)
PASSO 4 : Encontre o grau de similaridade si entre Lmin e Li, i = 1, 2, ..., m.
PASSO 5 : Encontre o caminho com o maior grau de similaridade
PASSO 6 : FIM.
4.6.2 Adaptac¸a˜o do algoritmo proposto
Este algoritmo e´ uma adaptac¸a˜o do proposto na Sec¸a˜o 4.4.2, sendo que neste fosse inclu´ıdo
o algoritmo de Chuang e Kung (2005), cujo objetivo e´ ordenar o conjunto dos caminhos na˜o
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dominados. Tal adaptac¸a˜o esta´ nos Passos 5 e 6 do referido algoritmo, por isso os demais
passos na˜o sa˜o detalhados, visto que esta˜o na Sec¸a˜o 4.4.2.
Algoritmo Proposto
PASSO 1 Inicializac¸a˜o das varia´veis.
PASSO 2 Determinac¸a˜o dos caminhos existentes e verificac¸a˜o de dominaˆncia.
PASSO 3 Crite´rio de parada.
PASSO 4 Composic¸a˜o dos caminhos na˜o dominados.
PASSO 5 Utilizando a heur´ıstica de Chuang e Kung, determinar Lmin
PASSO 6 Encontre o grau de similaridade si entre Lmin e Li, i = 1, 2, ..., m.
PASSO 7 FIM.
4.6.3 Resultados computacionais
O algoritmo proposto foi implementado na linguagem Matlab 7.0 e testado em duas redes. A
primeira e´ a rede utilizada no trabalho de Chuang e Kung (2005) e a segunda e´ a rede o´ptica
italiana de telecomunicac¸o˜es, testada no Exemplo 4.1.
Para continuar a notac¸a˜o dos exemplos anteriores, com excec¸a˜o do Exemplo 4.3 que
utilizou a notac¸a˜o (m,m− α,m+ β), nos pro´ximos exemplos a notac¸a˜o usada e´ (m,α, β).
Exemplo 4.4 Rede de Chuang e Kung
Esta rede (Figura 4.6) foi obtida do trabalho de Chuang e Kung, cuja finalidade e´ comparar
os resultados.
Executando o algoritmo proposto os resultados sa˜o:
1. Do no´ 1 ao 2, tem-se o seguinte caminho:
• 1→ 2 com custo (45 12 5)
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2(45 12 5)
(57 15 4)
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Figura 4.6: Rede de Chuang e Kung
2. Do no´ 1 ao 3:
• 1→ 3 com custo (57 15 4)
3. Do no´ 1 ao 4:
• 1→ 2→ 4 com custo (103 14 19)
4. Do no´ 1 ao 5:
• Caminho 1: 1→ 3→ 5 com custo (112 27 9)
• Caminho 2: 1→ 2→ 5 com custo (124 40 11)
• Lmin =(100,72 16,72 20,28); s1 = 13, 70 e s2 = 11, 35
5. Do no´ 1 ao 6:
• Caminho 1: 1→ 2→ 4→ 6 com custo (195 18 61)
• Caminho 2: 1→ 3→ 5→ 6 com custo (222 62 13)
• Caminho 3: 1→ 2→ 5→ 6 com custo (234 75 15)
• Lmin =(179,65 20,65 42,35); s1 = 16, 78, s2 = 18, 42 e s3 = 16, 91
Verificando os resultados anteriores e comparando-os com os resultados que constam no
artigo de Chuang e Kung (2005) verifica-se que estes sa˜o parecidos, pois os caminhos que pos-
suem grau de similaridade pequenos no artigo de Chuang e Kung sa˜o os caminhos dominados
do algoritmo proposto.
Analisando os graus de similaridades entre os no´s que possuem mais de um caminho na˜o-
dominado conclui-se que o caminho 1 e´ o melhor dentre os caminhos existentes entre os no´s
1 e 5 e que o caminho 2 e´ o melhor dentre os caminhos dos no´s 1 e 6.
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Exemplo 4.5 Rede italiana
Neste exemplo a rede testada e´ a mesma do Exemplo 4.1, sendo que os no´s esta˜o definidos
na Tabela 4.1, ja´ os custos dos arcos esta˜o na Tabela 4.6.
Arco Origem Destino Custo
1 1 2 (115 5 22)
2 1 3 (100 6 5)
3 1 4 (140 14 27)
4 2 3 (45 10 3)
5 3 5 (40 3 9)
6 4 5 (45 6 13)
7 2 6 (40 5 5)
8 2 7 (55 10 10)
9 3 8 (47 4 3)
10 5 8 (20 5 10)
11 6 7 (20 3 4)
12 7 8 (30 5 6)
13 7 9 (40 7 6)
14 7 10 (35 4 3)
15 8 9 (20 3 7)
16 8 11 (120 10 14)
17 9 10 (15 2 4)
18 9 12 (35 5 2)
Arco Origem Destino Custo
19 9 13 (63 6 3)
20 10 13 (60 7 6)
21 11 14 (50 5 5)
22 12 14 (100 8 15)
23 12 13 (25 4 3)
24 13 17 (190 17 16)
25 13 15 (100 7 7)
26 14 15 (97 6 6)
27 14 16 (100 12 9)
28 15 16 (70 7 7)
29 15 18 (35 4 6)
30 15 20 (162 9 8)
31 15 21 (165 15 18)
32 16 18 (40 3 4)
33 17 20 (160 10 10)
34 18 19 (60 5 10)
35 19 21 (70 9 4)
36 20 21 (50 6 6)
Tabela 4.6: Tabela dos arcos e custos da rede italiana (Figura 4.1)
Executando o algoritmo de Chuang e Kung para esta rede verifica-se que existem, por
exemplo, 225 caminhos entre os no´s 1 e 21, sendo que a maioria destes possui grau de
similaridade iguais a zero. Executando o algoritmo proposto, detectou-se que entre os no´s 1
e 21 existem somente dois caminhos na˜o-dominados. Entre os demais no´s existe somente um
caminho na˜o-dominado.
Portanto, analisando este exemplo para os dois algoritmos percebe-se que o de Chuang e
Kung e´ muito custoso, pois e´ necessa´rio encontrar todos os caminhos entre os no´s para calcular
a similaridade, enquanto que o algoritmo proposto descarta os caminhos com similaridade
baixa, sem a necessidade de encontra´-los, diminuindo assim o tempo computacional.
Para ilustrar, os caminhos na˜o dominados entre os no´s 1 e 21 sa˜o:
• Caminho 1: 1→ 3→ 8→ 9→ 12→ 13→ 15→ 21 com custo (492 44 45)
• Caminho 2: 1→ 3→ 8→ 9→ 12→ 13→ 15→ 18→ 19→ 21 com custo (492 47 47)
• Lmin=(469.27 24.27 22.73); s1 = 14.51 e s2 = 15.84
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Verificando o grau de similaridade entre os caminhos detecta-se que o segundo e´ o melhor,
pois possui grau de similaridade maior.
4.6.4 Concluso˜es da Sec¸a˜o 4.6
O algoritmo apresenta, atrave´s da heur´ıstica e da medida de similaridade (Chuang e Kung
2005), os caminhos que podem ser considerados mı´nimos, ou seja, os que possuem maior grau
de similaridade. Pore´m, ao contra´rio do algoritmo de Chuang e Kung, este na˜o necessita
encontrar todos os caminhos entre dois no´s, visto que os caminhos que sa˜o dominados, no
algoritmo proposto, apresentam grau de similaridade baixo no de Chuang e Kung. Portanto,
aplicando este algoritmo em uma rede de grande porte, este deve apresentar um desempenho
melhor do que o de Chuang e Kung, visto que na˜o precisa encontrar todos os caminhos,
somente os na˜o-dominados (maiores detalhes: (Hernandes, Yamakami e Takahashi 2005)).
4.7 Algoritmo gene´rico para o problema de caminho
mı´nimo com incertezas
Verificou-se que a relac¸a˜o de ordem do algoritmo proposto (Sec¸a˜o 4.4.2, relac¸a˜o de Okada
e Soper) poderia ser substitu´ıda por outras. Com base nisto, foi adaptada uma relac¸a˜o de
ordem gene´rica, ou seja, o decisor podera´ escolher, ou propor, uma relac¸a˜o de ordem que
melhor adapte ao seu problema.
Sendo as relac¸o˜es de ordem comparac¸o˜es entre dois nu´meros fuzzy, existem na literatura
va´rios trabalhos envolvendo comparac¸o˜es entre nu´meros fuzzy, tanto considerando nu´meros
intervalares como nu´meros fuzzy triangulares, que e´ o tipo de nu´mero fuzzy abordado neste
trabalho. Problemas de otimizac¸a˜o com nu´mero intervalar e restric¸o˜es fuzzy sa˜o abordados
em trabalhos como os de Delgado, Verdegay e Vila (1988) e de Ishibuchi e Tanaka (1990). Ja´
com relac¸a˜o aos nu´meros fuzzy, como por exemplo nu´meros triangulares, existem os trabalhos
de Dubois e Prade (1983), Cheng (1998), Delgado et al. (1988) e Okada e Soper (2000).
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4.7.1 Relac¸a˜o de ordem
Como citado, o algoritmo proposto possui uma relac¸a˜o de ordem gene´rica, sendo definida da
seguinte forma:
Definic¸a˜o 24 Dados dois nu´meros fuzzy triangulares a˜ e b˜, enta˜o a˜ ≺ b˜ (a˜ domina b˜) se e
somente se f(a˜) < f(b˜).
A func¸a˜o f(∗) e´ a comparac¸a˜o entre nu´meros fuzzy, podendo ser aplicada tanto em relac¸o˜es
de ordem que trabalham com os nu´meros fuzzy, quanto em relac¸o˜es que utilizam ı´ndices de
defuzzificac¸a˜o.
O algoritmo proposto foi implementado utilizando as seguintes relac¸o˜es de ordem: pri-
meiro ı´ndice de Yager (Yager 1978, Yager 1980, Yager 1981), ı´ndice de Liou e Wang (1992),
ı´ndice de Garc´ıa e Lamata (2005), relac¸a˜o de ordem de Okada e Soper (2000), ı´ndice de
Nayeem e Pal (2005) e o ı´ndice de possibilidade de Dubois e Prade (1983), relac¸o˜es estas
descritas na Sec¸a˜o 2.7 do Cap´ıtulo 2.
4.7.2 Algoritmo com relac¸a˜o de ordem gene´rica
A adaptac¸a˜o da relac¸a˜o gene´rica ocorre no Item 3 do Passo 2 do algoritmo da Sec¸a˜o 4.4.2.
Informac¸o˜es sobre o algoritmo proposto
V : conjunto de no´s;
it: contador de iterac¸o˜es;
(m+ β)i: espalhamento a` direita (m+ β) do custo do no´ i ;
l˜ji: custo do arco (j, i);
c˜it(i,k): custo do caminho entre os no´s 1 e i com a etiqueta k, na iterac¸a˜o it;
M : um nu´mero com valor grande, substitui o ∞ do algoritmo cla´ssico de Ford-Moore-
Bellman;
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Γ−1i : conjunto dos no´s predecessores de i ; e
f(c˜iti,k): relac¸a˜o de ordem aplicada ao comprimento do caminho entre os no´s 1 e i, com
etiqueta k, na iterac¸a˜o it.
Algoritmo
PASSO 1: Inicializac¸a˜o das varia´veis
1. c˜0(1,1) = (0, 0, 0)
2. c˜0(j,1) = (M + 2, 1, 1), j = 2, 3, . . . , r
tal que:
• r : nu´meros de no´s;
• M =
∑na
i=1 |(m+ β)
i|; e
• na: nu´mero de arcos.
3. it← 1.
PASSO 2: Determinac¸a˜o dos caminhos e verificac¸a˜o da dominaˆncia
1. c˜it(1,1) = (0, 0, 0)
2. ∀j ∈ Γ−1i , i = 2, 3, . . . r, fac¸a:
• c˜it(i,k1) = c˜
it−1
(j,k2) ⊕ l˜ji;
3. Verificac¸a˜o da dominaˆncia entre as etiquetas do no´ i :
Para todas as etiquetas do no´ i fac¸a:
• Se f(c˜it(i,k1)) > f(c˜
it
(i,k2))⇒ elimine a k1-e´sima etiqueta
• Se f(c˜it(i,k1)) < f(c˜
it
(i,k2))⇒ elimine a k2-e´sima etiqueta
PASSO 3: Crite´rio de parada
1. Se (c˜it(i,k1) = c˜
it−1
(i,k1) ∀i ∈ V ) ou (it = r) fac¸a:
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• Se it = r e c˜it(i,k1) 6= c˜
it−1
(i,k1) ⇒ Passo 5 (circuito negativo)
• Sena˜o ⇒ Passo 4
2. Sena˜o: it← it+ 1⇒ volte ao Passo 2
PASSO 4: Composic¸a˜o dos caminhos
• Encontre todos os caminhos na˜o-dominados entre os no´s 1 e i
PASSO 5: FIM.
4.7.3 Resultados computacionais
O algoritmo proposto foi implementado no Matlab 7.0 e, para ilustrar, foi executado em
duas redes, usando as relac¸o˜es de ordem comentadas anteriormente para os seguintes valores:
primeiro ı´ndice de Yager. I´ndice de Liou e Wang para λ = 0, 0.5 e 1. I´ndice Garc´ıa e Lamata
para λ = 0 e δ = 0; λ = 0 e δ = 0.5; λ = 0 e δ = 1; λ = 0.5 e δ = 0; λ = 0.5 e δ = 0.5;
λ = 0.5 e δ = 1; λ = 1 e δ = 0; λ = 1 e δ = 0.5; e λ = 1 e δ = 1. Okada e Soper para ǫ = 0 e
0.5. Nayeem e Pal e possibilidade de Dubois e Prade.
Exemplo 4.6 Rede com custos positivos
Dada a rede da Figura 4.7 e seus respectivos custos (Tabela 4.7), a Tabela 4.8 apresenta os
resultados.
No´ No´ Custo do
origem destino arco
1 2 (820 20 20)
1 3 (361 11 9)
1 6 (677 27 6)
1 9 (300 10 50)
1 10 (450 30 20)
2 3 (186 6 7)
2 5 (510 15 15)
2 9 (930 30 30)
3 4 (667 17 216)
3 5 (748 18 22)
3 8 (443 18 22)
4 5 (199 9 11)
4 6 (340 30 20)
No´ No´ Custo do
origem destino arco
4 11 (740 30 30)
5 6 (660 50 30)
6 11 (242 12 18)
7 6 (410 20 30)
7 11 (472 22 18)
8 4 (730 20 5)
8 7 (242 12 13)
9 8 (137 7 8)
9 7 (130 10 20)
9 10 (242 12 18)
10 7 (342 12 8)
10 11 (1310 60 130)
Tabela 4.7: Custos dos arcos do Exemplo 4.6
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Figura 4.7: Rede exemplo
No´ Caminho Custo do Relac¸a˜o de
destino mı´nimo Caminho ordem
2 1→ 2 (820 20 20) Todas
3 1→ 3 (361 11 9) Todas
4 1→ 3→4 (1028 28 225) Todas
4 1→ 9→ 8→4 (1167 37 63) Okada e Soper (ǫ = 0)
5 1→ 3→5 (1109 29 31) Todas
6 1→ 6 (677 27 6) Todas
7 1→ 9→7 (430 20 70) Todas
8 1→ 9→8 (437 17 58) Todas
9 1→ 9 (300 10 50) Todas
10 1→ 10 (450 30 20) Todas
11 1→ 9→ 7→11 (902 42 88) Yager; Liou e Wang (λ = 1);
Garc´ıa e Lamata(λ = 1, δ = 0); e
Okada e Soper(ǫ = 0 e 0.5).
11 1→ 6→11 (919 39 24) Liou e Wang (λ = 0 e 0.5);
Garc´ıa e Lamata
(exceto λ = 1, δ = 0);
Okada e Soper(ǫ = 0 e 0.5);
Nayeem e Pal; e
Dubois e Prade.
Tabela 4.8: Resultados da rede com custos positivos (Exemplo 4.6).
Comenta´rios:
Nota-se que todos os ı´ndices de ordenac¸a˜o produzem os mesmos caminhos entre os no´s 1
e i (i = 2, 3..., 10), com a excec¸a˜o da relac¸a˜o de Okada e Soper que apresenta um caminho
adicional entre os no´s 1 e 4. Pore´m, entre os no´s 1 e 11 os resultados mostram que ha´ dois
diferentes caminhos, sendo um com custo (919, 39, 24) outro com custo (902, 42, 88) .
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Exemplo 4.7 Rede com custo negativo
Este algoritmo foi executado para a rede da Figura 4.8 e apresentou os resultados da
Tabela 4.9.
1
2
3
5
4
6
(2 1 1)
(7 2 2)
(4 3 5)
(11 1 1)
(6 1 1)
(9 1 1)
(-8 1 1)
(13 2 1)
(9 1 1)
Figura 4.8: Rede negativa
No´ Caminho Custo do Relac¸a˜o
destino mı´nimo caminho de ordem
2 1→ 2 (2 1 1) Todas
3 1→ 3 (7 2 2) Okada e Soper(ǫ = 0 e 0.5);
Liou e Wang(λ = 1); e
Garc´ıa e Lamata
(λ = 1, δ = 0 e λ = 1, δ = 0.5).
3 1→ 2→ 3 (6 4 6) Todas, exceto:
Liou e Wang(λ = 1); e
Garc´ıa e Lamata (λ = 1, δ = 0).
4 1→ 2→4 (13 2 2) Todas
4 1→ 2→3 →4 (15 5 7) Okada e Soper (ǫ = 0)
5 1→ 2→4 →5 (5 3 3) Todas
5 1→ 2→3 →4 →5 (7 6 8) Okada e Soper (ǫ = 0)
6 1→ 2→4 →5 →6 (14 4 4) Todas
6 1→ 2→3 →4 →5 →6 (16 7 9) Okada e Soper (ǫ = 0)
Tabela 4.9: Resultados da rede negativa - Exemplo 4.7
Comenta´rios:
Analisando os resultados da Tabela 4.9, observa-se que algumas relac¸o˜es de ordem apre-
sentam os mesmos resultados. Portanto, sa˜o comentadas as relac¸o˜es que possuem diferenc¸as,
donde destaca-se:
a) Inicialmente verifica-se que a relac¸a˜o de Okada e Soper, para ε igual a zero, apresenta
um nu´mero considera´vel de caminhos na˜o-dominados, caso que na˜o acontece para ε igual 0.5.
Logo, conclui-se que ha´ dominaˆncia parcial com alguns caminhos.
b) Verifica-se que o ı´ndice de Liou e Wang e´ um caso particular do ı´ndice de Garc´ıa e
Lamata (quando δ = 0). Tambe´m percebe-se que o ı´ndice de Garc´ıa e Lamata para λ
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e δ = 0.5 apresenta dois caminhos diferentes entre os no´s 1 e 3. A justificativa e´ que para
estes valores de λ e δ e´ somente verificado o espalhamento da esquerda dos caminhos (1→ 3,
1→ 2→ 3), sendo assim, estes apresentam o mesmo ı´ndice.
4.7.4 Concluso˜es da Sec¸a˜o 4.7
Nesta sec¸a˜o foi apresentada uma adaptac¸a˜o para o algoritmo da Sec¸a˜o 4.4.2, onde e´ apresen-
tada uma relac¸a˜o de ordem gene´rica, ficando a cargo do usua´rio implementar a que melhor
adaptar ao seu problema (maiores detalhes: Hernandes, Lamata, Takahashi, Verdegay e
Yamakami (2006), Hernandes, Lamata, Verdegay e Yamakami (2006)).
4.8 Considerac¸o˜es finais
Foi proposto neste cap´ıtulo um algoritmo para o problema de caminho mı´nimo em grafos
com incertezas nos custos dos arcos, sendo que este possui algumas vantagens sobre os da
literatura: pode ser executado em uma rede com custos quaisquer; detecta a existeˆncia de
circuito negativo; possui complexidade computacional menor do que os da literatura.
Ale´m disso, o algoritmo pode ser implementado utilizando a relac¸a˜o de ordem que o
usua´rio desejar, podendo trabalhar com nu´meros crisp usando ı´ndices de defuzzificac¸a˜o, ou
mesmo com nu´meros fuzzy, visto que possui uma relac¸a˜o de ordem gene´rica. Dependendo
da relac¸a˜o de ordem adotada, o algoritmo podera´ encontrar tanto um conjunto soluc¸a˜o de
caminhos quanto um u´nico.
O algoritmo proposto tambe´m possui a vantagem de poder ser aplicado em redes que
possuem dois paraˆmetros incertos, como ocorreu com a restric¸a˜o de tempo.
Cap´ıtulo 5
O Problema de Fluxo Ma´ximo com
Incertezas
5.1 Introduc¸a˜o
Aplicac¸o˜es em a´reas de telecomunicac¸o˜es; transportes; distribuic¸a˜o de energia; computac¸a˜o;
manufatura; dentre outras (Gondran e Minoux 1984, Goldbarg e Luna 2000), fazem com que
os problemas de fluxo em redes sejam bastante estudados na a´rea da teoria dos grafos.
Dentre os problemas de fluxo em redes destaca-se o problema de fluxo ma´ximo, que
consiste em enviar a maior quantidade de fluxo entre dois no´s (origem s e destino t) de
uma rede, respeitando as restric¸o˜es de capacidade de cada arco. Estes problemas possuem
aplicac¸o˜es em muitas a´reas, tais como: distribuic¸a˜o (por exemplo: maximizar o fluxo de uma
rede de distribuic¸a˜o de uma companhia a partir de suas fa´bricas ate´ os seus consumidores;
maximizar a distribuic¸a˜o de a´gua de um sistema de aquedutos, etc), transportes (por exemplo:
maximizar o fluxo de ve´ıculos de uma rede de transporte), dentre outras.
Em se tratando deste problema em uma rede cla´ssica, ou seja, em uma rede com paraˆme-
tros crisp, existem, na literatura, algoritmos eficientes para resolveˆ-lo (Ahuja et al. 1993, Ba-
zarra et al. 1990, Goldbarg e Luna 2000). Pore´m, ha´ problemas em que alguns paraˆmetros
da rede (custos, capacidades, demandas, etc.) sa˜o incertos, transformando assim o problema
em um chamado problema de fluxo ma´ximo fuzzy.
O nu´mero de trabalhos da literatura que abordam o problema de fluxo ma´ximo em redes
com estrutura crisp e as capacidades dos arcos incertas e´ reduzido, devendo-se a Kim e Roush
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(1982), Chanas e Kolodziejczyk (Chanas e Kolodziejczyk 1982, Chanas e Kolodziejczyk 1984,
Chanas e Kolodziejczyk 1986) e Takahashi (2004). Figurando entre os primeiros trabalhos
da a´rea, Kim e Roush (1982) desenvolvem a teoria de fluxo fuzzy, apresentando condic¸o˜es
necessa´rias e suficientes para um fluxo o´timo, por meio de definic¸o˜es sobre matrizes fuzzy. Ja´
Chanas e Kolodziejczyk (Chanas e Kolodziejczyk 1982, Chanas e Kolodziejczyk 1984, Chanas
e Kolodziejczyk 1986), que sa˜o os principais trabalhos envolvendo este tema, abordam este
problema utilizando a te´cnica dos cortes mı´nimos, ou seja, encontram os cortes essenciais da
rede e determinam o politopo formado pela intersecc¸a˜o de todas as capacidades dos cortes
essenciais. Apo´s encontrado o politopo, determina-se o fluxo ma´ximo, que e´ o maior ponto da
intersecc¸a˜o entre o politopo encontrado e o fluxo ma´ximo deseja´vel, fluxo este fornecido pelo
usua´rio. O primeiro trabalho de Chanas e Kolodziejczyk (1982) foi desenvolvido para um
grafo com estrutura crisp e arcos com capacidades incertas, isto e´, os arcos teˆm uma func¸a˜o
de pertineˆncia associada ao fluxo, dependente da capacidade. No segundo trabalho, Chanas e
Kolodziejczyk (1984) abordam este problema para o caso do fluxo ser um nu´mero real fuzzy,
sendo que a capacidade inferior e a superior teˆm pertineˆncias associadas. A teoria para o
fluxo inteiro fuzzy foi desenvolvida em Chanas e Kolodziejczyk (1986). Figurando entre os
mais recentes trabalhos, Takahashi (2004) propoˆs dois algoritmos para este tipo de problema,
o primeiro e´ semelhante aos propostos por Chanas e Kolodziejczyk, onde e´ encontrado o
politopo formado pela intersecc¸a˜o das capacidades dos cortes essenciais do grafo. Ja´ no
segundo algoritmo e´ proposta uma heur´ıstica, onde sa˜o aplicados α-cortes nas capacidades,
transformando o problema em um problema cla´ssico e em seguida utiliza-se um algoritmo
cla´ssico de corte mı´nimo.
Analisando os trabalhos citados anteriormente, foi verificado que estes apresentam algu-
mas desvantagens, tais como: apresentam como soluc¸a˜o final somente o fluxo ma´ximo e os
no´s que pertencem a cada corte essencial, na˜o apresentando o comportamento do fluxo ao
longo dos arcos da rede; exigem que o usua´rio fornec¸a o fluxo ma´ximo deseja´vel e sua respec-
tiva func¸a˜o de pertineˆncia (e´ discutido adiante, Sec¸a˜o 5.2.2) e a partir da´ı verificam o grau
de satisfac¸a˜o deste fluxo na rede; e, na˜o se pode garantir a eficieˆncia quando aplicados em
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redes de grande porte.
Com base nas desvantagens supracitadas, apresenta-se neste trabalho um algoritmo para
o problema de fluxo ma´ximo fuzzy que utiliza a te´cnica dos caminhos aumentantes e na˜o
possui as desvantagens comentadas anteriormente, visto que apresenta na soluc¸a˜o final o
fluxo ma´ximo e o comportamento do mesmo ao longo dos arcos da rede, ale´m de na˜o exigir
que o usua´rio apresente o fluxo ma´ximo deseja´vel, o que e´ muito importante trata-se de uma
rede de grande porte.
O algoritmo proposto e´ uma adaptac¸a˜o do algoritmo cla´ssico de Ford e Fulkerson (Ahuja
et al. 1993, Goldbarg e Luna 2000), sendo que as incertezas dos paraˆmetros (capacidades)
sa˜o abordadas utilizando a teoria dos conjuntos fuzzy.
Com relac¸a˜o ao problema de fluxo ma´ximo em redes com estruturas incertas fuzzy, que na˜o
e´ abordado neste trabalho, o u´nico trabalho existente na literatura e´ o de Chanas et al. (1995),
onde os autores abordam este problema em um de transporte fuzzy. Neste trabalho esta˜o
reunidos os trabalhos de Chanas e Kolodziejczyk (Chanas e Kolodziejczyk 1982, Chanas e
Kolodziejczyk 1984, Chanas e Kolodziejczyk 1986) e Delgado, Verdegay e Vila (1985) (maiores
detalhes: Malik e Moderson (2001)), onde sa˜o definidos os problemas de fluxo ma´ximo fuzzy,
de rede fuzzy e de transporte fuzzy.
Este cap´ıtulo esta´ organizado da seguinte forma: na Sec¸a˜o 2 e´ formulado o problema de
fluxo ma´ximo, tanto considerando o problema cla´ssico quanto o problema com incertezas.
O algoritmo proposto e o algoritmo de Chanas e Kolodziejczyk (1984), que e´ o principal
algoritmo para este problema que trata o fluxo como um nu´mero real, esta˜o na Sec¸a˜o 3. Na
Sec¸a˜o 4 sa˜o apresentados alguns resultados computacionais. Concluso˜es sa˜o discutidas na
Sec¸a˜o 5.
5.2 O problema de fluxo ma´ximo
Nesta sec¸a˜o sa˜o abordados os problemas de fluxo ma´ximo, tanto considerando o problema
cla´ssico quanto em uma rede crisp com capacidades incertas.
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5.2.1 O problema de fluxo ma´ximo cla´ssico
Dada uma rede direcionada G = (V,A) com arcos capacitados superiormente (denotados por
uij) e associando a cada arco (i, j) um valor xij , correspondente a` quantidade de fluxo per-
corrido no arco (i, j), o problema de fluxo ma´ximo tem que satisfazer as seguintes restric¸o˜es:
1. xij ≥ 0 (fluxo na˜o negativo em cada arco);
2. xij ≤ uij (restric¸o˜es de capacidade); e
3.
∑
i
xij =
∑
k
xjk, ∀j 6= s, t (satisfaz a regra de conservac¸a˜o do fluxo em cada no´, isto e´, o
fluxo que entra em cada no´ e´ igual ao que deixa).
Logo, este problema pode ser formulado da seguinte forma:
Max v
s.a :
∑
j:(i,j)∈A
xij −
∑
j:(i,j)∈A
xjk =

v, j = s
0, ∀j ∈ V − {s, t}
−v, j = t
0 ≤ xij ≤ uij (i, j) ∈ A
tal que:
v : quantidade ma´xima de fluxo que pode percorrer a rede do no´ origem s ao no´ destino t.
Dado um caminho qualquer de s a t numa redeG (p = {s = i1(i1, i2)i2, ..., ik−1, (ik−1, ik)ik =
t}), a quantidade ma´xima de fluxo que pode ser enviada de s a t pelo caminho p, satisfazendo
as restric¸o˜es de capacidade e´:
min{uij | (i, j) ∈ p}.
O arco de p com a menor capacidade fica saturado, na˜o podendo passar mais fluxo por
ele.
Este tipo de problema pode ser resolvido utilizando duas te´cnicas distintas, a te´cnica dos
cortes mı´nimos e a dos caminhos aumentantes. A primeira consiste em dividir o conjunto
dos no´s em dois subconjuntos, V1 e V2, tal que o no´ origem s pertenc¸a a V1 e o no´ destino t a
V2. Esta te´cnica encontra dentre todos os poss´ıveis cortes do grafo aquele que possui a menor
capacidade, sendo a capacidade do corte a soma das capacidades dos arcos que possuem o
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no´ origem em V1 e o destino em V2. Logo, a capacidade deste corte sera´ o fluxo ma´ximo que
pode ser enviado de s a t. Ja´ a te´cnica dos caminhos aumentantes determina um caminho
existente entre os no´s s e t, analisa as capacidades de cada arco deste caminho, caso estes
na˜o estejam saturados se adiciona fluxo ate´ satura´-los. Este processo se repete ate´ quando
na˜o for mais poss´ıvel encontrar um caminho entre s e t.
5.2.2 O problema de fluxo ma´ximo fuzzy
Na maioria das aplicac¸o˜es deste problema, as capacidades dos arcos, que sa˜o nu´meros tra-
pezoidais fuzzy, sa˜o somente limitadas superiormente, o que tambe´m ocorre neste trabalho.
Logo os limitantes inferiores (m1−δ) e extremos inferiores do intervalo modal (m1) sa˜o iguais
a zero para todas as capacidades, conforme exemplifica a Figura 5.1.
1
m1 m2 m2 + β
µx
x
Figura 5.1: Exemplo de capacidade fuzzy
Analisando a Figura 5.1, pode-se dizer que se o fluxo que percorrer o arco (i, j) for menor
ou igual am2, seu grau de satisfac¸a˜o e´ 1, ou seja, estara´ satisfazendo a restric¸a˜o de capacidade
daquele arco. Caso o fluxo esteja entre m2 e m2 + β, o seu ı´ndice de satisfac¸a˜o estara´
entre 1 e zero, isto e´, estara´ satisfazendo parcialmente a restric¸a˜o de capacidade daquele
arco. Com base nisto, se implementou uma heur´ıstica, baseada em α-cortes (Takahashi
2004), que transforma este problema fuzzy em um problema de fluxo ma´ximo cla´ssico, onde
o usua´rio podera´ escolher qual e´ o grau de satisfac¸a˜o mı´nimo que deseja que suas restric¸o˜es
de capacidade sejam satisfeitas.
Assim sendo, a cada restric¸a˜o de capacidade xvij ≤ uij (x
v
ij = {xij
...(i, j) ∈ A, xij ≥ 0})
pode ser associada uma func¸a˜o de pertineˆncia:
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µij(xv) =

1 se xvij < uij
L¯(uij, u¯ij; x
v
ij) se uij ≤ x
v
ij ≤ u¯ij
0 se xvij > u¯ij
(5.1)
tal que µij(xv) fornece o grau de confianc¸a da satisfac¸a˜o da restric¸a˜o x
v
ij ≤ uij.
Como citado na introduc¸a˜o, os principais trabalhos da literatura exigem que o usua´rio
fornec¸a o fluxo ideal, logo e´ associada uma func¸a˜o de satisfac¸a˜o ao atendimento deste fluxo
(Figura 5.2), como sendo:
µS(v) =

1 se v > v0
L(v1, v0; v) se v1 ≤ v ≤ v0
0 se v < v1
(5.2)
tal que: v0 e´ a quantidade mı´nima ideal de fluxo exigido pelo usua´rio, v1 e´ a quanti-
dade mı´nima aceita´vel de fluxo e L(v0, v1; v) e´ uma func¸a˜o linear, sendo L(v0, v1; v0) = 1
e L(v0, v1; v1) = 0. O valor de µs(v) mostra o grau de satisfac¸a˜o do usua´rio com o fluxo v.
1
v1 v0 v
µv
Figura 5.2: Exemplo de uma func¸a˜o que representa µS(v)
Logo, o problema de fluxo ma´ximo fuzzy, segundo Chanas e Kolodziejczyk, pode ser
reduzido a encontrar um fluxo que maximize o valor da func¸a˜o de pertineˆncia µD(xv) em
uma decisa˜o da forma (Bellman e Zadeh 1970):
µD(xv) = µC(xv)
∧
µS(xv) (5.3)
µC(xv) =
∧
(i,j)∈A
µij(xij) (5.4)
tal que: µC(xv) denota o grau de satisfac¸a˜o simultaˆnea das restric¸o˜es e capacidade em todos
os arcos da rede pelo fluxo xv.
Esta definic¸a˜o (Figura 5.3) ja´ foi discutida no Cap´ıtulo 3.
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m1 m2 v1 m2 + β v0 x
µS(xv)µC(xv)
µx
1
fluxo ma´ximo
Figura 5.3: Exemplo de func¸a˜o de satisfac¸a˜o
Definic¸a˜o 25 Um fluxo x∗v e´ chamado de fluxo ma´ximo se:
x∗v = max
xv
µD(xv) (5.5)
Definic¸a˜o 26 O fluxo xv com o maior v dentre os fluxos ma´ximos e´ chamado de fluxo o´timo.
5.3 Algoritmos para o problema de fluxo ma´ximo com
incertezas
Esta sec¸a˜o apresenta o principal algoritmo da literatura, proposto por Chanas e Kolodziejczyk
(1984), e o algoritmo proposto neste trabalho.
5.3.1 Algoritmo proposto por Chanas e Kolodziejczyk (1984)
O algoritmo de Chanas e Kolodziejczyk foi desenvolvido para o problema de fluxo cont´ınuo em
redes com capacidade fuzzy, sendo estas, como citado, nu´meros trapezoidais. Este algoritmo
possui como objetivo verificar com que grau de satisfac¸a˜o o fluxo ma´ximo deseja´vel, fornecido
pelo usua´rio (ou seja, o fluxo que o usua´rio creˆ ser ideal), pode ser percorrido na rede.
Visto que o problema em questa˜o possui incertezas nas capacidades, enta˜o um intervalo
de fluxos admiss´ıveis no arco (i, j) ∈ A na˜o e´ dado pelo intervalo [bij , cij], mas sim na forma
de um intervalo fuzzy, denotado por Cij . Ja´ o valor µij(xij) para um dado arco xij pode ser
considerado tanto como o grau de satisfac¸a˜o da restric¸a˜o de capacidade fuzzy pelo fluxo no
arco xij , como a possibilidade de realizac¸a˜o do fluxo xij do arco (i,j ).
Definic¸a˜o 27 Um conjunto fuzzy V sobre R com a func¸a˜o de pertineˆncia µV (v) =
∨
xv
µC(xv)
e´ chamada capacidade fuzzy da rede.
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Definic¸a˜o 28 A capacidade emphfuzzy do corte (V1, V2), para uma rede com capacidade
superior, e´ o nu´mero C(V1, V2) definido como:
C(V1, V2) =
∑
(i,j)∈(V1,V 2)
Cij (5.6)
Teorema 5.1 Seja W o conjunto de todos os cortes da rede e I o conjunto fuzzy tal que
µI(x) =
∨
v µV (v), ∀x ∈ R. Enta˜o a seguinte relac¸a˜o vale:
V = I ∩ ( ∩
(V1,V2)∈W
C(V1, V2)) (5.7)
Prova: Consultar Chanas e Kolodziejczyk (1984)
As definic¸o˜es comentadas anteriormente da˜o base para o seguinte algoritmo:
Informac¸o˜es sobre o algoritmo:
xw : fluxo ma´ximo fornecido pelo usua´rio; e
µR(xw) : pertineˆncia do fluxo xw.
Algoritmo de Chanas e Kolodziejczyk
PASSO 1 Determinar o fluxo real ma´ximo xw e o respectivo corte mı´nimo (V1, V2) na rede
com capacidade uij. Se µR(xw) = 1, enta˜o xw e´ o´timo. Caso contra´rio, va´ ao
Passo 2.
PASSO 2 Determinar o nu´mero fuzzy C(V1, V2) e as coordenadas (v,p) do ponto de inter-
secc¸a˜o das func¸o˜es µC(V1,V2) e µS. Se p=0, enta˜o o problema e´ sem soluc¸a˜o, FIM.
Caso contra´rio va´ ao Passo 3.
PASSO 3 Determinar o fluxo ma´ximo xw e o respectivo corte mı´nimo (V1, V2) em G com
capacidades upij. Se µD(xw) = p e w=v, enta˜o o fluxo xw e´ o´timo. Caso contra´rio
volte ao Passo 2.
5.3.2 Algoritmo Proposto
O algoritmo proposto utiliza a te´cnica dos caminhos aumentantes e aborda as incertezas
existentes nas capacidades aplicando α-cortes, baseado na heur´ıstica proposta por Takahashi
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(2004). Este algoritmo na˜o exige que o usua´rio fornec¸a o fluxo ma´ximo deseja´vel xw, o que
e´ uma grande vantagem quando se trata de uma rede de grande porte.
O algoritmo e´ composto dos seguintes passos: o primeiro e´ a atribuic¸a˜o do grau de per-
tineˆncia mı´nimo (α¯) desejado pelo usua´rio para o fluxo ma´ximo e o nu´mero de partic¸o˜es de
α-cortes. No Passo 2 e´ aplicada a heur´ıstica baseada em α-cortes e atribu´ıdo o fluxo inicial
fact´ıvel. E´ atribu´ıdo fluxo nulo como o inicial fact´ıvel. O Passo 3 e´ destinado a` aplicac¸a˜o
de um algoritmo cla´ssico para encontrar um caminho entre o no´ origem s e o destino t. No
Passo 4 e´ verificada a existeˆncia de alguma cadeia aumentante entre os no´s origem e destino,
caso exista, determina-se o fluxo aumentante e o inclui nos arcos da cadeia. O algoritmo e´
finalizado no Passo 5.
Informac¸o˜es sobre o algoritmo:
V : conjunto dos ve´rtices (no´s);
α¯: grau de pertineˆncia mı´nimo que o usua´rio deseja para o fluxo ma´ximo;
H : nu´mero de partic¸o˜es do intervalo [α¯, 1];
h: tamanho do subintervalo [αk, αk+1];
(cij)α: valor crisp da capacidade do arco (i,j ) com pertineˆncia α;
(t, s): arco artificial, que une o no´ destino t ao no´ origem s ;
(xij)α: quantidade de fluxo que percorre o arco (i, j) com pertineˆncia α;
T : circuito formado pela unia˜o do caminho encontrado entre s e t com o arco artificial (t,s);
Γ: ciclo formado entre a cadeia que une os no´s s e t, juntamente com o arco artificial (t,s);
Γ+: arcos de Γ orientados no sentido do arco (t, s); e
Γ−: arcos de Γ orientados no sentido contra´rio do arco (t, s).
Algoritmo Proposto
PASSO 1 Inicializac¸a˜o das varia´veis (atribuic¸a˜o do grau de pertineˆncia mı´nimo desejado
pelo usua´rio e o nu´mero de partic¸o˜es de α-cortes)
• Fornecer α¯ e H
PASSO 2 Defuzzificac¸a˜o das capacidades e atribuic¸o˜es dos fluxos iniciais fact´ıveis
68 Cap´ıtulo 5. O Problema de Fluxo Ma´ximo com Incertezas
• Para cada α = α¯+ i∗h (h = 1−α¯
H−1
, i = 0, 1, ..., H−1) encontrar (cij)α;
e
• (xij)α → 0, ∀(i, j) ∈ V (atribuic¸a˜o do fluxo inicial fact´ıvel).
PASSO 3 Determinac¸a˜o de um caminho entre s e t
Repetir este passo ate´ quando na˜o for poss´ıvel encontrar um caminho entre s e
t.
• Obter um caminho p de s a t ao longo do qual nenhum arco esteja
saturado e fazer:
(a) Encontrar o circuito T formado pela unia˜o entre p e (t,s)
(b) Aumentar o fluxo ao longo do circuito em
∆ = min
(i,j)∈T
[(cij)α − (xij)α]
(c) Eliminar o(s) arco(s) saturado(s) do caminho
PASSO 4 Determinac¸a˜o de uma cadeia aumentante
Se existir uma cadeia entre s e t fazer:
(a) Determinar δ = min{δ1, δ2} tal que:
• δ1 = min(i,j)∈Γ+ [(cij)α − (xij)α]
• δ2 = min(i,j)∈Γ− [(xij)α]
(b) Se δ > 0, fazer:
• ∀(i, j) ∈ Γ+ ⇒ (xij)α → (xij)α + δ
• ∀(i, j) ∈ Γ− ⇒ (xij)α → (xij)α − δ
PASSO 5 FIM.
Como o algoritmo proposto trabalha com α-cortes, enta˜o a func¸a˜o satisfac¸a˜o ao atendi-
mento de um certo fluxo, µs(xv) (Sec¸a˜o 5.2.2) e´ o valor de α do algoritmo proposto.
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5.4 Resultados computacionais
O algoritmo proposto foi executado na rede contida em Chanas e Kolodziejczyk (1984), visto
que os resultados dos dois algoritmos sa˜o comparados (maiores detalhes, vide Hernandes,
Yamakami, Takahashi e Verdegay (2006)).
Ressalta-se que os valores das capacidades dos arcos (Figura 5.4) esta˜o expressos na forma
(m1 − δ, m1, m2, m2 + β), sendo que m1 − δ = m1 = 0.
1
2
3
(0,0,4,8.5)
(0,0,5,45)
(0,0,4,20) (0,0,7.5,9)
(0,0,8.5,12.5)
4
Figura 5.4: Rede CK(84)
Esta rede foi utilizada em ambos os algoritmos, obtendo os seguintes resultados:
a) Resultados do algoritmo de Chanas e Kolodziejczyk (1984)
Considerando o fluxo ma´ximo deseja´vel G[v1, v0] = [18, 20] (Equac¸a˜o 5.2), fornecido pelo
usua´rio, e consequ¨entemente µS(v) da forma:
µS(v) =

1, se v > 20
L(18, 20; v), se 18 ≤ v ≤ 20,
0, se v < 18
o fluxo ma´ximo obtido entre os no´s 1 e 4 foi v = 18, 93, com grau de pertineˆncia µD(18, 93) =
0, 467 (ver Figura 5.6).
b) Resultados do algoritmo proposto
Executando a mesma rede (Figura 5.4) no algoritmo proposto, paraH = 10 e α¯ = 0, obte´m-se
os resultados da Tabela 5.1.
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H=10 e Arco Arco Arco Arco Arco Fluxo
α¯ = 0 (1,2) (1,3) (2,3) (2,4) (3,4) Ma´ximo
α = 0 17,5 4 8,5 9 12,5 21,5
α = 0, 1 16,9 4,05 8,05 8,85 12,1 20,95
α = 0, 2 16,3 4,1 7,6 8,7 11,7 20,4
α = 0, 3 15,2 4,65 6,65 8,55 11,3 19,85
α = 0, 4 13,6 5,7 5,2 8,4 10,9 19,3
α = 0, 5 12 6,75 3,75 8,25 10,5 18,75
α = 0, 6 10,4 7,8 2,3 8,1 10,1 18,2
α = 0, 7 8,8 8,85 0,85 7,95 9,7 17,65
α = 0, 8 7,2 9,3 0 7,2 9,3 16,5
α = 0, 9 5,6 8,9 0 5,6 8,9 14,5
α = 1 4 5 0 4 5 9
Tabela 5.1: Resultados do algoritmo proposto para α¯ = 0 e H = 10
H=2 e Arco Arco Arco Arco Arco Fluxo
α¯ = 0, 5 (1,2) (1,3) (2,3) (2,4) (3,4) Ma´ximo
α = 0, 5 12 6,75 3,75 8,25 10,5 18,75
α = 0, 75 8 9,375 0,125 7,875 9,5 17,375
α = 1 4 5 0 4 5 9
Tabela 5.2: Resultados do algoritmo proposto para α¯ = 0.5 e H = 2
Executando o algoritmo para H = 2 e α¯ = 0, 5, obte´m-se os seguintes resultados da
Tabela 5.2.
c) Comparac¸a˜o dos resultados
Verificando os resultados dos dois algoritmos percebe-se que o resultado de Chanas e Kolodzi-
ejczyk esta´ contido nos resultados do algoritmo proposto, pois este foi verificado para va´rios
α-cortes, enquanto que o de Chanas e Kolodziejczyk foi testado para somente um µS(xv)
fornecido pelo usua´rio.
Atrave´s dos resultados da Tabela 5.1 tambe´m foi poss´ıvel verificar como e´ o comporta-
mento dos arcos a` medida em que o valor de α aumenta. Percebe-se, por exemplo, que o arco
(2, 3) e´ um arco auxiliar, pois a` medida que α aumenta, a quantidade de fluxo que passa por
ele diminui. Efetuando esta mesma ana´lise nos resultados de Chanas e Kolodziejczyk verifica-
se que o corte essencial cujo arco (2, 3) pertence e´ exatamente o corte que na˜o influencia na
construc¸a˜o do politopo soluc¸a˜o.
Analisando as Figuras 5.5 e 5.6, que esboc¸am as soluc¸o˜es do algoritmo proposto e do
algoritmo de Chanas e Kolodziejczyk, percebe-se que sa˜o parecidas, sendo que a primeira
expressa a soluc¸a˜o do algoritmo proposto, executado para H = 100, e tambe´m o fluxo
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G[v1, v0] = [18, 20], fornecido pelo usua´rio (neste caso fornecido por Chanas e Kolodziejczyk).
Ja´ a segunda figura expressa os resultados do algoritmo de Chanas e Kolodziejczyk, sendo
os limitantes do politopo formado pelas capacidades dos cortes-mı´nimos e o mesmo fluxo
G[v1, v0] = [18, 20] da Figura 5.5. Verificando o ma´ximo das intersecc¸o˜es entre as soluc¸o˜es
dos algoritmos com o fluxo G[v1, v0] obteve-se o valor v = 18, 93, com pertineˆncia 0, 467.
Em conclusa˜o, percebe-se que os algoritmos possuem as mesmas soluc¸o˜es, pore´m o algoritmo
proposto possui a vantagem de que o usua´rio na˜o necessita fornecer o fluxo ma´ximo deseja´vel,
G[v1, v0], como mostram as Tabelas 5.1 e 5.2, o que e´ muito significativo quando a rede em
questa˜o for de grande porte.
Vale ressaltar que o fluxo G[v1, v0], contido na Figura 5.5, foi inclu´ıdo somente para
comparar com os resultados do algoritmo de Chanas e Kolodziejczyk, visto que, o mesmo
na˜o e´ necessa´rio.
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Figura 5.5: Resultados - algoritmo proposto
5.5 Considerac¸o˜es finais
Foi proposto neste cap´ıtulo um algoritmo para o problema de fluxo ma´ximo em redes com
incertezas nas capacidades (Hernandes, Yamakami, Takahashi e Verdegay 2006). Foi im-
plementada uma heur´ıstica, baseada em α-cortes, para tratar das incertezas e utilizou-se a
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Figura 5.6: Resultados - Chanas e Kolokziejczyk
te´cnica dos caminhos aumentantes para resolveˆ-lo.
O algoritmo possui como vantagem a generalidade do conjunto soluc¸a˜o, ou seja, o usua´rio
podera´ optar por um conjunto soluc¸a˜o com va´rios intervalos, com isso e´ poss´ıvel verificar o
comportamento do fluxo a` medida em que α aumenta. O usua´rio tambe´m podera´ optar por
soluc¸a˜o u´nica. Ale´m desta vantagem, o algoritmo apresenta na soluc¸a˜o o comportamento
do fluxo ao longo dos arcos da rede, ao contra´rio dos trabalhos da literatura que somente
fornecem o valor do fluxo ma´ximo e os no´s que pertencem a cada corte mı´nimo.
Ale´m disso, nos algoritmos existentes e´ solicitado que o usua´rio fornec¸a o valor do fluxo
ma´ximo deseja´vel (G(v1, v0)) e, a partir de enta˜o, os algoritmos encontram o grau de satisfac¸a˜o
daquele fluxo na rede. Ja´ no algoritmo proposto o usua´rio na˜o necessita apresentar o fluxo
G(v1, v0), pois este encontra o fluxo ma´ximo para cada α. Vale ressaltar que quando a rede
a ser considerada for de grande porte esta vantagem e´ bastante considera´vel, pois fica dif´ıcil
ao usua´rio fornecer o fluxo ma´ximo deseja´vel G(v1, v0).
Cap´ıtulo 6
O Problema de Fluxo de Custo
Mı´nimo com Incertezas
6.1 Introduc¸a˜o
O problema de fluxo de custo mı´nimo (PFCM) e´ um outro problema bastante estudado
em grafos. Este problema consiste em atender, a um custo mı´nimo, a demanda em uma
rede, dada a oferta de recursos e as restric¸o˜es de capacidade dos arcos. E´ um problema
utilizado principalmente nas a´reas de engenharia e de computac¸a˜o, podendo ser aplicado em
problemas tais como: distribuic¸a˜o em redes de TV a cabo; transportes; comunicac¸o˜es; dentre
outros (Ahuja et al. 1993, Lawler 1976, Philips e Garcia-Diaz 1981).
Normalmente existem restric¸o˜es de fluxo associadas a cada arco (ma´ximo e mı´nimo) e e´
associado um valor (custo) referente ao traˆnsito a cada arco, por unidade de fluxo (cij).
Em muitas aplicac¸o˜es reais, tanto os custos dos arcos quanto as capacidades sa˜o paraˆ-
metros conhecidos aproximadamente, muitas vezes devido a informac¸o˜es insuficientes. Por
exemplo, na avaliac¸a˜o da programac¸a˜o do desenvolvimento de um projeto de pesquisa, o
tempo requerido a cada atividade do projeto pode ser um dado incerto. Neste trabalho, e´
abordado o problema de fluxo de custo mı´nimo em redes com paraˆmetros incertos, que sera´
denotado PFCM fuzzy, sendo que as incertezas sa˜o tratadas utilizando a teoria dos conjuntos
fuzzy (Zadeh 1965, Zadeh 1968, Zadeh 1978).
Na literatura, sa˜o encontrados poucos artigos que abordam o problema de fluxo de custo
mı´nimo fuzzy, onde as incertezas apresentadas esta˜o nos custos e/ou nas capacidades. O
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principal trabalho e´ o de Shih e Lee (1999), onde os autores fazem uma adaptac¸a˜o do me´todo
Hu´ngaro, utilizando programac¸a˜o possibil´ıstica, transformando o problema em um de pro-
gramac¸a˜o linear crisp, sendo que a rede abordada possui custos e capacidades fuzzy. Ja´ em
outro trabalho da literatura, proposto por Liu e Kao (2004), e´ utilizado o ı´ndice de defuzzi-
ficac¸a˜o de Yager (1981), transformando os custos fuzzy em crisp. Em seguida e´ aplicado um
algoritmo cla´ssico para encontrar a soluc¸a˜o do problema. Os trabalhos de Takahashi (2004)
figuram entre os mais recentes, onde sa˜o propostos treˆs algoritmos para o PFCM fuzzy, um
considerando apenas o problema com capacidade incerta, outro abordando o custo incerto e o
u´ltimo considerando o custo e a capacidade incertos, sendo este a unia˜o dos dois primeiros al-
goritmos. O algoritmo de Takahashi para o primeiro caso e´ baseado em α-cortes, resolvendo
um problema crisp para cada α. Ja´ o segundo resume-se em encontrar soluc¸o˜es fact´ıveis,
tendo como ide´ia trabalhar com as capacidades dos arcos para desviar o fluxo para rotas
alternativas, sendo o objetivo enumerar todas as poss´ıveis soluc¸o˜es. O terceiro algoritmo e´ a
unia˜o dos dois primeiros, pore´m, podendo ser aplicado apenas a problemas de pequeno porte
devido a` estrutura apresentada, visto que e´ necessa´rio enumerar va´rias soluc¸o˜es poss´ıveis.
Este trabalho tem como finalidade encontrar soluc¸o˜es fact´ıveis para o PFCM em uma
rede com custos e capacidades incertas. Sa˜o propostos alguns algoritmos para resolver este
problema, sendo que o primeiro e´ uma adaptac¸a˜o do me´todo do Big-M, transformando o
problema incerto em um cla´ssico. Os demais algoritmos propostos trabalham com o problema
incerto. Para este caso sa˜o propostos quatro algoritmos, sendo o primeiro para o PFCM fuzzy
com um no´ origem e um no´ destino, o segundo para um no´ origem e mu´ltiplos no´s destinos,
o terceiro para mu´ltiplos no´s origens e um no´ destino e o quarto para mu´ltiplos no´s origens
e mu´ltiplos no´s destinos.
Este cap´ıtulo esta´ organizado da seguinte forma: na Sec¸a˜o 2 sa˜o apresentadas as formu-
lac¸o˜es do PFCM cla´ssico e do PFCM fuzzy. Os algoritmos propostos esta˜o na Sec¸a˜o 3. Na
Sec¸a˜o 4 encontram-se os resultados computacionais. Na Sec¸a˜o 5 sa˜o feitos alguns comenta´rios.
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6.2 Formulac¸a˜o do problema de fluxo de custo mı´nimo
(PFCM)
Nesta sec¸a˜o sa˜o formulados os problemas de fluxo de custo mı´nimo em grafos com e sem
incertezas nos custos e nas capacidades dos arcos.
6.2.1 Formulac¸a˜o do PFCM cla´ssico
Seja G = (V,A) uma rede direcionada com custo cij associado a cada unidade de fluxo xij
que percorre o arco (i, j) ∈ A. Para cada arco (i, j) tem-se uma capacidade mı´nima lij e
ma´xima uij de fluxo, e para cada no´ tem-se um paraˆmetro bi, tal que:
• bi > 0, se i for um no´ gerador (no´-origem);
• bi = 0, se i for um no´ transbordo; e
• bi < 0, se i for um no´ consumidor (no´-destino).
O problema de fluxo de custo mı´nimo cla´ssico e´ formulado da seguinte forma:
min z =
n∑
i=1
n∑
j=1
cijxij
s.a :
n∑
j=1
xij −
n∑
j=1
xji = bi i = 1, 2, ..., n
lij ≤ xij ≤ uij (i, j) ∈ A
(6.1)
Existem va´rios algoritmos desenvolvidos para a resoluc¸a˜o do PFCM. Dentre os mais co-
nhecidos destacam-se: o me´todo simplex para redes e o algoritmo Out-of-Kilter (Bazarra
et al. 1990).
6.2.2 Formulac¸a˜o do PFCM fuzzy
Suponha que se tenha um PFCM com custos e capacidades incertos. Este problema e´ for-
mulado da seguinte forma:
min z =
n∑
i=1
n∑
j=1
c˜ijxij
s.a :
n∑
j=1
xij −
n∑
j=1
xji = bi i = 1, 2, ..., n
l˜ij ≤ xij ≤ u˜ij (i, j) ∈ A
(6.2)
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onde c˜ij , l˜ij, u˜ij representam o custo fuzzy e os limitantes inferior fuzzy e superior fuzzy da
capacidade, respectivamente.
Sem perda de generalidade os nu´meros fuzzy adotados sa˜o triangulares e o limitante
inferior da capacidade e´ (0,0,0).
6.3 Algoritmos propostos
Nesta sec¸a˜o sa˜o apresentados os algoritmos propostos, sendo que estes sa˜o abordados uti-
lizando duas te´cnicas, a primeira e´ a de transformar o problema incerto em um problema
crisp. Para isso e´ apresentado um algoritmo que e´ uma adaptac¸a˜o do algoritmo do Big-M.
Ja´ a segunda te´cnica na˜o trabalha com ı´ndices de defuzzificac¸a˜o, mas sim com o problema
incerto.
6.3.1 Adaptac¸a˜o do me´todo do Big-M
Considerando que em alguns problemas as incertezas das capacidades sa˜o parecidas, isto
e´, possuem espalhamentos semelhantes, ou considerando que o usua´rio deseja obter uma
soluc¸a˜o ra´pida e aproximada, foi adaptado o me´todo do Big-M, que transforma o problema
com incertezas em um problema cla´ssico.
Os trabalhos encontrados na literatura utilizam ı´ndices de defuzzificac¸a˜o ou aplicam α-
cortes para transformar o problema em um crisp e muitas vezes utilizam te´cnicas que podem
exigir uma implementac¸a˜o bastante elaborada. Considerando este aspecto, e´ proposto um
algoritmo que utiliza o me´todo cla´ssico do Big-M, que e´ um me´todo simples e bastante
utilizado.
No algoritmo adaptado as incertezas nos custos e nas capacidades sa˜o tratadas de formas
independentes. Para as capacidades sa˜o aplicados α-cortes, para assim encontrar soluc¸o˜es
com graus de pertineˆncia iguais a α, como proposto por Takahashi (2004). Ja´ os custos sa˜o
abordados de duas maneiras, sendo que na primeira e´ aplicado o primeiro ı´ndice de defuz-
zificac¸a˜o de Yager (1981) (centro´ide), semelhante ao que foi feito no trabalho de Liu e Kao
(2004) e, na outra maneira, e´ utilizado o valor modal. Cabe lembrar que se pode resolver
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este problema usando qualquer ı´ndice de defuzzificac¸a˜o da literatura, ficando a crite´rio do
usua´rio. A seguir e´ apresentado o algoritmo adaptado.
Informac¸o˜es sobre o algoritmo:
h: nu´mero de partic¸o˜es do intervalo [0, 1];
αk: valor de pertineˆncia da soluc¸a˜o Fk;
u˜ij: capacidade superior (nu´mero trapezoidal fuzzy) do arco (i, j) (Sec¸a˜o ??);
c˜ij: custo (nu´mero triangular fuzzy) do arco (i, j); e
f(c˜ij) : custo do arco (i, j) defuzzificado, ou seja, apo´s aplicado o ı´ndice de defuzzificac¸a˜o.
Algoritmo Proposto
PASSO 1 Defina o nu´mero de partic¸o˜es do intervalo h. Para cada αk =
k
h
, k = 1, 2, ..., h,
execute os passos seguintes do algoritmo.
PASSO 2 Aplique um ı´ndice de defuzzificac¸a˜o nos custos da rede, obtendo f(c˜ij).
PASSO 3 Para cada αk resolva o problema associado com f(c˜ij) e uij = (u˜ij)α aplicando
o me´todo do Big-M e consequ¨entemente a Fase II (estes me´todos sa˜o descritos
no Apeˆndice B desta tese).
PASSO 4 Soluc¸a˜o encontrada para cada αk:
Fk ← F .
6.3.2 Algoritmos propostos para problemas com incertezas
Nesta sec¸a˜o sa˜o apresentados os algoritmos propostos para resolver o PFCM fuzzy. Estes
algoritmos, diferentes dos existentes na literatura, na˜o utilizam ı´ndices de defuzzificac¸a˜o para
transformar o problema com incerteza em um problema cla´ssico. Vale ressaltar que na˜o se tem
conhecimento, na literatura, de algoritmos que tratem deste problema sem o transformarem
em um problema crisp.
Os algoritmos propostos sa˜o apresentados a seguir, sendo que estes abordam todas as
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poss´ıveis situac¸o˜es, a saber: PFCM com um no´ origem e um no´ destino (PFCM-UOUD);
PFCM com um no´ origem e mu´ltiplos no´s destinos (PFCM-UOMD); PFCM com mu´ltiplos
no´s origens e um no´ destino (PFCM-MOUD) e PFCM com mu´ltiplos no´s origens e mu´ltiplos
no´s destinos (PFCM-MOMD). Cada um destes algoritmos sa˜o descritos a seguir.
6.3.2.1 Algoritmo para o PFCM-UOUD
Este algoritmo utiliza o ı´ndice de possibilidade de Dubois e Prade (1983) para ordenar os
custos dos caminhos na˜o dominados. A ordenac¸a˜o e´ feita da seguinte forma: apo´s determi-
nados todos os caminhos na˜o dominados entre os no´s origem e destino e´ verificada, atrave´s
da medida de possibilidade de Dubois e Prade (detalhes, Cap´ıtulo 2, Sec¸a˜o 2.6), qual a
possibilidade de cada um destes ter o custo menor do que todos os demais (Exemplo 6.1).
Apo´s encontradas as possilidades dos custos dos caminhos na˜o dominados e´ verificada a per-
tineˆncia das capacidades de cada caminho, sendo estas sa˜o determinadas da seguinte forma:
µcapacpk = minl∈Pk{µcapac(l)} =Poss{fluxo passar em pk} (Exemplo 6.2).
A seguir sa˜o apresentados dois exemplos para ilustrar os comenta´rios anteriores.
Exemplo 6.1 Ordenac¸a˜o dos caminhos
Dados treˆs caminhos (p1, p2, p3) na˜o dominados com seus respectivos custos na forma (m,α, β):
(234, 75, 15), (222, 62, 13) e (195, 18, 61), ordena´-los utilizando a medida de possibilidade
de Dubois e Prade (1983).
Soluc¸a˜o:
• Poss(p1 < p2) = 0, 8636, Poss(p1 < p3) = 0, 7132→ Poss{p1 ser mı´nimo}=0,7132
• Poss(p2 < p1) = 1, Poss(p2 < p3) = 0, 7805→ Poss{p2 ser mı´nimo}=0,7805
• Poss(p3 < p1) = 1, Poss(p3 < p2) = 1→ Poss{p3 ser mı´nimo}=1
Logo, os caminhos ficam ordenados da seguinte forma: p3, p2 e p1 (Figura 6.1).
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p1p2p3
222 234195
1
Figura 6.1: Ordenac¸a˜o dos caminhos p1, p2, p3
.
Exemplo 6.2 Pertineˆncia das capacidades dos caminhos
Dado que um caminho p entre os no´s 1 e 6 (Figura 6.2) percorre os arcos (1,2), (2,5) e (5,6),
e considerando que sa˜o percorridos 8,439 unidades de fluxo nestes arcos, qual e´ a pertineˆncia
da capacidade de p (µcapacp)?
As capacidades do arcos da Figura 6.2 esta˜o expressas na Tabela 6.1, sendo escritas
na forma: (limitante inferior, extremo modal inferior, extremo modal superior, limitante
superior).
2
1
3
6
5
1
2
4
6
9
8
7
3
4
5
16
−16
Figura 6.2: Rede exemplo
Arcos Capacidades
1 (0 0 8 10)
2 (0 0 12 16)
3 (0 0 20 22)
4 (0 0 11 18)
5 (0 0 16 18)
6 (0 0 10 15)
7 (0 0 15 20)
8 (0 0 16 18)
9 (0 0 23 27)
Tabela 6.1: Capacidades dos arcos da Figura 6.2
Soluc¸a˜o:
Analisando as capacidades dos arcos do caminho tem-se:
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• arco (1,2) possui capacidade (0 0 8 10), calculando a pertineˆncia deste arco tem-se
0,7805 (Figura 6.3);
• arco (2,5) possui capacidade (0 0 16 18), verifica-se que a quantidade de fluxo que
percorre o arco e´ menor que 16 (extremo superior do modal), logo a pertineˆncia deste
arco e´ 1; e
• arco (5,6) idem arco (2,5).
Logo, µcapac(p) = minl∈p{µcapac(l)} = min{0.7805; 1; 1} = 0.7805.
Conforme ilustra a Figura 6.3, a capacidade do arco (1,2) e´ um nu´mero trapezoidal fuzzy
expresso da seguinte forma:
1
0 8 10
µx
x
Figura 6.3: Capacidade do arco (1,2)
A seguir e´ apresentado o algoritmo proposto.
Informac¸o˜es sobre o algoritmo:
Pod : conjunto de todos os caminhos na˜o dominados entre os no´s origem e destino;
pk: k-e´simo caminho na˜o dominado entre os no´s origem e destino;
α: pertineˆncia mı´nima exigida para o fluxo percorrer na rede; e
µpk : possibilidade do caminho pk ser menor do que todos os outros.
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Algoritmo proposto para uma origem e um destino
PASSO 1 Encontrar o conjunto de caminhos na˜o-dominados (Pod) com possibilidade de
serem mı´nimos (> α).
PASSO 2 Ordenar os caminhos pk ∈ Pod da seguinte forma:
µpk = Poss{pk ser o melhor caminho }=
= minpk{µcustopk , µcapacpk}
tal que:
• µcustopk =Poss{pk ser mı´nimo}; e
• µcapacpk = minl∈Pk{µcapac(l)} =Poss{fluxo passar em pk}.
PASSO 3 Enviar fluxo para o melhor caminho (em termos de µpk) ate´ que:
µpk∈Pod = min{µcustopk , µcapacpk} = µpk+1∈Pod (pro´ximo caminho)
Caso µpk = µpk+1, preencher este caminho ate´ o caminho que tenha pertineˆncia
diferente.
PASSO 4 Atualizar µpk para todo pk ∈ Pod e reordena´-los baseado em:
µpk = minpk{µcustopk , µcapacpk}
PASSO 5 Crite´rio de parada.
• se existir fluxo a transitar ⇒ Passo 3;
• sena˜o ⇒ FIM.
Na sec¸a˜o dos resultados computacionais e´ feito um exemplo bastante detalhado deste
algoritmo.
6.3.2.2 Algoritmo para o PFCM-UOMD ou PFCM-MOUD
Este algoritmo e´ aplicado ao problema do PFCM fuzzy quando a rede a ser considerada possui
mu´ltiplas origens e um destino ou uma origem e mu´ltiplos destinos. Quando comparado ao
algoritmo anterior (Sec¸a˜o 6.3.2.1) verifica-se que a diferenc¸a esta´ no Passo 1, visto que neste
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algoritmo e´ necessa´rio encontrar o conjunto de todos os caminhos na˜o dominados para cada
par no´ origem-destino. Os demais passos sa˜o semelhantes aos da sec¸a˜o anterior.
Algoritmo proposto para va´rias origens e um destino ou vice-versa
PASSO 1 Encontrar o conjunto de todos os caminhos na˜o-dominados {Pod1, P od2, P od3, ...,
P odn} com possibilidade de serem mı´nimos (> α).
PASSO 2 Demais passos: semelhantes aos passos do algoritmo da Sec¸a˜o 6.3.2.1.
6.3.2.3 Algoritmo para o PFCM-MOMD
Este algoritmo e´ aplicado ao problema do PFCM fuzzy em redes com mu´ltiplos no´s origens
e mu´ltiplos no´s destinos. Pode-se verificar que este e´ um problema dif´ıcil, sendo comprovado
pela inexisteˆncia de trabalhos na literatura.
A principal diferenc¸a deste algoritmo com os propostos anteriormente esta´ no Passo 3.
Algoritmo proposto para mu´ltiplas origens e mu´ltiplos destinos
PASSO 1 Encontrar os conjuntos de todos os caminhos na˜o-dominados para cada par
de no´s origem-destino {Pod1, P od2, P od3, ..., P odn} com possibilidade de serem
mı´nimos (> α).
PASSO 2 Ordenar todos os caminhos pk ∈ {Pod1, P od2, P od3, ..., P odn}:
µpk = Poss{pk ser o melhor caminho }=
= minpk{µcustopk , µcapacpk}
tal que:
• µcustopk =Poss{pk ser mı´nimo}; e
• µcapacpk = minl∈Pk{µcapac(l)} =Poss{fluxo passar em pk}.
PASSO 3 Para o no´ destino i1 do primeiro caminho ordenado, executar os seguintes passos:
• Enviar fluxo para o melhor caminho (em termos de µpk) ate´ que:
µpk∈Pod = min{µcustopk , µcapacpk} = µpk+1 ∈ {Pod1, P od2, P od3, ...,
P odn} (pro´ximo caminho)
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Caso µpk = µpk+1, preencher este caminho ate´ o caminho que tenha
pertineˆncia diferente.
• Atualizar µpk para todo pk ∈ {Pod1, P od2, P od3, ..., P odn} e reordena´-
los baseado em:
µpk = minpk{µcustopk , µcapacpk}
• Se o fluxo necessa´rio ao no´-destino i1 ja´ foi satisfeito, eliminar todos
os caminhos na˜o dominados que tenham como no´ destino i1 e voltar
ao Passo 2 do algoritmo. Caso contra´rio, retorne a` primeira etapa
deste passo.
PASSO 4 Crite´rio de parada.
• se existir fluxo a transitar ⇒ Passo 3;
• sena˜o ⇒ FIM.
6.4 Resultados computacionais
Os algoritmos propostos foram implementados em Matlab 7.0 e executados em algumas redes.
Ressalta-se que os valores das capacidades dos arcos esta˜o expressos na forma (m1 − δ,
m1, m2, m2+β), sendo que m1− δ = m1 = 0. Ja´ os custos esta˜o denotados na forma padra˜o
adotada, ou seja, (m,α, β).
Os resultados sa˜o discriminados em duas sec¸o˜es, na primeira os obtidos utilizando a
adaptac¸a˜o do Big-M e na segunda, os resultados dos demais algoritmos propostos.
6.4.1 Resultados do algoritmo adaptado do Big-M
Este algoritmo foi aplicado na rede da Figura 6.4, tendo os no´s 1 e 2 como origens e os no´s
4 e 6 como destinos.
Os custos e as capacidades desta esta˜o representados na Tabela 6.2.
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1
3 4
5
68
9
21
2
6
5
73 4
41
−1 −4
Figura 6.4: Rede PFCM-Cla´ssico
Arcos Custos Capacidades
1 (2 1 1) (0 0 3 4)
2 (5 1 1) (0 0 1,5 2,5)
3 (3 3 2) (0 0 2 3)
4 (6 4 2) (0 0 2 4)
5 (5 1 1) (0 0 7 8)
6 (6 1 1) (0 0 3 4)
7 (2 1 1) (0 0 4 6)
8 (5 4 2) (0 0 4 5)
9 (3 1 1) (0 0 2 3)
Tabela 6.2: Custos e capacidades da Figura 6.4
O intervalo [0,1] foi dividido em cinco subintervalos, sendo os valores de α expressos na
Tabela 6.3.
Arcos/capac. α = 0 α = 0.2 α = 0.4 α = 0.6 α = 0.8 α = 1
1 4,0 3,8 3,6 3,4 3,2 3,0
2 2,5 2,3 2,1 1,9 1,7 1,5
3 3,0 2,8 2,6 2,4 2,2 2,0
4 4,0 3,6 3,2 2,8 2,4 2,0
5 8,0 7,8 7,6 7,4 7,2 7,0
6 4,0 3,8 3,6 3,4 3,2 3,0
7 6,0 5,6 5,2 4,8 4,4 4,0
8 5,0 4,8 4,6 4,4 4,2 4,0
9 3,0 2,8 2,6 2,4 2,2 2,0
Tabela 6.3: Valores dos αk
As Tabelas 6.4 e 6.5 representam, respectivamente, os custos defuzzificados e os resultados
da rede para cada α e cada custo.
Arcos Custos Custos
(Yager) (Valor modal)
1 2 2
2 5 5
3 2,6667 3
4 5,3333 6
5 5 5
6 6 6
7 2 2
8 4.3333 5
9 3 3
Tabela 6.4: Valores dos custos defuzzificados
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Arcos/ Yager Modal Yager Modal Yager Modal Yager Modal Yager Modal Yager Modal
I´ndice α = 0 α = 0 α = 0, 2 α = 0, 2 α = 0, 4 α = 0, 4 α = 0, 6 α = 0, 6 α = 0, 8 α = 0, 8 α = 1 α = 1
1 1,0 1,0 1,0 1,0 1,0 1,0 1,0 1,0 1,0 0,6 1,0 0,0
2 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,4 0,0 1,0
3 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,4 0,0 1,0 0,0
4 2,0 2,0 2,2 2,2 2,4 2,4 2,6 2,6 2,4 2,4 2,0 2,0
5 3,0 3,0 2,8 2,8 2,6 2,6 2,4 2,4 2,2 2,2 2,0 2,0
6 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,4 0,4 1,0 1,0
7 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0
8 1,0 1,0 1,2 1,2 1,4 1,4 1,6 1,6 1,8 1,8 2,0 2,0
9 3,0 3,0 2,8 2,8 2,6 2,6 2,4 2,4 2,2 2,2 2,0 2,0
Custo 41 43 41,33 43,6 41,66 44,2 42 44.8 43,66 46,6 46 49
Tabela 6.5: Fluxo final
Analisando os resultados percebe-se que os mesmos sa˜o parecidos, sendo diferenciados
apenas para α = 0.8 e α = 1.0. Mas, atrave´s dos custos conclui-se que, para este exemplo, o
ı´ndice de defuzzificac¸a˜o de Yager e´ melhor do que o modal.
6.4.2 Resultados do PFCM-UOUD
O algoritmo proposto foi executado na rede da Figura 6.5, tendo como no´ origem o no´ 1 e
destino o no´ 6.
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Figura 6.5: Rede PFCM-uma entrada e uma sa´ıda
Arcos Custos Capacidades
1 (45 12 5) (0 0 8 10)
2 (57 15 4) (0 0 12 16)
3 (52 2 9) (0 0 20 22)
4 (79 28 6) (0 0 11 18)
5 (58 2 14) (0 0 16 18)
6 (55 12 5) (0 0 10 15)
7 (110 35 4) (0 0 15 20)
8 (40 8 6) (0 0 16 18)
9 (92 4 42) (0 0 23 27)
Tabela 6.6: Custos e capacidades da Figura 6.5
Aplicando o algoritmo proposto (Algoritmo 6.3.2.1) passo a passo tem-se:
1a iterac¸a˜o:
PASSO 1 Seja α = 0.7. Encontrar os caminhos na˜o-dominados entre os no´s 1 e 6 com pos-
sibilidade superior a 0.7.
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Caminhos encontrados (Pod):
Caminho 1 (p1): 1→ 2→ 4→ 6 com custo (234, 75, 15).
Caminho 2 (p2): 1→ 3→ 4→ 6 com custo (222, 62, 13).
Caminho 3 (p3): 1→ 2→ 5→ 6 com custo (195, 18, 61).
PASSO 2 Ordenar os caminhos: pk ∈ Pod
µpk = Poss{pk ser o melhor caminho }=
= minpk{µcustopk , µcapacpk}
tal que:
• µcustopk =Poss{pk ser mı´nimo}; e
• µcapacpk = minl∈Pk{µcapac(l)} =Poss{fluxo passar em pk}.
– Poss(p1 < p2) = 0, 8636, Poss(p1 < p3) = 0, 7132
– Poss(p2 < p1) = 1, Poss(p2 < p3) = 0, 7805
– Poss(p3 < p1) = 1, Poss(p3 < p2) = 1
• Ordenac¸a˜o: p3, p2 e p1
µp1 = min{0, 7132; 1} = 0, 7132
µp2 = min{0, 7805; 1} = 0, 7805
µp3 = min{1; 1} = 1
PASSO 3 Enviar fluxo para o 1o caminho ate´ alcanc¸ar a pertineˆncia do caminho seguinte:
µp3∈Pod = min{µcustop3 , µcapacp3} = µp2∈Pod (pro´ximo caminho)
Relaxar as capacidades dos arcos do caminho p3 ate´ a pertineˆncia de 0,7805 (or-
denado segundo melhor caminho).
Fluxo ao longo dos arcos e´: (8,439 0 0 0 8,439 0 0 0 8,439)
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PASSO 4 Atualizar µpk para todo pk ∈ Pod baseado em
minpk{µcustopk , µcapacpk}
• Para o caminho p1:
µp1 = minp1{0, 7132; 0, 7805} = 0, 7132
tal que:
– µcapac(p1) = minl∈P1{µcapac(l)} = min{0, 7805; 1; 1} = 0, 7805
– µcusto(p1) = 0, 7132 (ja´ foi calculado anteriormente, na˜o muda)
• Para o caminho p2:
µp2 = minp2{1; 0, 7805} = 0, 7805
tal que:
– µcapac(p2) = minl∈P2{µcapac(l)} = min{1; 1; 1} = 1
– µcusto(p2) = 0, 7805 (ja´ foi calculado anteriormente, na˜o muda)
• Para o caminho p3:
µp3 = minp3{0, 7805; 1} = 0, 7805
tal que:
– µcapac(p3) = minl∈P3{µcapac(l)} = min{0, 7805; 1; 1} = 0, 7805
– µcusto(p3) = 1 (ja´ foi calculado anteriormente, na˜o muda)
• Ordenac¸a˜o: p3, p2 e p1 (quando houver empate entre dois caminhos, sera´
crite´rio de desempate aquele que possuir o menor custo)
PASSO 5 Ainda ha´ fluxo a transitar.
2a iterac¸a˜o:
PASSO 3 Preencher o 1o caminho ate´ alcanc¸ar a pertineˆncia do seguinte:
(Como p3 (1
o caminho) possui a mesma pertineˆncia de p2 (2
o caminho), enta˜o tera´
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que enviar fluxo em p3 ate´ o caminho p1 (3
o caminho)):
µp3∈Pod = min{µcustop3 , µcapacp3} = µp1∈Pod (pro´ximo caminho)
Relaxar as capacidades dos arcos do caminho p3 ate´ a pertineˆncia de 0,7132
Fluxo=(8,5735 0 0 0 8,5735 0 0 0 8,5735)
PASSO 4 Atualizar µpk para todo pk ∈ Pod baseado em
minpk{µcustopk , µcapacpk}
• Para o caminho p1:
µp1 = minp1{0, 7132; 0.7132} = 0, 7132
tal que:
– µcapac(p1) = minl∈P1{µcapac(l)} = min{0, 7132; 1; 1} = 0, 7132
– µcusto(p1) = 0, 7132 (ja´ foi calculado anteriormente, na˜o muda)
• Para o caminho p2:
µp2 = minp2{1; 0, 7805} = 0, 7805
tal que:
– µcapac(p2) = minl∈P2{µcapac(l)} = min{1; 1; 1} = 1
– µcusto(p2) = 0, 7805 (ja´ foi calculado anteriormente, na˜o muda)
• Para o caminho p3:
µp3 = minp3{0, 7132; 1} = 0, 7132
tal que:
– µcapac(p3) = minl∈P3{µcapac(l)} = min{0, 7132; 1; 1} = 0, 7132
– µcusto(p3) = 1 (ja´ foi calculado anteriormente, na˜o muda)
• Ordenac¸a˜o: p2, p3 e p1
PASSO 5 Ainda ha´ fluxo a transitar.
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3a iterac¸a˜o:
PASSO 3 Enviar fluxo para o 1o caminho ate´ alcanc¸ar a pertineˆncia do seguinte:
µp2∈Pod = min{µcustop2 , µcapacp2} = µp3∈Pod (pro´ximo caminho)
Relaxar as capacidades dos arcos do caminho p3 ate´ a pertineˆncia de 0,7132
Fluxo=(8,5735 7,4265 0 0 8,5735 7,4265 7,4265 0 8,5735)
PASSO 4 Similar ao da 2a iterac¸a˜o, que na˜o sera´ calculado porque o programa sera´ finalizado.
PASSO 5 FIM
Portanto, a soluc¸a˜o final e´:
Arco 1 2 3 4 5 6 7 8 9
Fluxo final 8,5735 7,4265 0 0 8,5735 7,4265 7,4265 0 8,5735
com pertineˆncia 0,7132 e custo final: (332,05 61,48 61,95).
O custo final e´ calculado atrave´s da multiplicac¸a˜o dos custos dos arcos com a quantidade de
fluxo que percorre em cada arco.
6.4.3 Resultados do PFCM-UOMD
O algoritmo proposto foi executado na rede da Figura 6.6, tendo como no´ origem o no´ 1 e
destinos os no´s 4, 5 e 6. Na Tabela 6.7 esta˜o os dados da rede.
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Figura 6.6: Rede PFCM-uma entrada e mu´ltiplas sa´ıdas
Considerando α = 0.7 a soluc¸a˜o final e´:
Arco 1 2 3 4 5 6 7 8 9
Fluxo final 3,2727 1,7273 0 2,0227 1,25 1,7273 0 1,75 0,25
com pertineˆncia 0,7273 e custo final: (48,25 26,7727 13,7)
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Arcos Custos Capacidades
1 (2 1 1) (0 0 3 4)
2 (3 2 1) (0 0 1,5 2,5)
3 (3 3 2) (0 0 2 3)
4 (6 4 2) (0 0 2 4)
5 (5 1 1) (0 0 7 8)
6 (5 2 1) (0 0 3 4)
7 (2 1 1) (0 0 4 6)
8 (5 4 2) (0 0 4 5)
9 (3 1 1) (0 0 2 3)
Tabela 6.7: Custos e capacidades da Figura 6.6
6.4.4 Resultados do PFCM-MOUD
O algoritmo proposto foi executado na rede da Figura 6.7, tendo como no´s origens 1, 3 e 7 e
destino o no´ 6.
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Figura 6.7: Rede PFCM-mu´ltiplas entradas e uma sa´ıda
Arcos Custos Capacidades
1 (6 2 1) (0 0 2,5 3,5)
2 (5 1 2) (0 0 2,5 3,5)
3 (3 1 1) (0 0 2 3)
4 (8 2 1) (0 0 2 3)
5 (2,5 0,5 0,5) (0 0 1 2)
6 (4,5 1,5 1,5) (0 0 3 4)
7 (4 1 1) (0 0 2,5 4)
8 (1,5 0,5 1,5) (0 0 2 3)
9 (5 2 1) (0 0 2,5 4)
10 (4.5 2 2) (0 0 4 5)
11 (3 1 1) (0 0 3 5)
12 (2 1 1) (0 0 5 6)
Tabela 6.8: Custos e capacidades da Figura 6.7
Considerando α = 0.7 a soluc¸a˜o final e´:
Arco 1 2 3 4 5 6 7 8 9 10 11 12
Fluxo final 2,1 0,9 0 2,1 0 2,5 2,5 0 2,9 0 2,9 5
com pertineˆncia 0,7333 e custo final: (88,35 29,25 23,05)
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6.4.5 Resultados do PFCM-MOMD
O algoritmo proposto foi executado na rede da Figura 6.8, tendo como no´s origens os no´s 1
e 2 e destinos os no´s 4, 5 e 6.
Para ilustrac¸a˜o, o α exigido inicialmente foi 0.05, ou seja, uma pertineˆncia relativamente
baixa.
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Figura 6.8: Rede PFCM-mu´ltiplas entradas e mu´ltiplas sa´ıdas
Ressalta-se que os custos e as capacidades sa˜o os mesmos da Tabela 6.7.
Os resultados obtidos com a execuc¸a˜o deste algoritmo sa˜o:
Arco 1 2 3 4 5 6 7 8 9
Fluxo final 3,7778 1,2222 0 1,7778 4 1,2222 0 0 2
com pertineˆncia 0,1111 e custo final: (54 19,7778 15,7778)
Vale ressaltar que este algoritmo necessita ser testado para redes de grande porte.
6.5 Considerac¸o˜es finais
Problemas de redes teˆm sido extensamente estudados e aplicados nas soluc¸o˜es de problemas
reais. Este trabalho apresenta alguns algoritmos aplicados a problemas de fluxo de custo
mı´nimo com relaxamento nas exigeˆncias de valores precisos para os paraˆmetros relacionados
aos arcos do grafo, ou seja, com incertezas nos paraˆmetros. Com excec¸a˜o dos algoritmos
propostos por Shih e Lee (1999) e Takahashi (2004), os demais da literatura apresentam
incertezas em somente um dos paraˆmetros. Ao contra´rio, os algoritmos aqui propostos, ale´m
de abordar as incertezas em dois paraˆmetros (custos e capacidades), possuem a vantagem
de serem aplica´veis a problemas de grande porte. Por outro lado, com excec¸a˜o do primeiro
algoritmo, os demais trabalham com o problema na forma fuzzy.
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Vale ressaltar que, embora os algoritmos propostos sejam baseados no PFCM, suas apli-
cac¸o˜es na˜o esta˜o restritas apenas a problemas desta categoria, podendo, por exemplo, serem
aplicados a problemas de caminho mı´nimo com restric¸o˜es de custo e tempos incertos.
Cap´ıtulo 7
Colorac¸a˜o em Grafos Fuzzy
7.1 Introduc¸a˜o
Colorac¸a˜o em grafos e´ um problema de otimizac¸a˜o combinato´ria bastante estudado, visto
que muitos problemas pra´ticos, tais como: gereˆncia, alocac¸a˜o de recursos e atribuic¸o˜es de
frequ¨eˆncias, podem ser modelados como deste tipo. A definic¸a˜o cla´ssica deste problema
consiste em colorir todos os ve´rtices (no´s) de um grafo na˜o orientado utilizando o menor
nu´mero poss´ıvel de cores, exigindo que os extremos de cada aresta possuam cores distintas.
Em algumas circunstaˆncias, entretanto, este esquema de colorac¸a˜o parece ser muito res-
tritivo, visto que a u´nica restric¸a˜o que o problema pode ter e´ que no´s adjacentes na˜o possuam
a mesma cor. Com base nisto, Mun˜oz et al (Mun˜oz, Ortun˜o, Ramı´rez e Ya´nez 2003, Mun˜oz,
Ortun˜o, Ramı´rez e Ya´n˜ez 2005) e Ramı´rez (2001) propo˜em, baseado na relaxac¸a˜o do conceito
de incompatibilidade, uma extensa˜o deste problema, surgindo enta˜o a colorac¸a˜o em grafos
fuzzy. Tal extensa˜o se justifica, pois em muitas situac¸o˜es reais a incompatibilidade na˜o e´
crisp, visto que dois no´s podem ser mais ou menos incompat´ıveis, ou a incompatibilidade
pode apresentar diferentes graus.
Este cap´ıtulo tem como objetivo apresentar as extenso˜es do problema de colorac¸a˜o fuzzy
propostos na literatura, bem como apresentar uma nova extensa˜o, que sera´ chamada colorac¸a˜o
(d, f, g)-estendida (ou (d, f, g)-colorac¸a˜o) e um algoritmo para resolveˆ-la.
Os trabalhos de Mun˜oz et al (Mun˜oz et al. 2003, Mun˜oz et al. 2005) e Ramı´rez (2001) sa˜o
base para o trabalho proposto neste cap´ıtulo, visto que sa˜o os u´nicos existentes na literatura
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que tratam deste tema e que abordam o problema da (d, f)-colorac¸a˜o (ou colorac¸a˜o (d, f)-
estendida).
Este cap´ıtulo esta´ organizado da seguinte forma: na Sec¸a˜o 2 sa˜o apresentados alguns
conceitos preliminares sobre o problema de colorac¸a˜o de grafos cla´ssica. Na Sec¸a˜o 3 e´ abor-
dado o problema de colorac¸a˜o em grafos fuzzy. Na Sec¸a˜o 4 esta´ o problema da colorac¸a˜o
(d, f)-estendida, que e´ a extensa˜o da colorac¸a˜o fuzzy, proposta por Mun˜oz et al. (2005). A
colorac¸a˜o (d, f, g)-estendida, proposta neste trabalho, e´ apresentada na Sec¸a˜o 5. O algoritmo
proposto para a extensa˜o (d, f, g) esta´ na Sec¸a˜o 6. Alguns resultados computacionais sa˜o
apresentados na Sec¸a˜o 7. Na Sec¸a˜o 8 encontram-se as considerac¸o˜es finais.
7.2 Conceitos preliminares
Nesta sec¸a˜o sa˜o introduzidos alguns conceitos sobre colorac¸a˜o de grafos cla´ssica, ou seja,
colorac¸a˜o em grafos com estrutura bem definida.
Formalmente, o problema de colorac¸a˜o e´ definido da seguinte forma:
Definic¸a˜o 29 Dado um grafo G = (V,A), uma func¸a˜o de colorac¸a˜o e´ uma aplicac¸a˜o
C : V → N
sendo C(i) a cor atribu´ıda ao no´ i ∈ V , de tal forma que dois no´s adjacentes na˜o tenham a
mesma cor, isto e´, C(i) 6= C(j) se (i, j) ∈ A. Neste caso os no´s i e j sa˜o ditos incompat´ıveis
e o grafo G e´ denotado grafo de incompatibilidades.
Definic¸a˜o 30 Uma k-colorac¸a˜o, Ck, e´ uma func¸a˜o colorac¸a˜o com na˜o mais do que k dife-
rentes cores:
Ck : V → {1, 2, ..., k}
Definic¸a˜o 31 Um grafo e´ k-colorido se admite uma k-colorac¸a˜o. O valor mı´nimo de k tal
que G e´ k-colorido e´ denominado nu´mero croma´tico de G, denotado por X(G).
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Figura 7.1: Exemplo de uma 3-colorac¸a˜o
A Figura 7.1 exemplifica uma 3-colorac¸a˜o do grafo G.
Logo, o problema de colorac¸a˜o de grafos consiste em determinar o nu´mero croma´tico de
um grafo G e uma func¸a˜o de colorac¸a˜o associada. Portanto, o objetivo deste problema e´
minimizar o nu´mero de cores atribu´ıdas aos no´s da rede, onde cada no´ pode representar
certos itens, sendo que no´s adjacentes devem ter cores diferentes.
7.3 O problema da colorac¸a˜o fuzzy
A fim de introduzir os conceitos da func¸a˜o de colorac¸a˜o de um grafo fuzzy e de seu respectivo
nu´mero croma´tico, inicialmente e´ apresentada uma aplicac¸a˜o deste problema.
7.3.1 O problema dos sema´foros
O problema dos sema´foros consiste em controlar, em um cruzamento, um sistema de luzes
de tra´fego (conjunto de sema´foros) de tal maneira que um determinado n´ıvel de seguranc¸a
seja alcanc¸ado. Uma das formas de se resolver este problema e´ atrave´s da colorac¸a˜o de grafos.
Exemplo 7.1 Cruzamento entre duas ruas.
Este exemplo tem como finalidade controlar o tra´fego de ve´ıculos neste cruzamento, a fim
de evitar coliso˜es.
Utilizando as definic¸o˜es de incompatibilidade, comentadas anteriormente, determinadas
pistas sa˜o compat´ıveis umas com as outras, tais como AD e CB (Figura 7.2), pois o tra´fego
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entre estas duas direc¸o˜es pode ocorrer simultaneamente, enquanto que outras sa˜o incom-
pat´ıveis, como AB e CD, sendo que para estas direc¸o˜es o tra´fego na˜o podera´ ser liberado
simultaneamente.
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Figura 7.2: Exemplo de um cruzamento entre ruas
Analisando a Figura 7.2 verifica-se que este problema pode ser modelado por meio de um
grafo de incompatibilidade, G = (V,A), cujos no´s sa˜o as ruas (pistas) e um par de pistas
define um arco se as mesmas forem incompat´ıveis, isto e´, se estas causarem coliso˜es. Neste
caso, tem-se o seguinte grafo (Figura 7.3):
AB
DB AD
CD CB
Figura 7.3: Representac¸a˜o da Figura 7.2 em forma de grafo
tal que:
V = {AB,AD,CB,CD,DB};
A = {{AB,CD}; {AD,DB}; {CD,DB}}.
Uma k-colorac¸a˜o, Ck, do grafo G identifica o controle dos sema´foros no cruzamento. O
ciclo inteiro do sistema de sema´foros e´ dividido em k per´ıodos de tempo.
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Resolvendo este problema verifica-se que o nu´mero croma´tico de G e´ 2 e e´ uma 2-colorac¸a˜o,
logo sa˜o necessa´rias apenas duas fases nos sema´foros deste cruzamento, sendo o resultado:
C(AB) = 1; C(AD) = 2; C(CB) = 1; C(CD) = 2; C(DB) = 1.
Obviamente, a pol´ıtica do controle dos sema´foros depende da incompatibilidade das pistas,
pois em um hora´rio de muito tra´fego na˜o seria conveniente que o traˆnsito, por exemplo, dos
sentidos de direc¸a˜o AD e CD, fossem liberados simultaneamente. Ja´ num hora´rio de pouco
movimento isto poderia ocorrer. Logo, o conceito de incompatibilidade poderia ser fuzzy e
graduado. Esta graduac¸a˜o, que na˜o necessita ser nume´rica, e´ associada ao n´ıvel desejado de
seguranc¸a para o tra´fego naquele cruzamento, sendo que o n´ıvel ma´ximo e´ alcanc¸ado quando
todas as direc¸o˜es sa˜o consideradas incompat´ıveis e o grafo e´ completo; neste caso, o nu´mero
croma´tico e´ o nu´mero de direc¸o˜es e a pol´ıtica de seguranc¸a dos sema´foros e´ controlar que
somente seja permitido um movimento por ciclo. Por outro lado, o n´ıvel mı´nimo de seguranc¸a
e´ que todas as direc¸o˜es sejam compat´ıveis; neste caso, o nu´mero croma´tico e´ 1 e todos os
movimentos sa˜o permitidos ao mesmo instante.
No exemplo 7.1 as pistas CD e DB sa˜o mais incompat´ıveis do que as pistas AB e DB.
Com isso, pode-se definir o seguinte conjunto de incompatibilidades: seja I = {n, b,m, a, t},
tal que n, b, m, a e t denotam os graus de incompatibilidade nulo, baixo, me´dio, alto e total,
respectivamente.
Portanto, este problema pode ser modelado por meio de um grafo fuzzy G˜ = (V, µ), sendo
V o conjunto de ve´rtices e µ uma matriz de adjaceˆncia que representa as arestas existentes
e seus respectivos graus de incompatibilidade.
Por exemplo, seja V = {AB,AD,CB,CD,DB}; e
µ =

− n b a b
n − n m a
b n − n n
a m n − a
b a n a −
 .
Este grafo fuzzy esta´ descrito na Figura 7.4.
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AB
DB
CD
AD
CB
a
b
a
m
b
a
Figura 7.4: Representac¸a˜o do grafo de incompatibilidade do Exemplo 7.1
Um caminho para considerar estas incompatibilidades fuzzy e´ a partir da definic¸a˜o de
uma func¸a˜o de colorac¸a˜o para grafos fuzzy, conceito este que e´ introduzido a seguir.
7.3.2 A func¸a˜o colorac¸a˜o de um grafo fuzzy
Dado um grafo fuzzy G˜ = (V, µ), uma aproximac¸a˜o natural para obter algum conhecimento
sobre isto e´ analisar uma sequ¨eˆncia de α-cortes. Um conjunto fuzzy A e´ definido em X,
caracterizado pela famı´lia de seus α-cortes
Aα = {x ∈ X|µA(x) ≥ α}, α ∈ I
Esta famı´lia de conjuntos e´ mono´tona, isto e´, verifica-se que se α ≤ β enta˜o Aα ⊇ Aβ
∀α, β ∈ I.
Por outro lado, (veja Kerre (1993)) dada uma famı´lia finita mono´tona {Aαp/p ∈ {1, ..., m}},
um conjunto fuzzy A pode ser definido pela func¸a˜o de pertineˆncia µA(x) = sup{α
p/x ∈ Aαp}
∀x ∈ X.
Seja Gα = {(V,Aα)/α ∈ I} a famı´lia do conjunto de α-cortes de G˜, onde o α-corte de um
grafo fuzzy e´ um grafo crisp Gα = (V,Aα) com Aα = {(i, j)|i, j ∈ V, µij ≥ α}.
Portanto, uma k-colorac¸a˜o (crisp), Ckα, pode ser definida sobre Gα. A func¸a˜o k-colorac¸a˜o
de G˜ e´ definida atrave´s dos α-cortes.
Para cada α ∈ I, dado que Xα denota o nu´mero croma´tico de Gα, o nu´mero croma´tico
de G˜ e´ definido atrave´s da famı´lia mono´tona dos conjuntos dos α-cortes.
Definic¸a˜o 32 Dado um grafo fuzzy G˜ = (V, µ), seu nu´mero croma´tico e´ o nu´mero fuzzy
7.3 O problema da colorac¸a˜o fuzzy 99
X(G˜) = {(x, v(x))/x ∈ X}
tal que: X = {1, ..., |V |}, v(x) = sup{α ∈ I|x ∈ Aα}, ∀x ∈ X e Aα = {1, ..., Xα} ∀α ∈ I.
O nu´mero croma´tico de um grafo fuzzy e´ um nu´mero fuzzy normalizado cujo valor modal
e´ associado ao conjunto de arestas do grafo. Seu significado depende do sentido do ı´ndice
α, sendo que ele pode ser interpretado da seguinte maneira: para valores pequenos de α ha´
muitas ligac¸o˜es incompat´ıveis entre os no´s e, consequ¨entemente, mais cores sa˜o necessa´rias
para considerar estas incompatibilidades; por outro lado, para α com valores maiores ha´
poucas ligac¸o˜es incompat´ıveis entre os no´s e com isso menos cores sa˜o necessa´rias. O nu´mero
croma´tico resume todas estas informac¸o˜es a fim de controlar o problema fuzzy.
Logo, o problema de colorac¸a˜o fuzzy consiste em determinar o nu´mero croma´tico de um
grafo fuzzy e uma func¸a˜o de colorac¸a˜o associada.
No Exemplo 7.1, cinco grafos crisp Gα = (V,Aα) sa˜o obtidos considerando os valores α,
para cada α ∈ I. A tabela 7.1 contem o conjunto aresta Aα, o nu´mero croma´tico Xα e uma
Xα-colorac¸a˜o, C
Xα
α .
α Aα Xα C
Xα
α (AB) C
Xα
α (AD) C
Xα
α (CB) C
Xα
α (CD) C
Xα
α (DB)
{AB,AD}; {AB,CB}; {AB,CD}; {AB,DB};
n {AD,CB}; {AD,CD}; {AD,DB}; {CB,CD}; 5 1 2 3 4 5
{CB,DB}; {CD,DB}
b {AB,CB}; {AB,CD}; {AB,DB}; {AD,CD};
{AD,DB}; {CD,DB} 3 1 1 2 2 3
m {AB,CD}; {AD,CD}; {AD,DB}; {CD,DB} 3 1 3 1 2 1
a {AB,CD}; {AD,DB}; {CD,DB} 2 1 2 1 2 1
t ∅ 1 1 1 1 1 1
Tabela 7.1: α, Aα, Xα e C
Xα
α do Exemplo 7.1
A Tabela 7.1 mostra que o nu´mero croma´tico de G˜ e´ X(G˜) = {(1, t); (2, a); (3, m); (3, b);
(5, n)}.
Uma interpretac¸a˜o de X(G˜) pode ser a seguinte: os valores baixos de α sa˜o associados
para diminuir os n´ıveis de atenc¸a˜o dos condutores e, consequ¨entemente, os sema´foros devem
controlar o tra´fego, logo o nu´mero croma´tico e´ elevado; por outro lado para α com valores
mais elevados os n´ıveis de atenc¸a˜o dos condutores no cruzamento aumentam e o nu´mero
croma´tico e´ mais baixo, permitindo que os sema´foros controlem parcialmente o tra´fego, ou
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seja, nestes casos, por exemplo, o tra´fego nas rotas AD e CD (Figura 7.2) seria liberado
simultaneamente, ficando a cargo do condutor tomar cuidado ao utilizar uma destas rotas
(direc¸o˜es).
Para resolver o problema de colorac¸a˜o fuzzy pode-se utilizar qualquer algoritmo para
grafos crisp, Gα, que determina o nu´mero croma´tico. Para grafos fuzzy de tamanho pequeno
ou me´dio um algoritmo exato pode ser usado, (Eppstein 2003, Herrmann e Hertz 2002,
Mehrotra e Trick 1996), pore´m, para grafos de tamanhos maiores pode ser necessa´rio o uso
de alguma heur´ıstica (ver: Avanthay, Hertz e Zufferey (2003), di Blas, Jagota e Hughey
(2003)).
7.4 O problema da (d,f)-colorac¸a˜o
Nesta sec¸a˜o e´ introduzida a extensa˜o proposta por Mun˜oz et al. (2005). Nesta extensa˜o as
incompatibilidades fuzzy sa˜o determinadas atrave´s de uma medida de dissimilaridade (Defi-
nic¸a˜o 33) definida no conjunto de cores e de uma func¸a˜o escala.
E´ apresentado a seguir um exemplo ilustrativo para justificar este novo conceito.
7.4.1 O problema da distribuic¸a˜o de exames
Este problema consiste em elaborar o calenda´rio dos exames de um conjunto de disciplinas,
sendo que estes necessitam ser realizados dentro de um per´ıodo de tempo prefixado e que um
aluno na˜o podera´ fazer mais que um exame simultaneamente.
Uma versa˜o simplificada deste tipo de problema pode ser modelada como um problema
de colorac¸a˜o de grafos cla´ssico, sendo as disciplinas os ve´rtices do grafo, as arestas unem as
disciplinas que possuem alunos matriculados em comum e as cores representam as sec¸o˜es em
que sa˜o poss´ıveis as realizac¸o˜es dos exames. Ao resolver este problema, minimiza-se o nu´mero
de sec¸o˜es necessa´rias para a realizac¸a˜o dos exames.
Contudo, em geral, nestes tipos de problemas e´ conveniente que os exames de certas
disciplinas ocorram o mais distante poss´ıvel no tempo. No entanto, utilizando o modelo
cla´ssico de colorac¸a˜o na˜o e´ poss´ıvel exigir estes tipos de restric¸o˜es, ja´ que o u´nico que se tem
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em conta ao colorir cada ve´rtice e´ que a cor que se atribua ao ve´rtice i na˜o coincida com
nenhuma das cores de seus ve´rtices adjacentes. Apresenta-se a seguir um exemplo que ilustra
o problema da (d, f)-colorac¸a˜o, que sera´ descrito na subsec¸a˜o seguinte.
Exemplo 7.2 Distribuic¸a˜o de exames.
Deseja-se distribuir os exames de seis disciplinas (A, B, C, D, E, F), sendo que entre estas
existem distintos graus de incompatibilidade: nulo (n), baixo (b), me´dio (m) e alto (a). Os
elementos µij da matriz a seguir indicam o grau de incompatibilidade entre as disciplinas i e
j, ∀i, j ∈ {A,B, ..., F} tal que i 6= j:
µ =

− b a n a m
b − m n n n
a m − b n m
n n b − b m
a n n b − n
m n m m n −

Esta situac¸a˜o pode ser representada mediante o seguinte grafo fuzzy G˜ = (V, µ) (Figura
7.5), tal que V = {A,B, ..., F}.
b m
a
a m
b
b
m
m
A
DF
C
E
B
Figura 7.5: Representac¸a˜o do grafo G˜
Uma forma de interpretar o grau de incompatibilidade entre as disciplinas e´ a seguinte: se
duas disciplinas sa˜o compat´ıveis (isto e´, possuem incompatibilidade nula) seus exames podem
ser realizados em qualquer dia, se a incompatibilidade entre as disciplinas for baixa, me´dia ou
alta, seus exames devera˜o ocorrer ao menos em 1, 2 ou 3 dias de distaˆncia, respectivamente.
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Resolvendo este problema, atrave´s do algoritmo proposto por Mun˜oz et al, tem-se que
sa˜o necessa´rios cinco dias para a realizac¸a˜o dos exames, sendo a seguinte distribuic¸a˜o o´tima
(Tabela 7.2):
Dias 1 2 3 4 5
Disciplinas A,D B F E C
Tabela 7.2: Resultados da Figura 7.5
7.4.2 A colorac¸a˜o (d,f )-estendida de um grafo fuzzy
Seja G˜ = (V, A˜) um grafo fuzzy com no´s crisp e arestas fuzzy, onde A˜ = {((i, j), µ eA(i, j))
tal que i, j ∈ V } e µ eA : V x V → I e´ a func¸a˜o de pertineˆncia (para cada aresta (i, j) ∈ V
x V , µ eA(i, j) representa o n´ıvel de intensidade de (i, j). Sejam µij = µ eA(i, j), ∀i, j ∈ V e
µ = (µij)i,j∈V . Dado que o conjunto de arestas A˜ fica perfeitamente caracterizado mediante
o conjunto de ve´rtices V e a matriz µ, logo o grafo G˜ pode ser denotado equivalentemente
por G˜ = (V, µ).
Definic¸a˜o 33 Seja S o conjunto de cores poss´ıveis, a medida de dissimilaridade d e´ definida
por d : S x S → [0,∞), com as seguintes propriedades:
1. d(r, s) ≥ 0, ∀r, s ∈ S,
2. d(r, s) = 0 ⇐⇒ r = s, ∀r, s ∈ S,
3. d(r, s) = d(s, r), ∀r, s ∈ S.
Definic¸a˜o 34 Sejam dados um grafo fuzzy G˜ = (V, µ), um conjunto S de cores, uma medida
de dissimilaridade d definida em S e uma func¸a˜o escala f. Uma func¸a˜o de colorac¸a˜o (d,f)-
estendida de G˜, denotada por Cd,f (para simplificar C), e´ uma aplicac¸a˜o C : V → S tal que:
d(C(i), C(j)) ≥ f(µij) ∀i, j ∈ V tal que i 6= j.
Definic¸a˜o 35 Dado k ∈ S, uma k-colorac¸a˜o (d,f)-estendida de G˜ e´ uma func¸a˜o de colorac¸a˜o
(d,f)-estendida de G˜ com no ma´ximo k cores distintas.
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Uma k -colorac¸a˜o (d,f )-estendida de um grafo G˜ = (V, µ) pode ser considerada como uma
generalizac¸a˜o de uma k -colorac¸a˜o de um grafo crisp G = (V,A), fazendo I = {0, 1}, d = d0
e f(0) = 0, f(1) = 1, tal que:
d0(r, s) =
{
1, se r 6= s
0, se r = s
∀r, s ∈ S (7.1)
G˜ torna-se um grafo crisp se a matriz µ for definida da seguinte forma:
µij =
{
1, se (i, j) ∈ A
0, caso contrrio
∀i, j ∈ V (7.2)
Este novo conceito apresenta algumas diferenc¸as em relac¸a˜o ao caso cla´ssico, como descrito
a seguir:
Dado um grafo crisp G = (V,A), uma func¸a˜o de colorac¸a˜o para G sempre existe, sendo
X(G) ≤ |V |. Uma func¸a˜o de colorac¸a˜o trivial e´ C |V | = i, ∀i ∈ V . Entretanto, dado um grafo
fuzzy G˜ = (V, µ), uma func¸a˜o de colorac¸a˜o (d, f)-estendida para G˜ nem sempre existe, como
ilustra o Exemplo 7.3.
Exemplo 7.3 Inexisteˆncia de soluc¸a˜o.
Seja G˜ = (V, µ) um grafo fuzzy, tal que
V = {A,B,C}; I = {n, b, a}; µ =
 − b ab − n
a n −
.
Seja S = {1, ..., k} o conjunto de cores, d = d0 (Equac¸a˜o 7.1) e a func¸a˜o escala f definida
na Tabela 7.3.
I n b a
f(I) 0 1 2
Tabela 7.3: Func¸a˜o escala f do Exemplo 7.3
Enta˜o, uma k-colorac¸a˜o (d, f)-estendida na˜o existe para qualquer k ∈ N. De fato,
d(Ck(A), Ck(C)) ≤ 1 para toda k-colorac¸a˜o Ck e f(µAC) = f(a) = 2.
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Note que a condic¸a˜o ”d(C(i), C(j)) ≥ f(µij) ∀i, j ∈ V tal que i 6= j” na˜o foi satisfeita
neste exemplo, pois d(C(i), C(j)) < 2 = f(µij) ∀i, j ∈ V , logo na˜o existe uma k-colorac¸a˜o
(d, f) estendida para este caso.
Outra diferenc¸a com respeito a k-colorac¸a˜o cla´ssica e´ que na k-colorac¸a˜o (d, f)-estendida
pode haver algumas cores que na˜o sejam atribu´ıdas a nenhum no´, como o exemplo a seguir:
Exemplo 7.4 Ilustrativo.
Seja G˜ = (V, µ) um grafo fuzzy (Figura 7.6),
a
b
m
m
t
A B
CD
Figura 7.6: Representac¸a˜o do grafo G˜ do Exemplo 7.4
tal que: V = {A,B,C,D}; I = {n, b,m, a, t}; µ =

− a b t
a − m n
b m − m
t n m −
.
Seja S = {1, 2, 3, 4} o conjunto de cores e seja d a medida de dissimilaridade definida na
Tabela 7.4.
d(r, s) 1 2 3 4
1 0 1 2 2
2 1 0 1 1
3 2 1 0 4
4 2 1 4 0
Tabela 7.4: Medida de dissimilaridade d do Exemplo 7.4
Seja a func¸a˜o escala f definida na Tabela 7.5.
I n m b a t
f(I) 0 1 2 3 4
Tabela 7.5: Func¸a˜o escala f do Exemplo 7.4
Uma 4-colorac¸a˜o (d, f)-estendida para este exemplo e´:
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C(A) = 3, C(B) = 4, C(C) = 1, C(D) = 4.
Note que a cor 2 na˜o e´ associada pois, C(i) 6= 2, ∀i ∈ V .
O (d, f)-nu´mero croma´tico de um grafo fuzzy e´ definido, analogamente ao caso crisp, da
seguinte forma:
Definic¸a˜o 36 O (d, f)-nu´mero croma´tico de G˜ e´ definido da seguinte forma: Xd,f (G˜) = mı´n
{k ∈ S | G˜ admite alguma k-colorac¸a˜o (d, f)-estendida}.
Logo, o problema da (d,f )-colorac¸a˜o consiste em determinar o (d, f)-nu´mero croma´tico
de um grafo fuzzy e uma func¸a˜o de colorac¸a˜o (d,f )-estendida associada.
Considerando no Exemplo 7.2 que o nu´mero de dias poss´ıveis para a realizac¸a˜o dos exames
e´ cinco (de segunda a sexta, a`s 9:00) e definindo a medida de dissimilaridade como a distaˆncia
d(r, s) = |r − s|, ∀r, s ∈ {1, 2, ..., 5} e a func¸a˜o f como f(n) = 0, f(b) = 1, f(m) = 2 e
f(a) = 3, este problema se reduz a resolver o problema da (d, f)-colorac¸a˜o para G˜.
O (d, f)-nu´mero croma´tico encontrado e´ Xd,f(G˜) = 5 e uma 5-colorac¸a˜o (d, f)-estendida
de G˜ e´ definida da seguinte forma:
C(A) = 1, C(B) = 2, C(C) = 5, C(D) = 1, C(E) = 4, C(F ) = 3.
Portanto, o nu´mero mı´nimo de dias necessa´rios para realizar os exames e´ 5, e uma distri-
buic¸a˜o o´tima e´ a seguinte:
Dias Seg Ter Qua Qui Sex
Exames A,D B F E C
Tabela 7.6: Resultados do Exemplo 7.2
7.5 O problema da (d,f,g)-colorac¸a˜o
Nesta sec¸a˜o e´ apresentada uma extensa˜o da (d, f)-colorac¸a˜o (ou colorac¸a˜o (d, f)-estendida),
que sera´ denominada (d,f,g)-colorac¸a˜o (ou colorac¸a˜o (d, f, g)-estendida). Para introduzir este
novo conceito e´ apresentado um exemplo ilustrativo.
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7.5.1 O problema da alocac¸a˜o de hora´rios de disciplinas
Este problema consiste em elaborar os hora´rios de um conjunto de disciplinas, pore´m, para
a elaborac¸a˜o destes existem algumas restric¸o˜es: ha´ um nu´mero ma´ximo de disciplinas por
dia e existem graus de incompatibilidade entre as mesmas, isto e´, disciplinas consideradas
”dif´ıceis” devera˜o ter uma certa distaˆncia de dias entre elas, ou seja, disciplinas com grau de
incompatibilidade alto na˜o podera˜o ser ministradas consecutivamente.
Exemplo 7.5 Alocac¸a˜o de hora´rios.
O coordenador do curso de Cieˆncia da Computac¸a˜o de uma determinada universidade
necessita distribuir os hora´rios das disciplinas do seu curso, pore´m ele sabe que cada disciplina
possui 4h/a semanais, sendo ministradas em somente um dia, tambe´m sabe-se que os alunos
na˜o podem ter mais do que duas disciplinas por dia (8h/a) e que as mesmas devera˜o ser
ministradas somente em dias u´teis. Ale´m das restric¸o˜es supracitadas, algumas disciplinas sa˜o
incompat´ıveis, isto deve-se ao grau de dificuldade das mesmas, logo, disciplinas consideradas
dif´ıceis na˜o devem ser alocadas no mesmo dia. Os graus de incompatibilidade das mesmas
sa˜o: nulo, baixo e me´dio, isto significa que estas devem ser ministradas com uma diferenc¸a
de zero, um ou dois dias.
Dado V o conjunto das sete disciplinas e µij a matriz que indica o grau de incompatibi-
lidade entre as disciplinas i e j, ∀i, j ∈ {1, 2, ..., 7} tal que i 6= j, como fica a distribuic¸a˜o das
disciplinas e qual e´ o nu´mero mı´nimo de dias que estas disciplinas sa˜o alocadas?
Seja:
V = {a´lgebra linear (AL), ca´lculo diferencial (CD), f´ısica (F), programac¸a˜o de computadores
(PC), matema´tica discreta (MD), organizac¸a˜o de computadores (OC), introduc¸a˜o a` compu-
tac¸a˜o (IC)}; e
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µ =

− m b n m n n
m − b b b n n
b b − b m n n
n b b − b b n
m b m b − m n
n n n b m − b
n n n n n b −

Esta situac¸a˜o pode ser representada pelo grafo da Figura 7.7.
AL
F
PC
MD
OC
IC
CD
m
m
m
m
b
b
b
b
b
bb
b
Figura 7.7: Grafo G˜ do Exemplo 7.5
Resolvendo este problema, atrave´s do algoritmo proposto para a (d, f, g)-colorac¸a˜o (Sec¸a˜o
7.6.2), tem-se que sa˜o necessa´rios quatro dias, sendo a seguinte distribuic¸a˜o:
Dias 1 2 3 4
Disciplinas AL,PC F,OC IC,CD MD
Tabela 7.7: Resultados da Figura 7.7
7.5.2 A colorac¸a˜o (d,f,g)-estendida de um grafo fuzzy
A func¸a˜o de colorac¸a˜o (d, f, g)-estendida e´ uma extensa˜o da (d, f)-estendida, sendo que esta
possui a restric¸a˜o de que uma determinada cor na˜o podera´ ser atribu´ıda mais do que g vezes.
Portanto as definic¸o˜es a seguir sa˜o baseadas nas da func¸a˜o (d, f)-estendida, acrescidas da
restric¸a˜o do nu´mero ma´ximo de vezes que cada cor pode ser atribu´ıda.
Definic¸a˜o 37 Dado um grafo fuzzy G˜ = (V, µ), um conjunto S de cores, uma medida de
dissimilaridade d definida em S, uma func¸a˜o escala f e um valor g representando o nu´mero
ma´ximo de vezes que cada cor podera´ ser atribu´ıda, enta˜o uma func¸a˜o de colorac¸a˜o (d,f,g)-
108 Cap´ıtulo 7. Colorac¸a˜o em Grafos Fuzzy
estendida de G˜, denotada por Cd,f,g (para simplificar C), e´ uma aplicac¸a˜o C : V → S tal
que:
d(C(i), C(j)) ≥ f(µij) ∀i, j ∈ V sendo i 6= j; e
card(Aj) ≤ g, ∀j = {1, 2, ..., k}, sendo Aj = {i ∈ V tal que C(i) = sj; sj ∈ S}
Definic¸a˜o 38 Dado k ∈ S, uma k-colorac¸a˜o (d,f,g)-estendida de G˜ e´ uma func¸a˜o de colora-
c¸a˜o (d,f,g)-estendida de G˜ com no ma´ximo k cores distintas.
Definic¸a˜o 39 O (d, f, g)-nu´mero croma´tico de G˜ e´ definido da seguinte forma: Xd,f,g(G˜) =
mı´n {k ∈ S | G˜ admite alguma k-colorac¸a˜o (d, f, g)-estendida}.
Logo, o problema da (d,f,g)-colorac¸a˜o consiste em determinar o (d, f, g)-nu´mero croma´-
tico de um grafo fuzzy e uma func¸a˜o de colorac¸a˜o (d,f,g)-estendida associada.
Considerando, no Exemplo 7.5, que os dias poss´ıveis para a distribuic¸a˜o dos hora´rios
das aulas sejam de segunda a sexta, definindo a medida de dissimilaridade como a distaˆncia
d(r, s) = |r − s|, ∀r, s ∈ {1, 2, ..., 5}, atribuindo a` func¸a˜o f os valores f(n) = 0, f(b) = 1 e
f(m) = 2 e considerando que podera˜o ser ministradas no ma´ximo duas disciplinas por dia,
este problema se reduz a resolver o problema da (d, f, g)-colorac¸a˜o para G˜.
Logo, o (d, f, g)-nu´mero croma´tico deste exemplo e´ Xd,f,g(G˜) = 4 e a distribuic¸a˜o o´tima
das aulas fica da seguinte forma (Tabela 7.8):
Dias Seg Ter Qua Qui
Disciplinas AL,PC F,OC IC,CD MD
Tabela 7.8: Resultado do Exemplo 7.5.
7.6 Algoritmos propostos
Nesta sec¸a˜o sa˜o abordados os algoritmos propostos para as extenso˜es (d, f) e (d, f, g).
7.6.1 Algoritmo proposto por Mun˜oz et al para a (d,f )-colorac¸a˜o
Em Mun˜oz et al. (2005) foi proposto um algoritmo exato para resolver o problema da (d,f )-
colorac¸a˜o. Tal algoritmo esta´ baseado no algoritmo proposto por Brown (1972) para obter o
7.6 Algoritmos propostos 109
nu´mero croma´tico de um grafo crisp.
Este algoritmo e´ composto de duas subrotinas, colvoraz e (d, f)-colorac¸a˜o, sendo a se-
gunda o programa principal. A subrotina colvoraz, que e´ chamada diversas vezes, tem por
finalidade colorir sucessivamente os ve´rtices v0, v1, ..., vn.
Algoritmo proposto por Mun˜oz et al
Dado um ve´rtice v0, a subrotina colvoraz colore sucessivamente os ve´rtices v0, v1, ..., vn,
aplicando um procedimento que atribui aos ve´rtices a menor cor poss´ıvel, de forma que resulte
uma func¸a˜o de colorac¸a˜o (d,f )-estendida de G˜ (supo˜e-se que os ve´rtices 1, 2, ..., v0−1 ja´ esta˜o
coloridos). Os paraˆmetros desta subrotina sa˜o os seguintes:
v0: primeiro ve´rtice a colorir;
C: func¸a˜o de colorac¸a˜o (d,f )-estendida;
cmax: maior cor atribu´ıda ate´ o momento;
vmax: primeiro ve´rtice que possui a cor cmax; e
k: nu´mero de cores dispon´ıveis.
O algoritmo (d,f )-colorac¸a˜o resolve este problema realizando diversas chamadas a` su-
brotina colvoraz. Para determinar se existe alguma k -colorac¸a˜o (d,f )-estendida de G˜, este
algoritmo comec¸a chamando a subrotina colvoraz, tomando v0 = 1 e cmax = k + 1. Se esta
subrotina devolver cmax ≤ k, enta˜o existe alguma k-colorac¸a˜o (d,f )-estendida de G˜ e cmax
e´ um limitante superior para o (d,f )-nu´mero croma´tico. Dada a colorac¸a˜o atual C e seus
paraˆmetros associados cmax e vmax, o procedimento de melhora do algoritmo busca um ve´rtice
vm < vmax tal que sua cor possa ser incrementada sem que seja necessa´rio utilizar uma cor
maior que cmax. Inicialmente se toma vm = vmax − 1, e a cada iterac¸a˜o o valor de vm vai
diminuindo em uma unidade ate´ vm = 1; cada vez que o valor devolvido de cmax melhora o
limitante superior atual para o nu´mero croma´tico, atualiza-se o determinado limitante.
Alterac¸o˜es no algoritmo proposto
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Analisando o algoritmo proposto nota-se que em momento algum e´ comentado como
atribuir o valor inicial de k, ou ao menos como determinar um valor inicial para k. Em
pequenas aplicac¸o˜es e´ poss´ıvel associar o conjunto da cores e, consequ¨entemente, o valor de
k. Ja´ para aplicac¸o˜es de grande porte e´ dif´ıcil atribuir um valor inicial para k. Como esta
varia´vel (k) e´ o limitante superior inicial e, a` medida em que ocorrem as iterac¸o˜es, o ideal
e´ que seu valor diminu, propo˜e-se que seja atribu´ıdo como valor inicial o produto entre o
nu´mero de no´s da rede (n) com a maior distaˆncia (func¸a˜o escala definida) entre todos os
arcos da rede (sendo que, neste caso, as cores esta˜o relacionadas a nu´meros).
7.6.2 Algoritmo proposto para o problema da (d,f,g)-colorac¸a˜o
O algoritmo proposto nesta sec¸a˜o e´ baseado no algoritmo de Mun˜oz et al. (2005) para o pro-
blema da (d, f)-colorac¸a˜o, possuindo algumas alterac¸o˜es para tratar da restric¸a˜o do nu´mero
ma´ximo de vezes que cada cor pode assumir, ale´m de possuir o ca´lculo do valor inicial de k.
Este algoritmo tambe´m possui duas subrotinas, sendo a primeira o programa princi-
pal e a segunda, chamada colorir, que tem por finalidade colorir sucessivamente os ve´rtices
v0, v1, ..., vn.
O algoritmo (d,f,g)-colorac¸a˜o resolve o problema da (d,f,g)-colorac¸a˜o realizando diversas
chamadas a` subrotina colorir. O funcionamento deste e´ semelhante ao algoritmo da (d, f)-
colorac¸a˜o, cuja descric¸a˜o foi feita na subsec¸a˜o anterior.
A seguir e´ apresentado o referido algoritmo e a subrotina colorir.
Informac¸o˜es sobre o algoritmo proposto
C : func¸a˜o de colorac¸a˜o (d, f, g)-estendida;
k : maior cor que podera´ ser atribu´ıda;
v0: primeiro ve´rtice a colorir;
w: quantidade de vezes que a cor atribu´ıda ao no´ i (C(i)) ja´ foi atribu´ıda;
cmax: maior cor associada aos ve´rtices; e
vmax: primeiro ve´rtice que recebeu a cor cmax.
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(d,f,g)-colorac¸a˜o
PASSO 1: Inicializac¸a˜o das varia´veis
1. C(1)=0 atribuic¸a˜o da cor inicial ao no´ 1
2. Entre com os dados da rede que sera´ colorida
3. Fornec¸a o valor de g
4. k = n ∗ (maior − distancia) ca´lculo do valor inicial de k
5. cmax = k + 1
6. Pare=falso
PASSO 2: Colorac¸a˜o do no´ 1.
• Colorir(1,C,vmax,cmax)
PASSO 3: Colorac¸a˜o dos demais no´s.
1. Se (cmax ≤ k) fac¸a
• Para i = 1, ..., n⇒ col(i) = C(i)
• Enquanto (Pare=falso) fac¸a
(a) Se w ≤ g (verificac¸a˜o da restric¸a˜o do nu´mero de cores)
– col(i) = C(i)
– Pare=verdadeiro
(b) Sena˜o col(i) = C(i) + 1
• ncrom = cmax
• vm = vmax − 1
• Pare=falso
• Enquanto (vm ≥ 1) fac¸a
(a) Se C(vm) < ncrom− 1
i. C(vm) = C(vm) + 1
ii. Colorir(vm, C, cmax, vmax)
iii. Se (cmax < ncrom)
– Para i = 1, ..., n⇒ col(i) = C(i)
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– Enquanto (Pare=falso) fac¸a
A. Se w ≤ g (verificac¸a˜o da restric¸a˜o do nu´mero de cores)
∗ col(i) = C(i)
∗ Pare=verdadeiro
B. Sena˜o col(i) = C(i) + 1
– ncrom = cmax
– vm = vmax − 1
iv. Sena˜o ⇒ vm = vm − 1
(b) Sena˜o ⇒ vm = vm − 1
• Imprima(col e´ uma ncrom-colorac¸a˜o (d,f,g)-estendida)
2. Imprima(na˜o existe nenhuma k-colorac¸a˜o (d,f,g)-estendida)
A subrotina utilizada para colorir os no´s da rede e´ a seguinte:
(d,f,g)-colorac¸a˜o
PASSO 1: Inicializac¸a˜o das varia´veis
1. Pare=0
2. i = v0 (no´ que sera´ colorido)
3. c = C(i) + 1 (cor inicialmente atribu´ıda ao no´ i)
PASSO 2: Atribuic¸a˜o de cor ao no´ i.
1. Enquanto (Pare=falso) fac¸a (Colorir o no´ v0)
• j = 1
• Enquanto (j < i) fac¸a
(a) Se (d(c, C(j)) < f(µij)) (no´s i e j na˜o sa˜o compat´ıveis)
– c = c+ 1
– j = 1
– Se (c ≥ cmax)⇒ j = i (cmax: maior cor atribu´ıda)
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– Sena˜o j = j + 1 (i e j sa˜o compat´ıveis)
• Se c < cmax (se a cor atribu´ıda ao no´ i for menor que cmax atribui-se a referida
cor ao no´ i)
– C(i)=c
– Enquanto (Pare=falso) fac¸a
(a) Se w ≤ g ⇒ C(i) = c (verificac¸a˜o da restric¸a˜o do nu´mero de cores)
(b) Sena˜o C(i) = c + 1 (C(i)=c e´ compat´ıvel)
– i = i+ 1
– c = 1
– Se (i > n)⇒ Pare=verdadeiro
• Sena˜o
– Se i ≤ v0 ⇒ Pare=verdadeiro
– Sena˜o
(a) Enquanto ((i > v0 e C(i− 1) ≥ cmax − 1)) ⇒ i = i− 1
(b) i = i− 1
(c) c = C(i) + 1
(d) Se i = 0⇒ c = 1
(e) Sena˜o c = C(i) + 1
(f) Se (i < v0)⇒ Pare=verdadeiro
PASSO 3: Atribuic¸a˜o final da cor ao no´ i.
• Se (i > n)
1. cmax = 0
2. Para i = 1, ..., n
(a) Se (C(i) > cmax)
i. cmax = C(i)
ii. vmax = i
PASSO 4: Retorne ao programa principal.
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7.7 Resultados computacionais
Nesta sec¸a˜o sa˜o comentados apenas alguns resultados, visto que as soluc¸o˜es para cada um dos
exemplos citados nas sec¸o˜es anteriores foram encontradas aplicando os respectivos algoritmos.
Exemplo 7.6 Alocac¸a˜o de hora´rios.
Aplicando o algoritmo da (d, f)-colorac¸a˜o, no Exemplo 7.5 (Figura 7.7) tem-se que o
(d, f)-nu´mero croma´tico tambe´m e´ Xd,f(G˜) = 4, semelhante ao valor de (d, f, g)-colorac¸a˜o,
pore´m a distribuic¸a˜o das aulas fica da seguinte forma:
Dias Seg Ter Qua Qui
Disciplinas AL, PC, IC F, OC CD MD
Tabela 7.9: Resultado do Exemplo 7.6 usando (d, f)-colorac¸a˜o
Analisando os resultados das duas extenso˜es, (d, f)-estendida e (d, f, g)-estendida, (Ta-
belas 7.8 e 7.9) percebe-se que a restric¸a˜o do nu´mero ma´ximo de vezes atribu´ıdo a cada cor
resultou numa distribuic¸a˜o diferente das disciplinas.
Exemplo 7.7 Ilustrac¸a˜o.
Seja o grafo G˜ = (V, µ) (Figura 7.8) um grafo fuzzy,
2
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b
b
b
b
b
b
b
Figura 7.8: Grafo de incompatibilidades do Exemplo 7.7
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tal que: V = {1, 2, 3, 4, 5, 6}; I = {n, b,m}; µ =

− b b n n b
b − m n n n
b m − b n b
n n b − b n
n n n b − b
b n b n b −

Dada a medida de dissimilaridade d como a distaˆncia d(r, s) = |r − s|, ∀r, s ∈ {1, 2, ..., k},
a func¸a˜o escala f como f(n) = 0, f(b) = 1 e f(m) = 2 e g = 2 (nu´mero ma´ximo de
no´s que pode receber a mesma cor). Aplicando as func¸o˜es de colorac¸a˜o (d, f)-estendida e
(d, f, g)-estendida tem-se as seguintes soluc¸o˜es:
• O (d, f)-nu´mero croma´tico encontrado e´Xd,f (G˜) = 3 e uma 3-colorac¸a˜o (d, f)-estendida
de G˜ e´ definida da seguinte forma:
C(1) = 2, C(2) = 1, C(3) = 3, C(4) = 1, C(5) = 2, C(6) = 1.
• O (d, f, g)-nu´mero croma´tico encontrado e´ Xd,f,g(G˜) = 4 e uma 4-colorac¸a˜o (d, f)-
estendida de G˜ e´ definida da seguinte forma:
C(1) = 1, C(2) = 2, C(3) = 4, C(4) = 1, C(5) = 2, C(6) = 3.
Portanto, neste exemplo verifica-se que a restric¸a˜o referente ao nu´mero ma´ximo de vezes
que cada cor pode receber alterou o resultado do nu´mero croma´tico.
7.8 Considerac¸o˜es finais
Neste cap´ıtulo foi abordado o conceito de colorac¸a˜o de grafos fuzzy. Inicialmente foi apre-
sentada a extensa˜o do conceito de incompatibilidade entre os no´s de um grafo, para assim
incluir o conceito de incertezas e impreciso˜es (Mun˜oz et al. 2005). Para esta nova situac¸a˜o,
foram detalhadas duas extenso˜es, propostas por Mun˜oz et al (Mun˜oz et al. (2003), Mun˜oz
et al. (2005)), para o problema de colorac¸a˜o de grafos fuzzy com no´s crisp e arestas fuzzy. A
primeira e´ baseada na fuzzificac¸a˜o natural do problema cla´ssico; esta foi exemplificada com o
problema dos sema´foros, sendo que seu nu´mero croma´tico pode ser definido e interpretado de
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acordo com o significado das arestas do grafo fuzzy. A segunda proposta estende o conceito
da func¸a˜o de colorac¸a˜o crisp permitindo a separac¸a˜o de no´s coloridos atrave´s da medida de
dissimilaridade, definida sobre o conjunto de cores e sobre a func¸a˜o escala. Esta extensa˜o
e´ chamada colorac¸a˜o (d, f)-estendida. O novo conceito de colorac¸a˜o considera um grau de
incompatibilidade relacionado ao valor da func¸a˜o de pertineˆncia de cada aresta. A introdu-
c¸a˜o da func¸a˜o escala permite ao usua´rio um paraˆmetro de controle de ordem para obter as
soluc¸o˜es va´lidas que verificam as restric¸o˜es “as arestas mais incompat´ıveis”, “as cores mais
distantes”. Um algoritmo exato para este problema de colorac¸a˜o estendido foi introduzido e
foram apresentados alguns resultados computacionais.
Com base nas extenso˜es abordadas por Mun˜oz et al, neste cap´ıtulo foi introduzido uma
terceira extensa˜o para este problema, chamada colorac¸a˜o (d, f, g)-estendida. Esta extensa˜o
considera a separac¸a˜o dos no´s coloridos atrave´s da medida de dissimilaridade, semelhante a`
(d, f)-colorac¸a˜o, pore´m, tambe´m possui a restric¸a˜o de que uma determinada cor na˜o pode ser
atribu´ıda mais do que g-vezes. Este problema foi exemplificado (Sec¸a˜o 7.5.1) pelo problema
de alocac¸o˜es de hora´rios de disciplinas. Tambe´m foi apresentado um algoritmo exato para a
soluc¸a˜o desta extensa˜o.
Cap´ıtulo 8
Concluso˜es e Trabalhos Futuros
Neste cap´ıtulo sa˜o apresentadas as concluso˜es da tese, as perspectivas de trabalhos futuros e
os trabalhos publicados.
8.1 Concluso˜es
Nesta tese foram estudados alguns tipos de incertezas em problemas cla´ssicos de grafos e fluxo
em redes, do ponto de vista da teoria e dos algoritmos associados. Os problemas abordados
foram: problema de caminho mı´nimo com incertezas (Cap´ıtulo 4), problema de fluxo ma´ximo
com incertezas (Cap´ıtulo 5), problema de fluxo de custo mı´nimo com incertezas (Cap´ıtulo 6)
e o problema de colorac¸a˜o de grafos fuzzy (Cap´ıtulo 7). Para estes problemas foram propostos
alguns algoritmos que contornam desvantagens detectadas nos trabalhos da literatura. Ale´m
destes algoritmos propostos, tambe´m foi apresentada uma definic¸a˜o adicional para o problema
de colorac¸a˜o de grafos fuzzy.
No Cap´ıtulo 4 foi abordado o problema de caminho mı´nimo em grafos com estrutura crisp
e paraˆmetros incertos (fuzzy). Neste cap´ıtulo foi feita uma minuciosa revisa˜o bibliogra´fica do
tema, sendo detectado que os trabalhos da literatura sa˜o aplica´veis somente em redes com
paraˆmetros (custos) na˜o-negativos. Com base nisto, foi proposto um algoritmo que contorna
esta desvantagem, sendo este uma adaptac¸a˜o do algoritmo cla´ssico de Ford-Moore-Bellman.
Ale´m da vantagem supracitada, este possui uma boa complexidade computacional quando
comparado com os demais da literatura. Verificando tambe´m a inexisteˆncia de algoritmos
para grafos com restric¸o˜es de tempo, o algoritmo proposto foi adaptado para este tipo de
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problema, sendo que cada arco possui um custo e um tempo fuzzy. Tambe´m foi adaptada,
ao mesmo algoritmo, a heur´ıstica e o algoritmo, propostos por Chuang e Kung (2005), para
encontrar o custo mı´nimo fuzzy do grafo. E, finalmente, ao mesmo algoritmo foi adaptada
uma relac¸a˜o de ordem gene´rica para encontrar a soluc¸a˜o final, ficando a cargo do usua´rio
propor ou escolher uma relac¸a˜o de ordem da literatura que melhor adapte ao seu problema.
O problema de fluxo ma´ximo em redes com estrutura crisp e paraˆmetros incertos foi abor-
dado no Cap´ıtulo 5. Ale´m da revisa˜o bibliogra´fica do tema, neste cap´ıtulo foi apresentado
um algoritmo que contorna a principal desvantagem dos algoritmos da literatura, que e´ a
exigeˆncia que o usua´rio fornec¸a o fluxo que deseja trafegar na rede e a partir da´ı e´ verificada
com que pertineˆncia este fluxo pode ser transitado. Ja´ o algoritmo proposto apresenta apre-
senta o fluxo ma´ximo e sua respectiva pertineˆncia, na˜o exigindo do usua´rio o fluxo deseja´vel,
o que e´ uma grande vantagem quando se trabalha com redes de grande porte.
O problema de fluxo de custo mı´nimo para redes crisp com paraˆmetros fuzzy foi apre-
sentado no Cap´ıtulo 6, onde ale´m da revisa˜o bibliogra´fica do tema foram propostos alguns
algoritmos. Inicialmente verificou-se que os principais trabalhos da literatura utilizam ı´ndices
de defuzzificac¸a˜o para transformar o problema fuzzy em um problema crisp e, a partir de
enta˜o, utilizam um algoritmo cla´ssico para resolver tal problema. Com base nisto, neste ca-
p´ıtulo foram propostos tanto um algoritmo que transforma o problema incerto em um crisp,
quanto algoritmos que trabalham com o problema incerto. Para o primeiro caso foi utilizado
o algoritmo cla´ssico do Big-M, este algoritmo foi proposto para casos em que o usua´rio deseja
obter uma soluc¸a˜o aproximada e ra´pida, visto que e´ um algoritmo de fa´cil implementac¸a˜o. Ja´
para o segundo caso (trabalhar com as incertezas) foram propostos quatro algoritmos, sendo
um para os casos em que a rede possui somente um no´ origem e um no´ destino, o segundo
para o caso da rede possuir uma origem e mu´ltiplos no´s destinos, o terceiro para o caso da
rede ter mu´ltiplos no´s origens e um destino e finalmente o u´ltimo para o caso de mu´ltiplas
origens e mu´ltiplos destinos. Pode-se dizer que estes quatro u´ltimos algoritmos sa˜o ine´ditos,
visto que na˜o se tem conhecimento de nenhum trabalho deste tema que mante´m o problema
incerto ate´ o final.
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Problema envolvendo grafo com estrutura incerta (grafo fuzzy) foi abordado no Cap´ıtulo
7, que trata do problema da colorac¸a˜o de grafos. Neste cap´ıtulo foram apresentados os
trabalhos da literatura que abordam este tema (Ramı´rez 2001, Mun˜oz et al. 2003, Mun˜oz
et al. 2005) e foi proposta uma nova definic¸a˜o para o problema de colorac¸a˜o fuzzy, chamada
(d, f, g)-colorac¸a˜o (ou colorac¸a˜o (d, f, g)-estendida), cujo objetivo e´ de tratar o problema de
colorac¸a˜o com algumas restric¸o˜es. Tambe´m foi proposto um algoritmo para tal definic¸a˜o,
sendo este uma adaptac¸a˜o dos algoritmos de Mun˜oz et al. (2005).
Portanto, a principal contribuic¸a˜o desta tese foi apresentar algoritmos para suprir des-
vantagens ou vazios da literatura sobre os temas abordados.
No aˆmbito pessoal, pode-se dizer que este per´ıodo de doutorado foi muito gratificante,
visto que tivemos contato com excelentes pesquisadores da Unicamp e do estrangeiro (du-
rante o per´ıodo de esta´gio de doutoramento na Universidade de Granada, Espanha).
8.2 Trabalhos futuros
• Problema de caminho mı´nimo:
– algoritmo com restric¸a˜o de tempo (Sec¸a˜o 4.5): estudar como tratar quando ha´
impasse na escolha do melhor caminho, pois ocorrera˜o casos em que o caminho
mais barato satisfaz as restric¸o˜es de tempo com baixa pertineˆncia, enquanto que
um caminho mais caro satisfaz as restric¸o˜es de tempo com uma pertineˆncia maior;
– algoritmo com a heur´ıstica de Chuang e Kung (Sec¸a˜o 4.6): estudar detalhadamente
o comportamento deste algoritmo em redes com diversos tamanhos;
– algoritmo com relac¸a˜o de ordem gene´rica (Sec¸a˜o 4.7): implementar outras relac¸o˜es
de ordem;
– implementar um sistema de suporte a decisa˜o.
• Problema de fluxo ma´ximo:
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– estudar outras formas de tratar as incertezas das capacidades;
– trabalhar com redes cujo limitante inferior das capacidades seja diferente de zero;
– estudar a viabilidade de adaptar este algoritmo ao proposto em redes com estru-
turas incertas.
• Problema de fluxo de custo mı´nimo: estudar novos ı´ndices de comparac¸a˜o entre nu´meros
fuzzy para efeito de comparac¸a˜o com os adotados.
• Colorac¸a˜o de grafos: estudar a viabilidade de algoritmos aproximados para este pro-
blema, visto que o proposto podera´ ser lento quando aplicado em redes de grande porte.
Outros problemas que podem ser estudados utilizando grafos e a teoria de conjuntos fuzzy :
• problemas de transporte;
• problemas multicommodity.
8.3 Trabalhos publicados
Durante este per´ıodo foram publicados e submetidos os seguintes trabalhos:
• (Hernandes e Yamakami 2004) “Um algoritmo para o problema de caminho mı´nimo
em grafos com custos nos arcos fuzzy”, apresentado no XV Congresso Brasileiro de
Automa´tica;
• (Hernandes e Takahashi 2004)“Adaptac¸a˜o de um algoritmo de caminho mı´nimo em gra-
fos com custos nos arcos e restric¸o˜es de tempo fuzzy”, apresentado no XXXVI Simpo´sio
Brasileiro de Pesquisa Operacional;
• (Hernandes et al. 2005) “Uso da similaridade entre caminhos para o problema de ca-
minho mı´nimo com paraˆmetros fuzzy”, apresentado no XXXVII Simpo´sio Brasileiro de
Pesquisa Operacional;
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• (Hernandes, Yamakami, Takahashi e Verdegay 2006)“Um algoritmo para o problema de
fluxo ma´ximo em redes com incertezas”, apresentado no XXXVIII Simpo´sio Brasileiro
de Pesquisa Operacional;
• (Hernandes, Lamata, Takahashi, Verdegay e Yamakami 2006)“Uma proposta de soluc¸a˜o
para o problema de caminho mı´nimo em grafos com paraˆmetros incertos”, apresentado
no XVI Congresso Brasileiro de Automa´tica;
• (Hernandes, Lamata, Verdegay e Yamakami 2006) “A generic algorithm for the shor-
test path problem on a network with fuzzy parameters”, apresentado no International
Symposium on Fuzzy and Rough Sets;
• “On the solution of fuzzy shortest path problem”, apresentado no XIII Congreso Espan˜ol
sobre Tecnolog´ıas y Lo´gica Fuzzy (2006). Trabalho apresentado, pore´m os anais do
congresso ainda na˜o foram enviados; e
• “The shortest path problem on networks with fuzzy parameters”, submetido, em junho
de 2006, a` revista Fuzzy Sets and Systems (artigo aceito, in press).
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Apeˆndice A
Conceitos de Grafos Cla´ssicos
Neste apeˆndice sa˜o apresentados os principais conceitos sobre grafos cla´ssicos, isto e´, grafos
crisp. Tais conceitos sa˜o indispensa´veis para uma melhor compreensa˜o desta tese. Para um
estudo mais completo e´ sugerido o Cap´ıtulo 2 de Ahuja et al. (1993) e os cap´ıtulos subsequ¨en-
tes com os problemas relativos a grafos. Outras refereˆncias utilizadas foram: Bazarra et al.
(1990), Gondran e Minoux (1984) e Goldbarg e Luna (2000).
Definic¸a˜o 40 Um grafo, denotado por G = (V,A), e´ definido como um conjunto V cujos
elementos sa˜o chamados no´s (ou ve´rtices) e um conjunto A cujos elementos a ∈ A sa˜o pares
ordenados de elementos de V (no´s), chamados arcos (ou arestas).
Definic¸a˜o 41 Arco e´ um par ordenado (i, j) sendo i o no´ de origem do arco e j o no´ de
destino. Neste caso, se aij e´ um arco, enta˜o aij 6= aji (Figura A.1).
ji
Figura A.1: Exemplo de um arco (i,j )
Definic¸a˜o 42 Aresta e´ um par na˜o ordenado (i, j). Neste caso, se aij e´ uma aresta, tem-se
necessariamente que aij = aji (Figura A.2).
Definic¸a˜o 43 Um grafo G=(V,A) e´ dito orientado (direcionado) se seus arcos possuirem
orientac¸a˜o (Figura A.3), caso contra´rio e´ dito na˜o-orientado (Figura A.4).
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ji
Figura A.2: Exemplo de uma aresta (i,j )
1 2
3 4
Figura A.3: Exemplo de um grafo orientado
1 2
3 4
Figura A.4: Exemplo de um grafo na˜o-orientado
Definic¸a˜o 44 Dois arcos (arestas) sa˜o adjacentes se possu´ırem pelo menos um extremo em
comum.
Definic¸a˜o 45 Um arco (aresta) cujos extremos coincidem e´ chamado lac¸o (Figura A.5).
1
Figura A.5: Exemplo de um lac¸o
Definic¸a˜o 46 Caminho e´ uma sequ¨eˆncia orientada de no´s e arcos,
p = {i, (i, j1), j1, (j1, j2), j2, (j2, j3), j3, ...},
sem repetic¸o˜es de no´s (Figura A.6).
Atrave´s da Figura A.6 tem-se o seguinte caminho: p = {1, (1, 2), 2, (2, 3), 3, (3, 4)4}.
Definic¸a˜o 47 O comprimento de um caminho, ou ciclo, e´ determinado pela quantidade de
arcos existentes neste caminho ou ciclo.
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1 2
4
3
Figura A.6: Exemplo de um caminho
Por exemplo, o caminho p da figura anterior que sai do no´ 1 e chega no 4 possui comprimento
igual a 3.
Definic¸a˜o 48 Capacidades de um arco (ou aresta) sa˜o valores referentes a` quantidade mı´-
nima (lij) e ma´xima (uij) de fluxo (xij) que pode ser transportado pelo arco (ou aresta).
Definic¸a˜o 49 Fluxo e´ uma maneira de se enviar objetos sobre arestas (ou arcos) de um no´
para outro do grafo. Associa-se nu´meros aos no´s e arcos (ou arestas) de um grafo, normal-
mente designando uma capacidade (mı´nima e ma´xima) destes no´s e arcos (ou arestas).
Definic¸a˜o 50 Custo de um arco e´ o valor associado ao escolher uma aresta (ou arco) para a
soluc¸a˜o de um problema. Se um fluxo estiver associado ao grafo, e´ o valor associado para se
passar uma unidade de fluxo nesta aresta (ou arco), desde que na˜o viole a capacidade deste.
Definic¸a˜o 51 Grau de um no´ refere-se ao nu´mero de arcos (ou arestas) incidentes no refe-
rido no´.
Por exemplo, na Figura A.4 os no´s 2 e 3 teˆm grau 3.
Definic¸a˜o 52 Um circuito e´ um caminho fechado (Figura A.7).
1 2
3
Figura A.7: Exemplo de um circuito
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Definic¸a˜o 53 Cadeia e´ uma sequ¨eˆncia na˜o orientada de no´s e arestas, sem repetic¸o˜es de
no´s.
Definic¸a˜o 54 Ciclo e´ uma cadeia fechada (Figura A.8).
1 2
3
Figura A.8: Exemplo de um ciclo
Definic¸a˜o 55 Um grafo G = (V,A) e´ ac´ıclico se na˜o for poss´ıvel formar ciclos com qualquer
subsequ¨eˆncia composta com os elementos de V e de A.
Definic¸a˜o 56 Em um problema de fluxo em redes, um no´ de origem e´ um no´ capacitado. Se
bi e´ o paraˆmetro referente a capacidade do no´ i, enta˜o bi > 0. Esta´ associado ao depo´sito, a`
mate´ria-prima, etc. Na Figura A.9, o no´ 1 e´ um no´ origem.
Definic¸a˜o 57 Em um problema de fluxo em redes, um no´ de destino e´ um no´ capacitado. Se
bi e´ o paraˆmetro referente a capacidade do no´ i, enta˜o bi < 0. Esta´ associado ao consumidor,
a demanda, etc. Na Figura A.9, o no´ 6 e´ um no´ destino.
Definic¸a˜o 58 Em um problema de fluxo em redes, um no´ de transbordo e´ um no´ na˜o capa-
citado. Se bi e´ o paraˆmetro referente a capacidade do no´ i, enta˜o bi = 0. Na Figura A.9, os
no´s 2, 3, 4 e 5 sa˜o no´s de transbordo.
Definic¸a˜o 59 Conjunto de corte [X, X¯]: Seja um grafo G = (V,A). Seja X ⊂ V e X¯ =
V −X. [X, X¯] = {(i, j) ∈ A|i ∈ X, j ∈ X¯}, ou seja, um conjunto de corte e´ formado pelos
arcos que conectam X a X¯ (Figura A.10).
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1 2
3
4
5 6
b=4 b=0
b=0
b=0
b=0
b=−4
Figura A.9: Exemplo de no´s capacitados
X={3,5,6}
X={1,2,4}
_
_
6
4 5
32
11
2 3
54
6
[X,X]={(2,3),(2,5),(4,5)}
Figura A.10: Exemplo de um conjunto de corte [X, X¯]
Definic¸a˜o 60 Dado um grafo G = (V,A), um subgrafo e´ um grafo G′ = (V ′, A′) tal que
V ′ ⊆ V e A′ ⊆ A.
Definic¸a˜o 61 Dado um grafo G = (V,A), um subgrafo gerador e´ um subgrafo G′ = (V ′, A′)
tal que V ′ ≡ V .
Definic¸a˜o 62 Um grafo G = (V,A) e´ conexo se para todo par de ve´rtices i e j que pertencem
a V existe pelo menos um caminho unindo-os. Caso contra´rio e´ dito desconexo (Figura A.11).
1 2
3 4 5
Figura A.11: Exemplo de um grafo desconexo
Definic¸a˜o 63 Uma a´rvore e´ um subgrafo conexo e sem ciclos.
Definic¸a˜o 64 Seja um grafo G = (V,A). Uma a´rvore geradora e´ um subgrafo gerador de G
que na˜o possui ciclos.
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Definic¸a˜o 65 Um grafo completo e´ um grafo simples em que todo ve´rtice e´ adjacente a todos
os outros ve´rtices. O grafo completo de n ve´rtices e´ frequ¨entemente denotado por Kn.
Apeˆndice B
Problemas de Grafos Cla´ssicos
De modo geral, os problemas em grafos sa˜o aqueles em que a decisa˜o esta´ associada a sua
estrutura (arcos e no´s). A seguir sa˜o descritos o problemas cla´ssicos que foram adaptados,
nesta tese, para o problema fuzzy.
B.1 Problema de caminho mı´nimo
Este problema consiste em encontrar um caminho de custo mı´nimo entre dois no´s espec´ıficos
do grafo. Existem diversos algoritmos para este problema, sendo os algoritmos de Dijkstra e
Ford-Moore-Bellman os mais conhecidos. Pore´m, como nesta tese foi usado o algoritmo de
Ford-Moore-Bellman (Bellman 1958), este sera´ descrito.
Algoritmo de Ford-Moore-Bellman
Informac¸o˜es:
V : conjunto dos no´s;
it: contador de iterac¸o˜es;
r: nu´mero de no´s;
lji: custo do arco (j, i);
citi : custo do caminho entre os no´s 1 e i na iterac¸a˜o it; e
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Γ−1i : conjunto dos no´s predecessores de i.
Algoritmo
PASSO 1: Inicializac¸a˜o das varia´veis
1. c01 = 0
2. c0i =∞, i = 2, 3, . . . , r
3. it← 1.
PASSO 2: Determinac¸a˜o dos caminhos das pro´ximas iterac¸o˜es
1. cit1 = 0;
2. ∀i ∈ V , i = 2, 3, . . . r, fac¸a:
• citi =min(c
it−1
i , minj∈Γ−1i (c
it−1
j + lji));
PASSO 3: Crite´rio de parada
• Se citi = c
it−1
i , ∀i ∈ V ⇒ FIM
• Sena˜o
– Se it ≤ r − 1 ⇒ Passo 2
– Sena˜o existe um circuito com custo negativo ⇒ FIM
Este algoritmo possui a vantagem de ser aplicado em redes com arcos de custos negativos,
contra´rio ao de Dijkstra.
B.2 Problemas de fluxo ma´ximo
Considere um grafo direcionado, capacitado e sem lac¸os onde existe fluxo para atender as
necessidades dos no´s. Associando a cada arco (i, j) da rede um valor u(i, j) que corresponde
a` capacidade do arco, pode-se definir uma func¸a˜o φ(i, j) que corresponde ao fluxo do arco.
Esta func¸a˜o tem que satisfazer a`s seguintes restric¸o˜es:
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1. φ(i, j) ≥ 0, isto e´, o fluxo e´ na˜o negativo em cada arco;
2. φ(i, j) ≤ u(i, j): fluxo na˜o excede a capacidade do arco; e
3. satisfaz a regra de conservac¸a˜o de fluxo, ou seja, o fluxo que entra em um no´ mais o
localmente gerado e´ o mesmo que sai mais o localmente consumido.
Logo este problema tem por objetivo determinar o maior fluxo poss´ıvel que pode ser
enviado nos arcos do grafo, considerando as limitac¸o˜es de capacidade dos mesmos (obter o
maior valor para φ(i, j)).
Outras definic¸o˜es e a teoria envolvida relativa ao assunto podem ser vistas em Bazarra
et al. (1990) e Ahuja et al. (1993).
B.3 Problemas de fluxo de custo mı´nimo (PFCM)
Este problema corresponde a` necessidade de determinar o atendimento da demanda em uma
rede pagando o mı´nimo poss´ıvel pelo tra´fego. Normalmente o fluxo a transitar e´ conhecido e
existem restric¸o˜es para o ma´ximo e o mı´nimo fluxo admiss´ıvel nos arcos, bem como um valor
de custo associado ao traˆnsito em cada arco por unidade de fluxo (cij). Os dois algoritmos
utilizados sa˜o o Simplex para redes e o Out-of-Kilter. Os problemas de caminho mı´nimo e
fluxo ma´ximo sa˜o casos especiais do PFCM (veja: Goldbarg e Luna (2000)).
Como um dos algoritmos propostos nesta tese foi uma adaptac¸a˜o do me´todo do Big-M, a
seguir, o referido algoritmo e´ apresentado.
B.3.1 Algoritmo do Big-M
Este algoritmo tem por finalidade encontrar uma soluc¸a˜o fact´ıvel inicial para o algoritmo
Fase II (descrito na sec¸a˜o seguinte).
Informac¸o˜es sobre o algoritmo proposto:
V : conjunto dos no´s;
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bk: demanda do no´ k;
wi: potencial do no´ i ;
lij : limitante inferior do arco (i, j) (neste caso e´ zero);
Lij : limitante superior do arco (i, j);
xij : fluxo que percorre o arco (i, j);
cij : custo de cada unidade de fluxo que percorre o arco (i, j).
Algoritmo
Seja um grafo orientado G = (V,A).
PASSO 1: Construc¸a˜o do grafo artificial (grafo original acrescido do no´ artificial e de seus
respectivos arcos, tambe´m artificiais)
• Criar um no´ artificial (n + 1)
• Criar n arcos artificiais unindo os n no´s do grafo original ao no´ artificial (n+ 1), tal
que:
– se bk > 0, ∀k ∈ V → criar um arco artificial na direc¸a˜o de k para (n+1 );
– se bk < 0, ∀k ∈ V → criar um arco artificial na direc¸a˜o de (n+1 ) para k ; e
– se bk = 0, ∀k ∈ V → criar um arco artificial na direc¸a˜o de k para (n+1 ), pore´m
poderia ser na direc¸a˜o contra´ria.
PASSO 2: Definir o no´ (n+ 1) como raiz e associar o custo ∞ a todos os arcos artificiais.
Para a implementac¸a˜o, o valor ∞ pode ser substitu´ıdo pela soma dos custos de todos os
arcos da rede acrescido de uma unidade.
PASSO 3: Aplicar o me´todo simplex especializado
1. Atribuic¸a˜o do fluxo inicial:
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• para os arcos do problema original, fixar o fluxo inicial no limitante inferior (no
problema em questa˜o fixar em zero);
• para os arcos artificiais designar fluxo de tal forma que o problema seja fact´ıvel,
ou seja, atribuir o fluxo bk no arco artificial que tem k como um dos seus
extremos; e
• a base inicial e´ formada pelos arcos artificiais.
2. Ca´lculo dos potenciais:
Para todos os no´s do grafo calcular os seus potenciais da seguinte forma:
• wn+1 = 0 (ao no´ artificial (n + 1) e´ atribu´ıdo valor zero).
• Utilizando os arcos da base, calcular os demais potenciais da seguinte forma:
wi − wj = cij, ∀i, j ∈ V
∗ (V ∗: conjunto dos no´s do grafo artificial e cij: custo
do arco (i,j)).
3. Ca´lculo dos custos relativos:
Para todos os arcos na˜o-ba´sicos, calcular os custos relativos da seguinte forma:
• cˆij = zij−cij = wi−wj−cij, ∀(i, j) ∈ A
∗ (A∗: conjunto dos arcos na˜o ba´sicos).
4. Verificac¸a˜o do arco candidato a entrar na base:
• Entrara´ na base o arco na˜o-ba´sico que possuir o maior custo relativo positivo,
caso haja empate, escolher um deles.
5. Verificac¸a˜o do arco candidato a deixar a base:
• Encontrar um ciclo formado entre o arco candidato a entrar na base e outros
arcos pertencentes a` base, sendo que deixara´ a base o arco que bloquear o
tra´fego de fluxo naquele ciclo. O bloqueio e´ calculado da se
140 Cap´ıtulo B. Problemas de Grafos Cla´ssicos
– Para todo arco que possui orientac¸a˜o contra´ria a` do arco candidato a
entrar na base, calcular:
δ−ij = xij − lij
– Para todo arco que possuir a mesma orientac¸a˜o do arco candidato a entrar
na base, calcular:
δ+ij = Lij − xij
• Calcular ∆ = min{δ−ij , δ
+
ij}
6. Redefinir o fluxo ao longo do ciclo encontrado no passo anterior da seguinte forma:
• Se (i, j) tiver a mesma direc¸a˜o do arco candidato a entrar na base atribuir:
xij = xij +∆
• Se (i, j) tiver direc¸a˜o contra´ria a do arco candidato a entrar na base atribuir:
xij = xij −∆
7. Crite´rio de parada:
• Enquanto existir mais de um arco artificial na base, repetir do Passo 2 ao Passo
6 deste passo.
PASSO 4: Construc¸a˜o da soluc¸a˜o fact´ıvel:
• Se o u´nico arco artificial que estiver na base possuir fluxo na˜o-nulo⇒ problema sem
soluc¸a˜o.
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• Caso contra´rio, elimine o no´-artificial e todos os arcos incidentes nele e construa a
soluc¸a˜o fact´ıvel para aplicar o algoritmo Fase II.
B.3.2 Algoritmo Fase II
Este algoritmo tem como objetivo encontrar a soluc¸a˜o o´tima do problema, partindo da soluc¸a˜o
fact´ıvel encontrada pelo Big-M. Este e´ similar ao Passo 3 do algoritmo anterior, chamado
simplex especializado.
Algoritmo
PASSO 1: Definir um no´ raiz, wr, atribuir wr = 0 e iniciar o algoritmo com a soluc¸a˜o
inicial fact´ıvel obtida atrave´s da aplicac¸a˜o do Big-M
PASSO 2: Calcular os potenciais e os custos relativos (similar aos itens 2 e 3 do Passo 3
do Big-M).
PASSO 3: Enquanto existir pelo menos um arco (i, j) tal que (zij − cij) > 0 fac¸a:
• Determinar o arco candidato a entrar na base (semelhante ao item 4 do Passo 3 do
Big-M).
• Determinar o arco candidato a deixar a base (semelhante ao item 5 do Passo 3 do
Big-M).
• Recalcular o fluxo na rede (semelhante ao item 6 do Passo 3 do Big-M).
• Recalcular os potenciais e os custos (semelhante aos itens 2 e 3 do Passo 3 do Big-M).
PASSO 4: Valor da func¸a˜o objetivo: f =
∑
(i,j)∈A
cijxij
B.4 Problema de colorac¸a˜o de grafos
Uma colorac¸a˜o dos ve´rtices de um grafo na˜o-orientado e´ a atribuic¸a˜o de cores aos ve´rtices
que tenham a seguinte propriedade: as pontas de cada aresta teˆm cores diferentes.
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Logo, o problema da colorac¸a˜o de ve´rtices consiste em: dado um grafo na˜o-orientado,
encontrar uma colorac¸a˜o dos ve´rtices com nu´mero mı´nimo de cores (maiores detalhes: Char-
trand e Oellermann (1993)).
