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Matrix exponentiation (ME) is widely used in various fields of science and engineering. For ex-
ample, the unitary dynamics of quantum systems is described by exponentiation of Hamiltonian
operators. However, despite a significant attention, the numerical evaluation of ME remains com-
putationally expensive, particularly for large dimensions. Often this process becomes a bottleneck
in algorithms requiring iterative evaluation of ME. Here we propose a method for approximating
ME of a single operator with a bounded coefficient into a product of certain discrete operators.
This approach, which we refer to as Rapid Exponentiation using Discrete Operators (REDO), is
particularly efficient for iterating ME over large numbers. We describe REDO in the context of a
quantum system with a constant as well as a time-dependent Hamiltonian, although in principle, it
can be adapted in a more general setting. As concrete examples, we choose two applications. First,
we incorporate REDO in optimal quantum control algorithms and report a speed-up of several folds
over a wide range of system size. Secondly, we propose REDO for numerical simulations of quantum
dynamics. In particular, we study exotic quantum freezing with noisy drive fields.
I. INTRODUCTION
Many processes in nature are described by linear differ-
ential equations of the form y˙ = Ay, whose solution is of
the form y(t) = y(0)eAt. If A is a matrix, then it is neces-
sary to efficiently evaluate the matrix exponential (ME)
eAt. We look into the situations requiring repeated eval-
uations of ME, and as examples we describe optimization
of quantum controls and simulation of quantum dynam-
ics.
“Given a quantum system, how best can we control its
dynamics?” is the central question of quantum control.
This control over the dynamics of a quantum system is
often achieved via electromagnetic pulses [1]. Quantum
control had earlier been used to tailor the final output
of chemical reactions [2–7]. Since then, quantum con-
trol has been applied to a wide variety of fields ranging
from biology [8, 9], spectroscopy [10–12], to imaging and
sensing [13]. More recently, quantum control has been
extensively used in the field of quantum information pro-
cessing. Information processing devices based on quan-
tum mechanical systems, known as quantum processors,
can exploit quantum superpositions and thereby have the
ability to outperform their classical counterparts. The
quantum processors are prone to more types of errors
and in this sense lack the robustness of classical digital
logic. However, at the same time they also allow intricate
quantum operations that can take short-cuts leading to
enhanced computational efficiency [14]. Thus, one needs
to achieve an efficient control over the dynamics of the
quantum device to prove its computational advantage.
A remarkable progress has been achieved to attain con-
trol over the quantum systems during the past several
years [15–20]. Although analytical methods have been
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successful for the control of one or two qubits, one needs
to employ numerical optimization algorithms for control-
ling larger number of qubits. Several algorithms (e.g.
[11, 12, 21–28]) for quantum control have been proposed
in the past years.
The central part in many of the quantum control al-
gorithms as well as in simulating quantum dynamics is
generating the unitaries by exponentiating Hamiltoni-
ans, and this part is often iterated over large numbers.
ME is a very important problem in theoretical computer
science and accordingly numerous ways have been ex-
plored for this task [29, 30]. These include polynomial
methods, series methods, differential equations method,
matrix decomposition method, etc. Since the matrix-
exponentiation forms a bottle-neck in the quantum con-
trol algorithms as well as in other simulations of quantum
dynamics, any improvement in speeding up this process
can greatly improve the efficiency of these algorithms.
In this article, we describe the method, Rapid Expo-
nentiation using Discrete Operators (REDO), that over-
comes the above bottleneck by keeping ME outside the
iterations. In the following section we provide the theory
of REDO. In section III and IV we describe the appli-
cations of REDO in quantum control and in simulating
quantum dynamics respectively. Finally we conclude in
section V.
II. RAPID EXPONENTIATION BY USING
DISCRETE OPERATORS (REDO):
Consider a quantum system governed by the Hamilto-
nian
Htot(t) = H0 +H(t), (1)
where H0 and H(t) are fixed and controllable parts
respectively. Let |ψ(t)〉 be the state vector in the
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2Schro¨dinger representation that evolves according to
|ψ(t)〉 = U(t, t0)|ψ(t0)〉 through the propagator
U(t, t0) = D
[
exp
(
−i
∫ t
t0
Htot(t)dt
)]
, (2)
where D is the Dyson time-ordering operator. The ex-
plicit influence of the fixed part of the Hamiltonian can
be eliminated by going into Dirac representation via the
transformation V †(t) = eiH0t. The state vectors in the
Schro¨dinger (|ψ(t)〉) and the Dirac (|ψ˜(t)〉) representa-
tions are related by
|ψ˜(t)〉 = V †(t)|ψ(t)〉
= V †(t)U(t, t0)|ψ(t0)〉
= V †(t)U(t, t0)V (t0)|ψ˜(t0)〉, (3)
from which, we obtain the Dirac propagator
U˜(t, t0) = V
†(t)U(t, t0)V (t0). (4)
Differentiating the above equation w.r.t. time leads to
the Schro¨dinger equation in Dirac representation
d
dt
U˜(t, t0) = −iH˜(t)U˜(t, t0), (5)
where H˜(t) = V †(t)H(t)V (t) is the control Hamiltonian
in the Dirac representation. Solution of the above equa-
tion is of the form
U˜(t, t0) = D
[
exp
(
−i
∫ t
t0
H˜(t)dt
)]
. (6)
In view of the mathematical simplicity as well as
control-implementation by a digital hardware, we dis-
cretize time into N equal segments each of duration ∆t,
thus leading to piecewise-constant control Hamiltonian.
The discrete Hamiltonians in the Dirac representation
are of the form
H˜n = ΩnS˜, (7)
where S˜ is a fixed operator and Ωn ∈ [0,Ωmax] is the non-
negative control parameter. Then the propagator for this
time interval simplifies to
U˜n = exp
(
−iΩn∆tS˜
)
. (8)
Given a large set {Ωn}, the objective is to efficiently eval-
uate the propagators {U˜n}.
We denote Nb = {0, 1, . . . , b− 1} as the set of integers
where b ≥ 2. We first coarse grain the scaling parameter
such that
Ωn =
m∑
j=l
cnjb
j +O(),
= bΩne+O(), (9)
where the coefficient cnj ∈ Nb. The lower-limit l is chosen
sufficiently small to meet the precision of graining, i.e.,
bl = . On the other hand, the upper-limit m is chosen
to cover the range of Ωn, i.e., b
m+1 > Ωmax. Thus,
l ' logb() and,
m ' logb(Ωmax)− 1. (10)
For example, given  = 1 rad/s and Ωmax = 2.6 × 105
rad/s, we may choose, l = 0, b = 64, and m = 2. Thus
the course graining leads to discrete amplitudes
bΩne = cn0 + cn164 + cn2642, (11)
so that
U˜n ≈ e−icn0∆tS˜ · e−icn164∆tS˜ · e−icn2642∆tS˜ . (12)
Since cnj can take values between 0 and 63, there are only
63× 3 (ignoring identity operators) discrete operators of
the form in the rhs of above equation. If these 189 oper-
ators are evaluated one-time and stored, the propagator
for any bΩne ∈ [0, 643] rad/s can be obtained simply by
at most two matrix multiplications.
REDO algorithms involves three processes.
1. A one-time process to evaluate and store s = (b −
1)(m− l + 1) discrete operators
u˜nj = e
−icnjb−j S˜ . (13)
2. The second step is the matrix multiplication
U˜n ≈
m∏
j=l
u˜nj . (14)
Thus, the problem of evaluating matrix exponen-
tials is reduced into that of p = (m − l) matrix
multiplications. In principle, such processes can
also be highly parallelized [31, 32].
3. In the coarse-grained set {bΩne} each of the re-
peated entries must be identified and evaluated
only once.
The computational costs can be quantified in terms of
the number of matrix multiplications
p = m− l ' logb
(
Ωmax
b
)
, (15)
as well as the number of matrices to be stored
s = (b− 1)(p+ 1). (16)
Fig. 1 displays profiles of p and s for a range of base val-
ues and λ values. Thus depending on the computational
resource, an optimal base number b is to be chosen that
balances the storage s and the number of matrix multi-
plications p which maximizes the overall computational
efficiency.
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FIG. 1. Number of multiplications and required storage ver-
sus the base number for αmax/ = 64
3.
The processing time per propagator using various nu-
merical methods (implemented in MATLAB) for different
system sizes are compared in Fig. 2. Evidently, REDO
achieves a speed-up of 3 to 10 times over the next fastest
method, i.e., Pade algorithm.
The overlap between a propagator and its coarse
grained version is given by the fidelity
F =
∣∣∣Tr [eiΩn∆tS˜ · e−ibΩne∆tS˜] /N ∣∣∣2
=
∣∣∣Tr [eiO()∆tS˜] /N ∣∣∣2 , (17)
where we have used Eq. 9. In our case, the operator S˜
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FIG. 2. Processing time per propagator using eigen-
decomposition (ED), Taylor series, Pade, and REDO algo-
rithms for different system sizes. Here the following values
are used for various parameters: Ωmax = 2.6 × 105 rad/s,
 = 1 rad/s, b = 64, l = 0, and m = 2.
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FIG. 3. Deviation between the propagators evaluated by
REDO algorithm and Pade algorithm for  = 1 and ∆t = 5 µs.
is traceless and involutory, and therefore the deviation
1− F ≈ O(2∆t2). (18)
Thus REDO algorithm with sufficiently small  and ∆t
can lead to speed-up without any significant loss of fi-
delity. The deviations for propagators evaluated by
REDO algorithm against those by Pade algorithm for
various system size are shown in Fig. 3.
In the following sections we explain how the above pro-
cedure can be applied in quantum control as well as in
simulating quantum dynamics.
III. REDO FOR QUANTUM CONTROL
Although the methods described can be adapted to a
general quantum system, we have chosen the NMR set-
ting for the sake of clarity. Consider an NMR system
having resonance offsets ωi, indirect spin-spin interac-
tions Jij , and direct spin-spin interactions Dij . The to-
tal Hamiltonian is Htot(t) = H0 + H(t). The internal
Hamiltonian is of the form
H0 = −
∑
i
ωiIiz + 2pi
∑
i<j
JijIi · Ij
+2pi
∑
i<j
Dij(3IizIjz − Ii · Ij), (19)
where Iiz etc. are the components of spin angular mo-
mentum operators Ii. The control Hamiltonian involves
the time-dependent terms, i.e.,
H(t) =
∑
k
Ωk(t) [Skx cosφk(t) + Sky sinφk(t)] , (20)
with Ωk(t) being the RF amplitude on the kth nuclear
species with a collective spin operator Sk =
∑
j Ij(k),
where the sum is carried over only the spins of kth nuclear
species. For the sake of simplicity, one normally considers
piecewise-constant control parameters such that the evo-
lution of the quantum system is described by the propa-
4gator
U = UNUN−1 . . . U2U1, (21)
where
Un = exp [−i∆t (H0 +Hn)] , (22)
where ∆t = T/N is the duration of each of the N dis-
cretized segments over a total duration T . The dis-
cretized control Hamiltonian corresponds to that of a
linearly polarized RF wave in xy plane, i.e.,
Hn =
∑
k
Hkn
=
∑
k
Ωkn [Sxk cosφkn + Syk sinφkn]
= Zn
(∑
k
ΩknSxk
)
Z†n, (23)
where Hkn denotes the Hamiltonian for each nuclear
species and Zn = exp(−i
∑
k φknSkz). Thus a linear po-
larized wave about an arbitrary axis in the xy plane is
treated as an x-polarized wave rotated about z-axis.
The goal is to determine the control profiles {Ωkn, φkn}
which generate a desired propagator Uf by maximizing
the unitary-fidelity
FU =
∣∣∣∣∣∣
Tr
[
U†fU
]
Tr
[
U†fUf
]
∣∣∣∣∣∣
2
(24)
subject to certain constraints. Often, the goal is instead
to achieve a quantum state transfer |ψ(0)〉 → |ψ(T )〉 by
maximizing the state-fidelity
FS = |〈ψf |ψ(T )〉|2, (25)
where |ψf 〉 is the desired state.
These tasks are generally achieved by gradient meth-
ods [11] or by global optimization methods [12] . The
most time-consuming subroutine in all these methods is
the repeated ME described in Eq. 22 for the evaluation of
propagators. Although a recent proposal of using bang-
bang control alleviates this bottleneck, any speed up of
evaluating the propagators {Un} is important for other
standard methods based on smooth modulations [27]. In
the following we describe how to adapt REDO algorithm
for this purpose.
Transforming to the Dirac representation, the control
Hamiltonian in Eq. 23 becomes
H˜n = Zn
(∑
k
Ωk,nS˜xk
)
Z†n, (26)
where S˜xk = V
†(∆t)SxkV (∆t) are the x-operators in
Dirac representation. Here we have also used the fact
that Zn remain unchanged under the transformation
since they commute with H0 and therefore with V (∆t).
FIG. 4. The flowchart describing various processes in REDO-
GRAPE algorithm (red outlines) as compared to GRAPE
algorithm (dashed outlines). The processes which are com-
mon to both are shown in blue lines. The relative compu-
tational complexities of various processes are schematically
represented by the sizes of the spheres.
Finally using Eqs. 4 and 8 along with Eq. 26, we obtain
Un = V (∆t) exp(−iH˜n∆t) V †(0)
= V (∆t)Zn
(∏
k
X˜kn
)
Z†n, (27)
where
X˜kn = exp
(
−iΩkn∆tS˜xk
)
, (28)
and we have used V (0) = 1.
Since X˜kn is of the form of U˜n in Eq. 8, we apply
the REDO procedure and convert the matrix exponential
into the product as described in the previous section.
Although, REDO can be incorporated in various quan-
tum control algorithms such as GRAPE [11], Krotov [12],
bang-bang [27], and Lyapunov [26], in the following we
describe the GRAPE quantum control algorithm which is
widely used in various experimental architectures [33, 34].
For the sake of completeness, we include a brief descrip-
tion of the GRAPE algorithm. The flow-chart describing
various steps of the algorithm are shown in Fig. 4. Be-
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FIG. 5. Processing times per iteration for the GRAPE al-
gorithm with Pade as well as REDO method for propagator
evaluations.
ing a local search algorithm, GRAPE begins with a set
of initial control parameters {Ωkn} that is often chosen
randomly. In order to calculate the updates for each
of the control parameters, one needs to evaluate ME of
Hamiltonian and obtain the propagators Un. This is the
most expensive step in terms of computational complex-
ity, particularly for large system sizes. In the flowchart
shown in Fig. 4, the relative computational complexities
in various processes are schematically represented by the
sizes of the spheres. In REDO-GRAPE, the calculation
of the discrete operators u˜nj is an one-time process that
is not part of the iteration loop.
Fig. 5 compares the overall processing times per it-
eration for the GRAPE algorithm with either Pade or
REDO methods for evaluating the propagators with var-
ious system sizes. Clearly, REDO displays a speed-up
by at least 3-folds. For example, REDO-GRAPE with
4-qubits is faster than the usual GRAPE with 2-qubits.
IV. REDO FOR SIMULATING QUANTUM
DYNAMICS
Consider a quantum system governed by a time-
dependent Hamiltonian Htot(t). The evolution is de-
scribed by the unitary U(t, t0) as in Eq. 2. Sup-
pose M is an observable and we are interested in the
expectation value 〈M〉 = Tr [Mρ(t)], where ρ(t) =
U(t, t0)ρ(0)U(t, t0)
†. Often numerical simulations would
involve iterative ME as illustrated by the following ex-
ample. Here we explore the efficiency of REDO method
for such a simulation of quantum dynamics.
Effect of noisy drive in Quantum Exotic Freezing
As an example, we simulate an interesting phenomena
known as exotic quantum freezing. Classically a driven
system freezes its dynamics as the drive frequency gets
much higher than its intrinsic frequency. However, it was
shown by Arnab Das that under certain circumstances,
a quantum many-body system can show non-monotonic
sequence of freezing and nonfreezing behaviour w.r.t. the
drive frequency [35]. The system considered was an Ising
chain subjected to a transverse periodic drive of ampli-
tude h0 and frequency ω. The total Hamiltonian is
Htot(ω, t) = −J
∑
i
2Ii,zIi+1,z − h0 cosωt
∑
i
Ii,x, (29)
where J is the strength of nearest neighbour Ising in-
teraction. Given the initial state ρ(ω, 0), our aim is to
find the dynamical order parameter Q, i.e., an average
response, say that of x-magnetization, over a long dura-
tion T (i.e., t ∈ [0, T ]). Theoretically, for an infinite Ising
spin chain
Q(ω, T ) =
〈
Tr
[
ρ(ω, t)
(∑
i
Ii,x
)]〉
=
1
1 + J0(2h0/ω) ,
(30)
where ρ(ω, t) = U(ω, t)ρ(ω, 0)U†(ω, t) is the instanta-
neous density matrix of the driven system and J0 is the
zeroth order Bessel function [35]. As the drive frequency
ω is increased from low values, Q reaches unity at var-
ious roots of the Bessel function J0(2h0/ω), indicating
non-monotonic freezing behaviour.
Later Swathi et al have studied this phenomenon ex-
perimentally using a three-spin NMR system [36]. They
observed that although the decoherence in practical
systems reduces the order parameter Q, the freezing-
frequencies are not shifted.
In the following, we describe the simulation of exotic
quantum freezing with a noisy drive by replacing the am-
plitude h0 cosωt with h0 {(1− λ) cosωt+ λη}, where the
noise parameter λ ∈ [0, 1] controls the extent of the ran-
FIG. 6. REDO simulation of exotic quantum freezing. Dy-
namical order parameter Q is plotted versus drive frequency
ω and the noise parameter λ.
6dom field η ∈ [−1, 1] in the drive.
To study quantum exotic freezing under a noisy drive,
we consider a linear chain of three spin-1/2 particles with
J = h0/20 and h0 = 5pi. Taking ρ(ω, 0) =
∑3
i=1 Ii,x as
the initial state, we performed numerical simulations by
both Pade ME as well as by REDO methods for 500
values of ω uniformly distributed from 1 to 25 rad/s and
for 1000 values of λ uniformly distributed in the range 0
to 1. For each of the ω values, we performed a long time
average for 10,000 time-points uniformly distributed in
the range 0 to 20pi. In the REDO method, the transverse
coefficient {(1− λ) cosωt+ λη} was coarse grained with
b = 100, l = −2, and m = −1 (see Eqn. 9). We found
that the REDO method to be about 6 times faster than
repeated Pade ME.
The simulation result is shown in Fig. 6. For λ = 0, it
reproduces the result discussed by Swathi et al [36]. The
points Q ≈ 1 indicate the freezing regions. As expected,
with increasing noise parameter λ the freezing gradually
disappears indicating completely random dynamics av-
eraging out the response. However, interestingly, the
freezing points tend to move towards lower drive fre-
quencies with increasing noise, presumably due to contri-
butions from high-frequency components of noise. This
phenomenon is yet to be studied experimentally.
V. CONCLUSIONS
Though matrix exponentiation (ME) appears very of-
ten in various branches of science and engineering, it
remains a computationally expensive task for large di-
mensions. Motivated by applications such as optimiza-
tion of quantum controls and simulation of quantum dy-
namics, we explored a way of avoiding iterative evalu-
ations of ME. We proposed a method for faster evalua-
tion of ME which we referred to as Rapid Exponentiation
by Discrete Operators (REDO). This method achieves a
substantial speed-up over existing methods of iterative
ME. The REDO overhead includes pre-calculating, stor-
ing, and efficiently recycling certain discrete operators.
We benchmarked REDO against iterative ME with Pade
polynomial, eigen-decomposition, and Taylor series, and
observed REDO to be faster by several folds over a range
of system size.
The REDO method is general and can be applied
in a wide variety of scenarios wherein repeated ME is
required. In-order to demonstrate the practicality of
REDO, we showed its application in quantum control
algorithms and to simulate the dynamics of a quantum
system. In particular, the REDO method was incor-
porated in GRAPE algorithm for quantum control and
it displayed at least 3-fold speed-up over GRAPE us-
ing iterative Pade ME. To demonstrate the superiority
of REDO in simulation of quantum systems, we studied
and simulated exotic quantum freezing phenomena in a
three-spin Ising chain. Here, REDO was outperformed
iterative Pade ME by over six times. It may be possible
to apply REDO in many other scenarios, and we expect
it to become a standard protocol for handling repeated
ME.
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