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ABSTRACT 
We develop some basic properties of finite diagonally dominant matrices. These proper- 
ties are used to establish a necessary and sufficient condition for a finite diagonally dominant 
matrix with nonzero diagonal entries to be singular. This condition relates the nonstrict 
diagonally dominant rows of the matrix to the difference between the principal arguments 
of the nonzero entries along each column in these rows. The infinite dimensional case 
is also studied, where a sufficient condition for the invertibility of the matrix operator in 
the sequence space CO defined by a diagonally dominant infinite matrix A with nonzero 
diagonal entries is introduced. This sufficient condition improves some of the earlier re- 
sults. When the sequence space is lP, p E [ 1, oo), we establish a necessary and sufficient 
condition for the matrix operator in ZP defined by the matrix A to have a bounded inverse 
on lP. 
1. INTRODUCTION AND NOTATION 
In some applications of matrix theory, it is important to study matrices (finite 
square or infinite) A = (au) with complex entries that satisfy 
I4 L 2 lagi 
j=l, j#i 
(1) 
for all i = 1 . . - v, where v is the size of A (for example, see [7] for the finite 
dimensional case, and Section 4 in each of [l] and [4] for the infinite dimensional 
one). Such matrices are called row diagonally dominant, or simply diagonally 
dominant. An interesting problem is to estabilish necessary and sufficient condi- 
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tions for the invertibility of diagonally dominant matrices. A basic approach to 
establish sufficient conditions in the finite dimensional case is to apply Gersgorin’s 
theorem, which provides inclusion regions for the eigenvalues of a finite matrix. 
For example, it is known that if A = (a~) is an n x n diagonally dominant finite 
matrix with nonzero diagonal entries, then A is invertible if: 
(i) there are n - 1 distinct integers ~1, . . . , T,_I in { 1, . . . , n} such that for all 
i= l,....n- 1, 
l%Til > e I%& 
j=l,j#Ti 
(see Theorem 6.1.11 of [5]), or 
(ii) A is irreducible and there is an integer k E { 1, . . . , n} with 
I4 > 2 lakil 
j=l,j#k 
(see [7] or Corollary 6.2.27 of [5]). 
Sections 2, 3, and 4 study the finite dimensional case. In Section 2 we use 
the diagonal dominance property to establish an important preliminary theorem 
(Theorem 2.1) describing the relationships among the rows of a diagonally domi- 
nant singular matrix. From this result we introduce a sufficient condition for the 
invertibility of a diagonally dominant matrix with nonzero entries that generalizes 
the preceding conditions (i) and (ii). In Section 3 some basic properties of the 
diagonally dominant singular matrices are introduced. We use these properties 
together with Theorem 2.1 to estabilish in Section 4 a criterion for the invertibility 
of a diagonally dominant square matrix with nonzero diagonal entries. 
In Section 5 we study the infinite dimensional case. Hanani, Netanyahu, and 
Reichaw in [4] showed that the invertibility of the matrix operator defined by an 
infinite matrix may depend on the sequence space in which the operator is acting 
(see p. 142 of [6] for the definition of a linear operator in a Banach space X). We 
show in Theorem 5.1 that invertibility of every finite leading principal submatrix of 
a diagonally dominant infinite matrix A with nonzero diagonal entries is a sufficient 
condition for the matrix operator in CO defined by A to be invertible, where CO is 
the space of all sequences of complex numbers that converge to zero. This result 
generalizes the sufficient conditions introduced in Theorems 3 and 5 of [4] when 
in both theorems the matrix operator defined by A is acting in CO. We also show 
that our sufficient condition is a necessary condition for 0 to be in the resolvent 
set of the matrix operator A acting in CO or lP, where p E [ 1, 001. These results 
are used to estabilish in Theorem 5.3 a necessary and sufficient condition for the 
matrix operator in lP, p E [ 1, CXJ), defined by the matrix A to have a bounded inverse 
on lP. 
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The set of positive integers is denoted by N. For every matrix A, we define 
the set N(A) by 
if A is infinite 
, n} if A is an n x n finite matrix. 
If{Tl,. . . , 7,) are m distinct integers in the set N(A) , then we denote by A(q) . . . , 
r,,,) the principal submatrix of A obtained by deleting row i and column i of A for 
every i E N(A) - (~1, . ..,T~}. Inthespecialcaseri=iforalli= l,...,m,we 
write AI’;) instead of A(q , . . . , T,), and denote by Ag) the principal submatrix of 
A obtained by deleting row i and column i for all i = 1, . . . , m. The representation 
will be sometimes used for A. 
The set of all n x n finite matrices with complex entries is denoted by M,. 
We denote by ML the set of all row diagonally dominant matrices in M, with 
nonzero diagonal entries. The identity matrix in M, is denoted by I,. We denote 
the deleted absolute row sum on the right hand side of the inequality (1) by Pi, or 
by Pi(A) when it is necessary to emphasize the matrix being studied. 
For the positive integers i and j, we denote the Kronecker delta for i and j by 
S,(so&= lifi=jand&=Oifi#j). 
2. THE BASIC THEOREM 
For a matrix A in M,,, we denote its rows by RI, . . . , R,, or by RI (A), . . . , R,,(A) 
when it is appropriate to be specific about the matrix being considered. A row Ri 
of A is called strictly diagonally dominant if 
laiil > 2 laijl. 
j=l,j#l 
A matrix A E M, is called strictly diagonally dominant if for every i E { 1, . . . , n}, 
Ri is a strictly diagonally dominant row. The main result of this section is Theo- 
rem 2.1, which shows that if a row Rk of a singular matrix A = (ati) E ML is in the 
span of the other rows of A, then this row cannot be strictly diagonally dominant. 
We also show that if the coefficient of a row R, in a linear combination of the rows 
Rj, j # k, representing the row & is zero, then ah = 0. More precisely, we have: 
66 F. 0. FARID 
THEOREM 2.1. Let A = (au) be an n x n diagonally dominant matrix with 
complex entries. Suppose that there exist an integer k E { 1, . . . , n} and complex 
numbers ZI , . . . , zn with zk = 1, such that 




Property 1. bkkl = xin=l,jfk lakjl. 
Property 2. If a row R, is strictly diagonally dominant, then z,,, = 0 in (2). 
Property 3. Ifz, = 0 for some integer m E { 1, . . . , n}, then for all integers 
i E G : 1 5 j 2 n, Zj # 0) we have ai, = 0. In particular, akm = 0. 
PROOF. Since for any complex numbers wl, . . . , w, we have 
j=2 
then from (2) it follows that 
hiI = 2 Z& 2 IZiUjjl - 2 lziaiil 
i=l, i#k i= 1, i#j,k 
foreveryjE {l,..., n} - {k}. Also we have 
1~1 = 2 Z&k I 2 lZi[ laikl- 
i=l, i#k i=l, ifk 
Hence from (3) and the fact that IaJ 2 Pj for all j E { 1, . . . , n}, we get 
(3) 
(4) 
pk = c bkjl 2 c lzjajjl - c c Iziat7) 
j=l,j#k j=l,j#k j=l, j#ki=l, i#j,k 
1 2 IZjlPj - 2 2 )ZiUijl . 
(5) 
(6) 
j=l,j#k j=l, j#k i=l, i#j,k 
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Thus 
j=l,j#k i=l,i#k j=l,j#i,k 
= C hIPi - 1 IGI (Pi - laikl) 
j=lj#k i=l, i#k 
= x lzi&kl . (7) 
i=l ,i#k 
This together with (4) and the row diagonal dominance condition la~ 1 > Pk yields 
Pk 2 2 Z&4 = I& 2 Pk. (8) 
i=l,i#k 
Hence the two inequalities in (8) are equalities, and property 1 follows. From 
Pk= 2 z&k < 2 lziaikl Y 
i=l,i#k i=l ,i#k 
it follows that all the inequalities in (3), (5), (6), and (7) are equalities. From 
Pk = [ati] and the equality (7), it follows that the inequality in (4) is also an 
equality. 
IfrnE {l,... ,n}andlu,,l > P,,thenfromPropertyl,mE{l,...,n}-{k}. 
Also from (5) and (6) (as equalities), we get 
2 IZjl (IUjjl - Pj) = 0. 
j=l,j#k 
Since lajjl 2 Pj with strict inequality atj = m, it follows that z,,, = 0. This proves 
property 2. 
IfmE {l,... , n} - {k} and zm = 0, then from the equality (3) we have 
I”kmI = O- 2 IziaimI. 
i=l, i#m,k 
Thus &, = 0 and ui, = 0 for all i E { 1, . . . , n} - {k, m} with zi # 0. This proves 
property 3. W 
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DEFINITION 2.1. Let s; be the class of all A E M; with the property that 
if the ith row of A is strictly diagonally dominant, then so is every row Rk for all 
k > i. 
It is clear that for every A E ML there is a permutation matrix E such that 
EAE-’ E SL. To study the invertibility of the matrices in ML, it is therefore 
sufficient to study it for the matrices in the class SJ. From Theorem 2.1, we 
establish the following sufficient condition for the invertibility of the matrices in 
s,: 
COROLLARY 2.1. Let A = (au) E S;, and suppose that A has a strictly 
diagonally dominant row. Set m = max{i: i E (1,. . . , n}, laitl = Pi}. DeJne 
m c 0 ifthe setfor which the maximum is taken is empty. Then A is invertible if 
either of the following two conditions holds: 
(i) m 5 1, or 
(ii) 1 < m < n - 1, and there exist m - 1 distinct integers ~1, . . . , pm_ 1 E 
(1,. . . , m) and m - 1 integers 41, . . . , q,,,_l (not necessarily distinct) given in 
terms of p1, . . . , pm-1 as follows: 
ql E {m+ l,... 7 nl ad aplq, # 0. 
Foreveryintegeri E (2,m- l),qi E {m+l,...,n}U{pl,...,pi_l}and 
apiqi # 0. 
PROOF. Assume that there exist complex numbers zi , . . . , z,, such that cb, zi 
Rt = 0. 
Suppose that A satisfies (i). Thus the rows Ri, i = 2, . . . , n, are strictly diago- 
nally dominant. Hence from Property 1 of Theorem 2.1, it follows that zi = 0 for 
all i = 2 , . . . , n. Since ali # 0, then zt = 0 also. This proves that A is invertible 
in this case. (Theorem 6.1.11 of [5] proves this part as well.) 
Suppose that A satisfies (ii). Thus the rows R,+l , . . . , R, are strictly diagonally 
dominant. Hence from Property 1 of Theorem 2.1, it follows that zi = 0 for all 
i=m+l,..., n. Nowweshowthatzpi =Oforalli= l,...,m- 1. Ifz,, were 
nonzero, then 
Rp, = 2 -z’& 
i=l ,i#pl ‘PI 
But since zq, = 0, then from Property 3 of Theorem 2.1 it follows that uplq, = 0, 
which is impossible. Hence z,, = 0. Supposethatzpj =Oforalli= l,...,k,kE 
(1,. . . , m - 2). If zpk+, were nonzero, then we can write 
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Butsincezi =Oforalli E {m+l,...,n}U(pt,...,pk}andqk+t E {m+ 
1 “7 n) U (PI,... 
ii+,qk+, 
,pk}, then from Property 3 of Theorem 2.1 it follows that 
a = 0, which is impossible. Thus we must have z,,,, = 0. This proves 
thatqi =Oforalli= l,... , m - 1. Also, since for the remaining integer p in the 
set (1,. . . ,m}-(pl,... , p,,,_l } we have app # 0, then zp = 0 in EL, zi Ri = 0. 
This prove that A is invertible in this case too. ??
Let 7-f:‘) and XL*) denote the sets of all n x n diagonally dominant matrices 
with nonzero diagonal entries that satisfy conditions (i) and (ii) in the introduction, 
respectively. The matrices 
show that 1-I(‘) @ ‘I-&*’ and 7$*) $ ‘H(l) ” ” n n , respectively. Let ‘Fti3) be the set of all 
matrices of the form EAET, where E is an n x n permutation matrix and A is a 
matrix in Si that satisfies either condition (i) or condition (ii) of Corollary 2.1. 
The following corollary shows that ‘Hi3’ contains both ‘FIL’) and ‘Hi*). 
COROLLARY 2.2. ‘FI!) c ‘7-li3)for i = 1,2. 
PROOF. LetkE{1,2}andletBEX, (@. Then there is an n x n permutation 
matrix E such that EBET = A = (ati) E SL. It is clear that A E 7ff) as well. 
Define 
m so max{i : i E { 1,. . . , n}, laiil = Pi(A)}. 
If k = 1, then m 5 1 and A satisfies condition (i) of Corollary 2.1. Thus A, 
and hence B, are both in 3-1L3). This proves that ‘Ftii) c EL3). 
If k = 2, then m < n. We have either m < 1 or m > 1. It follows from the 
previous paragraph that A, B E 7-1, (3) if m < 1. So assume that m > 1. Since 
A is irreducible, and 1 < m < n, then there are integers p1 E { 1, . . . , m} and 
:I ~{m+l,..., n}suchthata,,,, #O.Ifi~{l,..., m}-(Pl}andj~{m+ 
. . 7 n}U(pi } are such that ag = 0, then FI AFT, where Fi is then xn permutation 
matrix obtained from the identity by interchanging rowspl and m, is reducible, and 
this contradicts the assumption that A is irreducible. Hence there must be integers 
P2 E {l,... ,m} - (PI} and q2 E {m + 1,. . . ,n} U (PI} such that a,,,, # 0. 
Suppose that there exist an integer k E { j : j E N, 1 5 j 5 m-2}, distinct integers 
Pl,..., Pk E {I,.- . ,m}, and integers qi E {m + 1,. . . ,n} U (pi,. . . ,pi-l} 
for all i = l,... , k, such that a,,,i # 0 for all i = 1, . . . , k. Then there are 
Pk+l E {1,...,m}-Col,...,Pk}andqk+l E {m+l,...,n}u(pl,...,Pk} 
such that apr+, a+ I # 0. Otherwise, the matrix (Fk . . . Fl)A(Fk . . . FI)~, where Fi is 
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the permutation matrix of order n that is obtained from the identity by interchanging 
rowspiandm-i+lforeveryiE {l,...,k}, is reducible, which contradicts 
the assumption that A is irreducible. This proves that A satisfies condition (ii) of 
Corollary 2.1 in this case. Hence A and B are in ‘FIh3) in this case also. ??
3. BASIC PROPERTIES OF FINITE DIAGONALLY DOMINANT 
MATRICES 
In this section some preliminary properties of the singular matrices in Mi 
are introduced. If A is a singular matrix in M,,, then there exists a row Rk in 
Aandasetr = (RT,,.. .,R,)ofmrowsinAsuchthatk${~i,...,~,,,}and 
Rk E span {RT, , . . . , RTm}. We call F a generator for Rk. A generator r for a row 
Rk in A is called a minimal generator if no proper subset of F is a generator for Rk. 
It is obvious that if I? is a generator for the row Rk in a matrix A, then one can find 
a minimal generator F’ C r for &. It iS alS0 obvious that a minimal generator for 
a row in a singular matrix need not be unique. However, in the case of a singular 
A E Mi, a minimal generator for a row of A is unique. 
PROPOSITION 3.1. If a row of a singular matrix in M; has a minimal generator 
IT, then I? is unique. 
PROOF. Let A be a singular matrix in ML. Let {R,, . . . , R,,} and {R,,, , . . . , 
Rq, } be two distinct minimal generators for the row &(A). Thus (~1, . . . , TV} - 
{VI,... , ~0 # 0. By taking EAET instead of A, where E is a permutation matrix, 
we can assume without loss of generality that {Q-I,. . . , TV} - (~1,. . . , qpt} = 
{l,... , m}. Denote the set (711, . . . , q,t} by A. Since &(A) can be written as the 
linear combination & = & wiRvi(A), where Wi # 0 for all i = 1, . . . ,p’, then 
from Property 3 of Theorem 2.1 it follows that 
akj = a,, _ -0 (9) 
for allj = l,..., m and i = l,... ,p’. But since &(A) can also be written as 
Rk(A) = CT=, ziR,(A), where zi # 0 for all i = 1 . . .p, then from (9) and 
&(A) = ~ziRj(A) + c z&,(A) 
i=l i,TjEA 
it follows that 0 = cz”=,ziRi(Ag)). Thus a$ = 0 for all i = l,...,m and 
j = m+ 1,. . . , n, for if not, then there is a row, say Ri,, (AC’), of A\?) that is 
strictly diagonally dominant. Thus from Property 2 of Theorem 2.1 it follows that 
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the coefficient zi,, in CL, ZiRi(Aiy)) = 0 is zero, which is impossible. Hence 
CL”=, ziRi(A) = 0. SO the set {R7,, . . . , R,,} is linearly dependent, contradicting 
that it is a minimal generator for Rk(A). w 
For a singular irreducible matrix A in Mi, we have: 
PROPOSITION 3.2. Suppose that A = (at) E Mi is singular: Then A is 
irreducible if and only if there is a k E { 1, . . . , n} such that the set {Ri(A) : i # k} 
is the minimal generator for Rk(A). 
PROOF. Suppose that A is reducible. Then there exists a permutation matrix 
E E M, such that the matrix EAET = B has the block matrix representation 
where B1 E M, and m < n. Since B is singular, then either (Ri(B1) : 1 < i 5 m} 
or (Ri(B3) : 1 5 i 5 n - m} is linearly dependent. In the first case there is 
a row R,,(B,) of B1 that has the minimal generator {R,(B,), . . . , R,(BI)}. So 
from Property 3 of Theorem 2.1, we have a,d = 0 for all i = 1, . . . , s and 
j=m+l,..., n. Thus the set of rows {RT, (B), . . . , R,(B)} is linearly dependent. 
In the second case the set {R,+i (B) : 1 5 i 5 n - m} is linearly dependent. So 
in either case there is a row &(B) E span {Ri(B) : i # k} that has the minimal 
generator l? containing less than n - 1 rows. 
Now suppose that the row &(A) E span {Ri(A) : i # k} has the minimal 
generator Fk = {I&,. . .,RTm_,}, where 2 < m < n and ri < ... < r,,,_i. 
LetEr,.. . , E,,, be the elementary matrices, where Ei is obtained by interchanging 
rows i and ri of the identity I,, for every i E { 1, . . . , m - 1) and Em is obtained 
by interchanging rows m and k of the identity I,,. Then in B = EAET, where E = 
E,,, . . . El, the row R,(B) has the minimal generator {R,(B), . . . , Rm_l(B)}. Thus 
fromProperty30fTheorem2.1,bii=Oforalli= l,...,mandj=m+l,...,n. 
So B has the block matrix representation 
where B1 E M, and 0 is the m x (n - m) zero matrix. Hence AT is reducible. 
Thus A is reducible. ??
DEFINITION 3.1. Let H,, denote the matrix in M, whose diagonal entries are 
equal to 1 and whose off diagonal entries are equal to - 1. 
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For a nonnegative matrix A = (au) E MA satisfying aii = Pi(A) for all 
i= 1 ,..., n, the vectorx = [l,..., l]r is in the null space of the Hadamard 
product H, o A (see p. 455 of [5] for the definition of the Hadamard product). The 
following proposition shows that the null space of the transpose of H,, oA contains 
a nonnegative vector. Namely, we have: 
PROPOSITION 3.3. Let A = (au) E ML be nonnegative. Assume that n > 2 
andaii=Pi(A)foraZli= l,... , n. Then there exists an integer k E (2,. . . , n} 
and a permutation matrix E such that 
(a) the null space ofE(H” oA)~E~ contains a vector r = [r-l, . . . , r,JT satisfying 
rj>OforalZi= l,..., kandri=Oforalli=k+l,...,n. 
(b) Zf i and j are integers satisfying 1 5 i 2 k and k + 1 < j 2 n, then 
(E(Hn 0 A)ET)ij = 0. 
PROOF. Since H,, o A is a real singular matrix, then the null space of the 
transpose of the matrix H,, o A contains a nonzero real vecotr x = [xi, . . . , X,JT. 
The proposition is established through the following four steps: 
Step 1. The vector x has at least two nonzero components of the same sign. 
LetpE{l,... ,n}withxP>O.IfXi~OforalliE{l,...,n}-{p},thenfrom 
(H,, oA)~x = 0 we get 
appxp + 2 ajp lxjl = 0, 
j=l,j#P 
which is impossible, since the left hand side of this equality is a positive real 
number. 
From step 1, we can assume without loss of generality that the vector x has 
at least two positive components. Write { 1, . . . , n} as the union of the mutually 
disjoint sets P, Q, and R, where P = {i:xi > 0) and Q = {i:Xi < 0). Write 
P = (7, , . . . , r,,, }, where rt < . . . < r,,, . Define the permutation matrix E by: 
(i) If Q = 8 then E = E,,...El, where each Ei,i E {l,...,nl}, is the 
elementary matrix obtained by interchanging rows i and ri of the identity. 
(ii)IfQ={~i,...,~,,2}rwhere~i <...<rl,,,then 
where the matrices El,. . . , E,,, are defined as in (i), and each matrix En,+iy i E 
(17.. .7 nz}, is the elementary matrix obtained from interchanging rows ni + i and 
vi of the identity. 
Let z = Ex and C = E(H,, o A) T E T. Thus Cz = 0, where the first two 
components of z are positive and C is a column diagonally dominant matrix (the 
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transpose CT of C is row diagonally dominant). Write C in the block matrix form 
where Cl1 E M,, , C22 is empty if Q = 0, and C22 E M,, if Q # 0. 
Step 2. If CZZ is not empty, then (212 = O,, xnt and C21 = O,,,,, . Suppose 
thatC22isnotempty. Ifthereisanii E {l,...,ni}andji E {ni+l,...,ni+n2} 
such that cij, # 0, then from the first nl equations of the system Cz = 0, we get 
lchl I lZnl I = I’MI IZkl - C lckjl IZjl + Cm ICkj( IZjl 
j=l,j#k j=nf+l 
(10) 
forallk= l,...,nl -l,and 
n,-I nl+nZ 
I'nlnl I lZnl I = C lCn,jI Zjl - C lCnljl IZjl. 
j=l j=nl +l 
From Ic,,,, I 2 Ci’Ii lckn, 1 and (10) and (1 l), we get 
2 ICnJI lzjl - 2. lCmjl kjl 
j=l j=nl +l 
n,-I n,-1 II-1 Q-1 n1+a 
2 C Ickkl lzkl - C C lckjl IZjI + C C 1~~1 k-d. 
k=l k=l j=l,j#k k=l j=ni+l 
Hence 
C ICn,jI IZjI 1 C ICMI IZkl - C 2 lckjllzjl 
j=l k=l k=l j=l, j#k 




Since ci,j, # 0 and zj, < 0, then the last sum in the right hand side of (12) is 
positive. Thus we get 
q-1 n,-I fl,-1 II-1 
c hiI kjl > 1 hjl kjl - c c kkjl kjl. 
j=l j=l j=l k=l, k#j 
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Now we may use the column diagonal dominance property of C to obtain 
which is impossible. Thus we must have Cl2 = O,,, Xn2. Similarly, by considering 
the next nz equations of the system Cz = 0, we can prove that C2r = O,, xn, in the 
case C22 is nonempty. 
From step 2, Cz = 0 and zj = 0 if j E {ni + n2 + 1, . . . , n}, it follows that 
Ci# = 0 for i = 1,2, where z(l) = [zi , . . . , zn,lT and zc2) = [zn,+i , . . . ,zn,+nz IT. 
Hence we get 




C ZiMC~2) = O, (14) 
i=n,+1 
wherezi >Oforalli= l,..., niandz~<Oforalli=ni+l,...,ni+n2. 
Step 3. If C33 is nonempty then C,l = Oc,_,,_ nz)xn,. Suppose that Css is 
nonempty. Ifthereisaniz E {nl + nz+l,...,n}andjz E {l,...,ni}such 
that cidz # 0. Thus row j2 of the row diagonally dominant matrix CT, is a strictly 
diagonally dominant row. Thus from Property 2 of Theorem 2.1, it follows that 
. . 
zj, = 0 m (13), a contradiction. 
Step 4. If C22 and C33 are not empty, then C32 = O(,,+,, _-n2)X ,,*. If there is 
i3 E {nl+n;?+l,. . . ,n} andjs E {nl+l,. . . , nl +n2} such that citi3 # 0, then row 
j3 - nl of the row diagonally dominant matrix C& is a strictly diagonally dominant 
row. Hence from Property 2 of Theorem 2.1, zj, = 0 in (14), a contradiction. 
Now consider the following two cases: 
(i) Q is empty. In this case we have n2 = 0. Set k = nl and r = z. Since 
zi > Oforalli = l,..., n1 and zi = 0 otherwise, and since ni 2 2, then the 
column matrix r satisfies statement (a) of the proposition. Also, from step 3 it 
follows that (E(H,, o A)ET)u = 0 if 1 5 i 5 k and k + 1 2 j < n. This proves 
statement (b) in this case. 
(ii) Q is nonempty. In this case set k = nl +n2 and define the column matrix 
r=[rl,...,r,,JTby 
-Zi if i E {nl + 1,. . . ,121 + n2}, 
rj = 
Zi otherwise. 
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Itiscle~thatr~>Oforalli=1,...,kandr~=Oifi~{n~+n~+1,...,n}. 
From steps 2, 3, and 4, it follows that Cr = 0. Also, from steps 3 and 4, we have 
(E(& 0 A)Er)g = 0 if 1 5 i 5 nl + n2 and ni + n2 + 1 5 j 5 n. This proves the 
proposition in this case too. W 
The following corollary follows immediately from Propositions 3.2 and 3.3. 
COROLLARY 3.1. Let A = (aij) E Mi be nonnegative. Assume that n 2 2 
andaii = Pi(A)foralli = l,... , n. Then A is irreducible if and only if every 
nonzero real vector with a positive component in the null space of the singular 
matrix (H,, o A)T is a positive vector. 
PROOF. If there is a nonzero real vector x in the null space of (H,, o A)T 
that contains a positive component and a nonpositive component, then there is a 
permutation matrix E and an integer k E { 1, . . . , n - 1) such that the column vector 
z = [Zl,. . . , znlT = Ex satisfies zi > 0 if and only if i E { 1,. . . , k}. Hence from 
step 1 of Proposition 3.3 we have k > 2, and from steps 2, 3, and 4 of Proposition 
3.3 it follows that (H, o A)T is reducible. Hence A is reducible. 
Now suppose that A is reducible. Then the singular matrix H,, o A in ML is 
reducible. Thus from Proposition 3.2, there exist k distinct integers q , . . . , Tk E 
(1, *. . , n}, where 2 5 k 5 n - 1 and q < . . . < Tk, such that row rk of the matrix 
H,, o A has the minimal generator 
r = {R,.,(H, 0 A), . . . , &_,Wn 04). 
So there is a real nonzero column vector x = [xi . . . , &] with a positive component 
in the null space of the real principal submatrixi = (H, oA)(q , . . . , rk). Now from 
Property 3 of Theorem 2.1 and the fact that R, (H,, o A) has the minimal generator 
l?,itfollowsthata~=OifiE{q ,..., Tk}andjE{l,..., n}-{ri,...,rk}. 
Hence the column vector y = [yi , . . . , yJT, where yr, = Xi for all i = 1, . . . , k and 
yi = 0 otherwise, is a nonzero vector with a positive component in the null space 
of (H, o A)T, but it is not a positive vector. ??
4. CRITERIA FOR INVERTIBILITY OF FINITE DIAGONALLY 
DOMINANT MATRICES 
The results of Section 3 and Theorem 2.1 are used to prove in Theorem 4.1 
that a matrix in Si (see Definition 2.1) is singular if and only if one can rearrange 
the rows and columns of the matrix, through a permutation similarity, in such a 
way that the resulting matrix has an irreducible leading principal submatrix, where 
in any two rows of this submatrix the difference between the principal arguments 
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of any two distinct nonzero entries lying on the same column in these two rows 
satisfies a certain condition (see condition 2.2 in Theorem 4.1). For a nonzero 
complex number z, the principal argument of z is the value of the argument of 
z that belongs to the interval [O, 27r); it is denoted by argz. If 0 and 4 are two 
angles such that q6 E [0,27r) and q!~ = 0 + 2rn for some integer n, then we write 
q5 = 8 (mod 2x). The following simple lemma, which we state without proof, will 
be used in proving the main result of this section (Theorem 4.1). 
LEMMA 4.1, Let ~1,. . . , z,,+l be complex numbers. 
(9 VIZ”+1 I = CL, I Z il) h t en z,,+l = xb, zi and only if for any i and j in 
{l,... , n + 1) such that zi and zj are nonzeros we have wgzi = agzk 
(ii) If Izn+l I = IZI I - C%, IZi(r then z,,+I = CL1 Zi if and only iffor w 
i E (2,. . . ,n}andjE {I,. . . , n + 1) such that zi and zj are nonzeros we have 
Ng Zi = 
% Zj if jE{2,...,n}, 
arg zj + 7r (mod 27r) otherwise. 
For an irreducible matrix B E M,, n 2 2, one can rearrange the rows and 
columns of B, through a permutation similarity, in such a way that the resulting 
matrix A = (au) is such that for every i E { 1, . . . , n - l} there exists pi E 
{i+ l,... , n} such that aipi # 0. This follows from: 
LEMMA 4.2. Let B = (bg) E M,,, n > 2, be irreducible. Then for every 
i E {l,... ,n- 1)thereexistri E {l,..., i}andpi E {i+l,..., n}suchthat 
bri,,i # 0. 
PROOF. Let B = (bU) E M,, n 2 2, be irreducible. Let i E { 1, . . . , n - 1). 
Then the set 
Ki(B)={jE (1,. ..,i}:!iqjE{i+l,..., n},bjqj#O} (15) 
is nonempty. For, if it were empty, then the matrix B would have the matrix 
representation 
Hence BT is reducible. Thus B is reducible, a contradiction. W 
COROLLARY 4.1. Let B = (bd) E M,, n 1 2, be irreducible. Then there 
exists a permutation matrix E E M, such that EBET = A = (uii) has the property 
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foreveryiE {l,... , n - 1) there exists an integer pi E {i + 1, . . . , n} such that 
&pi # 0. 
PROOF. Since B is irreducible, then from Lemma 4.2 it follows that 
r-,-l = max{j:j E Z&i@)} 
exists, where K,_i(B) is defined by (15) (with i = n - 1). Let E,,_t be the 
permutation matrix obtained from the identity I,, by interchanging rows n - 1 and 
r,_ 1. Denote the irreducible matrix E,,_ 1 BET_ 1 by B(“-‘) = (Z$-I)). We continue 
this process to obtain n - 2 permutation matrices E,- 1, . . . , Ez and n - 2 irreducible 
matrices B(“-l), . . . , Bc2), where if i E (2, . . . , n - 2}, the permutation matrices 
En-I,. . . , Ei+l in M, are given, and the irreducible matrices B(“-‘1, . . . , B(‘+‘) 
defined by 
B(j) = (Ej . ~.E~_._1)B(Ej...E~_1)r 
forallj = it l,... , n - 1, then Et is the permutation matrix obtained by inter- 
changing rows i and ri of the identity Z,, where ri = max{ j : j E ici (B(‘+‘))} and 
Ici(B(‘+‘)) is defined by (15) (with B replaced by @‘+I)), and B(‘) = EtB(‘+‘)ET. 
It is clear that the irreducible matrix B (2) = A = (atj) is such that for every 
i E (2,. .., n - 1) there exists a qi E {i + 1, . . . , n} such that ahi # 0. Also, 
from the irreducibility of A it follows that there exists q1 E (2, . . . , n} such that 
Q, # 0. W 
Now we establish a criterion for singularity of matrices in S;. 
THEOREM 4.1. Let C = (q) E SL with n 2 2. Then C is singular ifund only 
tf the following conditions are satisfied: 
1. m = max{j: [Cjjl = Pi(C)} 2 2. 
2. 
Eg) 
There exist k E (2,. . . ,m) and a permutation matrix E E M, with 
= I,,_,,, (ifm = n, E!$ is the empty matrix) such that ECET = A = (Q) 
satisfies the following two conditions: 
2.1. a,=OtfiE {l,...,k}andjE {k+l,~~~,n},A$isirreducibZe,und 
foreveryi E (1 ,...,k-l}thereexistsp~~{i+1,...,k}suchthata~,,#O. 
2.2. The real numbers 6’k = 0, 81, , . . , Ok__ 1 defined recursively by 
ok-i = arg akk - arg a& i ,k (mod 27r). (16) 
ZfiE {l,..., k-2}and&+t ,..., ok-1 aregiven, then 
6 = e,, + arg aPiPi - arg airi + 7r( 1 - &,pi) (mod 2n) (17) 
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have the following property: if i E { 1,. . . , k - l}, ri E {i + 1,. . . , k}, and 
4iE {l,...,k) are such that aiqi and ar,qi are nonzero, then 
Bi = Ori + arg Ur,q, - arg aiq + d(i, ri, qi), (mod 2x), (18) 
where 
&, ri, Si> = 
7r(l - Siq,)( 1 - 6kqi) if ri = k, 
rr(&qi + b,qf) if ri # k. 
(19) 
PROOF. Suppose that C = (cv) is singular. Then there exist k(> 2) distinct 
integers71 ,..., rkin{l,..., n} such that the row R,(C) has the minimal generator 
{RT,(C), . . . , R,_,(C)}. Fromproperties 1 and2ofTheorem2.1, wehave 1~~~~~1 = 
PTi( C) for all i = 1, . . . , k. Thus the integer m = max{i : lciil = Pi(C)} satisfies 
m 2 k > 2. Hence condition 1 is satisfied. For every i E { 1, . . . , k}, let ZJi be 
the elementary matrix in M, that is obtained by interchanging rows ri and i of 
I,,. LetF = Fk... Fl. Since m 2 7-i for all i = 1,. . . , k, then F”“’ = Z,_,. 
Denote the matrix FCFT by B = (bu). Thus row k of B has the minim; generator 
{RI (8, . . . , Rk_ I (B)}. Hence B$ is singular, and from Property 3 of Theorem 
2.1,wehaveb~=Oifi~{1,...,k}andj~{k+1,...,n}.ThentherowR~(B~~) 
has the minimal generator {Rl(BI:)), . . . , Rk_l(Bf)}. Thus from Proposition 3.2, 
it follows that the singular matrix B(o is irreducible. Hence from Corollary 4.1, 
there exists a permutation matrix G E Mk such that cB\t’6T = A = (zig) has the 
propertythatforeveryiE {l,...,k-1)thereexistspi E {i+l,...,k}such 
that Zip, # 0. As BE’ is irreducible, so is A. Let G be the permutation matrix 
and let E = GF. Since F!$ = I,,+,, G$!.!. = I,,_k and m > k, then E!$) = I,,-,,,. 
Denote ECET by A = (ag). Since A,, (k) = A then A:’ is irreducible and for every 
i E {l,... ,k- 1) thereexistspi E {if’l,... , k} such that aipi # 0. Hence 
condition 2.1 is satisfied. Also, since III:) is singular, then Ai:) = A is singular. 
Thus it follows from the irreducibility of AK’ and Proposition 3.2 that &(A\:)) 
has the minimal generator {Rl(A$, . . . , Rk_1 (A$}. Then there exists nonzero 
complex numbers ~1, . . . , z&1 such that 
k-l 
llkj = c Z&j (20) 
i=l 
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forallj= l,... , k. Hence in this case the equalities (3) and (4) in Theorem 2.1 




forallj= l,...,k- 1,and 
k-l 
lakkl = c IZil IUikl 
i=l 
(22) 
[(3) and (4) represent equalities, as was shown in the proof of Theorem 2.11. 
Let i E (1,. . . , k-l},riE{i+l,..., k},andqiE{l,..., k}suchthatthe 
entries CZiqi and uriq, are nonzeros. Set zk = 1. If ri = k and qi # k, then from (20), 
(21) and part (ii) of Lemma 4.1 we have 
arg Zi = arg zk + arg Ukq - Xg Uiqi -I- T( 1 - Siqi) (mod 27r). 
If ri = qi = k, then from (20), (22), and part (i) of Lemma 4.1 we have 
arg Zi = arg zk + arg Ukk - arg Uik (mod 2’7r). 
Thus if ri = k, the preceding two equations may be combined in the form 
=gzi = argzk + XiTUkqi - XgUig, + ~(1 - 6e,)(l - Sbi)(mod2r). (23) 
Similarly, in the case ri # k, we get from Lemma 4.1 and (20), (21), and (22) that 
arg zi = arg Z, + arg Giqi - arg Uiqi + T(Siqi + briq,) (mod 2~). (24) 
When i = k - 1 and q&i = Pk-1 (= k), (23) has the form 
arg zk- 1 = arg Ukk - Xg Uk-, ,k (mod 27r) 
(argzk=O). WheniE {l,... , k - 2) and ri = qi = pi, then (23) and (24), in this 
case, can be combined in the form 
=gzi = ag Zp, + %$Upipi - ag Ui, f ~(1 - bk,,,() (mod 2~). 
The preceding two equations show that arg zi = 8i for all i = 1, . . . , k - 1, where 
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tbereals&i= l,... ,k- 1, aredefined by (16) and(17). Alsoargzk = 0 = 0,. 
This together with (23) and (24) proves that for every i E { 1, . . . , k - l}, 8i satisfies 
(18), where d(i, ri, qi) is given by (19). Hence A satisfies condition 2.2, and this 
completes the proof of the necessity. 
Now suppose that we are given a matrix C = (cu) E SA for which conditions 
1 and 2 (including 2.1 and 2.2) hold. Then there exists an integer k E (2, . . . , m} 
and a permutation matrix E E M, such that ECE’ = A = (au) satisfies conditions 
2.1 and 2.2. We show that A is singular. Since k 5 m, then from the definition of 
m and the fact A E S$), it follows that 
j=l,j#i 
forevery iE {l,...,k}. 
Also, since Ai:) is irreducible, then (A?;( is irreducible, where the (i&h entry 
of the matrix IA\:)1 is [a~]. Thus we may apply Corollary 3.1 to the nonnegative 
matrix IA\:‘1 to find a positive vector r = [r-l, . . . , rk]’ in the null space of the 
singular matrix (Hk 0 [Afl)‘, where Hk o [A$) denotes the Hadamard product of 
Hk and (A? ( , and & F. Mk is given in Definition 3.1. Without loss of generality, 
we can assume that rk = 1. Hence we have 
k-l 
l&j1 = rjlajjl - C 44jl 
i=l ,i#j 
forallj= l,...,k- 1,and 
k-l 
bkkl = c ribikl. 
i=l 
Define,foreveryi E {l,..., k},zi = rieJ-iBi,Where@k = Oand& ,..., ok-1 
are given by (16) and (17). Hence the preceding two equations can be rewritten in 
the form of Equations (21) and (22) (but it has not been proved yet that row k of 
Ack) is in the span of rows 1 
{it... 0: 
. . 7 k - 1 of A$. Let p and q be distinct integers in 
, k} such that up4 # We consider the following two cases: 
(a) p < q. The substitutions i = p and ri = qi = q in (18) and (19) yield 
argzpu, = argzquqq + 7r(l - bkq) bmd 2~). 
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(b) p > q. The substitutions i = qi = q and ri = p in (18) and (19) 
yield 
arg zquqq = a-g zpapq + T( 1 - bkp) (mod 2~). 
Hence from the preceding two equations, Lemma 4.1, and (21) and (22), we 
get 
k-l 
akj = c Z&j 
i=l 
forallj= l,..., k. Butsincea~=OifiE{l,..., k}andjE{k+l,..., n}, 
then from the preceding equality we obtain &(A) = cfii ziRi(A). Thus A is also 
singular. ??
REMARK 4.1. Suppose that C = (q) E S,? is singular, where n 2 2. It is 
clear from Theorem 4.1 that the principal submatrix AC’ of the matrix A obtained 
in the proof of the necessity part is singular. 
The following example shows that conditions 2.1 and 2.2 of Theorem 4.1 do 
not imply each other. 
EXAMPLE 4.1. Consider the matrix 
( 








1 1 1 4
Then C = (cg) E Sr) and m = 3 in condition 1 of Theorem 4.1. Since for 
any permutation matrix E E MJ with E(22 3, = (1) (the 1 x 1 identity matrix), 
ECET = A = (aq) satisfies ai3 # 0 and a23 # 0, then condition 2.1 is not satisfied 
with k = 2. However, it is easy to check that condition 2.2 is satisfied with E = 14 
and k = 2. Since all the entries of 6:) are nonzeros and C(:,) = 0, then condition 
2.1 of Theorem 4.1 is satisfied with k = 3 and E = 14. Now we show that if k = 3, 
then for any permutation matrix E E Md with E’$ = (l), ECET = A = (au) does 
not satisfy condition 2.2. We consider the following three cases: 
(i) ~33 = 3. In this case 82 in (16) satisfies 02 = 0. Also argasz = 0 and 
n/3 if a22 = 2eflr13, 
=ga22 = 7r/12 if ~22 = 3e Q7r/l2 
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Then (18) is not satisfied with i = qi = 2 and ri = 3 [notice that 0s = 3, and from 
(19)wehaved(2,3,2)=0]. 
(ii)ass = 2eGni3. In this case we consider the following two possibilities: 
(a) a22 = 3. In this case argazs = 0. Hence 02 in (16) satisfies e2 = 7r/3. 
Also arg a32 = 0. Thus (18) is not satisfied with i = qi = 2 and ri = 3. 
(b) a22 = 3eJ--T?F/12. In th’ is case argazs = 7r/6. Hence 02 in (16) satisfies 
82 = 7r/6. Also arg a21 = arg a31 = 0. Thus (18) is not satisfied with i = 2, qi = 1, 
and ri = 3 [notice that from (19), d(2,3,1) = ~1. 
(iii) ass = 3eGrli2. W 
(a) a23 = eflT14. 
e consider the following two possibilities: 
Hence 82 in (16) satisfies 02 = n/12 - rr/4(mod2r) 
= 117r/6. Thus (18) is not satisfied with i = 2, qi = 1, and ri = 3 (here 
arg a21 = argusI = 0). 
(b)a23 = 1. Hence ez in (16) satisfies 82 = 7r/12 - 0 = n/12. Then (18) 
is not satisfied with i = qi = 2 and ri = 3 (here arg a22 = arg a32 = 0). 
5. THE INFINITE DIMENSIONAL CASE 
Let A = (aq) be an infinite matrix, and let K be a linear space of sequences 
of complex numbers. We use the expression “the matrix operator A in X” to 
mean the linear operator with domain D(A, X) consisting of all sequences x = 
(xi, ~2, . . .) E X such that for every i E N the series (Ax)i = c,E, a&+ converges 
and the sequence ((Ax)], @x)2, . . .) is in X, and which sends every x E V(A, X) to 
Ax = ((Ax)], 6442, . . .) (see Example 2.3, p. 143 of [6]). If A is a matrix operator 
in X and D(A, X) = X, then we say that A is a matrix operator on X. The range 
of the matrix operator A in X is denoted by R(A, X). A Scalar X is called an 
eigenvalue of A relative to X if there exists a nonzero vector x E D(A, K) such 
that Ax = Xx. A is called invertible in X if 0 is not an eigenvalue of A relative to 
K. This is equivalent to the existence of an operator A-’ in X, called the inverse 
of A, such that D(A-‘, X) = R(A, X), R(A-‘, X) = D(A, X), and for every 
x E D(A, X) and y E R(A, X) we have 
A-‘Ax = x, AA-‘y = y. 
The set of all diagonally dominant infinite matrices with nonzero diagonal entries 
is denoted by ML,. Example 1 of [4] presents a matrix A E ML for which 0 is 
an eigenvalue of A relative to the space I,, but 0 is not an eigenvalue of A relative 
to the space Ii. 
Let A = (au) be an infinite matrix such that every row ofA forms an Ii sequence, 
and let X be a subspace of 1, such that for each x = (Xi) E X, max{ ]ni] : i E N} 
exists. Such a space is said to have the property (I>. Suppose that X is an eigenvalue 
of A relative to the space X. In this case it is possible to establish an inclusion 
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region for the eigenvalue X analogous to the region given by Gersgorin’s theorem 
for finite matrices. To see this, suppose that x = (xi) E X is an eigenvector of A 
corresponding to the eigenvalue X, and let ]xk] = max{ [xi1 : i E N}. Then from 
Ax = J!.x, we get 
j=l j#k j=l, j#k 
(25) 
Since xk # 0 and every row of A forms an 11 sequence, then we have 
IA-%kl< fy l&j cm. 
j=l,j#k 
(26) 
Using this fact, we can prove the following lemma: 
LEMMA 5.1. Let A = (aV) be an infinite matrix such that each row of A forms 
an 11 sequence. Assume that X is an eigenvulue of A = (au) relative to a subspuce 
X of 1, having the property (I), and let x = (xi) E X be an eigenvector of A 
corresponding to the eigenvulue X. In addition, suppose that 
IX - uiil 2 Pj = 5 luijl for&Z iEN. 
j=l,j#i 
If lxkl = max{(xil : i E N}, then 
(i) IX - u~l = Pk, and 
(ii) for any integer 1 E N satisfying ukl # 0 we have 1x11 = I&l. 
PROOF. Statement (i) follows from (26) and the assumption IX - ati1 2 Pk. 
From (25) and statement (i), we get 
2 lakjl(lXkl - IXjl) = 0. 
j=l,j#k 
But since ]xk] 2 (Xjl for allj E N, then lXj[ = [Xkl whenever &j # 0, and this 
proves statement (ii). W 
Lemma 5.1 is an extension of Lemma 6.2.3 of [5] to the infinite dimensional 
case with the observation that in Lemma 6.2.3 of [5] the condition that the eigen- 
value X of A is a boundary point of the Gersgorin region can be relaxed to the 
condition that X is not an interior point of every Gersgorin disc. 
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The following theorem establishes a sufficient condition for a matrix operator 
in CO defined by a matrix in ML to have an inverse in cc (see the definition of cc 
in the introduction). 
THEOREM 5.1. Let A = (au) be a diagonally dominant in.nite matrix with 
nonzero diagonal entries. Iffor every n E N the matrix AI”, is invertible, then the 
matrix operator A in CO is invertible. 
PROOF. Suppose that 0 is an eigenvalue of A relative to the space co. Hence 
there exists a nonzero vector x = (Xi) in CO such that Ax = 0. Since ]xi] + 0 as 
i -+ CO, then the set { ]xr ]: i E N} has maximum. Thus there is a positive integer k 
such that ]xk] = max{ ]xil : i E N}. Also, from limi+oo]xi] = 0 it follows that the 
setK:={i~N:~x~~=Ix~l}isfinite.LetN=max{i~N:i~IC}andletM= 
min{i E N : i E Kc). Since 0 is an eigenvalue of A and A is diagonally dominant, 
then from statement (ii) of Lemma 5.1 and the definition of N, we have au = 0 for 
all i E K and j 2 N+ 1. Hence c,“=, a,vjXj = 0. But since aNN andxN are nonzeros, 
then there is a positive integer t < N such that CzNr # 0. Thus from statement (ii) of 
Lemma 5.1, the positive integer t < N satisfies ]xtl = IxNI. Hence M < N. Write 
K = {q,... ,T9}, whereM = 71 < +.. < q = N. Since the (i, j)th entry of the 
matrixA~~iszeroifi~{~~,...,~~}andjE{l,...,N}-{~~,~~~,~,},thenthe 
nonzero column vector y = [YI , . . . 
satisfies AcN)(-q 
,ys]rdefinedbyyi=x,foralli= l,...,s 
11 ,..., ~,)y=O.This,togetherwitha~~=Oifi~{rI ,..., r,}and 
j E {l,..., N} - {ri,... , q}, implies that the rows R,(A\y)), . . . , R,(A\y)) are 
linearly dependent. This proves that Aiy) is singular. ??
From Theorem 5.1, it is clear that the invertibility of every leading principal 
submatrix of a matrix A E M’, is a sufficient condition for the matrix operator A 
in I,,, p E [ 1, cm), to be invertible. 
REMARK 5.1. Suppose that the infinite matrix A = (au) satisfies at least one 
of the following two conditions: 
(i) A is strictly diagonally dominant, or 
(ii) A is diagonally dominant, and for every i E N there exist infinitely many 
positive integers j = j(i) such that q # 0. 
It is clear that the matrix AE) is strictly diagonally dominant for every n E N. 
Hence from Theorem 6.1 .lO of [5] it follows that A$ is invertible for every n E N. 
On the other hand, the infinite matrix A = (au) defined by uI2 = a21 = fl and 
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does not satisfy either condition (i) or (ii) above, and all of its leading principal 
submatrices are invertible. This shows that Theorem 5.1 generalizes Theorems 3 
and 5 of [4]; in both theorems, the space in which the matrix operator is acting is 
co. 
The sufficient condition introduced in Theorem 5.1 for the invertibility of the 
matrix operator A in CO is not a necessary condition. This can be seen from the 
following example: 
EXAMPLE 5.1. Let A = (ag) be the matrix defined by ai2 = a22 = - 1 and 
1 if i>landj= 1, 
1 if i 2 3andj= 2, 
aij = 
-2 if j=i 2 3, 
0 otherwise. 
Then 0 is not an eigenvalue of A relative to the space CO (but it is an eigenvalue 
of A relative to the space loo). Hence A is invertible in CO. On the other hand, At) 
is singular for every n E N - { 1). 
IfA E ML,, the invertibility of every leading principal submatrix of A is a 
necessary condition for the matrix operator A in CO to have an inverse A-’ in cc 
with D(A-' , CO) = CO. This is a special case of the following theorem: 
THEOREM 5.2. Let A = (au) be a diagonally dominant infinite matrix with 
nonzero diagonal entries, and let X denote either the space CO or the space lP, 
where p E [ 1, cm]. Zf the matrix operator A in X is invertible ana’D(A-’ , X) = X, 
then for every n E N the matrix AI”,) is invertible. 
PROOF. Suppose that the matrix operator A in X defined by the infinite matrix 
A has an inverse in X with D(A-‘, X) = X. Let n E N. The theorem is proved 
in two steps. 




( ) AZ) A:“: ’ 
where 0 denotes the zero matrix (we use this symbol regardless of the size of the 
zero matrix). Since the domain of the matrix operator A-’ in X is X and for any 
n x 1 vectorxy) = [xl,... ,x,,]r the vector x = (xi,. . . ,x,,, O,O, . . .) E X, then 
from x = AA-ix we have that for every i E {l, . . . , n] the ith component of xl”’ . 
(n) 
a 
is the ith component of AI”,)(A-‘)(,;)xy). Hence A,, (A- ),, x1 - 1 (n) (n) = xin) , . But since 
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xl”’ was chosen arbitrarily, then Afi)(A- ), , ’ @) = I,, the identity matrix. This proves 
that Ar”,) is invertible in this case. 
Step 2. Now consider the case in which the infinite matrix A has the block 
matrix renresentation 
A= 
where the matrix Ar”,) is nonzero. The matrix A?; satisfies one of the following 
two conditions: 
(i) There exists an integer ia E { 1, . . . , n} such that for every i E { 1, . . . , n} - 
{io} there exists an integer j = j(i) > II with a~ # 0. Then for every i E 
{I,...,n} - {ia},th e row &(A!‘) is strictly diagonally dominant. Hence from 
Theorem 6.1 .l 1 of [5], it follows that Ar”,) is invertible. 
(ii) There exists a nonempty proper subset (71, . . , 7,) of the set { 1, . . . , n}, 
wherel<mandrt <...<rm,suchthatifiE{l,...,n}andjE{sEN:s> 
n + l}, then a0 = 0 if and only if i E {q,...,~,}. We havem < n, since 
Ag # 0. Let E be the infinite permutation matrix obtained by interchanging 
rows i and ri of the infinite identity I for all i = 1, . . . , m. Then the entries bq of 
thematrixB=EAETsatisfybii=Oforalli=1,...,mandj>n+1,andif 
i E {m+l,... , n}, there exists an integer j = j(i) > n such that bo # 0. Also 
since the matrix operator A in X has an inverse A-’ in X with D(A-‘, X) = X, 
and only finitely many rows of I are interchanged to obtain the matrix E, then the 
matrix operator B in X defined by the matrix B = (bg) has also an inverse I?-’ in 
XandD(B-‘,X)=X. FromqE l,...,n}foralli= l,...,m,itfollowsthat 
r Bt’ = E\~)A(II)(E\~))T. So to prove A ;1’ is invertible, it suffices to prove that Byi is 
invertible. Suppose that 
2 ZiRi(B(;,)) = 0, (27) 
i=l 
where zr , . . . , z,, are complex numbers. Since for every i E {m + 1, . . . , n} the 
row Ri(Bt’) is strictly diagonally dominant, then from Property 1 of Theorem 2.1 
it follows that z,,, + 1, . . . , z,, are all zeros in (27). To prove that zi = 0 for all 
i= l,... , m, we consider the following two cases: 
(a)bij=Oforalli= l,...,mandj=m+l,...,n. SinceD(B-‘,X)=X 
and bg = 0 if i E {I,... m} and j 2 n + 1, then we may apply the argument 
in step 1 to the matrix B to deduce in this case that BE) is invertible. Thus the 
rows RI (B$ 1”‘) R,(B$ are linearly independent. Hence the complex numbers 
zr , . . . , zrn in (27) must be all zeros. This proves that Bt) is invertible in this case. 
(b)Thereexistsk(likIm-l)distinctintegerspl,...,pkE{l,...,m}, 
and integers 41, . . . , qk (not necessarily distinct), where 
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1. q1 E {m + 1,. . . ,n} and bP,q, # 0. 
2. For every i E (2,. . . ,k}, qi E (PI,. . . ,&I} U {m + 1,. . . ,n} and 
bpiqi # 0. 
3. If k < m - 2, then for every i E {tl, . . . , tm_-k} = { 1,. . . , m} - 
(PI,. . . ,pk} and every j E (PI, . . . , pk} U {m + 1, . . . , n} we have bii = 0. 
In order to prove in this case the rows Rt(B(;I)), . . . ,R,(@) are linearly 
independent, it suffices to prove that BE) is invertible. If k = m - 1, we may use 
a similar argument to the argument used in proving statement (ii) of Corollary 2.1 
to deduce that BK) is invertible in this case. If k < m - 2, let F be the infinite 
permutation matrix that is obtained from the infinite identity I by interchanging 
rowsiandriforalli= l,..., m-k. Since the matrix operator B in X has an inverse 
B-t with D(B-‘, X) = X and only finitely many rows of I are interchanged 
to obtain the matrix F, then the matrix operator C in X defined by the matrix 
FBFT = C = (cu) has also an inverse C-’ in X and D(C-t , X) = X. Also 
SinCeti 5 mforall i = l,..., m - k, then f$” = $,~‘B~‘(~~‘)T. Thus to 
prove that BI’;) is invertible, it suffices to prove that d,:’ is invertible. From the 
preceding item 3 and b, = 0 for all i = 1, . . . , m and j > n + 1, it follows that 
cii = Oforalli = l,... ,m - k andj 2 m - k + 1. Since {pt,. . . ,pk} = 
{l,..., ml-_(rl,. . . , t,-k}, then from the preceding items 1 and 2, it follows that 
there is a bijective function q from { 1, . . . , k} onto {m - k + 1, . . . , m} [q(i) = vi], 
and k positive integers (1, . . . , & (not necessarily distinct) where 
1. <I =ql E {m-t l,..., n}andc,,C, #O; 
2. foreveryiE(2 ,..., k},onehas<iE{qt ,..., q_t}U{m+l,..., n} 
and c,,( ci # 0. 
Now suppose that CL, wiRi(C$‘) = 0 for some complex numbers WI, . . . , w,. 
We may use a similar argument to that used in proving statement (ii) of Corollary 
2.1 to deduce from the preceding two items that wi = 0 for all i = m-k+ 1, . . . , m. 
Since the matrix operator C in X has an inverse C-r in X with Y&C-‘, X) = X 
andcij = Oforalli= l,... ,m-kandjzm-k+l,thenwemayapplythe 
argument in step 1 to the matrix C to deduce that C$-k) is invertible. Thus the 
rows Ri(C$)), . . . , Rm_k(d;ll)) are linearly independent. Hence wi = 0 for all 
i = l,..., m - k. This proves that 6,:’ is invertible. Hence the matrix B\y) is 
invertible. This proves that the rows RI (B$, . . . , R,(B$ are linearly indepen- 
dent. Hence the complex numbers zt , . . . , z,,, in (27) are all zeros in this case too. 
This completes the proof that B,, (“) = J!$)A~)(I$)~ is invertible. So At’ is also 
invertible in this step. ??
The following example shows that the invertiblity of every finite leading prin- 
cipal submatrix of a matrix in ML is not a sufficient condition for the range of 
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the invertible matrix operator A in X, where X is either CO or lP , p E [ 1, cm), to be 
X(A-’ exists by Theorem 5.1). 
EXAMPLE 5.2. Let A = (au) be the infinite matrix defined by alI = 1 and 
l/2’-* if j=i>2, 
au = _ l/2’--* if i 2 2andj= 1, 
0 otherwise. 
Let y = (yi) be the vector defined by yi = 1 and yi = l/2’-* for all i 2 2. It is 
clear that y E 11 and the vector x = (Xi), where xi = 1 and xi = 2 for all i 2 2, 
is the only vector that satisfies Ax = y. Since x @ CO, then the range of the matrix 
operator A in X, where X is either CO or lr, p E [ 1, co), is a proper subset of X. 
It is clear from Theorem 5.2 that the invertibility of every leading principal 
submatrix of a matrix A E ML is a necessary condition for the matrix operator A 
in It,, p E [ 1, 001, to have a bounded inverse on l,,. When p E [ 1, oo), a necessary 
and sufficient condition for the matrix operator A in 1, to have a bounded inverse 
on l,, is introduced in the following theorem: 
THEOREM 5.3. Let A = (ag) be a diagonally dominant in.nite matrix with 
nonzero diagonal entries, and suppose 1 5 p < CO. Then the matrix operator A 
in lP has a bounded inverse on l,, if and only if the following two conditions are 
satisfied: 
(i) R(A, lr) = I,,, and 
(ii) the matrix operator A in lP is closed. 
PROOF. Letp E [l,co)andA = (au) E M’,. 
Suppose that the matrix operator A in lP satisfies conditions (i) and (ii). We 
first show that At) is invertible for every n E N. To prove this suppose that there 
is N E N such that A$:) is singular. Since the diagonal elements of A are nonzeros, 
thenNEN-11). Let 
be a infinite permutation matrix such that the N x N leading principal submatrix Biy) 
of FAFT = B = (by) is in St). Since Ai:) is singular, then B\E;‘) = fi~A~~)fi~T 
is also singular. Thus from Theorem 4.1, there exists k E (2, . . . , m}, where 
m = max{i E {l,... , N} : Ibit = ~,~l,i+i Ibril} (Theorem 4.1 ensures m 2 2), 
and there exists a permutation matrix E E Mu with d2T) = IN-,,, such that 
EB~~~ET=C=(c~)satisfiesc~=Oifi~{1,...,k}andjE{k+1,...,N}, 
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and C$) is singular (see Remark 4.1). Consider the infinite permutation matrix 
Then we have 
Denote 
by D = (do). As B is diagonally dominant, so is D. Since 
(biiJ = 2 l&j/ forall i= l,...,m, 
j=l,j#i 
D{y = C = EB\y’E*, and E!$) = IN_,,,, then 
2 [do/ 2 5 Ido1 = IdiiI 2 2 I&I 
j=l, j#i j=l, j#i j=l,j#i 
for all i = 1,. . . , m. Hence xjEN+, lddl = Oforalli = l,...,m. Butsince 
DcN’ = C dk’ = 0 andk < m < N 11 712 ’ --’ thenD i? = 0. Thus D has the representation 
Since IZ$) is singular and Of’ = C, then 0;:’ = C’$’ is also singular. Hence 
the dimension of the range of D$ is less than k. Thus there exists a nonzero 
vector zck) = [zr , . . . ,z# that is not in the range of 0:‘. Hence the vector 
h,...,zk, 0,. . .I* $! R(D, Zp). Thus R(A, l,,) = R(B, lp) = R(D, Ip) # Zp, which 
contradicts condition (i). Hence AK’ must be invertible for every II E N. Thus 
from Theorem 5.1, the matrix operator A in Z,, is invertible. As A is closed, so is 
A-‘. Hence from condition (i) and the closed graph theorem, it follows that the 
operator A-’ in lP is bounded on lP. This proves the sufficiency. 
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Now suppose that the matrix operator A in lP has a bounded inverse on lP. Then 
R(A, It,) = lr. Since the domain of the bounded operator A-’ is lP, then A-’ is 
closed. Hence the operator A in lP is closed. ??
In some cases, it is difficult to check whether or not the matrix operator de- 
fined in Theorem 5.3 is closed. The following proposition establishes a sufficient 
condition for the matrix operator in l,,p E (1, co), defined by a matrix in ML to 
be closed. 
PROPOSITION 5.1. Let A = (atj) be a diagonally dominant injinite matrix with 
nonzero diagonal entries, and let p E (1,oo). If the matrix operators A in lP and 
AT in lq, where l/p + l/q = 1, are such that for every y = (~1, ~2, . . .) in V(A, lr) 
and every z = (~1, ~2,. . .) E D(AT, le) we have 
F 2 yiZ@ij = F F yi.ZiQj, (28) 
i=l j=l j=l kl 
then the matrix operator A in l,, is closed. 
To prove this, we need first to introduce some notation and prove a preliminary 
statement. Let p E (1, IX), and let q satisfy 1 /p + 1 /q = 1. We denote by Jr the 
linear isometry which maps the dual space 1; of l,, onto 1, (for more details see 
Theorem 4.1 on p. 201 of [2] and the paragraph that follows it). The following 
lemma explores the relation between the domain of the the dual of a matrix operator 
B in le defined by a matrix B with tranpose BT E M’,, and the domain of the 
matrix operator in lP defined by BT(see Theorem 1 on p. 193 and Definition 1 on 
p. 194 of [8] for the notion of the dual operator). 
LEMMA 5.2. Let B = (by) be an infinite matrix with nonzero diagonal entries 
such that the transpose BT of B is diagonally dominant. Let q E (1, IX), and let p 
satisfy 1 /p + l/q = 1. Then: 
(i) the dual operator B’ in 1: of the matrix operator B in 1, exists, 
(ii) the domain of the matrix operator BT in lP contains the vector J,(y’) for 
every continuous linear functional y’ E D(B’, li), and 
(iii) if the matrix operators B in le and BT in lP are such that for every 
z = (Zl, 22, . . .) E D(B, le) and every y = (y1 ,y2, . . .) E D(BT, It,) we have 
(29) 
is1 j=l j=l i=l 
then 
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(a) the domain of B! contains J;‘(u) for every y E V(BT, lP) and 
B’(J,-‘y) = J;‘(BTy), (30) 
and 
(b) The matrix operator BT in 1, is closed. 
PROOF. Since BT is diagonally dominant, then for every i E N the unit 
coordinate vector ei is in the domain of the matrix operator B (the ith component 
of ei is 1, and all other components are zeros). Thus the domain of the matrix 
operator B in l4 is dense. Hence from Theorem 1 on p. 193 of [8], the dual 
operator B’ in 1, of the matrix operator B in 1, exists. This proves (i). 
Let y’ E D(B’, Ii). Denote B’y’ by x’. Hence for all z = (~1~22, . . .) E D(B, I,), 
y’(k) = x’(z). (31) 
Denote .I&‘) by y = (yt, ~2,. . .). S ince the domain of the matrix operator B in 
Z4 contains all the unit coordinate vectors et, e2, . . . , then from Theorem 4.1 on p. 
201 of [2] we have that for allj E N, the series cz, yibg converges and 
y’(Bej) = y’(blj, b2j, . . .) = Cyibg. 
i=l 
Hence from (3 1) and the preceding equation, we have 
yibv = x’(ej) 
i=l 
for allj E N. But x’(et),x’(ez, . . .) = JJx’) E lp (this follows from Theorem 
4.1 on p. 201 of [2]). Hence c,z, 1 xi”=, yib# < co. This proves that 
y = J&y’) E D(B’, I,,) , which proves (ii). 
Now suppose that for every y E D(BT, lP) and every z E D(B, Z,), (29) is 
satisfied. Let y = (yt ,y2,. . .) E D(BT, Z,,) and x = BTy. Denote J;‘(y) by y’ and 
J;‘(x) by x’. Then for every z = (~1, ~2,. . .) in D(B, lq> we have 
I' = ~Yi(Bz)i 
i=l 
m m 




= c zdBTY)j 
j=1 
= x’(z), 
where the first and last equalities follow from Theorem 4.1 on p. 201 of [2], and 
the third equality follows from the assumption that the matrix operators B and BT 
satisfy (29). This proves that y’ = J;‘y E D(B’, I:) and 
B’(J;‘y) = J;‘(BTy). 
This proves part (a) of (iii) 
To prove that the matrix operator BT in Z,, is closed, we first notice that the dual 
operator B’ in 1; of the matrix operator B in Z4 is closed (for example, see Theorem 
11.2.6 of [3]). Now suppose that y and x are two points in ZP such that there is a 
sequence (y(“), x@)) in the graph of the matrix operator BT in ZP with y(“) -+ y and 
xc”) -+ Xasn + 00. L&y = J;‘y,x’ = J;‘,qy’(“) = J;‘y@‘), and,@) = J;‘,x(“). 
Thus from part (a) it follows that Y’(~) E D(B’, Ii) and xrcn) = B’(y’(“)). Also, since 
J9 is a linear isometry, and x(“) -+ x and y(“) -+ y as n + 00, then y’(“) + y’ 
and x’(“) + x’ as n -+ 00. But since the dual operator B’ in ZL is closed, then 
y’ E D(B’, Ii) and x’ = B’y’. So from part (ii) of the proposition, it follows tht 
y = J,(j) E D(BT, Z,), and from (30) we have 
x = J&x’) = J,(B’y’) = J,(B’(J;‘y)) = BTy. 
This proves that the matrix operator BT in ZP is closed. 
PROOF OF PROPOSITION 5.1. Let p E (1,~) and A = (q) E ML. Suppose 
the matrix operators A in ZP and AT in Zq, where l/p + l/q = 1, satisfy(28). Then 
the matrix operator in Z4 defined by the matrix B = AT satisfies all the hypotheses 
of Lemma 5.2, so the matrix operator A in ZP is closed. ??
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