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СИСТЕМА УПРАВЛЕНИЯ РОБОТОМ-МАНИПУЛЯТОРОМ 
С ПОМОЩЬЮ ДВИЖЕНИЙ ГЛАЗ
MANIPULATOR ROBOT CONTROL SYSTEM USING EYE MOTION
Описана конструкция разработанного макета системы реабилитации парализованных инвалидов 
на основе робота-манипулятора и интерфейс программного обеспечения для управления данным роботом с 
помощью айтрекера.
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The design of the developed model of the rehabilitation system for paralyzed disabled people based on a 
robotic arm and software for controlling the data by the robot using an eye tracker is described.
Keywords: robot, manipulator, control, eye-tracker.
Создание автоматизированных робототехнических систем для обслуживания 
полностью парализованных инвалидов необходимо для повышения качества их жизни. 
При этом большое значение имеет возможность управления подобной системой самим 
инвалидом. Задача создания интерфейсов подобных систем управления решалась разными 
способами. В частности, разработчиками робота My Spoon (Япония) [1] предлагалось 
использовать для управления сервисным манипулятором движения головы. Однако 
подобная система управления неудобна и не обеспечивает высокой точности 
позиционирования манипулятора. Кроме того, многие парализованные инвалиды не 
имеют возможности двигать головой. Рядом исследователей предлагалось использовать 
для реабилитации парализованных нейроинтерфейсы, которые снимают управляющие 
команды непосредственно с головного мозга. Однако применение неинвазивных 
нейроинтерфейсов, например, на основе электроэнцефалографии (ЭЭГ), для управления 
манипуляторами не представляется возможным из-за трудности распознавания сигналов и 
большого количества ошибок [2], а инвазивные нейроинтерфейсы пока довольно 
травматичны для организма и быстро выходят из строя из-за отмирания нейронов [3]. В 
связи с этим представляется перспективным использовать для управления сервисными 
манипуляторами движения глаз, которые сохраняются у большинства парализованных 
инвалидов. Для отслеживания движения глаз применяются айтрекеры (окулографы) [4]. 
Принцип действия современных айтрекеров основан на отслеживании камерами бликов в 
зрачках от излучаемого прибором инфракрасного света.
В НИУ «БелГУ» впервые в России разработан макет системы реабилитации 
парализованных инвалидов на основе робота-манипулятора, управляемого с помощью
24-25 September, 
Belgorod




VIII Международная научно-техническая конференция «Информационные 
технологии в науке, образовании и производстве» (ИТНОП-2020)
движения глаз. Для управления роботом использовался бюджетный айтрекер Tobii Eye 
Tracker 4C (рис. 1).
В качестве сервисного робота использовался настольный манипулятор с системой 
управления Arduino. Для отслеживания положения манипулятора использовались две веб­
камеры, установленные в двух взаимно перпендикулярных плоскостях. Макет системы в 
сборе показан на рис. 2.
Рисунок 1 - Айтрекер Tobii Eye Tracker 4C
Рисунок 2 - Макет системы реабилитации парализованных инвалидов 
на основе робота-манипулятора, управляемого с помощью движения глаз
Для управления макетом системы реабилитации парализованных инвалидов на 
основе робота-манипулятора, управляемого с помощью движения глаз, разработано 
оригинальное программное обеспечение. Интерфейс разработанного ПО показан на рис. 3. 
Интерфейс состоит из двух симметричных половин, в которых осуществляется 
управление перемещением манипулятора в двух взаимно перпендикулярных плоскостях. 
Положение манипулятора в соответствующих плоскостях отображается в отдельных 
окнах, где ведется трансляция изображения с веб-камер. Для того, чтобы переместить
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манипулятор в заданном направлении, пользователь должен навести взгляд на нужную 
кнопку под соответствующим окном с изображением манипулятора. Для сжатия и 
разжатия схвата манипулятора служат две кнопки посередине. Быстрый перевод взгляда с 
кнопки на кнопку не вызывает движения манипулятора.
Управление движением манипулятора с помощью движений глаз имеет ряд 
проблем. Глаз человека постоянно совершает спонтанные хаотические движения, 
необходимые для отслеживания текущей ситуации в окружающем мире, но отрицательно 
влияющие на точность управления манипулятором. Однако такие движения могут быть 
отфильтрованы специальными алгоритмами. Точность позиционирования взгляда может 
так же быть повышена путем обучения. Так, например, на рис. 4 показаны полученные с 
помощью айтрекера результаты выполнения задания по вычерчиванию испытуемым 
взглядом круга до обучения и после. Таким образом, точность управления манипулятором 
с помощью айтрекера является вполне приемлемой.
Рисунок 3 - Интерфейс программы для управления сервисным роботом-манипулятором
с помощью движения глаз
Рисунок 4 - Вычерчивание взглядом круга
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Таким образом, разработанная система управления позволит создать сервисный 
робот-манипулятор для полностью парализованных инвалидов. С помощью данного 
робота они смогут самостоятельно пить и есть, управлять бытовыми приборами и 
выполнять другие действия по обслуживанию себя.
Работы выполняются при финансовой поддержке РФФИ в рамках научного 
проекта № 20-08-01178.
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