VARIABILITY AND DRIVERS OF AEROSOL PARTICLE CHARACTERISTICS AND NEW PARTICLE FORMATION FROM IN SITU AND REMOTE SENSING MEASUREMENTS, AND NUMERICAL SIMULATIONS by Sullivan, Ryan Christopher
  
 
VARIABILITY AND DRIVERS OF AEROSOL PARTICLE CHARACTERISTICS AND 
NEW PARTICLE FORMATION FROM IN SITU AND REMOTE SENSING 
MEASUREMENTS, AND NUMERICAL SIMULATIONS 
 
 
 
 
 
 
A Dissertation 
Presented to the Faculty of the Graduate School 
of Cornell University 
In Partial Fulfillment of the Requirements for the Degree of 
Doctor of Philosophy 
 
 
 
 
by 
Ryan Christopher Sullivan 
August 2017
  
 
 
 
 
 
 
 
 
 
 
 
© 2017 Ryan Christopher Sullivan
  
VARIABILITY AND DRIVERS OF AEROSOL PARTICLE CHARACTERISTICS AND 
NEW PARTICLE FORMATION FROM IN SITU AND REMOTE SENSING 
MEASUREMENTS, AND NUMERICAL SIMULATIONS 
Ryan Christopher Sullivan, Ph. D 
Cornell University 2017 
ABSTRACT 
Aerosol-climate interactions are the leading uncertainty in understanding anthropogenic climate 
forcing, and aerosol particles negatively impact human and ecosystem health. First, ground- and 
satellite-based remote sensing measurements are used to quantify the spatiotemporal coherence 
of mean and extreme aerosol properties, and identify the drivers of the observed aerosol 
variability. This analysis is extended to quantify the spatiotemporal coherence of aerosol 
precursors and species associated with new particle formation (NPF), develop a proxy using 
satellite-based measurements of aerosol and precursor concentrations to predict and diagnose 
controls of occurrence and intensity of NPF at a forest site in Indiana, and apply the satellite-
based proxy to five long-terms sites in N. America to examine spatiotemporal scales and 
variability of drivers of new particle formation. Next, climate indicators are developed to track 
changes in aerosol optical properties using satellite-constrained reanalysis products, and applied 
to the U.S.A. to identify trends in characteristics of aerosol populations, and attribute these 
changes to changes in natural and anthropogenic emissions, and meteorological conditions. 
Finally, the WRF-Chem model is modified to simulate NPF and run simulations at cloud-
resolving resolution to quantify the impact of NPF on indirect aerosol forcing (i.e. changes in 
cloud brightness and lifetimes). 
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CHAPTER 1 
INTRODUCTION 
Atmospheric aerosol particles are a source of major uncertainty in understanding past 
climate change and in modeling to generate robust climate projections [Flato et al., 2013]. They 
also present a major public health burden [Pope et al., 2004]. Anthropogenic activities 
significantly impact the concentration, composition, and size distribution of aerosols, but direct 
measurements of these properties are limited in space and time, limiting our ability to validate 
Earth System Science models [Flato et al., 2013] and to understand and quantify human 
exposure [Sullivan and Pryor, 2014]. Fortunately, remote sensing observations from satellite 
borne instruments, along with high-resolution numerical models provide an opportunity to fill 
this critical data gap. A key novelty in my research is integration of direct observation and 
remotely-sensed properties (drawn directly from satellite-based radiometers, ground-based 
sensors, and a new satellite-constrained reanalysis products) with high-resolution numerical 
modeling in order to characterize aerosol populations and key components of aerosol particle 
dynamics. 
Atmospheric aerosol particles range in size from a few nanometers to many micrometers 
in diameter (Dp) (Figure 1.1). My research focuses principally on: 
• Improved characterization of the formation mechanisms and concentrations of ultrafine 
particles (UFP, Dp < 0.1 μm). UFP concentrations are a function of new particle formation 
(NPF) through nucleation, and primary particle emissions, particularly those derived from 
anthropogenic origin. It is estimated that ~50 – 70% (spatially variable) of cloud 
condensation nuclei (CCN) are from NPF globally [Yu and Luo, 2009], with ~50% of CCN 
over eastern N. America from NPF [Pierce et al., 2014]; thus, NPF is potentially an 
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important contributor to indirect aerosol forcing. Although the process of NPF is not fully 
understood, evidence suggests NPF (and elevated UFP concentrations) is frequently observed 
over the eastern half of North America [Pryor et al., 2010, 2014; Pierce et al., 2014], and 
exhibits some degree of coherence on large spatial scales (of up to hundreds of km) and a 
substantial 1-day autocorrelation [Crippa and Pryor, 2013]. Over eastern North America 
sulfuric acid (H2SO4) is a key NPF precursor [Sipilä et al., 2010], NPF is increased under 
high solar ultraviolet (UV) flux [Pryor et al., 2010], and the rate of NPF is dependent on 
ammonia (NH3) concentrations (leading to the inference that NPF in the eastern North 
America is dominated by ternary nucleation) [Crippa et al., 2012]. In some environments 
NPF (and particle growth) is also dependent on condensation of low volatility organic 
compounds (VOCs) [Zhang et al., 2004]. The importance of direct particle emissions to UFP 
concentrations is spatiotemporally variable [Reddington et al., 2011]. UFP play a significant 
role in indirect climate forcing (e.g. UFP dominate aerosol number concentrations and thus, 
with sufficient growth contribute significantly to cloud condensation nuclei concentrations 
and may alter cloud lifetimes and albedo, leading to a change in net radiation of between -
0.77 and +0.23 W m–2) and may be especially toxic to public health [Knol et al., 2009; 
Rückerl et al., 2011].  
• Improved quantification of the spatiotemporal scales of variability of accumulation mode 
particles (0.1 < Dp < 1 µm). Particles in this mode dominate direct radiative forcing 
(estimates of the global mean radiative forcing are -1.33 to -0.06 W m-2) [Bauer and Menon, 
2012; Myhre et al., 2013].  
The study region of my research is eastern N. America, where anthropogenic 
enhancement of aerosol particle concentrations was responsible for reducing near-surface air  
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Figure 1.1 Example particle size distribution shown in terms of number (blue) and volume (red) 
concentrations, adapted from [Pryor et al., 2015]. Also shown is the approx. blackbody spectra 
of solar radiation (orange), and the diameter of nucleated particles (~3 nm), Scanning Mobility 
Particle Sizers’ minimum detection limit (~6 – 10 nm), and wavelengths of satellite-borne 
radiometer aerosol optical depth measurements (470, 550, 660 nm). The purple schematic 
illustrates two aerosol schemes used in atmospheric chemistry models: modal (e.g. Modal 
Aerosol Dynamics model for Europe (MADE), where 3 lognormal modes are used [Ackermann 
et al., 1998]), and sectional (e.g. Model for Simulating Aerosol Interactions and Chemistry 
(MOSAIC)) where aerosol concentrations are discretized into 8 bins [Zaveri et al., 2008]. 
temperatures by 0.5 – 1.0 °C during 1970–1990, with near equal contributions from direct and 
indirect effects [Leibensperger et al., 2012]. 
My research addresses two primary, linked research objectives, and the research methods 
and primary results are described in the chapters noted by each objective. 
Research objective 1: Improved quantification of the spatial scales of the columnar burden of 
optically-active (i.e. accumulation mode) aerosol particles. My initial research on the 
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spatiotemporal scales of coherence and variability of aerosol particle properties is described in 
Chapter 2, while the development of comprehensive climate indicators relevant to aerosol direct 
climate forcing is presented in Chapter 5. This research theme is motivated by the need to 
provide (i) improved metrics for evaluating model simulations, (ii) to develop inferences 
regarding dominant causes of variability, and (iii) to develop the information necessary to 
determine improved estimates of direct aerosol climate forcing at the regional scale and to track 
changes in that forcing through time.  Additional collaborative research within this research is 
presented in two co-authored publications provided in the Appendices. Our research in this arena 
addresses a key topic within regionalization of aerosol climate forcing estimates. Specifically we 
seek to quantify the impact on simulation fidelity that derives from increased resolution and to 
attribute model skill. 
Research objective 2: Improved quantification of the spatial scales of new particle formation and 
their potential impact on cloud properties using in situ, satellite-based observations, and 
numerical modeling. While accumulation mode particles have a strong radiative signature and 
can be measured using satellite-based radiometers, UFP have little direct interaction with 
atmospheric radiation transfer and cannot be observed directly with any current satellite 
products. However, just prior to me commencing my research, Crippa et al. [2013] developed a 
proxy estimate for UFP concentrations over eastern North America from remotely sensed data, 
that ‘predicts’ UFP concentrations based on atmospheric properties measured by satellite-borne 
radiometers which are associated with NPF: 
• Particle loading (aerosol optical depth, AOD; wavelength, λ = 550 nm), and fraction of 
fine particles (Ångström exponent, AE; λ’s = 470/660 nm over land), which suppress NPF by 
acting as a sink for precursor gases. 
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• Ultraviolet radiation (UV), ammonia (NH3), and sulfur dioxide (SO2), which act as NPF 
precursors and enhance NPF.  
The research presented herein expands on this research by extending the satellite-based proxy to 
predict NPF occurrence and intensity (Chapter 3) and using the satellite-based proxy to explore 
spatiotemporal scales and variability of NPF (Chapter 4). In chapter 6 I present high-resolution 
numerical simulations that explicitly simulate convection, cloud droplet number concentrations, 
and NPF to quantify the indirect aerosol radiative effects due to NPF. 
Additional research projects and products in which I have participated during my PhD, 
but that are not directly related to this dissertation, are presented in the Appendices. All of 
chapters 2-6 have been published in international scientific journal or are currently under 
consideration for publication. Full-text, copy-edited versions of these chapters are available on 
request. 
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CHAPTER 2 
SPATIOTEMPORAL COHERENCE OF MEAN AND EXTREME AEROSOL PARTICLE 
EVENTS OVER EASTERN NORTH AMERICA AS OBSERVED FROM SATELLITE 
Sullivan, R. C., R. C. Levy, and S. C. Pryor (2015), Spatiotemporal coherence of mean and 
extreme aerosol particle events over eastern North America as observed from satellite, 
Atmos. Environ., 112, 126–135, doi:10.1016/j.atmosenv.2015.04.026. 
Abstract 
Quantifying spatiotemporal scales of coherence and variability of aerosol particle 
properties provides (i) metrics for evaluating observational data sets and model simulations, (ii) 
inferences regarding dominant causes of variability, and (iii) information that is necessary to 
determine their climate forcing and air quality impacts. Accordingly, analyses of columnar 
aerosol optical depth (AOD) and Ångström exponent (AE) from the MODerate resolution 
Imaging Spectroradiometer (MODIS) on the Aqua and Terra satellites, and AErosol RObotic 
NETwork (AERONET) stations are used to evaluate the spatially averaged (Level-3) MODIS 
products, and to characterize the spatiotemporal scales of variability (and coherence) of aerosol 
particles over eastern North America (2000-2013). Results show a high degree of consistency in 
AOD retrievals from the different data sets but larger discrepancies in AE estimates, highest 
mean AOD and lowest day-to-day variability during the summer, and largest scales of spatial 
coherence in summer and fall.  Consistent with the scales of spatial coherence from MODIS 
data, in both data sets power spectra indicate AOD variability is manifest primarily on synoptic 
and annual time scales. Conversely, AE variability in MODIS data is primarily focused on 
seasonal, semiannual, and annual time scales, and there is an additional mode of AE variability at 
~ 30 days in the AERONET measurements. The frequency of co-occurrence of extreme AOD 
values (> local 90th percentile) decreases to below 50% at ~ 150 km from a central grid cell, but 
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is above that expected by random chance over almost all of eastern North America, indicating 
supra-regional scale extreme events.  
Introduction and motivation 
Enhanced concentrations of aerosol particles (aerosols) alter Earth’s radiation balance 
(Boucher et al., 2013) and cause an estimated 800,000 premature deaths per year (Brook et al., 
2010). However, because aerosol populations exhibit high spatiotemporal variability (Boucher et 
al., 2013), it is challenging to quantify their impact on air quality and regional climate forcing. 
Aerosols frequently exhibit complex vertical profiles and thus surface measurements do not fully 
represent the aerosol properties responsible for aerosol-climate impacts (Alston et al., 2012; Ford 
and Heald, 2013). Satellite-borne instruments are an important source of information regarding 
the columnar aerosol properties that are more strongly linked to climate forcing, and cover a 
large, nearly continuous spatial domain (Hollmann et al., 2013; Levy et al., 2013). However, 
there are challenges in the analysis and interpretation of satellite measurements due to retrieval 
uncertainties, and sparse and disjunct sampling in both the temporal and spatial domains (e.g. 
due to their orbits and clouds).  
Aerosol optical depth (AOD) is the column-integrated aerosol extinction coefficient and 
is proportional to total column aerosol loading. AOD is measured directly by sun photometers 
(e.g. AErosol RObotic NETwork (AERONET)), and can be retrieved by passive measurements 
of reflected solar radiation (e.g. MODerate resolution Imaging Spectroradiometer (MODIS)). 
AOD retrieved from MODIS instruments over dark land is highly correlated (r > 0.8) with AOD 
from sun photometers distributed globally (Anderson et al., 2013; Levy et al., 2010). The 
Ångström exponent (AE) describes the aerosol extinction coefficient’s dependence on particle 
size (e.g. spectral AOD). It is a qualitative descriptor of dominant aerosol size, and is retrieved 
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with higher uncertainty. 
In this study MODIS measurements of AOD and AE, supplemented by data from 
AERONET ground-based radiometers, are used to characterize the spatial and temporal scales of 
variability in climate relevant aerosol properties (AOD and AE) over eastern North America 
(Figure 2.1A), and to draw inferences regarding the processes driving this variability (Anderson 
et al., 2003). The analyses presented herein are additionally designed to (i) deliver an evaluation 
of the spatially averaged (L3) MODIS product, (ii) characterize sub-grid scale variability in L3 
MODIS products, and (iii) provide possible metrics that can be used to diagnose aerosol 
simulations by global and regional atmospheric chemistry models. 
Data and methods 
Data 
MODIS is aboard two sun-synchronous polar-orbiting satellites (Terra and Aqua). The 
“dark–target” retrieval algorithm uses observations in seven wavelengths (0.47 – 2.11 μm) to 
obtain aerosol particle properties over ocean and land during clear sky conditions. Over land, 
dark pixels (low reflectance at 2.11 μm) are used to estimate surface radiances at 0.47 μm and 
0.65 μm, and along with top of atmosphere radiance at those wavelengths, these dark pixels are 
used to infer AOD at 0.55 μm as well as 0.47 μm and 0.65 μm (AODλ). Lookup tables, 
representing realistic assumptions about surface and atmospheric contributions, are used to 
match aerosol properties with measurements. Over oceans, the primary product is also AOD at 
0.55 μm, but surface properties are modeled as a function of wind speed, and more wavelengths 
can be used in the retrieval (Levy et al., 2007). Since a product of both retrievals is spectral 
dependence of AOD, the Ångström power law can be used to derive the AE between pairs of  
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Figure 2.1 A) Retrieval frequency of daily aerosol optical depth at 0.55 μm in the MODIS L3 
data set from Terra (2000-2013) over the study area (110°W to 40°W, 20°N to 60°N), and 
locations of Bondville, IL (violet), Dayton, OH (blue), and Morgan-Monroe State Forest 
(MMSF), IN (red). B) Locations of Bondville (violet), Dayton (blue), and MMSF (red); grid cells 
used in Terra vs. Aqua analysis (Figure 2.2, blue, cyan, black and magenta boxes); and 
underlying land use. The grid shows the resolution of the MODIS Level-3 aerosol product used 
herein (1º × 1º). Underlay of land cover is from the National Land Cover Database 2006 
(downloaded from http://www.mrlc.gov/nlcd06_data.php). C) Heterogeneity of land use within 
the L3 MMSF grid cell (centroid 39.5ºN 86.5ºW), and locations of the urban footprint pixel 
(Indianapolis, 39.767ºN 86.158ºW, black) and the deciduous forest pixel (MMSF, 39.317ºN 
86.417 ºW, red) used in the sub-grid cell analysis. 
wavelengths (here AOD0.47 and AOD0.65). The uncertainty in MODIS Level 2 (L2) AOD derived 
from global comparisons with AERONET sun photometer data is ± 0.03 ± 0.05×AOD (over 
ocean) and ± 0.05 ± 0.15×AOD (over land) (Remer et al., 2005). Due to the bimodal nature of 
MODIS estimates of AE, quantifying uncertainty is inherently more difficult (Levy et al., 2010). 
The above discussion of AOD and AE uncertainty pertains to L2 data, which are 
collected along the satellite orbits. Level 3 (L3) data are created by aggregating and averaging 
the L2 data, provided that particular retrieved values meet certain quality assurance criteria 
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(Hubanks et al., 2008). Since the nominal resolution of the MODIS L2 aerosol product is ~10 
km, a 1°x1° L3 grid may contain up to ~100 such retrievals. However, not all L3 grids are 
equally densely sampled due to clouds or non-retrievable surface properties, and to qualify a grid 
as being “filled”, only > 5 retrievals are required (Levy et al., 2009).  
Analyses presented here use L3 MODIS Terra (equatorial overpass ~1030 local standard 
time (LST) at nadir) and Aqua (overpass ~1330 LST) daily satellite-derived AOD and AE from 
2000-2013 and 2002-2013, respectively (collection 051 downloaded from the GIOVANNI data 
base; http://disc.sci.gsfc.nasa.gov/giovanni), over eastern North America (110° to 40°W, 20° to 
60°N; Figure 2.1A). The overpasses of the eastern U.S. occur between 15 UTC (near coast) and 
18 UTC (towards Rockies) for Terra, and 17 and 20 UTC for Aqua.  
Averaged over all L3 grid cells within the study region, Terra AOD values are available 
for 48% of days (47% for Aqua) (Figure 2.1A). Retrieval frequency is a function of cloud cover, 
surface brightness and solar angle, and thus is dependent on latitude and season, with the lowest 
retrieval frequency in winter. This study uses Morgan-Monroe State Forest (MMSF) (Pryor et 
al., 2010) in southern Indiana (Figure 2.1B) as a central grid for the spatial analyses, and 
integrates ground-based radiometer measurements from AERONET (Holben et al., 2001) sites 
across the domain, with Bondville, IL and Dayton, OH (~185 km west and 205 km east of 
MMSF, respectively) providing foci for the temporal analyses.  
To test the dependence of the spatial coherence of extreme AOD on synoptic-scale 
meteorological conditions we employ the classification of Sheridan (2002). In this classification 
each day is defined as: dry polar (DP), dry moderate (DM), dry tropical (DT), moist polar (MP), 
moist moderate (MM), moist tropical (MT), moist tropical plus (MT+), moist tropical plus plus 
(MT++), or transitional (T; which reflects substantial time-evolution of conditions during a given 
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day such as those associated with frontal passages) based on four-times daily near-surface 
observations of temperature, dew point, wind speed, pressure, and cloud cover at an individual 
station. The classification is fully inclusive (i.e. each day at each station is allocated to a type) 
and is based on similarity to seed days (days that typify a particular weather type) selected within 
each time of the year. Conditions in the seed day for any type are a function both of the specific 
station and the time of the year, and thus can occur year round (see example given in 
Supplemental Materials (SM) Figure SM2.1). The classification incorporates some degree of 
spatial coherence, such that a single classification type is typically observed on the regional scale 
(e.g. the Midwest), but a one-day lag in classification type maybe observed downwind (e.g. 
eastern US). In this analysis the synoptic weather type is described using data from Indianapolis, 
IN, ~55 km north of MMSF (data from http://sheridan.geog.kent.edu/ssc.html). Due to the low 
frequency of aerosol extreme values during DM and MM days, analyses for these weather types 
are not presented. Conditions in the MT+ and MT++ classes are indistinguishable in the mid-
latitudes, and so are merged into a single class. 
Statistical methods 
Analyses in both the temporal and spatial domains are used to resolve dominant scales in 
observed variability of AOD and AE. Temporal variability of AOD and AE in each of the 
MODIS L3 grids is quantified using coefficients of variation (COV): 
𝐶𝐶𝐶 =  𝜎 𝑋�⁄  … (1) 
Where σ is the standard deviation of daily measurements and 𝑋� is the mean AOD or AE in each 
grid cell. Higher COV indicates greater variability within a time series.  
While AOD and AE from both Terra and Aqua for grid cells containing MMSF (39.5ºN 
86.5ºW) and Bondville, IL (40.5ºN 88.5ºW) (Figure 2.1B) are also subject to a Fast Fourier 
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Transform (FFT) to quantify dominant temporal modes of variability. On average 50% (44%) of 
days at MMSF (Bondville) have “good” L3 retrievals. The missing observations are 
approximately randomly distributed throughout the time series, and the majority of missing data 
periods last only 1 day (Figure SM2.2). Because application of FFT requires a continuous time 
series, days without valid data are filled with average values from closest preceding and 
succeeding good retrievals, with a higher weighting the nearest day. While this may not 
accurately reflect conditions during non-retrieval days (e.g. enhanced AOD due to cloud 
processes in non-precipitating clouds or reduced AOD due to rainout), this in-fill method was 
selected to minimize artificial variance modification. For comparative purposes power spectra 
are also computed using AERONET data from Bondville at 12:30 LST (mean of 12:15 – 12:45 
retrievals). Missing observations are also approximately random in the AERONET data (Figure 
SM2.3), but the frequency of missing data at periods > 1 day is higher (Figure SM2.2). Thus 
the procedure used to derive the complete time series will tend to reduce variability at short time 
scales (e.g. the synoptic scale). 
The spatial coherence of aerosol properties is derived by relating daily time series of 
AOD in the L3 grid cell containing MMSF to that in all other grid cells for all days of 
simultaneous good retrievals. The large sample size and high temporal autocorrelation renders 
estimation of significant spatial correlation difficult (Wilks, 1997). Thus, semivariograms 
computed using the correlation coefficient (r) and the coefficient of divergence (COD) are used 
to quantify the distance at which AOD measurements cease to be coherent. While r describes the 
mutual variability, COD is a measure of the magnitude of difference between daily time series 
from two locations: 
𝐶𝐶𝐶𝑎𝑎 =  �1 𝑛⁄ ∑ ((𝑋𝑎𝑎 − 𝑋𝑎𝑎) (𝑋𝑎𝑎 + 𝑋𝑎𝑎)⁄ )2𝑛𝑎=1 … (2) 
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Where n is number of observations, and Xai and Xbi are the values at time = i at locations a and b, 
respectively. COD → 1 indicates a more heterogeneous field. 
 Semivariograms are created using (3) and modeled using an exponential fit (4):  
𝛾(ℎ) = ∑ [𝑍(𝑥𝑖)−𝑍(𝑥𝑖+ℎ)]2𝑁(ℎ)𝑖=1
2𝑁(ℎ)  … (3) 
Where γ(h) is the empirical semivariogram, N(h) is the number of grid cells with a centroid at a 
distance, h, from MMSF (binned by 100 km, or ~ 1°), Z(xi) is the statistical metric (e.g. r and 
COD) at MMSF (i.e. 1 and 0, respectively), and Z(xi + h) is the metric between MMSF and the 
ith grid cell at a distance, h, from MMSF. 
𝛾′(ℎ) = 𝐶𝑛 + 𝐶𝑝(1 − 𝑒−3ℎ𝑎 )… (4) 
Where γ’(h) is the semivariogram model fit, Cn is the nugget (i.e. the value at distance = 0 
representing experimental error and variability on scales finer than the data resolution (Liebhold 
and Sharov, 1998)), Cp is the partial sill (i.e. Cn + Cp = the upper bound of the semivariogram), 
and a is the range of the semivariogram (where 95% of the sill has been reached (Wade et al., 
2006)). The range describes the relative scales of spatial autocorrelation. Note: γ’(h) as defined 
here is a measure of the decay in a statistical metric (e.g. r, COD) with distance from MMSF, 
and is thus unitless. An exponential fit is used because: 
(i) Other models cannot be estimated statistically or assume correlations approach zero at 
large h (Clark, 1979), and the exponential model coefficients are amenable to physical 
interpretation (Liebhold and Sharov, 1998; Wade et al., 2006). 
(ii) Assuming a single first-order removal process, concentrations from a point source 
exhibit exponential decay with distance. 
The spatial coherence of extreme AOD is quantified using a percentile-based approach. 
Considering only days with retrievals at both MMSF and each other individual grid cell, dates on 
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which AOD in the grid cell containing MMSF exceeded the 90th percentile are found and then it 
is determined if data from each other grid cells also exceeded that threshold (i.e. locally 
determined 90th percentile) on the same day. The threshold for determining statistical 
significance of co-occurrence of extremes is derived using 10,000 pairs of simulated time-series 
created by randomly selecting from a binomial distribution with a 10% probability of selecting a 
‘true’ value representing an extreme (> 90th percentile) event, and calculating the probability that 
an extreme occurs simultaneously in both time series.   
Results 
Evaluation of MODIS L3 products 
The homogeneous nature of the L3 product makes it well-suited to regional analyses 
(Levy et al., 2009). Further, our statistical methodology requires repeated measurements at each 
location, which is inherent in the gridded L3 product. Nevertheless, L3 estimates of AOD and 
AE are sensitive to the spatial averaging methodology employed and spatial sampling bias within 
each grid cell. Thus prior to application of the statistical tools described above, an evaluation of 
the L3 data product was undertaken.  
A least-squares linear regression fit to daily AOD in the MMSF grid cell from Terra and 
Aqua L3 data sets has a variance explanation (r2) of 0.75, and a root mean square difference 
(RMSD) = 0.09, which is comparable to the mutual uncertainty on each day’s measurements. 
Empirical quantile-quantile plots of daily AOD and AE from Terra and Aqua for the MMSF grid 
cell and four diagonally adjacent grid cells (Figure 2.2) also indicate good accord. Absolute 
discrepancies increase with AOD (Ichoku et al., 2005): AODTerra > AODAqua when AOD > 0.6 
(Figure 2.2A). Upper percentiles of AOD in AERONET data from Bondville and Dayton are 
slightly higher at the time of the Terra satellite overpass than at the time of the Aqua satellite  
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Figure 2.2 Empirical quantile-quantile plots of A) aerosol optical depth (AOD) at 0.55 μm and 
B) Ångström exponent (AE) at 0.47 μm – 0.65 μm from Terra (2000-2013) and Aqua (2002-
2013) for the L3 grid cell containing Morgan-Monroe State Forest (MMSF, 39.5ºN 86.5ºW) and 
the four diagonally adjacent grid cells (location of grid cells is shown in Figure 2.1B). Also 
shown for reference is the 1:1 relationship (y = x). Inset shows empirical cumulative distribution 
function (F(x)) plots of A) AOD and B) AE for the grid cell containing MMSF. Note: Negative 
AOD result from the uncertainty in the retrievals (±0.05) in near zero AOD conditions, and are 
thus considered valid. 
overpass (Figure SM2.3). L3 AE retrievals from Terra and Aqua for the MMSF grid cell exhibit 
lower accord (r2 = 0.33, RMSD = 0.38). This is expected from prior research at Bondville, IL 
(Green et al., 2009) and the high uncertainty of MODIS AE (Levy et al., 2010). However, the 
agreement is improved when only days where AOD > 0.2 are considered (r2 = 0.49). AE from 
Aqua (afternoon) is general higher than from Terra (morning) except in the lowest ~ 5% and 
highest ~ 5% of values (Figure 2.2B). In situ aerosol concentrations and size distributions 
frequently exhibit a diurnal cycle (Ford and Heald, 2013; Sullivan and Pryor, 2014) and thus the 
implied larger median particle diameter from Terra measurements may reflect physically 
consistent drivers. However, AERONET data do not exhibit a clear diurnal cycle in AE (Figure 
SM2.3) and thus the difference between the two MODIS instruments may be due to calibration 
bias (Levy et al., 2013).  
AE in the L3 product is the arithmetic mean of all valid L2 AE retrievals in the grid cell. 
However, the arithmetic mean is not a robust statistic for variables such as AE that are not  
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Figure 2.3 Joint probability distribution for aerosol optical depth (AOD) at 0.55 μm and 
Ångström exponent (AE) at 0.47 μm – 0.65 μm for Bondville, IL from (A) the MODIS L3 product 
from the Terra satellite (n = 926), (B) AE calculated from L3 AOD470 and AOD660 (n = 1003) 
from Terra, and (C) AERONET data (12:15-12:45 LST average; n = 366). Data used to 
construct these plots are for the period 2008-2013. For consistency with the L3 product, AE from 
AOD470 and AOD660 and AERONET are constrained to 0.5 ≤ AE ≤ 1.8. 
normally distributed and exhibit high estimation error and outliers. Accordingly, the L3 AE 
values are correlated with, but an imperfect estimate of, AE derived from spatially averaged 
AOD470 and AOD660 (Figure SM2.4).  AOD and AE joint probability distributions differ 
markedly in MODIS data (both taken directly from L3 and computed from AOD470 and AOD660) 
and AERONET observations (Figure 2.3). Although the MODIS AOD and AE values vary 
across the same parameter space as those from AERONET, their mutual variability is not well 
represented. Consistent with this evaluation, AE validation has been discontinued in the MODIS 
collection 6 release (Levy et al., 2013), and although analyses of AE are presented herein, 
caution is exercised in interpreting the results. 
The spatial averaging inherent in the L3 datasets inevitably masks some scales of 
variability (i.e. scales < 100 km). This is illustrated using a heterogeneous L3 grid cell in central 
Indiana (centroid 39.5ºN 86.5ºW) and quality-assured L2 data (resolution of 10 km × 10 km) 
(Levy et al., 2010). L2 data from Terra for the pixels nearest to Indianapolis (39.767ºN 
86.158ºW) and MMSF (39.317ºN 86.417ºW; Figure 2.1C) had simultaneous valid retrievals on 
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15% of days. These AOD retrievals indicate a high degree of co-variability, although urban 
enhancement of AOD is indicated by a regression analysis in which L2 data from MMSF is used 
to predict L2 data from Indianapolis (regression slope = 1.03 and intercept = 0.19, r2 = 0.635, 
and RMSD = 0.227). Thus, although the L3 averaging may mask some variability at the 
mesoscale (e.g. Anderson et al., 2003), even in a grid cell with enormous variability in land use 
(Figure 2.1C) the AOD varies only modestly, supporting use of L3 in regional scale analysis. 
Consistent with the discussion above, there is a weaker association between AE from the two 
locations (r2 = 0.069 and RMSD = 0.827), and the probability distribution indicates a higher 
prevalence of coarse mode aerosol in the urban environment.  
For the reasons given above, only L3 data are used in analyses presented below. 
Nevertheless, these analyses provide important context for interpreting the analysis results, and 
also indicate that, although AOD and AE L3 estimates from Terra and Aqua exhibit many 
similarities, there are sufficient discrepancies that they are analyzed independently. In the 
following we focus predominantly on results from Terra because it is a slightly longer dataset.  
Spatial patterns of AOD and AE 
Annual mean AOD (AOD������) is highest (> 0.4) over Mexico/Texas (Figure 2.4A). The 
causes of this feature are unclear and while it may reflect physical conditions (e.g. high AOD 
associated with smoke transport into the area; Wang et al., 2006), it may also be an artifact of 
poor retrieval over bright surfaces. Consistent with non-urban in situ PM2.5 measurements that 
indicate a summertime maximum in the eastern U.S. (Hand et al., 2012), AOD in both MODIS 
and AERONET data also exhibits high values in summer over the Midwestern (MODIS summer AOD������ ~ 0.2) and Southeast U.S. (MODIS summer AOD������→ 0.3 – 0.4) (Figure 2.4D, Figure 2.4F, 
and Figure SM2.6). These data also indicate highest AOD persistence (low COV) in summer  
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Figure 2.4 Mean aerosol optical depth (AOD) at 0.55 μm (background) and the COV of daily 
AOD values (stippling) A) for all seasons, B) winter (Dec – Feb), C) spring (Mar – May), D) 
summer (Jun – Aug), and E) fall (Sep – Nov). Data used to construct these plots derive from 
Terra and are for the period 2000-2013. F) Mean summer AOD at 0.5 μm from all available 
AERONET measurements 2000-2013 (see Figure SM2.5 for the data sample density and Figure 
SM2.6 for mean AOD in all seasons from the AERONET observations). 
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Figure 2.5 Mean Ångström exponent (AE) at 0.47 μm – 0.65 μm (background) and the COV of 
daily AE (stippling) A) for all seasons, B) winter (Dec – Feb), C) spring (Mar – May), D) 
summer (Jun – Aug), and E) fall (Sep – Nov). Data used to construct these plots derive from 
Terra and are for the data period 2000-2013. F) Mean winter AE 0.44 μm – 0.675 μm from all 
available AERONET measurements 2000-2013 (see Figure SM2.7 for mean AE in all seasons 
from the AERONET observations).  
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over the Southeast when AOD������ and radiative flux are highest. With the exception of the lower 
Great Lakes, lowest AOD is observed during the fall and winter (AOD������ < 0.1) (Figure 2.4B, E). 
Although higher variability in AOD typically occurs over land (COV > 1.0 over the eastern U.S.) 
than over oceans (COV < 0.7), AOD also exhibits high COV off the northeast coast of North 
America (COV → 1.5) (Figure 2.4A), consistent with advection of aerosols from a high primary 
aerosol and precursor gas source region (Jamieson and Wadleigh, 2000; Song et al., 2001).  
Mean spatial patterns of AE derived from Aqua and Terra exhibit some discrepancies, but 
both indicate marked spatial gradients in AE and thus the dominant aerosol mode over eastern 
North America, which is also evident in ground measurements (Li et al., 2013), and at 
AERONET sites (Figure SM2.7). There is a greater prevalence of coarse mode aerosols west of 
~ 95 – 100º W (Figure 2.5A), coincident with the boundary at which different aerosol types are 
assumed in the MODIS retrieval algorithm (Levy et al., 2007). Fine mode aerosols dominate the 
Midwest/eastern U.S. (i.e. mean AE → 1.8, e.g. Figure 2.5A, D). AE also exhibits marked 
temporal variability, particularly during winter (COV ~ 0.5, Figure 2.5B), indicating alternating 
periods of high and low AE. Winter AE values from MODIS over portions of the Midwest are 
typically lower than during other seasons (Figure 2.5B). Although a winter decrease in AE is not 
measured at the Bondville AERONET site and AE is highly uncertain, lower mean AE during 
winter is observed at other AERONET sites in the region (Figure 2.5F, Figure SM2.7), and may 
reflect an increase in the relative abundance of coarse mode aerosols. Surface observations in the 
Midwest also indicate a strong seasonality in aerosol composition, with a marked increase in 
ammonium nitrate abundance in the winter (Chu, 2004; Pitchford et al., 2009). 
Spatial and temporal variability of aerosol particle properties 
MMSF and Bondville are located in a region that experiences high AOD (Figure 2.4),  
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Figure 2.6 Normalized power spectra of daily A) aerosol optical depth (AOD) at 0.55 μm 
and B) Ångström exponent (AE) at 0.47 μm – 0.65 μm for the MODIS L3 grid cells containing 
Morgan-Monroe State Forest and Bondville from Terra (2000-2013) and Aqua (2002-2013). The 
power spectra have been normalized by maximum variance at any frequency (wave period). 
Shading represents statistical uncertainty under the assumption that each Fourier mode from the 
fast Fourier transformation (FFT) is normally distributed and uncorrelated with other modes. 
Thus, the uncertainty is solely a function of the sample size (time series length) and the number 
of modes over which the FFT is averaged. Also shown is the normalized power spectrum of 
AERONET measurements from Bondville, IL. The data period used to compute the power 
spectra from the AERONET time series is restricted to 01/2000-05/2007 due to the large data 
gap subsequent to 05/2007 (see Figure SM2.3). 
and a high frequency of mid-latitude cyclone passages (Coleman and Klink, 2009). Accordingly, 
the annual and synoptic time scales (waveperiods ~ 1 – 2 weeks, and spatial scales of ~ O(1000 
km)) dominate AOD variability (Figure 2.6A). In accord with our analyses that showed AOD in 
the L3 grid cell containing MMSF are also influenced by Indianapolis (Figure 2.1C), the 
variance maximum of AOD at the synoptic time scale is less marked in this grid cell, possibly 
due to the confounding effect of hebdomadal variability in primary emissions from this 
metropolis (Xia et al., 2008) (Figure 2.6A). Comparable AOD variability is captured in the 
AERONET data set from Bondville, with the exception of periods < 10 days where, as discussed 
in section 2.2, the variance is dampened by the high volume of missing data. The annual 
timescale is more dominant in AE, which also exhibits variability on seasonal and semiannual 
timescales, but relatively little variance on synoptic time scales (Figure 2.6B). The time series of 
AE from AERONET measurements at Bondville exhibit similar temporal variability (Figure  
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Figure 2.7 Spatial correlation (r) of aerosol optical depth (AOD) at 0.55 μm based on a centroid 
located at the grid cell containing Morgan-Monroe State Forest (MMSF) computed using daily 
data from Terra (2000-2013) with A) a minus one-day lag of data from all grid cells relative to 
MMSF, B) no lag (i.e. measurements from the same calendar date) and C) a plus one-day lag vs. 
MMSF. The circles shown in frame B) denote the semivariogram ranges for r for winter (Dec – 
Feb, cyan), spring (Mar – May, red), summer (June – Aug, blue), and fall (Sept – Nov, black). 
2.6B), but also capture an additional mode of variability at a ~ 30-day period. The differences in 
MODIS and AERONET AE power spectra are partly, but not solely, due to spatial averaging in 
the L3 data product (see Figure SM2.8) and are also partly attributable to the high AE retrieval 
uncertainty.  
The spatial autocorrelation of AOD is consistent with a relatively isotropic spatial field. 
Semivariograms of AOD derived using r indicate spatial coherence extends to a range of over 
1000 km (i.e. the synoptic scale) and is largest during summer (95% of the semivariogram sill is 
reached at ∼ 2200 km) and fall (~2400 km), and smaller during the winter (~1300 km) and spring 
(~1900 km) (Figure 2.7B). Semivariograms computed using COD indicate smaller scales of 
coherence, but similar seasonality. The spatial scale at which AOD becomes heterogeneous (as 
represented by semivariogram range values for COD) is also smallest in the winter (~ 200 km) 
and largest in the summer (~ 900 km) (Figure 2.8). AE exhibits smaller scales of spatial 
correlation than AOD, but this result must be viewed with caution due to significant uncertainties 
in AE retrievals and notable differences in the spatial autocorrelation of AE from the two 
satellites. Differences in the spatial scales of AOD as manifest in r and COD coherence highlight 
that although the drivers of particle concentration variability occur on large scales (as manifest in  
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Figure 2.8 Coefficient of divergence (COD) of aerosol optical depth (AOD) at 0.55 μm 
estimates relative to the MODIS L3 grid cell containing Morgan-Monroe State Forest using 
daily data from Terra (2000-2013). Also shown (by the solid lines) are semivariograms ranges 
for COD for winter (Dec – Feb, cyan), spring (Mar – May, red), summer (Jun – Aug, blue), and 
fall (Sep – Nov, black). 
the semivariogram analysis of r), the absolute concentrations (as manifest in the semivariogram 
analysis of COD) and mean particle diameter (as manifest in the semivariogram analysis of AE) 
exhibit evidence of a more heterogeneous field. This is physically consistent with the 
heterogeneity of land use (Figure 2.1B), and thus primary aerosol and precursor emissions across 
the study area (Pitchford et al., 2009). To test the sensitivity of the scale of coherence of aerosol 
columnar properties to the centroid location an analysis was conducted in which the centroid 
location was moved 5° to the north, south, west, and east and the spherical distance at which the 
correlation coefficient for AOD dropped below an arbitrary threshold of 0.3 was computed. As 
shown in Figure SM2.9, the results indicate that the resulting scale of coherence is not very 
sensitive to the precise centroid chosen, and thus confirms the results presented above are 
somewhat generalizable. 
The importance of advection in determining aerosol concentrations implied in the mean 
AOD spatial fields is also clearly observed using a time lagged AOD correlation (i.e. MMSF at 
time t vs. all other grid cells at time t ± one day). The highest correlation with AOD 
measurements from MMSF is observed westward of MMSF in the minus one day lagged 
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correlations, and extends eastward of MMSF in the plus one day lagged analysis (Figure 2.7A, 
C).  
The occurrence of high AOD has greatest relevance to air quality and climate forcing, 
thus an analysis of the scales on which such events occur was undertaken using MMSF as the 
focal node. The mean 90th percentile AOD in the grid cell containing MMSF is 0.45, while the 
domain average is 0.33, which again emphasizes the Midwest as a region of high AOD. 
Consistent with the occurrence of highest mean AOD values in summer and spring (Figure 2.4), 
extreme AOD events occurred more frequently in these seasons (of the top 10% AOD days, 48% 
and 32% occur in summer and spring, respectively, Figure 2.9B inset). Due to low mean AOD 
values in winter, a lower percent of extreme AOD events are expected in the season (6%), but it 
is noted that lower solar angle, increased bright surfaces (e.g. snow), and the resultant lower 
retrieval frequency of aerosol properties also contributes to a low number of extreme AOD 
values in winter. The frequency of co-occurrence of extreme AOD (hereafter AODEXT) at the 
grid cell containing MMSF and every other grid cell exhibits a marked decrease with spherical 
distance (Figure 2.9A). AODEXT decreases to < 50 % at distances beyond ~ 150 km from MMSF. 
Nevertheless, AODEXT is above that predicted by random chance (~10%) over most of eastern 
North America, which implies a large-scale control on the occurrence of high AOD. As in the 
analysis of all AOD values (Figure 2.7), the distance over which significant AODEXT is observed 
is greatest in fall (Figure 2.9B), indicating that both typical and high aerosol loadings are 
spatially coherent at largest scales during this season.  
As described above, both time series and spatial analysis of AOD exhibit high variance at 
scales consistent with synoptic scale meteorological phenomena. Further, prior research has 
linked supra-regional air pollution episodes with high temperature and humidity (Chu, 2004),  
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Figure 2.9 A) Frequency of co-occurrence of extreme (> 90th percentile) aerosol optical 
depth at 0.55 μm (AODEXT) for the grid cell containing Morgan-Monroe State Forest (MMSF) 
and all other grid cell normalized by n > 90th percentile at MMSF. Stippling indicates grid cells 
where AODEXT is below that expected by random chance, and thus is not statistically significant. 
B) Mean normalized AODEXT versus distance from MMSF (binned by 100 km distance classes 
from MMSF) by season, and error bars (± one standard deviation from mean). Dashed lines 
represent significance as described in section 2.2. Inset shows histogram of percentage of 
extremes occurring in each season for all grid cells. C), D): As in A moist tropical plus/plus plus 
(MT+/MT++) air masses (C) and transitional (D) synoptic-scale meteorological conditions. E): 
As in B), but by weather code (codes are listed in Section 2.1 (Sheridan, 2002)). 
and with atmospheric stagnation (Horton et al., 2014). Thus the spatial coherence of extreme 
AOD values was conditionally sampled by the prevailing synoptic-scale meteorology (Figure 
2.9E). Although MODIS retrievals of aerosol properties are not randomly distributed in time, 
consistent with a priori expectations, highest AODEXT occurred during Moist Tropical (MT and 
MT+/MT++) days, and while the average spatial scale of ‘simultaneous’ occurrence of AOD in 
 29 
excess of the local 90th percentile value is 150 km, during MT+/MT++ days the region for which 
AODEXT > 50% of days extends up to ~ 300 km from MMSF (Figure 2.9C, E). On transitional 
days (T), the scale of spatial coherence of extremes is smallest (Figure 2.9E) and consistent with 
interpretations of this synoptic class as representing mid-latitude cyclone and frontal passages, is 
dependent on relative direction from MMSF (Figure 2.9D).  
Discussion and concluding remarks 
Satellite-based measurements of AOD and AE offer the potential for significant insights 
into causes of spatiotemporal variability in aerosol concentrations and aerosol-climate 
interactions. However, more research is needed to evaluate satellite products in terms of their 
ability to capture physically consistent features, and to understand and reduce uncertainty. 
Accordingly, herein we present statistical analyses of the MODerate resolution Imaging 
Spectroradiometer (MODIS) Level-3 (L3) and Level-2 data products and observations from 
AErosol RObotic NETwork (AERONET) stations, and use them to characterize spatiotemporal 
scales of variability and coherence in columnar aerosol burdens over eastern North America. 
AOD from the L3 MODIS data product from Terra and Aqua, and AERONET 
observations exhibit good accord in terms of absolute values, spatial variability, and seasonality.  
Highest AOD is observed over the lower Midwest and Southeast, and co-occurrence of high 
AOD and low temporal variability is maximized over the Southeast during the summer. The 
largest COV in AOD is observed over eastern Canada and off the northeast coast of the USA, 
which highlights the importance of advection of aerosols and precursors from the Midwest 
(Jamieson and Wadleigh, 2000). It is also consistent with temporally transient aerosol sources in 
Canada that can enhance particle concentrations on sub-seasonal time scales (e.g. forest fires 
(Song et al., 2001)). Power spectra of AOD from MODIS and an AERONET site in central 
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Illinois also exhibit good accord in terms of absolute values and the dominant spatiotemporal 
scales of variability. Consistent with analyses using a synoptic classification and previous 
analyses of satellite (Ford and Heald, 2013) and surface measurements (Tai et al., 2010), the 
dominant mode of variability in AOD, as manifest both in spatial and temporal analyses, is the 
synoptic-scale. AOD and particularly extreme AOD values exhibit large spatial scales of 
coherence that are maximized during fall, summer, and under stagnant maritime tropical air 
masses, and are minimized in transitional synoptic patterns (e.g. frontal passages). The larger 
spatial scale of coherence in fall and summer is consistent with in-situ measurements of large-
scale particle pollution episodes associated with blocking anticyclones (and stagnation), warm 
temperature and high relative humidity, and sufficient insolation for photochemical production of 
secondary aerosols during these seasons (Chu, 2004). Conversely, the high frequency of 
precipitation, lower boundary layer depths, and localized precursor emissions and favorable 
thermodynamics for secondary nitrate aerosol formation (Chu, 2004; Pitchford et al., 2009) 
during winter and spring may explain the reduced spatial coherence during those seasons. The 
inter-annual variability in AOD as manifest in the spectral analysis may reflect the role of 
internal climate modes such as El Niño-Southern Oscillation (ENSO) in causing year-to-year 
variability in precipitation frequency (Barlow et al., 2001) and therefore wet scavenging of 
particles and/or the frequency of synoptic conditions associated with atmospheric stagnation. 
Estimates of AE from the MODIS observations are more uncertain (Levy et al., 2013) and 
AE in the MODIS L3 data product exhibit larger discrepancies that are partly, but not solely, 
attributable to high uncertainty at low AOD and/or spatial averaging methodology. Although the 
presence of physically interpretable modes of variance, that are consistent between the two 
satellites, and MODIS and AERONET, implies the time series are to some degree reflective of 
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physical processes (e.g. semiannual variability in AE is consistent with changes in primary and 
precursor emissions associated with the seasonality of electricity consumption and agricultural 
activities, and seasonality in atmospheric thermodynamic conditions), AE from the L3 data 
product should be used with care. 
Spatiotemporal variability in aerosol populations documented here serve to enhance 
confidence in AOD from the MODIS L3 data set, help to infer process-level controls on climate 
relevant aerosol populations, and also provide tools with which to evaluate atmospheric 
chemistry models (via analysis of amount of variance or coherence expressed at different scales). 
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events over eastern North America as observed from satellite 
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The synoptic classification of Sheridan 
Herein we employ the synoptic classification of (Sheridan, 2002). In this classification 
each day is defined as: dry polar (DP), dry moderate (DM), dry tropical (DT), moist polar (MP), 
moist moderate (MM), moist tropical (MT), moist tropical plus (MT+), moist tropical plus plus 
(MT++), or transitional (T; which reflects substantial time-evolution of conditions during a given 
day such as those associated with frontal passages). The moist tropical (MT) classes of synoptic 
conditions are demonstrated herein to be of particular importance to the occurrence of large-scale 
high AOD events. As shown, this class of synoptic conditions occurs in all months of the year 
due to the classification requirement that conditions in the seed day for MT are a function both of 
the specific station and the time of the year, but MT days are more prevalent in summer (Figure 
SM2.1).  
 
Figure SM2.1 Fractional frequency ( 𝑛: 𝑠𝑠𝑛𝑠𝑝𝑠𝑎𝑠 𝑠𝑠𝑝𝑡
𝑛: 𝑑𝑎𝑠𝑠 𝑎𝑛 𝑚𝑠𝑛𝑠ℎ ) of occurrence of maritime tropical (MT), 
maritime tropical plus (MT+), and maritime tropical plus plus (MT++) by month. 
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Quantifying the duration of consecutive days of missing data in the AERONET and 
MODIS L3 data products 
As described in the main text, in order to compute power spectra of the time series of 
AOD and AE from the MODIS and AERONET data products it is necessary to have an 
unbroken time series. However, the MODIS L3 and AERONET time series are incomplete. The 
missing observations are approximately randomly distributed throughout the L3 time series, and 
as shown in Figure SM2.2, the majority of missing data are for periods of 1 day. Because 
application of FFT requires a continuous time series, days without good retrievals are filled with 
average values from closest preceding and succeeding good retrievals, weighted by temporal 
displacement from the missing day. This inflates the variance in the data set at short-time scales 
less than ‘infilling’ with the mean value. It is noted that the frequency of missing data at periods 
> 1 day is higher in the AERONET time series, and thus this method may mask variability at 
short time scales. 
 
Figure SM2.2 Fractional frequency ( 𝑛
𝑙𝑡𝑛𝑙𝑠ℎ 𝑠𝑜 𝑠𝑎𝑚𝑡 𝑠𝑡𝑠𝑎𝑡𝑠) of consecutive missing days in Terra 
MODIS L3 data sets for the grid cells containing Morgan-Monroe State Forest (MMSF) and 
Bondville, and AERONET in Bondville.  
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Evaluation of the diurnal variability of AOD and AE using AERONET data 
Aerosol populations exhibit diurnal cycles that cannot be represented by once daily 
observations. Although Terra and Aqua sample different aerosol populations due to differences 
in overpass timing, it is impossible to differentiate a physical signal from calibration bias. Thus, 
sub-daily variability is characterized using AERONET measurements. As shown, AOD exhibits 
consistently higher median and mean values in the early morning and late afternoon, but AE does 
not exhibit a clear dependence on the hour of the day (Figure SM2.3). 
 
Figure SM2.3 A) Time series and Empirical Quantile-Quantile plots for Bondville (blue) and 
Dayton (red) AERONET B) aerosol optical depth at 0.5 μm (AOD) and C) Ångström exponent at 
0.44 and 0.675 μm (AE) measurements at 10 and 13 LST. D, E) Box plots of AOD and F, G) AE 
by hour of the day as measured by the AERONET instrumentation at Bondville, IL (D, F) and 
Dayton, OH (E, G). To ensure equal representation of data from each climatological season, 54 
days (i.e. minimum retrieval days at Dayton for any season) were randomly drawn to represent 
each season within 09/03/2008 – 06/24/2013. Outliers (red +) lie beyond approximately +/- 2.7 
σ from the mean. 
  
 38 
Comparing average AE in the L3 product with AE derived from average AOD 
The L3 AE product used in this study is calculated by averaging all L2 AE values within 
each 1° × 1° L3 grid cell. A more accurate representation of AE at this scale can be derived from 
L3 averaged aerosol optical depth (AOD) at 470 and 660 nm: 
AE =  − ln �AOD470AOD660�ln �470660�  
We compared the published L3 AE product with AE calculated from L3 AOD470 and 
AOD660 using data from MODIS Terra for 2008-2013. A least-squares linear regression fit for 
the two estimates of AE for the grid cells containing MMSF and Bondville have a variance 
explanation (r2) of 0.34 and 0.07, respectively, but the association is improved when constraining 
the comparison to 0.5 ≤ AE ≤ 1.8 (r2 = 0.70 and 0.43, regression slope = 0.85 and 0.71, and 
intercept = 0.06 and 0.20, respectively; Figure SM2.4).  
 
Figure SM2.4 Scatterplot of the L3 Ångström exponent (AE) value vs. AE calculated from the L3 
aerosol optical depth at 0.47 μm (AOD470) and 0.66 μm (AOD660), colored by AOD for the grid 
cell containing (A) Morgan-Monroe State Forest (MMSF) and (B) Bondville. Also shown is a 
linear regression fit (red) and 1:1 relationship (black). 
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Seasonality and spatial patterns of AOD and AE from AERONET 
The ability of the MODIS L3 product to capture mean and seasonal AOD and AE is 
assessed by comparison with the AERONET deployments within our study domain. For the 
study period used here (2000-2013), 111 AERONET stations had some data availability, though 
the length of operation and data availability varies greatly (Figure SM2.5; see AERONET 
website (http://aeronet.gsfc.nasa.gov/) for an exhaustive list of stations and deployment periods). 
Consistent with analyses of data from MODIS (Figure 2.4 and 2.5), the highest annual AOD is 
measured over the lower Midwest and Southeast US, the highest seasonal AOD is measured in 
the Southeast during the summer (Figure SM2.6), and high AE is characteristic of the eastern US 
(Figure SM2.7). 
 
Figure SM2.5 Locations of AERONET deployments in the study domain and number of hours 
with at least one valid retrieval during the study period (2000-2013). 
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Figure SM2.6 Mean aerosol optical depth (AOD) at 0.50 μm based on observations at 
AERONET stations during 2000-2013. The panels show the mean AOD computed for A) All 
data, B) winter, C) spring, D) summer, and E) fall. 
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Figure SM2.7 Mean Ångström exponent (AE) at 0.44 μm – 0.675 μm based on observations at 
AERONET stations during 2000-2013. The panels show the mean AE computed for A) All data, 
B) winter, C) spring, D) summer, and E) fall. 
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Power spectra of AE from the L3 product and AE derived from average AOD 
Although greater variance on short waveperiods (~days) is observed in the AE time series 
derived from AOD470 and AOD660 versus that from published L3 AE values, as with analysis of 
the L3 product, a variance peak at seasonal and semiannual time scales is more pronounced at 
Bondville than MMSF (Figure SM2.8). Thus the discrepancies in dominant time scale of 
variability between these two locations do not appear to be solely the result of spatial averaging 
of AE in the L3 data product. 
 
Figure SM2.8 Normalized power spectra of daily Ångström exponent (AE) at 0.47 μm – 0.65 μm  
calculated from L3 aerosol optical depth at 0.47 μm (AOD470) and 0.66 μm (AOD660) for the grid 
cells containing Morgan-Monroe State Forest (MMSF) and Bondville from Terra (2008-2013). 
The power spectra have been normalized by maximum variance at any frequency (wave period). 
Also shown for reference are the normalized power spectra for daily AE from the L3 product 
(2008-2013). 
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Evaluation of centroid location and spatial coherence 
MMSF was selected as the reference grid cell in the analyses of spatial coherence 
because it is near the center of gravity of our domain and is near the center of highest annual 
mean surface PM2.5 in eastern US (1998-2008) (Tai et al., 2010). To test the sensitivity of the 
scale of coherence of aerosol columnar properties to the centroid location, an analysis was 
conducted in which the centroid location was moved 5° to the north, south, west, and east and 
the spherical distance at which the correlation coefficient for AOD dropped below an arbitrary 
threshold of 0.3 was computed. As shown in Figure SM2.9, the results indicate that the resulting 
scale of coherence is not very sensitive to the precise centroid chosen. When the reference grid 
cell is moved 5° from MMSF in each of the cardinal and ordinal directions, the distance where r 
> 0.3 extends to ~ 750 km on average. When the northern directions (i.e. N, NW, and NE), 
where data density is low, are ignored, the distance where r > 0.3 extends to ~ 830 km on 
average. 
 
Figure SM2.9 Spatial correlation (r) of aerosol optical depth (AOD) at 0.55 μm based on a 
centroid located at the grid cell containing A) Morgan-Monroe State Forest (MMSF) and 5° B) 
south, C) west, and D) east of MMSF computed using daily data from Terra (2000-2013). The 
black circles represent the mean spherical distance from the centroid where r = 0.3.
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CHAPTER 3 
DYNAMIC AND CHEMICAL CONTROLS ON NEW PARTICLE FORMATION 
OCCURRENCE AND CHARACTERISTICS FROM IN SITU AND SATELLITE-BASED 
MEASUREMENTS 
Sullivan, R. C., and S. C. Pryor (2016), Dynamic and chemical controls on new particle 
formation occurrence and characteristics from in situ and satellite-based measurements, 
Atmos. Environ., 127, 316–325, doi:10.1016/j.atmosenv.2015.12.050. 
Abstract 
We analyze the association between satellite-based measurements of chemical conditions 
(sulfur dioxide (SO2), nitrogen dioxide (NO2), and formaldehyde (HCHO) concentrations), 
insolation (UV), and aerosol particle properties (aerosol optical depth (AOD) and Ångström 
exponent (AE)); and the occurrence of new particle formation (NPF), formation rates (J6), 
growth rates (GR), and survival probabilities (SP) using particle size distribution measurements 
taken during two extended field campaigns at a forested location in southern Indiana. When 
conditionally sampled by event occurrence and non-occurrence the satellite-derived parameters 
exhibit significant differences and also show some degree of skill in predicting NPF though 
logistic regression analysis. During leaf-on measurement periods, NPF occurrence exhibits 
strong seasonality (NPF is more frequent in spring vs. summer) and is associated with a low 
condensational sink, while leaf-off NPF occurrence is associated with high near-surface UV 
receipt. Multiple linear regression equations of J6, GR, and SP using the chemical conditions as 
predictors exhibit some significant r2 values (p < 0.1), but are relatively unstable and many of the 
regression coefficients do not differ significantly from zero. 
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Introduction 
New particle formation (NPF) events enhance aerosol particle (hereafter particles) 
concentrations (Kulmala et al., 2004) and occur on regional scales (Crippa and Pryor, 2013). 
They thus have the potential to impact regional and possibly global climate (Merikanto et al., 
2009). For newly formed particles (~1-3 nm) to become climate relevant, they must survive and 
grow to sufficient diameters to act as cloud condensation nuclei (~100 nm). NPF events have 
been estimated to contribute up to 50% of particles > 100 nm on a regional scale over 
northeastern North America (Pierce et al., 2014), but this contribution is likely to vary regionally 
(Kulmala et al., 2004; Westervelt et al., 2013) and such estimates are sensitive to the data 
analysis and model assumptions. The climate impact of NPF events is determined by factors 
such as the in situ particle population, frequency of NPF events, nucleation rate (i.e. how many 
new particles form, described here using the formation rate of 6-30 nm particles, J6), growth rates 
(GRs), and survival probabilities (SPs, i.e. percentage of new particles that grow to climate 
relevant size). Herein we use statistical analyses of in situ and remote sensing data to diagnose 
the dependence of NPF occurrence, J6, GR, and SP on parameters known, or thought, to play a 
key role in dictating each of those variables. These conditions are not necessarily mutually 
inclusive, i.e. conditions conducive to NPF event occurrence may be unfavorable for high 
formation rates and/or GR. For example, low condensational sink (CS) was found to be 
conducive to NPF occurrence and high J6, while high CS was associated with high GR in the 
Yangtze River Delta in China (Qi et al., 2015). Clean air masses are also conducive to NPF in 
northeastern North America, but polluted air masses are associated with higher J10 (Pierce et al., 
2014).  
Specific objectives of the analyses herein are to characterize: 
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1. Chemical and physical regimes associated with NPF occurrence. 
2. The association between different chemical regimes and J6, GR, and SP of NPF events. 
We develop a framework that can be uniformly applied to all in situ observational data sets of 
ultrafine particle size distributions (PSDs). As in situ trace gas measurements are not always 
available, we draw predictor variables from satellite-borne radiometers. It is acknowledged that 
these observations are associated with larger uncertainty than in situ measurements, and are 
typically not continuous through time. However, they provide consistent information about 
atmospheric composition across a range of spatial scales, and are uniformly available at least at 
low- and mid-latitudes. Further, they quantify columnar conditions and thus may be more 
strongly linked to regional-scale NPF than point measurements made at/or near the surface.  
Methods 
Data sets 
PSD measurements used to describe the occurrence and characteristics of NPF events 
were taken during two extended field campaigns at a forested location in southern Indiana (in the 
Morgan Monroe State Forest, MMSF; 39.317°N, 86.417°W; Figure 3.1) (Pryor et al., 2014, 
2010): 
• Data collected during Jan. 2007 – Apr. 2009 using a Scanning Mobility Particle Sizer (SMPS 
comprised of an Electrostatic Classifier, nano-DMA, and Condensation Particle Counter) 
(Pryor et al., 2010). The measurements were taken sequentially every ~2.5 min for 10 
minutes out of every half hour at 2 m, 34 m, and 46 m for a particle diameter range of 3.22 – 
105.5 nm (due to low tubing penetration efficiencies, only the 81 bins > 6 nm are used here).  
• Data collected during Mar. 2012 – Dec. 2013 using a TSI Fast Mobility Particle Sizer (FMPS 
3091; 32 logarithmically spaced bins 6 – 520 nm) (Pryor et al., 2014). Measurements were  
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Figure 3.1. USGS land use surrounding the Morgan Monroe State Forest research site in 
Southern, IN (39.317°N, 86.417°W; red star) (US Geological Survey, 2011). 
taken sequentially for 10 minutes out of every half hour at each of three sample heights: 12 m, 20 
m, and 28 m. The FMPS reports at 1 Hz, but the data have been averaged to 2 min.  
Analyses presented here employ predictands derived using PSD measurements from 34 
m for 2007–2009 and 28 m for 2012–2013; both heights are above the canopy, but represent near 
surface concentrations. 
The selection of predictor variables was based on the following reasoning: 
• While uncertainty remains regarding the relative importance of different nucleation 
mechanisms (Boy et al., 2007) (e.g. cluster activation (Kulmala et al., 2006), kinetic 
(McMurry, 1980), ion mediated (Yu and Turco, 2000), binary (Jaecker-Voirol and Mirabel, 
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1989), or ternary nucleation (Kulmala et al., 2000)), most studies indicate a key role for 
sulfuric acid (H2SO4) with either ammonia (NH3) or organic molecules contributing to the 
critical clusters (Almeida et al., 2013; O’Dowd et al., 2002; Sipilä et al., 2010). Although not 
uniformly observed, our further expectation is that NPF likelihood and intensity will tend to 
be reduced under conditions of a high CS, and that near-surface detection of NPF will be 
enhanced under conditions of high turbulence intensity (since there is some evidence that 
nucleation is concentrated aloft from the surface (Crippa et al., 2012; Pryor et al., 2011)). 
• The relative contribution of different species to particle growth may vary over the course of 
an event. Prior research at MMSF has indicated initial particle growth is dominated by 
ammonium and sulfate although later growth exhibited evidence of some contribution from 
organics (Pryor et al., 2011). In Pittsburg H2SO4 also dominated formation and initial growth, 
followed by growth from ammonium, and organics contributing to particle growth later in the 
event (Zhang et al., 2004).  
• A newly formed particle can grow to climate relevant size, given there are sufficient 
condensable vapors present and that it does not coagulate with other particles. Thus SP may 
be increased in conditions favorable for high GR and reduced under high CS or in conditions 
favorable for high J6 and thus greater coagulation loss. 
Based on the above, statistical models of NPF occurrence and properties (predictands are 
NPF occurrence, J6, GR, and SP) are built using the following predictor variables: 
• LAI×Tmax (where Tmax is the daily maximum hourly air temperature and LAI is the leaf area 
index as measured every sixth day at MMSF). LAI and Tmax used here are from in situ 
measurements, but proxies of both (e.g. skin temperature and LAI) are available from the 
Moderate Resolution Imaging Spectroradiometer (MODIS)) (Huete et al., 1999; Wan, 1999). 
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LAI×Tmax is used as a proxy for biogenic volatile organic compound (BVOC) emissions 
(Guenther et al., 1993), the oxidation products of which may be involved in nucleation and/or 
growth of freshly nucleated particles (Laaksonen et al., 2008). This variable is thus 
anticipated to have a positive association with NPF occurrence, J6, GR, and SP.  
• Formaldehyde (HCHO). Although satellite retrievals of HCHO are highly uncertain (Barkley 
et al., 2013), HCHO is one of very few products of VOC oxidation that is detected by 
satellite-borne radiometers, and while it is not directly relevant to NPF or ultrafine particle 
growth, satellite-derived HCHO concentrations are used as an index of the abundance of 
relatively low-volatility oxidized organics of both anthropogenic and biogenic origin (Chance 
et al., 2000; Henze and Seinfeld, 2006). Given contradictory evidence that high isoprene 
concentrations may either suppress (Kiendler-Scharr et al., 2009) or participate in NPF 
(Surratt et al., 2006) and that yields of HCHO from isoprene oxidation are non-linearly 
dependent on NOx (Wolfe et al., 2015), it is difficult to assert an a priori expectation of the 
relationship between HCHO and NPF occurrence or intensity. Since HCHO is a product of 
oxidation of a wide array of VOCs and generation of less volatile products it is anticipated to 
have a positive association with GR and SP. 
• Sulfur dioxide (SO2). SO2 is used here as a proxy for H2SO4, a key NPF precursor (Sipilä et 
al., 2010) and a key component of condensational growth (Pryor et al., 2011). It is thus 
anticipated to have a positive association with NPF occurrence, J6, GR, and SP. 
• Nitrogen dioxide (NO2). NO2 is used as a proxy for anthropogenic gas and particle emissions 
(Russell et al., 2012). Given NOx emissions are associated with both increased CS (due to co-
emitted particles) and possible enhancement of condensable vapors (e.g. collocation of NO2 
and SO2 from major industrial complexes) it is anticipated to have a negative association 
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with NPF occurrence and positive association with J6, GR, and SP. 
• Ultraviolet radiation (UV). UV is used as an index of oxidant production, and is anticipated 
to have a positive association with NPF occurrence, J6, GR, and SP.  
• UV×SO2 is used as a proxy for the production of H2SO4 from SO2. 
• Aerosol optical depth (AOD) × Ångström exponent (AE). AE 1/∝ particle size, and with 
AOD (AOD×AE) is used here to represent particle surface area and as an index of CS, and 
thus the competition for condensable vapors. It is therefore anticipated to have a negative 
association with NPF occurrence, J6, GR, and SP. 
SO2 (column density assuming center of mass at 2.5 km), NO2 (tropospheric column 
density), HCHO (total column amount), and local solar noon spectral irradiance at 310 nm (UV) 
are retrieved from the Ozone Monitoring Instrument (OMI) on the AURA satellite (overpass 
~1345 local standard time (LST)) (Chance, 2002). All OMI data flagged as impacted by row 
anomalies are excluded from analyses (OMI Team, 2012) and a cloud screen of 0.3 is used to 
remove cloud contaminated retrievals. AOD and AE are retrieved using the ‘dark-target’ 
algorithm from MODIS on the Terra (~1030 LST) satellite (Levy et al., 2010). We use the Level 
2 products at 13 km × 24 km and 10 km × 10 km at nadir for OMI (version 005) and MODIS 
(collection 051), respectively (see time series of the predictors in Figure 3.2).  
Given NPF is frequently observed to occur on regional scales and aerosol particle optical 
properties are coherent on the mesoscale (Anderson et al., 2003) or regional scale (Sullivan et al., 
2015), to increase the data availability all valid satellite retrievals within a 100 km radius of 
MMSF are averaged for each day to generate a value for each predictor. On average, ~60 and 
~30 (~50) pixels within this radius are averaged for MODIS and OMI trace gases (UV), 
respectively. This averaging masks only moderate variability of AOD and AE as indicated by the  
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Figure 3.2. Daily biological, dynamic, radiative, chemical, and aerosol properties on days with 
PSD measurements (2007–2009 and 2012–2013). LAI×Tmax, 𝑢∗, and H are from in situ 
measurements and UV, SO2, NO2, HCHO, and AOD×AE are satellite measurements from OMI 
and MODIS averaged over a 100 km radius around the Morgan Monroe State Forest research 
site (Figure 3.1). Event days are shown in red and non-event days are in blue. 
mean and average standard deviation of both: <AOD> = 0.19 (σ = 0.06) and <AE> = 1.27 (σ = 
0.28). UV measurements also did not vary greatly within the averaging radius (mean and average 
σ of 56.2 mW m-2 nm-1 and 5.9 mW m-2 nm-1). The trace gas measurements exhibit higher 
heterogeneity within the averaging radius with mean (average σ) SO2, NO2, and HCHO of -0.03 
DU (0.51 DU), 3.72 × 1015 mlc cm-2 (1.42 × 1015 mlc cm-2), and 1.21 × 1016 mlc cm-2 (6.43 × 
1015 mlc cm-2). Negative SO2 values are considered valid within retrieval uncertainty and 
highlight the challenge in observing SO2 from satellites (e.g. due to high ozone absorption of 
UV) (Veefkind et al., 2011).  
Although some controls of NPF vary at the synoptic scale (e.g. high near-surface UV 
receipt), the meteorological context for nucleation detection in the near-surface layer is likely 
manifest at smaller scales (Crippa et al., 2012). Thus, while dynamical conditions are also 
compared for event and non-events days (Table 3.1), they are not included in the regression or 
principal component analyses due to lack of physical interpretability of components with high 
weighting on variables with a large scale discrepancy (i.e. in situ turbulence measurements 
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Table 3.1. Median dynamic and chemical conditions measured during NPF event and non-event days (2007–2009 and 2012–2013) at 
MMSF. LAI×Tmax, 𝑢∗, and H are from in situ measurements and UV, SO2, NO2, HCHO, and AOD×AE are satellite measurements 
from OMI and MODIS averaged over a 100 km radius around the research site (Figure 3.1). As events are not distributed evenly 
across seasons, and the mechanisms of and controls on NPF may differ across seasons (Yu et al., 2015) (Figure 3.2), leaf-on and leaf-
off periods are treated independently. Bold (Italic) values indicate rejection of the null hypothesis that event and non-event days are 
from the same population (Wilcoxon rank sum test α = 0.05 (0.10)). Also shown are variables with high (|loading|≥0.5) loadings on 
the first (single underline), second (double underline), and third (dashed underline) principal components of the PCA of the seven 
data-sets (negative loadings are indicated by the shading). 
   n 
LAI×Tmax 
(m2 m-2 K) 
u∗ 
(m s-1) 
H 
(W m-2) 
UV 
(mW m-2  
nm-1) 
SO2 
(DU) 
NO2 
× 1015  
(mlc cm-2) 
HCHO 
× 1016 
(mlc cm-2) 
AOD
×AE 
UV×SO2 
(DU mW 
m-2 nm-1) 
Le
af
-o
n 
2007 
– 
2009 
Non-
event 129 1300 0.33
 45 88 0.047 2.77  1.3  0.37 4.8 
Event 27 1100 0.48 120 87 0.020 3.64  1.2 0.33 1.3 
2012
–
2013 
Non-
event 205 1200 0.44 76 83 
-0.008 2.34 1.4 0.19 -0.2 
Event 53 1100 0.59 130 78 0.022 2.89 1.2 0.06 1.8 
Le
af
-o
ff
 
2007 
– 
2009 
Non-
event 257 230 0.62
 66 22 -0.115 5.10 8.9 0.13 -2.8 
Event 47 250 0.58 100 41 0.008 4.55 8.5 0.16 0.5 
2012
–
2013 
Non-
event 97 310 0.53 60 22 
-0.049 3.75 1.0 0.11 -1.2 
Event 20 370 0.58 72 35 -0.245 5.52 1.1 0.14 -6.3 
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versus satellite derived concentrations averaged over a 100 km footprint). The physical 
parameters included in the analysis derive from measurements at 46 m and are: 
• Friction velocity (u∗) is used as a metric of turbulent mixing, which can both initiate 
nucleation (Wehner et al., 2010), and is associated with eroding of the nocturnal boundary 
layer and entrainment of freshly nucleated particles and/or precursors (e.g. SO2/H2SO4) into 
the near surface layer (Crippa et al., 2012; Pryor et al., 2011). It is thus anticipated to be 
higher on NPF event days. 
• Sensible heat flux (H) is used as an index of buoyancy-driven turbulent mixing and BVOC 
emissions being flushed upward from the canopy. It is thus anticipated to be higher on NPF 
event days. 
Mean u∗ and H are calculated for the duration of each NPF event (defined in Sec 2.2; mean event 
start – end for non-event days).  
Event classification, growth rates, formation rates, and survival probabilities 
We use the following automated methodology to identify the occurrence of clear NPF 
events followed by sustained growth, and to compute the event variables (J6, GR, and SP):  
• Only measurement days with > 95% (~23 hours) of data available are included.  
• The geometric mean diameter for particles < 100 nm (Dg) and for nucleation mode particles 
(< 30 nm; DgNuc) is used to define the start of NPF when Dg-DgNuc is first ≤ 10 nm within 2 
hours of the maximum nucleation mode concentration, and ends when Dg-DgNuc > 10 nm 
(Crippa and Pryor, 2013). 
• J6 is calculated as the rate change in nucleation mode particle concentration (Nnuc; 6 – 30 
nm), corrected for particle loss to coagulation (Fcoag) and growth (Fgrowth) (Westervelt et al., 
2013): 
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𝐽6 = 𝑑𝑁𝑛𝑛𝑛𝑑𝑠 + 𝐹𝑠𝑠𝑎𝑙 + 𝐹𝑙𝑠𝑠𝑔𝑠ℎ…(1) 
where 𝐹𝑠𝑠𝑎𝑙 = ∑ �12𝐾(𝑇)𝑎𝑎𝑁𝑎 + ∑ �𝐾(𝑇)𝑎𝑖𝑁𝑖�𝑖=max�𝐷𝑝�𝑖=𝑎+∆𝐷𝑝 �𝑎=30 𝑛𝑚𝑎=6 𝑛𝑚 …(2), 
𝐹𝑙𝑠𝑠𝑔𝑠ℎ = ∑ � 𝑁𝑖30 𝑛𝑚−𝐷𝑝𝑖 ∗ 𝐺𝐺�𝑎=30 𝑛𝑚𝑎=6 𝑛𝑚 …(3), 
K(T) is the Fuch’s form Brownian coagulation coefficient calculated using the ambient T, Ni 
and Dpi are the number concentration and median diameter of bin i, and ΔDp is the bin width.  
• GR is calculated using linear regression fits to the time series of DgNuc for 0 – 3 hours after 
the event start (Pryor et al., 2014, 2010).  
• All events with negative GR or J6 were removed, as were those with duration of ≤ 1 hour. 
• SP estimates are derived from the timescale for particle growth (τgrowth) from one bin into the 
next relative to the timescale for coagulation loss (τcoag) to larger particles (Westervelt et al., 
2013):  
𝑆𝑆 = ∏ exp (−𝜏𝐷𝑝𝑖,𝐷𝑝𝑖+∆𝐷𝑝𝑔𝑔𝑔𝑔𝑔ℎ
𝜏𝑑𝑝𝑖
𝑛𝑔𝑎𝑔 )𝑎=100 𝑛𝑚−∆𝐷𝑝𝑎=6 𝑛𝑚 …(4) 
𝜏𝐷𝑝𝑖,𝐷𝑝𝑖+∆𝐷𝑝𝑙𝑠𝑠𝑔𝑠ℎ = (𝐷𝑝𝑖+∆𝐷𝑝−𝐷𝑝𝑖)𝐺𝐺 …(5) 
𝜏𝑑𝑝𝑖
𝑠𝑠𝑎𝑙 = 1
1
2
𝐾(𝑇)𝑖𝑖𝑁𝑖+∑ 𝐾(𝑇)𝑖𝑖𝑁𝑖max�𝐷𝑝�𝑖=𝑖+∆𝐷𝑝 …(6) 
NPF events are not distributed evenly across seasons (Figure 3.2), and the mechanisms of 
and controls on NPF may differ across seasons (Yu et al., 2015), thus analyses are conducted 
independently for leaf-on (LAI×Tmax ≥ 50th percentile; ~460 m2 m-2 K) and leaf-off periods 
(LAI×Tmax < 50th percentile). 
Although there is no significant difference in GR, estimated J6 is significantly higher in 
2007–2009 than in 2012–2013 (Figure 3.3). This difference may derive from differing  
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Figure 3.3. Cumulative probability plot of GR (blue/cyan) and J6 (red/magenta) as 
derived from measurements with the SMPS in 2007–2009 and FMPS in 2012–2013. 
Systematically higher nucleation mode number concentration measured by the SMPS relative to 
the FMPS (Pryor et al., 2010) may explain the ~2 times higher J6 measured in 2007–2009 
relative to 2012–2013. 
instrumentation, sampling protocols (e.g. tubing length and loss correction; Pryor et al., 2014, 
2010), or physical causes (e.g. from the drought of 2012 (Pryor et al., 2014)). For example, 
although inter-comparison of the FMPS and SMPS data indicate Pearson correlation of hourly 
average total particle number concentration > 0.9, Nnuc from the SMPS was systematically higher 
(Pryor et al., 2010), potentially leading to higher estimated J6. Lab inter-comparison of these 
instruments also indicate that, to a degree that is a function of composition, the SMPS exhibits 
higher modal peak concentrations and lower modal diameter than the FMPS (Hornsby and Pryor, 
2014). Thus, the data sets from the two experimental campaigns are treated separately.  
Statistical Methods 
None of the predictor variables pass an Anderson-Darling test for normality (α = 0.05), so 
the concentrations are standardized prior to regression analyses and a Wilcoxon rank sum test 
(Wilks, 2011) is used to test the null hypothesis that event and non-event conditions are from the 
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same populations and thus address Objective 1. 
Event occurrence is a categorical variable, so logistic regression is employed to predict 
the logit (natural logarithm of the odds) of NPF event occurrence (Peng et al., 2002): ln � 𝑝
1−𝑝
� = 𝛼 + 𝛽1𝑥1 + ⋯+ 𝛽𝑎𝑥𝑎 …(7) 
and thus 𝑝 = 𝑡𝛼+𝛽1𝑥1+⋯+𝛽𝑖𝑥𝑖
1+𝑡𝛼+𝛽1𝑥1+⋯+𝛽𝑖𝑥𝑖
…(8) 
where p is the probability of event occurrence, α is the regression constant, and βi is the 
regression coefficient for predictor variable xi. As residual variance cannot be quantified for a 
binary variable, a generalized coefficient of determination (pseudo-r2, rp2) is used to assess model 
fit (Nagelkerke, 1991): 
𝑟𝑝
2 = 1−� 𝐿𝐼𝐿𝑀�2𝑛
1−𝐿𝐼
2
𝑛
…(9) 
where LI is the likelihood of the null model (intercept only), LM is the likelihood of the logistic 
regression model, and n is the number of observations. Goodness of fit is quantified using a 
likelihood ratio χ2 test, with degrees of freedom = number of predictor variables: 
𝜒2 = −2 ln � 𝐿𝐼
𝐿𝑀
�…(10) 
Multiple linear regression (MLR) analysis is used to determine the association between 
different chemical regimes and J6, GR, and SP of NPF events. 
Prior to conducting the regression analyses, principal component analysis (PCA) is 
applied to the predictor variable correlation matrices to evaluate the co-variability of the 
predictor variables. Since application of PCA requires a complete data set, missing observations 
are filled with the mean of all available measurement days (~30-35%, 15%, and 35% of days 
(~20-25%, 15%, and 25% of event days) are missing data from OMI (SO2, NO2, and HCHO), 
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OMI (UV), and MODIS (AOD×AE), respectively). 
All predictor variables are mean centered and standardized prior to application of the 
PCA and regression analyses. Although not a strict requirement for use of PCA, the results are 
generally more robust under the condition of multivariate normality (Kim and Kim, 2012), thus 
HCHO and NO2 concentrations were also log-transformed. Principal components with 
eigenvalues greater than one are retained (Kaiser, 1960) (i.e. the first three components) and 
rotated using a Varimax (orthogonal) rotation (Richman, 1986).  
Results 
Principal component analysis 
Some degree of multicollinearity is expected amongst the predictor variables, and was 
diagnosed using PCA to provide context for interpretation of the regression analyses. The first 
three principal components explain 84% and 77% (69% and 64%), and 76% and 78% (85% and 
63%) of the variability in the predictor variables in 2007–2009 events and non-events, and 2012–
2013 events and non-events during leaf-on (leaf-off).  
The three orthogonal modes (Table 3.1) for all data sub-sets exhibit high loadings on: 
• SO2 and UV×SO2. This mode represents variability in the availability of SO2 (and by 
association H2SO4), and (at least for orthogonal components) indicates this variability is 
decoupled from the other predictors.  
• LAI×Tmax, UV, and NO2(-). Although it was postulated that LAI×Tmax, UV, and NO2 could 
be proxies for BVOC emissions, photochemical production of oxidants, and primary 
emissions, respectively, the co-variability of these predictors likely indicate their temporal 
variability is dominated by seasonality (with higher NO2 in the cooler months, hence the 
negative weighting). 
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• HCHO and AOD×AE. This mode indicates co-variability of the proxy of VOC oxidation and 
CS, and may reflect the impact of stagnation in causing a build up of both HCHO and CS or 
the contribution of BVOC oxidation products to secondary organic aerosol formation (and 
thus increased AOD).  
The three primary modes of variability (as manifest in the PCs) are very consistent 
between the two experimental periods, during leaf-on and leaf-off, and during NPF event and 
non-event days (Table 3.1). This implies that it may be possible to build more parsimonious 
models (using only a few of the predictors) but also that the chemical environments on event vs. 
non-event days are not readily differentiated.  
Event versus non-event conditions 
The automated event detection scheme indicates sustained NPF with clear evidence of 
growth (equivalent to A-class event days as defined by (Dal Maso et al., 2005)) on 16% and 20% 
of days with valid PSD measurements in 2007–2009 and 2012–2013, respectively. These 
frequencies are slightly lower than those derived using a subjective classification scheme (18% 
and 27%, respectively) (Pryor et al., 2014, 2010), likely due to stringent requirements for data 
completeness applied here to ensure the validity of calculated statistical metrics (J6, GR, and SP).  
Differences in dynamical and chemical conditions during event and non-event days are 
largely consistent with a priori expectations, indicate some consistency across the two 
experimental periods, and exhibit a clear dependence on season (leaf-on vs. leaf-off) (Figure 3.4; 
Table 3.1). During leaf-on periods, u∗, H, and NO2 are significantly (α = 0.05) (NO2 not 
significant in 2012–2013) higher on NPF event days. Higher u∗ and H on event days may reflect 
turbulent initiation of NPF, or entrainment of nucleated particles or SO2/H2SO4 into the near-
surface layer during destabilization of the nocturnal boundary layer (Crippa et al., 2012; Pryor et  
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Figure 3.4. Cumulative probability plots of the predictor variables during events (starred, thick 
lines) and non-events (thin lines) (2007–2009 and 2012–2013). Statistical differences in event 
versus non-event distributions are quantified using a Wilcoxon rank sum test and presented in 
Table 3.1. 
al., 2011; Wehner et al., 2010). Higher NO2 on NPF event days may indicate that anthropogenic 
precursor emissions are more important to NPF than the associated increase in CS due to primary 
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particle emissions, or may be indicative of co-variability of NO2 and the hydroxyl radical (OH). 
Also during the leaf-on period, LAI×Tmax, HCHO, and AOD×AE (HCHO not significant and α = 
0.1 for AOD×AE in 2007 – 2009) are significantly lower on event days. Lower LAI×Tmax on 
event days is likely reflective of the higher NPF event frequency in spring than summer, while 
lower HCHO may reflect the role of high isoprene concentrations in reducing oxidant 
availability (and thus suppressing NPF) (Kiendler-Scharr et al., 2009) or the co-variability of 
HCHO and AOD×AE (see discussion in section 3.1). Lower AOD×AE is also observed on event 
days consistent with high CS inhibiting NPF. Contrary to a priori expectations, neither UV nor 
SO2 differed significantly during event and non-event days in the leaf-on seasons. We postulate 
that the lack of difference in SO2 concentrations may reflect the relatively high uncertainty in 
remotely-sensed SO2 concentrations (or higher sensitivity to high-elevation SO2) (OMI Team, 
2012; Veefkind et al., 2011) and/or that although H2SO4 plays a key role in NPF (Crippa et al., 
2013; Pryor et al., 2011) due to continuing very high regional emissions of SO2 (Pryor et al., 
2010) it may not be a limiting factor in southern Indiana. The lack of apparent dependence on 
UV receipt during the leaf-on season suggests sufficient UV may be present during this period 
and other predictors become more significant, or may simply reflect the confounding influence 
of season (with highest NPF frequency in spring, when UV receipt is comparatively low).    
During leaf-off periods, significantly higher LAI×Tmax, H, and UV occurred on event 
days (H not significant in 2012–2013), which may be linked to photochemical production of 
H2SO4 driving cold-season nucleation and/or the coming of spring. There were no significant 
differences in u∗, SO2, NO2, HCHO, or AOD×AE on event versus non-event days during leaf-off 
in both measurement periods.  
Thus apart from SO2, all of the proposed predictor variables of NPF occurrence, J6, GR, 
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and SP exhibited significant differences in magnitude on event and non-event days. Hence all 
were included in the regression analyses.  
Logistic regression equations with NPF occurrence as the predictand have a rp2 of 0.19 
(0.19) and 0.13 (0.28) for 2007–2009 and 2012–2013 leaf-on (leaf-off), and all 4 models had χ2 
p-values < 0.01 indicating skill in predicting event occurrence over climatology (Table 3.2). 
Consistent with the above discussion, during leaf-on, AOD×AE has a significant (p-value < 0.1) 
negative regression coefficient for event occurrence, indicating increased CS suppresses NPF. 
LAI×Tmax also has a negative regression coefficient, consistent with the higher event occurrence 
in spring than summer. The negative coefficient on SO2, but positive coefficient on UV×SO2 in 
the logistic regression models of NPF occurrence may reflect the key importance of H2SO4 
production during transport into the region, although these variables only have significant 
coefficients in MLR of data from 2007-2009. During leaf-off, there is a significant positive 
regression coefficient on UV, supporting the postulate that production of H2SO4 drives cold-
season nucleation occurrence. 
Influence of ambient conditions on growth rates, formation rates, and survival probabilities 
MLR equations for GR exhibited the lowest r2 values (0.13 to 0.65) and also the smallest 
number of significant regression coefficients – with only UV exhibiting a non-zero coefficient 
for leaf-on during 2007-2009 (Table 3.2). MLR equations for J6 are associated with higher r2 
values during leaf-on, but still relatively few predictors are associated with significant regression 
coefficients (Table 3.2). For example, the regression equation for J6 in the leaf-on period of 
2007-2009 has a significant negative weighting on HCHO and the intercept only (positive), but 
is associated with an r2 of 0.52, while there are no significant regression coefficients for J6 during 
leaf-on in 2012-2013. For the same experimental period, the coefficient in the equation for SP is 
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Table 3.2. Regression coefficients (c) and p-values for predictor variables used in the logistic 
(event occurrence) and multiple linear (J6, GR, and SP) regression models. Also shown is the 
generalized coefficients of determination (Nagelkerke, 1991) and likelihood ratio χ2 test p-values 
for the logistic regressions, and variance explained (r2) and F-test p-values for the multiple 
linear regression models. Bold indicates significant (p-value < 0.1) regression coefficients. 
Sample size is shown in the second column (event, non-event). 
   
Event 
Occurrence GR (nm h
-1) J6 (cm-3 s-1) SP 
Le
af
-o
n 
20
07
-2
00
9 
n=
27
, 1
30
 
  c p-value c 
p-
value c 
p-
value c 
p-
value 
Intercept -1.88 0.00 2.13 0.00 4.10 0.00 0.06 0.00 
LAI×Tmax 
(m2 m-2 K) -0.51 0.05 -0.02 0.92 0.61 0.34 0.01 0.50 
SO2 (DU) -2.76 0.02 -0.38 0.63 2.53 0.31 -0.19 0.01 
NO2 (mlc cm-2) 0.34 0.25 0.21 0.35 -0.68 0.32 0.01 0.74 
HCHO 
(mlc cm-2) 0.36 0.25 0.40 0.15 -2.07 0.02 0.04 0.09 
UV 
(mW m-2 nm-1) 0.39 0.19 0.41 0.08 -0.07 0.92 0.02 0.35 
AOD×AE -0.73 0.05 -0.21 0.41 -0.30 0.71 -0.01 0.52 
UV×SO2 
(DU 
mW m-2 nm-1) 
2.64 0.02 0.09 0.91 -2.93 0.24 0.14 0.04 
rp2, r2 (p-value) 0.19 (0.008) 0.25 (0.51) 0.52 (0.03) 0.49 (0.05) 
20
12
-2
01
3 
n=
55
, 2
06
 
  c p-value c 
p-
value c 
p-
value c 
p-
value 
Intercept -1.54 0.00 2.01 0.00 1.47 0.00 0.06 0.00 
LAI×Tmax 
(m2 m-2 K) -0.35 0.08 0.08 0.65 -0.06 0.72 -0.01 0.70 
SO2 (DU) -0.13 0.69 0.63 0.13 -0.34 0.39 0.07 0.03 
NO2 (mlc cm-2) 0.16 0.40 0.06 0.73 -0.24 0.20 0.00 0.94 
HCHO 
(mlc cm-2) 0.11 0.59 0.26 0.16 0.18 0.31 0.00 0.79 
UV 
(mW m-2 nm-1) 0.28 0.18 0.04 0.80 -0.03 0.86 0.01 0.62 
AOD×AE -0.83 0.00 -0.13 0.42 0.23 0.14 -0.03 0.06 
UV×SO2 
(DU 
mW m-2 nm-1) 
0.29 0.38 -0.46 0.25 0.45 0.24 -0.07 0.04 
rp2, r2 (p-value) 0.13 (0.002) 0.13 (0.41) 0.23 (0.07) 0.15 (0.31) 
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Event 
Occurrence GR (nm h
-1) J6 (cm-3 s-1) SP 
Le
af
-o
ff
 
20
07
-2
00
9 
n=
47
, 2
56
 
  c p-value c 
p-
value c 
p-
value c 
p-
value 
Intercept -1.96 0.00 1.59 0.00 3.90 0.00 0.12 0.00 
LAI×Tmax 
(m2 m-2 K) -0.06 0.71 0.24 0.16 -0.88 0.22 0.08 0.00 
SO2 (DU) 0.14 0.71 0.11 0.80 -0.12 0.95 0.06 0.29 
NO2 (mlc cm-2) 0.09 0.59 -0.13 0.43 -0.76 0.29 -0.02 0.32 
HCHO 
(mlc cm-2) -0.08 0.62 0.00 1.00 0.20 0.80 0.03 0.15 
UV 
(mW m-2 nm-1) 0.93 0.00 -0.26 0.15 0.93 0.21 -0.07 0.00 
AOD×AE -0.12 0.46 0.26 0.14 -0.52 0.47 -0.01 0.66 
UV×SO2 
(DU 
mW m-2 nm-1) 
-0.16 0.62 -0.03 0.94 0.61 0.74 -0.05 0.37 
rp2, r2 (p-value) 
0.19 
(<0.001) 0.13 (0.55) 0.13 (0.59) 0.35 (0.01) 
20
12
-2
01
3 
n=
18
, 9
6 
  c p-value c 
p-
value c 
p-
value c 
p-
value 
Intercept -2.08 0.00 1.47 0.00 1.03 0.00 0.05 0.00 
LAI×Tmax 
(m2 m-2 K) 0.54 0.06 -0.03 0.87 -0.46 0.17 0.09 0.00 
SO2 (DU) -0.41 0.48 0.34 0.39 1.13 0.10 -0.09 0.06 
NO2 (mlc cm-2) 0.55 0.14 -0.11 0.61 -0.10 0.78 -0.01 0.53 
HCHO 
(mlc cm-2) 0.37 0.29 0.13 0.50 -0.26 0.40 0.03 0.18 
UV 
(mW m-2 nm-1) 0.84 0.01 0.13 0.61 0.83 0.07 -0.07 0.02 
AOD×AE -0.29 0.35 0.35 0.13 -0.15 0.67 0.06 0.02 
UV×SO2 
(DU 
mW m-2 nm-1) 
0.01 0.98 -0.33 0.35 -1.55 0.02 0.10 0.02 
rp2, r2 (p-value) 0.28 (0.005) 0.65 (0.08) 0.67 (0.07) 0.75 (0.02) 
significant and positive on HCHO which may reflect the covariation of HCHO and AOD×AE 
manifest in the PCA, and thus that HCHO is reflecting increased CS and suppression of J6 due to 
competition for the low volatility vapors, and that the particles that do form have higher SP due 
to lower Aitken mode number concentrations (e.g. less self coagulation and/or competition for 
condensable vapors with other newly formed particles). SO2 and UV×SO2 have significant 
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regression coefficients for equations for SP during both leaf-on experiments and leaf-off in 2012-
2013, but the signs are not consistent (positive (negative) for SO2 (UV×SO2) for 2007-2009 leaf-
on and 2012-2013 leaf-off, but negative (positive) for 2012-2013 leaf-on) making interpretation 
challenging. 
Discussion and concluding remarks 
PSD measurements made in a deciduous forest in the Midwestern USA in 2007–2009 
and 2012–2013 are used to detect NPF and characterize those events (J6, GR, and SP). The 
resulting data sets are then used to determine the degree to which those variables can be 
‘predicted’ using in situ measurements of atmospheric dynamics and satellite-based 
measurements of atmospheric composition. Previous work has indicated some potential for using 
of satellite-driven proxy algorithms for daily nucleation mode particle concentrations (Kulmala 
et al., 2011) and/or ultrafine particle concentrations (Crippa et al., 2013). Results presented 
herein indicate that many of the proposed predictor variables: LAI×Tmax, NO2, HCHO, UV, 
AOD×AE, and UV×SO2 exhibit different median values when conditionally sampled by event 
versus non-event days (Table 3.1), and exhibit some skill (as measured by r2 values of regression 
equations, Table 3.2) in predicting event occurrence (by logistic regression) and the magnitudes 
of J6, GR, and SP. However, the regression coefficients are relatively unstable (i.e. some differ in 
sign between the two experimental periods) and generally do not differ significantly from zero, 
indicating only modest explanation of the variability of NPF characteristics. The generalizability 
of these findings merits further investigation, as do possible causes of these results which 
include: (i) decoupling of columnar gas concentrations from those at the surface where the PSD 
measurements are made, (ii) the relatively large uncertainty in the satellite measurements, (iii) 
the spatial averaging used (approx. 100 km, necessitated by the relatively low numbers of 
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satellite retrievals in the pixel containing the measurement site), (iv) selection of inappropriate or 
inadequate predictor variables (e.g. NH3 is key to NPF, but only measured ~weekly from the 
Tropospheric Emission Spectrometer (TES), and key gases (e.g. H2SO4) are present at low 
concentrations and/or characterized by absorption bands that are not unique), (v) relatively small 
sample size of event days, and/or (vi) although NPF occurs on regional scales, event metrics (J6, 
GR, and SP) may exhibit heterogeneity on finer scales.  
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CHAPTER 4 
USING SATELLITE-BASED MEASUREMENTS TO EXPLORE SPATIOTEMPORAL 
SCALES AND VARIABILITY OF DRIVERS OF NEW PARTICLE FORMATION 
Sullivan, R. C., P. Crippa, A. G. Hallar, L. Clarisse, S. Whitburn, M. Van Damme, W. R. 
Leaitch, J. T. Walker, A. Khlystov, and S. C. Pryor (2016), Using satellite-based 
measurements to explore spatiotemporal scales and variability of drivers of new particle 
formation, J. Geophys. Res. Atmos., 121(12), 12217–12235. 
Abstract 
New particle formation (NPF) can potentially alter regional climate by increasing aerosol 
particle (hereafter particle) number concentrations and ultimately cloud condensation nuclei. The 
large scales on which NPF is manifest indicate potential to use satellite-based (inherently 
spatially averaged) measurements of atmospheric conditions to diagnose the occurrence of NPF 
and NPF characteristics. We demonstrate the potential for using satellite-based measurements of 
insolation (UV), trace gas concentrations (sulfur dioxide (SO2), nitrogen dioxide (NO2), 
ammonia (NH3), formaldehyde (HCHO), ozone (O3)), aerosol optical properties (aerosol optical 
depth (AOD), Ångström exponent (AE)), and a proxy of biogenic volatile organic compound 
emissions (leaf area index (LAI), temperature (T)) as predictors for NPF characteristics: 
formation rates, growth rates, survival probabilities, and ultrafine particle (UFP) concentrations 
at five locations across North America. NPF at all sites is most frequent in spring, exhibits a one-
day autocorrelation, and is associated with low condensational sink (AOD×AE) and HCHO 
concentrations, and high UV. However, there are important site-to-site variations in NPF 
frequency and characteristics, and in which of the predictor variables (particularly gas 
concentrations) significantly contribute to the explanatory power of regression models built to 
predict those characteristics. This finding may provide a partial explanation for the reported 
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spatial variability in skill of simple generalized nucleation schemes in reproducing observed 
NPF. In contrast to more simple proxies developed in prior studies (e.g. based on AOD, AE, 
SO2, UV), use of additional predictors (NO2, NH3, HCHO, LAI, T, O3) increases the explained 
temporal variance of UFP concentrations at all sites. 
Introduction and motivation 
New particle formation (NPF) events generate large concentrations of ultrafine particles 
(UFP; particle diameter (Dp) < 100 nm), often occur on regional scales, and exhibit high 
temporal autocorrelation (multi-day persistence) [Hussein et al., 2009; Jeong et al., 2010; Crippa 
and Pryor, 2013]. Therefore NPF may substantially increase the concentration of particles with 
Dp ≥ 100 nm and cloud condensation nuclei (CCN) [Spracklen et al., 2008b; Merikanto et al., 
2009; Yu and Luo, 2009; Pierce et al., 2012, 2014], and thus impact regional climates [Spracklen 
et al., 2008a; Paasonen et al., 2013]. However, the magnitude of this effect remains uncertain 
[Carslaw et al., 2013]. 
Although the precise atmospheric conditions conducive to NPF are not fully understood 
[Boy et al., 2007] and may vary in space and time [Kulmala et al., 2004; Yu and Luo, 2009; 
Westervelt et al., 2013; Yu and Hallar, 2014; Yu et al., 2015], most observational studies are 
consistent with ternary nucleation involving sulfuric acid (H2SO4), water vapor, and some other 
low-volatility and/or stabilizing condensable species (e.g. oxidation products of biogenic volatile 
organic compounds (BVOCs) or ammonia (NH3)) [Kulmala et al., 2000; Metzger et al., 2010; 
Sipilä et al., 2010; Zhang et al., 2010; Kirkby et al., 2011; Pryor et al., 2011; Riccobono et al., 
2014]. Further, the intensity and probability of NPF appears to be positively associated with high 
insolation and a reduction of the condensational sink (CS) (and thus competition for semi-
volatile species) [O’Dowd et al., 2002; Zhang et al., 2004a; Sipilä et al., 2010; Pryor et al., 
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2011; Almeida et al., 2013; Pierce et al., 2014]. In situ studies indicate that although initial 
growth of the recently nucleated particles is largely due to coagulation and condensation of the 
nucleating gases, growth beyond diameters of 10’s nm may exhibit an increased contribution 
from condensation of semi-volatile, low-volatility, and extremely low volatility organic gases 
[Zhang et al., 2004a; Smith et al., 2005, 2008; Knol et al., 2009; Pryor et al., 2011; Pierce et al., 
2012; Yu and Hallar, 2014; Jokinen et al., 2015]. These commonalities coupled with the 
occurrence of NPF on regional scales has led to suggestions that nucleation mode and UFP 
concentrations can be predicted using satellite-based, and thus spatially averaged, atmospheric 
properties such as: accumulation mode particle properties (aerosol optical depth (AOD) and 
Ångström exponent (AE)), trace gas concentrations (sulfur dioxide (SO2) and nitrogen dioxide 
(NO2)), and ultra-violet irradiance (UV) [Kulmala et al., 2011; Crippa et al., 2013; Sundström et 
al., 2015]. More recent work at a single site in the Midwestern USA indicated potential to 
diagnose not only the total UFP concentrations from remote sensing observations, but also the 
probability of NPF and descriptors of NPF events: particle formation rates (Jn, where ‘n’ is 
determined by the minimum detectable particle diameter for each instrument), growth rates 
(GR), and survival probabilities (SP) [Sullivan and Pryor, 2016]. 
Based on this prior research, we postulate that satellite-derived observations of key 
properties known, or theorized, to determine the frequency and temporal persistence of NPF, Jn, 
GR, SP, and UFP concentrations (Nn-100nm), may also be used diagnostically to explain some of 
the observed spatial variability in these characteristics of NPF [Pierce et al., 2014; Qi et al., 
2015; Rose et al., 2015], and reported variations in the closure between models based on 
simplified nucleation schemes (with fixed nucleation rate coefficients) and observations 
[Spracklen et al., 2008b; Zhang et al., 2010; Lee et al., 2013]. Given the likely impact of NPF on  
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Figure 4.1. Locations at which the particle size distribution measurements analyzed herein were 
taken (see Table 4.1 for details). Background denotes the land cover classification from the 
MODIS combined Terra and Aqua dataset using the LAI/FPAR scheme (type 3) for 2012 [Land 
Processes Distributed Active Archive Center (LP DAAC), 2014]. Overlaid circles are the 100 
largest point source emissions for PM2.5 (blue), SO2 (red), NOx (black), and NH3 (magenta) from 
the EPA 2011 National Emissions Inventory [US Environmental Protection Agency, 2011], 
arbitrarily scaled as a fraction of the largest single emission source for each pollutant. Note, 
point sources do not clearly reflect the spatial patterns of NH3 emissions from animal and 
fertilizer sources. Annual mean particle and trace gas concentrations from the satellite 
measurements used here are shown in Figure S4.1. 
climate, and substantial uncertainty and model-to-model variability in simulating NPF, improved 
treatment of NPF in global models is critical for improved understanding of aerosol-climate 
impacts. Herein we use in situ particle size distribution (PSD) measurements from five sites 
distributed across North America (Figure 4.1; Table 4.1) to address the following research 
questions: 
1) Can satellite-based measurements of parameters known to be important to NPF and 
subsequent growth (or proxies for those variables) be used to explain site-to-site 
variations in NPF frequency and one-day autocorrelation? For example, is there a 
relationship between the inherent spatial scales of coherence of the satellite-based 
measurements of the drivers of NPF and the one-day autocorrelation in NPF 
occurrence, and if so which one of the drivers appears to limit the persistence of NPF? 
2) Do satellite-based observations offer insights into the causes of variability in NPF 
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Table 4.1. Description of particle size distribution measurement sites and instrumentation. Locations of the sites relative to land use 
and point source emissions are given in Figure 4.1. 
Site Location Elevation (m) Dates Instrument
a Dp range Bins Reference 
Duke Forest, NC 35.98 N 79.09 W 179 
11/2005 - 
09/2007 SMPS 7 - 289 nm 103 [Pillai et al., 2013] 
Egbert, ON, CAN 44.23 N 79.78 W 251 
05/2007 - 
05/2008 SMPS 
11 - 398 
nm 26 [Pierce et al., 2014] 
Southern Great Plains, OK 
(SGP) 
36.61 N 
97.49 W 312 
01/2010 - 
11/2014 TDMA 
12 nm – 
15 μm 207 
[Ackerman and 
Stokes, 2003]b 
Storm Peak Laboratory, CO 
(SPL) 
40.46 N 
106.74 W 3210 
03/2012 - 
07/2014 SMPS 
9 – 346 
nm 104 
[Hallar et al., 2011, 
2016] 
Morgan Monroe State 
Forest, IN (MMSFa) 
39.32 N 
86.42 W 275 
01/2007 - 
03/2009 SMPS 6 - 100 nm 81 [Pryor et al., 2010] 
Morgan Monroe State 
Forest, IN (MMSFb) 
39.32 N 
86.42 W 275 
03/2012 - 
12/2013 FMPS 6 - 523 nm 32 [Pryor et al., 2014] 
aSMPS: Scanning Mobility Particle Sizer, FMPS: Fast Mobility Particle Sizer, TDMA: Tandem Differential Mobility Analyzer. 
bThese data are acquired as part of the US Department of Energy’s Atmospheric Radiation Measurement program, and to our 
knowledge have not been published elsewhere; the program and the site are described in this reference. 
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characteristics (probability of NPF, Jn, GR, SP, and Nn-100nm) at the five sites? 
3) Do proxy algorithms wherein the predictands are the NPF characteristics at the five 
sites and the predictors are drawn from the suite of remote sensing parameters exhibit 
commonalities in terms of the most important predictors and the variance explained?  
4) Does a proxy model of UFP concentrations using a larger suite of predictors exhibit 
more explanatory power than the prior satellite-based proxies, which have employed 
AOD and AE, SO2 (or NO2), and UV? 
Additionally, given in situ PSD measurements are time consuming and expensive, and thus are 
typically made for limited time periods, we perform a statistical analysis to quantify how using a 
limited sample of environmental conditions impacts the generalizability of inferences drawn 
from data collected during time-limited campaigns.  
Methods 
Particle size distribution data 
The PSD measurements used herein all have durations of a year or more, and derive from 
locations distributed across North America with different land use and proximity to major point 
source emissions (Table 4.1; Figure 4.1). While all PSD measurements are taken at/near the 
surface, the high elevation of Storm Peak Laboratory (SPL) renders it representative of free 
tropospheric air on a near daily basis [Yu and Hallar, 2014]. Prior to presenting the derived NPF 
descriptors it is important to note that the individual sites used different instrumentation (and 
thus have different minimum Dp detection limits, Table 4.1) and sampling protocols that may 
confound inter-comparison across the five sites. For example, archiving of data from Southern 
Great Plains (SGP) at 30-minute resolution reduces the confidence in the calculated NPF metrics 
for that site. However, these are the longest records of UFP PSD measurements currently 
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available for North America. Further, analysis of data collected using two different instruments 
(an FMPS and SMPS) at Morgan Monroe State Forest (MMSF) can be used to partly evaluate 
the impact of instrumentation versus spatial variability in determining NPF characteristics and 
drivers.  
Remote sensing measurements  
Once daily satellite-based observations used herein as predictors of NPF and their 
associated uncertainties are summarized in Table 4.2. The justification for the selection of these 
variables is as follows: 
1. The cross product of aerosol optical depth (AOD) and Ångström exponent (AE) is used as a 
proxy for CS following Crippa et al. [2013], and is anticipated to be negatively associated 
with NPF occurrence, Jn, GR, and SP. 
2. SO2 is used as a proxy for H2SO4 following Crippa et al. [2013], Kulmala et al. [2011], and 
Sundström et al. [2015], although it must be noted that the retrievals exhibit a low signal to 
noise ratio, except near large emissions [Krotkov et al., 2008; Fioletov et al., 2011], and 
many negative concentrations are reported in the OMI SO2 product. Although nucleation 
rates may be ∝ [SO2]n [Kuang et al., 2008] or dependent on H2SO4 production (∝ SO2×UV), 
we do not include exponential or compound predictor variables due to the low sensitivity of 
satellite-based measurements of SO2 and to avoid overfitting the regression models. 
Sensitivity analyses indicate that inclusion of previously used compound variables (e.g. 
SO2×UV/CS [Kulmala et al., 2011; Sundström et al., 2015]) does not increase the variance 
explanation of nearly all of the regression models (mean improvement across sites and 
metrics < 1%). SO2 is anticipated to be positively associated with NPF occurrence, Jn, GR, 
and SP.
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Table 4.2. Description of daily (1 in 8 days for LAI) satellite-based measurements used herein. 
Predictor Satellite/ Instrument 
Overpass 
(LST) 
Available 
beginning (% 
missing b: total, 
≤ 2 days) 
Version Resolution (at nadir) 
Uncertainty/ 
Accuracyc Proxy for Citation 
"Dark target" 
Aerosol optical 
depth at 550nm 
(AOD) 
Terra/ 
MODIS 1030 
2000 
(49 %, 71 %) 
Collection 
6 10 km 
± 0.05 ± 0.15 
× AOD AOD×AE ∝ 
Condensational sink 
[Levy et al., 2013] 
Ångström exponent 
470-660 nm (AE) 
Terra/ 
MODIS 1030 
2000 
(49 %, 71 %) 
Collection 
6 10 km ±0.4
d [Levy et al., 2013] 
Sulfur Dioxide 
(SO2; DU) 
Aura/OMI 1345 2004 (49 %, 75 %) Version 3 
13 km × 24 
km 
Greatest of 1.1 
DU, 50% H2SO4 production 
[Chance, 2002; 
Brinksma et al., 
2003] 
Local solar noon 
spectral irradiance 
at 310 nm (UV; 
mW m-2 nm-1) 
Aura/OMI 1345 2004 (20 %, 99 %) Version 3 
13 km × 24 
km 10% 
Production of 
oxidants 
[Chance, 2002; 
Brinksma et al., 
2003] 
Nitrogen Dioxide 
(NO2; molec. cm-2) 
Aura/OMI 1345 2004 (43 %, 79 %) Version 3 
13 km × 24 
km 
2 ×1014 molec. 
cm-2 (30%) 
background 
(polluted)e 
Anthropogenic 
emissions 
[Chance, 2002; 
Brinksma et al., 
2003] 
Ammonia (NH3; 
molec. cm-2) MetOp/IASI 930
a 2008 (58 %, 63 %) 
NN 
Version 1 12 km 
< 100% or  
< 5 × 1015 
molec. cm-2 
Ternary nucleation [Whitburn et al., 2016] 
Formaldehyde 
(HCHO; molec. 
cm-2) 
Aura/OMI 1345 2004 (44 %, 78 %) Version 3 
13 km × 24 
km 35% 
Production of low-
volatility vapors 
from BVOC 
[Chance, 2002; 
Brinksma et al., 
2003] 
Leaf area index 
(LAI; m2 m-2) 
Terra&Aqua
/MODIS 
1030& 
1330 2002 Version 5 1 km 1 m
2 m-2 
LAI×T ∝ BVOC 
emissions 
[Fang et al., 2012] 
Daytime land 
surface temperature 
(T; K) 
Terra&Aqua
/MODIS 
1030& 
1330 2002 Version 5 1 ° 1 K [Wan, 2008] 
Ozone (O3; DU) Aura/OMI 1345 
2004 
(43 %, 79%) Version 3 
13 km × 24 
km 
Greatest of 10 
DU, 5% 
Oxidant and 
stagnation 
[Chance, 2002; 
Brinksma et al., 
2003] 
a9:30 is the overpass time at the equator. Only AM retrievals are used. 
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bPercentage of missing days (averaged across the five sites and entire satellite observation period), and percentage of missing days with a duration of less than 
or equal to two consecutive days. MODIS LAI is an 8 day composite product, and thus missing days are not shown for LAI or T. 
cOMI Accuracy: "root sum of the square of all errors, including forward model, inverse model, and instrument errors" [Brinksma et al., 2003]. 
dMODIS AE is typically bimodal in nature and thus uncertainty is ambiguous [Levy et al., 2010]. 
eWhen averaged to 26 km × 48 km [Brinksma et al., 2003]. 
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3. UV is used as a proxy for photochemical production of oxidants (e.g. the hydroxyl radical 
(OH)) and thus oxidation of SO2 to H2SO4 and BVOCs to low-volatility products following 
Crippa et al. [2013], Kulmala et al. [2011], and Sundström et al. [2015], and is anticipated to 
be positively associated with NPF occurrence, Jn, GR, and SP. 
4. NO2 is used as a proxy for air masses influenced by anthropogenic emissions (including 
primary emitted particles and condensable vapors) [Russell et al., 2012], following Kulmala 
et al. [2011] and Sundström et al. [2015]. Additionally, satellite-based measurements of NO2 
have been observed to correlate better with in situ SO2 measurements than satellite-based 
retrievals of SO2 [Sundström et al., 2015]. NO2 is anticipated to be negatively associated with 
NPF occurrence and SP due to its association with primary particle emissions and thus 
increased CS, but positively associated with Jn and GR due to increased precursor 
concentrations. 
5. NH3 may play a role in enhancing NPF by acting as a stabilizing base for nucleating clusters, 
and is used here following Crippa et al. [2013] (daily NH3 estimates are used herein, versus 
seasonal averages in Crippa et al. [2013]), and is anticipated to be positively associated with 
NPF occurrence, Jn, GR, and SP. 
6. Formaldehyde (HCHO) is a product of oxidation of VOCs and one of the few organic 
species retrievable from satellite-based measurements. It is used as a proxy for the abundance 
of low-volatility VOCs [Chance et al., 2000; Henze and Seinfeld, 2006]. The dominant 
source of HCHO estimated from satellite-based measurements appears to be the oxidation of 
isoprene because of the short lifetime of isoprene and production of HCHO in the initial 
oxidation steps, while most anthropogenic VOC emissions require more oxidation steps prior 
to HCHO formation and thus are diluted prior to HCHO production [Millet et al., 2008]. 
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Organics play a role in NPF and/or growth of newly formed particles at least in some 
environments [O’Dowd et al., 2002; Zhang et al., 2004a, 2004b; Henze and Seinfeld, 2006; 
Metzger et al., 2010; Paasonen et al., 2010; Pryor et al., 2011; Pierce et al., 2012; Riipinen 
et al., 2012; Kulmala et al., 2013], but uncertainty remains regarding whether isoprene 
products contribute to, or suppress NPF [Surratt et al., 2006; Kiendler-Scharr et al., 2009]. 
Thus the expected association between HCHO and NPF occurrence is uncertain, but it is 
anticipated to be positively associated with Jn, GR, and SP. 
7. The cross product of leaf area index (LAI) and skin temperature (T) is used as an additional 
proxy of BVOC emissions [Guenther et al., 1993], and is anticipated to be positively 
associated with NPF occurrence, Jn, GR, and SP. 
8. Ozone (O3) is both a key atmospheric oxidant [Helmig, 1997; Seinfeld and Pandis, 2006] and 
a proxy for atmospheric stagnation [Valente et al., 1998]. Total column O3 as retrieved from 
the Ozone Monitoring Instrument (OMI) is naturally dominated by stratospheric 
concentrations, but the presence of a temporal mode of variance at synoptic time scales (see 
below) indicates that these measurements are also responsive to tropospheric variability. O3 
is anticipated to be positively associated with NPF occurrence, Jn, GR, and SP.  
Prior research has demonstrated the potential for using satellite-based measurements as 
proxies for daily ultrafine or nucleation mode particle concentrations [Kulmala et al., 2011; 
Crippa et al., 2013; Sundström et al., 2015] using AOD and AE, SO2, and UV as predictors. We 
use a proxy based solely on variables 1-3 (‘simple model’) as a benchmark against which to 
evaluate whether a model including additional predictor variables: NO2, NH3, HCHO, LAI×T, 
and O3 (‘full model’) exhibits improved performance. 
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All observations as obtained from the respective retrieval teams are subject to the 
following post-processing: 
1. For the spectral and spatial correlation analyses, spatially consistent time series are required. 
Thus, the remotely sensed measurements are spatially averaged to a 0.5° × 0.5° grid. This 
resolution was selected to remove some noise through spatial averaging, without removing 
important mesoscale variability [Anderson et al., 2003]. Due to the lower temporal resolution 
of the Moderate Resolution Imaging Spectroradiometer (MODIS) LAI measurements (1 in 8 
days), LAI×T is excluded from these analyses. For all remaining analyses (Wilcoxon rank 
sum test, regression trees, and multiple linear regression), all valid retrievals within 100 km 
of each PSD measurement site are averaged for each observation day to reduce noise, 
particularly in the trace gas measurements [Krotkov et al., 2008; Fioletov et al., 2011] and to 
enhance data availability for these predictands. 
2. For all variables, days without valid measurements are filled using a weighted mean of the 
nearest preceding and succeeding measurement days, which will likely reduce the 
explanatory power of the regression models built herein. The percentages of missing data are 
given in Table 4.2. 
3. AE is calculated from AOD at 470 and 660 nm after spatial averaging using the Ångström 
power law [Ångström, 1964]. 
4. NH3 measurement availability begins in 2008 (Table 4.2) and thus they are only available for 
the full duration of PSD measurements at SGP, SPL, and MMSFb, and for a portion of the 
PSD measurements at Egbert and MMSFa (Table 4.1), but many days do not have coincident 
measurements (e.g. all of 2007) and are filled with a mean NH3 value. There are no 
coincident NH3 and PSD measurements at Duke, and thus NH3 is excluded from the 
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regression analysis at this site. Satellite-based measurements of NH3 can have a high 
associated uncertainty related to unfavorable atmospheric conditions and/or low NH3 
abundances [Whitburn et al., 2016]. Thus, only NH3 pixels with relative uncertainty < 100 % 
of the retrieved concentration or an absolute error < 5 × 1015 molecules cm-2 are used.  
5. All OMI pixels impacted by the row anomalies [OMI Team, 2012] are treated as missing 
data. 
6. All OMI and Infrared Atmospheric Sounding Interferometer (IASI) retrievals are filtered 
using a cloud screen to remove retrieval with cloud fractions > 0.3 [Fioletov et al., 2011; 
McLinden et al., 2014; Vinken et al., 2014]. The MODIS aerosol retrieval algorithm filters 
out cloud contaminated pixels prior to averaging spectral reflectances and deriving spectral 
AOD [Levy et al., 2013], and therefore, no additional cloud screening is applied here. 
7. Prior to regression analyses, NO2 and HCHO are log transformed to more closely 
approximate Gaussian distributions and all predictors are converted to standard normal 
scores. Therefore any systematic bias in satellite retrievals should not impact the analyses as 
only relative concentrations are considered. Random errors in the retrievals will propagate 
through the analyses and are expected to reduce the association between the regression 
predictors and predictands, but not sign or slope of the relationship.  
NPF at the measurement sites typically begin in the morning hours (~ 9:00 – 11:00 LST; 
Figure 4.2c), and event metrics are calculated for the subsequent 3 hours, thus are typically 
centered on the satellite overpass times (9:30 – 13:45 LST; Table 4.2). It is noted that the once 
daily measurements cannot characterize diurnal variability of the predictor variables and may 
thus reduce the predictive skill of the models built from them, particularly when events do not 
occur near the satellite overpass (e.g. at SGP). Further, satellite-based measurements are  
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Figure 4.2. a) Probability of a NPF event occurring (p(1); stars) and the probability of an event 
occurring given that an event occurred on the prior day (p(1|1); terminal point of arrows) by 
season. The instrument’s minimum particle Dp measured at each site is given in parenthesis in 
the legend. b) Event metrics (growth rates (GR), formation rate (Jn, where ‘n’ is determined by 
the minimum detectable particle diameter for each instrument), and survival probabilities (SP)) 
and daily mean ultrafine particle concentration (Dp < 100 nm; Nn—100nm,) by season and 
location. c) Percentage of NPF event days that begin in each hour of the day by measurement 
site. Also shown are the approximate overpass times for the MetOp (930; NH3), Terra (1030; 
AOD×AE, LAI×T), Aqua (1330; LAI×T), and Aura (1345; SO2, UV, NO2, HCHO) satellites 
(ordinate position selected for visibility). Calculations of the event metrics values are described 
in section 2.3. 
columnar measurements and may not fully characterize near-surface conditions [e.g. van 
Donkelaar et al., 2006, 2013; Lamsal et al., 2008; Sundström et al., 2015], and may reduce the 
explanatory power of the regression models built herein. 
Event classification and characteristics, and statistical methods  
To quantify similarities and differences in NPF frequency, persistence, and seasonality 
across North America, an automated methodology is applied to each of the PSD data sets to 
identify event occurrence and estimate Jn, GR, and SP (an earlier version of the approach was 
described in Sullivan and Pryor [2016]). In brief, a NPF event is reported, and included in the 
analysis, if:  
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1. The minimum nucleation mode geometric mean diameter (< 30 nm; DgNuc) occurs within 10 
hours of the peak nucleation mode number concentration and while the difference in the 
geometric mean diameter for Dp < 100 nm (Dg) and DgNuc is less than or equal to 10 nm, 
2. The r2 of the regression fit for the GR calculation (tracking DgNuc from event start to + 3 hrs.) 
is ≥ 0.5, 
3. And the event metrics can be reasonably calculated (e.g. GR and Jn > 0; eq. 1-6): 
𝐽𝑛 = 𝑑𝑁𝑛𝑛𝑛𝑑𝑠 + 𝐹𝑠𝑠𝑎𝑙 + 𝐹𝑙𝑠𝑠𝑔𝑠ℎ…(1) 
where 𝐹𝑠𝑠𝑎𝑙 = ∑ �12𝐾𝑎𝑎𝑁𝑎 + ∑ �𝐾𝑎𝑖𝑁𝑖�𝑖=max�𝐷𝑝�𝑖=𝑎+∆𝐷𝑝 �𝑎=30 𝑛𝑚𝑎=min�𝐷𝑝� …(2) 
and 𝐹𝑙𝑠𝑠𝑔𝑠ℎ = ∑ � 𝑁𝑖30 𝑛𝑚−𝐷𝑝𝑖 ∗ 𝐺𝐺�𝑎=30 𝑛𝑚𝑎=min�𝐷𝑝� …(3) 
𝑆𝑆 = ∏ exp (−𝜏𝐷𝑝𝑖,𝐷𝑝𝑖+∆𝐷𝑝𝑔𝑔𝑔𝑔𝑔ℎ
𝜏𝐷𝑝𝑖
𝑛𝑔𝑎𝑔 )𝑎=100 𝑛𝑚−∆𝐷𝑝𝑎=min�𝐷𝑝� …(4) 
where 𝜏𝐷𝑝𝑖,𝐷𝑝𝑖+∆𝐷𝑝𝑙𝑠𝑠𝑔𝑠ℎ = (𝐷𝑝𝑖+∆𝐷𝑝−𝐷𝑝𝑖)𝐺𝐺 …(5) 
and 𝜏𝐷𝑝𝑖
𝑠𝑠𝑎𝑙 = 1
1
2
𝐾𝑖𝑖𝑁𝑖+∑ 𝐾𝑖𝑖𝑁𝑖
max�𝐷𝑝�
𝑖=𝑖+∆𝐷𝑝
…(6) 
where K is the Fuch's form Brownian coagulation coefﬁcient, Nnuc is the number concentration 
of particles ≤ 30 nm, Ni and Dpi are the number concentration and median diameter of bin i, ∆Dp 
is the bin width, and Jn is averaged from event start to + 3 hrs. 
The classification algorithm is thus designed to capture unambiguous ‘A’ type (appearance of 
nucleation mode particles, followed by clear, sustained growth) NPF events and will classify all 
days not meeting all of the above criteria as a ‘non-event’ day even though new particles may be 
forming (e.g. ‘B’ or ‘C’ type events (no appearance of particles in the smallest diameters 
measured or lack of clear, sustained growth) [Pryor et al., 2010]), thereby reducing NPF 
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frequencies relative to a subjective approach.  
Prior research indicates that the dominant NPF mechanism may vary seasonally [Yu and 
Hallar, 2014; Yu et al., 2015]. Thus, the analyses described below are conducted by 
climatological season, or for leaf-active (defined here as LAI×T ≥ 50th percentile) and leaf-
dormant (LAI×T < 50th percentile) periods. 
The persistence of NPF events is characterized using the conditional probability of events 
with a lag of one day (i.e. p(1|1)) relative to the probability of an event on any day (p(1)), thus: 
1. p(1) ≈ p(1|1): No autocorrelation 
2. p(1) < p(1|1): Positive autocorrelation 
3. p(1) > p(1|1): Negative autocorrelation 
Once the sites have been characterized in terms of the NPF occurrence, intensity, and 
persistence, we then seek to determine if inherent scales in the NPF predictors (satellite 
observations) around each site can be used to diagnose and explain the observed consistencies 
and site-to-site differences in NPF frequency and event characteristics. To identify the dominant 
temporal scales of variability in the satellite-based predictors of NPF and the spatial scale on 
which they exhibit coherence, the time series of remotely sensed parameters at each 
measurement site were subject to a fast Fourier transformation and used to compute power 
spectra. The spatial coherence is defined as the distance from the PSD measurement site at which 
the mean correlation coefficient (Pearson’s r) between the time series of the predictors at that site 
and each surrounding grid cell drops below an arbitrary threshold of 0.3.  
Finally we focus on assessing the potential to extend satellite-based proxies of UFP 
concentrations by expanding both the number of predictor variables used (i.e. the suite of 
satellite observations included) and the range of characteristics of NPF events considered. We 
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begin by applying the non-parametric Wilcoxon rank sum test to quantify whether the remote 
sensing predictors exhibit different values on NPF event vs. non-event days at each site. This 
tests the null hypothesis that it is equally probable that a given observation from one sample is 
either greater than or less than a given observation from a second sample (different populations 
across the range of observations, not solely mean or median). We then build regression trees 
[Hyvönen et al., 2005] to recursively partition the predictors based on the occurrence (or not) of 
NPF. In this way we can determine which predictors (and predictor interactions) are most 
important in terms of predicting whether an individual day as described using the remote sensing 
variables will be characterized by NPF or not. The predictors that are most important lie closer to 
the root node and can be used to interpret how the dependence of NPF on a given predictor 
variable is conditional on other predictor variables. Finally, multiple linear regression models 
(eq. 7) are fit in which the predictands are Jn, GR, SP, and Nn-100nm and the predictors are all of 
the remote sensing variables, and the variance explanation are compared with those from a 
smaller suite of previously used predictors (i.e. AOD×AE, SO2, and UV [Kulmala et al., 2011; 
Crippa et al., 2013; Sundström et al., 2015]): 
𝑦𝑖 = 𝛽1𝑥1,𝑖 + ⋯+ 𝛽𝑎𝑥𝑎,𝑖 + 𝑐𝑐𝑛𝑐𝑐𝑐𝑛𝑐… (7) 
where yj is the predictand, βi is the coefficient weighting, and xi,j is the standard normal score of 
the predictor variable, ‘i’, on day, ‘j’.  
The predictor variable coefficient weights (βi) are used to diagnose which predictors control each 
event characteristic, and the degree to which they differ among the measurement sites. The 
results of this analysis are interpreted cautiously because multiple linear regression assumes a 
linear relationship between the predictors and predictands, multivariate normality, and no 
multicollinearity amongst the predictors. To investigate the impact of using finite temporal 
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sample, the multiple linear regression is conducted as a Monte Carlo experiment (1000 
iterations) in which we sub-sample the PSD datasets to train the regression models using a k-fold 
(k = 5 folds) cross-validation with 20% of the data withheld from the training model. This is 
designed to quantify how model skill and coefficient weightings depend on precise time period 
of field measurements.  
Results 
NPF characteristics at the five sites 
NPF is frequently observed at all five sites with highest NPF frequency, total sub-100 nm 
particle concentrations (Nn-100nm), and highest GR in spring, with a secondary peak in NPF 
frequency in fall (except at SPL, where prior analyses have indicated a secondary fall peak 
[Hallar et al., 2016]) (Figure 4.2). The discrepancy with prior research at SPL may be due to the 
lower data availability in fall (due to limited site access) and that while nucleation mode particle 
formation is observed it is not frequently followed by clear, sustained growth to larger particle 
sizes (requisite for classification of an event day). Similarly, the low NPF frequency in summer 
at SGP may be due to missing data in the summer of 2011 and/or the lower temporal frequency 
(30 min-1) of the PSD measurements at the site resulting in fewer days meeting the strict criteria 
for an event day.  
All sites exhibit an overall positive one-day autocorrelation of NPF (p(1) < p(1|1)) 
indicating a higher probability of an event if one occurred on the prior day, although this is not 
observed for all seasons (Figure 4.2a). Despite these commonalities, there are also differences in 
NPF characteristics among the five sites. For example, NPF event frequency is substantially 
higher at Duke than the other sites (Figure 4.2a). Also, seasonally averaged GR, particle 
formation rates (Jn), and Nn-100nm are highest at MMSF in both periods (MMSFa and MMSFb) 
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suggesting that the impact of differences in instrumentation during the two sampling periods on 
NPF metrics is modest compared to the spatial variability. The observation that GR, Jn, and Nn-
100nm concentrations are highest at MMSF may be due, at least in part, to the lowest min(Dp) at 
this site, but given the min(Dp) at Duke differed from that at MMSF by only 1 nm, some of the 
site-to-site variability in these metrics may also reflect spatial variability in NPF events. 
Spatiotemporal scales of the predictors 
The proposed satellite predictors of NPF exhibit similar dominant scales of temporal 
variability at all sites (Figure 4.3). SO2 exhibits highest variance at synoptic timescales (3-10 
days) at all sites except SPL, where the variance is focused on the annual mode. The dominance 
of the annual mode at SPL may reflect reduced upwind power plant emissions [Mast et al., 2005] 
or the fact that this site is frequently in the free troposphere, while the SO2 product is designed to 
represent SO2 in the planetary boundary layer (Figure 4.3b) [Krotkov et al., 2006; Fioletov et al., 
2011]. Despite large spatial gradients in isoprene emissions and HCHO concentrations across the 
study area [Millet et al., 2006, 2008], HCHO variability is dominated by the synoptic scale at all 
sites (Figure 4.3f), while NO2 concentrations exhibit high variance on both synoptic and seasonal 
timescales (Figure 4.3d). O3 concentrations and UV are naturally dominated by the annual cycle 
(Figure 4.3c and g) and exhibit the highest spatial scales of coherence (Figure 4.4), but O3 
concentrations also exhibit a variance peak at synoptic time scales (though it is smallest at SPL). 
The short atmospheric lifetime of NH3 [Clarisse et al., 2009], and seasonality in NH3 fertilizer 
application and emissions from other agricultural activities [Aneja et al., 2003; Goebes et al., 
2003], is reflected in NH3 variability being characterized by the synoptic and seasonal modes 
(Figure 4.3e), and that seasonality may be in part responsible for the observed seasonality in GR 
and Jn (Figure 4.2). AOD×AE varies on the annual time scale at all sites and strongly at the  
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Figure 4.3. Normalized variance of once daily a) AOD×AE, b) SO2, c) UV, d) NO2, e) NH3, f) 
HCHO, and g) O3 for the grid cells containing each PSD measurement site (indicated by 
different colors). The variance at each waveperiod is normalized by the maximum variance at 
any frequency (waveperiod) and the power spectra have been smoothed to emphasize the 
primary modes of variability. For this analysis the entire satellite measurement period is used. 
The OMI measurements (SO2, UV, NO2, HCHO, O3) are from 2004 – 2014, MODIS 
measurements (AOD×AE) are from 2000 – 2014, and IASI measurements (NH3) are from 2008 – 
2014. Due to low temporal resolution of MODIS LAI (1 in 8 days), LAI×T is omitted. 
synoptic time scale at Egbert and SGP, moderately at SPL and MMSF, and weakly at that time 
scale at Duke. Many of the variables show a minimum in variance at the ~180 day period, 
supporting separation of the data into leaf-active and leaf-dormant periods for the regression 
analysis below. 
In accord with previous analyses that suggest NPF occurs at the regional scale and 
exhibits temporal autocorrelation, at least for lags of one day, the predictors also exhibit  
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Figure 4.4. Mean correlation (r; binned in 100 km distances) between the time series of each of 
the predictors for the grid cell containing each PSD measurement site and all other grid cells 
expressed as a function of separation distance. The mean correlation is thus computed over all 
azimuth directions. The PSD measurement sites are a) Duke Forest, b) Egbert, c) Southern 
Great Plains, d) Storm Peak Laboratory, and e) Morgan Monroe State Forest. The distance at 
which r < 0.3 by season is indicated by the abscissa location of ‘W’ = winter, ‘Sp’ = spring, ‘Su’ 
= summer, ‘F’ = fall, and ‘A’ = all measurements, with the ordinate location selected solely for 
visibility. For this analysis the entire satellite measurement period is used. The OMI 
measurements (SO2, UV, NO2, HCHO, O3) are from 2004 – 2014, MODIS measurements 
(AOD×AE) are from 2000 – 2014, and IASI measurements (NH3) are from 2008 – 2014. Due to 
low temporal resolution of MODIS LAI (1 in 8 days), LAI×T is omitted. 
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relatively large scales of spatial coherence around all PSD measurement sites (Figure 4.4). 
Further, consistent with the highest overall probability of NPF and p(1|1) at Duke, all predictors 
(except NH3) exhibit comparatively large scales of spatial coherence there (Figure 4.4a). At all 
sites the gas-phase concentrations (particularly SO2, NH3, and HCHO) exhibit smaller scales of 
coherence than AOD×AE and UV (Figure 4.4), potentially indicating that they may play a 
greater role in determining the likelihood of NPF events. NH3 concentrations exhibit greater 
spatial coherence in the spring and summer, particularly at Egbert, SPL, and MMSF (Figure 4.4 
b, c, and e). This finding is consistent with the higher NH3 concentrations on event days during 
the leaf-active period (Table 4.3), and may contribute to the spring peak in NPF frequency and 
high observed GR at these sites during these seasons [Zhang et al., 2010; Pryor et al., 2011]. 
NO2 and AOD×AE exhibit similar (and large) spatial scales at MMSF and SGP implying 
anthropogenic primary particle emissions may dominate accumulation mode concentrations and 
thus the CS (Figure 4.4c and e). HCHO exhibits much larger scales of coherence than SO2 and 
NH3 at Duke due to the large regional isoprene emissions in the southeastern US [Millet et al., 
2008] as reflected in the high leaf-active HCHO concentrations at this site (Table 4.3). These 
local differences in the temporal variability and spatial coherence of the predictor variables may 
thus offer partial explanations for the site-to-site variations in NPF occurrence and 
characteristics. 
Association between satellite-based measurements and NPF occurrence and event 
characteristics at the five sites 
Consistent with prior research [Yu et al., 2015; Sullivan and Pryor, 2016], NPF frequency 
and characteristics exhibit marked seasonality (Figure 4.2) as does the dependence on the 
satellite-based predictors. For example, NPF is more frequent when LAI×T is lower during leaf-
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Table 4.3. Median [p25-p75] conditions from satellite-based measurements on event and non-event days (n) during leaf-active and 
leaf-dormant measurements. Bold indicate rejection of the null hypothesis that the samples are from the same population (α=0.1, 
Wilcoxon rank sum test). Note NH3 measurements are available beginning in 2008 and are thus available for only a portion of the 
PSD measurements at Egbert and MMSFa (no coincident measurements at Duke), and days without coincident measurements (e.g. all 
of 2007) and are filled with a mean NH3 value. Thus the distributions of NH3 on event versus non-event days can be significantly 
different, despite the median values being strongly driven by missing data. 
 
  Duke Egbert 
Southern Great 
Plains 
Storm Peak 
Laboratory 
Morgan Monroe 
State Forest a 
Morgan Monroe 
State Forest b 
   Event 
Non-
event Event 
Non-
event Event 
Non-
event Event 
Non-
event Event 
Non-
event Event 
Non-
event 
le
af
-a
ct
iv
e 
n 64 144 55 122 83 655 68 219 66 183 54 152 
AODxAE 
0.47 
[0.14-
0.73] 
0.68 
[0.43-
0.92] 
0.26 
[0.14-
0.37] 
0.32 
[0.22-
0.55] 
0.10 
[0.03-
0.18] 
0.15 
[0.07-
0.25] 
0.14 
[0.09-
0.22] 
0.21 
[0.13-
0.29] 
0.19 
[0.11-
0.35] 
0.32 
[0.16-
0.59] 
0.05  
[-0.02-
0.26] 
0.22 
[0.08-
0.35] 
SO2 (DU) 
0.06  
[-0.19-
0.02] 
-0.05  
[-0.21-
0.06] 
0.08  
[-0.06-
0.21] 
-0.05  
[-0.22-
0.11] 
-0.02  
[-0.20-
0.14] 
-0.01  
[-0.15-
0.11] 
0.02  
[-0.10-
0.18] 
0.09  
[-0.05-
0.20] 
-0.03  
[-0.19-
0.12] 
0.04  
[-0.07-
0.18] 
0.01  
[-0.16-
0.16] 
0.00  
[-0.13-
0.09] 
UV (mW 
m2 nm-1) 
96  
[74-
106] 
97  
[86-
105] 
82  
[69-
90] 
75  
[50-
91] 
84  
[67-
109] 
96  
[75-
111] 
129  
[124-
134] 
125  
[115-
134] 
68  
[54-
98] 
72  
[44-
97] 
91  
[76-
100] 
86  
[68-
99] 
NO2 (×1015 
molec.  
cm-2) 
2.91 
[2.13-
3.94] 
2.64 
[2.22-
3.14] 
2.53 
[1.37-
3.93] 
2.11 
[1.33-
3.53] 
1.72 
[1.30-
2.11] 
1.65 
[1.28-
2.05] 
0.75 
[0.52-
0.95] 
0.69 
[0.48-
0.87] 
3.93 
[3.10-
5.13] 
3.41 
[2.21-
4.73] 
2.54 
[1.92-
3.30] 
2.11 
[1.69-
2.68] 
NH3 (×1015 
molec.  
cm-2) 
N/A N/A 
2.32 
[2.32-
2.32] 
2.32 
[2.32-
2.32] 
8.06 
[4.21-
13.4] 
6.41 
[2.68-
10.9] 
1.20 
[0.65-
2.30] 
1.63 
[0.45-
3.21] 
0.18 
[0.18-
0.18] 
0.18 
[0.18-
0.18] 
6.16 
[3.17-
10.9] 
6.37 
[2.82-
10.4] 
HCHO 
(×1016 
molec.  
cm-2) 
1.53 
[1.17-
1.87] 
1.79 
[1.49-
2.25] 
1.00 
[0.82-
1.26] 
1.11 
[0.86-
1.35] 
1.05 
[0.89-
1.32] 
1.16 
[0.94-
1.43] 
1.15 
[0.84-
1.64] 
1.40 
[1.08-
1.82] 
1.06 
[0.91-
1.20] 
1.25 
[0.96-
1.56] 
1.19 
[0.98-
1.72] 
1.51 
[1.20-
1.80] 
LAIxT (m2 
m-2 K) 
1053 
[665-
1197] 
1140 
[1035-
1207] 
594 
[401-
769] 
682 
[394-
784] 
322 
[248-
405] 
351 
[268-
423] 
332 
[271-
415] 
359 
[277-
390] 
188 
[130-
462] 
512 
[182-
855] 
546 
[486-
673] 
658 
[508-
689] 
O3 (DU) 
315 
[301-
328] 
311 
[303-
326] 
311 
[294-
336] 
316 
[294-
337] 
313 
[298-
331] 
305 
[295-
322] 
314 
[299-
323] 
291 
[283-
297] 
315 
[295-
337] 
305 
[284-
325] 
311 
[302-
329] 
304 
[296-
314] 
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le
af
-d
or
m
an
t 
n 108 99 48 130 79 657 86 197 29 203 60 146 
AODxAE 
0.11 
[0.06-
0.23] 
0.10 
[0.05-
0.19] 
0.20 
[0.10-
0.27] 
0.20 
[0.14-
0.25] 
0.07 
[0.03-
0.16] 
0.09 
[0.04-
0.17] 
0.23 
[0.21-
0.26] 
0.23 
[0.17-
0.27] 
0.14 
[0.09-
0.20] 
0.14 
[0.11-
0.17] 
0.08 
[0.02-
0.15] 
0.10 
[0.05-
0.17] 
SO2 (DU) 
0.08  
[-0.10-
0.26] 
-0.03  
[-0.23-
0.19] 
-0.09  
[-0.53-
0.12] 
0.02  
[-0.36-
0.29] 
0.02  
[-0.21-
0.21] 
-0.02  
[-0.24-
0.17] 
-0.03  
[-0.27-
0.18] 
-0.15  
[-0.38-
0.05] 
-0.13  
[-0.43-
0.23] 
-0.13  
[-0.46-
0.18] 
-0.20  
[-0.40-
0.07] 
-0.05  
[-0.36-
0.20] 
UV (mW 
m2 nm-1) 
47  
[36-
64] 
29 
[21-
42] 
19  
[10-
35] 
12  
[7- 
22] 
37  
[31-
57] 
35  
[25-
51] 
78  
[47-
104] 
50 
[28-
74] 
29  
[26-
41] 
15  
[10-
23] 
43  
[27- 
63] 
27  
[18-
38] 
NO2 (×1015 
molec.  
cm-2) 
5.23 
[4.15-
6.71] 
5.46 
[4.32-
6.85] 
3.36 
[1.49-
5.25] 
3.95 
[2.25-
6.65] 
2.53 
[2.01-
3.31] 
2.49 
[1.93-
3.14] 
0.39 
[0.28-
0.57] 
0.56 
[0.35-
1.00] 
5.01 
[3.32-
7.04] 
4.79 
[3.06-
5.89] 
3.86 
[3.14-
5.39] 
4.17 
[3.25-
5.31] 
NH3 (×1015 
molec.  
cm-2) 
N/A N/A 
2.32 
[1.85-
2.32] 
2.32  
[-0.31-
2.41] 
3.89 
[1.92-
9.00] 
4.17 
[1.49-
8.71] 
1.23  
[-0.06-
3.35] 
1.62  
[-0.05-
3.91] 
0.18 
[0.18-
0.76] 
0.18  
[-2.92-
0.70] 
4.26 
[0.87-
9.77] 
1.75  
[-0.51-
6.68] 
HCHO 
(×1016 
molec.  
cm-2) 
0.96 
[0.82-
1.12] 
0.96 
[0.83-
1.12] 
0.84 
[0.64-
1.17] 
0.84 
[0.63-
0.97] 
1.12 
[0.92-
1.26] 
1.04 
[0.90-
1.20] 
1.03 
[0.93-
1.31] 
1.04 
[0.91-
1.27] 
0.88 
[0.70-
1.11] 
0.86 
[0.72-
1.01] 
1.06 
[0.91-
1.17] 
1.00 
[0.84-
1.18] 
LAIxT (m2 
m-2 K) 
288 
[223-
312] 
245 
[236-
298] 
23  
[13-
165] 
19  
[15-
64] 
149 
[139-
170] 
141 
[110-
160] 
49  
[36-
97] 
61  
[40-
118] 
86 
[62-
95] 
74  
[54-
85] 
163 
[115-
287] 
100 
[83-
141] 
O3 (DU) 
299 
[280-
324] 
299 
[264-
326] 
319 
[289-
365] 
336 
[300-
366] 
281 
[266-
302] 
294 
[274-
318] 
308 
[287-
336] 
295 
[275-
332] 
315 
[297-
336] 
310 
[286-
339] 
292 
[275-
305] 
296 
[278-
314] 
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active and higher during leaf-dormant measurement days (Table 4.3), due to the higher 
frequency of events during spring and fall (Figure 4.2). The dominant difference in the satellite-
based predictors on NPF event versus non-event days during leaf-dormant periods is insolation 
receipt (UV) and the resultant production of atmospheric oxidants, while the differences in the 
predictors during the leaf-active periods are more complex. Consistent with the expectation that a 
higher CS will tend to suppress NPF, non-event days are characterized by higher AOD×AE at all 
sites during the leaf-active period (Table 4.3). However, this is not the case during the leaf-
dormant season when particle loading is generally lower (except SPL; Table 4.3) [Sullivan et al., 
2015], indicating that another parameter(s) (e.g. availability and/or oxidation of NPF precursors) 
may limit NPF during leaf-dormant periods. Despite the large uncertainty in NH3 retrievals, 
consistent with a priori expectations of ternary nucleation, higher concentrations are observed on 
NPF event days at the two sites located near high NH3 emissions, SGP (significant difference 
leaf-active; α = 0.1) and MMSFb (higher p25 and p75 leaf-active; significantly difference leaf-
dormant) [Goebes et al., 2003; US Environmental Protection Agency, 2011]. Higher HCHO 
concentrations are observed on leaf-active non-event days at all sites (not significant at Egbert, 
p-value = 0.11), supportive of the postulate that isoprene (likely the major source of remotely 
sensed HCHO) tends to quench available oxidants, reduce H2SO4 production, and suppress NPF. 
There was no significant difference in HCHO on event and non-event days during leaf-dormant 
periods, supporting the assertion that satellite-based measurements of HCHO are primarily 
indicative of BVOC emissions. Significantly higher O3 concentrations are observed on NPF days 
during the leaf-active season (though not at Duke or Egbert) possibly indicating that high non-
isoprene VOC concentrations are associated with both high O3 production and an increased 
likelihood of NPF.  
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Figure 4.5. Regression trees for predicting NPF event occurrence at a) Duke, b) Egbert, c) SGP, d) SPL, e) MMSFa, and f) MMSFb. 
The branches upward and downward are for all days above and below the variable threshold given at the node, respectively. The 
colors of the boxes correspond to the variable colors from Figure 4.4, with the addition that purple is used for LAI×T. The probability 
of an event is given at each node and the sample size is given in the parenthesis (note the far left nodes are the entire dataset at each 
site). Also given is the resubstitution accuracy (R) and mean (standard deviation) cross-validation accuracy (V) after withholding 
20% of measurements days, over 1000 iterations. The trees are built using a maximum of 10 nodes and minimum leaf size of 5, but 
have been truncated here for legibility. 
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Regression trees constructed to ‘predict’ event occurrence illustrate the importance of predictor 
interactions (Figure 4.5). For example, in the MMSFa data set the overall NPF frequency is 20%, 
but increases to 30% when UV > 26 mW m-2 nm-1 and to 39% when UV > 26 mW m-2 nm-1 and 
LAI×T < 580 m2 m-2 K (Figure 4.5e). At Duke, the first node is LAI×T ≈ median (Table 4.3), 
with an increase in NPF frequency from 26% to 64% conditional on AOD×AE < 0.23 if LAI×T 
> 670 m2 m-2 K and from 54% to 68% when UV > 28 mW m-2 nm-1 if LAI×T < 670 m2 m-2 K 
(cf. 41% for all days; Figure 4.5a). This is consistent with the event versus non-event day 
conditions described above, where AOD×AE and UV are important discriminators between 
event and non-event days during leaf-active and leaf-dormant period, respectively (Table 4.3). 
AOD×AE is the 1st or 2nd level node variable at all sites except MMSFa, and in all cases low 
AOD×AE is associated with increased probability of NPF (Figure 4.5a-d, and f). LAI×T and UV 
are also important discriminators of event and non-event days, each being the 1st or 2nd level 
node at three of the six sites. Higher UV is typically associated with increased probability of 
NPF, while the relationship with LAI×T is less clear because, as discussed above, NPF 
frequency is highest at moderate LAI×T (i.e. in spring and fall). O3 is the 1st node and NO2 is a 
2nd level node at SPL, where higher O3 and lower NO2 favors NPF, indicating that the presence 
of high concentrations of stabilizing organics coinciding with low anthropogenic emissions is 
favorable for NPF (Figure 4.5d). MMSF is in a location of high BVOC and NH3 emissions. 
Accordingly, NH3 and HCHO are the 2nd level nodes with higher NH3 and lower HCHO being 
associated with increased probability of NPF at MMSFb (NH3 measurements are not available 
for most of MMSFa), again emphasizing the role of a stabilizing base (such as NH3) in 
promoting NPF and supporting the postulate that high isoprene emissions can suppress NPF 
(Figure 4.5f).  
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In general, multiple linear regression models constructed using the satellite-derived 
variables as predictors and NPF characteristics as predictands explain more of the variability in 
GR, Jn, SP, and Nn-100nm at each site than a random model with equal sample size and number of 
predictors, indicating that the satellite-based predictors exhibit some explanatory skill in 
characterizing NPF events over North America (Figure 4.6). The multiple linear regression 
models exhibit higher explanatory power for Jn, SP, and Nn-100nm than for GR, indicating that the 
proxy variables are better able to capture the intensity of NPF events than the growth rates 
(Figure 4.6), potentially because the species that participate in nucleation and subsequent growth 
may differ [Kulmala et al., 2004]. Further, although there is some site-to-site consistency in 
terms of which predictor variables have significant coefficients in the models, the absolute form 
of the regression models is variable from site-to-site, and generally the r2 of the regression 
models is higher in the leaf-dormant periods (Figure 4.6 and 4.7).  
At all sites UV has a positive βi for regression equations of Jn (and Nn-100nm) particularly 
in leaf-dormant periods. Consistent with higher UV on leaf-dormant NPF event days (Table 4.3), 
this indicates that UV not only controls whether NPF occurs, but also the intensity (Jn). 
Conversely, increased UV is associated with decreased SP, consistent with higher formation 
rates increasing particle loss through self-coagulation and reducing survival probability of 
individual particles. In general, βi for AOD×AE are negative in equations for Jn and Nn-100nm, 
particularly during the leaf-active period. AOD×AE has a significant positive βi for SP during 
leaf-active events at MMSFa, but a negative βi for SP at SGP and MMSFb, indicating the 
controls on survival probabilities may vary both in space and time. Higher AOD×AE is expected 
to reduce SP by increasing coagulation loss, but as discussed above AOD×AE appears to be 
driven by anthropogenic emissions at MMSF and SGP (Figure 4.4c and e), and thus may also  
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Figure 4.6. P-value of the regression coefficients on each of the predictor variables averaged 
across the 5 training/validation cross-validation data sub-sets and across the 1000 iterations of 
sub-sampling, used in the multiple linear regression (eq. 7) to predict event metrics (growth rate, 
formation rate, and survival probability) and daily mean ultrafine particle (Dp < 100 nm; Nn—
100nm, where n is the instrument minimum Dp detection limit) concentrations. Satellite-based 
measurements of NH3 are not available prior to 2008, and thus are not available for Duke (black 
fill) and portions of the Egbert and MMSFa PSD measurement days. For each site, the first and 
second rows are leaf-active and leaf-dormant periods, respectively. Red and blue indicate a 
positive and negative coefficient weighting, respectively, with the opacity indicating the 
significance (mean p-value) of the weighing. A cyan triangle on the ordinate indicates a 
significant p-value (α = 0.1) for the regression model trained on the complete dataset, and full 
model coefficients are given in Tables S1 and S2. The shading of the second (black) triangles 
(upward = leaf-active, downward = leaf-dormant; abscissa offset solely for visibility) are the 
percentage of data sub-sets that show significantly (α = 0.1) higher r2 in predicting the NPF 
characteristics than expected by random chance (F-statistic for the sample size and number of 
predictors). 
indicate the presence of high precursor concentrations. Increased precursor concentrations can 
increase GR (e.g. AOD×AE exhibits positive βi for GR at MMSFa) and therefore increase SP, 
which may explain the positive association between AOD×AE and SP at MMSFa and the lack of  
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Figure 4.7. Variance of daily mean UFP particle concentration (Nn-100nm) explained (r2) for each 
data set using a simple model (stars; where in the predictors are: AOD×AE, SO2, and UV 
[Kulmala et al., 2011; Crippa et al., 2013; Sundström et al., 2015]) and the full model developed 
herein (triangles; wherein the predictors are: AOD×AE, SO2, UV, NO2, NH3, HCHO, LAI×T, 
and O3), during all measurement days (open symbols) and during only event days (filled 
symbols). 
AOD×AE dependence in the MMSFa regression tree (Figure 4.5). The sign and significance of 
the βi weights on SO2, NO2, NH3, HCHO, and O3 are highly variable by site and leaf activity 
(Tables S1 and S2), which may reflect differential NPF mechanisms in space and time, and thus 
explain the site-to-site differences in NPF frequency and characteristics. For example: SO2 has a 
positive, significant βi for Nn-100nm at SPL (leaf-active) and Duke (leaf-dormant), but generally 
negative βi elsewhere; NO2 has a negative, significant βi for Nn-100nm at Duke (leaf-active), but 
positive, significant βi at Egbert (leaf-active), and variable sign elsewhere; and NH3, HCHO, and 
O3 are generally split between positive and negative βi across the sites for all NPF metrics. As 
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each of the predictor variables are significant at at least one site, we retain them all, but site-to-
site variability in which predictor variable(s) are most important suggests a key challenge in 
building a generalizable model. 
Impact of sub-sampling on stability of analyses  
The regression trees described in Section 3.3 were built using all measurement days, but 
were also built after withholding 20% of the data, for cross-validation analysis. The full model 
regression trees had re-substitution accuracies of 85-91%. When the testing data is withheld from 
the training models, the cross-validation accuracies averaged 76-90% (mean standard deviation 
of accuracies ~< 1%) across 1000 iterations of cross-validation (Figure 4.5). Thus, sub-sampling 
only moderately reduces the models’ accuracy, and the results are relatively stable independent 
of the specific sub-sampled days. 
Running the multiple linear regressions as Monte Carlo experiments, and iterating the 
cross-validation analysis, provides insights into the models’ stability. Without cross-validation, 
multiple linear regression models explain a significant amount of the observed variability in the 
NPF characteristics (see cyan triangles in Figure 4.6).  However, when the cross-validation is 
performed, it is not uncommon that the training datasets show poor performance in predicting 
characteristics (particularly for GR; Figure 4.6) when some of the validation data were withheld 
from training the models. This implies the models are not generalizable. Conversely, the models 
for Jn and Nn-100nm at Duke, Egbert (leaf-dormant), and SPL (leaf-dormant), and SP at Duke (leaf-
dormant) and SPL (leaf-dormant) seem robust, independent of the data set sub-sampling, 
indicating the precise measurement dates may not significantly impact the inferences drawn 
herein. 
 105 
Improved satellite-based proxy for ultrafine particle concentrations 
Both the simple proxy model, where UFP total number concentrations (Nn-100nm) are 
predicted using only AOD×AE, SO2, and UV as predictors, and the full models, which include 
additional predictor variables: NO2, NH3, HCHO, LAI×T, and O3, have much higher explanatory 
skill when only NPF event days are considered (Figure 4.7). The full model improves 
explanatory skill over the simpler model at all sites during both leaf-active and leaf-dormant 
periods (Figure 4.7), and is associated with variance explanation (r2) on NPF event days of 29-
46% during the leaf-dormant period and 4-37% during leaf-active periods (Figure 4.7). The 
increase in variance explanation with the addition of extra predictors is particularly large at 
Duke, SGP, and MMSF. These are locations influenced by high organic emissions (quantified 
using HCHO, LAI×T, and O3), anthropogenic emissions (quantified using NO2), and ternary 
nucleation precursor emissions (e.g. NH3) (Figure 4.1) [Goebes et al., 2003], and may be 
indicative of an enhanced role of these species in dictating UFP concentrations at these sites. 
Discussion and conclusions 
We examine the frequency, persistence, and characteristics of NPF events at five 
locations across North America, and employ statistical analysis of satellite-based measurements 
of atmospheric composition to explain spatial similarities and variability in NPF frequency, 
autocorrelation, formation rates, growth rates, survival probabilities, and daily mean ultrafine 
particle concentrations. Despite large geographic separation, and vastly different local land use 
and point source pollution emissions between the sites, NPF is observed at all sites with peak 
frequencies in spring and fall, and exhibits positive one-day autocorrelation. Accordingly, the 
temporal modes of variability and spatial scales of coherence of the remotely sensed variables 
thought to control NPF also show considerable site-to-site consistency, and are typically 
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coherent on larger scales at sites with larger one-day autocorrelation in NPF occurrence. There is 
also broad agreement in terms of the conditions associated with NPF events between the sites: 
NPF is more frequent during moderate LAI×T, low AOD×AE and low HCHO during leaf-active 
periods, and high UV in leaf-dormant periods. The spatial consistencies in the primary drivers of 
NPF may explain why simplified nucleation schemes can be used with some skill in global 
models to characterize the impact of NPF on particle size distributions and CCN concentrations 
[Spracklen et al., 2008b]. However, event characteristics (Jn, GR, SP, and Nn-100nm) exhibit 
greater site-to-site variability in terms of their dependence on the remote-sensing predictors. Site-
to-site variability in NPF characteristics and the corresponding variability in satellite-based 
measurements of the drivers of GR, Jn, SP, and Nn-100nm may explain the spatial variability in the 
performance of simplified NPF schemes [Lee et al., 2013]. Generalized schemes with a single 
NPF mechanism and set of coefficients may not be able to capture the variability in precise 
nucleation mechanisms [Yu et al., 2015] and/or importance of specific precursor species at the 
different sites. Proxy models of total UFP concentrations that expand the suite of remote sensing 
predictors exhibit improved variance explanation relative to simpler models that have been 
previously proposed [Kulmala et al., 2011; Crippa et al., 2013; Sundström et al., 2015] (Figure 
4.7). However, the model coefficients and hence the magnitude and even sign of the 
dependencies of Nn-100nm on the suite of predictors considered (AOD×AE, SO2, UV, NO2, NH3, 
HCHO, LAI×T, O3) (Figure 4.6) implies great challenges to generating a single generalizable 
proxy. We recommend future NPF schemes try to reproduce the (spatially variable) relationships 
between NPF and its drivers presented here, and connect existing theory with ground and 
satellite observations to evaluate new model treatments of NPF before accepting them, and 
ultimately improve understanding of regional to global scale impacts of NPF on climate. 
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Future research is necessary to examine how satellite-based measurement error impacts 
the explanatory skill (and variability) of the proxies and to further examine the feasibility of 
developing global proxies for NPF occurrence and characteristics. Further, it may be appropriate 
to develop the proxies using non-linear techniques or additional (or compound) variables. Given 
the high uncertainty in direct satellite measurements, the proxies may benefit from use of 
variables from reanalysis products such as MERRA-2 [Bosilovich et al., 2016] or output from 
satellite-constrained chemical transport models (CTM) since a number of CTM now exhibit skill 
for many of the predictor variables used here [Westervelt et al., 2013]. If such a proxy could be 
found it may provide computationally efficient first order estimates of the impact of NPF on 
particle size distributions, CCN concentrations, and ultimately the potential impact of NPF on 
climate.  
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Figure S4.1. Annual mean values for the predictor variables computed from the time series of all 
available measurements within each 0.5° × 0.5° grid cell: a) AOD×AE, b) SO2 (DU), c) UV 
(mW m2 nm-1), d) NO2 (molec. cm-2), e) NH3 (molec. cm-2), f) HCHO (molec. cm-2), and g) O3 
(DU). The OMI measurements (SO2, UV, NO2, HCHO, O3) are from 2004 – 2014, MODIS 
measurements (AOD×AE) are from 2000 – 2014, and IASI measurements (NH3) are from 2008 – 
2014. Due to the strong annual cycle in LAI, LAI×T is not shown. 
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Table S4.1. Multiple linear regression coefficient weights (eq. 7) for the models built using all 
measurements on leaf-active event days. Significant weights (α = 0.1) are in bold. Models with significant 
p-values are shown as cyan triangles in Figure 4.6. 
 
  Int. 
AOD
×AE 
SO2 
(DU) 
UV 
(mW m2 
nm-1) 
NO2 
(×1015 
molec. 
cm-2) 
NH3 
(×1015 
molec. 
cm-2) 
HCHO 
(×1016 
molec. 
cm-2) 
LAI×T 
(m2 m-2 
K) 
O3 (DU) 
Le
af
-a
ct
iv
e 
D
uk
e 
GR (nm 
hr-1) 1.83 0.06 -0.31 0.20 -0.02 NaN -0.05 0.10 -0.30 
Jn (cm-3 
s-1) 1.57 -0.88 0.16 1.15 -0.81 NaN -0.88 -0.61 0.60 
SP 0.23 0.06 0.02 -0.01 0.02 NaN -0.03 0.04 -0.06 
N (cm-3) 6156 -1630 -571 1267 -1502 NaN -1160 -1449 1315 
Eg
be
rt 
GR (nm 
hr-1) 1.82 0.20 0.18 -0.05 0.32 -0.01 -0.03 0.03 0.00 
Jn (cm-3 
s-1) 0.70 -0.09 -0.07 0.14 0.32 -0.10 0.04 0.09 0.16 
SP 0.18 0.01 0.04 0.03 -0.04 -0.01 -0.08 -0.07 0.00 
N (cm-3) 4377 -355 -205 33 1089 15 -24 621 -41 
SG
P 
GR (nm 
hr-1) 0.72 -0.03 0.04 0.08 -0.11 0.08 0.09 -0.07 0.04 
Jn (cm-3 
s-1) 0.39 0.01 0.09 0.03 -0.01 0.02 -0.02 -0.02 0.03 
SP 0.09 -0.03 0.02 0.01 -0.02 0.02 -0.01 -0.03 0.02 
N (cm-3) 4552 -20 29 273 103 77 523 -81 -95 
SP
L 
GR (nm 
hr-1) 1.64 0.01 -0.11 0.13 -0.15 -0.15 0.06 -0.10 -0.18 
Jn (cm-3 
s-1) 1.30 -0.97 0.16 0.93 -0.42 1.08 0.03 -0.42 0.43 
SP 0.27 0.05 -0.06 -0.02 -0.03 -0.08 0.00 -0.02 -0.06 
N (cm-3) 4347 -1726 686 1425 -88 -458 -99 -276 790 
M
M
SF
a 
GR (nm 
hr-1) 2.22 0.51 -0.10 0.12 -0.14 -0.13 -0.11 -0.11 -0.26 
Jn (cm-3 
s-1) 5.22 -2.27 0.98 -1.27 -1.17 -0.88 1.20 -2.10 3.07 
SP 0.09 0.06 -0.01 -0.02 -0.02 0.00 -0.04 -0.01 -0.01 
N (cm-3) 11625 -3346 806 2121 -1105 -620 2137 -4467 3203 
M
M
SF
b 
GR (nm 
hr-1) 2.50 0.21 0.04 -0.24 0.12 -0.12 0.14 0.16 -0.20 
Jn (cm-3 
s-1) 2.20 -0.31 -0.37 1.65 0.09 -0.32 -0.45 -0.29 -0.67 
SP 0.08 -0.04 0.01 -0.05 0.03 -0.01 0.01 0.08 0.00 
N (cm-3) 8277 -264 -295 2619 -701 797 -116 -1871 530 
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Table S4.2. Multiple linear regression coefficient weights (eq. 7) for the models built using all 
measurements on leaf-dormant event days. Significant weights (α = 0.1) are in bold. Models with 
significant p-values are shown as cyan triangles in Figure 4.6. 
  
 Int. 
AOD
×AE 
SO2 
(DU) 
UV 
(mW m2 
nm-1) 
NO2 
(×1015 
molec. 
cm-2) 
NH3 
(×1015 
molec. 
cm-2) 
HCHO 
(×1016 
molec. 
cm-2) 
LAI×T 
(m2 m-2 
K) 
O3 (DU) 
Le
af
-d
or
m
an
t 
D
uk
e 
GR (nm 
hr-1) 1.42 0.07 0.06 0.05 -0.04 NaN 0.06 0.05 -0.11 
Jn (cm-3 
s-1) 1.55 -0.25 0.81 1.09 -0.54 NaN 0.04 0.37 0.75 
SP 0.18 -0.02 -0.02 -0.05 -0.01 NaN -0.02 0.01 -0.02 
N (cm-3) 6987 -448 1534 2835 -594 NaN 92 199 1510 
Eg
be
rt 
GR (nm 
hr-1) 1.17 0.14 -0.22 0.12 -0.46 0.00 0.00 -0.12 -0.30 
Jn (cm-3 
s-1) 0.27 -0.02 -0.05 0.31 -0.12 -0.08 -0.02 -0.06 -0.12 
SP 0.30 -0.03 -0.02 -0.02 -0.08 0.01 -0.01 -0.03 0.04 
N (cm-3) 2628 -221 -32 940 49 -359 279 175 47 
SG
P 
GR (nm 
hr-1) 0.46 -0.07 0.06 0.05 0.01 0.04 0.01 0.05 0.01 
Jn (cm-3 
s-1) 0.32 0.51 -0.05 0.08 0.04 -0.10 0.02 0.05 -0.14 
SP 0.09 -0.04 0.05 -0.05 0.00 0.02 -0.02 0.06 0.02 
N (cm-3) 3067 -173 -187 855 154 -60 1330 402 -237 
SP
L 
GR (nm 
hr-1) 1.30 0.06 -0.01 -0.01 -0.06 0.08 -0.03 0.06 0.07 
Jn (cm-3 
s-1) 0.96 0.03 -0.05 0.63 0.11 0.09 0.00 -0.03 0.06 
SP 0.35 0.00 -0.02 -0.13 -0.05 0.00 0.01 0.06 -0.01 
N (cm-3) 4276 -435 -87 1284 300 334 -172 25 240 
M
M
SF
a 
GR (nm 
hr-1) 1.89 0.19 0.10 -0.32 0.11 0.96 -0.27 0.16 0.10 
Jn (cm-3 
s-1) 6.03 -1.34 -4.58 8.78 -3.85 -11.88 4.17 -7.47 2.06 
SP 0.33 0.03 0.05 -0.15 0.04 0.03 -0.04 0.09 0.03 
N (cm-3) 8043 -1602 -1648 7774 -3042 -7484 4642 -6506 -1329 
M
M
SF
b 
GR (nm 
hr-1) 1.68 0.24 0.18 0.04 0.00 -0.13 -0.01 0.15 -0.11 
Jn (cm-3 
s-1) 1.37 0.08 -0.50 0.40 -0.42 -0.02 0.49 0.05 -0.05 
SP 0.11 -0.03 0.04 0.00 -0.01 -0.01 0.02 -0.02 0.03 
N (cm-3) 5683 234 -561 1328 -516 339 778 325 100 
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CHAPTER 5 
DEVELOPING AND DIAGNOSING CLIMATE CHANGE INDICATORS OF REGIONAL 
AEROSOL OPTICAL PROPERTIES 
Ryan C. Sullivan, Robert C. Levy, Arlindo M. da Silva, and Sara C. Pryor, submitted. 
Abstract 
Climate indicators (CIs) are increasingly being used to track changes in physical, 
chemical, biological, and societal components of the climate system. Given the importance of 
aerosol particles to radiative transfer, new aerosol-CIs are proposed, and their use in tracking and 
diagnosing causes of temporal changes in regional-scale aerosol populations is illustrated. The 
aerosol-CIs are computed using daily output from a satellite-constrained global reanalysis, but 
are sufficiently flexible that they could be derived from any gridded dataset, including numerical 
models. These CIs represent the total columnar burden (aerosol optical depth, AOD), dominant 
size mode (Ångström exponent, AE), and relative magnitude of radiation scattering versus 
absorption (single scattering albedo, SSA), along with metrics of the spatial coherence of these 
properties. When applied to U.S. National Climate Assessment regions, the aerosol-CIs indicate 
negative trends in mean and extreme AOD and SSA over the central and eastern U.S. These are 
consistent with lower aerosol burdens and a transition towards a relatively absorbing aerosol, 
driven primarily by declining sulfur dioxide emissions. Conversely, the northwest is 
characterized by increasing mean and extreme AOD that is attributed to increased wildfire 
emissions and long-range (transcontinental) transport. Regional and national reductions in 
precursor emissions are leading to declining spatial autocorrelation of aerosol-CIs in all regions 
and an increased importance of local emissions in dictating aerosol burdens. However, an 
increase in the intensity of synoptic scale circulation patterns associated with high aerosol 
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burdens is causing an increase in the distance at which the properties of aerosol populations 
become independent.  
Introduction 
Climate indicators (CIs) describe key properties of the climate system and are playing an 
increasing role in quantifying, diagnosing, and attributing changes through time1,2. Many 
agencies that contribute to the U.S. Global Change Research Program (USGCRP) have 
developed and applied CIs to document and track changes in the physical, chemical, and 
anthropogenic (socio-economic) components of the climate system. The spatial or temporal 
resolutions of CIs vary widely: Some are global in scale while others are regional, and while 
some focus on the drivers of global change, others are more strongly focused on response 
variables. Existing USGCRP CIs thus include: regional and global air temperature, precipitation, 
sea level, sea and land ice, and atmospheric concentrations of carbon dioxide, methane, nitrogen 
oxides, and fluorinated gases1.  
Atmospheric aerosol particles (aerosols) impact global and regional climate (via both 
direct and indirect radiative forcing), biogeochemical cycles, and human health. According to 
some estimates aerosol particles may have offset 0.8 Wm-2 (25%)3 of the historical globally-
averaged warming due to increased greenhouse gas concentrations. They have also been 
implicated as a major source of regional and sub-regional variations in trends in near-surface 
temperature (e.g. in the ‘warming hole’ of the central Great Plains)4,5. Despite this, CIs of 
climate-relevant aerosol properties have yet to be developed2. Herein we propose a suite of 
aerosol-CIs, and illustrate how they are derived and applied using regions of the U.S. National 
Climate Assessment (NCA) program (Figure 5.1). We demonstrate how these aerosol-CIs can be 
used to quantify variability and temporal trends in aerosol populations, and attribute changes  
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Figure 5.1. The eight U.S. National Climate Assessment (NCA) regions in which the aerosol-CIs 
are computed. The CIs are computed using MERRA-2 daily output from all grid cells within the 
dashed lines enclosing each region. Note the Great Plains region has been divided into two 
regions to ease interpretation of the analyses. Abbreviations: AK = Alaska, NW = Northwest, 
SW = Southwest, GPu = Upper Great Plains, GPl = Lower Great Plains, MW = Midwest, SE = 
Southeast, and NE = Northeast. Also shown within the map are the locations of AERONET sites 
from which data are presented in Figure 5.2. The panels above and below this map depict the 
mean synoptic conditions for synoptic types associated with anomalously low and high AOD. 
The mean temperature at 700 hPa (in K) are shown by the background colors, the solid black 
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lines depict the 500 hPa geopotential isoheights (in m), and the red, magenta, cyan, and blue 
stippling represent water vapor mixing ratio anomalies -2, -1, +1, and +2 standard deviations 
from the mean for all days. The arrows beside the panels indicate the presence and direction of 
significant trends in the PC scores associated with these synoptic types. 
through time to specific drivers of aerosol variability: Gaseous precursor and primary aerosol 
emissions, and meteorological conditions at the synoptic scale.  
CIs must be predicated on high- and uniform-quality, publically available data with well-
defined provenance and an expectation that the variables on which they are based will continue 
to be measured into the future. Therefore direct observations, such as those from satellite or 
ground based remote sensing, are not suitable for deriving aerosol-CIs due to spatiotemporal 
discontinuities and a bias towards sampling cloud-free conditions6. Thus, herein we apply the 
aerosol-CIs to output from the first homogeneous, gridded, aerosol and meteorologically 
satellite-constrained reanalysis product: Modern-Era Retrospective Analysis for Research and 
Application, Version 2 (MERRA-2)7,8. However, the proposed aerosol-CIs are designed to be 
sufficiently flexible to be applied to any gridded dataset including output from next-generation 
reanalyses and/or numerical models. 
Aerosols impact regional and global climate by directly scattering and absorbing 
radiation, acting as cloud condensation nuclei and altering cloud lifetimes and albedo, and 
changing the atmospheric thermal structure and thus atmospheric stability (ref. 9 and references 
therein). Aerosol radiative forcing and climate impact is a function of the aerosol number 
concentration, size distribution, and chemical composition, and remains a major source of 
uncertainty in quantifying anthropogenic forcing of Earth’s climate3. Due to their short 
atmospheric lifetimes (cf. major greenhouse gases) aerosol radiative forcing exhibits high 
spatiotemporal variability, and local primary aerosol and precursor gas emissions have a major 
impact on regional aerosol populations and thus climate impacts. For example, during 1980 – 
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2009, the global mean annual aerosol optical depth (AOD), a measure of the extinction of 
insolation by atmospheric aerosols and thus the reduction of radiation that reaches Earth’s 
surface, was unchanged (i.e. remained within ± 0.01 of an estimated global average of ~ 0.15)10. 
However, mean annual AOD decreased by up to 27% over parts of the U.S. and Europe due in 
part to regulation of precursor and primary aerosol emissions, while mean annual AOD increased 
by up to 22% over countries undergoing large economic development10–12. Following emission 
reductions associated with the U.S. Clean Air Act13, near-surface fine aerosol concentrations 
(PM2.5, i.e. the mass concentration of aerosols with diameters less than 2.5 µm) decreased by 
40% across the continental U.S. during this period10, consistent with a 38% decrease in modeled 
AOD from 1980 – 200614, and ~3% yr-1 decrease in summer AOD over the eastern U.S. from 
2001 – 2013 measured using satellite-based remote sensing (the Multi-angle Imaging 
SpectroRadiometer (MISR))15. For these reasons, we advocate that aerosol-CIs are urgently 
needed to track a key aspect of the radiation balance of Earth, air quality, and biogeochemical 
cycles, and that aerosol-CIs should be generated and interpreted at the regional scale. 
Specific objectives of this research are: 
1. Motivate and develop CIs of key climate-relevant aspects of aerosol populations at the 
regional scale. 
2. Apply the aerosol-CIs to each NCA region (Figure 5.1) to provide an illustrative example of 
how they can be used to quantify, characterize, and diagnose causes of historical trends in 
climate-relevant aerosol properties. 
To the first order, three key properties of the aerosol population determine the magnitude of the 
aerosol radiative forcing and thus the climate impact: total columnar burden, size of the aerosols, 
and their composition16. Thus the aerosol-CIs we propose are based on: AOD which is 
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proportional to aerosol mass concentration and is a direct measure of the extinction of radiation, 
Ångström exponent (AE) which is inversely proportional to particle size, and single scattering 
albedo (SSA) which is the ratio of scattering to total extinction, and describes the relative 
efficiency of radiation scattering (leading to an increase in the global albedo and cooling) by 
aerosols to radiation absorption (leading to atmospheric warming)3. The proposed aerosol-CIs 
are designed to characterize and track changes in regionally averaged mean conditions of these 
variables and their extreme values, in addition to the spatial scales of aerosol features (both 
spatial autocorrelation and scales of coherence) (see Methods). 
Results 
Evaluation of MERRA-2 
We present a demonstration of the proposed aerosol-CIs using a unique and recently 
releases reanalysis product, MERRA-2. The release of this dataset constitutes the first real 
opportunity to develop and apply aerosol-CIs for the U.S. NCA regions, or any other part of the 
globe. Aerosol properties in the MERRA-2 reanalysis product are derived in part based on 
assimilation of AOD at 550 nm derived from remotely sensed properties such as spectral 
reflectances, solar and instrument geometry, cloud cover, and surface features8. MERRA-2 has 
been subject to extensive evaluation relative to independent observations (see methods), thus 
only limited additional evaluation was undertaken as part of this study and is focused on 
evaluation of the joint probabilities of AOD, and AE and SSA relative to those from ground-
based measurements of columnar aerosol properties from AErosol RObotic NETwork 
(AERONET) stations17. The results indicate good agreement between MERRA-2 and 
AERONET AOD, but that MERRA-2 underestimates the dynamic range of observed AE and 
SSA (Figure 5.2). Such underestimation is common when comparing gridded aerosol datasets  
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Figure 5.2. Joint probability distributions (jpd) for the daily mean aerosol optical properties in 
all grid cells in each region from MERRA-2 (black) and all stations in each region from 
AERONET (red). The jpd for AERONET include only stations with > 1 year of data and data 
from all months (except for in Alaska where no data are available in winter). Locations of 
AERONET stations are shown in Figure 5.1. In all panels AOD is shown on the abscissa axis, 
while the AE and SSA are shown in the ordinate axis. AOD and SSA are at 550 and 440 nm, and 
AE is at 470 – 870 nm and 440 – 675 nm, respectively for MERRA-2 and AERONET. 
that represent area means (~2,500 m2 for MERRA-2) versus in situ observations such as the 
pseudo-point measurements from AERONET. MERRA-2 reproduces the observed region-to-
region variability in aerosol radiative properties and the MERRA-2 versus AERONET 
differences tend to be smaller than region-to-region differences (Figure 5.2).  
Development of aerosol-CIs 
As discussed above, AOD, AE, and SSA describe key aspects of aerosol particle 
populations that have greatest climate relevance. Accordingly our proposed aerosol-CIs include 
daily (and seasonally averaged) values derived from regionally-averaged estimates of the mean 
AOD, AE, and SSA and extreme (90th percentile (P90 AOD)) AOD, along with two key metrics 
of the spatial patterns of these variables: the daily global spatial autocorrelation value 
(characterized using Moran’s-I18; AOD-I, AE-I, SSA-I) and the range of spatial coherence as 
derived using semivariograms19 of daily AOD, AE, and SSA fields within each region (AOD-
SC, AE-SC, SSA-SC) (Figure 5.3). These ten aerosol-CIs are designed to track evolution of 
regional aerosol populations in terms of the overall aerosol columnar burden, relative abundance  
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Figure 5.3. a and b) Mean (marker) and ±1 standard deviation (whiskers) values of the 
aerosol-CIs during the study period (2000 – 2015). Upward and downward facing triangles 
indicate significant positive and negative trends as determined using Kendall’s tau, while square 
markers indicate no significant trend (at α=0.05). c) Percentage change per year in the CIs 
estimated using a linear regression fit (shown in Figure S5.1 and S5.2). The middle circles 
denote the normalized regression slopes (i.e. trends), and the inner and outer circles are the 
lower and upper bounds, respectively, of the 95% confidence intervals of these slopes. 
of fine versus coarse mode aerosols, relative proportions of absorbing versus scattering aerosols, 
and the regional consistency of the spatial patterns of those properties.  
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Each aerosol-CI contains unique information about regional aerosol properties that have 
different implications for direct and indirect radiative forcing, in addition to air quality and thus 
human health. These CIs also exhibit intra-annual and inter-annual variability and trends that are 
not consistent across indicators indicating the utility of all of the proposed aerosol-CIs to trend 
diagnostic and attribution analyses (Figure 5.3). The spatial indices are particularly important 
both in terms of interpreting trends in the other aerosol-CIs and because for a true climate impact 
to be realized, aerosol radiative forcing must be expressed over a large area. Thus, there is a need 
to understand and quantify the degree to which climate-relevant aspects of aerosol populations 
are regionally coherent. 
Application of the aerosol-CIs to regions of the U.S. NCA 
Consistent with previous research, mean and extreme (P90) AOD declined in virtually all 
of the NCA regions over the period 2000 – 2015 (Figure 5.3). Significant (hereafter α = 0.05, 
unless otherwise indicated) decreases are observed in five regions: the lower Great Plains (GPl), 
Midwest (MW), Southeast (SE), Northeast (NE), and Alaska (AK), but increased mean and 
extreme AOD is observed for the Northwest (NW), and there was no change in the Southwest 
(SW) and upper Great Plains (GPu). The direction of change and the presence of significant 
trends are consistent for mean and extreme (P90) AOD in all regions, but the magnitude of the 
change is larger for extreme AOD, indicating a narrowing of the probability distributions. The 
magnitude of significant regional AOD trends are ∼ 1 % year-1, while the magnitude of the 
extreme AOD trends are 1.2 – 1.4 % year-1 in regions of decreasing AOD and 1.9 % year-1 for 
the NW (Figure 5.3, 5.4, and S5.1). The key utility of including two indices of spatial coherence 
is illustrated by the divergent trends in these two aerosol-CIs. All regions exhibit decreased AOD 
spatial autocorrelation (AOD-I), but increased AOD spatial coherence (AOD-SC) is observed  
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Figure 5.4. Cumulative distribution functions (cdf) of data from 2000-2015 for a) AOD, b) AE, 
and c) SSA in each region (black). The deviation from the annual mean is shown with the color 
scheme transitioning from blue (2000) to green (2015). d) Time series of the yearly seasonal 
mean extreme AOD for each region. Significant trends in the daily mean values are indicated by 
a red ‘+’ or ‘-’ in each panel (a-c) for positive and negative trends, respectively, and to the right 
of each panel in (d). 
over the NW, GPl, MW, SE, and AK, and decreased AOD-SC is observed in the SW (p-value = 
0.07), GPu (p-value = 0.15), and NE (Figure 5.3 and S5.2). Causes of these differences and the 
inter-annual variability in the aerosol-CI trends are examined below. Extreme AOD decreased in  
spring, summer, and fall in NE; summer and fall in SE and MW (p-value = 0.06 for MW 
summer); fall in GPl; and increased in summer and fall in NW (Figure 5.4). 
Mean AE significantly increased across all eight regions, indicating a relative increase in 
fine mode particles (Figure 5.3, 5.4, and S5.1). However, trends in the spatial metrics of AE are 
not uniform across the regions. Significant negative trends in AE-I are observed in NW, SW, 
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GPu, MW, and AK (Figure 5.3 and S5.2), but only two regions exhibited significant changes in 
AE-SC and they showed different signs (increased in SW and decreased in NE). Thus, there is 
evidence that as the aerosol populations are becoming increasingly dominated by the fine mode 
at the regional scale, but there remain sub-regions within many of the NCA regions with high 
coarse mode concentrations, possibly due to wind-blown dust events20. 
Mean SSA and SSA-SC decreases are observed in all eight regions (Figure 5.3). There 
are also decreases in SSA-I for all regions except SE where there were significant increases in 
SSA-I, although the significance of the trend is lower in GPl (p-value = 0.06) and AK (p-value = 
0.16). It is noted that SSA is determined by the aerosol composition and the dynamic range of 
SSA in MERRA-2 is lower than observations7,21 (Figure 5.2), therefore the aerosol-CIs that 
relate to SSA must be viewed with caution in the current reanalysis product. However, these 
trends are consistent with a tendency towards a relatively more absorbing aerosol thus reducing 
the net cooling from aerosols. Further, aerosol populations are becoming more spatially 
heterogeneous in terms of the relative contribution of absorption to total radiative extinction. 
When applied to the U.S. NCA regions, the aerosol-CIs thus indicate substantial 
evolution of aerosol populations through time in ways that are relevant to regional climate 
forcing and human health. Overall aerosol burdens have declined (2000-2015) and the aerosol 
populations have changed to become more dominated by smaller diameter and more absorbing 
aerosols.  They are also evolving in a way that causes a decrease in spatial autocorrelation, but 
increases in spatial coherence.  
Attribution of temporal trends in the aerosol-CIs 
Attribution of observed trends in the aerosol-CIs, particularly deconvoluting changes 
resulting from changing anthropogenic emissions, natural emissions, and atmospheric conditions 
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is critical to demonstrating the effectiveness of emission reduction policies, exploring and 
prioritizing potential climate change mitigation strategies, and making projections of possible 
future values of the aerosol-CIs. Thus, the aerosol-CIs for the NCA regions are examined below 
in the context of these key drivers of aerosol populations. 
Aerosol-climate interactions are reciprocal. Aerosols are a major driver of climate 
variability and change, but equally changes in climate alter aerosol concentrations and 
composition22–24. Further, previous research has illustrated a key role of synoptic scale 
meteorological conditions in determining regional aerosol concentrations under the 
current25,26,4,27  and possible future climate28,29. Consistent with that research, in each of the NCA 
regions, a number of synoptic types derived in a principal component analysis (PCA) of 
MERRA-2 meteorological output are associated with 10 – 20 % AOD anomalies (positive and 
negative) (Figure 5.1). The link to meteorological conditions at the synoptic scale is less 
pronounced for AE (the anomalies are <10 %) and it appears SSA is relatively insensitive of the 
prevailing meteorological conditions (no synoptic type had a regionally average SSA anomaly of 
> 2%). This finding re-emphasizes the complexity of aerosol populations and their related 
climate forcing, and highlights the importance of having multiple aerosol-CIs in order to fully 
characterize changes in climate-relevant aerosol properties. 
Over all regions, synoptic types characterized by cooler (or milder) and drier conditions 
are associated with lower AOD. Conversely, anomalously high AOD is associated with warm 
and/or humid synoptic types, consistent with enhanced AOD under stagnant flow25 and aerosol 
growth by water uptake30. Over the northern and western regions (NW, SW, GPu, MW) 
southwesterly and northwesterly geostrophic flow is typically associated with both mean and 
extreme high and low AOD anomalies, respectively (Figure 5.1). Anomalously low AE in 
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virtually all regions is often associated with cool, dry synoptic conditions, consistent with an 
increase in dust loading during dry conditions20. Conversely, high AE is associated with warm, 
humid conditions at the synoptic scale consistent with predominance of hygroscopic secondary 
aerosols.  
Consistent with prior research that has indicated changes in global and regional 
temperature and humidity are likely to result in changing characteristics of the synoptic 
types25,31,  although the frequency of individual synoptic types over each region did not exhibit 
temporal trends during the study period, the majority of synoptic types associated with large 
positive AOD anomalies in each region exhibit a significant positive trend in PC scores, while 
the types associated with negative AOD anomalies exhibited trends that are divided between 
increasing and decreasing trends (Figure 5.1). While there is evidence that some cool, dry days 
are also becoming cooler and drier, the dominant signal in this analysis is that synoptic types 
associated with elevated, regionally averaged AOD are evolving to become more intense, i.e. 
warm, moist days becoming warmer and moister. These changes in the synoptic-scale climate 
may thus partially offset emissions reductions22,24.  
The reduction in mean and extreme AOD in all regions except the NW is consistent with 
policy enacted under the U.S. Clean Air Act that has resulted in declining anthropogenic 
pollutant emissions over the study period (2000 – 2015). Emissions of key aerosol precursor 
species, sulfur dioxide (SO2) and nitrogen oxides (NOx), exhibit a significant negative trend for 
all eight NCA regions; ammonia (NH3) exhibits a negative trend in all regions except the MW 
and NE; and volatile organic compounds (VOC) exhibit a negative trend in all regions except the 
NW and SE. Consistent with this, mean and extreme AOD significantly decreased in GPl, MW, 
SE, and NE; seasonal extreme AOD decreased in the fall in GPl; summer and fall in MW and 
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SE; and spring, summer, and fall in NE. Seasonal extreme AOD in these four regions are 
positively correlated with annual SO2 and NOx emissions (Pearson’s r range = 0.51 – 0.80). 
These overall tendencies in aerosol-CIs for GPl, MW, SE, and NE are thus consistent with a 
decrease in sulfate aerosol abundance due to the reduction in SO2 emissions, which causes a 
decrease in AOD. Further, because sulfate has a high SSA, this would also contribute to the 
observed decline in regionally-averaged SSA. Secondary organic aerosols are also a substantial 
component of aerosol mass and AOD over much of the eastern USA32. Thus an additional 
contributory factor to declining AOD in these regions is the reduction in anthropogenic VOC 
emissions. The correlation between annual VOC emissions and extreme summer and fall AOD in 
the NE and MW is 0.61 – 0.77. Thus, consistent with prior research, historical temporal trends of 
AOD across much of the contiguous U.S. are strongly responsive to emission reductions due to 
the Clean Air Act.  
Despite reductions in anthropogenic aerosol precursor gas emissions, it is worthy of note 
that primary aerosol emissions exhibit a significant trend only in the NW, GPu, and MW (Figure 
5.5), and that both biogenic VOC and wildfire emissions exert a substantial impact on aerosol 
burdens and optical properties33,34. For example, there is a clear peak in extreme AOD in the 
spring of 2011 in the GPl, MW, and SE when wildfire burned area in the GPl was approximately 
four times greater than any other year (Figure 5.4 and 5.5). In the GPl, the lack of association 
between anthropogenic emissions and extreme AOD in three of four seasons, coupled with 
decreased SSA, may be in part due to increased abundance of absorbing aerosols, consistent with 
remote sensing measurements that indicate increased aerosol absorption optical depth (AAOD) 
over the central U.S. from increased dust emissions20.  The declining trend in aerosol-CIs in AK  
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Figure 5.5. a) Time series of annual anthropogenic emissions as reported in the U.S. EPA 
National Emissions Inventory of carbon monoxide (CO), ammonia (NH3), nitrogen oxides (NOx), 
particulate matter < 10 μm (PM10), fine particulate matter < 2.5 μm (PM2.5), sulfur dioxide 
(SO2), and volatile organic compounds (VOC) by region, in thousands of tons per year41. b) Time 
series of wildfire occurrence expressed as monthly burned area for each region, derived from 
MODIS measurements40. The sign of significant trends are shown above each panel in a) and 
next to the legend in b) (*positive trend in NW monthly burned area p-value = 0.13). 
is also not very strongly linked to changes in anthropogenic emissions, but there is a significant 
positive association between extreme summer AOD and wildfire burned area (r = 0.98). This is  
clearly evident in 2004, 2009, and 2015, when positive excursions in monthly burned area 
(Figure 5.5) coincide with spikes in summer extreme AOD (Figure 5.3). 
 134 
Only the NW region exhibits a significant positive trend in annual mean AOD, with 
extreme AOD increasing in the summer and fall. This is despite declines in regional 
anthropogenic emissions, and may reflect confounding influences from increased wildfires 
(seasonal burned area and extreme AOD in summer and fall exhibit co-variability with r = 0.53 
and 0.75, respectively) and long-range transport. For example, Siberian fires in the summer of 
2012 impacted air quality in the Pacific NW34, and are evident in high P90 AOD during the 2012 
summer and fall (Figure 5.3). 
Consistent with decreased anthropogenic aerosol precursor emissions in each region 
(Figure 5.5), decreased spatial autocorrelation in the aerosol-CIs (Figure 5.3 and S5.2) indicates 
an increasing influence of local sources on sub-regional aerosol concentrations and thus 
increased grid cell–to–grid cell variability in aerosol populations. Conversely, scales of spatial 
coherence are increasing, which may be linked to changes in synoptic scale conditions (Figure 
5.1). High and low AOD are generally associated with warm, humid and cool, dry conditions, 
respectively, and the PC scores for the majority of synoptic types are significantly increasing. It 
follows that the more intense extreme synoptic conditions may be resulting in an increasing scale 
of aerosol events. As climate conditions continue to evolve, this highlights the critical need to 
better understand the feedbacks between climate and aerosol populations. 
Discussion 
The motivation for climate indicators is that they must represent key components of the 
climate system. This is certainly the case for the aerosol-CIs. The guidance for developing CIs is 
that they should be relatively straightforward to compute and readily evaluated in both the 
contemporary and possible future climate. Thus, the aerosol-CIs we propose can be readily 
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derived for any gridded data set and therefore can be applied to any region using current and 
future generation reanalysis products and/or output from regional and climate models.  
The aerosol-CIs presented herein are designed to be useful in tracking changes in climate 
relevant aspects of the aerosol population and to assist in diagnosing the causes of changes in 
aerosol populations at the regional scale. Their utility in the former regard is illustrated by 
application to the NCA regions, and specifically the finding that mean and extreme AOD and 
SSA is declining and AE is increasing in virtually all regions consistent with a tendency towards 
lower aerosol burdens that are increasingly dominated by fine mode (small diameter) and more 
absorbing aerosols. This implies a decline in the degree to which aerosols have offset greenhouse 
gas related warming of the climate over much of the contiguous U.S.   
The aerosol-CIs are also defined using two geospatial metrics: Spatial correlation and 
spatial coherence. The former (Moran’s I) characterizes normalized co-variability and is a 
measure of the degree to which daily fields of AOD, AE, and SSA exhibit spatial clustering. The 
latter is a measure of the distance (range in the semivariogram) at which spatial fields become 
independent. The utility of these two spatial metrics in terms of diagnosing causes of changes in 
aerosol populations at the regional level is also indicated by the presence of divergent trends in 
AOD-I and AOD-SC in the NCA regions. These findings imply a tendency towards more grid 
cell–to–grid cell variability in aerosol populations (due to declining regional precursor and 
aerosol emissions leading to an increase in the relative importance of local emissions) within 
larger areas of increased spatial coherence (i.e. large range values from the semivariograms) 
possibly due to an increase in the intensity of the predominant modes of synoptic scale 
meteorology.   
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Methods 
MERRA-2 
The aerosol-CIs proposed herein use a recently released model data product, Modern-Era 
Retrospective Analysis for Research and Application, Version 2 (MERRA-2). This product is the 
first data-constrained, gridded reanalysis of aerosol properties and its release affords the first real 
opportunity to develop and apply aerosol-CIs for the U.S. NCA (or any global region). MERRA-
2 is derived using assimilation of both meteorological and aerosol observations every 6 and 3 
hours, respectively, into the Goddard Earth Observing System, version 5 (GEOS-5) model8. It 
provides hourly, global gridded output of meteorological variables and aerosol optical properties 
including AOD, AE, and aerosol scattering extinction at 0.625° by 0.5° resolution. The aerosol 
characteristics are constrained using a wide suite of remote sensing products. For example, AOD 
at 550 nm is derived from Moderate Resolution Imaging Spectroradiometer (MODIS) 
measurements on both the Terra and Aqua satellites (Collection 5)35 of reflectances, solar and 
instrument geometry, cloud cover, and surface features8 using a neural network retrieval (NNR) 
trained using AERONET measurements. It is noted that an artificial trend exists in Terra data 
assimilated into MERRA-2, which may confound the trend analysis; thus trends identified here 
should be further validated with future MERRA releases in which this trend is corrected. A 
similar approach is used to assimilate Advanced Very High Resolution Radiometer (AVHRR)36 
measurements of radiances, total precipitable water, wind speed, and solar and instrument 
geometry trained to the MODIS NNR. MISR AOD is assimilated only over bright surfaces37, and 
ground-based AOD measurements from the AERONET17 are assimilated after 1999. As the 
density of assimilated aerosol optical properties and meteorological measurements increases 
greatly after 20008,38, the analysis presented here is limited to 2000 – 2015. 
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MERRA-2 aerosol properties that are not directly assimilated have been compared to, 
and found to be in reasonable agreement with, satellite-based measurements and near-surface 
measurements of PM2.5, although there is an underestimation of winter PM2.5 concentrations over 
the northwest and northeast, potentially due to lack of nitrate aerosols in MERRA-27. 
Physical variable from MERRA-2 used here within the synoptic-scale meteorological 
classification have also been extensively evaluated in the previous MERRA release39. 
Wildfire and anthropogenic emissions 
Estimates of wildfire occurrence and spatial extent used herein to diagnose trends in the 
aerosol-CIs derive from the Global Fire Emissions Database (GFED4) monthly burned area 
product. GFED4 provides monthly estimates of hectares of burned area on a 0.25° grid derived 
from the MODIS (Collection 5.1) monthly burned area product40.  
Annual estimates of anthropogenic emissions of carbon monoxide (CO), NH3, NOx, 
PM10, PM2.5, SO2, and VOCs are also used in attribution of changes in the aerosol-CIs. These 
estimates are accumulated for all states within each of the NCA regions and derive from the 
EPA’s state level National Emissions Inventory (NEI)41. It is noted that there is inherent 
uncertainty in emissions estimates due to spatiotemporal variability in emission sources, 
measurement and sampling errors, and the simplification of modeled emissions processes. For 
example, SO2 emissions rely on the sulfur content of the combustible material, biogenic 
emissions vary with environmental conditions, and NH3 emissions lack wide-spread regulatory 
restrictions and ambient NH3 measurements are scarce42,43. Additionally, MERRA-2 aerosol 
speciation depends, in part, on the magnitude of prescribed emissions, which do not evolve (i.e. 
persistency is assumed) during the later years of the study period8. Despite these uncertainties, 
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measurements of species important for secondary aerosol formation, e.g. SO2, suggest that trends 
in emissions are robust15,44. 
Statistical methods used to derive and interpret the aerosol-CIs  
The aerosol-CIs we propose quantify the regionally-averaged mean AOD, AE, and SSA; 
extreme (90th percentile) AOD; and two geostatistical metrics of spatial autocorrelation and 
spatial coherence of AOD, AE, and SSA.  
The global spatial autocorrelation for each region and aerosol parameter is computed at 
the daily timescale and quantified using Moran’s I18: 
𝐼 = 𝑁
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where N is the number of grid cells, wij is the weight for grid cells i and j, Xi is the daily mean 
value (AOD, AE, or SSA) at grid cell i, X� is the mean of the daily means for all grid cells, and Dij 
is the great circle distance between the centroid of grid cell i and j. Values approaching 1 and -1 
indicate positive and negative spatial autocorrelation, respectively, while 0 indicates a random 
spatial field. Significance for rejecting the null hypothesis of no spatial autocorrelation is 
determined by calculating a z-score for each I: 
𝑍 = 𝐼 − 𝐸(𝐼)
𝐶𝑐𝑟(𝐼) … (3) 
𝐸(𝐼) = − 1
𝑁 − 1 … (4) 
𝐶𝑐𝑟(𝐼) = 𝑁𝑆4 − 𝑆3𝑆4(𝑁 − 1)(𝑁 − 2)(𝑁 − 3)∑ ∑ 𝑤𝑎𝑖𝑁,𝑎≠𝑖𝑖=1𝑁𝑎=1 − 𝐸(𝐼)2 … (5) 
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The spatial coherence of each variable in each region is computed using semivariograms which 
describe the semivariance as a function of separation distance between all grid cell pairs19: 
𝛾(ℎ) = ∑ ∑ [𝑋𝑎 − 𝑋𝑖]2𝑁,𝐷𝑖𝑖∈∆ℎ𝑖=1𝑁,𝑎∈𝑄𝑎=1
𝑁(∆ℎ) × |𝑄| … (11) 
Where N(h) is the number of grid cell pairs that are separated by a great circle distance of h, Xi 
and Xj are the daily mean values (AOD, AE, or SSA) at grid cells i and j, respectively, Δh is a 
bin range of separation distances, and Q is the set of all grid cells not within three grid cells of 
the domain border. The empirical semivariogram fit, γ(ℎ), is binned in 100 km increments (i.e. 
γ( 1 − 100 km) includes all grid cell pairs separated by 1 – 100 km). An exponential fit is used 
to model γ(ℎ) assuming an exponential decay in correlation with distance and for physical 
interpretability of the model45,46. 
𝛾′(ℎ) = 𝐶𝑛 + 𝐶𝑝 �1 − 𝑒−3ℎ𝑎 �… (12) 
Where γ′(h) is the exponential model fit; Cn is the nugget describing the semivariance at zero 
spatial lag, resulting from variability at scales below data resolution45; Cp is the partial sill, where 
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the sill, Cn + Cp, is the semivariance as h → ∞; and a is the range or distance at which 95% of the 
sill is reached, indicating the distance at which two locations are no longer correlated. γ(ℎ) is 
calculated for each day, and γ′(h) is fit to the mean γ(ℎ) for all days in each season46. For the 
CIs to be tracked through time, a single daily quantity is required. Thus, the daily “scale of 
spatial coherence”, SC, is herein defined as the minimum h where γ(h) > 0.75as, where as is the 
range for that season. AE semivariance tends to increase linearly with distance leading to high 
uncertainty in a range determined using the exponential semivariogram model. 
Temporal trends in the aerosol-CIs are quantified and the significance determined using 
Kendall’s tau-b (τb) rank coefficient47. τb is calculated by comparing all pairs of observations, 
{(ti, Xi), (tj, Xj)} where Xi and Xj are the variable (AOD, AE, SSA) at time ti and tj, respectively: 
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where N is the number of observations. τb > 0 indicates a positive trend and τb < 0 indicates a 
negative trend. The significance of the trend is quantified using z-scores48: 
𝑍 = 𝐶 − 𝐶
�𝑣𝑠 − 𝑣𝑥 − 𝑣𝑠18 + 𝑣1 + 𝑣2 … (17) 
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The slope of the trends, in terms of percentage change per year, is estimated to be the slope of a 
linear regression fit to the CIs’ time series. 
It is hypothesized that changes in anthropogenic and natural precursor and primary 
aerosol emissions will be associated with changes in the aerosol populations. The significance of 
this association is quantified using the Pearson’s r correlation coefficient. 
Prior research indicates that synoptic meteorological conditions are also a key control of 
aerosol concentrations25,26. Thus, PCA is used to derive a daily synoptic classification and 
investigate the interaction between synoptic conditions and aerosol properties, and to determine 
the impact of meteorology on the CIs trends. Predictors used in the PCA are air temperature and 
water vapor at 700 hPa plus 500 hPa geopotential heights from MERRA-2. The number of PCs 
to retain for each region was determined using a scree test49 and the retained factors are rotated 
using a Varimax rotation50. Between six and nine components (i.e. unique synoptic types) were 
retained for each of the eight NCA regions. The PC scores for each day (i.e. similarity to the 
major modes of variability as characterized by the PCs) are used to track changes in the 
frequency of each synoptic type (i.e. counts of days with highest similarity to each of the modes) 
and the intensity of the types (i.e. the magnitude of the scores for each PC). The mean anomaly 
of each aerosol-CI on all days classified by each synoptic type, calculated relative to the mean 
aerosol-CI computed for all days, is used to illustrate the importance of meteorological 
conditions at the synoptic (regional) scale in determining aerosol properties. 
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Data availability 
MERRA-2 data is available from the Goddard Earth Science Data and Information 
Services Center (https://disc.sci.gsfc.nasa.gov/), GFED4 is available from 
http://www.globalfiredata.org/, and NEI is available from 
https://www.epa.gov/sites/production/files/2016-12/state_tier1_90-16.xls. 
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Figure S5.1 and S5.2 
Introduction  
This supporting information provides figures illustrating the trends in the aerosol climate 
indicators. 
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Figure S5.1. Trends in mean AOD, AE, and SSA, and extreme AOD. The time series has been 
smoothed in the plot using a 50-day running mean for legibility. The solid and dashed lines are 
the linear regression fit and 95 % confidence interval for the regression slope, respectively. No 
smoothing was applied for the regression fit. 
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Figure S5.2. As in Figure S5.1 for trends in Moran’s I (I) and scales of spatial coherence (SC) of 
AOD, AE, and SSA. 
 
 
  
 149 
CHAPTER 6 
NEW PARTICLE FORMATION LEADS TO CLOUD DIMMING 
Ryan C. Sullivan, Paola Crippa, Hitoshi Matsui, L. Ruby Leung, Chun Zhao, Abhinav Thota, 
and Sara C. Pryor, submitted. 
New particle formation (NPF), nucleation of condensable vapors to the solid or 
liquid phase, is a significant source of atmospheric aerosol particle number concentrations. 
With sufficient growth, these nucleated particles may be a significant source of cloud 
condensation nuclei (CCN), thus altering cloud albedo, structure, and lifetimes, and 
insolation reaching the Earth’s surface. Herein we present one of the first numerical 
experiments to quantify the impact of NPF on cloud radiative properties that is conducted 
at a convection permitting resolution and that explicitly simulates cloud droplet number 
concentrations. Consistent with observations, these simulations suggest that in spring over 
the Midwestern U.S.A., NPF occurs frequently and on regional scales. However, the 
simulations suggest that NPF is not associated with enhancement of regional cloud albedos 
as would be expected from an increase of CCN. These simulations indicate that NPF 
reduces ambient sulfuric acid concentrations sufficiently to inhibit growth of preexisting 
particles to CCN sizes. This reduction in CCN-sized particles reduces cloud albedo, 
resulting in a domain average positive top of atmosphere cloud radiative forcing of 10 W 
m-2 and up to ~ 50 W m-2 in individual grid cells relative to a simulation in which NPF is 
excluded. 
Atmospheric aerosol particles (hereafter aerosols) have the potential to offset some 
fraction of the climate change associated with increased greenhouse gas concentrations1. In 
addition to directly scattering and absorbing insolation, aerosols impact cloud properties, further 
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perturbing surface insolation and climate2,3. New particle formation (NPF) has been observed to 
occur in numerous environmental conditions across the Earth and contributes significantly to 
aerosol number concentrations4–6. However, the degree to which freshly nucleated aerosols can 
grow sufficiently to act as cloud condensation nuclei (CCN), increase cloud albedo, and result in 
negative radiative forcing, remains uncertain7,8, and a full understanding of the complex cloud-
aerosol interactions is lacking9,10. 
A number of challenges confront attempts to quantify the impact of NPF on CCN number 
concentrations and cloud properties at the local/regional/global scale. These include: (1) 
Uncertainties in the precise nucleation mechanism responsible for NPF and appropriate scaling 
parameters within NPF schemes. While previous numerical modeling and in situ measurement 
studies have suggested that a significant portion of global CCN originates from NPF11–14, the 
impact is regionally variable, scale dependent, and dependent on the assumed nucleation 
pathway15,16. (2) Uncertainties in, or challenges to, representation of the impact of NPF on gas 
phase concentrations, aerosol particle size distributions (PSD), and aerosol-cloud interactions 
including the supersaturation necessary for CCN activation17.  
NPF is not inevitably associated with increased CCN concentrations, at least at the 
regional scale. For example, NPF can alter the condensational sink (CS) sufficiently to inhibit 
growth of pre-existing particles to CCN sizes18, which is consistent with observations of 
increased contribution of NPF to CCN concentrations during less polluted conditions19. Some 
experimental studies have sought to estimate the contribution of NPF to CCN concentrations by 
comparing concentrations before and after NPF events, but are subject to large uncertainties due 
to violations of the stationarity assumption. Further, the actual activation of particles is 
dependent on the supersaturation. Some analyses have sought to derive CCN estimates 
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theoretically from aerosol number concentrations and assumed supersaturations that may not 
realistically represent true in-cloud conditions20,21. The high degree of sensitivity to assumed 
water vapor supersaturation is illustrated by previous simulations over the Beijing region of 
China, which found that while NPF increased CCN at high supersaturations, it reduced CCN at 
lower supersaturations22.  
Recent increases in computing resources and complexity of available aerosol-cloud 
microphysics schemes23,24 enable simulation of the impact of NPF on aerosol PSD, while 
explicitly resolving convective clouds at high resolution and cloud droplet number distributions 
(i.e. double-moment microphysics), and thus permit evaluation of the resultant aerosol-cloud 
impacts. 
Herein, we use the Weather Research and Forecasting model coupled with Chemistry 
(WRF-Chem v3.6.1) with the NPF mechanism of Matsui et al. 2011 (ref. 22) to simulate and 
quantify the impact of NPF on cloud radiative properties during May 2008. WRF-Chem is 
applied to a domain of 800 × 800 km at 4 km resolution, for the period 9 – 27 May 2008 (9 – 11 
May are used as spin-up) using the Morrison double-moment microphysics scheme and without 
any cumulus parameterization to explicitly resolve convection and cloud droplet number 
concentrations (See Table S6.1 for full simulation settings). The high spatial-resolution used 
herein is generally believed to be sufficient to resolve convection25. May was chosen as the 
simulation period because it is the month of highest observed NPF frequency over the 
Midwestern U.S.A.26, and during this specific month (May 2008) an intensive field experiment 
was conducted in southern Indiana permitting detailed evaluation of simulated aerosol PSD 
along an 80 km transect across the middle of the domain extending from a small town, to an 
expansive forest, and to the major urban area of Indianapolis27 (Figure 6.1a).  Near-surface  
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Figure 6.1. a) Land use within the simulation domain from MODIS for 2012. Also shown are 
locations of the three in situ particle size distribution measurement sites (BMG, MMSF, and 
INDY). b) Time series of hourly nucleation mode number concentrations from WRF-Chem 
(solid-lines; see legend in bottom panel) with various prefactors and NPF turned off, and from in 
situ measurements (dashed-lines). Note two instruments (an SMPS and an FMPS) were operated 
simultaneously at MMSF. c) Comparison of the hourly average condensational sink (CS) from 
WRF-Chem (abscissa axis) and in situ measurements (ordinate axis). As CS did not vary greatly 
across the simulations, only the highest prefactor and no NPF are shown. Approximate Dp range 
used to compute the CS is shown in the upper left of each panel. 
aerosol and gas phase concentrations are also evaluated using data from EPA’s Air Quality 
System (AQS) (see details in SI). Cloud properties are evaluated using satellite-based remote 
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sensing measurements from the MOderate Resolution Imaging Spectroradiometer on the Aqua 
satellite (MODIS-Aqua) at 5 km nadir resolution.   
Four sets of WRF-Chem simulations are conducted. They vary in terms of whether NPF 
is enabled and the prefactor used to quantify the number of particles formed as a function of the 
sulfuric acid concentration. The precise nucleation mechanism (e.g., activation, binary, ternary, 
ion-induced, organic28) for NPF likely varies in space and time29,30. Within the boundary layer 
most studies indicate that the production of ~1 nm diameter particles during NPF events scales 
with sulfuric acid vapor concentrations raised to a power n ([H2SO4]n), multiplied by a 
prefactor31–34. Further, in situ measurements within the domain indicate ultrafine particle number 
concentrations are strongly associated with [H2SO4]27. Thus, herein we implement an activation 
type nucleation mechanism22,35,36 with n = 1 and prefactors of 2×10-7, 2×10-6, and 2×10-5 × 
[H2SO4]; and compare those with a simulation in which NPF is excluded. This suite of 
simulations is inclusive of nucleation prefactors used in prior studies (and is evaluated in terms 
of the degree of agreement with PSD measured at three sites during the study period), and permit 
both an analysis of the sensitivity of our results to the nucleation prefactor and clear 
quantification of the impact of NPF on CCN concentrations and cloud properties. Simulations 
such as those presented herein are highly computationally demanding (the four simulations of the 
19 day period presented herein required ~350,000 core hours on a Cray supercomputer), thus 
previous studies have either chosen to simulate relatively short periods35, to simulate at 
comparatively low resolution, requiring use of cumulous parameterizations37, to employ a single 
prefactor30, or to simplify the gas-particle chemical schemes (most frequently neglecting 
production of secondary organic aerosol mass)38. Herein, we selected to simulate a long period, 
to evaluate the sensitivity to NPF prefactors, and to conduct the simulations at convective 
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permitting scales with a high precision cloud microphysics scheme. Due to evidence from in situ 
measurements that partitioning of semi-volatile products of oxidation of volatile organic 
compounds makes only a small contribution to the growth of nano-scale particles in this 
environment27,1, production of organic aerosol mass is excluded from the simulations. 
Evaluation of the simulations 
Prior to use of the WRF-Chem output to quantify the impact of NPF on cloud properties, 
the simulations were subject to a detailed model performance evaluation (see SI). In brief, the 
results of this evaluation indicate that for all three observing sites, the activation scheme 
replicates the day-to-day variability in occurrence and intensity of NPF (Figure 6.1b, Figures 
S6.1 and S6.2). The highest correlation between hourly measured and simulated nucleation mode 
concentrations (particle diameter (Dp) < 25 nm) occurred with a prefactor of 2×10-5 (r = 0.20 – 
0.48), and the lowest root mean squared error resulted from a prefactor of 2×10-6 (RMSE = 
8.7×103 – 3.9×104 cm-3). The RMSE is the same magnitude as instrument uncertainty (e.g., 
RMSE = 7.8×103 cm-3 for two co-located instruments at the central measurement location 
(Morgan Monroe State Forest, MMSF)  that operate with different PSD discretization and 
measurement principle: Scanning Mobility Particle Sizer (MMSF-SMPS) and Fast Mobility 
Particle Sizer (MMSF-FMPS)). Although the model exhibits similar values of the CS to near-
surface observations, the range is higher in the model except at the site in Indianapolis (INDY), 
due to the higher background aerosol concentration in the urban area (Figure 6.1c). This is 
consistent with a positive bias in simulated near-surface aerosol mass (PM2.5 and PM10) relative 
to EPA measurements across the study domain (Figure S6.3)39. Conversely, the simulations are 
negatively biased for near-surface sulfur dioxide (SO2) and nitrogen dioxide (NO2) 
concentrations (Figures S6.3 and S6.4). This is likely associated with a negative bias in [H2SO4], 
 155 
and thus may explain our observation that the highest correlation between in situ nucleation 
mode particle concentrations and the simulation occurs for the largest NPF prefactor. For 
brevity, the remainder of the study focuses primarily on output from the 2×10-5 × [H2SO4] and 
control (no NPF) simulations. 
Cloud fraction is a dominant modulator of radiative fluxes, but capturing cloud presence 
at the correct location, at the correct time is one of the greatest challenges to atmospheric 
models40,41. Both the no NPF and 2×10-5 × [H2SO4] prefactor simulations exhibit relatively high 
skill in identifying cloud presence and cloud-top height. When compared with MODIS-Aqua 
retrievals on a pixel-to-pixel and hour-to-hour basis, 50 % of cloud impacted pixels (i.e., grid 
cells with clouds in any vertical layer) are correctly simulated across the entire domain (Figure 
6.2b) and cloud top heights exhibit r > 0.6 over 20 % of grid cells (and positive over almost all of 
the grid cells within the domain). For all grid cells mean (standard deviation across grid cells) r = 
0.38 (0.30) and root mean square error (RMSE) = 369 hPa (64 hPa) between the NPF simulation 
and MODIS, relative to a mean (standard deviation) cloud top height of 390 hPa (± 230 hPa) and 
529 hPa (248 hPa) from WRF-Chem and MODIS-Aqua, respectively (Figure 6.2c). Thus, we 
conclude the simulations reproduce the observed cloud fields sufficiently well that they are 
adequate for evaluating differences in cloud properties between the control and NPF simulations. 
Spatial scales of NPF and impact on top of atmosphere radiative forcing 
For an appreciable climate impact, aerosol forcing must occur on relatively large (e.g. 
regional) scales. In situ measurements taken at spatially distributed sites have indicated that NPF 
is indeed a regional phenomenon, but exhibits important sub-regional heterogeneity due to local 
emissions and/or sulfur-rich plumes42–45. Herein we examine the spatial scales of NPF to 
determine whether the model reproduces these features. Using the definition that a NPF event  
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Figure 6.2. a) Number of MODIS retrievals in each grid cell when a cloud was present in 
MODIS or WRF-Chem. b) Fraction of retrievals for which WRF-Chem correctly simulated the 
presence of clouds (see Eq. 5 in Methods). c) Pearson’s correlation coefficient and d) root mean 
squared error for cloud top heights (hPa) between MODIS and WRF-Chem. The first column 
shows results for no NPF simulations; the second column is with NPF turned on with a prefactor 
of 2×10-5 × [H2SO4].  
day is one in which nucleation mode (Dp < 25 nm) number concentrations during one or more 
hours exceed the grid cell mean value by 0.5 standard deviations, 9 of 16 simulation days were 
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classed as exhibiting nucleation events at Indianapolis (INDY) and Bloomington (BMG), and 11 
of 16 days at MMSF. Using this definition, NPF is simulated, on average across all grid cells, on 
76 – 78 % of days on which a NPF event day is identified at each of the three in situ 
measurement sites (Figure 6.3a). When isolating only particularly strong NPF days (i.e. days 
when nucleation mode particle number concentrations were one standard deviation above the 
mean), the spatial scale of coherence is smaller, but averaged across the entire domain, strong 
NPF still occurs on 62 – 66 % of days on which NPF is simulated at each of the three in situ 
measurement sites (Figure 6.3b). This implies that NPF is being observed and simulated on 
sufficiently large scales to potentially have an impact on regional cloud properties and thus 
regional climate. 
The impact of NPF on cloud albedo and radiative forcing is quantified by comparing the 
top of atmosphere outgoing shortwave (TOA-SW) radiation from the NPF simulations and the 
control simulation without NPF for all grid cells and hours with clouds in both simulations. For 
most days on which no NPF was observed in the NPF-enabled simulations, the output from all 
simulations is virtually identical with respect to all cloud radiative properties indicating only 
modest day-to-day impact from NPF within the simulation domain. On days when NPF was 
observed, for all prefactors, the NPF simulations have lower TOA-SW for grid cells with 
simulated clouds than the control simulation, indicating a decrease in cloud albedo, which is of 
greatest magnitude for the simulations with the highest NPF prefactor (Figure 6.4a-c). Averaged 
over the entire simulation period (12 – 27 May 2008; including nighttime hours), this forcing is > 
14 W m-2 (10 W m-2, when including cloud free hours and grid cells) over the majority (50 %) of 
grid cells and > 30 W m-2 over 8 % of the domain, indicating a substantial perturbation in the 
regional radiative budget (Figure 6.4a and Figure S6.5). NPF does not drastically change  
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Figure 6.3. Fraction of modeled days on which NPF events were simultaneously predicted in the 
grid cell and those containing the three observational sites (INDY, MMSF, and BMG). An event 
day is declared if any hourly nucleation mode concentration is a) > one-half of a standard 
deviation above the local mean or b) a standard deviation above the local mean. The 
classification of a) most closely agrees with a subjective classification, while b) identifies only 
intense NPF event days. The black bars on the color bars represent the coincident NPF days 
expected for a random field (1000 Monte-Carlo iterations). 
simulated cloud top heights. Ninety-percent of all grid cells and simulation hours exhibit a 
difference in cloud top heights of less than 30 hPa between the NPF simulation and the 
simulation without NPF. While NPF decreases TOA-SW of simulated clouds, there is also only a 
modest change in simulated cloud fraction. Ninety-percent of grid cells exhibit little or no 
difference (between –6 % and +2 %) in the number of hours with cloud present in the 
simulations with and without NPF. TOA-SW is generally lower when NPF is turned on. This 
indicates lower cloud albedo and hence reduced reflection of solar radiation on days when NPF 
is simulated. However, when examining individual days this is not uniform in space or time. For 
example, the TOA-SW is lower in the NPF simulation for 12 May, but higher on 26 May than in 
the no NPF simulation (Figure 6.4d). 
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Figure 6.4. Difference in top of atmosphere shortwave radiative flux (W m-2) between the 
simulations with NPF on and the simulation with NPF off. a-c) Mean difference across the entire 
study period with a prefactor of a) 2×10-5, b) 2×10-6, c) 2×10-7 × [H2SO4]. d) Daily mean 
differences for the 2×10-5 × [H2SO4] simulation. Dates are ordered sequentially in row-major 
order (i.e. upper left is 12 May, while the lower right shows 27 May) and NPF events days as 
simulated at MMSF are indicated by red stars in the upper right corner of each panel. 
Discussion 
New particle formation increases aerosol particle number concentrations, and with 
sufficient ambient condensable vapor concentrations, those new particles can grow sufficiently to 
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increase CCN concentrations, and ultimately increase cloud albedo, resulting in a negative 
radiative forcing (i.e. cooling of the surface and troposphere). Prior research found that at 
supersaturations of 1% and 0.4%, approximately half of ~ 50 and 80 nm aerosols can act as 
CCN, respectively20. However, the importance of NPF to CCN is very sensitive to the assumed 
supersaturation, and supersaturations rarely exceed 1% in nature21. Consistent with prior studies, 
our simulations also indicate there is frequently an increase in 50 nm (occasionally 80 nm) 
diameter aerosols following NPF; however, the increase is often accompanied by a decrease in 
the concentrations of larger diameter aerosol particles (Figure 6.5a). Therefore, while the number 
of aerosol particles that are potentially large enough to act as CCN increases, it is typically 
accompanied by a downward shift in aerosol diameter and thus a requirement for higher water 
vapor supersaturation. Further consistent with prior studies, the simulations presented herein 
indicate that the concentration of aerosol particles with diameters > 100 nm are up to two 
standard deviation above the mean on NPF event days (Figure 6.5b). However, the enhancement 
of CCN concentrations occurs on those days even in the control simulation without NPF, 
indicating a non-NPF CCN source that coincides with conditions favorable for NPF (Figure 
6.5b). Additionally, on NPF days, this CCN enhancement is reduced and a shift to smaller 
particle diameters is simulated, potentially due to NPF reducing available semi-volatile species 
(such as H2SO4, Figure 6.5c) and thus inhibiting condensational growth of pre-existing aerosols. 
To our knowledge, this is the first study to explicitly resolve changes in cloud droplet 
number concentrations and cloud albedo due to NPF. Contrary to our a priori expectation, in the 
limited study area and period presented here, NPF reduces cloud albedo and thus cloud forcing, 
on average, by 10 W m-2 and by up to 50 W m-2 on individual days in a substantial number of 
grid cells. It is worthy of note that for all of the NPF prefactor values sampled herein, the TOA- 
 161 
 
Figure 6.5. a) Difference in particle number concentration (dN/dlogDp; cm-3) by particle 
diameter (colors) between output from the NPF on and NPF off simulations at the locations of 
the three in situ measurements sites (location of sites shown in Figure 6.1). b) Differences in 
anomalies (standard deviations from mean) of the particle number concentrations calculated by 
diameter across the study period relative to the no NPF simulation at the MMSF grid cell for the 
various prefactor (top three panels) and anomalies for the no NPF simulation (bottom panel). 
NPF event days are indicated by red asterisks on the MMSF panel in a) and above the top panel 
in b). c) As in a) for MMSF, but enlarged and annotated to highlight NPF events and increases 
in 51 nm (and 82 nm) particles at the expense of larger particles. d) Ratio of sulfuric acid 
concentrations in the no NPF simulation relative to the simulation with NPF. 
SW forcing is, on average, positive (Figure 6.4a-c), though it is of smallest magnitude for the 
lowest prefactor. It is important to re-emphasize that May is the month with greatest frequency of 
NPF events in the Midwest and thus the indirect radiative forcing from NPF reported herein 
cannot be scaled to give an estimate of the annual net radiative forcing. However, for 
comparison, this radiative forcing is of the opposite sign to the mean annual aerosol indirect 
forcing of ∼ -2 W m-2 for the eastern USA derived from coarse-resolution global simulations46, 
which in turn is comparable to the annual mean net radiative forcing (of approximately -1 W 
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m−2) associated with the observed transition of cropland to forests over the eastern US during 
1920-1996 (ref. 47). The discrepancy between our results and the global simulations is likely due 
to our focus on the calendar month of highest NPF frequency and the importance of direct versus 
parameterized convection and the microphysical scheme in dictating the cloud response to NPF.  
It appears that NPF can potentially have a significant positive or negative impact on 
regional aerosol indirect radiative forcing with the magnitude and even sign of the effect 
(warming or cooling) varying in space and time even within a region. This has significant 
implications for making robust regional climate projections, and highlights the importance of 
explicitly resolving complex cloud-aerosol processes in order to better understand and 
characterize the indirect radiative forcing due to NPF. The computational demand imposed by 
the complexity of resolving these processes necessarily limited the spatial domain and temporal 
duration of the simulations presented herein and led to a decision to use a comparatively simple 
chemical scheme. Future work will include testing the generalizability of our findings to time of 
year and geographic location, and the sensitivity of our results to the NPF pathway scheme used 
and/or inclusion of the partitioning of semi-volatile organic species, and both future emissions 
and climate scenarios. 
Methods 
Model description and settings 
Simulations were run from 9 – 27 May 2008 (9 – 11 May are used as model spin-up) on a 
200×200×45 grid cell domain (the outer 5 grid cells were treated as a buffer zone and excluded 
from the analysis) centered on 40°N, 85°W using WRF-Chem version 3.6.1 with the activation 
NPF scheme of Matsui et al, 201122. The simulations were run on a Cray XE6/XK7 
supercomputer (Big Red II) for 28 days on 128 cores per simulation. To decrease overall 
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runtime, the cores were distributed across 16, 16-core Opteron/NVIDIA nodes using only 8/16 
cores per node. In total, the simulations presented herein required ~350,000 core hours. 
The simulations were run with the following settings (see comprehensive overview of 
simulation settings in SI): 
• A time-step of 20 s (physics, chemistry, and photolysis) was used and output was saved once 
every hour. 
• Anthropogenic emissions were from the 2011 National Emissions Inventory (NEI); biogenic 
emissions are from the Model of Emissions of Gases and Aerosols from Nature (MEGAN); 
chemical initial and boundary conditions are from the Model for OZone and Related 
chemical Tracers (MOZART); and meteorological initial and boundary conditions are from 
the North American Mesoscale Forecast System (NAM).  
• No cumulus parameterization was enabled and the Morrison double-moment microphysics 
scheme was used with prognostic cloud droplet number. 
• The Rapid Radiative Transfer Model for GCMs (RRTMG) was used for both long- and 
shortwave radiation at 10 min time-steps. 
• The Monin-Obukhov Similarity scheme was used for the surface-layer parameterization, the 
Yonsei University (YSU) scheme was used for the planetary boundary layer physics, and the 
Noah Land Surface Model was applied. 
•  Chemistry and aerosols were simulated with the Carbon-Bond Mechanism version Z 
(CBMZ) and the Model for Simulating Aerosol Interactions and Chemistry (MOSAIC) using 
20 sectional aerosol bins from 1 nm – 10 μm with aqueous reactions, and aerosol optical 
properties were calculated using a volume approximation. 
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Evaluation methods 
The appropriate prefactor for the activation nucleation mechanism used herein is subject 
to considerable uncertainty and may be spatially and temporally variable22,36. Thus simulations 
were run using 2×10-7, 2×10-6, and 2×10-5 × [H2SO4] (Equation 1), and the aerosol number 
concentrations were compared to in situ measurements from either Scanning Mobility Particle 
Sizers (SMPS) or Fast Mobility Particle Sizers (FMPS) at three locations near the center of the 
study domain: Indianapolis, IN (INDY; FMPS Dp = 6 – 523 nm), Morgan Monroe State Forest, 
IN (MMSF; SMPS Dp = 6 – 110 nm and FMPS Dp = 6 – 523 nm), and Bloomington, IN (BMG; 
SMPS Dp = 10 – 414 nm). The comparisons of nucleation mode particle number concentrations 
and CS only include simulated aerosol number concentrations in the size bins matching the 
respective instrument’s size bins. The CS is calculated using Equations 2-4 (ref. 48). 
𝐽 = 𝐴 × [𝐻2𝑆𝐶4] … (1) 
where J is the nucleation rate of 1 nm particles, A is the prefactor, and [H2SO4] is the sulfuric 
acid vapor concentration. 
𝐶𝑆 = 2𝜋𝐶�𝛽𝑎𝐶𝑝𝑎𝑁𝑎
𝑎
… (2) 
𝛽𝑎 = 1 + 𝐾𝑛1 + � 43𝛼𝑎 + 0.337� 𝐾𝑛 + 43𝛼𝑎 𝐾𝑛2 … (3) 
𝐾𝑛 = 2𝜆
𝐶𝑝
… (4) 
where D is diffusion coefficient (0.06 cm2 s-1 herein; ref. 49), βi is the transition regime 
correction factor and Ni is the aerosol number concentration for aerosols size i, Kn is the 
Knudsen number, α is the sticking coefficient (unity herein), λ is the mean free path of air (68 nm 
herein). 
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In situ surface trace gas and aerosol mass measurements used in the model performance 
assessment are from all available U.S. Environmental Protection Agency monitoring sites within 
the study domain. Trace gas measurements are daily mean and max values calculated from 
hourly average measurements for SO2, NO2, and carbon monoxide (CO), and 8-hour running 
average measurements for ozone (O3); daily mean particulate matter with diameters < 2.5 and 10 
µm (PM2.5 and PM10) mass measurements are on a one-in-three or one-in-six day schedule 
depending on the site. The mean error (ME) is calculated for the nearest WRF-Chem grid cell 
centroid to each site.  
Cloud properties used in the model evaluation are from the MODIS instrument on the 
Aqua satellite (equatorial overpass ~ 1330 local standard time) and have a spatial resolution of 5 
× 5 km at nadir. For all retrievals over the domain, comparison is made to the nearest WRF-
Chem output hour for the nearest grid cell within 10 km of the retrieval centroid. As no cumulus 
parameterization is used, grid cells are defined as either cloud or no cloud, and a location is 
defined as cloudy if clouds are present anywhere in the vertical column; MODIS pixels with a 
cloud fraction > 0 are defined as cloudy. The percentage of correctly simulated cloudy pixels is 
quantified as the normalized number of correct forecasts (cloud in both MODIS and WRF-
Chem) by the number of missed forecasts (cloud in MODIS, but not WRF-Chem) and false 
alarms (cloud in WRF-Chem, but not MODIS) (Equation 5). The simulation cloud top height is 
defined as the highest model level with clouds present and is also evaluated relative to 
observational estimates from MODIS using the Pearson correlation. It is noted that cloud top 
heights are not Gaussian; thus Pearson’s correlation coefficients should be interpreted cautiously. 
𝑆𝑒𝑟𝑐𝑒𝑛𝑐 𝐶𝑐𝑟𝑟𝑒𝑐𝑐 = ℎ
𝑚 + 𝑖 + ℎ… (5) 
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where h is the number of correct forecasts, m is the number of missed forecasts, and f is the 
number of false alarms. 
As there are 190×190 grid cells in the horizontal dimension, an automated method is used 
to classify each day as either a NPF event or non-event day. A day is defined as a NPF event day 
if the nucleation mode (Dp < 25 nm) number concentration during any hour was greater than 0.5 
standard deviations (σ) above the mean value for that grid cell over the entire simulation period. 
This threshold is selected to replicate the NPF frequency derived using a subjective classification 
of the PSD time series at MMSF. Additionally, a NPF event day was considered ‘intense’ if the 
nucleation mode number concentration was greater than 1 σ above the local mean. The scale of 
spatial coherence in NPF occurrence is quantified by calculating the fraction of days on which 
NPF occurred at each grid cell for all days on which NPF was simulated in the grid cells 
containing three in situ measurement sites. The frequency of co-occurrence of NPF event days 
between each site and a random field is computed using a 1000-iteration Monte Carlo 
simulation. For each iteration a random value is given to each day, and if this value is 0.5 (1) σ 
above the mean for all days it is classified as an NPF event (intense event) day.  
Radiative forcing is quantified using top of atmosphere (TOA) upward shortwave (SW) 
radiation as a proxy for cloud albedo. The difference between the NPF and control simulations is 
calculated using all simulation hours in all grid cells with clouds simulated in both the NPF and 
no NPF simulations. Thus, the difference includes nighttime hours, and therefore the radiative 
forcing estimates presented here should be viewed as conservative estimates. 
Additional model validation is provided in the supplemental information, including: The 
time series of the particle size distributions at the three in situ measurements sites, the 
corresponding time series from the simulations, and the time series for each of the NPF 
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prefactors at MMSF; and the domain mean and variability, as well as spatial distribution in 
surface trace gas and PM2.5 and PM10 errors relative to the EPA measurements. 
Data availability 
The observational datasets and simulation output presented herein are available on 
request. EPA data are available from: https://www.epa.gov/outdoor-air-quality-data; MODIS 
data are available from: https://disc.sci.gsfc.nasa.gov/; WRF-Chem is available from: 
http://www2.mmm.ucar.edu/wrf/users/. 
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Introduction  
Settings used for the WRF-Chem simulations presented herein, including domain size 
and resolution, parameterizations, and emissions inventories used are shown in Table S6.1. A 
key aspect of the simulations presented herein is inclusion of the NPF parameterization of Matsui 
et al. 2011 (ref. 1). In brief this parameterization includes a source term for 1 nm particles at a 
rate proportional to a prefactor and the gas-phase sulfuric acid concentration. 
May 2008 was chosen as the simulation period because May is typically characterized by 
the highest observed NPF frequency over the Midwestern U.S.A.2, and during this specific 
month (May 2008) an intensive field experiment was conducted in southern Indiana3. 
The simulations are evaluated using three primary observational data sets: PSD as 
measured at three near-surface sites in southern Indiana (BMG, MMSF, and INDY, see Figure 
6.1 in the main text for locations, and Figures S6.1 and S6.2 herein), near-surface measurements 
of criteria air pollutants from all available EPA sites within the simulation domain (Figures S6.3 
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and S6.4), and cloud properties from the MODIS instrumentation on the Aqua satellite (see 
Figure 6.2 in the main text).  
As shown in Figures S6.1 and S6.2 the WRF-Chem simulations using a prefactor of 
2×10-5 exhibit relatively close accord with the in situ measurements in terms of the frequency, 
intensity, and growth rates for NPF events at all three measurement locations.  Use of a lower 
prefactor tends to result in much weaker growth into the Aitken mode (Figure S6.2). Thus, 
discussion in the main text focuses on results from the simulation using a new particle formation 
rate proportional to 2×10-5 × [H2SO4]. 
The mean and variance in the mean errors (ME) between the concentrations of air 
pollutants as measured by the EPA and simulated using WRF-Chem, are shown in Figures S6.3 
and S6.4. The simulations exhibit a positive bias in simulated near-surface aerosol mass (PM2.5 
and PM10) relative to virtually all EPA measurements across the study domain (Figures S6.3 and 
S6.4). Conversely, the simulations are generally negatively biased for near-surface 
concentrations of gas-phase pollutants such as sulfur dioxide (SO2) and nitrogen dioxide (NO2) 
(Figures S6.3 and S6.4). The magnitude and sign of these biases is consistent with prior (lower 
resolution) simulations using WRF-Chem over the eastern half of North America4, and may 
reflect factors such as inaccuracies in the emission inventory or biases in modeled boundary 
layer heights/precipitation regimes. The primary impact of these model biases on the NPF 
simulations presented herein is that they are associated with an overestimation of the in situ 
condensational sink (Figure 6.1c) and potentially an underestimation of the availability of 
sulfuric acid for NPF, leading to the greatest agreement between simulations of NPF and in situ 
measurements for the simulation that uses the highest prefactor relating new particle production 
to [H2SO4]. Consistent with expectations, as shown in Figure S6.3 and S4, inclusion of NPF in 
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the simulation has only a very modest impact on the parameters that are regulated under the 
Clean Air Act. 
The indirect radiative forcing impact of NPF is assessed herein by comparing the top-of-
atmosphere (TOA) SW flux difference between simulations including NPF and without NPF. As 
shown in Figure S6.5 the cumulative probability of the difference in TOA-SW from the 
simulation with NPF on and a prefactor of 2×10-5 versus without NPF exhibits a median value of 
10 W m-2 when all grid cells within the domain are considered and a median value of 14 W m-2 
for cloudy pixels. Although these estimates are of smaller magnitude than estimates of episodic 
direct aerosol forcing over Houston, TX (-30 to -80 W m-2), and modeled aerosol radiative 
forcing of 10 – 35 W m-2 due to wildfires in Europe during the 2003 summer5,6, this radiative 
forcing is substantial and worthy of further research. 
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Domain size 200 x 200 
Vertical resolution 45 levels up to 50 hPa 
Horizontal resolution 4 km x 4 km 
Physics, chemistry, 
photolysis time-step 20 sec 
Radiation time-step 10 min 
Cumulus parameterization None 
Microphysics Morrison double-moment with prognostic cloud droplet number 
Long- and shortwave 
radiation 
The Rapid Radiative Transfer Model for 
GCMs (RRTMG) 
Surface-layer physics Monin-Obukhov Similarity 
Planetary boundary layer 
physics Yonsei University (YSU) 
Land surface Noah Land Surface Model 
Gas-phase chemistry Carbon-Bond Mechanism version Z (CBMZ) 
Aerosols Model for Simulating Aerosol Interactions and Chemistry (MOSAIC) 
Aerosol size bins 20 from 1 nm to 10 μm 
Aerosol optical properties Volume approximation 
Anthropogenic emissions 2011 National Emissions Inventory (NEI) 
Biogenic emissions Model of Emissions of Gases and Aerosols from Nature (MEGAN) 
Chemical initial and 
boundary conditions 
Model for OZone and Related chemical 
Tracers (MOZART) 
Meteorological initial and 
boundary conditions 
North American Mesoscale Forecast System 
(NAM) 
References 
ARW Version 3 Modeling System User’s 
Guide 
(http://www2.mmm.ucar.edu/wrf/users/docs/u
ser_guide_V3.6/ARWUsersGuideV3.6.1.pdf) 
WRF-Chem version 3.8.1 Users Guide 
(https://ruc.noaa.gov/wrf/wrf-
chem/Users_guide.pdf) 
Table S6.1. WRF-Chem v. 3.6.1 simulation settings used herein.  
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Figure S6.1. Time series of the particle size distributions (dN/dlogDp; cm-3) from a) in situ 
measurement at INDY, MMSF (note two instruments were operated at MMSF: an SMPS and an 
FMPS), and BMG (see Figure 6.1 for the locations of these measurement stations), and b) as 
modeled in the 2×10-5 × [H2SO4] NPF simulation. The diameter range shown is consistent 
across all of the panels; the areas shown in white in (a) denote sizes not measured by the aerosol 
instrumentation deployed at each site. 
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Figure S6.2. Time series of simulated particle size distributions (dN/dlogDp; cm-3) for the grid 
cell containing MMSF for the variety of NPF prefactors and the control simulation with no NPF. 
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Figure 
S6.3. Mean (marker) ± 1 standard deviation (whiskers) of the mean error in simulated daily 
mean and maximum values of near-surface pollutants in WRF-Chem relative to EPA measured 
concentrations (EPA – WRF-Chem, thus a positive value indicates the model is negatively 
biased). SO2, NO2, and CO are measured hourly, O3 is an 8-hour running mean, and PM2.5 and 
PM10 are measured as a daily average once every three or six days depending on location. The 
first pair of results is from the 2×10-5 × [H2SO4] simulation and the second pair is the control 
simulation with no NPF.  
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Figure S6.4. Spatial distribution of the mean error in simulated daily mean surface pollutants in 
WRF-Chem relative to EPA measurements (EPA – WRF-Chem) for the 2×10-5 × [H2SO4] 
simulation. 
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Figure S6.5. Cumulative probability density functions of the grid cell mean difference in TOA-
SW from the simulation with NPF on and a prefactor of 2×10-5 versus the simulation without 
NPF. Shown are the grid cell mean changes in TOA-SW when all hours are included (blue), and 
when only hours with clouds are included (red). 
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CHAPTER 7 
CONCLUSION 
The research presented herein integrates in situ and remote sensing measurements with 
high-resolution numerical simulations to improve understanding of the spatiotemporal scales and 
drivers of atmospheric aerosol particle concentrations, the drivers and spatiotemporal scales and 
variability in a key component of aerosol particle dynamics and primary driver of total particle 
number concentrations: New particle formation (NPF), and the impact of NPF on cloud radiative 
properties. As described in Chapter 1 my primary research objectives were to: 
Research objective 1: Improved quantification of the spatial scales of the columnar burden of 
optically-active (i.e. accumulation mode) aerosol particles.  
Research objective 2: Improved quantification of the spatial scales of new particle formation and 
their potential impact on cloud properties, and thus indirect climate forcing using in situ, 
satellite-based observations, and numerical modeling.  
A précis of my primary research findings within these research themes follows: 
• Research objective 1:  
• My research using remote sensing measurements from the MODIS instrument suite 
on the Terra and Aqua satellites, AERONET ground-based observations, and the 
newly released MERRA-2 reanalysis product indicate aerosol optical depth (AOD) 
(the primary driver of direct aerosol particle climate forcing) exhibits large scales of 
coherence and that variability in AOD is dominated by the synoptic timescale (i.e. a 
few days) over eastern North America. The frequency of co-occurrence of extreme 
AOD values (> local 90th percentile) decreases to below 50% at ~ 150 km from a 
central grid cell, but is above that expected by random chance over almost all of 
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eastern North America, indicating supra-regional scale extreme events that may be 
associated with a substantial perturbation of the regional climate.  
• I have developed a framework for calculating climate indicators of aerosol properties 
that can be used to track and attribute changes in regional aerosol optical properties 
and hence direct climate forcing. Application of this framework to develop climate 
indices for sub-regions of the contiguous U.S.A. indicates reductions in 
anthropogenic emissions over the last three decades are associated with decreased 
AOD over most of the U.S.A., but natural emissions (e.g. wildfires) are strongly 
associated with AOD in remote regions, and changes in the manifestation of synoptic 
scale meteorological patterns may have already offset some of the changes in AOD 
associated with anthropogenic emissions reductions due in part to the Clean Air Act 
and other measures designed to improve air quality. 
• The detailed evaluation of WRF-Chem simulations of AOD and AE over eastern 
North America that I have collaborated on has addressed key aspects of diagnosing 
and attributing model skill. We quantify the value added by enhanced spatial 
resolution in simulations of the drivers of aerosol direct radiative forcing by applying 
Weather Research and Forecasting model with coupled Chemistry (WRF-Chem) over 
eastern North America at different resolutions. Using Brier Skill Scores and other 
statistical metrics, it is shown that enhanced resolution (from 60 to 12 km) improves 
model performance for both mean and extreme AOD in three wavelengths in the 
visible relative to satellite observations, principally via bias reduction. Some of the 
enhanced model performance appears to be attributable to improved simulation of 
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specific humidity and the resulting impact on aerosol hygroscopic growth/hysteresis, 
and thus AOD. 
• Research objective 2: 
• In my research I have demonstrated that NPF at five sites across North America 
exhibits positive one-day autocorrelation. However, there is considerable spatial 
variability in NPF frequency, formation and growth rates, survival probabilities, and 
ultrafine particle concentrations. This may imply the need for the development of 
more sophisticated nucleation mechanisms for inclusion in numerical models. 
Typically, most model parameterizations that have been developed and applied to 
date use a single mechanism to predict the characteristics of nucleation across 
regional and even global domains. My research is thus consistent with other related 
studies that have suggested that the precise nucleation mechanism (e.g. ternary, 
activation, and the specific third molecule involved in ternary nucleation) exhibits 
spatiotemporal variability. 
• Despite the caveat given above, my research has demonstrated that there is enhanced 
skill in satellite-based proxies of NPF occurrence/intensity by inclusion of satellite-
based measurements of gas-phase atmospheric composition. 
• I integrated an existing NPF parameterization in to WRF-Chem v 3.6.1, and applied 
the modified model at 4 km resolution over the Midwestern U.S.A. The results of my 
numerical simulations suggest that, consistent with in situ observations and my 
satellite-based proxy, NPF occurs frequently and on regional scales. However, for the 
calendar month I simulated, NPF is not associated with enhancement of cloud albedo 
over the Midwestern U.S.A. Analyses of these simulations indicates that NPF 
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quenches ambient sulfuric acid concentrations sufficiently to inhibit growth of 
preexisting particles to CCN sizes. This reduction in CCN-sized particles reduces 
cloud albedo, resulting in a positive top of atmosphere cloud radiative forcing of up to 
~ 50 W m-2 relative to a simulation in which NPF is excluded.  
Possible areas of related future work include:  
• Investigation of the generalizability of the satellite-based NPF proxy to regions outside of the 
U.S.A. that exhibit markedly different ambient aerosol and precursor gas phase 
concentrations. Due to uncertainties in satellite-based retrievals of surface trace gas and 
aerosol concentrations, the proxy should also be evaluated using in situ measurements of the 
predictors and predictands, and should integrate future, improved satellite-based instruments 
(e.g., increased spatial/temporal resolution, multi-angle polarimeters) and retrieval algorithms 
(e.g., using machine learning/artificial neural networks).  
• Climate indicators (CI) are a key component of efforts to track changes in both physical and 
socio-economic aspects of the couple Earth System. Prior to my research, no aerosol-related 
CI had been proposed for use in the USGCRP CI system. There are many ways in which the 
aerosol-CI I propose can be further advanced, including: Application of the aerosol climate 
indicators framework to regions outside of the U.S.A., development of more comprehensive 
(and potentially synthetic) aerosol indicators, and develop an analogous set of climate 
indicators to track and attribute changes in regional cloud properties. 
• Additional numerical simulations to quantify the impact of NPF on cloud radiative properties 
in different times of year and geographic locations, and test the sensitivity of our results to 
the NPF pathway scheme used and inclusion of a more comprehensive chemical scheme, and 
evaluation of responses to both future emissions and climate scenarios.  
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