Abstract-Dihedral filters correspond to the Fourier transform of functions defined on square grids. For gray value images there are six pairs of dihedral edge-detector pairs on 5 5 windows. In low-level image statistics the Weibull-or the generalized extreme value distributions are often used as statistical distributions modeling such filter results. Since only points with high filter magnitudes are of interest we argue that the generalized Pareto distribution is a better choice. Practically this also leads to more efficient algorithms since only a fraction of the raw filter results have to be analyzed. The generalized Pareto distributions with a fixed threshold form a Riemann manifold with the Fisher information matrix as a metric tensor. For the generalized Pareto distributions we compute the determinant of the inverse Fisher information matrix as a function of the shape and scale parameters and show that it is the product of a polynomial in the shape parameter and the squared scale parameter. We then show that this determinant defines a sharpness function that can be used in autofocus algorithms. We evaluate the properties of this sharpness function with the help of a benchmark database of microscopy images with known ground truth focus positions. We show that the method based on this sharpness function results in a focus estimation that is within the given ground truth interval for a vast majority of focal sequences. Cases where it fails are mainly sequences with very poor image quality and sequences with sharp structures in different layers. The analytical structure given by the Riemann geometry of the space of probability density functions can be used to construct more efficient autofocus methods than other methods based on empirical moments.
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I. INTRODUCTION
I N the following we will describe an autofocus method based on a sharpness function derived from basic facts from information geometry. We start with a description of a fast implementation of filter systems originating on the representation theory of the dihedral group D(4). This corresponds to the FFT implementation of the DFT in the case where the underlying group is the cyclic group (which is a subgroup of the dihedral group). The filter functions in these systems come naturally in pairs (and some single filters). The magnitude of such a two-dimensional vector is invariant under the group operations while the relation between the two filter results encodes the group operation. For many image sources (including microscopy images) the combined magnitude values can be characterized with the help of the generalized extreme value distributions (GEV), of which the more commonly known Weibull distribution is one example (see for example [1] or [2] ). Using the GEVs to analyze the filter results requires that the contribution of flat regions with near-zero filter results has to be excluded in the GEV-fitting. This can be done using a threshold procedure where the selection of a good threshold is a non-trivial problem. The second problem of GEV-based methods is computational. More data means usually a better distribution fit but since the distribution fitting is an optimization procedure this also means that the cost of estimating the distribution parameters grows as the sample size becomes larger. In this paper we use a result from extreme-value statistics which shows that under certain conditions the tails of GEVs are generalized Pareto distributions (GPDs). This addresses both problems with the GEVs: the first step in the Pareto-based approach is to consider the distribution of the data exceeding a HIGH threshold. This means that near-zero filter results are automatically discarded and that the number of data points entering the Pareto-fitting is greatly reduced. The GPDs depend on three parameters where one of them (the location parameter) is the threshold used. Ignoring the location parameter (corresponding to moving the distribution to the origin) we find that the distributions are elements of a two-parameter manifold of probability distributions. On such a manifold we can introduce a metric structure with the help of the Fisher information matrix. On the resulting Riemannian manifold we can measure geometric properties like arc-length and curvature. We use this structure to introduce the determinant of the Fisher information matrix as a sharpness measure. Intuitively this is based on the idea that in blurred images the statistics of neighboring images in the focus sequence are very similar whereas a good focal position is a kind of critical point: the sharpness first increases and then decreases again with a maximum sharpness in the focal position. The sharpness measure based on the determinant of the Fisher information matrix tries to capture this behavior on the Riemannian manifold of the statistical distributions. In the last part of the paper we will investigate the performance of this method with the help of a benchmark dataset of microscopy images described in [3] , [4] . We will show that for the focus sequences in the database the method results in a local maximum of the sharpness function in cases where the images contain sufficiently many meaningful objects points. Using a parametrized 1932-4553 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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statistical model instead of methods based on empirical measurements, like means and variances, has the advantage that one can use the manifold structure of the distributions to construct more efficient search methods to find the focal position using a reduced number of image acquisitions. Methods from the theory of optimization on manifolds can be used to speed up the autofocus process as described in [1] but this is not included in the experiments described here. The main focus of this study is the investigation of the role of the GPDs in low-level signal processing. We illustrate its usefulness by constructing a sharpness function which is used in an autofocus application. The comparison of the proposed method with other autofocus methods and implementation details like the construction of optimal thresholds, fast estimations of the distribution parameters and construction of optimal focal sequences are outside the scope of this study (recent auto-focus related investigations are [5] and [6] ).
II. DIHEDRAL FILTERS
Almost all digital images are functions defined on a square grid. The symmetry group of this grid is the dihedral group D(4) consisting of eight elements: four rotations and these rotations combined with one reflection on a symmetry axis of the square. The first step in low level image processing is often a linear filtering and results from the representation theory of D (4) show that filter functions given by the irreducible representations of the group D(4) are eigenfunctions of group-invariant correlation functions and thus principal components. They share the transformation properties of D(4) and they are computationally very efficient since they can be implemented using a reduced number of additions and subtractions only. The two-dimensional irreducible representation corresponds to a pair of gradient filters. In the following we will only use filter kernels of size . We divide the 5 5 window in so-called orbits which are the smallest D(4) invariant subsets. There is one orbit consisting of the center pixel, four orbits consisting of four points each (located on the axes and the corners of a square) and one orbit with the remaining eight points. This results in six pairs of filter results given by pairs of filter kernels of the form and . The group theoretical structure of the 5 5 window is illustrated in Fig. 1 . It shows both, the coordinates of the pixels and the orbit (A-F) to which they belong. For the four point orbits B-E the filter pairs are just the ordinary 2 2 gradient filters. The eight point orbit contains two pairs of them, one computed from the four pixels at positions and the other from the four pixels at positions . If and are the filter results computed with the help of the two filter kernels then it can be shown that the edge-strength is independent under all modifications of the underlying 5 5-window by elements of the dihedral group. For the 5 5 window we therefore obtain six edge-magnitude values and in the following we simply use their sum as the combined edgestrength in the window. More details can be found in [7] , [8] .
III. EXTREME VALUE AND PARETO DISTRIBUTIONS
For most pixels in an image the filter response to such a filter pair will be very small since neighboring pixels usually have similar intensity values and positions with large filter responses are most interesting. The statistical distribution of such edge-type filter systems has previously been investigated in the framework of the Weibull-or more generally in the framework of the generalized extreme value distributions (GEV) (see, for example [1] , [9] - [13] ). From the construction of the filter functions follows that the filter results follow a mixture distribution consisting of near-zero filter results and the distribution of the significant edge magnitude values. This means that a threshold process is required before the extreme value distributions can be fitted. This can be avoided if we use the generalized Pareto distributions instead of the generalized extreme value distributions. The following selection of results from the theory of extreme value distributions may give a heuristical explanation why these distributions may be relevant in the current application.
The Three Types Theorem (originally formulated by Fisher and Tippett [14] and later proved by Gnedenko [15] ) states the following: if we have an i.i.d. sequence of random variables and if is the sample maximum then we find that if there exists (after a suitable renormalization) a non-degenerate limit distribution then this limit distribution must be of one of three different types. These types are known as the Gumbel-, Weibull-and Frechet distributions. One can combine these three distributions in a single generalized extreme value distribution (GEV). In the following we use the maximum likelihood estimators from the Matlab Statistical toolbox and we will therefore also use the definition and notations used there. The probability density function (pdf) of the GEV is defined as where is the location, is the scale-and is the shape parameter. In our implementation we don't consider the distributions with since we assume that in the case of real measured data we will encounter this case relatively seldom. Related to the GEV-distributions are the generalized Pareto distributions (GPD) with probability density functions defined as where and are again the shape and scale and is the threshold parameter. For positive the support of the distribution is given by the half-axis and for negative by . It is known that there is a close connection between the limit results for sample maxima and limit results for exceedances over thresholds. For a given probability distribution one can show that if the limit of the sample maxima converges to a GEV then the Peak-over-Threshold limit converges to the GPD. In this case the shape parameters for both distributions are identical. For more details see [16] and Section 1.2 in [17] ). The probability density functions of the three GPDs with parameters are shown in Fig. 2 .
Both the GEV and the GPD depend on three parameters. In our application we are only interested in the shape and the scale of the GPD since the location parameter is given by the threshold parameter. Therefore we consider the GPD as a class of distributions depending on the two parameters . For these distributions we can compute the 2 2 Fisher information matrix with elements and parameters defined as (1) For the GPD we used Mathematica to obtain the following entries (note that is only defined for ):
We define the inverse of the determinant of the Fisher information matrix as sharpness function and we find the simple expression (see Fig. 3 for a plot of the shape part ):
We see that this sharpness function consist of two factors, the shape factor and the squared scale factor . The scale factor corresponds to the often used variance-based sharpness functions but the new shape term gives extra information about the reliability of the scale-estimate. For low values of the distribution is concentrated on finite intervals near zero, indicating a very weak edge content. For high values of the tails become more significant and the sharpness estimate more reliable. In the current implementation we use the sum of the six edge-magnitude filters as our scalar valued feature. All information about the scales and orientations contained in the full six-dimensional vector is thereby lost. It would therefore be interesting to generalize this model such that the full magnitude vector can be utilized. This can be done by using GPD's in higher dimensional data spaces as described in [18] .
IV. DATABASE AND IMPLEMENTATION
In our experiments we use the microscopy images from set BBBC006v1 in the Broad Bioimage Benchmark Collection which is described in [3] , [4] . The images are available at http://www.broadinstitute.org/bbbc/BBBC006. The database contains 52224 images from 384 cells, measured at two positions and prepared with two different types of staining (we denote them as Hoechst and Phalloidin cells in the following). For each position and each cell a focus sequence consisting of 34 images was recorded. Each image consists of 696 x 520 pixels in 16-bit TIF format. The images show stained human cells and the imaging process is described as follows: For each site, the optimal focus was found using laser auto-focusing to find the well bottom. The automated microscope was then programmed to collect a z-stack of 32 image sets. Planes between 11-23 are considered ground truth as in-focus images. As mentioned above we first filtered an image with dihedral filters of size 5 5. Since these filters basically express the 25-dimensional vectors in a new basis we get as a result a sequence of 25 filtered images. These filter results come in different types characterized by their transformation properties under the operations in D(4) (given by the irreducible representations of D(4) as explained above). Here we only consider those filter results that are invariant under all transformations (corresponding to the trivial representation, consisting of the sum of the pixel values on an orbit) and edge-type filter pair results (corresponding to the two-dimensional irreducible representation). A 5 5 grid consists of six orbits (with one, four and eight elements, see 1) and after the filtering we first select only those points for further processing where the value at the center pixel (one pixel orbit) is greater than the mean value of the pixels on the other orbits. In this way only positions with a local maximum intensity value are entering the statistical estimation. For these points we now select the twelve components of the filter results that transform like the two-dimensional representation of D (4) and we compute the length of this vector as a measure of the 'edge' strength in this point. In the group representation framework the length of this subvector should be computed as the usual Euclidean norm but we usually use the sum of the absolute values instead. This is faster and the results are comparable. For these length values we compute the Q-quantile and select all samples with a value greater than this quantile. A typical value for Q is 0.95, so that about 5% of the selected local maxima points enter the GPD-fitting process. From the selected data we compute the minimum value and shift the data by subtracting . Next we use the Matlab function gpfit which implements a maximum-likelihood estimator. For the first image in a focus sequence we use the standard startvalues in the optimization process and for the following images we use the result of the previous fitting as start values, thus reducing the execution time of the computationally intensive fitting process. The Matlab-pseudo code is shown in Listing 1 . For every focus sequence we selected the image with the maximum value of the inverse determinant as the detected optimal focal plane. Figs. 4-6 we illustrate some of the relations between the GEVs and the GPDs. We use the filter results for one microscope image as an illustration. In Fig. 4 we see the distribution of the magnitude values over the 0.05 quantile threshold and the fitted GEV. We can clearly see the dominating influence of the low-level filter results. Increasing the threshold to the 0.75 quantile we can eliminate the influence of the low-level results, and in Fig. 5 we show the results of fitting a GEV and a GPD to the edge strength values. We see that both the GEV and the GPD give good fits but that the shape of the GPD is more similar to the empirical distribution. The GEV distribution left of the maximum point has no real corresponding data. The result of an even higher threshold (now at the 0.95 quantile) is compared with the previous GPD fit in Fig. 6 . We can see that even at this high threshold the GPD fits the measured data as represented by the histograms (note that all distribution fittings involving GPDs are computed from the shifted data and therefore all distributions start from zero)
In the statistical part of the procedure described above there is only one parameter the user can choose: the value of the quantile based threshold parameter. For the experiments where we used the whole image as input a typical value we used is . Other choices will be described later. We first analyzed for how many sequences the detected focal plane lies in the range defined as the ground truth in the description of the database. There are sequences and in a typical case there were 23 sequences from cell Hoechst and 22 from Phalloidin where the focal plane estimate was found outside the ground truth region. The distributions of the detected focal positions are show in the histograms in Fig. 7 . The reasons for the failure to detect a focal position in the ground truth range are different for the two types, as we can see from the following, worst case, examples where we show the images in the focus stack and the corresponding sharpness function.
We start with cells of Hoechst where the estimated focal position is too small. A typical example of this type is shown in Fig. 8 where position 9 was selected as the sharpest image (the label of this specimen in the database is ). In Fig. 9 we see the corresponding sharpness function. From the slices we see that there are very few object points. As a result gpfit fitted a GPD for every image but the value of the shape parameter for some of the images (including those for position 19 and 21) was less than which excluded these slices from the sharpness estimation. As a result image number 7 was selected as the sharpest image.
Next we select a sequence from a sequence of the same Hoechst but now with a focus position larger than the ground truth. From the sharpness function in Fig. 10 (label  ) we see that the sharpness function has indeed a second local maximum in the correct range but that the second maximum is larger. The reason for this behavior can be seen in the image sequence shown in Fig. 11 . We see that also in this case very few object points can be found but we see also that a second object located in a different layer comes into focus and influences the sharpness estimates. For images of Phalloidin we do not find the error similar to the one shown in Fig. 9 (label ). The images have more structure and the wrong focal positions come all later in the sequence. An example where the estimated position is also 25 is shown in Figs. 12 and 13 . We see that the reason for the error is the same as before: very few object points and new object parts located in later layers. Analyzing the cases where this global estimation process gives results outside the ground truth interval of slices 11 to 23 we can roughly distinguish the following types of errors. The first case consists of cases where the distribution fitting did not converge. This is typically the case for images with very little useful information, i.e., slices containing very few object points. In the second case the fitting was successful but the value of the estimated shape parameter was very low and the estimate is therefore not very reliable. Also in this case the number of useful object points was very small. In the third case we find multiple maxima of the sharpness function. Usually the first one lies in the ground truth interval but the second maximum comes later in the sequence. Visual inspection shows that this is often the case when high intensity cells lie in layers above or below the 'correct' focal plane. Such cases could be excluded when the search process stops after it has found the first significant maximum in the sharpness function. The value of the sharpness function gives also an indication of the reliability of the estimate as can be seen from the two sharpness functions in Fig. 14 . The lower curve is the same as in Fig. 13 whereas the other curve is computed from a sequence, of the same cell Phalloidin , with a clear focus position in the required ground truth interval.
A common problem in the application of GPD-based methods is the selection of the high threshold. There are two conflicting aspects that have to be taken into account: On the one hand one would like to select as many data points as possible to get a good representation of the data. On the other hand one would like to have a high threshold to ensure that the remaining data really represents the tail of the distribution. In our experiments we used quantile-based thresholds only. The interested reader can find more information about the threshold selection in the relevant literature (see [19] for example). In the case where we used the 0.85 quantile threshold we found that 45 sequences (instead of the 23 in the 0.95 case) of the Hoechst images but only seven (instead of 22) of the Phalloidin image sequences resulted in falsely detected focal positions. In the current context the number of data points in the original distribution is clearly of importance TABLE I  NUMBER OF FOCUS POSITIONS OUTSIDE THE GROUND TRUTH INTERVAL here. In the experiments described so far we used information from the full image and we found that the 0.95 quantile threshold gave good results. In another sequence of experiments we selected 256 256 subimages from the center of each image. We then did the same filtering, thresholding and distribution fitting process as before. In these experiments we used the 0.75, 0.8, 0.85, 0.9 and 0.95 quantiles as thresholds. In these experiments we also started the computation with image number five in the stack and we computed the sharpness value for 25 images in the sequence only. We then computed for each of the sets how many focal positions where found in the ground truth interval. The results are summarized in Table I . We see that for both types of images the best results are obtained for the 0.85 quantile (where 13 missed sequences corresponds to 1.69% and the worst case corresponds to an 11.5% error) .
VI. CONCLUSIONS
We used two fundamental results from the theory of extreme value distributions to select the GPDs as statistical model for the edge-like filter magnitudes over a high threshold. Removing the influence of the location parameter of the GPD (by shifting the threshold used to the origin) we obtain distributions in the two-parameter manifold of GPDs with fixed location parameter. For this manifold we computed the Fisher information matrix describing the local geometry of this manifold. We then introduced the determinant of the inverse of the Fisher matrix as a sharpness function and showed that for a vast majority of sequences the autofocus process detected one of the slices in the ground truth focal region. The cases where it missed the correct region were either characterized by poor data quality or multiple maxima detection caused by contributions from neighboring slices. The results obtained show that GPD-based models provide enough information for the control of autofocus procedures. The form of the determinant clarifies also the role of the shape of the distribution and the variance in the determination of the focal plane. As a by-product we also gain additional computational efficiency since most of the pixels do not enter the sharpness computation. Another advantage of parametric models is the fact that they provide information about the analytical form of the sharpness function. This can be used in the construction of faster optimization methods where the sequence of an already measured set of parameters controls the step-length of the microscopes focus mechanism before the next image is collected [1] . We also want to point out that the autofocus method can also be used for other imaging devices since only the visual properties of the images enter the algorithm.
The computational bottleneck of the algorithm described so far is the distribution fitting which is an optimization problem that can be very time consuming when a large number of points enter the calculation. In a production implementation one should therefore avoid this step. One solution could be to avoid the distribution fitting all together. This could be achieved by starting from the assumption that the data follows a GPD. It is also easy to see that a strictly monotonic transformation of a sharpness function is a valid sharpness function. It should therefore be possible to modify the determinant based sharpness function so that it can be approximated by another function that depends only on variables that can be easily computed from the data. This new sharpness function would have the advantage that it is both, computationally efficient and based on verified statistical properties of the data.
