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Estimates for norms of two-weighted summation
operators on a tree under some conditions on
weights
A.A. Vasil’eva
1 Introduction
In this paper, estimates for norms of weighted summation operators (discrete Hardy-
type operators) on a tree were obtained for some conditions on weights.
The inequalities
(
∞∑
k=0
wqk
(
k∑
j=0
ujfj
)q) 1q
6 C
(
∞∑
k=0
|fk|
p
) 1
p
, (fk)k∈Z+ ∈ lp, (1)
were studied in papers of Leindler [17], Bennett [2–4], Braverman and Stepanov [6],
Goldman [12]. The order estimates of the minimal constant C in (1) were first
obtained in [4] and [6] (for 1 6 p, q 6∞ the upper estimates were proved by Heinig
and Andersen [1,14]). The similar problem for two-weighted integration operators on
a semiaxis was solved by Bradley [5], Mazya and Rozin [21]. Later, these results were
generalized for matrix operators and integration operators with different kernels (see,
e.g., papers of Heinig and Andersen [1,14], Stepanov [30,31], Oinarov [23], Prokhorov
and Stepanov [27], Stepanov and Ushakova [32], Rautian [28], Farsani [11], Oinarov,
Persson and Temirkhanova [24], Okpoti, Persson and Wedestig [25, 26], and the
books [13, 15, 16]). In the case p = q = 2 Naimark and Solomyak [22] showed that
the problem of estimating the norm of weighted integration operator on a regular tree
with weights depending only on distance from the root can be reduced to a problem
on estimating the norm of some weighted Hardy-type operator on a half-axis.
The criterion of boundedness of a two-weighted integration operator on a metric
tree and order estimates for its norm were obtained by Evans, Harris and Pick [10].
The estimate for the norm of a summation operator on a combinatorial tree can be
derived from their result (it will be made in §2 for p 6 q). However, this estimate in
general case is rather complicated. Here under some conditions on weights we obtain
estimates which are more simple and convenient for applications.
The Hardy-type inequalities on trees are used in order to prove embedding
theorems for weighted Sobolev classes on a domain (see [7,33,34]) and in estimating
1
widths of functional classes, s-numbers and entropy numbers of embedding operators
(see [7–9, 18–20,29]).
Let X, Y be sets, f1, f2 : X × Y → R+. We write f1(x, y) .
y
f2(x, y) (or
f2(x, y) &
y
f1(x, y)) if, for any y ∈ Y , there exists c(y) > 0 such that f1(x, y) 6
c(y)f2(x, y) for each x ∈ X; f1(x, y) ≍
y
f2(x, y) if f1(x, y) .
y
f2(x, y) and f2(x, y) .
y
f1(x, y).
Throughout this paper we consider graphs G with finite or countable vertex
set, which will be denoted by V(G). Also we suppose that the graphs have neither
multiple edges nor loops. The set of edges we denote by E(G) and identify pairs of
adjacent vertices with edges that connect them.
Let T = (T , ξ0) be a tree rooted at ξ0. We introduce a partial order on V(T ) as
follows: we say that ξ′ > ξ if there exists a simple path (ξ0, ξ1, . . . , ξn, ξ
′) such that
ξ = ξk for some k ∈ 0, n; by the distance between ξ and ξ
′ we mean the quantity
ρT (ξ, ξ
′) = ρT (ξ
′, ξ) = n + 1 − k. In addition, set ρT (ξ, ξ) = 0. For j ∈ Z+ and
ξ ∈ V(T ) write
Vj(ξ) := V
T
j (ξ) := {ξ
′ > ξ : ρT (ξ, ξ
′) = j}.
For vertices ξ ∈ V(T ), denote by Tξ = (Tξ, ξ) the subtree in T with the vertex set
{ξ′ ∈ V(T ) : ξ′ > ξ}.
Let W ⊂ V(T ). We say that G ⊂ T is a maximal subgraph on the set of vertices
W if V(G) = W and if any two vertices ξ′, ξ′′ ∈W that are adjacent in T are also
adjacent in G.
Let G be a subgraph in T . Denote by Vmax(G) and Vmin(G) the set of maximal
and minimal vertices in G, respectively. Given a function f : V(G)→ R, we set
‖f‖lp(G) =

 ∑
ξ∈V(G)
|f(ξ)|p


1/p
. (2)
Denote by lp(G) the space of functions f : V(G)→ R with a finite norm ‖f‖lp(G).
Let (G, ξ0) be a disjoint union of trees, 1 6 p 6∞, and let u, w : V(G)→ (0, ∞)
be weight functions. Define the summation operator Su,w,G by
Su,w,Gf(ξ) = w(ξ)
∑
ξ′6ξ
u(ξ′)f(ξ′), ξ ∈ V(G), f : V(G)→ R.
By Sp,qG,u,w we denote the operator norm of Su,w,G : lp(G) → lq(G), i.e., the minimal
constant C in the inequality
 ∑
ξ∈V(G)
wq(ξ)
(∑
ξ′6ξ
u(ξ′)f(ξ′)
)q
1/q
6 C

 ∑
ξ∈V(G)
|f(ξ)|p


1/p
, f : V(G)→ R.
Let us formulate the main results of this paper.
2
Theorem 1. Let A be a tree and let 1 < p < q <∞. Suppose that there are K > 1,
l0 ∈ N and λ ∈ (0, 1) such that
cardVA1 (ξ) 6 K, ξ ∈ V(A), (3)
u(ξ′)
u(ξ)
6 K,
‖w‖lq(Aξ′′ )
‖w‖lq(Aξ)
6 λ, ξ ∈ V(A), ξ′ ∈ VA1 (ξ), ξ
′′ ∈ VAl0(ξ). (4)
Then Sp,qA,u,w ≍
K,λ,l0,p,q
supξ∈V(A) u(ξ)‖w‖lq(Aξ).
Let N ∈ N ∪ {+∞}, and let (A, ξ0) be a tree such that Vmax(A) = V
A
N(ξ0).
Suppose that there exist a non-decreasing function ψ : R+ → R+ and a constant
C∗ > 1 such that ψ(0) = 0 and for any 0 6 j 6 j
′ < N + 1, ξ ∈ VAj (ξ0)
C−1∗ · 2
ψ(j′)−ψ(j) 6 cardVAj′−j(ξ) 6 C∗ · 2
ψ(j′)−ψ(j). (5)
Let u, w : V(A) → (0, ∞), u(ξ) = uj, w(ξ) = wj for ξ ∈ V
A
j (ξ0), 1 6 q 6 p 6 ∞.
Estimate the value Sp,qA,u,w.
Denote by S
p,q
A,u,w the minimal constant C in the inequality
 ∑
ξ∈V(A)
wq(ξ)
(∑
ξ′6ξ
u(ξ′)f(ξ′)
)q
1
q
6 C‖f‖lp(A),
f : V(A)→ R+, f(ξ) = fj for any ξ ∈ V
A
j (ξ0), 0 6 j < N + 1.
For such functions f we have

 ∑
ξ∈V(A)
wq(ξ)
(∑
ξ′6ξ
u(ξ′)f(ξ′)
)q
1
q
(5)
≍
C∗
(
N∑
j=0
wqj · 2
ψ(j)
(
j∑
i=0
uifi
)q) 1q
,
‖f‖lp(A)
(5)
≍
C∗
(
N∑
j=0
f pj · 2
ψ(j)
) 1
p
(if C∗ = 1, then we have exact equalities). Set wˆj = wj · 2
ψ(j)
q , uˆj = uj · 2
−ψ(j)
p ,
0 6 j < N + 1. Then S
p,q
A,u,w ≍
C∗
S
p,q
uˆ,wˆ, where S
p,q
uˆ,wˆ is the minimal constant in the
inequality
(
N∑
j=0
wˆqj
(
j∑
i=0
uˆjϕj
)q) 1q
6 C
(
N∑
j=0
ϕpj
) 1
p
, ϕj > 0, 0 6 j < N + 1.
Moreover, if C∗ = 1, then we have the exact equality.
3
Theorem 2. Let p > q. Then Sp,qA,u,w ≍
p,q,C∗
S
p,q
uˆ,wˆ; if C∗ = 1, then S
p,q
A,u,w = S
p,q
uˆ,wˆ.
The estimates of Sp,quˆ,wˆ were obtained by Heinig, Andersen and Bennett [1,4,14].
Theorem A. Let 1 6 p, q 6 ∞, and let {un}n∈Z+, {wn}n∈Z+ be non-negative
sequences such that
Mu,w := sup
m∈Z+
( ∞∑
n=m
wqn
) 1
q
( m∑
n=0
up
′
n
) 1
p′
<∞ for 1 < p 6 q <∞,
Mu,w :=

 ∞∑
m=0
(( ∞∑
n=m
wqn
) 1
p
( m∑
n=0
up
′
n
) 1
p′
) pq
p−q
wqm


1
q
− 1
p
<∞ for 1 6 q < p 6∞.
Let Sp,qu,w be the minimal constant in the inequality
(
∞∑
n=0
∣∣∣∣∣wn
n∑
k=0
ukfk
∣∣∣∣∣
q)1/q
6 C

∑
n∈Z+
|fn|
p


1/p
, {fn}n∈Z+ ∈ lp.
Then Sp,qu,w ≍
p,q
Mu,w.
2 The discrete analogue of Evans – Harris – Pick
theorem
Let (T , ξ∗) be a tree, let ∆ : E(T )→ 2
R be a mapping such that for any λ ∈ E(T )
the set ∆(λ) = [aλ, bλ] is a non-degenerate segment. By a metric tree we mean
T = (T , ∆) = {(t, λ) : t ∈ [aλ, bλ], λ ∈ E(T )};
here we suppose that if ξ′ ∈ V1(ξ), ξ
′′ ∈ V1(ξ
′), λ = (ξ, ξ′), λ′ = (ξ′, ξ′′),
then (bλ, λ) = (aλ′ , λ
′). The distance between points of T is defined as follows:
if (ξ0, ξ1, . . . , ξn) is a simple path in the tree T , n > 2, λi = (ξi−1, ξi), x = (t1, λ1),
y = (tn, λn), then we set
|y − x|T = |bλ1 − t1|+
n−1∑
i=2
|bλi − aλi |+ |tn − aλn |; (6)
if x = (t′, λ), y = (t′′, λ), then |y − x|T = |t
′ − t′′|.
We say that λ < λ′ if λ = (ω, ξ), λ′ = (ω′, ξ′) and ξ 6 ω′; (t′, λ′) 6 (t′′, λ′′) if
λ′ < λ′′ or λ′ = λ′′, t′ 6 t′′. If (t′, λ′) 6 (t′′, λ′′) and (t′, λ′) 6= (t′′, λ′′), then we write
(t′, λ′) < (t′′, λ′′). For a, x ∈ T, a 6 x, we set [a, x] = {y ∈ T : a 6 y 6 x}.
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Let Aλ ⊂ ∆(λ), λ ∈ E(T ). We say that the subset A = {(t, λ) : λ ∈ E(T ), t ∈
Aλ} is measurable if Aλ is measurable for any λ ∈ E(T ). Its Lebesgue measure is
defined by
mesA =
∑
λ∈E(T )
mesAλ.
Let f : A→ R. For λ ∈ E(T ) define the function fλ : Aλ → R by fλ(t) = f(t, λ).
We say that the function f : A → R is Lebesgue integrable if fλ is Lebesgue
integrable for any λ ∈ E(T ) and
∑
λ∈E(T )
∫
Aλ
|fλ(t)| dt <∞, and write
∫
A
f(x) dx =
∑
λ∈E(T )
∫
Aλ
fλ(t) dt.
Let D ⊂ T be a connected set. Denote by TD the maximal subtree in T such that
for any λ ∈ E(TD) the set {t ∈ ∆(λ) : (t, λ) ∈ D} is a non-degenerated segment.
Define ∆D(λ) as follows: ∆D(λ) = {t ∈ ∆(λ) : (t, λ) ∈ D}, λ ∈ E(TD). Then
(TD, ∆D) is a metric tree. We identify it with the set D and call it a metric subtree
of T.
Let D be a metric subtree in T. We say that the point x ∈ D is maximal (minimal)
if y ∈ T\D for any y > x (for any y < x, respectively). Denote by Dmax the set of
maximal points in D.
Let T = (T , ∆) be a metric tree, x0 ∈ T, let u, w : T → R+ be measurable
functions. Set Tx0 = {x ∈ T : x > x0},
Iu,w,x0f(x) = w(x)
∫
[x0, x]
u(t)f(t) dt, x ∈ Tx0 . (7)
Suppose that V(T ) is finite.
Denote by Jx0 = Jx0(T) the family of metric subtrees D ⊂ T with the following
properties:
1. x0 is a minimal point in D;
2. if x ∈ ∂D\{x0}, then x is maximal in D.
Example. Let the metric tree T = (T , ∆) be defined as follows. The vertex
ξ0 is a root of T , V1(ξ0) = {ξ1}, V1(ξ1) = {ξ2, ξ3}, λ1 = (ξ0, ξ1), λ2 = (ξ1, ξ2),
λ3 = (ξ1, ξ3), ∆(λi) = [0, 1], i = 1, 2, 3. Let D = {(t, λi) : t ∈ [0, 1], i = 1, 2},
x0 = (0, λ1). Then D /∈ Jx0(T). Indeed, (1, λ1) = (0, λ2) is a boundary point, but
it is not maximal.
Given a subtree D ⊂ T, we denote by Ldiscrp (D) the set of functions φ : D → R
that are constants on each edge of D.
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Let D ∈ Jx0(T), ∂D\{x0} ⊂ G ⊂ Dmax. We write
αD,G = inf

‖f‖Lp(D) : f ∈ Lp(D),
∫
[x0, t]
|f(x)|u(x) dx = 1 ∀t ∈ G

 , (8)
αdiscr
D,G = inf

‖f‖Lp(D) : f ∈ Ldiscrp (D),
∫
[x0, t]
|f(x)|u(x) dx = 1 ∀t ∈ G

 ,
αD = αD,∂D\{x0}, α
discr
D = α
discr
D,∂D\{x0}. (9)
Remark 1. If the function u is a constant on each edge of D, then αD,G = α
discr
D,G .
The following result was proved by Evans, Harris and Pick [10].
Theorem B. Let 1 6 p 6 q 6∞. Then the operator Iu,w,x0 : Lp(Tx0)→ Lq(Tx0) is
bounded if and only if
Cu,w := sup
D∈Jx0
‖wχTx0\D‖Lq(Tx0 )
αD
<∞. (10)
Moreover, Cu,w 6 ‖Iu,w‖Lp(Tx0 )→Lq(Tx0 ) 6 4Cu,w.
The quantity αD can be calculated recursively. The following result is also proved
in [10].
Theorem C. Let D ∈ Jx0, D = ∪
m
j=0Dj, D0 = [x0, y0], x0 < y0, Dj ∈ Jy0, 1 6 j 6
m, Di ∩ Dj = {y0}, i 6= j. Then
1
αD
=
∥∥∥(α−1D0 , ‖(αDi)mi=1‖−1lmp
)∥∥∥
l2
p′
.
Let V(A) be finite. We obtain two-sided estimates of Sp,qA,u,w for p 6 q.
Let ξˆ ∈ V(A), D ⊂ Aξˆ, Vmax(D)\Vmax(A) ⊂ Γ ⊂ Vmax(D). We say that
(D, Γ) ∈ J ◦
ξˆ
if the following conditions hold:
1. ξˆ is minimal in D,
2. if ξ ∈ V(D) is not maximal in D, then V1(ξ) ⊂ V(D).
Denote by DΓ the subtree of D such that V(DΓ) = V(D)\Γ. Then
V(Aξˆ\DΓ) = ∪ξ∈ΓV(Aξ). (11)
If (D, Γ) ∈ J ◦
ξˆ
and Γ 6= ∅, we write (D, Γ) ∈ J ′
ξˆ
.
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For (D, Γ) ∈ J ◦
ξˆ
we set
βD,Γ = inf

‖ϕ‖lp(Aξˆ) :
∑
ξˆ6ξ′6ξ
|ϕ(ξ′)|u(ξ′) = 1, ∀ξ ∈ Γ

 . (12)
Notice that if Γ = ∅, then βD,Γ = 0.
Lemma 1. Let p 6 q. Then
S
p,q
A
ξˆ
,u,w ≍p,q
sup
(D,Γ)∈J ′
ξˆ
‖wχA
ξˆ
\DΓ‖lq(Aξˆ)
βD,Γ
.
Proof. Add a vertex ξ∗ to the set V(A) and connect it with ξ0 by an edge. Thus
we obtain a tree (A#, ξ∗). Define the mapping ∆ by ∆(λ) = [0, 1], λ ∈ E(A
#), and
set A = (A#, ∆). For each ξ ∈ V(A) denote by λξ an edge of the tree A
# with
the head ξ (i.e., λξ = (ξ
′, ξ), ξ′ < ξ). Given a function ψ : V(A) → R, we define a
function ψ# : A→ R by ψ#(t, λξ) = ψ(ξ), t ∈ [0, 1], ξ ∈ V(A).
Let x0 = (0, λξˆ) ∈ A. By the Ho¨lder’s inequality and Theorem B,
SA
ξˆ
,u,w ≍
p,q
‖Iu#,w#,x0‖Lp(Ax0 )→Lq(Ax0 )
(10)
≍
p,q
sup
D∈Jx0
‖w#χAx0\D‖Lq(Ax0 )
αD
, (13)
with αD defined by (8) and (9).
Let D ∈ Jx0, D 6= Ax0, D
# = A#
D
, D = (D#)ξˆ ⊂ A,
Γ = {ξ ∈ V(D) : ∃t ∈ (0, 1] : (t, λξ) ∈ ∂D\{x0}}.
Then Vmax(D)\Vmax(A) ⊂ Γ ⊂ Vmax(D) and Γ 6= ∅. Prove that (D, Γ) ∈ J
′
ξˆ
.
Property 1 holds by construction. Prove Property 2. Indeed, let ξ ∈ V(D), and
suppose that there are vertices ξ′ ∈ V1(ξ)\V(D) and ξ
′′ ∈ V1(ξ) ∩V(D). Let η ∈
V(A#) be the direct predecessor of ξ. Then (1, (η, ξ)) = (0, (ξ, ξ′)) = (0, (ξ, ξ′′))
is a boundary point in D and it is not maximal.
Set D+ = (D#, ∆), D− = ((D#)Γ, ∆), G = D
+
max\intD.
We have
‖w#χAx0\D‖Lq(Ax0 ) 6 ‖w
#χAx0\D−‖Lq(Ax0 ) = ‖wχAξˆ\DΓ‖lq(Aξˆ);
by Remark 1,
αD > αD+max,G = α
discr
D
+
max,G
= βD,Γ.
This yields the desired upper estimate for SA
ξˆ
,u,w.
Prove the lower estimate. Let (D, Γ) ∈ J ′
ξˆ
(A). Take a function f ∈ lp(Aξˆ) such
that
∑
ξˆ6ξ′6ξ
|f(ξ′)|u(ξ′) = 1 for any ξ ∈ Γ, ‖f‖lp(Aξˆ) = βD,Γ, f˜ =
f
βD,Γ
. Then f˜(ξ′) = 0
7
for any ξ′ > ξ, ξ ∈ Γ, ‖f˜‖lp(Aξˆ) = 1,
 ∑
ξ∈V(A
ξˆ
)
wq(ξ)

 ∑
ξˆ6ξ′6ξ
u(ξ′)|f˜(ξ′)|


q

1/q
>
>

∑
ξ∈Γ
∑
ξ˜>ξ
wq(ξ˜)

 ∑
ξˆ6ξ′6ξ
u(ξ′)|f˜(ξ′)|


q

1/q
(11)
= β−1D,Γ‖w‖lq(Aξˆ\DΓ).
This completes the proof.
Proposition 1. Let ξ∗ ∈ V(A), V
A
1 (ξ∗) = {ξ1, . . . , ξm}, (D, Γ) ∈ J
′
ξ∗
, Dj = Dξj ,
Γj = Γ ∩V(Dj). Then
β−1D,Γ =
∥∥∥(u(ξ∗), ∥∥(βDj ,Γj)mj=1∥∥−1lmp
)∥∥∥
l2
p′
. (14)
This proposition follows from Theorem C and Remark 1.
3 An estimate for the norm of a weighted summation
operator on a tree: case p < q
Let (A, ξ0) be a tree with a finite vertex set, and let u, w : V(A)→ (0, ∞).
For ξ∗ ∈ V(A) and (D, Γ) ∈ J
′
ξ∗
we set BD,Γ = β
−1
D,Γ.
Lemma 2. Let 1 < p < q <∞. Then there is σ∗ = σ∗(p, q) ∈
(
0, 1
8
)
such that if
u(ξ)‖w‖lq(Aξ) 6 1, ξ ∈ V(A), (15)
and
‖w‖lq(Aξ′ )
‖w‖lq(Aξ)
6 σ, ξ ∈ V(A), ξ′ ∈ VA1 (ξ) (16)
with σ ∈ (0, σ∗), then for any (D, Γ) ∈ J
′
ξ∗
BD,Γ‖w‖lq(Aξ∗\DΓ) .
p,q
1. (17)
Proof. For each t ∈ [1, ∞] we set
f(t) :=
t∫
0
σs/3 ds
1∫
0
σs/3 ds
. (18)
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Suppose that ξ∗ is not minimal in A. Let ξˆ be the direct predecessor of ξ∗. Then
‖w‖lq(Aξ∗\DΓ)
(16)
= σt‖w‖lq(Aξˆ), t > 1. Prove that there is c = c(p, q) > 1 such that
BD,Γ‖w‖lq(Aξ∗\DΓ) 6 cf
1
p′ (t). (19)
If ξ∗ is minimal, then we prove that there is c = c(p, q) > 1 such that
BD,Γ‖w‖lq(Aξ∗\DΓ) 6 cf
1
p′ (∞). (20)
Denote by νD the maximal length of a path in D with beginning at the point ξ∗.
We shall prove (19) and (20) by induction on νD.
If νD = 0, then D = {ξ∗}, Γ = {ξ∗}, BD,Γ = u(ξ∗), DΓ = ∅, Aξ∗\DΓ = Aξ∗.
Therefore, (19) and (20) follow from (15) and from the inequality f(t) > 1, t > 1.
Suppose that the assertion is proved for any D such that νD 6 ν. Prove it for
νD = ν + 1.
Let VA1 (ξ∗) = {ξ1, . . . , ξm}, Ai = Aξi, Di = Dξi, Γi = V(Di)∩Γ, Gi = Ai\(Di)Γi.
Then
Aξ∗ = {ξ∗} ∪ A1 ∪ · · · ∪ Am, D = {ξ∗} ∪ D1 ∪ · · · ∪ Dm,
‖w‖lq(Aξ∗\DΓ)
(11)
=
(
m∑
i=1
‖w‖qlq(Gi)
)1/q
. (21)
Set αi =
‖w‖lq(Gi)
‖w‖lq(Aξ∗ )
. Then
αi = σ
ti , ti > 1, βDi,Γi > c
−1f
− 1
p′ (ti)‖w‖lq(Gi). (22)
Indeed, the first relation follows from (16). If Γi 6= ∅, then (Di, Γi) ∈ J
′
ξi
, and the
second relation holds by induction hypothesis. If Γi = ∅, then Di = Ai, (Di)Γi = Ai
and ‖w‖lq(Gi) = 0.
By (14),
Bp
′
D,Γ‖w‖
p′
lq(Aξ∗\DΓ)
= up
′
(ξ∗)‖w‖
p′
lq(Aξ∗\DΓ)
+
(
m∑
i=1
B−pDi,Γi
)− p′
p
‖w‖p
′
lq(Aξ∗\DΓ)
(22)
6
6 up
′
(ξ∗)‖w‖
p′
lq(Aξ∗\DΓ)
+ cp
′
(
m∑
i=1
‖w‖plq(Gi)f
− p
p′ (ti)
)− p′
p
‖w‖p
′
lq(Aξ∗\DΓ)
(21)
=
= up
′
(ξ∗)‖w‖
p′
lq(Aξ∗ )
(
m∑
i=1
‖w‖qlq(Gi)
) p′
q
‖w‖p
′
lq(Aξ∗ )
+
9
+cp
′


m∑
i=1
‖w‖qlq(Gi)
‖w‖qlq(Aξ∗ )


p′
q


m∑
i=1
‖w‖plq(Gi)f
− p
p′ (ti)
‖w‖plq(Aξ∗ )


− p
′
p
(15)
6
6
(
m∑
i=1
αqi
) p′
q
+ cp
′
(
m∑
i=1
αqi
) p′
q
(
m∑
i=1
αpi f
− p
p′ (ti)
)− p′
p
,
i.e.,
Bp
′
D,Γ‖w‖
p′
lq(Aξ∗\DΓ)
6
(
m∑
i=1
αqi
)p′
q
+ cp
′
(
m∑
i=1
αqi
) p′
q
(
m∑
i=1
αpi f
− p
p′ (ti)
)− p′
p
=: S. (23)
Let t0 = min16i6m ti, I1 = {i ∈ 1, m : ti = t0}, I2 = {1, . . . , m}\I1. Since
s∫
0
σt/3 dt =
3
| logσ|
(1− σs/3), (24)
it follows that for 1 6 i 6 m
f(ti)
f(t0)
=
1− σti/3
1− σt0/3
6 1 +
σ1/3
1− σ1/3
6 1 + 2σ1/3
for σ 6 1
8
. Hence,
(
f(ti)
f(t0)
)− p
p′
> (1 + 2σ1/3)
− p
p′ > 1− 2p
p′
σ1/3. Thus,
S 6
(
m∑
i=1
αqi
) p′
q
+ cp
′
(
m∑
i=1
αqi
)p′
q
(∑
i∈I1
αpi +
∑
i∈I2
αpi
(
1−
2p
p′
σ
1
3
))− p′p
f(t0) =: S˜.
(25)
Estimate S˜ for small σ. Since p < q, there is ε0 = ε0(p, q) ∈
(
0, 1
3
)
such that for
any ε ∈ [0, ε0]
(1− ε)
p
q +
ε
p
q
2
> 1. (26)
Let σ 6 min
{
1
8
,
(
p′
4p
)3}
=: σ1. Set β =
(
m∑
i=1
αqi
) 1
q
. Then
βq =
m∑
i=1
αqi =
m∑
i=1
‖w‖qlq(Gi)
‖w‖qlq(Aξ∗ )
(21)
=
‖w‖qlq(Aξ∗\DΓ)
‖w‖qlq(Aξ∗ )
6 1. (27)
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First we consider {αi}
m
i=1 satisfying the following property: there is i∗ ∈ 1, m
such that αi∗ = β(1 − ε)
1/q,
∑
i 6=i∗
αqi = β
qε, 0 6 ε < ε0. Recall that αi = σ
ti and for
i ∈ I1, j ∈ I2 the inequality αi > αj holds. Hence, I1 = {i∗} and
∑
i∈I1
αpi +
∑
i∈I2
αpi
(
1−
2p
p′
σ
1
3
)
= αpi∗ +
∑
i 6=i∗
αpi
(
1−
2p
p′
σ
1
3
)
>
> αpi∗ +
(∑
i 6=i∗
αqi
) p
q (
1−
2p
p′
σ
1
3
)
=
= βp(1− ε)
p
q + βpε
p
q
(
1−
2p
p′
σ
1
3
)
> βp
(
(1− ε)
p
q +
ε
p
q
2
)
(26)
> βp.
Thus,
S˜ 6 βp
′
+ cp
′
f(t0). (28)
From (27) it follows that
β = σt∗ , t∗ > 0. (29)
Show that there is σ2 = σ2(p) ∈ (0, σ1) such that for 0 < σ 6 σ2, c > 2
βp
′
+ cp
′
f(t0) 6 c
p′f(t∗ + 1), (30)
i.e.,
σp
′t∗ 6 cp
′
(f(t∗ + 1)− f(t0)). (31)
Indeed, σt0 = αi∗ = β(1 − ε)
1
q = σt∗(1 − ε)
1
q . Let t0 = t∗ + κ. Then (1 − ε)
1
q = σκ.
Since (1− ε)
1
q > 2
3
, for small σ we get κ 6 1
4
. Hence, t0 6 t∗+
1
4
and t∗ > t0−
1
4
> 3
4
.
Therefore,
f(t∗ + 1)− f(t0) > f(t∗ + 1)− f
(
t∗ +
1
4
)
(18),(24)
=
1− σ
1
4
1− σ
1
3
σ
t∗
3
+ 1
12 .
If σ is sufficiently small, then cp
′ 1−σ1/4
1−σ1/3
> 1. Thus, in order to prove (31) it is
sufficient to check that p′t∗ >
t∗
3
+ 1
12
. Indeed, it follows from the inequalities t∗ >
3
4
and 3
4
> 1
4
+ 1
12
.
This completes the proof of (30). If ξ∗ is a minimal vertex, then (23), (25), (28)
and (30) yield that Bp
′
D,Γ‖w‖
p′
lq(Aξ∗\DΓ)
6 cp
′
f(t∗ + 1) 6 c
p′f(∞), which implies (20).
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Suppose that the vertex ξ∗ in not minimal. Let ξˆ be the direct predecessor of ξ∗.
Then
‖w‖lq(Aξ∗ )
‖w‖lq(Aξˆ)
6 σ by (16). Therefore,
‖w‖lq(Aξ∗\DΓ)
‖w‖lq(Aξˆ)
(21)
=
(
m∑
i=1
‖w‖qlq(Gi)
) 1
q
‖w‖lq(Aξ∗ )
·
‖w‖lq(Aξ∗ )
‖w‖lq(Aξˆ)
6
(
m∑
i=1
αqi
) 1
q
σ
(29)
= σt∗+1,
i.e., ‖w‖lq(Aξ∗\DΓ) = ‖w‖lq(Aξˆ)σ
t, t > t∗ + 1. This together with (23), (25), (28) and
(30) yields that Bp
′
D,Γ‖w‖
p′
lq(Aξ∗\DΓ)
6 cp
′
f(t∗ + 1) 6 c
p′f(t), which implies (19).
Let, now, for any i ∈ 1, m the inequality αi 6 β(1−ε0)
1
q holds. Prove that there
is a = a(p, q) < 1 such that
(
m∑
i=1
αqi
) 1
q
(
m∑
i=1
αpi
)− 1
p
6 a. (32)
Indeed, consider the problem
m∑
i=1
|αi|
p → min,
m∑
i=1
|αi|
q = βq, |αi|
q 6 βq(1− ε0), 1 6 i 6 m.
The compactness argument yields the existence of the point of minimum, which will
be denoted by (αˆ1, . . . , αˆm). If |αˆi|
q < βq(1−ε0) for any i = 1, m, then by Lagrange’s
principle we get |αˆi| = βk
− 1
q , i ∈ I, αˆi = 0, i /∈ I, for some I ⊂ {1, . . . , m},
card I = k, k > 2. Thus,(
m∑
i=1
|αˆi|
q
) 1
q
(
m∑
i=1
|αˆi|
p
)− 1
p
= k
1
q
− 1
p 6 2
1
q
− 1
p .
Let |αˆi∗|
q = βq(1− ε0) for some i∗ ∈ {1, . . . , m}. Then
∑
i 6=i∗
|αˆi|
p + |αˆi∗|
p >
(∑
i 6=i∗
|αˆi|
q
) p
q
+ |αˆi∗|
p = βpε
p
q
0 + β
p(1− ε0)
p
q ,
(
m∑
i=1
|αˆi|
q
) 1
q
(
m∑
i=1
|αˆi|
p
)− 1
p
6
(
ε
p
q
0 + (1− ε0)
p
q
)− 1
p (26)
< 1.
The inequality (32) is proved. There exist σ3 = σ3(p, q) ∈ (0, σ2) and a˜ =
a˜(p, q) < 1 such that for any σ ∈ (0, σ3)
(
m∑
i=1
αqi
) p′
q
(∑
i∈I1
αpi +
∑
i∈I2
αpi
(
1−
2p
p′
σ
1
3
))− p′p
6 a˜p
′
.
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Therefore,
S˜ 6 βp
′
+ cp
′
a˜p
′
f(t0)
(24),(27)
6 1 + cp
′
a˜p
′ 1
1− σ
1
3
.
Further, there are σ4 = σ4(p, q) ∈ (0, σ3) and a∗ = a∗(p, q) < 1 such that for
σ ∈ (0, σ4) the inequality a˜
p′ 1
1−σ
1
3
6 ap
′
∗ holds. Hence, there exists c0(p, q) > 2 such
that S˜ 6 1 + cp
′
ap
′
∗ 6 c
p′ for c > c0(p, q).
Corollary 1. Let u, w : V(A) → [0, ∞). Suppose that 1 < p < q < ∞ and (16)
holds with 0 < σ < σ∗(p, q). Then
S
p,q
A,u,w .
p,q
sup
ξ∈V(A)
u(ξ)‖w‖lq(Aξ).
Proof. It suffices to consider u, w : V(A) → (0, ∞). In this case, the assertion
follows from Lemmas 1 and 2.
The following lemma gives a lower estimate.
Lemma 3. Let 1 < p 6 q <∞, ξ∗ ∈ V(A). Then
S
p,q
Aξ∗ ,u,w
&
p,q
sup
ξ∈V(Aξ∗ )
( ∑
ξ∗6ξ′6ξ
up
′
(ξ′)
) 1
p′
‖w‖lq(Aξ).
Proof. Let ξ ∈ V(Aξ∗). Define the tree D by V(D) = (V(Aξ∗)\V(Aξ)) ∪ {ξ} and
set Γ = {ξ}. Then (D, Γ) ∈ J ′ξ∗, V(DΓ) = V(Aξ∗)\V(Aξ), Aξ∗\DΓ = Aξ. By
Lemma 1,
S
p,q
Aξ∗ ,u,w
&
p,q
β−1D,Γ‖w‖lq(Aξ). (33)
We have
βD,Γ = inf
{
‖f‖lp(D) :
∑
ξ∗6ξ′6ξ
u(ξ′)|f(ξ′)| = 1
}
=
= inf


( ∑
ξ∗6ξ′6ξ
|f(ξ′)|p
)1/p
:
∑
ξ∗6ξ′6ξ
u(ξ′)|f(ξ′)| = 1

 =
( ∑
ξ∗6ξ′6ξ
up
′
(ξ′)
)−1/p′
.
This completes the proof.
Let (A, ξ0) be a tree, u, w : V(A) → [0, ∞), ξ∗ ∈ V
A
j0(ξ0), m ∈ Z+ ∪ {+∞},
j0 < j1 < j2 < · · · < jk < . . . , J = {jk}06k<m+1. For 0 6 k < m+1 denote by Gk the
maximal subgraph of A on the set of vertices ∪jk6j<jk+1V
A
j−j0
(ξ∗), and by {Ak,i}i∈Ik ,
the set of its connected components. Let ξk,i be the minimal vertex of the tree Ak,i.
Define the tree AJ by
V(AJ) = {ξk,i}06k<m+1, i∈Ik , V
AJ
1 (ξk,i) = V
A
jk+1−jk
(ξk,i), 0 6 k < m. (34)
13
For 0 6 k < m+ 1, i ∈ Ik we set
uJ(ξk,i) = ‖u‖lp′(Ak,i), wJ(ξk,i) = ‖w‖lq(Ak,i). (35)
Lemma 4. The inequality Sp,qAξ∗ ,u,w 6 S
p,q
AJ ,uJ ,wJ
holds.
Proof. Let f : V(Aξ∗)→ R+, ‖f‖lp(Aξ∗ ) = 1. Denote fJ(ξk,i) = ‖f‖lp(Ak,i), 0 6 k 6
m, i ∈ Ik. Then ‖fJ‖lp(AJ ) = 1.
Let ξ ∈ V(Ak,i). Then for any 0 6 l 6 k there exists il ∈ Il such that ξl,il 6 ξ.
This together the Ho¨lder’s inequality yields
∑
ξ∗6ξ′6ξ
u(ξ′)f(ξ′) 6
k∑
l=0
∑
ξ′∈V(Al,il )
u(ξ′)f(ξ′)
(35)
6
k∑
l=0
uJ(ξl,il)fJ(ξl,il) =
=
∑
ζ′∈V(AJ ), ζ′6ξk,i
uJ(ζ
′)fJ(ζ
′).
Hence,
∑
ξ∈V(Aξ∗ )
wq(ξ)
( ∑
ξ∗6ξ′6ξ
u(ξ′)f(ξ′)
)q
=
m∑
k=0
∑
i∈Ik
∑
ξ∈V(Ak,i)
wq(ξ)
( ∑
ξ∗6ξ′6ξ
u(ξ′)f(ξ′)
)q
6
6
m∑
k=0
∑
i∈Ik
∑
ξ∈V(Ak,i)
wq(ξ)

 ∑
ζ′∈V(AJ ), ζ′6ξk,i
uJ(ζ
′)fJ(ζ
′)


q
(35)
=
=
m∑
k=0
∑
i∈Ik
wqJ(ξk,i)

 ∑
ζ′∈V(AJ ), ζ′6ξk,i
uJ(ζ
′)fJ(ζ
′)


q
=
=
∑
ζ∈V(AJ )
wqJ(ζ)

 ∑
ζ′∈V(AJ ), ζ′6ζ
uJ(ζ
′)fJ(ζ
′)


q
6
[
S
p,q
AJ ,uJ ,wJ
]q
.
This completes the proof.
Proof of Theorem 1. Denote by ξ0 the minimal vertex ofA and set Zˆ = (K, λ, l0, p, q).
Let σ∗ = σ∗(p, q) ∈ (0, 1) be such as in Lemma 2, and let t∗ = t∗(Zˆ) ∈ N be such
that λt∗ 6 σ∗
2
. Set l∗ = l0t∗. For m ∈ N we define the function um : V(A)→ R+ by
um(ξ) =
{
u(ξ), ξ ∈ VAj (ξ0), j 6 l∗m,
0, ξ ∈ VAj (ξ0), j > l∗m.
Prove that
S
p,q
A,um,w
.
Zˆ
sup
ξ∈V(A)
u(ξ)‖w‖lq(Aξ). (36)
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This together with B. Levi’s theorem gives the desired estimate.
For k ∈ Z+ we set jk = l∗k. Denote J = {jk}06k6m and and define the tree AJ
by (34). Then Lemma 4 yields
S
p,q
A,um,w
6 S
p,q
AJ ,(um)J ,wJ
; (37)
here (um)J , wJ are defined by (35).
Let 0 6 k 6 m − 1, ξk,i ∈ V(AJ), ξk+1,i′ ∈ V
AJ
1 (ξk,i), ξk,i = η0 < η1 < · · · <
ηt∗ = ξk+1,i′, ηj ∈ V
A
l0
(ηj−1), 1 6 j 6 t∗. Then
‖wJ‖lq((AJ )ξk+1,i′ )
‖wJ‖lq((AJ )ξk,i )
=
‖w‖lq(Aξk+1,i′ )
‖w‖lq(Aξk,i )
=
t∗∏
j=1
‖w‖lq(Aηj )
‖w‖lq(Aηj−1 )
(4)
6 λt∗ 6
σ∗
2
.
By Corollary 1,
S
p,q
AJ ,(um)J ,wJ
.
p,q
sup
ζ∈V(AJ )
(um)J(ζ)‖w‖lq((AJ )ζ) = sup
06k6m, i∈Ik
‖um‖lp′(Ak,i)‖w‖lq(Aξk,i ).
(38)
If k < m, then by (3) we have cardV(Ak,i) .
Zˆ
1; this together the first relation in (4)
yield that ‖um‖lp′(Ak,i) .
Zˆ
u(ξk,i). If k = m, then ‖um‖lp′ (Ak,i) = u(ξk,i). This together
with (37) and (38) implies (36).
The lower estimate follows from Lemma 3.
Consider two examples.
Example 1. Suppose that there is C∗ > 1 such that for any j ∈ Z+, j
′ > j,
ξ ∈ VAj (ξ)
C−1∗ · 2
ψ(j′)−ψ(j) 6 cardVAj′−j(ξ) 6 C∗ · 2
ψ(j′)−ψ(j), 2ψ(t) = 2θstΛ∗(2
st); (39)
here θ > 0, s ∈ N, Λ∗ : (0, ∞) → (0, ∞) is an absolutely continuous function such
that limy→∞
yΛ′∗(y)
Λ∗(y)
= 0. Suppose that for ξ ∈ VAj (ξ0)
u(ξ) = uj = 2
θsj
q Ψu(2
sj), w(ξ) = wj = 2
− θsj
q Ψw(2
sj). (40)
Here Ψu, Ψw : (0, ∞) → (0, ∞) are absolutely continuous functions such that
limy→∞
yΨ′u(y)
Ψu(y)
= limy→∞
yΨ′w(y)
Ψw(y)
= 0.
Set Z = (u, w, ψ, C∗, p, q).
For j0 ∈ Z+ we write
Mj0 = sup
j∈Z+, j>j0
Ψu(2
sj)
(∑
i>j
Ψqw(2
si)
Λ∗(2
si)
Λ∗(2sj)
) 1
q
.
The proof of the following lemma is straightforward and will be omitted.
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Lemma 5. Let Λ∗ : (0, +∞)→ (0, +∞) be an absolutely continuous function such
that lim
y→+∞
yΛ′∗(y)
Λ∗(y)
= 0. Then for any ε > 0
t−ε .
ε,Λ∗
Λ∗(ty)
Λ∗(y)
.
ε,Λ∗
tε, 1 6 y <∞, 1 6 t <∞. (41)
Theorem 3. Let Mj0 <∞, ξ∗ ∈ V
A
j0
(ξ0). Then S
p,q
Aξ∗ ,u,w
≍
Z
Mj0.
Proof. Let ξ ∈ VAj−j0(ξ∗). Then
‖w‖lq(Aξ)
(39)
≍
Z
(∑
j′>j
wq(j′)2ψ(j
′)−ψ(j)
) 1
q
(39),(40)
=
=
(∑
j′>j
2−θsj
′
Ψqw(2
sj′) · 2θs(j
′−j)Λ∗(2
sj′)
Λ∗(2sj)
) 1
q
= 2−
θsj
q
(∑
j′>j
Ψqw(2
sj′)
Λ∗(2
sj′)
Λ∗(2sj)
) 1
q
,
i.e.,
‖w‖lq(Aξ) ≍
Z
2−
θsj
q
(∑
j′>j
Ψqw(2
sj′)
Λ∗(2
sj′)
Λ∗(2sj)
) 1
q
. (42)
For any l0 ∈ N
∑
j′>j+l0
Λ∗(2
sj′)
Λ∗(2s(j+l0))
Ψqw(2
sj′) 6
Λ∗(2
sj)
Λ∗(2s(j+l0))
∑
j′>j
Λ∗(2
sj′)
Λ∗(2sj)
Ψqw(2
sj′).
Therefore, for any ξ ∈ VAj−j0(ξ∗), ξ
′ ∈ VAl0(ξ)
‖w‖lq(Aξ′ )
‖w‖lq(Aξ)
(42)
.
Z
2−
θsl0
q
Λ
1
q
∗ (2sj)
Λ
1
q
∗ (2s(j+l0))
(41)
.
Z
2−
θsl0
2q .
Hence, for sufficiently large l0 there is λ ∈ (0, 1) such that
‖w‖lq(Aξ′ )
‖w‖lq(Aξ)
6 λ, ξ′ ∈ VAl0(ξ).
For any ξ ∈ VAj−j0(ξ∗)
‖w‖lq(Aξ)u(ξ)
(40),(42)
≍
Z
2−
θsj
q
(∑
j′>j
Ψqw(2
sj′)
Λ∗(2
sj′)
Λ∗(2sj)
) 1
q
· 2
θsj
q Ψu(2
sj) =
=
(∑
j′>j
Ψqw(2
sj′)
Λ∗(2
sj′)
Λ∗(2sj)
) 1
q
Ψu(2
sj).
It remains to take the supremum over j > j0 and apply Theorem 1.
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Example 2. Suppose that there exists C∗ > 1 such that for any j ∈ Z+, j
′ > j,
ξ ∈ VAj (ξ)
C−1∗ · 2
ψ(j′)−ψ(j) 6 cardVAj′−j(ξ) 6 C∗ · 2
ψ(j′)−ψ(j), 2ψ(j) = jγ∗τ∗(j); (43)
here γ∗ > 0, τ∗ : (0, ∞) → (0, ∞) is an absolutely continuous function such that
limy→∞
yτ ′∗(y)
τ∗(y)
= 0. Suppose that for any ξ ∈ VAj (ξ0)
u(ξ) = uj = j
−αuρu(j), w(ξ) = wj = j
−αwρw(j), (44)
where ρu, ρw : (0, ∞) → (0, ∞) are absolutely continuous functions such that
limy→∞
yρ′u(y)
ρu(y)
= limy→∞
yρ′w(y)
ρw(y)
= 0.
As in Example 1, we set Z = (u, w, ψ, C∗, p, q).
Theorem 4. Suppose that j0 = 2
k0, k0 ∈ Z+, ξ∗ ∈ V
A
j0
(ξ0).
1. Let −αw +
1
q
+ γ∗
q
< 0. Set α = αu + αw, ρ(t) = ρu(t)ρw(t). If Mj0 :=
supj>j0 j
−α+ 1
q
+ 1
p′ ρ(j) <∞, then Sp,qAξ∗ ,u,w ≍
Zˆ
Mj0. In particular, if −α+
1
q
+ 1
p′
<
0, then Sp,qAξ∗ ,u,w ≍
Zˆ
j
−α+ 1
q
+ 1
p′
0 ρ(j0).
2. Let −αw +
1
q
+ γ∗
q
= 0, −αu +
1
p′
− γ∗
q
= 0,
M˜k0 := sup
k∈Z+
ρu(2
k0+k)
(∑
t>k
ρqw(2
k0+t)
τ∗(2
k0+t)
τ∗(2k0+k)
) 1
q
<∞.
Then Sp,qAξ∗ ,u,w ≍
Zˆ
M˜k0.
Proof. Prove the upper estimate. Let jk = 2
k0+k, k ∈ Z+, J = {jk}k∈Z+ . Define the
tree AJ and weights wJ , uJ by (34), (35). Since
card {ξ ∈ VAj−jk(ξk,i)}
(41),(43)
.
Z
1, jk 6 j < jk+1, (45)
we have cardV(Ak,i) ≍
Z
2k0+k. Hence,
(uJ)(ξk,i)
(44)
≍
Z
2
(
−αu+
1
p′
)
(k0+k)ρu(2
k0+k), (wJ)(ξk,i)
(44)
≍
Z
2(−αw+
1
q )(k0+k)ρw(2
k0+k),
cardVAJk′−k(ξk,i) = cardV
A
jk′−jk
(ξk,i)
(43)
≍
Z
2ψJ(k
′)−ψJ (k), k′ > k, 2ψJ (l) = 2γ∗(k0+l)τ∗(2
k0+l).
In the case 1 we get
‖wJ‖lq((AJ )ξk,i ) ≍Z
2(−αw+
1
q )(k0+k)ρw(2
k0+k),
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sup
k∈Z+
‖wJ‖lq((AJ )ξk,i )uJ(ξk,i) ≍Z
sup
l>k0
2
(
−α+ 1
q
+ 1
p′
)
l
ρ(2l) =
Zˆ
Mj0 . (46)
In the case 2 we have
(uJ)(ξk,i) ≍
Z
2
γ∗(k0+k)
q ρu(2
k0+k), (wJ)(ξk,i) ≍
Z
2−
γ∗(k0+k)
q ρw(2
k0+k). (47)
The further arguments are the same as in Example 1.
In order to prove the lower estimate, we notice that ‖w‖lq(Aξk,i ) = ‖wJ‖lq((AJ )ξk,i ),( ∑
ξ∗6ξ′6ξk,i
up
′
(ξ′)
) 1
p′ (45)
&
Z
(uJ)(ξk,i) for k > 1 and apply Lemma 3 together with (46)
and (47).
4 An estimate for the norm of a weighted summation
operator on a tree: case p > q
Suppose that conditions of Theorem 2 hold.
We shall use the following notation.
Let k ∈ N ∪ {∞}, T , T1, . . . , Tk be trees that have no common vertices, let
v1, . . . , vk ∈ V(T ), wj ∈ V(Tj), j = 1, . . . , k. Denote by
J(T , T1, . . . , Tk; v1, w1, . . . , vk, wk)
the tree obtained from T , T1, . . . , Tk by connecting the vertices vj and wj by an
edge for each j = 1, . . . , k.
Let (D, ξ0) be a tree, ξ ∈ V(D), n ∈ N, let T = {A1, . . . , An} be a partition of
V
D
1 (ξ) into nonempty subsets, Aj = {ξj,i}
kj
i=1. Define the graph Gξ,T (D) as follows.
1. Let ξ = ξ0. Then we denote by Gξ,T (D) the graph that is a disjoint union of
trees D˜j := J({ηj}, Dξj,1 , . . . ,Dξj,kj ; ηj , ξj,1, . . . , ηj , ξj,kj).
2. Let ξ > ξ0, and let η be the direct predecessor of ξ. Then we set
Gξ,T (D) = J(D\Dξ, D˜1, . . . , D˜n; η, η1, . . . , η, ηn),
where the vertices ηj and trees D˜j are defined above.
Let u, w : V(D) → (0, ∞), ξ ∈ V(D). Define weights uξ,T and wξ,T on the graph
Gξ,T (D) as follows. If ζ ∈ V(D)\V(Dξ) or ζ ∈ ∪
n
j=1 ∪
kj
i=1 V(Dξj,i), then we set
uξ,T (ζ) = u(ζ), wξ,T (ζ) = w(ζ); if ζ = ηj for some j ∈ {1, . . . , n}, then we set
uξ,T (ηj) = n
1
pu(ξ), wξ,T (ηj) = n
− 1
qw(ξ). (48)
If each element of T is a singlepoint, then we denote
Gξ,T (D) = Gξ(D), uξ,T = uξ, wξ,T = wξ. (49)
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Lemma 6. For any 1 6 p, q 6∞
S
p,q
u,w,D 6 S
p,q
uξ,T ,wξ,T ,Gξ,T (D)
. (50)
Proof. Let f : V(D) → R+, ‖f‖lp(D) = 1. Define the function fξ,T : V(Gξ(D)) →
R+ as follows: we set fξ,T (ζ) = f(ζ) for ζ ∈ V(D)\V(Dξ) or for ζ ∈ ∪
n
j=1 ∪
kj
i=1
V(Dξj,i), and we set fξ,T (ηj) = n
− 1
p f(ξ), 1 6 j 6 n. Then ‖fξ,T‖lp(Gξ,T (D)) = ‖f‖lp(D).
We have
∑
ζ∈V(D)
wq(ζ)
(∑
ζ′6ζ
u(ζ ′)f(ζ ′)
)q
=
∑
ζ∈V(D)\V(Dξ)
wq(ζ)
(∑
ζ′6ζ
u(ζ ′)f(ζ ′)
)q
+
+wq(ξ)
(∑
ζ′6ξ
u(ζ ′)f(ζ ′)
)q
+
n∑
j=1
kj∑
i=1
∑
ζ∈V(Dξj,i )
wq(ζ)
(∑
ζ′6ζ
u(ζ ′)f(ζ ′)
)q
=: S.
Since V(D)\V(Dξ) ⊂ V(Gξ,T (D)), by definitions of uξ,T , wξ,T and fξ,T we get
∑
ζ∈V(D)\V(Dξ)
wq(ζ)
(∑
ζ′6ζ
u(ζ ′)f(ζ ′)
)q
=
∑
ζ∈V(D)\V(Dξ)
wqξ,T (ζ)
(∑
ζ′6ζ
uξ,T (ζ
′)fξ,T (ζ
′)
)q
.
(51)
Let 1 6 j 6 n. Then
wqξ,T (ηj)

 ∑
ζ′∈V(Gξ,T (D)), ζ′6ηj
uξ,T (ζ
′)fξ,T (ζ
′)


q
=
= n−1wq(ξ)

 ∑
ζ′∈V(D), ζ′<ξ
u(ζ ′)f(ζ ′) + n
1
pu(ξ) · n−
1
pf(ξ)


q
=
= n−1wq(ξ)

 ∑
ζ′∈V(D), ζ′6ξ
u(ζ ′)f(ζ ′)


q
.
Hence,
wq(ξ)

 ∑
ζ′∈V(D), ζ′6ξ
u(ζ ′)f(ζ ′)


q
=
n∑
j=1
wqξ,T (ηj)

 ∑
ζ′∈V(Gξ,T (D)), ζ′6ηj
uξ,T (ζ
′)fξ,T (ζ
′)


q
.
(52)
Let ζ ∈ V(Dξj,i), 1 6 j 6 n, 1 6 i 6 kj. Then∑
ζ′∈V(Gξ,T (D)), ζ′6ζ
uξ,T (ζ
′)fξ,T (ζ
′) =
∑
ζ′∈V(Gξ,T (D)), ζ′6ζ, ζ′ 6=ηj
uξ,T (ζ
′)fξ,T (ζ
′)+uξ,T (ηj)fξ,T (ηj) =
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=
∑
ζ′∈V(D), ζ′6ζ, ζ′ 6=ξ
u(ζ ′)f(ζ ′) + n
1
pu(ξ) · n−
1
pf(ξ) =
∑
ζ′∈V(D), ζ′6ζ
u(ζ ′)f(ζ ′).
Therefore,
wq(ζ)

 ∑
ζ′∈V(D), ζ′6ζ
u(ζ ′)f(ζ ′)


q
= wqξ,T (ζ)

 ∑
ζ′∈V(Gξ,T (D)), ζ′6ζ
uξ,T (ζ
′)fξ,T (ζ
′)


q
.
(53)
From (51), (52) and (53) it follows that
S =
∑
ζ∈V(Gξ,T (D))
wqξ,T (ζ)
(∑
ζ′6ζ
uξ,T (ζ
′)fξ,T (ζ
′)
)q
6
(
S
p,q
uξ,T ,wξ,T ,Gξ,T (D)
)q
.
This completes the proof of (50).
Denote by [A]6n a subtree in A such that
V([A]6n) = ∪
n
j=0V
A
j (ξ0).
Proof of Theorem 2. It suffices to consider the case p <∞ and N <∞.
For 0 6 j 6 N we construct the graph Gj,A and the functions u
(j), w(j) :
V(Gj,A)→ (0, ∞) with the following properties:
1. GN,A = A, u
(N) = u, w(N) = w.
2. If 1 6 j 6 N − 1, then Gj,A is a tree with the minimal vertex ξ0; here
[Gj,A]6j−1 = [A]6j−1, V
Gj,A
N (ξ0) = Vmax(Gj,A); (54)
cardV
Gj,A
1 (ξ) = cardV
A
N−j+1(ξ), if ξ ∈ V
Gj,A
j−1 (ξ0); (55)
cardV
Gj,A
1 (ξ) = 1, if ξ ∈ V
Gj,A
i (ξ0), j 6 i 6 N − 1. (56)
In addition,
u(j)(ξ) = u(ξ), w(j)(ξ) = w(ξ), ξ ∈ V([Gj,A]6j−1); (57)
u(j)(ξ) ≍
C∗
ui · 2
ψ(N)−ψ(i)
p , w(j)(ξ) ≍
C∗
wi · 2
−
ψ(N)−ψ(i)
q , ξ ∈ V
Gj,A
i (ξ0), j 6 i 6 N ;
(58)
if C∗ = 1, then we have exact equalities in (58).
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3. If j = 0, then Gj,A is a disjoint union of pathes ζk,0 < ζk,1 < · · · < ζk,N ,
1 6 k 6 cardVAN(ξ0). In addition,
u(0)(ζk,i) ≍
C∗
ui · 2
ψ(N)−ψ(i)
p , w(0)(ζk,i) ≍
C∗
wi · 2
−
ψ(N)−ψ(i)
q , 0 6 i 6 N. (59)
If C∗ = 1, then we have exact equalities in (59).
4. Sp,qA,u,w 6 S
p,q
Gj,A,u(j),w(j)
.
The graphs Gj,A and the functions u
(j), w(j) will be constructed by induction
on j. Suppose that for some 0 6 k 6 N − 1 the trees Gk+1,A and the functions
u(k+1), w(k+1) are constructed, and suppose that assertions 1–4 hold with j := k+1.
Set V
Gk+1,A
k (ξ0) = {ζ1, . . . , ζm}. From (54) it follows that {ζ1, . . . , ζm} = V
A
k (ξ0),
u(k+1)(ζt)
(57)
= u(ζt), w
(k+1)(ζt)
(57)
= w(ζt), 1 6 t 6 m.
We set
Gk,A = Gζm(. . . Gζ2(Gζ1(Gk+1,A))),
uk = (((uk+1)ζ1)ζ2 . . . )ζm , wk = (((wk+1)ζ1)ζ2 . . . )ζm
(see (49)). From Lemma 6 and the induction assumption we obtain assertion 4.
Conditions (54), (55), (56) for j := k > 0 and the first part of assertion 3 hold by
construction and by the induction hypothesis.
Estimate the values u(k)(η) and w(k)(η), η ∈ V(Gk,A). Let η ∈ Vk(Gk,A). Then
V
Gk,A
1 (η) = {η
′}. There exists 1 6 t 6 m such that η′ ∈ V
Gk+1,A
1 (ζt). From definition
of u(k) and w(k) and from (57) applied to j := k + 1 we get
u(k)(η)
(48),(55)
= u(k+1)(ζt)
(
cardVAN−k(ζt)
) 1
p
(5)
≍
C∗
u(ζt)2
ψ(N)−ψ(k)
p ,
w(k)(η)
(48),(55)
= w(k+1)(ζt)
(
cardVAN−k(ζt)
)− 1
q
(5)
≍
C∗
w(ζt)2
−ψ(N)−ψ(k)
q .
If C∗ = 1, then we have exact equalities.
Let η ∈ V(Gk,A)\Vk(Gk,A). Then u
(k)(η) = u(k+1)(η), w(k)(η) = w(k+1)(η). This
together with the induction assumption yields (57) and (58) for k > 0 and the second
part of assertion 3 for k = 0.
Let us estimate Sp,q
G0,A,u(0),w(0)
. Set
m∗ = cardV
A
N(ξ0)
(5)
≍
C∗
2ψ(N) (60)
(if C∗ = 1, then the exact equality holds). By assertion 3, S
p,q
G0,A,u(0),w(0)
≍
C∗
S
p,q
G0,A,u˜,w˜
,
where
u˜(ζk,i) = u˜i := ui · 2
ψ(N)−ψ(i)
p , w˜(ζk,i) = w˜i := wi · 2
−ψ(N)−ψ(i)
q . (61)
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Let f : V(G0,A)→ R+, ‖f‖lp(G0,A) = 1. Set ϕ(ζk,i) = ϕk,i = f
p(ζk,i). Then
m∗∑
k=1
N∑
j=0
ϕk,i = 1, (62)
∑
ξ∈V(G0,A)
w˜q(ξ)
(∑
ξ′6ξ
u˜(ξ′)f(ξ′)
)q
=
m∗∑
k=1
N∑
j=0
w˜qj
(
j∑
i=0
u˜iϕ
1/p
k,i
)q
=: F(ϕ).
Since p > q, the function t 7→ t
q
p is concave on R+. This together with the inverse
Minkowski inequality implies that F(ϕ) is concave on the set of nonnegative functions
ϕ.
Set ϕ˜(ζk,i) = ϕ˜i =
1
m∗
m∗∑
l=1
ϕl,i, 1 6 k 6 m∗, f˜i = ϕ˜
1/p
i m
1/p
∗ . Then
N∑
j=0
ϕ˜i =
1
m∗
m∗∑
k=1
N∑
j=0
ϕk,i
(62)
=
1
m∗
,
N∑
j=0
f˜ pj = 1. (63)
Notice that ϕ˜(ζk,i) =
1
card Sm∗
∑
pi∈Sm∗
ϕpi(ζk,i) and F(ϕ) = F(ϕpi) for any pi ∈ Sm∗ ,
where Sm∗ is the set of all permutations of m∗ elements and ϕpi(ζk,i) = ϕ(ζpi(k),i).
Since F is concave, the inequality F(ϕ) 6 F(ϕ˜) holds. Therefore,
m∗∑
k=1
N∑
j=0
w˜qj
(
j∑
i=0
u˜iϕ
1/p
k,i
)q
6
m∗∑
k=1
N∑
j=0
w˜qj
(
j∑
i=0
u˜iϕ˜
1/p
i
)q
(61)
=
= m∗
N∑
j=0
wqj · 2
−ψ(N)+ψ(j)
(
j∑
i=0
ui · 2
ψ(N)−ψ(i)
p m
− 1
p
∗ f˜i
)q
(60)
≍
C∗,p,q
≍
N∑
j=0
wqj · 2
ψ(j)
(
j∑
i=0
ui · 2
−
ψ(i)
p f˜i
)q
(63)
6
[
S
p,q
uˆ,wˆ
]q
.
This completes the proof.
The similar assertion can be obtained for the weighted integration operator on
a metric tree. Let A = (A, ∆), where (A, ξ0) satisfies (5) and cardV
A
1 (ξ0) = 1.
Suppose that ∆((ξ′, ξ′′)) = [aj , bj ] for any ξ
′ ∈ VAj (ξ0), ξ
′′ ∈ VA1 (ξ
′). Let x0 be the
minimal point in A. Consider the weight functions g, v : A → (0, ∞) such that
g(x) = g0(|x− x0|A), v(x) = v0(|x− x0|A) (see (6)).
Set R =
∑
j∈Z+
(bj − aj),
vˆ0(t) = v0(t) · 2
ψ(j)
q , gˆ0(t) = g0(t) · 2
−ψ(j)
p , t =
j−1∑
i=0
(bi − ai) + s, s ∈ [aj, bj ].
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Let Ig,v,x0 : Lp(A)→ Lq(A) be defined by (7), and let Iˆgˆ0,vˆ0f(t) = vˆ0(t)
t∫
0
gˆ0(x)f(x) dx,
0 6 t < R, f ∈ Lp(0, R).
Theorem 5. Let 1 6 q 6 p 6∞. Then ‖Ig,v,x0‖Lp(A)→Lq(A) ≍
p,q,C∗
‖Iˆgˆ0,vˆ0‖Lp(0, R)→Lq(0, R).
If C∗ = 1, then the exact equality holds.
This result is proved similarly as Theorem 2. For p = q = 2 it was obtained
in [22].
In conclusion, the author expresses her sincere gratitude to V.D. Stepanov providing
references.
REFERENCES
[1] K.F. Andersen, H.P. Heinig, “Weighted norm inequalities for certain integral
operators”, SIAM J. Math. Anal., 14 (1983), 834–844.
[2] G. Bennett, “Some elementary inequalities”, Quart. J. Math. Oxford Ser. (2),
38:152 (1987), 401–425.
[3] G. Bennett, “Some elementary inequalities. II”, Quart. J. Math. Oxford Ser. (2)
39:156 (1988), 385–400.
[4] G. Bennett, “Some elementary inequalities. III”, Quart. J. Math. Oxford Ser.
(2), 42:166 (1991), 149–174.
[5] J.S. Bradley, “Hardy inequalities with mixed norms”, Canad. Math. Bull. 21:4
(1978), 405–408.
[6] M.Sh. Braverman, V.D. Stepanov, “On the discrete Hardy inequality”, Bull.
London Math. Soc., 26:3 (1994), 283–287.
[7] W.D. Evans, D.J. Harris, “Fractals, trees and the Neumann Laplacian”, Math.
Ann., 296:3 (1993), 493–527.
[8] W.D. Evans, D.J. Harris, J. Lang, “Two-sided estimates for the approximation
numbers of Hardy-type operators in L∞ and L1”, Studia Math., 130:2 (1998),
171–192.
[9] W.D. Evans, D.J. Harris, J. Lang, “The approximation numbers of Hardy-type
operators on trees”, Proc. London Math. Soc. (3) 83:2 (2001), 390–418.
[10] W.D. Evans, D.J. Harris, L. Pick, “Weighted Hardy and Poincare´ inequalities
on trees”, J. London Math. Soc., 52:2 (1995), 121–136.
[11] S.M. Farsani, “On the boundedness and compactness of Riemann-Liouville
fractional operators” [Russian], Sibirsk. Mat. Zh. 54:2 (2013), 468–479.
[12] M.L. Goldman, “Hardy type inequalities on the cone of quasimonotone
functions”, Research report 98/31, Russian Acad. of Sciences, Far Eastern
Branch, Khabarovsk, 1998.
23
[13] K.-G. Grosse-Erdmann, The blocking technique, weighted mean operators and
Hardy’s inequality. Lecture Notes in Mathematics, vol. 1679. Springer-Verlag,
Berlin, 1998.
[14] H.P. Heinig, “Weighted norm inequalities for certain integral operators, II”,
Proc. AMS, 95 (1985), 387–395.
[15] A. Kufner, L. Maligranda, L.-E. Persson, The Hardy inequality. About its history
and some related results. Vydavatelsky Servis, Plzenˇ, 2007. 162 pp.
[16] A. Kufner, L.-E. Persson, Weighted inequalities of Hardy type. World Scientific
Publishing Co., Inc., River Edge, NJ, 2003.
[17] L. Leindler, “Generalization of inequalities of Hardy and Littlewood”, Acta Sci.
Math. 31 (1970), 279-285.
[18] M.A. Lifshits, “Bounds for entropy numbers for some critical operators”, Trans.
Amer. Math. Soc., 364:4 (2012), 1797–1813.
[19] M.A. Lifshits, W. Linde, “Compactness properties of weighted summation
operators on trees”, Studia Math., 202:1 (2011), 17–47.
[20] M.A. Lifshits, W. Linde, “Compactness properties of weighted summation
operators on trees — the critical case”, Studia Math., 206:1 (2011), 75–96.
[21] V.G. Maz’ja [Maz’ya], Sobolev spaces (Leningrad. Univ., Leningrad, 1985;
Springer, Berlin–New York, 1985).
[22] K. Naimark, M. Solomyak, “Geometry of Sobolev spaces on regular trees and
the Hardy inequality”, Russian J. Math. Phys., 8:3 (2001), 322–335.
[23] R. Oinarov, “Two-sided estimates for the norm of some classes of integral
operators”, Trudy Mat. Inst. Steklov 204 (1993), 240–250; translation in Proc.
Steklov Inst. Math. 204 (1994), 205—214.
[24] R. Oinarov, L.-E. Persson, A. Temirkhanova, “Weighted inequalities for a class
of matrix operators: the case p 6 q”, Math. Inequal. Appl., 12:4 (2009), 891–903.
[25] C.A. Okpoti, L.E. Persson, A. Wedestig, “Scales of weight characterizations for
some multidimensional discrete Hardy and Carleman type inequalities”, Proc.
A. Razmadze Math. Inst., 138 (2005), 63–84.
[26] C.A. Okpoti, L.E. Persson, A. Wedestig, “Weight characterizations for the
discrete Hardy inequality with kernel”, J. Inequal. Appl., 2006, Art. ID 18030,
14 pp.
[27] D.V. Prokhorov, V.D. Stepanov, “Weighted estimates for Riemann – Liouville
operators and their applications”, Tr. Mat. Inst. Steklova 243 (2003), 289–312;
translation in Proc. Steklov Inst. Math. 243 (2003), 278-–301.
[28] N.A. Rautian, “On the boundedness of a class of fractional-type integral
operators”, Mat. Sb. 200:12 (2009), 81–106; translation in Sb. Math. 200:11-12
(2009), 1807–1832.
[29] M. Solomyak, “On approximation of functions from Sobolev spaces on metric
graphs”, J. Approx. Theory, 121:2 (2003), 199–219.
24
[30] V.D. Stepanov, “Two-weight estimates for Riemann – Liouville integrals”, Izv.
Akad. Nauk SSSR Ser. Mat. 54:3 (1990), 645–656; transl.: Math. USSR-Izv.,
36:3 (1991), 669–681.
[31] V.D. Stepanov, “Two-weighted estimates for Riemann-Liouville integrals”, Rept.
39, Ceskoslov. Akad. Veˇd. Mat. U´stav. Praha, 1988. P. 1–28.
[32] V.D. Stepanov, E.P. Ushakova, “Kernel operators with variable intervals of
integration in Lebesgue spaces and applications”, Math. Inequal. Appl. 13:3
(2010), 449–510.
[33] A.A. Vasil’eva, “Embedding theorem for weighted Sobolev classes with weights
that are functions of the distance to some h-set”, Russ. J. Math. Phys., 20:3,
360–373.
[34] A.A. Vasil’eva, “Embedding theorem for weighted Sobolev classes with weights
that are functions of the distance to some h-set. II”, Russ. J. Math. Phys., to
appear.
25
