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Abstract
We prove that the only rearrangement invariant (r.i.) spaces for which there exists a crossnorm verifying that the tensor product
of these spaces preserves the “natural” r.i. space structure, in the sense that it makes the multiplication operator B a topological
isomorphism, are the Lp spaces.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
The connections between tensor products and rearrangement invariant Banach spaces have been studied in several
works (see for instance [12,16] and references therein). The general framework has been the following: Let X(Ω1),
Y(Ω2) and Z(Ω1 × Ω2) be Banach function spaces. In which cases is the bilinear operator
B : X(Ω1) × Y(Ω2) → Z(Ω1 × Ω2),
defined as B(x, y)(s, t) = x ⊗ y(s, t) = x(s)y(t) for every (s, t) ∈ Ω1 × Ω2, bounded? Or, equivalently, when do
we have a continuous embedding X(Ω1) ⊗ˆπ Y (Ω2) ⊆ Z(Ω1 × Ω2)? Here π denotes the projective tensor norm on
X(Ω1) ⊗ Y(Ω2) (see Section 2 for definitions) and X(Ω1) ⊗ˆπ Y (Ω2) the completion of (X(Ω1) ⊗ Y(Ω2),‖ · ‖π ).
The close connection between the continuity of the operator B and the stability problem of the integral operators
(see [12, Part III]) has motivated a deep research on this problem. Most of these works (see for instance [2,13–16,18])
have focused their results on concrete and important spaces: Lorentz spaces, Orlicz spaces, Marcinkiewicz spaces,
etc. (see [11] for definitions).
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tensor product was there used to study the multiplicator space M(X) of X. In [4] the authors focused their work
on rearrangement invariant (r.i.) Banach spaces on [0,1], relating the multiplicator space M(X) with properties of
subspaces of X and, again, with the continuity of the operator B (see Theorem 7).
In this work we change the point of view of the problem, and we study the natural question of which r.i. spaces
X(Ω1), Y (Ω2) and which crossnorms α verify that the tensor product X(Ω1) ⊗ˆα Y (Ω2) is again an r.i. space. As
far as we know, there is not much work done about this problem, though some partial results were previously stated
in [17]. A priori, there can be “many” r.i. structures on the same space X(Ω1) ⊗ˆα Y (Ω2). Anyway, there exists a
“natural” structure on Ω1 × Ω2 associated to the product operator B . We are asking then about the cases in which
X(Ω1) ⊗ˆα Y (Ω2) = Z(Ω1 × Ω2), for some r.i. space Z.
Thus, we are now interested in the cases in which the operator B is not only continuous, but also a topological
isomorphism. Specifically, the framework of this paper is the question:
Which r.i. spaces X,Y,Z verify that there exists a crossnorm α such that the operator B̂ : X(Ω1) ⊗ˆα Y (Ω2) →
Z(Ω1 ×Ω2) is a topological isomorphism from X(Ω1) ⊗ˆα Y (Ω2) onto Z(Ω1 ×Ω2) (where B̂ is the extension of the
operator B to the completion X(Ω1) ⊗ˆα Y (Ω2))? We will show that the only case is X = Y = Z = Lp and α = Δp
for some p ∈ [1,∞) (see Section 2 for definitions).
Finally we want to mention that there is another line of study relating tensor products and ordered structures. In [7]
and [8] the author started a research about the possibility of defining crossnorms on tensor products of Banach lattices
in such a way that they preserve the lattice structure (see also [6]). A lot of work has been done in this direction, but
the symmetric structure inherent to r.i. spaces makes our problem much more restrictive.
2. Definitions and notation
In this work we relate both theories: rearrangement invariant Banach spaces and tensor product crossnorms. We
start with some definitions we will need. We refer to [11] for a complete work on r.i. theory and to [5] for the part of
crossnorms.
Let (Ω,Σ,λ) be a measure space. We also consider the product measure space denoted by (Ω × Ω,λ ⊗ λ).
We denote byM0(Ω) (respectivelyM0(Ω ×Ω)) the set of measurable functions on Ω (respectively on Ω ×Ω)
over K = (R or C).
Given a function f ∈M0(Ω), we denote μf the distribution function of f , defined by
μf (x) := λ
{
t ∈ Ω: ∣∣f (t)∣∣> x},
for every x  0. We will say that two measurable functions f,g on Ω are equimeasurable if they have the same
distribution function.
For a given f ∈M0(Ω), the decreasing rearrangement of f is a function f ∗ defined on [0,∞) by
f ∗(t) := inf{x: μf (x) t},
t ∈ [0,∞).
A Banach function space X on Ω is said to be a rearrangement invariant (r.i.) space if the next property holds:
If we have f,g ∈M0(Ω) such that f ∗(t)  g∗(t) for every t ∈ [0,∞) and g ∈ X(Ω), then f ∈ X(Ω) and
‖f ‖X  ‖g‖X.
It follows trivially that if X(Ω) is an r.i. space on Ω and f,g ∈M0(Ω) are equimeasurable, then f ∈ X(Ω) ⇔
g ∈ X(Ω) and, in this case, ‖f ‖X = ‖g‖X .
Following [11, 2.a] we will consider (Ω,Σ,λ) a separable measure space. This implies that the study of the
r.i. spaces over (Ω,Σ,λ) reduces immediately to the cases Ω = I = [0,1] with the usual Lebesgue measure λ,
Ω = [0,∞) with the usual Lebesgue measure λ, and the case in which Ω is the set of integers with the discrete
measure. Actually, we will study this last case just for Banach spaces with symmetric basis. Then, in the first part of
the work, Ω will denote one of the first two cases.
When we have an r.i. space X = X(Ω) on Ω , the corresponding r.i. space X(Ω × Ω) on Ω × Ω is the space of
measurable functions x(s, t) on Ω × Ω such that x∗(t) ∈ X(Ω), with the norm ‖x‖X(Ω×Ω) = ‖x∗‖X(Ω), where x∗
denotes the decreasing rearrangement of x.
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the Fatou property.
We will need to use that for every r.i. space X(I) we have continuous embeddings
L∞(I ) ↪→ X(I) ↪→ L1(I ),
both with norm one. And for every r.i. space Y(0,∞) we have continuous embeddings
L∞(0,∞) ∩ L1(0,∞) ↪→ Y(I) ↪→ L∞(0,∞) + L1(0,∞)
also with norm one, and where the norms considered are max(‖f ‖1,‖f ‖∞) and
∫ 1
0 f
∗(t) dt in the first and third
spaces respectively (see [11, 2.a]). It follows that we have S ⊂ X(Ω), where S denotes the set of simple functions
on Ω .
We will also need a few notions about tensor products and crossnorms. Given two Banach spaces X,Y , we say that
α is a reasonable crossnorm whenever it satisfies the conditions:
(1) α(x ⊗ y) ‖x‖‖y‖ for all x ∈ X and y ∈ Y , and
(2) if x∗ ∈ X∗ and y∗ ∈ Y ∗, then x∗ ⊗ y∗ ∈ (X ⊗ Y,α)∗ and has functional norm  ‖x∗‖‖y∗‖.
In what follows, we will simply refer to a reasonable crossnorm as a crossnorm. It is very easy to check that,
actually, both inequalities are equalities.
There are two particularly interesting crossnorms on the tensor product X ⊗ Y . The projective crossnorm, defined
by
π(u) = inf
{
n∑
i=1
‖xi‖‖yi‖
}
,
where the infimum is taken over all the representations of u =∑ni=1 xi ⊗ yi ∈ X ⊗ Y. And the injective crossnorm,
defined by
ε(u) = sup{∣∣〈u,x∗ ⊗ y∗〉∣∣: x∗ ∈ BX∗ , y∗ ∈ BY ∗}.
Here BX∗ denotes the closed unit ball of the dual space X∗ of X (and the same for Y ). It follows easily that every
crossnorm α satisfies ε  α  π .
We need to define a family of crossnorms which will be crucial in our results. Let (Ω,μ) be an arbitrary measure
space and E be a normed space. Then, following [5, Section 7], for any p ∈ [1,∞) we consider the spaces of (classes
of a.e. equal) Bochner p-integrable functions Ω → Ê, Lp(μ, Ê) (where Ê is the completion of E). If we consider
the injective natural mapping
Lp(μ) ⊗ E ↪→ Lp(μ, Ê)
defined by f˜ ⊗ x → f˜ (·)x, we can define the crossnorm
Δp(f ;Lp,E) :=
(∫
Ω
∥∥f (w)∥∥p
E
dμ(w)
) 1
p
on Lp ⊗ E. We denote it by Lp ⊗Δp E and by Lp ⊗ˆΔp E its completion. It is not difficult to see that Δ1 = π on
L1 ⊗E and, using a density argument with the simple functions, it follows that Lp ⊗ˆΔp E = Lp(μ, Ê) is isometrically
isomorphic. In particular, given two arbitrary measure spaces (Ω1,μ1) and (Ω2,μ2), for every 1 p < ∞ we have
the isometric identifications
Lp(μ1 ⊗ μ2) = Lp(μ1) ⊗ˆΔp Lp(μ2) = Lp
(
μ1,Lp(μ2)
)
.
Finally, in the case p = ∞, L∞(μ, Ê) is the space of (classes of locally a.e. equal) bounded μ-measurable functions
Ω → Ê. With the same natural mapping as above we define now
Δ∞(f ;L∞,E) := ess-sup
∥∥f (·)∥∥
E
.
It is easy to see that Δ∞ = ε on L∞ ⊗ E.
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known that L∞(Ω) ⊗ˆε L∞(Ω)  L∞(Ω × Ω) in the cases we are considering.
3. Results
As we mentioned before we want to characterize which r.i. Banach spaces X, Y and Z verify that there exists a
crossnorm α such that the operator
B : X(Ω) ⊗α Y (Ω) → Z(Ω × Ω),
defined as B(x ⊗ y)(s, t) = x(s)y(t) for every (s, t) ∈ Ω ×Ω , is an onto topological isomorphism when we extend it
to the completion X(Ω) ⊗ˆα Y (Ω).
By the definition of the crossnorms Δp , it is obvious that when we consider X = Y = Lp and α = Δp for 1 
p < ∞, the statement holds. The main theorem of this work states that the converse is also true; that is
Theorem 3.1. Given X, Y , Z r.i. spaces. Then the operator B̂ is a topological isomorphism from X(Ω) ⊗ˆα Y (Ω)
onto Z(Ω × Ω) if and only if there exists p ∈ [1,∞) such that X = Y = Z = Lp and α = Δp .
We will first treat the continuous cases of Ω (Ω = I = [0,1] and Ω = [0,∞)). These two cases admit almost the
same proof, so we will show the first one, and we will indicate the slight modifications required in the case [0,∞).
The next easy remark will be used very often in the work and it will facilitate some proofs.
Remark 3.2. Suppose we have that the operator B̂ is a topological isomorphism from X(I) ⊗ˆα Y (I ) onto Z(I × I ).
Since Z is an r.i. space, it is trivial to see that the mapping j : f → f · 1 from Z(I) into Z(I × I ) is a linear isometry
onto its image (where 1 denotes the characteristic function on I ). Then, if we call i : X(I) ↪→ X(I)⊗α Y (I ), defined
as i(f ) = f → f ⊗ 1, the mapping j−1 ◦ B̂ ◦ i is exactly the identity id : X(I) ↪→ Z(I). Which is then a topological
isomorphism (not necessarily onto).
Before proving the result we need the following lemma:
Lemma 3.3. There is not any r.i. space Z and crossnorm α such that the operator B̂ is a topological isomorphism
from L∞(I ) ⊗ˆα L∞(I ) onto Z(I × I ).
Proof. Using that B̂ : L∞(I ) ⊗ˆα L∞(I ) → Z(I × I ) and Remark 3.2, we know that id : L∞(I ) ↪→ Z(I) is a topolog-
ical isomorphism. By definition of Z(I × I ), it is trivial that id : L∞(I × I ) ↪→ Z(I × I ) is a topological isomorphism
too.
Given an element a ∈ L∞(I ) ⊗ L∞(I ), we have
‖a‖L∞(I )⊗αL∞(I ) ∼
∥∥B(a)∥∥
Z(I×I ) ∼
∥∥B(a)∥∥
L∞(I×I ) = ‖a‖L∞(I )⊗εL∞(I ),
where ∼ denotes equivalence between the norms.
This says that α ∼ ε on L∞(I ) ⊗ L∞(I ), and thus the completion is the same for both crossnorms. Remark 2.1
completes the proof. 
Remark 3.4. It is trivial that the proof above does not depend on the cases of Ω that we are considering.
Following [4], given an r.i. space X on I , we denote
V0(X) =
{
a ∈ X: a = 0, a = a∗}.
Now, for any function a ∈ V0(X) and dyadic intervals Δn,k = [ k−12n , k2n ], k = 1,2, . . . ,2n, n ∈ N, we consider the
dilations and translations of the function a:
an,k =
{
a(2nt − k + 1) if t ∈ [ k−12n , k2n ],
0 otherwise.
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λ
({
t ∈ Δn,k:
∣∣an,k(t)∣∣> x})= 12n λ({t ∈ I : ∣∣a(t)∣∣> x}). (1)
The key of the proof of our Theorem 3.1 is the next result from [4].
Theorem 3.5. (See [4, Theorem 7].) Let X be an r.i. space on [0,1]. Then, there exists p ∈ [1,∞] such that X = Lp
if and only if there exists a constant C > 0 such that
C−1
∥∥∥∥∥
2n∑
k=1
cn,kχΔn,k
∥∥∥∥∥
X
· ‖a‖X 
∥∥∥∥∥
2n∑
k=1
cn,kan,k
∥∥∥∥∥
X
 C
∥∥∥∥∥
2n∑
k=1
cn,kχΔn,k
∥∥∥∥∥
X
· ‖a‖X, (2)
for all a ∈ V0(X) and all cn,k ∈ R with k = 1,2, . . . ,2n, n = 0,1,2, . . . .
With this at hand we can prove the next proposition:
Proposition 3.6. Given X, Y , Z r.i. spaces and α a crossnorm, if the operator B is a topological isomorphism from
X(I) ⊗α Y (I ) into Z(I × I ), then there must exist p ∈ [1,∞] such that X = Lp = Y .
Proof. Using that B is a topological isomorphism, we have that there exists a constant M such that for every x ∈
X(I) ⊗ Y(I) it holds that
M−1α(x)
∥∥B(x)∥∥
Z(I×I ) Mα(x). (3)
We have mentioned (see Remark 3.2) that id : X(I) ↪→ Z(I) is a topological isomorphism. It has the same con-
stant M as B (and the same holds for Y ). We want to remark the next trivial fact, that we will use later:
If we consider the set of simple functions S on I , we have that S ⊂ X(I) ∩ Y(I) ⊂ Z(I) and, by the com-
ments above, the norms ‖ · ‖X and ‖ · ‖Y are equivalent on S with constant M2 (in particular, for every s ∈ S ,
‖s‖Y M2‖s‖X).
Suppose there is no p ∈ [1,∞] such that X = Lp; we want to reach a contradiction. At least one of the inequalities
in (2) must fail. We assume the inequality on the right fails (the reasoning in the other case is analogous). Then, there
exist a function a ∈ V0(X), a natural number n ∈ N and some coefficients cn,k ∈ R with k = 1,2, . . . ,2n, such that∥∥∥∥∥
2n∑
k=1
cn,kan,k
∥∥∥∥∥
X
> M4
∥∥∥∥∥
2n∑
k=1
cn,kχΔn,k
∥∥∥∥∥
X
‖a‖X.
We consider the next two elementary tensors in X(I) ⊗ Y(I),
x =
2n∑
k=1
cn,kan,k ⊗ 1 and y = a ⊗
2n∑
k=1
cn,kχΔn,k .
We are going to show that μf = μg on Z(I ×I ), where f = B(x) and g = B(y). Then, using that Z is an r.i. space,
we will have that ‖B(x)‖Z(I×I ) = ‖B(y)‖Z(I×I ), and thus α(x)M2α(y). This will be a contradiction because we
have chosen the elements x and y such that
α(x) =
∥∥∥∥∥
2n∑
k=1
cn,kan,k
∥∥∥∥∥
X
‖1‖Y =
∥∥∥∥∥
2n∑
k=1
cn,kan,k
∥∥∥∥∥
X
> M4‖a‖X
∥∥∥∥∥
2n∑
k=1
cn,kχΔn,k
∥∥∥∥∥
X
M2‖a‖X
∥∥∥∥∥
2n∑
k=1
cn,kχΔn,k
∥∥∥∥∥
Y
= M2α(y),
where in the last inequality we have used the inequality described before for simple functions on X ∩ Y .
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μf (w) = λ
{
(s, t) ∈ I × I :
∣∣∣∣∣
2n∑
k=1
cn,kan,k(s)1(t)
∣∣∣∣∣> w
}
= λ
{
s ∈ I :
∣∣∣∣∣
2n∑
k=1
cn,kan,k(s)
∣∣∣∣∣> w
}
=
2n∑
k=1
λ
{
s ∈ Δn,k:
∣∣an,k(s)∣∣> w|cn,k|
}
= 1
2n
2n∑
k=1
λ
{
s ∈ I : ∣∣a(s)∣∣> w|cn,k|
}
.
We have used (1) in the last step.
On the other hand,
μg(w) = λ
{
(s, t) ∈ I × I :
∣∣∣∣∣
2n∑
k=1
cn,ka(s)χΔn,k (t)
∣∣∣∣∣> w
}
=
2n∑
k=1
λ
{
(s, t) ∈ Δn,k × I :
∣∣cn,ka(s)∣∣> w}
=
2n∑
k=1
λ(Δn,k)λ
{
s ∈ I : ∣∣a(s)∣∣> w|cn,k|
}
= 1
2n
2n∑
k=1
λ
{
s ∈ I : ∣∣a(s)∣∣> w|cn,k|
}
.
Hence there must be p ∈ [1,∞] such that X = Lp . Similarly we can proceed for Y , and get that there must be
q ∈ [1,∞] with Y = Lq . And, since S is dense in both X(I) and Y(I) and the norms are equivalent on the elements
of S , we can conclude that p = q and X = Y . 
With that and some density arguments we can prove the main result:
Proof of Theorem 3.1. One of the implications is trivial, let us proceed with the other one.
From the previous theorem we already know that necessarily there exists p ∈ [1,∞] such that X = Lp(I) = Y .
Now, by Lemma 3.3 we can rule out the case X = Y = L∞(I ).
The set S of simple functions on I is dense in Lp(I), and for every crossnorm α, the set S⊗S is dense in Lp(I)⊗α
Lp(I), and hence so is B(S⊗S) in Z(I ×I ). Also, we have that B(S⊗S) is dense in Lp(I ×I ) (= Lp(I) ⊗ˆΔp Lp(I))
and, again by Remark 3.2, this space is isomorphically embedded (by the identity) into Z(I × I ). Hence, it is dense
in Z(I × I ). Therefore Z must be also Lp and the norm α must be equivalent to the norm Δp just by the definition of
this crossnorm (see Section 2). 
The proof of the case Ω = [0,∞) can be done following the same steps using [10, Theorem 5.4]. We have to
mention that in this theorem they need to add the hypothesis φE(0+) = φE′(0+) = 0.
Anyway, we only need to use the equivalence between (ii) and (iv), and this is also true without this hypothesis.
We will explain this a bit later.
We follow the same notation as in [10]. Given an r.i. space X on [0,∞), we denote
V (X) = {a ∈ X: a = 0, suppa ⊂ [0,1), a = a∗}.
Then, fixed an element a ∈ V (X), we consider the translation of a(t) to the interval [k − 1, k) for every k  1, i.e.
ak(t) =
{
a(t − (k − 1)) if t ∈ [k − 1, k),
0 otherwise,
for every k  1.
Then, we have
Theorem 3.7. (See [10, Theorem 5.4].) Let X be an r.i. space on [0,∞). Then, there exists p ∈ [1,∞] such that
X = Lp if and only if there exists a constant C > 0 such that
C−1
∥∥∥∥∥
n∑
k=1
ckχ[k−1,k)
∥∥∥∥∥
X
‖a‖X 
∥∥∥∥∥
n∑
k=1
ckak
∥∥∥∥∥
X
 C
∥∥∥∥∥
n∑
k=1
ckχ[k−1,k)
∥∥∥∥∥
X
‖a‖X, (4)
for every natural n ∈ N, every a ∈ V (X) and all ck with k = 1,2, . . . .
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Following exactly the same way as in [10, Theorem 5.4], from (4) it follows that the fundamental function of X
verifies φX(t) ≈ tα for some α ∈ [0,1] (we do not rule out the case α = 0 in [10, Theorem 5.2]). If we are in the case
α ∈ (0,1), we continue the proof as in [10] and we get X = Lp for some p ∈ (1,∞). For α = 0,1 it is known that
the only spaces with these fundamental functions are L1 and L∞. Note that the space Γ = S‖·‖∞ , which is the only
space besides L∞ which corresponds to α = 0, is not considered since it is not separable and does not have the Fatou
property. 
The case [0,∞) follows now with exactly the same proof than in the case I .
Symmetric basis on Banach spaces
In the case we consider Ω as the set of natural numbers with the discrete measure, the problem on separable spaces
can be translated into bases. The question would then be: which Banach spaces X and Y with symmetric bases and
which crossnorms α can be put together so that the product basis is a symmetric basis of the tensor product X ⊗ˆα Y ?
Some steps in the proof are now much easier because we have the notion of basis on X ⊗ˆα Y , while in the r.i. spaces
we have to embed the tensor product into a space of functions on Ω × Ω to define the r.i. structure.
We recall that a basis {xn}∞n=1 of a Banach space X is said to be symmetric if for every permutation π of the
integers {xπ(n)}∞n=1 is equivalent to {xn}∞n=1. A positive constant K , the symmetric basis constant of B , can be found
as the supremum of the norms of these equivalences. The space can be given an equivalent norm so that the symmetric
constant of this basis turns to be one, which leads immediately to an r.i. structure on the space.
Let X and Y be Banach spaces with symmetric bases {xn}∞n=1 and {yn}∞n=1, respectively, and let α be a crossnorm.
When α is a uniform crossnorm (see [9]) the product space Z = X ⊗ˆα Y has a special basis, the product basis:
{xn ⊗ym}∞n,m=1, together with certain order which makes {xn ⊗y1}∞n=1 and {x1 ⊗ym}∞m=1 subsequences of the product
basis sequence.
Remark 3.8. When having a symmetric basis all its subsequences are equivalent to the original sequence. Hence, if
the product basis is a symmetric basis of the tensor product, then {xn}∞n=1, {yn}∞n=1 and {xn ⊗ym}∞n,m=1 are equivalent,
and consequently X, Y and Z are the same space.
The main theorem for the symmetric basis case can be proven with the same ideas before. The characterization of
the spaces p needed now can be found in [1]: there must exist a constant K > 0 such that
K−1‖a‖ · ‖b‖
∥∥∥∥∥
∞∑
i,j=1
aibj ei,j
∥∥∥∥∥K‖a‖ · ‖b‖,
for all vectors a =∑∞i=1 aiei , b =∑∞i=1 bj ej in the space, and {ei,j }∞j=1, i ∈ N, disjoint subsequences of the basis.
The characterizations we have used in the cases before are, in fact, generalizations of this one.
Theorem 3.9. If X, Y are spaces with a symmetric basis {xn} and {yn}, respectively, such that there exists a cross-
norm α that makes {xn ⊗ ym} a symmetric basis in Z = X ⊗ˆα Y , then X = Y = Z is the space p and α = Δp for
some 1 p < ∞, or it is the space c0 and α = ε.
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