Machine surveyed the state of the art in artificial intelligence and cognitive science in the early 1980s and outlined a cognitive architecture as a foundation for further research and development. The basic ideas stimulated a broad range of research that built on and extended the original topics. This paper reviews that architecture and compares it to four other cognitive architectures with their roots in the same era: Cyc, Soar, Society of Mind, and Neurocognitive Networks. The CS architecture has some overlaps with each of the others, but it also has some characteristic features of its own: a foundation in Peirce's logic and semiotics; a grounding of symbols in Peirce's twin gates of perception and action; and a treatment of logic as a refinement and extension of more primitive mechanisms of language and reasoning. The concluding section surveys the VivoMind Cognitive Architecture, which builds on and extends the original version presented in the CS book.
Cognitive Architectures
A cognitive architecture is a design for a computational system for simulating some aspect of human cognition. During the past half century, dozens of cognitive architectures have been proposed, implemented, and compared with human performance (Samsonovich 2010) . The book Conceptual Structures (Sowa 1984) surveyed the state of the art in the early 1980s and proposed a design that has stimulated a broad range of research and development projects. After more than a quarter century, it's time to review the progress in terms of recent developments in cognitive science, artificial intelligence, and computational linguistics. To provide perspective, it's useful to review some related architectures that have also been under development for a quarter century or more: Cyc, Soar, Society of Mind, and Neurocognitive Networks.
The Cyc project, whose name comes from the stressed syllable of encyclopedia, was chartered in 1984 as an engineering project. It placed a higher priority on computational efficiency than simulating psycholinguistic theories. Its technical foundation was based on the previous decade of research on knowledge-based systems (Lenat & Feigenbaum 1987) :
− Lenat estimated that encyclopedic coverage of the common knowledge of typical high-school graduates would require 30,000 articles with about 30 concepts per article, for a total of about 900,000 concepts.
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− The Japanese Electronic Dictionary Research Project (EDR) estimated that the knowledge of an educated speaker of several languages would require about 200K concepts represented in each language. − Marvin Minsky noted that less than 200,000 hours elapses between birth and age 21. If each person adds four new concepts per hour, the total would be less than a million.
All three estimates suggested that human-level cognition could be achieved with a knowledge base of about a million concept definitions. At a cost of $50 per definition, Lenat and Feigenbaum believed that the project could be finished in one decade for $50 million and less than two person-centuries of work.
After the first five years, Cyc had become an informal system of frames with heuristic procedures for processing them (Lenat & Guha 1990) . But as the knowledge base grew, the dangers of contradictions, spurious inferences, and incompatibilities became critical. The developers decided to design a more structured representation with more systematic and tightly controlled procedures. Eventually, the CycL language and its inference engines evolved as a superset of first-order logic with extensions to support defaults, modality, metalanguage, and higher-order logic. An important innovation was a context mechanism for partitioning the knowledge base into a basic core and an open-ended collection of independently developed microtheories (Guha 1991).
After the first 25 years, Cyc grew far beyond its original goals: 100 million dollars had been invested in 10 person-centuries of work to define 600,000 concepts by 5 million axioms organized in 6,000 microtheories. Cyc can also access relational databases and the Semantic Web to supplement its own knowledge base. For some kinds of reasoning, Cyc is faster and more thorough than most humans. Yet Cyc is not as flexible as a child, and it can't read, write, or speak as well as a child. It has not yet reached the goal of acquiring new knowledge by reading a textbook and generating rules and definitions in CycL.
Unlike the engineering design for Cyc, the Soar design was based on "a unified theory of cognition" (Newell 1990), which evolved from four decades of earlier research in AI and cognitive science: the General Problem Solver as "a program that simulates human thought" (Newell & Simon 1961) and production rules for simulating "human problem solving" (Newell & Simon 1972) . The foundations for Soar are based on the earlier mechanisms: production rules for procedural knowledge; semantic networks for declarative knowledge; and learning by building new units called chunks as assemblies of earlier units. Declarative knowledge can be stored in either long-term memory (LTM) or short-term (working) memory. It can represent semantic knowledge about concept definitions or episodic knowledge about particular instances of objects or occurrences. More recent extensions (Laird 2008) have added support for emotions and iconic memory for uninterpreted imagery.
In the books Society of Mind and Emotion Engine, Minsky (1986, 2006 ) presented a cognitive architecture that he had developed in five decades of research and collaboration with students and colleagues. In a review of Minsky's theories, Singh (2003) compared the Society of Mind to the Soar architecture: − To the developers of Soar, the interesting question is what are the least set of basic mechanisms needed to support the widest range of cognitive processes. The
