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Nason (2016) demonstrate the benefits of using wavelet packets for stationarity testing using a we postulate some potentially useful models, fit them using computational methods, obtain 56 some useful illustrations via simulation and an analysis of the Standard and Poor's 500 Index.
57
Our aim is to raise the profile further of the 'multitude' and stimulate future research in this 58 area, not least in terms of further expanding the mathematical underpinning.
59

Introduction
60
If a time series is stationary then classical (Fourier) theory provides optimal and well-tested 61 means for its analysis. Indeed, if the series, X t , t ∈ Z, is stationary then it is required by theory 62 to possess the following well-known decomposition:
where dξ(ω) is a zero-mean orthonormal increments process and A(ω) is the amplitude function
64
(for a process with absolutely continuous spectral distribution function, see Priestley (1983) 65 §4.11, for example). There are several beautiful proofs that establish that the Fourier repre-66 sentation is the canonical one in the stationary situation. See, for example the nice expositions 67 in Hannan (1960) and Priestley (1983) §4.11. We are interested in the case where X t might be 68 locally stationary (LS), that is, over short periods of time the series appears to be stationary framework for local stationarity modelling was introduced in Dahlhaus (1996a Dahlhaus ( , 1997 ) within a 74 framework that we call locally stationary Fourier processes.
75
Remark 1 (Rescaled time asymptotics and locally stationary Fourier processes)
76
The locally stationary Fourier model from Dahlhaus (1997 
87
Most locally stationary representations, up to and including Dahlhaus (1997) , rely on the
88
Fourier basis to furnish 'oscillation'. One of the key messages that we wish to emphasize is 89 that for nonstationary processes the Fourier basis is no longer canonical. Silverman (1957) 90 remarked on this predominance of "harmonizable processes". However, Priestley (1988) (and 91 others) already explicitly considered the possibility of using oscillatory functions other than
92
Fourier for the purpose of basis representation and this observation constitutes one of the main 
where {ξ j,k } is a collection of zero mean uncorrelated random variables, the vectors {ψ j,k (t)}
where B T is the SLEX basis, an adaptive dyadic segmentation of the time interval {0, 1, . . . , T −
119
1}, S i ∈ B T are segments (of time points) from the SLEX basis, M i = |S i | is the length of the
are, respectively, amplitude coefficients and random increments for given time-segments and 122 frequencies. For α i = min(S i ), the SLEX basis functions φ S i ,ω k i (t) from Wickerhauser (1994) 123 have the form:
where Ψ + (t), Ψ − (t) are two specially constructed smooth real-valued window functions. wavelet packet (LSWP) processes and a method to successfully fit these to time series data.
144
We propose a complete framework for process representation and inference for the associ-145 ated time-frequency spectra and we provide theoretical results concerning the existence of an 146 asymptotically unbiased spectral estimator in this setting.
147
A key conceptual difference between the SLEX model above and our wavelet packet mod-148 els later is that we use non-decimated wavelet packet (NDWP) basis functions. For process
149
representation and spectral estimation of many processes we surmise that probably both work 150 similarly but SLEX, in not being non-decimated will possibly be more computationally efficient 151 for some processes. However, for other processes, especially for finite T , the non-decimation 152 can pick up structure that SLEX might miss. Although widely referred to in the signal pro- .
158
There appears to be a misconception about locally stationary processes that use non- an introduction to the mathematical foundation of wavelets, including the Least Asymmetric
180
(LA) bases, which were the first compactly supported wavelets designed to be quasi-symmetric.
181
As often emphasized, wavelets have a gender, that is the father wavelet is built from a low 182 pass linear filter designed to provide a local signal approximation, whereas the mother wavelet 183 is built from a high pass filter identifying the local signal variation. The mother and father
184
wavelets can be dilated and translated in order to form a location-scale family which is used 185 to produce a multiresolution approximation for functions. From the mother wavelet ψ(t) we
186
can form daughters ψ j,k (t) = 2 −j/2 ψ{2 −j (t − 2 j k)} for translates k ∈ Z and scale parameter 187 j ∈ Z. For suitable choices of mother wavelet the system {ψ j,k (t)} j∈Z,k∈Z can become an 188 orthonormal basis for functions f ∈ L 2 (R) for example. For non-decimated wavelets the 2 j k is
189
replaced by k and then we obtain a system of functions able to provide useful representations,
190
but no longer orthogonal. Possibly the simplest example of a mother wavelet is the Haar 191 wavelet defined by ψ(t) = −2 −1/2 for t ∈ (0, 1/2), 2 −1/2 for t ∈ (1/2, 1) and zero elsewhere.
192
However, to build discrete time time series we use discretized versions of wavelets as described 
where, δ 0,n is the Kronecker delta, N j = (2 j − 1)(N − 1) + 1 and N is the length of the filters 
where N j and N are as in (6). A wavelet packet ψ J,i is also written in short form as (J, i).
216
The value of i can be obtained by constructing a binary number with 0/1 appearing at position 217 j = 1, . . . , J depending on whether filtering h k−2n or g k−2n is applied at stage j using either 
For example, basis b c contains three packets so |b c | = 3 and we can alternatively use the compact 275 notation b c = {(j p , i p )} p=1,2,3 so that, for p = 1 we have (j 1 , i 1 ) = (1, 1), for p = 2 we have 276 (j 2 , i 2 ) = (2, 0) and for p = 3 we have (j 3 , i 3 ) = (2, 1). Hence, we can equivalently refer to a 277 wavelet packet either by the doublets (j p , i p ) or their briefer basis location index p = 1, . . . , |b|.
278
The basis b c is also the discrete wavelet basis (up to J = 2) since this is given in general 
where ξ jp,ip,k and w jp,ip,k;T are, respectively, a collection of orthonormal random variables and 294 amplitude coefficients with location index k = 0, . . . , T −1 and packets (j p , i p ) for p ∈ b. The set 295 {ψ jp,ip,k (t)} jp,ip contains discrete non-decimated wavelet packets that have support length N jp
296
and are based on a mother wavelet ψ(t) of compact support with length N , as above. Moreover,
297
for z ∈ (0, 1), there exist functions W jp,ip (z) that satisfies the following conditions:
There exists a sequence of constants C p such that for each p ∈ b and
where the sup is over all partitions {a i } of (0, 1).
302
For a nontrivial theory we require some further tools and notation. First, we define two 
305
Definition 3 (Cross-correlation wavelet packets) For p, p ′ ∈ b define the cross-correlation 306 wavelet packet by the convolution:
where ψ p,k are non-decimated wavelet packets from Definition 1. When the convolution is 308 taken over the same wavelet packet, i.e. when p ′ = p then Ψ p,p (τ ) = Ψ p (τ ) is also called 309 autocorrelation wavelet packet. We also define A = (A p,p ′ ) p,p ′ =1,...,|b| as the inner product 310 operator having entries
efficient way. For finite samples (T < ∞) the operator becomes a square matrix of finite 313 dimensions |b| × |b|. For both finite and infinite dimensional cases we also define the inverse
Conditions for the existence of this operator in both finite and 315 infinite dimensional cases will be discussed in the following of this section.
316
Remark 7 (Spectra and autocovariances for LSWP processes) Analogously to the lo- localized covariance is given by
where Ψ p (τ ) is the wavelet packet autocorrelation function from Definition 3. In the following
322
we also refer to the whole set of T observations from the model (8) as X T . As suggested are the spectral entries we will also refer to it as Σ S(b) .
326
Example 2 (Haar MA packet processes.) To familiarize the reader with locally station- 
328
Recall that the first order Haar MA process was X 1 t = 2 −1/2 (ǫ t − ǫ t−1 ) and the second order process. These can be written in the locally stationary wavelet form in (3) by setting (for X 1 t )
331
S 1 (z) = 1, ξ 1,k = ǫ k and ψ j,k (t) being non-decimated Haar wavelets, similarly for X 2 t and more 332 generally X r t .
333
For any given packet, p ∈ b, a similar kind of MA process can be defined. For example,
334
at scale j = 1, the process X 1 t above is one process and,, in wavelet packet notation, its scale 335 j p = 1 and index number i p = 2, i.e. X 
Inference for a Fixed Basis
344
Given a fixed wavelet packet basis, b ∈ B, we can use results analogous to those in Nason et al.
345
(2000) to derive an estimator for the evolutionary wavelet packet spectra. with packet vector ψ p , define the wavelet packet process as the empirical wavelet packet coeffi-348 cients of X t;T :
The quantity d p,k is a process rather than just a set of coefficients because local stationarity wavelet packet periodogram is a biased estimator of the spectra since it can be proved that
354
However, the estimator can be 'corrected' to make it asymptotically unbiased. Therefore the
355
(asymptotically) unbiased wavelet packet periodogram is defined as:
for p ∈ b, where A −1 p,p ′ was introduced in Definition 3. From these definitions it follows that
358
Obtaining a consistent estimator of S p (z) can be achieved using similar methods to those 359 described in Nason et al. (2000) . The R package LSWPlib will be available on CRAN in due 360 course to compute all the quantities defined in this section. inverse formula of (11) is
The existence of this positive definite operator and its bounded inverse when b is the wavelet 
390
Strictly speaking the basis concept is identified with decimated wavelet packets: for non-391 decimated wavelets the equivalent collection of packets is termed a frame -which, mathe-392 matically, has the same representative power but within an overdetermined system and so not 393 technically a basis. In order to simplify our exposition we will keep using the notion of basis 394 even if we will be referring to nondecimated wavelet packet frames derived from the associated 395 decimated wavelet packet basis. More details on frames can be found in Mallat (2009).
396
Given an appropriate objective function to be optimized, our goal is to reconstruct the, 397 possibly sparse, true representation from a dictionary of ℓ 2 frames, i.e. a collection of linearly 398 independent vectors that are almost (but not exactly) orthogonal, see Daubechies (1992) for 399 more details.
400
This task turns out to be significantly harder than selecting from a dictionary of orthogonal 401 bases. In fact, representations based on ℓ 2 frames account for a significant number of redundant 402 and correlated coefficients, therefore it is crucial to understand how to make good use of these.
403
In our setup the main challenge is therefore the derivation of an appropriate objective function 404 that can ensure good model fitting and the derivation of appropriate cost functionals that can 405 be associated with each packet to ensure successful optimization/basis selection. 
where L p,t is the (asymptotically) unbiased wavelet packet periodogram as defined in (13).
420
For LSWP processes the parameters of interest for selecting a basis are the packet indices can therefore be derived based on (15) so that we have the following result.
424
Proposition 2 Let X t;T be defined as in (8) having Gaussian negative log-likelihood propor- The alternative approach that we adopt to overcome the difficulties of working in this highly 440 irregular and non-linear setting is based on the use of an objective function which is still biased 441 with respect the log-likelihood but is now linearly related to the nuisance parameter estimates.
442
Among several possible alternatives we will consider the objective function
where 
for some a ∈ (0, 1) and b ∈ B. The functional form of (17) is based on two main arguments.
446
First we note that 
Basis Selection
461
The optimization of (16) necessary to implement basis selection of LSWP needs to be carried 
482
The second parameter that needs to be set is the the depth of the wavelet packet library,
483
represented by the maximum scale J. This parameter should be selected by taking into account we used this setting but even for g = 2 we obtained good results.
490
The third parameter to be set is the (penalty) rate of a j from equation ( To evaluate our fits, we derive a measure of the chance of correctly selecting increasing
508
proportions of true packets in the estimated basis. We aim to construct a measure that 509 accounts for the different portions of the spectra that are represented by each packet within a
510
given basis, so we define |I p | as the length of the frequency intervals associated with a generic 511 that is correctly fitted byb can be expressed as the separate |Ip| add up to 1/2 and then multiplying by two gives a portion of 1).
518
When we run M separate simulations, indexed by m = 1, 2, . . . , M , the portion for simu-519 lation m will be written as |Ib
to be the empirical proportion of bases that correctly fit at least 100q% of the true spectra 
The frequency design implied by this basis gives high resolution to the highest frequencies and 530 minimum resolution to the first half of the spectra. The evolutionary wavelet packet spectrum 531 (EWPS) for our simulation is
This spectrum does not depend on z, rescaled time, and hence the process specified by (8) 
with spectrum given by
The frequency tiling implied by b b is the opposite to that of the process LSWP 1 , as it gives 547 highest resolution to the lower frequencies and minimum resolution to the second half of the 548 spectra. A single realization and the marginal spectra for this process are illustrated in Figure 4 . 
which corresponds to a wavelet basis and hence the process will be a locally stationary wavelet 554 process introduced by Nason et al. (2000) . The frequency resolution is low at high frequencies 555 and progressively better for lower frequencies. Unlike the previous two examples, we will 556 now consider both stationary and time-varying energy distributions. The two distributions 557 correspond to different processes that we will refer to as
The processes are chosen to have identical marginal spectra which is motivated by our desire to 
The frequency tiling implied by this basis is still an example of smooth change in frequency 571 resolution, but corresponds to the opposite design in comparison to that of the discrete wavelets 572 above. In fact, now the frequency resolution is low at low frequencies and then increases for 573 higher frequencies. Analogously to the previous section, we will now consider both examples 574 of stationary and time-varying energy distributions with spectra given by
Single realizations from these processes and their (identical) marginal spectra are shown in The results indicate that our procedure is consistent also for these examples and is also the true basis with high probability, and just below 50% chance to achieve about 80% fit. simulations of the LSWP 6 process have also shown that time-varying energy can only reinforce 589 or mitigate the intensity of heteroscedasticity.
590
We applied our basis selection methodology to the S&P 500 returns, setting J = 4, and 591 estimated the basis 592b SP = {(1, 0), (3, 6), (3, 7), (4, 8), (4, 9), (4, 10), (4, 11)}.
It is exciting that this basis is not a wavelet nor close to a Fourier basis. So, using wavelet 593 packets has really made a difference here. In particular, the basis selection indicates that it is 594 probably wasteful to use a traditional Fourier spectral analysis which has too fine frequency 595 resolution at the lower frequencies.
596
Our fitted basis accounts for higher resolution and (relatively) low energy at higher fre-597 quencies, and this seems the characteristic time-frequency scenario for financial returns in an 598 efficient market. The estimated marginal spectra is illustrated in Figure 13 . We have evidence and correlation in a standard best-basis selection. We are able to derive a modified best-basis 647 selection that uses functionals of the unbiased periodogram.
648
We also use a penalty to ensure that a sparse basis is selected, and to compensate for the 649 leakage that affects non-decimated wavelet packet designs, especially at fine scales. We show 650 with a number of prototype simulation examples that LSWP can represent a large variety of 651 empirical features and provide a novel framework for analyzing heteroscedastic time series.
652
Our simulations show that, by using different designs for energy distribution and frequency to the EPSRC for grant EP/K020951/1 which partly funded this work.
