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1. INTRODUCTION 
For a given alternative ring R let N = N(R) be its nucleus, 2 = Z(R) 
its center. Say a right ideal U of R is trivial provided U # (0) = U2, and say 
that R is semiprime provided R has no trivial ideals. 
Let R be semiprime and A any ideal of R. In sections 4, 5, 6 of this paper 
we prove, roughly speaking, that N(A) = A n N(R); Z(A) = A n Z(R), 
and A (as a subring) is semiprime. The exact results are somewhat stronger. 
In Section 7 we show that, in general, N(A) # (0), and Z(A) # (0) unless 
A C N(R). 
While somewhat technical, these results will prove of value for a later 
paper on the structure of prime and semiprime alternative rings. 
2. PREREQUISITES AND NOTATION 
For the definition of an alternative ring R, and the definitions of N(R) and 
Z(R), see for example [I], Sets. 1 and 3. In this paper R is always understood 
to be an alternative ring. 
The 4-ary function f is defined on R by 
f(a, b, c, d) = (ab, c, d) - b(a, c, d) - (b, c, d)a. (2-l) 
Then f is an alternating function, and (2.2) 
f(a, 6 c, 4 = ((a, 4, c, 4 + (a, h (c, 4). (2.3) 
For proofs of (2.2) and (2.3) see [I], Lemma (2.1). 
(R, N) C N. (2.4) 
For by (2.1), if 1~ EN, then f(a, b, c, n) = 0, and the result then follows 
by (2.3). 
(a, b, c) n = (a, b, cn) (n EN). (2.5) 
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This comes by a direct calculation. 
((a, b, 4 4 = 0 (n E N). (2.6) 
For (a, b, c) n = (a, 6, cn) = (cn, a, b) = (nc, a, b) = n(c, a, S) = n(u, 6, c), 
using alternativity, (2.4), and (2.5). 
(ub, c) - u(b, c) - (a, c) b = 3(u, b, c). (2.7) 
The proof is by a computation of the left side, using alternativity. In par- 
ticular, 
(G R) = (0) implies 3c~N. @f-V 
Setting c = n EN in (2.7), we find 
(ub, n) = u(b, n) + (a, n) b. (2.9) 
(2.10) If (a, b, R) = (0), then (a, b) E N(R). Forf(r, s, (I, b) = 0 by (2.1), 
and the result then follows from (2.3). 
(2.11) Throughout this paper “ideal” (or “right ideal”) without further 
qualification will mean “ideal of R” (or “right ideal of R”). 
We say a right ideal U is nuclear provided (0) # U ZiN(R). 
(2.12) Suppose 0 # rz. E N is such that nR C N. Then n generates a 
nuclear ideal. For a proof see [d], (7.7). 
(2.13) Suppose 0 # n EN is such that n2 = 0; nRn = (0). Then 71 
generates a trivial ideal. For a proof see [4], (6.2). 
(2.14) If 0 + m E (a, b, R) _C N, then m generates a trivial ideal. For a 
proof see [4], (6.3). 
(2.15) Let D = D(R) be the ideal generated by (R, R, R). D is the usso- 
ciator ideal of R. 
If U is a nuclear ideal, then UD = (0) = DU. A proof follows easily 
from (2.5). 
(2.16) If A is a right ideal, then the smallest ideal containing A is A +R4. 
A proof is easy. 
(2.17) If A is a right ideal, we write S, (the set of elements special with 
respect to A) for the largest ideal of R contained in A. Then S, 2 (A, A, R). 
See [2], Sec. 3. 
(2.18) If A is an ideal, and B is its right annihilator:B = {b E R : Ab = (0)}, 
then B is an ideal. 
(2.19) If A and B are ideals of R, then so is AB. Proofs of (2.18) and (2.19) 
are easy. 
(2.20) A notation of the type (n, A, R) can mean either {(n, a, r) : a E A, 
r E R}, or the additive subgroup generated by this set. In this paper, where it 
is not clear which is intended, it will be found that either interpretation 
will do. 
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3. LOCAL SEMIPRIMENE~~ 
The results of this paper, insofar as they concern a given right ideal A, 
do not require semiprimeness of R “globally.” It is enough to have a “local” 
condition, which we now introduce. 
DEFINITION (3.1). If A is a right ideal of R, we say that R is A-sen+rime 
provided A contains no trivial right ideal of R. 
LEMMA (3.2). Let A be an ideal. Then R is A-semiprime if and only if A 
contains no trivial ideal of R. 
The proof follows easily from 
LEMMA (3.3). A trivial right ideal generates a trivial ideal. 
Proof. Let A be a trivial right ideal. The ideal of R generated by A is 
A + RA, by (2.16). To prove A + RA trivial, it is clearly enough to show 
that for r, s E R, a, b E A, ra.sb = 0. 
First note that (a, b, s) = As - a.bs = 0.s - a.b’ = 0. Thus 
ra.sb = r.a(sb) + (I, a, sb) 
= Y.(u.s) b - (sb, a, Y) 
= r.a’b - (sb) a.r + sb.ar 
= O- s(ba).t + sb.a’ 
= 0. 
(3.4) Although the conditions in the theorems themselves will be local 
semi-primeness conditions, many of their component lemmas require only 
a weaker type of condition, which we now discuss. 
DEFINITION (3.5). If A and B are subsets of R, we say that no O-divisor 
of A lies in B provided Ab = (0) = bA and b E B implies b = 0. We say 
that no right O-divisor of A lies in B provided Ab = (0) and b E B implies 
b =O. 
LEMMA (3.6). Let B be a right ideal and A an ideal, and suppose B C A. 
If R is B-semiprime, then no right O-divisor of A lies in B. 
Proof. Let C be the right annihilator of A. By (2.18) C is an ideal. Set 
E = C n B. Since B 6 A and EC C, BE = (0). In particular, E‘J = (0). But E 
is a right ideal, and E !Z B. Our condition thus gives E = (0), which is the 
required conclusion. 
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(3.7) In order to ensure that the conditions we use are always weaker 
than some local semi-primeness condition, we shall use the conditions of (3.5) 
only in case A is an ideal of R and B C A. Then by (3.6) our condition will 
be weaker than R-semi-primeness, where B’ is the (right, left, two-sided) 
ideal generated by B. 
The condition that no total O-divisor of A should lie in B becomes weaker 
as A becomes larger or as B becomes smaller. The condition of A-semi- 
primeness becomes weaker as A becomes smaller. In particular, A-semi- 
primeness is intermediate in strength between SA-semi-primeness (no trivial 
ideal of R in A) and (A + RA)-semi-primeness (no trivial ideal of R in the 
ideal generated by A). 
4. THJIOREM A 
THEOREM A. Let A be a right ideal, and let B be the right ideal generated 
by (N(A), R, R). If R is B-~emipri~~, then N(A) = A n N(R). 
Proof. Clearly N(A) 2 A n N(R). For the converse, suppose n E N(A). 
Then we wish to get from (n, A, A),= (0) to (n, R, R) = (0). In (4.5) we 
bring n to the half-way stage (n, A, R) = (0). In (4.10) we take it the rest 
of the way. 
LEMMA (4.1). Let A be a right ideal of R, C an ideal of R, and n E R be 
such that (n, A, C) = (0). For given c E C, a E A, r E R set p =f(~, a, c, n). 
Then 
P = c(y, a, 4 
= (I, ac, fz) 
= (Y, n, a) c 
; 
= (I, c, (% 4). (6) 
The interesting case is where we are given n E N(A) and we take C = S, . 
PYOOf. 
Also, 
p =f(r, c,n, a) = (YC, n, a) - C(Y, n, a) - (c, n, a)r 
=--- c(a, I, 4, giving (0~). 
Thus 
p = f (a, I, n, c) = (UY, n, c) - r(a, n, c) - (Y, n, c) a 
= - (c, Y, 72) a. 
Next, 
p = f (u, c, I, n) = (UC, Y, n) - c(a, I, n) - (c, Y, n) a 
=(ac,r,n)+p+p, @ng (P)- 
p = f(c, r, u,n) = (CY, u,n) - ~(c,a,n) - (~,a,n)c 
= (y, n, 4 c, giving (y). 
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p =f(y, c, n, a> = ((y, c), n, a) + (y, c, (a, 4) 
= (y, c, (n, 4, giving (6). 
PROPOSITION (4.2). Let C be an ideal, and let n,, E R be such that 
(n, , C, C) = (0). Let y. E R be given. If no O-divisor of C, and no O-divisor of 
D = D(R), lies in (n,, , C, ro), then (n, , C, Y,,) = (0). 
Proof. We proceed in stages. We shall use (4.1) repeatedly, in each case 
taking A = C. We write S for (n, , C, Y,,). 
(i) Set T = (t E C : (t, n,,) E N(R)). Then T is an ideal of C, and for 
c E C, c2 E T. 
Clearly T is an additive group. For given t E T, c E C, Y E R, set 
p =f(r, t, c, n,). Then p = 0 by (4.1(S)), whence by (4.1(p)) (Y, tc, no) = 0. 
Thus (A, tc, n,) = (0), whence by 2.10 (tc, ns) E N(R). So tc E T. Since 
t E T, c E C were arbitrary, this shows that T is a right ideal of C. 
Next, 0 = -p = f (r, c, t, n,) = (Y, ct, n,), so that (R, ct, n,) = (0). So a 
similar argument shows that T is a left ideal of C. Finally, given c E C, 
0 = f (r, c, c, n,) = (Y, c2, n,). Thus by the same argument c2 E T. 
(ii) T I 2C.C2 + 2C2.C. 
By (i) we may form the difference ring P = C - T. Then for p E P, p2 = 0, 
whence for p, q, Y E P we have, first pq + qp = 0, and then, by alternativity, 
p.qr + q.py = ($4 + qp) r = 0 = p(qr + rq) = pq.y + py.q. Thus 
pq.r = - pr.q = q.pr = - p.qr. 
On the other hand, for given p, , q0 , y. E C, the proof of (2.6) goes through 
to show that (n, , (p, , q. , Y,,)) = 0 (even though we need not have n, E C). 
Thus (p, , q. , Y,,) E T, whence in P we have (p, q, Y) = 0, or pq.y = p.qy. 
Comparing the two results, we see that 2p.qr = 0 = 2pq.y. Thus 
2P.P2 = (0) = 2P2.P, or 2C.C2 C T, 2C2.C C T. 
From now on let c,, E C be given, and set s,, = (r. , c,, , no). Our ultimate 
aim is to show that s,, = 0. 
(iii) s,T = (0) = Ts, . Given t E T, set p = f (rs , c,, , t, n,,). Then 
p = 0 by (4.1(a)). So by (4.1((u) and (y)), t(r, , c,, , n,) = 0 = (rs , n,, , c,J t. 
That is, ts, = 0 = sot. The result follows. 
(iv) For given c E C, s E S, cs = - SC E S. If s = (Ye, c’, n,), set 
p = f (yO , c’, c, no). By (4.1), cs = - SC = (r. , c’c, n,) E (Y,, , C, n,,) = S. 
(v) (2C, C2, so) = (0). Let p E 2C, q E C2 be given. By (iii) and (ii), 
s,,.pq = 0 = pq.so . Now by 2.1, 
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Thus 
So by (iv) 
- P(2Po) - (- zF,P) d = (3%) P-P, 
or 
so 
- P.q&J + (W P*P = (3%) P*Q* 
(P, 4, &I) = - P*qc&l) = s0P.q = Go t P, q) = (P, q, so)* 
Thus 
(P, 4, so) = 0. 
(vi) 2C2.so = (0) = so.2C2. By (iii) and (ii) we have 2CC2.so = (0). 
So by (v) 2C.C2so = (0), or C.Ca(2so) = (0). By (iv) C2(2.ro) _C S, so by (iv) 
again we also have C2(2.ro).C = (0). We now apply our condition to deduce 
that C2(2.ro) = (0). By (iv) we also have (;?s,) C2 = (0). The result follows. 
(vii) (C, C, 2.r,) = (0). G iven p E 2C, q E C, by (vi) pq.s, = 0 = s,.pq. 
The rest of the argument is word-for-word as in (v). 
(viii) 2s = (0). By (vi) Cr.2.ro = (0). So by (vii) C.C(zS,) = (0). By 
(iv) we also have C(2so).C = (0). 0 ur condition thus yields C(%,) = (0). 
By (iv) and our condition again, 2s, = 0. Since so E S was arbitrary, 2S = (0). 
(ix) SCZ(C). F rom its definition, so E C. By (iv) and (viii) s,c = cs, for 
c E C. So by (2.8) 3so E N(C). But by (viii) 3s, = so. So so E N(C). It follows 
at once that so E Z(C). Since so E S was arbitrary, S C Z(C). 
Now let cr , c2 E C, r E R be given. Set s, = clso , s2 = (r, sl), sa = ca.r2 .
(x) si E s (i = 1,2, 3). 
s2 = (r, SJ = (r, CISO) = r.c,s, - C1So.Y 
= r.c,s, - S,C,.Y by (ix) 
= rc,.s, - (y, Cl , so) - S&Y - (so , Cl , 7) 
= c,s, - sot4 , say, (ci E C) 
E S by (iv). 
It follows by (iv) that sa E S. Also sr E S by (iv). 
(xi) C(c, , Y, sJ = (0). Given c E C, set p =f(r, c2 , c, sl). Then p = 0 
by (4.1(S)) and (x) and (ix). So c(r, c2 , sJ = 0 by (4.1(a)). The result follows. 
(xii) Cs, = (0). By (x) and (ix), (c2r, si) = 0. SO by (2.7) 
0 = (c2 , $1) r + cz(r, Sl) + 3@, , r, Sl) 
5 ss + 3(C, > r, sl)- 
48WI-5 
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So for given c E C, 
o= cs3 + 34% , r, Sl) 
zz= 
cs3 by (xii). 
Since c E C was arbitrary, the result follows. 
(xiii) For g&n s E S, c E C, cs E N(R). By (xii) and (x) and (iv), 
Cs, = (0) = s,C. So by our condition s3 = 0. That is, casa = 0. Since ca E C 
was arbitrary, Cs, = (0). By (x) and (’ ) iv we can again conclude that ss = 0. 
That is, (Y, si) = 0. Since r E R was arbitrary, (R, sl) = 0. So by (2.8) 
3s, E N(R). But by(x) and (viii) 3s, = s1 . Thus s1 E N(R). That is, crs,, E N(R) 
Since ci E C, s,, E S were arbitrary, the conclusion follows. 
(xiv) Cs, = (0). By (xiii) and (x), Cs, C N(R). But also by (xiii) 
s1 = clso E N(R). So R.Cs, = RC.s, _C Cs, . Also by (ix) Cs, = sic. So 
Cs,.R = s,C.R = s,.CR _C srC. Thus Cs, is an ideal of R, and so a 
nuclear ideal of R. If D = D(R), it follows by (2.15) that 
Cs,.D = (0) = D.Cs, . Also Cs, C S by (iv). At this point we make our 
only use of our second assumption to conclude that Cs, = (0). 
(xv) S = (0). By (xiv) and (x) and (iv), Csr = (0) = s,C. So our condition 
yields sr = 0. That is, ciss = 0. Since ci E C was arbitrary, Cs, = (0). We 
may again conclude that s,, = 0. Since s,, E S was arbitrary, S = (0). 
(4.3) It is possible that (4.2) remains true without the condition con- 
cerning D(R). By (viii) this is so under a restriction on the characteristic. 
It can also be proved if C is finitely generated as an ideal of R. 
LEMMA (4.4). Let A be a right ideal and C an ideal. Let n, E R be such that 
(no , A, C) = (0). Let r,, E R be given. If no O-divisor of C, and no O-divisor of 
D, lies in (no , A, Y,,), then (n, , A, rO) = (0). 
Proposition (4.2) may be regarded as the special case where A = C. The 
restriction promised in (3.7) will hold for the applications we make of this 
result, 
Proof. Given a E A, set n1 = (a, n,,). 
(i) (C, C, %) = (0). Given cr , c, E C, set p = f (cl , a, cs , n,). Then 
by (4.1(a)) p = 0. So by (4.1(S)) (ci , ca , (n,, , a)) = 0. The result follows. 
(ii) (n, , C, Y,,) = (0). Given c E C, 
(121, c, yo> = (y. , c, (no , a)) = (y. , ac, ~0) E (no , A, ~~1, 
using (4.1). Thus no O-divisor of C or of D lies in (nr , C, r,,). In view of (i), 
we may thus apply (4.2) to conclude that ‘(n, , C, yo) = (0). 
Now set e = (y. , a, no). 
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(iii) e = 0. Given c E C, set p =f(r, , a, c, n,,). By (4.2(a)) and (ii), p = 0. 
So ce = 0 = ec by (4.1((u) and (r)). Thus Ce = (0) = eC. Our condition 
now yields e = 0. 
Since a E A was arbitrary, the proof is complete. Note that if the condition 
on D was not needed for (4.2), then it is not needed here either. 
COROLLARY (4.5). Let A be a right ideal, n E N(A). Suppose no O-divisor 
of S, or of D lies in (n, A, R). Then (n, A, R) = (0). 
Proof. Take C = S, in (4.4). The conditions hold, and we conclude 
that (n, A, YJ = (0) for every Y,, E R. 
Now let En be the right ideal generated by (n, A, R). By (2.17) E, C S, , 
and clearly also E, C D. So by (3.6) the conditions of (4.5) are satisfied if R 
is E,-semiprime. Since E& B, the right ideal of R generated by (N(A), R, R), 
this shows the application of (4.5) to Theorem A. 
(4.6) To get from (n, A, R) = (0) to (n, R, R) = (0), one might suppose 
that there exist results parallel to (4.2) and (4.5). There is indeed an easy 
strong parallel to (4.2): 
LEMMA (4.7). Let C be an ideal, and let n, E R be such that 
(n,, , C, R) = (0). If fw given yt E R, (n 0 , TV , Y.J is not a O-da&or of C, then 
(%I , r1 (12) = 0. 
A proof is contained in that of (4.10) below. 
Given the right ideal A of R and n E N(A) as in Theorem A, Lemma (4.7) 
will certainly get us from (n, A + RA, R) = (0) to (n, R, R) = (0) under 
suitable weak conditions. For the remaining step from (n, A, R) = (0) to 
(n, A + RA, R) = (0) we need in effect a parallel to (4.5) to come before (4.7) 
(whereas (4.5) comes after (4.2)). The reason for the difference is that S, 2 A, 
whereas A + RA $ A unless A is an ideal. We now state and discuss a 
conjecture to bridge the gap: 
CONJECTURE (4.8). Let A be a right ideal, and suppose n,, E R is such that 
(n, , A, R) = (0). Given y0 E R, let B = B(n, , YJ be the right ideal generated 
by (n,, , R, rJ. If no O-d ivism of A + RA or of D lies in B, then B = (0). 
(4.9) Notes. (i) If (4.8) is correct, then the following also holds, and 
is similar to (4.4) for the special case C = S,: Let A be a right ideal of R, 
and n,, E R be such that (n,, , A, A + RA) = (0). If no O-divisor of A + RA 
or of D lies in the right ideal of R generated by (n,, , R, R), then 
(no , R R) = (0). 
To get from (n,, , A, A + RA) = (0) to (n, , A, R) = (0) in this, take 
C = A + RA in (4.4). 
(ii) (4.8) can be proved in case R is finitely generated. 
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(iii) In (4.10) below we prove a very weak version of (4.8). (4.10) is, 
however, adequate for the purposes of Theorem A. It is possible to strengthen 
(4.10) to a result in which only a O-divisor condition is imposed, as follows: 
In the situation of (4.8), let E be the ideal generated by B. If no right 
O-divisor of E lies in B, then B = (0). 
In the special case where n,, E A + RA, it is easily seen that this result is 
weaker than (4.8). 
PROPOSITION (4.10). Let A b e a right ideal. and suppose n,, E A + RA 
is such that (n, , A, R) = (0). Giwen r,, E R, let B = B(n, , r,,) be the right ideal 
generated by (n, , R, r,,). If R is B-semiprime, then B = (0). 
Proof. For given s E R set e = (n, , s, r,,). Let a E A be given. 
(i) ea = 0. We have 
f (r. , s, a, 4 = (ros, a, 4 - s(ro ,a, 4 - (s, a, 4 r. 
= 0 by the condition on no . 
so 
0 =f (a, s, no , ro) = (ah no , ro) - s(a, no , ro) - (s, no , fo) a 
zzz (no, s, ro) a = ea. 
(ii) ae = (no , s, Toa). For 
0 =f (r. , a, no , s) = @,a, no , s) - a@, , no , s) - (a, no , s) r. 
zzz (no , s, roa) - ae. 
At this point we can prove (4.7). For if A = C is an ideal, and we take 
s = r, , r. = r2, then (i) and (ii) yield Ce = (0) = eC. Thus e = 0 or is a 
O-divisor of C. 
(iii) ae = (no , sa, ro). The argument is just as for (ii), but with the roles 
of s and r. reversed. 
(iv) (R, a, e) = (0). For given t E R, we have 
(t, a, e) = - (e, a, t) = e.at - ea.t = e.a’ - 0.t = 0, 
w ko% no 2 R) CIV(R). By (iv) and (2.10) (a, e) E N(R). So by (i) 
ae E N(R). Thus by (ii) (roa, no, s) E N(R). Since s E R was arbitrary, the 
result follows. 
(vi) ae = 0. By (ii) and (v), ae E (roa, no, R) G N(R). Let U be the right 
ideal generated by ae. Then by (2.14) Ua = (0). Now by (iii) ae E B. So 
lJ c B. Our condition now yields U = (0). So ae = 0. 
(vii) (A + RA)e = (0). G iven t E R, ta,e = t.ae = 0 by (iv) and 
(vi). Since t E R, a E A were arbitrary, Ra4.e = (0). Also Ae = (0) by (vi). 
(viii) B = (0). At this stage we use our assumption that no E A + RA. 
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Then e E A + RA, so that B c A + RA. Since e E B, it now follows by (3.6) 
that e = 0. Since B is generated by terms of the form e (for various s), 
B = (0). 
Now let A be a right ideal and n E N(A) be such that (n, A, R) = (0). 
For each r E R (YZ, R, r) c B, the right ideal generated by (N(A), R, R). So 
in the situation of Theorem A the hypotheses of (4.10) hold, and we conclude 
that (n, R, r) = (0). Since n E Ar(L4), Y E R were arbitrary, N(A) C N(R). 
(4.11) We note the following curious consequence of Theorem A: 
The following conditions on R are equivalent: 
(a) R is semiprime without nuclear ideals; 
(b) R has no nonzero associative ideals. 
Since both trivial ideals and nuclear ideals are certainly associative, (b) -+ (a). 
Conversely, let A be an associative ideal of R. If R is semiprime, then by 
Theorem A A = N(A) = A n N(R). Thus A c N(R) is a nuclear ideal 
or (0). Compare [4], Sec. 4. 
(4.12) In case A is a (two-sided) ideal we can use (4.7) in place of (4.10) 
for Theorem A. Together with (4.2) this yields 
PROPOSITION (4.12). Let A be an ideal of R, n E N(A). Suppose no O-divisor 
of A or of D lies in (n, R, R). Then n E N(R). 
5. THEOREM B 
THEOREM B. Let A be a right ideal of R, and let B be the idealgenerated by 
Z(A). If R is B-semiprime, then Z(A) 5 A n Z(R). 
Proof. Clearly A n Z(R) C Z(A). For the converse, let n E Z(A) be 
given. The proof that n E Z(R) goes in three stages: from n E Z(A) to 
(n, A, R) = (0) to n E N(R) to n E Z(R). We can get to (n, A, R) = (0) by 
appealing to (4.5). However, our knowledge that n E Z(A) allows a much 
shorter proof than (4.2), using weaker assumptions, which we give in (5.1) 
below. For the stage from (n, A, R) = (0) to n E N(R) we use (4.10). Finally, 
to get n E Z(R) we use (5.2) below. 
LEMMA 5.1. Let A be a right ideal, and n E Z(A). Then (n, A, R) consists 
of O-divisors of SA (and 0). 
Proof. Given a E A, Y E R, c E SA , set p = f (r, a, c, n). Then by (4.1(a)), 
taking C = SA , p = 0. So by (4.1(a) and (y)) c(n, a, Y) = 0 = (n, a, Y) c. 
Thus (n, a, r) is a O-divisor of .SA , and so is any sum of such terms. 
Note that by (2.17) (n, A, R) C SA . Thus if (n, A, R) generates the right 
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ideal En , and if R is Em-semiprime, then by (3.6) and (5.1) (n, A, R) = (0). 
Since En C B for every n e Z(A), (5.1) d oes what is needed for the proof 
of Theorem B. 
LEMMA (5.2). Let A be a right idea& and Zet n G Z(A) r~ N(R).Let Bn be the 
idealgenerated by n. If no right O-divisor of A + RA lies in Bm , then n s Z(R). 
Proof. Given a e A, Y E R, we have 
0 = (ar, n) = a(r, n) + (a, n) r by (2.9) 
= a(r, n). 
Also, for given t E R, ta.(r, a) = t.a(r, n) = 0, since (Y, n) IZ N(R) by (2.4). 
Putting the two together, we find that (A + RA) (Y, n) = (0). Since 
(Y, n) e B,, , our condition yields (r, n) = 0. Thus (R, n) = (O), and n E Z(R). 
Note that B,, c A + RA, so that by (3.6) the condition of (5.2) is weaker 
than Bn-semiprimeness, and in particular than B-semiprimeness. 
(5.3) If A is an ideal, “right O-divisor” in (5.2) can obviously be replaced 
by “O-divisor.” In general, however, this is impossible. Thus if R is the 
(associative) algebra over a field F with basis {a, b] and basis products aa = a, 
ab = 0, ba = b, bb = 0, then the right ideal A = Fa is a field, and ra = 0 
implies r = 0 (Y E R). Yet Z(R) = (0) while Z(A) = A. This example puts 
a bound on the weakness of conditions under which the conclusion of Theo- 
rem B holds. 
(5.4) If A is an ideal, we can use (5,1), (4.7) and the proof of (5.2) to 
obtain 
PROPOSITION (5.4). Let A be an idea& and n E Z(A). I f  no 0-divimr of A 
lies in (n, R, R) u (n, R), then n LS Z(R). 
(5.5) We now give examples to show that the various steps in the proof 
of Theorem B (and a fbrtiori in the proof of Theorem A) break down in the 
absence of suitable conditions. 
Let R be the algebra over any field F with basis {e, a, b, c} and nonzero 
basis products ee = e, ea = a, eb = b, ab = c, ba = - c, ce = c. (This is a 
subalgebra of the split Cayley-Dickson algebra over F). 
(i) Let A be the ideal with basis {a, b, c}. Then a e N(A), but 
(a, A, R) zr (a, b, e) # 0. If we take char.F = 2, then a e Z(A). I do not 
know an example in arbitrary characteristic where rr s ,?,(/I) but 
(n, A, R) # (0). By (4.1@) and (a)), if A is an ideal and n EZ(A) we will 
certainly have (n, A2, R) = (0). 
(ii) Let A be the ideal with basis {a, c}. Then u rz Z(A), and 
(a, A, R) = (O), but a $iV(R). 
(iii) Let A be as in (i). Then c e Z(A) n N(R), but c $2(R). 
SEMIPRIME ALTERNATIVE RINGS 71 
6. THEO= C 
THEOREM C. Let A be an ideal. Then A (as a subring) is sem@ime $ and 
only if R is A-semiprime. 
Proof. The condition is clearly necessary. We prove sufficiency. Let lJ 
be any ideal of A such that U2 = (0). Let Y’- be the set of all ideals I’ of A 
such that V2 = (0) and I’2 U. Then V, partially ordered by inclusion, is 
nonempty, and is easily seen to be inductive. So by Zorn’s lemma we may 
choose I’ E V maximal. Now by Proposition (6.1) below, V + RV is also 
an ideal of A with zero square. Since I’ c V + RV, the maximality of V 
yields RV c V. Similarly, VR c V. Thus V is actually an ideal of R. But 
V2 = (0) and V c A. So by A-semiprimeness V = (0). In particular, 
U = (0). Thus A has no trivial ideals. 
The use of Zorn’s lemma in this proof can easily be avoided. 
PROPOSITION (6. I). Let A be an ideal, and suppose R is AZ-sem@ime. If V 
is a trivial ideal of A, then V -j- RV is also a trivial ideal of A. 
Proof. (i) V + VR is certainly an ideal of A. For if v E V, a E A, Y E R, 
then (v, a, r) = va.r - v.ar = v’r - va’ = 0 (mod VR). Thus 
vr.a = v.ra + (v, Y, a) = v.a’ = 0, 
and 
a.vr = av,r - (a, v, Y) = v’r = 0, 
Now let U, v E V, a E A, Y, s E R be given. 
(ii) (r, U, v) = 0 = YU.V. We have 
f (r, a, u, v) = (k, a), u, v) + k, a, (4 v)) = 0. 
Thus 
0 = (ra, 24, v) - a(r, u, v) - (a, 24, v) r 
zzz- a@, u, 4. 
Thus A(Y, U, v) = (0). But by (2.19) (Y, U, v) E Aa. So by (3.6) and our 
condition, (Y, u, v) = 0. 
(iii) v(s, Y, 24) = (sv, Y, u). We have 
f (s, y, v, 4 = ((4 r), v, 4 + (4 r, (v, 4) 
=o by (ii). 
Thus 
0 = f (s, w, Y, u) = (sv, Y, 24) - w(s, Y, u) - (v, Y, u) s 
= (.w y, 4 - $s, y, g, by (ii). 
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(iv) (SW, LZ, U) = 0 = V(S, u, u). Set s = u in (iii) to find 
w(a, r, U) = (UV, Y, U) = 0 by (ii). Writing s in place of r we then have 
w(s, u, u) = 0. Now set r = a in (iii) to find (RJ, a, V) = V(S, LZ, u). 
(v) um EN(R). By (iv) (A, sv, U) = (0). Now ~ZJ c A and u E A. So by 
(2.10), (FL+ U) E N(A). By (ii) it follows that usv E N(A). Since usv E Aa, 
our condition is enough for Theorem A to apply, and we conclude that 
usw E iv(R). 
(vi) (r, u, sv) = 0. We have 
f(6 y, =J, q = ((a, y), w u) + (a, r> (w u)) 
= (u’, sv, u) - (c-4, r, m) by (ii) 
=o by (iv) and (v). 
Thus 
0 = (m, SW, u) - Y(U, SW, u) - (r, SW, u) u 
= (Y, u, sv) u by (iv). 
Thus (Y, u, m) A = (0), and, as in (ii), this implies that (Y, u, SU) = 0. 
(vii) usv = 0. Set w = usw E V. Then w2 = 0 and ru E N(R) by (v). Also 
wrw = w.r(aw), where u = us E A, = w.(m) ZJ - W(Y, up) = w.u’w - 0 
by (iv), = 0. So w2 = 0 and wRw = (0). It follows by (2.13) that w generates 
an ideal with zero square. Since w E AZ, our condition yields w = 0. 
(viii) ru.sv = 0. 
ru.sv = r.u(sw) + (r, u, SW) 
=o +o by (vii) and (vi). 
(ix) (V + RV)2 = (0). Th f 11 1s 0 ows at once from V2 = (0), (ii), (vii) 
and (viii). 
(6.2) We now examine what form these results take if we assume merely 
that A is a right ideal of R. It seems likely that (6.1) goes through if we 
assume that R is A-semiprime. However, a proof paralleling that of (6.1) 
seems to break down at step (vii). 
The conclusion of Theorem C is false in general if A is merely a right 
ideal: for instance, no proper right ideal of a total matrix algebra is semi- 
prime. However, this “associative” exception is in a sense the only one 
possible. Precisely, we have 
PROPOSITION (6.3). Let A be a right ideal, und suppose that R is (A + RA)- 
semi$rime. Let V be a triviul i&al of A, and let B be the ideal of R generated 
by V. Then B C N(R) and is sem+rime. AZso, VA = (0). 
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Thus any counter-example to Theorem C for A one-sided contains 
embedded in it an associative counter-example B. 
Proof of (6.3). Certainly E = V n SA is an ideal of SA , and Ea = (0). 
So by SA-semiprimeness and Theorem C, E = (0). Now (V, A, A) C V f~ SA 
by (2.17). So V c N(A). Thus by Theorem A, and using A-semiprimeness, 
we have V C N(R). 
It follows at once that VA is a right ideal of R, and since ( VA)z = (0), 
A-semiprimeness is enough to yield VA = (0). 
Next, since V C N(R), (VR, A, A) = (R, VA, A) = (0), e.g., by use of 
(2.5). So VR C N(A) C N(R), using A-semiprimeness. Now since V C N(R), 
we easily see that VR is a right ideal of R. Thus the right ideal generated by 
V is W = V + VR c N(R). But now the ideal B generated by V is 
B = W + RW c N(R) by (2.12). Clearly B c A + RA. Thus if R is 
(A + RA)-semiprime, R is B-semiprime, whence by Theorem C B is semi- 
prime. 
(6.4) In [d] we proposed a definition of “purely alternative” rings. Just 
as we can localize the property of semiprimeness (3.1), so we can localize 
the property of “pure alternativity”: 
DEFINITION (6.4). If A is a right ideal, we say that R is A-pureZy uZter- 
nutive provided A contains no nuclear right ideal of R. 
In view of (2.12), results exactly parallel to (3.2) and (3.3) hold, with 
“trivial” replaced by “nuclear.” 
Using this concept we can state what seems to be the “correct” version 
of Theorem C for right ideals: 
PROPOSITION (6.5). Let A be u right ideal, and suppose R is A-sem@ime 
and A-purely alternative. Then A ti semiprime (and purely alternative). 
Proof. Let V be a nuclear ideal of A. Then, as in the proof of (6.3), 
V + VR is a right ideal of R, and V + VR c N(R). Since R is A-purely 
alternative, we conclude that V = (0). Thus A is purely alternative. 
If V is a trivial ideal of A, then as in (6.3) we show that V C N(A). Since A 
is purely alternative, again V = (0). Thus A is semiprime. 
(6.6) Theorem C shows that semiprimeness is inherited by ideals. 
Prop. (6.5) shows that the property “semiprime and purely alternative” is 
inherited by ideals. It thus becomes natural to ask whether pure alternativity 
alone is inherited by ideals. In view of (6.5) we have the following partial 
answer: Every ideal of R is purely alternative if and only if R is both semi- 
prime and purely alternative. An example of a ring R which is purely 
alternative but not semiprime is provided by a certain 6-dimensional sub- 
algebra of any split Cayley-Dickson algebra. 
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7. THEOREM D 
In this section we prove that if R is A-semiprime then in suitable circum- 
stances /l n N(R) # (0) and A n Z(R) # (0). The results are based on the 
following results due to Kleinfeld [3]: 
DEFINITION (7.1). Given ~2 E R, let P(a) be the property uz = 0 and 
URU = (0). Say R has property X provided P(u) implies u = 0. 
PROPOSITION (7.2) (Kleinfeld). If R is semiprime und the mupping x + 3x 
is 1:l of R onto R, then R hus X. 
PROPOSITION (7.3) (Kleinfeld). If R bus X then either R = (0) or 
WJ # @I. 
We start by relaxing a condition of (7.2): 
LEMMA (7.4). If R is semi$rime und the mupping x + 3x is 1:1, then R 
hus X. 
Proof. Let T be the subring of the rational field Q consisting of those 
r E Q whose denominators are powers of 3. Form the ring RI = R QJ T 
(J the integers). The condition on the characteristic ensures that we may 
embed R 1: 1 in Rl . We therefore regard R as a subring of RI . 
Given pi E RI , it is easy to see that there exist r E R, i E J such that i > 0 
and r+i = ~/3~. In particular, 
(i) Given 0 # r1 E RI , there exists i > 0 in J such that 0 # 3%r E R. 
(ii) The mapping x -+ 3x is 1: 1 of RI onto RI . 
(iii) RI is semiprime. 
Let Vi be an ideal of RI such that Vi2 = (0). Set I’ = Vi n R. Then I’ is an 
ideal of R and V2 = (0). Since R is semiprime, V = (0). Now by (i) V1 = (0). 
This proves (iii). 
Now given u E R such that P(u) holds, uRlu = (0) by (i), so by (ii) and 
(iii) and (7.2), u = 0. Thus R has X. 
DEFINITION (7.5). Given m E J and a ring R, we set 
mR={mx:xER}; 
Rm = {x : mx = O}; 
R’ = R’(m) = R - R,,, . 
LEMMA (7.6). If R is wmipdm, then R’ = R’(m) is semiprime, und the 
mupping x + mx on R is 1:l. 
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Proof. Let V’ be an ideal of R’ such that V‘2 = (0). Let V be the com- 
plete inverse image of V’ in R. Then V is an ideal of R, and V2 c R,,, . That 
is, mV2 = (0), whence (mV)2 = (0). So by semiprimeness mV = (0). Thus 
VCRm, and I” = (0). So R’ is semiprime. 
Clearly (mR,,+)2 = (0). So if R is semiprime rnRms = (0), whence R*s C R,,, . 
Now if x’ E Rk , then mx’ = 0. Thus if x is any inverse image of x’ in R, then 
me&, so m(mx) = 0. Thus x E Rm2 c Rm, and x’ = 0. We have shown 
that Rk = (0). But this is to say that the mapping x -+ mx in R’ is 1: 1. 
THEOREM D. Suppose R is semijwime. Then 
(a) a E R and aRa = (0) implies 3a = 0; 
@) Either 3R = (0) ok N(R) # (0); 
(y) Either 3R C N(R) ok Z(R) # (0). 
Proof. (a) Form R’ = R - Rs . Then by (7.6) R’ satisfies the conditions 
of (7.4). So Z2’ satisfies X. Now suppose ZJ E R satisfies P. Then the image b’ 
of b in R’ also satisfies P. So b’ = 0. Thus 3b = 0. 
Suppose now a E R, aRa = (0). Set b = a2. Then b2 = a.a2.a e aRa, 
so b2 = 0. Also bRb = a.aRa.a C aRa = (0). By what we have just proved, 
3b = 0. Now set c = 3a. Then c2 = 9b = 0, CRC = 9.aRa = (0), whence 
again 3c = 0. Thus 9a = 0. So a E Rsa c Rz (as in (7.6)), and 3a = 0. 
(,9) As noted in (a), R’ = R - Ra has property X. So by (7.3) either 
R’ = (o), or N(R’) # (0). If R’ = (a), then R c Rs , so that 3R = (0). 
Suppose now N(R’) # (0). Choose 0 # n’ E N(R’), and let n be any 
inverse image of n’ in R. For given r, s E R set t = (n, r, s). Then in R’ 
t’ = (n’, Y’, s’) = 0. Thus t E Ra , and (3n, r, s) = 0. Since r,s E R were 
arbitrary, 3n E N(R). If 3n = 0 then n E Rs and n’ = 0. Thus 0 # 3n E N(R), 
and N(R) # (0). [Actually we have 3A7(Z?) # (O), since also 0 # 9n E N(R)]. 
(y) Let D = D(R). Since R is semiprime, by Theorem C also D is semi- 
prime. If 3D = (0), then in particular 3(R, R, R) = (0), so that 3RGiV(R). 
Otherwise we may apply (p) to D to obtain N(D) # (0). By Theorem A 
N(D) = D n IV(R). S o we may find 0 # n ED n N(R). Now by a result 
in [4] [see (6.8) (v)], if R is semiprime then D n iv(R) = D n Z(R). 
Thus 0 # n E Z(R). 
COROLLARY (7.7). If A is a right i&al, and R sk A-semi$rime, then 
(a) Either 3A = (0) ok A n N(R) # (0); 
(j?) Either 3A CC N(R) ok A n Z(R) # (0). 
Proof. (a) If A is semiprime, then by Theorem D either 3A = (0) or 
N(A) # (0). So by Theorem A either 3A = (0) or A n N(R) # (0). If A 
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is not semiprime, then by (6.5) A contains a nuclear right ideal of R, and again 
A n N(R) # (0). 
&I) Set A’ = A n D(R). If 3A’ = (0), then in particular 3(A, R, R) = (0), 
and 3A C N(R). Otherwise we may apply (LX) to conclude that 
A’ n N(R) # (0). By (7.8) below, A’ n N(R) = A’ n Z(R). Thus in partic- 
ular A n Z(R) # (0). 
LEMMA (7.8). Let A be u right ideal such thut A CD(R), und suppose 
that R is A-semiprime. Then A n N(R) = A n Z(R). 
Proof. Given n E A n N(R), a G A, and Y, s, t E R, set 
v = (a, n) (Y, s, t) E A. 
As in Sec. 6 of [4], we can show that if I’ is the right ideal of R generated by v, 
then I“a = (0). So by A-semiprimeness V = (O), whence v = 0. It follows 
that (C-Z, fi) R C N(R). H ence if U is the right ideal of R generated by (u, rz), 
then UC N(R) (see (2.12)). But also UC A CD. So by (2.15) Us = (0). 
So U = (0). Thus (u, n) = 0. S ince u E A was arbitrary, n E Z(A). So by 
Theorem B (or (5.2)), n E Z(R). 
There are no known (alternative) rings R + (0) such that N(R) = (0). 
For an example of R # N(R) such that Z(R) = (0), see (5.5). 
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