ABSTRACT Identifying a small subset of influential individuals on social networks can bring great benefits for many practical applications like viral marketing. This issue is typically formulated as the influence maximization problem. As a fundamental research topic in social network analysis, influence maximization has attracted much attention in recent years. In general, traditional influence maximization algorithms can be classified into two categories: 1) greedy algorithms, which possess high-performance guarantee but are time-consuming and 2) heuristic algorithms, which are time-efficient but lack performance guarantee. In this paper, we first propose a community detection approach based on network embedding to detect the community structures of social networks. With the aid of these community structures, we then propose two novel and robust community-based approximation algorithms, basic community-based robust influence maximization (BCRIM) and improved community-based robust influence maximization (ICRIM), to combat the problem of influence maximization. Both BCRIM and ICRIM have high-performance guarantee as well as high efficiency, while ICRIM runs even faster than BCRIM. Specifically, BCRIM and ICRIM identify influential individuals within communities rather than the entire network. The influence scope of each individual in BCRIM and ICRIM is restricted to its community and its neighbors' communities; thus, they are able to simultaneously identify influential individuals within communities and important hub or bridge individuals that connect different communities together. Furthermore, we analyze the performance guarantee of BCRIM and ICRIM in detail. Finally, we conduct extensive experiments on five benchmark networks to evaluate the performance of the proposed algorithms.
I. INTRODUCTION
The widespread use of social networks has led to the rapid growth of Internet subscribers. As a result, more and more social networks (e.g., Facebook, Twitter, Weibo, and WeChat) play significant parts in people's daily life. For example, the number of monthly active Facebook users has broken through two billion in 2018. 1 As one of the most prevalent social network platforms in China, WeChat has also achieved more than one billion monthly active users this year. 2 Social networks are not only effective tools in individuals connecting, but also powerful platforms for information sharing and propagation. Discovering a small subset of influential individuals on these social networks can bring great benefits for many practical applications, such as friend recommendation, information monitoring, advertising and viral marketing [1] , [2] . Consider viral marketing in particular: when a company wants to promote a new product with limited budget, it can target only these influential individuals in the hope that through the ''word-of-mouth'' effects [3] , a large number of individuals will adopt this product. Identifying influential individuals is also a fundamental research problem in social network analysis and has attracted much attention in recent years. Formally, this issue is referred to as influence maximization.
Influence maximization was first studied by Domingos and Richardson [4] as an algorithmic problem. To solve this problem, a probabilistic solution was proposed. Kempe et al. [5] then formalized this problem as follows: given a parameter k and a weighted network in which nodes represent individuals and edges characterize relationships among individuals, the goal of influence maximization is to discover k seed nodes such that starting from these seed nodes, the number of eventually influenced nodes (formally referred to as influence spread) is maximum under a certain stochastic diffusion model. By transforming the influence maximization problem into a discrete optimization problem, Kempe et al. [5] first proved that it is NP-hard to solve it, and further proposed a greedy algorithm which yields a (1 − 1/e) approximation to the optimal solution, where e denotes the natural constant. The greedy algorithm mimics the influence spreading process through Monte Carlo simulations, which makes it very inefficient. Based on their seminal work, extensive approaches [6] - [12] have been proposed to combat the problem of influence maximization. These approaches mainly fall into two categories: (1) the greedy algorithms [6] - [8] , which possess high performance guarantee but are time-consuming; and (2) the heuristic algorithms [9] - [12] , which are timeefficient but lack performance guarantee. Therefore, it is of great significance to devise new algorithms that posses both high efficiency and high performance guarantee to tackle the influence maximization problem.
To overcome the defects of the existing influence maximization algorithms, we propose a novel approach that holds efficiency and performance guarantee concurrently. The proposed approach is an improved version of Kempe's greedy algorithm [5] . The main difference between them is that our approach chooses to identify influential individuals within communities instead of the entire network. The effectiveness of this improvement lies in the fact that the community structure is a basic and important property of social networks [13] , and it has been shown to have prominent effects on the influence spreading process [14] , [15] . Intuitively, a community represents a group of individuals with dense connections internally and sparse connections between groups. Individuals in the same community tend to have more communications and thus are more likely to influence each other, while individuals in different communities tend to have less contacts and thus get less influence to each other. Therefore, it is a good approximation to discover influential individuals within each individual community rather than the entire network, i.e., the influence scope of each individual is restricted to its community. However, this simple strategy pays no attention to the hub or bridge individuals that connect different communities together. Apparently, the hub individuals may be influential individuals due to their ability to propagate influence across all communities around them. To overcome this limitation, the improved strategy is to restrict the influence scope of each individual to its community and its neighbors' communities. Take the network shown in Fig. 1 as an example. The influence scope of node v 1 is the community represented by the red dashed circle. While the influence scope of the hub node v 2 includes the community represented by the red dashed circle and the community represented by the blue dashed circle. The proposed approach contains two phases: community detection in the first phase and influential individuals identification (i.e., seed nodes selection) in the second phase.
Since our approach seeks to identify influential individuals within communities, it is a necessity to find the inherent community structures. In order to extract high-quality communities of a given network, we first exploit LINE [16] , one of the most popular network embedding methods, to learn a low-dimensional vector representation for each node in this network. We choose LINE because it can preserve the network neighborhood relationships well. We then partition the network into c communities by resorting to the classic k-means algorithm [17] on the basis of the obtained lowdimensional vector representations. This network embedding based community detection process is termed as the NECD procedure. We have empirically illustrated that the NECD procedure can detect higher-quality communities than traditional community detection algorithms (see more details in Section IV). Besides, the NECD procedure can flexibly control the number of communities as what is expected.
Based on the obtained communities, we propose two novel and robust community based approximation algorithms to deal with the influence maximization problem. We first propose the basic community based approximation algorithm, which is termed as BCRIM (basic community based robust influence maximization). BCRIM is a simple improved version of Kempe's greedy algorithm. The only difference between them is that BCRIM estimates the influence spread of a subset of individuals within communities rather than the whole network. That is, BCRIM identifies influential individuals by taking the aforementioned improved strategy. Therefore, BCRIM can achieve almost c times faster than Kempe's greedy algorithm, where c denotes the number of detected communities. To speed up BCRIM, we further propose the improved community based approximation algorithm, which is termed as ICRIM (improved community based robust influence maximization). ICRIM can avoid many wasteful computations by taking advantage of the submodularity property of the influence spread function (see more details in Section III-C). The key idea of ICRIM is lazy operation, i.e., to delay the estimation of the marginal influence spread, which is defined as the gain of influence spread when selecting an individual as a new influential individual. This is based on the observation that the marginal influence spread for each individual estimated earlier is an upper bound of its current marginal influence spread. We also analyze the performance guarantee of the proposed algorithms and show that both BCRIM and ICRIM can obtain at least a (1 − e − 1 1+(c−1) Ic ) approximation to the optimal solution, where I c denotes the maximal influence spread an individual can obtain in the communities that do not contain this individual.
In summary, the main contribution of this paper is shown as follows 3 :
• Firstly, a new community detection approach based on network embedding and k-means clustering is proposed to detect high-quality communities of social networks.
• Secondly, two novel and robust algorithms with high performance guarantee are proposed to promote the efficiency of Kempe's greedy algorithm by resorting to the community structures of social networks.
• Finally, extensive experiments on five benchmark networks are conducted to demonstrate the effectiveness and efficiency of the proposed approach.
The rest of this paper is organized as follows. Section II discusses the related works with respect to influence maximization and community detection. Section III introduces the preliminaries of this work. Section IV illustrates the community detection method. Section V provides the detailed description of the proposed algorithms BCRIM and ICRIM. The experimental results are then reported in Section VI. Finally, we present a brief discussion in Section VII and conclude this paper in Section VIII.
II. RELATED WORK
With the prosperity of social networks, research on social influence analysis has drawn much attention in recent years [19] - [21] . In this section, we briefly review the related works on influence maximization and community detection.
A. INFLUENCE MAXIMIZATION
The influence maximization problem is closely related to the intensively studied set cover problem and maximum coverage problem in the field of computational complexity theory, since they all belong to the submodular maximization problem [22] . In fact, both the set cover problem and the maximum coverage problem can be viewed as special cases of the influence maximization problem by transforming them into the problem of influence maximization on bipartite graphs [5] , [23] . As a more general problem, influence maximization is full of challenges due to the requirement of estimating the influence spread. The problem of influence maximization was first studied by Domingos and Richardson [4] . Then, Kempe et al. [5] formulated it as a discrete optimization problem and proved that this problem is NP-hard. The proof was finished by treating the set cover problem as a special case of the influence maximization problem [5] . They further proposed a greedy algorithm which has a (1 − 1/e) approximation guarantee. However, this solution is very timeconsuming. To promote the efficiency of Kempe's solution, extensive optimized algorithms were developed [6] - [12] , [24] - [28] . These algorithms mainly fall into two categorizes: (1) greedy algorithms, which possess high performance guarantee but are time-consuming; and (2) heuristic algorithms, which are time-efficient but lack performance guarantee. Among the greedy algorithms, CELF [6] , MixedGreedy [7] and CELF++ [8] were proposed to greatly reduce the number of Monte Carlo simulations. The three algorithms all have performance guarantee, but are still time-consuming. The heuristic algorithms include DegreeDiscount [7] , SPM [9] , PMIA [29] , IRIE [10] , IPA [11] , IMRank [12] , and so on. These heuristic algorithms are usually very fast, but their accuracy cannot be theoretically guaranteed and their performance is unstable on different networks. Recently, some side information has been incorporated into the solving of influence maximization, such as location information [30] , [31] and topic information [1] . There are also some works exploring influence maximization on dynamic networks [32] and heterogeneous social networks [33] . These emerging methods can also be classified into greedy algorithms and heuristic algorithms. For example, the method proposed in [1] utilizes a maximum influence arborescence (MIA) model to approximate the computation of influence spread, which can be treated as a heuristic approach. To sum up, these existing algorithms are either time-consuming or not theoretically guaranteed.
B. COMMUNITY DETECTION
The community structure is a basic and important property of social networks [13] and provides valuable insights into the dynamics of social influences [14] , [15] . Up to now, many approaches have been proposed to detect community structures in social networks. These algorithms include modularity maximization algorithm [34] , Louvain's algorithm [35] , label propagation algorithm LPA [36] , [37] , hierarchical agglomeration algorithm CNM [38] , Infomap algorithm [39] , clique percolation algorithm [40] and link-based community detection algorithm [41] . However, the number of communities detected by these algorithms is typically constant, and the community structures detected by different algorithms are diverse. Our community detection procedure NECD is more flexible to control the number of communities as what is expected.
Some existing methods have also taken community structures into consideration for influence maximization [42] - [46] . However, most of these methods belong to the heuristic algorithms. Typically, they contain three phases, i.e., community detection, candidate generation, and seed selection [43] . Unlike these methods, our approach is actually a community based greedy algorithm, and it only contains two phases, i.e., community detection and seed selection. In fact, our approach is a trade-off between performance and efficiency, as demonstrated in the performance guarantee analysis and time complexity analysis (see more details in Section V). However, due to the natural community structures of social networks and our attention to hub influential individuals, the performance of our approach is quite satisfactory. In some cases, the influence spread of our approach is even as good as the greedy algorithms GA [5] and CELF++ [8] , as shown in our experimental analysis (see more details in Section VI).
III. PRELIMINARIES
In this section, we first provide a formal statement of the influence maximization problem, then we describe two classic and fundamental diffusion models, and finally we give a detailed review of Kempe's greedy algorithm [5] . These form the basis of our proposed approach.
A. PROBLEM STATEMENT
In general, a social network can be represented by a weighted graph G = (V , E, P), where nodes in V denote individuals in the network and edges in E model the relationships among individuals. Each directed edge e = (u, v) between nodes u and v is associated with a weight p uv ∈ [0, 1] in P, which represents the propensity that node u influences node v. The number of nodes in G is denoted by n = |V |, and the number of edges in G is denoted by m = |E|. The set of out neighbor nodes of a node u is denoted by nb(u), i.e., nb(u) = {v : (u, v) ∈ E}. The set of in neighbor nodes of a node v is denoted by inb(v), i.e., inb(v) = {u : (u, v) ∈ E}. In the rest of this paper, we mainly focus on the out neighbor nodes. Thus, we use neighbor nodes to refer in particular to the out neighbor nodes for brevity. The main notations used in this paper are listed in Table 1 .
Let S ⊆ V be the subset of nodes selected as the initial target nodes for influence spreading. Formally, S is referred to as the seed node set. We define the influence spread of S, denoted by I (S), as the expected number of nodes that are eventually influenced by S under a certain stochastic diffusion model. Based on the definition of influence spread, we can formulate the influence maximization problem as follows. 
B. DIFFUSION MODELS
In order to estimate the influence spread I (S) of a subset of nodes S, the first thing needed to be done is to determine the diffusion model. Up to now, numerous influence diffusion models [4] , [5] , [47] - [50] have been proposed to simulate the spreading process of influence among a network in the real world. Here, we revisit two basic and the most widely-used diffusion models, i.e., the independent cascade (IC) model [5] and the linear threshold (LT) model [5] .
Although the IC model and the LT model can be unified with proper parameter initializations [51] , they characterize two different aspects of social interaction [52] . The IC model focuses directly on the interaction and influence among friends in a social network, while the LT model focuses on the threshold behavior in influence spreading. That is, in the LT model, whether one individual is influenced or not is an integrated consequence of all its friends. Thus, the IC model and the LT model are in essence distinct models.
1) INDEPENDENT CASCADE MODEL
In the IC model, each individual node in the network has two states: active and inactive, and each edge e = (u, v) is associated with a weight p uv representing the probability that node u successfully activates node v. Given an initial set of active nodes S, the influence spreading process unfolds in discrete timestamps according to the following rules. When node u becomes active at timestamp s, it can make an attempt to activate each inactive neighbor node v with a successful probability p uv at timestamp s + 1. If node u successfully activates node v, node v will become active at timestamp s + 1; otherwise, it remains inactive. However, each active VOLUME 6, 2018
T ← S; // T : current active node set 4: Push all nodes in T into a queue Q IC ; 5: while Q IC = ∅ do 6: Let u be the front node in Q IC , remove u from Q IC ; 7: for each node v ∈ nb(u) do 8:p uv ← a uniform random number in [0, 1]; 9: if v / ∈ T andp uv ≤ p uv then 10: Push v into Q IC ; // v becomes active 11: T ← T ∪ {v};
12:
I (S) ← I (S) + |T |; 13: return I (S)/t; node has only one chance to activate its neighbor nodes, thus node u cannot make any further activation attempts at subsequent timestamps. The activation attempts of different nodes are independent. The spreading process runs until no more activations are possible. The diffusion process of the IC model is formally presented in Algorithm 1. As can be seen, Algorithm 1 follows exactly a BFS (breadth first search) manner.
2) LINEAR THRESHOLD MODEL
Similar to the IC model, nodes in the LT model also have two states: active and inactive. However, the weight p uv of each edge e = (u, v) has different meaning. In the LT model, p uv denotes the influence that node u can exert on node v. Besides, p uv should satisfy the following constraint: u∈inb(v) p uv ≤ 1. To estimate the influence spread under the LT model, a threshold θ v for each node v should be selected uniformly at random from the interval [0, 1] at first. The threshold θ v represents the weighted fraction of v's neighbor nodes that must have been activated in order for v to become active. Given an initial set of active nodes S, then the influence spreading process unfolds deterministically in discrete timestamps: at timestamp s + 1, all nodes that were activated at timestamp s remain active, and each inactive node v becomes active if the total weight of its active neighbor nodes reaches its threshold, i.e., u∈inb(v)∩T p uv ≥ θ v , where T denotes the current active node set. The spreading process stops when there are no newly activated nodes at a certain timestamp. The diffusion process of the LT model is formally illustrated in Algorithm 2, which follows a BFS manner as well.
Recall that I (S) is the expected number of nodes that will be eventually influenced by S. Obviously, it is a nontrivial task to calculate the precise value of I (S). One approach to address this issue is to run Monte Carlo simulation t times. By the law of large numbers, if t is large enough, the estimation of I (S) will have good quality. This is the strategy adopted by both the IC model and the LT model (line 2 in Algorithm 1 and Algorithm 2). It is easy to see why this strategy works in the IC model. However, it is not so clear for
Algorithm 2 LT(G, S, t)
1: I (S) ← 0; 2: for i = 1 to t do 3: for each node v in G do 4: w v ← 0; //w v : weight of v's active neighbor nodes 5 :
T ← S; // T : current active node set 7: Push all nodes in T into a queue Q LT ; 8: while Q LT = ∅ do 9: Let u be the front node in Q LT , remove u from Q LT ; 10: for each node v ∈ nb(u) do 11 :
if v / ∈ T and w v ≥ θ v then 13: Push v into Q LT ; // v becomes active 14: T ← T ∪ {v};
15:
Algorithm 3
The Greedy Algorithm GA Input: Network G = (V , E, P), the diffusion model M , and the parameters k, t; Output: Seed nodes S;
for each node v ∈ V \ S i−1 do
5:
if M = IC then 6 :
else if M = LT then 8:
10:
the LT model. This is because when the threshold θ v is given, the influence spreading process of the LT model is determined accordingly. Unfortunately, we lack the priori knowledge of nodes' true thresholds as pointed out in [5] . To overcome this limitation, we randomly reset the threshold θ v for node v in each Monte Carlo simulation (line 5 in Algorithm 2).
C. KEMPE'S GREEDY ALGORITHM
For both the IC model and the LT model, it has been shown that the exact computation of the optimal solution for the influence maximization problem is NP-hard [5] . But the greedy algorithm proposed by Kempe et al. [5] (outlined in Algorithm 3) can achieve a (1 − 1/e) approximation to the optimal solution due to the following three properties of the influence spread function I (·):
all v ∈ V and S ⊆ R ⊆ V . On the basis of these properties, we have Theorem 1. [5] .
In a nutshell, Algorithm 3 starts from an empty set S 0 = ∅, and then iteratively selects one node with maximal marginal influence spread as the new seed node. The marginal influence spread of node v in iteration i is defined as I (v|S i−1 ) = I (S i−1 ∪{v})−I (S i−1 ). Although Algorithm 3 is conceptually simple, it incurs significant computation overheads due to the fact that for each node v / ∈ S i−1 , I (S i−1 ∪ {v}) needs to be estimated in each iteration (line 6 and line 8 in Algorithm 3). Therefore, Algorithm 3 cannot be applied to large-scale social networks. The time complexity of Algorithm 3 on both the IC model and the LT model is of order O(knmt) [5] .
IV. NETWORK EMBEDDING BASED COMMUNITY DETECTION
Our proposed approach consists of the community detection phase and the seed nodes selection phase, as shown in Fig. 2 . In this section, we first provide the formal definitions of community structure and network embedding, then we propose our novel network embedding based community detection approach.
A. COMMUNITY STRUCTURE
Community structure is a basic and important property of social networks [13] and provides valuable insights into the dynamics of social networks [14] , [15] . According to [13] , the community structure is defined as follows. [13] .
Definition 2 (Community Structure): Given a network G, the community structures of G represent groups of nodes that have a high density of edges within them, with a lower density of edges between groups
To quantify the quality of community structures of a network, we adopt the classic modularity Q [34] measurement, which is defined as the fraction of edges that fall within communities minus the expected fraction if edges are randomly distributed. The modularity of social networks typically falls in the range from 0.3 to 0.7 [34] . The higher the modularity is, the stronger the community structures are. A more detailed description of modularity can be found in [34] .
B. NETWORK EMBEDDING
Network embedding plays an important role in facilitating the analysis of large-scale social networks. It aims at extracting low-dimensional high-quality features for each node in the networks. The formal definition of network embedding is presented in Definition 3.
Definition 3 (Network Embedding): Given a network G = (V , E), the goal of network embedding is to embed each node v ∈ V into a low-dimensional space R d , that is, to learn a mapping function f G
: V → R d , where d |V |. In space R d ,
the network neighborhood of each node should be well preserved.
Intuitively, the vector representation of node u should be close to the vector representation of its each neighbor node v in the low-dimensional space R d . On the other hand, if nodes u and v share many common neighbor nodes, their low-dimensional representations in the embedded space R d should be close to each other as well, even there is no direct edge between them.
In this paper, we employ the network embedding model LINE [16] , which aims to preserve both the first-order proximity and the second-order proximity of a network. The first-order proximity refers to the local pairwise proximity, while the second-order proximity refers to the similarity of two nodes' neighborhood network structures. Obviously, the LINE model matches the aforementioned intuitions. Moreover, the LINE model can preserve the community structures well for the reason that nodes that are directly linked or share many common neighbor nodes are more inclined to be included in the same community.
C. COMMUNITY DETECTION
Based on the obtained low-dimensional high-quality vector representations of all the nodes, we exploit the classic k-means algorithm [17] to partition the network into c communities. Next, we empirically illustrate the effectiveness of the network embedding based community detection (NECD) procedure on the Facebook network (see detailed description of this network in Section VI).
Based on the modularity measurement, we compare the NECD procedure with three representative community detection algorithms: LPA [36] , CNM [38] and Infomap [39] . The modularity of these three algorithms is 0.812, 0.777, and 0.809 respectively. However, when c = 10, the modularity of the NECD procedure is 0.822, which is the highest. We further study the modularity of the NECD procedure via varying c. The results are shown in Fig. 3 . As can be seen, the modularity increases quickly when c increases from 1 to 10, then the modularity drops slowly with c increasing. These results demonstrate that the NECD procedure has two-fold advantages over classic community detection algorithms: (1) the NECD procedure can detect higher-quality communities with c properly set; and (2) the NECD procedure can flexibly control the number of communities with acceptable quality guaranteed.
V. COMMUNITY BASED ROBUST INFLUENCE MAXIMIZATION
In this section, we first propose two efficient and robust approximation algorithms to improve Kempe's greedy algorithm (i.e., Algorithm 3) by taking advantage of the community structures that are detected by the NECD procedure, and then we illustrate the performance guarantee of our proposed algorithms in detail.
A. BASIC COMMUNITY BASED ROBUST INFLUENCE MAXIMIZATION BCRIM
In order to estimate the influence spread I (S) of a subset of nodes S, Algorithm 3 runs Monte Carlo simulations on the entire network. Hence, each evaluation of I (S) takes O(m) time, which leads to the inefficiency of Algorithm 3. A straightforward way to promote the efficiency of Algorithm 3 is to reduce the search scope of the spreading process. Since community structures require that nodes should be densely connected within a community and sparsely connected across communities, the search scope of node v's spreading process can be restricted within the community that contains v. It is hypothesized that the seed nodes obtained within each individual community can provide a good approximation to the seed nodes obtained over the entire network. In fact, some previous works [14] , [15] , [53] have explored the spreading dynamics on social networks and shown that community structures would affect the spreading process significantly. Although this basic hypothesis can lead to satisfying performance as shown in our previous work [18] , it pays no attention to the hub or bridge nodes that connect different communities together. Apparently, restricting the search scope of such nodes within communities is inappropriate, because these nodes can spread influence across different communities around them. To address this issue, we allow nodes to propagate influence to its community and its neighbor nodes' communities. To be more specific, if a node and its neighbor nodes are contained in the same community, then its influence scope is restricted to this community. On the contrary, if a node and its neighbor nodes are contained in different communities, then this node is called a hub node and its influence scope is restricted to its community and its neighbor nodes' communities. In this way, the influential hub nodes can be correctly identified. Most of existing approaches try to reduce the number of Monte Carlo simulations rather than restrict the search scope of the spreading process, thus these approaches cannot be directly applied in our solution.
Example 1: Consider the network shown in Fig. 2 Based on the discussions above, we devise the basic community based approximation algorithm BCRIM, which is outlined in Algorithm 4. Before proceeding further, we first give the following three definitions.
Definition 4 (Seed Nodes Extension): Given a seed node set S ⊆ V , let nb(S) denote the set of out neighbor nodes of S, i.e., nb(S) = v∈S nb(v), and let nb(S) denote the influenced nodes in nb(S) starting from S in one step, then the extended seed node set of S, denoted by X , is defined as the union of S and nb(S), i.e., X = S ∪ nb(S).
Definition for each node v ∈ V \ S i−1 do 6: if M = IC then 7:
According to Definition 6, H records the affected communities when node u is added to the seed node set S. If u is a hub node, H will be the union of all the influenced nodes in the affected communities. Otherwise, we have H ⊆ C u , where C u denotes the community that contains u. In order to calculate the community based marginal influence spread of u, the first stage is to determine which communities will be affected by u. This stage is fulfilled by extending S ∪ {u} via one-step influence spreading (Definition 4). The second stage is to run the diffusion model within each affected community and compute the gain of influence spread (Definition 5). Owing to the seed nodes extension process, it is obvious to see that the influence scope of hub nodes is restricted to its community and its neighbor nodes' communities. Now we show the details of Algorithm 4, which runs as follows. Building on the NECD procedure, Algorithm 4 first partitions network G into c disjoint communities. Then, on the basis of these c communities and under the IC or LT model, Algorithm 4 discovers seed nodes one by one iteratively. Similar to Algorithm 3, Algorithm 4 selects the node with maximal marginal influence spread as the next seed node in each iteration (lines 5-10). However, different from Algorithm 3, Algorithm 4 computes each node's marginal influence spread within communities instead of the entire network, which is termed as community based marginal influence spread (Definition 6). Specifically, if the diffusion model is the IC model, then Algorithm 4 will call Algorithm 5 to calculate the community based marginal influence spread (lines [6] [7] . If the diffusion model is the LT model, then Algorithm 6 will be invoked (lines [8] [9] .
To estimate the community based marginal influence spread of node u upon the seed node set S, Algorithm 5
Algorithm 5 CIC(G, C, S, u, t)
1: I C (u|S) ← 0; 2: for i = 1 to t do 3:
for each community C ∈ C do 5: if (C ∩ H ) = ∅ then 6: continue;
7:
Let G C be the subnetwork of G induced by C;
9:
11:
runs Monte Carlo simulation t times. In each simulation, Algorithm 5 first calls Algorithm 7 to extend S ∪ {u} and the extended seed node set H of u is obtained (line 3). Then Algorithm 5 invokes Algorithm 1 to compute the influence spread in each affected community (i.e., community based influence spread) and calculates the corresponding gain of influence spread (lines [8] [9] [10] . By adding the gain of influence spread in all the affected communities, the community based marginal influence spread is finally obtained (line 11). Note that I C (C ∩ X ) (line 10) is statistically equal to the number of influenced nodes in community C during the selection of seed nodes S, thus there is no need to recompute it. Algorithm 6 runs in a similar way as Algorithm 5, thus we omit the detailed description of Algorithm 6.
As stated before, to determine the extended seed nodes of u is in fact to decide which communities will be affected if u is added to the seed node set S. To achieve this goal, Algorithm 7 first invokes Algorithm 8 to extend S according to Definition 4 (line 6). Algorithm 8 is straightforward, it simply runs the IC or LT model just one step starting from S. Then, starting from node u, Algorithm 7 continues to run the diffusion model and adds the newly influenced or activated neighbor nodes of u into the extended seed node set H (lines 9-19). Apparently, the obtained H embodies the communities affected by u. Note that for the LT model, we need to reset
Algorithm 7 ExtendSeeds(G, C, S, M , u)
1: H ← ∅; // H : H records the extended seed nodes of u 2: if M = LT then 3: for each node v in G do 4: w v ← 0; 5: θ v ← a uniform random number in [0, 1]; 6: X ← OneStepDifussion(G, S, M ); 7: Let C u ∈ C be the community that contains node u; 8: H ← H ∪ (C u ∩ X ) ∪ {u}; 9: for each node w ∈ nb(u) do 10: if w / ∈ X and w / ∈ H then 11: Let C w ∈ C be the community that contains w; 12: if M = IC then 13:p uw ← a uniform random number in [0, 1]; 14: ifp uw ≤ p uw then 15: H ← H ∪ (C w ∩ X ) ∪ {w}; 16: else if M = LT then 17: w w ← w w + p uw ; 18: if w w ≥ θ w then 19 :
Algorithm 8 OneStepDiffusion(G, S, M )
1: X ← S; 2: for each node v ∈ S do 3: for each node w ∈ nb(v) do 4: if w / ∈ X then 5: if M = IC then 6:p vw ← a uniform random number in [0, 1]; 7: ifp vw ≤ p vw then 8: X ← X ∪ {w}; 9: else if M = LT then 10: w w ← w w + p vw ; 11: if w w ≥ θ w then 12: X ← X ∪ {w}; 13: return X ; the activation threshold for each node before seed nodes extension (lines 2-5).
The time complexity of Algorithm 4 (i.e., BCRIM) is analyzed in Theorem 2. Proof: In this paper, we treat the NECD procedure as preprocessing, thus we ignore its time complexity analysis. Besides, we focus on analyzing the average time complexity. Let ρ denote the proportion of hub nodes and c h (c h ≤ c) denote the average number of communities each hub node connects to. In order to discover the new seed node in each iteration, Algorithm 4 recomputes the community According to Theorem 2, we can see that if ρ and c h are both very small, Algorithm 4 can run almost c times faster than Kempe's greedy algorithm (i.e., Algorithm 3). Since ρ and c h are closely related to the community structures of a network, it is a necessity to detect high-quality communities. As such, we will obtain small ρ and c h .
Theorem 2: The time complexity of Algorithm 4 on both the IC model and the LT model is of order O((1 − ρ)

B. IMPROVED COMMUNITY BASED ROBUST INFLUENCE MAXIMIZATION ICRIM
Even though Algorithm 4 (i.e., BCRIM) can achieve almost c times faster than Algorithm 3, Algorithm 4 is still inefficient when k becomes large. This is because Algorithm 4 needs to recompute the community based marginal influence spread for all the nodes in V \ S i−1 in each iteration i, which leads to many wasteful computations. We further devise a much more efficient algorithm to overcome this limitation.
Recall that the influence spread function I (·) satisfies the nonnegativity, monotonicity and submodularity properties. In fact, the community based influence spread function I C (·) also has the three properties:
for all v ∈ V and S ⊆ R ⊆ V .
By taking full advantage of these properties, we devise the improved community based approximation algorithm ICRIM. The key idea of ICRIM is that there is no need to immediately recompute the community based marginal influence spread for all the nodes in V \ S i−1 in each iteration i. This is based on the observation that the community based marginal influence spread of each node computed before is an upper bound of its current community based marginal influence spread. Thus, when we are going to find a new seed node, we first choose the node with maximal community based marginal influence spread as a candidate, then we check if the community based marginal influence spread of this node should be recomputed. If not, this node is chosen as the next seed node directly, otherwise we recompute the community based marginal influence spread of this node. Algorithm 9 gives out the detailed description of ICRIM. Algorithm 9 involves a priority queue Q. Each element of Q is a 3-tuple (u, τ u , I C (u|S τ u )), where τ u represents the timestamp when the community based marginal influence spread I C (u|S τ u ) is computed. The priority of each 3-tuple is associated with the third term I C (u|S τ u ), and the 3-tuple whose third term is larger has higher priority. Initially, Algorithm 9 partitions network G into c disjoint communities via I C (v|S 0 ) ← CLT(G, C, S 0 , v, t); 10: Push (v, 0, I C (v|S 0 )) into Q; 11: for i = 1 to c do 12: τ C (i) ← 0; // τ C (i) records the timestamp when the latest seed node that will affect C i is selected 13: i ← 0; 14: while i < k do 15: Let (u, τ u , I C (u|S τ u )) be the front tuple in Q, remove (u, τ u , I C (u|S τ u )) from Q; 16: if CheckUpdate(u, τ u , τ C , C) then 17: if M = IC then 18: 
Push (u, i, I C (u|S i )) into Q; 22: else 23: S i+1 ← S i ∪ {u}; // A new seed node is found 24: Assume that node u is contained in the j-th community C j ; 25: τ C (j) ← i + 1; // Update τ C (j) 26: if u is a hub node then 27: for each node w ∈ nb(u) do 28: Assume that node w is contained in the l-th community C l ; 29: τ C (l) ← i + 1; // Update τ C (l) 30: i ← i + 1; 31: S ← S k ; 32: return S; the NECD procedure. Then, Algorithm 9 calculates the community based marginal influence spread for each node v ∈ V , and pushes a corresponding 3-tuple (v, 0, I C (v|S 0 )) into Q (lines 5-10). Hence, the node u corresponding to the first 3-tuple in Q has the largest community based marginal influence spread. Then, Algorithm 9 takes u as a candidate seed node, and checks whether the community based marginal influence spread of u should be recomputed by invoking Algorithm 10 (lines [15] [16] . If Algorithm 10 returns 1, then I C (u|S τ u ) is recomputed (lines [17] [18] [19] [20] . After recomputation, the updated 3-tuple corresponding to u will be pushed into Q Algorithm 10 CheckUpdate(u, τ u , τ C , C) 1: f ← 0; // f = 1 indicates that updating is needed 2: Assume that node u is contained in the j-th community C j ; 3: if τ u < τ C (j) then 4: f ← 1; 5: else if u is a hub node then 6: for i = 1 to c do 7: if C i ∩ nb(u) = ∅ and τ u < τ C (i) then 8: f ← 1; 9: break; 10: return f ; again (line 21). If Algorithm 10 returns 0, node u is selected as the next seed node directly (lines [22] [23] . According to this strategy, Algorithm 9 discovers the k most influential nodes iteratively. In Algorithm 9, we have introduced τ C (i) to record the timestamp when the latest seed node that will affect C i is selected (lines [11] [12] . Therefore, when a new seed node is identified, the timestamps of all the affected communities need to be updated accordingly (lines [25] [26] [27] [28] [29] .
To determine whether the community based marginal influence spread of node u should be recomputed, Algorithm 10 works as follows. Assume that node u is contained in the j-th community C j . Algorithm 10 first checks whether τ u is smaller than τ C (j). If so, I C (u|S τ u ) should be recomputed. Note that τ u < τ C (j) indicates that at least one new seed node that would affect community C j has been chosen after the computation of I C (u|S τ u ) the last time. However, if u is a hub node, we need to further check whether τ u is smaller than the timestamps of the communities that u connects to (lines 5-7). If so, the community based marginal influence spread of u should also be recomputed.
Apparently, by delaying the estimation of the community based marginal influence spread, a mass of wasteful computations can be reduced. Theorem 3 analyzes the time complexity of Algorithm 9 (i.e., ICRIM). Since we assume that all communities have the same size, the k seed nodes tend to distribute uniformly in the c communities. VOLUME 6, 2018 Owing to this phenomenon and the lazy operation, we have η n. Thus, the time complexity of Algorithm 9 can be treated as O ((1 − ρ) nmt c + ρ nc h mt c ).
Theorem 3: The time complexity of Algorithm 9 on both the IC model and the LT model is of order O((1 − ρ)
C. PERFORMANCE GUARANTEE ANALYSIS
In this subsection, we further analyze the performance guarantee of the proposed algorithms. It is noted that both BCRIM and ICRIM have the same performance guarantee, as ICRIM is just an improved version of BCRIM and they both take the greedy strategy to identify influential nodes.
Given the community set 
(1)
The detailed proof of Theorem 4 is presented in the Appendix section. From Theorem 4, we can see that when c = 1, the approximation ratio (1 − e
, which is the same as the approximation ratio of Kempe's greedy algorithm (i.e., Algorithm 3). Since nodes are densely connected within each individual community and sparsely connected across communities, the spreading process mainly unfolds within communities. Thus, I c is typically a small number. Besides, I c is relevant to c. When c = n, I c becomes 1.
VI. EXPERIMENTS
In this section, we conduct several experiments to evaluate the performance of the proposed algorithms. All algorithms are implemented in C++ and all experiments are conducted on a server with two 2.4GHz Intel Xeon CPUs and 128GB main memory running Ubuntu 14.04.5 (64-bit).
A. DATASETS
In the experiments, we evaluate our proposed algorithms on five real-world social networks, including three small networks (i.e., Wikivote, Facebook, and Epinions) and two large networks (i.e., Youtube and Lastfm). The detailed statistics of these networks are summarized in Table 2 , where n is the number of nodes, m is the number of edges, d ave is the average degree, κ ave is the average clustering coefficient, c is the number of communities detected by the NECD procedure, and Q is the corresponding modularity. Wikivote, Youtube and Lastfm are downloaded from NetworkRepository. 4 Facebook 4 http://networkrepository.com/ and Epinions are downloaded from SNAP. 5 We choose these networks based on the consideration that these networks are all social networks, thus have significant community structures, and that these networks are of different scales to test the scalability of our algorithms.
It is noted that all the original networks are unweighted. To evaluate the performance of our algorithms, we use the number of common neighbor nodes between nodes u and v to denote the initial weight of edge e = (u, v), i.e., w uv = |nb(u) ∩nb(v)|, which is used in the NECD procedure to describe the proximity between nodes u and v. Here we usē nb(u) to denote the union of node u and its neighbor nodes, i.e.,nb(u) = {v : (u, v) ∈ E} ∪ {u}. For the IC model, the propagation probability associated with edge e = (u, v) is defined as follows:
wherep is the average propagation probability of the whole network. In our experiments,p is set to be 0.05. Note also that the original networks are undirected. Since the diffusion models require that networks should be directed, we treat each undirected edge as two opposite directed edges. The propagation probability defined in Eq. (2) also shows that if
For the LT model, the propagation probability associated with edge e = (u, v) is defined as
The same definition method has also been used in [54] and [55] . Here, we add the superscripts to distinguish between the IC model and the LT model.
B. EVALUATION METRICS
We employ two widely-adopted evaluation metrics, i.e., running time and influence spread [5] , [12] , to measure the performance of the proposed algorithms BCRIM and ICRIM. Running time is used to measure the time efficiency of the proposed algorithms. Influence spread I (S) is used to measure the effectiveness of the proposed algorithms, that is, how many nodes will eventually be influenced by the subset of seed nodes S.
C. COMPETITIVE METHODS
To demonstrate the efficiency and effectiveness of the proposed algorithms BCRIM and ICRIM, we select four approaches for comparison, which are described as follows.
• GA: This approach is Kempe's greedy algorithm [5] , as outlined in Algorithm 3. Since we aim to improve GA by taking network community structures into consideration and GA has very high performance guarantee, it serves as a good comparative method to show the efficiency and effectiveness of our proposed approach.
• CELF++: CELF++ [8] is a state-of-the-art variant of Kempe's greedy algorithm. It has the same performance guarantee as GA, while it usually has higher efficiency.
• IMRank: IMRank [12] aims to find a self-consistent ranking from any initial ranking. It achieves this goal by adjusting the current ranking iteratively. In our setting, we use out-degree to determine the initial ranking. That is, nodes with larger out-degrees are ranked ahead.
• ICAA: ICAA [18] is a community based approximation algorithm. Although it discovers influential nodes within communities, it pays no attention to the influential hub nodes. Originally, ICAA was developed only for the IC model. In our setting, we extend it to the LT model.
Among the four competitive methods, GA and CELF++ are both greedy algorithms, IMRank is a heuristic algorithm, and ICAA is a community based greedy algorithm. Note that we do not compare with community based heuristic algorithms, because IMRank is a heuristic algorithm built upon the entire network and it tends to have better performance.
D. EXPERIMENTAL RESULTS
In the experiments, we set the dimension number d used in the NECD procedure to be 60, and the number of Monte Carlo simulations t in both the IC model and the LT model is fixed at 100.
Exp-1 (Comparison Between BCRIM and ICRIM):
We have proved that BCRIM and ICRIM have the same performance guarantee, while ICRIM can run faster than BCRIM. In this experiment, we compare the performance of BCRIM and ICRIM on Wikivote empirically via varying the size of seed node set k from 1 to 30. The results over the IC model and the LT model are reported in Fig. 4 and Fig. 5 , respectively. Note that we have adopted logarithmic scale for y-axis in Fig. 4 (a) and Fig. 5 (a) . As can be seen, for both diffusion models, ICRIM indeed achieves better time efficiency than BCRIM. As k grows larger, the running time of ICRIM increases slowly, whereas, the growth of BCRIM's running time is fast. When k = 30, ICRIM is almost two orders of magnitude faster than BCRIM. However, as shown in Fig. 4 (b) and Fig. 5 (b) , the influence spread of BCRIM and ICRIM is nearly the same, no matter what the seed set size k is. These results confirm that with the same performance guarantee as BCRIM, ICRIM is more efficient than BCRIM. Therefore, in the subsequent experiments, we only show the results of ICRIM. 
Exp-2 (Results on Small Networks):
In this experiment, we vary the size of seed node set k from 1 to 30 to evaluate the efficiency and effectiveness of different algorithms on the three small networks. Figures 6 and 7 depict the running time of IC model and LT model, respectively. It is noted that the logarithmic scale for y-axis is used in both Fig. 6 and Fig. 7 . From Figs. 6 and 7, we can see that the heuristic algorithm IMRank runs very fast, while the greedy algorithms GA and CELF++ run much slower. For our proposed algorithm ICRIM and the community based approximation algorithm ICAA, we can see that they both are several orders of magnitude faster than GA and CELF++. For example, as shown in Fig. 6 (c) , ICRIM takes about 100 seconds to discover 30 influential individuals on Epinions, while both GA and CELF++ take more than 100000 seconds. In the LT model, ICRIM is slightly slower than ICAA. While in the IC model, ICRIM achieves almost the same time efficiency as ICAA, even though ICRIM allows each individual to spread influence to its neighbors' communities. Thus, it can be concluded that ICRIM does not bring about evident time overheads to identify influential hub individuals. From Figs. 6 and 7, we can also see that the running time of ICRIM almost does not change when k increases. This is due to the fact that the main time cost of ICRIM is to compute the community based marginal influence spread for every node in the first iteration, and it takes a little time to find the other (k − 1) influential individuals in the subsequent iterations (see details in Algorithm 9). These results confirm our previous time complexity analysis and show that ICRIM is quite efficient.
We further report the influence spread of the two diffusion models in Figs. 8 and 9 , respectively. As can be seen, the influence spread increases with increasing k for all the algorithms. There is no doubt that the greedy algorithms GA and CELF++ obtain the highest influence spread. The performance of ICAA is also competitive. However, the influence spread of IMRank is much worse than that of GA and CELF++. Since ICRIM pays attention to influential hub individuals, its performance is consistently better than ICAA. In most cases, ICRIM even has considerable performance of GA and CELF++. These results demonstrate the effectiveness of our proposed algorithm ICRIM.
It is worthy of mentioning that even on the small network Epinions, GA takes more than 10 days to pick out 20 influential individuals for the LT model. Therefore, we only show the results when k ≤ 15, as shown in Fig. 7 (c) and Fig. 9 (c) .
As a result, we can conclude that it is definitely a necessity to improve the efficiency of GA to make it applicable for large networks. Clearly, our proposed algorithm ICRIM promotes the efficiency of GA dramatically on the small networks. In the next experiment, we will show that ICRIM is capable of handling large-scale social networks.
Exp-3 (Results on Large Networks):
To present the scalability of ICRIM better, we conduct a further experiment on two large-scale networks with more than one million nodes, i.e., Youtube and Lastfm. Since GA and CELF++ are not applicable to large-scale networks, we only show the results of ICRIM and ICAA, as described in Fig. 10 and Fig. 11 . We also do not give the results of IMRank for the reason that its influence spread is quite unsatisfactory. As shown in Fig. 10 , ICRIM is able to identify 30 influential individuals within about 2 hours on both large networks for the IC model, even though it is a little slower than ICAA. From Fig. 11 , we can see that for both diffusion models, ICRIM achieves higher influence spread than ICAA. This is because ICRIM can discover influential hub individuals that can propagate influence over the communities around them. Therefore, the quality of influential individuals discovered by ICRIM is higher. As shown in Fig. 10 (c) and (d) , the time cost of the LT model seems to be a little high. It takes several days to identify the most influential individuals. However, this is rational. The reason is that the influence spread of these influential individuals is quite huge. For example, as shown in Fig. 11 (c) , the influence spread of the top-1 influential individual covers over 40% of the whole network. Even so, we would like to further promote the efficiency of the LT model in the future.
Exp-4 (Effects of the Number of Communities c):
Since the proposed ICRIM is closely related to the community structures of networks, it is significative to test the effects of the number of communities c. In this experiment, we vary the number of communities c of Facebook detected by the NECD procedure from 5 to 25 with a step size 5, and evaluate the effects of community structures on the performance of ICRIM. In the experiment, we set the number of seed nodes k = 30. The results are shown in Fig. 12 and Fig. 13 . As can be seen, for both diffusion models, the influence spread and the running time decrease with increasing c. This is because the average community size will decrease as we partition the network into more communities. Since we discover influential individuals within communities, the influence spread tends to drop and the time overhead will decrease as c increases. However, the influence spread drops very slowly. For example, as shown in Fig. 12 (b) , when c varies from 5 to 25, the influence spread is reduced by only 12. The results indicate that ICRIM is somewhat robust to c. Therefore, in order to make ICRIM run faster with reasonable performance guarantee, we can set c to be a larger value.
Exp-5 (Comparison of Different Community Detection Methods):
As is known, different community detection methods will lead to different community detection results. In this experiment, we partition the network Epinions via the proposed NECD procedure and three existing popular community detection methods (i.e., LPA [36] , CNM [38] and Infomap [39] ), and compare their effects on the performance of ICRIM. That is, whether different community detection methods will result in discrepant quality of discovered influential individuals. In this experiment, the size of seed node set k is fixed at 30. Figure 14 depicts the results. It can be seen that the influence spread based on the communities obtained by our NECD procedure is more than that based on the communities obtained by the other three community detection methods. The results demonstrate that high-quality community detection results will benefit the performance of ICRIM and our NECD procedure is capable of identifying better community structures.
Through the experiments above, we can see that our proposed algorithms BCRIM and ICRIM are not only more efficient than the greedy algorithms, but also possess higher performance guarantee than the heuristic algorithms. ICRIM is able to be applied to large networks owing to its novel optimization technique to reduce a mass of wasteful computations. The experimental results also show that community structures indeed have significant impacts on the spreading dynamics of social networks, and hub individuals play important roles in influence spreading.
VII. DISCUSSION
In order to deal with the influence maximization problem, we propose two community based approximation algorithms to promote the efficiency of the classic Kempe's greedy algorithm [5] . To simulate the spreading process of influence among networks in the real world, a mass of influence diffusion models have been developed in recent years [4] , [5] , [47] - [50] . Among these models, the IC model and the LT model have obtained the most extensive attention. Thus, in this work, we take them as the influence diffusion models. For these two models, the influence maximization problem can be treated as a general case of the classic maximum coverage problem [23] , which indicates that the influence maximization problem is NP-hard. Owing to the submodularity property of the influence spread function, the performance of our proposed greedy algorithms can be theoretically guaranteed. As shown in Theorem 4, the proposed algorithms on both diffusion models share the same approximation ratio, i.e., (1 − e − 1 1+(c−1) Ic ), to the optimal solution. In fact, the approximation ratio depends heavily on I c , which denotes the maximal influence spread an individual can obtain in the communities that do not contain this individual. As a result, even a network is partitioned into the same c communities, the exact approximation ratio on different diffusion models may be different due to the differences of I c . On the other hand, it is obvious that the approximation ratio will be affected by the detected community structures, since both c and I c will change accordingly. However, social networks are naturally composed of various communities. This nice property of social networks empowers our algorithms on both diffusion models to have high-performance guarantee. The experiment results have verified the effectiveness of our algorithms empirically. As illustrated in Fig. 12 and Fig. 13 , even we vary the number of communities, the influence spread does not change significantly. One may note that the approximation ratio is irrelevant to specific community detection methods. In this regard, our algorithms are applicable for the community structures detected by different community detection methods. We have empirically compared the performance of our NECD procedure with three representative community detection methods in Fig. 14 . It is observed that the communities detected by our NECD procedure can lead to better performance.
Although the proposed algorithms are greedy algorithms, they are much more efficient than Kempe's greedy algorthm GA and its variant CELF++. The average time complexity of BCRIM and ICRIM is detailed in Theorem 2 and Theorem 3 respectively. For both the IC model and the LT model, BCRIM and ICRIM share the same average time complexity. However, the experiment results show that the time overhead of the LT model tends to be a little higher than that of the IC model. The main reason is that the influence spread of the LT model is larger than that of the IC model, which means that when selecting the new seed node in each iteration, it takes more time to estimate the marginal influence spread in the LT model. As stated in Section III, the IC model and the LT model characterize two different aspects of social interaction [52] . There is no evidence that shows which diffusion model can better reflect the influence spreading process in the real world. Thus, it is important to put more effort into studying the effects of different diffusion models on the influence maximization problem. It is clear that the influence spread relies on the propagation probability associated with each edge. Therefore, it is also important to deeply explore how to properly define the propagation probability of each edge. In summary, even though a lot of effort has been devoted to studying the influence maximization problem, there are still some tough challenges to face.
VIII. CONCLUSION
In this paper, we investigate the problem of influence maximization on large-scale social networks via taking their community structures into consideration. Our goal is to promote the efficiency of Kempe's greedy algorithm [5] while reasonable performance guarantee can be retained. Specifically, on the basis of the vector representations learnt by the popular network embedding model LINE, we first exploit the classic k-means clustering algorithm to detect high-quality communities of social networks. Next, we propose the basic community based approximation algorithm BCRIM, which discovers influential individuals within communities instead of the entire network, and then we propose the improved community based approximation algorithm ICRIM to further speed up BCRIM. Both BCRIM and ICRIM are capable of identifying influential hub individuals. Moreover, we provide detailed performance guarantee analysis of the proposed algorithms BCRIM and ICRIM. Finally, extensive experiments are conducted on five real-world benchmark social networks, with the results demonstrating the efficiency and effectiveness of our proposed algorithms. In the future, we plan to further speed up the proposed algorithms for the LT model. We also plan to take more diffusion models into consideration and study their effects on the proposed algorithms.
APPENDIX PROOF OF THEOREM 4
Proof: Let S(k) be the first k seed nodes in S, and let r k be the marginal influence spread of the k-th seed node. At least I (S * ) − I (S(k − 1)) nodes not covered by I (S(k − 1)) are covered by the k subsets of I (S * ) [47] . Hence, by the pigeonhole principle, one of the k subsets in the optimal solution must cover at least 
Note that the last inequality above holds due to the fact that I (S(1)) = r 1 ≥ I (S * )
γ . As k → ∞, γ → ∞. Thus, we have: 
