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Abstrakt 
Tato bakalářská práce je zaměřena na teoretické ab-initio výpočty fází oxidu titaničitého 
dopovaného cerem. V této práci jsou studovány anatas a brookite, což jsou tetragonální, 
respektive ortogonální polymorfy TiO2. Po optimalizaci parametrů výpočtů, byly vypočteny 
vlastnosti základního stavu TiO2 fází. Dále byly studovány komplexní sloučeniny titanu a ceru 
s důrazem na fázovou stabilitu těchto sloučenin. Byla vypočtena elektronová struktura a 
optické vlastnosti s ohledem na předpokládanou fotokatalytickou aktivitu. Veškerá vypočtená 
data byla získána pomocí balíku Vienna Ab-initio Simulation Package (VASP). 
 
Abstract 
This bachelor thesis is focused on theoretical ab-initio calculations of cerium doped 
titanium dioxide phases. The ones studied in this work are anatase and brookite, tetragonal and 
orthogonal polymorphs, respectively. After the optimization of computational paremetres, the 
ground-state properties were determined. Other complex compounds regarding titanium and 
cerium were also studied with emphasis on phase stability of those compounds. The electronic 
structure and optical properties were calculated as well, to address the possibility of 
photocatalytic activity. All the data gathered were obtained using Vienna Ab-initio Simulation 
Package (VASP). 
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1. Introduction 
Titanium dioxide has three most commonly occurring crystallographic modifications in 
nature. Those three are anatase, brookite and rutile. [1] There are also some other possible 
phases under more drastic conditions, such as high pressure and temperature. [2] Titanium 
dioxide is known to have multiple useful properties and therefore has been studied intensively 
in the last decades. [3,4] The most important property is catalysis and photocatalysis in 
particular. [5] 
There are various approaches how to improve its photoactivity and broaden its range from 
UV also to visible-light spectra. [6] One of them is to synthesize titanium dioxide with large 
oxygen deficiency, which is however short-living. Another possibility is doping with 
lanthanides such as cerium. [7] Cerium has several specific advantages, mainly multi-electrons 
energy levels consisting of d and f orbitals and also variable valence-states associated with 
Ce
3+
/Ce
4+
 redox processes. [8] 
The aim of this work is to determine the electronic structure, i.e. ground-state of cerium-
doped titania, also phase stability from calculations of enthalpy of formation and finally some 
basic optical properties to address the possibility of photocatalytic activity. 
In Section 2 we present the methodology used in this work, our results are gathered in 
Section 3 and in Section 4 is the summary of this work. 
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2. Methodology 
 
2.1. Quantum Theory of Solids 
 
2.1.1 The Many-Body Equation 
All the data gathered in this work were calculated using ab-initio approach. It means that 
we start from the quantum mechanical description of the matter. The state and all other 
observable properties of the matter are determined completely by Schrödinger equation. Its 
exact formulation is also known as the many-body equation: [9] 
 ℋ𝛹({𝑟𝑖}, {𝑅𝛼}, 𝑡) = 𝑖ħ
𝜕𝛹
𝜕𝑡
 2.1  
where 𝓗 is the exact many-body Hamiltonian and the wavefunction Ψ is a function of all 
electronic and nuclear coordinates denoted by ri and Rα respectively. As there are of the order 
10
25
 of electrons and 10
24
 of nuclei mutually interacting with each other, none of them moving 
at a velocity anywhere close to the speed of light, we can approximate the Hamiltonian to be 
the sum of nonrelativistic kinetic energies and Coulomb interactions of the electrons and ion 
cores: [9] 
 ℋ = ∑
𝑝𝑖
2
2𝑚
𝑖
+ ∑
𝑝𝛼
2
2𝑀𝛼
+
1
2
∑
𝑒2
|𝑟𝑖 − 𝑟𝑗|𝑖,𝑗𝛼
+
1
2
∑
𝑍𝛼𝑍𝛽𝑒
2
|𝑅𝛼 − 𝑅𝛽|
− ∑
𝑍𝛼𝑒
2
|𝑟𝑖 − 𝑅𝛼|
𝑖,𝛼𝛼,𝛽
 2.2  
where pi and Pα are the momenta of the electrons and ion cores, respectively, m is the mass of 
electron, Mα is the mass of the ion core at position Rα and Zα is the respective charge. Indices i 
and j sum the electrons, while α and β sum the ion core. The left side of the equation 
represents, respectively, the kinetic energies of electrons and ion cores, the repulsive Coulomb 
potential between the electrons and similarly for ion cores and finally the attractive Coulomb 
potential energy between electrons and ion cores. [9] 
With an equation given as it is, we already face the problem of separating the electrons in 
each atom into valence ones, which have the explicit coordinates ri in the formula above, and 
core ones, which are a part of the ion core and stick together with the nucleus all the time. [9] 
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2.1.2 Adiabatic Approximation 
Based on perturbation theory and separation of variables, it solves Schrödinger equations 
for electronic and nuclear coordinates separately. The electron coordinates only equation is as 
follows: [9] 
 {∑
𝑝𝑖
2
2𝑚
𝑖
+
1
2
∑
𝑒2
|𝑟𝑖 − 𝑟𝑗|
− ∑
𝑍𝛼𝑒
2
|𝑟𝑖 − 𝑅𝛼|
𝑖,𝛼𝑖,𝑗
} 𝜑𝑛 = 𝐸𝑛𝜑𝑛, 2.3  
while the nuclear coordinates only equation is: 
 {∑
𝑝𝛼
2
2𝑀𝛼
𝛼
+
1
2
∑
𝑍𝛼𝑍𝛽𝑒
2
|𝑅𝛼 − 𝑅𝛽|
+ 𝐸𝑛({𝑅𝛼})
𝛼,𝛽
} 𝛹𝑛 = 𝐸𝑛,𝜆𝛹𝑛,𝜆, 2.4  
where 𝜑𝑛 = ({𝑟𝑖}; {𝑅𝛼}) and 𝛹𝑛,𝜆 = ({𝑅𝛼}) are eigenfunctions and 𝐸𝑛({𝑅𝛼}), 𝐸𝑛,𝜆({𝑅𝛼}) are 
their respective eigenvalues. Their solutions are orthonormal and thus form the adiabatic basis. 
The adiabatic approximation, also called Born-Oppenheimer approximation, assumes that 
the ion cores continuously deform the electronic wavefunctions and the electrons only provide 
a potential energy for the ion-core motion. [10] 
 
2.1.3 The Ion-Core Schrödinger Equation 
Assuming that the electronic problem in equations above can be solved for any 
arrangement of electrons, we can rewrite it into the following form: [9] 
 [∑
𝑝𝛼
2
2𝑀𝛼
+ 𝑉𝑛({𝑅𝛼})
𝛼
] 𝛹𝑛,𝜆 = 𝐸𝑛,𝜆𝛹𝑛,𝜆 2.5  
where the total potential of the cores is given by the summation of their mutual Coulomb 
repulsion and the potential due to the electronic motion: [9] 
 𝑉𝑛({𝑅𝛼}) =
1
2
∑
𝑍𝛼𝑍𝛽𝑒
2
|𝑅𝛼 − 𝑅𝛽|
+ 𝐸𝑛({𝑅𝛼})
𝛼,𝛽
. 2.6  
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2.1.4 The Structure of Solids 
Considering the state belonging to n=0 (the ground state of each electron), the solution of 
equation (2.5) yields eigenvalues of E0,λ. The ground-state energy is then E0,0 belonging to 
eigenfunction Ψ0,0. Assuming that Born-Oppenheimer approximation is valid, the function V0 
must have absolute minima in each coordinate Rα. Thus there is an equilibrium configuration 
for the ion-cores, which we call the structure of the solid. There are also other local minima 
for most materials, allowing them to appear in various allotropic modifications. [9,11] 
Most of the solids have the equilibrium configuration possessing long-range periodicity 
and we call them crystals. Those are described by their lattice (periodic array of positions) and 
a basis (set of atoms associated with each lattice point). Note that some materials have their 
ground state in the amorphous or quasicrystalline form. [9,11] 
 
2.2. Density Functional Theory 
There are two main paths, which both emerged from quantum mechanics, to determine the 
electronic structure of materials. One of them is Hartree and Hartree-Fock approximation, 
more popular amongst the quantum chemists and the Density Functional Theory, widely used 
in computing the properties of solids. First of all, let’s start with the Hartree approximation. 
[9] 
 
2.2.1 The Hartree Approximation 
This approximation is based on solving the Schrödinger equation using variational 
principle. We assume that the wavefunction φ of the whole system can be obtained from the 
combination of wavefunctions Φ, each representing one of the n particles. [9] 
 𝜑({𝑟𝑖}) = 𝛷1(𝑟1)𝛷2(𝑟2) … 𝛷𝑛(𝑟𝑛) 2.7  
The next step is minimizing the energy of the Hamiltonian with respect to variations in 𝛷𝑖. 
We get an effective Schrödinger equation for each of the 𝛷𝑖: [9] 
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 [−
ħ2
2𝑚
𝛻𝑖
2 + 𝑒2 ∑ ∫
|𝛷𝑗(𝑟)|
2
|𝑟𝑖 − 𝑟|
𝑗≠𝑖
𝑑𝑟 − 𝑒2 ∑
𝑍𝛼
|𝑟𝑖 − 𝑅𝛼|
𝛼
] 𝛷𝑖(𝑟𝑖) = 𝜀𝛷𝑖(𝑟𝑖) 2.8  
where the integration in the Coulomb term is there to include the spin inner product. The first 
term from the left is the kinetic energy, the next one stands for Coulomb potential generated 
by all other electrons and the third one is for the attractive Coulomb potential generated by the 
ion cores. The major drawback of this approximation is that it does not take the antisymmetric 
statistics of the electrons into account. Moreover it drastically underestimates the cohesion. [9] 
 
2.2.2 The Hartree-Fock Approximation 
Taking the assumptions made in the Hartree approximation and adding antisymmetry into 
the wavefunction makes together the Hartree-Fock approximation. If we interchange the 
particles, the n-electron wavefunction is then antisymmetric, which comes out of the Slater 
determinant: [9] 
 𝜑({𝑟𝑖}) =
1
√𝑛!
|
𝛷1(𝑟1) 𝛷1(𝑟2) ⋯ 𝛷1(𝑟𝑛)
𝛷2(𝑟1) 𝛷2(𝑟2) ⋯ ⋮
⋮ ⋮ ⋱ ⋮
𝛷𝑛(𝑟1) ⋯ ⋯ 𝛷𝑛(𝑟𝑛)
| 2.9  
A modified Hamiltonian acquired through minimization looks like this: 
 
 
[−
ħ2
2𝑚
𝛻𝑖
2 + 𝑒2 ∑ ∫
|𝛷𝑗(𝑟𝑗)|
2
|𝑟𝑖 − 𝑟𝑖|
𝑗
𝑑𝑟𝑗 − 𝑒
2 ∑
𝑍𝛼
|𝑟𝑖 − 𝑅𝛼|
𝛼
] 𝛷𝑖(𝑟𝑖)
− 𝑒2 ∑ ∫
𝛷𝑗
∗(𝑟)𝛷𝑗(𝑟𝑖)𝛷𝑖(𝑟)
|𝑟𝑖 − 𝑟𝑗|
𝑑𝑟𝑗
𝑗
= 𝜀𝛷𝑖(𝑟𝑖) 
2.10  
 
where the first three terms are the same as in the Hartree approximation and the integration is 
understood in the same way. The fourth term is called the exchange term and is the product of 
the antisymmetrized wavefunction. The difference between exact energy of the system and the 
energy calculated by the Hartree-Fock approximation defines the correlation energy. [9] 
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2.2.3 Basic Density Functional Theory 
Kohn, Sham and Hohenberg [12,13] proposed a theorem stating that the total energy E of 
the system is determined only by the electron density ρ of its ground state: 
 𝐸 = 𝐸[𝜌(𝑟)] 2.11  
and that the ground state energy minimizes this functional as follows: 
 
𝜕𝐸[𝜌]
𝜕𝜌
|
𝜌0
= 0 2.12  
where ρ0 is the exact electron density of the many-body ground state. 
This causes a tremendous simplification of the problem, since it reduces the number of 
degrees of freedom from original 3N, where N~10
24
, to only 3 degrees of freedom in three-
dimensional space. All the thermodynamical properties of the electron gas are then described 
by its density. We have to remember that the electron density is also determined by the 
positions of the ion-cores: 
 𝐸 = 𝐸[𝜌(𝑟; {𝑅𝛼})] 2.13  
where Rα stands for the degrees of freedom. [9] 
The Kohn-Sham-Hohenberg theorem is applied to solve the electronic Schrödinger 
equation in a way that each electron is viewed as it is moving in an effective field with 
effective potential Veff of the other electrons and ion-cores. This implies that the potential is 
given self-consistently, since the wavefunction for each electron is a part of the effective 
potential of all other electrons. The Schrödinger equation determining the effective electrons’ 
wavefunctions in the general form: [9] 
 [−
ħ2
2𝑚
𝛻2 + 𝑉𝑒𝑓𝑓] 𝛹𝑖(𝑟) = 𝜀𝑖𝛹𝑖(𝑟) 2.14  
where the Ψi produce the exact charge density: 
 𝜌(𝑟) = ∑ 𝑛𝑖|𝛹𝑖(𝑟)|
2
𝑖
 2.15  
with the occupation number of the i-th state. The total energy is expressed as follows: 
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 𝐸 = 𝑇 + 𝑒
2 ∫
𝜌(𝑟)𝜌(𝑟′)
|𝑟 − 𝑟′|
𝑑𝑟𝑑𝑟′ − 𝑒2 ∑ ∫
𝑍𝛼𝜌(𝑟)
|𝑅𝛼 − 𝑟|
𝛼
𝑑𝑟 + 𝐸𝑥𝑐(𝜌) 2.16  
The second and third terms on the right-hand side of the equation are the Coulomb repulsion 
between electrons and Coulomb attraction between electrons and ion-cores, respectively. The 
last term is the exchange-correlation energy, which is the reduction of the total energy due to 
the reduced repulsion between electrons with parallel and anti-parallel spins. The term T 
stands for the sum of kinetic energies of the effective electrons (whose density is the same as 
with the real electrons, but represent independent electrons in effective field): [9] 
 𝑇 = −
ħ2
2𝑚
∑ 𝑛𝑖 ∫ 𝛹𝑖
∗(𝑟)
𝑖
𝛻2𝛹𝑖(𝑟)𝑑𝑟. 2.17  
 
2.2.4 Kohn-Sham Equations 
Having the expression (2.16), we shall now proceed with getting more practical use of the 
density functional theory. Furthermore, substituting (2.16) and (2.15) into (2.12) and 
interpreting it with respect to ρ as a variation of each Ψi gives us the following form of (2.14): 
 [−
ħ2
2𝑚
𝛻2 + 𝑉𝑒𝑓𝑓] 𝛹𝑖(𝑟) = 𝜀𝑖𝛹𝑖(𝑟) 2.18  
where the effective potential is given by: [9] 
 𝑉𝑒𝑓𝑓 = 𝑉𝐶(𝑟) + 𝑉𝑥𝑐[𝜌(𝑟)] 2.19  
which is the sum of Coulomb and exchange-correlation potentials. We call these the Kohn-
Sham equations. The ground-state density, given by solution of these equations, forms the 
orthonormal basis: [9] 
 ∫ 𝛹𝑖
∗(𝑟)𝛹𝑗(𝑟)𝑑𝑟 = 𝛿𝑖,𝑗 2.20  
The Lagrange multipliers, which appear as the eigenvalues of the Ψi, assure this condition. 
The equation (2.16) yields the following Coulomb potential: [9] 
 𝑉𝐶(𝑟) = −𝑒
2 ∫
𝜌(𝑟′)
|𝑟 − 𝑟′|
𝑑𝑟 + 𝑒2 ∫
𝑍𝛼
|𝑅𝛼 − 𝑟|
 2.21  
The exchange-correlation potential Vxc is in relation with the exchange-correlation energy by: 
14 
 
 𝑉𝑥𝑐 =
𝜕𝐸𝑥𝑐
𝜕𝜌
 2.22  
 
2.2.5 The Local Density Approximation 
This approximation is obtained by the assumption that Exc is depending only on the local 
value of ρ: [9] 
 𝐸𝑥𝑐
𝐿𝐷𝐴 = ∫ 𝜌(𝑟)𝜀𝑥𝑐(𝑟) 𝑑𝑟 2.23  
The two basic assumptions are that the exchange-correlation effects are dominated by the 
density in immediate vicinity of point r and that these effects do not vary strongly with 
position. The LDA is accurate for many metallic materials, but stops being accurate in systems 
with strong electron density variations, such as systems involving f-electrons. The εxc has been 
studied using a few different approaches in a system of interacting electrons on a background 
of homogenous positive charge. This was called the homogenous electron gas and the εxc has 
been determined for a range of densities. [9] 
 
2.2.6 Generalized Gradient Approximation 
This is an improvement of the Local Density Approximation, since it takes the 
dependence of the exchange-correlation energy on the gradient of the density into account: [9] 
 𝐸𝑥𝑐
𝐺𝐺𝐴 = ∫ 𝑓[𝜌(𝑟), ∇𝜌] 𝑑𝑟 2.24  
and thus it is being called “non-local” sometimes. This method was successful in description 
of spin-polarized ground state of bcc Fe. [9,14] 
 
2.2.7 Augmented Plane Wave Method 
This method (APW) was introduced by Slater in 1937. [15] The idea behind this method is 
the partitioning of the space around atoms into continuous spheres and interstitial region. The 
Schrödinger equation is re-written into spherical polar coordinates and the radial and angular 
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variables are separated. The eigenfunctions are a product of the radial function 𝑅𝑛𝑙(𝑟), which 
must be solved numerically and the spherical harmonics 𝑌𝑙𝑚(𝜃, 𝛷): [9] 
 𝛹(𝑟) = 𝑅𝑛𝑙(𝑟)𝑌𝑙𝑚(𝜃, 𝛷) 2.25  
The solutions in the interstitial region, after replacing the potential by a constant, are plane 
waves: 
 𝛹(𝑟) = 𝑒𝑖𝑘∙𝑟 2.26  
This defines a basis, which allows us to represent any potential as a superposition of those 
plane waves. [9] 
 
2.2.8 The Pseudopotential Method 
The basic presumption of this method is that the core electrons are not important for most 
of the important physical properties. Those electrons could be then put together with the 
nucleus to create pseudopotential in such a way, that the outer electrons do not differ from the 
electrons in the all-electron calculation. The pseudowavefunctions are much smoother in 
comparison with the real ones, because they have finite pseudopotential near the nucleus, 
which is in contrast with real wavefunctions. The pseudopotential method is particularly 
successful in description of electronic structure of semiconductors and also much less 
computationally demanding. [16] 
 
2.3. Vienna Ab-initio Simulation Package 
This is usually abbreviated as VASP. It is a complex package, which allows its users to 
perform various tasks concerning ab-initio quantum-mechanical molecular dynamics. In order 
to facilitate such tasks, it uses either projector-augmented wave method and corresponding 
plane wave basis set, or pseudopotentials (usually GGA or LDA). Its performance is 
optimized using many sophisticated features in the computing algorithm, ensuring fast 
convergence of the iteration cycles. [17] 
To run calculations in VASP, one has to enter only five input files: POSCAR describing 
the structure of selected material including atomic positions and size of unit cell, POTCAR 
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which contains pseudopotential data, KPOINTS determining the sampling of the Brillouin 
zone, INCAR file, where the parametres of the calculation are written under corresponding 
“flags” and finally a script, which starts the calculation, usually by sending it into the queueing 
system. [17] 
 
2.4. Modeled Quantities 
There are many quantities that can be modelled with the help of first-principles 
calculations. For our purposes only a few of them are needed. 
 
2.4.1 Bulk Modulus 
Bulk modulus of the given material represents its resistance to uniform compression: 
 𝐵 = −𝑉
𝜕𝑝
𝜕𝑉
= 𝑉
𝜕2𝐸𝑡𝑜𝑡
𝜕𝑉2
 2.27  
where V is the volume, p is pressure and Etot is total energy E-Emin. In order to obtain this 
quantity, one has to compose an energy-volume curve from static calculations. The unit is 
Pascal. [18] 
 
2.4.2 Enthalpy of Formation 
The enthalpy of formation (ΔHf
0
 at 0K) is defined as the total energy difference between 
the compound and the constituent elements. [18] We often drop the upper index 0, because our 
calculations are always at 0K.  For brookite, the following formula was used: 
 
𝐻𝑓 = 𝐸𝑡𝑜𝑡(𝑏𝑟𝑜𝑜𝑘𝑖𝑡𝑒 − 𝑛𝐶𝑒) − 𝑛𝐸𝑡𝑜𝑡(𝑓𝑐𝑐 𝐶𝑒)
− 𝑚𝐸𝑡𝑜𝑡(ℎ𝑐𝑝 𝑇𝑖) − 𝑘𝐸𝑡𝑜𝑡(𝑂2) 
2.28  
where Etot is the total energy of the supercell of doped phase or the total energy of the 
respective phase. The n,m,k are the number of constituents, atomic species, respectively. 
Similar formula was used for Ce doped anatase phase. 
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2.4.3 Optical Properties 
The optical properties in anisotropic materials are given by the complex refractive index 
or the permittivity/conductivity tensor. Thus the permittivity tensor ε is divided into ε1 and ε2 
for real and imaginary part, respectively. The relation between those components is called the 
Kramers-Krönig relations. 
Kramers-Krönig Relations 
 𝜀1(𝜔) = 𝜀0 +
2
𝜋
Ƥ ∫
𝜔′𝜀2(𝜔′)𝑑𝜔′
𝜔′2 − 𝜔2
∞
0
 2.29  
 𝜀2(𝜔) = −
2
𝜋
Ƥ ∫
𝜀1(𝜔′)𝑑𝜔′
𝜔′2 − 𝜔2
∞
0
 2.30  
where ω is angular frequency and Ƥ is Cauchy principal value. [19] 
 
Reflectivity and energy-loss function 
The frequency-dependent complex permittivity tensor is obtained from our ab-initio 
calculations. Having this, one can obtain the following expressions of reflectivity R(ω) and 
energy-loss function L(ω): [20] 
 𝑅(𝜔) =
√𝜀(𝜔) − 1
√𝜀(𝜔) + 1
 2.31  
 
 𝐿(𝜔) = −𝐼𝑚 |
1
𝜀(𝜔)
| =
𝜀2(𝜔)
𝜀12(𝜔) + 𝜀22(𝜔)
 2.32  
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3. Results 
3.1. Computational Details 
For our first-principles calculations, we adopted the VASP package [17], a plane-wave 
pseudopotential DFT code, within the single-electron framework. Projector-augmented-wave 
pseudopotentials (PAWs) were used for O, Ce, and Ti atoms with the valence configurations 
of 2s
2
2p
4
, 6s
2
5d
1
4f
1
4d
10
 and 3p
6
4s
2
3d
2
, respectively. General gradient corrected exchange-
correlation functionals parametrized by Perdew–Burke–Ernzerhof (PBE) [14] and the plane-
wave cut-off of 600 eV were used. 
Calculations for anatase were carried within 3x3x1 supercells containing 108 atoms, see 
Fig. 2. Each supercell was sampled with the k-point mesh of 4x4x4 generated according to the 
scheme proposed by Monkhorst and Pack [21], whereas calculations for brookite were carried 
within 1x2x2 supercell (Fig. 3) containing 96 atoms in total. The k-points mesh of 2x2x2 for 
brookite was generated according to the same scheme. The convergence criteria for the total 
energies and forces in each supercell were set to 10−
4
 eV and 10−
3
 eV/Å, respectively. 
 
3.2. Constituents 
The ground-state structures of individual elements were determined. We had to optimize 
the parameters of our calculations, such as the energy cutoff and the number of k-points, to get 
the same structures as those reported by experimental works. It is important to identify the 
ground-state of cerium, since it occurs in many possible allotropic modifications. 
 
3.2.1 Cerium 
Cerium possesses various structures under pressure and temperature. It was reported to 
appear in body centered cubic (bcc), face centered cubic (fcc) and also unusual double 
hexagonal close packed (dhcp) structures. [22] We computed bcc, fcc and dhcp in both Ce
3+
 
and Ce
4+
 valence states and the results are shown in Figure1: 
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Figure 1: Energy-volume curves of selected Ce phases. 
As we can see here, Ce
4+
 is always energetically preferred over Ce
3+
, while the fcc 
structure is the most stable phase. It is a known fact, that Ce
3+
 and Ce
4+
 co-exist next to each 
other and create a redox potential. [8] 
Our results lead to lattice constants a(Ce
3+)=5.324Å and a(Ce4+)=4.729Å. It is in good 
agreement with experimental results - a(Ce
3+)=5.161Å and a(Ce4+)=4.850Å respectively. [22] 
 
3.2.2 Titanium 
Determining the ground state of titanium was a simpler task, because of its hcp (hexagonal 
close packed) structure. The lattice constant a from our calculations is  a=2.85Å and c/a=1.61. 
This is in good agreement with the experiment a=2.91Å and c/a=1.58. [23]  
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3.2.3 Oxygen 
In contrast to previous two elements, oxygen is not a solid bulk material, for whom is 
VASP best suited. Luckily, one can solve this problem even for a molecule of two atoms, 
despite the increase in computational effort by requiring lots of planewaves in an empty box. 
In order to do so, one has to place the molecule into a box big enough, that there is effectively 
no interaction between molecules in neighbouring cells. In our calculation, we used cell 
approximately 10Å across all dicections. The computed equilibrium distance – a=1.22Å – 
between oxygen atoms in the dimer is in very good agreement with the experimental value – 
a=1.21Å. [23] 
 
Table 1: Summary of lattice parametres of constituents. [22, 23] 
 
3.3. Titanium Dioxide 
Let us remind that titanium dioxide has three most common polymorphs in nature: 
anatase, brookite and rutile. [1] In this work we are going to focus only on anatase and 
brookite. Anatase is a tetragonal form of TiO2 with 12 atoms in the unit cell, while brookite is 
its orthogonal variant with 24 atoms in the conventional unit cell. At first we modeled those 
phases in pristine form, so that we can compare its properties with those phases doped with 
cerium and to track possible trends in changes of these properties. 
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Table 2: Comparison of lattice parametres and atomic positions with experimental data. [24,25] 
Calculated enthalpy of formation is also determined. 
The calculated and experimentally determined lattice constants, Wyckoff positions and 
enthalpy of formation are summarized in Table 2. For both brookite and anatase phases, lattice 
constants are in very good agreement with experiment. 
 
3.3.1 Effect of Concentration of Doped Cerium 
With pristine dioxide successfully modeled, the next step was to start doping it with 
cerium. We extended our unit cells into bigger supercells, which allowed us to reach 
concentrations as low as approximately 1% at. That means we formed a 1x3x3 supercell of 
anatase with 108 atoms and 2x2x1 supercell of brookite with 96 atoms in it. 
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Figure 2: Supercell of 3x3x1 of anatase structure with 1 Ce atom. Blue atoms represent titanium, red 
ones oxygen and finally the green one is the cerium atom. 
 
Figure 3: Supercell of 1x2x2 of brookite structure with 1 Ce atom. The colors are similar to Figure 2. 
The doping with cerium was performed only by substituting the titanium atoms. The 
change in lattice parametres on the concentration of doped cerium atoms is shown in Table 3: 
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Table 3: Lattice parametres of anatase and brookite for selected concentrations of Ce. 
The cell is expanding in all three directions as the concentration raises. That is probably 
because of more electrons in Ce in comparison with Ti, causing bigger atomic radius. The data 
utilized in Table 3 are from our calculations with doping of Ce with valence 4+. Cerium with 
valence 3+ would show even bigger increase in volume, because one additional electron in 
valence leads to the higher radius, as could be seen from the larger lattice constant of pure fcc 
structure of cerium 3+ as well. 
 
Figure 4: Dependency of enthalpy of formation Hf on concentration of Ce. Again only Ce
4+
 is doped. 
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In Figure 4, enthalpy of formation as a dependence of concentration of cerium is shown 
for anatase and brookite. Two models were considered. At first we fixed the lattice constants 
for the pure brookite and anatase phase for selected cerium concentrations, i.e. ca. 1% and 2% 
at. (blue squares for anatase and green squares for brookite). The solid red circles and empty 
spheres denote concentrations of brookite and anatase, where all degrees of freedom were 
relaxed.  
Enthalpy of formation of pure anatase is 15 meV/at. lower than Hf of brookite. This 
corresponds with theoretical estimation 25 meV/at. derived from enthalpy of transformation. 
[26] Even for low concentration, the scattering of Hf is not a suitable model. Up to 2% at. of 
Ce, anatase is clearly more stable, whereas between 2% at. and 10% at. the Hf is very similar 
and therefore the probability of cerium entering both phases is very similar as well. At higher 
concentration the brookite phase is lower, indicating that it is the dominant phase cerium will 
enter. 
 
3.3.2 Effect of Pressure 
Besides from studying the dependence of enthalpy of formation on concentration, we also 
investigated the dependence of enthalpy of formation on applied pressure, see Figure 5. As we 
can see, the dependency of Hf on pressure is linear for both anatase and brookite, pristine or 
doped, i.e. decreasing with increasing pressure. The difference between Hf for selected 
concentrations of Ce is constant under this small pressure. It is probably because the applied 
pressure is rather low. We assume that bigger pressure would show non-linear dependency. At 
least our results show that the enthalpy of formation is pressure-dependent. 
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Figure 5: Dependency of enthalpy of formation on applied pressure. 
 
3.4. Cerium Dioxide 
Cerium dioxide in a cubic structure, space group Fm-3m (225), [30] is a stable phase that 
would occur, if all titanium atoms would be replaced by cerium. We investigated the total 
energy as a function of volume in cerium dioxide. 
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Figure 6: Energy volume curves of CeO2 with Ce
3+
 only (red) and Ce
4+
 only (black). 
 
3.5. Other Titanates 
In the process of synthesis of TiO2 doped with Ce, there are many possible compounds 
which can occur, some of them stoichiometric, but even non-stoichiometric ones. One of them 
seems to be very promising in photocatalysis – CeTiO4 which has been observed quite 
recently and is not yet well-described. [27] 
In order to make sure our results are reliable, we computed phases which are in fact very 
similar, namely LaTaO4 and CeTaO4. LaTaO4 is a prototype structure, existing in both 
monoclinic and orthorhombic phases. It may not seem to have much in common with CeTiO4 
but it has nearly the same electronic structure, because Ta has one more valence electron more 
than Ti and La has one electron less than Ce, so they compensate. CeTaO4 has only one more 
valence electron than CeTiO4. 
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Figure 7: LaTaO4 – energy-volume curves for monoclinic and orthorhombic structures. 
The total energy of the monoclinic phase is slightly lower (ca. 10 meV), then the 
orthorhombic phase. For certain higher volume, the stability of the structure is reversed, the 
orthorhombic one is preferred over the monoclinic, see Figure 7. The calculated lattice 
constants for both structures are in good agreement with the experiment, see Table 4 for 
comparison. [29] 
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Figure 8: CeTaO4 – energy-volume curve for monoclinic phase. 
In the case of CeTaO4, we calculated the monoclinic phase as a function of volume, see 
Figure 8. We were not able to converge the calculation for the orthorhombic phase, which is in 
accord that it was never observed experimentally. 
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Figure 9: CeTiO4 – energy-volume curves for both monoclinic and orthorhombic phases. 
As the prototype structure LaTaO4 exists in both orthorhombic and monoclinic structure, 
we calculated total energies as a function of volume for both these phases for CeTiO4 as well, 
see Figure 9. The monoclinic phase is preferred over the orthorhombic one by 40 meV per 
atom, similarly as in LaTaO4. The energy difference in CeTiO4 between monoclinic and 
orthorhombic structure is 4x larger than in LaTaO4. 
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Table 4: Lattice parametres and enthalpy of formation for CeTaO4, CeTiO4 and LaTaO4. The 
experimental values are in brackets. [28,29] 
 
3.5.1 DOS and Optical Properties of CeTiO4 
We analyzed the electronic structure by means of density of states. The DOS of 
monoclinic and orthorhombic phase of CeTiO4 are depicted in Figures 10, 11. In these figures, 
the highest occupied levels are marked by zero. Both structures have the highest occupied 
states composed mainly by titanium and cerium atoms. The monoclinic structure has higher 
band gap and the dominant part of unoccupied levels come from titanium and cerium, whereas 
in orthorhombic phase the unoccupied levels are composed mainly by oxygen. 
The complex permittivity tensor is the function of energy that was calculated for the 
monoclinic and orthorhombic structures, see Figures 12 and 13. In both materials strong 
absorption is in the range 3-10 eV, see the imaginary part (ε2) in Figures 12, 13.  
Energy-loss function and reflectivity were obtained from calculated complex permittivity 
tensor only for one diagonal element εxx for both monoclinic and orthorhombic phases. 
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Figure 10: DOS of orthorhombic CeTiO4 
 
Figure 11: DOS of monoclinic CeTiO4 
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Figure 12: Dielectric tensor (permittivity tensor) of orthorhombic CeTiO4 
33 
 
 
Figure 13: Dielectric tensor (permittivity tensor) of monoclinic CeTiO4 
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Figure 14: Energy-loss function and reflectivity of monoclinic and orthorhombic phases of CeTiO4 
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4. Conclusions 
We investigated the effect of cerium on the energetic stability of both anatase and brookite 
phases. The calculated enthalpy of formation indicates the most probable phase for the cerium 
to enter, as a function of concentration. We studied also the stability of cerium-doped titanates 
under pressure as motivated by the experimental colleagues. 
For the first time we determined the ground-state and lattice parametres of the new found 
photocatalyst CeTiO4. The monoclinic structure is preferred with respect to orthorhombic one 
as in the case of prototype structure LaTaO4. The electronic structure and optical properties 
(frequency-dependent permittivity tensor, reflectivity and energy-loss function) were 
calculated as well. 
In future we would like to investigate the optical properties, mechanical properties and 
thermal properties of the surface structures of cerium-based titanates. 
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