The ESCAP region is undergoing dramatic demographic, social and economic changes, which are both altering the share of adolescents in the population and changing their roles in society. The changes are, however, not uniform over the ESCAP region. On the contrary, the region contains countries running the full gamut: in demographic terms, from high fertility to extremely low fertility; in economic terms, from economically highly advanced to very poor; in human development terms, from highly advanced to some of the worlds least developed. These wide differences within the region pose difficulties for a broad overview of the topic of the effect of population dynamics on adolescents. This article will take a range of approaches, sometimes using broad subregions1 of ESCAP, at other times concentrating on some of the largest countries or on particular cases that are seen to illustrate a situation or trend that has wider applicability. Asia, * 1970 Asia, * -2020 Source: United Nations, 1994. The Sex and Age Distribution of the World Population: The 1994 Revision, New York. Notes: Projected numbers taken from the medium projection. * Excludes West Asia and Oceania. # Total Asia calculated as the sum of East, South-Central and South-East Asia.
The growth of the adolescent population
The United Nations considers adolescents to be young people aged 10-19 and youth to be those aged 15-24. This article will deal with the three age groups 10-14, 15-19 and 20-24 , and for ease of presentation will refer to them all as adolescents. How many adolescents are there, how rapidly are their numbers growing, and how large is the share of adolescents in the population? These are fundamental questions, and some of the answers to them are contained in table 1. It should be noted that the projection of adolescent populations over the next 10 years is a fairly precise Total 10-24 88,067 118,416 142,689 150,947 157,945 164,806 170,787 174,452 174,584 Total Asia -Total # 2, 061, 352 2, 529, 252 3, 037, 336 3, 289, 567 3, 546, 199 3, 791, 608 4, 029, 677 4, 258, 505 4, 463, 321 310, 001 302, 970 324, 967 354, 236 353, 462 362, 867 359, 356 369, 507 266, 888 318, 109 399, 546 322, 937 352, 473 351, 971 361, 529 358, 700 225, 512 304, 589 315, 018 298, 016 320, 623 350, 411 350, 142 359, 528 802, 401 925, 668 940, 531 975, 189 1, 026, 558 1, 065, 249 1, 071, 027 1, 078, 466 exercise because these young people have already been born, and their numbers will be affected only by mortality and (to a limited extent) by migration. But the number of adolescents 20 or 30 years from now will depend as well on fertility trends, which cannot be predicted with any degree of precision. In the present article, reliance is placed on the United Nations medium projection.
Asias adolescent population as a whole is continuing to grow --by 0.6 per cent per annum between 1990 and 2000. But this is much slower than its growth over the past few decades. Growth is slowing because of the earlier declines in fertility that have been very pronounced in East Asia, in parts of South-East Asia, and more recently in parts of South-Central Asia (see Leete and Alam, 1993) . Total fertility rates declined from a range of 5.3-7.0 in the 1970s to a range of 1.2-3.4 in 1995, except for two outliers, Bangladesh and the Philippines, where the TFRs were 4.1 and 4.3, respectively, in that year (see Caldwell, 1997, table 4.3) . Such declines begin to affect the adolescent population within 10 years, and have a really major effect on its growth within 20 years. The delayed onset of fertility decline in South-Central Asia is the main reason why its adolescent population is continuing to grow quite rapidly. The pace of fertility decline has varied sharply within major regions as well. It is largely for this reason that there are extreme inter-country variations in the growth of the adolescent population.
The share of adolescents in the total population of Asia has already fallen somewhat --from a peak of 31.7 per cent in 1980 to 28.6 per cent in 1995. This decline is expected to continue. By 2020 their share is expected to have declined to 24.2 per cent. Again, there are wide differences by subregion; for example, in 1995, adolescents were 25.9 per cent of East Asias population, but 31.2 per cent of South-East Asias population. It is worth stressing here that the share of adolescents in the population of the ESCAP region is much larger than the share of the elderly. The elderly (aged 65 years and older) make up only 5.4 per cent of the population and, although their share is increasing rapidly, they will still make up only 8.4 per cent in 2020, still well below the 24 per cent expected to be made up by adolescents. Table 2 : Growth and decline of adolescent populations, ESCAP subregions, 1970 ESCAP subregions, -2020 Source: United Nations, 1994, The Sex and Age Distribution of the World Population: The 1994 Revision, New York. Note: Projected numbers taken from the medium projection.
The differences in growth rates of the adolescent population between different parts of the Asian region are immense. Table 2 shows indices of growth in the main subregions of Asia, and table 3 shows similar indices in China, India, Indonesia and Pakistan. Eastern Asia is already experiencing a decline in the absolute number of adolescents. Growth is relatively slow in South-East Asia, but remains more rapid in South-Central Asia. But within these broad subregions, there is also considerable variation. Between 1995 and 2020, the number of adolescents in Asia as a whole is projected to grow by 20 per cent, but over the same period, as table 3 shows, the growth is projected to be 85 per cent in Pakistan but only 24 per cent in neighbouring India. These rates of increase do not cover the full range of difference to be found within countries of the region; over the same 1995-2020 period, the number of adolescents is projected to increase by 18 per cent in the Philippines and by 1 per cent in Indonesia, but to decline by 7 per cent in China and 10 per cent in Thailand. The difference between Pakistan and countries such as China, Indonesia and Thailand is truly dramatic, and reflects Pakistans failure to lower fertility rates over recent decades, contrasted with the sharp fertility decline in China, Indonesia and Thailand.
Age at marriage
Traditionally, age at marriage for females has been very young in most of the countries of the ESCAP region, though considerably higher in some. This is reflected in the data on percentages ever married at ages 15-19 in years prior to 1970 in the countries of South Asia. Percentages ever married at these ages, i.e. of above 70 per cent in Bangladesh, India, Nepal and Pakistan, imply average age at marriage of no more than 16. By contrast, very few females were married at these ages in Japan or Hong Kong, and only around 14 per cent in the Republic of Korea, Philippines and Thailand. Sri Lanka, the only South Asian country where most females married at ages in their twenties, joined South-East Asian countries such as Indonesia, Malaysia and Myanmar as countries with intermediate ages at marriage for females.
Male ages at marriage were much older; in South Asian countries, it was typical for the age difference between spouses to be about seven years, and in South-East Asian countries, four or five years (Casterline, Williams and McDonald, 1986 , table 1). Thus, despite the very young female ages at marriage in South Asian countries, most males aged [15] [16] [17] [18] [19] were not yet married. Bangladesh showed the most dramatic gender difference in percentages married: 8 per cent of males compared with 76 per cent of females. Bangladesh, India and Pakistan, however, showed a pattern of "child marriage" not only for females but also for quite a high proportion of males, with a quarter or more of males aged 15-19 already married. By contrast, in no countries of East and South-East Asia did the percentage of males married at these ages reach 8 per cent.
What changes had taken place by the 1980s? Almost universally, female ages at marriage had risen, and by a much greater margin than male ages at marriage, leading to a narrowing in the age difference between the spouses. In the Republic of Korea and Singapore, female marriage before age 20 had almost vanished, and in Indonesia and Malaysia, percentages married in the teenage years had declined very sharply. But in the Philippines and Thailand, where age at marriage had long been higher, there was actually a slight rise in the percentages ever married as teenagers. In the South Asian countries, child marriage remained very common, although in India and Pakistan at least, it was considerably less prevalent than it had been in the 1950s and 1960s. women and womens educational levels in Pakistan are much inferior to those of Indonesia.
The only substantial changes in the proportion of males married at ages 15-19 were for those countries where the proportion had previously been high: India, Nepal and Pakistan. But in each of these countries, the proportion of females married declined by even more. There has been a tendency over time for a convergence in male and female ages at marriage in Asian countries (Xenos and Gultiano, 1992:14-20) , resulting from a faster rise in female ages at marriage than in male ages at marriage. This is very apparent among Malay-Muslim populations of South-East Asia, where average age differences narrowed from about five years in 1960 to 3-4 years in 1990 (Jones, 1994, table 3.16 ). Age differences were, and remain, wider for women who married very young, who were uneducated, and whose marriages were arranged (Jones, 1994:102-109) .
For some countries, data are available for a year in the 1990s. These most recent data reveal a narrowing of the previously very wide differences between the East and South-East Asian countries, with their low proportions married among teenage girls, and South Asian countries. For example, the proportion of females married in the teenage years has fallen sharply in India and Pakistan to levels comparable with those in Indonesia and Thailand. In Bangladesh, teenage marriage remains very prevalent, but even there it is gradually declining: the married proportion of 15-19-year-old Bangladeshi girls had fallen from 75 per cent in 1974 to 69 per cent in 1981 and to 51 per cent in 1991.
The implications of the differentials and changes in proportions married for the life of young women are important. In many ESCAP countries, marriage used to take place at such young ages that the transition was straight from childhood to marriage. But now adolescence has become an extended period of time before marriage, raising issues about sexuality and relationships with the opposite sex that simply did not arise in times of early, parent-arranged marriage (Xenos, 1990; Utomo, forthcoming) . Wide age differences between the spouses reinforced cultural norms about the subservient place of women, and narrowing of those differences is linked with trends towards self-choice of spouse and a more companionate form of marriage, a trend that has proceeded much further in South-East Asia than in South Asia. As will be discussed later, rising age at marriage for females has been linked with extended periods of schooling for girls and with very substantial increases in labour force participation, particularly in work that is not based in the home. Table 5 shows basic data about educational developments in the Asian region, derived from the World Banks World Development Report for 1997. As with so many other matters related to youth and adolescents dealt with in this article, it is hard to draw generalisations because the differences between countries are so wide. However, in the following discussion, an attempt will be made to generalize as much as possible.
Primary schooling
In most Asian countries, almost all children attend primary school, but not all complete it. The gross enrolment rates in table 5 are a very rough guide because they relate primary school enrolments to the numbers in the official primary school age groups, making no allowance for late enrolment and repetition of grades. That is why many of them exceed 100 per cent. Figures exceeding 100 per cent do not necessarily imply that all children complete primary school. For example, in Indonesia, where the rates for both boys and girls were well over 100 per cent in 1993, approximately 20 per cent of children do not complete primary school (World Bank, 1997: 68) . Even more strikingly, in Bangladesh, which also has a gross enrolment rate above 100 per cent, less than 50 per cent of children reach grade 4, and in the Lao People's Democratic Republic, only 31 per cent do so (see table 5 ).
In most Asian countries, differences between boys and girls in school attendance at this level are not very great.
There is a fairly wide gap, however, in some countries, in Afghanistan, Nepal and Pakistan, for example.
Primary school enrolment rates appear to have improved universally since 1980 in those countries where rates were low in 1980. Improvements have been particularly impressive in Bangladesh and Nepal, particularly for girls, whose rates had been very low in 1980.
Another point needs to be made about primary school in the region, and this concerns the quality of primary education, and its relation to equity of access. Although near-universal primary education, as attained in many countries, has positive implications for access to opportunity on the part of the rural and the underprivileged sections of the population, many problems remain. The quality of education varies greatly between regions and between kinds of primary schools within most countries, with the lowest quality normally in the more isolated and poorest regions of the country. Problems of inadequate training of teachers, absenteeism of teachers, poor quality buildings and lack of facilities and teaching aids bedevil such regions. A child sent barefoot to a school where attendance is spasmodic, the teacher is poorly trained and lacking motivation, and teaching aids are non-existent apart from a cracked blackboard and a few pieces of chalk can hardly be considered to be equipped to compete with his or her city cousins in the competition to advance to higher levels of education.
Secondary schooling
At the secondary level, enrolment rate differences between countries, between the sexes, between regions within countries, and between socio-economic groups, become more pronounced, although the two last-mentioned differentials are rarely apparent in readily available international comparative statistics, simply because such data are rarely presented (and in fact, are frequently unavailable, even at the national level).
At this level of education, conflict emerges between education and traditional roles for adolescents and youth: namely, to become an immediate economic asset for the family by assisting in the family farm or business, or as exchange labour; and, particularly in the case of girls, to get married. In societies such as Nepal, or among Malays and Indonesians in the 1950s and 1960s, most girls were already married at ages younger than the completing age for high school. Thus, extended education required major modifications in community attitudes towards appropriate marriage ages. These modifications have been taking place almost universally in the region, as already discussed in the section on marriage.
In 1980, secondary education was already widespread in countries such as the Philippines, Republic of Korea, Singapore and Sri Lanka. It was very restricted in Bangladesh, the Lao People's Democratic Republic and Pakistan, particularly among young women. By 1993, rates had increased in all countries for which data are available. In most countries, the rise appeared to be sharper for females than for males (UNDP, 1995, table 2.3) , thus closing to some extent the gender gap in enrolment. The gender gap in enrolments remains wide in the South Asian countries as a whole, but it is no longer of major consequence in most of East and South-East Asia. The really serious gap in these countries (which is also present, along with the gender gap, in South Asia) is the socio-economic status gap. This refers to the comparatively very poor chances for young people from disadvantaged socio-economic backgrounds to enter and complete secondary school (Knodel and Jones, 1996) .
Tertiary education
At the tertiary level, differences between countries are very pronounced, but difficulties in interpreting the data are also great. For example, in Indonesia and Thailand, the development of open universities led to a rapid increase in tertiary enrolments, but a much less impressive increase in tertiary graduates, because of the very low ratio of graduates to enrolments in any given year. Countries such as Malaysia and Singapore still rely on overseas institutions to provide a substantial proportion of the tertiary education received by their young people, so local tertiary enrolment rates are thus misleading with regard to the proportion of young people who do receive tertiary education.2 Despite these problems of interpretation, most countries of the region do appear to have raised the proportion of adolescents attending tertiary institutions over the past decade or two. For example, in Indonesia, tertiary enrolments increased from slightly under 1 million in 1984 to 2.2 million in 1994 (Oey-Gardiner, 1997, table 8.1), a rate of increase greatly in excess of the growth rate of the potential student population.
Future trends
In table 3, which compares the projected growth of the adolescent population in China, India, Indonesia and Pakistan. Not only are there wide differences in the projected growth of the adolescent population (ranging from 85 per cent in Pakistan to minus 7 per cent in China over the period 1995 to 2020), but also in its proportion of the total population. Thus in 1990, adolescents were 31 per cent of Pakistans population and 33 per cent of Indonesias. But by 2020, they will remain at 31 per cent of Pakistans population but will have fallen to 24 per cent of Indonesias population. Pakistans adolescents will be requiring massive investment in educational facilities if educational enrolment rates are to be held constant, let alone increased. Indonesia, by contrast, faces the task of raising enrolment rates, but this will be facilitated by the near-cessation in growth in numbers of potential students. Moreover, the dependency rate in Indonesia will be much lower than in Pakistan, implying that Indonesia should find it much easier to generate the necessary resources to fund an expansion of the education system.
The generalisation that the demographic structure tends to be least favourable to educational development in precisely those countries with the least developed educational systems (Jones, 1990:11) continues to hold. It is in countries with high fertility, experiencing rapid population growth and high child dependency ratios, that school enrolment ratios tend to be the lowest. Such countries face an uphill battle in raising their school enrolment ratios to levels reached in other countries. The task is not impossible, but it will require a high priority to be given to educational expenditures among the many competing claims on government budgets.
Labour force participation
Labour force participation at these ages is affected by many different factors: most importantly, by the extension of schooling, changes in the economy and changes in cultural norms about appropriate activities for women. The extension of schooling tends to delay the entry of young people into the labour force, although some continue to combine part-time work with studies. Changes in the economy sometimes provide many new employment opportunities that are considered to be best filled by young people, often of a particular sex: for example, work for young women in electronics factories in Malaysia or in garment production in Bangladesh. In general, the rapid expansion of manufacturing has been credited with much of the advancement of womens employment in East Asia (Joekes, 1987) , whereas in South and West Asia, where urban employment growth has been sluggish, women have actually been displaced from the labour force, possibly by better educated male workers (Schultz, 1990:480) . womens economic activities in societies such as Bangladesh are hidden or disregarded because the society perceives their work as more wifely or daughterly duties than as economic contributions (Anker, 1983; Barkat-e-Khuda, 1985; Wallace and others, 1987) . In agricultural areas of many countries, most women work despite what the official statistics might say (ILO/ARTEP, 1981).
However, in urban areas the official statistics are more (though not completely) reliable in recording employment. There was a steady increase in labour force participation rates for young females in urban areas throughout East and South-East Asian countries over the 1970s (Jones, 1984) , and this has continued in most cases (Singarimbun, 1997, Ch. 2) . However, this trend has been confounded at the young ages by the extension of schooling. This almost certainly accounts for the sharp decline in both male and female participation rates at ages 15-19 in the Republic of Korea between 1980 and 1990 and the more modest decline in Malaysia over the same period. Some stranger trends are apparent in some countries. The very sharp rise in female participation rates in Bangladesh has already been commented on; the Maldives registered a sharp fall. This probably also reflects definitional and procedural changes between the two sources of data rather than real changes.
There is no doubt that, in the cities of East and South-East Asia, labour force participation rates for young women once they have left school are currently very high. In South Asian cities, too, they are tending to rise, although this rise faces resistance from conservative forces, such as is the case in Afghanistan, where both educational and employment opportunities for young women are restricted. Moreover, there is no consistency, either between countries and areas or in the same country/area over time, in male/female differentials in unemployment rates or in whether the rate are higher at ages 15-19 or at 20-24. What is clear is that in many ESCAP countries, a substantial proportion of young people are unemployed, defined as not working but looking for work during the reference period, and that unemployment is particularly a problem for the young, rather than a general problem. There is a strong age pattern to unemployment rates in the region, as in most countries. The unemployment rates are generally much higher at ages 15-24 than they are at older ages. Examples of this are shown for Indonesia and Thailand in table 8. It is the age patterns rather than the actual levels that should be stressed in this example, because there is some evidence that the unemployment rates in Indonesia are exaggerated in comparison with other sources of Indonesian data (World Bank, 1997a:8-9) . Both sets of data show the pattern of higher youth unemployment, and if the data were disaggregated by educational level, the rates would be highest for those with a high school and college education. A corollary of the higher unemployment rates among young people is that young people constitute a very high proportion of the total unemployed. In the Indonesian data on which table 8 is based, those aged 15-24 make up 64 per cent of the total unemployed; in the Malaysian Labour Force Survey for 1989-1990, they made up 72 per cent of the total unemployed.
A large literature has emerged on the meaning of high unemployment rates for the young, well-educated population. A cross-sectional approach generally leads to the conclusion that a crisis situation is emerging, and that the economy is unable to absorb the young people leaving school and college. But a longitudinal view, comparing similar sets of data over time, generally leads to a more sanguine interpretation, namely, that high unemployment among these young, educated groups is a structural fact of life, reflecting a period of job search and delays in finding satisfactory employment, a period that in most cases has ended by the mid-twenties of a persons life. This more sanguine view is based on the fact that unemployment rates do not normally rise sharply over time at ages beyond 25.
For many countries, the appropriate interpretation may contain elements of both the interpretations just noted. There is sometimes an element of crisis involved, because with the rapid expansion of education systems, the number of jobs of the kind that educated young people aspire to is not growing as rapidly as the number of job aspirants. Rising unemployment rates are one result; another is a modification of expectations in light of the new reality (Jones, 1993 Therefore, the decline in unemployment rates at ages beyond 25 may reflect both the tendency for young people to have found long-term employment by that age, and the tendency for much of this employment to be in jobs with a status and conditions worse than those the young people had aspired to. 1975 , 1981 , 1986 and 1992 1997 ESCAP Population Data Sheet; India, National Family Health Survey 1993 ; China data kindly provided by Mr. Zhongwei Zhao. Notes: # General fertility rate (to women 15-49); * Data included from 1997 ESCAP Population Data Sheet for countries whose data are not included in the Demographic Yearbooks.
Fertility among adolescents
Overall fertility varies considerably between the regions and countries of Asia (see table 9 ). The lower total fertility rate in Eastern Asia (1.91 or below replacement level fertility) is mirrored by a much lower age-specific fertility rate at ages 15-19 than in either South-Central Asia or South-East Asia. In fact, at 14 per thousand at ages 15-19 in Eastern Asia, fertility at these ages can be said to have almost vanished. However, there is far less difference in fertility rates between these regions at ages 20-24. This is because these are major ages for childbearing, and even in East Asia, there is a tendency for childbearing to be concentrated in these ages and the late twenties. Table 9 also presents age-specific fertility rates at ages 15-19 and 20-24 for individual countries, in many cases for a series of years, although in some countries, notably in Central Asian countries of the former Union of Soviet Socialist Republics, only one years figures are available.
In Asian countries, fertility outside of marriage is extremely rare. It is therefore not surprising that fertility rates are correlated fairly closely with marriage. In countries with early marriage, fertility at the young ages tends to be high. This is evident in table 9, which shows a higher proportion of young women giving birth before 20 years in Indonesia and Pakistan --where age at marriage is fairly low --than in Sri Lanka or Thailand, where age at marriage is higher. The reason is that in almost all Asian countries, strong pressure tends to be exerted on newly married couples by their parents and other family members to begin childbearing quickly. Even in societies where fertility is low, such as the Republic of Korea and Taiwan Province of China, there is still pressure on couples to quickly produce the one or two children they will have. However, in China, there is the additional element of state permission to negotiate. This might have been expected to lower the age-specific fertility rate for Eastern Asia, which is dominated by China, at ages 20-24, but this is not the case. Although figures for China at ages 20-24 are not available in the United Nations Demographic Yearbook, other sources indicate that there is a sharp rise in fertility from an extremely low level at ages 15-19 to a peak at ages 20-24 (about 180 per thousand), after which fertility declines sharply again (Zhao, 1994:41) .
In Hong Kong, Japan and the Republic of Korea, fertility at ages 15-19 and 20-24 has declined sharply since 1970, except at ages 15-19 in Japan, where fertility was already very low in 1970. The contrast with South Asian countries is dramatic: Afghanistan is estimated to have a fertility rate of 153 per thousand at ages 15-19, Bangladesh a rate of 119 and India 110, compared with 5 in China and 4 in Japan and the Republic of Korea; at ages 20-24, the agespecific birth rate in Bangladesh was 247 per thousand, compared with 35 in Hong Kong, and 44 in Japan. The only South Asian country with relatively low fertility at these ages is Sri Lanka. At these ages, fertility in major SouthEast Asian and North and Central Asian countries tends to be intermediate between the low East Asian and high South Asian rates. In Singapore and Thailand, there have been clear declines in fertility over these ages, though interestingly the decline at ages below 20 in Thailand has been only modest, probably because age at marriage has not risen markedly. In the Philippines, there has been only a slight decline.
In South Pacific island countries, the total fertility rates are above 3.0 in most countries and territories, and over 5. Effects of demographic and educational changes, poverty, globalization and urbanization on adolescents: implications for policy Adolescents in the Asian region, like the rest of the population, are living in a rapidly changing environment. As the region enters the twenty-first century, most of its adolescent population will still be alive at mid-century. In the interim, this cohort will play a crucial role in national development in an increasingly interconnected and hightechnology world. From this perspective, it is tragic to note that many of these adolescents will still lack access to secondary schooling --and in some cases, even to primary schooling --and will suffer from avoidable health problems. Some will continue to suffer from exploitation in the form of child labour and abuse within the family. Profound changes in technology, in economic structures and in living conditions are altering the nature of adolescents lives and influencing family relationships and expectations placed on them. In general, conditions of life are improving for Asias adolescent population and their opportunities are widening. Nevertheless, the variety of circumstances across the Asian region is so broad as to defy easy generalisation.
Demographic trends in the ESCAP region will have important ramifications for the growth and welfare of the adolescent population. With the exception of certain high-fertility South Asian countries such as Nepal and Pakistan, the growth of the adolescent population has slowed considerably and will continue to decelerate in coming years. This will facilitate the rise in primary and secondary school enrolment ratios, with all the implications this has for adolescents: increased life skills, greater independence, and the opening of a greater range of possible work opportunities. Of course, the extent to which the opportunities will increase to match the rising educational levels of young people will depend on rates of economic growth, which are very hard to predict. Economic growth rates have been remarkably high in recent years in many East and South-East Asian countries, and quite high in a number of South Asian countries. But recent revisions to projected economic growth rates have been sharply downward in a number of South-East Asian countries.
Demographic trends, however, underpin positive longer-term assessments of the economic prospects of these countries, as a result of the declining dependency ratios they will experience over a sustained period (Higgins and Williamson, 1997) . Many other factors will of course influence the rates of economic growth achieved, but the declining dependency ratios will have unambiguously positive implications for economic growth and levels of per capita income.
Urbanization in the region is increasing apace. Projections suggest that even large and relatively poor countries such as the Philippines and Indonesia are likely to reach urbanization levels of 50 per cent of their population by about the year 2002 (Philippines) or 2017 (Indonesia), although India is expected to remain predominantly rural until about 2030. A number of implications for adolescents emerge. First, for the next two decades, most adolescents in the region will continue to live in rural areas, and their needs should not be overlooked because of the greater visibility of issues facing adolescents in metropolitan areas. Second, adolescents will be prominent in rural-to-urban migration flows, and an increasing proportion of adolescents will be living their lives in urban environments, increasingly in big city and metropolitan environments.
In conditions of poverty and traditional attitudes about the role of children and of women, child labour remains a problem and women continue to fulfil their traditional roles of producing children and serving their husbands family. Such conditions can be observed very widely throughout the region. In countries such as Indonesia and Thailand, the incidence of poverty has been dramatically reduced, and most children are now able to continue their schooling into lower secondary school without the pressure of working at the same time. Reduction of poverty and the achievement of almost universal secondary education has been particularly dramatic in some countries such as the Republic of Korea.
But even in the poorest countries, expanded schooling and the effect of improved transport and communications is changing attitudes and leading to tensions as tradition comes into conflict with the changing aspirations of the young. Age at marriage has risen, and puberty is now reached well before young people marry. Issues of sexuality and how to deal with it, along with the problems of finding satisfactory employment for both the young city-born and young people migrating to the cities from the countryside, are only two of the key problems with which young people have to deal. Adolescence is the most volatile period in a persons life, and issues young people have to resolve are faced at the household, local community and wider political level. At the household level, there is frequently a growing gap between the traditional attitudes of parents regarding control over teenagers and appropriate behaviour of teenagers, and the attitudes of teenagers themselves, conditioned by their peers at school and the influence of the Westernized media. In fact, for many parents the control of the behaviour of adolescent girls is a new issue, since they themselves and their own parents were already married when they reached these ages.
At the societal level, rebelliousness of teenagers in school is frequently decried, as is the reluctance of some of them to participate in youth organizations under the auspices of religious, school or government authorities. The idealism and perhaps foolhardiness of youth frequently encounter the reality of deficiencies in the political system and the nature of governance, and in some cases oppressive and/or corrupt regimes. Aspirations for effective political expression lead some adolescents to the forefront of demonstrations and expressions of dissatisfaction with the regimes in power, and this leads to tight control over political movements in universities in many countries of the region, thus inhibiting expression of views of a kind not officially sanctioned.
Communications is one area in which the changes have been so profound and universal that it is possible to generalize to some extent. It is clear that, even in the most isolated villages in countries such as Indonesia, Philippines and Thailand, the influence of radio and television has penetrated deeply. This was not the case 30 years ago. Villagers these days are bombarded by images of the urban middle class, not to mention of the great world beyond national boundaries. Therefore, it is very difficult any longer to find villages where young people are entirely ignorant of the world outside and of the gulf that separates their conditions from those in more favoured settings typically shown on television. These images help to fuel migration of young people from rural areas to the cities.
It was noted previously that the share of adolescents in the ESCAP region is much larger than the share of the elderly which, although increasing rapidly, will remain much smaller than the share of adolescents three decades from now. Issues of an ageing population are, appropriately, receiving increased attention throughout the region. But care must be taken to ensure that the pressing issues facing adolescents and facing governments in their policies towards adolescents are not neglected. The patterns, duration and the dissolution of marriage do not remain constant for specific societies over time. Through socio-economic development these factors change, although the changes do not occur with equal intensity in all societies at equal levels of socio-economic development. When the cultural and traditional norms and values of a society are strong, the changes are gradual (Gupta, 1979) .
Marital status is one of the most important factors relating to population composition. Quantitative information about nuptial events, such as proportion never married, married, widowed, divorced or separated, as well as the timing of marriage, describes the history of marriage prevailing in a society. Marriage patterns and levels also hold non-demographic implications for the socio-economic development of a country. For example, a trend towards rising age at marriage would mean that young adults might as a result have greater opportunites for education, greater mobility and better job opportunities. Later childbearing following later marriage would also contribute to the health of mothers and children (Westoff, 1977) . Especially in societies where contraception is not practised well and where births do not occur outside marriage, age at marriage has an important effect on the rate of population growth (Coale and Tye, 1961) . Sadiq (1965) observed that, with the same duration of marriage, early age at first marriage for women tends to have the strongest impact on increasing fertility.
Data and methodology
Sources and quality of data 
Method and data collection
The DSS, as it currently operates, is an independent four-tier system. At the village level, 110 female community health workers (CHWs), each having a minimum of eight years of schooling, are responsible for collecting data on vital events. In the comparison area, 30 CHWs visit each household under their care once a week and 80 CHWs visit each household once every two weeks in the maternal and child health and family planning (MCH-FP) area to enquire about births, deaths, migrations, marriages and divorces, and record the details in their notebooks. Each CHW is responsible for serving a population of about 1,000 persons (or 200 households) and almost all of them reside in the area where they work. The work is checked by 12 male health assistants (HAs) who visit each household monthly along with the CHW to check the completeness of the registration and record vital events in standard registration forms. Each field unit comprises a population of about 16,000 (about 3,000 households) and it is covered by one HA, whose work is supervised by a senior health assistant (SHA). This person visits each household at least four times a year to identify any errors or missing events, and to ensure the target population's cooperation. Supervisors and managers meet senior health assistants once a month in the field headquarters at Matlab to exchange directives, ensure continuous training and perform administrative tasks.
Before 1989, all registration forms were taken to the Dhaka office for both manual checking and for computer entry to check for errors and inconsistencies. Since 1989, this information has been entered directly into a personal computer in the Matlab DSS office, which has a system for automatic detection of errors and inconsistencies.
Results

Marriage rate
The age at first marriage pattern has been examined by considering (a) the crude marriage rates by age, (b) the proportions never married by age, and (c) the average age at marriage for those getting married in different years. All three indicators have been examined for the 18-year period from 1975 to 1992. , 1975-1984 and 1989-1992 Table 1 , which provides the crude first marriage rates per thousand never married males and females, shows that there is no clear trend in the marriage rates for the two sexes over the period. The rates fluctuated between 62 and 108 for males and 73 and 125 for females. The marriage rates were particularly low for 1975, a year of famine. Although no clear trend in marriage rates could be observed, the age-specific marriage rates over the three periods, 1975-1979, 1980-1984 and 1989-1992 (table 2) , give a clear indication of a rise in the age pattern of marriage. The marriage rates for the first three age groups, which account for persons aged 15-29, declined substantially. For example, the marriage rate for those 20-24 years old declined by 28 per cent from the period 1975-1979 to 1989-1992 . The marriage rate, on the other hand, increased by 55 per cent for those 30-34 years of age.
The rise in the age at marriage for females is more prominent than for males (table 2 ). The marriage rates show a decline for the younger age groups of 10-14 and 15-19; for the latter group the decline was 43 per cent over the period from 1975-1979 to 1989-1992. In the age group 20-24, however, the marriage rate increased two-fold, from 155.1 during the period 1975-1979 to 336.5 for that of 1989-1992. The marriage rate for females in the age group 30-34 also increased considerably. , 1975-1992 Trends in proportion married and mean age at first marriage
The proportions never married are estimated from the census and mid-year population by age and marital status in table 3. Using Hajnal's (1953) method, the singulate mean age at marriage (SMAM) is also estimated and shown in the table. It is evident from the table that in 1975, 66.8 per cent of the males in the 20-24 age group and 37.6 per cent of the females in the 15-19 age group were never married. The percentage never married for both males and females in the said age groups increased to 81.9 per cent and 90.3 per cent, respectively, in 1992. The SMAM for males increased by 2.2 years during the period of nearly two decades. For females, the increase was by 4.2 years during the same period. It is also evident from table 3 that marriage is virtually universal in the study area. The proportion of never married males 35-39 years of age was only 0.5 per cent in 1975 and increased to 1.9 per cent in 1992. Among females aged 30-34, the proportion never married has been less than 1 per cent. The mean age difference between males and females is quite high, about 7-8 years, and it decreased only slightly, by about one year, during the 18-year period. , 1975-1992 The age at marriage patterns have been examined using the marital status registration data collected in the DSS area from 1975 to 1992. The mean ages at marriage for both sexes are presented in reinforces the earlier finding that there has been a systematic shift in the marriage pattern towards older ages.
It is important to note that the singulate mean age at marriage estimated from census and mid-year population, explained in table 3, is generally higher than the mean age at marriage calculated directly from marital status registration data (table 4) .
It should be mentioned that the mean age at marriage based on the registration data takes into account only the age distribution of those who get married in a specific year. SMAM depends on past age-specific first marriage rates. In this connection, it would also be pertinent to note that, according to Van de Walle (1968) and Sadiq (1965) , the Hajnal method of estimation tends to present an over-estimation of the mean age at marriage. The main problem arises with the selection of the earliest age at which marriage takes place and of the maximum age at marriage.
"In using quinquennial age groups, one must assume that the average age of marriage of persons in any fiveyear age group is at the mid point of each group. If a large proportion of persons in the younger quinquennial age groups marry either in the early or later part of the quinquennial age groups Hajnal's method may respectively over estimate or under estimate the mean age at marriage" (Alam, 1968). Socio-economic and demographic factors related to age at first marriage
The mean and median age at first marriage of brides and grooms in different educational categories calculated from marital status registration data (DSS) are presented in table 5. This table also reveals a consistent increase over the years in the age at first marriage pattern among females. This is true for all the categories of education. In the recent period, 1987-1992, the mean age at marriage among females with no formal schooling has exceeded 19 years and is about three years higher than for similarly educated women during the period [1975] [1976] [1977] [1978] [1979] [1980] . But the rate of increase is more prominent among women who had a higher secondary and above education than those in the other categories. The differentials by education indicate that the mean age at marriage becomes noticeably high only among women with the highest level of education (higher secondary and above). As indicated previously, compared with women having no schooling, the age at first marriage was lower among those with only a religious (Muslim) education. An increasing trend in the age at first marriage is also observed among males. This is true for all categories including those with no formal schooling. The highest mean age at first marriage, i.e. 29 years, is found among males with higher secondary and above education in the period 1987-1992. ' occupation, 1975-1992 Note: S.D. = standard deviation.
Standard of living and outlook towards life are likely to differ according to the occupational status of both males and females in rural Bangladesh. The social status of brides is closely related not only to that of their parents but also to their husband's occupation (Shahidullah, 1979) . This may be a factor in the parents' decision when choosing a suitable groom for their daughter. The mean and median ages at first marriage of brides and grooms by the groom's occupation are presented in table 6. In the case of females, a higher age at first marriage was found for those whose husbands were in service and business occupations followed by farming (own land) and non-agricultural labourers during the period [1975] [1976] [1977] [1978] [1979] [1980] . During the period 1981-1986 higher age at marriage was observed among the wives of men working in service occupations followed by agricultural labourers and businessmen. In contrast, during the period 1987-1992, higher age at first marriage was found among the females who married businessmen, followed by those who married men employed in services. Hence, it is evident from the table that men involved in service and business occupations appear to have a tendency to marry somewhat older women than those in the other occupational groups, but the difference is very little. For males, a higher age at marriage was found for those in service and business occupations than for the other occupational groups during the period under study. Farmers owning land were usually somewhat older at first marriage than agricultural labourers, the latter showing the lowest mean age at marriage among all occupational categories.
An analysis of age at first marriage using multivariate techniques
In the preceding sections, the association of certain explanatory variables with the female and male age at marriage have been discussed. In order to understand the significance of these variables when taken together, multiple regression analysis technique is used to meet the objectives of the study in defining the variation in the age at marriage. The result of the multiple regression with regard to brides' age at marriage on socio-economic and demographic variables is presented in table 7. The purpose of the analysis is to understand the change in the dependent variable (i.e. female age at marriage) for a unit change in selected explanatory variables, such as wife's education, husband's occupation and the period. Of the five categories of women's education, the women who do not have formal education, i.e. having no schooling are taken as the reference category. The influence of wife's education on age at marriage suggests that Muslim schooling and primary education have no significant effect on female age at marriage. In the case of women with 6-10 years of schooling, the age at marriage is significantly higher compared with illiterate women, while the rise in age at marriage appears highly significant among women educated at the higher secondary and above level in rural Bangladesh. The B coefficient of 2.8 in the case of higher secondary and above education indicates that the age at first marriage was almost three years higher among the women who had a higher secondary and above education compared with the illiterate women. Of the six categories of occupation, farming is considered to be the reference category. The ages at marriage of brides getting married to husbands in the "other" occupation group, or to agricultural labourers, are significantly lower compared with those who got married to farmers. But those who got married to men engaged in service occupations did so at relatively older ages.
The explanatory variable period is considered in order to observe the extent of increase in age at marriage over the two periods 1981 -1986 and 1987 -1992 . The 1975 -1980 period is considered as the reference category. It reveals that female age at marriage increased significantly (by 1.6 and 3 years, respectively) during the periods 1981-1986 and 1987-1992 compared with 1975-1980 . A significant negative interaction exists between the variables representing women with only a religious (Muslim) education and the period of marriage in their effect on the age at marriage. This means that the age at marriage among women with only a religious (Muslim) education compared with those having no schooling decreased further over the years. A similar decline in age at marriage among women with primary education was also observed during the recent period, 1987-1992. On the other hand, the interaction between women with higher secondary and above education and that period (1987) (1988) (1989) (1990) (1991) (1992) was positive and significant. This means that, for this highest level of education group, the increase in age at marriage accelerated in the recent period. Table 8 shows the result of multiple regression of the grooms' age at first marriage on socio-economic variables. It is evident from the table that all four categories of education have a significant effect on the age at marriage of the husband. With an increase in each of the levels of education of the males, there is a significant increase in their age at marriage. In the five occupational categories for husbands, businessmen and men in service occupations have a higher age at marriage, followed by non-agricultural labourers. The remaining two occupations, agricultural labourers and "other" have a negative effect on age at marriage. Although the age at marriage of husbands increased significantly during the two periods (by 1.0 and 2.9 years, respectively), it showed interactions with education. Among those with secondary education, the increase in age at marriage (compared with no schooling) in the periods 1981-1986 and 1987-1992 is significantly higher than that in the period 1975-1980. The husbands with higher secondary and above education have also shown a significantly higher increase in their age at marriage in the period 1987-1992. The interaction between husbands' occupation and period shows that age at marriage was significantly lower among the non-agricultural labourers and "other" occupational categories than those of farmers (reference category) during the period 1981-1986. During the next period, the increase in age at marriage among agricultural labourers was found to be higher than that of the farmers. The gaps in the age at marriage between the non-agricultural labourers, businessmen and those in "other" occupations and the farmers were significantly lower in the period 1987-1992 compared with those in the period 1975-1980. A multiple regression is used to show the effect of socio-economic and demographic variables on the differences in age at first marriage between brides and grooms (table 9). It reveals that the higher is the age at marriage of men, the significantly higher is the age difference at marriage between brides and grooms. The result shows that, for women with only a religious (Muslim) or a primary education, there is a significantly higher age gap at marriage between the husband and wife than between illiterate women (reference category). In contrast, women with higher secondary and above education have a significantly lower age difference at marriage. For husbands who belong to the agricultural labourers, service and "other" occupations, there is a significantly higher age difference between husband and wife at marriage. It is evident that age differences were lower during the periods 1981-1986 and 1987-1992 compared with that of 1975-1980 .
Conclusions and policy implications
People who belong to different socio-economic groups have different ages at marriage in almost all societies (Bogue, 1969) . As the level of education increases, the age at marriage increases for both brides and grooms. In Bangladesh, education has been found to be correlated especially with the age at marriage of women in the younger age groups (10-24); the lower the level of education, the higher the proportion married at younger ages (Ahmed and Chowdhury, 1981). Shahidullah (1979) , analysing Bangladesh Fertility Survey (BFS) data, found that the age at marriage of the wife is lowest if both husband and wife are illiterate. The age at marriage rises with an increase in the level of education of the wife. He also noted that, as long as the wife has no education, age at marriage appears to be low, irrespective of husband's level of education. These findings indicate that the effect of female education on age at marriage is stronger than the effect of male education. Thein and others (1988) found that the mean age at marriage for women who have completed secondary school was higher by more than two years than those who did not complete secondary-level education.
If this Bangladesh girl is able to pursue her education to a higher level, it is likely that she will marry later in life and have fewer children than her uneducated peers. (Photograph courtesy of Masayuki Nagashima)
Our study has found that education is by far the most powerful component in explaining the variability of age at first marriage, both for males and females. The occupation of husbands did not have much effect on explaining the variation in age at marriage. However, the fact that men in service occupations have the highest age at marriage whereas agricultural labourers have the lowest supports the general theory of social change. There has been a strong period effect, i.e. the mean age at marriage for males and females was significantly higher during the period 1987-1992 compared with 1975-1979 . This means that, even in a traditional society, the modernizing process exerts dominance in a similar direction.
Social development and modernization expedite the structural change of a society by changing people's perceived values and by re-establishing old factors with novel ones in the calculus of human social life. The consequences of this transition are apparent in people's behaviour and attitudes. In some spheres of life, people react to the changes faster than in other spheres of life. However, to envisage changes in all spheres of life is a complicated, if not impossible, element. In an effort to provide a better understanding of social and demographic transitions, this study has attempted to observe a change in people's demographic behaviour with regard to family formation (marriage).
Few studies have been conducted in this area in Bangladesh and those that have used censuses or survey data. Information on age at first marriage is lacking in Bangladesh (Kabir and Rob, 1990) . In this study, however, a careful design and a multivariate approach using longitudinal marital status registration data from the demographic surveillance system (DSS), Matlab were employed to investigate the transition and differentials in nuptiality patterns. The average age difference between brides and grooms at first marriage is more than seven years. The brides' age at first marriage is highly correlated with the age difference between brides and grooms. Women married at a younger age show the largest age difference between brides and grooms. Younger grooms tend to marry brides not much younger than themselves, but the age difference increases sharply as the age of the grooms increases. In the case of 2,099 grooms who married at ages 40 years and above, 84 had never been previously married; the age difference for this group was about 25 years on average during the study period. A detailed regression analysis reveals that the age gap between husbands and wives has declined significantly over the years. It also shows that the higher the age at marriage of males the higher is the age gap. Women's education has a significant bearing on the age difference. Women with only religious (Muslim) and primary education have a significantly higher age gap at marriage compared with those who are illiterate (no schooling). However, women with higher secondary and above education were found to have a significantly lower age difference at marriage.
The present study therefore provides ample evidence to suggest that a concerted effort to increase age at marriage can have a number of beneficial effects. It can lead to a stabilization of the family by reducing the risk of divorce. Increases in the age at marriage can also result in lowering the age gap between husband and wife and hence can lead to a reduction in the incidence of widowhood. Increases in the age at marriage for females can have direct effects on reducing the level of fertility. In addition, delayed marriage will reduce the occurrence of high-risk births among girls and very young women and hence will result in a decline in the level of infant and maternal mortality. There is strong evidence to suggest that such a reduction in mortality will bring about substantial reduction in fertility (ESCAP, 1985) .
Apart from effective legislation and its enforcement, suitable welfare schemes can also facilitate increasing the age at marriage. For example, through introducing a marriage bonus scheme in Tamil Nadu, India, the female age at marriage has been increased (Sureender, 1993) : "Bonus is given to the delayed marriages in the form of interest-bearing bonds of Rs.50 a month for a period of six years (12 to 18 years) to girls of poor rural families cashable only after the attainment of 18 years of age".
The existing old and ineffective vital registration system should be amended; the issuing of a birth certificate or equivalent evidence needs to be made a legal requirement for marriage and other purposes, such as admission to educational institutions and entry into service. Owing to the lack of actual date of birth, adherence to legislation is impossible because it is very simple for marriage partners or guardians to conceal the couple's real age. For instance, countries such as China have promoted higher age at marriage through legislation. In contrast, there are countries such as India and Pakistan where the rise in age at marriage has not been achieved through legislation, as is also true in the case of Bangladesh. In Malaysia and Sri Lanka, a rapid increase in age at marriage has been achieved through non-legislative measures such as education, especially of girls and women, and socio-economic development (Duza, 1977; De Silva, 1997) . The Government of Bangladesh has already taken steps to develop roads and improve communications, the mass media, electrification (especially in rural areas), education and health. In this regard considerable progress has already been made (BBS, 1988) . The expansion of electricity in rural areas will promote agro-based and small-scale industries, and more educational institutions accepting girls as students will enhance opportunities for increased female employment. It will also enhance mass media coverage and help to modernize people's behaviour and attitudes towards the small family norm. A propagation scheme via the mass media might also be an effective means to change the traditional, religious and cultural values regarding "when to marry". Population growth in Mongolia was extremely low during the first five decades of the current century. However, because of subsequent improvements in living standards and the availability of a modern health care system, the population increased almost three times during the period . Its population density, 1.4 persons per square km, is one of the lowest in the world. Almost one-third of the national population lives in only three major cities, Ulaanbaatar, Darkhan and Erdenet. The remaining population is widely spread throughout rural areas, with concentrations along river valleys.
Until 1989, Mongolia had a centrally planned economy. After that year, it began to make the transformation to a market economy. This transformation resulted in a number of social and economic changes for the Mongolian people. Because of the difficulties they experienced during the transition period, their perceptions about matters such as desired family size, use of contraceptive methods and overall reproductive intentions have undergone a "sea change". These changes in perceptions have also affected the levels of infant and child mortality in the country. In this article, an attempt has been made to present information about the levels and patterns of infant and child mortality in Mongolia based on data from the country's first Demographic Survey conducted during October and November 1994 by the Population Teaching and Research Center (PTRC). Wherever feasible, comparisons have been also made with similar data available from other sources such as the population census and vital registration.
Past trends in fertility and mortality
When the Mongolian People's Republic was founded, the main goal of the Government was to transform the country from a traditional nomadic society into a modern industrial-agrarian one. Therefore, a policy of population expansion was considered necessary in view of the small size of the existing population, the vastness of the territory and the large potential for development of other resources. Consequently, a strong pro-natalist policy was adopted, limiting the availability of contraceptives and giving generous incentives to women who attempted to reach their maximum fecundity. In spite of the pro-natalist policy, fertility began to decline by the middle of the 1970s; the momentum of this trend increased during the 1980s. In 1989, Mongolia began making the transition from a centrally planned economy to a market economy, a process which has also affected considerably the country's fertility scenario. The current population policy, adopted by the Parliament recently, though pro-natalist in orientation, also emphasizes improvement in the quality of life by emphasizing childbearing that starts not at a young age and not continuing beyond 30 years of age, as well as promoting reasonably long birth intervals. In addition, legal barriers to the import, distribution and use of contraceptives have been removed. Another development during the transition was the legalisation in 1989 of first trimester abortions.
Like many other developing countries of the world, Mongolia also experienced a substantial reduction in mortality soon after the beginning of second half of this century. According to one estimate, the country's crude death rate during the 1940s was 30 per thousand. It declined from 12.3 per thousand during the 1960s to 6.38 per thousand in 1994. The age pattern of mortality is characterized by high infant and child mortality. The main causes of infant deaths are respiratory and diarrhoeal diseases. Mortality at older ages is comparatively high, especially for males. Correspondingly, mortality during the prime adult ages is relatively low for males but comparatively high for females, owing mainly to maternal mortality. Despite the availability of pre-natal care and almost universal (97 per cent) delivery of babies in hospitals, the maternal mortality rate has remained relatively high at 140 per 100,000 live births during the period [1985] [1986] [1987] [1988] [1989] ; it decreased to 120 per 100,000 in 1991 and then increased suddenly to 220 per 100,000 in 1992. The increase was higher in rural areas, most probably due to a deterioration in maternity services. However, it has been decreasing continuously since then and stood at 101 per 100,000 in 1995.
Data sources
The data used in this article were collected in a large-scale demographic survey conducted by the PTRC during October and November 1994. The survey covered 1,760 households spread over five provinces and the capital city, Ulaanbaatar. The data collected related to past and present levels and patterns of fertility and mortality, fertility preferences and knowledge, attitudes and practice of family planning methods. The sample design adopted for the survey was a multi-stage, stratified, clustered, random sample of households and individuals in urban and rural areas.
Stratification was done by residence (remote rural, soum (district) centre, aimak (provincial) centre and Ulaanbaatar), age and sex, using a proportional method. This, in combination with the random selection procedure, made the survey a representative sample of the population living in Mongolia.
The survey questionnaire included a number of questions to ascertain the levels and trends of mortality for the Mongolian population. The first question asked was: How many children have you given birth to alive? This was followed by: Out of the children born alive, how many (a) are living with you, (b) are alive, but living elsewhere, and (c) have died? To check the result of these individual questions and to provide more detailed information, data were also collected on complete birth histories of the women, inquiring about the date of occurrence of each birth and the subsequent fate of the child. All female respondents who ever gave a birth were asked to provide information on the sex, the date of birth, survival status and age at death for each live birth.
The birth history data have been used to calculate direct estimates of infant and child mortality. For this purpose, probabilities of dying (nqx) pertaining to different age intervals have been computed. The probability of dying (calculated here) expresses the chance that a person in a particular population group who had been alive at the beginning of a certain period will die during that period. Thus, a cohort rather than period approach has been followed. For birth cohorts, i.e. children born during a certain time period, probabilities of dying have been calculated from the birth to the end of the first month (neonatal mortality), to the end of the first year (infant mortality) and to exact age five (child and under-five mortality). It is important to note that the probability of dying before the first anniversary of birth calculated in this article is not the same as the conventional infant mortality rate, which is computed as the ratio between the number of infant deaths and the number of births. The infant mortality rate is a central rate that does not describe the risk of dying. Nevertheless, both the probability of dying between birth and age 1 and the infant mortality rate are indicators of the relative frequency of the event of dying.
Assessment of data quality of the survey
For an assessment of data quality, three six-year periods, namely 1975-1981, 1982-1987 and 1988-1993 , preceding the survey have been used. Owing to the relatively small sample size, fluctuations in the probabilities from year to year are apparent, whereas larger reference periods are likely to smooth out the differences. Therefore, for the calculation of mortality differentials and the establishment of associations between infant and child mortality and other demographic and socio-economic variables, a 12-year period preceding the survey has been used. Four fiveyear periods have been used to compare the survey data with those from other sources. As previously mentioned, while attempting the comparison over different periods the remarks on annual fluctuations in probabilities have to be kept in mind. Table 1 : Indices of early infant death by sex, for three 6-year birth cohorts, Mongolia, 1994 As is well known, the under-reporting of deaths is generally more common for children who died shortly after birth than those who died later. If early neonatal deaths are selectively under-reported, then an abnormally low ratio of deaths under seven days to all neonatal deaths and an abnormally low ratio of neonatal to infant mortality are likely to be observed. If such under-reporting is related to the child's sex or to the length of time preceding the survey, then the ratios would be affected in proportion to the extent of the under-reporting. For calculating the early neonatal death to infant death ratio, detailed information on the number of days of survival after birth were collected in the survey. However, for a substantial number of children (22.4 per cent) who died during the first month, the exact number of days living was not stated. This, together with the relatively small number of neonatal deaths, has resulted in a considerable bias in the computed ratios. Therefore, an estimation of under-reporting of children who died during the first week could not be attempted. However, the ratio of neonatal mortality to infant mortality could be safely computed. The results are given in table 1. The ratio is comparatively stable for both males and females. The slightly lower ratios for males in the period 13-18 years preceding the survey and for females 7-12 years preceding the survey denote a possible under-reporting of neonatal deaths during those periods. Since female neonatal mortality is expected to be lower owing to greater biological vigour at birth in the absence of any sex preference for boys, it is unusual to find a smaller male neonatal to infant mortality ratio for the latest and earliest periods. 
Birth cohorts (Years preceding the survey)
Sex differentials in infant and neonatal mortality over time are presented in table 2. By analysing trends in these differentials, it is possible to examine misreporting of deaths. Normally, there is an excess of male mortality during infancy, especially during the neonatal period. Excess male mortality can be observed for children born during all three periods. However, male mortality as a percentage of female mortality, both for neonatal as well as for infant mortality, is extremely high during the first two periods preceding the survey. Lower female mortality may be due to sampling and non-sampling errors, as well as real sex differentials in infant and neonatal mortality developed over time. Regarding sampling errors, it could be that a selection bias might be affecting the results because of the relatively small sample size of the survey. However, such a large difference cannot be explained completely by sampling errors only. Non-sampling errors, i.e. under-reporting of female deaths in the latest periods or mis-stated sex, could be other possible factors. Regarding the latter, there is no evidence of misreporting of the sex of the child in the survey. The sex ratio at birth for the periods 1-6 years and 7-12 years preceding the survey are 105 and 103, respectively. Under-reporting of female infant deaths is likely in certain areas. Exploration of the large difference in sex-specific infant mortality should focus on whether and to what extent the disparity is due to under-reporting or a real variation in sex differentials in infant and neonatal mortality.
A problem common to most retrospective surveys is heaping of age at death on certain digits, such as 6, 12 and 18 months. This phenomenon introduces biases in rate calculation if the net result is to shift deaths from one age segment to another. Thus, heaping at 12 months causes concern because a certain fraction of these deaths, though reported to occur after infancy (i.e. at ages 12-23 months), may have actually occurred during infancy (i.e. at ages 0-11 months). Infant mortality (1q0 ) in this case would be biased downwards and child mortality (4q1) upwards. 1  15  16  11  42  2  11  9  9  29  3  7  14  16  37  4  10  3  8  21  5  10  9  4  23  6  8  7  4  19  7  9  5  3  17  8  5  6  5  16  9  4  5  5  14  10  2  4  3  9  11  2  1  4  4  12  5  11  5  21  13  3  2  2  7  14  1  1  2  4  15  0  0  2  2  16  1  1  0  2  17  0  1  1  2  18  2  0  0  2  19  0  0  1  1  20  1  1  3  5  21  0  0  0  0  22  1  0  0  1 Table 3 presents the distribution of deaths reported at ages 1-23 months by reported age at death for three six-year periods preceding the survey. Data show the distinct "heaps" of deaths at 3 and 12 months of age, with corresponding deficits in the adjacent months. Heaping at 12 months is most obvious during the period 7-12 years before the survey, whereas heaping at 3 months is apparent during the two earliest periods and not at all during the latest period. Digit preference at 6 and 18 months is not shown. Digit preference could substantially alter the rates calculated here. For instance, if as many as half of the deaths reported at "12 months" were reassigned to the infant age segment, infant mortality would be increased and child mortality would be decreased by 4 per cent for the period 7-12 years preceding the survey.
Unreported age at death is another potential problem in data of this type; however, respondents failed to provide age at death in 53 (7.8 per cent) of the 678 deaths reported in the birth history forms. As previously mentioned, most of these cases were a failure to report the age at death under one month (38 cases). Neonatal, post neonatal and infant mortality rates were not affected by this omission due to the fact that age at death was generally reported in months (zero) and not in number of days (see pages 52-53). Only in 15 cases of death (2.2 per cent) did the respondents fail to provide the age at death of the child above one month. In these cases, age at death was imputed using a procedure called "hot-deck". Table 4 : Number of children reported alive, either living at home or elsewhere, and number of children reported dead by the respondent, for boys and girls from individual questions and birth history forms, Demographic Survey of Mongolia, 1994 Levels and trends in infant and child mortality
As previously mentioned, data on mortality were collected through individual questions as well as questions relating to life history; table 4 presents the relevant data.
It may be observed that the number of children surviving and those who had died, collected through the birth history form, appear to be slightly lower than the data collected through the individual questions. However, the differences in death rates for all children born calculated by both methods are very small. Table 5 : Probabilities of dying for infants and children for three 6-year birth cohorts preceding the survey, Mongolia, 1994
Note: * Computed as the difference between infant and neonatal mortality. * * Not computed, because by the end of 1993 not all children had reached their fifth birthday.
Infant and child mortality for three six-year birth cohorts preceding the Demographic Survey of Mongolia (DSM) are shown in table 5. The estimated probability of dying from birth to age 1 (1q0) declines from 106 per thousand in the earliest period (1977) to 92 per thousand live births in the most recent period, i.e. 1992. The risk of dying during the first month of life has remained constant at about 36 per thousand live births; however, the percentage of infant deaths occurring in the first four weeks has increased slightly. As mentioned previously, this could be due to the under-reporting of male neonatal deaths in the earliest period. Thus, most of the decline in infant mortality can be ascribed to a declining mortality after the first month of life. This is a trend also observed in other countries where Because of the use of the more reliable cohort method to compute the risks of dying, child (4q1) and under-five mortality (5q0) are calculated only for the two earliest periods. Both child and under-five mortality show a remarkable decline over the two periods. Table 5 also presents the sex differentials in the mortality measured by all types of indicators. During all the reference periods, male mortality was found to be higher as compared with female mortality. For example, infant mortality during the period 1975-1981 for males was 0.126, which is about one and half times higher than that of females (0.088). There is no significant decline in the sex differentials in mortality over the same period. As also explained on pages 60-63 of this article, the higher male mortality may be due to the biological effects of sex on agespecific mortality, under-reporting of female deaths and some gender-related differences in child care practices in Mongolia. Fortunately, owing to various socio-political factors, the status of women in Mongolia is significantly higher than in many other developing countries of Asia and other developing regions of the world. Hence, female children in Mongolia do not suffer from the type of discrimination observed in some Asian countries, which are characterized by high female mortality. (Neupert, 1995) ; 3 Demographic Survey of Mongolia, 1994: cohort estimates; 4 Estimated life tables are the same as those based on vital registration data, except that 1q0 is substituted by the value for 1q0 from the 1994 DSM. Notes: * Not computed because by the end of 1993 not all children reached their fifth birthday; na = not available.
As mentioned previously, owing to the relatively small sample size, annual fluctuations in the probabilities of dying are apparent. Therefore, the choice of the reference period influences the outcome of the calculation. Large reference periods are likely to smooth out the differences. However, for reasons of comparison of mortality with other sources, four smaller five-year periods have been used in this study. Further, while interpreting the differences for each period, the remarks on annual fluctuations in probabilities should be kept in view. In table 6, the infant and child risk of dying, calculated with data from three different sources, is shown. The probabilities of dying, computed from vital registration data issued annually by the State Statistical Office of Mongolia, are direct calculations of mortality. Census data have been used to estimate indirectly infant and child mortality using the Paloni-Heilgman technique. This method is based on the use of United Nations model life tables for less developed countries (Neupert, 1994) .
Substantial differences in infant mortality can be observed for all periods between the estimates from vital registration data and survey data as well as the indirectly estimated mortality risks from the census data. On average for the period 1975-1989, a child's risk of dying before his or her first birthday is about 30 per thousand live births more according to the survey data than for the vital registration estimates. In the estimates of child mortality from the vital statistics data and DSM almost no difference was observed. The pattern for indirect child mortality estimates, however, deviates from the other methods, especially for the periods 1975-1979 and 1985-1993 . This is probably due to a real rise in child mortality during the period 1980-1984; the incidence of infectious diseases among children was reported to have been higher in 1984 compared with other years. Moreover, indirect
Probability of dying
Reference period 1975-1979 1980-1984 1985-1989 1990-1994 Under-registration of infant deaths seems to be apparent in the civil registration/vital statistics system. Although the degree of completeness of the registration of vital events has, in general, been high, especially for adults (Neupert, 1992) , the exception is the registration of early-age deaths. According to current legislation, parents must register the birth of a child within one month of its occurrence. However, as in other countries, parents frequently consider it futile to register both the birth and death of a child who dies immediately or at a very early age. It is likely that many of the infant deaths that occurred before the child reached one month of age may never have been registered. Even if the child died after a month and the birth had been registered, parents might have failed to register the death. This may especially be the case in rural areas where ties with the government administration are weaker and burial permits are generally not necessary (Neupert, 1994) .
As previously mentioned, even the DSM encountered problems related to under-registration, especially for female infant and child deaths. Probabilities of dying for both sexes together would increase in the absence of underregistration of female infant and child deaths. Expectation of life at birth would be substantially lower using the survey's estimates of infant mortality. As may be seen from table 6, there is a difference of 2.9 years for the earliest period and 1.7 years for the periods 1980-1984 and 1985-1989 . The largest difference (7.7 years) in life expectancy for both sexes together pertains to the most recent period, 1990-1993. However, this is due not only to increasing infant mortality levels, but also to the rising mortality levels of adults.
In general, declining trends can be found in infant and child mortality estimates both from registration and DSM. But the decline is moderate, especially taking into account declining fertility levels. It is also known that declining fertility has a positive effect on mortality levels (Taucher, 1989) .
Differentials in infant and child mortality
For preparing any health programme aimed at reducing mortality, information about mortality differentials according to various socio-demographic variables, such as location of residence, education and age of the mother, her age at the time of the child's birth and order of birth, would be helpful in identifying target groups. 3 Computed as the difference between infant and neonatal mortality. Table 7 presents infant and child mortality rates by urban-rural residence, aimak and the level of mother's education. As previously stated, mortality rates are calculated for a 12-year period, so that the rates for each population subgroup are based on an adequate number of events. It should be noted that child and under-five mortality rates, refer to children born during the period 1978-1989, and that infant and neonatal mortality refers to the birth cohort 1982-1993. Two different reference periods were used, because of the cohort approach adopted for calculating the probabilities of dying.
Under-five mortality (5q0) in urban Mongolia (Ulaanbaatar: 99 per thousand) was half of that in the rural areas (198 per thousand). For aimak centres it is 19 per cent higher than in Ulaanbaatar, indicating that health care and perhaps health behaviour are different in those areas than in the capital. In soum centres, infant and under-five mortality are surprisingly low. Whether this finding is an artefact of the survey method or a real phenomenon needs further inquiry.
The urban-rural differential exists at all ages as may be seen from table 7. The rural category includes remote rural areas and soum centres; the urban category consists of aimak centres and Ulaanbaatar. Under-five mortality during the 12 years preceding the survey is 57 per cent higher in rural areas (185 per thousand) than in urban areas (118 per thousand). In disentangling under-five mortality in child mortality and infant mortality, the survey shows a much larger rural-urban difference for child mortality (excess child mortality in rural areas is 134 per cent and excess infant mortality in the same areas is 30 per cent). These substantial differences suggest that both social factors and access to health services are important contributors to the greater risk of dying among rural children.
In the provinces, infant, child and under-five mortality rates show large differences, although it should be noted that the sample size is rather small for one to reach firm conclusions for the situation in aimak. The chance of a child's dying during the first five years of life in Arhangai and Uverhangai is far greater than for children in Dundgovi and Hovd. Post-neonatal and child mortality in Hovd are markedly low, indicating perhaps a better control over the more serious illnesses during these ages, namely respiratory and diarrhoeal diseases. The data for Hentii are suspicious since child mortality is relatively high compared with infant mortality. As previously mentioned, selective underreporting of female neonatal deaths in this province may be responsible for this unexpected trend in the data.
A strong relationship between child survival chances and mother's level of education was also found in the survey. Children of mothers with no or only primary education experienced about two times the level of under-five mortality compared with the children of women educated up to secondary or higher levels (grade 9 or higher). The risk of dying for children under-five of mothers who attained grade 9 or 10 as the highest level of education is lower owing to an unusually low probability of dying for children 1-4 years of age. None the less, each incremental change in education is associated with significant gains in the survival of children. As expected, the children of mothers who attended university have the highest survival chances. Table 8 presents differentials in infant and child mortality by various demographic characteristics of the mother and the child. Infant mortality is 66 per cent higher among males than females. A part of the difference can be explained by the expected biological effects according to the child's sex on age-specific mortality. However, the difference is unusually large. Whereas both neonatal and post-neonatal risks of dying show the same difference, i.e. 63 and 68 per cent, respectively, child mortality (4q1) is only 17 per cent higher among males than females. This lends support to the assumption that under-reporting of female deaths under one year has taken place. Indeed another important reason for the difference might be some gender-related differences in child care practices during the last decade. This is an area that requires research.
With regard to differences in under-five mortality (5q0) by maternal age at birth, a pattern frequently observed in other countries is that mortality is highest for children of young mothers; it falls for births to mothers aged 20-35 years and rises again for births to women 40 years and older. The survey results do not resemble the U-shaped pattern just described. Although infant and child mortality are higher for children of young mothers, the risk of dying does not significantly increase at older ages. Both post-neonatal mortality and child mortality (4q1) decline for children born to young mothers (aged 15-29 years) and to older ones (aged 35-49 years). Behavioural differences in child care are among possible reasons for the decrease in mortality with the age of the mother. Only for neonatal mortality can higher risks be observed for children of older women. The results can be influenced by the relatively small number of children born to older women who were surveyed. Further intensive research may be required to explain the deviation from the normal pattern of age-specific maternal mortality. A positive relationship was found between birth order and post-neonatal, infant and child mortality. The risk of dying increases with higher birth orders. However, no association seems to exist for neonatal mortality.
The pace of childbearing has a powerful effect on the survival chances of Mongolian children. Under-five mortality (5q0) is almost two times higher among children born after an interval of less than two years than among children born after an interval of four years or more. The birth interval effect is notable for mortality in each age group. Birth interval length strongly affects survival chances throughout the first five years of life. This may indicate that the relationship in Mongolia is not simply related to maternal depletion and pregnancy outcome (which would be expected to influence specifically early infant mortality), but may also be associated with constraints on breastfeeding and other nutritional inputs, child care and the use of health services.
Conclusions
Comparison of estimates of infant and child mortality worked out from the survey data and those available from census and vital registration data reveal that survey estimates are higher. The survey also found a strong relationship between the levels of infant and child mortality and various socio-demographic variables. The survey data reveal that short birth intervals, combined with high birth orders and young age at birth for the mother, are the main factors leading to heightened risk of infant and child mortality. Since more than one quarter (25.6 per cent) of recent births in Mongolia occurred less than 24 months after a prior birth, and almost one-sixth (14.6 per cent) of all women would have fallen into that category, if a child were conceived at the time of the survey, this finding underscores the need to reduce, through greater and effective use of contraception, the number of closely spaced births. Furthermore, given that women under 20 years of age account for more than one-fifth of all women giving birth to children with a 20 per cent higher risk of dying, widespread action, in the form of school education and information campaigns, should be undertaken to educate teenagers in the fields of health and hygiene, and about the risks of early pregnancy. Bangladesh has experienced a dramatic decline in fertility, unprecedented for a country with such poor social and economic conditions. The total fertility rate (TFR) declined from about 7.0 children per woman in the 1970s to around 3.5 per woman in the period (ESCAP, 1981 Mitra and others, 1994) . The Bangladesh Family Planning Programme is recognized as a success story in the contemporary third world (Cleland and others, 1994) . However, the country still has a high population growth rate and needs to reach replacement-level fertility as soon as possible. The national contraceptive prevalence rate (CPR) of about 45 per cent (as of 1993) should be raised to over 70 per cent to achieve replacement-level fertility.
One factor that could play a positive role in this regard would be the enhancement of the efficacy of family planning services by broadening the contraceptive options offered to people in rural areas. Since individual contraceptive preferences, beliefs and needs vary within populations, service programmes should accommodate the widest possible range of method preferences among the potential contraceptive users (Phillips and others, 1984) . This does not necessarily mean that every family planning service would have to provide all methods, but the overall programme efforts should be sufficient so that the prospective users have reasonable, if not absolutely equal, access to a variety of methods (Bruce, 1990) .
While the programmatic and socio-economic determinants of contraceptive use at the national and regional levels have been studied in Bangladesh, very little is known about the determinants of contraceptive method choice or method mix. The objectives of this study are, therefore, to examine (a) the programmatic, demographic, sociocultural, attitudinal and regional determinants of contraceptive method choice, and (b) the shifts in contraceptive method mix over the past decade.
The 1993-1994 Bangladesh Demographic and Health Survey (BDHS) revealed that 45 per cent of couples were using contraception (Mitra and others, 1994) . The method-specific rates were 17.4 per cent oral contraceptive pill users, 9.2 per cent permanent method (sterilization) users, 8.4 per cent traditional method users, 4.5 per cent injectable users, 2.2 per cent IUD users, and 3.0 per cent condom users. In other words, about two-fifths of Bangladeshi couples practising contraception use pills, more than one-fourth use permanent methods, and about onefifth use traditional methods. In addition, about 10 per cent are users of injectables, 5 per cent IUDs and 5 per cent condoms. As these methods vary substantially in terms of effectiveness, a key goal of the family planning programme is to provide an effective method mix. An understanding of the determinants of method choice is required for developing a more effective family planning programme strategy.
Methods and procedures
Data sets
The study uses data sets from both national and regional surveys. The national contraceptive prevalence surveys (CPSs) of 1983 and 1991 had samples of 10,305 and 12,347 married women of reproductive age (MWRA), respectively others, 1985 and . In our analysis, we included MWRA from rural areas only: 7,682 and 8,873 women, respectively, from the CPSs of 1983 and 1991.
Total family health care includes family planning in modern Bangladesh. (Photograph courtesy of SOPIRET Also used was the data set of a fertility survey conducted by the Maternal Child Health and Family Planning (MCH-FP) Extension Project (Rural) of the International Centre for Diarrhoeal Disease Research, Bangladesh (ICDDR,B). The fertility survey was conducted in 1990 in the Project sites among 5,839 MWRA. Women who were pregnant during the surveys were excluded from the analysis, since they were not exposed to any contraceptive method choice.
Family planning programme
Within the Bangladesh family planning programme, MCH-FP services are delivered through a community-based distribution (CBD) approach. At the community level, services are delivered by family welfare assistants (FWAs) at the door-step and by family welfare visitors (FWVs) and medical assistants (MAs) at family welfare centres (FWCs) and satellite clinics (SCs).
A female FWA is a grassroots-level worker who visits MWRA every two months to provide counselling on MCH-FP and deliver oral pills and condoms. FWAs and FWVs also motivate clients to obtain tubectomies and vasectomies which are provided at the Thana Health Complex (THC) located at the thana (subdistrict) headquarters. An FWA usually accompanies a potential tubectomy or vasectomy client to the THC. Cash is given to clients as a compensation for wages lost on the day of surgery as well as for transportation. A new garment is given to each client prior to surgery, as an added incentive to undergo the procedure, with the expectation that a clean garment will help to prevent infection.
Variables
The following five categories of factors that may affect contraceptive use and method choice of MWRA were considered in the analysis: programmatic, demographic, socio-cultural, attitudinal and regional.
Among the programmatic factors were included household visitations of FWAs, MWRA's attendance at an SC, and MWRA's attendance at an FWC. One variable was included, which captures the extent of knowledge of an MWRA about contraceptive methods. This is an individual-level variable, but is strongly affected by the activities of the MCH-FP programme on information, education and communication (IEC) as well as by the activities of FWAs and FWVs.
Considered among the demographic and socio-economic variables were maternal age, number of living children, gender composition of living children, maternal education and religion. The following attitudinal variables were used in the MCH-FP Extension Project data set: "whether or not an MWRA or her husband approves of family planning". Table 1 gives a brief description of the independent variables or factors that may affect contraceptive use.
The variables that may capture regional variation are also shown in 
Data analysis
The association between contraceptive use and various factors was modelled, using logistic regression. The contraceptive method choice was modelled, using multinomial logit regression (Maddala, 1983) . Categories of contraceptive methods, the dependent variable, in the multinomial logit regression were: (a) pills, (b) injectables and IUDs, (c) tubectomies and vasectomies (permanent methods) and (d) other methods which include condoms, rhythm, withdrawal, abstinence and indigenous/herbal methods of family planning. These categories apply to the CPS data analysis. For the MCH-FP Extension Project data, the categories were the same except that injectables and IUDs were separate categories. For the multinomial logit regression, the reference category of the dependent variable was the "non-user" of contraception. Table 1 shows the independent dummy variables and their reference categories as well as the means of the independent variables. Table 2 presents logistic regression coefficients derived from the analysis of the national and regional data sets. A logistic regression coefficient can be exponentiated to translate it into an odds ratio, an approximation of relative risk. For example, according to the 1991 CPS, the use of contraceptives by a woman was 1.76 [exp(0.567)] times higher if she had been visited by an FWA than that of a woman who had not been visited by an FWA in the previous six months (table 2) . Similarly, in 1991, a Muslim woman's contraceptive use was 0.51 [exp(-0.682)] times higher than that of a non-Muslim woman.
All programmatic factors are positively associated with contraceptive use. The CPS results showed that contraceptive use was higher among MWRA who were visited by an FWA than among those who were not visited by such a worker, indicating that an increase in the coverage of FWA home visitation may increase contraceptive use. This association, however, should be interpreted with caution because it is also possible that the contraceptive users selectively received more visits from FWAs than non-users. The strength of association between FWA visits and contraceptive use more than doubled from 1983 to 1991. This indicates that the community-based distribution programme has become more effective in the last decade. Women who visited FWCs or SCs were more likely to use contraception. Contraceptive use increases with the number of contraceptive methods of which a woman is aware.
In Abhoynagar and Sirajgonj, more women prefer to use injectables, a method especially popular among younger women. (Photograph courtesy of the Feature Bureau, Press Information Department, Dhaka) Contraceptive use increased with maternal age but declined after a woman reached 37.5 years in the national sample of 1991 and after having reached 27.5 years in the Abhoynagar and Sirajagonj samples (tables 2 and 3). The contraceptive users in Abhoynagar and Sirajgonj were, on average, 10 years younger than the users in the national sample. Contraceptive use was quite high among the younger women who used contraceptive methods for birthspacing purposes in Abhoynagar and Sirajgonj. In Abhoynagar and Sirajgonj, there was a high use of injectables --a method more common among young women than older ones. There was a low prevalence of permanent methods; these were more common among older women. The contraceptive method mix made the age profiles of the two samples different. Contraceptive use increased with the number of living children but declined after five children had been born, both in the national and regional samples. It also increased with the number of living sons, but declined after three to four sons had been born, indicating that parents have a preference for a certain gender composition of children of both sexes. The educated or non-Muslim women had a higher use of contraception than the uneducated or Muslim women. As expected, approval of family planning by both wife and husband had a significant and positive influence on contraceptive use.
There was a strong regional variation in contraceptive use. In 1991, contraceptive use in Dhaka, Khulna and Rajshahi divisions was, respectively, 1.88, 2.25 and 2.88 times higher than that of Chittagong. Abhoynagar had 1.24 times higher contraceptive use than Sirajgonj.
Differentials of contraceptive use increased between 1983 and 1991 for FWA's visit, demographic variables and across divisions. An increased regional variation over time reflects a more rapid increase in contraceptive use outside Chittagong Division.
Multinomial logit results
Multinomial coefficients are presented in tables 3 and 4. The strong and negative association between the adoption of tubectomies and vasectomies and FWA's home visitation indicates that FWAs are less likely to visit a couple who has adopted a permanent method. The stronger association between the use of IUDs and the permanent methods and attendance at an FWC probably indicates that their adoption was either at an FWC or the users were screened through the paramedics at the FWC (table 4) . The significant positive association between the use of injectables and IUDs and SCs probably indicates that the clients were either screened or provided with these methods at the SCs. The use of pills and permanent methods was not associated with attendance at an SC (table 4) .
The use of other methods was not associated with attendance at an FWC or SC. Knowledge of a number of different modern contraceptive methods was positively associated with the use of all contraceptive methods (table 3) . The degree of association declined over time, except for the permanent methods, indicating widespread knowledge of modern contraceptive methods.
Demographic factors
We observed in the logistic regression analysis that there is an age pattern of contraceptive use, i.e. contraceptive use increased with age and number of living children and then declined. Multinomial logit coefficients indicate that the age pattern differed by methods. Injectables and IUDs were preferred by relatively young or low-parity women, indicating that these women tended to adopt a more effective and long-acting method for birth-spacing purposes. In contrast and as expected, the permanent methods were preferred by the relatively older or high-parity women. Other methods (condoms and traditional methods) were preferred by relatively older women. In the national sample the age effects on various methods were stronger in 1991 than in 1983 (table 3) .
Socio-economic and cultural factors
The use of pills and other methods (condoms and traditional methods) increased with education among the national samples in 1983 and 1991 and the regional sample in 1990 (tables 3 and 4), while the use of the permanent methods decreased with education among all samples. In Abhoynagar and Sirajgonj, the use of injectables decreased with education, while the use of IUDs increased with education (table 4) . According to the surveys conducted in 1990 and 1991, pills and other temporary methods (IUDs, condoms and traditional methods) were preferred by the educated, while injectables and permanent methods were more common among the uneducated. The higher adoption of the permanent methods (tubectomy and vasectomy) by the relatively poor or uneducated is partially explained by the provision of incentives offered by the family planning programme (Cleland and Mauldin, 1991) .
The higher use of pills, condoms and traditional methods by the educated than by the uneducated is probably related to differential side-effects (actual or feared) of methods. Condoms and traditional methods have no side-effects. The users of injectables, however, have frequent complaints, including spotting, bleeding and amenorrhoea, while the users of pills have complaints, including headache, nausea and weakness. It is possible that educated women have a higher tolerance of the side-effects and discomforts associated with pills, condoms and traditional methods than those of injectables.
There may also be provider-biases in the areas of counselling. FWAs and FWVs probably assume that pills and condoms can be more efficiently used by the educated than by the uneducated. They probably counsel the uneducated women to use injectables as a relatively long-acting method that does not require "user-skills". In contrast, the educated probably make their own decision on which method to use. Also, it is possible that educated couples procure pills and condoms from sources other than FWAs; thus, FWAs may not have much influence on the method choice of these clients.
Muslims had lower use of any methods in 1983, although the method-specific religious differentials were smaller in 1991. Hindus had a higher use of contraception than Muslims, but the use of pills and injectables was higher for Muslims than Hindus in the recent survey. The findings indicate that birth spacing might be more common among Muslims, whereas family limitation might be more common among Hindus.
Approval of family planning by women had a strong influence on contraceptive use for almost all methods in the regional sample. The results showed that both the wife and husband's approval of the use of contraceptives was important for the adoption of any method (table 4) . However, the wife's approval was more important for nonpermanent than permanent methods, usually tubectomy. Table 4 shows that the higher contraceptive use in Abhoynagar than in Sirajgonj in 1990 was explained largely by the difference in the use of the permanent methods. Table 3 shows that, in 1983, the regional variation of the use of pills, injectables and IUDs was not important. The use of the permanent and other methods was substantially higher in Dhaka, Khulna and Rajshahi than in Chittagong in both 1981 and 1993.
Regional variation
Conclusion
A multivariate analysis of correlates of contraceptive method choice in 1983, 1990 and 1991 was undertaken among national and regional samples of women. Multinomial logit models, an appropriate statistical technique, were used for contraceptive method-choice analysis.
Programmatic, demographic and socio-cultural differentials of contraceptive method-choice were documented. The use of pills, condoms, traditional methods, injectables and IUDs was higher among the women who were visited by FWAs than among those who were not visited by FWAs in the previous six months. FWA home visitation was low among the users of permanent methods (tubectomy and vasectomy). The use of all methods, except traditional methods, was higher among the women who visited FWCs than among those who did not visit FWCs. The use of injectables and IUDs was higher among the women who visited SCs than among those who did not visit SCs.
Injectables and IUDs were preferred by the young or low-parity women, while the permanent methods were preferred by the older or high-parity women. Relatively older women preferred the use of condoms and traditional methods. Pills, condoms and traditional methods were more common among the educated women, while injectables and permanent methods were more common among the uneducated women. According to recent surveys, the acceptance of permanent methods, condoms and traditional methods was lower among Muslims than Hindus. The wife's and husband's approval of family planning use positively influenced the adoption of all methods; however, the wife's approval was more important for the temporary methods than for the permanent methods (usually tubectomy).
An understanding of how various factors considered in the study influence the method choice of rural Bangladeshi couples is not known from our study. Further qualitative studies should therefore be undertaken in order to provide a clear understanding of the differentials of method choice. However, the following comments may be helpful for improving the national programme.
The Bangladesh family planning programme has been remarkably successful in recent years, even without emphasizing the delivery of the two permanent methods, tubectomy and vasectomy. Recent success is believed to be due to the strengthening of the community-based distribution programme where FWAs distribute pills and condoms at the door-step (see Kamal and Sloggett, 1996) . This belief is corroborated by our findings that the use of all methods, except the permanent methods, was higher among the women who were visited by FWAs. Increased contacts with FWAs at the community level can further raise contraceptive use, particularly pills and condoms, especially in the low-performing areas of Chittagong Division where the FWA contact rate is low.
The current community-based distribution programme is expensive, requires huge management resources and, thus, is donor-dependent. Moreover, FWAs distribute only pills and condoms which have limited use-effectiveness (Bairagi and Rahman, 1996) . Currently, pills represent two-fifths of the methods used, and condoms and traditional methods account for one-fifth (Mitra and others, 1994) . The method mix and limited use-effectiveness of the most commonly used methods are likely to limit the programme's impact on fertility reduction. Family planning education through the mass media, family planning workers, and other media dissemination about the proper use of pills, condoms and traditional methods can increase the use-effectiveness of these methods. Counselling about the limited effectiveness of traditional methods may lead to a shift from these methods to more effective modern methods.
Clinical methods (injectables, IUDs, tubectomies and vasectomies) are more commonly used by the uneducated or poor women than their educated or richer counterparts. These methods are more effective and are provided from the fixed-site service centres and thus are more cost-effective. The family planning programme could become more costeffective and have a greater impact on fertility if the delivery of clinical methods received a higher priority in the national programme.
Injectables can be delivered both at the door-step and at fixed-site service centres. Delivery of injectables from service centres would ensure better quality of care, be less expensive and reduce the problems related to the disposal of syringes, which has implications also for the spread of blood-borne diseases such as AIDS and hepatitis.
Shifting the focus of the family planning programme from non-clinical methods to include clinical methods, with an assurance of quality of care and delivery from fixed sites, could make the programme more effective and sustainable. However, it has been found that the use of FWCs is low to moderate and that of SCs is very low (Mozumder and others, 1995; ICDDR,B, 1994) , perhaps because of cultural considerations such as purdah (seclusion of women). If delivery of contraceptives from the fixed-site centres could be successfully promoted, this would bring women out of their homes, which would indirectly foster women's mobility. In turn, women's outward mobility would expose them to a wider variety of resources, and information, contraceptive options and greater accessibility to child and maternal care, and other influences.
Management improvement, enhanced quality of care at FWCs and SCs, increased awareness of the availability of services at these centres and workers' motivation for higher use of these centres by villagers may increase the use of clinical methods of contraceptives. This, in turn, would lead to a more effective contraceptive method mix in Bangladesh.
