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COULOMB BRANCHES OF 3-DIMENSIONAL GAUGE
THEORIES AND RELATED STRUCTURES
ALEXANDER BRAVERMAN AND MICHAEL FINKELBERG
Abstract. These are (somewhat informal) lecture notes for the CIME sum-
mer school ”Geometric Representation Theory and Gauge Theory” in June
2018. In these notes we review the constructions and results of [BFN1, BFN2,
BFN3] where a mathematical definition of Coulomb branches of 3d N=4 quan-
tum gauge theories (of cotangent type) is given, and also present a framework
for studying some further mathematical structures (e.g. categories of line op-
erators in the corresponding topologically twisted theories) related to these
theories.
1. Introduction and first motivation: Symplectic duality and a
little bit of physics
1.1. Symplectic singularities. Let X be an algebraic variety over C. We say
that X is singular symplectic (or X has symplectic singularities) if
(1) X is a normal Poisson variety;
(2) There exists a smooth dense open subset U of X on which the Poisson struc-
ture comes from a symplectic structure. We shall denote by ω the corresponding
symplectic form.
(3) There exists a resolution of singularities pi : X˜ → X such that pi∗ω has no
poles on X˜.
This definition is due to A. Beauville, who showed that if condition (3) above
holds for some X˜ then it holds for any resolution of X
1.2. Conical symplectic singularities. We say that X is a conical symplectic
singularity if in addition to (1)-(3) above the following conditions are satisfied:
(4) X is affine;
(5) There exists a C×-action on X which contracts it to a point x0 ∈ X and
such that the form ω has positive weight.
We shall consider examples a little later.
1.3. Symplectic resolutions. By a symplectic resolutions we mean a morphism
pi : X˜ → X such that
(a) X satisfies (1)-(5) above;
(b) X˜ is smooth and pi is proper and birational and the action of C× on X
extends to an action on X˜.
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2 A. BRAVERMAN AND M. FINKELBERG
(c) pi∗ω extends to a symplectic form on X˜.
Example. Let g be a semi-simple Lie algebra over C and let Ng ⊂ g∗ be its
nilpotent cone. Let B denote the flag variety of g. Then the Springer map
pi : T ∗B → Ng is proper and birational, so if we let X = Ng, X˜ = T ∗B we get a
symplectic resolution.
1.4. The spaces tX and sX. To any conical symplectic singularity X one can as-
sociate two canonical vector spaces which we shall denote by tX and sX . The space
sX is just the Cartan subalgebra of the group of Hamiltonian automorphisms of
X commuting with the contracting C×-action (which is an finite-dimensional al-
gebraic group over C). The space tX is trickier to define. First, assume that X
has a symplectic resolution X˜. Then tX = H
2(X˜,C) (it follows from the results
of Namikawa that tX is independent of the choice of X˜). Moreover, tX also has
another interpretation: there is a deformation X of X as a singular symplectic
variety over the base tX . The map X→ tX is smooth away from a finite union of
hyperplanes in tX .
If X doesn’t have have a symplectic resolution, Namikawa still defines the
space tX and the above deformation; the only difference is that in this case X is
no longer smooth over the generic point of tX (informally, one can say that X
is the deformation which makes X “as smooth as possible” while staying in the
class of symplectic varieties).
1.5. Some examples. Let X be Ng as in the example above. Then sX is the
Cartan subalgebra of g and tX is its dual space. One may think that tX and
sX always have the same dimension. However, it is not true already in the case
X = C2n. In this case sX has dimension n and tX = 0.
Let now X be a Kleinian surface singularity of type A,D or E. In other words
X is isomorphic to C2/Γ where Γ is a finite subgroup of SL(2,C). Thus X has a
unique singular point and it is known that X has a symplectic resolution X˜ with
exceptional divisor formed by a tree of P1’s whose intersection matrix is the above
Cartan matrix of type A,D or E. Thus the dimension of tX is the rank of this
Cartan matrix. On the other hand, it is easy to show that sX is 1-dimensional if
Γ is of type A and is equal to 0 otherwise.
1.6. The idea of symplectic duality. The idea of symplectic duality is this:1
often conical symplectic singularities come in “dual” pairs (X,X∗) (the assign-
ment X → X∗ is by no means a functor; we just have a lot of interesting examples
of dual pairs). What does it mean that X and X∗ are dual? There is no formal
definition; however, there are a lot of interesting properties that a dual pair must
satisfy. The most straightforward one is this: we should have
tX = sX∗ sX = tX∗ .
1The main ideas are due to T. Braden, A. Licata, N. Proudfoot and B. Webster.
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Other properties of dual pairs are more difficult to describe. For example, if both
X and X∗ have symplectic resolutions X˜ and X˜∗ then one should have
dimH∗(X˜,C) = dimH∗(X˜∗,C).
(However, these spaces are not supposed to be canonically isomorphic). We refer
the reader to [BPW], [BLPW] for more details.
One of the purposes of these notes will be to provide a construction of a large
class of symlectically dual pairs. Before we discuss what this class is, let us talk
about some examples.
1.7. Examples of symplectically dual spaces.
1.7.1. Nilpotent cones. Let X = Ng and let X
∗ = Ng∨ where g∨ is the Langlands
dual Lie algebra. This is supposed to be a symplectically dual pair.
1.7.2. Slodowy slices in type A. For partitions λ ≥ µ of n, let Sλµ be the intersec-
tion of the nilpotent orbit closure Oλ ⊂ gl(n) with the Slodowy slice to the orbit
Oµ. Then Sλµ is dual to S
µt
λt .
1.7.3. Toric hyperka¨hler manifolds. Consider an exact sequence
0→ Zd−n α−→ Zd β−→ Zn → 0
of the free based Z-modules. It gives rise to a toric hyperka¨hler manifold
X [BiDa]. Then X∗ is the toric hyperka¨hler manifold associated to the dual
exact sequence (Gale duality).
1.7.4. Uhlenbeck spaces. Syma(A2/Γ)∨ ' UaG(A2)/G2a for a finite subgroup Γ ⊂
SL(2) corresponding by McKay to an almost simple simply connected simply
laced Lie group G. Here G2a acts on A2 by translations, and hence it acts on
UaG(A2) by the transport of structure.
1.8. 3d N=4 quantum field theories and symplectic duality. One source
of dual pairs (X,X∗) comes from quantum field theory. We discuss this in more
detail in Section 4; here we are just going to mention briefly the relevant notions.
Physicists have a notion of 3-dimensional N=4 super-symmetric quantum field
theory. Any such theory T is supposed to have a well-defined moduli space of
vacua M(T). This space is somewhat too complicated for our present discussion.
Instead we are going to discuss some “easy” parts of this space. Namely, the above
moduli space of vacua should have two special pieces called the Higgs and the
Coulomb branch of the moduli space of vacua; we shall denote these by MH(T)
and MC(T). They are supposed to be Poisson (generically symplectic) complex
algebraic varieties (in fact, the don’t even have to be algebraic but for simplicity
we shall only consider examples when they are). They should also be hyper-ka¨hler
in some sense, but (to the best of our knowledge) this notion is not well-defined
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for singular varieties, we are going to ignore the hyper-ka¨hler structure in these
notes. But at least they are expected to be singular symplectic.
There is no mathematical classification of 3d N=4 theories. However, here is
a class of examples. Let G be a complex reductive algebraic group and let M be
a symplectic representation of G; moreover we shall assume that the action of G
is Hamiltonian, i.e. that we have a well-defined moment map µ : M → g∗ (this
map can be fixed uniquely by requiring that µ(0) = 0). Then to the pair (G,M)
one is supposed to associate a theory T(G,M). This theory is called gauge theory
with gauge group G and matter M. Its Higgs branch is expected to be equal to
M//G – the Hamiltonian reduction of M with respect to G. In particular, all
Nakajima quiver varieties arise in this way (the corresponding theories are called
quiver gauge theories).
What about the Coulomb branch of gauge theories? These are more tricky to
define. Physicists have some expectations about those but no rigorous definition
in general. For example, MC(G,M) is supposed to be birationally isomorphic to
(T ∗T∨)/W . Here T∨ is the torus to dual the Cartan torus of G and W is the
Weyl group. The above birational isomorphism should also preserve the Poisson
structure.2 In addition MC(G,M) has a canonical C×-action with respect to
which the symplectic for has weight 2. Unfortunately, it is not always conical but
very often it is. Roughly speaking, to guarantee that MC(G,M) is conical one
needs that the representation M be “big enough” (for reasons not to be discussed
here physicists call the corresponding gauge theories “good or ugly”). In the
conical case physicists (cf. [CHZ]) produce a formula for the graded character
of the algebra of functions on MC(G,M). This formula is called “the monopole
formula” (in a special case relevant for the purposes of these notes it is recalled
in Subsection 5.3).
The idea is that at least in the conical case the pair (MH(T),MC(T)) should
produce an example of a dual symplectic pair. One of the purposes of these
notes (but not the only purpose) is to review the contents of the papers [BFN1,
BFN2, BFN3] (joint with H. Nakajima) where a mathematical definition of the
Coulomb branches MC(G,M) ia given under an additional assumption (namely,
we assume that M = T ∗N = N ⊕ N∗ for some representation N of G – such
theories are called gauge theories of cotangent type) and some further properties
of Coulomb brancnes are studied.3 In this case we shall writeMC(G,N) instead of
MC(G,M). In loc. cit. it is defined as Spec(C[MC(G,N)]) where C[MC(G,N)] is
2(T ∗T∨)/W is actually the Coulomb branch of the corresponding classical field theory and
the fact that the above birational isomorphism is not in general biregular means that “in the
quantum theory the Coulomb branch acquires quantum corrections”.
3The reader is also advised to consult the papers [Na2, Na3, Na4] by H. Nakajima. In
particular, the papers [BFN1, BFN2, BFN3] are based on the ideas developed earlier in [Na2].
Also [Na3] contains a lot of interesting open problems in the subject most of which will not be
addressed in these notes.
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some geometrically defined algebra over C. The varieties MC(G,N) are normal,
affine, Poisson and generically symplectic. We expect that the they are actually
singular symplectic, but we can’t prove this in general. The main ingredient in
the definition is the geometry of the affine Grassmannian GrG of G.
1.9. Remark about categorical symplectic duality. The following will never
be used in the sequel, but we think it is important to mention it for the inter-
ested reader. Perhaps the most interesting aspect of symplectic duality is the
categorical symplectic duality discussed in [BLPW]. Namely, in loc. cit. the au-
thors explain that if both X and X∗ have a symplectic resolution, then one can
think about symplectic duality between them as Koszul duality between some
version of category O over the quantization of the algebras C[X] and C[X∗]. In
fact, it is explained in [W] that a slightly weaker version of this statement can
be formulated even when X and X∗ do not have a symplectic resolution. This
weaker statement is in fact proved in [W] for MH(G,N) and MC(G,N) (where
the author uses the definition of MC(G,N) from [BFN1]).
1.10. The plan. These notes are organized as follows. First, as was mentioned
above the main geometric player in our construction of MC(G,N) is the affine
Grassmannian GrG of G. In Sections 2 and 3 we review some facts and construc-
tions related to GrG. Namely, in Section 2 we review the so called geometric
Satake equivalence; in Section 3 we discuss an upgrade this construction: the
derived geometric Satake equivalence. In Section 4 we discuss some general ex-
pectations about 3d N=4 theories and in Section 5 we give a definition of the
varieties MC(G,N). Section 6 is devoted to the example of quiver gauge theories;
in particular, for finite quivers of ADE type we identify the Coulomb branches
with certain (generalized) slices in the affine Grassmannian of the corresponding
group of ADE-type. Finally, in Section 7 we discuss some conjectural categor-
ical structures related to the topologically twisted version of gauge theories of
cotangent type (we have learned the main ideas of this Section from T. Dimofte,
D. Gaiotto, J. Hilburn and P. Yoo).
1.11. Acknowledgements. We are greatly indebted to our coauthor H. Naka-
jima who taught us everything we know about Coulomb branches of 3d N=4 gauge
theories and to the organizers of the CIME summer school “Geometric Repre-
sentation Theory and Gauge Theory” in June 2018, for which these notes were
written. In addition we would like to thank T. Dimofte, D. Gaiotto, J. Hilburn
and P. Yoo for their patient explanations of various things (in particular, as was
mentioned above the main idea of Section 7 is due to them). Also, we are very
grateful to R. Bezrukavnikov, K. Costello, D. Gaitsgory and S. Raskin for their
help with many questions which arose during the preparation of these notes. M.F.
was partially supported by the Russian Academic Excellence Project ‘5-100’.
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2. Geometric Satake
2.1. Overview. Let O denote the formal power series ring C[[z]], and let K
denote its fraction field C((z)). Let G be a reductive complex algebraic group
with a Borel and a Cartan subgroup G ⊃ B ⊃ T , and with the Weyl group W
of (G, T ). Let Λ be the coweight lattice, and let Λ+ ⊂ Λ be the submonoid of
dominant coweights. Let also Λ+ ⊂ Λ be the submonoid spanned by the simple
coroots αi, i ∈ I. We denote by G∨ ⊃ T∨ the Langlands dual group, so that Λ
is the weight lattice of G∨.
The affine Grassmannian GrG = GK/GO is an ind-projective scheme, the union⊔
λ∈Λ+ Gr
λ
G of GO-orbits. The closure of Gr
λ
G is a projective variety Gr
λ
G =⊔
µ≤λ Gr
µ
G. The fixed point set Gr
T
G is naturally identified with the coweight
lattice Λ; and µ ∈ Λ lies in GrλG iff µ ∈ Wλ.
One of the cornerstones of the Geometric Langlands Program initiated
by V. Drinfeld is an equivalence S of the tensor category Rep(G∨) and the
category PervGO(GrG) of GO-equivariant perverse constructible sheaves on
GrG equipped with a natural monoidal convolution structure ? and a fiber
functor H•(GrG,−) [Lus, Gi1, BD, MV]. It is a categorification of the classical
Satake isomorphism between K(Rep(G∨)) = C[T∨]W and the spherical affine
Hecke algebra of G. The geometric Satake equivalence S sends an irreducible
G∨-module V λ with highest weight λ to the Goresky-MacPherson sheaf IC(GrλG).
In order to construct a commutativity constraint for (PervGO(GrG), ?), Beilin-
son and Drinfeld introduced a relative version GrG,BD of the Grassmannian over
the Ran space of a smooth curve X, and a fusion monoidal structure Ψ on
PervGO(GrG) (isomorphic to ?). One of the main discoveries of [MV] was a Λ-
grading of the fiber functor H•(GrG,F) =
⊕
λ∈Λ Φλ(F) by the hyperbolic stalks at
T -fixed points. For a G∨-module V , its weight space Vλ is canonically isomorphic
to the hyperbolic stalk Φλ(SV ).
Various geometric structures of a perverse sheaf SV reflect some fine represen-
tation theoretic structures of V , such as Brylinski-Kostant filtration and the ac-
tion of dynamical Weyl group, see [GiRi]. One of the important technical tools of
studying PervGO(GrG) is the embedding GrG ↪→ GrG into Kashiwara infinite type
scheme GrG = GC((z−1))/GC[z] [Ka, KT]. The quotient GC[[z−1]]\GrG is the mod-
uli stack BunG(P1) of G-bundles on the projective line P1. The GC[[z−1]]-orbits on
GrG are of finite codimension; they are also numbered by the dominant coweights
of G, and the image of an orbit GrλG in BunG(P1) consists of G-bundles of isomor-
phism type λ [Gr]. The stratifications GrG =
⊔
λ∈Λ+ Gr
λ
G and GrG =
⊔
λ∈Λ+ Gr
λ
G
are transversal, and their intersections and various generalizations thereof will
play an important role later on.
More precisely, we denote by K1 the first congruence subgroup of GC[[z−1]]: the
kernel of the evaluation projection ev∞ : GC[[z−1]]  G. The transversal slice Wλµ
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(resp. Wλµ) is defined as the intersection of Gr
λ
G (resp. Gr
λ
G) and K1 · µ in GrG.
It is known that Wλµ is nonempty iff µ ≤ λ, and dimWλµ is an affine irreducible
variety of dimension 〈2ρ∨, λ−µ〉. Following an idea of I. Mirkovic´, [KWY] proved
that Wλµ =
⊔
µ≤ν≤λW
ν
µ is the decomposition of W
λ
µ into symplectic leaves of a
natural Poisson structure.
2.2. Hyperbolic stalks. Let N denote the unipotent radical of the Borel B,
and let N− stand for the unipotent radical of the opposite Borel B−. For a
coweight ν ∈ Λ = GrTG, we denote by Sν ⊂ GrG (resp. Tν ⊂ GrG) the orbit
of N(K) (resp. of N−(K). The intersections Sν ∩ GrλG (resp. Tν ∩ GrλG) are the
attractors (resp. repellents) of C× acting via its homomorphism 2ρ to the Cartan
torus T y GrλG : Sν ∩GrλG = {x ∈ GrλG : lim
c→0
2ρ(c) · x = ν} and Tν ∩GrλG = {x ∈
GrλG : lim
c→∞
2ρ(c) ·x = ν}. Going to the limit GrG = lim
λ∈Λ+
GrλG, Sν (resp. Tν) is the
attractor (resp. repellent) of ν in GrG. We denote by rν,+ (resp. rν,−) the locally
closed embedding Sν ↪→ GrG (resp. Tν ↪→ GrG). We also denote by ιν,+ (resp.
ιν,−) the closed embedding of the point ν into Sν (resp. into Tν). The following
theorem is proved in [Br, DG].
Theorem 2.3. There is a canonical isomorphism of functors ι∗ν,+r
!
ν,+ '
ι!ν,−r
∗
ν,− : D
b
GO
(GrG)→ Db(Vect).
Definition 2.4. For a sheaf F ∈ DbGO(GrG) we define its hyperbolic stalk at ν as
Φν(F) := ι
∗
ν,+r
!
ν,+F ' ι!ν,−r∗ν,−F.
The following dimension estimate due to [MV] is crucial for the geometric
Satake.
Lemma 2.5. (a) Sν ∩ GrλG 6= ∅ iff Tν ∩ GrλG 6= ∅ iff ν has nonzero multiplicity
in the irreducible G∨-module V λ with highest weight λ. This is also equivalent to
ν ∈ GrλG.
(b) The nonempty intersection Sν ∩GrλG is equidimensional of dimension 〈ν +
λ, ρ∨〉.
(c) The nonempty intersection Tν ∩GrλG is equidimensional of dimension 〈ν +
w0λ, ρ
∨〉. Here w0 is the longest element of the Weyl group W .
Corollary 2.6. (a) For F ∈ PervGO(GrG), the hyperbolic stalk Φν(F) is concen-
trated in degree 〈ν, 2ρ∨〉.
(b) There is a canonical direct sum decomposition H•(GrG,F) =
⊕
ν∈Λ Φν(F).
(c) The functor H•(GrG,−) : PervGO(GrG) → Vectgr, as well as its upgrade⊕
ν∈Λ Φν : PervGO(GrG)→ Rep(T∨), is exact and conservative.
2.7. Convolution. We have the following basic diagram:
(1) GrG ×GrG p←− GK ×GrG q−→ GrG×˜GrG m−→ GrG.
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Here GrG×˜GrG = GK
GO× GrG = (GK × GrG)/((g, x) ∼ (gh−1, hx), h ∈ GO).
Furthermore, p is the projection on the first factor and identity on the second
factor, and the composition m◦q is the action morphism GK×GrG → GrG (which
clearly factors through GK
GO× GrG).
Definition 2.8. Given F1,F2 ∈ DbGO(GrG), their convolution F1?F2 ∈ DbGO(GrG)
is defined as F1 ? F2 := m∗(F1˜F2), where F1˜F2 is the descent of p∗(F1  F2),
that is q∗(F1˜F) = p∗(F1  F2).
The next lemma is due to [Lus, MV]. It follows from the stratified semismallness
of m : Grλ,µG := p
−1(GrλG)
GO× GrµG → Grλ+µG . Here Grλ,µG is stratified by the union
of Grν,θG := p
−1(GrνG)
GO× GrθG over ν ≤ λ, θ ≤ µ. The stratified semismallness in
turn follows from the dimension estimate of Lemma 2.5.
Lemma 2.9. Given F1,F2 ∈ PervGO(GrG), their convolution F1 ? F2 lies in
PervGO(GrG) as well.
In order to define a commutativity constraint for ?, we will need an equiva-
lent construction of the monoidal structure on PervGO(GrG) via fusion due to
V. Drinfeld.
2.10. Fusion. Let X be a smooth curve, e.g. X = A1. We have the following
basic diagram:
(GrG×˜GrG)X i−−−→ GrG,X×˜GrG,X j←−−− (GrG,X ×GrG,X)|U
mX
y mX2y oy
GrG,X
i−−−→ GrG,X2 j←−−− (GrG,X ×GrG,X)|U
pi
y piy piy
X
∆−−−→ X2 j←−−− U.
Here U ↪→ X2 is the open embedding of the complement to the diagonal
∆X ↪→ X2. Furthermore, for n ∈ N, GrG,Xn is the moduli space of the following
data: {(x1, . . . , xn) ∈ Xn, PG, τ}, where PG is a G-bundle on X, and τ is
a trivialization of PG on X \ {x1, . . . , xn}. The projection pi : GrG,Xn → Xn
forgets the data of PG and τ . Note that GrG,X2 |U ' (GrG,X × GrG,X)|U , while
GrG,X2 |∆X ' GrG,X . Furthermore, GrG,X×˜GrG,X is the moduli space of the
following data: {(x1, x2) ∈ X2, P1G,P2G, τ, σ}, where P1G,P2G are G-bundles on
X; σ : P1G|X\x2 ∼−→P2G|X\x2 , and τ is a trivialization of P1G on X \ x1. Note that
(GrG,X×˜GrG,X)|U ' (GrG,X ×GrG,X)|U , while (GrG,X×˜GrG,X)|∆X is fibered over
X with fibers isomophic to GrG×˜GrG. Finally, mX2 : GrG,X×˜GrG,X → GrG,X2
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takes (x1, x2,P
1
G,P
2
G, τ, σ) to (x1, x2,P
2
G, τ
′) where τ ′ = σ ◦ τ |X\{x1,x2}. All the
squares in the above diagram are cartesian. The stratified semismallness property
of the convolution morphism m used in the proof of Lemma 2.9 implies the
stratified smallness property of the relative convolution morphism mX2 .
Now given F1,F2 ∈ DbGO(GrG), we can define the constructible complexes
F1,X ,F2,X on GrG,X smooth over X, and by descent similarly to Section 2.7,
a constructible complex F1,X˜F2,X on GrG,X×˜GrG,X smooth over X2. Note that
(F1,X˜F2,X)|U = (F1,X  F2,X)|U . For simplicity, let us take X = A1. Then by
the proper base change for nearby cycles Ψx1−x2mX2∗(F1,X˜F2,X) on GrG,X2 we
deduce (F1 ?F2)X = Ψx1−x2(F1,X F2,X)|U . The RHS being manifestly symmet-
ric, we deduce the desired commutativity constraint for the convolution product
?.
Also, the above smoothness of F1,X˜F2,X over X2 implies that
pi∗mX2∗(F1,X˜F2,X) is a constant sheaf on X2. Since its diagonal stalks
are H•(GrG,F1 ?F2), and the off-diagonal stalks are H•(GrG,F1)⊗H•(GrG,F2),
we obtain that the cohomology functor PervGO(GrG)→ Vect is a tensor functor:
H•(GrG,F1 ? F2) ∼−→H•(GrG,F1)⊗H•(GrG,F2).
Corollary 2.11. The abelian category PervGO(GrG) is equipped with a symmetric
monoidal structure ? and a fiber functor H•(GrG,−).
By Tannakian formalism, the tensor category PervGO(GrG) must be equivalent
to Rep(G′) for a proalgebraic group G′. It remains to identify G′ with the Lang-
lands dual group G∨. From the semisimplicity of PervGO(GrG), the group G
′ must
be reductive. The upgraded fiber functor
⊕
ν∈Λ Φν : PervGO(GrG)→ Rep(T∨) is
tensor since the nearby cycles commute with hyperbolic stalks by [Na1, Proposi-
tion 5.4.1.(2)]. Hence we obtain a homomorphism T∨ ↪→ G′. Now it is easy to
identify G′ with G∨ using Lemma 2.5(a). We have proved
Theorem 2.12. There is a tensor equivalence S : Rep(G∨),⊗ ∼−→ PervGO(GrG), ?.
3. Derived geometric Satake
In this section we extend the algebraic description of PervGO(GrG) to an alge-
braic description of the equivariant derived category DGOoC×(GrG).
3.1. Asymptotic Harish-Chandra bimodules. First we develop the neces-
sary algebraic machinery. Let U = U(g∨) be the universal enveloping algebra,
and let U~ be the graded enveloping algebra, i.e. the graded C[~]-algebra gener-
ated by g∨ with relations xy− yx = ~[x, y] for x, y ∈ g∨ (thus U~ is obtained from
U by the Rees construction producing a graded algebra from the filtered one).
The adjoint action extends to the action of G∨ on U~.
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We consider the category HC~ of graded modules over U
2
~ := U~ ⊗C[~] U~ '
U~oU equipped with an action of G∨ (denoted β : G∨×M →M) satisfying the
following conditions:
(a) The action U2~ ⊗M →M is G∨-equivariant;
(b) for any x ∈ g∨, the action of x⊗ 1 + 1⊗ x ∈ U2~ coincides with the action
of ~ · dβ(x);
(c) the module M is finitely generated as a U~ ⊗ 1-module (equivalently, as a
1⊗ U~-module).
The restriction from U2~ to U~⊗1 gives an equivalence of HC~ with the category
of G∨-modules equipped with a G∨-equivariant U~-action.
3.1.1. Example: free Harish-Chandra bimodules. Let V ∈ Rep(G∨). We define a
free Harish-Chandra bimodule Fr(V ) = U~ ⊗ V with the G∨-action g(y ⊗ v) =
Adg(y) ⊗ g(v) and the U2~ -action (x ⊗ u)(y ⊗ v) = xyu ⊗ v + ~xy ⊗ u(v), where
x, u ∈ g∨ ⊂ U~. Thus, Fr(V ) is the induction of V (the left adjoint functor to
the restriction res : HC~ → Rep(G∨)). This is a projective object of the category
HC~. We will denote by HC
fr
~ the full subcategory of HC~ formed by all the free
Harish-Chandra bimodules.
3.2. Kostant-Whittaker reduction. We also consider the subalgebra
U2~ (n
∨
−) = U~(n
∨
−) o U(n∨−) ⊂ U2~ . We fix a regular character ψ : U~(n∨−) → C[~]
taking value 1 at each generator fi. We extend it to a character
ψ(2) : U2~ (n
∨
−) = U~(n
∨
−) o U(n∨−) → C[~] trivial on the second factor (its
restriction to 1⊗ U~(n∨−) equals −ψ).
Definition 3.3. For M ∈ HC~ we set κ~(M) := (M
L⊗1⊗U~(n∨−)(−ψ))N
∨
− (Kostant-
Whittaker reduction). It is equipped with an action of the Harish-Chandra center
Z(U~)⊗C[~] Z(U~) = C[t/W × t/W × A1]. Furthermore, κ~(M) is graded by the
action of the element h from a principal sl2 = 〈e, h, f〉-triple whose e corresponds
to ψ under the Killing form. All in all, κ~(M) is a C×-equivariant coherent sheaf
on t/W × t/W × A1 (with respect to the natural C×-action on t/W ).
3.3.1. Example: differential operators and quantum Toda lattice. The ring of ~-
differential operators on G∨, D~(G∨) = U~ n C[G∨] is an object of the Ind-
completion IndHC~. It carries one more commuting structure of a Harish-
Chandra bimodule (where U~ acts by the right-invariant ~-differential operators).
We define K := κ~(D~(G∨)), an algebra in the category IndHC~. It corep-
resents the functor Hom(M,K) = κ~(DM) where DM = HomU~(M,U~) is a
duality on HC~. Here HomU~ is taken with respect to the right action of U~,
while the left actions of U~ on M and on itself are used to construct the left and
right actions of U~ on HomU~(M,U~). Finally, we define an associative algebra
T~ := κ~(K) = κright~ κleft~ D~(G∨), the quantum open Toda lattice.
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3.4. Deformation to the normal cone. A well known construction associates
to a closed subvariety Z ⊂ X the deformation to the normal cone NZX pro-
jecting to X × A1; all the nonzero fibers are isomorphic to X, while the zero
fiber is isomorphic to the normal cone CZX. Recall that NZX is defined as the
relative spectrum of the subsheaf of algebras OX [~±1], generated over OX×A1 by
the elements of the following type: f~−1, where f ∈ OX , f |Z = 0.
Now if M is a Harish-Chandra bimodule free over C[~], then the action of
C[t/W × t/W × A1] on κ~(M) extends uniquely to the action of the ring of
functions C[N∆(t/W × t/W )] on the deformation to the normal cone of diagonal,
since for z ∈ ZU~, m ∈ M , the difference of the left and right actions z(1)m −
z(2)m is divisible by ~. So we will consider κ~(M) as a C×-equivariant sheaf
on N∆(t/W × t/W ). Note that C[N∆(t/W × t/W )]/~ = C[C∆(t/W × t/W )] =
C[Tt/W ] = C[TΣ]. Here Σ ⊂ (g∨)∗ is the Kostant slice (we identify g∨ and (g∨)∗
by the Killing form). Recall the universal centralizer Zg
∨
g∨ = {(x ∈ g∨, ξ ∈ Σ) :
adx ξ = 0}.
Lemma 3.5. Under the identification of g∨ and (g∨)∗, the universal centralizer
Zg
∨
g∨ is canonically isomorphic to the cotangent bundle T
∗Σ.
Proof. The open subset of regular elements (g∨)∗reg ⊂ (g∨)∗ carries the centralizer
sheaf z ⊂ g∨⊗O of abelian Lie algebras. We have z = pr∗ T ∗Σ where pr : (g∨)∗reg →
(g∨)∗reg/AdG∨ = t/W = Σ is the evident projection. Indeed, the fiber of pr
∗ T ∗Σ
at a point η ∈ (g∨)∗ is dual to the cokernel of the map aη : g∨ → (g∨)∗, x 7→ adx η.
In other words, this fiber is isomorphic to the kernel of the dual map which
happens to coincide with aη. The latter kernel is by definition nothing but the
fiber zη. 
Lemma 3.6. For V ∈ Rep(G∨), the C[TΣ]-module κ~(Fr(V ))|~=0 is isomorphic
to C[Σ]⊗ V as a Zg∨g∨-module.
Proof. Let Poly((g∨)∗, g∨)G
∨
be the space of G∨-invariant polynomial morphisms.
It is a vector bundle over SpecC[(g∨)∗]G∨ = Σ. If P ∈ C[(g∨)∗]G∨ , then the
differential dP is a section of this bundle. If z ∈ ZU(g∨) = C[(g∨)∗]G∨ , we denote
dz by σz. If {zi} is a set of generators of ZU(g∨), then {σzi} forms a basis of
Zg
∨
g∨ as a vector bundle over Σ, and hence identifies it with T
∗Σ. Let z(1), z(2)
stand for the left and right actions of z on Fr(V ). We have to check that the
action of z
(1)−z(2)
~ |~=0 on (U~ ⊗ V )|~=0 = C[(g∨)∗]⊗ V coincides with the action of
σz ∈ C[(g∨)∗] ⊗ g∨. But if v ∈ V, z =
∑
i cixi1 · · ·xir (xip ∈ g∨), and y˜ ∈ U~ is a
lift of y ∈ C[(g∨)∗] = U~|~=0, then z(y˜⊗v)−(y˜⊗v)z~ |~=0 =
∑
ip∈i cixi1 · · · xˆip · · · xiry ⊗
xip(v) = σz(y ⊗ v). 
3.7. Quasiclassical limit of the Kostant-Whittaker reduction. We define
a functor κ : CohG∨×C×(g∨)∗ → CohC×(TΣ) as follows. For a G∨-equivariant
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coherent sheaf F on (g∨)∗, the restriction F|(g∨)∗reg is equipped with an action
of the centralizer sheaf z. Hence, this restriction gives rise to a coherent sheaf
on pr∗ TΣ. Restricting it to the Kostant slice Σ, we obtain a coherent sheaf
κ¯F on TΣ. Equivalently, the latter sheaf can be described as (F|Υ)N∨− , where
Υ = e + b∨− ⊂ g∨ ' (g∨)∗. This construction is C×-equivariant, and gives rise to
the desired functor κ.
We define CohG
∨×C×
fr (g
∨)∗ ⊂ CohG∨×C×(g∨)∗ as the full subcategory formed by
the sheaves V ⊗ O(g∨)∗ for V ∈ Rep(G∨).
Lemma 3.8. (a) The functors κ,κ~ are exact;
(b) κ|
CohG
∨×C×
fr (g
∨)∗ , κ~|HCfr~ are fully faithful.
Proof. The statements about κ~ follow from the ones for κ by the
graded Nakayama Lemma. To prove (a), note that the functor
F 7→ F|Υ, CohG∨(g∨)∗ → CohN∨−(Υ) is exact. Moreover, N∨− acts freely
on Υ, and Υ/N∨− = Σ. It follows that the functor G 7→ GN∨− is exact on
CohN
∨
−(Υ). Now (b) follows since the codimension in (g∨)∗ of the complement
(g∨)∗ \ (g∨)∗reg is at least 2, and the centralizer of a general regular element is
connected. 
3.9. Equivariant cohomology of the affine Grassmannian. Now
we turn to the topological machinery. We have an evident homo-
morphism pr∗ : C[~] = H•C×(pt) → H•GOoC×(GrG). Also, viewing
H•GOoC×(GrG) as H
•
C×(GO\GK/GO), we obtain two homomorphisms
pr∗1, pr
∗
2 : C[Σ] = C[t/W ] = H•GO(pt) ⇒ H
•
GOoC×(GrG). Let us assume for
simplicity that G is simply connected. Recall the deformation to the normal
cone of diagonal in t/W × t/W , see Section 3.4.
Proposition 3.10. There is a natural isomorphism α : C[N∆(t/W ×
t/W )] ∼−→H•GOoC×(GrG) compatible with the above pr∗1, pr∗2, pr∗.
Proof. Since H•GOoC×(GrG)|~=0 = H•GO(GrG), we see that pr∗1 |~=0 = pr∗2 |~=0. It
follows that (pr∗1, pr
∗
2, pr
∗) : C[t/W × t/W × A1] → H•GOoC×(GrG) factors as a
composition C[t/W × t/W × A1] → C[N∆(t/W × t/W )] α−→ H•GOoC×(GrG) for
a uniquely defined homomorphism α. Let us check that α is injective. Indeed,
αloc : C[N∆(t/W × t/W )] ⊗C[t/W×A1] Frac(C[t × A1]) → H•GOoC×(GrG) ⊗C[t/W×A1]
Frac(C[t×A1]) = H•T×C×(GrG)⊗C[t×A1]Frac(C[t×A1]) ↪→ lim← H
•
T×C×(Gr
λ
G)⊗C[t×A1]
Frac(C[t×A1]) = ∏λ∈X∗(T ) Frac(C[t×A1]) associates to a function its restriction
to the union of graphs Γλ := {(x1, x2, c) : x1 = x2 + cλ} ⊂ t × t × A1. More
precisely, for a T -fixed point λ ∈ GrG, the C[t × (t/W ) × A1]-module H•T×C×(λ)
is canonically isomorphic to (Id, pi, Id)∗OΓλ , where pi stands for the projection
t → t/W . Indeed, let p : F`G → GrG be the projection from the affine flag
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variety F`G = GK/ Iw of G, and let λ˜ ∈ F`G be the T -fixed point in p−1(λ)
corresponding to the coweight λ ∈ X∗(T ) ⊂ Waff . Viewing H•T×C×(F`G) as
H•C×(Iw \GK/ Iw), we identify H•T×C×(λ˜) with a C[t× t×A1]-module M such that
(Id, pi, Id)∗M = H•T×C×(λ). The preimage Tλ of λ˜ in GK is homotopy equivalent
to the torus T , and the action of T × T × C× on Tλ is homotopy equivalent to
(t1, t2, c) · t = t1tt−12 λ(c). We conclude that H•T×C×(λ˜) = H•C×(T\Tλ/T ) = C[Γλ].
Finally, the union
⋃
λ∈X∗(T ) Γλ is Zariski dense in t × t × A1. Hence αloc is
injective, and α is injective as well.
To finish the proof it suffices to compare the graded dimensions of the LHS
and the RHS (the grading in the LHS arises from the natural action of C× on t
and A1). Now dimgr(H•GOoC×(GrG)) = dimgr(H
•
GO
(pt) ⊗H•C×(pt) ⊗H•(GrG)) =
dimgrC[x1, . . . , xr, y1, . . . , yr, ~] where deg ~ = 2, deg xi = deg yi = 2(mi+1), and
m1, . . . ,mr are the exponents of G (so that mi + 1 are the degrees of generators
of W -invariant polynomials on t).
Furthermore, t/W = Σ, and N∆(Σ×Σ) ' Σ×Σ×A1 (an affine space). Indeed,
for affine spaces V, V ′ we have an isomorphism β : V × V ′ × A1 ∼−→NV (V × V ′);
namely, γ : V × V ′ × A1 → V × V ′ × A1, (v, v′, c) 7→ (v, cv′, c) factors through
V × V ′ × A1 β−→ NV×V ′V → V × V ′ × A1. We conclude that dimgr(LHS) =
dimgr(RHS). This completes the proof. 
In view of Proposition 3.10, we can view H•GOoC×(GrG,−) as a functor from the
full subcategory ICGOoC× ⊂ DbGOoC×(GrG) formed by the semisimple complexes,
to CohC
×
(N∆(t/W × t/W )). This functor is fully faithful according to [Gi2]. For
V ∈ Rep(G∨), one can identify H•GOoC×(GrG, S(V )) with κ~(Fr(V )); moreover,
one can make this identification compatible with the tensor structures on Rep(G∨)
and PervGO(GrG) [BeFi]:
Theorem 3.11. The geometric Satake equivalence S : Rep(G∨) ∼−→ PervGO(GrG)
extends to a tensor equivalence S~ : HCfr~ ∼−→ ICGOoC× such that
κ~ = H•GOoC×(GrG,−) ◦ S~. There is also a quasiclassical version
Sqc : CohG
∨×C×
fr (g
∨)∗ ∼−→ ICGO such that κ = H•GO(GrG,−) ◦ Sqc.
Now using the formality of RHom-algebras in our categories, one can deduce
the desired derived geometric Satake equivalence. To formulate it, we introduce
a bit of notation. To a dg-algebra A one can associate the triangulated category
of dg-modules localized by quasi-isomorphisms, and a full triangulated subcate-
gory Dperf(A) ⊂ D(A) of perfect complexes. Given an algebraic group H acting
on A, we can consider H-equivariant dg-modules and localize them by quasi-
isomorphisms, arriving at the equivariant version DHperf(A).
We now consider the dg-versions Sym[](g∨), U
[]
~ of the graded algebras
Sym(g∨), U~, equipping them with the zero differential and the cohomological
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grading so that elements of g∨ and ~ have degree 2. The construction of the
previous paragraph gives rise to the categories DG
∨
perf(U
[]
~ ), D
G∨
perf(Sym
[](g∨)).
Their Ind-completions will be denoted by DG
∨
(U
[]
~ ), D
G∨(Sym[](g∨)). The
Ind-completions of the equivariant derived categories DbGOoC×(GrG), D
b
GO
(GrG)
will be denoted by DGOoC×(GrG), DGO(GrG).
The following theorem is proved in [BeFi].
Theorem 3.12. The equivalences of Theorem 3.11 extend to the equivalences
of monoidal triangulated categories Ψ~ : D
G∨
perf(U
[]
~ )
∼−→DbGOoC×(GrG)
and Ψqc : D
G∨
perf(Sym
[](g∨)) ∼−→DbGO(GrG). They induce the equiva-
lences of their Ind-completions Ψ~ : D
G∨(U
[]
~ )
∼−→DGOoC×(GrG) and
Ψqc : D
G∨(Sym[](g∨)) ∼−→DGO(GrG).
3.12.1. The dualities. We denote by CG∨ the autoequivalence of D
G∨(U
[]
~ ) induced
by the canonical outer automorphism of G∨ interchanging conjugacy classes of g
and g−1 (the Chevalley involution). We also denote by CG the autoequivalence of
DGOoC×(GrG) induced by g 7→ g−1, G((z)) → G((z)). Then the Verdier duality
D : DGOoC×(GrG) → DGOoC×(GrG) and the duality D : DG
∨
(U
[]
~ ) → DG
∨
(U
[]
~ )
introduced in Example 3.3.1 are related by Ψ~ ◦ CG∨ ◦D = D ◦Ψ~.
3.13. The regular sheaf. Recall the setup of Example 3.3.1. We consider
D
[]
~(G
∨) = U []~ n C[G∨] ∈ DG
∨
(U
[]
~ ). Its image under the equivalence of Theo-
rem 3.12 is the regular sheafAC
×
R ∈ DGOoC×(GrG) isomorphic to
⊕
λ∈Λ+ IC(Gr
λ
G)⊗
(V λ)∗. The quasiclassical analogs are DG
∨
(Sym[](g∨)) 3 C[T ∗G∨][] = Sym[](g∨)⊗
C[G∨] 7→ AR ∈ DGO(GrG). One can check that the image of κ~D[]~(G∨) ∈
DG
∨
(U
[]
~ ) under the equivalence of Theorem 3.12 is the dualizing sheaf ωGrG ∈
DGOoC×(GrG). It follows that the convolution algebra of equivariant Borel-Moore
homology HGOoC
×
• (GrG) = H
•
GOoC×(GrG,ωGrG) is isomorphic to quantum open
Toda lattice T~ = κright~ κleft~ D~(G∨) of Example 3.3.1.
Note that the regular sheaf AC
×
R is equipped with an action of G
∨. Fur-
thermore, the dg-algebra RHomDGOoC× (GrG)
(AC
×
R ,A
C×
R ) is formal, and we have
a G∨-equivariant morphism of dg-algebras U []~ → RHomDGOoC× (GrG)(A
C×
R ,A
C×
R )
(corresponding to the right action of U
[]
~ on D
[]
~(G
∨)). Similarly, the dg-algebra
RHomDGO (GrG)(AR,AR) is formal, and we have a G
∨-equivariant morphism of
dg-algebras Sym[](g∨)→ RHomDGO (GrG)(AR,AR) (corresponding to the right ac-
tion of Sym[](g∨) on C[T ∗G∨][]). Hence for any F ∈ DGOoC×(GrG), the complex
RHomDGOoC× (GrG)
(AC
×
R ,F) carries a structure of G
∨-equivariant dg-module over
U
[]
~ .
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Thus the functors RHomDGOoC× (GrG)
(AC
×
R , •), RHomDGO (GrG)(AR, •) may be
viewed as landing respectively into DG
∨
(U
[]
~ ), D
G∨(Sym[](g∨)). We will also need
their versions
Φ~ := RHomDGOoC× (GrG)
(1GrG ,CGA
C×
R ? •) ∼−→ RHomDGOoC× (GrG)(DA
C×
R , •)
∼−→ RHomDGOoC× (GrG)(CGrG ,A
C×
R ⊗! •),
and
Φqc := RHomDGO (GrG)(1GrG ,CGAR ? •) ∼−→ RHomDGO (GrG)(DAR, •)
∼−→ RHomDGO (GrG)(CGrG ,AR ⊗! •).
The following lemma is proved in [BFN3].
Lemma 3.14. (a) The functors RHomDGOoC× (GrG)
(AC
×
R , •) : DGOoC×(GrG) →
DG
∨
(U
[]
~ ) and RHomDGO (GrG)(AR, •) : DGO(GrG) → DG
∨
(Sym[](g∨)) are canon-
ically isomorphic to Ψ−1~ and Ψ
−1
qc respectively.
(b) The functors Φ~ : DGOoC×(GrG) → DG
∨
(U
[]
~ ) and Φqc : DGO(GrG) →
DG
∨
(Sym[](g∨)) are canonically isomorphic to CG∨ ◦ Ψ−1~ and CG∨ ◦ Ψ−1qc
respectively.
4. Motivation II: What do we (as mathematicians) might want
from 3d N=4 SUSY QFT? (naive approach)
4.1. Some generalities. In this Section we would like to introduce some lan-
guage related to 3-dimensional N=4 super-symmetric quantum field theories. The
reader should be warned from the very beginning: here we are going to use all
the words from physics as a “black box”. More precisely, we are not going to
try to explain what such a theory really is from a mathematical point of view.
Instead we are going to review the relevant “input data” (i.e. to what mathemat-
ical structures physicists usually attach such a QFT) and some of the “output
data” (i.e. what mathematical structures one should get in the end. This will be
largely extended in Section 7, where we partly address the question “what kind
of structures these 3d N=4 SUSY QFTs really are from a mathematical point
of view?”). Also it will be important for us to recall (in this Section) what one
can do with these theories: i.e. we are going to discuss some operations which
produce new quantum field theories out of old ones.
The reader should be warned from the very beginning about the following: both
in this Section and in Section 7 we are only going to discuss algebraic aspects
of the above quantum field theories (such as e.g. algebraic varieties or categories
one can attach to them). In principle “true physical theory” is supposed to have
some interesting analytic aspects (such as e.g. a metric on the above varieties).
16 A. BRAVERMAN AND M. FINKELBERG
These analytic aspects will be completely ignored in these notes. Essentially, this
means that we are going to study quantum field theories up to certain “algebraic
equivalence” but we are not going to discuss details in these notes.
4.2. Higgs and Coulomb branch and 3d mirror symmetry. A 3d N=4
super-symmetric quantum field theory T is supposed to have a well-defined moduli
space of vacua. This should be some complicated (though interesting) space. This
space is somewhat too complicated for our present discussion. Instead we are
going to discuss some “easy” parts of this space. Namely, the above moduli space
of vacua should have two special pieces called the Higgs and the Coulomb branch
of the moduli space of vacua; we shall denote these by MH(T) and MC(T). They
are supposed to be Poisson (generically symplectic) complex algebraic varieties.4
They should also be hyper-ka¨hler in some sense, but (to the best of our knowledge)
this notion is not well-defined for singular varieties, we are going to ignore the
hyper-ka¨hler structure in these notes. So, in this section we are going to think
about a theory T in terms of MH(T) and MC(T). Of course, this is a very small
part of what the actual “physical theory” is, but we shall see that even listing
the structures that physicists expect from MH(T) and MC(T) will lead us to
interesting constructions.
One of the operations on theories that will be important in the future is the
operation of “3-dimensional mirror symmetry”. Namely, physicists expect that
for a theory T there should exist a mirror dual theory T∗ such that MH(T∗) =
MC(T) and MC(T
∗) = MH(T).
4.3. More operations on theories. In what follows we shall use the following
notation: for a symplectic variety X with a Hamiltonian G-action we shall denote
by X//G the Hamiltonian reduction of X with respect to G.
Then the following operations on theories are expected to make sense (in the
next subsection we shall start considering examples) :
1) If T1, · · · ,Tn are some theories then one can form their product T1× · · · × Tn.
We have
MH(T1 × · · · × Tn) = MH(T1)× · · · ×MH(Tn),
and
MC(T1 × · · · × Tn) = MC(T1)× · · · ×MC(Tn).
2) Let T be a theory and let G be a complex reductive group. Then there is a
notion of G acting on T. Physicists say in this case that G maps to the flavor
symmetry group of T, or that we are given a theory T with flavor symmetry G.
4In fact, this is already a simplification: non-algebraic holomorphic symplectic manifolds
should also arise in this way, but we are not going to discuss such theories.
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Assume that we are given a theory T with flavor symmetry G. Then there
is a new theory T/G obtained by “gauging” G. The origin of the notation is
explained in 3).
3) We have MH(T/G) = MH(T)//G. Of course, the notion of Hamiltonian reduc-
tion can be understood in several different ways, so we need to talk a little about
what we mean by //G here. Recall that the Hamiltonian reduction is defined
as follows. Let X be any Poisson variety endowed with a Hamiltonian action of
G. Then we have the moment map µ : X → g∗. Then we are supposed to have
X//G = (µ−1(0))/G. Here there are two delicate points. First, the map µ might
not be flat, so honestly we must take µ−1(0) in the dg-sense. Second, we must
specify what we mean by quotient by G. In these notes we shall mostly deal with
examples when X is affine and we shall be primarily interested in the algebra of
functions on X//G. For these purposes it is enough to work with the so called
“categorical quotient”, i.e. we set
C[X//G] = (C[µ−1(0)])G.
Note that according to our conventions this might be a dg-algebra.
4) Given T and G as above (assuming that G is connected and reductive) one
can construct a ring object AT in DGO(GrG) (sometimes we shall denote it by
AT,G when we need to stress the dependence on G). The !-stalk of AT at the unit
point of GrG is C[MC(T)] and H∗GO(AT) = C[MC(T/G)]. In fact, the object AT
should also have a Poisson structure (which will induce a Poisson structure on
C[MC(T)] and on MC(T/G)) but we are going to ignore this issue for now.
Let us as before denote by i the emebedding of the the point 1 in GrG. Then
i!AT can be regarded as a ring object of the equivariant derived category DG(pt).
Its equivariant cohomology H∗G(pt, i
!AT) is a graded algebra over H
∗
G(pt,C) =
C[g]G = C[t]W whose (derived) fiber over 0 is equal to C[MC ]. Thus flavor
symmetry G is supposed to define a (Poisson) deformation of MC over the base
t/W . In particular, by base change we should have a Poisson deformation of MC
over t.
5) Let H be a subgroup of G. Then AT,H is equal to the !-restriction of AT,G
to GrH .
6) For a reductive group G there is a theory T[G] such that
a) T[G] has flavor symmetry G.
b) MH(T[G]) = Ng,MC(T[G]) = Ng∨ ; here g = Lie(G) and Ng is its nilpotent
cone.
c) AT[G∨] = AR (our “regular representation” sheaf on GrG).
d) T[G]∗ = T[G∨].
7) For a theory T with flavor symmetry G there should exist another (S-dual)
theory T∨ with flavor symmetry G∨ (it is defined via S-duality for 4-dimensional
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N=4 super-symmetric gauge theory). Gaiotto and Witten [GW] claim that
(2) T∨ = ((T × T[G])/G)∗
(here the gauging is taken with respect to diagonal copy of G).
In particular, the RHS of (2) has an action of G∨ (which a priori is absolutely
non-obvious). Here is an example: take T to be the trivial theory with trivial
G-action (in this case MH = MC = pt, but the structure is still somewhat non-
trivial as we remember the group G). Then T×T[G] = T[G]. Now T[G]/G is the
theory whose (naive - i.e. not dg) Higgs branch is pt and whose Coulomb branch
is isomorphic to G∨ × t/W = Spec(H∗GO(GrG,AR)). Since the mirror duality
interchanges MH and MC we see that MH(T
∨) has an action of G∨.
More generally, it follows that
(3) C[MH(T∨)] = H∗GO(GrG,AT
!⊗AR)
(this follows from 5). In particular, it has a natural action of G∨.
Let us now pass to examples.
4.4. Basic example. This is in some sense the most basic example. Let M
be a connected symplectic algebraic variety over C. Then to M there should
correspond a theory T (M) for which MH = M and MC = pt. In fact, this is true
only if dg-structures are disregarded. However, in these notes we shall mostly
care about the case when M is just a symplectic vector space and in this case it
should be true as stated (cf. Subsection 7.14 for more details).
4.5. Gauge theories. Let G be a reductive group. Then an action of G on
T (M) should be the same as a Hamiltonian action of G on M.5 Then we can
form the theory T (M)/G.
Assume that M is actually a symplectic vector space and that the action of
G on M is linear. Then the theory T (M)/G is called gauge theory with matter
M. In the case when M = N ⊕N∗ = T ∗N for some repesentation N of G, the
Coulomb branch of these theories together with the corresponding objects AT was
rigorously defined and studied in [BFN1, BFN2, BFN3]. Unfortunately, at this
point we don’t know how to modify our constructions so that they will depend
on M rather than on N (but we can check that different ways of representing
M as T ∗N (in the cases where it is possible) lead to the same MC). We shall
sometimes denote the theory T (M)/G simply by T (G,N).
Here is an interesting source of pairs (G,N) as above. Let Q be an oriented
quiver (a.k.a. finite oriented graph) with set of vertices I. Let V and W be two
finite-dimensional I-graded vector spaces over C. Set
G =
∏
i∈I
GL(Vi), N = (
⊕
i→j
Hom(Vi, Vj))⊕ (
⊕
Hom(Vi,Wi)).
5By Hamiltonian action we mean a symplectic action with fixed moment map.
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Theories associated with such pairs (G,N) are called quiver gauge theories. In
the case when Q is a quiver of finite Dynkin type the corresponding Coulomb
branches are studied in detail in [BFN2]; we review some of these results in
Section 6.
4.6. Toric gauge theories. Let T ⊂ (C×)n be an algebraic torus. We set
TF = (C×)n/T (this is also an algebraic torus). Then T acts naturally on Cn, so
we can set N = Cn, G = T in the notation of the previous subsection.
Note that the torus T∨G also naturally embeds to (C×)n (by dualizing the quo-
tient map (C×)n → TF ). It is then expected that the mirror dual to the the-
ory associated to (T,Cn) is equal to the theory associated with (T∨F ,Cn). Note
that this implies that the Coulomb branch of the former must be isomorphic to
T ∗Cn//T∨F (since this is the Higgs branch of the latter). As was mentioned earlier,
in the next Section we are going to give a rigorous definition of Coulomb branches
for gauge theories of cotangent type and the above expectation in the toric case
is proven in Example 5.5.1.
4.7. Sicilian theories. Let Σ be a Riemann surface obtained from a compact
Riemann surface Σ by making n punctures. Let also G be a reductive group. To
this data physicists associate a theory T (Σ, G) (“Sicilian theory”) with an ac-
tion of Gn. The construction is by “compactifying” certain 6-dimensional theory
(attached to G) on Σ× S1.
One of the key statements from physics is that the theory associated to a sphere
with n-punctures and the group G∨ is
(4) ((T[G]× · · · × T[G])︸ ︷︷ ︸
n times
/G)∗.
Here we are gauging the diagonal action of G. It has an action of (G∨)n for reasons
similar to 7). There should be in fact a simpler statement (when you start with
a theory corresponding to any surface and make an additional puncture), but we
are a little confused now about what it is. In particular, it says that functions on
the Higgs branch (for any G) of (4) is H∗GO(GrG,AR
!⊗ · · · !⊗AR︸ ︷︷ ︸
n times
) (which is what
we knew before for G of type A). More precisely, for G = GL(r) the theory T[G]
is a quiver theory of type Ar+1 and then the theory (T[G]× · · · × T[G])/G︸ ︷︷ ︸
n times
is the
corresponding star-shaped quiver theory. Interested reader can consult [BFN3,
Section 6] for more details.
4.8. S-duality vs. derived Satake. Let T be a theory with G-symmetry and
let AT,G be the corresponding ring object on GrG. We would like to describe the
corresponding data for the S-dual theory T∨. Let ΨG denote the derived geometric
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Satake functor going from D(GrG) to the derived category of G
∨-equivariant dg-
modules over Sym(g∨[−2]). Then the cohomology h∗(ΨG(AT,G)) with grading
disregarded can be viewed as a commutative ring object in the cateogory of
G∨-equivariant modules over Sym(g∨). In other words, Spec(h∗(ΨG(AT,G))) is a
G∨-scheme endowed with a compatible morphism to (g∨)∗.
It follows from the results of the previous Section that
MH(T
∨) = Spec(h∗(ΨG(AT,G))).
Another (categorical) relationship between the assignment T 7→ T∨ and geo-
metric Langlands duality will be discussed in subsection 7.23.
5. Coulomb branches of 3-dimensional gauge theories
In this Section we explain how to define Coulomb branches (and some further
structures related to flavor symmetry) for gauge theories of cotangent type.
5.1. Summary. Let us summarize what is done in this Section. Let G be a
complex connected reductive group and let N be a representation of it. In this
Section we are going to define mathematically the Coulomb branch MC(G,N) of
the gauge theory T(T ∗N)/G. These Coulomb branches will satisfy the following
(non-exhaustive) list of properties:
(1) MC(G,N) is a normal, affine generically symplectic Poisson variety (con-
jecturally it is singular symplectic but we don’t know how to prove this).
(2) Let T be a maximal torus in G and let W be the Weyl group of G.
Then MC(G,N) is birationally isomorphic to (T
∗T∨)/W . This birational isomor-
phism is compatible with the Poisson structure. In particular, dim(MC(G,N) =
2 rankG.
(3) There is a natural “integrable system” map pi : MC(G,N) → t/W which
has Lagrangian fibers.
(4) MC(G,N) is equipped with a canonical quantization; the map pi also gets
quantized.
5.2. General setup. Let N be a finite dimensional representation of a complex
connected reductive group G. We consider the moduli space RG,N of triples
(P, σ, s) where P is a G-bundle on the formal disc D = SpecO; σ is a trivialization
of P on the punctured formal discD∗ = SpecK; and s is a section of the associated
vector bundle Ptriv
G×N on D∗ such that s extends to a regular section of PtrivG×N
on D, and σ(s) extends to a regular section of PG×N on D. In other words, s
extends to a regular section of the vector bundle associated to the G-bundle glued
from P and Ptriv on the non-separated formal scheme glued from 2 copies of D
along D∗ (raviolo). The group GO acts on RG,N by changing the trivialization σ,
and we have an evident GO-equivariant projection RG,N → GrG forgetting s. The
fibers of this projection are profinite dimensional vector spaces: the fiber over
the base point is N⊗O, and all the other fibers are subspaces in N⊗O of finite
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codimension. One may say that RG,N is a GO-equvariant “constructible profinite
dimensional vector bundle” over GrG.
5.2.1. Example: affine Steinberg variety. If N is the adjoint representation Gy
g, then RG,N is isomorphic to the union
⋃
λ∈Λ+ T
∗
GrλG
GrG of conormal bundles to
the GO-orbits in GrG.
The GO-equivariant Borel-Moore homology H
GO• (RG,N) is defined via the fol-
lowing limiting procedure.
We define R≤λ as the preimage of GrλG in R := R(G,N). It suffices to de-
fine the GO-equivariant Borel-Moore homology H
GO• (R≤λ) along with the maps
HGO• (R≤λ) → HGO• (R≤µ) for λ ≤ µ. For a fixed λ and d  0, R≤λ is invariant
under the translations by zdNO, and we denote the quotient by R
d
≤λ, so that
R≤λ = lim←
Rd≤λ. For fixed λ, d, and e  0, the action of GO on Rd≤λ factors
through the action of GO/zeO. Finally,
HGO• (R≤λ) := H
−•
GO/zeO
(Rd≤λ,ωRd≤λ)[−2 dim(NO/z
dNO)].
The cohomological shift means that we are considering the “renormalized” Borel-
Moore homology, i.e. the cohomology H−•GO(R,ωR[−2 dim NO]).
The GO-equivariant Borel-Moore homology H
GO• (RG,N) forms an associative
algebra with respect to the following convolution operation. We consider the
diagram
(5)
R× R p˜←−−− p−1(R× R) q˜−−−→ q(p−1(R× R)) m˜−−−→ R
i×IdR
y i′y y yi
T × R p←−−− GK × R q−−−→ GK
GO× R m−−−→ T,
Here T := GK
GO× NO, and we have an embedding T ↪→ GrG × NK such that
R = T ∩ (GrG ×NO). The embedding R ↪→ T is denoted by i. The maps in the
lower row are given by(
g1, [g2, s]
) q7→ [g1, [g2, s]] m7→ [g1g2, s], (g1, [g2, s]) p7→ ([g1, g2s], [g2, s]),
and all the squares are cartesian (i.e. the upper row consists of closed subvarietes
in the lower row, and all the maps in the upper row are induced by the corre-
sponding maps in the lower row). We have the following group actions on the
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terms of the lower row preserving the closed subvarieties in the upper row:
GO ×GO y T × R; (g, h) · ([g1, s1], [g2, s2]) = ([gg1, s1], [hg2, s2]) ,
GO ×GO y GK × R; (g, h) · (g1, [g2, s]) =
(
gg1h
−1, [hg2, s]
)
,
GO y GK
GO× R; g · [g1, [g2, s]] = [gg1, [g2, s]] ,
GO y T; g · [g1, s] = [gg1, s].
The morphisms p, q,m (and hence p˜, q˜, m˜) are equivariant, where we take the first
projection pr1 : GO ×GO → GO for q.
Finally, given two equivariant Borel-Moore homology classes c1, c2 ∈ HGO• (R),
we define their convolution product c1 ∗ c2 := m˜∗(q˜∗)−1p˜∗(c1 ⊗ c2).
This algebra is commutative, finitely generated and integral, and its spectrum
MC(G,N) = SpecH
GO• (RG,N) is an irreducible normal affine variety of dimension
2 rk(G), the Coulomb branch. It is supposed to be a (singular) hyper-Ka¨hler
manifold [SW].
Let T ⊂ G be a Cartan torus with Lie algebra t ⊂ g. Let W = NG(T )/T be the
corresponding Weyl group. Then the equivariant cohomology H•GO(pt) = C[t/W ]
forms a subalgebra of HGO• (RG,N) (a Cartan subalgebra), so we have a projection
Π : MC(G,N)→ t/W .
5.2.2. Example. For the adjoint representation N = g considered in 5.2.1, we
get MC(G, g) = (T
∨ × t)/W . For the trivial representation, we get MC(G, 0) =
ZG
∨
g∨ = {(g ∈ G∨, ξ ∈ Σ) : Adg ξ = ξ}, the universal centralizer of the dual group.
Finally, the algebra HGO• (RG,N) comes equipped with quantization: a C[~]-
deformation C~[MC(G,N)] = HGOoC
×
• (RG,N) where C× acts by loop rotations,
and C[~] = H•C×(pt). It gives rise to a Poisson bracket on C[MC(G,N)] with
an open symplectic leaf, so that Π becomes an integrable system: C[t/W ] ⊂
C[MC(G,N)] is a Poisson-commutative polynomial subalgebra with rk(G) gen-
erators.
5.3. Monopole formula. Recall that RG,N is a union of (profinite dimensional)
vector bundles over GO-orbits in GrG. The corresponding Cousin spectral se-
quence converging to HGO• (RG,N) degenerates and allows to compute the equi-
variant Poincare´ polynomial (or rather Hilbert series)
(6) PGOt (RG,N) =
∑
θ∈Λ+
tdθ−2〈ρ
∨,θ〉PG(t; θ).
Here deg(t) = 2, PG(t; θ) =
∏
(1 − tdi)−1 is the Hilbert series of the equivariant
cohomology H•StabG(θ)(pt) (di are the degrees of generators of the ring of StabG(θ)-
invariant functions on its Lie algebra), and dθ =
∑
χ∈Λ∨G max(−〈χ, θ〉, 0) dim Nχ.
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This is a slight variation of the monopole formula of [CHZ]. Note that the se-
ries (6) may well diverge (even as a formal Laurent series: the space of homology
of given degree may be infinite-dimensional), e.g. this is always the case for un-
framed quiver gauge theories. To ensure its convergence (as a formal Taylor
series with the constant term 1) one has to impose the so called ‘good’ or ‘ugly’
assumption on the theory. In this case the resulting N-grading on HGO• (RG,N)
gives rise to a C×-action on MC(G,N), making it a conical variety with a single
(attracting) fixed point.
5.4. Flavor symmetry. Suppose we have an extension 1→ G→ G˜→ GF → 1
where GF is a connected reductive group (a flavor group), and the action of G
on N is extended to an action of G˜. Then the action of GO on RG,N extends
to an action of G˜O, and the convolution product defines a commutative algebra
structure on the equivariant Borel-Moore homology HG˜O• (RG,N). We have the
restriction homomorphism HG˜O• (RG,N) → HGO• (RG,N) = HG˜O• (RG,N) ⊗H•GF (pt) C.
In other words, MC(G,N) := SpecH
G˜O• (RG,N) is a deformation of MC(G,N) over
SpecH•GF (pt) = tF/WF .
We will need the following version of this construction. Let Z ⊂ GF be a
torus embedded into the flavor group. We denote by G˜Z the pullback extension
1→ G→ G˜Z → Z→ 1. We define MZC(G,N) := SpecHG˜
Z
O• (RG,N): a deformation
of MC(G,N) over z := SpecH
•
Z(pt).
Since MC(G,N) is supposed to be a hyper-Ka¨hler manifold, its flavor defor-
mation should come together with a (partial) resolution. To construct it, we
consider the obvious projection p˜i : RG˜,N → GrG˜ → GrGF . Given a dominant
coweight λF ∈ Λ+F ⊂ GrGF , we set RλFG˜,N := p˜i−1(λF ), and consider the equivari-
ant Borel-Moore homology H
G˜Z
O• (RλFG˜,N). It carries a convolution module struc-
ture over H
G˜Z
O• (RG,N). We consider M˜
Z,λF
C (G,N) := Proj(
⊕
n∈NH
G˜Z
O• (RnλFG˜,N))
$−→
MZC(G,N). We denote $
−1(MC(G,N)) by M˜
λF
C (G,N). We have M˜
λF
C (G,N) =
Proj(
⊕
n∈NH
GO• (R
nλF
G˜,N
)).
More generally, for a strictly convex (i.e. not containing nontriv-
ial subgroups) cone V ⊂ Λ+F , we consider the multi projective
spectra M˜Z,VC (G,N) := Proj(
⊕
λF∈VH
G˜Z
O• (RλFG˜,N))
$−→ MZC(G,N) and
M˜VC(G,N) := Proj(
⊕
λF∈VH
GO• (R
λF
G˜,N
))
$−→MC(G,N).
The following proposition is proved in [BFN1].
Proposition 5.5. Assume that the flavor group is a torus, i.e. we have an exact
sequence 1 → G → G˜ → TF → 1. Then the Coulomb branch MC(G,N) is the
Hamiltonian reduction of MC(G˜,N) by the action of the dual torus T
∨
F .
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5.5.1. Example: toric hyper-Ka¨hler manifolds. Consider an exact sequence
0→ Zd−n α−→ Zd β−→ Zn → 0
and the associated sequence
(7) 1→ G = (C×)d−n α−→ G˜ = (C×)d β−→ TF = (C×)n → 1
Let N = Cd considered as a representation of G via α. By Proposition 5.5,
the Coulomb branch MC(G,N) is the Hamiltonian reduction of MC((C×)d,Cd)
by the action of T∨F . It is easy to see that MC((C×)d,Cd) = MC(C×,C)d ' A2d,
and hence MC(G,N) is, by definition, the toric hyper-Ka¨hler manifold associated
with the dual sequence of (7) [BiDa].
In particular, if N is a 1-dimensional representation of C× with the character
qn, then MC(C×,N) is the Kleinian surface of type An−1 given by the equation
xy = wn. If N is an n-dimensional representation of C× with the character nq,
then the Coulomb branch MC(C×,N) is the same Kleinian surface of type An−1.
5.6. Ring objects in the derived Satake category. Let pi stand for the pro-
jection R→ GrG. Then AC× := pi∗ωR[−2 dim NO] is an object of DGOoC×(GrG),
and H•GOoC×(R,ωR[−2 dim NO]) = H•GOoC×(GrG,A). One can equip AC
×
with a
structure of a ring object in DGOoC×(GrG) so that the resulting ring structure on
H•GOoC×(GrG,A
C×) coincides with the ring structure on HGOoC
×
• (R) introduced
in Section 5.2. If we forget the loop rotation equivariance, then the resulting ring
object A of DGO(GrG) is commutative.
Similarly, in the situation of Section 5.4, we denote R˜ := R(G˜,N), and
consider the composed projection p˜i : R˜→ GrG˜ → GrGF . We define a ring object
AC
×
F := Ind
(GF )OoC×
G˜OoC×
p˜i∗ωR˜[−2 dim NO] ∈ D(GF )OoC×(GrGF ), where Ind(GF )OoC
×
G˜OoC×
is the functor changing equivariance from G˜O o C× to (GF )O o C×. If we
forget the loop rotation equivariance, we obtain a commutative ring object
AF ∈ D(GF )O(GrGF ). We will also need the fully equivariant ring object
A˜C
×
F := p˜i∗ωR˜[−2 dim NO] ∈ DG˜OoC×(GrGF ).
The ring C~[MC(G,N)] is reconstructed from the ring object A˜C
×
F
by the following procedure going back to [ABG]. For a flavor coweight
λF we denote by iλF the embedding of a TF -fixed point λF into GrGF .
Then Ext•DG˜OoC× (GrGF )
(1GrGF , A˜
C×
F ) = i
!
0A˜
C×
F ' H•G˜OoC×(R,ωR[−2 dim NO])
by the base change. Given x, y ∈ Ext•DG˜OoC× (GrGF )(1GrGF , A˜
C×
F ), we
consider x ? y ∈ Ext•DG˜OoC× (GrGF )(1GrGF ? 1GrGF , A˜
C×
F ? A˜
C×
F ), and
then apply the isomorphism 1GrGF ' 1GrGF ? 1GrGF and the mul-
tiplication morphism m : A˜C
×
F ? A˜
C×
F → A˜C×F in order to obtain
m(x ? y) ∈ Ext•DG˜OoC× (GrGF )(1GrGF , A˜
C×
F ). It is proved in [BFN3] that
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the resulting ring structure on Ext•DG˜OoC× (GrGF )
(1GrGF , A˜
C×
F ) = H
G˜OoC×• (R)
induces the one introduced in Section 5.2 on HGOoC
×
• (R). Moreover, a similar
construction defines a multiplication i!λF A¯
C×
F ⊗ i!µF A¯C
×
F → i!λF+µF A¯C
×
F for
λF , µF ∈ Λ+F . Here A¯C
×
F = Res
GOoC×
G˜OoC×
A˜C
×
F is obtained from A˜
C×
F applying the
functor restricting equivariance from G˜O oC× to GO oC×. In particular, we get
a module structure i!0A¯
C×
F ⊗ i!λF A¯C
×
F → i!λF A¯C
×
F . Note that i
!
0A¯
C×
F ' HGOoC×• (R).
5.6.1. Example: The regular sheaf in type A. Let G = GL(CN−1)×GL(CN−2)×
. . . × GL(C1), G˜ = (G × GL(CN))/Z, where Z ' C× is the diagonal cen-
tral subgroup. Hence GF = PGL(CN). Furthermore, N = Hom(CN ,CN−1) ⊕
Hom(CN−1,CN−2) ⊕ . . . ⊕ Hom(C2,C1). It is proved in [BFN3] that AC×F is iso-
morphic to the regular sheaf AC
×
R ∈ DPGL(CN )OoC×(GrPGL(CN )) of Section 3.13.
5.7. Gluing construction. Let AC
×
1 , . . . ,A
C×
n be the ring objects in
DGOoC×(GrG). We denote the ring objects of DGO(GrG) obtained by forgetting
the loop rotation equivariance by A1, . . . ,An. Let i∆ : GrG ↪→
∏n
k=1 GrG be the
diagonal embedding. The following proposition is proved in [BFN3].
Proposition 5.8. AC
×
:= i!∆(AC
×
k ) is a ring object in DGOoC×(GrG). If the
ring objects A1, . . . ,An are commutative, then A := i
!
∆(Ak) ∈ DGO(GrG) is a
commutative ring object. In particular, the ring H•GO(GrG,A) is commutative.
Proof. We have m : (Ak)?(Ak) = (Ak?Ak)→ Ak from m : Ak?Ak → Ak.
Then we apply i!∆. We claim that there is a natural homomorphism
i!∆(Ak) ? i!∆(Ak)→ i!∆ ((Ak ?Ak)) ,
hence its composition with i!∆(m) gives the desired multiplication homomor-
phism of i!∆(Ak). We prove the claim by comparing the convolution diagrams (1)
for GrG and
∏
k GrG. Since p, q are smooth, p
∗, q∗ commute with i!∆. The last
part of the convolution diagram for G and
∏
kG is
GrG×˜GrG m−−−→ GrG
i′∆
y yi∆∏
k GrG×˜GrG = Gr∏k G×˜Gr∏k G −−−→∏
km
Gr∏
k G
=
∏
k GrG,
where we denote the diagonal embedding of the left column by i′∆ to distinguish
it from the right column. Let (Ak˜Ak) denote the complex on Gr∏k G×˜Gr∏k G
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obtained in the course of the convolution product for
∏
kG. We define the ho-
momorphism as
m∗i′!∆((Ak˜Ak)) = m∗
!⊗
(Ak˜Ak)→
!⊗
m∗(Ak˜Ak) = i!∆(
∏
k
m)∗  (Ak˜Ak)).

Recall the regular sheaf AC
×
R of Section 3.13. It is equipped with an action
of G∨ n U []~ . Hence for any ring object AC
× ∈ DGOoC×(GrG), the product
AC
×
R ⊗! AC× is also equipped with an action of G∨ n U []~ . The cohomology ring
H•GOoC×(GrG,A
C×
R ⊗! AC×) is also equipped with an action of G∨ n U []~ . The fol-
lowing proposition is proved in [BFN3] (recall that the autoequivalence CG∨ was
defined in Section 3.12.1):
Proposition 5.9. For ring objects AC
×
1 ,A
C×
2 ∈ DGOoC×(GrG), we have
H•GOoC×(GrG,A
C×
1 ⊗! AC
×
2 ) '
H•GOoC×(GrG,A
C×
R ⊗! AC
×
1 )⊗ CG∨H•GOoC×(GrG,AC
×
R ⊗! AC
×
2 )//∆G∨
(quantum Hamiltonian reduction). If the ring objects A1,A2 ∈ DGO(GrG) ob-
tained by forgetting the loop rotation equivariance are commutative, then we have
a similar isomorphism of commutative rings:
H•GO(GrG,A1 ⊗! A2) ' H•GO(GrG,AR ⊗! A1)⊗ CG∨H•GO(GrG,AR ⊗! A2)//∆G∨
Proof. By rigidity, we have
H•GOoC×(GrG,A
C×
1 ⊗! AC
×
2 ) = Ext
•
DGOoC× (GrG)
(DAC×1 ,AC
×
2 )
= Ext•DGOoC× (GrG)
(1GrG ,CGA
C×
1 ?A
C×
2 ) =
Ext•
DG∨ (U []~ )
(
U
[]
~ ,CG∨Ψ
−1
~ (A
C×
1 )⊗U []~ Ψ
−1
~ (A
C×
2 )
)
= Ext•
DG∨ (U []~ )
(
U
[]
~ ,Φ~(A
C×
1 )⊗U []~ CG∨Φ~(A
C×
2 )
)
,
(the last equality is Lemma 3.14(b)). Now it is easy to see that
Ext•
DG∨ (U []~ )
(
U
[]
~ ,Φ~(A
C×
1 )⊗U []~ CG∨Φ~(A
C×
2 )
)
is the hamiltonian reduc-
tion (Φ~(A
C×
1 ) ⊗ CG∨Φ~(AC×2 ))//∆G∨ of Φ~(AC×1 ) ⊗ CG∨Φ~(AC×2 ) with
respect to the diagonal action of G∨. Finally, according to Lemma 3.14,
H•GOoC×(GrG,A
C×
R ⊗! AC×1,2 ) = Φ~(AC×1,2 ). 
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5.10. Higgs branches of Sicilian theories. We denote i!∆(A
b
R ) by
Ab ∈ DGO(GrG). It is equipped with an action of b copies of G∨nU []~ . We denote
by B ∈ DGO(GrG) the quantum hamiltonian reduction of A2 by the diagonal
action G∨. We expect that B is isomorphic to pi∗ωRG,g [−2 dim gO] (see Section 5.6
and Example 5.2.1). Finally, we set Bg := i!∆(B
g). Then Ab ⊗! Bg is a
commutative ring object of DGO(GrG), and its equivariant cohomology is a
commutative ring. We denote by W g,bG its spectrum SpecH
•
GO
(GrG,A
b ⊗! Bg).
It is a Poisson variety equipped with an action of (G∨)b, the conjectural Higgs
branch of a Sicilian theory.
Recall that according to [MT], there is a conjectural functor from the category
of 2-bordisms to a category HS of holomorphic symplectic varieties with Hamil-
tonian group actions. The objects of HS are complex algebraic semisimple groups.
A morphism from G to G′ is a holomorphic symplectic variety X with a C×-action
scaling the symplectic form with weight 2, together with hamiltonian G × G′-
action commuting with the C×-action. For X ∈ Mor(G′, G), Y ∈ Mor(G,G′′),
the composition Y ◦ X ∈ Mor(G′, G′′) is given by the symplectic reduction of
Y × X by the diagonal G-action. The identity morphism in Mor(G,G) is the
cotangent bundle T ∗G with the left and right action of G.
To a complex semisimple group G and a Riemann surface with boundary,
physicists associate a 3d Sicilian theory and consider its Higgs branch. It depends
only on the topology of the Riemann surface, and gives a functor as above. Such
a functor satisfying most of expected properties was constructed recently in [GK].
It follows from Proposition 5.9 that the above W g,bG is associated to the group G
∨
and Riemann surface of genus g with b boundary components. It is also proved
in [BFN3] that W 0,3PGL(2) ' C2 ⊗ C2 ⊗ C2, and W 0,3PGL(3) is the minimal nilpotent
orbit of E6, while W
1,1
PGL(3) is the subregular nilpotent orbit of G2, as expected by
physicists.
6. Coulomb branches of 3d quiver gauge theories
6.1. Quiver gauge theories. Let Q be a quiver with Q0 the set of vertices,
and Q1 the set of arrows. An arrow e ∈ Q1 goes from its tail t(e) ∈ Q0 to
its head h(e) ∈ Q0. We choose a Q0-graded vector spaces V :=
⊕
j∈Q0 Vj and
W :=
⊕
j∈Q0 Wj. We set G = GL(V ) :=
∏
j∈Q0 GL(Vj). We choose a second
grading W =
⊕N
s=1W
(s) compatible with the Q0-grading of W . We set GF to be
a Levi subgroup
∏N
s=1
∏
j∈Q0 GL(W
(s)
j ) of GL(W ), and G˜ := G× GF .
Remark. G will be the gauge group in this section. We denote it by G since we
want to use the notation G for some other group.
Finally, we define a central subgroup Z ⊂ GF as follows: Z :=
∏N
s=1 ∆
(s)
C× ⊂∏N
s=1
∏
j∈Q0 GL(W
(s)
j ), where C× ∼= ∆(s)C× ⊂
∏
j∈Q0 GL(W
(s)
j ) is the diagonally
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embedded subgroup of scalar matrices. The reductive group G˜ acts naturally on
N :=
⊕
e∈Q1 Hom(Vt(e), Vh(e))⊕
⊕
j∈Q0 Hom(Wj, Vj).
The Higgs branch of the corresponding quiver gauge theory is the Nakajima
quiver variety MH(G,N) = M(V,W ). We are interested in the Coulomb branch
MC(G,N).
6.2. Generalized slices in an affine Grassmannian. Recall the slices Wλµ
defined in Section 2.1 for domimant µ. For arbitrary µ we consider the moduli
space Wλµ of the following data:
(a) A G-bundle P on P1.
(b) A trivialization σ : Ptriv|P1\{0} ∼−→P|P1\{0} having a pole of degree ≤ λ at
0 ∈ P1 (that is defining a point of GrλG).
(c) A B-structure φ on P of degree w0µ with the fiber B− ⊂ G at ∞ ∈ P1
(with respect to the trivialization σ of P at ∞ ∈ P1). Here G ⊃ B− ⊃ T is the
Borel subgroup opposite to B, and w0 ∈ W is the longest element.
This construction goes back to [FiMi]. The space Wλµ is nonempty iff µ ≤ λ. In
this case it is an irreducible affine normal Cohen-Macaulay variety of dimension
〈2ρ∨, λ− µ〉, see [BFN2]. In case µ is dominant, the two definitions of Wλµ agree.
At the other extreme, if λ = 0, then W0−α is nothing but the open zastava space◦
Z−w0α. The T -fixed point set (Wλµ)
T is nonempty iff the weight space V λµ is not
0; in this case (Wλµ)
T consists of a single point denoted µ.
6.3. Beilinson-Drinfeld slices. Let λ = (λ1, . . . , λN) be a collection of domi-
nant coweights of G. We consider the moduli space Wλµ of the following data:
(a) A collection of points (z1, . . . , zN) ∈ AN on the affine line A1 ⊂ P1.
(b) A G-bundle P on P1.
(c) A trivialization σ : Ptriv|P1\{z1,...,zN} ∼−→P|P1\{z1,...,zN} with a pole of degree
≤∑Ns=1 λs · zs on the complement.
(d) A B-structure φ on P of degree w0µ with the fiber B− ⊂ G at ∞ ∈ P1
(with respect to the trivialization σ of P at ∞ ∈ P1).
Wλµ is nonempty iff µ ≤ λ :=
∑N
s=1 λs. In this case it is an irreducible affine
normal Cohen-Macaulay variety flat over AN of relative dimension 〈2ρ∨, λ − µ〉,
see [BFN2]. The fiber over N · 0 ∈ AN is nothing but Wλµ.
6.4. Convolution diagram over slices. In the setup of Section 6.3 we consider
the moduli space W˜λµ of the following data:
(a) A collection of points (z1, . . . , zN) ∈ AN on the affine line A1 ⊂ P1.
(b) A collection of G-bundles (P1, . . . ,PN) on P1.
(c) A collection of isomorphisms σs : Ps−1|P1\{zs} ∼−→Ps|P1\{zs} with a pole of
degree ≤ λs at zs. Here 1 ≤ s ≤ N , and P0 := Ptriv.
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(d) A B-structure φ on PN of degree w0µ with the fiber B− ⊂ G at ∞ ∈ P1
(with respect to the trivialization σN ◦ . . . ◦ σ1 of PN at ∞ ∈ P1).
A natural projection $ : W˜λµ →Wλµ sends (P1, . . . ,PN , σ1, . . . , σN) to (PN , σN ◦
. . . ◦ σ1). We denote $−1(Wλµ) by W˜λµ. Then we expect that $ : W˜λµ → Wλµ is
stratified semismall.
6.5. Slices as Coulomb branches. Let now G be an adjoint simple simply
laced algebraic group. We choose an orientation Ω of its Dynkin graph (of type
ADE), and denote by I its set of vertices. Given an I-graded vector space W
we encode its dimension by a dominant coweight λ :=
∑
i∈I dim(Wi)ωi ∈ Λ+
of G. Given an I-graded vector space V we encode its dimension by a positive
coroot combination α :=
∑
i∈I dim(Vi)αi ∈ Λ+. We set µ := λ − α ∈ Λ. Given
a direct sum decomposition W =
⊕N
s=1 W
(s) compatible with the I-grading of
W as in Section 6.1, we set λs :=
∑
i∈I dim(W
(s)
i )ωi ∈ Λ+, and finally, λ :=
(λ1, . . . , λN).
Recall the notations of Section 5.4. Since the flavor group GF is a Levi subgroup
of GL(W ), its weight lattice is naturally identified with ZdimW . More precisely, we
choose a basis w1, . . . , wdimW of W such that any Wi, i ∈ I, and W (s), 1 ≤ s ≤ N ,
is spanned by a subset of the basis, and we assume the following monotonicity
condition: if for 1 ≤ a < b < c ≤ dimW we have wa, wb ∈ W (s) for certain s, then
wb ∈ W (s) as well. We define a strictly convex cone V = {(n1, . . . , ndimW )} ⊂
Λ+F ⊂ ZdimW by the following conditions: (a) if wk ∈ W (s), wl ∈ W (t), and
s < t, then nk ≥ nl ≥ 0; (b) if wk, wl ∈ W (s), then nk = nl. The following
theorem is proved in [BFN2, BFN4] by the fixed point localization and reduction
to calculations in rank 1:
Theorem 6.6. We have isomorphisms
Wλµ
∼−→MC(G,N), Wλµ ∼−→MZC(G,N), W˜λµ ∼−→ M˜Z,VC (G,N), W˜λµ ∼−→ M˜VC(G,N).
6.7. Further examples. Let now Q be an affine quiver of type A˜D˜E˜; the fram-
ingW is 1-dimensional concentrated at the extending vertex; and the dimension of
V is d times the minimal imaginary coroot δ. Then it is expected that MC(G,N)
is isomorphic to the Uhlenbeck (partial) compactification UdG(A2) [BFG] of the
moduli space of G-bundles on P2 trivialized at P1∞, of second Chern class d. This
is proved for G = SL(N) in [NT].
Furthermore, let Q be a star-shaped quiver with b legs of length N each, and
with g loop-edges at the central vertex. The framing is trivial, and the dimension
of V along each leg, starting at the outer end, is 1, 2, . . . , N−1, N (with N at the
central vertex). Contrary to the general setup in Section 6.1, we define G as the
quotient of GL(V ) by the diagonal central subgroup C× (acting trivially on N).
Then according to [BFN3], MC(G,N) is isomorphic to W
g,b
PGL(N) of Section 5.10.
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7. More physics: topological twists of 3d N=4 QFT and
categorical constructions
The constructions of this Section are mostly conjectural. The main idea of
this Section is given by equation (10) which is due to T. Dimofte, D. Gaiotto,
J. Hilburn and P. Yoo. We discuss some interesting corollaries of this equation.
7.1. Extended topological field theories. Physical quantum field theories
usually depend on a choice of metric on the space-time. The theory is called
topological if all the quantities (e.g. corelation functions) are independent of the
metric (however, look at the warning at the end of the next subsection). Math-
ematically, the axioms of a topological QFT were first formulated by Atiyah
(cf. [At]). Roughly speaking, a topological quantum field theory in dimension d
consists of the following data:
(a) A complex number Z(Md) for every closed d-dimensional manifold Md;
(b) A space Z(Md−1) for every closed (d− 1)-dimensional manifold Md−1;
(c) A vector in Z(∂M) for every compact oriented d-dimensional manifold M
with boundary ∂M .
These data must satisfy certain list of standard axioms; we refer the reader
to [At] for details. In addition, one can consider a richer structure called ex-
tended topological field theory. This structure in addition to (a), (b) and (c) as
above must associate k-category Z(Md−k−1) to a closed manifold Md−k−1 of di-
mension d − k − 1. It should also associate an object of the k-category Z(∂M)
to every compact oriented manifold M of dimension d− k; more generally, there
is a structure associated with every manifold with corners of dimension ≤ d. We
refer the reader to [Lur1] for details about extended topological field theories. In
the sequel we shall be mostly concerned with the case d = 3. In this case one is
supposed to associate a (usual) category to the circle S1. Physicists call it the
category of line operators.
7.2. Topological twists of 3d N=4 theories. Physical quantum field theories
are usually not topological. However, sometimes physicists can produce a uni-
versal procedure which associates a topological field theory to a physical theory
with enough super-symmetry. Since in these notes we are not discussing what a
quantum field theory really is, we can’t discuss what a topological twist really is.
Physicists say that any 3d N=4 theory with some mild additional structure6 must
have two topological twists (we’ll call them Coulomb and Higgs twists, although
physicists often call them A and B twists by analogy with similar construction
for 2-dimensional field theories). These twists must be interchanged by the 3d
mirror symmetry operation mentioned in Section 4.
6The nature of this additional structure will become more clear in Subsection 7.7.
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7.3. Warning. The twists are topological only in some weak sense. Namely,
in principle as was mentioned above in a topological field theory everything (e.g.
correlators) should be independent of the metric (i.e. only depend on the topology
of the relevant space-time). In a weakly topological field theory everything should
be metric-independent only locally. This issue will be ignored in this section since
we are only going to discuss some pretty robust things but it is actually important
if one wants to understand some finer aspects.
7.4. The category of line operators in a topologically twisted 3d N=4
theory. To a 3d TFT one should be able to attach a “category of line operators”
(i.e. this is the category one attaches to a circle in terms of the previous subsec-
tion). Morever, since the circle S1 is the boundary of a canonical 2-dimensional
manifold: the 2-dimensional disc, this category should come equipped with a
canonical object. In this Section we would like to suggest a construction of
these categories together with the above object for a wide class of topologically
twisted 3d N=4 theories (we learned the idea of this construction from T. Dimofte,
D. Gaiotto, J. Hilburn and P. Yoo who can actually derive this construction from
physical considerations. To the best of our knowledge their paper on the subject
is forthcoming).
A priori the above categories of line operators should be Z2-graded. However,
as was mentioned above, in order to define the relevant topological twists one
needs to choose some mild additional structure on the theory (we explain this
additional structure in series of examples in Subsection 7.7). So we are actually
going to think about them as Z-graded categories (in fact, as dg-categories). But
we should keep in mind that if we choose this additional structure in a different
way, then a priori we should get different Z-graded categories but with the same
underlying Z2-graded categories.
Since a 3d N=4 theory is supposed to have two topological twists which we call
Coulomb and Higgs, we shall denote the corresponding categories of line operators
by CC ,CH . As was mentioned above, filling the circle with a disc should produce
canonical objects FC ,FH .
Remark for an advanced reader. In principle in a true TQFT the category
of line operators should be an E2-category (cf. [Lur2]). There is a closely related
notion of factorizable category (in the D-module sense), a.k.a. chiral category,
cf. [Ras]. In fact, the categories we are going to construct will be factorizable
categories (and the canonical object, corresponding to the 2d disc will be a fac-
torizable object). The fact that we get factorizable categories as opposed to
E2-categories is related to the warning in subsection 7.8.
The relation between these structures and what we have discussed in the previous
Sections is that one should have
(8) Ext∗(FC ,FC) = C[MC ]
32 A. BRAVERMAN AND M. FINKELBERG
and
(9) Ext∗(FH ,FH) = C[MH ].
Remark. It can be shown that for any factorization category C and a factoriza-
tion object F the algebra Ext∗(F,F) is graded commutative.
When we need to emphasize dependence on a theory T, we shall write
CC(T),FC(T) etc. The mirror symmetry conjecture then says
Conjecture 7.5. The category CC(T) is equivalent to CH(T
∗) (and the same
with C and H interchanged). Under this equivalence the object FC(T) goes over
to FH(T
∗).
7.6. Generalities on D-modules and de Rham pre-stacks. In what follows
we’ll need to work with various categories of sheaves on spaces which are little
more general than usual schemes or stacks. Namely, we need to discuss de Rham
pre-stacks and various categories of sheaves related to them. Our main reference
for the subject is [GaiRo].
Let S be a smooth scheme of finite type over C. Then one can define certain
pre-stack (i.e. a functor from C-algebras to sets) SdR which is called the de Rham
pre-stack of S. Informally it is defined as the quotient of S by infinitesimal
automorphisms. Moreover, this definition can be extended to all schemes, stacks
or even dg-stacks of finite type over C. A key property of SdR is that the category
of quasi-coherent sheaves on SdR is the same as the category of D-modules on S.
7
In addition for a target stack Y one can consider the mapping space Maps(SdR,Y).
Here are two important examples:
(1) Let Y = A1. Then Maps(SdR,Y) is the de Rham cohomology of S considered
as a dg-scheme.
(2) Let Y = pt/G where G is an algebraic group. Then Maps(SdR,Y) is the
stack of G-local systems on S (i.e. the stack classifying G-bundles on S endowed
with a flat connection).
In the sequel we’ll need to apply these constructions to S being either the formal
disc D = Spec(O) or the punctured disc D∗ = Spec(K). This is not formally a
special case of the above as some completion issues arise if one tries to spell out a
careful definition. However, with some extra care all definitions can be extended
to this case. This is done in [Gai3].
7.7. Construction of the categories in the cotangent case. It is expected
that one can attach the above theories and categories to any symplectic dg-stack
X. It is now easy to spell out the additional structure on the theory that one needs
in order to define the two topological twists in terms of the stack X. Namely, one
7Because we plunge ourselves into world of derived algebraic geometry here, it doesn’t make
sense to talk about either quasi-coherent sheaves or D-modules as an abelian category: only
the corresponding derived category makes sense.
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needs a C×-action on X with respect to which the symplectic form ω has weight
2.
We shall actually assume that X = T ∗Y where Y is a smooth stack; in this case
the above C×-action is automatic (we can just use the square of the standard
C×-action on the cotangent fibers). We shall denote this theory by T(Y).
The following construction is due to T. Dimofte, D. Gaiotto, J. Hilburn and
P. Yoo (private communication). Namely, let us set
(10) CC = D −mod(Maps(D∗,Y)); CH = QCoh(Maps(D∗dR,Y)).
Let us stress that both D − mod and QCoh mean the corresponding derived
categories.
Let now piC : Maps(DdR,Y)→ Maps(D∗dR,Y) be the natural map; similarly we
define piH . Then, we set
(11) FH = (piH)∗OMaps(DdR,Y); FC = (piC)!OMaps(D,Y).
7.8. A very important warning. The above suggestion is probably only an
approximation of a true statement. In fact, we believe that the suggestion is fine
for CC ; however, for CH some modifications might be necessary. Let, for example
(for simplicity), Z be a dg-stack of finite type over C. Then following [ArGa]
in addition to the category QCoh(Z) one can also study the derived category
IndCoh(Z) of ind-coherent sheaves on Z. The two categories coincide when Z is
a smooth classical (i.e. not dg) stack. But for more general Z these categories
are different. This can be seen as follows: the compact objects of IndCoh(Z)
are by definition finite complexes with coherent cohomology, while the compact
objects of QCoh(Z) are finite perfect complexes. Moreover, assume that Z is
locally a complete intersection. Then in [ArGa] the authors define certain stack
Sing(Z) endowed with a representable map Sing(Z)→ Z, which is an isomorphism
when Z is a smooth classical stack. Moreover, the fibers of this map are vector
spaces; in particular, there is a natural C×-action on the fibers whose stack of
fixed points is naturally identified with Z. Given a closed conical substack W ⊂
Sing(Z) the authors in [ArGa] define a category IndCohW(Z) of ind-coherent
sheaves with singular support in W. These categories in some sense interpolate
between QCoh(Z) and IndCoh(Z): namely, when W = Z (the zero section of
the morphism Sing(Z) → Z) we have IndCohW(Z) = QCoh(Z), and when W =
Sing(Z) we have IndCohW(Z) = IndCoh(Z).
8
We think that suggestion (10) is only “the first approximation” to the right
statement. More precisely, we believe that it is literally the right suggestion for the
category CC , but for the category CH one has to be more careful. We believe that
the correct definition of the category CH in the above context should actually be
8The reader should be warned that although we have a natural functor IndCohW(Z) →
IndCoh(Z), this functor is not fully faithful, so IndCohW(Z) is not a full subcategory of
IndCoh(Z).
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IndCohW(Maps(D
∗
dR,Y)) for a particular choice of W (very often W will actually
be the zero section but probably not always); at this moment we don’t know how
to specify W in the above generality. The purpose of the rest of the Section will
be to explain some general picture, so in what follows we are going to ignore this
subtlety, i.e. we shall proceed with the suggestion CH = QCoh(Maps(D
∗
dR,Y))
as stated. But the reader should keep in mind that in certain cases it should
be replaced by IndCohW(Maps(D
∗
dR,Y)) (this issue will become important when
we formulate some rigorous conjectures (cf. for example the discussion before
Conjecture 7.21).
7.9. Remarks about rigorous definitions. Since the above mapping spaces
are often genuinely infinite-dimensional, we need to discuss why the above cat-
egories make sense. First, the category of D-modules on arbitrary pre-stack is
discussed in [Ras-dm]. In fact, in loc. cit. the author defines two versions of this
category, which are denoted by D! and D∗ (these two categories are dual to each
other). For the purposes of these notes we need to work with D∗: for example
since it is this category for which the functor of direct image is well-defined.
The category QCoh(Z) is well-defined for any pre-stack Z; however in such
generality it might be difficult to work with. However, we would like to note
that Maps(D∗dR,Y) is typically a very manageable object. For example, when
Y is a scheme of finite type over C it follows from Conjecture 7.12 below that
Maps(D∗dR,Y) is a dg-scheme of finite type over C, so QCoh is “classical” (modulo
the fact that we have to work with commutative dg-algebras as opposed to usual
commutative algebras). When Y is a stack, the definition is a bit less explicit;
however, we claim that the definition is easy when Y is of the form S/G where S
is an affine scheme and G is a reductive group. For example, when Y = pt/G we
have Maps(D∗dR,Y) = LocSySG(D
∗): the stack of G-local systems (i.e. principal
G-bundles with a connection on D∗), and QCoh(LocSySG(D
∗)) is a well-studied
object in (local) geometric Langlands correspondence.
Here is another reason why we want Y to be of the above form. The map piH
is actually always a closed embedding, so we could write (piH)! instead of (piH)∗.
On the other hand, the functor (piC)! is a priori not well defined, at least it is not
defined for an arbitrary morphism. However, it is well-defined if the morphism
piC is ind-proper. In what follows we shall always assume that the stack Y is
such that it is the case. This condition is not always satisfied but it is also not
super-restrictive as follows from the next exercise.
Exercise. (a) Show that piC is a closed embedding if Y is a scheme.
(b) Show that if Y = S/G where S is an affine scheme and G is a reductive
algebraic group then the morphism piC is ind-proper.
(c) Show that (b) might become false if we drop either the assumption that S
is affine or the assumption that G is reductive.
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We shall denote the corresponding categories (10) and objects (11) simply by
CC(Y),FC(Y) etc. Note that these categories are Z-graded. The above arguments
then suggest the following
Conjecture 7.10. Let Y,Y′ be two stacks such that T ∗Y is isomorphic to T ∗Y′ as
a symplectic dg-stack. Then the corresponding Z2-graded versions of CC(Y) and
CC(Y
′) are equivalent as Z2-graded factorization categories; this equivalence sends
FC(Y) to FC(Y
′). Similar statement holds for CH .
7.11. Small loops. In fact, one can demistify the category CH(Y) a little bit
which makes it quite computable. First of all, with the correct definition it is
easy to see that Maps(DdR,Y) is equivalent to Y (for any Y).
9 Now, given Y let
us define another dg-stack LY (we shall call it “small loops” into Y) by setting
LY = Y ×
Y×Y
Y,
where in the above equation both maps Y → Y × Y are equal to the diagonal
map.10 We have a natural map Y→ LY.
Conjecture 7.12. (1) Let Y be a scheme. Then LY and Maps(D∗dR,Y) are
isomorphic (and this isomorphism is compatible with the map from Y =
Maps(DdR,Y) into both).
(2) Let Y be a stack. Then the formal neighbourhoods of Y = Maps(DdR,Y)
in Maps(D∗dR,Y) and in LY are equivalent.
The proof of Conjecture 7.12 will be written in a different publication. In what
follows we shall assume Conjecture 7.12.
7.13. Remark. If Y is a scheme then it is easy to see that both Maps(D∗dR,Y)
and LY are dg-extensions of Y (i.e. they are dg-schemes whose underlying classical
scheme is Y), so if the statement of Conjecture 7.12 holds on the level of formal
neighbourhoods then in fact we have LY = Maps(D∗dR,Y). This is not the case
for stacks. Namely, let G be a reductive algebraic group and let Y = pt/G. Then
it is easy to see that Maps(D∗dR,Y) is the stack LocSysG(D
∗) of G-local systems
on D∗ (i.e. principal G-bundles on D∗ with a connection).
Exercise. Show that for Y = pt/G we have LY = G/Ad(G) (i.e. quotient of G by
itself with respect to the adjoint action). Show that G/Ad(G) is not equivalent to
LocSysG(D
∗) but the formal neighbourhoods of pt/G in both are equivalent (the
embedding of pt/G into LocSysG(D
∗) corresponds to the trivial local system).
9Here we see that Maps(DdR,Y) should be defined with some extra care. Namely, if we just
used the naive definition then the equivalence Maps(DdR,Y) ' Y would imply that DdR = pt
which is far from being the case.
10Here we want to stress once again that all fibered products must be understood in the
dg-sense!
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7.14. An example. The significance of Conjecture 7.12 is that it allows to use
the (very explicit) stack LY in order to compute the Ext-algebra (9).
Assume that Y is a smooth scheme which for simplicity we shall also assume
to be affine. Then LY is just the dg-scheme Spec(SymOYT
∗Y[1]). Since we have
Ext∗SymOYT ∗Y[1])
(OY,OY) = SymOY(TY[−2]),
we see that (with grading disregarded) C[MH ] = C[T ∗Y] which is what we should
have in this case. In fact, if we want to rembember the grading we see that
the homological grading on the RHS goes to grading coming from dilation of
the cotangent fibers on the LHS. Recall that writing X as T ∗Y is an additional
structure which is precisely the one required in order to make all the categories
Z-graded (as opposed to Z2-graded; note also that the grading on SymOY(TY[−2])
is even, so the corresponding Z2-grading is trivial).
Let us now compute C[MC ] in this case. Since Y is an affine scheme, it fol-
lows that Maps(D,Y) is a closed subscheme in the ind-scheme Maps(D∗,Y), so
Ext∗(FC ,FC) is just equal to the de Rham cohomology of Maps(D,Y). Since Y is
smooth the (evaluation at 0 ∈ D) map Maps(D,Y) → Y is a fiber bundle whose
fibers are infinite-dimensional affine spaces. Thus it induces an isomorphism on
de Rham cohomology. Hence we get C[MC ] = H∗(Y,C) = H∗(T ∗Y,C). So if Y
is connected, we see that MC is a dg-extension of pt; moreover, if Y is a vector
space, that MC = pt even as dg-schemes (as was promised in subsection 4.4).
7.15. Gauge theory. Consider now the the example when Y = N/G, where G
is a connected reductive group and N is a representation of G.
Exercise Show that in this case the RHS of (8) is literally the same as
HGO• (RG,N).
So, we see that our categorical point of view recovers the definition of the
Coulomb branch we gave before. Let us look at the Higgs branch. According to
Conjecture 7.12 we need to understand the dg-stack
(12) L(N/G) = N/G ×
N/G×N/G
N/G.
Let us actually first assume that N is any smooth variety with a G-action. Then
it is easy to see that (12) is a dg-stack which admits the following description.
The action of G on N defines a natural map of locally free ON-modules
g⊗ ON → TN.
Consider the dual map
T ∗N→ g∗ ⊗ ON
and let us regard it as two step complex of coherent sheaves on N where T ∗N
lives in degree −1 and g∗ ⊗ ON lives in degree 0. Let us denote this complex by
K•. Then SymON(K
•) is a quasi-coherent dg-algebra on N.
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Exercise. Show that the formal neighbourhood of N/G in L(N/G) is equivalent
to the formal neighbourhood of N/G in Spec(SymON(K
•))/G (note that when G
is trivial we just recover Spec(Sym(T ∗N)[1])) as in the previous subsection).
It now follows that the RHS of (9) in our case becomes equal to the G-invariant
part of
(13) Ext∗SymON (K•)
(ON,ON).
Assume now for simplicity that N is affine. Then it is easy to see that (13) is
equal to the cohomology of SymON((K
•)∗[−1]).
Exercise. Show that as a Z2-graded algebra SymON((K
•)∗[−1]) is quasi-
isomorphic to the algebra of functions on the dg-scheme µ−1(0) where
µ : T ∗N→ g∗ is the moment map.
The exercise implies that the RHS of (9) is isomorphic to the algebra of functions
on the dg-stack µ−1(0)/G.
7.16. Mirror symmetry in the toric case. Let us assume that we are in the
situation of subsection 4.6. We set Y = Cn/T,Y∗ = Cn/T∨F . Combining (10) and
(11) with Conjecture 7.5 we already obtain a bunch of non-trivial statements.
Namely, we arrive at the following
Conjecture 7.17. For the above choice of Y and Y∗ we have equivalences of
(factorization) categories
D −mod(Maps(D∗,Y)) ' QCoh(Maps(D∗dR,Y∗))
D −mod(Maps(D∗,Y∗)) ' QCoh(Maps(D∗dR,Y)).
A proof of this conjecture is the subject of a current work in progress of the
first named author with Dennis Gaitsgory. Let us discuss the simplest example
(which is already quite non-trivial).
Let us take n = 1 and let T be trivial. In other words we get Y = A1. Then
Y∗ = A1/Gm. So, let us look closely at what Conjecture 7.17 says in this case.
First, Maps(D∗dR,Y) = Maps(D
∗
dR,A1) = H∗dR(D∗) = A1 × A1[−1]. In other
words, Maps(D∗dR,Y) = Spec(C[x, ε]) where deg(x) = 0, deg(ε) = −1 (we consider
it as a dg-algebra with trivial differential). The category CC(Y) is then just the
derived category of dg-modules over this algebra. More precisely, it is the QCoh
version of this derived category — we again refer the reader to Chapter II of
[GaiRo]. The object FC corresponds to the dg-module C[x] (on which ε acts
trivially) in degree 0.
We claim that in this case the category QCoh(Maps(D∗dR,A1)) is equivalent to
D-mod(Maps(D∗,A1)) even as a Z-graded category. We are not in a position to
give a rigorous proof here, since for this we’ll need to spell out careful definitions of
both categories, and that goes beyond the scope of these notes. Let us give some
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examples of objects which go to one another under the above equivalence. First,
the object FC ∈ D-mod(Maps(D∗,A1)) is described as follows. Let in : O → K
be the embedding which sends f to znf (here n ∈ Z). Then we have
FC(A1/Gm) =
⊕
n∈Z
(in)∗O.
Warning. To understand this object carefully one really needs to spell out the
definition. Let us mention the problem one has to fight with. It is intuitively
clear that we have a Z-action on K such that n ∈ Z sends f(z) to znf(z). On
the other hand, assume that n ≥ 0. Then znO has codimension n in O (although
one is obtained from the other by means of the Z-action). This problem is in
fact not as serious as it might seem at the first glance – it just shows that the
actual definition of D-modules onK (or even on O) must take into account certain
homological shifts.
Having the above warning in mind, it is easy to see that Ext∗(FC ,FC) = C[x, y]
where deg(x) = 0, deg(y) = 2. On the other hand, we also have
Ext∗C[x,ε](C[x],C[x]) = C[x, y],
which matches our expectations.
Here is another example. Consider the module C over C[x, ε] (i.e. we think
of it as a dg-module concentrated in degree 0, on which x acts by 1 and ε acts
by 0). Then under the above equivalence it goes to the D-module δ of delta-
functions at 0 ∈ K (considered as a K∗-equivariant D-module). Note that the
K∗-equivariant Ext from δ to itself is the same as H∗K∗(pt,C). Now, homotopically
K∗ is equivalent to C× × Z and we have
H∗C××Z(pt,C) = C[y, θ] where deg(y) = 2, deg(θ) = 1.
On the other hand the same (dg) algebra C[y, θ] is equal to Ext∗C[x,ε](C,C).
7.18. The theory T[G]. Here is another expectation. Let D(GrG)
Hecke denote
the derived category of Hecke eigen-modules on GrG, i.e. D-modules which are
also right modules for the algebra AR.
Conjecture 7.19. The category CC(T[G]) is the category D(GrG)
Hecke and FC =
AR.
Let us combine it with (10). In the case when G = GL(n) the theory T[G] does
in fact come from a smooth stack Y; here
(14) Y = (
n−1∏
i=1
Hom(Ci,Ci+1))/
n−1∏
i=1
GL(i)
(note that Y still has an action of GL(n)). So, from (10) we get another construc-
tion of CC which should be equivalent to the one from 7.19.
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It is in fact easy to construct a functor in one direction. Namely, let C be a
category with a D-module action of some group G; let also F be a GO-equivariant
object. Then F defines a functor C→ D-mod(GrG). Moreover, this functor sends
F to a ring object AF and the above functor can be upgraded to a functor from
C to AF-modules in D-mod(GrG). Namely, this functor sends every G to the
D-module on GrG whose !-stalk at some g is equal to RHom(F
g,G). In our case
we take C to be the category of D-modules on Maps(D∗,Y) and take F = FC .
Then the above functor sends F to AR (this is essentially proved in [BFN3]).
Note that for G = GL(n) the theory T[G] is supposed to be self-dual (with
respect to mirror symmetry procedure). Hence it follows that in this case the
category CC should be equivalent to CH . Therefore, it is natural to expect that
the category QCoh(Maps(D∗dR,Y)) is equivalent to D(GrGL(n))
Hecke. However,
we expect that it is actually wrong as stated – the reason is the warning from
subsection 7.8. However, we do believe in the following
Conjecture 7.20. Let Y be as in (14). Then the category IndCoh(Maps(D∗dR,Y))
is equivalent to D(GrGL(n))
Hecke.
Here is (an equivalent) variant of this conjecture. Note that the action of the
group GL(n) on Y gives rise to an action of the same group on Maps(D∗dR,Y).
Hence we can consider the category QCoh(Maps(D∗dR,Y)/GL(n)). This cate-
gory admits a natural action of the tensor category Rep(GL(n)). Note that
the geometric Satake equivalence also gives rise to an action of Rep(GL(n)) on
D-mod(GrGL(n)) (the action is by convolution with spherical D-modules on the
right).
Conjecture 7.21. The categories IndCoh(Maps(D∗dR,Y)/GL(n)) and
D −mod(GrGL(n)) are equivalent as module categories over Rep(GL(n)).
In the paper [BF] we prove a weaker version of Conjecture 7.21 for GL(2) (in
particular, the version of Conjecture 7.21 proved in [BF] is sufficient in order to
explain why we need IndCoh and not QCoh in the formulation).
7.22. G-symmetry and gauging. Let us now address the following question.
Let T be a theory acted on by a (reductive) algebraic group G. What kind of
structures does this action imply in terms of the categories CH ,CC?
To answer this question, we need to recall two general notions. First, given a
category C and a group ind-scheme G there is a notion strong or infinitesimally
trivial G-action on C (cf. [Gai2]). The main example of such an action is as follows:
given a pre-stack S with a G-action, the group G acts strongly on the (derived)
category ofD-modules on S. If one replacesD-modules by quasi-coherent sheaves,
one gets the notion of weak G-action on a category C. Given a category C with
a strong G-action one can define the category of strongly equivariant objects in C
(cf. [Gai2, page 4]); we shall denote this category by CG.
40 A. BRAVERMAN AND M. FINKELBERG
On the other hand, for a stack Z and a (dg-)category C there is a notion of “C
living over Z” (cf. [Gai1]). This simply means that the category QCoh(Z) (which
is a tensor category) acts on C. Given a geometric point z of Z we can consider
the fiber Cz of C at z. This category always has a weak action of the group Autz
of automorphisms of the point z.
Now we can formulate an (approximate) answer to the above question. Namely,
we expect that a G-action on T should produce the following structures:
(1) A category CH(G,T) which lives over LocSysG(D
∗) endowed with an equiv-
alence
CH(G,T)Triv ' CH(T ).11
Here Triv stands for the trivial local system.
(2) A strong G(K) = Maps(D∗, G)-action on the category CC(T).
Note that G is the group of automorphisms of the trivial local system. Hence (1)
implies that a G-action on T yields a weak action of G on CH(T).
Exercise. Show that this action extends to a weak action of LG (which is a
dg-extension of G) on C.
The reader must be warned that a weak action of G or even of LG on CH(T) is a
very small amount of data: for example, it is not sufficient in order to reconstruct
CH(G,T).
Recall now that if a group G acts on a theory T then we can form the corre-
sponding gauge theory T/G. Then we expect that
(15) CH(T/G) = C(G,T); CC(T/G) = CC(T)
G(K).
Let us now go back to the case T = T(Y). In this case an action of G on Y
yields an action of G on T(Y). In this case we expect that T(Y)/G = T(Y/G). Let
us discuss the compatibility of this statement with above categorical structures.
First, an action of G on Y gives rise to an action of G(K) on Maps(D∗,Y), hence
a strong action on D-mod(Maps(D∗,Y)). Moreover, D-mod(Maps(D∗,Y))G(K) =
D-mod(Maps(D∗,Y/G)) which is compatible with the 2nd equation of (15). On
the other hand, it is easy to see that the category QCoh(Maps(D∗dR,Y/G)) lives
over QCoh(LocSysG(D
∗)) and its fiber over Triv is QCoh(Maps(D∗dR,Y)) which
is compatible with the first equation of (15).
7.23. S-duality and local geometric Langlands. This subsection is a some-
what side topic: here we would like to mention a possible connection of the above
discussion with (conjectural) local geometric Langlands correspondence. A reader
who is not interested in the subject is welcome to skip this subsection.
The local geometric Langlands duality predicts the existence of an equivalence
LG between the (∞-)category of (dg-)categories with strong G(K)-action and the
11Again, the reader should keep in mind subsection 7.8.
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(∞-)category of (dg-)categories over QCoh(LocSysG∨(D∗)) (as was already men-
tioned earlier in these notes we are going to ignore higher categorical structures,
which are in fact necessary in order to discuss these things rigorously).12
Let us now recall that given a theory T with a G-action one expects the ex-
istence of the S-dual theory T∨ with a G∨-action. Thus we see that we get a
category CC(T
∨) with a strong G∨(K)-action and a category CH(T∨/G∨) which
lives over LocSysG∨(D
∗).
Conjecture 7.24. We have natural equivalences
LG(CC(T)) ' CH(T∨/G∨); LG∨(CC(T∨)) ' CH(T/G).
Recall now formula (2):
T∨ = ((T × T[G])/G)∗.
In particular, we can apply it to T being the trivial theory; in this case we get
that the group G∨ should act on the theory (T[G]/G)∗. Let CG = CC((T[G]/G)∗).
Then this category should have a strong action of G∨(K). On the other hand,
CG = CH(T[G]/G), so in addition it should live over LocSysG(D
∗) (these two
structures should commute in the obvious way). We expect that CG is the uni-
versal Langlands category for G∨, i.e. that for any other category C with G∨(K)-
action we have
LG∨(C) = C ⊗
G∨(K)
CG.
13
In particular, if G = GL(n) then we see that the universal Langlands cate-
gory CGL(n) is expected to be equivalent to QCoh(Maps(D
∗
dR,Y/G)) where Y is
given by (14). Note that in this realization the fact that this category lives over
LocSysGL(n)(D
∗) is clear, but the action of GL(n,K) is absolutely not obvious:
we don’t know how to construct it.
Again, it must be noted that the notion of universal Langlands category is
not precise since as was mentioned above the correct formulation of the local
geometric Langlands conjecture involves a modification of the notion of category
over LocSysG(D
∗). But at least we believe that the above description of the
universal Langlands category is true as stated over the locus of irreducible local
systems.
7.25. Quantization. Let us now discuss the categorical structures which give
rise to the quantizations (and thus to Poisson structures) of the algebras C[MH ]
and C[MC ]. Let us first look at the latter one. The space Maps(D∗,Y) has a
12It is known that this is only an approximate conjecture. The correct conjecture (due to
A. Arinkin) requires a (rather tricky) modification of the notion category over LocSysG(D
∗)
(which again has to do with the difference between QCoh and IndCoh).
13Such a tensor product does make sense as long as we live in the world of dg-categories.
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natural action of the multiplicative group Gm (which acts on D∗ by loop ro-
tation). Thus the category CC(Y) admits a natural deformation: the category
D-modGm(Maps(D
∗,Y)) of Gm-equivariant D-modules. The object FC deforms
naturally to an object of D-modGm(Maps(D
∗,Y)) and thus we can set
C~(MC) = Ext∗D−modGm (Maps(D∗,Y))(FC ,FC).
Here ~ as before is a generator of H∗Gm(pt,C).
What about the quantization of MH? As before we need to look for a one-
parameter deformation of the pair (CH ,FH). Here again the action of the multi-
plicative group Gm on D and on D∗ gives rise to an action of Gm on the category
CH(Y); we claim that this action is strong (this is related to the fact that we work
with maps from D∗dR rather than with maps from D
∗). Thus it makes sense to
consider the category of strongly equivariant objects in CH(Y) (cf. again [Gai2,
page 4]). The Ext-algebra of (the natural analog of) the object FH in this cat-
egory is again a non-commutative algebra over C[~] which is a quantization of
C[MH ].
Note that since in both cases we use the action of the multiplicative group on
D∗, it follows that the deformed categories are no longer factorisation categories,
so the corresponding Ext-algebras no longer have factorisation structure. This
is why they have a chance to become non-commutative (at least the Remark
after (9) does not apply here).
7.26. Holomorphic-topological twist. We have learned the main ideas of this
subsection from K. Costello. So far we discussed the two topological twists of a
given theory completely independently of each other. However, in fact in physics
both the C-twist and the H-twist appear as one-parametric families of equivalent
twists. In addition, both families have the same limiting point, where the theory
is no longer topological (it becomes holomorphic-topological, cf. [ACMV]; roughly
speaking it means that, for example, for a 3-manifold M the partition function
Z(M) is well-defined if one fixes some additional structure on M which locally
makes it look like a product of a complex curve Σ and a 1-manifold I). The cat-
egory of line operators in the holomorphic-topological theory is still well-defined.
As a result we come to the following conclusion:
Conclusion: There should exists a factorisation category C with an object F
and two Z-gradings such that
(1) The two Z-gradings yield the same Z2-grading.
(2) The pair (CC ,FC) is a deformation of the pair (C,F). This deformation
preserves the 1st grading on C.
(3) The pair (CH ,FH) is a deformation of the pair (C,F). This deformation
preserves the 2nd grading on C.
COULOMB BRANCHES OF 3-DIMENSIONAL GAUGE THEORIES 43
Let us describe a suggestion for the category C(Y) and the object F(Y). We
would like to set
C(Y) = QCoh(T ∗Maps(D∗,Y)).
Here there are some technical problems: the stack T ∗Maps(D∗,Y) is very es-
sentially infinite-dimensional, so studying quasi-coherent sheaves on it is more
difficult than before. Let us assume that it is possible though and let us discuss
(1)-(3) in this case. First, we need two gradings. The first grading is simply
the homological grading on QCoh. The second grading is the combination of the
homological grading and the grading coming from C×-action on T ∗Maps(D∗,Y)
(which dilates the cotangent fibers) multiplied by two (so the two grading mani-
festly yield the same Z2-grading).
Now the category of D-modules on Maps(D∗,Y) is clearly a deformation of
QCoh(T ∗Maps(D∗,Y)). On the other hand, it is less clear how to deform the
category QCoh(T ∗Maps(D∗,Y)) to QCoh(Maps(D∗dR,Y)). We plan to address
these issues in a future publication.
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