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We address the problem of interactively constructing models of a knowledge base xpressed in 
logic. User inputs in the form of assertions are added to the initial knowledge base and some 
specific logical consequences of the assertions are used to provide guidance for further 
interaction. We show that the concept of stratification applied to disjunctive knowledge bases 
provides a framework for maintaining the computational complexity of the interaction to a 
manageable level. We discuss the dynamics of the stratification a d the related complexity 
issues. Several algorithms that form the core of an interactive knowledge base maintainance 
system are presented including a linear time stratification algorithm based on a graph theoretic 
characterization of the concept of stratifiability. 
1. Introduction 
We define an interactive knowledge base system as a system that generates models of a 
knowledge base according to assertions made by the user. We consider the knowledge 
bases as being propositional formulae expressed as sets of clauses or rules, the assertions 
made by the user are also to be expressed in clausal or rule form. 
Each new assertion made by the user is added to the knowledge base and the system 
responds with some specific logical consequences of this assertion. These logical conse- 
quences provide guidance for further assertions. Thus the user and the system coopera- 
tively construct a model (or models) of the knowledge base. The two key problems lie in 
maintaining a consistent knowledge based at each step of the interaction and in providing 
sufficient and fast feedback. 
The expressive power of logic does not come without a price. The consistency check for 
a formula is, in the propositional case already, NP-complete. In general, this check would 
have to be performed after every assertion made by the user. The key requirement for an 
interactive model-building system is that at each stage of the interaction the knowlege 
base be consistent and the partial instantiation resulting from previous assertions always 
be extendable in a model of the full knowledge base. In this paper, we propose a strategy 
based on the concept of stratification which provides a framework for maintaining the 
complexity of the interaction to a manageable l vel. Simply put, a stratification is a 
reflexive, transitive relation on the propositional variables of the knowledge base which 
induces a network structure on the rules and assertions. Processing the knowledge base 
proceeds along the paths of this network. 
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The notion of stratification was introduced in the context of the semantics of negation 
as failure in logic programming, cf. Clark (1982), Chandra & Harel (1985), Apt et al. 
(1986), Van Gelder (1986). The notion has been extended to the case of disjunctive 
databases by Lloyd et al. (1985) and Przymusinski (1986), and the connection with the 
semantics of circumscription has been established in Lifschitz (1986) and Przymusinski 
(1986). In this paper, however, our view point is computational nd we show that the 
concept of stratification can also be used to develop efficient knowledge base systems. 
In section 2, we discuss the use of stratification as a tool in the interactive model- 
building process. We introduce a generalized notion of stratification as a partial ordering 
and show that this ordering induces a network structure with the desired computational 
features. We then introduce the notion of pre-stratification which obviates the need to 
compute transitive closures. We also consider the notion of a kernel representation of a 
set of rules which is a non-redundant equivalent form and which can play a bipartite role 
in maintaining a knowledge base: it provides a concise form of representation and 
simplifies the consistency check when clauses are added to the knowledge base. 
In section 3, we show how the computational complexity of the process can be reduced 
by the use of stratification which limits consistency checking to minimal strata. We then 
discuss the complexity of building models that fall into certain intended classes. Answer- 
ing queries can also be expressed in terms of building intended models and we show that 
this raises interesting complexity issues. We end the section with the analysis of the cost 
of maintaining the base stratum of the knowledge base in kernel form. 
In section 4, we present he algorithms that perform the maintenance of the knowledge 
base during interaction as well as a pre-stratification algorithm. The maintenance 
algorithms perform the consistency check on a designated minimal stratum, maintain 
this stratum in kernel form and reduce redundancy throughout the knowledge base. We 
develop an efficient pre-stratification algorithm using a graph theoretic characterization 
of stratifiability and depth-first search techniques for finding strongly connected compo- 
nents in a graph; it both verifies stratifiability and maintains the pre-stratification. 
2. Stratification and Interaction 
A rule is a propositional formula at ^  9 9 9 ^  a,, ^  --qb~ ^ 9 9 ^ 7b ,  ---~ cL v .. 9 v c k where 
(1) n, m, k t> 0 and (2) either k t> 1 or m = 0. We shall use the term disjunctive knowledge 
base (abbreviated d.k.b.) for finite sets of rules of this form. 
Let < = denote a reflexive relation and < =*  its transitive closure. We write a < b if 
a < = b but not conversely. An element a is minimal if there is no element b such that b < a. 
A stratification of a disjunctive knowledge base KB is a transitive, reflexive relation < = 
on the letters KB which satisfies 
1. For all rules (al ^ ' "  ^ a, ^  q bl ^ " "  ^  rib,, ~ c 1 v . . .  v ek), we have: ai < = c i, bi < cj, 
c~< =ct< =cj, for all i,j; 
2. For all headless rules (al A . . -^  a,,~), we have: ai< =aj< =a i, for all i,j and e< =a t 
implies as< =c all c, i. 
The stratum of a is the set of all b's such that a < = b < = a. The strata partition the letters 
of KB and < = induces a partial order on the strata. A stratum is minimal if it is composed 
of minimal elements. 
Condition (1) insures that the letters that form the head of a disjunctive rule all lie in 
the same stratum; it also insures that all letters in the body precede the letters in the head 
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and that this relation is strict if the letter in the body is negated in the rule. Condition (2) 
excludes headless rules with negations in the body and assures that all letters that appear 
in a headless rule are minimal and appear in the same stratum. 
A d.k.b, is stratifiable if it has a stratification. Our definition extends that of Apt et al. 
(1986) and Przymusinsky (1986) in that the relation on the strata induced by the 
stratification is not required to be a linear ordering and in the headless clauses are taken 
into acount. Intuitively, incomparable strata are independent of one another and one 
stratum precedes another if its variables have the higher priority. The partial ordering 
yields a network structure which provides a control flow for processing the knowledge 
base and which exploits locality. 
The following propostion follows easily from the definitions. 
PROPOSITION 1. The (set theoretic) intersection of two stratifications of a d.k.b. KB is 
again a stratification of KB. 
Since d.k.b.'s are finite, it follows that the intersection of all the stratifications of a 
stratifiable knowledge base is itself a stratification; we call this stratification the most 
general stratification, denoted m.g.s. For instance, with the knowledge base KB = 
{a ^  -nb- -*c ,b~dv e,e vf -~b,  -'ng^ a~,g  A f t} ,  we must have the relations 
a<=e, b<e, b<=d, b<=e, e< =b,f<=b, g<b, a<=b, d< =e<=d, f<=g<=f  
Moreover, f and g must be minimal elements. The m.g.s, has the strata {$11 =~g) ,  
$12 = (a), Sz = (b, d, e), $3 = (c)} where $11 and $12 are minimal and incomparable and the 
ordering is otherwise given by the first subscript. 
We define a pre-stratification of a d.k.b. KB to be a reflexive relation < = on the letters 
of KB such that its transitive closure < =* is a stratification and such that for all letters 
a, b if a< =* b< =*a  then a< =b< =a. From a computational point of view it is 
advantageous to work with a pre-stratification rather than with its transitive closure, a 
point which will be discussed below. The requirement that the pre-stratification defines the 
same equivalence classes as the full stratification is an important property that enables one 
to replace a full stratification with a pre-stratification in the maintenance of a stratified 
knowledge base. 
We will sometimes write rules without heads as negative clauses; the restriction that all 
letters occurring in them appear in minimal strata only is motivated by Propositions 2
and 4 below. 
We extend the definition of dependence graph given in Apt et al. (1986) to the case of 
disjunctive knowledge bases as follows: the nodes of the graph are the letters of the 
knowledge base and there is a directed edge from the node a to b if (1) there is a rule in 
the knowledge base with a in its head and b in its body; the edge is labelled negative if 
b appears negative otherwise it is labelled as positive; or (2) a and b both appear in the 
head of a disjunctive rule or in the body of a headless rule; the edge is labelled positive. 
It can be seen that a knowledge base is stratifiable if its dependency graph does not 
contain cycles with a negative dge and if no path from a node associated with letters of 
headless rules contains a negative dge. 
In Section 3, we describe a procedure STRATIFY which is a linear time algorithm to 
test for stratifiability that returns, in the case a d.k.b. KB is stratifiable, a data structure 
for maintaining a pre-stratification f the m.g.s, of KB. This data structure maintains the 
pre-stratification in the sense that (1) it maps each letter a to a distinguished element of 
its stratum in the m.g.s, and (2) it records the pre-stratification relation among these 
distinguished elements. 
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Stratification aturally induces a partition on the rules of the knowledge base. By 
condition (1) in the definition of stratification, each rule (a~ ^  9 9 - ^  a,, ^  -nbj ^  - 9 9 ^  
-nb,, -* c~ v 9 9 9 v ok.) of a stratified knowledge base can be mapped unambiguously to the 
stratum of the letters in its head; by condition (2), each headless rule (a~ ^  9 9 9 ^  a, 4 )  
can likewise be mapped to the stratum of the a/s. With the example above, the rules are 
partitioned as: {KBl~=( -ng  v ~f ) ,  KB2=(b~d v e, e ^ f -*b, ng  ^ a-*b) ,  KB3 = 
(a ^ 7b  -,c)}. 
Note that if we adjoin the rule (b ~ h), it can be placed either in KB2 or KB3 or in a 
new stratum. Note that it is possible that no rules be associated with the letters of a given 
stratum; this will be the case if none of these letters appear in the heads of rules or in the 
bodies of headless rules. As for minimal strata we observe that no rule with a negation 
in the body can be mapped to a minimal stratum and that if distinct rules R~ and R2 are 
mapped to distinct minimal strata then R~ and R2 have no letters in common. Of  course, 
rules assigned to incomparable strata at higher levels can have propositional variables in 
common. 
PROPOStTION 2. Let KB be a stratified disjunctive knowledge base and let C1, . . . ,  Ck be 
the minimal strata o f  KB. Suppose that for  each i, 1 <<. i <<, k, ~j is an assignment of  truth 
values to the letters o f  C 1 which satifies the runs associated with C~. Then ct = r u .  9 9 uct k 
is an assignment that can be extended to a satisfying assignment o f  KB. 
The proof follows from the observations that precede the proposition together with the 
remark that all rules associated with non-minimal strata have non-empty heads contain- 
ing letters that do not occur in the minimal strata. 
COROLLARY 3. A stratified disjunctive knowledge base is consistent i f  for  each minimal 
stratum the set of  rules associated with it is consistent. 
The partial order of the stratification leads to a strategy for model building where 
lower strata are treated first and the results of this partial model building are propogated 
throughout higher levels. Suppose e is an assignment which satisfies a minimal stratum 
KBmi n of a stratified d.k.b. KB. Then we can propagate c~ through KB by means of the 
Davis-Putnam One Literal Clause Rule: considering rules as clauses, for each literal l 
assigned TRUE by e, delete clauses where I appears and delete --1 l from clauses in which 
it appears. Denote the updated d.k.b, by KB(e). Then, by the stratification requirement 
on negative literals in the body of rules, the restriction of < = to the letters of KB(e) is 
a stratification of KB(cO. At each point in the interactive model building process, a 
particular minimal stratum called the base stratum will be singled out and a model of the 
rules associated with it will be developed. This is possible because, as was remarked 
earlier, all the minimal strata are independent of one another. 
Our setup allows for great flexibility at the base stratum. Rewriting 
('-nat v . . .  v -nak v bl v ' "  v bl) as (a 1 ^  . . .  ^ ak -*b I v ' "  V bt) allows one to write 
arbitrary formulae in the base stratum, in particular negative clauses. So the check for 
consistency in the base stratum can be expensive. However, this check can be done in 
isolation from the rest of the knowledge base, since no contradiction can arise in the 
higher strata. Furthermore the consistency checking required at the base stratum can be 
exploited to maintain this stratum in a more concise and more usable form. Following 
Helm et al. (1986), we recall that a primitive of a set of clauses C is a clause which is a 
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logical consequence of C and which is not subsumed by any other clause which is a 
logical consequence of C (this is the dual of the concept of prime implicant of a formula 
in disjunctive normal form, cf. Kohavi, 1978). A kernel of C is defined as an independent 
subset of the set of primitives of C which is logically equivalent to C. A kernel is a 
compact and explicit representation f a set of clauses. In particular, it is non-redundant 
in the sense that no literal can be removed from a clause without loss of information. The 
computational cost of constructing a kernel from a set of clauses is O(n x t) where n is 
the number of distinct occurrences of literals in C and t is the cost of a consistency check. 
It follows from the definition that a clause 11 v .  9 v l,, is consistent with a kernel K if and 
only if there exists at least one literal l, such that 71, is not a unit clause of K. So if the 
base stratum is the kernel form, testing whether an assertion is consistent with the 
knowledge base is immediate. However as noted in Helm et al. (1986), the property 
of being a kernel is not stable under updating. This problem is addressed in sections 3 
and 4. 
The stratification evolves along with the knowledge base during the interaction and this 
evolution can be viewed in two different ways, static or dynamic. In the static case, the 
strata are fixed and the rules the user can assert must be compatible with the given 
stratification. A model is first constructed for the current base stratum and is then used 
to update the other strata. The user can then assert clauses on the stratum which is now 
the current base stratum. The process can be iterated until all strata are treated. The 
advantage of this strategy is computational s is discussed in the next section. The 
trade-off is less expressive power. 
With dynamic stratification, the stratification relation can vary over time and clauses 
can change stratum during the interaction, as long as an overall stratification is 
maintained. For instance, the knowledge base {KB 1 = (a ~b) ,  KB 2 = (b ^ c ~d,  e ~d) ,  
KB3=( -nd~f )  } becomes, after the assertion b is made, {KB,=(c~d,e~d) ,  
KB2 = (-Td~./')}. (Note that assertions can also be made that force rules to move up to 
higher strata.) A partial model of the base stratum is developed incrementally; as the 
higher strata become mpty and instantiation is completed this partial model becomes a
model of the whole knowledge base. This method however is more expensive computa- 
tionally: the base stratum can become larger and have more disjunctive rules during the 
interaction increasing the cost of the consistency check. This is further discussed in 
section 3. 
In both the dynamic and static cases, after an assertion the knowledge base may or 
may not remain stratifiable. With atomic assertions, on one hand, stratifiability is always 
maintained: if the asserted atom does not already appear in the knowledge base, it cannot 
introduce new loops in the associated ependency graph as it is added to the graph as a 
disconnected element; if it does appear then some rules are simplified and in consequence 
some edges of the graph may be removed. New links are never introduced in the graph, 
thus the stratification is maintained. 
With non atomic assertions, however, stratificability may not always be preserved. For 
instance, it is not possible to add the assertion (~ a v b) to the knowledge base 
{KB I = (a --* d), KB2 = (-7 d ~ b, c ~ b)} and maintain stratifiability. In such a case it may 
be necessary to replace the initial assertion by a rule which requires that some literals be 
prioritized. In the example it is possible to add the rule (Ta -~b)  to KB2. It should be 
noted that the dual rule (-7 b--* a) violates stratifiability and cannot be used. 
When the knowledge base is non-stratifiable, it may be possible to transform it into a 
logically equivalent form which is stratifiable. This is possible only if some rules can be 
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simplified or removed. If the knowledge base contains redundancies, removing these 
redundancies may eliminate the cause of non-stratifiability. Kernel transformatin which 
removes redundancies can be used to try and find such equivalent forms. For instance, 
the knowledge base consisting of the rules {-~a A b --* c, -n c --* b} is not stratifiable. 
However, by writing it in clausal form {av- lbvc ,  cvb},  and transforming it into the 
kernel {avc ,  cvb},  a statifiable form is obtained: the equivalent rule form, {-qa~c, 
7 c ~ b}, can be restored using the same priorities as in the initial rules. 
3. Complexity Issues 
In this section we consider various kinds of knowledge bases. A disjunctive data 
base is a knowledge base with no headless rules. A rule at/x . . .  A a,, A - lb l  A "'" A 
7 b~, -~ cl v 9 9 " v ck with k ~> 2 is called a disjunctive rule. A disjunctive data base with no 
disjunctive rules is a logic program. A principal motivation for stratifying knowledge 
bases is to reduce the combinatorial overhead associated with maintaining structures of 
this kind. For a general knowledge base, given as a set of clauses, the problem of 
consistency is NP-Complete and the problem of logical consequence is co-NP-Complete. 
Available algorithms for treating these problems require exponential time 0(2 ''~ ') where 
t is the total number of occurrences of literals. Furthermore, the task of building a model 
of such a system again requires exponential time. However, in the case of Horn 
knowledge bases, the consistency and consequence problems have linear time solutions, 
even with negative clauses in the knowledge base (cf. Dowling & Gallier, 1984), and the 
model building task can be performed in quadratic time. In an interactive situation, a
model can be efficiently constructed while allowing the user to introduce Horn clause 
assertions. Moreover, in this case, the system can compute the current minimal model in 
linear time and kernel in quadratic time. 
Turning to the case of stratified knowledge bases which contain o disjunctive rules, the 
previous remark on the Horn clause case suggests a static, stratum by stratum, strategy. 
This approach yields a quadratic algorithm for model building. This approach is related to 
the construction of a perfect model (cf. Przymusinski, 1986); in fact, if the knowledge base 
is a stratified logic program and the user makes no assertions then the perfect model will 
be generated. 
As stated in section 2 during interaction, we have restricted the user's ability to 
introduce negative clauses by limiting it to the current base stratum; this restriction is 
motivated, in part, by the following Complexity Theoretic result. 
PROPOSXTION 4. The following problem is NP-Complete: 
Input: A strat~l~able propositional ogic program PLP  and a propositional etter p. 
Output: YES, i f  PLP  + {-np} is' consistent. 
The proof is by a straighforward eduction of the NP-complete problem SAT to the 
above problem; in this reduction p appears at the second stratum of a two-stratum 
program. The implication of the proposition is that even unit negative assertions at levels 
above the current base level in a stratified propositional logic program can introduce a
potentially intractable consistency problem. Of course, positive unit assertions can be 
added at any level as can rules with non-empty heads which preserve the stratification. 
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In the general case of stratified disjunctive knowledge bases, the problem of negative 
assertions even at the base level is delicate; as the next proposition shows, even with one 
stratum and with a simplifying assumption on the knowledge base, negative unit clauses 
lead to NP-Complete problems. We first require a definition. 
DEFINITION. A disjunctive data base is simple if all disjunctive rules have empty bodies 
and no rules have negation in the body. 
Since there are no negations in the bodies of rules, a simple disjunctive data base 
admits the stratification where all letters are assigned to a single stratum. 
PROPOSITION 5. The following problem is NP-Complete: 
Input: A simple disjunctive data base D and a propositional letter p. 
Output: YES if D + {~p} is consistent. 
The idea of the proof is to reduce co-NP computation on Turing machines to the 
complement of the given problem; techniques of Cook (1971) and of Jones & Laaser 
(1977) are used. 
The proposition implies that the cost of building a non-trivial model of a simple 
disjunctive data-base requires an NP-Complete consistency check and thus an exponential 
time algorithm. (We note that in particular this remark applies if the task is to construct 
a minimal model of the disjunctive data base.) 
However, things can be improved if we have a bound on the disjunctive behavior of the 
base. The non-deterministic nature of the consistency question arises from the presence of  
disjunctions in the heads of rules in the base. To see this, suppose that a one-stratum 
disjunctive knowledge base D involves n letters Pl 9 9 9 P,,, but that only the first k appear 
in disjunctive heads of clauses. Suppose we want to compute whether D + {--qp} is 
consistent for some p. Let f l  . . . . .  f2~ be all possible truth assignments op~ . . . . .  Pk. Each 
such assignmentf, induces an update of D, say using the UNITCON procedure of section 
4, which yields a set of Horn clauses Hi; one then tests for the consistency of D + --qp by 
testing to see if any of the H; + --qp is consistent. This yields an algorithm on the order 
of time O(t 2 • 2 k) where again t is the total number of occurrences of literals. Thus if k 
is relatively small, say bounded by log(t), the computation can become feasible. Hence, the 
number of propositional letters that occur in disjunctive heads of rules is a reasonable 
measure of the distance of the base stratum of the disjunctive knowledge base from a 
Horn clause knowledge bounded by m x log t, the time complexity is on the order of 
t"  + 2. On the positive side, we remark that the bounds continue to hold if the user is 
allowed to introduce Horn clause assertions. 
The next step is to extend the previous remarks to the stratified isjunctive knowledge 
base case where there are more than one stratum. Assuming a static stratification 
strategy, this is straightforward and allows the introduction of Horn clause assertions 
by the user or the system in a stratum by stratum manner. If there are N strata, 
f(k) occurrences of literals in rules at the kth stratum and g(k) letters occurring in 
disjunctive heads of rules at the kth stratum, then the cost of building a model is 
O()-'N= if(k)2 x 2g(~)). A comparison of y'N= ~ 2g(~)and 2 2N=,g(*) shows that stratifica- 
tion can allow for a considerable increase in the disjunctive behavior of a knowledge base. 
To our minds, this can be a significant advantage of a stratified system. Exploiting this 
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advantage under a dynamic stratification strategy requires a careful management of the 
migration of rules from level to level during the building of models. 
WEIGHTED MODELS 
Here we consider the complexity of building models that are required to fall into 
certain intended classes. For example, in a course planning situation, the intended models 
might be those where the student takes courses whose credits add up to a certain 
minimum requirement. An abstract model for such considerations is one where letters p 
are assigned weights w(p) and where the intended models are those where the sum of the 
weights of the letters assigned TRUE exceeds a certain threshold. For Complexity 
Theoretic onsiderations it is sufficient o consider the simple case where each letter is 
given unit weight. We make a definition: 
DEFINITION. If F is a set of clauses and i fp  is a propositional letter, we write F ~(,)p 
iff p is satisfied in every model of F where at least k letters are assigned TRUE.  
Our next result shows that, from a computational point of view, even in the definite 
Horn clause case, weighted model constraints are potentially expensive. 
PROPOSITION 6. The following problem is NP-Complete: 
Input: A set of Horn clauses 1t, a non-negative integer k. 
Output: YES, if H has a model where at least k letters are assigned the value TRUE. 
The proof uses a reduced of co-NP-computation to the complement of the given 
problem; again techniques of Cook (1971) and of Jones & Laaser (1977) are used. As a 
corollary, we have: 
PROPOSITION 7. The following problem is co-NP-Complete: 
Input: A set of definite Horn clauses D, a propositional letter p and a non-negative 
integer k. 
Output: YES, if F ~k)P. 
From this it follows that, even starting with definite Horn clauses, once a negative 
constraint is introduced, the cost of constructing weighted models is of the same 
complexity as constructing models of general clauses and requires an NP-Complete 
consistency check. 
QUERYING THE NOWLEDGE BASE 
We adopt the following point of view: a query is made relative to a class of intended 
models for the knowledge base and the answer to the query is computed by constructing 
fragments of the intended models sufficient o determine whether the query is indeed 
satisfied in them all. Thus, for example, if the knowledge base is a stratified propositional 
logic program and the intended model is the perfect model, a unit query q or --1 q can be 
answered in linear time; that is, in time linear in the size of the base. We remark that this 
is how a Prolog interpreter would answer the query relative to a stratified propositional 
logic program provided it did not enter an endless loop. For disjunctive knowledge bases, 
even with one single stratum, querying is more problematic. If the class of intended models 
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is simply all models, then querying has co-NP complexity as follows from Proposition 5. 
If the Generalized Closed World Assumption, abbreviated GCWA, is invoked (cf. 
Minker, 1982) and if the class of intended models is the class of all minimal models, then 
answering a positive unit query q is equivalent to posing the query when the class of 
intended models is the class of all models and thus is also co-NP-complete; in this 
situation answering a negative unit query -Tq appears to be more complex. Under the 
GCWA, the query -7 q is answered by YES if q is satisfied in no minimal model of the 
base; naively, the complexity of this 1-i~, the second level of the Polynomial Time 
Hierarchy. In deterministic terms this yields algorithms which require exponential time; 
we conjecture that this problem is, in fact, IriS-complete. 
We conclude by remarking that although problems at higher levels in the polynomial 
time hierarchy do have deterministic algorithms in time 0(2 "• (cf. Garey & Johnson, 
1979), the size of the constant e can be dependent on the level in the hierarchy; in 
practical terms, this can mean, for example, that the amount of disjunctive behavior 
allowable in a system will be bounded by log(n)/c rather than log(n). 
KERNEL REPRESENTATIONS 
In our model the knowledge base is a large data structure that is maintained as an 
integral part of the system; hence it is of interest o maintain the system by means of a 
concise representation f the knowledge base at any given point. In Section 2, we defined 
a kernel as a non-redundant set of primitives that represent the full knowledge base. 
Kernel representations have two advantages: they are relatively compact and make it 
trivial to determine whether a unit clause is consistent with the knowledge base. However, 
the initial cost of computing a kernel for a knowledge base requires a consistency check 
and in general time on the order of O(n x 2") where n is the number of occurrences of 
literals. In the Horn clause ease, this reduces to O(n x n) and for one-stratum disjunctive 
knowledge bases the cost is O(n x n x 2k), where k measures the disjunctive behavior of 
the set of rules. Moreover, in terms of constructing kernels, stratification offers no 
advantage over the general case. In the system described in Section 3, a kernel represen- 
tation of the current base stratum of the knowledge base is maintained. As we remarked, 
this permits rapid checking whether a unit clause is consistent; it is, therefore, efficient o 
check consistency of a literal I and to perform a simple update of the stratum passing 
from K to K(l) using the One-Literal Clause Rule of Davis & Putnam (I960). Recall that 
this update consists of deleting clauses where l appears and deleting 71 from the clauses in 
which 71 appears. It can be carried out by the UNITRED routine in section 4. How- 
ever, the passage from K to K(1) will not, in most cases return another kernel represen- 
tation. This phenomenon is related to the depth of the inference that the knowledge 
base allows. The following definition and proposition show that the best-possible 
behavior is only available when, in fact, there is no inferencing possible. Following Helm 
et al. (1986), a kernel K is said to be a super kernel if for all sequences lj . . . . .  t',, of literals, 
the sequence K(ll), K(ll)(12) . . . .  , K(l~)... (l,) is a sequence of kernels. We define a pair of 
clauses C~, C2 to be analogous if C~ = A v Dr, C,_ = A v D2 where A # q5 and D~ and D2 
have no letters in common. The following proposition extends Proposition 0.2 of Helm 
et al. (1986). 
PROPOSITION 8. A kernel K is a super kernel if and only if all resoh~ents of clauses of K 
are tautologies and K contains no analogous pair of clauses. 
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The proof  is by induction on the number of propositional letters in the knowledge base. 
The above analysis can be generalized to systems where the depth of inference is 
bounded by an integer k. The kernel representations can be preserved by enforcing 
updates that operate to depth k; however, the computational cost in the case of general 
clauses is now on the order of O(n~), which even for relatively shallow systems might 
prove prohibitive. The upshot is that in order to maintain kernel representations of the 
current base stratum of a stratified knowledge base it is important that this stratum either 
be in Horn  clause form or have a relatively small amount of disjunctive behavior. 
4. Algorithms 
In this section we present four algorithms for maintaining the base stratum of a 
knowledge base in kernel form and the higher strata in near-to-kernel  form. We also 
describe the elements of  an algorithm STRATIFY for stratification. 
The key operation in maintaining kernel forms is the removal of redundancy which is 
performed by two procedures ALLRED and UNITRED.  ALLRED performs a full 
check for redundancy in the base stratum and UNITRED performs a partial check in the 
higher strata. Both checks involve testing whether a clause C can be removed from the 
knowledge base KB and whether a Ietter p can be removed from a clause of KB, 
(1). The first test succeeds if C is implied by the remaining clauses of KB. This test is 
done by assigning the truth values that make C false to the letters of C. If this 
leads to a contradiction i KB - {C}, then KB -- {C} ~ C and C can be removed 
from KB. 
(2). The second test determines whether the letter p can be removed from the clause 
C = C' v p. The test succeeds if C' v -np is implied by KB -- {C}. The truth 
values which make C' v ~p false are assigned to the letters of C' v 7p.  If a 
contradiction arises then KB- -{C} ~ C 'v -np ,  thus KB ~ C'  and p can be 
removed from C. 
These tests for contradiction are performed by the procedures UNITCON which is 
called by UNITRED and ALLCON which is called by ALLRED. Instead of actually 
assigning truth values to the letters of the test clause, in both algorithms the effect is 
achieved by adjoining the corresponding unit clauses to KB and testing the result for 
contradiction. 
To implement UNITCON and ALLCON we will employ dual representations of the 
knowledge base. In one representation the letters are the basic entities--the knowledge 
base is represented by a set of clauses and each clause is identified with a set of literals. 
In the other the clauses are the basic entities--the knowledge base is represented by a set 
of distinct letters and each letter is identified with a pair of sets, one is the set of clauses 
in which the letter appears as a positive literal and the other is the set of clauses in which 
the letter appears as a negative literal. 
THE UNITCON AND ALLCON PROCEDURES 
Whenever a unit clause U is added to KB an immediate update can be performed to 
remove obvious redundancy by means of the One Literal Clause rule: each clause of KB 
containing U can be removed since it is subsumed by U; and each clause C v 7 U can be 
replaced by C. As new unit clauses can be derived in this manner the process continues 
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until either: (1) the removal of a letter from a clause leaves that clause empty which 
indicates a contradiction; or (2) there are no more updates to be performed. 
UNITCON performs these operations for an initial set of unit clauses. It has two parts, 
first all the clauses that are to be removed are marked, then the actual update is 
performed. The procedure uses the dual representation f KB mentioned above; with each 
clause C is also associated a count of the current number of letters in C. Only the counts 
and markings of clauses change during the first part of the procedure. 
PROCEDURE. UNITCON, given a set I of unit clauses, returns "contradiction" if KB + I 
is inconsistent, otherwise UNITCON returns the updated KB. 
Initially each clause is unmarked. If a contradiction among the unit clauses of KB + I 
is detected then the procedure stops with contradiction. Each unit clause of KB + I is 
selected once, when a unit clause containing the letter p of sign s is selected: mark each 
non-unit C in the s signed clause set of p for removal; and for each unmarked C" in the 
-Ts signed clause set of p, decrease the letter count for C' by 1, if the count now equals 
1 and there is a lateral l of C" such that the unit clause 7 l  has not been selected, then 
add the unit clause l to KB + L 
The second part of the algorithm updates KB by removing the marked clauses from the 
clause sets of the distinct letters, discarding marked clauses and removing from the 
unmarked clauses each literal I such that the unit clause -7l was selected in the first part 
of the procedure. [] 
Termination of the algorithm is assured since a letter can be selected at most once. The 
correctness of the updates performed by UNITCON for a consistent KB + I follows from 
the description of the algorithm. UNITCON terminates with contradiction only if there is 
a unit clause U such that KB + I ~ U and KB + I ~ 7 U. UNITCON may terminate 
without contradiction for an inconsistent KB + I because it is not a full consistency 
check; for example this occurs with KB={Ta v 7b ,  Ta  v b, a v Tb,  a v b v Tc}  
and 1= {c} for which the updated KB {Tav  7b,  7a  v b, a v 7b,  a v b, c} is incon- 
sistent. 
However when the updated KB is Horn, we have the following proposition. 
PROPOSITION 9. I f  UNITCON terminates without contradiction and the updated KB is 
Horn then KB + 1 is consistent. 
The proof uses the fact that if the updated KB is Horn then all the atomic logical 
consequences of KB § I are found by UNITCON and this ensures that if a contradiction 
exists, it is detected. 
The execution of UNITCON requires at most 0(4 x n) operations, where n is the size 
of KB as measured by the number of distinct occurrences of  literals. In all, O(n) 
operations are performed on all the C's and C"s each time a letter is accessed. The count 
of a clause C' is one only once, in the worst case all the letters in C' will be accessed 
before the unmarked letter (if it exists) is found. Over the whole set of clauses this 
requires at most O(n) operations. To perform the actual update in the second part 
requires another 0(2 x n) operations. 
The result of Proposition 9 and the correctness of the algorithm for consistent input 
suggest he following approach to the full consistency check of a set of clauses performed 
by ALLCON. 
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PROCEDURE. ALLCON performs a full consistency check for an input KB + L 
UNITCON is called with KB 4-L  If UNITCON returns with contradiction then 
ALLCON also returns with contradiction. If UNITCON returns without contradic- 
tion and the updated knowledge base KB" is Horn then ALLCON returns without 
contradiction. 
Otherwise take a letter, p, that appears as a positive literal in a non-Horn clause of 
KB'.  Recursively call ALLCON twice, once with KB + {p} and once with KB + {_np}. 
If ALLCON returns with contradiction both times, then return with contradiction, 
otherwise return without contradiction. [] 
The expense of checking consistency of non-Horn clauses is seen in the tree of recursive 
calls to ALLCON. The correctness of this procedure follows, in the consistent case from 
the correctness of UNITCON, and in the inconsistent case from Proposition 9 and the 
fact that a set of clauses is inconsistent if and only if every instance of the set is 
inconsistent. ALLCON will terminate as each recursive call to ALLCON is made with a 
smaller input knowledge base than its parent in the tree of calls. 
THE UNITRED AND ALLRED PROCEDURES 
For both procedures, it is not necessary to consider the whole KB but only the subset 
KB i = I,..)j ~, i KBj where the test clause is a member of  KB~ since inclusion of clauses from 
higher strata than KB~ cannot introduce a contradiction. 
The order in which the tests are performed follows the stratification of KB since 
changes made in one stratum influence the tests made in higher strata but not the other 
way around. As there is no natural way of determining whether a test has a chance of 
success that is quicker than performing the test itself, every clause and every letter of the 
knowledge base is tested. If any changes are made then, depending upon the stratification 
strategy, the knowledge base may be re-stratified and then rechecked. In particular this 
would be necessary for the dynamic stratification strategy. 
PROCEDURE.  ALLRED removes all redundancy from an input base stratum KB I. For  
each clause C in KB~, call ALLCON once to test the clause for redundancy and once for 
each letter to test it for redundancy. The input knowledge base for each test is KB~ - {C} 
and the input set of unit clauses varies according to the assignments to letters described 
above. [] 
ALLRED takes 0(4  x n" x n" x 2 k) steps, where n" and k are the size of the base 
stratum measured by the total number of occurrences of literals and the number of letters 
that appear in disjunctive heads of rules respectively. 
PROCEDURE. UNITRED procedure performs a partial redundancy removal from a 
higher stratum KB t. For each clause C in KBi, UNITCON is called once to test the clause 
for redundancy and once for each letter to test it for redundancy. The input knowledge 
base for each test is KB ~-  {C} and the input set of unit clauses varies according to the 
assignments to letters described above. It is sufficient o call the first part of UNITCON 
as we are only interested in whether or not I JNITCON finds contradiction. 
As stated earlier, UNITCON may not detect a contradiction if KB+I  is not Horn. As a 
result UNITRED might not remove all redundancy from the higher strata of the 
knowledge base. 
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Since each clause and each letter of each clause is tested for redundancy UNITRED 
has an overall complexity of 0(2 x (m +n ' )  x n), where m and n' are the number of  
clauses and the size of the higher strata, respectively. 
THE STRATIFY PROCEDURE 
This procedure tests the stratifiability of an input set of rules KB and if successful 
returns a data structure to maintain a pre-stratification f the m.g.s, of KB. 
The procedure STRATIFY builds the dependency graph GKB = (V, E) of KB as 
defined in Section 2. Markers are attached to vertices which cannot be in a minimal 
stratum following the restriction on headless rules. 
The elements of a strongly connected component of GKs must appear in the same 
stratum. An algorithm to find the strongly connected components of a graph, based on 
depth-first search, is presented in Tarjan (1972) and requires space and time 
O(V, E) -- kl[ V[ + k, lE 1. This algorithm can be modified easily to take into account he 
multiple edges of GKn--the fact that edges are repeated oes not affect the correctness or 
the complexity bound of the algorithm, since each vertex is visited only once. 
The vertices of GKB can be marked to flag letters that cannot appear in a minimal 
stratum as the graph is traversed to find its strongly connected components. Tarjan's 
algorithm distinguishes one vertex of each strongly connected component; let LOWL- 
INK(v) denote the distinguished vertex of the strongly connected component to which the 
vertex v belongs. The stratum associated with v is the set of letters v' such that 
LOWLINK(v') = LOWLINK(v). 
Recall that there are two ways in which KB can fail to be stratifiable. First there can 
be a cycle in GKB that contains a negative dge. Second there can be a letter appearing 
in a rule with an empty head that is associated with a marked vertex of GKB. The check 
for negative loops and the detection of anomalous letters can be done with a single pass 
through the knowledge base. Finally the pre-stratification relation is given by v < = v' iff 
(v, v') ~ E or LOWLINK(v) = LOWLINK(v'). 
The graph GKs determines necessary relations v = v' that all stratifications must satisfy. 
Moreover, the strongly connected components found by the procedure are maximal and 
so are unchanged by passage to transitive closure. The relation obtained is thus a 
pre-stratification f the m.g.s. 
If KB is stratifiable, the data structure built by the algorithm is used to assign rules to 
strata by mapping a rule to the distinguished vertex of the connected component of the 
letters in its head and for each headless rule to the distinguished vertex of the connected 
component of the letters that appear in it. 
5. Conclusion 
We have shown how the notion of stratification which was originally introduced in 
connection with the semantic analysis of logic programs leads to a feasible computational 
tool for the processing and maintenance of an interactive knowledge base system. An 
effective framework of such systems is provided by the localized consistency checking 
which is induced by stratification and by the network structure which is efficiently 
maintained by the pre-stratification algorithm. 
The extension of the results presented above to the function-free predicate case raises 
a number of interesting questions. The pre-stratification algorithm can still be used with 
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the par t i t ion  done on the predicates. The presence of  variables results in an enforced 
c luster ing as predicates determine classes of  ground formulae which, in the proposit ional  
case, wou ld  be t reated individual ly.  The dynamic stratif ication strategy described above 
must  be reconsidered because migrat ion of  a rule is possible only i f  the assert ion covers 
all the possib le values for the variables involved. A t  the conceptual  level, the distinction 
between global  strat i f icat ion and local stratif ication introduced in Przymusinski  (1986) is 
relevant here. 
The authors thank A. R. Helm, J-L. Lassez, M. Maher, K. Palem and W. Zadrozny for their 
knowledgeable interaction. 
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