Physical processes that impact soil moisture are typically expressed as nonlinear functions, but most previous research on the estimation of soil moisture has relied on linear techniques. In the present work, two machine learning techniques, a spatial artificial neural network (SANN) and a mixture model (MM), that can infer nonlinear relationships are compared to multiple linear regression (MLR) for estimating soil moisture patterns using topographic attributes as predictor variables. The methods are applied to time-domain reflectometry (TDR) soil moisture data collected at three catchments with varying characteristics (Tarrawarra, Satellite Station and Cache la Poudre) under different wetness conditions. The methods' performances with respect to the number of predictor attributes, the quantity of training data and the attributes employed are compared using the Nash-Sutcliffe coefficient of efficiency (NSCE) as the performance measure. The performances of the methods are dependent on the site studied, the average soil moisture and the quantity of training data provided. Although the methods often perform similarly, the best performing method overall is the SANN, which incorporates additional predictor variables more effectively than the other methods.
INTRODUCTION
Soil moisture is an important hydrologic state variable owing to its influence on a variety of surface hydrologic processes and land surface-atmospheric interactions. For example, soil moisture affects both the partitioning of radiation into sensible and latent heat (Entekhabi et al. ) and the partitioning of rainfall into infiltration and runoff (Dunne & Black ) . Additionally, soil moisture influences vegetation patterns (Eagleson ) , land surface erosion processes (Moore et al. ) and soil development (Hillel ) . Spatial patterns of soil moisture and their characteristics, such as connectivity of wet areas, are also important for hydrologic considerations (Hewlett & Hibbert The desire for accurate characterization of moisture patterns coupled with the difficulties in observing the patterns has led to many efforts to estimate moisture patterns (Yates & Warrick ; Nyberg ; patterns of topography and because surface elevation data are readily available for nearly all parts of the world.
Zaslavsky & Sinai () explained 81% of soil water variation 2 weeks after rainfall by curvature in an agricultural field near Beer-Sheba, Israel. Moore et al. () found that 33% of the soil moisture variation on a transect of a 7.5 ha catchment in Australia could be explained by the wetness index, which is defined as the ratio of the specific contributing area (SCA) and the local slope, and that 41% of the variation could be explained by using both the wetness index and the topographic aspect. Nyberg () explained between 15 and 42% of soil moisture variation by correlations with elevation, slope, wetness index and the logarithm of the contributing area. Western et al.
(a) were able to explain up to 61% of spatial soil moisture variation under relatively wet conditions but only 22% in drier conditions by a combination of potential solar radiation index (PSRI), which is the ratio of the potential insolation of a surface with a particular slope and aspect to a hypothetical horizontal surface at the same location, and either the wetness index or the logarithm of the contributing area. Sulebak et al. () found the combination of slope, aspect and profile curvature could explain 70% of moisture variation at two locations in Sweden. Green & Erskine () found the highest correlations between soil moisture and topographic attributes for agricultural fields in Colorado on the wettest date considered and the strongest correlation with slope even though that attribute only explains approximately 20% of the variance. Despite some instances where MLR is effective, a conceptual inconsistency exists in linearly regressing soil moisture on topographic attributes because those attributes are generally associated with physical processes that relate nonlinearly to soil moisture (Rodriguez-Iturbe ). Such nonlinearities might produce nonlinearity in the relationships between soil moisture and topographic attributes. For example, Western et al. (a) (Zhu & Journel ) , has the lowest errors of all the tested methods for the conditions analyzed. BMU can incorporate ancillary data in a nonlinear manner and its performance with either the wetness index or land use as ancillary data is better than both ordinary kriging and external drift kriging. The method performs slightly better with the wetness index than with land use for that dataset. A common assumption made in geostatistical analyses is that of a stationary random field, but previous research has indicated that soil moisture patterns are not random but exhibit spatial organization (Dunne et 
METHODS

Multiple linear regression (MLR)
MLR is used as a baseline estimation method due to its simplicity and common use. The general model for linear regression can be written in matrix form as
where θ is an n × 1 vector of observed responses (soil moisture in this analysis), n is the number of observations, X is an n × d þ 1 matrix, d is the number of predictor variables (topographic attributes), β is a d þ 1 × 1 vector of unknown coefficients and ε is an n × 1 vector of residuals, or errors.
Use of the ordinary least squares (OLS) criterion for estimating the coefficient vector leads to the following equation for the coefficient estimates:
OLS provides the minimum-variance unbiased coefficient estimates regardless of the distribution properties of the errors (Draper & Smith ) . The main drawback of linear regression for this application is that it cannot account for possible nonlinear relationships between the topographic attributes and soil moisture.
Spatial artificial neural network (SANN)
The SANN method was developed by Shin & Salas (a) and can be viewed as a specific implementation of the Nadaraya-Watson model, or kernel regression (Nadaraya The SANN is similar to kernel density estimation using multivariate Gaussian kernels. We can represent soil moisture, θ, at some location in space as a random variable in a
vector of topographic attributes associated with the same spatial location. The optimal estimator of the soil moisture value is then the conditional expectation given by (Bishop
where p(x, θ) is the joint probability density function of x and θ. The probability density function is estimated using multivariate Gaussian kernel density estimation (Specht ). If we observe the soil moisture θ(x) and a vector of topographic attributes x at N locations given by [x n |n ¼ 1,…,N], then the Gaussian kernel density estimator at any point x in the domain is given by
where G(xjμ n ; Σ n ) ¼ 1
with μ n and Σ n the mean and covariance, respectively, of the Gaussian kernel associated with the nth observation.
For simplicity, the variance of each kernel function is taken as equal in all dimensions of the predictor variable subspace so that all diagonal entries of Σ n are equal. Also, the covariances (off-diagonal entries) are assumed to be zero. The diagonal entries of Σ n are then denoted as σ n 2 .
Also
where μ θ and σ θ are the mean and standard deviation, respectively, of the soil moisture. After substituting Equation (4) into Equation (3) and simplifying, the result iŝ
which may be used as a point estimator for θ. Note that in the simplification the numerator terms involving G θjμ θ ; σ θ ð Þbecome the θ x n ð Þterms inside the summation in Equation (7) while in the denominator each term involving G θjμ θ ; σ θ ð Þintegrates to a value of 1.
In order to use Equation (7) to estimate soil moisture, the widths of the kernel functions need to be specified.
The width of the kernel function centered on observation n is denoted σ n and is calculated by
where RMSD n is the root-mean-squared Euclidean distance (measured in the attribute domain) between data point n and its nearest P neighbors. The number of neighbors P and the factor F are the two parameters of the SANN. Both parameters help determine the spatial scale of the kernel function and their values must be specified prior to the SANN training. The parameter P relates directly to the kernel widths, and the effects of P on the individual kernel widths depend on the data configuration and density. The F parameter is related inversely to the kernel widths and affects all kernels to the same degree.
We tested the effects of adjusting each parameter and found that comparable results were achieved through manipulation of either parameter. Therefore, in the present implementation, the value of F was fixed at 2.5, which is the value recommended by Martinez et al.
() for large datasets, but P was considered a free parameter and various values were tested (see below). One potential drawback of the SANN is that it requires all the observations to be stored in order to make future estimates, which can make evaluation slow if the quantity of data is large.
Mixture model (MM)
The MM method, like the SANN, is capable of capturing nonlinear relationships between the topographic attributes and soil moisture. Operationally, it is also similar to the SANN in that estimates are made by conditioning a multi- McLachlan & Peel ) to identify optimal locations for the kernels. In the present implementation, Gaussian functions were used as the kernel functions in the MM, and we will refer to them as components, which is common terminology in the MM literature. The multivariate density function developed by MM has the form (Bishop )
where K is the number of components in the model and is the only parameter of this method, π k is the mixing coefficient associated with the kth component, and μ k and Σ k , are the mean and covariance, respectively, of the kth component. The mixing coefficient values lie between 0 and 1, and they sum to 1. The form of each Gaussian component is
where d is the number of predictor variables. The values of π k , μ k and Σ k , are determined by the EM algorithm, which maximizes the likelihood of the model. Equation (3) 
where N is the number of data points in the testing set, θ n is the nth observed soil moisture,θ n is the model estimate 
Tarrawarra
The first soil moisture dataset is from the Tarrawarra catchment located near Melbourne, Australia and was originally described by Western & Grayson () . (Figure 1 ).
Topographic attributes
The form of the topography for each catchment was charac- The NSCE values are all significantly lower for the other two sites than for Tarrawarra, but the SANN remains the best-performing method. The MM is the second-best method for Satellite Station, while MLR is the second-best method for Cache la Poudre. The SANN method likely performs better than the other methods because it has the most flexibility in the type of relationship that it can infer from the data. Such flexibility would allow the SANN to include subtleties in the relationships to the topographic attributes that are ignored by the other two methods. sampling rates likely include more information that could justify the inclusion of additional attributes.
RESULTS
Typical results
Number of predictor variables
Sample size
The effects of the size of the training dataset on the performance of the methods are presented in Figure 4 . The figure
shows the results for the best set of two predictor variables for each of the methods, where the best set is defined as the set that produces the maximum value for the median NSCE. The rows in Figure 4 show the results for a given method while the columns show the results for a given study site. Only the moderate wetness condition is shown for each site, but the results are consistent for all three conditions. The box-and-whisker plots in the figure characterize the variation in the performance of each defined as values that are more than 1.5 times the distance between the upper and lower quartiles away from the box limits.
at least 25%, and the MM also outperforms MLR in most cases when the sampling rate is at least 50%.
Predictor sets chosen by methods
The SANN and MM can model nonlinear relationships between topographic attributes and soil moisture, so it is possible that they perform best when using different topo- In Figure 5, We also implemented each method in a stagewise manner using the same topographic attributes and sampling scheme. In this implementation, the best single predictor variable was chosen first and its estimate of soil moisture was retained. Then, this predictor variable was removed from subsequent consideration, and the remaining predictor variables were evaluated in their ability to explain the residuals. This process was repeated until all predictor variables were used. We found that the stagewise method does not offer any improvement in performance over the original implementation.
CONCLUSIONS
In this paper, we investigated the efficacy of nonlinear methods for estimating soil moisture patterns from sparse observations and compared them to MLR. The nonlinear estimation methods considered are an SANN and a Gaussian MM. These methods were applied to three different study sites and three wetness conditions for each site using several different sizes for the training datasets.
The SANN method consistently outperforms the MM method and MLR and is the best overall method tested.
For the majority of locations, wetness conditions and levels of training data, it provides higher NSCE values than the other two methods. In most scenarios, the increase in performance is not large, but the improvement is consistent and the method never performs much worse than the other methods. Another positive aspect of the SANN method is its superior performance when using multiple predictor variables. All the methods tend to perform the best at a given site when using the same topographic attribute as a single predictor variable, but a different attribute is best for each of the sites. However, because SANN performs better than the other methods when using multiple predictor variables, the a priori selection of one or two attributes for soil moisture estimation would not be required for that method. Thus, one could use a single, larger set of topographic attributes at a variety of sites. MLR may also be able to be used in a similar fashion if a suitable test for statistical significance is evaluated before a predictor variable is added to the model. 
