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Abstract-These are processes A whose conditional laws, given some driving process X, are those 
of a process with independent increments. The treatment is limited to such increasing processes A, 
without assumptions on the law of X. Considering the time T of crossing some fixed threshold value 
by A, we derive the joint distribution of the state of X at time T, the left-limit of A at T, and the 
right-limit of A at T. The motivation comes from reliability theory ss well as certain problems in the 
theory of Brownian motion. @ 2003 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
By a conditional Levy process we mean a process A = (A,) w h ose conditional law, given some 
other process X = (X,), is that of a process with (possibly nonstationary) independent incre- 
ments. Special cases include Cox processes, where the conditional law of A is that of a nonsta- 
tionary Poisson process, and Markov additive processes [l], where the conditioning process X is 
Markov. 
The motivation for this work comes from reliability theory. Consider a device operating in some 
random environment. Let X model the evolution of the environmental factors (like temperature, 
vibration, various forces) over time. Let At be the cumulative damage suffered by the device 
during the time interval [0, t]. Then, A is an increasing process and can be written as the sum 
of two increasing processes, one continuous and the other pure jump. The continuous one is the 
model for the cumulative damage due to wear, and the pure jump one is the model for damage 
caused by shocks. The role of X is to determine the probabilistic mechanism that controls the 
shocks and wear. 
Suppose that this device fails when the cumulative damage level hits or exceeds some threshold 
value a. This will happen at time 
T, = inf{t : At > a}. (1) 
For purposes of deciding what repair procedure to follow, and/or figuring the costs of repair and 
penalties involved, we would be interested in the random variables 
Y, = XT,,, B, = AT--, Ba = AT,, (2) 
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namely, at the time T, of failure, the environmental state, damage level just before failure, and the 
damage level immediately after. Our aim is to compute the joint distribution of these variables. 
Of course, the threshold value can be randomized if needed. Time T, can be added to the list (2) 
by the usual trick of replacing the process (X,) with (X,, t). 
The fact that we are not assuming anything specific about the law of X is, of course, a welcome 
generality. However, it also means that computations involved cannot be done very explicitly. 
In the case where X is Markov, our results here are subsumed by those of [2-41, but those 
computations are not easy to apply either. Indeed, in most realistic situations, one uses Monte- 
Carlo simulation techniques on X and, then, the results we are interested in by a slightly extended 
simulation. 
2. MAIN DEFINITIONS 
Let (Q,‘H,‘P) b e a probability space. Let X = (Xt)tE~+ be a right-continuous stochastic 
process with some topological state space E, and let A = (At)tE~+ be a real-valued process with 
independent increments, given the g-algebra 3 generated by Xt, t E !J?+. 
We shall limit ourselves to the case where A is increasing and right-continuous, and the de- 
pendence of A on X is nonanticipating and somewhat smooth: specifically, we shall assume 
throughout that t 
At = J ds c(X,) + J N(ds, dz) z, (3) 0 [OGlXR+ 
where c is some positive bounded Bore1 function on E, and the conditional law of N given 3 is 
that of a Poisson random measure on iR+ x !J?+ with mean measure 
ds W,, dz), SE%+, z E x+, (4) 
for some kernel L(x,dz) from E into !R+ satisfying 
J L(x, dz) (z A 1) < 00 %. 
Heuristically, this amounts to assuming that, when Xt = x, the infinitesimal behavior of A 
around time t is that of a L&y process with drift rate c(x) and LBvy measure L(z, .). Of course, 
if Xt = K constant, then A has the most general form df an increasing L&y process. 
3. POTENTIAL OPERATOR 
The potential operator U of the process (X, A) is defined by letting 
Uf=E J dt f(&, At) R+ 
for positive Bore1 functions f on E x 8,. Clearly, for some measure U on the Bore1 c-algebra 
of E x !R+, 
Uf = J U(dx, a)fb, a). (7) ExR+ 
We shall discuss the computational aspects of this in Section 6. For the present, we list a 
disintegration result for the measure U. 
LEMMA. (8) 
There exists a transition kernel V(a, dx) from R+ into E such that 
U(dx, da) c(x) = V(a, dx) da, x E E, a E %?+. (9) 
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Moreover, with the definitions of (2), 
V(a,dx) = P{Ya E dx, B, = u}. (10) 
We leave the proof to Section 5. Note that, by ‘the definitions of T,, B,, B;, we always 
have B; 5 a 5 B,. In fact, on {B, = a}, we have B; = B, as well, and the damage process 
A crosses the level a through wear, not through a shock. In particular, the lemma shows that 
V(a,dx) = 0 for those IC with c(z) = 0; that is, crossing a level a when X is at such an zr is 
possible only by jumping over it. Finally, it is clear that V( a z can be computed easily from , d ) 
(9) if U is known somehow. 
4. MAIN RESULT 
This is about the distribution of (Y,, B;, B,). Computing it is equivalent to computing the 
expected value of f(Y,, B;, B,) for arbitrary positive Bore1 functions f on E x ?I?+ x !J?+. Fix 
such an f. 
THEOREM. 
For every a in !I?+, 
(11) 
Ef (LB,-, Ba) = J V(a, dx) f(x, a, a) E 
+ J U(dx, db) J L(x, dz) f(x, b, b + .z). ExP,4 (a-b+=) 
PROOF. Define 
(12) 
Z = f (Ya, B,, B,) , ZI=ZJ(B,=B,), Z,=ZJ(B,-#B,). 
Recall that B; = B, = a almost surely on {B, = u}. Thus, 
EZ1 = Ef(Y,,u,u) I(B, = u) = J Vu, dx) f(x, a, a) E 
in view of (10). Since Z = Zi + Zz, to prove (12), there remains to show that E Zz is equal to 
the second term on the right side of (12). 
To that end, we start by observing that 
Zz = ~f(XtrAt-,At)&4t- 5 a <At), 
t 
the sum on the right having in fact only one term, namely the term for t = T,. It follows from 
lemma (13) below that (here and below we write EF for the conditional expectation operator 
given .LF) 
EZz = EEFZ2 
=E dt 
J J 
WL dz) f(Xt, At, At + z) I(-4 5 a -=c At + ~1 
R+ RR+ 
= 
J 
U(dx, db) L(x, dz) f(x, a, a + z) I(b 5 a < b + z) 
ExR+ J R+ 
= J U(dx, db) +, dz)f(x, a, a+ t-1, Ex P,4 J (a-&~) 
where we used definitions (6) and (7) of U at the third step. This completes the proof. 
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LEMMA. 
For every positive Bore1 function g on !R+ x !I?+ that vanishes on the diagonal 
(13) 
-%~s(&-,A,) =E3 dt 
J J 
L(-JL dz) g(At, At + z). 
t R+ R+ 
PROOF. Let 5’ be the sum appearing on the left side. The structure of A described by (3) implies 
that 
s= 
J 
N(dt, dz) g(At-, At- + 2). 
w+xs+ 
Note that the integrand here is a predictable process in t. Since N is conditionally Poisson, with 
mean measure given by (4), it follows from the Poisson characterization (see [5] for instance) that 
EFS=E3 dt 
J J 
L(Xt, dz) g(At-, At- + ~1 
R+ R+ 
=E3 dt 
J J 
L(Xt, dz) s(&, At + 21, 
R+ % 
where we replaced At- by At at the last step since doing so changes the integrand only over the 
set {t : At- #At} w h ose Lebesgue measure vanishes by the countability of the set. 
5. PROOF OF LEMMA (8) 
Let g be an arbitrary positive Bore1 function on E x !J?+. Let A be a point outside E, define i? = 
E U {A}, and extend the definition of g onto E x %+ by setting g(A, a) = 0 for all a in !I?+. 
Put X, = A. 
It follows from (3) that 
dAt = c(X,) dt, on {A,- = At}. 
Thus. 
J 
M 
dXt, At) c(Xt) dt = g(&, At) I(& = A,) dAt 
0 
=.I 
A, 
dXxz,&J&hz- = AT,)% 
0 
where we used the time change formula with t = T,. For a > A,, we have T, = foe and XT, = A 
and g( A, .) = 0. S o, we may replace A, with 00 as the upper limit of the integral. Recalling 
definitions (2) and noting that {B; = B,} = {B, = a}, we get 
d&, At) c(Xt) d  =J O3 g(Y,, Ba) I(& = a) da. 0 
Now take expectations on both sides, recalling definitions (6) and (7), and using (10) as the 
definition of V(a, dx). We get 
Lx,+ U(dx, da) dx, a) c(x) = ./,,,+ V(a, dx) dadx, a). 
Since g was arbitrary, this implies (and, in fact, is the precise meaning of) formula (9). This 
completes the proof of lemma (8). 
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6. COMPUTATIONAL REMARKS 
The main computational problem concerns the potential measure U; see (6) and (7) for the 
definitions. The problem amounts to being able to compute U f for sufficiently many functions f. 
By well-known arguments, we may reduce the considerations involved to functions f of the form 
f(z, a) = &)e+, (14 
where g is a positive Bore1 function on E and r > 0. Then, 
J 
co 
Uf=E dtg(Xt) exp(-rAt) 
0 M 
=E J dt g(Xt) e--H(r,t), 0 
(15) 
where 
with 
J 
t 
H(r, t) = ds b-(X,) (16) 
0 
h,(z) = f-c(z) + J O” L(x:, dz) (1 - e-“) mL (17) 0 
in view of the conditional L&y property for A with drift C(Z) and L&y measure L(z, .) when X 
is at 2. 
In fact, the integral from 0 to foe can be reduced to an integral over some finite (but random) 
interval (O,$): let T be independent of X and have the exponential distribution with mean 1. 
Define 
$ = inf{t 2 0 : H(r,t) > 7). (18) 
Then, given F’, the conditional probability that 11, > t is equal to exp(-H(r, t)). Employing this 
observation in (15), the latter becomes 
Uf=E dt dxt) I(+ >t) 
J 
li, 
=E dt g(K). 
0 
This suggests the following Monte-Carlo procedure for evaluating Uf for f having form (14). 
(i) Obtain a realization of the exponential variable 7. 
(ii) Obtain a realization of the path t -+ X, dynamically, computing g(Xt), h,(X,), and their 
integrals simultaneously until the time $ when H(r, $J) becomes (or exceeds) T. The result 
to keep is the integral of g(Xt) over [0, +I, call it 2. 
Repeating the procedure gives independent evaluations 21, 22, . . . , 2, of 2. The average (2, + 
. . . + Zn)/n is an approximation of the expected value Uf. 
REFERENCES 
1. E. cinlar, Markov additive processes, II, 2. Wahrscheinlichkeitstheorie Vera. Gebiete 24, 94-121, (1972). 
2. E. Cinlar, Shock and wear models and Markov additive processes, In The Theory and Applications of Relia- 
bility, Volume 1, (Edited by I.N. Shimi and C.P. Tsokos), pp. 193-214, Academic Press, New York, (1977). 
3. E. Cinlar, Markov and semimarkov models of deterioration, In Reliability Theory and Models, (Edited by 
M.S. Abdel-Hameed, E. Cinlar and J. Quinn), pp. 3-41, Academic Press, New York, (1984). 
4. B. Maisonneuve, Changement de Temps d’un Processus Markovien Additif, Sdminaire de Probabilit& XI 
(Univ. Strasbourg), Lecture Notes in Mathematics, Volume 581, pp. 529-538, Springer-Verlag, Berlin, (1977). 
5. J. Jacod, C&u1 Stochastique et Probldmes de Martingales, Lecture Notes in Mathematics, Volume 714, 
Springer-Verlag, Berlin, (1979). 
