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a b s t r a c t
In this paper, all pairwise non-isomorphic p-elementary abelian covering projections
admitting a lift of an arc-transitive subgroup of the full automorphism group of the Pappus
graph F18, the unique connected cubic symmetric graph of order 18, are constructed. The
number of such covering projections is equal to 5, 19, 9, 11 and 5 if p = 2, p = 3,
p ≡ 7(mod 12), p ≡ 1(mod 12) and p ≡ 5(mod 6), respectively. As results, three infinite
families of cubic s-regular graphs for s = 1, 2 and 3 are constructed, and a classification of
the cubic s-regular graphs of order 18p for each s ≥ 1 and each prime p is given. From the
classification of cubic s-regular graphs of order 18p we have the following: (1) apart from
the two 5-regular graphs F90 and F234B and the 2-regular graph F54, all of these graphs are
1-regular with p ≡ 1(mod 6); (2) apart from F90 and F234B all of these graphs are of girth
6; (3) apart from F234B all of these graphs are bipartite.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The automorphism lifting problem has been an active topic of research in the last decades. It is studied from different
points of view using a wide range of methods depending on what the desired results are: construction and classification of
certain families of graphs andmaps on surfaces, counting the number of graphs in certain families, producing lists of graphs
with a given symmetry, inductive approach to studying the structure of graphs via inspection of smaller graphs arising as
quotient graphs. See for instance [6,9–12,21,22,24,26,28,29,34,39,40,43,45].
A number of necessary and sufficient conditions for the automorphism lifting have been known in the literature, see [8,
32,35,46]. However, when these general results are applied to a specific graph for covering problems related to a lifting,
those do not provide satisfactorymethods in general. This problem has been intensively investigated in cyclic or elementary
abelian covers of cubic arc-transitive graphs, in particular the dipole Dip3 with two vertices and three parallel edges, the
complete graph K4, the complete bipartite graph K3,3, the cube Q3, the Petersen graph. For details, see [13–15,17,18,20,
32,33,36]. Malnič et al. [31,32] determined all semisymmetric elementary abelian covers of the Heawood graph and the
Möbius–Kantor graph.
Tutte [48,49] showed that every finite cubic symmetric graph is s-regular for some s ≥ 1, and that this s is at most five.
It follows that a connected cubic symmetric graph of order n is s-regular if and only if the order of its automorphism group
is n · 3 · 2s−1. Since cubic graphs must have an even number of vertices, so must cubic symmetric graphs. This means that
every cubic symmetric graph has an order of the form 2mp for a positive integer m and a prime number p. Conder and
Dobcsányi [3,4] classified the cubic s-regular graphs up to order 2048 with the help of the ‘‘Low index normal subgroups’’
routine in MAGMA system [1]. Cheng and Oxley [2] classified the cubic s-regular graphs of order 2p (in fact, they classified
the symmetric graphs of order 2pwith any valency). Recently, using covering techniques, the cubic s-regular graphs of orders
2p2, 2p3, 4p, 4p2, 6p, 6p2, 8p, 8p2, 10p, 10p2, 14p and 16pwere classified in [14–19,41,42].
In this paper, we construct all pairwise non-isomorphic arc-transitive p-elementary abelian covering projections of the
Pappus graph (see Theorem 3.1). As results, three infinite families of cubic s-regular graphs for s = 1, 2 and 3 are constructed
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(see Corollary 3.2), and a classification of the cubic s-regular graphs of order 18p for each s ≥ 1 and each prime p is given
(see Theorem 3.4).
2. Preliminaries
Throughout this paper, graphs are finite, simple, undirected and connected. For a graph X let V (X), E(X) and Aut(X)
denote the vertex set, the edge set and the full automorphism group of X , respectively. The arc set A(X) of a graph X is
defined to be the set {(u, v) | {u, v} ∈ E(X)}. For a vertex v ∈ V (X), we denote N(v) to be the set of vertices adjacent to v.
Let X and Y be graphs. A mapping α : V (X) → V (Y ) is a graph homomorphism (or homomorphism) if α(x) and α(y)
are adjacent in Y whenever x and y are adjacent in X . A surjective homomorphism p : X˜ → X is a covering projection if
p|N (˜v) : N (˜v) → N(v) is a bijection for any v ∈ V (X) and v˜ ∈ p−1(v). The graph X is usually referred to as the base graph
and X˜ as the covering graph. By fibu = p−1(u) and fibx = p−1(x)wedenote the fibre over u ∈ V (X) and x ∈ A(X), respectively.
The group CT(p) of all automorphisms of X˜ which fix each of the fibres setwise is called the covering transformation group.
An automorphism of X˜ is said to be fibre-preserving if it maps a fibre to a fibre. All of fibre-preserving automorphisms form
a group called the fibre-preserving group.
An s-arc in a graph X is an ordered (s + 1)-tuple (v0, v1, . . . , vs) of vertices of X such that vi−1 is adjacent to vi for
1 ≤ i ≤ s, and vi−1 6= vi+1 for 1 ≤ i < s. A graph X is said to be s-arc-transitive if Aut(X) is transitive on the set of s-arcs
of X . A 0-arc-transitive graph is called vertex-transitive, and a 1-arc-transitive graph is called arc-transitive or symmetric. A
graph X is said to be edge-transitive if Aut(X) is transitive on E(X) and is said to be half-transitive if X is vertex-transitive,
edge-transitive, but not arc-transitive. A subgroup of the automorphism group of a graph X is said to be s-regular if it acts
regularly on the set of s-arcs of X . In particular, if this subgroup is the full automorphism group Aut(X) of X then X is said
to be s-regular. Thus, if a graph X is s-regular then Aut(X) is transitive on the set of s-arcs and the only automorphism fixing
an s-arc is the identity automorphism of X . It may be easily seen that if X is edge-transitive but not vertex-transitive then X
is necessarily bipartite, and if X has regular valency then the two parts of bipartition have equal cardinality. Such a graph is
referred to as a semisymmetric graph.
A covering projection p : X˜ → X is said to be a regular covering projection if the covering transformation group CT(p) acts
regularly on each fibre. If CT(p) is isomorphic to an elementary abelian p-group or a cyclic group then the regular covering
projection is called p-elementary abelian or cyclic, respectively. An automorphism α ∈ Aut(X) lifts along p if there exists
an automorphism α˜ ∈ Aut(˜X) such that αp = pα˜. In this case we also say that p is α-admissible. A subgroup G ≤ Aut(X)
lifts along p if each α ∈ G lifts. The set of all lifts of all elements of G forms a group G˜ ≤ Aut(˜X), called the lift of G.
A regular covering projection p is vertex-transitive, edge-transitive or arc-transitive, respectively, if some vertex-transitive,
edge-transitive or arc-transitive subgroup of Aut(X) lifts along p.
Two regular covering projections p : X˜ → X and p′ : X˜ ′ → X of a graph X are isomorphic if there exist an automorphism
α ∈ Aut(X) and an isomorphism α˜ : X˜ → X˜ ′ such that αp = p′α˜. In particular, if α is the identity automorphism of X , then
we say that p and p′ are equivalent.
Let X be a connected graph and N be a finite group, called the voltage group. Assign to each arc (u, v) of X a voltage
ξ(u, v) ∈ N such that ξ(v, u) = (ξ(u, v))−1. Such a function ξ is called an (ordinary) voltage assignment of X . Let Cov(X, ξ)
be the derived graph with vertex set V × N and adjacency relation defined by (u, a) ∼ (v, aξ(u, v)) whenever u ∼ v in
X . Then by assuming that Cov(X, ξ) is connected, the projection onto the first coordinate is a regular covering projection
pξ : Cov(X, ξ) → X where the group N , viewed as CT(pξ ), acts via left multiplication on itself. Given a spanning tree T of
the graph X , a voltage assignment ξ is called T-reduced if the voltages on the tree arcs are the identity. Gross and Tucker [23]
showed that every regular covering projection p : X˜ → X is equivalent to pξ : Cov(X, ξ)→ X for some T -reduced voltage
assignment ξ : X → N with respect to an arbitrary fixed spanning tree T of X .
We will use the following well-known results in group theory.
Proposition 2.1 ([25, Chapter IV, Theorem 2.6]). Let G be a finite group and P a Sylow p-subgroup of G. Let NG(P) be the
normalizer of P in G and CG(P) the centralizer of P in G. If NG(P) = CG(P), then G has a normal subgroup N such that G/N ∼= P.
The following proposition is known as Burnside’s paqb-Theorem.
Proposition 2.2 ([44, Theorem 8.5.3]). Let p and q be primes and let a and b be non-negative integers. Then every group of order
paqb is solvable.
Let X be a graph and letN be a subgroup of Aut(X). Denote by X the quotient graph corresponding to the orbits ofN , that is
the graphhaving the orbits ofN as verticeswith twoorbits adjacent inX whenever there is an edge between those orbits inX .
Proposition 2.3 ([30, Theorem 9]). Let X be a connected symmetric graph of prime valency and G an s-arc-transitive subgroup of
Aut(X) for some s ≥ 1. If a normal subgroup N of G has more than two orbits, then it is semiregular and G/N is an s-arc-transitive
subgroup of Aut(X) where X is the quotient graph of X corresponding to the orbits of N. Furthermore, X is a regular covering of
X with the covering transformation group N.
Regular covering projections are usually studied up to equivalence, or possibly, up to isomorphism. The following result
is stated in [36].
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Proposition 2.4 ([36]). Let p : X˜ → X and p′ : X˜ ′ → X be regular covering projections of a graph X, and let G ≤ Aut(X). The
following hold.
(a) If p : X˜ → X and p′ : X˜ ′ → X are isomorphic, say αp = p′α˜, then p is G-admissible if and only if p′ is admissible for
the conjugate subgroup αGα−1 of Aut(X). In particular, if p and p′ are equivalent, then p is G-admissible if and only if p′ is
G-admissible.
(b) If p : X˜ → X is G-admissible and G′ is conjugate to G in Aut(X), then there exists a regular covering projection p′ : X˜ ′ → X
isomorphic to p (but possibly not equivalent to p) such that p′ is G′-admissible.
Assume that a connected graph X and a subgroup G ≤ Aut(X) are given. Choose a spanning tree T of X and a set of
arcs {x1, . . . , xr} ⊆ A(X) containing exactly one arc for each edge in E(X \ T ). Let BT be the corresponding basis of the
first homology group H1(X,Zp) determined by {x1, . . . , xr}. Further, denote by G#h = {α#h | α ∈ G} ≤ GL(H1(X,Zp)) the
induced action of G on H1(X,Zp), and letMG ≤ Zr×rp be the matrix representation of G#h with respect to the basisBT . ByM tG
we denote the dual group consisting of all transposes of matrices inMG.
Proposition 2.5 ([36, Theorem 2.3]). Let T be a spanning tree of a connected graph X and let the set {x1, x2, . . . , xr} ⊆ A(X)
contain exactly one arc from each cotree edge. Let ξ : A(X)→ Zd×1p be a voltage assignment on X which is trivial on T , and let
the matrix Z ∈ Zd×rp with columns ξ(x1), ξ(x2), . . . , ξ(xr) have rank d. Then the following hold.
(a) A group G ≤ Aut(X) lifts along pξ : Cov(X, ξ) → X if and only if the columns of Z t form a basis of a M tG-invariant
d-dimensional subspace S(ξ) ≤ Zr×1p .
(b) If ξ ′ : A(X) → Zd×1p is another voltage assignment satisfying (a), then pξ ′ is equivalent to pξ if and only if S(ξ) = S(ξ ′).
Moreover, pξ ′ is isomorphic to pξ if and only if there exists an automorphism α ∈ Aut(X) such that the matrix M tα maps S(ξ ′)
onto S(ξ).
By Proposition 2.5, the problem of finding all elementary abelian covering projections of a given graph, admissible for
a given group of automorphisms, is reduced to finding all invariant subspaces of an associated matrix group over a prime
field. For details on the techniques for finding invariant subspaces we refer the reader to [32,36]. Let us just mention that
we will denote the characteristic and minimal polynomial of some A ∈ GL(V ), where V is a finite-dimensional vector space
over a field F , by∆A(x) andmA(x), respectively.
3. Arc-transitive covers of the Pappus graph
The Pappus graph F18 is illustrated in Fig. 1. It is known that F18 is the unique connected cubic symmetric graph of order
18 and that this graph is in fact 3-regular (see [3,4]). Let us choose the following automorphisms of F18
α := (1, 2)(3, 6)(4, 5)(7, 8)(9, 12)(10, 11)(13, 14)(15, 18)(16, 17),
β := (1, 7, 14, 9, 3, 2)(4, 8, 6, 18, 17, 16)(5, 15, 12, 11, 10, 13),
γ1 := (3, 8)(4, 15)(5, 18)(6, 7)(9, 13)(12, 14),
γ2 := (2, 6)(3, 5)(8, 12)(9, 11)(14, 18)(15, 17),
γ3 := (1, 2)(3, 6, 8, 7)(4, 12, 15, 14)(5, 13, 18, 9)(10, 17)(11, 16),
δ3 := (4, 9)(5, 14)(6, 7)(10, 16)(11, 17)(12, 18)(13, 15).
ThenAut(F18) = 〈α, β, γ1, δ3〉 = 〈γ1, γ2, γ3, δ3〉 and eachproper arc-transitive subgroupof Aut(F18) is conjugate inAut(F18)
to one of the three subgroups s[40] := 〈α, β〉, s[42] := 〈α, β, γ1〉 and s[43] := 〈γ1, γ2, γ3〉. Furthermore, s[40] is 1-regular,
s[42] and s[43] are 2-regular, s[40] ≤ s[42], and s[43] does not contain a 1-regular subgroup. These can be checked directly
using GAP [47].
Thus, in order to determine all arc-transitive elementary abelian covering projections of F18 up to isomorphism, it suffices
(by Proposition 2.4) to find thosewhich are s[40]-, s[42]- or s[43]-admissible. By Proposition 2.5, this is equivalent to finding
all invariant subspaces of the representationsM ts[40],M
t
s[42] orM
t
s[43], respectively.
We choose a spanning tree T of F18 consisting of the edges
{{2, 8}, {8, 15}, {15, 18}, {15, 10}, {10, 4}, {10, 17}, {17, 14}, {17, 12}, {12, 6},
{12, 13}, {13, 16}, {16, 11}, {16, 9}, {11, 5}, {9, 3}, {18, 7}, {6, 1}}.
We orient the cotree arcs by setting
x1 = (1, 2), x2 = (2, 3), x3 = (3, 4), x4 = (4, 5), x5 = (5, 6),
x6 = (1, 7), x7 = (7, 14), x8 = (13, 8), x9 = (14, 9), x10 = (11, 18).
LetB be the standard ordered basis of H1(F18,Zp) associated with the spanning tree T and the arcs xi (i = 1, . . . , 10).
The following theorem will be proved in the next section.
Theorem 3.1. Each nontrivial arc-transitive p-elementary abelian covering projection of the Pappus graph F18 is isomorphic to a
derived covering projection associated with one of the pairwise non-isomorphic voltage assignments given by Tables 1–4, where
in the tables the column ‘Admissible’ gives the maximal admissible group that lifts along the corresponding covering projections.
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Fig. 1. The Pappus graph.
Although it is in general hard to determine the degree of regularity of a cubic symmetric graph (unless its order does not
exceed 2048, in which case one can refer to [3,4]), this can be done for the graphs arising from the covering projections of
Tables 3 and 4 of Theorem 3.1 as the next corollary shows. However, for the graphs arising from the covering projections
of Tables 1 and 2 the author could not determine completely the degree of regularity. To do this one might need computer
aided computation.
Corollary 3.2. Let X˜ be a p-elementary abelian cover of the Pappus graph F18 corresponding to a covering projection p from
Tables 3 and 4. Then:
(1) X˜ is 1-regular if and only if the maximal subgroup of Aut(F18) that lifts along p is 〈α, β〉.
(2) X˜ is 2-regular if and only if the maximal subgroup of Aut(F18) that lifts along p is one of 〈α, β, γ1〉 and 〈γ1, γ2, γ3〉.
(3) X˜ is 3-regular if and only if Aut(F18) lifts along p.
Remark. Marušič et al. [37,38] gave the relation between half-transitive group actions with vertex stabilizer Z2 and one-
regular group actions with cyclic vertex stabilizer, which give us infinitely many finite half-transitive graphs of valency 4.
Proof. We use the facts that the lift of an s-regular group that lifts along a regular covering projection is s-regular (see [6,
7]), and that if p is a regular covering projection, then the lift of the maximal subgroup of automorphisms of the base graph
which lifts along p is precisely NA(CT(p)) where A is the automorphism group of the covering graph and NA(CT(p)) is the
normalizer of CT(p) in A.
Let p : X˜ → F18 be the associated covering projection and let X˜ be s-regular. Let A := Aut(˜X) and K := CT(p). By
Tutte [48,49] |Av| = 3 · 2s−1 with s ≤ 5 and so p ≥ 5 implies that K is a Sylow p-subgroup of A. If Aut(F18) lifts along p,
then by [6] X˜ is 3-regular in this case. Thus we may assume that Aut(F18) does not lift along p. Tables 3 and 4 then imply
that |A| | 18 · pi · 48 where i ∈ {1, 2, 3, 7, 8, 9}. Let B be the subgroup of Aut(˜X) lifted by 〈α, β〉, 〈α, β, γ1〉 or 〈γ1, γ2, γ3〉.
Then B = NA(K). By Sylow’s theorem, the number of Sylow p-subgroups of A is np+ 1 and np+ 1 = |A : NA(K)| = |A : B|
for some integer n. If the Sylow p-subgroup K is normal in A, then A = B, and so X˜ has the same degree of regularity as the
maximal group that lifts, which completes the proof. Suppose on the contrary that K is not normal in A.
Assume first that B is the 1-regular subgroup of Aut(˜X) lifted by 〈α, β〉. Then |B| = 18 · 3 · pi where i ∈ {1, 3, 7, 9}.
Since X˜ is at most 5-regular, |A : NA(K)| | 16. Since in this case p ≥ 7, we have p = 7 and n = 1. If i = 1, then X˜ is of
order 18 · 7 = 126, and is thus 1-regular by [4], a contradiction. We thus have that |B| = 18 · 3 · pi where i ∈ {3, 7, 9} and
|A : B| = 8.
Assume now that B is the 2-regular subgroup of Aut(˜X) lifted by 〈α, β, γ1〉 or 〈γ1, γ2, γ3〉. Then |B| = 18 · 6 · pi where
i ∈ {2, 3, 7, 8}. Since X˜ is at most 5-regular, |A : NA(K)| | 8. Since in this case p ≥ 5, we have p = 7 and n = 1, and so
|A : B| = 8.
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Table 1
Arc-transitive p-elementary abelian covers of F18: p = 2, 3.
Inv. subspace ξ(x1) ξ(x2) ξ(x3) ξ(x4) ξ(x5) ξ(x6) ξ(x7) ξ(x8) ξ(x9) ξ(x10) Admissible Condition
L1
[
1
0
] [
0
1
] [
0
1
] [
0
1
] [
0
1
] [
1
1
] [
0
0
] [
1
0
] [
0
0
] [
1
0
]
〈α, β, γ1〉 p = 2
L2

1
0
0
0


0
1
0
0


0
0
1
1


0
0
0
1


0
1
0
0


1
1
0
0


0
0
1
1


1
0
1
1


0
1
1
0


1
1
1
0
 Aut(Γ ) p = 2
L3

1
0
0
0
0
0


0
1
0
0
0
0


0
0
1
0
0
0


0
0
0
1
0
0


0
0
0
0
1
0


0
0
1
0
0
0


0
0
0
0
0
1


1
0
1
1
0
1


1
0
0
0
1
0


1
1
0
0
0
0
 Aut(Γ ) p = 2
L4

1
0
0
0
0
0
0
0


0
1
0
0
0
0
0
0


0
0
1
0
0
0
0
0


0
0
0
1
0
0
0
0


0
0
0
0
1
0
0
0


0
0
0
0
0
1
0
0


0
0
0
0
0
0
1
0


0
0
0
0
0
0
0
1


1
0
1
0
1
1
0
0


0
1
0
1
0
1
1
1

〈α, β, γ1〉 p = 2
Q1
[
1
] [
0
] [
1
] [
1
] [
0
] [
1
] [
2
] [
0
] [
2
] [
2
] 〈α, β, γ1〉 p = 3
Q2
[
1
0
] [
0
1
] [
0
2
] [
0
1
] [
0
2
] [
1
1
] [
0
0
] [
1
0
] [
0
0
] [
1
0
]
〈α, β, γ1〉 p = 3
Q3
[
1
0
] [
0
1
] [
1
0
] [
1
1
] [
0
2
] [
1
1
] [
2
1
] [
0
1
] [
2
2
] [
2
1
]
〈α, β〉 p = 3
Q4
[
1
0
] [
0
1
] [
1
1
] [
1
0
] [
0
2
] [
1
1
] [
2
1
] [
0
1
] [
2
1
] [
2
2
]
Aut(Γ ) p = 3
Q5
11
0
 02
1
 11
2
 11
0
 01
2
 10
1
 22
2
 00
2
 20
0
 21
0
 Aut(Γ ) p = 3
Q6
11
0
 01
0
 12
0
 12
1
 02
0
 12
0
 21
1
 02
1
 20
0
 21
0
 Aut(Γ ) p = 3
Q7
10
1
 01
0
 12
0
 12
2
 02
0
 11
1
 21
2
 01
0
 20
0
 20
1
 〈α, β, γ1〉 p = 3
Q8

1
0
0
1


0
1
0
0


1
0
0
2


1
2
1
0


0
0
0
2


1
0
0
2


2
1
1
0


0
0
1
2


2
0
0
0


2
2
0
2
 〈α, β, γ1〉 p = 3
Q9

1
1
0
0


0
1
0
0


1
1
0
1


1
2
1
0


0
1
0
1


1
0
0
2


2
1
1
0


0
0
1
2


2
0
0
0


2
2
0
2
 〈α, β〉 p = 3
Q10

1
1
0
0


0
2
0
1


1
1
0
2


1
1
1
0


0
1
0
2


1
0
0
1


2
2
1
2


0
0
1
2


2
0
0
0


2
1
0
0
 Aut(Γ ) p = 3
Q11

1
0
0
1
0


0
1
0
0
0


1
0
0
0
1


1
2
1
0
0


0
0
0
0
1


1
0
0
1
2


2
1
1
0
0


0
0
1
1
2


2
0
0
0
0


2
2
0
1
2
 〈α, β, γ1〉 p = 3
Q12

1
0
0
0
1


2
1
1
0
0


1
0
0
0
2


0
1
2
1
0


2
1
0
0
2


1
0
0
0
2


1
1
1
1
0


2
1
0
1
2


0
2
0
0
0


0
2
2
0
2
 Aut(Γ ) p = 3
Q13

1
0
1
0
0


2
1
1
0
0


1
0
1
0
1


0
1
2
1
0


2
1
1
0
1


1
0
0
0
2


1
1
1
1
0


2
1
0
1
2


0
2
0
0
0


0
2
2
0
2
 〈α, β〉 p = 3
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Table 1 (continued)
Inv. subspace ξ(x1) ξ(x2) ξ(x3) ξ(x4) ξ(x5) ξ(x6) ξ(x7) ξ(x8) ξ(x9) ξ(x10) Admissible Condition
Q14

1
0
0
0
1
0


2
1
1
0
0
0


1
0
0
0
0
1


0
1
2
1
0
0


2
1
0
0
0
1


1
0
0
0
1
2


1
1
1
1
0
0


2
1
0
1
1
2


0
2
0
0
0
0


0
2
2
0
1
2
 Aut(Γ ) p = 3
Q15

0
0
1
0
0
1


1
0
0
1
0
0


0
0
1
0
0
2


1
0
1
2
1
0


1
0
0
0
0
2


0
0
1
0
0
2


2
1
0
1
1
0


0
2
2
0
1
2


2
0
2
0
0
0


2
0
2
2
0
2
 Aut(Γ ) p = 3
Q16

0
0
1
0
0
1
0


1
0
0
1
0
0
0


0
0
1
0
0
0
1


1
0
1
2
1
0
0


1
0
0
0
0
0
1


0
0
1
0
0
1
2


2
1
0
1
1
0
0


0
2
2
0
1
1
2


2
0
2
0
0
0
0


2
0
2
2
0
1
2

Aut(Γ ) p = 3
Table 2
Continuation of Table 1.
Inv. subspace ξ(x1) ξ(x2) ξ(x3) ξ(x4) ξ(x5) ξ(x6) ξ(x7) ξ(x8) ξ(x9) ξ(x10) Admissible Condition
Q17

1
0
0
0
0
0
0
0


0
1
0
0
0
0
0
0


0
0
1
0
0
0
0
0


0
0
0
1
0
0
0
0


0
0
0
0
1
0
0
0


0
0
0
0
0
1
0
0


0
0
0
0
0
0
1
0


0
0
0
0
0
0
0
1


2
0
2
0
2
1
0
0


0
2
0
2
0
2
2
2

〈α, β, γ1〉 p = 3
Q18

1
0
0
0
0
0
0
0
0


0
1
0
0
0
0
0
0
0


0
0
1
0
0
0
0
0
0


0
0
0
1
0
0
0
0
0


0
0
0
0
1
0
0
0
0


0
0
0
0
0
1
0
0
0


0
0
0
0
0
0
1
0
0


0
0
0
0
0
0
0
1
0


0
0
0
0
0
0
0
0
1


1
2
1
2
1
1
2
2
1

Aut(Γ ) p = 3
Z10

1
0
0
0
0
0
0
0
0
0


0
1
0
0
0
0
0
0
0
0


0
0
1
0
0
0
0
0
0
0


0
0
0
1
0
0
0
0
0
0


0
0
0
0
1
0
0
0
0
0


0
0
0
0
0
1
0
0
0
0


0
0
0
0
0
0
1
0
0
0


0
0
0
0
0
0
0
1
0
0


0
0
0
0
0
0
0
0
1
0


0
0
0
0
0
0
0
0
0
1

Aut(Γ ) p = 2, 3
By considering the right multiplication action of A on the set of right cosets of B in A, |A/BA| | 8!, where BA is the largest
normal subgroup of A in B. This forces 7 | |BA| since |B/BA| | 7! and |B| = 18 · 3 · 7i where i ∈ {2, 3, 7, 8, 9}. Let L := K ∩ BA.
SinceK is the normal Sylow7-subgroup of B and BA is normal in B, L is the normal Sylow7-subgroup of BA. Then the normality
of L in BA implies that L is characteristic in BA. Thus, L is normal in A because BA is normal in A. Since |A : B| = 8, the Sylow
7-subgroups of A are not normal in A, forcing that |L| 6= 7i (i = 2, 3, 7, 8, 9). Thus, |A/BA| | 8! implies that 7i−1 | |BA| and so
|L| = 7i−1. Since the quotient graph (relative to L) is of order 126, and is thus 1-regular, A and thus X˜ must be 1-regular. 
By [3,4], we have the following.
Lemma 3.3. Let p be a prime. If X is a cubic symmetric graph of order 18p and p ≤ 113, then X is isomorphic to one of the
graphs in Table 5.
Let p ≥ 5 be a prime such that p ≡ 1(mod 6) and let ζ ∈ Zp be such that ζ 2− ζ +1 = 0. Let ξ1 be the T -reduced voltage
assignment in the first row of Table 3. That is, ξ1 : {xi | 1 ≤ i ≤ 10} → Zp where
x1 7→ 1, x2 7→ −ζ , x3 7→ ζ , x4 7→ −ζ , x5 7→ ζ , x6 7→ −ζ 2, x7 7→ 0, x8 7→ 1, x9 7→ 0, x10 7→ 1.
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Table 3
Arc-transitive p-elementary abelian covers of F18: p ≥ 5.
ξ(x1) ξ(x2) ξ(x3) ξ(x4) ξ(x5) ξ(x6) ξ(x7) ξ(x8) ξ(x9) ξ(x10) Admissible Condition[
1
] [−ζ ] [ζ ] [−ζ ] [ζ ] [−ζ 2] [0] [1] [0] [1] 〈α, β〉 p ≡ 1(mod 6),
ζ 2 − ζ + 1 = 0[
1
0
] [
0
1
] [
0
−1
] [
0
1
] [
0
−1
] [
1
1
] [
0
0
] [
1
0
] [
0
0
] [
1
0
]
〈α, β, γ1〉 No−11
1
  00
−ζ
 −1−1
ζ
 20
ζ
 00
ζ
  −11
−ζ 2
  1−1
0
 00
1
 11
0
 −20
1
 〈α, β〉 p ≡ 1(mod 6),
ζ 2 − ζ + 1 = 0−111
0

000
1

−1−10
−1

200
1

 000
−1

−111
1

 1−10
0

001
0

110
0

−201
0
 Aut(F18) No

0
−2
−1
0
2
0


−1
1
1
0
0
2


1
−1
−1
−1
−1
−1


−1
1
0
0
6
2


0
2
0
0
−6
−2


1
−1
−1
−1
−1
−1


0
0
0
1
−1
1


0
−2
0
0
−2
−2


0
0
1
0
4
2


1
1
0
0
−2
−2
 Aut(F18) No

0
−2
−1
0
1
1
1− 2ζ


−1
1
1
0
−ζ
1− 2ζ
4ζ + 1


1
−1
−1
−1
ζ
ζ
−ζ − 1


−1
1
0
0
−ζ
0
4− 2ζ


0
2
0
0
ζ
0
2ζ − 4


1
−1
−1
−1
−ζ 2
−ζ
−ζ − 1


0
0
0
1
0
−ζ 2
3ζ


0
−2
0
0
1
0
−2ζ − 2


0
0
1
0
0
1
3


1
1
0
0
1
0
−2ζ − 2
 〈α, β〉
p ≡ 1(mod 6),
ζ 2 − ζ + 1 = 0

0
−2
−1
0
1
0
2
0


−1
1
1
0
0
1
0
2


1
−1
−1
−1
0
−1
−1
−1


−1
1
0
0
0
1
6
2


0
2
0
0
0
−1
−6
−2


1
−1
−1
−1
1
1
−1
−1


0
0
0
1
0
0
−1
1


0
−2
0
0
1
0
−2
−2


0
0
1
0
0
0
4
2


1
1
0
0
1
0
−2
−2

〈α, β, γ1〉 No

0
−1
1
−2
−1
0
1
1
1− 2ζ


−1
−2
0
1
1
0
−ζ
1− 2ζ
4ζ + 1


1
1
−1
−1
−1
−1
ζ
ζ
−1− ζ


−1
0
0
1
0
0
−ζ
0
4− 2ζ


0
0
0
2
0
0
ζ
0
2ζ − 4


1
1
1
−1
−1
−1
−ζ 2
−ζ
−ζ − 1


0
1
−1
0
0
1
0
−ζ 2
3ζ


0
0
0
−2
0
0
1
0
−2ζ − 2


0
1
1
0
1
0
0
1
3


1
0
0
1
0
0
1
0
−2ζ − 2

〈α, β〉 p ≡ 1(mod 6),
ζ 2 − ζ + 1 = 0

1
0
0
0
0
0
0
0
0
0


0
1
0
0
0
0
0
0
0
0


0
0
1
0
0
0
0
0
0
0


0
0
0
1
0
0
0
0
0
0


0
0
0
0
1
0
0
0
0
0


0
0
0
0
0
1
0
0
0
0


0
0
0
0
0
0
1
0
0
0


0
0
0
0
0
0
0
1
0
0


0
0
0
0
0
0
0
0
1
0


0
0
0
0
0
0
0
0
0
1

Aut(F18) No
Let CF18p be the derived graph from the voltage assignment ξ1. Since the Pappus graph is itself of girth 6 and
((1, 0), (6, 0), (5,−ζ ), (11,−ζ ), (18, 1− ζ ), (7, 1− ζ )) is a 6-cycle of CF18p, the girth of F18p is 6.
Theorem 3.4. Let p be a prime and let X be a connected cubic symmetric graph of order 18p. Then X is 1-, 2- or 5-regular. More
precisely,
(1) X is 1-regular if and only if X is isomorphic to the graph CF18p where p ≡ 1(mod 6).
(2) X is 2-regular if and only if X is isomorphic to the graph F54.
(3) X is 5-regular if and only if X is isomorphic to one of the two graphs F90 and F234B.
Furthermore, apart from the two 5-regular graphs F90 and F234B, all of these graphs are of girth 6; and apart from F234B, all of these
graphs are bipartite.
Proof. Let X be a cubic symmetric graph of order 18p. By Lemma 3.3 and Corollary 3.2(1), one may assume p ≥ 127. Let
A = Aut(X) and let P be a Sylow p-subgroup of A. If P is normal in A, then, by Proposition 2.3, X is a cover of F18 with the
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Table 4
Continuation of Table 3.
ξ(x1) ξ(x2) ξ(x3) ξ(x4) ξ(x5) Admissible 2i(1− η)−2i(1+ η)
2i(1+ η)
 −3(1+ η)+ i(η − 1)η + 1+ i(3+ η)
η + 1− i(1+ 3η)
 3(1+ η)+ i(1− η)η + 1− i(1− η)
η + 1− i(1− η)
 i(1− η)− 3(1+ η)η − 1+ i(1+ η)
1− η − i(η + 1)
 2i(η − 1)2(i− 1)η
−2(1+ i)
 〈γ1, γ2, γ3〉
ξ(x6) ξ(x7) ξ(x8) ξ(x9) ξ(x10) Condition3(1+ η)+ i(1− η)η + 1− i(1− η)
η + 1− i(1− η)
 i(η − 1)− 3(η + 1)η + 1− i(1+ 3η)
η + 1+ i(3+ η)
 3(1+ η)+ i(1− η)−3η − 1− i(1+ η)
i(η + 1)− η − 3
  02(i+ η)
2(1− iη)
 3(1+ η)− i(1− η)i(η − 1)− η − 1
i(η − 1)− η − 1
 p ≡ 1(mod 12), i2 = −1,
η2 + 4η + 1 = 0
ξ(x1) ξ(x2) ξ(x3) ξ(x4) ξ(x5) Admissible
−1
1
1
0
2i(1− η)
−2i(1+ η)
2i(1+ η)


0
0
0
1
−3(1+ η)+ i(η − 1)
η + 1+ i(3+ η)
η + 1− i(1+ 3η)


−1
−1
0
−1
3(1+ η)+ i(1− η)
η + 1− i(1− η)
η + 1− i(1− η)


2
0
0
1
i(1− η)− 3(1+ η)
η − 1+ i(1+ η)
1− η − i(η + 1)


0
0
0
−1
2i(η − 1)
2(i− 1)η
−2(1+ i)
 〈γ1, γ2, γ3〉
ξ(x6) ξ(x7) ξ(x8) ξ(x9) ξ(x10) Condition
−1
1
1
1
3(1+ η)+ i(1− η)
η + 1− i(1− η)
η + 1− i(1− η)


1
−1
0
0
i(η − 1)− 3(η + 1)
η + 1− i(1+ 3η)
η + 1+ i(3+ η)


0
0
1
0
3(1+ η)+ i(1− η)
−3η − 1− i(1+ η)
i(η + 1)− η − 3


1
1
0
0
0
2(i+ η)
2(1− iη)


−2
0
1
0
3(1+ η)− i(1− η)
i(η − 1)− η − 1
i(η − 1)− η − 1

p ≡ 1(mod 12), i2 = −1,
η2 + 4η + 1 = 0
Table 5
Cubic symmetric graphs of order 18pwith p ≤ 113.
Graph Order s-regular Girth Diameter Bipartite?
F54 18 · 3 2 6 6 Yes
F90 18 · 5 5 10 8 Yes
F126 18 · 7 1 6 10 Yes
F234A 18 · 13 1 6 14 Yes
F234B 18 · 13 5 12 8 No
F342 18 · 19 1 6 16 Yes
F558 18 · 31 1 6 22 Yes
F666 18 · 37 1 6 22 Yes
F774 18 · 43 1 6 26 Yes
F1098 18 · 61 1 6 28 Yes
F1206 18 · 67 1 6 32 Yes
F1314 18 · 73 1 6 34 Yes
F1422 18 · 79 1 6 34 Yes
F1746 18 · 97 1 6 38 Yes
F1854 18 · 103 1 6 40 Yes
F1962 18 · 109 1 6 38 Yes
covering transformation group Zp. Moreover, the normality of P in A implies that the fibre-preserving group (which in fact
coincides with A) is arc-transitive. By Theorem 3.1, X is isomorphic to CF18p. Thus, it suffices to show that P is normal in A.
Suppose on the contrary that P is not normal and letNA(P) be the normalizer of P in A. By Sylow’s theorem, the number of
Sylow p-subgroups of A is np+1 = |A : NA(P)| for some integer n. Since X is atmost 5-regular, |A| is a divisor of 48·18p. Thus
np+1 is a divisor of 48·18 = 864. Since P is not normal in A, we have that np+1 ≥ 128, and so np+1 | 864 = 25 ·33 implies
that n = 1 and either p = 431 or 863. IfNA(P) = P then CA(P) = P , where CA(P) is the centralizer of P inA. By Proposition 2.1,
A has a normal subgroup N such that A/N ∼= P , and so by Proposition 2.3, the quotient graph corresponding to the orbits of
N has odd order and valency 3, a contradiction. We may thus assume that NA(P) 6= P , implying that p = 431 and np+ 1 =
|A : NA(P)| = 432 = 24 · 33. As NA(P) 6= P , this further implies that |NA(P)| = 2 · 431 and |A| = 25 · 33 · 431, in particular,
X is 5-regular. LetM be a minimal normal subgroup of A and X the quotient graph of X corresponding to the orbits ofM .
If M is elementary abelian then X is 5-arc-transitive with order 2 · 32, 2 · 431, 6 · 431 or 9 · 431. The first three cases
are impossible by [3,4] and [17, Theorem 5.2], while the last case is excluded since X cannot have odd order. We may thus
assume thatM = T1× T2×· · ·× Tt , where Ti (1 ≤ i ≤ t) are isomorphic non-abelian simple groups. By Proposition 2.2, |Ti|
has at least three distinct prime factors. Since |A| = 25 · 33 · 431, t = 1 andM is a non-abelian simple group, which implies
that M cannot have the normal Sylow 431-subgroup. Hence the only possibilities are |M| ∈ {24 · 33 · 431, 25 · 33 · 431}.
However, there is no simple group with such orders (see [5]).
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Since the Pappus graph F18 is bipartite, any covering graph of F18, not necessarily regular, is bipartite. Together with
Lemma 3.3 one can see that any cubic symmetric graph of order 18p is bipartite except for the 5-regular graph F234B. 
4. The proof of Theorem 3.1
Let A and B be the transposes of the matrices which represent the linear transformations α#h and β#h relative to B,
respectively. Then
A =

−1 −1 0 0 0 1 0 0 0 −1
0 0 0 0 0 −1 0 0 1 1
0 0 0 0 −1 0 0 0 −1 0
0 0 0 −1 0 0 0 0 1 0
0 0 −1 0 0 0 0 0 −1 0
0 −1 0 0 0 0 0 0 0 −1
0 0 0 0 0 0 0 −1 0 1
0 0 0 0 0 0 −1 0 −1 −1
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 −1 −1

,
B =

0 0 0 0 0 −1 0 0 0 1
1 1 1 1 0 0 0 0 0 0
0 −1 −1 −1 0 0 0 −1 0 0
0 0 0 1 0 0 0 1 0 0
0 0 0 −1 0 0 0 0 0 −1
0 0 0 0 0 0 1 0 0 1
0 0 0 0 0 0 0 0 1 0
0 0 0 0 1 0 0 0 0 0
0 0 1 1 0 0 0 0 0 0
0 0 0 −1 0 0 0 0 0 0

.
Similarly, let C1, C2 and C3 be the transposes of the matrices which represent the linear transformations γ
#h
1 , γ
#h
2 and γ
#h
3
relative toB, respectively. Then
C1 =

1 1 1 0 0 −1 −1 0 0 0
0 −1 −1 0 0 0 0 −1 −1 0
0 0 0 0 0 0 0 1 1 0
0 0 0 0 0 0 0 0 −1 −1
0 0 0 0 0 0 1 0 1 1
0 0 0 −1 −1 −1 −1 0 0 0
0 0 0 1 1 0 0 0 0 0
0 0 1 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 −1 0
0 0 0 −1 0 0 0 0 1 0

,
C2 =

−1 0 0 0 0 0 0 0 0 0
0 0 0 0 −1 0 0 1 0 0
0 0 0 −1 0 0 0 −1 0 0
0 0 −1 0 0 0 0 1 0 0
0 −1 0 0 0 0 0 −1 0 0
−1 0 0 0 0 1 1 0 0 0
0 0 0 0 0 0 −1 0 0 0
0 0 0 0 0 0 0 −1 0 0
0 0 0 0 0 0 0 1 0 −1
0 0 0 0 0 0 0 −1 −1 0

,
C3 =

−1 0 0 0 0 1 1 0 0 0
0 0 0 0 −1 −1 −1 0 0 1
0 0 0 0 1 0 0 0 0 −1
0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1 0 −1
0 1 0 0 0 0 0 0 −1 0
0 0 1 0 0 0 0 0 1 0
0 0 0 0 0 0 1 0 0 0
0 0 0 1 0 0 0 0 0 1
0 0 0 0 0 0 0 0 −1 −1

.
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By Proposition 2.5, two G-admissible derived projections associated with (G#h)t-invariant subspaces S and S′ are
isomorphic if and only if there exists an automorphism φ ∈ Aut(F18) such that (φ#h)t maps S to S′. Clearly, if φ is such
an automorphism, then every automorphism in the coset φG has the same property. Hence it suffices to check whether S′
is the image of S under an element from a fixed transversal of G in Aut(F18). For the groups s[40], s[42] and s[43]we choose
the transversals
Ts[40] = {id, δ1, δ2, δ3}, Ts[42] = Ts[43] = {id, δ3}
where
δ1 := γ1 = (3, 8)(4, 15)(5, 18)(6, 7)(9, 13)(12, 14),
δ2 := (3, 8)(4, 13)(5, 12)(9, 15)(10, 16)(11, 17)(14, 18),
δ3 := (4, 9)(5, 14)(6, 7)(10, 16)(11, 17)(12, 18)(13, 15).
Let Di (i = 1, 2, 3) be the transposes of the matrices which represent the linear transformations δ#hi (i = 1, 2, 3) relative to
B, respectively. Then D1 = C1 and
D2 =

1 1 0 0 1 0 0 0 0 0
0 −1 0 1 0 0 0 0 0 0
0 0 0 −1 0 0 0 −1 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 −1 −1 0 0 0 0 0
0 0 0 0 1 1 1 0 1 0
0 0 0 0 0 0 −1 0 −1 −1
0 0 −1 −1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 1
0 0 0 −1 0 0 0 0 1 0

,
D3 =

1 0 0 0 0 −1 0 −1 0 1
0 1 1 0 0 0 0 1 0 −1
0 0 −1 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 −1 −1
0 0 0 0 0 0 −1 0 0 0
0 0 0 0 0 −1 0 0 0 1
0 0 0 0 −1 0 0 0 0 0
0 0 0 0 0 0 0 −1 0 1
0 0 0 −1 0 0 0 0 0 −1
0 0 0 0 0 0 0 0 0 1

.
4.1. 〈A, B〉- or 〈A, B, C1〉-invariant subspaces when p ≥ 5
The respective characteristic and minimal polynomials of B are
∆B(x) = (x− 1)2(x+ 1)2(x2 + x+ 1)(x2 − x+ 1)2,
mB(x) = (x− 1)(x+ 1)(x2 + x+ 1)(x2 − x+ 1).
It is known that the polynomials x2 + x+ 1 = 0 and x2 − x+ 1 = 0 both have a zero in Zp if and only if−3 is a square in
Zp, which occurs if and only if p ≡ 1(mod 6) (see [27, Section 7]). In order to find 〈A, B〉- or 〈A, B, C1〉-invariant subspaces
over Zp, it is useful to consider A, B and C1 as matrices over the splitting field Zp(ζ )where ζ is a primitive 6th root of unity,
because every invariant subspace over Zp is a direct sum of minimal invariant subspaces over Zp(ζ ) when it is considered
as a subspace over Zp(ζ ). Then the respective characteristic and minimal polynomials of B are decomposed into irreducible
factors as follows.
∆B(x) = (x− 1)2(x+ 1)2(x+ ζ )(x− ζ 2)(x− ζ )2(x+ ζ 2)2,
mB(x) = (x− 1)(x+ 1)(x+ ζ )(x− ζ 2)(x− ζ )(x+ ζ 2).
We remark that x2 + x + 1 = (x + ζ )(x − ζ 2) and x2 − x + 1 = (x − ζ )(x + ζ 2). By a straightforward calculation we
get
Ker (B− I) = 〈v1, v2〉 , Ker (B+ I) = 〈v3, v4〉 , Ker(B+ ζ I) = 〈v5〉 ,
Ker(B− ζ 2I) = 〈v6〉 , Ker(B− ζ I) = 〈v7, v8〉 , Ker(B+ ζ 2I) = 〈v9, v10〉
(1)
6600 J.-M. Oh / Discrete Mathematics 309 (2009) 6590–6611
where
v1 :=

0
−1
1
−1
0
1
0
0
0
1

, v2 :=

−1
−2
1
0
0
1
1
0
1
0

, v3 :=

1
0
−1
0
0
1
−1
0
1
0

, v4 :=

−2
1
−1
1
2
−1
0
−2
0
1

, v5 :=

−1
1
−ζ
0
0
−ζ
ζ 2
0
1
0

,
v6 :=

−1
1
ζ 2
0
0
ζ 2
−ζ
0
1
0

, v7 :=

1
−ζ
ζ
−ζ
ζ
−ζ 2
0
1
0
1

, v8 :=

1
1− 2ζ
ζ
0
0
−ζ
−ζ 2
0
1
0

, v9 :=

1
ζ 2
−ζ 2
ζ 2
1− ζ
ζ
0
1
0
1

, v10 :=

1
2ζ − 1
−ζ 2
0
0
ζ 2
ζ
0
1
0

.
We remark that all minimal B-invariant subspaces are 1-dimensional subspaces of the six spaces in Eq. (1), and that if
p 6≡ 1(mod 6), i.e., p ≡ 5(mod 6), then the minimal B-invariant subspaces over Zp are the 1-dimensional subspaces of
〈v1, v2〉 and 〈v3, v4〉, the 2-dimensional subspace Ker (B2+B+ I) and the cyclic 2-dimensional subspaces of Ker (B2−B+ I).
We now calculate the images of vi (i = 1, . . . , 10) by the linear transformation A as follows.
Av1 = 16 [−3v5 − 3v6 + 2(ζ − 2)v7 + 3v8 − 2(ζ + 1)v9 + 3v10],
Av2 = 16 [6v1 − 3v2 + 9v3 − 6v5 − 6v6 + 4(ζ − 2)v7 + 6v8 − 4(ζ + 1)v9 + 6v10],
Av3 = 16 [−6v1 + 3v2 + 3v3],
Av4 = 16 [3(1− 2ζ )v5 + 3(2ζ − 1)v6 − 6ζv7 + 3(2ζ − 1)v8 + 6(ζ − 1)v9 + 3(1− 2ζ )v10],
Av5 = 16 [−3v1 + (2ζ − 1)v4 + 3v6 − 2(ζ + 1)v9 + 3v10],
Av6 = 16 [−3v1 + (1− 2ζ )v4 + 3v5 + 2(ζ − 2)v7 + 3v8],
Av7 = −v7,
Av8 = 16 [3v1 + (1− 2ζ )v4 + 3v6 + 4(ζ − 2)v7 − 2(ζ + 1)v9 + 3v10],
Av9 = −v9,
Av10 = 16 [3v1 + (2ζ − 1)v4 + 3v5 + 2(ζ − 2)v7 + 3v8 − 4(ζ + 1)v9].
(2)
Let W1 := 〈v1, v2, v3, v4〉 and W2 := 〈v5, v6, v7, v8, v9, v10〉. Let W be a minimal 〈A, B〉-invariant subspace. Suppose first
that W ∩ W2 = {0}. Since W is a direct sum of the minimal B-invariant subspaces, we thus have that W ≤ W1. More
exactly,W ≤ A 〈v1, . . . , v4〉∩〈v1, . . . , v4〉. Suppose that for some a1, a2, a4 ∈ Zp(ζ ), a1Av1+a2Av2+a4Av4 ∈ 〈v1, . . . , v4〉.
Then
a1[−3v5 − 3v6 + 2(ζ − 2)v7 + 3v8 − 2(ζ + 1)v9 + 3v10] + a2[−6v5 − 6v6 + 4(ζ − 2)v7 + 6v8 − 4(ζ + 1)v9
+ 6v10] + a4[3(1− 2ζ )v5 + 3(2ζ − 1)v6 − 6ζv7 + 3(2ζ − 1)v8 + 6(ζ − 1)v9 + 3(1− 2ζ )v10] = 0.
Since vi(i = 5, . . . , 10) are linearly independent, it follows that a2 = − 12a1 and a4 = 0, and so
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A 〈v1, . . . , v4〉 ∩ 〈v1, . . . , v4〉 =
{
−(3a1 + 6a3)v1 +
(
3
2
a1 + 3a3
)
v2 +
(
−9
2
a1 + 3a3
)
v3
∣∣∣∣ a1, a3 ∈ Zp(ζ )} .
Now, assume thatW contains a non-zero vector−(3a1+6a3)v1+ ( 32a1+3a3)v2+ (− 92a1+3a3)v3 for some a1, a3 ∈ Zp(ζ ).
If − 92a1 + 3a3 = 0, i.e., a3 = 32a1, then 6a1(−2v1 + v2) ∈ W , and so −2v1 + v2 ∈ W . From A(−2v1 + v2) =
1
2 [−(−2v1 + v2)+ 3v3] it follows that v3 ∈ W . HenceW = K4 := 〈−2v1 + v2, v3〉. On the other hand, if− 92a1 + 3a3 6= 0,
then v3 ∈ W . Since Av3 = 12 [−2v1 + v2 + v3] ∈ W , it follows that−2v1 + v2 ∈ W . HenceW = K4.
Suppose now thatW intersectsW2 nontrivially. ThenW must contain one of the minimal B-invariant subspaces inW2
which are 1-dimensional subspaces of the four spaces 〈v5〉, 〈v6〉, 〈v7, v8〉 and 〈v9, v10〉. This implies that the spaceW must
contain one of the following vectors: v5, v6, v7, v8 + av7, v9 and v10 + av9 for some a ∈ Zp(ζ ).
Case 1: v5 ∈ W . Then Av5 ∈ W . Since Av5 = 16 [−3v1 + (2ζ − 1)v4 + 3v6 − 2(ζ + 1)v9 + 3v10] by Eq. (2) and W
is also B-invariant, it follows that v1, v4, v6,−2(ζ + 1)v9 + 3v10 ∈ W . Similarly, from Av1, Av4 ∈ W it follows that
2(ζ − 2)v7 + 3v8,−6ζv7 + 3(2ζ − 1)v8, 6(ζ − 1)v9 + 3(1− 2ζ )v10 ∈ W . Using Eq. (2), one can see that
A[2(ζ − 2)v7 + 3v8] = 12 [3v1 + (1− 2ζ )v4 + 3v6 − 2(ζ + 1)v9 + 3v10] ∈ W ,
A[−2(ζ + 1)v9 + 3v10] = 12 [3v1 + (2ζ − 1)v4 + 3v5 + 2(ζ − 2)v7 + 3v8] ∈ W .
By noting that
〈−6ζv7 + 3(2ζ − 1)v8〉 = 〈2(ζ − 2)v7 + 3v8〉 ,
〈6(ζ − 1)v9 + 3(1− 2ζ )v10〉 = 〈−2(ζ + 1)v9 + 3v10〉 ,
one can see thatW = K8 := 〈v1, v4, v5, v6, 2(ζ − 2)v7 + 3v8,−2(ζ + 1)v9 + 3v10〉.
Case 2: v6 ∈ W . Then Av6 ∈ W , implying that v5 ∈ W , and so by Case 1W = K8.
Case 3: v7 ∈ W . ThenW = K1 := 〈v7〉.
Case 4: v8 + av7 ∈ W for some a ∈ Zp(ζ ). Since
A[v8 + av7] = 16 [3v1 + (1− 2ζ )v4 + 3v6 + (4(ζ − 2)− 6a)v7 − 2(ζ + 1)v9 + 3v10],
it follows that v6 ∈ W . SinceW is minimal, the fact that v6 ∈ W already implies (by Case 2) thatW = K8.
Case 5: v9 ∈ W . ThenW = K2 := 〈v9〉.
Case 6: v10 + av9 ∈ W for some a ∈ Zp(ζ ). Since
A[v10 + av9] = 16 [3v1 + (2ζ − 1)v4 + 3v5 + 2(ζ − 2)v7 + 3v8 − (4(ζ + 1)+ 6a)v9],
it follows that v5 ∈ W . SinceW is minimal, the fact that v5 ∈ W already implies (by Case 1) thatW = K8.
Therefore, using Maschke’s theorem we have the following.
Lemma 4.1. Over the splitting field Zp(ζ ), all proper nontrivial 〈A, B〉-invariant subspaces are
K1 = 〈v7〉 , K2 = 〈v9〉 , K3 := 〈v7, v9〉 , K4 = 〈−2v1 + v2, v3〉 ,
K5 := 〈−2v1 + v2, v3, v7〉 , K6 := 〈−2v1 + v2, v3, v9〉 ,
K7 := 〈−2v1 + v2, v3, v7, v9〉 ,
K8 = 〈v1, v4, v5, v6, 2(ζ − 2)v7 + 3v8,−2(ζ + 1)v9 + 3v10〉 ,
K9 := 〈v1, v4, v5, v6, v7, v8,−2(ζ + 1)v9 + 3v10〉 ,
K10 := 〈v1, v4, v5, v6, 2(ζ − 2)v7 + 3v8, v9, v10〉 ,
K11 := 〈v1, v4, v5, v6, v7, v8, v9, v10〉 ,
K12 := 〈v1, v2, v3, v4, v5, v6, 2(ζ − 2)v7 + 3v8,−2(ζ + 1)v9 + 3v10〉 ,
K13 := 〈v1, v2, v3, v4, v5, v6, v7, v8,−2(ζ + 1)v9 + 3v10〉 ,
K14 := 〈v1, v2, v3, v4, v5, v6, 2(ζ − 2)v7 + 3v8, v9, v10〉 .
Now for any two spaces in Lemma 4.1, we determine whether they induce isomorphic covering projections or not, and
for any space in Lemma 4.1, we determine its induced covering projection’s maximal lifting subgroup.
6602 J.-M. Oh / Discrete Mathematics 309 (2009) 6590–6611
First, we calculate the image of vi (i = 1, . . . , 10) by the linear transformation C1 as follows.
C1v1 = 16 [3v5 + 3v6 + (4− 2ζ )v7 − 3v8 + (2ζ + 2)v9 − 3v10],
C1v2 = 16 [−6v1 + 3v2 − 9v3 + 6v5 + 6v6 + (8− 4ζ )v7 − 6v8 + (4ζ + 4)v9 − 6v10],
C1v3 = 12 [2v1 − v2 − v3],
C1v4 = 12 [(1− 2ζ )v5 + (2ζ − 1)v6 − 2ζv7 + (2ζ − 1)v8 + (2ζ − 2)v9 + (1− 2ζ )v10],
C1v5 = 16 [3v1 + (2ζ − 1)v4 − 3v5 + (4− 2ζ )v7 − 3v8],
C1v6 = 16 [3v1 + (1− 2ζ )v4 − 3v6 + (2ζ + 2)v9 − 3v10],
C1v7 = ζv9,
C1v8 = 16 [−3v1 + (1− 2ζ )v4 − 3v5 + (4− 2ζ )v7 − 3v8 + (4+ 4ζ )v9],
C1v9 = (1− ζ )v7,
C1v10 = 16 [−3v1 + (2ζ − 1)v4 − 3v6 + (8− 4ζ )v7 + (2+ 2ζ )v9 − 3v10].
(3)
Then
C1(−2v1 + v2) = 12 [−2v1 + v2 − 3v3],
C1(2(ζ − 2)v7 + 3v8) = 12 [−3v1 + (1− 2ζ )v4 − 3v5 + (4− 2ζ )v7 − 3v8],
C1(−2(ζ + 1)v9 + 3v10) = 12 [−3v1 + (2ζ − 1)v4 − 3v6 + (2ζ + 2)v9 − 3v10].
(4)
Using Eqs. (3)–(4) and ζ 2 − ζ + 1 = 0, it is easy to see that
C1K1 = K2, C1K3 = K3, C1K4 = K4, C1K5 = K6, C1K7 = K7,
C1K8 = K8, C1K9 = K10, C1K11 = K11, C1K12 = K12, C1K13 = K14.
Hence it follows that the spaces K3, K4, K7, K8, K11 and K12 are M ts[42]-invariant, and the spaces K2, K6, K10 and K14 induce
covering projections which are isomorphic to the covering projections induced by K1, K5, K9 and K13, respectively.
Furthermore, the spaces K1, K5, K9 and K13 induce covering projections for which the maximal subgroup of Aut(F18) that
lifts along them is s[40].
Now consider the spaces K3, K4, K7, K8, K11 and K12 which areM ts[42]-invariant. Since
D3v7 = 12 [2v1 − v2 + (2ζ − 1)v3], D3v9 =
1
2
[2v1 − v2 − (2ζ − 1)v3],
D23 = I and K7 = K3 ⊕ K4, it follows that D3K3 = K4, D3K4 = K3 and D3K7 = K7. This implies that the two spaces K3 and
K4 induce isomorphic covering projections for which the maximal subgroup of Aut(F18) that lifts along the corresponding
projections is s[42], and the space K7 is M tAut(F18)-invariant. We calculate the images of vi (i = 1, . . . , 6), 2(ζ − 2)v7 + 3v8
and−2(ζ + 1)v9 + v10 by the linear transformation D3 as follows.
D3v1 = 16 [3v1 − v4 + (3− 3ζ )v5 + 3ζv6 + 2v7 − (ζ + 1)v8 + 2v9 + (ζ − 2)v10],
D3v2 = 13 [3v1 − v4 + (3− 3ζ )v5 + 3ζv6 − v7 − (ζ + 1)v8 − v9 + (ζ − 2)v10],
D3v3 = 13 (1− 2ζ )(v7 − v9),
D3v4 = 12 [−v1 − v4 + (ζ − 1)v5 − ζv6 + 2v7 − (ζ + 1)v8 + 2v9 + (ζ − 2)v10],
D3v5 = 16 [3ζv1 − ζv4 + (3− 3ζ )v6 − 4ζv7 + (4ζ − 2)v8 + 2ζv9 − (ζ + 1)v10],
D3v6 = 16 [3(1− ζ )v1 + (ζ − 1)v4 + 3ζv5 + 2(1− ζ )v7 + (ζ − 2)v8 + 4(ζ − 1)v9 + (2− 4ζ )v10]
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and
D3[2(ζ − 2)v7 + 3v8] = 12 [(ζ − 2)v1 + (ζ − 2)v4 + (2− 4ζ )v5 − (ζ + 1)v6 + (2ζ − 4)v9 + (3− 3ζ )v10],
D3[−2(ζ + 1)v9 + 3v10] = 12 [−(ζ + 1)v1 − (ζ + 1)v4 + (ζ − 2)v5 + (4ζ − 2)v6 − (2ζ + 2)v7 + 3ζv8].
Using ζ 2 − ζ + 1 = 0, one can see that D3K8 = K8 and D3K12 = K11. Hence the space K8 is M tAut(F18)-invariant, and the
two spaces K11 and K12 induce isomorphic covering projections for which the maximal subgroup of Aut(F18) that lifts along
these projections is s[42].
Wehave thus shown that over the splitting fieldZp(ζ ), any proper nontrivial 〈A, B〉-invariant subspace induces a covering
projection which is isomorphic to one of those induced by the spaces K1, K3, K5, K7, K8, K9, K11 and K13. Furthermore, the
largest group that lifts along the covering projections induced by the elements of the three sets {K1, K5, K9, K13}, {K3, K11}
and {K7, K8} is s[40], s[42] and Aut(F18), respectively. Since the dimensions of the spaces K1, K3, K5, K7, K8, K9, K11 and K13 are
pairwise different, it is not necessary to check for possible isomorphisms of the induced covering projections by the linear
transformation D2.
Finally we change bases for the eight spaces K1, K3, K5, K7, K8, K9, K11 and K13 to avoid the use of the element ζ , as possible
as we can.
〈2(ζ − 2)v7 + 3v8,−2(ζ + 1)v9 + 3v10〉
= 〈t1 := [2, 0,−1, 6,−6,−1,−1,−2, 4,−2]t, t2 := [0, 2,−1, 2,−2,−1, 1,−2, 2,−2]t〉 (5)
because t1 = 13 (3− 2ζ )[2(ζ − 2)v7 + 3v8] + 13 (2ζ + 1)[−2(ζ + 1)v9 + 3v10] and t2 = 13 ([2(ζ − 2)v7 + 3v8] + [−2(ζ +
1)v9 + 3v10]).
〈v5, v6〉 =
〈
t5 := [−1, 1,−1, 0, 0,−1, 0, 0, 1, 0]t, t6 := [0, 0,−1, 0, 0,−1, 1, 0, 0, 0]t
〉
(6)
because t5 = 13 (2− ζ )v5 + 13 (ζ + 1)v6 and t6 = 13 (1− 2ζ )v5 + 13 (2ζ − 1)v6.
〈v7, v9〉 =
〈
t7 := [1, 0, 0, 0, 0, 1, 0, 1, 0, 1]t, t9 := [0, 1,−1, 1,−1, 1, 0, 0, 0, 0]t
〉
(7)
because t7 = 13 (ζ + 1)v7 + 13 (2− ζ )v9 and t9 = 13 (2ζ − 1)v7 + 13 (1− 2ζ )v9.
Using Eqs. (5)–(7), one can see that
K1 = 〈v7〉 , K3 = 〈t7, t9〉 ,
K5 = 〈−2v1 + v2, v3, v7〉 , K7 = 〈−2v1 + v2, v3, t7, t9〉 ,
K8 = 〈v1, v4, t5, t6, t1, t2〉 , K9 = 〈v1, v4, t5, t6, v7, v8,−2(ζ + 1)v9 + 3v10〉 ,
K11 = 〈v1, v4, t5, t6, t7, t9, t1, t2〉 , K13 = 〈v1, v2, v3, v4, t5, t6, v7, v8,−2(ζ + 1)v9 + 3v10〉 .
We first show that the subspaces K3, K7, K8 and K11 are also 〈A, B〉-invariant subspaces overZp. By adding suitable vectors
t3, t4, t8 and t10 of Z10p we may assume that the setB := {ti | 1 ≤ i ≤ 10} is a basis of Z10p . Then
At7 =
10∑
i=1
aiti and At9 =
10∑
i=1
biti for some ai, bi ∈ Zp. (8)
Since B is also a basis of Z10p (ζ ) and K3 is an A-invariant subspace over Zp(ζ ), we have that At7 = x7t7 + x9t9 and
At9 = y7t7 + y9t9 for some x7, x9, y7, y9 ∈ Zp(ζ ). Together with Eq. (8), we have that x7 = a7, x9 = a9, y7 = b7 and
y9 = b9, and hence K3 is an A-invariant subspace over Zp. Similarly one can show that K3 is also a B-invariant subspace over
Zp. Also the remains can be proved in a similar way.
We now show that the subspaces K1, K5, K9 and K13 are not 〈A, B〉-invariant subspaces over Zp where p 6≡ 1(mod 6).
Suppose on the contrary that K1 is an 〈A, B〉-invariant subspace over Zp. Then K1 = 〈v7〉 = 〈k7〉 for some vector k7 ∈ Z10p ,
and hence (aζ + b)v7 ∈ Z10p for some a, b ∈ Zp such that (a, b) 6= (0, 0). By inspecting the first and second coordinates of
the vector (aζ+b)v7, we have that aζ+b ∈ Zp and (−a−b)ζ+a ∈ Zp, and hence a = b = 0, a contradiction. Similarly, one
can see that K2 is not an 〈A, B〉-invariant subspace over Zp. If K13 is an 〈A, B〉-invariant subspace over Zp, then by Maschke’s
theorem K2 is also an 〈A, B〉-invariant subspace over Zp (see Lemma 4.1), which is a contradiction. A similar method can be
applied to prove that the remaining spaces K5 and K9 are not 〈A, B〉-invariant subspaces over Zp.
4.2. 〈C1, C2, C3〉-invariant subspaces when p ≥ 5
The respective characteristic and minimal polynomials of C1, C2 and C3 are
∆C1(x) = (x− 1)4(x+ 1)6, mC1(x) = (x− 1)(x+ 1),
∆C2(x) = (x− 1)4(x+ 1)6, mC2(x) = (x− 1)(x+ 1),
∆C3(x) = (x− 1)(x+ 1)3(x2 + 1)3, mC3(x) = (x− 1)(x+ 1)(x2 + 1).
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It is known that the polynomial x2 + 1 = 0 has a zero in Zp if and only if −1 is a square in Zp, which occurs if and only if
p ≡ 1(mod 4) (see [27, Section 7]). In order to find 〈C1, C2, C3〉-invariant subspaces over Zp, we consider Ci(i = 1, 2, 3) as
matrices over the splitting field Zp(i)where i is a zero of the polynomial x2 + 1. By a straightforward calculation,
W1 := Ker(C1 − I) = 〈u1, u2, u3, u4〉 and W2 := Ker(C1 + I) = 〈u5, u6, u7, u8, u9, u10〉
where
u1 :=

1
0
0
0
0
0
0
0
0
0

, u2 :=

0
0
0
0
1
−1
1
0
0
0

, u3 :=

0
0
0
−1
1
0
0
0
0
1

, u4 :=

0
−1
1
0
0
0
0
1
0
0

, u5 :=

1/2
0
−1
0
0
0
0
1
0
0

,
u6 :=

1/2
0
0
0
0
1
0
0
0
0

, u7 :=

0
0
0
1
−1
0
0
0
0
1

, u8 :=

1/2
0
−1
1
−1
0
0
0
1
0

, u9 :=

1/2
0
0
0
−1
0
1
0
0
0

, u10 :=

−1/2
1
0
0
0
0
0
0
0
0

.
The minimal C1-invariant subspaces over Zp are thus all 1-dimensional subspaces of W1 and W2. Since γ1γ3 = γ3γ1,
C1C3 = C3C1 and so C3 acts on the set of C1-invariant subspaces. Then Wi (i = 1, 2) is also C3-invariant. Thus we need
to consider the restriction Li := C3|Wi (i = 1, 2) of C3 on Wi. We calculate the images of ui (i = 1, . . . , 10) by the linear
transformation C3 as follows.
C3u1 = −u1, C3u2 = u4, C3u3 = −u3, C3u4 = u2, C3u5 = −u9, C3u6 = −u10,
C3u7 = −u7 + 2u8 + 2u10, C3u8 = −u6 − u7 + u8 + u10, C3u9 = u5, C3u10 = u6.
Hence in the ordered basis {u1, u2, u3, u4} the restriction L1 is represented by the matrix
L1 =
−1 0 0 00 0 0 10 0 −1 0
0 1 0 0
 .
The characteristic and minimal polynomials of L1 are∆L1(x) = (x− 1)(x+ 1)3 andmL1(x) = (x− 1)(x+ 1). Further,
Ker(L1 − I) =
〈010
1
〉 , Ker(L1 + I) = 〈
100
0
 ,
001
0
 ,
 0−10
1
〉 .
By letting
w1 := u2 + u4 = [0,−1, 1, 0, 1,−1, 1, 1, 0, 0]t,
w2 := u1 = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]t,
w3 := u3 = [0, 0, 0,−1, 1, 0, 0, 0, 0, 1]t,
w4 := −u2 + u4 = [0,−1, 1, 0,−1, 1,−1, 1, 0, 0]t,
one can see that all minimal 〈C1, C3〉-invariant subspaces on W1 are 1-dimensional subspaces of the two spaces 〈w1〉 and
〈w2, w3, w4〉.
Second, we treat L2. In the ordered basis {u5, u6, u7, u8, u9, u10} the restriction L2 is represented by the matrix
L2 =

0 0 0 0 1 0
0 0 0 −1 0 1
0 0 −1 −1 0 0
0 0 2 1 0 0
−1 0 0 0 0 0
0 −1 2 1 0 0
 .
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The characteristic and minimal polynomials of L2 are∆L2(x) = (x2 + 1)3 andmL2(x) = x2 + 1, respectively. Further,
Ker(L2 − iI) =
〈
0
−i
0
0
0
1
 ,

−i
0
0
0
1
0
 ,

0
2i
−1+ i
2
0
0

〉
, Ker(L2 + iI) =
〈
0
i
0
0
0
1
 ,

i
0
0
0
1
0
 ,

0
−2i
−1− i
2
0
0

〉
.
By letting
w5 := −iu6 + u10 =
[
−1
2
(i+ 1), 1, 0, 0, 0,−i, 0, 0, 0, 0
]t
,
w6 := −iu5 + u9 =
[
1
2
(1− i), 0, i, 0,−1, 0, 1,−i, 0, 0
]t
,
w7 := 2iu6 + (−1+ i)u7 + 2u8 = [i+ 1, 0,−2, i+ 1,−1− i, 2i, 0, 0, 2,−1+ i]t ,
w8 := iu6 + u10 =
[
1
2
(i− 1), 1, 0, 0, 0, i, 0, 0, 0, 0
]t
,
w9 := iu5 + u9 =
[
1
2
(i+ 1), 0,−i, 0,−1, 0, 1, i, 0, 0
]t
,
w10 := −2iu6 + (−1− i)u7 + 2u8 = [−i+ 1, 0,−2,−i+ 1,−1+ i,−2i, 0, 0, 2,−1− i]t ,
one can see that all minimal 〈C1, C3〉-invariant subspaces are 1-dimensional subspaces of the two spaces 〈w5, w6, w7〉 and
〈w8, w9, w10〉.
Therefore, the following holds.
Lemma 4.2. Assume that C1 and C3 are matrices over Zp(i)where i is a zero of the polynomial x2+1. Then all minimal 〈C1, C3〉-
invariant subspaces are 1-dimensional subspaces of the spaces 〈w1〉, 〈w2, w3, w4〉, 〈w5, w6, w7〉 and 〈w8, w9, w10〉.
For a computational convenience, we change the basis {wi | 1 ≤ i ≤ 10} for Zp(i)10 as follows. (In Section 4.1, we have
shown that the two spaces K7 and K8 are also 〈C1, C2, C3〉-invariant, and later it will be proved that K7 = 〈z1, z2, z5, z8〉 and
K8 = 〈z3, z4, z6, z7, z9, z10〉 for zi (i = 1, . . . , 10) defined as in the following.)
z1 := w1, z2 := 2w2 + 2w3 + w4,
z3 := 2iw2 + (3− i)w3 + (i+ 3)w4, z4 := −2iw2 + (3+ i)w3 + (3− i)w4,
z5 := w5 + iw6 − iw7, z6 := (1+ 3i)w5 + (1− i)w6 + iw7,
z7 := 2iw5 + 2iw6 + (i− 1)w7, z8 := w8 − iw9 + iw10,
z9 := (1− 3i)w8 + (1+ i)w9 − iw10, z10 := (2− 4i)w8 + (2+ 4i)w9 + (1− i)w10.
Then
z1 =

0
−1
1
0
1
−1
1
1
0
0

, z2 =

2
−1
1
−2
1
1
−1
1
0
2

, z3 =

2i
−3− i
3+ i
−3+ i
−2i
3+ i
−3− i
3+ i
0
3− i

, z4 =

−2i
−3+ i
3− i
−3− i
2i
3− i
−3+ i
3− i
0
3+ i

, z5 =

1− i
1
−1+ 2i
1− i
−1
2− i
i
1
−2i
1+ i

,
z6 =

−2i
1+ 3i
1− i
−1+ i
0
1− i
1− i
−1− i
2i
−1− i

, z7 =

0
2i
−2i
−2
2− 2i
−2i
2i
2
−2+ 2i
−2i

, z8 =

1+ i
1
−1− 2i
1+ i
−1
2+ i
−i
1
2i
1− i

, z9 =

2i
1− 3i
1+ i
−1− i
0
1+ i
1+ i
−1+ i
−2i
−1+ i

, z10 =

4i
2− 4i
2
−2i
−2− 2i
2
2+ 4i
−4+ 2i
2− 2i
−2

.
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We remark that 〈z1〉 = 〈w1〉, 〈z2, z3, z4〉 = 〈w2, w3, w4〉, 〈z5, z6, z7〉 = 〈w5, w6, w7〉 and 〈z8, z9, z10〉 = 〈w8, w9, w10〉. We
now calculate the images of zi (i = 1, . . . , 10) by the linear transformation C2 as follows.
C2z1 = 14 [−2z1 + (i− 1)z5 − (i+ 1)z8], C2z2 =
1
4
[−2z2 − (i+ 1)z5 + (i− 1)z8],
C2z3 = 14 [−2z3 + 4z6 + z7 + z10], C2z4 =
1
4
[−2z4 + 2z6 − z7 + 6z9 − z10],
C2z5 = 14 [−(3i+ 3)z1 + (3i− 3)z2 + 2z5], C2z6 =
1
4
[2z3 + z7 + z10],
C2z7 = 12 [z3 − z4 + z6 − z7 − 3z9 + z10], C2z8 =
1
4
[(3i− 3)z1 − (3i+ 3)z2 + 2z8],
C2z9 = 14 [2z4 + 2z6 − z7 + 2z9 − z10], C2z10 =
1
2
[z3 + z4 + 3z6 + 3z9 − 2z10].
(9)
Observe that W1 = 〈z1, z2, z3, z4〉 and W2 = 〈z5, z6, z7, z8, z9, z10〉 over the field Zp(i). Let W be a minimal 〈C1, C2, C3〉-
invariant subspace. Suppose first thatW ∩W1 = {0}. ThenW ≤ W2. More exactly,W ≤ C2 〈z5, . . . , z10〉 ∩ 〈z5, . . . , z10〉.
Suppose that for some a1, . . . , a6 ∈ Zp(i), a1C2z5 + · · · + a6C2z10 ∈ 〈z5, . . . , z10〉. Then
[−a1(3i+ 3)+ a4(3i− 3)]z1 + [a1(3i− 3)− a4(3i+ 3)]z2
+[2a2 + 2a3 + 2a6]z3 + [−2a3 + 2a5 + 2a6]z4 = 0.
The coefficients ai (i = 1, . . . , 6) are determined by using the linear independency of the vectors z1, z2, z3 and z4 as follows.
a1 = a4 = 0, a2 = −a5 − 2a6, a3 = a5 + a6,
and hence
C2 〈z5, . . . , z10〉 ∩ 〈z5, . . . , z10〉 = {(a5 + 2a6)z6 − (a5 + a6)z7 − a5z9 − a6z10 | a5, a6 ∈ Zp(i)}.
SinceW ≤ C2 〈z5, . . . , z10〉∩〈z5, . . . , z10〉 andW is 〈C1, C3〉-invariant, it follows thatW must contain one of the twominimal
〈C1, C3〉-invariant subspaces
〈(a5 + 2a6)z6 − (a5 + a6)z7〉 and 〈−a5z9 − a6z10〉
where a5, a6 ∈ Zp(i). Further, sinceW is C2-invariant, C2[(a5 + 2a6)z6 − (a5 + a6)z7] ∈ W or C2[−a5z9 − a6z10] ∈ W . Since
W ≤ W2, both cases imply that a5 = a6 = 0 andW = {0}, which contradicts our assumption.
Suppose now thatW intersectsW1 nontrivially. ThenW must contain one of theminimal 〈C1, C3〉-invariant subspaces in
W1 which are 1-dimensional subspaces of the spaces 〈z1〉 and 〈z2, z3, z4〉. Moreover, 1-dimensional subspaces of the space
〈z2, z3, z4〉 can be divided into three types: 〈z2 + bz3 + cz4〉, 〈z4〉 and 〈z3 + dz4〉where b, c, d ∈ Zp(i).
Case 1: z1 ∈ W . Then C2z1 ∈ W and so z5, z8 ∈ W . By inspecting the images C2z2, C2z5 and C2z8 in Eq. (9), one can see that
W = S := 〈z1, z2, z5, z8〉.
Case 2: z2 + bz3 + cz4 ∈ W where b, c ∈ Zp(i). Since
D2[z2 + bz3 + cz4] = −12 [z2 + bz3 + cz4] +
1
4
[−(1+ i)z5 + (4b+ 2c)z6 + (b− c)z7]
+ 1
4
[(i− 1)z8 + 6cz9 + (b− c)z10] ∈ W ,
it follows that
− (1+ i)z5 + (4b+ 2c)z6 + (b− c)z7 ∈ W . (10)
By noting that
C2[−(1+ i)z5 + (4b+ 2c)z6 + (b− c)z7] = 123iz1 +
1
2
[3z2 + (5b+ c)z3 + (c − b)z4]
+ 1
2
[−(i+ 1)z5 + (b− c)z6 + (b+ 2c)z7] + 12 [(3c − 3b)z9 + 3bz10],
we have that z1 ∈ W . By minimality and Case 1 we have thatW = S.
Case 3: z4 ∈ W . Then C2z4 ∈ W and so 2z6 − z7, 6z9 − z10 ∈ W . Since C2[2z6 − z7] = 12 [z3 + z4 − z6 + 2z7 + 3z9], it follows
that z3, z6, z7, z9, z10 ∈ W . Using Eq. (9) one can see that thenW = T := 〈z3, z4, z6, z7, z9, z10〉.
Case 4: z3 + dz4 ∈ W where d ∈ Zp(i). Since
C2(z3 + dz4) = −12 (z3 + dz4)+
1
4
[(4+ 2d)z6 + (1− d)z7 + 6dz9 + (1− d)z10],
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it follows that
(4+ 2d)z6 + (1− d)z7, 6dz9 + (1− d)z10 ∈ W . (11)
By noting that
C2[(4+ 2d)z6 + (1− d)z7] = 12 [(5+ d)z3 + (d− 1)z4 + (1− d)z6 + (1+ 2d)z7 + (3d− 3)z9 + 3z10]
and
C2[6dz9 + (1− d)z10] = 12 [(1− d)z3 + (1+ 5d)z4 + (3+ 3d)z6 − 3dz7 + (3+ 3d)z9 − (2+ d)z10],
one can see that
(5+ d)z3 + (d− 1)z4, (1− d)z3 + (1+ 5d)z4 ∈ W ,
(1− d)z6 + (1+ 2d)z7, (1+ d)z6 − dz7 ∈ W ,
(d− 1)z9 + z10, (3+ 3d)z9 − (2+ d)z10 ∈ W .
(12)
For the vector z3 + dz4 and the eight vectors in Eqs. (11)–(12), observe that
dim 〈z3 + dz4, (5+ d)z3 + (d− 1)z4, (1− d)z3 + (1+ 5d)z4〉
= dim 〈(4+ 2d)z6 + (1− d)z7, (1− d)z6 + (1+ 2d)z7, (1+ d)z6 − dz7〉
= dim 〈6dz9 + (1− d)z10, (d− 1)z9 + z10, (3+ 3d)z9 − (2+ d)z10〉 = 1
if and only if d is a zero of the polynomial x2 + 4x + 1. It is known that the polynomial x2 + 4x + 1 has a zero in Zp if and
only if 3 is a square in Zp, which occurs if and only if p ≡ ±1(mod 12) (see [27, Section 7]). Let η1 and η2 be the zeros of
x2+4x+1 inZp where p ≡ ±1(mod 12). If d is not a zero of x2+4x+1, thenW = T . On the other hand, if p ≡ ±1(mod 12)
and d = ηj(j = 1, 2), thenW = Uj :=
〈
z3 + ηjz4, (1+ ηj)z6 − ηjz7, (ηj − 1)z9 + z10
〉
. We remark that
U1 ⊕ U2 = T = 〈z3, z4, z6, z7, z9, z10〉 .
In summary, using Maschke’s theorem over the splitting field Zp(i, η1, η2) all proper nontrivial 〈C1, C2, C3〉-invariant
subspaces are
S = 〈z1, z2, z5, z8〉 , T = 〈z3, z4, z6, z7, z9, z10〉 ,
Uj =
〈
z3 + ηjz4, (1+ ηj)z6 − ηjz7, (ηj − 1)z9 + z10
〉
(j = 1, 2) and
Yj =
〈
z1, z2, z5, z8, z3 + ηjz4, (1+ ηj)z6 − ηjz7, (ηj − 1)z9 + z10
〉
(j = 1, 2).
We change the bases of the above subspaces to avoid, as possible as we can, the use of the element i as follows:
〈z3, z4〉 = 〈k3, k4〉 , 〈z5, z8〉 = 〈k5, k8〉 , 〈z6, z7, z9, z10〉 = 〈k6, k7, k9, k10〉
where
k3 := (0,−1, 1,−1, 0, 1,−1, 1, 0, 1)t, k4 := (2,−1, 1, 1,−2, 1,−1, 1, 0,−1)t,
k5 := (1, 1,−1, 1,−1, 2, 0, 1, 0, 1)t, k8 := (−1, 0, 2,−1, 0,−1, 1, 0,−2, 1)t,
k6 := (1, 0, 0, 0,−2, 0, 2,−1, 1,−1)t, k7 := (0, 1, 0, 0,−1, 0, 1,−1, 1,−1)t,
k9 := (0, 0, 1, 0, 0, 1, 0,−1, 0, 0)t, k10 := (0, 0, 0, 1,−1, 0, 0,−1, 1, 0)t.
These can be checked by the following observations:
k3 = 16 (z3 + z4), k4 = −
1
2
i(z3 − z4), k5 = 12 (z5 + z8), k8 = −
1
2
i(z5 − z8),
k6 = 14 (1+ i)[z6 − z7 + iz9 − iz10], k7 =
1
8
[2z6 − (1+ i)z7 + 2iz9 + (1− i)z10],
k9 = 18 [2z6 + (i− 1)z7 − 2iz9 + (1+ i)z10], k10 =
1
4
[−z7 − 2z9 + z10].
Now, by the method of the end of Section 4.1, one can have the following lemma.
Lemma 4.3. Assume that C1, C2 and C3 arematrices over the fieldZp. Then, any proper nontrivial 〈C1, C2, C3〉-invariant subspace
is one the following.
(1) S = 〈z1, z2, k5, k8〉 and T = 〈k3, k4, k6, k7, k9, k10〉.
(2) Uj = 〈z3 + ηjz4, (1+ ηj)z6 − ηjz7, (ηj − 1)z9 + z10〉(j = 1, 2) and Yj = 〈z1, z2, k5, k8, z3 + ηjz4, (1+ ηj)z6 − ηjz7, (ηj −
1)z9 + z10〉(j = 1, 2) only if p ≡ 1(mod 12).
4.3. 〈A, B〉-, 〈A, B, C1〉- or 〈C1, C2, C3〉-invariant subspaces when p = 2, 3
In this case, we cannot use Maschke’s theorem [44, Theorem 8.1.2], and so the analysis is more complicated. With a help
of GAP [47] we have the following two lemmas.
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Lemma 4.4. Let p = 2. Any proper nontrivial 〈A, B〉-, 〈A, B, C1〉- or 〈C1, C2, C3〉-invariant subspace induces a covering projection
which is isomorphic to one of the covering projections induced by the following subspaces:
L1 :=
〈

1
0
0
0
0
1
0
1
0
1

,

0
1
1
1
1
1
0
0
0
0

〉
, L2 :=
〈

1
0
0
0
0
1
0
1
0
1

,

0
1
0
0
1
1
0
0
1
1

,

0
0
1
0
0
0
1
1
1
1

,

0
0
0
1
0
0
1
1
0
0

〉
,
L3 :=
〈

1
0
0
0
0
0
0
1
1
1

,

0
1
0
0
0
0
0
0
0
1

,

0
0
1
0
0
1
0
1
0
0

,

0
0
0
1
0
0
0
1
0
0

,

0
0
0
0
1
0
0
0
1
0

,

0
0
0
0
0
0
1
1
0
0

〉
,
L4 :=
〈

1
0
0
0
0
0
0
0
1
0

,

0
1
0
0
0
0
0
0
0
1

,

0
0
1
0
0
0
0
0
1
0

,

0
0
0
1
0
0
0
0
0
1

,

0
0
0
0
1
0
0
0
1
0

,

0
0
0
0
0
1
0
0
1
1

,

0
0
0
0
0
0
1
0
0
1

,

0
0
0
0
0
0
0
1
0
1

〉
.
More precisely, L1 and L4 are 〈A, B, C1〉-invariant, and L2 and L3 are M tAut(Γ )-invariant.
Lemma 4.5. Let p = 3. Any proper nontrivial 〈A, B〉-, 〈A, B, C1〉- or 〈C1, C2, C3〉-invariant subspace induces a covering projection
which is isomorphic to one of the covering projections induced by the following subspaces:
Q1 :=
〈

1
0
1
1
0
1
2
0
2
2

〉
, Q2 :=
〈

1
0
0
0
0
1
0
1
0
1

,

0
1
2
1
2
1
0
0
0
0

〉
, Q3 :=
〈

1
0
1
1
0
1
2
0
2
2

,

0
1
0
1
2
1
1
1
2
1

〉
, Q4 :=
〈

1
0
1
1
0
1
2
0
2
2

,

0
1
1
0
2
1
1
1
1
2

〉
,
Q5 :=
〈

1
0
1
1
0
1
2
0
2
2

,

1
2
1
1
1
0
2
0
0
1

,

0
1
2
0
2
1
2
2
0
0

〉
, Q6 :=
〈

1
0
1
1
0
1
2
0
2
2

,

1
1
2
2
2
2
1
2
0
1

,

0
0
0
1
0
0
1
1
0
0

〉
, Q7 :=
〈

1
0
1
1
0
1
2
0
2
2

,

0
1
2
2
2
1
1
1
0
0

,

1
0
0
2
0
1
2
0
0
1

〉
,
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Q8 :=
〈

1
0
1
1
0
1
2
0
2
2

,

0
1
0
2
0
0
1
0
0
2

,

0
0
0
1
0
0
1
1
0
0

,

1
0
2
0
2
2
0
2
0
2

〉
, Q9 :=
〈

1
0
1
1
0
1
2
0
2
2

,

1
1
1
2
1
0
1
0
0
2

,

0
0
0
1
0
0
1
1
0
0

,

0
0
1
0
1
2
0
2
0
2

〉
,
Q10 :=
〈

1
0
1
1
0
1
2
0
2
2

,

1
2
1
1
1
0
2
0
0
1

,

0
0
0
1
0
0
1
1
0
0

,

0
1
2
0
2
1
2
2
0
0

〉
, Q11 :=
〈

1
0
1
1
0
1
2
0
2
2

,

0
1
0
2
0
0
1
0
0
2

,

0
0
0
1
0
0
1
1
0
0

,

1
0
0
0
0
1
0
1
0
1

,

0
0
1
0
1
2
0
2
0
2

〉
,
Q12 :=
〈

1
2
1
0
2
1
1
2
0
0

,

0
1
0
1
1
0
1
1
2
2

,

0
1
0
2
0
0
1
0
0
2

,

0
0
0
1
0
0
1
1
0
0

,

1
0
2
0
2
2
0
2
0
2

〉
, Q13 :=
〈

1
2
1
0
2
1
1
2
0
0

,

0
1
0
1
1
0
1
1
2
2

,

1
1
1
2
1
0
1
0
0
2

,

0
0
0
1
0
0
1
1
0
0

,

0
0
1
0
1
2
0
2
0
2

〉
,
Q14 :=
〈

1
2
1
0
2
1
1
2
0
0

,

0
1
0
1
1
0
1
1
2
2

,

0
1
0
2
0
0
1
0
0
2

,

0
0
0
1
0
0
1
1
0
0

,

1
0
0
0
0
1
0
1
0
1

,

0
0
1
0
1
2
0
2
0
2

〉
, Q15 :=
〈

0
1
0
1
1
0
2
0
2
2

,

0
0
0
0
0
0
1
2
0
0

,

1
0
1
1
0
1
0
2
2
2

,

0
1
0
2
0
0
1
0
0
2

,

0
0
0
1
0
0
1
1
0
0

,

1
0
2
0
2
2
0
2
0
2

〉
,
Q16 :=
〈

0
1
0
1
1
0
2
0
2
2

,

0
0
0
0
0
0
1
2
0
0

,

1
0
1
1
0
1
0
2
2
2

,

0
1
0
2
0
0
1
0
0
2

,

0
0
0
1
0
0
1
1
0
0

,

1
0
0
0
0
1
0
1
0
1

,

0
0
1
0
1
2
0
2
0
2

〉
,
Q17 :=
〈

1
0
0
0
0
0
0
0
2
0

,

0
1
0
0
0
0
0
0
0
2

,

0
0
1
0
0
0
0
0
2
0

,

0
0
0
1
0
0
0
0
0
2

,

0
0
0
0
1
0
0
0
2
0

,

0
0
0
0
0
1
0
0
1
2

,

0
0
0
0
0
0
1
0
0
2

,

0
0
0
0
0
0
0
1
0
2

〉
,
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Q18 :=
〈

1
0
0
0
0
0
0
0
0
1

,

0
1
0
0
0
0
0
0
0
2

,

0
0
1
0
0
0
0
0
0
1

,

0
0
0
1
0
0
0
0
0
2

,

0
0
0
0
1
0
0
0
0
1

,

0
0
0
0
0
1
0
0
0
1

,

0
0
0
0
0
0
1
0
0
2

,

0
0
0
0
0
0
0
1
0
2

,

0
0
0
0
0
0
0
0
1
1

〉
.
More precisely,
(1) Q3, Q9 and Q13 are 〈A, B〉-invariant.
(2) Q1, Q2, Q7, Q8, Q11 and Q17 are 〈A, B, C1〉-invariant.
(3) Q4, Q5, Q6, Q10, Q12, Q14, Q15, Q16 and Q18 are M tAut(Γ )-invariant.
Lemmas 4.4 and 4.5 complete the proof of Theorem 3.1 with p = 2, 3.
4.4. Summary
In Section 4.1, we have shown that there exist only two nontrivialM tAut(F18)-invariant spaces K7 and K8 of dimension 4 and
6, respectively. On the other hand, by Lemma 4.3, there exist only two 〈C1, C2, C3〉-invariant subspaces S and T of dimension
4 and 6, respectively. Hence K7 = S and K8 = T , and the four spaces Uj and Yj (j = 1, 2) in Lemma 4.3(2) induce covering
projections whose maximal lifting subgroup is s[43]. Furthermore, since
D3[z3 + ηjz4] = 12 [(ηj + i+ 2iηj)z3 + (1− 2i− iηj)z4],
D3[(1+ ηj)z6 − ηjz7] = 12 [(3i− 1+ ηj + 3iηj)z9 − (i+ ηj + 2iηj)z10],
D3[(ηj − 1)z9 + z10] = 12 [(i− 1− ηj − iηj)z6 + (1− 2i− iηj)z7],
using η2j + 4ηj + 1 = 0 one can see that 〈z3 + η2z4〉 = 〈D3[z3 + η1z4]〉, 〈(1+ η2)z6 − η2z7〉 = 〈D3[(η1 − 1)z9 + z10]〉 and〈(η2 − 1)z9 + z10〉 = 〈D3[(1+ η1)z6 − η1z7]〉. This implies that D3U1 = U2 and D3Y1 = Y2.
The summary of the results in Sections 4.1 and 4.3 completes the proof of Theorem 3.1.
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