Abstract. We consider the baker's map B on the unit square X and an open convex set H ⊂ X which we regard as a hole. The survivor set J (H) is defined as the set of all points in X whose B-trajectories are disjoint from H. The main purpose of this paper is to study holes H for which dim H J (H) = 0 (dimension traps) as well as those for which any periodic trajectory of B intersects H (cycle traps).
if T is invertible and J (H) := {x : T n (x) ∈ H for all n ≥ 0} otherwise. If T is invertible, or we wish to emphasis that we are only considering the forward orbits, we will use the notation J + (H). In [10] P. Glendinning and the third author investigated the case X = [0, 1] and the doubling map T x = 2x mod 1, with H = (a, b) with 0 < a < b < 1. Here is a brief summary of the main results of that paper.
We need some definitions and basic results from combinatorics on words, which we borrow from [10] . See also see [13, Chapter 2] for a detailed exposition. For any two finite 0-1 words u = u 1 . . . u k and v = v 1 . . . v n we write uv for their concatenation u 1 . . . u k v 1 . . . v n . We write u n = uu . . . u n as the concatenation of u with itself n times, and u ∞ as the infinite concatenation of u with itself. Let w be a finite or infinite word. We say that a finite word u is a factor of w if there exists k such that u = w k . . . w k+n for some n ≥ 0. For a finite word w let |w| stand for its length and |w| 1 stand for the number of 1s in w. The 1-ratio of w is defined as |w| 1 /|w|. For an infinite word w 1 w 2 . . . the 1-ratio is defined as lim n→∞ |w 1 . . . w n | 1 /n, if it exists. We say that a finite or infinite word w is balanced if for any n ≥ 1 and any two factors u, v of w of length n we have ||u| 1 − |v| 1 | ≤ 1. An infinite word is called Sturmian if it is balanced and not eventually periodic. A finite word w is cyclically balanced if w 2 is balanced. (And therefore, w ∞ is balanced.) It is well known that if u and v are two cyclically balanced words with |u| = |v| = q and |u| 1 = |v| 1 = p and gcd(p, q) = 1, then u is a cyclic permutation of v. Thus, there are only q distinct cyclically balanced words of length q with p 1s.
We say that a finite or infinite word u is lexicographically smaller than a word v (notation: u ≺ v) if either u 1 < v 1 or there exists an n ≥ 1 such that u i = v i for i = 1, . . . , n and u n+1 < v n+1 .
For any r = p/q ∈ Q ∩ (0, 1) we define the substitution ρ r on {0, 1} as follows: ρ r (0) = 0-max(r), the lexicographically largest cyclically balanced word of length q with 1-ratio r beginning with 0, and ρ r (1) = 1-min(r), the lexicographically smallest cyclically balanced word of length q with 1-ratio r beginning with 1. In particular, ρ 1/2 (0) = 01, ρ 1/2 (1) = 10.
Consider some (a, b) ⊂ (0, 1) such that dim H J + (a, b) = 0. We then begin to move a and b towards each other until we get a survivor set of positive dimension. In doing so, we pass through a number of milestones, where we gain extra periodic orbits for T which lie outside the interval. Namely, let r = (r 1 , r 2 , . . . ) be a finite or infinite vector with each component r i ∈ Q ∩ (0, 1). We define the sequences of 0-1 words parameterized by r as follows:
s n = ρ r 1 . . . ρ rn (0), t n = ρ r 1 . . . ρ rn (1).
In particular, if r i = 1/2 for all i ≤ n, we have that s n is a truncated Thue-Morse word and t n is its mirror image (see Section 4 for a precise definition of the Thue-Morse word). In other words, any infinite sequence of rationals from (0, 1) induces a route to chaos; moreover, it was shown in [10, Lemma 2.12 ] that J + (s The reason behind this approach is that we need J + (H) to be uncountable (and possibly, of positive Hausdorff dimension) for the induced map T | J + (H) to be of interest.
As a corollary of several results from [10] , we have the following result, which, roughly speaking, implies that if a connected hole H for the doubling map is too small, then its survivor set has positive Hausdorff dimension, whereas if it is too large, then it intersects all orbits. , then J + (a, b) = {0, 1}.
The purpose of the present paper is to extend this approach to the baker's map. As we will see, it works perfectly in the symmetric case r i ≡ 1/2 (Section 4) and fails for an asymmetric case (Section 5). Having said that, the baker's map generates a great deal of completely new effects in comparison with the doubling map (see, e.g., Section 3).
Baker's map: preliminaries
Put X = [0, 1] 2 . The baker's map B : X → X is the natural extension of the doubling map, conjugate to the shift map on the set of bi-infinite sequences. Namely, B(x, y) = (2x, .) The map π conjugating the left shift σ : {0, 1} Z → {0, 1} Z and B is given by the formula
In other words, if we write x and y in base 2 as x = 0.x 1 x 2 x 3 . . . and y = 0.y 1 y 2 y 3 . . ., then B(x, y) = (0.x 2 x 3 x 4 . . . , 0.x 1 y 1 y 2 y 3 . . .), B −1 (x, y) = (0.y 1 x 1 x 2 x 3 x 4 . . . , 0.y 2 y 3 y 4 . . .).
We will denote the associated bi-infinite sequence as . . . y 3 y 2 y 1 · x 1 x 2 x 3 . . . We thus have
We will use these two notations interchangeably. Let H ⊂ X; following Section 1, we define the survivor set for H as follows: Figure 1 for the case m = k = 1. Definition 2.1.
• We will say that an open set H is a complete trap if J (H) does not contain any points except, possibly, of the form π(. . . 11110000 . . . ) or π(. . . 00001111 . . . ), both orbits lying on the boundary of X.
• We will say that an open set H is a cycle trap if J (H) does not contain any cycles of B.
• We will say that an open set H is a dimension trap if dim H J (H) = 0.
It is clear that any complete trap is both a cycle trap and a dimension trap. In this paper we wish to study those H such that H is a cycle trap (resp. dimension trap), and H is convex. The only exception will be considered in Appendix. As we see below, if we do not restrict our holes to convex sets, then it is possible to have arbitrarily small complete traps.
Theorem 2.2. For all ε > 0 exists a connected non-convex complete trap H such that its Lebesgue measure L is less than ε.
Proof. Let A 1 be the set (1/2, 1) × (0, 1/2). Clearly, the only sequences that avoid A 1 are of the form . . . 11110000 . . . , which implies that A 1 is a complete trap. Now we choose n such that A 1 can be completely tiled by 1/2
. We see that there are 2 2n L(A 1 ) cylinders C i . By choosing n large enough, we make sure that the number of such cylinders is even. Now we divide this set of cylinders into two sets of equal size, say D 1 and D 2 . Let
. We claim that A 2 is a connected complete trap, and that
2 /4. To see that this is a complete trap, we observe if some element in the orbit of (x, y),
Therefore, the orbit of (x, y) falls into A 2 .
We observe that all images in B n (D 1 ) are rectangles with width 1 and height 1/2 2n . That is, they are horizontal strips going from x = 0 to x = 1. We further observe that all images in B −n (D 2 ) are rectangles with height 1 and width 1/2 2n . That is, they are vertical strips going from y = 0 to y = 1. Clearly each horizontal strip overlaps each vertical strip, hence this is a connected set.
Moreover, each horizontal strip overlaps each vertical strip in a block of size 1/2
2 such overlaps. Thus, the size of A 2 is the size of the vertical strips (which is L(A 1 )/2), plus the size of the horizontal strips (which is L(A 1 )/2), minus the size of the overlap (which is 2
Remark 2.3. The existence of arbitrarily small complete traps for the shift has been known since the seminal paper [18] . The novelty of our Theorem 2.2 is the fact that our hole is connected.
See Figure 2 for A 1 and a possible choice for A 2 and A 3 from Theorem 2.2. Henceforward we assume H to be convex. Our first easy observation is that ), ( is the 2-cycle for the baker's map. As bi-infinite sequences, these correspond to the cycle of σ given by {. . . 0101 · 0101 . . . , . . . 1010 · 1010 . . .}. Hence if H is a cycle trap, then H must contain at least one of these two points. The next result shows that if H is a dimension trap, then it must contain a part of the boundary of 
In particular,
Proof. 1 Let µ stand for a measure of maximal entropy for Y . Then by the ShannonMcMillan-Breiman theorem, for any ε > 0, we have a set Y ′ ⊂ Y of full µ-measure and all
Let N 0 be large enough that µ(S) > 1/2, where
Now the claim follows from the definition of the Hausdorff dimension.
Theorem 2.5. Suppose H is an interior hole; that is to say
Proof. Define A n as the Cantor set {10 n , 10 n+1 } * . That is
consists of concatenations of 10 n and 10 n+1 .
We claim that for every interior hole H, there exists an n such that A n avoids H. Since the topological entropy of A n is clearly positive for each n, Lemma 2.4 will then yield the desired result.
Since H is an interior hole, there exists ε > 0 such that if (x, y) ∈ H then x, y > ε. Pick n such that 0.0 ⌊n/2⌋ 1(0 n 1) ∞ < ε. This implies that if (x, y) ∈ A n then for all i ∈ Z we have that (x i , y i ) = B i (x, y) has either x i < ε or y i < ε. Hence the orbit of B i (x, y) avoids H as required, which proves the result. Remark 2.6. This means that, in a startling contrast to the one-dimensional case (see Theorem 1.2), there are holes of size arbitrarily close to full measure which are avoided by a set of positive Hausdorff dimension and also arbitrarily small connected holes whose survivor set contains only the two orbits on the boundary of X.
Remark 2.7. By considering the Cantor set {10 n , 10 n+1 } * we see from the above proof that we must contain a point of the form {(0, 1/2 n ), (1/2 n , 0)} for some n ≥ 1. Similarly by considering the Cantor set {01 n , 01 n+1 } * we see that we must contain a point of the form
We show in Section 6 that if a convex set H is a dimension trap such that H is closed under the symmetry (x, y) ↔ (1 − y, 1 − x) then either L(H) > 0.1381 or H contains the points (0, 1/2) and (1/2, 1) or it contains the points (1/2, 0) and (1, 1/2). This motivates the restriction considered in Section 3.
Similarly if a convex set H is a dimension trap such that H is closed under the symmetry (x, y) ↔ (1−x, 1−y) then either L(H) > 0.13 or H contains the points (0, 1/2) and (1, 1/2) or it contains the points (1/2, 0) and (1/2, 1). This motivates the restriction considered in Section 4.
In view of the symmetry with respect to y = x, we divide this paper into two main sections. In Section 3, we consider dimension traps that contain (0, 1/2) and (1/2, 1). We show that the open convex polygon ∆ with corners (0, 1), (1/2, 1), (1/3, 2/3) and (0, 1/2) is both a cycle trap and a dimension trap. We also give two polygons contained in ∆ such that they are dimension traps that are in some sense optimal.
In Section 4, we consider traps and dimension traps that contain (1/2, 1/2). We show that the open parallelogram P with vertices (1/3, 2/3), (1/2, 1), (2/3, 1/3) and (1/2, 0) is a cycle trap and describe all cycles for which there is an element lying on ∂P .
We then proceed to construct a sequence of nested polygons, the first of which is P where each of these polygons is a dimension trap. The limiting polygon is the hexagon with vertices (1/2, 0), (t, 2t), (t, 2 − 4t), (1/2, 1), (1 − t, 2 − 4t), (1 − 4t, 2t) with t being the Thue-Morse constant.
We also consider an asymmetrical family of parallelograms with vertices (1/2, 0), (a, 2a), (1/2, 1), (b, 2b − 1), where the a and b are parameterized by the rationals r ∈ (0, 1). For all of these we prove that they are neither cycle nor dimension traps -with the exception of r = 1 2 , which corresponds to P . This shows that, unlike the doubling map (see Section 1), there appears to be no natural asymmetric "route to chaos" for the baker's map.
Finally, in Section 6 we find δ > 0 such that any hole whose measure is less than δ is not a dimension trap (Theorem 6.2). . The results about this trap also hold for its reflection in the line y = x by swapping maxima and minima as needed. One of these two traps is depicted in Figure 3 .
Let
Here we allow a i = ∞ or b j = ∞ or both. Let n we must have a subsequence 0 m 10 n with n ≤ m. Thus the only points that avoid ∆ are points of the form
Conversely, let a point be in Ω. To prove that its orbit is disjoint from ∆, it suffices to check the intersection of the orbit with the cylinder [1 · 0] -see Figure 1 . If we have the bi-infinite sequence is of the form . . .
from which it follows that (x, y) ∈ ∆. If instead the bi-infinite sequence is of the form
Again, it follows then that (x, y) ∈ ∆. Proof. If our sequence is not eventually periodic to the left or the right, then we have shifts of one of the two forms
with a n , b m arbitrarily large.
Corollary 3.3. The convex polygon ∆ is a cycle trap.
Proof. The only cycles in Ω are of the form (0 n 1) ∞ or (1 n 0) ∞ for some n. All of these cycles intersect ∆.
The next result shows that ∆ is a dimension trap. This theorem is improved later by Theorem 3.5. It is included here because it introduces a key idea that is used in later proofs.
Theorem 3.4. The convex polygon ∆ is a dimension trap.
Proof. By Lemmas 3.1 and 2.4, it suffices to show that dim
We will show that lim 1 n log #Ω n = 0, which will prove the result. Consider a point in Ω n . We see that we can write this as
Here there may be no a i or no b i , giving an empty sum. Let 
For fixed k, we see that the number of such points is bounded above by the number of partitions of k − s and 2n − k − t respectively. Denote the number of partitions of i by p(i). This gives that (with p(i) ≡ 0 for i ≤ 0)
By the Hardy-Ramanujan formula, we have that
√ n as n → ∞ for some some positive constants c 1 and c 2 . Thus,
for some constant c 3 , from which the result follows. -see Figure 4 for ∆ ′ . We claim that these two quadrilaterals are minimal convex dimension traps in the sense that if a set ∆ 0 ⊂ ∆ is a dimension trap, then ∆ 0 must contain the vertices (0, 1/2), (1/2, 1), (0, 1) and at least one of the vertices (5/24, 2/3) or (1/3, 19/24).
Let hull(A) denote the convex hull of A ⊂ R 2 .
Corollary 3.6. Let ∆ 0 ⊂ ∆ be a dimension trap symmetric with respect to x + y = 1.
Proof of Theorem 3.5. The fact that {(0, 1/2), (1/2, 1)} ⊂ ∆ 0 is contained in the proof of Theorem 2.5 and Remark 2.7. Similarly, we can show that (0, 1) ∈ ∆ 0 by considering the Cantor set {0 n 1 n , 0 n+1 1 n+1 } * . To see that one of (5/24, 2/3) or (1/3, 19/24) are in ∆ 0 , consider the Cantor set given by
Let ε > 0; we see for n sufficiently large that the cylinder [(01) n ·0011(01) n ] ⊆ (5/24, 2/3)+ B ε , where B ε is the disc centred at the origin of radius ε. Furthermore, for n sufficiently large we have [(01)
Hence the Cantor set in question intersects a neighbourhood of these vertices. Moreover, for n sufficiently large, we see that either x ≈ Proof. We will show that the projection of J (∆ ′ ) and J (∆ ′′ ) onto the x-axis both have dimension 0. We then notice that under the symmetric (x, y) → (1−y, 1−x) that ∆ ′ ↔ ∆ ′′ . From this we conclude that the projection of J (∆ ′ ) and J (∆ ′′ ) onto the y-axis both have dimension 0. This will prove that both ∆ ′ and ∆ ′′ are dimension traps as required.
Projection of ∆ ′′ on the x-axis.
As with ∆, we see that [11 · 00] ⊆ ∆ ′′ . This follows from the fact that the π-image of this cylinder lies above y = x + 1 2 , which in turn lies inside ∆ ′′ . This implies that x cannot contain 1100 as a substring.
Our first goal will be to show that either a point avoiding ∆ ′′ to the right is eventually of the form 01 a 1 01 a 2 0 . . . with 3 ≤ a 1 ≤ a 2 ≤ . . . or the point to the right is eventually of the form {10, 110}
* . We will then show that this second case cannot happen. We first claim that if k
It suffices to shows this for k ′ = k − 1 by monotonicity. We see that in this case that y > 19 24 , and hence we wish to show that the points (x, y) lies above the line from (1/2, 1) to (1/3, 19/24). That is, we must show it lies above the line y = . We see that
and similarly that
This gives us that 5 4 x + 3 8 < 1 − 5 2 k+3 < y which proves the result.
We next claim that if k
It suffices to show this for k ′ = k − 2 by monotonicity. We see that in this case that y > 19 24 , and hence we wish to show that the points (x, y) lies above the line from (1/2, 1) to (1/3, 19/24). That is, we must show it lies above the line y = . We see that
, and similarly that
This shows us that if we ever have 01 k 01 k ′ with both k, k ′ ≥ 3 then the sequence to the right is eventually of the form 01 a 1 01 a 2 0 . . . with 3 ≤ a i ≤ a i+1 . The dimension of the projection of the set of such points is 0.
We next claim that (x, y) ∈ [11011 · 010] ⊆ ∆ ′′ . We see that in this case that y > 19 24 , and hence we wish to show that the points (x, y) lies above the line from (1/2, 1) to (1/3, 19/24). That is, we must show it lies above the line y = . We see that ∞ . Thus the projection of the set of points that contain 01 k 0 for some k ≥ 3 has dimension 0.
Lastly we claim that (x, y) ∈ [101011 · 010] ⊆ ∆ ′′ or has a tail of the above mentioned form. We see that in this case that y > 19 24 , and hence we wish to show that the points (x, y) lies above the line from (1/2, 1) to (1/3, 19/24) . That is, we must show it lies above the line y = 5 4 x + 3 8 . We may assume at this point that there are no occurrences of 111 after this subsequence, otherwise we are in the above mentioned form. That is, we must show it lies above the line y = x + 11 24
. We see that Projection of ∆ ′ on the x-axis.
To prove that this projection has zero dimension, we first show that the set of x in the projection that contain a substring 111 has zero dimension. We then show that the set of x in the projection that contain 000 has zero dimension. Lastly, we show that the set of x in the projection that do not contain the substrings 000 or 111 has zero dimension. Let (x, y) ∈ J (∆ ′ ). The first observation that we make is that, again, [11 · 00] ⊂ ∆ ′ . The next thing we observe is that we cannot have the 1 k+2 01 k 0 or 11101
The first claim follows from the fact this cylinder lies above y = x + . Then for the rectangle π([11101
This implies that if we have a 1 k 0 as a substring, for k ≥ 3, then it must be followed by a 1 (as 1100 is a forbidden substring). Thus, the substring will look like 1 k 01. Next, by the first observation, this must be followed by additional 1s, as 1 k 01 k−2 0 is forbidden. Thus, the substring will look like 1 k 01 k−1 . After this the sequence will look like either 1
If we are in the second case, then our sequence is of the form 1 k 01
. . with the possibility that one of these k i is infinite. The projection of the points from this second case has zero dimension.
Thus, we can assume our word is of the form 1 k 01 k−1 0. If k − 1 ≥ 3 we can again repeat these argument, hence without loss of generality assume that k = 3. Hence the substring which is not forbidden has to be of the form 1110110.
We This shows that the set of x in the projection containing a 111 as a substring has zero dimension.
We now consider those x with a substring 10 k 1 for k ≥ 1. We now claim that both 10 k 10 k+2 and 10 k 10 k+1 100 are forbidden for k ≥ 1. This follows as [10
Thus we see that we are either of the form 10 k 10 a 1 with a ≤ k, or 10 k 10 k+1 101. If we are of the first form, and a ≥ 1 we can repeat this argument. If instead we are of the form 10 k 10 k+1 101 then we can again repeat this argument, with k = 1. Thus we can assume that this is eventually contained within {100, 110, 10}
* . Consider a word in {100, 110, 10}
* . We have that the words of the form 110(10) n 110(10) m 100 and 110 (10) n 100 ( This tells us that if we are of the form 110(10) n 1 100(10) n 2 110(10) n 3 100(10) n 4 . . . , then n 2 = n 4 = n 6 = · · · = 0. Hence we are of the form 100110 (10) n 1 100110(10) n 3 100110 . . . . We observe that this is a forbidden word for all n 1 , n 3 ≥ 0.
This shows that the projection of set of x in the alphabet {10, 110, 100} * that contains a 110 is of zero dimension.
We observe that 100(10) n 100(10) m 100 is forbidden for n ≥ 1 and m ≥ 0. This follows as [100 (10) n 1 · 00(10) m 100] ⊂ ∆ ′ for for n ≥ 1 and m ≥ 0. Hence if a word contains no 110 then it will be of the form 100 (10) n 1 100(10) n 2 100(10) n 3 . . . , and hence from the comment above, will eventually be of the form (100)
∞ . The projection of this set is clearly of zero dimension.
To summarize, if our sequence contains 01 k 0 with k ≥ 3, then it is to the right eventually of the form 01 a 1 01 a 2 0 . . . with 3 ≤ a i ≤ a i+1 , or to the right eventually of the form 1110(110)
∞ . If instead it contains no occurrences of 01 k 0 with k ≥ 3, then we see that the tail to the right has to be of the form (011) ∞ or (01) ∞ .
Thus, Theorems 3.5 and 3.7 yield that if we have a convex hole in the upper-left quadrant of the square and it is a dimension trap, then it has to contain ∆ ′ or ∆ ′′ , which are the smallest dimension traps of this kind, with area This parallelogram may also be defined by the inequalities 2x − 1 < y < 2x and 2 − 4x < y < 3 − 4x.
These inequalities have a clear symbolic meaning, so they are easy to check. For instance, let x 1 = 1; then the inequality y < 2x − 1 means
. ., and y > 3 − 4x means
Consider the Thue-Morse word t = t 0 t 1 t 2 . . . = 0110 1001 1001 0110 . . . given by the recurrence t 2m = t m , t 2m+1 = 1 − t m with t 0 = 0. Define t k = (t 0 t 1 t 2 . . .
This hexagon may also be defined by the inequalities 2x − 1 < y < 2x, 2 − 4x < y < 3 − 4x and t k < x < 1 − t k
We define P ∞ = lim k→∞ P k . See Figure 6 .
There are a number of goals to this section.
• Show that for each k ≥ 1 that there are only a finite number of cycles that avoid P k , and moreover that P 1 is a cycle trap.
• Show that for each k ≥ 1 that P k is a dimension trap.
• Show that P ∞ is a dimension trap. 
Proof. We observe that the second word for each case follows by the symmetric (x, y) → (1 − y, 1 − x), so we will prove the first restriction only. Case 1: Proof of (a): We observe that if n > ℓ ≥ 2 then [10 ℓ−1 · 01 n 0] ⊆ P k for all k, from which the desired result follows.
Case 2: Proof of (b) and (c):
Case 3: Proof of (d) and (e): We observe that if n ≥ 2 then [1 n 0 n−1 · 01 n 01] ⊆ P 2 ⊆ P 1 . If in addition, n ≥ 3 we have that [1 n 0 n−1 · 01 n 01] ⊆ P k for all k ≥ 3. Case 4: Proof of (f) and (g): We observe that if n ≥ 2 then [1 n 0 n · 10 n 10] ⊆ P 2 ⊆ P 1 . If in addition, n ≥ 3 we have that [1 n 0 n · 10 n 10] ⊆ P k for all k ≥ 3.
Corollary 4.2.
(1) The only cycles of the baker's map which do not intersect P 1 are of the form 
Proof. Consider a cycle of the form (1
∞ with k even. We will label this as a 1 a 2 . . . a k for convenience. If all a i = 1, then we are done. Assume without loss of generality that a 1 = min a i =1 a i .
By Lemma 4.1 (a), a 2 = 1 or 1 < a 2 ≤ a 1 . Since a 1 is chosen minimally, we have a 2 = 1 or a 2 = a 1 . In the case a 2 = a 1 we proceed to show that a 3 = 1 or a 3 = a 1 . If instead we have a 2 = 1 then by Lemma 4.1 (b) and (c) we have that a 3 ≤ a 1 . Again, by minimality we have a 3 = a 1 or a 3 = 1. If both a 2 = a 3 = 1 and the cycle does not intersect P 1 , then by Lemma 4.1 (b) we have a 2 = a 3 = · · · = a k = 1. By rotating this cycle, we get a contradiction with Lemma 4.1 (b), whence a 3 = a 1 .
If instead both a 2 = a 3 = 1 and the cycle does not intersect P k for some k ≥ 2 then by Lemma 4.1 (c) we have either that have a 2 = a 3 = · · · = a k = 1, or that there exists some i such that a i = 2. By the minimality of a 1 we see then that this cycle is contained in {01, 001, 011, 0011} * . By continuing in this fashion, we see that for all i that a i = 1 or a i = a 1 . In the case of P 2 , P 3 , . . . we will assume that a 1 ≥ 3, else all a i ∈ {1, 2} as required.
It follows from Lemma 4.1 (b) and (c) that if for some i we have a i = a i+1 = 1, then a i = 1 for all i. In other words, we cannot have two consecutive 1s. Lemma 4.1 (d) and (e) implies that if we have three consecutive a 1 in the sequence, then a i = a 1 for all i.
Finally, if a i = a i+1 = a 1 and a i+2 = 1 then a i+3 = a 1 (as we do not have two consecutive 1s). Furthermore, we then get that a i+4 = a 1 by Lemma 4.1 (f) and (g). Repeating this argument gives us the cycle (0 a 1 1 a 1 01 a 1 0 a 1 1) ∞ . We see for n ≥ 2 that all of these cycles intersect P k . Finally, we observe that the cycle (01) ∞ intersects P 1 . where a i ≤ a i+1 and b i ≤ b i+1 for all i and a n ≤ b 1 .
This shows that these are eventually periodic in the left direction. Further, using a similar argument to that in Theorem 3.4 and Lemma 2.4 we conclude that the dimension of this set is zero. Proof. We note that the set B is of zero dimension, whence we can ignore this set without loss of generality. As we are assuming the sequence is not in B and in J (P 2 ), we may assume that the sequence has left or right tail (or possibly both) of the form {011, 01, 001, 0011} ∞ ] are contained within P 2 . The symmetry (x, y) ↔ (1 − x, 1 − y) proves the equivalent statement swapping the roles of 0 and 1 in the above statement.
Case 2: Proof of (b): This is similar to case (a) by looking at the shift . . . 1001 · 10010 . . . with the restrictions that we are not in B.
Case 3: Proof of (c): This is similar to case (a) by looking at the shift . . . 10011 · 01101 . . . with the restrictions that we are not in B.
Case 4: Proof of (d): This is similar to case (a) by looking at the shift . . . (10) (m+3)/2 1 · 100(10) (m−1)/2 1001 . . . with the restrictions that we are not in B.
Case 5: Proof of (e): This is similar to case (a) by looking at the shift . . . 100 (10) n/2 1 · 100 (10) n+1 . . . with the restrictions that we are not in B.
Proof of Proposition 4.4. Consider a cycle (
We can assume without loss of generality that all of the a i ≤ 2, for otherwise they are of one of the forms specified by Corollary 4.2. By Lemma 4.5 (b), we cannot have more than two 2s in a row, otherwise we have the cycle (0011)
∞ which is of a form specified in Corollary 4.2. By this and Lemma 4.5 (a), if we have more than one 1, then it must be followed by exactly two 2s.
If all 2s are isolated (i.e., if we do not have an occurrence of two 2s in a row), then by Lemma 4.5 (a), we can have at most one 1, and hence we have a word of the form (011) Lemma 4.6. Let k ≥ 2 and (x, y) ∈ P k−1 \ P k . Assume that the binary expansion of x does not contain 000 or 111.
Proof. Let (x, y) ∈ P k−1 \ P k and (x, y) ∈ J (P k ). By symmetry we may assume that x < 1/2. Thus we have 2 − 4x < y < 2x .t
By the second inequality, x = 0.t k−1 . . .; in particular, (x, y) is contained in the polygon Π k with vertices (
and similarly for x k . (We have that Π k is a trapezium for k ≥ 3 and a triangle for k = 2.) Since x = 0.t k−1 . . ., we see that the first 2 k−1 iterates of B on Π k are continuous. Furthermore,
where y can take any value in Π k . Hence, regardless if k is even or odd, we see that the images of all four corners of the polygon are contained within P k−1 . Hence, as we picked (x, y) ∈ J (P k ) this proves that (x, y) ∈ P k−1 \ P k . This in turn proves that x = 0.t ∞ k as required.
Corollary 4.7.
There are a finite number of cycles in J (P k ).
Proof. Recall that P 1 is a cycle trap, whence J (P 1 ) does not contain any cycles. If a cycle intersects some P ℓ−1 but not P ℓ for ℓ ≤ k we see that it is of the form t Proof. Let (x, y) ∈ J (P k ). We can assume without loss of generality that (x, y) ∈ J (P 1 ), as the set of all such points is of zero dimension. This implies that there exists some shift of (x, y) such that (x ′ , y ′ ) ∈ P 1 . Assume without loss of generality that
an where ℓ ≤ a 0 < a 1 < a 2 · · · < a n ≤ k. The set of such x ′ is clearly countable. Either there is no first such occurrence of (x ′ , y ′ ) in which case the word is of the form
or there is a first such occurrence. If there is a first such occurrence, we see that the word is as described by Proposition 4.3, which has a projection on to the y-axis of dimension 0. Combining these gives that P k is a dimension trap.
Theorem 4.10. The set P ∞ is a dimension trap.
Proof. If a sequence is in J (P k ), then the claim follows from Proposition 4.9. If a sequence is in J (P ∞ ) \ J (P k ) for all k ≥ 1, then it has to be a concatenation of two types of blocks: of the form 1
. This corresponds to a point on the boundary of P ∞ .
We see that a block of the first kind cannot appear after a block of the second kind. If we have blocks of the first kind, some of them end with 1 j 1 01 j 2 0 . . . with j i ≥ j i+1 . So, we have 2n + 1 = k i + k i+1 + · · · + (possibly) (j 1 + 1) + (j 2 + 1) + . . . . In other words, we again have an ordered partition of 2n + 1, and the result follows from the Hardy-Ramanujan formula and Lemma 2.4, similarly to the proof of Theorem 3.4. If we have blocks of the second kind, then we have n = 2 k i + 2 k i+1 + · · · +. Consequently, we again have a subset of ordered partition of n, and the result follows again from the Hardy-Ramanujan formula and Lemma 2.4. Proposition 4.11. Any dimension trap contained in P ∞ must contain the vertices (t, t), (1− t, t), (1 − t, 1 − t) and (t, 1 − t).
Proof. Consider the Cantor set {t k , t k } * . We see that the point (x, y), x > 1/2 in the orbit of this Cantor set with minimal x value has x = t k t ∞ k . Similarly, the point (x, y), x < 1/2 in the orbit of this Cantor set with maximal x value has x = t k t k ∞ . The possible y values associated to these x values are t k t k ∞ or t k t ∞ k . The result follows by taking k → ∞. Using the techniques in Section 6 we can show that if P ⊂ P ∞ is a convex dimension trap, then L(P ) ≥ 0.11924. Here, for comparison, L(P ∞ ) ≈ 0.12911.
Searching for asymmetric dimension traps containing (1/2, 1/2).
Let r ∈ (0, 1/2] ∩ Q and define a = .0-max(r)
∞ and b = .1-min(r) ∞ . From [11] and the discussion in Section 1 we know that dim H (J + (a, b)) = 0, and moreover that J + (a, b) contains only a finite number of cycles. The simplest example of this is for r = 1/2. In this case a = .0-max(1/2) ∞ = 1/3 and b = .1-min(1/2) ∞ = 2/3, and J (1/3, 2/3) contains only the fix points {0, 1} and the 2-cycle {1/3, 2/3}. In Section 4 we studied the analogous construction, there labelled P 1 , of the more general open polygons P r with vertices given by (1/2, 0), (a, 2a), (1/2, 1), (b, 2b − 1).
Here again, a = .0-max(r) ∞ and b = .1-min(r) ∞ . That is, P 1 of Section 4 is P 1/2 under this new notation. In this section we consider these more general P r for other rational numbers r, and show that the results analogous to those of the doubling map unfortunately do not hold.
as the k th Farey neighbour of r.
Lemma 5.2. Let r k be defined as above.
Example 5.3. Consider as an example r = 3 10 . One can easily check that r 0 = . Then there exists a k such that the Cantor set {0-max(r), 0-max(r k )} * is disjoint from P r .
Proof. Let x = .x 1 x 2 x 3 . . . and y = .y 1 y 2 y 3 . . . be a shift of a point in this Cantor set. We see that if x 1 = 1, then by Lemma 5.2 part (4) we have b ≤ x, with equality only if x = (1-min(r)) ∞ . Hence the point avoids P r as required. If x 1 = 0 and y 1 = 0, we have x, y ≤ (0-max(r k )) ∞ . As the point (a, a) lies outside of P r , it is a bounded distance away from P r . This, combined with the fact that 0-max(r k ) → a as k → ∞, allows us to choose k sufficiently large so that (x, y) is bounded away from P r .
Finally, assume that x 1 = 0 and y 1 = 1. Let m < n such that 0-max(r) has length n and 0-max(r 1 ) has length m. starts and ends with 0, we see that we are in one of three cases.
(1) x = .w s w s+1 . . . w n w 1 w 2 . . . w n . . . with s = 1,
Case (1) and (2). By construction, we have that By Remark 2.7, a dimension trap must contain one of {(0, 1/2 n ), (1/2 n , 0)} for some n ≥ 1, and must also contain one of {(1, 1 − 1/2 n ), (1 − 1/2 n , 1)} for some n ≥ 1. These are our starting "polygons" (although they are one-dimensional).
Let a and b be two finite words. We will assume throughout this section that .a ∞ = .b ∞ . Define the Cantor sets
We further define the limit of this sequence of Cantor sets as follows:
where O(. . . y 3 y 2 y 1 · x 1 x 2 x 3 . . .) is the orbit of this point under B. We see that if T ∈ T , then for all a, b, n we have C(a, b, n) ∩ T = ∅. Furthermore, for all ε > 0 and all a and b we have that C(a, b) ∩ (T + B ε ) = ∅, where, as above, B ε is the disc centred at the origin of radius ε. This allows us a way to estimate δ from below.
For some finite collection of (a, b), consider the family T 0 of convex polygons such that they contain at least one point from each C(a, b). We see that if T ∈ T then there exists a T 0 ∈ T 0 such that T 0 ⊂ T . This gives us that δ ≥ inf T 0 ∈T 0 L(T 0 ).
Here we take advantage of the fact that the forward and backward orbits of . . . bbb·abbb . . . tend to the orbits of . . . bbb · bbb . . .. Thus, for any ε > 0 there are only a finite number of points in orbit O(. . . bbb · abbb . . .) that are not within ε of the orbit of . . . bbb · bbb . . ..
We will first look at a small example. Instead of looking at the full set T , we will consider a restricted subset T ′ ⊂ T . In particular, we will look at the subset of T ′ where for each T ′ ∈ T ′ we have (1/2, 1), (1/2, 0) ∈ T ′ and T ′ is closed under the symmetry (x, y) ↔ (1 − x, 1 − y). We will wish to find a set T . We see that P ∞ is an example of such a T ′ . Thus, the infimum of this subset is bounded above by 0.129106155 . . . . This is the reason why our search for all polygons with L(T ′ ) ≤ 0.13 above is not unreasonable.
Next, one can check that
When taking into account the symmetry, and the fact that we are searching for T ′ with L(T ′ ) < 0.13, we see that only the point (7/12, 1/3) is utilized. This gives the polygon with vertices (5/12, 2/3), (1/2, 0), (7/12, 1/3) and (1/2, 1) with area 1/12 < 0.13.
We next consider the limit Cantor set C(01, 10) = (5/6, 1/6), 1 3 ,
When taking into account the symmetry and the fact that we are searching for T ′ with L(T ′ ) < 0.13, we see that the points (29/48, 1/3) and (5/12, 1/3). In the first case, this results in the polygon with vertices (19/48, 2/3), (1/2, 0), (29/48, 1/3) and (1/2, 1) with area 5/48 < 0.13. and the second this results in the polygon with vertices (5/12, 2/3), (5/12, 1/3), (1/2, 0), (7/12, 1/3), (7/12, 2/3) and (1/2, 1) with area 1/9 < 0.13.
We repeat this process again with these two polygons and with C(0, 001), C(0, 011), C(00, 011), C(001, 010), C(001, 101), C(001, 110) and C(011, 100). (In fact we do this with all a and b where |a|, |b| ≤ 3, but these were the only Cantor sets that contributed points outside of the polygons at this point of the algorithm.) We take advantage here of the observation that if we have T From this we can conclude that if T is a dimension trap, (1/2, 0), (1/2, 1) ∈ T and T is closed under the symmetry (x, y) ↔ (1 − x, 1 − y), then L(T ) ≥ 293/2688 − 4ε ≈ .1090029758. This result can be strengthened by taking longer a and b, as given in Table 6 .1.
Here the 4ε arises because we are not using all points in C(a, b), only all of those points that are more than ε away from one of the limit points, and one point within ε of one of the limit points. If we consider all polygons in this restricted set, then it is possible that all of the vertices should be replaced by vertices that are ε closer to the center of the polygon. This would result in a polygon that is at most 4ε smaller (as the polygons are convex, and contained within [0, 1] 2 ). We summarize the lower bounds given by such computations in Table 6 .1.
Remark 6.1. These proofs are computational in nature, and we summarize some details of these computations in Table 6. 1. An interesting observation to be made is that if we assume T is a convex dimension trap satisfying the symmetry (x, y) ↔ (1 − x, 1 − y) and L(T ) ≤ 0.13, then by considering only words up to length 4, we have that T must contain the points (0, 1/2) and (1, 1/2) or it contains the points (1/2, 0) and (1/2, 1). We note that P ∞ is a convex dimension trap satisfying this property, hence the bound of 0.13 is Figure 8 for the set of polygons in T 0 with the restriction that they are closed under the symmetry (x, y) ↔ (1 − x, 1 − y) and L(T ) ≤ 0.13, which avoid C(a, b) for |a|, |b| less than 1, 2, 3 or 4.
Similarly, if we assume T is a convex dimension trap satisfying the symmetry (x, y) ↔ (1−y, 1−x) and L(T ) ≤ 0.1381, then by considering only words up to length 4 we have that T must contain the points (0, 1/2) and (1/2, 1) or it contains the points (1/2, 0) and (1, 1/2). We again see that hull(∆ ′ ∪ ∆ ′′ ) satisfies this restriction, hence it is a reasonable region to search. More over, by length 7 the resulting T 0 in T 0 essentially look like hull(∆ ′ ∪ ∆ ′′ ). See Figure 9 .
Lastly, if we assume T is a convex dimension trap with L(T ) ≤ 0.1292, with no restrictions on the symmetry, nor any restrictions on containing particular points, then by considering only words up to length 7, we have that T must one of (0, 1/2) or (1/2, 0) and one of (1, 1/2) or (1/2, 1). We see that P ∞ is an example of such a dimension trap, hence this is a reasonable region to search. That is, such a search is equivalent to that done in row 2 or 4 of Table 6.1.
These observations help justify the restricted cases that are looked at in Sections 3 and 4.
In Table 6 .1, we will call the symmetry (x, y) ↔ (1 − y, 1 − x) a mirror symmetry, and (x, y) ↔ (1 − x, 1 − y) a rotational symmetry.
Summing up, we obtain the following unconditional result. We note that this is not optimal. The smallest convex holes H that we know with this property are ∆, ∆ ′ and P ∞ which have area larger than 0.12916155. Hence it may be possible to improve this number.
Final remarks and open problems
It is worth noting that Theorem 2.5 and the first three claims in Section 3 have been proved in the first author's thesis [6] . [12] . The results are stated for subshifts; there are also applications to algebraic toral automorphisms of a certain type.
Some questions that arise out of this research include (1) Is it true that each cycle trap for B is a dimension trap as well? It is known that there exist minimal subshifts (so, in particular, they do not have any periodic orbits) with positive topological entropy, which suggests that the answer is probably no. See also the discussion on MathOverFlow [15]. (2) Our approach to finding optimal asymmetric dimension traps from Section 5 has been a direct attempt to fuse [10] and Section 4 -and it did not work. Is there a natural family of asymmetric dimension traps leading to a generalization of P ∞ ? (3) Put δ(B) = inf {L(H) : H is convex, and dim H J (H) = 0} .
We have shown that δ > 0.11802. What is the actual value of δ? (4) When considering δ(B) we restrict our search of a single convex hole H. We know that if we have no restrictions at all that the infimum will be 0, as shown in Theorem (1) A hole H is called supercritical if J (H) is countable, and J (H ′ ) has positive dimension for any H ′ whose closure is in H. For the doubling map T there exist non-trivial supercritical holes -see [20] . For instance, let f = 010010100100101001010 . . . denote the Fibonacci word defined as lim n→∞ f n given by f 0 = 0, f 1 = 1 and f n+1 = f n f n−1 for n ≥ 0. Then H = (.01f, .10f) is supercritical for T . A more general construction involves Sturmian words. Describing supercritical holes for the baker's map looks like an interesting problem. (2) One possible generalization of this paper would be the Fibonacci automorphism F : T 2 → T 2 given by the formula F (x, y) = (x + y, y) mod Z 2 . Put F = {(u n ) ∈ {0, 1} Z : (u n , u n+1 ) = (1, 1) for all n ∈ Z}. Then (F, σ) (equipped with the unique -Markov -measure of maximal entropy) is known to be metrically isomorphic to (T 2 , F ) with the Haar/Lebesgue measure.
It was shown in [21] that there exists an arithmetic map ϕ : F → T 2 which conjugates the shift σ and F and has an expression which is very similar to π given by (2.1). Namely,
where τ = (1 + √ 5)/2, i.e., the golden ratio. Given that the theory of critical holes for the β-transformation [0, 1) → [0, 1) given by T β x = βx mod 1 is similar to that for the doubling case if β is the golden ratio (see [5, 6] ), this suggests that most results of Sections 3 and 4 could be probably transferred to the Fibonacci automorphism. (The holes in question should be probably chosen to be geodesically convex.) In particular, determining a good lower bound for δ(F ) looks like an interesting question. (3) Other kinds of Pisot toral automorphisms (= algebraic automorphisms of T m given by matrices whose characteristic polynomial is irreducible and has a Pisot root) have been studied in [22] and [19] (including higher dimensions). Various results concerning β-transformations with holes -with β > 2 [2] and β < 2 [5, 6] -could be possibly used to build a consistent theory.
Appendix
In this section we consider a disconnected hole, for which the survivor set has a really nice structure. Put H = (x, y) ∈ X : |x − y| > 1 2 (see Figure 10 ). Let B denote the set of bi-infinite balanced words. (That is, the words in {0, 1}
Z whose every factor is balanced.) Let π be as defined in equation (2.1).
Theorem 8.1. With H and B as defined above:
(1) We have J (H) = π(B). (2) Furthermore, if u ∈ B is aperiodic, then for any ε > 0 there exists n ∈ Z such that B n (π(u)) is at a distance less than ε from the boundary of H, so H is in some sense optimal with this property.
Proof.
3 (1) Assume first that u ∈ B. Then for any factor w of u we have that w := REV (w) is a factor of u as well (see [13] ). Assume without loss of generality that u 0 = 1, u −1 = 0; then we cannot have u = . . . 0 w0 · 1w1 . . . , otherwise u would not be balanced. Hence Consequently, the set of factors of length n+2 is contained in {0w0, 1w1} ∪ CYCLE(w01) ∪ CYCLE(w10), where CYCLE(x) stands for x and all of its cyclic shifts. Also, every factor of u of length n + 1 except 0w and 1w always occurs followed by the same letter.
From this we can derive that there exists an m ≥ 0 such that every occurrence of 0w0 is followed by (1w0) m and every occurrence of 1w1 is followed by (0w1) m . If such m is chosen to be maximal, then either (2) Since u is aperiodic and balanced, it is Sturmian (see [13, Theorem 2.1.5]). Therefore, by the same theorem, it is a cutting sequence with an irrational slope.
Note that if we have a line y = ax, then clearly its cutting sequence in both directions is the same, i.e., they are each other's reverses. Hence for any n ≥ 1 there exists δ > 0 such that if we have y = ax + δ, then u i = u 1−i , 2 ≤ i ≤ n. Note also that if our straight line comes close to any grid point in Z 2 , we must have u 1 = 1, u 0 = 0 or vice versa. It follows from Diophantine approximations that any straight line with an irrational slope comes arbitrarily close to Z 2 , which implies that for any δ there exists N ∈ Z such that
