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Abstract
We compare the two duality theories of rank-metric codes proposed by Delsarte and
Gabidulin, proving that the former generalizes the latter. We also give an elementary proof
of MacWilliams identities for the general case of Delsarte rank-metric codes. The identities
which we derive are very easy to handle, and allow us to re-establish in a very concise way the
main results of the theory of rank-metric codes first proved by Delsarte employing the theory
of association schemes and regular semilattices. We also show that our identities imply as a
corollary the original MacWilliams identities established by Delsarte. We describe how the
minimum and maximum rank of a rank-metric code relate to the minimum and maximum
rank of the dual code, giving some bounds and characterizing the codes attaining them.
Then we study optimal anticodes in the rank metric, describing them in terms of optimal
codes (namely, MRD codes). In particular, we prove that the dual of an optimal anticode
is an optimal anticode. Finally, as an application of our results to a classical problem
in enumerative combinatorics, we derive both a recursive and an explicit formula for the
number of k ×m matrices over a finite field with given rank and h-trace.
Introduction
In [6] Delsarte defines rank-metric codes as sets of matrices of given size over a finite field Fq.
The distance between two matrices is given by the rank of their difference. Interpreting matrices
as bilinear forms, Delsarte studies rank-metric codes as association schemes, whose adjacency
algebra yields the so-called MacWilliams transform of distance enumerators of codes. The results
of [6] are based on the general theory of designs and codesigns in regular semilattices developed
in [5].
In [9] Gabidulin proposed a different definition of rank-metric code, in which the codewords
are vectors with entries in an extension field Fqm . MacWilliams identities for Gabidulin codes
were obtained in [10]. As we will explain in details, one can naturally associate to any vector
with entries in an extension field Fqm a matrix of prescribed size over the base field Fq. The
rank of the vector (as defined by Gabidulin) coincides with the ordinary rank of the associated
matrix. Hence there exists a natural way to associate to a Gabidulin code a Delsarte code with
the same metric properties. From this point of view, Gabidulin codes can be regarded as a
∗E-mail: alberto.ravagnani@unine.ch. The author was partially supported by the Swiss National Science
Foundation through grant no. 200021 150207.
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special case of Delsarte codes. It is however not clear in general how the duality theories of
these two families of codes relate to each other. This is one of the questions that we address in
this work.
Both linear Delsarte and Gabidulin codes have interesting applications in information theory.
Recently it was shown how to employ them for error correction in non-coherent linear network
coding and in coherent linear network coding under an adversarial channel model (see e.g. [21]
and the references within). Rank-metric codes were also proposed to secure a network coding
communication system against an eavesdropper in a universal way (see [22] for details).
Motivated by these applications, in this paper we study the duality theories of linear Delsarte
and Gabidulin codes, mainly focusing on their MacWilliams identities. In coding theory, a
MacWilliams identity establishes a relation between metric properties of a code and metric
properties of the dual code. MacWilliams identities exist for several types of codes and metrics.
As Gluesing-Luerssen observed in [12], association schemes provide the most general approach to
MacWilliams identities, and apply to both linear and non-linear codes (see [4], [3] and [7]). On
the other hand, the machinery of association schemes and of the related Bose-Mesner algebras
is a very elaborated mathematical tool. Several authors proved independently the MacWilliams
identities for the various types of codes in less sophisticated ways.
A different viewpoint on MacWilliams identities for general additive codes was recently
proposed by Gluesing-Luerssen in [12]. The approach is based on character theory and partitions
of groups. See also [14] for a character-theoretic approach to MacWilliams identities for the rank
and the Hamming metric.
Both the theory of association schemes and the approach of [12] apply to Delsarte rank-
metric codes, giving MacWilliams identities in the form presented in [6]. On the other hand, to
the extent of our knowledge, there is no elementary proof for them.
Let us briefly describe the content of the paper. We start comparing the duality theories
of Delsarte and Gabidulin codes, proving that the former generalize the latter. Then we give
a short proof of MacWilliams identities for the general case of Delsarte rank-metric codes. We
only employ elementary properties of the rank metric, linear algebra techniques and a double
counting argument, avoiding any sort of numerical calculation. The identities which we derive
have a very convenient form, which allows us to re-establish the most important results of the
theory of rank-metric codes in a concise way. We also show that the original MacWilliams
identities proved by Delsarte in [6] can be easily obtained from our identities. In a second part
we prove some bounds that relate the minimum and maximum rank of a code to the minimum
and maximum rank of the dual code, characterizing the codes which attain them. The bounds
show that also the maximum rank of a code (and not only the minimum rank) deserves interest.
We also investigate anticodes in the rank metric, and present a new characterization of optimal
anticodes in terms of optimal codes. Then we apply such characterization to show that the dual
of an optimal anticode is an optimal anticode. This result may be regarded as the analogue
for anticodes of the fact that the dual of an optimal code is an optimal code. Finally, as an
application of our results to a classical problem in enumerative combinatorics, we give both a
recursive and an explicit formula for the number of rectangular matrices with given rank and
h-trace over a finite field Fq. To the extent of our knowledge, formulas of this type are not
available in the literature.
The layout of the paper is as follows. Section 1 contains some preliminaries on Delsarte
rank-metric codes. In Section 2 we compare Delsarte and Gabidulin codes. In Section 3 we
give an elementary proof for MacWilliams identities for the general case of Delsarte rank-metric
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codes, and use them to establish the main results of the theory of these codes. In Section 4 and
in the last part of Section 5 we study how the minimum and the maximum rank of a rank-metric
code relate to the minimum and maximum rank of the dual code, proving some bounds on the
involved parameters and characterizing the codes which attain them. Optimal anticodes in the
rank metric are studied in Section 5. In Section 6 we derive a recursive formula for the number
of rectangular matrices over Fq of given rank and h-trace. In Appendix A we show how our
results relate to the original work by Delsarte, giving in particular an explicit formula for the
number of rectangular matrices over Fq of given rank and h-trace.
1 Preliminaries
Throughout this paper, q denotes a fixed prime power, and Fq the finite field with q elements.
We also work with positive integers k and m.
Notation 1. We denote by Mat(k ×m,Fq) the Fq-vector space of k ×m matrices with entries
in Fq. Given a matrix M ∈ Mat(k ×m,Fq), we write Tr(M) for the trace of M , and Mi for
the i-th column of M , i.e., the vector (M1i,M2i, ...,Mki)
t ∈ Fkq . The transpose of M is M
t,
while rk(M) denotes the rank of M . The vector space generated by the columns of a matrix
M ∈ Mat(k ×m,Fq) is colsp(M) ⊆ F
k
q . When the size is clear from the context, we denote a
zero matrix simply by 0.
Let us briefly recall the setup of [6].
Definition 2. The trace product of matrices M,N ∈ Mat(k ×m,Fq) is denoted and defined
by
〈M,N〉 := Tr(MN t).
It is easy to check that the map 〈·, ·〉 : Mat(k ×m,Fq) ×Mat(k ×m,Fq) → Fq is a scalar
product (i.e., symmetric, bilinear and non-degenerate).
Definition 3. A (Delsarte rank-metric) code of size k×m over Fq is an Fq-linear subspace
C ⊆ Mat(k × m,Fq). The minimum rank of a non-zero code C is denoted and defined by
minrk(C) := min{rk(M) : M ∈ C, rk(M) > 0}, while the maximum rank of any code C is
denoted and defined by maxrk(C) := max{rk(M) :M ∈ C}. The dual of C is the Delsarte code
C⊥ := {N ∈ Mat(k ×m,Fq) : 〈M,N〉 = 0 for all M ∈ C}.
Remark 4. We notice that Delsarte codes are by definition linear over Fq, and that linearity
is a crucial property for the results presented in this paper.
The following lemma summarizes some straightforward properties of duality.
Lemma 5. Let C,D ⊆ Mat(k ×m,Fq) be codes. We have:
• (C⊥)⊥ = C;
• dimFq(C
⊥) = km− dimFq(C);
• (C ∩ D)⊥ = C⊥ +D⊥, and (C +D)⊥ = C⊥ ∩ D⊥.
Recall that for n ∈ N≥1 the standard inner product of vectors (x1, ..., xn), (y1, ..., yn) ∈ F
n
q is
defined by (x1, ..., xn) · (y1, ..., yn) :=
∑n
i=1 xiyi. It is easy to see that the trace product 〈·, ·〉 on
Mat(k ×m,Fq) and the standard inner product on F
k
q relate as follows.
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Lemma 6. Let M,N ∈ Mat(k ×m,Fq). We have 〈M,N〉 =
∑m
i=1Mi ·Ni.
Notation 7. Lemma 6 says that the trace product of two matrices is the sum of the standard
inner products of the columns of the two matrices. In particular, the trace product 〈·, ·〉 on
Mat(k × 1,Fq) ∼= F
k
q coincides with the standard inner product on F
k
q . Hence from now on we
denote both products by 〈·, ·〉. We also denote by U⊥ the dual of a vector subspace U ⊆ Fkq ,
i.e., U⊥ := {x ∈ Fkq : 〈u, x〉 = 0 for all u ∈ U}.
The following result, first proved by Delsarte, is well-known.
Theorem 8 ([6], Theorem 5.4). Let C ⊆ Mat(k × m,Fq) be a non-zero code, and let d :=
minrk(C). We have
dimFq(C) ≤ max{k,m}(min{k,m} − d+ 1).
Moreover, for any 1 ≤ d ≤ min{k,m} there exists a non-zero code C ⊆ Mat(k × m,Fq) of
minimum rank d which attains the upper bound.
Definition 9. A code attaining the bound of Theorem 8 is said to be an optimal ormaximum
rank distance code (MRD code in short). The zero code will be also considered MRD.
Remark 10. Notice that Mat(k ×m,Fq) is a trivial example of an MRD code with minimum
rank 1 and dimension km. See [6], Section 6, for the construction of codes attaining the bound
of Theorem 8 for any choice of the parameters.
Definition 11. Given a code C and an integer i ∈ N≥0 define Ai(C) := |{M ∈ C : rk(M) = i}|.
The collection (Ai(C))i∈N≥0 is said to be the rank distribution of C.
Remark 12. The minimum rank of a non-zero code C ⊆ Mat(k ×m,Fq) is the smallest i > 0
such that Ai(C) > 0. Notice that we define Ai(C) for any i ∈ N≥0, even if we clearly have
Ai(C) = 0 for all integers i > min{k,m}. This choice will simplify the statements in the sequel.
2 Delsarte and Gabidulin rank-metric codes
A different definition of rank-metric code, proposed by Gabidulin, is the following.
Definition 13 (see [9]). Let Fqm/Fq be a finite field extension. A Gabidulin (rank-metric)
code of length k over Fqm is an Fqm-linear subspace C ⊆ F
k
qm. The rank of a vector α =
(α1, ..., αk) ∈ F
k
qm is defined as rk(α) := dimFq Span{α1, ..., αk}. The minimum rank of a
Gabidulin code C 6= 0 is minrk(C) := min{rk(α) : α ∈ C, α 6= 0}, and the maximum rank
of any Gabidulin code C is maxrk(C) := max{rk(α) : α ∈ C}. The rank distribution of C is
the collection (Ai(C))i∈N≥0 , where Ai(C) := |{α ∈ C : rk(α) = i}|. The dual of a Gabidulin
code C is denoted and defined by C⊥ := {β ∈ Fkqm : 〈α, β〉 = 0 for all α ∈ C}, where 〈·, ·〉 is the
standard inner product of Fkqm.
It is natural to ask how Gabidulin and Delsarte codes relate to each other.
Definition 14. Let G = {γ1, ..., γm} be a basis of Fqm over Fq. The matrix associated to a
vector α ∈ Fkqm with respect to G is the k × m matrix MG(α) with entries in Fq defined by
αi =
∑m
j=1MG(α)ijγj for all i = 1, ..., k. The Delsarte code associated to a Gabidulin code
C ⊆ Fkqm with respect to the basis G is CG(C) := {MG(α) : α ∈ C} ⊆ Mat(k ×m,Fq).
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Notice that, in the previous definition, the i-th row of MG(α) is just the expansion of the
entry αi over the basis G. The following result is immediate and well-known. We include it here
for completeness.
Proposition 15. Let C ⊆ Fkqm be a Gabidulin code. For any basis G of Fqm over Fq, CG(C) ⊆
Mat(k ×m,Fq) is a Delsarte rank-metric code with
dimFq CG(C) = m · dimFqm (C).
Moreover, CG(C) has the same rank distribution as C. In particular we have maxrk(C) =
maxrk(CG(C)), and if C 6= 0 then minrk(C) = minrk(CG(C)).
Remark 16. Proposition 15 shows that any Gabidulin code can be regarded as a Delsarte rank-
metric code with the same cardinality and rank distribution. Clearly, since Gabidulin codes are
Fqm-linear spaces and Delsarte codes are Fq-linear spaces, not all Delsarte rank-metric codes
arise from a Gabidulin code in this way. In fact, only a few of them do. For example, a Delsarte
code C ⊆ Mat(k ×m,Fq) such that dimFq(C) 6≡ 0 mod m cannot arise from a Gabidulin code.
In the remainder of the section we compare the duality theories of Delsarte and Gabidulin
codes, proving in particular that the former generalizes the latter.
Remark 17. Given a Gabidulin code C ⊆ Fkqm and a basis G of Fqm over Fq, it is natural to ask
whether the Delsarte codes CG(C
⊥) and CG(C)
⊥ coincide or not. The answer is unfortunately
negative in general, as we show in the following example.
Example 18. Let q = 3, k = m = 2 and F32 = F3[η], where η is a root of the irreducible
primitive polynomial x2 + 2x+ 2 ∈ F3[x]. Let ξ := η
2, so that ξ2 + 1 = 0. Set α := (ξ, 2), and
let C ⊆ F232 be the 1-dimensional Gabidulin code generated by α over F32 . Take G := {1, ξ} as
basis of F32 over F3. One can easily check that CG(C) ⊆ Mat(2× 2,F3) is generated over F3 by
the two matrices
MG(α) =
[
0 1
2 0
]
, MG(ξα) =
[
−1 0
0 2
]
.
Let β := (ξ, 1) ∈ F232 . We have 〈α, β〉 = 1 6= 0, and so β /∈ C
⊥. It follows MG(β) /∈ CG(C
⊥). On
the other hand,
MG(β) =
[
0 1
1 0
]
,
and it is easy to see that MG(β) is trace-orthogonal to both MG(α) and MG(ξα). It follows
MG(β) ∈ CG(C)
⊥, and so CG(C)
⊥ 6= CG(C
⊥).
Although, for a fixed basis G, the duality notions for Delsarte and Gabidulin codes do not
coincide in general, we show that there is a simple relation between them via orthogonal bases
of finite fields.
Definition 19. Let Trace : Fqm → Fq be the Fq-linear trace map given by Trace(α) :=
α + αq + · · · + αq
m−1
for all α ∈ Fqm. Bases G = {γ1, ..., γm} and G
′ = {γ′1, ..., γ
′
m} of Fqm over
Fq are said to be orthogonal (or dual) if Trace(γ
′
iγj) = δij for all i, j ∈ {1, ...,m}.
The following result on orthogonal bases is well-known.
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Proposition 20 ([19], page 54). For every basis G of Fqm over Fq there exists a unique orthogonal
basis G′.
Theorem 21. Let C ⊆ Fkqm be a Gabidulin code, and let G, G
′ be orthogonal bases of Fqm over
Fq. We have
CG′(C
⊥) = CG(C)
⊥.
In particular, if we set C := CG(C), then C has the same rank distribution as C, and C
⊥ has the
same rank distribution as C⊥.
Proof. Let G = {γ1, ..., γm} and G
′ = {γ′1, ..., γ
′
m}. Take any M ∈ CG′(C
⊥) and N ∈ CG(C).
There exist α ∈ C⊥ and β ∈ C such that M = MG′(α) and N = MG(β). According to
Definition 14 we have
0 = 〈α, β〉 =
k∑
i=1
αiβi =
k∑
i=1
m∑
j=1
Mijγ
′
j
m∑
t=1
Nitγt =
k∑
i=1
m∑
j=1
m∑
t=1
MijNitγ
′
jγt. (1)
Applying the function Trace : Fqm → Fq to both sides of equation (1) we get
0 = Trace

 k∑
i=1
m∑
j=1
m∑
t=1
MijNitγ
′
jγt


=
k∑
i=1
m∑
j=1
m∑
t=1
MijNitTrace(γ
′
jγt)
=
k∑
i=1
m∑
j=1
m∑
t=1
MijNitδjt
=
k∑
i=1
m∑
j=1
MijNij
= Tr(MN t)
= 〈M,N〉.
It follows CG′(C
⊥) ⊆ CG(C)
⊥. By Proposition 15 and Lemma 5, CG′(C
⊥) and CG(C)
⊥ have the
same dimension over Fq. Hence the two codes are equal. The second part of the statement easily
follows from Proposition 15.
Remark 22. Theorem 21 shows that the duality theory of Delsarte rank-metric codes can be
regarded as a generalization of the duality theory of Gabidulin rank-metric codes. In particular,
we notice that all the results on Delsarte codes which we will prove in the following sections also
apply to Gabidulin codes. Note that a relation between the trace-product of Mat(k × m,Fq)
and the standard inner product of Fkqm involving orthogonal bases was also pointed out in [13].
In the remainder of the paper we focus on the general case of Delsarte rank-metric codes.
6
3 MacWilliams identities for rank-metric codes
In this section we give an elementary proof of certain MacWilliams identities for Delsarte rank-
metric codes. MacWilliams identities for such codes were also obtained in [6] by Delsarte himself
using the machinery of association schemes. The formulas which we derive are different from
those of [6], but are significantly more straightforward. Indeed, the proof that we present is
elementary and concise, and only employs linear algebra and a double counting argument. In
Appendix A we also show how the original formulas by Delsarte can be obtained from our
formulas as a corollary. A different formulation of the identities of [6] can be found in [11].
Definition 23. Let q be a prime power, and let s and t be integers. The q-binomial coefficient
of s and t is denoted and defined by
[
s
t
]
q
=


0 if s < 0, t < 0, or t > s,
1 if t = 0 and s ≥ 0,∏t
i=1
qs−i+1−1
qi−1
otherwise.
It is well-known that this number counts the number of t-dimensional Fq-subspaces of an
s-dimensional Fq-space. In particular we have
[
s
t
]
q
=
[
s
s− t
]
q
for all integers s, t. Since in this paper we work with a fixed prime power q, we omit the subscript
in the sequel.
Remark 24. Given any matrices M,N ∈ Mat(k × m,Fq) we always have colsp(M + N) ⊆
colsp(M)+colsp(N). As a consequence, if U ⊆ Fkq is a vector subspace, then the set of matrices
M ∈ Mat(k ×m,Fq) with colsp(M) ⊆ U is a vector subspace of Mat(k ×m,Fq).
Notation 25. We denote the vector space {M ∈ Mat(k ×m,Fq) : colsp(M) ⊆ U} of Remark
24 by MatU (k ×m,Fq).
We start with a series of preliminary results.
Lemma 26. Let U ⊆ Fkq be a subspace. We have dimFq MatU (k ×m,Fq) = m · dimFq(U).
Proof. Let s := dimFq(U). Define the s-dimensional space V := {x ∈ F
k
q : xi = 0 for i > s} ⊆
Fkq . There exists an Fq-isomorphism g : F
k
q → F
k
q that maps U into V . Let G ∈ Mat(k × k,Fq)
be the invertible matrix associated to g with respect to the canonical basis {e1, ..., ek} of F
k
q , i.e.,
g(ej) =
k∑
i=1
Gijei for all j = 1, ..., k.
For any matrix M ∈ Mat(k×m,Fq) we have g(colsp(M)) = colsp(GM), and it is easy to check
that the map M 7→ GM is an Fq-isomorphism MatU (k ×m,Fq) → MatV (k ×m,Fq). Now we
observe that MatV (k ×m,Fq) is the vector space of matrices M ∈ Mat(k ×m,Fq) whose last
k − s rows equal zero. Hence dimFq MatV (k ×m,Fq) = km −m(k − s) = ms, and the lemma
follows.
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Lemma 27. Let U ⊆ Fkq be a subspace. We have MatU (k ×m,Fq)
⊥ = MatU⊥(k ×m,Fq).
Proof. Let N ∈ MatU⊥(k ×m,Fq) and M ∈ MatU (k ×m,Fq). By definition, each column of N
belongs to U⊥, and each column of M belongs to U . Hence by Lemma 6 we have
〈M,N〉 =
m∑
i=1
〈Mi, Ni〉 = 0.
This proves MatU⊥(k ×m,Fq) ⊆ MatU (k ×m,Fq)
⊥. By Lemma 26, the two spaces of matrices
MatU⊥(k × m,Fq) and MatU (k × m,Fq)
⊥ have the same dimension over Fq. Hence they are
equal.
Lemma 28. Let C ⊆ Mat(k ×m,Fq) be a code, and let U ⊆ F
k
q be a subspace. Denote by s
the dimension of U over Fq. We have
|C ∩MatU(k ×m,Fq)| =
|C|
qm(k−s)
|C⊥ ∩MatU⊥(k ×m,Fq)|.
Proof. Combining Lemma 5 and Lemma 27 we obtain
(C ∩MatU (k ×m,Fq))
⊥ = C⊥ +MatU (k ×m,Fq)
⊥ = C⊥ +MatU⊥(k ×m,Fq).
Hence by Lemma 5 we have
|C ∩MatU (k ×m,Fq)| · |C
⊥ +MatU⊥(k ×m,Fq)| = q
km. (2)
On the other hand, Lemma 26 gives
dimFq(C
⊥ +MatU⊥(k ×m,Fq)) = dimFq(C
⊥) +m · dimFq U
⊥ − dimFq(C
⊥ ∩MatU⊥(k ×m,Fq)),
and so, again by Lemma 5,
|C⊥ +MatU⊥(k ×m,Fq)| =
qkm · qm(k−s)
|C| · |C⊥ ∩MatU⊥(k ×m,Fq)|
. (3)
Combining equation (2) and equation (3) one easily obtains the lemma.
The following result is well-known, but we include it for completeness.
Lemma 29. Let 0 ≤ t, s ≤ k be integers, and let X ⊆ Fkq be a subspace of dimension t over Fq.
The number of subspaces U ⊆ Fkq such that X ⊆ U and dimFq(U) = s is
[
k − t
s− t
]
.
Proof. Let π : Fkq → F
k
q/X denote the projection on the quotient vector space F
k
q modulo X.
It is easy to see that π induces a bijection between the s-dimensional vector subspaces of Fkq
containing X and the (s− t)-dimensional subspaces of Fkq/X. The lemma follows from the fact
that Fkq/X has dimension k − t.
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Lemma 30. Let C ⊆ Mat(k ×m,Fq) be a code. Denote by (Ai)i∈N the rank distribution of C.
Let 0 ≤ s ≤ k be an integer. We have
∑
U⊆Fkq
dimFq (U)=s
|C ∩MatU(k ×m,Fq)| =
k∑
i=0
Ai
[
k − i
k − s
]
.
Proof. Define the set A(C, s) := {(U,M) : U ⊆ Fkq , dim(U) = s, M ∈ C, colsp(M) ⊆ U}. We
will count the elements of A(C, s) in two different ways. On the one hand, using Lemma 29, we
have
|A(C, s)| =
∑
M∈C
|{U ⊆ Fkq , dim(U) = s, colsp(M) ⊆ U}|
=
k∑
i=0
∑
M∈C
rk(M)=i
|{U ⊆ Fkq , dim(U) = s, colsp(M) ⊆ U}|
=
k∑
i=0
∑
M∈C
rk(M)=i
[
k − i
s− i
]
=
k∑
i=0
Ai
[
k − i
s− i
]
=
k∑
i=0
Ai
[
k − i
k − s
]
.
On the other hand,
|A(C, s)| =
∑
U⊆Fkq
dim(U)=s
|{M ∈ C : colsp(M) ⊆ U}| =
∑
U⊆Fkq
dim(U)=s
|C ∩MatU (k ×m,Fq)|,
and the lemma follows.
Now we state our main result.
Theorem 31. Let C ⊆ Mat(k × m,Fq) be a code. Let (Ai)i∈N and (Bj)j∈N be the rank
distributions of C and C⊥, respectively. For any integer 0 ≤ ν ≤ k we have
k−ν∑
i=0
Ai
[
k − i
ν
]
=
|C|
qmν
ν∑
j=0
Bj
[
k − j
ν − j
]
.
Proof. Lemma 30 applied to C with s = k − ν gives
∑
U⊆Fkq
dimFq (U)=k−ν
|C ∩MatU (k ×m,Fq)| =
k∑
i=0
Ai
[
k − i
ν
]
.
The map U 7→ U⊥ is a bijection between the ν-dimensional and the (k−ν)-dimensional subspaces
of Fkq . Hence we have
∑
U⊆Fkq
dimFq (U)=k−ν
|C⊥ ∩MatU⊥(k ×m,Fq)| =
∑
U⊆Fkq
dimFq (U)=ν
|C⊥ ∩MatU (k ×m,Fq)| =
k∑
j=0
Bj
[
k − j
k − ν
]
,
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where the second equality follows from Lemma 30 applied to the code C⊥ with s = ν. Lemma
28 with s = k − ν gives
k∑
i=0
Ai
[
k − i
ν
]
=
|C|
qmν
k∑
j=0
Bj
[
k − j
ν − j
]
.
By definition, for i > k − ν and for j > ν we have
[
k − i
ν
]
=
[
k − j
ν − j
]
= 0,
and the theorem follows.
Remark 32. Theorem 31 can be regarded as the q-analog of Lemma 2.2 of [17], which yields
analogous identities for the Hamming metric.
Theorem 31 produces in particular MacWilliams-type identities that relate the rank distri-
bution of a dual code C⊥ to the rank distribution of C. The following result gives a recursive
method to compute the rank distribution of C⊥ from the rank distribution of C.
Corollary 33. Let C ⊆ Mat(k × m,Fq) be a code. Let (Ai)i∈N and (Bj)j∈N be the rank
distributions of C and C⊥, respectively. For ν = 0, ..., k define
akν :=
qmν
|C|
k−ν∑
i=0
Ai
[
k − i
ν
]
.
The Bj ’s are given by the recursive formula


B0 = 1,
Bν = a
k
ν −
ν−1∑
j=0
Bj
[
k − j
ν − j
]
for ν = 1, ..., k,
Bν = 0 for ν > k.
Proof. Clearly, B0 = 1 and Bν = 0 for ν > k. For any fixed integer ν ∈ {1, ..., k} Theorem 31
gives
akν =
ν−1∑
j=0
Bj
[
k − j
ν − j
]
+Bν ,
which proves the result.
Remark 34. Identities in the form of Theorem 31 are usually called “moments of MacWilliams
identities” rather than “MacWilliams identities”. For convenience, in this paper we will call
“MacWilliams identities” both the identities of Theorem 31 and Corollary 33.
Remark 35. We notice that Theorem 31 implies Theorem 3.3 of [6] as a corollary (see Appendix
A for details), producing MacWilliams identities for Delsarte codes in an explicit form employing
an elementary argument.
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Remark 36. Identities in the form of Theorem 31 were recently proved for Gabidulin codes
(see [10], Proposition 3). The proof of [10] is based on the Hadamard transform, q-products, q-
derivatives and q-transforms of polynomials. In [11], Corollary 1 and Proposition 3, the authors
show that such identities also apply to Delsarte codes. Their proof is based on the results of [6]
by Delsarte.
Theorem 31 and Corollary 33 allow us to re-establish the main results of the duality theory
of rank-metric codes in a very concise way.
Corollary 37. The rank distribution of a code C determines the rank distribution of the dual
code C⊥.
Proof. This immediately follows from Corollary 33.
Remark 38. Corollary 37 was first proved by Delsarte using the theory of association schemes.
See [6], Theorem 3.3 for details.
Example 39. Let q = 3, k = 3, m = 4. Consider the code C ⊆ Mat(3× 4,F3) generated by the
following three matrices:

1 2 0 00 1 0 0
0 0 2 1

 ,

0 2 0 00 0 1 2
1 1 0 0

 ,

0 2 0 00 0 1 2
1 1 1 1

 .
It can be checked that dimF3 C = 3 and that the rank distribution of C is A0 = 1, A1 = 2,
A2 = 0, A3 = 24. If (Bj)j∈N denotes the rank distribution of C
⊥, then the recursive formula of
Corollary 33 allows us to compute:
B0 = 1, B1 = 50, B2 = 3432, B3 = 16200.
Notice that
∑3
i=0Bi = 19683 = 3
9 = |C⊥|, as expected.
Remark 40. For a code C ⊆ Mat(k × m,Fq) define C
t := {M t : M ∈ C} ⊆ Mat(m × k,Fq).
Clearly, C and Ct have the same dimension and rank distribution. Moreover, one can check that
(Ct)⊥ = (C⊥)t. As a consequence, up to a transposition, without loss of generality in the sequel
we will always assume k ≤ m in the proofs of our results.
Corollary 41. If a code C is MRD, then C⊥ is also MRD.
Proof. Let C ⊆ Mat(k ×m,Fq) be MRD. If C = {0} or C = Mat(k ×m,Fq) the result follows
from Definition 9 and Remark 10. Hence we assume 0 < dimFq(C) < km. Assume k ≤ m
without loss of generality. Denote by d the minimum rank of C, so that |C| = qm(k−d+1). Let
(Ai)i∈N and (Bj)j∈N be the rank distributions of C and C
⊥, respectively. We have A0 = B0 = 1
and Ai = 0 for 1 ≤ i ≤ d− 1. Theorem 31 with ν = k − d+ 1 gives
[
k
k − d+ 1
]
=
[
k
k − d+ 1
]
+
k−d+1∑
j=1
Bj
[
k − j
k − d+ 1− j
]
,
i.e.,
k−d+1∑
j=1
Bj
[
k − j
k − d+ 1− j
]
= 0.
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Since d ≥ 1, for 1 ≤ j ≤ k− d+1 we have k− j ≥ k− d+1− j ≥ 0, and so
[
k − j
k − d+ 1− j
]
> 0.
Hence it must be Bj = 0 for 1 ≤ j ≤ k− d+1, i.e., minrk(C
⊥) ≥ k− d+2. On the other hand,
Theorem 8 gives dimFq(C
⊥) = m(d − 1) ≤ m(k −minrk(C⊥) + 1), i.e., minrk(C⊥) ≤ k − d + 2.
It follows minrk(C⊥) = k − d+ 2, and so C⊥ is MRD.
Remark 42. Corollary 41 was first proved by Delsarte using the theory of designs and codesigns
in regular semilattices ([6], Theorem 5.5). Theorem 31 allows us to give a short proof for the
same result. Notice also that, by Remark 22, Corollary 41 generalizes the analogous result for
Gabidulin codes of [9].
4 Minimum and maximum rank of a code
In this section we investigate the minimum and the maximum rank of a Delsarte code C, and
show how they relate to the minimum and maximum rank of its dual code C⊥. As an application,
we give a recursive formula for the rank distribution of an MRD code.
Proposition 43. Let C ( Mat(k ×m,Fq) be a non-zero code. We have
minrk(C⊥) ≤ min{k,m} −minrk(C) + 2.
Moreover, the bound is attained if and only if C is MRD.
Proof. Assume k ≤ m without loss of generality. Theorem 8 applied to the code C gives
dimFq(C) ≤ m(k − minrk(C) + 1). The same theorem applied to C
⊥ gives dimFq(C
⊥) ≤
m(k −minrk(C⊥) + 1), i.e., dimFq(C) ≥ m(minrk(C
⊥)− 1). Hence we have
m(minrk(C⊥)− 1) ≤ dimFq(C) ≤ m(k −minrk(C) + 1). (4)
In particular, minrk(C⊥) − 1 ≤ k − minrk(C) + 1, and the bound follows. Let us prove the
second part of the statement. Assume that C is MRD, and let d := minrk(C). We have
dimFq(C) = m(k− d+1), and so dimFq(C
⊥) = m(d− 1). By Corollary 41, C⊥ is also MRD, and
so m(d− 1) = m(k −minrk(C⊥) + 1). It follows minrk(C⊥) = k − d+ 2. On the other hand, if
minrk(C⊥) = k −minrk(C) + 2 then both the inequalities in (4) are in fact equalities, and so C
is MRD.
Corollary 44. The rank distribution of a non-zero MRD code C ⊆ Mat(k×m,Fq) only depends
on k, m and minrk(C).
Proof. Assume k ≤ m without loss of generality. Let d := minrk(C), and let (Ai)i∈N denote the
rank distribution of C. By Proposition 43, C⊥ has minimum rank k−d+2. Hence the equations
of Theorem 31 for 0 ≤ ν ≤ k − d reduce to
[
k
ν
]
+
k−ν∑
i=d
Ai
[
k − i
ν
]
=
|C|
qmν
[
k
ν
]
, 0 ≤ ν ≤ k − d.
These identities give a linear system of k−d+1 equations in the k−d+1 unknowns Ad, ..., Ak. It
is easy to see that the matrix associated to the system is triangular with all 1’s on the diagonal.
In particular, the solution to the system is unique. Hence Ad, ..., Ak are uniquely determined by
k, m and d. Since A0 = 1 and Ai = 0 for 0 < i < d and for i > k, the thesis follows.
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Remark 45. Corollary 44 was first proved by Delsarte by computing explicitly the rank dis-
tribution of an MRD code, and then observing that the obtained formulas only depend on the
parameters m, k, d (see [6], Theorem 5.6). Corollary 44 allows us to give a concise proof for the
same result. The rank distribution of Delsarte MRD codes was also computed in [8] employing
elementary techniques.
Remark 46. Using the same argument as Corollary 33 it is easy to derive a recursive formula
for the rank distribution (Ai)i∈N of a non-zero MRD code C ⊆ Mat(k×m,Fq) of given minimum
rank d:


A0 = 1, Ad = (q
m − 1)
[
k
k − d
]
,
Ad+ℓ = (q
m(1+ℓ) − 1)
[
k
k − d− ℓ
]
−
d+ℓ−1∑
i=d
Ai
[
k − i
k − d− ℓ
]
for 1 ≤ ℓ ≤ k − d.
We do not go into the details of the proof.
The following result is the analogue of Theorem 8 for the maximum rank.
Proposition 47. Let C ⊆ Mat(k ×m,Fq) be a code. We have
dimFq(C) ≤ max{k,m} ·maxrk(C).
Moreover, for any choice of 0 ≤ D ≤ min{k,m} there exists a code C ⊆ Mat(k ×m,Fq) with
maximum rank equal to D and attaining the upper bound.
Proof. Assume k ≤ m without loss of generality. Fix 0 ≤ D ≤ k. The set of all k ×m matrices
having the last k − D rows equal to zero is an example of a code of maximum rank D and
dimension mD over Fq. Now we prove the first part of the statement. Let C ⊆ Mat(k ×m,Fq)
be a code with maxrk(C) = D. If D = k then the bound is trivial. Hence we assume D ≤ k− 1.
Theorem 8 gives a code D ⊆ Mat(k×m,Fq) with minrk(D) = D+1 and dimFq(D) = m(k−D).
We clearly have C ∩D = {0} and C ⊕D ⊆ Mat(k×m,Fq). Hence dimFq (C) ≤ km− dimFq(D) =
mD.
Definition 48. A code C ⊆ Mat(k ×m,Fq) which attains the upper bound of Proposition 47
is said to be a (Delsarte) optimal anticode.
We conclude the section with a result that relates the minimum rank of a code with the
maximum rank of the dual code.
Proposition 49. Let C ⊆ Mat(k ×m,Fq) be a non-zero code. We have
minrk(C) ≤ maxrk(C⊥) + 1.
Proof. Assume k ≤ m without loss of generality. Applying Theorem 8 to C we obtain dimFq(C) ≤
m(k−minrk(C)+1), while Proposition 47 applied to C⊥ gives dimFq (C
⊥) ≤ m ·maxrk(C⊥), i.e.,
dimFq(C) ≥ m(k −maxrk(C
⊥)). Hence we have
m(k −maxrk(C⊥)) ≤ dimFq(C) ≤ m(k −minrk(C) + 1),
and the thesis follows.
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5 Optimal anticodes
In this section we provide a new characterization of optimal anticodes in terms of their inter-
section with MRD codes. As an application of such a description, we prove that the dual of an
optimal anticode is an optimal anticode.
Let us first briefly recall some notions which we will need in the sequel. See [19], Section 3.4
for details.
Definition 50. Let Fqm/Fq be a finite field extension. A linearized polynomial p over Fqm
is a polynomial of the form
p(x) = α0x+ α1x
q + α2x
q2 + · · ·+ αsx
qs , αi ∈ Fqm , i = 0, ..., s.
The degree of p, denoted by deg(p), is the largest i ≥ 0 such that αi 6= 0.
Remark 51. It is well known ([19], Theorem 3.50) that the roots of a linearized polynomial p
over Fqm form an Fq-vector subspace of Fqm, which we denote by V (p) ⊆ Fqm . Notice that for
any linearized polynomial p we have dimFq V (p) ≤ deg(p).
Lemma 52. Let C ⊆ Mat(k ×m,Fq) be a non-zero MRD code with minimum rank d, and let
(Ai)i∈N be the rank distribution of C. Then Ad+ℓ > 0 for all 0 ≤ ℓ ≤ min{k,m} − d.
Proof. Assume k ≤ m without loss of generality. By Corollary 44, we shall prove the lemma for
a given MRD code C ⊆ Mat(k×m,Fq) of our choice with minimum rank d. We first construct a
convenient MRD code with the prescribed parameters, and we essentially follow the construction
of [9].
Let γ1, ..., γk ∈ Fqm be linearly independent over Fq. Denote by L(Fqm , k − d) the Fqm-
vector space of linearized polynomials over Fqm of degree less than or equal to k − d. We have
dimFqm L(Fqm, k − d) = k − d+ 1. Let ev : L(Fqm , k − d)→ F
k
qm be the evaluation map defined
by ev(p) := (p(γ1), ..., p(γk)) for any p ∈ L(Fqm , k − d). Then the image of ev is a Gabidulin
code C ⊆ Fkqm with minimum rank d and dimension k − d + 1 over Fqm ([15], Theorem 14).
Let G be any basis of Fqm over Fq. By Proposition 15, C := CG(C) ⊆ Mat(k × m,Fq) is a
Delsarte rank-metric code with dimFq(C) = m(k − d+ 1) and the same rank distribution as C.
In particular, C is a non-zero MRD code with minimum rank d.
Now we prove the lemma for the MRD code C that we constructed. Fix 0 ≤ ℓ ≤ k − d.
Define t := k − d− ℓ, and let U ⊆ Fqm be the Fq-subspace generated by {γ1, ..., γt}. If t = 0 we
set U to be the zero space. By [19], Theorem 3.52,
pU :=
∏
β∈U
(x− β) ∈ Fqm [x]
is a linearized polynomial over Fqm of degree t = k − d− ℓ ≤ k − d. Hence pU ∈ L(Fqm , k − d).
By Proposition 15 it suffices to prove that ev(pU ) = (pU (γ1), ..., pU (γk)) has rank d+ ℓ = k − t.
Clearly, V (pU ) = U . In particular we have ev(pU ) = (0, ..., 0, pU (γt+1), ..., pU (γk)). We will prove
that pU (γt+1), ..., pU (γk) are linearly independent over Fq. Assume that there exist at+1, ..., ak ∈
Fq such that
∑k
i=t+1 aipU (γi) = 0. Then we have pU
(∑k
i=t+1 aiγi
)
= 0, i.e.,
∑k
i=t+1 aiγi ∈
V (pU ) = U . It follows that there exist a1, ..., at ∈ Fq such that
∑t
i=1 aiγi =
∑k
i=t+1 aiγi, i.e.,∑t
i=1 aiγi −
∑k
i=t+1 aiγi = 0. Since γ1, ..., γk are linearly independent over Fq, we have ai = 0
for all i = 1, ..., k. In particular ai = 0 for i = t+1, ..., k. Hence pU (γt+1), ..., pU (γk) are linearly
independent over Fq, as claimed.
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In the following result we give a necessary and sufficient condition for a Delsarte code C ⊆
Mat(k ×m,Fq) with dimFq(C) ≡ 0 mod m to be an optimal anticode.
Proposition 53. Let 0 ≤ D ≤ min{k,m} − 1 be an integer, and let C ⊆ Mat(k ×m,Fq) be an
Fq-subspace with dimFq(C) = max{k,m} ·D. The following facts are equivalent.
1. C is an optimal anticode.
2. C ∩ D = {0} for all non-zero MRD codes D ⊆ Mat(k ×m,Fq) with minrk(D) = D + 1.
Proof. If C is an optimal anticode, then by Definition 48 we have D = maxrk(C). Hence if D
is any non-zero code with minrk(D) = D + 1 we clearly have C ∩ D = {0}. So (1) ⇒ (2) is
trivial. Let us prove (2) ⇒ (1). By contradiction, assume that C is not an optimal anticode.
Since maxrk(C) ≥ D (see Proposition 47), we must have s := maxrk(C) ≥ D + 1. Let N ∈ C
with rk(N) = s. Let D′ be a non-zero MRD code with minrk(D′) = D + 1 (see Theorem 8 for
the existence of such a code). By Lemma 52 there exists A ∈ D′ with rk(A) = s. There exist
invertible matrices P and Q of size k× k and m×m (respectively) such that N = PAQ. Define
D := PD′Q := {PMQ : M ∈ D′}. Then D ⊆ Mat(k × m,Fq) is a non-zero MRD code with
minrk(D) = D + 1 and such that N ∈ C ∩ D. Since rk(N) = s ≥ D + 1 ≥ 1, N cannot be the
zero matrix. This contradicts the hypothesis.
The following result may be regarded as the analogue of Corollary 41 for anticodes in the
rank metric.
Theorem 54. If C is an optimal anticode, then C⊥ is also an optimal anticode.
Proof. Let C ⊆ Mat(k ×m,Fq) be an optimal anticode with D := maxrk(C). Assume k ≤ m
without loss of generality. If D = k then the result is trivial. Hence from now on we assume
0 ≤ D ≤ k − 1. By Definition 48 we have dimFq(C) = mD, and so dimFq(C
⊥) = m(k −
D). By Proposition 53 it suffices to prove that C⊥ ∩ D = {0} for all non-zero MRD codes
D ⊆ Mat(k × m,Fq) with minrk(D) = k − D + 1. If D is such an MRD code, then we have
dimFq(D) = m(k − (k − D + 1) + 1) = mD < mk. Hence, by Proposition 43, D
⊥ is an MRD
code with minrk(D⊥) = k− (k−D+1)+ 2 = D+1. Proposition 53 gives C ∩D⊥ = {0}. Since
dimFq(C) + dimFq(D
⊥) = mD+m(k − (D +1) + 1) = mk, it follows C ⊕D⊥ = Mat(k×m,Fq).
Hence by Lemma 5 we have C⊥ ∩ D = {0}, as claimed.
The following result shows how the maximum rank of a code C and the maximum rank of
the dual code C⊥ relate to each other.
Proposition 55. Let C ⊆ Mat(k ×m,Fq) be a code. We have
maxrk(C) ≥ min{k,m} −maxrk(C⊥).
Moreover, the bound is attained if and only if C is an optimal anticode.
Proof. Assume k ≤ m without loss of generality. Proposition 47 applied to C⊥ gives dimFq(C
⊥) ≤
m · maxrk(C⊥), i.e., dimFq(C) ≥ m(k − maxrk(C
⊥)). The same proposition applied to C gives
dimFq(C) ≤ m ·maxrk(C). Hence we have
m(k −maxrk(C⊥)) ≤ dimFq(C) ≤ m ·maxrk(C). (5)
In particular, k − maxrk(C⊥) ≤ maxrk(C). Given the inequalities in (5), it is easy to see that
the bound is attained if and only if both C and C⊥ are optimal anticodes, which occurs precisely
when C is an optimal anticode by Theorem 54.
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6 Matrices with given rank and h-trace
In this section we apply Corollary 33, i.e., the MacWilliams identities for Delsarte codes, to
classical problems in enumerative combinatorics, deriving a recursive formula for the number of
k ×m matrices over Fq with prescribed rank and h-trace.
Definition 56. Let M ∈ Mat(k × m,Fq), and let 1 ≤ h ≤ min{k,m} be an integer. The
h-trace of M is defined by
Trh(M) :=
h∑
i=1
Mii.
Remark 57. Since for any matrix M we have Trh(M) = Trh(M
t), without loss of generality
in the following we only treat the case k ≤ m. Notice also that when k = m we have Trk(M) =
Tr(M). Hence the h-trace generalizes the trace of a matrix.
Notation 58. Given integers 1 ≤ k ≤ m, 0 ≤ r ≤ k and 1 ≤ h ≤ k, we denote by nq(k×m, r, h)
the number of matrices M ∈ Mat(k ×m,Fq) such that rk(M) = r and Trh(M) = 0. We also
denote by nq(k ×m, r, 0) the number of matrices in Mat(k ×m,Fq) of rank r.
Lemma 59. Let 1 ≤ k ≤ m and 0 ≤ r ≤ k be integers. We have
nq(k ×m, r, 0) =
[
m
r
]
·
r−1∏
i=0
(qk − qi).
Sketch of proof. For a given vector subspace U ⊆ Fmq with dimFq(U) = r, the number of matrices
M ∈ Mat(k×m,Fq) whose row space equals U is precisely the number of full-rank r×k matrices,
which is
∏r−1
i=0 (q
k − qi). The thesis follows from the fact that the number of subspaces U ⊆ Fmq
with dimFq(U) = r is
[
m
r
]
.
Remark 60. We notice that if one has the number of matrices in Mat(k×m,Fq) of rank r and
zero h-trace, then he can also determine the number of matrices in Mat(k ×m,Fq) of rank r
and h-trace equal to α, for any α in Fq. Since the number of k ×m matrices over Fq of rank
r is given by Lemma 59, this fact is trivial when q = 2. On the other hand, if q > 2 and
α 6= β are non-zero elements of Fq, then the map Mat(k ×m,Fq)→ Mat(k ×m,Fq) defined by
M 7→ α−1βM gives a bijection between the rank r matrices with h-trace equal to α and the
rank r matrices with h-trace equal to β. It follows that for any α ∈ Fq \ {0} the number of
matrices in Mat(k ×m,Fq) with rank r and h-trace equal to α is
nq(k ×m, r, 0) − nq(k ×m, r, h)
q − 1
,
where nq(k ×m, r, 0) is explicitly given by Lemma 59.
Remark 61. The usual way of computing nq(k × k, k, k) involves the Bruhat decomposition
of GLk(Fq) and the theory of q-analogues (see [24], Proposition 1.10.15). A different approach
proposed in [16] is based on Gauss sums over finite fields and properties of the Borel subgroup of
GLk(Fq). In [2] Buckheister derived a recursive description for nq(k×k, r, k) using an elementary
argument, and in [1] Bender applied the results of [2] to provide a closed formula for nq(k×k, r, k).
As Stanley observed ([24], page 100), the description of [2] is quite complicated. The following
Theorem 62 provides a new recursive formula for the numbers nq(k×m, r, h) which easily follows
from Corollary 33. An explicit version of the same formula can be found in Appendix A.
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Theorem 62. Let 1 ≤ k ≤ m and 1 ≤ h ≤ k be integers. For all 0 ≤ r ≤ k the numbers
nq(r, h) := nq(k ×m, r, h) are recursively computed by the following formulas.
nq(r, h) =


1 if r = 0,
qmr−1
([
k
r
]
+ (q − 1)
[
k − h
r
])
−
r−1∑
j=0
nq(j, h)
[
k − j
r − j
]
if 1 ≤ r ≤ k − h,
qmr−1
[
k
r
]
−
r−1∑
j=0
nq(j, h)
[
k − j
r − j
]
if k − h+ 1 ≤ r ≤ k.
Proof. We fix 1 ≤ h ≤ k. Let M ∈ Mat(k ×m,Fq) be the matrix defined by
Mij :=
{
1 if i = j ≤ h,
0 otherwise.
Let C := 〈M〉 ⊆ Mat(k × m,Fq) be the Delsarte code generated by M over Fq. It is easy to
check that for any matrix N ∈ Mat(k ×m,Fq) we have Trh(N) = Tr(MN
t) = 〈M,N〉. As a
consequence, the set of matrices in Mat(k×m,Fq) with zero h-trace is precisely C
⊥. Hence, we
have nq(r, h) = Br for all 0 ≤ r ≤ k, where (Bj)j∈N is the rank distribution of C
⊥. If (Ai)i∈N
denotes the rank distribution of C, then we clearly have A0 = 1, Ah = q − 1, and Ai = 0 for
i /∈ {0, h}. The theorem now follows from Corollary 33.
Example 63. Let q = 4, k = 3, m = 4. Theorem 33 allows us to compute all the values of
n4(3× 4, r, h) as in Table 1.
r = 0 r = 1 r = 2 r = 3
h = 1 1 2283 381780 3810240
h = 2 1 1515 336468 3856320
h = 3 1 132 337428 3855552
Table 1: Values of n4(3× 4, r, h).
Conclusions
In this paper we prove that the duality theory of linear Delsarte codes generalizes the duality
theory of linear Gabidulin codes. The relation between the two duality theories is described
through trace-orthogonal bases of finite fields. We also give an elementary proof of MacWilliams
identities for the general case of Delsarte codes, and show how to employ them to re-establish
in a very concise way the main results of the theory of rank-metric codes. This also proves that
MacWilliams identities may be taken as a starting point for the theory of rank-metric codes.
We also investigate optimal Delsarte anticodes, and characterize them in terms of MRD codes.
Finally, we show an application of our results solving a problem in enumerative combinatorics
in an elementary way.
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A Explicit form of Theorem 31 and 62
Using known properties of binomial coefficients one can show that Theorem 31 implies Theorem
3.3 of [6] as an easy corollary. The following result, first proved by Delsarte using the theory of
association schemes, may be regarded as the explicit version of Theorem 31.
Theorem 64. Let C ⊆ Mat(k × m,Fq) be a code. Let (Ai)i∈N and (Bj)j∈N be the rank
distributions of C and C⊥, respectively. We have
Bj =
1
|C|
k∑
i=0
Ai
k∑
s=0
(−1)j−sqms+(
j−s
2 )
[
k − s
k − j
] [
k − i
s
]
for j = 0, ..., k.
Proof. Throughout this proof the rows and columns of matrices are labeled from 0 to k for
convenience (instead of from 1 to k + 1). Define the matrix P ∈ Mat(k + 1× k + 1,Fq) by
Pji :=
1
|C|
k∑
s=0
(−1)j−sqms+(
j−s
2 )
[
k − s
k − j
] [
k − i
s
]
for j, i ∈ {0, ..., k}. We can write the statement in matrix form as (B0, ..., Bk)
t = P ·(A0, ..., Ak)
t.
Define matrices S, T ∈ Mat(k + 1× k + 1,Fq) by
Sij :=
[
k − j
i− j
]
, Tij :=
qmi
|C|
[
k − j
i
]
for i, j ∈ {0, ..., k}. We notice that S is invertible, since it is lower-triangular and Sii = 1
for i = 0, ..., k. Theorem 31 reads S · (B1, ..., Bk)
t = T · (A0, ..., Ak)
t, i.e., (B1, ..., Bk)
t =
S−1T · (A0, ..., Ak)
t. Hence it suffices to prove P = S−1T , i.e., T = SP . Fix arbitrary integers
i, j ∈ {0, ..., k}. We have
(SP )ij =
1
|C|
k∑
r=0
[
k − r
i− r
] k∑
s=0
(−1)r−sqms+(
r−s
2 )
[
k − s
k − r
] [
k − j
s
]
=
1
|C|
k∑
s=0
qms
[
k − j
s
] k∑
r=0
[
k − r
i− r
]
(−1)r−sq(
r−s
2 )
[
k − s
k − r
]
.
Clearly, [
k − r
i− r
]
=
[
k − r
k − i
]
,
and using the definition of Gaussian binomial coefficient one finds
[
k − s
k − r
] [
k − r
k − i
]
=
[
k − s
k − i
] [
i− s
r − s
]
.
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Hence we have
k∑
r=0
[
k − r
i− r
]
(−1)r−sq(
r−s
2 )
[
k − s
k − r
]
=
k∑
r=0
[
k − s
k − i
] [
i− s
r − s
]
(−1)r−sq(
r−s
2 )
=
[
k − s
k − i
] k∑
r=0
[
i− s
r − s
]
(−1)r−sq(
r−s
2 )
=
[
k − s
k − i
] k−s∑
r=−s
[
i− s
r
]
(−1)rq(
r
2)
=
[
k − s
k − i
] i−s∑
r=0
[
i− s
r
]
(−1)rq(
r
2)
=
{
1 if s = i,
0 otherwise,
where the last equality follows from the q-Binomial Theorem ([24], page 74). It follows
(SP )ij =
1
|C|
qmi
[
k − j
i
]
= Tij ,
as claimed.
Arguing as in the proof of Theorem 62 and replacing Corollary 33 with Theorem 64 we easily
obtain the following explicit version of Theorem 62.
Theorem 65. Let 1 ≤ k ≤ m, 1 ≤ h ≤ k and 0 ≤ r ≤ k be integers. The number of k ×m
matrices over Fq having rank r and zero h-trace is
nq(k ×m, r, h) =
1
q
k∑
s=0
(−1)r−sqms+(
r−s
2
)
[
k − s
k − r
]([
k
s
]
+ (q − 1)
[
k − h
s
])
.
Remark 66. Theorem 65 generalizes the works cited in Remark 61.
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