Abstract. We study high energy resonances for the operator −∆ + V ⊗ δ ∂Ω when V has strong frequency dependence. The operator −∆ + V ⊗ δ ∂Ω is a model Hamiltonian for both quantum corrals [1] [2] and leaky quantum graphs [6] . We study a model for the case where the potential behaves like a quantum point interaction. In particular, we give sharp bounds on the resonance free region when V ≡ h −γ V0 > 0, γ ≤ 1, Ω is the unit disk, and h −1 ∼ λ is the frequency. We also give a lower bound on the number of resonances in logarithmic size strips.
Introduction
Scattering by potentials is used in mathematics and physics to study waves in many physical systems (see for example [3] , [5] , [9] , and [16] the references therein). Examples include the study of acoustics in concert halls, scattering of gravitational waves by black holes and scattering in open microwave cavities. Recently, there has been interest in scattering by quantum corrals that are constructed using scanning tunneling microscopes [2] [4] and leaky quantum graphs [6] . A model for these systems is a delta function potential on the boundary of a domain Ω ⊂ R d (see for example [1] , [2] , [4] [6] ). In this paper, we study a model problem for scattering by such a delta function potential on boundaries of domains Ω ⊂ R d when the potential has strong frequency dependence. In particular, we describe the scattering resonances of such a potential. The real and imaginary part of a resonance give the frequency and decay rate of the associated resonant states. Thus, resonances close to the real axis give information about long term behavior of waves. In particular, since the seminal work of Lax-Phillips [9] and Vainberg [12] , resonance free regions near the real axis have been used to understand decay of waves.
Resonances are defined as poles of the meromorphic continuation from Im λ 1 of the resolvent
where −∆ V,∂Ω is the unbounded operator −∆ V,∂Ω := −∆ + V ⊗ δ ∂Ω . In order to more readily apply the methods of semiclassical analysis, we rescale R V (λ) to
and study the poles of (−h 2 ∆ V,Ω − z 2 ) −1 .
We assume that ∂Ω ⊂ R d is a finite union of compact subsets of embedded C 1,1 hypersurfaces; i.e. ∂Ω is locally the graph of a C 1,1 function. We let δ ∂Ω denote the d − 1 dimensional Hausdorff measure on ∂Ω (since ∂Ω is C 1 , this agrees with the surface measure), and take V a bounded operator on L 2 (∂Ω). If the dimension d is odd, R V (λ) admits a meromorphic continuation to the entire complex plane, and to the logarithmic covering space of C \ {0} if d is even (see [8, Section 6] ).
In typical physical systems such as the quantum corrals considered in [2] , interactions with waves are frequency dependent. This corresponds to considering h-dependent V . The natural upper bound of V ≤ Ch −1 is given by the quantum point interaction in one dimension which is understood using the operator
Some progress has been made toward understanding the distribution of resonances for such potentials. In [8] , Galkowski-Smith demonstrate the existence of a logarithmic resonance free region for a very general class of Ω. The results imply the existence logarithmic resonance free regions in the case
for γ < 2/3. In [7] , the present author gives sharp bounds on the size of the resonance free region when V ∈ h −γ Ψ(∂Ω) with 0 ≤ γ < 2/3 and Ω a smooth strictly convex domain. Here, Ψ(∂Ω) denotes the set of semiclassical pseudodifferential operators on ∂Ω of order 0.
In the present article, we seek to understand resonances for a model potential which depends strongly on frequency. In particular, we consider −∆ V,∂Ω when Ω = B(0, 1) ⊂ R 2 and V ≡ h −γ V 0 for γ ≤ 1, and V 0 > 0 is a constant independent of h.
Denote the set of rescaled resonances by
Remark:
The power 3/4 can be taken to be any power > 0.
The next theorem proves the existence of resonance free regions for γ ≤ 1 and shows that the bound on the size of these regions is sharp.
where
Remark: When [7, Theorem 2] is applicable (i.e. for |V | ≤ Ω h −2/3 ), the bounds on resonance free regions given there agree with those in Theorem 1.
The proof of Theorem 1 shows that when γ < 5/6 the resonances closest to the real axis come from modes concentrating away from glancing, while those for γ ≥ 5/6 come from modes concentrating near glancing. Thus, Theorem 1 shows that glancing modes decay slower than non-glancing modes for γ ≥ 5/6 while the opposite is true for γ < 5/6 and gives a quantitative rate of decay for each type of mode.
Remark: When B(0, 1) is replaced by B(0, R) we can use same arguments that prove Theorem 1 to find that the resonance free region for Ω = B(0, R) and γ ≥ 5/6 is given by − Im z ≥ (C RV 0 − )h 2γ−2/3 . Hence the imaginary part of resonances from glancing modes scale as κ 2 where κ is the curvature.
We also give a lower bound on the number of resonances. 
We have an upper bound of the form Ch −2 by [11] , [13] , [14] , and [15] We define the operator −∆ V,∂Ω using the symmetric, densely defined quadratic form
denotes the restriction map. In [8] , the authors show that z ∈ Λ if and only if there is a nontrivial z-outgoing solution to
where by z-outgoing we mean that there exists R > 0 such that for |x| > R, u = R 0 (z/h)g for some compactly supported distribution g where R 0 (λ) is the meromorphic continuation of the free resolvent,
to C if d is odd and to the logarithmic cover of C \ {0} if d is even. 
Here, ∂ ν and ∂ ν are respectively the interior and exterior normal derivatives of u at ∂Ω .
Reduction to Transcendental Equations on the Circle.

We now consider (2.2) with Ω =
Multiplying by r 2 and rescaling by x = zh −1 r, we see that u i,n (r) solves the Bessel equation with parameter n in the x variables. Then, using that u 2 is outgoing and u 1 ∈ L 2 , we obtain that
n (zh −1 r) where J n is the n th Bessel function of the first kind, and H (1) n is the n th Hankel function of the first kind. To solve (2.3) and hence find a resonance, we only need to find z such that the boundary conditions hold. Using the boundary condition
.
Next, we rewrite the second boundary condition in (2.3) and use that
Then, since e inθ are L 2 orthogonal, we have
which can be written
) is the Wronskian of f and g.
Then, without loss, we assume K n = 1 or K n = 0. Hence, we seek solutions z(h, n) to
The quantity nh −1 is the tangential frequency of the mode u i,n e inθ . In particular, the wave front set, denoted WF h , of e inθ has
(For the definition of semiclassical wave front sets see, for example. [17, Chapter 8]) Thus, |n| < (1 − )h −1 corresponds to modes concentrating near directions transverse to the boundary, |n| ∼ h −1 are the glancing frequencies, that is directions tangent to the boundary, and |n| > (1 + )h −1 corresponds to elliptic frequencies.
Resonance Free Regions
In this section, we demonstrate the existence of resonance free regions. In particular, we prove the first part of Theorem 1 3.1. Analysis away from glancing.
Away from glancing, that is for |h|n| − 1| ≥ ch δ with 0 ≤ δ < 1/2, we apply [7, Lemma 6.1] . First, we compute the chord length of a trajectory starting in ∂B(0, 1) with a given slope. Let γ(t) be a line with slope r through (0, −1). Then we find it's second intersection with ∂B(0, 1).
The unit tangent vector to γ is given by (1, r)/ √ 1 + r 2 . Hence, the chord length is given by 2ξ ν where ξ ν is the normal component of the unit tangent vector to γ.
Using this in [7, Lemma 6 .1], we have that for 0 ≤ δ < 1/2, there are no resonances contributed from the region |h|n| − 1| ≥ ch δ when
Analysis near glancing.
For this section, we assume that for some 1/2 > δ > 0, 1 − ch δ < |n|h < 1 + ch δ . That is, we are in a small h-dependent neighborhood of glancing.
To do this, we use asymptotics for Bessel functions that are uniform for large order. We have that [10, Section 10 .20] for all , M > 0 and < w < M ,
and
where ζ is the unique smooth solution to
for s real, and A − (z) = Ai(e 2πi/3 z).
So,
Then, ignoring lower order terms in (2.5), we show that there are no solutions to (3.6) with the appropriate bounds on Im ζ. That is there are no solutions to
Notice, as w → 1,
Thus, we may define
Rewriting (3.4), we have
Analysis at glancing.
We first analyze |ζ| < M h
Re ζ. then, 0 ≤ |s| < M and
Thus,
We obtain lower bounds on 
Hence, letting α := e −5πi/6 ,
So, when
, then |f | ≥ δ. Thus, we need only consider
In this case, we consider
1 s) Re(αA − (s)) for some sufficiently large C, then one has
Thus, we need only consider
where a k is the k th zero Ai(s). Hence, we obtain that if
The bound (3.8) is independent of M large enough, since A − (z) = O(|z| −1/4 ) and Ai (z) = O(z 1/4 ) for z < 0. Since we suppressed terms of size h 2 the estimate |f | ≥ h γ h 2/3 1 implies that there are no solutions to (2.5).
Asymptotic analysis near glancing.
We need to analyze ch δ ≥ | Re ζ| ≥ h 2/3 1 M. To do this, we need the following asymptotics [10,
(−z) 3/2 −π/4) + e −i(
2(−ζ) 1/2 , and b := 2πe −5πi/6 . Then, if ζ solves (2.5)
∆ Φ and
Using (3.10) for Re ζ < −M h 2/3 , we have
1 , we use (3.9) to obtain
and when Re ζ > M h 2/3 ,
Hence, there are no zeros for Re ζ > 0. For Re ζ < 0, there are no zeros of (3.6) when (3.11)
, and taking logarithms of (3.11),
That is,
So, for h(1 − ch δ ) < h 1 < h(1 + ch δ ), there are no zeros of (2.5) for
Taking M large enough and h small enough, CM 1/2 is larger than the constant in (3.8) and Ch −δ/2 is larger than the constant in (3.1). This completes the proof of the existence of resonance free regions of the sizes given in Theorem 1.
We now compute the constant C V 0 . By (3.2) and (3.5), we have that
Thus, there exists N > 0 such that for γ ≥ 5/6 and h small enough, there are no resonances for
and hence, since
Now, by [10, Sections 9.2, 9.8, 9.9]
where M (x) : (−∞, 0) → R is increasing. Hence, since
Construction of Resonances
In this section, we demonstrate the existence of resonances. That is, we prove the second part of Theorem 1. We first prove the following analog of Newton's method Lemma 4.1. Suppose that z 0 ∈ C. Let Ω := {z ∈ C : |z − z 0 | ≤ (h)} and suppose f : Ω → C is analytic. Suppose that
Then if
Thus under the condition (4.1), g : Ω → Ω and
Hence, g is a contraction mapping and by the contraction mapping theorem, there is a unique fixed point of g in Ω and hence a zero of f (z) in Ω.
Resonances at glancing.
We now analyze n which correspond to glancing trajectories. That is, n ∼ h −1 . In particular, for γ > 2/3, we construct solutions to (2.5) for 0 < h < h 0 with
Let h 1 = n −1 . Then, suppressing terms of size h
h −γ , we seek solutions to (3.6). Our ansatz
. Then, ignoring terms terms of size 2 and letting b := 2πe −5πi/6 , we have 1
Then, using terms of size 2 0 and 1 , we have
) .
So, since by (3.7)
Im(e −5πi/6 A − (s)) = − Ai(s) 2 .
we obtain an asymptotic expansion for (h) in powers of
Then, for ζ = h
Thus, letting n = h −1 + O(1) and using Lemma 4.1 method, there is a solution ζ 0 (h 1 , h) to f (ζ 0 (h 1 , h)) = 0 with
Now, by the implicit function theorem (or Rouche's theorem) f (ζ) = a(ζ) defines ζ in a neighborhood of ζ 0 for a small enough. Hence, since we suppressed terms of size h 8/3−γ 1 in (3.3), we have that there is a resonance with
1 ).
Resonances normal to the boundary.
Next, we consider n fixed relative to h. That is, we consider modes that concentrate normal to ∂B(0, 1).
Using asymptotics for Bessel functions with large argument [10, Section 10.17] in (2.5), we have
Now, for 0 < c and ch
So, by the implicit function theorem there is a solution 1 satisfying
Thus, for all > 0 and 0 < h < h , there exist z(h) ∈ Λ with
Remark: Note that the size of the error terms in (4.3) comes from the fact that we allow
This completes the proof of the second part of Theorem 1.
Resonances Away from Glancing.
Finally, we construct resonances coming from modes concentrating farther away from glancing but not normal to the boundary. In particular, we show the existence of modes concentrating h 2/3−2 /3 of glancing for (3γ − 2)/4 < ≤ 1. This will prove Theorem 2.
To do this, let w = (nh) −1 z and ζ = ζ(w). Then we first suppress the lower order terms in (3.3) and solve (3.6) . Using the asymptotics (3.10), in (3.6) and letting n = h
where c k and b k are real.
We make the ansatz 
we have
Then, let (h) = 0 + 1 where 1 = O( 0 h δ ) for some δ > 0. Then, using terms which do not involve and the exponential term, Because of the size of the lower order terms above, this construction only gives accurate estimates on Im(−ζ 0 ) when δ > (3γ − 2)/4.
Remark:
If one carries out the higher order asymptotics for , it is likely that one can lower the requirement on δ. However, we do not pursue that here. This implies Theorem 2.
