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Einführung 
Die kompakten, einfach zusammenhängenden Riemannschen Räume 
mit positiver Schnittkrümmung sind für die Riemannsche Geometrie 
von besonderem Interesse. Zum einen ist es hier die Krümmung 
alleine, die die Mannigfaltigkeit zwingt, sich zu schließen und 
nicht-triviale Topologie zu erzeugen. Zum anderen stehen der 
Geometrie starke Hilfsmittel zur Verfügung, wie etwa der Ver-
gleichssatz von Toponogov: Eine Reihe geometrischer Größen las-
sen sich abschätzen durch ihre Entsprechungen auf Sphären klei-
nerer Krümmung oder Euklidischen Räumen. Diese Information läßt 
sich zu Aussagen über die Topologie zusammensetzen, wie etwa im 
Sphärensatz vonBergerund Klingenberg (cf.[S]) oder in der 
Abschätzung der Bettizahlen durch Gromov [15~. 
Neben der Entwicklung der allgemeinen Theorie ist natürlich 
das Studium von speziellen Beispielen solcher Räume von Belang. 
Hier erkennt man sofort einen einschneidenden Unterschied zwi-
sehen dem Fall, wo die Krümmung von Null wegbeschränkt ist, und 
dem, wo der Krümmungswert Null auftreten darf. Während für die 
letztere Gruppe von Räumen sehr viele Beispiele bekannt sind, 
so etwa alle normal-homogenen Räume, scheinen die Diffeomorphie-
Typen von einfach zusammenhängenden kompakten Riemannschen 
Mannigfaltigkeiten mit streng positiver Krümmung nur sehr 
sporadisch aufzutreten. Diese Mannigfaltigkeiten wollen wir kurz 
P-Räume nennen. Die bekanntesten Beispiele sind natUrlieh die 
Sphären Sn . Der erste P-Raum, der keine Sphäre ist, tritt in 
Dimension 4 auf und führt zur nächsten Klasse von Beispielen: 
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den Projektiven Räumen FPn , wobei F eine der Divisionsalgebren 
~ , E oder (im Fall n = 2 ~a sein kann. Diese Räume bilden 
zusammen mit den Sphären die Klasse der Symmetrischen Räume vom 
Rang 1. Dies waren alle bekannten Beispiele bis zum Jahre 1961, 
als Berger [4] die normal-homogenen P-Räume klassifizierte. 
Er fand zwei neue Typen in Dimension 7 und 13, die von Eliasson 
[11] und Heintze [16] näher untersucht worden sind. Die übrigen 
homogenen P-Räume wurden von Wallach [24] und Berard Bergery [3] 
klassifiziert. Sie fanden noch drei weitere Typen in den Dimen-
sionen 6, 12 und 24, nämlich die Fahnenmannigfaltigkeiten von 
~p 2 , EP 2 , ~aP 2 , sowie eine unendliche Serie in Dimension 7 [1]. 
Riemannsche homogene Räume sind Beispiele von Orbit-Räumen 
freier isometrischer Aktionen auf einer Liegruppe mit linksinva-
rianter Metrik (vgl. Kap.1). In dieser größeren Klasse Riemann-
scher Räume versuchte man nun, weitere P-Räume zu finden. Da der 
Übergang zu Orbiträumen sich Krümmungs-erhöhend auswirkt (O'Neill-
Formel, s. § 11), hat man dafür gute Chancen. Zuerst erwähnen 
sollte man in diesem Zusammenhang die Arbeit von Gerach [13], die 
für Räume r e c h t s seitiger Nebenklassen einer Liegruppe mit 
linksinvarianter Metrik ein negatives Ergebnis erbrachte. Es war 
daher konsequent, isometrische Aktionen zu betrachten, die sich aus 
Rechts- u n d Linkstranslationen zusammensetzen. Den ersten 
Versuch dieser Art unternahmen Gramoll und Meyer [14]: Sie kon-
struieren auf diese Weise eine exotische 7-Sphäre mit einer Metrik, 
deren Krümmung nicht-negativ und auf einer offenen Teilmenge 
streng positiv ist (vgl. § 43). Dieselbe Methode wurde in [12] zur 
Konstruktion einer unendlichen Serie von P-Räumen verwandt, die 
keine homogene Riemannsche Metrik zulassen; diese Räume sind 
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?-dimensional (vgl. § 41). 
In der jetzt vorliegenden Arbeit sollen solche Orbiträume 
systematischer unter dem Gesichtspunkt der Krümmung untersucht 
werden. Ausgangspunkt ist folgende Konstruktion: Es sei E eine 
Riemannsche Mannigfaltigkeit mit transitiver Isometriegruppe I(E), 
also ein Riemannscher homogener Raum. Für bestimmte Untergruppen 
U von I(E) ist der Orbitraum E/U eine glatte Mannigfaltig-
keit und die Projektion n: E - E/U eine differenzierbare Sub-
mersion, die auf E/U eine Riemannsche Metrik induziert. Zunächst 
(Kap.1) wird diese Situation auf den Fall zurückgeführt, daß E 
eine Liegruppe G mit linksinvarianter Metrik und U eine fixpunkt-
frei und isometrisch operierende Gruppe von Links- und Rechts-
translationen ist; der Orbitraum G/U heißt dann ein Doppelquotient 
von G. 
Im Folgenden beschränken wir uns auf den Fall, daß G und damit 
auch U kompakt sind. Unter einer einschränkenden Bedingung an 
die linksinvariante Metrik auf G ("Bedingung T", siehe §33) zeigen 
wir zunächst, daß wie bei homogenen Räumen [24] die Ränge von G 
und U entweder gleich sind (gerade Dimensionen) oder sich um 
Eins unterscheiden (ungerade Dimensionen) , falls G/U ein P-Raum 
ist. Im Fall gleicher Ränge bedeutet Bedingung T, daß ein maxi-
maler Torus von G isometrisch durch Rechtstranslationen operiert 
("Torus-invariante Metrik"). Wir gehen nur kurz auf die Probleme 
ein, die sich bei Doppelquotienten nicht-einfacher Gruppen G 
stellen (§ 36); das Hauptinteresse der Arbeit gilt den Doppel-
quotienten der e i n f a c h e n kompakten Gruppen. 
In Kap. 5 - 8 analysieren wir die Bedingung, daß U f i x -
p u n k t f r e i auf G operiert. Es zeigt sich, daß der maxi-
male Torus S von U allein für die Fixpunkt-Freiheit verant-
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wortlieh ist. Daher klassifizieren wir zunächst alle freien 
Torusaktionen von maximalem Rang durch Rechts- und Linkstrans-
lationen auf einfachen kompakten Gruppen {Kap. 6, 7, 8). Dies 
ist das Kernstück der Arbeit und kann auch als eigenständiges 
Resultat angesehen werden. Ist der maximale Torus S einmal be-
stimmt, so erhalten wir die zugehörigen Gruppen U durch Erwei-
terung {Kap. 9) und prüfen in jedem Einzelfall nach, ob G/U eine 
Metrik positiver Krümmung mit Bedingung T besitzt {Kap. 1o). 
Die dazu nötigen Krümmungsformeln wurden in Kap. 2 und 3 bereit-
gestellt. 
Eine Klassifizierung in ungeraden Dimensionen ist so nicht 
möglich {vgl. §53); nur der Fall rang{G) = 2 ist zugänglich 
(§ 1o3). 
Die interessantesten Beispiele werden schon vorweg in Kap. 4 
diskutiert, insbesondere die auf diese Weise neu gefundenen 
P-Räume. Es sind dies die teilweise schon in [12] behandelten 
7-Mannigfaltigkeiten Mab (siehe Satz 414) sowie der in § 42 
diskutiert 6-dimensionale Raum M6 . Alle diese Räume sind Doppel-
quotienten von der Gruppe SU{3) 
Hauptresultate der Arbeit sind: 
Theorem A: 
Es sei G eine kompakte, einfache Liegruppe mit linksinvarianter 
Metrik und M ein Doppelquotient von G mit Bedingung T. Ist M 
ein P-Raum gerader Dimension, so ist M diffeomorph zu einem homo-
genen P-Raum oder zu M6 . 
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Theorem B: 
Es sei G eine kompakte Liegruppe vom Rang 2 mit Torus-invarianter 
linksinvarianter Metrik und M ein Doppelquotient von G. Ist M 
ein P-Raum ungerader Dimension, so ist M diffeomorph zu einem 
homogenen P-Raum oder zu einem der Räume Mab von Satz 414. 
Die Voraussetzungen von Theorem A sind noch unbefriedigend; 
vor allem steht eine gründliche Untersuchung der nicht-einfachen 
Gruppen noch aus. Es handelt sich jedoch um eine echte Verall-
gemeinerung der Klassifizierung aller homogenen P-Räume gerader 
Dimension [4, 24], denn man sieht sofort, daß im homogenen Fall 
die Voraussetzungen von Theorem A automatisch erfüllt sind. 
Danken möchte ich an dieser Stelle besonders Prof. W. Meyer 
und Prof. E. Heintze, die durch viele Anregungen, Ideen und er-
mutigende Gespräche zu dieser Arbeit beigetragen haben, sowie 
der Max Kade Foundation und der Universität von Kalifornien, die 
mir durch einen Gastaufenthalt in Berkeley viele Anregungen und 
die nötige Freiheit zur Forschung an diesem Thema verschafften. 
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Kapitel 1 
Glatte Orbiträume von isometrischen Aktionen 
11. Riemannsche Submersionen 
Es seien E und M Riemannsche Mannigfaltigkeiten und 
n: E - M eine surjektive differenzierbare Abbildung mit über-
allsurjektivem Differential ("Submersion"). Eine solche Abbil-
dung erzeugt eine Blätterung F von E: Das Blatt durch einen 
festen Punkt x E E ist Fx -1 n (n (x)) ("Faser durch x"); 
dies ist eine Untermannigfaltigkeit von E. Den Teilraum Vx 
T E bezeichnen wir als 
X 
vertikalraum in x, sein orthogonales Komplement H := T E l.2l V X X X 
als Horizontalraum. Offensichtlich ist dnxiH ein linearer Iso-
x 
morphismusvon Hx auf Tn(x)M , also dniH : H- n*TM ein Iso-
morphismus von Vektorbündeln über E, wobei wir mit H das hori-
zontale Unterbündel von TE mit Fasern H bezeichnen. Die Sub-
x 
mersion n heißt nun Riemannsche Submersion, wenn dniH eine 
Isometrie ist. Standardbeispiele Riemannscher Submersionen sind 
die in§ 12 beschriebenen orbitalen Submersionen. 
Zu jedem Vektorfeld X auf M ist X o n ein Schnitt in n *TM 
-1 
und daher (dniH) o X o n =: X ein horizontales Vektorfeld 
auf E, das unter dn auf X abgebildet wird, genannt der hori-
zontale Lift von X. Ist c: I - M eine reguläre Kurve, so heißt 
eine Kurve c: I - E mit c = noc und horizontalem Tangenten-
vektorfeld ~ c' ein horizontaler Lift von c. Solch eine Kurve 
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(11) 
wird zu jedem Anfangspunkt ~(0) ; X E n - 1 (c (0)) durch Integra-
tion des horizontalen Lifts c' von c' auf der immersierten 
Untermannigfaltigkeit n- 1 (c(I)) gewonnen. Ist c insbesondere 
eine Geodätische in M, so ist auch c eine Geodätische in E. 
Anwendung von n verkürzt nämlich die Längen aller Kurven in E 
mit Ausnahme der horizontalen. Wäre also d(c(tl ,c(t+sl l < s 
für ein kleines s > 0 , so wäre auch d(c(t),c(t+s)) < s und 
damit cl [t,t+s] nicht Kürzeste. 
Insbesondere gilt also, daß eine Geodätische in E mit hori-
zontalem Anfangsvektor im ganzen Verlauf horizontal bleibt. Dies 
wenden wir im folgenden Satz an: 
Satz 11: Sind n.: E. ~ M. Riemannsche Submersionen für i; 1, 2 
l. l. l. 
und f: E1 ~ E2 eine totalgeodätische, fasertreue, isometrische 
Immersion mit df (Hx) c Hf (x) für alle x E E 1 , so induziert f 
eine totalgeodätische injektive Immersion f: M1 ~ M2 mit 
f o n 1 ; n 2 o f . 
Beweis: f ist wohldefiniert durch f(n 1 (x)) :; n 2 (f(x)) , denn 
ist n 1 (x) ; "1 (y) ' so ist auch n 2 (f(x)) ; n 2 (f(y)) wegen der 
Fasertreue von f. Ist c: I ~ M1 eine reguläre Kurve mit hori-
zontalem Lift c 
' 
so ist f 0 c ; n 2 o f o c , also erhält f die 
Längen von Kurven und ist somit eine isometrische Immersion. Ist 
c insbesondere eine Geodätische, so ist f ~ c eine horizontale 
Geodätische in E2 , also f o c Geodätische in M2 . Daher ist die 
Immersion f totalgeodätisch. 
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(11) 
Ist n: E - M wieder eine Riemannsche Submersion, so gilt 
für die Krümmungen die Formel von O'Neill [23]: Für einen Vektor 
z E TE bezeichne z = zh + z V die Zerlegung in horizontalen 
und vertikalen Anteil. Sind nun X, Y Vektorfelder auf M und 
X, Y die horizontalen Lifts auf E, so gilt für die Krümmungs-
tensoren ~ auf E und ~ auf M die folgende Beziehung: 
(O'N) <~(X,Y)Y,X> o n 
(Beweis siehe [8, 23] }. Die Projektion n wirkt also auf hori-
zontalen Ebenen (schwach) Krümmungs-erhöhend. Qualitativ kann 
man das so verstehen: Zwei Geodätische c 1 , c 2 , die vom selben 
Punkt in M starten, laufen nicht so schnell auseinander wie ihre 
horizontalen Lifts c1 , c2 , da 
12. Glattheit von Orbiträumen 
Wir betrachten nun eine Riemannsche Mannigfaltigkeit E, auf 
der eine Liegruppe U isometrisch und mit abgeschlossenen Orbits 
operiert. Dabei ist der Orbit durch x die Menge Ux = {u(x); uEU} 
für jedes x E E . Die Menge aller Orbiten mit der induzierten 
Topologie heißt der Orbitraum E/U . Die Projektion n: E - E/U 
induziert auf E/U einen Abstandsbegriff: Sind Ux und Uy zwei 
Orbiten, so ist d(x,Uy) = d(x',Uy) = d(Ux,Uy) für alle x,x' 
E Ux ; dies gilt wegen der Isometrie-Eigenschaft von u. Daher 
können wir für x, y E E/U setzen: 
Wir werden uns für den Fall interessieren, daß M E/U eine 
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( 12) 
differenzierbare Mannigfaltigkeit und n: E - M eine Submersion 
ist. Einen solchen Orbitraum wollen wir glatt nennen. In diesem 
Fall ist d die Abstandsfunktion einer Riemannschen Metrik auf M: 
Ist X E TmM und X E TxE mit dnx (){) = X und X J.. Ux ( "hori-
zontales Urbild von X"), so setzen wir 
II X II := ~ i XII 
Diese Definition ist von der Auswahl des horizontalen Urbildes X 
unabhängig, da zwei solche Urbilder durch eine Isometrie in U 
aufeinander abgebildet werden und daher gleiche Länge haben. 
Damit wird n: E - M zu einer Riemannschen Submersion. 
Wir nehmen also an, daß U eine differenzierbar und isometrisch 
operierende Liegruppe mit abgeschlossenen Orbits ist (diese sind 
dann differenzierbare Untermannigfaltigkeiten von E) und fragen, 
wann der Orbitraum E/U glatt ist. Um dies zu sehen, greifen wir 
einen Orbit Ux heraus. Die Gruppe U operiert auf seinem Normalen-
Bündel N(Ux) fasertreu durch u(v) := du(v) für v E N(Ux) Die 
Standgruppe des Punktes x unter der V-Operation, Ux {u E U ; 
u(x) = x} 1 operiert linear auf der Faser Nx(Ux) . Für den Orbit-
raum der Operation von U auf N(Ux) gilt N(Ux)/U ~ Nx(Ux)/Ux , 
denn jeder Orbit in N(Ux) schneidet die Faser Nx(Ux) . Anderer-
seits spiegelt N(Ux) die Orbit-Struktur in E nahe Ux wieder, denn 
exp'N(Ux) bildet eine E-Umgebung des Nullschnittes, NE(Ux), 
diffeomorph und äquivariant auf die E-Tubenumgebung BE(Ux) ab 
("Scheibensatz"). Ist E/U nahe n(x) glatt, so gilt: 
B (n(x)) = n(B (Ux)) = BE(Ux)/U = exp(NE(Ux))/U 
E E 
- 1o -
( 1 2) 
Die Ableitung dieses Diffeomorphismus im Punkte n(x) ist also 
eine lineare Abbildung von Tn(x) (E/U) auf Nx(Ux)/Ux - aber 
der letztere Raum ist nur dann ein Vektorraum, wenn Ux trivial 
operiert. Demnach ist die Abbildung 
N(Ux) 
ein äquivarianter Diffeomorphismus. Nach dem Scheibensatz sind 
daher die Nachbar-Orbiten Uy für y E SE := exp N~(Ux) diffeo-
morph zu ux. 
Die Fixpunktmenge E0 := {y E E ; Uxy = y} der Untergruppe 
ux ist eine totalgeodätische Untermannigfaltigkeit durch x mit 
U V = V 
X 
= Nx(Ux) . Also gilt S c E und 
E 0 
für alle y E SE . Da nach der obigen Uberlegung 
die Orbiten nahe ux alle äquivariant diffeomorph sind, muß Uy 
Ux gelten. 
Weil BE(Ux) = U SE und Uuy = u Uy u- 1 , haben wir gezeigt: 
(Die Umkehrung ist eine einfache, wohlbekannte Tatsache, vgl. [19]) 
Satz 12: Der Orbitraum E/U ist glatt genau dann, wenn alle 
Standgruppen zueinander konjugiert sind. 
13. Reduktion auf fixpunktfreie Aktionen 
Wir betrachten nun eine Riemannsche Mannigfaltigkeit E, auf 
der eine Gruppe von Isometrien U mit glattem Orbitraum M = E/U 
operiert. Wir wählen einen festen Bezugspunkt x E E . Es sei Ux 
die Standgruppe von x und E0 ihre Fixpunkt-Mannigfaltigkeit. 
E
0 
ist totalgeodätisch in E - als Fixpunktmenge einer Gruppe 
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( 13) 
von Isometrien - und schneidet jeden Orbit Uy mit y E E Da näm-
lieh nach dem vorstehenden Abschnitt u u- 1 u y X u für ein u E U 
gilt, haben wir U ; u U u- 1 ; u 
uy y x und daher Wir 
betrachten die Untergruppe u von U, welche E invariant läßt; 0 0 
dies ist der Normalisator Nu(Ux) von u in U. Denn da E X 0 
{y E E u y ; Ux} , folgt aus u(y) E E für e i n y E E 0 0 
schon u ; u ; u u -1 u u -1 also E Nu (Ux) u (y) u u u X y X 
Umgekehrt, wenn u E Nu(Ux) , gilt u u(y) u 
-1 
ux für ; u u X 
alle y E E 
0 
, also u(y) E E für alle y E E 0 0 
Damit ist nicht nur U0 ; NU(Ux) gezeigt, sondern auch Uy n E0 
U
0
y für alle y E E
0 
• Daher ist die durch die Inklusion f: 
E
0 
~ E induzierte Abbildung f : E
0
/U
0 
~ E/U bijektiv, denn jeder 
Orbit schneidet E
0
• Außerdem haben wir gesehen, daß die Gruppe 
u fixpunktfrei auf E operiert: 
0 0 
Falls u(y) y für e i n 
y E Eo 
' 
gilt schon u (z) ; z für a 1 1 e z E E (weil näm-0 
lieh u E Ux). Wir können nun zeigen: 
Satz 13: E
0
/U0 ~ E/U ist eine Isometrie. 
Beweis: Nach Satz 11 ist nur noch zu zeigen, deß die Inklusion 
f : E
0 
~ E horizontale Vektoren in E0 auf ebensolche in E ab-
bildet. Mit anderen Worten, H~ :; TyEo ~ Ty(U0 y) muß senkrecht 
auf stehen, für alle y E E0 Dies ist richtig, denn 
die Fixgruppe Uy operiert orthogonal auf T E y und läßt 
invariant und T E y 0 
riante Teilräume von 
fix. und sind also U -inva-y 
T E mit Durchschnitt 0 und stehen somit y 
senkrecht aufeinander. Genauer sieht man, daß für 
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( 1 3) 
für alle y E E
0 
, also haben E0 /U0 und E/U gleiche Dimen-
sion. Nach Satz 11 ist f : E0 /U0 - E/U eine isometrische 
Immersion, und wegen der Dimensionsgleichheit und der Bijek-
tivität also eine Isometrie. 
Beim Studium glatter Orbiträume können wir uns also auf den 
Fall beschränken, daß U f i x p u n k t f r e i auf E 
operiert, eventuell mit einem Kern U' . Dann ist die Submer-
sion n E - M = E/U ein Prizipalfaserbündel mit Struktur-
gruppe Ü := U/U' . Ist E einfach zusammenhängend und Ü zu-
sammenhängend, so ist auch M einfach zusammenhängend, denn eine 
Schleife in M können wir nach E liften und dort in einer Faser 
den End- mit dem Anfangspunkt verbinden. Die so entstandene 
Schleife in E läßt sich zusammenziehen, also auch die ursprüng-
liehe in M. 
Wir gewinnen also durch diesen Ansatz einfach zusammenhängen-
de Räume, die wegen der O'Neill-Formel gute Kandidaten für po-
sitive Krümmung sind. Die Faserbündel-Struktur erleichtert zu-
dem die Bestimmung des Cohomologie-Ringes (vgl. [12] und Kap.4) 
14. Homogene Räume und Doppelquotienten 
Besonders interessant, weil gut zu rechnen, ist der Fall, 
wo auf E eine Liegruppe G von Isometrien t r a n s i t i v 
operiert. Dann heißt E ein (Riemannscher) homogener Raum. 
Wir wählen wieder einen Bezugspunkt x E E fest. Die Stand-
gruppe von x unter der Aktion von G sei Gx . Die Abbildung 
n: G - E , n(g) := g(x) ist eine Submersion, die einen 
- 13 -
( 14) 
Diffeomorphismus n des Raums aller linksseitigen Nebenklassen 
G/Gx auf E induziert. Man konstruiert leicht linksinvari-
ante Metriken auf G, die n zu einer Riemannschen Submersion 
und n zu einer Isometrie machen. Dabei heißt eine Metrik auf 
G linksinvariant (abgekürzt l.i.), wenn alle Linkstranslationen 
Isometrien sind. Ist eine solche Metrik sogar biinvariant, d.h. 
sind auch alle Rechtstranslationen Isometrien, so heißt E ein 
normal-homogener Raum. 
Ein homogener Unterraum ist eine totalgeodätische Unter-
mannigfaltigkeit von E, die von einer Untergruppe von G in-
variant gelassen wird, die darauf transitiv operiert. 
Wir betrachten die Situation von§ 13 nun für einen h 0 -
m o g e n e n Raum E mit einer transitiven Gruppe G von Iso-
metrien und einer Untergruppe U von G, die auf E mit glattem 
Orbitraum operiert. Wie in 13 sei E
0 
die Fixpunktmenge der 
Standgruppe Ux von x. 
Lemma 141; E
0 
ist ein homogener Unterraum von E. 
Beweis: E0 ist totalgeodätisch. Wir zeigen, daß N := NG(Ux) 
auf E
0 
transitiv operiert. - Auf G operiert die Gruppe 
U := U x G durch 
X 
-1 (u;g
0
)g := u g g
0 
mit dem Orbitraum 
G/U = E/U Die Fixgruppe u des Einselements e von G ist e 
t.Ux := { (u;u) ; u E Ux} c u man beachte u n G u X X 
Die zugehörige Fixpunktmenge von u X ist c CG(Ux) ' der 
Centralisator von Ux in G. Also schneidet C alle Orbiten der 
U-Aktion auf G (vgl. 13), und somit gilt G = U C Gx 
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Ein Punkt g(x) in E liegt in E0 genau dann, wenn Ug(x) 
u Es sei g = u c 
X 
u E U , c E C g 0 E Gx 
Dann ist u g(x) = g Gx 
-1 -1 
u (c Gx c n U) u also 
g(x) E Eo genau dann, wenn n u 
-1 
u 
-1 
u 
-1 Nun ist aber ux c c Gx c n U , also ux 
somit u E N Setzen wir n := u c , so ist n E N 
g (x) = n(x) 
Andererseits ist natürlich n(y) E E
0 
-1 
für alle 
und n E N , da Un(y) = U n n Gx n 
zusammen mit Satz 13 erhalten wir also: 
u 
X 
ux u 
u u und 
X 
und 
Satz 142: Es sei E ein homogener Raum und U eine Gruppe von 
Isometrien mit glattem Orbitraum E/U . Dann gibt es einen 
homogenen Unterraum E
0 
von E und eine Untergruppe U
0 
von 
U, die fixpunktfrei auf E
0 
operiert, so daß die Inklusion von 
E0 in E eine Isometrie von E0 /U 0 auf E/U induziert. 
Daher dürfen wir jetzt annehmen, daß die Untergruppe U von G 
f i x p u n k t f r e i auf E = G/Gx operiert. Setzen wir 
U := L(U) R(Gx) , wobei L die Linkstranslation und R die Rechts-
translation 
L(g)g' := g g' R(g)g' := g' g 
bezeichnen, so operiert U fixpunktfrei und isometrisch auf G, 
und für den Orbitraum gilt G/U = E/U bis auf Isometrie. 
Ist allgemein G eine Liegruppe mit linksinvarianter Metrik 
unJ U eine Untergruppe von L(G) R(G) , die fixpunktfrei 
- 15 -
( 14) 
und isometrisch auf G operiert, so nennen wir die Orbit-Mannig-
faltigkeit G/Ü einen Doppelquotienten von G. Damit können wir 
das vorige Resultat so umformulieren: 
Satz 143: Ist E ein Riemannscher homogener Raum, G eine transi-
tive Liegruppe von Isometrien auf E und U eine Untergruppe mit 
glattem Orbitraum M = E/U , so gibt es eine Untergruppe G' 
vonGundeinen Doppelquotienten von G', derzuM isometrisch ist. 
Dieser Satz gibt eine gewisse Rechtfertigung dafür, daß wir 
uns bei der Untersuchung von Doppelquotienten auf solche Metri-
ken beschränken, die von l i n k s i n v a r i a n t e n 
Metriken auf der Gruppe induziert werden: Diese Struktur tritt 
bei der Untersuchung glatter Orbiträume von homogenen Räumen 
auf. 
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Kapitel 2 
Liegruppen mit linksinvarianter Metrik 
21. Zusammenhang und Krümmung 
Wir betrachten eine Liegruppe G mit zugehöriger Liealgebra 
Q ; die letztere werden wir je nach Bedarf entweder als Tangen-
tialraum des Einselementes, TeG , oder als Menge der links-
invarianten Vektorfelder auffassen. Es sei ein festes Skalar-
produkt < , > auf G gegeben; dieses induziert eine links-
invariante Metrik auf G, die wir ebenso bezeichnen. Für eine 
lineare Abbildung A : G - G bezeichne A* : G - G die ad-
jungierte Abbildung bezüglich des Skalarprodukts < , > . 
V sei der Levi-Civita-Zusammenhang der Metrik < , > auf 
G. Wir brauchen diesen nur auf linksinvarianten Feldern zu 
berechnen. Sind also X,Y,Z E Q linksinvariante Vektorfelder, 
so sind J_hre Skalarprodukte auf G konstant, also lautet die 
Levi-Civita-Gleichung in diesem Fall (vgl. [8], S. 2) 
2 <VXY,Z> = <[X,Y],Z> + <[Z,X],Y>- <[Y,Z],X> 
Daraus ergibt sich 
(1) 1 2 [X,Y] + U(X,Y) 
(2) 1 * * U(X,Y) = - 2 (ad(X) Y + ad(Y) X) 
insbesondere ist VXY wieder linksinvariant. 
Zur Berechnung der Krümmung verwendet man die Symmetrie 
von U sowie 
0 
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für X,Y,Z,W E ~ und erhält: 
(3) <R(X,Y)Y,X> u(X,Y) + i <[X,Y].P(X,Y)> + { JJ[X,YJ:J 2 
mit 
( 4) u(X,Y): [iU (X, Y) 11 2 <U(X,X) ,U(Y,Y)> 
{ liad(x)*y + ad(Y)*xJJ2 - <ad(xJ*x,ad(Y)*Y> 
(5) 1 * * P(X,Y): =I (ad(Y) X - ad(X) Y) - [X,Y] 
(vgl. [8], s. 64- dort fehlt irrtümlich der Faktor 1/4 im 
ersten Term von (4). 
Eine Untergruppe von G, deren Rechtstranslationen Isometrien 
auf G sind, wollen wir rechts-isometrisch nennen. Die größte 
rechtsisometrische Gruppe ist 
K Ad- 1 (Ad (G) n 0 (Q_)) 
wobei 0(~) die orthogonale Gruppe auf ~mit dem Skalarpro-
dukt < , > bezeichnet. Diese Gruppe K wollen wir die Invari-
anzgruppe der Metrik < , > nennen. 
Ist also K die Invarianzgruppe und ~ ihre Liealgebra, so ist 
Ad(K) orthogonal und daher ad(X) schiefsymmetrisch für alle 
XE K , d.h. ad(x)* =- ad(X) . Daher gilt U(X,Y) = 0 und 
P(X,Y) = 0 für alle X,Y E ~ , also 
1 I [X,Y] 
<R(X,Y)Y,X> i JJ[X,Y]JJ 2 
Insbesondere ist K totalgeodätische Untermannigfaltigkeit von G. 
Im Falle biinvarianter Metriken ( K = G ) ergibt sich nicht-
negative Krümmung, die sich über die O'Neill-Formel (§ 11) auf 
normal-homogene Räume überträgt. 
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Qualitativ können wir uns diesen Sachverhalt so klarmachen: 
Für die Abstandsfunktion einer biinvarianten Metrik auf G gilt 
d(g 2 ,h2 ) = d(h- 1g, gh- 1 ) ~ d(h- 1g, e) + d(e, gh- 1 ) 
2 d(g,h) . 
Da Ein-Parameter-Untergruppen Geodätische sind, liegen e, g 
und g 2 auf einer gemeinsamen Geodätischen, ebenso e, h und h 2 
Daher folgt: Verdoppeln wir in einem gleichschenkligen Dreieck 
in G die Schenkel-Längen, so ist die neue Grundseite höchstens 
doppelt so lang. Dieser geometrische Sachverhalt ist äquivalent 
zu der Aussage, daß G nicht-negative Krümmung hat. 
22. Metrischer Tensor und Invarianzgruppe 
Wir wollen jetzt annehmen, daß auf~ ein Ad(G)-invariantes 
Skalarprodukt ( , ) existiert, das im Moment noch nicht posi-
tiv definit zu sein braucht; wir setzen also voraus, daß G re-
duktiv ist. Dann läßt sich jedes positiv definite Skalarprodukt 
< , > auf G durch eine symmetrische, umkehrbare lineare Ab-
bildung e G - G beschreiben, die wir metrischen Tensor 
nennen wollen: 
<X,Y> 
für alle X,Y E G 
( 1) ad (XJ* 
(9(X), Y) 
Damit gilt 
-1 
- e o ad(X) o e 
Einen Teilraum V von G wollen wir metrisch invariant 
nennen, wenn 9(V) V . Ist K die Invarianzgruppe der Metrik 
< , > , so ist jeder irreduzible Ad(K)-invariante Teilraum V 
von G metrisch invariant, genauer ein Eigenraum von e nach dem 
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Lenuna von Schur, sofern es keinen äquivalenten K-l'iodul in~ gibt. 
Ist N c G eine metrisch invariante abelsche Teilalgebra, 
so ist [X,Y] = 0 und ad(X{ Y = 0 nach (1) für alle X,Y E N. 
Aus der Krümmungsformel 21 (3) ergibt sich also, daß die Schnitt-
Krümmung auf jedem 2-dimensionalen Unterraum von N verschwindet. 
Das folgende Lemma gibt einen weiteren Spezialfall, in dem 
sich die Krümmung leicht berechnen läßt: 
Lenuna 22: Es sei V c G ein Eigenraum von 8 zum Eigenwert t, 
und V sei invariant unter der Invarianzgruppe K, also ein Ad(K)-
Modul. Dann gilt für alle XE ~ , Y E V 
(2) <R(X,Y)Y,X> 
Beweis: Es genügt, den Fall t = 1 zu behandeln. Dann ist 
ad (X)* Y 8-1 ([X,8(Y)]) - [X,Y] und ad(Y{ X = - [Y,8(X) j 
da [~,V] c V. Aus 21(2) und 21 (5) ergibt sich in diesem Fall 
und 
(3) U(X,Y) .!._ [X 2 - 8(X) ' Y] 
(4) P(X,Y) 1 [X - 8(X) Y] 
- 2 ' 
aus 21 ( 3) wegen ad (Y{ Y = 0 : 
<R(X,Y)Y,X> = t ii[X- 8(X), YJii 2 - ~ <[X,Yj,~X- 8(X),Y]> 
+ t II[X,Ylll 2 
.!._'I '8(X) Y]il2 4 j, l ' ' 
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23. Eine Schar von normal-homogenen Metriken 
auf einer kompakten Liegruppe 
Ist G eine kompakte Liegruppe, so gibt es stets eine (posi-
tiv definite) biinvariante Metrik , ) auf G, die man z.B. 
durch Mittelung über Ad(G) aus einem beliebigen Skalarprodukt 
auf G erhält. Für eine Untergruppe K von G sei X = xk + xp 
.L 
die Zerlegung eines Vektors X E G mit xk E !5. , X E p := K p 
Das Skalarprodukt 
( 1) <X,Y> := + t > 1 , 
für X,Y E G definiert eine Metrik auf G mit Invarianzgruppe K. 
Diese Metriken wurden schon verschiedentlich untersucht (vgl. 
[2, 24, 9] ; sie sind normal-homogen bezüglich der Gruppe G x K 
(siehe§ 36), haben also nicht-negative Schnittkrümmung. 
Wir sind hier nur an dem Fall interessiert, daß (G;K) ein 
symmetrisches Paar ist, daß also [K,Kl c !5_ gilt (vgl. [17]). 
Zur Abkürzung setzen wir in diesem Abschnitt 
XY := ad(X)Y = [X,Y] x*y := ad <x>* Y 
Setzen wir noch s := 1/t , so erhalten wir 
( 2) x"'Y 
und also mit r := s(t-1) 1-sE(0,1) 
U(X,Y) r 2 
<U(X,X) ,U(Y,Y)> 
Nun ist (XkXp,YkYp) 
XkYp + XpYk = (XY)p 
u(X,Y) 
YkXp - YpXk) E P 
2 
r <XkXp,YkYp> 
(XkYk,XpYp) + (XkYp,YkXp) 
gilt (vgl. 21 (4): 
, und wegen 
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Weiterhin ergibt sich aus (1): 
(3) P(X,Y) ; (XY)p + rt XPYP 
Somit erhalten wir aus der Krümmungsformel 21 (3) 
(4) <R(X,Y)Y,X> 
wobei q(X,Y) =- r 2 <XkYk,XpYp>- r <XPYP,(XY)k> + 1 ~r II(XY)klf 2 . 
Um zu sehen, daß q(X,Y) nicht-negativ ist, substituieren wir 
Nach der Schwarz'schen Ungleichung gilt für a := IIXkYkll, b := 
II(XY) k II , daß 
q(X,Y) ~ q(a,b) := 2 2 2 1 + 3r 2 r a - (r + r)ab + ---4--- b 
und q ist eine positiv definite quadratische Form, da 4 det q 
r
3 (1 + r) positiv ist für 0 < r < 1 , d.h. für t > 
Die rechte Seite von (4) verschwindet also genau dann, wenn 
(XY) p , XkYk , (XY) k 
erhalten wir somit: 
gleichzeitig Null sind. Als Ergebnis 
Satz 231: Es sei (G,K) ein kompaktes, symmetrisches Paar. 
Dann hat G mit der durch (1) definierten Metrik nicht-negative 
Schnittkrümmung K, und für orthonormale Vektoren X,Y E G 
gilt K(X,Y) = 0 genau dann, wenn [X,Y] = [Xk,Yk] = 0 
Uns interessiert besonders der Fall, wo (G,K) ein symmetri-
sches Paar vom Rang ist. Dies bedeutet: Sind X,Y E ~ mit 
[X,Y] = 0 , so sind X und Y linear abhängig. Ist daher E ein 
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2-dimensionaler Unterraum von Q mit Krümmung K(E) = 0 , so 
gilt nach Satz 231 für beliebige X,Y E E , daß [Xp,Yp] = 0 
und somit xp und Yp linear abhängig sind. Die Projektion von 
E auf p hat also höchstens eindimensionales Bild und daher 
nicht-trivialen Kern, d.h. E schneidet K . Daraus erhalten 
wir mit Satz 231: 
Korollar 232: Ist zusätzlich (G,K) vom Rang 1, so gilt für 
jede Ebene E in G: Genau dann ist K(E) = 0, wenn E von Vekto-
ren X,Y aufgespannt wird mit 
Y E K 0 
24. Beispiele solcher Metriken 
241. G = SU(3) K = {A A E U(2)} mit 
A (l = det A- 1 
Dann besteht die Liealgebra K aus Matrizen der Gestalt 
i. [ s 01 0 -s S E M(2,U:) * , s = -s , Spur s = s , 
wobei hier s* die konjugiert-transponierte Matrix bezeichnet. 
Außerdem gilt 
p 
(Dabei fassen wir Vektoren in ~n stets als Spalten auf.) Der 
Raum G/K = a:P 2 ist symmetrisch vom Rang 1. Wir haben 
mit y := Sx + sx dieser Kommutator verschwindet also genau 
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dann, wenn es ein A E U(2) gibt mit 
X s A [ 2s 0] o -s 
denn der zweite Eigenwert ergibt sich aus Spur s s . Wir 
setzen 
y3 i [1 _J y1 i r -2 
1] 
I 
L 
und erhalten für die Metrik 23(1) auf G = SU(3) aus Kor. 232: 
Lemma 241: Ist E ein 2-dimensionaler Unterraum von G mit 
K(E) = 0 , so gilt Y3 E E oder Ad(k)Y 1 E E für ein k E K 
Beweis: Ist E c ~ , so enthält E das Zentrum von ~· das von 
y 3 erzeugt wird. Ist E ~ ~ , so ist E = Span {X,Y) mit 
Y E K und Xp 1 0 und [Y,Xp] = 0 . Die letztere Gleichung 
bedeutet nach den voranstehenden Bemerkungen, wenn wir s zu 
normieren: y = k y k - 1 1 für ein k E K . 
242. G = Sp(2) , K = Sp(1) X Sp(1) 
In diesem Fall ist G/K = ruP 1 s 4 , also ein symmetrischer 
Raum vom Rang 1. Wir haben 
K u,v E Im(IH) 
p xElli 
und es gilt: 
[[u v] 
mit y = ux - XV • Der Kommutator verschwindet also genau dann, 
wenn u = xvx 
-1 (vorausgesetzt x 1 0 ) . Für die Metrik 23(1) 
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gilt dann mit Korollar 232: 
Lemma 242: Ist E c G eine Ebene mit K(E) 0 , so ent-
hält E entweder die Matrizen 
X [u o] y (o l l Vj 
mit u,v E Im( lH) oder die Matrizen 
X [ -~ t~] y = xvx ( -1 v] 
mit X E lH I V E Im(lH) t E lR . 
25. Kompakte Liegruppen 
Wir erinnern jetzt an einige wohlbekannte Tatsachen über 
eine kompakte Liegruppe G, von denen wir wiederholt Gebrauch 
machen werden (vgl. etwa [1, 17, 18]). Jede maximale zusammen-
hängende, abelsche Untergruppe T von G ist abgeschlossen, also 
ein Torus, genannt maximaler Torus von G. Jedes Element von G 
liegt in einem maximalen Torus, und je zwei maximale Tori sind 
zueinander konjugiert. Die Dimension des maximalen Torus heißt 
der Rang der Gruppe G. Ist G zusammenhängend, so ist das Zen-
trum von G der Durchschnitt aller maximalen Tori. 
Jede reelle Darstellung eines Torus zerfällt in 2-dimensio-
nale irreduzible Darstellungen; dies gilt insbesondere für 
die adjungierte Darstellung von T auf G. Also zerfällt G in 
die Liealgebra ! von T und eine Summe von 2-dimensionalen Dar-
stellungsmodulnvon T, genannt Wurzelräume. Das Differential 
der Darstellung von T auf einem Wurzelraum E sieht so aus: 
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Es gibt eine Linearform r : T ~ N und linear unabhängige 
Vektoren X,Y E E , so daß für alle D E T gilt: 
[D,X] r(D) Y 
(1) 
[D,Y] r(D) X 
Geht man zur komplexifizierten Liealgebra G := G X ([ 
-c 
über 
und setzt Z := X + i Y X- i Y, so ist (1) zu 
[D,Z] 
[D,Z] 
i r (D) Z 
-i r(D) z 
äquivalent. Wir setzen E =: E(r) Die dabei auftretenden Line-
arformen, d.h. diejenigen * r E T , für die linear unabhängige 
X,Y existieren, so daß (1) gilt, heißen Wurzeln. Mit r ist auch 
-r Wurzel, und es gilt E(r) = E(-r) . 
Wir wählen nun ein Ad(G)-invariantes Skalarprodukt ( , ) 
auf G und identifizieren damit T und!*· Dann gilt außerdem 
(2) X~ Y, (X,X) = (Y,Y) 
(3) [X,Y] - (X,X) r 
(3)c [Z,Z] 2i (X,X) r 
Gilt zusätzlich (X,X) = 1 , so nennen wir {X,Y) eine orientier-
te Orthonormalbasis von E(r). 
Sind r,s Wurzeln, so gilt 
(4) [E(r) ,E(s)] c E(r+s) + E(r-s) 
wobei wir E(t) 0 zu setzen haben, falls t E T keine Wurzel 
ist. Die Menge R c T aller Wurzeln von G heißt das Wurzel-
system von G. Wurzelsysteme lassen sich axiomatisch kennzeichnen 
und klassifizieren. Jedes Wurzelsystem zerfällt in zueinander 
orthogonale einfache Teil-Wurzelsysteme. Dies sind die bekannten 
Wurzelsysteme An, Bn, Cn, Dn der klassischen Gruppen SU(n+1), 
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S0(2n+1), Sp(n), S0(2n) sowie die Ausnahmetypen E6 , E7 , E8 , 
F4 , G2 (vgl. [5]). Entsprechend zerfällt die Liealgebra Gin 
eine orthogonale direkte Summe 
1 
G ~0 r 
i=1 
G. 
-~ 
wobei ~ das Zentrum und ~i einfache Algebren sind, und eine 
analoge Zerlegung gibt es für eine endliche Uberlagerung G 
von G. 
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Kapitel 3 
Doppelquotienten kompakter Liegruppen 
31. Doppelquotienten 
Wir betrachten wieder eine Liegruppe G mit linksinvarianter 
Metrik; K sei die zugehörige Invarianzgruppe. Diese enthält 
insbesondere das Zentrum Z von G. Das Produkt G x K ope-
riert isometrisch auf G durch 
(g;k)x := g·x·k- 1 
und der Kern dieser Operation ist die Diagonal-Einbettung des 
Zentrums 6Z := { (z;z) ; z E Z} . Die Gruppe I' (G) := (G x K) j~Z 
ist also eine Untergruppe der Isometriegruppe I(G) von G. Es 
ist bekannt, daß I'{G) die Zusammenhangskomponente von I(G) 
ist, falls G zusammenhängend und einfach ist [22]. 
Nun sei U eine Untergruppe von I' (G) und U ihr Urbild 
in G x K . Die Projektionen von U auf den linken bzw. 
rechten Faktor (G bzw. K) bezeichnen wir mit u1 bzw. Ur 
Wir fordern, daß U fixpunktfrei auf G operiert: Ist u C: G 
-1 
und u(g) := u 1 g ur = g für ein g .:.: G , sind also 
und in G zueinand~r konjugiert, so gilt u1 = ur c Z . 
Der Orbitraum M = G/U trägt in diesem Fall eine natürliche 
Riemannsche Struktur und die Projektion -r: G ~ M ist eine 
Riemannsche Submersion (vgl. Kap. 1). Einen solchen Orbit-
raum hatten wir Doppelquotient von G genannt. 
Wir bestimmen zunächst die vertikale Distribution auf G; 
diese ist unabhängig von der Wahl der linksinvarianten Metrik. 
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Die Faser durch einen festen Punkt g E G ist F : = g 
(u 1 ;ur) E U } . Ist u(t) := exp tX mit 
-1 EU, so ist u 1 (t) g ur(t) eine Kurve in Fg 
und 
d 
dt 0 
-1 
u 1 (t) g ur (t) 
ein typischer vertikaler Vektor. Das so definierte Vektorfeld 
v(X) auf G ist das zu X gehörige Killing-Vektorfeld. Wir ver-
schieben den Vertikalraum V = v (U) nach e durch Links-g g -
translation und erhalten 
~ := dL(g)- 1Vg 
mit 
-1 ~(X) := dL(g) vg(X) 
Entsprechend setzen wir 
-1 .L ~ := dL(g) Hg ~ 
Die Schar {~ g E G} ist eine Familie von Unterräumen von 
Q, die natürlich i.a. keine Liealgebren sind. Da die Links-
translationen Isometrien sind, spielt der Obergang von V g 
und H zu V und H keine Rolle. g -g -g 
Die Gruppe U dürfen wir in der linken Komponente um einen 
inneren Automorphismus abändern: Ist g E G und u = (u 1 ;ur) 
E U , so setzen wir Auch die Gruppe Ug 
operiert fixpunktfrei und isometrisch auf G, und die Links-
translation L(g) : G + G ist eine Isometrie mit ug o L(g) 
L(g) o und induziert daher eine Isometrie der Orbit-
räume G/U und G/Ug . Eine entsprechende Abänderung in der 
-1 
rechten Komponente, u + (u1 ;gurg ) , ergibt eine unter R(g) 
äquivariante Operation; der zugehörige Orbitralli~ ist also 
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diffeomorph zu G/U und sogar isometrisch, falls g E K • 
Eine ähnliche Situation ergibt sich beim Ubergang von u 
0 
zu U := { (ur;u1 ) ; (u1 ;ur) E U } . Die Operationen von 
U und u0 sind äquivariant unter dem Diffeomorphismus T : 
G ~ G , T(g) := g- 1 , aber dieser ist nur dann eine Isometrie, 
wenn die Metrik auf G biinvariant ist. Im allgemeinen sind 
G/U und G/U0 also diffeomorph, aber nicht isometrisch. 
Uber die Isometriegruppe von G/U kann allgemein nicht 
viel gesagt werden. Ein Element f der Isometriegruppe I(G) 
induziert genau dann eine Isometrie von G/U, wenn f 6 f- 1 
= 6 . Die Isometriegruppe von G/U enthält also die Gruppe 
NI(G) (6) I 6 , kann aber wesentlich größer sein, wie das 
Beispiel Nr.2 in Tabelle 1o1 zeigen wird. 
32. Krünunung 
Die Krümmung des Doppelquotienten M = G/U ergibt sich 
aus der O'Neill-Formel (§ 11): Es seien a,b E G linksinva-
riante orthonormale Vektorfelder senkrecht zu ~ für einen 
festen Punkt g E G , also a(g), b(g) E Hg Weiterhin seien 
A,B horizontale Vektorfelder auf G mit A(g) = a(g) , B(g) 
b(g) Für die Krümmung von M gilt nun 
(1) KM(dng(a),dng(b)) =KG(a,b) +tjj[A,BJV(g)!j2 
Die Krünunung KG(a,b) von G wurde in § 21 behandelt; hier 
interessiert uns der Krümmungs-erhöhende Zusatzterm 
(2) z (a,b;g) := II [A,B]v(g)ji 2 
Zur Berechnung folgen wir einer Idee in [14]. Für beliebiges 
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ist 
llcJI 2 max { <dL(g)v (X),C> 2 11v (Xlll- 2 ; XEQ g g 
Für festes XE U definieren wir die Linearform w = wx auf G, 
die zu dem Killingfeld v(X) dual ist (vgl. § 31): 
wx(C) = <v(X) ,C> 
Damit haben wir 
( 3) z(a,b;g) = max { wx([A,B]) 2 (g) llv (Xlll- 2 ; XEU} g -
Nun ist dw(A,B) = Aw(B) - Bw(A) - w((A,B]) =- w((A,B]), da 
w auf horizontalen Feldern verschwindet. Also haben wir 
w([A,B]) =- dw(a,b) =- a w(b) + b w(a) + w([a,b]) 
an der Stelle g Dabei ist 
w(b) lg -1 <Ad(g) x 1 - xr,b> 
* <X1 , Ad (g)b> - <Xr,b> 
wobei Ad* : G ~ End(~) die co-adjungierte Darstellung 
Ad*(g) := Ad(g- 1 }* bezeichnet. Diese hat als Differential 
d(Ad*) 
e 
ad* mit ad*(x):=- ad(X)* für XE G. Daher ist 
a w(b} I g * a <X1 , Ad (g}b> 
d I <X Ad * ( exp ( ta} } b> dt 0 l' g 
und wir erhalten schließlich 
( 4} -1 * * wx([A,B]} lg = <Ad(g} x 1 , ad(a) b- ad(b} a- [a,b]> 
<Xr, [a,b]> 
und mit 21 (5}: 
( 4) I -1 
- <Ad(g) x 1 , 2 P(a,b) + (a,b]> 
<Xr' [a,b ]> 
Aus (3} und (4) läßt sich der Zusatzterm z bestimmen. 
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Im homogenen Fall u = u 
r 
entnehmen wir daraus z (a,b;g) 
II : a ,b lull 2 , wobei der Index u die Projektion auf U bezeich-
net. Dies folgt auch unmittelbar aus der O'Neill-Forrnel, 
weil im homogenen Fall die linksinvarianten Vektorfelder 
senkrecht zu U überall horizontal sind. 
Im Falle der Metriken 23(1) ergibt sich aus 23(3) und 
Satz 231, daß z(a,b;g) = 0 falls KG(a,b) = 0, denn in 
diesem Fall ist [a,b] = [ak,bk] = [ap,bp] = 0 und damit 
auch P(a,b) = 0 • Die Ebenen mit Krümmung Null in G/U sind 
also genau die Bilder der horizontalen Ebenen mit Krümmung 
Null in G. 
Im allgerneinen Fall liefern die Krümmungsformeln hier und 
in § 21 drei nützliche h i n r e i c h e n d e Kriterien 
für die Existenz von Nullkrümmung auf G/U: 
(N 1 ) Es gibt eine metrisch invariante abelsche Teilal-
gebra N von G mit dirn(N n !!gl ;; 2 für ein g E G 
(N 2 ) Es gibt zwei metrisch invariante Teilräume w1 und 
w2 von G mit [W 1 ,w2 ] = 0 , und für ein g E G 
gibt es linear unabhängige Vektoren 
und [Y ,S(Y)] E w2 
X E w1 1: H -g 
(N 3 ) Es gibt eine rechts-isometrische Untergruppe K von 
G und einen Ad(K)-invarianten Eigenraum V des rne-
trisehen Tensors e mit V .L u 
-r 
und linear unab-
hängige Vektoren X E K n H und y V ~ H für 
-g - -g 
ein g E G , so daß [S(X) ,Y] = 0 gilt. 
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Satz 32: Falls G/U eine der Bedingungen {N 1 ), {N 2 l, {N 3 ) 
erfüllt, gibt es Nullkrümmung auf G/U. 
Beweis: Ist E ein 2-dimensionaler Unterraum von N n H 
-g 
im Fall {N1) oder E Span {X,Y} im Fall {N2)' {N3)' so 
gilt KM {dng {E)) = 0 Dies folgt für {N1)' {N2) aus {3) 
und {4) und 21 { 3) . Für {N2) beachte man dabei, daß ad <x>* x 
.1. ad{Y)* 
' 
da mit [Y,8{Y)] E w2 auch ad(YJ*Y E w2 und 
also [X, ad{Y)* Y] = 0 • - Für (N 3 ) benutzen wir 22 {2) und 
ersehen aus 32(3) und 32{4) ', daß der Zusatzterm z{X,Y;g) 
in der O'Neill-Formel verschwindet, da wegen 22(4) gilt: 
2 P(X,Y) + [X,Y] = [8{X) ,Y] = 0 und außerdem [X,Y] EV .1. Qr • 
33. Maximale Tori und Rang-Bedingung 
Von jetzt an setzen wir voraus, daß G eine kompakte Lie-
gruppe ist. Dies ist eine Einschränkung; wir behaupten nicht, 
daß ein Doppelquotient G/U einer nichtkompakten Gruppe G kein 
P-Raum sein könne. Die Situation ist hier anders als bei homo-
genen Räumen mit U = Ur; dort ist G Isometriengruppe von G/U 
und damit automatisch kompakt, wenn G/U kompakt ist. 
U ist als abgeschlossene Untergruppe von G2 := G x G 
ebenfalls kompakt. Wir wählen einen maximalen Torus S von U 
und erweitern ihn zu einem maximalen Torus T X T' von 
Da T und T' beide maximale Tori in G sind, gibt es ein g E G 
mit T = g T' g-1. Dann hat ug einen maximalen Torus sg c T2 , 
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und G/Ug ist isometrisch zu G/U (vgl. § 31). Also dürfen 
wir gleich Sc T2 annehmen. Ist S := S/(Un llZ) der zu-
gehörige maximale Torus von Ü, so gilt 
dim S dim S dim (U n llZ) ~ dim T 
denn wegen der Fixpunktfreiheit gilt Sn llT c llZ . Also ist 
rg Ü rg G 
Eine Abschätzung der Ränge in der anderen Richtung im Fall 
positiver Krümmung liefert der untenstehende Satz unter der 
folgenden Bedingung (T) an die Invarianzgruppe K von (G, < , >): 
(T): U n K2 enthält einen maximalen Torus S von u. 
Satz 331: Es sei G eine kompakte Liegruppe mit linksinvari-
anter Metrik und M = G/U ein Doppelquotient mit Bedingung 
(T). Dann gibt es eine kompakte Gruppe H mit linksinvaranter 
Metrik und eine totalgeodätische isometrische Immersion 
f : H + M , so daß rg H = rg G rg Ü 
Beweis: Wie oben können wir annehmen, daß es einen maxima-
len Torus T' von K gibt mit s c T'2 Wir erweitern T' 
ZU einem maximalen Torus T von G. Es sei C = CG(T') 
' 
der 
Centralisator von T' in G. Da T c c 
' 
ist rg C = rg G 
Da die inneren Automorphismen Ad(t) mit Ad(t)g tgt- 1 
für alle t E T' c K Isometrien von G sind, ist C als Fix-
punktmenge dieser Gruppe von Isometrien totalgeodätisch in 
G. Die Gruppe S c T 12 läßt C invariant, und C/S ist der 
homogene Raum H C/S' mit S' = Se = { s s - 1 • l r ' s ES}. 
Dieser ist sogar selbst wieder eine kompakte Liegruppe, da 
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s' im Zentrum von C liegt, und wegen der Fixpunktfreiheit 
ist dim S' = dim s = rg Ü , also rg(H) = rg(G) - rg(Ü) 
Die Inklusion f : C - G induziert eine Abbildung f : 
C/S G/U . Nach Satz 11 ist dies eine totalgeodätische 
Immersion, falls f die horizontalen Distributionen inein-
ander abbildet. Dazu ist zu zeigen: ~ - S' ~ V für alle 
-c 
c E c Es gilt u = §.® [ Eu (r) , wobei über alle Wurzeln 
r des Wurzelsystems von u zu surrunieren ist. Ist X E s , 
so ist ~(X) = x 1 - Xr E S' . Es sei also XE Eu(r) für 
eine Wurzel r von u (vgl. § 25). Dann gibt es Y E EU(r) , so 
daß 25 ( 1) erfüllt ist. Wir wählen ein Element D = (Dl;Dr) 
E s mit r (D) = 1 Dann gilt xr = ad(Dr)Yr , also X E r 
Bild ad(Dr) Andererseits ist C c: ker ad(Dr) . und da 
ad(Dr) schiefsymmetrisch ist (wegen D r E !5_) I gilt xr ~ c 
Weiterhin gilt für Z E C und c E C 
da D1 E T' mit C vertauscht. Also gilt C ~~(X) , und 
es folgt die Behauptung. 
Bemerkung: Ein ähnlicher Beweis ist möglich, wenn die Be-
dingung (T) durch die Voraussetzung "~r enthält einen regu-
lären Vektor" ersetzt wird. (Ein Element X E G heißt 
regulär, wenn sein Centralisator CG(X) ein maximaler Torus 
ist.) In diesem Fall würden wir C = CG(Sr) = T setzen. Die 
Orthogonalitätsbedingung von Satz 11 ist erfüllt, weil die 
wurzelräume von u senkrecht auf T2 stehen. 
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Wallach [24] hat gezeigt, daß die Gruppen S0{3) und s 3 
als einzige eine linksinvariante Metrik mit streng positiver 
Krümmung zulassen. Nur wenn die Zusammenhangskomponente von H 
eine der Gruppen {e}, s 1 , 50{3) oder s3 ist, kann also G/U 
unter den Voraussetzungen von Satz 331 positive Krümmung 
haben. Da die Wurzelräume alle 2-dimensional sind, ergibt 
sich insbesondere: 
Korollar 332: Ist M = G/U ein Doppelquotient mit posi-
tiver Krümmung und Bedingung {T), so gilt: 
rg{G) - rg{U) 
rg{G) - rg{U) 
0 
34. Torus-invariante Metriken 
falls dim M gerade, 
falls dim M ungerade. 
Ist G eine kompakte Liegruppe mit linksinvarianter Metrik 
und Invarianzgruppe K, so heißt die Metrik Torus-invariant, 
falls rg{K) = rg{G) , d.h. falls es einen maximalen Torus T 
von G in K gibt. 
Ist die Metrik von G Torus-invariant, und ist M = G/U ein 
Doppelquotient von G mit U c G x K , so gibt es zu jedem 
maximalen Torus S von U ein Element {g;k) E G x K , so daß 
Ad{{g;k))S c T2 , und nach§ 31 sind die Operationen von U 
und Ad{{g;k))U isometrisch äquivariant. Wir dürfen also U 
durch die Gruppe Ad{{g;k))U ersetzen, für die die Bedingung 
{T) erfüllt ist. Im Fall rg{U) = rg{G) gilt auch die Um-
kehrung: 
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Lermna 341: Ist G/U ein Doppelquotient mit Bedingung (T) 
und ist rg(U) = rg(G), so ist die Metrik von G Torus-invariant. 
Beweis: Es sei T' ein maximaler Torus der Invarianzgruppe 
K und S ein maximaler Torus von U mit S c K2 (Bedingung 
(T)). Wie früher können wir Sc T' 2 annehmen. Da Sn 6T c 
6Z und dim S = rg(G) , folgt dim(T') ~ rg(G) , also ist 
T' maximaler Torus von G. 
Bemerkung: Die gleiche Folgerung gilt auch für rg(G) = 2 , 
rg(U) = 1 , falls S einen Vektor X= (X1 ;xr) mit linear 
unabhängigen Komponenten x 1 , Xr enthält (vgl. Theorem B.). 
Ist eine Metrik auf G Torus-invariant, so stehen die Wur-
zelräume als irreduzible Darstellungsmoduln von T aufeinander 
senkrecht und sind Eigenräume des metrischen Tensors e. Daraus 
ergibt sich die folgende Aussage: 
Satz 342: G sei eine kompakte Liegruppe mit maximalem Torus 
T und Wurzelsystem R. Weiterhin sei U eine kompakte Unter-
gruppe von G2 mit maximalem Torus S c T 2 ; U operiere fix-
punktfrei auf G. Es gebe Wurzeln r,s E R, r ± s ~ R,und Vektoren 
X c: E(r), Y E E(s} ungleich Null, die bezüglich einer biin-
varianten Metrik senkrecht auf ~ stehen für ein g E G 
Dann induziert jede linksinvariante Metrik auf G, deren In-
varianzgruppe sowohl Urals auch T urnfaßt, eine Metrik mit 
Nullkrürrunungen auf G/U. Ist sogar g E NG(T) , so gilt das-
selbe für U0 • 
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Beweis: Da X und Y Eigenvektoren von 9 sind, ist N := 
Span {X,Y} metrisch invariante abelsche Teilalgebra (vgl. 
§ 25) und außerdem senkrecht zu ~ für jede T-invariante 
linksinvariante Metrik auf G. Damit hat G/U Nullkrümmung 
nach dem Kriterium (N 1). -Ist der Vertikalraum der 
Aktion von U0 , so gilt ~ = Ad(g)~ • Falls Ad(g) den Torus 
invariant läßt, falls also g E NG(T) , trifft dieselbe 
Aussage auf~ zu, denn die mit Ad(g)-1 zurückgeholte 
Metrik ist wieder T-invariant. 
35. Uberlagerungsgruppen 
Wir betrachten eine Liegruppe G mit Uberlagerungsgruppe 
G ; die Uberlagerungsabbildung sei p : G ~ G . Sind Z und 
Z die Zentren von G und G, so gilt z = p- 1 (Z) . Weiterhin 
sei die Produkt-Uberlagerung. Ist U eine Unter-
gruppe von G2 , so setzen wir 
Satz 35: Falls U auf G fixpunktfrei operiert, so operiert 
0 auf G fixpunktfrei. 
Beweis: Es sei uEU gEG 
Dann gilt für u := p 2 (u) und 
mit g u (g) 
g = p(g), daß 
also ul = ur E z wegen der F ixpunktfre ihe it 
~~ ~ 
-1 
Es folgt ul, ur E z und daher g = gulur 
= e , also ul = ur E z , was ZU zeigen war. 
, 
... ........ -1 
ulgur 
-1 
ulgur 
von u auf 
~ 
g 
G. 
A 
-1 
also ulur 
- 38 -
( 35) 
Die Umkehrung ist i.a. nicht richtig (vgl. das Beispiel 
~ 
0 p-1 (g) in 812) : Ein u E kann eine Faser permutieren. 
Da die Abbildung p : c; ~ G eine Uberlagerungsabbildung 
der Doppelquotienten p : a;u ~ G/U induziert, genügt es, 
zur Bestimmung aller einfach zusammenhängenden Doppelquoti-
enten eine geeignete Uberlagerung von G zu betrachten. Jede 
kompakte Gruppe besitzt eine endliche Uberlagerung, die ein 
Produkt aus einem Torus und einfachen Gruppen ist. 
36. Nicht-einfache Gruppen 
Jetzt sei G eine kompakte Gruppe und M = G/U ein Doppel-
quotient mit Bedingung (T) und rg(Ü) = rg(G) . Wir nehmen 
an, daß G = G1 x G2 ein echtes Produkt ist. Nach Lemma 341 
enthält die Invarianzgruppe K von G einen maximalen Torus 
T von G. Wir können wieder annehmen, daß es einen maximalen 
Torus s von u gibt mit s c T 2 . 
Lemma 361: Falls es XE ~1 und Y E ~2 gibt mit X,Y ~ ~ 
so erfüllt G/U die Bedingung (N 2). 
Beweis: Es sei T. = T n G. für i = 1 , 2. Die Räume wi J. J. 
~i G !i sind Ad(T)-invariant, also metrisch invariant, und 
es gilt [W1 ,W2 ] = 0 Ist y E w2 , so gilt für alle D E 
wegen der Schiefsymmetrie von ad(D) <ad(Y)*Y,D> = 
<Y, [D,Y]> = 0 
[9(Y) ,Y] E w2 
Also ist ad (YJ* Y E ~2 '=J :!:_ = w2 und damit 
Damit ist die Bedingung (N 2) erfüllt, 
T 
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denn wegen der Rang-Bedingung gilt ~e(~) = ~ , also 
unddamit XEQ1 (-)~ =W1 und YEQ/~~ w2 • 
(36) 
Tc V 
-e 
Ist G/U also ein P-Raum, so können wir ohne Einschrän-
kung annehmen, daß pr 2 ( ~e) = Q2 , wobei pr 1 , pr 2 die 
Projektionen auf die Faktoren von G und auch G bezeichnen. 
Für i = 1, 2 setzen wir gi pri(g) für g E G und 
u = (u1 ;ur) E U 
U operiert durch u2 auf G2 , und pr 2 ( ~e 
tialraum an den Orbit u2e . Da pr2 ( ~ 
ist der Tangen-
Q2 , ist diese 
Operation transitiv. Das bedeutet, daß jeder U-Orbit in G 
die Untergruppe G1 = G1 X {e} schneidet. Es sei 
U' { u E u ul2 = u r2 } 
Ein Element u E u ist in U' genau dann, wenn u(g) E G1 X {e} 
für ein (und damit für alle) g E G1 x {e} • Daher induziert 
die Einbettung f : G1 - G einen Diffeomorphismus f : G1/U' 
G/U , der aber i.a. keine Isometrie ist. Da 
noch fixpunktfrei auf G1 operiert, ist G1/U' 
Doppelquotient von G1 , der zu G/U diffeomorph ist. Wir haben 
also gezeigt: 
Satz 362: Ist der Doppelquotient G/U ein P-Raum gerader 
Dimension mit der Bedingung (T), und ist G = G1 x G2 , 
so ist G/U diffeomorph zu einem Doppelquotienten von G1 
oder G2 
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Von besonderem Interesse ist der Spezialfall, daß die 
Metrik auf G G1 x G2 eine Produktmetrik ist. In diesem 
Fall operiert U durch Ui auch auf den Faktoren Gi isometrisch, 
und es gilt: 
G/U G1 xU (U/U') 
wobei U' auf G1 fixpunktfrei operiert. Räume dieses Typs 
sind vor allem im Fall U' = {e} untersucht worden (cf [7]). 
Hat die Metrik auf G1 und G2 U/U' nicht-negative Krüm-
mung, so wird beim Übergang von G1/u' zu dem diffeomorphen 
Raum G/U Nullkrümmung abgebaut, ohne daß anderswo neue 
Ebenen mit Nullkrümmung auftreten. Dazu einige Beispiele: 
1. G sei eine kompakte Liegruppe mit biinvarianter Metrik 
und K eine abgeschlossene Untergruppe. K operiere auf G durch 
Rechtstranslation und auf sich selbst durch Linkstranslation. 
Der Raum G xK K ist isometrisch zu G mit einer normal-
homogenen, G x K - invarianten Metrik, bei der die Längen 
in~ gegenüber der biinvarianten Metrik um den Faktor 1/V2 
1 
verkürzt sind. Es handelt sich also bis auf den Vorfaktor 2 
um die Metrik 23(1) mit t = 2 Jede andere Verkürzung in K 
kann durch Wahl einer anderen biinvarianten Metrik auf 
dem rechten Faktor von G x K erreicht werden. 
2. Es sei G, K wie in 1. und H eine abgeschlossene 
Untergruppe von K. Der Raum G xK (K/H) ist isometrisch zu 
dem homogenen Raum G/H, wobei die Metrik von der in 1. 
beschriebenen auf G induziert wird. Alle homogenen P-Räume 
sind entweder normal-homogen oder von diesem Typ [2, 24] 
und lassen sich daher als Doppelquotienten von (eventuell 
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nicht-einfachen) Gruppen mit biinvarianter Metrik schreiben. 
3. Die Metriken in 1. erhält man auch, indem man G und 
U := G x K mit einer geeigneten biinvarianten Metrik ver-
sieht und den zu G diffeomorphen Raum G xu U betrachtet, 
wobei U auf G durch L(G)·R(K)- 1 operiert. Nun sei U' eine 
abgeschlossene Untergruppe von U, die fixpunktfrei auf G 
operiert. Dann ist G xu (U/U') isometrisch zu einem Doppel-
quotienten von G mit der in 1. beschriebenen linksinvarianten 
Metrik. Die in den folgenden Abschnitten 41, 42 besprochenen 
P-Räume sind von diesem Typ. 
Wir notieren also die Beobachtung: Alle bekannten P-Räume 
lassen sich als Doppelquotienten kompakter Liegruppen mit 
biinvarianter Metrik darstellen. 
Das Studium von Doppelquotienten nicht-einfacher Gruppen 
sollte an anderer Stelle ausführlich geschehen. Wir werden 
uns im wesentlichen auf den Fall einfacher Gruppen beschränken. 
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Kapitel 4 
Beispiele von Doppelquotienten 
41 . G = SU ( 3) , U :;:; S 1 
Beispiele dieses Typs wurden schon in [12] untersucht. 
Da U als abelsch vorausgesetzt wird, können wir ohne Ein-
schränkung U c T2 voraussetzen, wobei T der maximale Torus 
der Diagonalmatrizen von SU(3) ist. Dann gilt also 
(1) u = { (At; Bt) ; t E lR } 
wobei 
At exp 2nit 
IJ a1 
a2 
"Jl I " 
b1 '-
Bt exp 2nit b2 I 
b3) 
( 2) 
und So definiert, liegt 
U nur dann in SU(3) 2 , wenn s = 0 ist, aber die Gruppen-
Operation ändert sich nicht, wenn wir (At; Bt) durch 
(zAt; zBt) mit z := e 2nis/3 ersetzen; das letztere Paar 
liegt in SU(3) 2 • Die so entstandene neue Gruppe wird dann 
durch die Zahlen al := 3ai - s , bl := 3bi - s für i = 
1, 2, 3 definiert. Also könnten wir ohne Einschränkung der 
Allgemeinheit s = 0 annehmen, müßten dabei aber in Kauf 
nehmen, daß die Gruppe U nicht mehr effektiv operiert. 
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U operiert fixpunktfrei auf G genau dann, wenn die Eigen-
werte von At und Bt nur in dem Fall bis auf Permutation über-
einstimmen, daß sie alle gleich sind. Daraus ergibt sich: 
Satz411: U operiert fixpunktfrei genau dann, wenn für alle 
Permutationen a E s3 und für alle positiven ganzen Zahlen n 
gilt: n teilt ai- bcr(i) 
bj für wenn alle a. und 1. 
klasse modulo n liegen. 
für jedes i E {1, 2, 3} nur dann, 
i,j E {1,2,3} in derselben Rest-
Dieses Kriterium ist z.B. dann erfüllt, wenn a 1 = a 2 = a 3 = 0 
dies ist der homogene Fall. Nicht-homogene Beispiele werden 
in [12] angegeben (siehe auch Lemma 421). 
Wir wollen jetzt untersuchen, welche dieser Räume eine Me-
trik positiver Krümmung haben. Zur Vereinfachung der Bezeich-
nung identifizieren wir die Diagonalmatrizen der Liealgebra 
U(3) mit m3 mit Hilfe der Abbildung 
Wählen wir auf U(3) die Spurmetrik (X,Y) := Re Spur xy* 
so ist diese Identifizierung isometrisch. 
Das folgende Lemma ist wohlbekannt: 
Lemma 412: Sind X , Y E G und g E G so, daß die Funk-
tion g' + (Ad(g')X , Y) stationär ist bei g' = g , dann 
ist [Ad(g)X,Y] = 0 . 
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Beweis: Für beliebiges Z E G ist 
0 = ddtlo (Ad(g exp tZ)X, Y) 
([Z,X], Ad(g)- 1Y) 
(Ad(g) [X,Y], Y) 
(Z, [X,Ad(g)- 1Y]) 
also [Ad(g)X,Y] = Ad(g) [X,Ad(g)- 1Y] = 0 
Die Extrema der Funktion X ~ (X,Y) , definiert auf einem 
Ad(G)-Orbit, werden also auf einer (und damit auf jeder) 
maximal abelschen Teilalgebra angenommen, die Y enthält. 
Wir nehmen jetzt s = 0 an (siehe Eingangsbemerkung) und 
setzen Die durch 
(1) und (2) definierte Gruppe heiße U = Uab c SU(3) 2 . Wir 
setzen voraus, daß (a;b) das Kriterium von Satz 411 er-
füllt, daß U also fixpunktfrei operiert. 
Wir versehen G = SU(3) zunächst mit der Metrik 23(1) mit 
A E U(2) -1 a = det A 
(vgl. 241). Da K den maximalen Torus T der Diagonalmatrizen 
von SU(3) enthält, operiert U isometrisch, und auf G/U wird 
eine Riemannsche Metrik nicht-negativer Krümmung induziert. 
Satz 413: Mab := G/Uab hat positive Krümmung, falls 
oder 
Beweis: Dazu müssen wir nach 241 nur nachweisen, daß Y3 
und Ad(k)Y1 niemals senkrecht auf ~ stehen, für belie-
bige g E G , k E K . Dabei setzen wir Y. = e - Je. für ]. ]. 
i = 1, 2, 3, wobei e := (1,1,1)t =I: 
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Nach dem vorstehenden Lemma 412 liegt für jeden Vektor 
X E T das Skalarprodukt <Ad(g)X, Yi> zwischen der klein-
sten und der größten der drei Zahlen <X,Yj> für 1 '2, 3 
man beachte nämlich <X,Y> = (X,Y) für alle X E G , Y E K 
Also gilt für alle g E G und i 1 '2, 3 
-
- 3 a ~ <Ad(G)a, Yi> ~ - 3 ~ 
mit a: := max {a 1 ,a 2 ,a3 } ' !'! := min{a1 ,a2 ,a 3 } Andererseits 
erhalten wir für die Diagonalelemente der Matrix Ad(k)Y 1 für 
beliebiges k E K die Werte 
-2 + 3t ' - 3t ' 
mit t E [0,1]. Daher ergibt sich 
wobei wir ohne Einschränkung b 1 ~ b 2 vorausgesetzt haben. 
Also erhalten wir insgesamt 
3(b3 - a> -1 - b 3(b3 e> ~ <Ad {g) a 
' 
Y3> ~ -
3(b1 - a> ~ <Ad(g)- 1a - b, Ad(k)Y 1> ~ 3(b2 - e> 
Ist b3 < e und a: < b 1 ~ b2 ' 
so ist das erste Skalarpro-
dukt negativ, das zweite positiv; im Fall b 1 ~ b 2 < a und 
ä < b 3 ist es umgekehrt. In beiden Fällen sind Y3 und Ad(k)Y 1 
niemals horizontal, was zu zeigen war. 
Satz 414: Auf G gibt es genau dann eine Torus-invariante 
Metrik, so daß Mab = G/Uab positive Krümmung hat, wenn 
(*) b. ~ [!'!,al für i = 1 ,2' 3 
' ~ 
wobei e := min {a1 ,a2 ,a3 } I a: = max {a 1 ,a2 ,a3 } 
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Beweis: Da ~ bi = ~ ai = 0 , können nicht alle bi auf 
einer Seite des Intervalls [~,ä] liegen. Daher ergibt sich 
aus (+) - eventuell nach Umnummerierung der Komponenten -
die Voraussetzung von 413, und daher existiert eine Metrik 
positiver Krümmung von der gesuchten Art. 
Ist (+) nicht erfüllt, so können wir z.B. 
annehmen. Nach Lemma 412 existiert dann ein 
, also ist 
b 3 E [~,ä] 
g E G so daß 
-1 Y := e CY 3 l 
senkrecht zu ~(a;b) bezüglich der vorgegebenen Metrik mit 
metrischem Tensor e . Da die Metrik als Torus-invariant 
vorausgesetzt war, ist der Wurzelraum E(e 1-e 2 ) , der von 
den Matrizen F12 und iG12 (siehe S.147) aufgespannt 
wird, ein Eigenraum von e, und es gibt darin einen Vektor 
0 ~ X ~ V , weil V eindimensional ist. Wegen 0 = [X,Y3 ] -g -g 
[X,9(Y)] und weil Y E T und E(e 1-e 2 ) ein T-Modul ist, 
ist K(dng(X), dng(Y)) = 0 nach dem Kriterium (N 3), Satz 32. 
Bemerkung: Ist b ein regulärer Vektor in SU(3), so ist die 
Einschränkung "Torus-invariant" in Satz 414 überflüssig. 
415. Die Cohomologie-Berechnung wurde in [12] nur für 
effektiv operierende Gruppen Uab' welche in SU(3) 2 liegen, 
durchgeführt. Wir skizzieren hier die Verallgemeinerung 
für beliebige Uab • Wir dürfen uns zunächst auf den Fall 
s = 0 beschränken. Operiert Uab nicht effektiv, so haben alle 
Differenzen ai-aj , ai-bj einen größten gemeinsamen Teiler 
n > 1 (vgl. 411). Ersetzen wir (a;b) durch 
a' = .l (a - a e) 
n 1 b' = n (b - a1e) 
- 47 -
( 41) 
mit e = (1,1,1)t wie vorher, so sind a', b' ganzzahlig 
und ua' ,b' 
dings ist 
operiert effektiv mit U , b' = U b , aller-a , a, 
Ua',b' nicht mehr Untergruppe von SU(3)2 • 
Wir dürfen daher voraussetzen: a,b E ~ 3 mit E ai 
E bi , und es gibt keinen gemeinsamen Teiler aller Diffe-
renzen ai - aj , 
Setzen wir 
H 
a. - b. 
l J 
für 1~i<j~3. 
1] 
so induziert die Inklusion SU(3) ~ U(3) einen Diffeomor-
phismusvon SU(3) auf U(3)/H • Die Operationen von Uab 
und von H (durch Rechtstranslationen) sind vertauschbar. 
Setzen wir U~b := Uab·H , so ist U~b eine Untergruppe von 
U(3) 2 , die fixpunktfrei operiert, und es gilt 
U(3)/U~b . 
M = 
ab 
In dieser Darstellung können wir die Cohomologie von Mab 
leicht nach dem Vorbild von [12] berechnen. Es ergibt sich: 
Erzeugende 
mit den Relationen 
rw
2 
= 0 , w3 
wobei 
0 
0 , 
0 
2 
zw 
2 
w 
0 , 
3 
0 
2 
z 
4 
0 
5 6 7 
0 
z wz 
(+) r := I (a 1a 2 + a 2a 3 + a 3a 1J- (b 1b 2 + b 2b 3 + b 3b 1 J I 
~I (llall2 - llbii2J I 
In [12] wurde schon bemerkt, daß im homogenen Fall a = 0 , 
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b~ + b; + b 1b 2 einer Reihe von Einschränkungen unterliegt. 
So ist rh nicht in der Restklasse von 0 modulo 2, 2 modulo 3, 
0 und 4 modulo 5, 2 und 4 modulo 7 usw. Wann immer eine Zahl 
r von der obigen Form (+) eine dieser Bedingungen verletzt, 
ist der zugehörige Raum Mab zu keinem Riemannschen homo-
genenRaum homotop (vgl. [12]). 
42. G = SU(3) , u = s 1 X s 1 
Wir betrachten folgende Untergruppe von U(3) 2 
mit 
Ast exp 2ni 
[-s s+t J 
8
st exp 2ni 
ro 0 
2tj L 
Da d t A e 4nit = det B , können wir beide Matrizen e st = st 
mit e- 4nit/ 3 multiplizieren, ohne die Operation zu verän-
dern, und erhalten Matrizen in SU(3). Die Operation ist fix-
punktfrei, denn Ast und Bst sind nur dann konjugiert zuein-
ander, wenn zwei Eigenwerte von Ast gleich 1 sind, wenn also 
s und t ganzzahlig sind. Aber dann ist schon Ast = Bst = I · 
Die zugehörige Liealgebra U wird aufgespannt durch 
V= ((0,1,1)\ (0,0,2)t) w = ( (-1, 1 ,0) t; 0) 
wobei wir die Diagonalmatrizen in U(3) wie in 41 mit m3 
identifiziert haben. Ersetzen wir V durch 
V'= 3·V- 2·(e;e) = ((-2,1,1)t; (-2,-2,4)tl 
so erhalten wir die gleich operierende Gruppe U' c SU(3) 2 
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Jede abgeschlossene Untergruppe von U mit Dimension 1 hat 
als infinitesimalen Erzeuger ein Element der Form 
(a;b) := kV + lW 
mit ganzen Zahlen k und 1 und k ~ 0 . Die zugehörige Grup-
pe operiert immer noch fixpunktfrei; wir wollen sie Ukl 
nennen. 
Wir versehen G = SU(3) wieder mit der Metrik von 241, 
die auch in Satz 413 benutzt wurde; die Gruppe U und alle 
Untergruppen operieren isometrisch bezüglich dieser Metrik. 
Lemma 421: G/Ukl hat genau dann positive Krümmung, wenn 
- 3k < 1 < 0 
Beweis: Es gilt a = (-2k-l, k+l, k)t, b = (-2k,-2k,4k)t 
Nach Satz 413 hat G/Ukl = G/Uab dann positive Krümmung, 
wenn -2k < a. < 4k 
l 
hauptung ergibt. 
für i = 1 ,2,3 , woraus sich die Be-
Da die natürliche Projektion G/Ukl ~ G/U eine Riemann-
sche Submersion ist, erhalten wir als Folgerung aus der 0'-
Neill-Formel 
Satz 422 SU(3)/U hat positive Krümmung. 
Bemerkung: Keine Torus-invariante linksinvariante Metrik 
auf G induziert eine Metrik positiver Krümmung auf SU(3)/U0 
Dies folgt aus dem Beweis von Satz 414. 
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423. Der C o h o m o 1 o g i e r i n g 
Zur Berechnung der Cohomologie ist es wieder bequem, die 
Operation einer Erweiterung von U auf U(3) zu betrachten. 
Wir setzen also 
s,t,uEJR} 
mit 
[
u-s 
:= exp 2ni s+t 'j 
t 
Wie in 415 erhalten wir U(3)/U' = SU(3)/U = M6 , und für 
die erweiterte Gruppe gilt U' = Ü' , d.h. die Gruppe ope-
riert effektiv. 
Für jeden Torus A = ~/L mit Einheitsgitter -1 L = exp (e) 
können wir die erste Homologiegruppe H1 (A) = H1 (A;~) mit 
dem Gitter L und die erste Cohomologiegruppe H1 (A) mit sei-
nem Dual L* identifizieren. Mit S(H 1 (A)) bezeichnen wir 
die Algebra der symmetrischen Tensoren (Polynom-Algebra) 
über H1 (A). Ist B ein zweiter Torus, so induziert jede line-
are Abbildung f: H1 (A) - H1 (B) einen Homomorphismus 
f : S(H 1 (A)) - S(H 1 (B)) Ist insbesondereAdermaximale 
Torus einer kompakten Liegruppe, so operiert die Weylgruppe 
W (vgl. § 51) auf H 1 (A) und damit auf S (H 1 (A)) . Die Fix-
menge dieser Operation heiße SW(H 1 (A)) 
Es sei U' - T2 die Inklusion, wobei T der maximale 
Torus von U(3) ist. Diese induziert eine Abbildung * 
H1 (T 2 ) - H1 (U'). Wir definieren die Abbildung 6 : H1 (T) 
8(x) = (x;-x) . Dann erhalten wir 
mit der in [12] benutzten Spektralsequenz für den Cohomologie-
ring von M6 : 
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wobei W = 5 3 die Weylgruppe von U(3) ist. 
Wählen wir {V, W, (e 1 ;0)} als Basis von LU, = H1 (U') 
und für H1 (U') die dazu duale Basis {x,y,z}, so ergibt 
sich für die nicht-verschwindenden Cohomologiegruppen: 
0 
1Z 
Basis 
mit den Relationen 
2 
1Z2 
x,y 
4 
1Z2 
2 2 
X ,y 
6 
1Z 
2 
X y 
z = 0 , y 2 + xy - x 2 = 0 , x 2y + xy 2 = 0 
Vergleicht man diese Ergebnisse mit dem Cohomologiering 
der Fahnenmannigfaltigkeit von [P 2 , nämlich v6 = U(3)/T 
(ein homogener P-Raurn), so ergibt sich nur ein Unterschied: 
Die zweite (quadratische) Relation ist durch 
y 2 + xy + x 2 = 0 
zu ersetzen. Die quadratischen Formen y 2 + xy + x 2 und 
y 2 + xy - x 2 sind schon über ~ (erst recht über 1Z ) inäqui-
valent: die erste ist positiv definit, die zweite indefinit. 
Daher kann es keinen Isomorphismus zwischen den ~-Algebren 
H (V 6 ; ~) und H (M6 ; ~) geben. Da V 6 der einzige 6-dimen-
sionale homogene P-Raurn ist, gilt 
Satz 423: M6 ist zu keinem homogenen P-Raum homotop. 
Bemerkung: Wir können U zu einer immer noch fixpunktfreien 
Gruppe u erweitern mit 5U(3)/U ~ [P 2 (vgl. Tabelle 1o1, 
Nr.2). Daher ist M6 wie v6 ein 5
2
-Bündel über [P 2 . 
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43. G = Sp(2), U"' Sp(1) 
Wir betrachten folgende Untergruppe von 5p(2) 2 
mit 
A q 
q E Sp(1)} 
B q 
Dieses Beispiel wurde von Gramoll und Meyer [14] untersucht. 
Die Matrizen Aq und Bq sind offensichtlich nicht konjugiert 
für q t 1 , denn Aq q·I hat keine Fixvektoren, Bq dagegen 
hat lli e 2 als Fixraum. Also operiert U fixpunktfrei. Aus 
der Berechnung der Cohomologie analog zu [12] ist leicht zu 
sehen, daß der Quotient G/U den Cohomologie-Typ einer s7 
hat; in [14] wird gezeigt, daß es sich um eine exotische 7-
Sphäre handelt. 
Satz 431: Für jede linksinvariante Metrik auf G, bezüglich 
derer U isometrisch operiert, gilt: Die induzierte Metrik 
auf M 
Beweis: 
G/U besitzt Ebenen mit Nullkrümmung. 
Die Invarianz-Untergruppe K von G muß die Gruppe 
q E s 3 } enthalten. Die Darstellung Ad(Ur) 
auf G - ~r zerfällt in den Fixraum 
v E Im ( lli)} 
und den irreduziblen Darstellungsmodul 
V 1 = { [-x X) ; X E lli } 
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Also ist G = Qr + V0 + v1 eine direkte Summe metrisch in-
varianter Teilräume. Insbesondere gilt für 
X y 
X E U 
-r Y E V0 , mit beliebigen a,b E Im (lli), daß KG(a,b) 
0 (Kriterium (N 2 )). Für 
gilt 
also 
V 
--g 
Wählen wir [0 
1 [ 1 •] g 112 i ~ 
Span {[g 
a = i und 
b) 
~ [0 
1 [ v-ivi 
2 [v,i] 
~) u 
b so, daß 
i) 
[v ~ i] J 
V-l.Vl. 
n. r-~ 6] 
bezüglich der gegbenen Metrik, so sind X,Y ~ ~ und daher 
KM(dng(X), dng(Y)) = 0 nach dem Kriterium (N 2 ) in Satz 32. 
Als nächstes wollen wir die Gruppe 
betrachten. Hier gibt es viel mehr Metriken, bezüglich derer 
U~ invariant operiert, denn die irreduziblen Darstellungs-
moduln von u0 die aus Matrizen der Form r , 
mit v E ImOH) bestehen, gehören zu äquivalenten Darstellun-
gen und müssen daher nicht metrisch invariant sein. 
Wir beschränken uns daher zunächst auf Metriken, die auch 
unter dem maximalen Torus 
T = { (a b) ; a,b E S 1 c: a: } 
von Sp(2) invariant sind, also auch unter der von u0 und T 
r 
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erzeugten Gruppe 
K [p q1 p,q E s
3 } 
Daher sind 
.!5.1 [V o] V E Im {JH) 
.!5.2 (0 v) V E Im{JH) 
x'l 
p { [ - I X E JH } 
-x j 
Eigenräume des metrischen Tensors. Es sei X = Xp + x 1 + x 2 
für X E G die zugehörige Zerlegung. Ist also < > eine 
K-invariante Metrik auf ~ = ~' so können wir annehmen 
<X,Y> 
{X,Y) := Re Spur{xY*l . Die Metrik 
ist von dem in [9] diskutierten Typ. 
Nach dem Kriterium {N 3 ) in Satz 32 gibt es Nullkrümmung 
auf G/U, falls es X E .!5_ , Y E ~ , g E G gibt mit 
[9{X),Y] = 0 und {9 {X) ,Z) {Y,Z) = 0 für alle Z E V 
-g 
wobei 9 der metrische Tensor ist. Nach 242 muß gelten: 
9{X) = rqvq-1 
v] y = [ - q} 
' 
-q 
mit q E JH V E Im {JH) Ist 
g [: :) E Sp{2) 
und setzen wir U 
für u E Im{JH) =~ , so ist 
V {;) ( äu~ - u aub 
u J {1) -g bua bub -
Also ist 
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<qvq- 1 aua- u> + <v, bub u> 
<aqvq- 1ä - qvq- 1 + bvb - v , u> 
wobei das Skalarprodukt auf der rechten Seite der Gleichung 
das innere Produkt in lli = lR 4 bezeichnet. Entsprechend ist 
2 <aqb, u> 
Die beiden Skalarprodukte verschwinden genau dann für alle 
u E Im ( lli ) , wenn 
(2) 
- V 0 
(3) Im (aqb) 0 
Aus (3) ergibt sich, daß r:= aqb mit jeder Quaternion ver-
tauscht, also gilt -1-aqvq a 
(2) und (3) äquivalent zu 
( 2) I 
(3) I a 
, und damit sind 
mit s E lR 
Dabei haben wir noch lal 2 + lbl 2 = 1 verwendet, was wegen 
g E Sp(2) gilt. Geometrisch bedeutet die Gleichung (2) 1 , 
daß der Vektor v von Ad(b) um 60° und von Ad(q) um 120° 
in derselben Ebene gedreht wird. Eine Lösung der Gleichungen 
(2) 1 und (3) 1 ist z.B. 
q a 
Damit haben wir bewiesen: 
Satz 432: Eine T-invariante linksinvariante Metrik auf G, 
bezüglich derer U0 isometrisch operiert, induziert auf G/U0 
stets eine Metrik mit Nullkrümmungen. 
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Der maximale Torus S~ = {zi ; z E s 1 } von U0 = {qi ; 
r 
q E s 3 } liegt noch in weiteren maximalen Tori von G = Sp(2). 
Wir werden in§ 95 (5.151) sehen, daß es genügt, außer T noch 
den Torus T' zu betrachten, dessen Liealgebra von den Matri-
zen 
erzeugt wird; alle übrigen derartigen Tori erzeugen nämlich 
zusammen mit U0 Gruppen, die Untergruppen enthalten, die zu 
r 
den von U~ und T bzw. T' erzeugten Gruppen konjugiert sind. 
U0 und T' erzeugen aber die Gruppe K' = U0 T' · diese ist 
r r ' 
zu U(2) konjugiert unter dem inneren Automorphismus Ad(g) 
mit 
der u" 
r 
g 
auf 
1 
1/2 
SU(2) 
[ 1 -iJ 
-J k 
abbildet. Das Ad(K')-invariante Komple-
ment von von K' sei V . Dies ist ein irreduzibler K'-Modul, 
da Sp(2)/U(2) ein irreduzibler Symmetrischer Raum ist. 
ist ein dazu inäquivalenter irreduzibler K'-Modul. Daher 
sind V und u0 Eigenräume jeder Ad(K')-invarianten Metrik. 
-r 
Satz 433: Jede Metrik auf G/U0 , die von einer T'-invari-
anten linksinvarianten Metrik auf G herkommt, hat Nullkrümmung. 
Be;.;eis: Wir können für den metrischen Tensor e auf G annehmen: 
ejv=I, ejuo=ti.Esseien v,wEim(lH) mit v.1w. 
-r 
Wir setzen 
X r-v v} 
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Die Matrix X E V kommutiert mit Y1 E Q~ und Y2 E V , 
da wv=-wv Sind daher X und in 
für ein g E G , so gilt die Eigenschaft (N 2) mit w1 =~X 
~Y 1 + ~Y2 • Ist 
[ ac db] g E Sp (2) 
so gilt mit (1): 
< - ava (X, 2g(u)) 
(Y, 2g(u) l < t (avä 
auf V 
' -g 
X steht also senkrecht 
Iai = lbl = 1/v2 und [a- 1b,v] 
ZU ~ , wenn 
(4) bvb- 1 - 2v + bw'b- 1 
+ bvii 
+ bvii 
wenn 
= 0 
0 
mit w' := t b- 1aw ; wegen [b- 1a,v] 
Gleichung (4) ist äquivalent zu 
(4) I w' V 
Diese Gleichung ist lösbar für 
w' ~ v , falls Ad(b)- 1 eine Dre-
hung von v um 60° bewirkt. Eine Lö-
sung ist z.B.: 
V = j ' 1 -in/6 a = b = V2 e , 
w' = tw = 2 b- 1vb - v v3 k 2 
' 
u > 
' 
- 2v) + 2 awii 
' 
u > 
ava bvii 
' 
also 
Dann ist Y senkrecht 
0 ist w' ~ v . 
2v 
Die Behauptung folgt jetzt aus Satz 32. 
Bemerkung: Man kann zeigen, daß es eine Metrik auf G gibt 
(U~-invariant, aber nicht Torus-invariant), so daß die Teil-
menge von G/U0 , auf der Nullkrümmungen auftreten, durch 
zwei Gleichungen beschrieben wird. 
- 58 -
{44) 
44. G = Sp{3) , u - Sp{1) 3 
Wir betrachten die folgende Untergruppe von Sp {3) 2 
u = { {Aq; 8 rs) q,r,s E 53 
mit 
q·I s I 
1) 
Aq hat keinen Fixvektor auf m 3 , im Gegensatz zu Brs; des-
halb sind Aq und Brs nicht zueinander konjugiert, und U ope-
riert fixpunktfrei. Der Orbitraum M12 := Sp{3)/U ist eine 
12-dimensionale Mannigfaltigkeit mit der gleichen Cohomologie 
wie Sp{3)/Sp{1) 3 , die Fahnenmannigfaltigkeit von lliP 2 
{ein homogener P-Raum); dies zeigen wir in 444. Vermutlich 
sind die beiden Räume aber nicht diffeomorph. 
G = ~ zerfällt in fünf irreduzible Darstellungsmoduln 
v 11 , v 22 , v 12 , v 13 , v 23 zu inäquivalenten Darstellungen von 
Ur sowie den Fixraum v 33 . Also ist v 33 metrisch invariant,und 
die Darstellungsräume sind Eigenräume jeder Ur-invarianten 
Metrik auf G. 
Satz 441: Für jede ur-invariante linksinvariante Metrik 
auf G hat G/U Nullkrümmungen. 
Beweis: Die Räume 
v33 { [0 0 I V E Im { lli ) } 
v) 
{ l-x X 1 v12 
OJ 
xElli} 
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sind metrisch invariant, senkrecht zu ~r' und sie kommutie-
ren. Wir setzen 
'1 0 o" 1 g 0 a b mit a = V2 (1 + i} 5 
,o b a; 
und 
" 
I = [0 'i X -1 r= v12 
' 
e(Yl 0 
jj 
r= v33 
0) 
wobei e der metrische Tensor ist. Zu zeigen ist 
Dabei ist ~l = (vi ; v E Im(lH}) • Wir dürfen annehmen, daß 
die Metrik auf v 12 mit der Spurmetrik 
(U,V) = Re Spur uv* 
übereinstimmt. Für v = i ergibt sich (g- 1ig, X) = (ii,X) 
= 0 , da g E U(3) mit ii vertauscht. Für v ~ i ist 
(gvg- 1 , X) = (vi, gXg- 1 ) = 0 , da gXg- 1 E U(3) ~ vi 
Weiterhin ist 
<bvb + ava, j> 
<v,bjb+ajä> 0 
da bjb - aja . Damit ist die Behauptung bewiesen. 
Bemerkung: Für die Metrik 23(1) auf G mit 
K A E Sp ( 2) , 
läßt sich zeigen, daß die induzierte Metrik auf M12 = G/U 
strikt positive Krümmung auf einer offenen und dichten Teil-
menge von M12 hat. 
Wir betrachten als nächstes die Gruppe U0 = I (B 
' rs 
q,r,s E s 3 !. Aus ähnlichen Gründen wie in§ 43 beschränken 
wir uns zunächst auf die Metriken, die unter u 0 und dem maxi-r 
malen Torus T der komplexen Diagonalmatrizen in Sp(3) und 
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damit unter der davon erzeugten Gruppe 
p,q,r E s3 Sp ( 1) } 
invariant sind. Die Gruppe K operiert irreduzibel und in-
äquivalent auf v 12 , v 13 • V23 
rium (N 3 ) von Satz 32 auf X 
Wir können wieder das Krite-
E' K , y E' v23 anwenden. Dazu 
setzen wir (o 
y l q -Cj 9(X) L V J 
Es gilt und falls u + V + w 0 , und 
[9(X) ,Y] 0 genau dann, wenn vq ~ qw Ist 
so steht Y senkrecht auf Ad(g)-l U0 
-1 , und dasselbe gilt 
für X genau dann, wenn 
aua + bvii cuc + dvd 0 
Dabei ist u -(v + w) ~ -(v + q- 1vq) . Es ergibt sich also 
abcd 'I 0 und 
u 
Die letzte Gleichung ist wegen äb ~ -cd richtig, wenn 
Iai = Iei . Dann sind die Beträge von a,b,c,d alle gleich, 
und zu lösen ist nur noch 
-1 -1 
- a bvb a -1 v + q vq 
dies geschieht analog zu 43(2) '.Eine Lösung ist z.B. 
q = a-1b = ein/6 v 
und wir können a = c = 1/V2 b -d q/V2 setzen. 
Wir haben damit bewiesen: 
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Satz 442: Jede T-invariante linksinvariante Metrik auf G, 
bezüglich derer U0 isometrisch operiert, induziert eine Metrik 
mit Nullkrümmungen auf G/U0 . 
Wie in 43 gibt es noch weitere maximale Tori von G, die 
den maximalen Torus von enthalten. 
Wieder genügt es, neben T einen weiteren Torus T' zu unter-
suchen, dessen Liealgebra !' von den Matrizen 
r i i 
0 
~ 
aufgespannt wird. 
K' = 
mit 
J 
Die 
K1K2 
[-1 o] 
von T' und U0 erzeugte Gruppe ist r 
q 
A E 50(2)} 
Die Gruppe K' ist konjugiert zu U(2) x Sp(1) 
Ähnlich wie in 43 ist 
V 
r-v 
= {I w 
~ 0 
w 
V 
0 
v,w E Im(lH)} 
ein Eigenraum des metrischen Tensors 8 jeder K'-invarianten 
Metrik; wir können also elv = I voraussetzen. Für v,w E 
Im(lH) v ~ w , setzen wir 
r-v 
1 I ( w ·V X V = ! V 
' [w oj y1 8(Y2 ) I oj : ~ -2vi ~ ,.< 
und y := y1 + y2 Dann gilt X,Y ~ u und [X,Y] = [8(X) ,Y: 
-r 
= 0 Ist also X,Y ~ -1 0 g ~l g für ein g E G 
' 
so erzeugen 
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die Projektionen von X und Y Nullkrümmung auf G/U0 (Kriterium 
(N2 ) von Satz 32; vgl. 433). Es sei 
l~ b !j g = e E Sp (3) h 
Dann ist 
[r ol [ ~""' dsd ärb + dse .. Ad(g)- 1 s bra + äsd brb + ese * 
* * 
crc + fsf 
Das Skalarprodukt mit X verschwindet für alle diese Matrizen, 
d.h. für beliebiges r,s E Im(lH) , falls 
(1) avä = bvb , dvd = eve 
Setzen wir dies voraus, so verschwindet das Skalarprodukt mit 
Y, d.h. das biinvariante Skalarprodukt mit 9(Y) , falls 
(2) cvc - bvb = bw'b 
mit w' := b- 1aw , w" = e- 1dw ; wegen (1) ist w' ,w" .1. v . 
Eine Lösung von (1) und (2) erhalten wir z.B., wenn wir g E 
U(3) wählen und w' = w" sowie \a\ = \d\ annehmen. Dann 
folgt äd = be , und wegen der Orthogonalität der Zeilen von g 
muß dann cf =- 2be gelten, insbesondere ic\ 2 = 2\b\ 2 = 2\e\ 2 
\f\ 2 Damit erhalten wir aus (2) 
( 2) ' 
was nach dem Muster von 43 gelöst wird. Eine Lösung ist z.B. 
V3 
v = j , w = w' = ~ k , a = b = d = e = 1/2 
c ~ -f = ~ ei~/ 6 
Damit haben wir bewiesen: 
Satz 443: Jede T'-invariante linksinvariante Metrik auf G, 
bezüglich derer u0 isometrisch operiert, induziert eine Metrik 
mit Nullkrümmungen auf G/U0 • 
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444. Für den Cohomologiering von M12 G/U ergibt sich 
nach dem Vorbild von [12] (vgl. 423): 
wobei W die Weylgruppe der betreffenden Liegruppe und S den 
maximalen Torus von U bezeichnet. Als Basis von H1 (S) = LU 
wählen wir { (e;O), (O;e 1 ), (O;e 2 )) wobei wir die Liealge-
bra des Torus T c U(3) c Sp(3) der komplexen Diagonalmatrizen 
wie in 41 mit :IR 3 identifiziert und e = l: ei gesetzt haben. 
Als Basis von H1 (S) wählen wir die dazu duale Basis {u,v,w) 
und setzen 2 X = U 2 y = V z = w2 . Damit ergibt sich 
für die nicht-verschwindende Cohomologie: 
k 0 4 8 12 
k 
H (M12) ~ ~ X ~ ~ X ~ Zl 
Basis 2 2 X 
' 
y X 
' 
xy X y 
mit den Relationen 
= 3x 3x 2 2 3xy 0 3 = 0 z - y + y - = X 
Denselben Cohomologie-Modul hat auch der homogene P-Raum 
v12 := Sp(3)/Sp(1)
3 (Fahnenmannigfaltigkeit des lliP 2 ), und 
die Relationen-Algebra wird erzeugt durch 
z = -x - y 
wobei x, y die Erzeugenden von 
lineare Abbildung 4 f : H (M12 ) 
H4(v 12 J bezeichnen. Die Zl-
4 
- H (V 12 ) mit 
f (x) = x , f (y) = x - y 
läßt sich also zu einem Ring-Isomorphismus f 
fortsetzen. Somit gilt: 
Satz 444: M12 und v12 haben dieselbe Cohomologie und Homo-
logie. 
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Problem: Sind v 12 und M12 homotopieäquivalent, homöomorph 
oder sogar diffeomorph? 
Bemerkung: Wir können U zu der immer noch fixpunktfrei ope-
rierenden Gruppe U := u1 x Sp(2) erweitern, und der Quoti-
ent Sp(3)/Ü ist diffeomorph zu lliP 2 (Tabelle 1o1, Nr. 18). 
Also ist M12 wie v12 ein s
4
-Bündel über lliP 2 • 
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Kapitel 5 
Fixpunkt-Freiheit 
51. Torus und Weylgruppe 
In diesem und den folgenden drei Kapiteln betrachten wir 
ausschließlich den Gesichtspunkt der Flxpunkt-Freiheit; Metri-
ken werden dabei keine Rolle spielen. Wlr setzen daher vor-
aus, daß G stets eine kompakte Liegruppe und U eine zusammen-
htngende Untergruppe von G2 = G x G ist, die auf G operiert 
vermöge 
wenn u = (u1 ;ur) ~ U , g E G . Der Kern dieser Operation 
das Zentrum von G und 6 : G ~ G2 
die Diagonal-Einbettung bezeichnen; wir setzen U 
Die Gruppe U (bzw U) operiert fixpunktfrei genau dann, wenn 
für alle u E U 
(1) 
- u r 
.. 
wobei die Konjugiertheit in G bezeichnet. 
S sei ein maximaler Torus von U. Wenn U fixpunktfrei ope-
riert, gilt dasselbe natürlich auch für s, aber auch umgekehrt: 
Wenn S fixpunktfrei operiert, so auch u. Ist nämlich u " U 
u 
r 
also auch s 1 - sr . Weil S fixpunktfrei operiert, ist s 1 = 
und daher ur E Z , und also operiert 
U fixpunktfrei, nach (1). 
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Wir können daher von jetzt an annehmen, daß U = S selbst 
ein Torus ist. Jede Gruppe, die S als maximalen Torus enthält, 
wird fixpunktfrei operieren, wenn nur S fixpunktfrei operiert. 
Diese Erweiterungen werden wir in Kapitel 9 studieren. 
Es gibt einen maximalen Torus T' x T von G2 , der S ent-
hält. Durch eine Konjugation im linken Faktor können wir er-
reichen, daß T' = T ist (Übergang zu -1 (g;e}S(g;e} , vgl. 
§ 31}. Wir können also s 1 ,sr E T annehmen für alles ES . 
Deshalb gibt es ein einfaches Kriterium, um zu entscheiden, 
ob ~ und srZlieinander konjugiert sind: 
Der Normalisator N = NG(T} von T in G operiert auf T 
durch Konjugation, und der Kern dieser Operation ist T. Die 
Faktorgruppe W = W(G} ist eine endliche Gruppe von Auto-
morphismenvon T, genannt Weylgruppe von G. Die folgende Tat-
sacheist wohlbekannt ([1 ], S. 96}: 
Lemma 51: Ist x,y E T und x - y , so gibt es ein Element 
W E W mit X = W(y} 
Beweis: G operiert auf sich selbst durch innere Automorphis-
men. Die Standgruppe Gx eines Elements x E G ist der Cen-
tralisator Cx dieses Elements in G. Da nach Voraussetzung 
x,y E T , ist T maximaler Torus sowohl in Cx wie auch in cy. 
Nun liegen aber x und y im selben Orbit, d.h. -1 X = gyg für 
ein g E G ; deshalb ist Cx -1 gCyg . Also ist auch T' := 
-1 gTg maximaler Torus von Cx und ist daher in Cx zu T konju-
giert, d.h. es gibt h E Cx mit 
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Somit ist hg E N , und damit repräsentiert hg ein Element 
W E W Also erhalten wir 
W(y) -1 -1 hgyg h 
was zu zeigen war. 
hxh- 1 = X 
Wir können die Bedingung (1) jetzt so umformulieren: 
S ist fixpunktfrei genau dann, wenn für alle s E S und alle 
W E W gilt: 
(2) s E Z 
r 
52. Die Bedingung in der Liealgebra 
Wir möchten jetzt die Bedingung 51 (2) infinitesimal, d.h. 
in der Liealgebra ausdrücken. ! sei die Liealgebra von T und 
exp: ! - T die Exponentialabbildung des Torus. Es ist zweck-
mäßig, diese umzunormieren: Wir definieren 
ex = exT : T - T , ex(X} = exp(2nX) 
Die Abbildung ex ist (wie exp) ein Homomorphismus von abel-
sehen Gruppen. Wir betrachten folgende Untergruppen von (!,+): 
L 
wobei Z c T 
51 haben wir 
ex-
1 (e) = ker ex 
ex - 1 (Z) 
wieder das Zentrum von G bezeichnet. Wegen Lemma 
Z = {t E T ; W t = t}., wobei W wieder die Weyl-
gruppe bezeichnet. List stets ein Gitter, d.h. L; ~n mit 
n = dim(T) = rg(G) Wir nennen L das Einheitsgitter von T oder 
G. Die Untergruppe L0 ist nur dann ein Gitter, wenn Z diskret 
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ist; andernfalls ist ~ c L0 , aber L0 /~ ist ein Gitter in 
!/~ . Da wir meistens den Fall Z = 0 betrachten werden, 
nennen wir L
0 
"by abuse of language" das Zentralgitter von G. 
Die Weylgruppe W von G operiert wegen W(e) = e für alle 
W E W linear auf T durch Wx := dWe(x) , und es gilt ex(Wx) 
W(ex(x)). Bei dieser Operation bleibt~ punktweise fest 
und L und L 0 invariant. Nach der obigen Kennzeichnung von Z 
gilt in der Tat: 
L0 {x E ! ; (W - I)x E L für alle W E W} 
Jetzt können wir 51 (2} folgendermaßen umformulieren: 
S operiert fixpunktfrei genau dann, wenn für alle x = (x1 ;xr) 
E S und für alle W E W gilt: 
( 1) 
Im folgenden können wir ohne Einschränkung der Allgemein-
heit annehmen, daß S n 6Z = 2o = 0 , indem wir nötigenfalls 
S durch einen zu Sn 6Z komplementären Untertorus 5 1 von S 
ersetzen. Die effektiv operierenden Gruppen S = S/S n 6Z und 
5 1 = S 1 /S 1 n 6Z stimmen überein. Also ist ohne Einschränkung 
S eine endliche Uberlagerung von S und 
-1 LS := ex5 (S n 6Z) 
ein Gitter in s. 
Für W E W definieren wir die lineare Abbildung 
Lemma 521: fw(LS) ist ein Teilgitter von L, auch wenn s 
nicht fixpunktfrei operiert. 
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Beweis: Ist x E L5 , so ist x 1 - xr E L • Da wx1 - x 1 
= (W - I)x1 E L wegen x1 E L0 , ist auch Wx1 - xr E L , 
was zu zeigen war. 
Die Eigenschaft (1) läßt sich jetzt so beschreiben: 
Für alle x E S und alle W E W gilt: 
(2) 
Dies impliziert insbesondere, daß fw injektiv ist, denn 
der Kern dieser Abbildung müßte in der diskreten Menge LS 
liegen. 
Ein Teilgitter L 1 von L soll vollständig heißen, wenn 
(Span]'{ L 1 ) n L L 1 
Wir haben damit gezeigt: 
Satz 522: S operiert fixpunktfrei genau dann, wenn für alle 
w E W gilt: fw ist injektiv und fw<Lsl ist ein voll-
ständiges Teilgitter von L. 
Bemerkung: Nach § 35 wissen wir: Ist p : G + G eine Uber-
lagerung und A A2 S c G ein Torus mit Liealgebra s = ~ ' so 
ist S fixpunktfrei, wenn dasselbe für S gilt. Dies zeigt auch 
Beziehung (2): Das Einheitsgitter L von G ist ein Teil-
gitter von L. Aus - X 
r 
E L folgt also 
da S fixpunktfrei ist. Dann ist auch x1 - xr Wx 1 - xr 
- (W - I)x1 E L und somit x E LS , d.h. § ist fixpunkt-
frei. 
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Wir wollen noch den Spezialfall dim S = 1 betrachten, 
also Ls = ~x mit x ~ T2 - 6Z . In diesem Fall ist S fix-
punktfrei, falls ~ fw(x) ein vollständiges Teilgitter in L 
ist für alle W ~ W . Einen solchen Vektor y ~ L - {0} mit 
der Eigenschaft, daß ~y ein vollständiges Teilgitter ist, 
wollen wir unteilbar nennen, denn kein Teiler ty mit 0 < t 
< 1 ist Element von L. Ist also x = (x1 ;xr) ~ L0 2 mit 
x 1 - xr ~ L , so ist die Gruppe S : S 1 mit S ex(lR x) 
genau dann fixpunktfrei, wenn fw(x) für alle W ~ W un-
teilbar ist. Dieses Kriterium wurde in 41 schon angewendet. 
53. dim(S) rg(G) - 1 
Lemma 531: Es sei L ein Teilgitter von Un mit Basis 
{x1' ..• ,xn-1} Es sei X:= (x 1 , ... ,xn_ 1 ) ~ M(n,n-1;U) 
und x ~ Un der Vektor der (n-1) -reihigen Unterdeterrninan-
ten von X. Dann gilt: L ist vollständig genau dann, wenn 
x ! 0 unteilbar ist. 
Beweis: Es sei L' :~ (SpanlRL) n ~n . Das Gitter L' ist 
nach Definition v~llständig, und L ist ein Teilgitter von end-
lichem Index in L', d.h. [L' : L] = m < oo • Ist y 
~ L', mit ti ~ lR, i = 1, ... ,n-1, so ist my ~ L, also 
1, ... ,n-1 . Wir können (wenn nötig, 
durch Ubergang zu einem Teiler von y) annehmen, daß die Zah-
len k 1 , ... ,kn_1 ,m teilerfremd sind. Nun ist L kixi = my 
~ 0 (mod rn) , d.h. {x 1 , ... ,xn_ 1 J ist linear abhängig modulo 
m, und die Unterdeterminanten müssen modulo m verschwinden, 
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also durch m teilbar sein. Ist also m > 1 , so ist x nicht 
unteilbar, und umgekehrt, was zu zeigen war. 
Dieses Lemma dient uns zur Charakterisierung der Voll-
ständigkeit von fw{Ls) im i':inheitsgitter L von G im Fall 
dim {S) = rg{G) - 1 • Es sei eine Basis von 
mit aij {W) E 2Z Es sei a{w) der Vektor 
der {n-1)-reihigen Unterdeterminanten der Matrix {{aij)). 
Der Vektor a{W) verschwindet genau dann, wenn die fW{xi) 
linear abhängig sind, und nach dem vorstehenden Lemma 531 
folgt aus Satz 522 {wir nehmen wieder S n 6Z 0 an): 
Satz 532: S operiert fixpunktfrei genau dann, wenn ~{W) 
nicht verschwindet und unteilbar ist für alle W E W 
Die Bedingung ist gut genug, um für gegebenes S die Fix-
punktfreiheit zu überprüfen, eignet sich aber nicht gut zur 
Klassifizierung 
G2 mit rg{G) = n 
a 1 1 e r fixpunktfreien {n-1)-Tori in 
Ein Anwendungsbeispiel ergibt sich aus 
§ 41: die Bestimmung aller fixpunktfreien, effektiv operie-
renden 2-Tori Sc U{3) 2 , deren Liealgebra ~erzeugt wird 
von x 1 = {a;b) mit a,b E 2Z
3 
und E ai = E bi sowie 
x 2 {O;e 1 ) Für w = a E s3 = W{U{3)) ergibt sich 
~ {0, a 2 - b 0 {2)' a 3 - ba{)))t, und dieser Vektor ist 
unteilbar, wenn die Differenzen ai - ba{i) teilerfremd 
sind für i = 1,2,3 , im Einklang mit Satz 411. 
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54. dim(S) = rg(G) 
Von jetzt anseiSein Untertorus von T2 , so daß für S := 
S/(S n ~Z) gilt: dim(S) = dim(T) = rg(G) =: n . Bei der Un-
tersuchung fixpunktfrei operierender Tori können wir uns von 
vorn herein auf den Fall beschränken, daß S zu 6T transver-
sal ist. Im fixpunktfreien Fall ist nämlich S n 6T c ~z , 
und wir können S durch einen Untertorus S' c S ersetzen 
mit S' = S und S' n ~z = 0 . Setzen wir dies voraus, dann 
ist die lineare Abbildung 
ein Isomorphismus. Jedes y E T läßt sich also in eindeu-
tiger Weise schreiben als mit x E s . Die zu-
ordnung y - x 1 definiert eine lineare Abbildung 
~l c T 
und entsprechend liefert die Zuordnung y - xr den linearen 
Endamorphismus Xr = X - I von T. 
Nach Satz 522 operiert S auf G fixpunktfrei genau dann, 
wenn für alle W E W die linearen Abbildungen 
das Gitter L-S 
von T abbilden. 
Fw 
dann ist Fw 
- X 
r 
i s o m o r p h auf das Einheitsgitter L 
Wir setzen 
fwfi 
-1 
:~ 
(W I)X + I ein linearer Endamorphismus von !• 
und nach 522 ist S nur dann fixpunktfrei, wenn FW für alle 
W E W zur Automorphismengruppe des Gitters L, Aut(L) , ge-
hört, d.h. L bijektiv auf sich abbildet. 
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Daher ist folgende Definition sinnvoll: Ein linearer 
Endamorphismus X von T soll zulässig (in G) heißen, 
wenn gilt: 
{1) FW{X) := (W- I)X + I E Aut(L) 
für alle W E W . 
Wir setzen 
Für einen Endamorphismus X von T definieren wir die lineare 
Abbildung 
X X(y) := (Xy; Xy - y) 
Ist X zulässig, so gilt 
<2> L = x-1 <I:> 
Andererseits ist für jeden Torus S c T2 
( 3) L- = L (] s s -
Satz 54: Ist S c T2 ein fixpunktfrei operierender n-dimen-
sionaler Torus transversal zu 6Z, so gibt es einen zulässigen 
Endamorphismus X von T mit 
( 4) 
Ist umgekehrt X ein zulässiger Endamorphismus von !• so daß 
durch (4) die Liealgebra einer abgeschlossenen Untergruppe S 
von T2 definiert wird, so ist S ein fixpunktfreier n-Torus 
transversal zu ~z. 
Beweis: Nur noch der zweite Teil ist zu zeigen. ~ ist nach 
Definition transversal zu üT, und es gilt f = x- 1 I S ~ T . 
Da fi bijektiv ist und fi(Ls) = L nach (2) und (3), bildet 
fi das Gitter L5 isomorph auf L ab, und wegen (4) gilt das-
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selbe für fw für alle W E W • Daher ist S fixpunktfrei 
nach Satz 522. 
Bemerkung: Ist das Zentrum Z von G diskret, d.h. G halb-
einfach, so ist die Zusatzvoraussetzung im zweiten Teil von 
Satz 54 überflüssig. Dann ist L nämlich ein Gitter von end-
lichem Index m in L
0
• Ist also X : T ~ T zulässig, so ist 
X(L) c L
0
2 
und daher X(mL) c L2 . Daher ist ex(X(!)) abge-
schlossen in T2 . 
55. Eigenschaften zulässiger Endamorphismen 
Es sei G eine kompakte Liegruppe mit maximalem Torus T, 
Zentrum Z, Einheitsgitter L, Zentralgitter L0 und Weylgruppe W. 
Für eine lineare Abbildung X : T ~ !. und v< E W sei Fw(X) 
= (W- I) X+ I wie in 54(1). Die Menge der zulässigen Abbil-
dungen im Sinne von § 54 heiße ZA = ZA(G) . Diese Menge hat 
folgende Eigenschaften, wie man sofort verifiziert: 
Satz 551 
(a) 0, I E ZA mit FW(O) = I , FW(I) = w 
(b) Ist X E ZA , so ist X' = I - XE ZA und 
FW(X') = w F _ 1 (X) w 
(c) Ist XE ZA und A E Aut(L) n Aut(L0 ) mit A WA-
1 w 
so ist X' AXA- 1 E ZA und 
FW(X') = A F A- 1WA (X) A-1 
, 
(d) Ist XE ZA und W' E w so ist X' W'X -1 , FW' (X) E ZA 
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und es gilt: 
(e) Ist X E ZA und Y : T ~ Z eine beliebige lineare Abbil-
dung, so ist X' = X + Y E ZA mit 
Betrachten wir die den zulässigen Abbildungen X assoziierten 
Tori S mit ~ = X(!) gemäß Satz 54, so gehört zu X = 0 der 
Torus S = {e) x T , und zu X = I gehört S = T x {e} . Jede 
Erweiterung U mit diesen Tori S als maximalem Torus liegt also 
ganz im rechten oder linken Faktor von G x G und ist in unse-
rem Zusammenhang uninteressant. Die Transformation in (b) ent-
spricht der Vertauschung von linker und rechter Komponente in S. 
Der Ubergang (c) entspricht der Anwendung eines Automorphis-
mus von G und (d) der Anwendung eines inneren Automorphismus 
auf die linke Komponente von S (vgl. § 31). Die Transformation 
(e) schließlich bedeutet den Ubergang zu einem anderen Torus 
S' mit S' = s . 
Zwei zulässige Endomorphismen, die durch eine der Umformun-
gen (b) - (e) auseinander hervorgehen, sollen äquivalent hei-
ßen. Die Aufgabe wird sein, alle Elemente von ZA(G) bis auf 
Äquivalenz zu bestimmen. 
Ist G eine k-fache Oberlagerungsgruppe von G und XE ZA(G), 
so ist X E ZA(G) (vgl.die Bemerkung nach Satz 522). Das Um-
gekehrte ist nur richtig, wenn FW(X) E Aut(L) n Aut(L} für 
alle W E W , wobei L c L das Einheitsgitter von G ist. Es 
würde also an sich ausreichen, nur Gruppen der Form G = T' x G' 
zu betrachten, wobei T' ein Torus und G' einfach zusammenhän-
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gend ist. Aber z.B. das Gitter der Spin-Gruppen ist nicht so 
einfach wie das der Orthogonalen Gruppen zu behandeln. Des-
halb interessiert die Frage, in welchen Fällen ZA(G) = ZA(G) 
ist. Das folgende Korollar liefert ein notwendiges Kriterium 
für die Zulässigkeit in G, das man am Gitter L ablesen kann: 
Korollar 552: Ist X E ZA(G) , so gilt für alle W E W 
(a) det Fw(X) = ± 1 
(b) FW(kL) c L 
Beweis: Dies folgt sofort aus Satz 551, da L ein Teilgitter 
vom Index k in L ist, also kL in L und damit in L liegt. 
Wenn alle Endamorphismen X von !• die (a} und (b) erfüllen 
schon in ZA(G) sind, gilt ZA(G) = ZA(G) 
Wir betrachten nun eine Untergruppe G' von G mit maxima-
lem Torus T' c T . G' heißt eine reguläre Unteralgebra von 
Q und G' eine reguläre Untergruppe von G, wenn jeder Wurzel-
raum von G' auch Wurzelraum von Q ist, mit andern Worten, wenn 
für die Wurzelsysteme RG c ! , RG' c ~ von G und G' gilt: 
RG' c RG . Da die Weylgruppe einer kompakten Liegruppe durch 
die Spiegelungen an den Hyperflächen senkrecht zu den Wurzeln 
erzeugt wird, ist die Weylgruppe W' von G' eine Untergruppe 
der Weylgruppe W von G. Genauer: Ist T" = !8!' das ortho-
gonale Komplement bezüglich einer W-invarianten Metrik, so gilt: 
w• {w E w ; wiT" = Il 
Mit T' + T bezeichnen wir die Inklusion und mit 
p ! + T' die orthogonale Projektion. Für W E W gilt: 
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(W - I) p = p (W - I) = W - I • Mit L' bezeichnen wir das Ein-
heitsgitter, mit L~ das Zentralgitter von G'. Dann gilt 
Das erste ist klar. Das zweite sieht man so: Ist W E W' , 
so ist (W - I)pL
0 
= (W - I)L
0 
(vgl. § 52). Daraus ergibt sich: 
L n T" = L' , also 
Korollar 553: Ist X E ZA(G) , so ist T" fix und T' invariant 
unter FW(X) für alle W E W' , und es gilt X' := pXj E ZA(G') 
mit 
für W E W' 
und insbesondere gilt: 
Beweis: Da Bild (W - I) c T' 
- , ker (W - I) c !," , ist 
Fw(X) = I auf T" und FW(X):f:' c T' • Insbesondere gilt 
FW(X') E Aut(L) , was zu zeigen war. 
Ist G eine abelsche Erweiterung von G', d.h. ist G' Normal-
teiler von G und G/G' abelsch, so ist die Zuordnung ZA(G) -
ZA(G') X - X' wie in Kor. 553 sogar surjektiv: 
Korollar 554: Ist G eine abelsche Erweiterung von G', ferner 
X' E ZA(G') und XE End(:f:) mit XiT' =X' und X(L) c L0 
so ist X E ZA(G) 
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Beweis: In diesem Fall gilt W' W • Für alle W E W ist 
daher (W - I)XL c (W - I)L
0 
c L n T' = L' , also FW(X)L c 
L' + L = L Außerdem ist FW(X')L' = L' , also (W- I)XL c 
L' - FW{X)L' c FW(X)L . Damit ist L = FW(X)L + (W - I)XL c 
FW{X)L und also FW(X)L = L . Insbesondere ist Fw{X) sur-
jektiv, da ! = SpaniRL , und also auch injektiv, somit 
FW{X) E Aut(L) , was zu zeigen war. 
Da im Falle abelscher Erweiterungen T" im Zentrum Z von 
Q liegt, ist mit X E ZA(G) auch pX E ZA(G) (Satz 551 (e)) 
und bestimmt einen äquivalenten Torus . Daher ist 
bis auf Äquivalenz jedes X E ZA(G) eine Erweiterung von 
einem X' E ZA(G') , und je zwei Erweiterungen sind äqui-
valent. 
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Kapitel 6 
Fixpunktfreie Torus-Aktionen von maximalem Rang 
auf SU(n) 
61. SU(n) und U(n) 
Wir betrachten zunächst die Gruppe aller unitären nxn-
Matrizen über [ , 
G U(n) 
mit dem maximalen Torus T der unitären Diagonalmatrizen. 
Wie schon früher (§ 41) identifizieren wir die zugehörige 
Liealgebra T der rein imaginären Diagonalmatrizen mit mn: 
Wählen wir auf G die (Ad(G)-invariante) Spurmetrik 
(X,Y) Re Spur xy* 
so ist diese Identifizierung isometrisch. Das Einheitsgitter 
L von T wird dabei in 2Zn überführt. Lineare Endemorphismen 
von T werden also durch reelle nxn-Matrizen dargestellt, und 
diese sind ganzzahlig genau dann, wenn das Einheitsgitter L 
invariant bleibt. Zwei Elemente x,y E ~ sind konjugiert genau 
dann, wenn ihre Komponenten bis auf Permutation übereinstimmen. 
Die Weylgruppe W = W(U(n)) ist also die Permutationsgruppe 
S • Das Zentrum von G ist Z = {zi ; z E s 1 } mit Liealgebra 
n 
z = me , wobei e := l: ei wie früher. Das Zentral-"Gitter" 
ist daher L
0 
Z + L m e + 2Zn • 
- So -
(61) 
U(n) ist abelsche Erweiterung der einfachen Gruppe G' 
SU(n) , die aus allen unitären Matrizen mit Determinante 
besteht. Als maximalen Torus von G' wählen wir T' = T n G' 
l. 
mit Liealgebra ~' = ~ ~) IRe e . (Wenn wir die Dimension 
hervorheben wollen, werden wir Tn für T und T~ für T' 
schreiben.) Z =IRe ist der Fixraum von W (vgl. 554). Die 
orthogonale Projektion p : T ~ T' auf T' ist definiert 
durch 
p(x) := x' := x - <x,e> e 
<e,e> 
(Für Paare (x;y) E T2 werden wir häufig (x;y)' statt 
(x'; y') schreiben.) Das Einheitsgitter von G' ist L' 
L n T' und das Zentralgitter 
L
0 
n T' c pL
0 
(vgl. 553). 
L~ = pL0 = pL , denn L' c 0 
Nach 554 ist X E ZA(G) genau dann, wenn X' := pXjT E 
ZA(G') , d.h. die Bestimmung von ZA(G) und ZA(G') sind äqui-
valent. Der Vorteil von G gegenüber G' ist, daß T eine Basis 
besitzt, die unter W invariant ist, nämlich {e 1 , ... ,en}; 
dies ist für G' nicht der Fall. 
62. Notwendige Bedingungen für Zulässigkeit 
Wir wollen zur Bestimmung von ZA(G) nur das notwendige 
Kriterium von Korollar 552 benutzen. Genauer: Wir werden alle 
rationalen (vgl. 552(b) !) Matrizen XE M(n,W) bestimmen mit 
(1) für alle W E W 
Allgemein für eine n x n -Matrix X setzen wir 
aw := aw(X) := ~ (1 - det Fw(X)) 
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Dann ist (1) äquivalent zu 
(1) I für alle W E W 
Betrachten wir zunächst den Fall n = 2 Dann brauchen 
wir (1) 1 nur für w = r 1 J l1 zu verifizieren, denn für W 
ist (1) 1 immer erfüllt: ai(X) = 0 für alle X. Ist X 
(( xij)) E M(2,Ql) gegeben und setzen wir 
uij := xjj - xij 
so gilt 
(1)' ist also erfüllt, wenn u 21 + u 12 
I 
Ist jetzt n ~ 2 beliebig, so können wir die Weyltransfor-
mation W .. lJ betrachten, die nur ei und ej miteinander ver-
.L 
tauscht (Spiegelung an der Hyperebene (ei - ej) in T). Setzen 
wir analog zu a 12 
a .. lJ := aij(X) 
so gilt entsprechend 
(2) u .. + u .. 
lJ J l 
:= aw .. (X) 
lJ 
2 a .. lJ 
i " 
und falls ( 1)' erfüllt ist, gilt aij E {0,1} . Dies und alle 
weiteren ähnlichen Schlüsse sind Anwendungen von Kor. 553, 
in diesem Fall auf die zu U(2) isomorphe Untergruppe von 
G = U(n) , deren Elemente alle Koordinaten mit Ausnahme von 
i und j festlassen. 
<ür n = 3 sind in W = s3 außer den Transpositionen nur 
die zyklischen Vertauschungen (123) und (132) (Zykeln-
Schreibweise der Permutationen) . Wir setzen zunächst 
( 62) 
Dann ist 
Setzen wir 
so ist 
Dann ist 
mit 
w ( 123) 
W - I 
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0 
-1 
1 
v
2 
- pv + q 0 
i 
) 
mit s 
0 
1-2a12 
2(a23+a12)-v 
P 2 (a12 + a23 + a31) + 1 
-1 
1 
0 
0 
v-2(a 31 +a 12 J :, 
1-v+2a 12 j 
q 4 (a12a31 + a23a12 + a31a23) + 2 aw 
Die Koeffizienten p und q sind also symmetrisch in a 12 , a 23 , 
a 31 . Außerdem ist mit XE ZA(G) auch I- XE ZA(G) , und 
die Werte von sind komplementär zu denen von 
aij(X) , d.h. das erste ist 0 genau wenn das zweite 1 ist und 
umgekehrt (vgl. Satz 551 (b)). Deshalb haben wir nur die Fälle 
zu untersuchen, daß drei oder zwei der aij verschwinden: 
r: a .. l.J 
0 0 
0 
p 
0 3 
3 
q p2-4q 
0 
2 -7 
0 9 
2 
1 ± v'p' +4q) v= z<P 
I 0 
nicht reell 
3 I 0 
2 I 
Dabei haben wir nur v E lR und (1)' benutzt. 
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Die Auswerteung der anderen zyklischen Vertauschung (132) 
liefert daselbe Ergebnis nach Vertauschen der Koordinaten 
2 und 3, d.h. wenn wir v durch 
ersetzen (vgl. 551(c)). Andererseits sind v und v' durch die 
Gleichung v' = 2(a 12 + a 23 + a 31 ) - v verbunden. Die Lö-
sungen v = 0 im Falle I: a .. = 0 
l] und v = 3 im Falle 
würden also v' -1 ergeben und sind daher 
nicht möglich. Die Werte für die Fälle 
I: aij = 3 ergeben sich mit 
uij (I-X) = 1 - uij (X) 
und daher 
I: a .. = 2 lJ und 
v(I-X) = 3 - v(X) v' (I-X) 3 - v' (X) 
Setzen wir für beliebige n ~ 3 
mit paarweise verschiedenen i,j,k , so erhalten wir analog 
(vgl. 553) die folgene Tabelle: 
( 3) :~~-:_:~~-:_:~~---1---~--~---:--~---~--~---~-
v .. k o I o,1,2l 1,2,31 3 
l] i I 
Dabei gelten folgende Beziehungen: 
(4) 
(i,j,k,l paarweise verschieden. Die letzte Gleichung zeigt, 
daß alle vijk berechnet werden können z.B. aus 
{6) V .. lJn 
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Im Fall n = 4 behandeln wir zusätzlich die blockweisen 
Vertauschungen, z.B. w ( 12) ( 34). Dann ist 
0 0 0 0 1 0 -1 0 
0 0 0 0 mit 0 1 0 -1 W - I s 1 0 -1 0 s 0 0 1 0 
0 1 0 -1 0 0 0 1 
Wir erhalten 0 0 0 
0 0 0 
S- 1FW(X)S u31 u32-u12 1-2a13 w-2(a41+a23) [ 
u41-u21 u41 2(a12+a34)-w 1-2a24 
mit 
w = u12 + u23 + u34 + u41 
Aus der Berechnung der Determinante von s-
1FW(X)S ergibt sich 
w
2 + pw + q 0 
mit 
q 4 (a12 + a34l (a23 + a41) + 4a13a24 
- 2(a13 + a24) + 2~ 
Daraus errechnet sich 
1 2 4 p - q 
mit 
z 
Dieser Ausdruck z kann nur die Werte 0 oder 2 annehmen, also 
kann z- 2~ nur die Werte 2, O, -2 annehmen, wenn (1)' 
gelten soll. Damit w rational ist, muß die ganze Zahl rt_ 4 q 
eine Quadratzahl sein. Da der Abstand zweier Quadratzahlen 
niemals 2 ist, kann das nur richtig sein, wenn z - 2~ = 0 
ist. Demnach ist 
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w 
also 
oder 
Für beliebiges n ~ 4 und vier paarweise verschiedene Indizes 
i,j,k,l zwischen und n setzen wir analog 
Dann ist 
(7) 
und es gilt 
(8) 
Für 
gilt die jeweils andere Alternative. Insbesondere erhalten 
wir mit der Definition (6) aus (7) und (8): 
( 9) 
Wir haben bisher die sich aus (1)' ergebenden notwendigen 
Bedingungen für alle W E W = S 
n 
mit Rang(W-I) :;; 2 abgelei-
tet und dabei nur benutzt, daß X rational sein soll. Wir 
werden zeigen, daß diese Bedingungen zur Bestimmung von ZA(G') 
schon ausreichen. 
Als Basis des Einheitsgitters L' von G'= SU(n) verwenden wir 
e. - e 
1 n 
für i = 1, ... ,n-1 
Ist XE ZA(G) , so gilt für die Komponenten (Xbi)j des 
Vektors Xb i E ! = IRn : 
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nach Gleichung (2), und für f i,n 
- u .. + u. + u . 
J~ Jn n~ 
V., 
~] 
- 2 
hach (6) und (2). Also erhalten wir 
a .. 
~J 
wobei die Sunune L' über alle j E {1, ... ,n-1} , j f i , zu 
nehmen ist. Da die V .. und 
~] 
a .. für zulässige X ganze 
~] 
Zahlen sind (vgl. ( 3)), ist automatisch pXbi E pL = L' , 0 
ohne daß wir dies vorausgesetzt haben. Wir können ohne Ein-
schränkung xni = xnn annehmen für i = 1, ... ,n-1 , da 
dies nichts an pX ändert (vgl. 554); damit ist XIT' ganz-
zahlig. 
Als erste Folgerung aus (1o) und (3) sehen wir, daß X' := 
pXJT' 
a .. = 
~] 
0 falls alle aij = 0 , und X' = I 
Dies gilt insbesondere im Fall n 
gibt es also keine echten Doppelquotienten. 
falls alle 
2 ; in SU (2) 
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63. Graphen 
Aus 62(1o) ersehen wir schon, daß die Menge ZA(G') end-
lieh ist. Durch Fallunterscheidung für die Werte der a .. l.J 
E {0,1} sowie der vij E {0,1,2,3} können wir alle Kandi-
daten zulässiger Abbildungen ermitteln. 
Um diese Fallunterscheidung übersichtlicher zu gestal-
ten, führen wir eine Menge Gn von Graphen ein. Jeder 
Graph besteht aus n Punkten, die den Indizes 1, ... ,n ent-
sprechen, sowie gewissen Verbindungen zwischen diesen Punk-
ten: Zwei verschiedene Punkte i und j werden genau dann mit-
einander verbunden, wenn a .. l.J 
tet der Graph 
1 0 
a23 = a34 = a42 = 1 
' 
a12 = 
entspricht also bijektiv der 
der a .. mit 0 oder 1. Ein l.J 
ist. Zum Beispiel bedeu-
a13 = a14 = 0 Die Menge G n 
Menge der möglichen Bewertungen 
Graph g E G soll zulässig 
n 
heißen, wenn es ein X E ZA{G) gibt mit 
für 1 ' i < ;;;; n 
Kurzschreibweise: g = g(X). 
Es sei 1!!
0 
:= {Wij 1 ,; i < j ~ n} die Menge der Spiege-
lungen in W = Sn . 1!!
0 
ist eine Konjugiertenklasse von W, 
sogar von NAut(L) (I!!). Daher operiert W auf Gn: Ist 
und g E Gn , so ist gA E Gn definiert durch 
A ~(g ) := aAWA- 1 (g) 
A '- W 
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Zwei solche Graphen in einem Orbit sollen äquivalent hei-
ßen. Offensichtlich sind Graphen genau dann äquivalent, 
wenn sie bis auf die Nummerierung übereinstimmen; eine 
Äquivalenzklasse ist also ein Graph ohne Nummerierung der 
Ecken. Das Komplement cg = eng eines Graphen g E G n ist 
der Graph in Gn' bei dem genau die in g unverbundenen Eck-
punkte verbunden werden. Ist g = g(X) zulässig, so ist 
cg = g(I-X) nach 551 (b). da det w = -1 für alle w E w 0 
und g(A- 1XA) = A für alle A E w nach 551 (c). Deshalb g 
brauchen wir die zulässigen Graphen nur bis auf Äquivalenz 
und Komplement-Bildung zu bestimmen. Deshalb betrachten wir 
Graphen ohne Nummerierung mit bis zu 1 4 n(n-1) 
gen (die Hälfte aller möglichen Verbindungen). 
Verbindun-
Ein Teilgraph g' eines Graphen g E Gn besteht aus 
m Punkten in {1, ... ,n} mit allen ihren Verbindungen in g; 
sind diese Punkte i 1 , ••. ,im (m < n), so schreiben wir 
g' = g n {i 1 , ..• ,im}. Beispiel: 
g 
1~4 
2~3 g' 
~ 
2 1 4 • g 
g' ist ein Teilgraph von g, aber nicht g. Nach Umnummerierung 
ist g' ~ Gm . Nach Kor. 553 ist jeder Teilgraph eines zu-
lässigen Graphen zulässig. Umgekehrt heißt g eine Erweiterung 
von g', wenn g' ein Teilgraph von g ist; wir schreiben dafür 
g' c g 
Auf Gn gibt es eine Teilordnung ~ : Es sei g 1 ~ g 2 
genau dann, wenn alle Verbindungen von g 1 auch in g 2 vor-
kommen. Wir fassen Gn_ 1 als Teilmenge von Gn auf mit der 
Inklusion 
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g' g g' 0 
n 
(d.h. aij(g) = aij(g') für i,j s n-1 und ain(g) = 0). 
Ist g' E Gn_ 1 , so ist 
terung von g' in Gn: Sie enthält alle Verbindungen von g' 
und alle Verbindungen mit n. Deshalb gilt: 
Lemma 6 3: g E Gn 
dann, wenn gilt: 
ist Erweiterung von g' E G 
n-1 genau 
Wir werden induktiv vorgehen und zulässige Erweiterun-
gen von zulässigen Graphen bestimmen. 
64. SU(3) 
Wir untersuchen zunächst den in mancher Hinsicht spe-
ziellen Fall n = 3 • Die einzige zu betrachtende Klasse 
von Graphen ist o , repräsentiert durch 
o-------o 0 
1 3 2 
also a 13 = Aus 62(3) ergibt sich 
v 123 =: v 12 E
 {0,1,2} , v 21 2- v 12 . Damit erhalten wir 
aus 62(1o) folgende Lösungen x 1 , x 2 , x 3 
k Xkb1 Xkb2 
(2,0,0) t (2 ,0,0) t 
2 (2, 1 ,0) t (1 ,0,0) t 
3 (2,2,0)t (O,O,O)t 
- 9o -
(64) 
Die zugehörigen Tori ergeben sich aus 54(4): 
= 1 1 2} 
also 
Durch Vertauschen der ersten und dritten Komponente in ~3 
sehen wir, daß s 1 und s 3 äquivalent sind. Ferner ist 
Vertauscht man auf der rechten Seite die 2. und 3. Zeile 
und vertauscht anschließend die rechte mit der linken 
Seite, so sieht man, daß auch s 2 zu s 1 äquivalent ist. 
s 1 ist aber bis auf Äquivalenz der in 42 untersuchte Torus 
U ; insbesondere ist x1 (also auch x2 , x3) zulässig. 
Wir haben also gezeigt: 
Satz 64 Die einzigen 2-Tori in SU(3) 2 , die fixpunktfrei 
auf SU(3) operieren, sind bis auf Äquivalenz {e} x T) 
und der in § 42 behandelte Torus U. 
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65. Zulässige Graphen und Endamorphismen 
Für k E {1, ... ,n-1} betrachten wir den Graphen 
2 k k+1 n-1 
0 ••• 0 
n 
mit für 1 ~ i ~ k und 0 für alle 
übrigen Paare (i,j). 
Satz 65: gk ist zulässig in Gn für k = 0,1, •.• ,n-1 . 
Zu jedem gk gibt es zwei zulässige Endamorphismen xk 1 und 
~2 mit 
xk1 (ba) - 2en für ~ a ~ k 
xk1 (bP) 0 für k+1 ~ p ~ n-1 
xk2(bi) k + + für ~ i ~ n-1 e := e1 ek 
Setzen wir bij := ei - ej , so haben die zugehörigen Tori 
bis auf Äquivalenz die folgenden Liealgebren: 
§.k 1 =Span { (2en; e 1+en) ', (0; ba1 ), (0; bpn) ; 
2 ~ a :> k , k+1 ~ p ~ n-1 } 
für 1 ~ k ~ [!l , wobei noch s 11 und s 12 äquivalent sind, 
und Xki ist äquivalent zu xn-k,i für i = 1,2. Ist 
gerade, so ist insbesondere 
§.m1 = Span { (en; 0) ', (0; ba1 ), (0, bpn) 
n = 2m 
2 ~ a ~ k , k+1 ~ p ~ n-1 } 
§.m2 Span { (b1n+b2,n-1+ ... +bm-1,m; O) 
2 ~ i ~ n-1 
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Beweis: Da g0 = g(O) , dürfen wir k ~ und wegen § 64 
auch n ~ 4 voraussetzen. Für den ganzen Beweis seien 
h 1i,j E {1 1 ... 1n-1} 1 1 ~ a1b1c ~ k < P1q1r ~ n-1 
Nach 62(3) gilt 
vab E {1 12 13} V ap V E {0 1 1 1 2} 1 V pa pq 
und nach 62(9) wegen aij = 0 
1 2 (vij + vjhl E { ain + ajn 
Daraus ergibt sich 
(a) vab + vbc 4 vab 
(b) V + vpb 2 vpa ap 
(c) V + V 2 V pa aq ap 
(d) V + V = 0 V pq qr pq 
Aus (a) und (d) links lesen wir ab: 
(e) vab = 2 V pq 0 
+ vbp E {412) 
+ vab E {412} 
+ V pq E {210) 
+ vqa E {210) 
Damit erhalten wir aus den rechten Gleichungen 
(f) vpa 1 vap E {0,2} 
0 
Ist k n-1 1 so ist X' nach 62(1o) durch (e) eindeutig 
bestinurunt: 
X'b. 
l 
n-1 2 ( e ) ' = - 2en' 
Diese Abbildung ist zulässig: Ist w E W 1 so ist WX'b. = l 
- 2er' für ein r E {1 1 ••• ,n} 1 also ist (W-I)X'bi =- 2br 
(falls r t n) oder (W-I)X'bi = 0 (falls r = n). Im zweiten 
Fall ist FW(X') =I 1 und im ersten gilt ebenfalls FW(X') 
E Aut(L') 1 denn 
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Wir können also jetzt k ~ n-2 annehmen. Wir werden zwei 
Fälle unterscheiden: 
väp = 2 für ein gewisses ä und p 
Nach Gleichung (b) ist vpb = 0 für alle b, nach (c) dann 
vbq = 2 für alle q, und wieder nach (b) oder 62(4) gilt 
dann auch vqb = 0 . Somit gilt mit (e) nach 62(1o) 
X1 b 2(en- 1) 1 =- 2e 1 X1 b = 0 
a n p 
Diese Abbildung ist zulässig nach einem ähnlichen Argument 
wie im Fall k = n-1 oben. Nach 54(4) hat der zugehörige 
Torus die Liealgebra 
~k 1 =Span {(2en; 2en+ban) 1 , (0; bpn) : alle a,p} 
Span {(2en; en+e 1)
1
, (O;ba 1), (O;bpn): a;;2}. 
Durch Vertauschen der Komponenten 1 und n auf der linken Sei-
te sieht man, daß und äquivalent sind. Dies 
gilt ebenso für k = 1. Diese Äquivalenz-Umformung ist von 
dem im Begriff "Äquivalenz von Graphen" nicht berücksich-
tigten Typ von 551(d), ebenso wie die Umformungen in§ 64. 
vap = 0 für alle a,p. Dann folgt vpa = 2 , und 
mit (e) erhalten wir aus 62(1o) 
X1 b. 
~ 
Diese Abbildung ist zulässig: Ist Wer 
Permutation a E Sn , so ist 
e 0 (r) für eine 
u := (W-I)X 1 bi = 2([ 1 bo(a) - [ ba) 
a a 
wobei die erste Summe [' über alle a mit o(a) f n zu 
nehmen ist. Setzen wir u = [ urbr , so gilt 
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und [ur ist entweder 0 (falls a(a) ~ n für alle a) oder 
- 2 . Daher ist det F (X') = ± 1 w und damit FW(X') E Aut(L'}. 
Der zugehörige Torus hat gemäß 54(4) die Liealgebra 
~k2 =Span {(2ek; 2ek-bin)' 
Span {(2ek; 2ek+bn 1)', 
alle i 
i ;: 2 } 
Die letzten beiden Zeilen zeigen, daß sk2 und Sn-k, 2 
äquivalent sind, wobei man links die Komponenten 2, •.. ,k 
blockweise mit den Komponenten k+1, ... ,n-1 und rechts 
die Komponenten 1, ... ,k blockweise mit den Komponenten 
k+1, ... ,n zu vertauschen hat. 
Ist k = m = n/2 , so ist 
(2em)' = (2em - e)' b1n + b2,n-1 + ·•· + bm-1,m 
Außerdem ist 
also (e 1 + enl' E Span {bal' bpn ; 2 :>a ~k <p :>n} • Damit 
ist die Behauptung bewiesen. 
66. Die übrigen Graphen 
Wir wollen zunächst den Fall ~-=-1 betrachten. Nach § 63 
haben wir Graphen mit bis zu drei Verbindungen zu untersu-
chen. Diese sind: 
0 0 
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0 o----o--o g2 I o-----o---o----
A g3 I 0 <I 
Die Graphen gk wurden im vorigen Paragraphen untersucht, 
und die letzten beiden Graphen sind komplementär. 
Lemma: ~ o--o 
1 2 3 4 
ist unzlässig . 
Beweis: Aus 62(3) erhalten wir v 12 , v 23 , v 31 E {0,1,2} 
und aus 62(9) 
(a) (b) 
(c) v 31 + v 12 E {4,0} 
Wegen (a) und (c) sind alle V .. 'f 1 Ist v23 1] 
ist v12 = 0 nach (a) und v31 = 0 nach (c), 
spruch zu (b). Ist v23 = 2 I so ist v12 = 2 
und v31 = 2 nach (c), was auch im Widerspruch 
steht. Also ist der Fall unmöglich. 
Lemma: o---o--o--o 
1 2 3 4 
ist unzulässig 
2 
= 0 I so 
im Wider-
nach (a) 
zu (b) 
Beweis: Aus 62(3) erhalten wir v 12 , v 31 E {0,1,2} 1 
v 23 E {1 1 2 1 3} und aus 62(9): 
(a) v 12 + v 23 E {2~4) 1 (b) 
(c) v 31 + v 12 E {0 1 4} 
Schließlich folgt aus 62(5) und 62(3) 
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(d) V 12 + v23 + v31 E {3,4,5} 
Ist v12 0 so ist v31 0 nach (c), also v23 = 2 
nach (b), im Widerspruch zu (d). Der Fall v12 1 ist un-
möglich wegen (c) und wegen v 31 E {0,1,2}. Ist v 12 = 2 , 
so ist mit (c) auch v 31 = 2 und v 23 = 0 , im Widerspruch 
zu v23 E {1,2,3}. Daher ist der Graph unzulässig. 
Wir haben damit gezeigt: 
Satz 661: Nur die Graphen g 1 , g 2 , g 3 , g0 und ihre Komple-
mente sind zulässig in G4 . Die Graphen 
D 
sind unzulässig. 
Jetzt gehen wir über zum Fall !}_:;_2 • Da 1 4 n(n-1) = 5 
sind alle Graphen mit bis zu 5 Verbindungen zu betrachten. 
Diese sind, geordnet nach der Anzahl der Verbindungen, die 
folgenden: 
0 0 0 o---o g1 0 o---o o---o (1) 
0 0 o---o----o g2 Q---Q--0 o---o (2) 
A g3 , 0 0 <1 (3) 
0 ~ ( 4) o--o---o--Q--0 ( 5) 
X g4 , ~ ( 6) 
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0 <> (7) ' o----o <1 (8) ' 0 ~ ( 9) 
D (1o), ~ (11)' 0 <!> ( 12) ' 
:J> ( 1 3) ' ~ ( 14) ' ><1 ( 1 5) • 
(Die Vollständigkeit der Liste sieht man durch Aufsummieren 
der Mächtigkeiten der Äquivalenzklassen. Ein Graph g E Gn 
hat eine Äquivalenzklasse der Mächtigkeit n!/k , falls die 
Symmetriegruppe von g die Ordnung k hat.) 
Alle diese Graphen enthalten unzulässige Teilgraphen mit 
vier Punkten gemäß Satz 661, mit Ausnahme von g 1 , ... ,g4 sowie 
den Graphen ( 3) , ( 9) , ( 12) , ( 1 5) • Die beiden letztgenannten 
Graphen sind zueinander komplementär (ebenso wie (11) und 
(14)), wir brauchen also nur einen von beiden zu untersuchen. 
Lemma: Die Graphen-Klassen (3) ,(9) ,(12) sind unzulässig. 
Beweis: Wir repräsentieren diese Klassen folgendermaßen: 
0 
4 
0 
5 
0 
5 
In allen Fällen ergibt sich aus 62(3): 
3 
~ 
2 
V .. lJ 
0 
5 
:o, 1 ,2) für 
i,j E {1,2,3}, i;ij, sowie v 14 = v 41 = 0. Aus 62(9) er-
halten wir: v12 + v23 = v23 + v31 = v31 + v12 = 2 ' woraus 
sich v12 v23 = v31 = 1 ergibt. Außerdem gilt nach 62 ( 9) : 
v41 + v12 E {0,2} ' also v41 = 1 ' Widerspruch! 
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Wir haben damit bewiesen: 
Satz 662: Nur die Graphenklassen g 1 , ··· 'g4 und ihre 
Komplemente sind zulässig in G4 . Insbesondere sind die Gra-
phenklassen (3), (9), (12), (15) sowie die Komplemente von 
(3) und (9), nämlich 
~(16), ~(17) 
unzulässig. 
Jetzt können wir uns dem allgemeinen Fall zuwenden: 
Satz 663: Jeder zulässige Graph in Gn für n ~ 2 ist zu 
einem der Graphen 
go' g1' · · · ' gn-1' cngo' · · · ' cngn-1 
äquivalent. 
Beweis: (durch Induktion über n) Die Behauptung ist 
richtig für n ~ 5 . Sie sei für ein n ~ 5 bewiesen. 
Alle in Gn+ 1 zulässigen Graphen sind also Erweiterungen 
von gk oder cngk mit 0 ~ k ~ n . Außerdem dürfen die 
in Satz 661 und 662 angegebenen unzulässigen Graphen nicht 
als Teilgraphen auftreten. 
Es sei also g eine zulässige Erweiterung von gk. Wir 
dürfen k ~ 1 voraussetzen, denn jede Erweiterung des 
leeren Graphen g 0 ist vom Äquivalenztyp gr für ein r E 
(O, ... ,n} . Wir wollen zeigen: g = gk oder g- gk+ 1 . 
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1~-~~11~ n+1 sei mit keinem der Punkte 1 , •.• ,k verbunden. 
Dann ist n auch mit keinem Punkt p E {k+1, ... ,n-1} ver-
bunden, denn andernfalls enthielte g einen der nach 661 un-
zulässigen Teilgraphen 
o--o o--o 
1 n n+1 p 
oder o--o--o--o 
1 n n+1 p 
~~-~~11l n+1 sei mit einem der Punkte 1, ••• ,k verbunden, 
etwa mit dem Punkt • Wir betrachten zunächst den Fall 
~-=-1 . Ist n+1 nicht mit n verbunden, so kann n auch nicht 
mit p ~ 2 verbunden sein, denn sonst enthielte g den un-
zulässigen Teilgraphen 
. 0--<:>---{)--0 
1 n n+1 p 
Also ist in diesem Falle 
g ~ 
n 1 n+1 
Wäre aber n+1 auch mit n verbunden, so enthielte g einen 
der nach 662 unzulässigen Teilgraphen 
~ ~1 0 0 
dies ist also unmöglich. Wir gehen daher über zum Fall 
~-~-~ . Dann muß n+1 auch mit n verbunden sein, denn sonst 
enthielte g einen der nach 661 unzulässigen Teilgraphen 
~ 
2 n 1 n+1 
oder :o n+1 
Der Punkt 3 kann nur mit n und mit n+1 verbunden sein, mit 
keinem weiteren Punkt. Ist 3 nur mit n+1 verbunden, so er-
gibt sich der nach 661 unzulässige Teilgraph 
0--0---0---0 
2 n n+1 3 
(66) 
Ubrig bleiben die Fälle 
0 
3 
n+1 
- 1oo -
die alle nach 662 unzulässig sind. 
n+1 
3 
~+1' 
1 
Nehmen wir jetzt an, daß ~~l-~!!_~-Y~~~~~~~~ ist. Dann enthält 
g einen von den Teilgraphen 
2 2 n+1 
~ ~+1 ~+1 ~ 
1 1 n 
diese sind nach 662 unzulässig. 
Der 2. Fall ist also für k ~ 2 gänzlich unmöglich. 
Wir haben damit gezeigt: Jede zulässige Erweiterung von 
gk E Gn in Gn+ 1 ist äquivalent zu gr (mit r = k oder r = 
k+1 falls k > 0). Nun sei g E Gn+ 1 eine zulässige Er-
weiterung von cngk . Nach Lemma 63 gilt also 
cngk ~ g ~ cn+1cncngk = cn+1gk 
Dann ist auch g := cn+1g zulässig, und es gilt: 
also ist g eine zulässige Erweiterung von gk, und damit haben 
wir g - gr und also g - cn+1gr • Damit ist der Satz 
bewiesen. 
Das Ergebnis dieses Kapitels können wir also so zusammen 
fassen: 
Satz 664: Die auf G' = SU(n) fixpunktfrei operierenden 
(n-1)-Tori in G' x G' sind zu den in Satz 65 angegebenen 
äquivalent. 
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Kapitel 7 
Fixpunktfreie Torus-Aktionen von maximalem Rang 
auf SO(m), Spin(m), Sp(n) 
71. SO(m), Spin(m), Sp(n) und U(n) 
Wir betrachten als nächstes die orthogonalen Gruppen 
O(m) ::= A E M(m,1R) AtA = I } 
SO(m) := A E O(m) ; det A = 1 } 
Für n := [ m 2 können wir U(n) als Untergruppe von 
S0(2n) ~ SO(m) auffassen: Wir identifizieren ~n {X + iy 
x,y E 1Rn} mit m2n (~) ; x,y E 1Rn \ und eine kam-
plexe n x n-Matrix C A + iB , wobei A,B E 11(n,1R), mit 
der Matrix 
C := [~ -:) E M(2n,1R) 
C ist unitär genau dann, wenn C orthogonal ist. Im folgenden 
werden wir C und c nicht mehr unterscheiden. Wir haben daher 
die Einbettungen 
U(n) c S0(2n) c 0(2n) c S0(2n+1) . 
Der maximale Torus T = T von n U(n) ist auch maxünaler 
Torus in S0(2n) und S0(2n+1). Wie in § 61 wird T wieder mit 
1Rn identifiziert: Ist t 1Rn und X = (x 1 , ... ,xn) " 
so identifizieren wir x mit iD ro -Dl" T . Das Einheits-
:,D 0, 
- 1o2 -
(71) 
Gitter ist wieder L ~ Zln Zwei Elemente in T sind genau 
dann unter 0(2n) konjugiert, wenn ihre Koeffizienten (Eigen-
werte von D) bis auf Reihenfolge und Vorzeichen überein-
stimmen, und sie sind schon unter S0(2n) konjugiert, wenn 
die Anzahl der· dabei auftretenden Vorzeichenwechsel gerade 
ist. Hieraus ergeben sich die Weylgruppen 
W(S0(2n+1)) 
W(S0(2n)) ~: W' 
n 
wobei Sn die Permutationsgruppe, Vn die Gruppe der Diagonal-
matrizen mit Koeffizienten ± 1 und V~ die Untergruppe der 
Matrizen in Vn mit Determinante 1 bezeichnen. (Vgl. [5]) 
SO(m) ist nicht einfach zusammenhängend, sondern besitzt 
eine zweiblättrige Uberlagerung, die einfach zusammenhän-
gend ist: Spin(m). Deren Einheitsgitter L wird durch die 
Vektoren e. ± e. E T = :rn.n aufgespannt. Wir werden die zu-
~ J -
lässigen Abbildungen von Spin(m) (vgl. § 54) nach dem not-
wendigen Kriterium von Korollar 552 bestimmen und zeigen, 
daß ZA(Spin(m)) = ZA(SO(m)) gilt. Außerdem ist natürlich 
ZA(S0(2n+1)) eine Teilmenge von ZA(S0(2n)) , da die zu-
gehörige Weylgruppe größer ist. 
Die Gruppe der symplektischen unitären Matrizen läßt sich 
darstellen als 
Sp(n) := { A E M(n,lH) A"' A = I ) • 
Dabei ist lH die Quaternionen-Divisionsalgebra, deren Basis 
wir wie üblich {1,i,j,k) nennen. Die so definierte Gruppe 
Sp(n) enthält in natürlicher Weise U(n) = Sp(n) n M(n,~) 
als Untergruppe, und der maximale Torus T von U(n) ist auch 
maximaler Torus von Sp(n). Da jij-1 = -i , sind Elemente 
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von! konjugiert unter Sp(n), wenn ihre Koeffizienten bis 
auf Reihenfolge und Vorzeichen übereinstimmen. Die Weyl-
gruppeist also dieselbe wie bei S0(2n+1): 
W(Sp(n)) 
(vgl. [5]). Daher gilt ZA(Sp(n)) ZA(S0(2n+1)) . 
Uberlagerungen brauchen wir hier nicht zu betrachten, denn 
die Gruppe Sp (n) ist einfach zusarrunenhängend für alle n ~ 1. 
72. Wn- und W~-Zulässigkeit 
Es sei U eine Untergruppe von GL(n,2Z) = Aut(2Zn) , und 
für eine Matrix X E M(n,W) und W E U definieren wir 
FW(X) := (W-I)X + I E M(n,(!)) 
Die rationale nxn-Matrix X heiße U-zulässig , wenn 
, also wenn 
1 
aw(X) := 2 (1 - det Fw(X)) E {O, 1} 
für alle W E U Die Menge der U-zulässigen Matrizen be-
zeichnen wir mit ZM(U) . Ist X E ZA(G) für G E {Sp(n), 
S0(2n+1), Spin(2n+1)\, so ist XE ZM(Wn); ist dagegen 
X E ZA(G') für G' E {S0(2n), Spin(2n)), so ist X 'c ZM(~'~). 
In § 54 haben wir gezeigt, daß das Umgekehrte auch richtig 
ist, wenn FW(X) stets ganzzahlig ist, also z.B. dann, wenn 
X ganzzahlig ist. 
Im Fall n = 1 ist w1 =!±I'. Eine Zahl x •: (!) 
M(1 ,(!)) ist also genau dann w1-zulässig, wenn 
-2x + 1 = :!: 1 
also x E {0,1} . Für beliebigen~ folgt analog mit 
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Korollar 553: Falls X =((xijll E ZM(Wnl , so ist 
(1) für i = 1, ... ,n 
Im Fall n = 2 hat man in Wi die Matrizen 
w = ( 1] l 1 W' = [-1 -1] W" - I 
zu betrachten. Wir setzen 
uij = xjj - xij sij xjj + xij 
-1 Dabei ist sij(X) = uij(AiXAi ) , wobei Ai die Spiegelung 
an der Hyperebene senkrecht zu ei bezeichnet. Wir erhalten 
und die Berechnung der Determinanten ergibt für X E ZM(W2l 
aw , ( x l E { o , 1 } Daraus folgt 
a' + a 
a' - a 
Ferner erhalten wir 
FW" (X) = -2X + I 
also mit (a) und a":= aw.,(X) 
(c) a' + a - a" 
Daraus ergibt sich 
(d) 2x12 a' - a + q 2x21 a' - a - q 
(e) 2 (a, a) 2 q - + 2(a + a' - a") - 4x11x22 
Ist 4x 11 x 22 eine ganze Zahl, so muß q
2 eine Quadratzahl 
sein, damit X rational ist. Im rall XE ZM(W2 ) gilt (1), 
und damit folgt aus (a) auch x 11 x 22 
a 2 = a , a• 2 = a' gilt mit (e): 
a'a , und wegen 
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(f) q 2 = 3(a' - a) 2 - 2a" 
Ist also a' = a , so muß a" = 0 und q 2 = 0 gelten; 
ist a' t a , so folgt a" = 1 und q 2 = 1 , andernfalls 
wäre q 2 keine Quadratzahl. 
Analoges gilt für beliebige n " 2 . Es sei w.' ~] die 
Vertauschung der Koordinaten i und j, d.h. die Spiegelung 
J. 
an der Hyperebene (ei - ej) . und w~ . sei die Spiegelung ~] 
J. 
an der Hyperebene (ei + ej) Alle diese Matrizen liegen in 
W' Für X E ZM(W~) 
n 
a .. 
~] := aij(X) 
Dann erhalten wir: 
(2) s' ' + s'' ~J J~ 
(3) X .. + X,. 
~~ JJ 
(4) X .. + X,, 
~J J~ 
Setzen wir 
c.' := a ~ . ~J ~J 
sei 
:= aw .. (X) 
~J 
2a! . 
~J 
a ~ . + a .. 
~J ~J 
a!. + a .. 
~J ~J 
a ~ . 
~J 
u.' + ~J 
+ aij E {0,1 ,2) 
so ergibt sich im Fall n 
" 
3 für drei 
i,j,k zwischen 
( 5) 2x .. 
~~ 
und n aus (3): 
:= aj_j (X) 
u'' 2a .. J~ ~J 
:= aw!. (X) 
~J 
verschiedene Indizes 
Insbesondere ist 2xii ganzzahlig. Aus (d) und (e) folgt 
(6) 
(7) 
mit a'.'. 
l] 
c ~ 0, 1 : • Da 
- 4x .. x .. 
~l JJ 
muß 
eine Quadratzahl sein, damit X rational ist. Daher ist 
2X ganzzahlig. 
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Gilt auch xiixjj = aijaij , z.B. im Fall X E ZM(Wn) , 
so erhalten wir folgende Tabelle: 
X .. 
l.J 
u .. 
Jl. 
0 0 0 0 0 0 0 0 0 0 
0 0 0 -1 
0 0 0 0 2 0 0 
0 0 0 2 0 0 0 
0 0 0 -1 
(8) 
0 0 -1 0 -1 
0 0 0 -1 0 0 0 2 
0 0 -1 0 0 0 0 2 
0 0 0 -1 -1 
0 0 
Insbesondere sehen wir, daß X ganzzahlig ist. Ist also X E 
ZM(Wn) , so ist XE ZA(G) für GE {Sp(n), S0(2n+1), 
Spin(2n+1)} , und ähnliches gilt für W~ und G' E {S0(2n), 
Spin(2n)} unter der obigen Zusatzbedingung. 
Für n = 2 speziell ergeben sich außer 0 und I die fol-
genden Kandidaten für W2-zulässige Matrizen: 
/ ~J (o ~J [6 6] [ ~'0 x, = l1 , x2 X = x4 = lO 3 
sowie die Komplemente I X. 
l. 
i 1 ' ••• , 4 Die Matrizen 
x 3 und x 4 entstehen aus x 1 und x 2 durch Vertauschen der Ko-
ordinaten. x 1 ist zulässig, denn (W- I)e2 =: u E {0, -2e2 , 
± e 1 - e 2 } , also ist det FW(X) = 1 + u 1 + u 2 E {1,-1}. 
Für den zugehörigen Torus gilt nach 54(4): 
(0 1-1] (0 'i 0~ ~1 = Span { l1 1 ' 1 0 j } 
g] 
- 1o7 -
(72) 
Span { I g ~-i J ' I~ I g I } · 
Auch x2 ist zulässig, denn der zugehörige Torus mit 
s = 
-2 Span { [g I 6 J , [ ~ I 6]} 
= Span { [g I 6] [ ~ I g}} 
ist äquivalent zu s 1 : t1an vertausche rechts und links sowie 
die beiden Koordinaten und ändere in einer Koordinate das 
Vorzeichen. Es ergibt sich also 
Satz 72: Die Tori s 2 und {e} x T sind bis auf Äquiva-
lenz die einzigen auf Sp(2) fixpunktfrei operierenden 2-Tori 
in Sp(2) 2 • 
Im Fall n = 3 können wir die Isomorphie von SU(4) und 
Spin(6) ausnutzen: Die Zuordnung 
(9) 
mit {i,j,k} {1,2,3} definiert eine lineare Isometrie 
f : !4 = IR4 8 :rn. e IR3 = ! 3 
mit 
(9) I für i,j E {1,2,3} . 
Also bildet f das Wurzelsystem A3 
von SU(4) isometrisch auf das Wurzelsystem D3 = ± {ei ± ej 
1 ~ i < j ~ 3} von Spin(6) ab. Ist daher X' E ZA(SU(4)), so ist 
X:= fX'f- 1 E ZA(Spin(6)) . Wenn wir die zulässigen Abbil-
dungen von SU(4) bezüglich der Basis bi = ei - e 4 , i = 
1,2,3 , als Matrizen darstellen, so erhalten wir (vgl. 65,66) 
(72) 
x; = .l [~ g g} 2 1 0 0 
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} Xi = 2 X' 3 
wobei x; zum Graphen g 1 und X2, Xj zum Graphen g2 gehören. 
Die Abbildung Xi hat in der Basis fi = ej + ek , {i,j,k} 
{1,2,3} , dieselbe Matrixdarstellung, also gilt in der 
Standard-Basis-Darstellung: 
beliebiges W E Wj , und We = (±1,±1,±1)t , also ist 
(W- I) <1- e) ganzzahlig und damit auch FW(X 1 l ganzzahlig. 
Daher sind alle Xi auch in ZA(S0(6)) und also ZA(S0(6)) 
= ZA(Spin(6)) . (Vgl. 552.) Zulässige Matrizen analog zu 
X2 und X3 werden wir in beliebigen Dimensionen wieder-
finden (cf. 74); der zu x1 gehörige Torus hat nach 54(4) 
die Liealgebra 
S = Span { (e;e 1), (O;b 13), (O;b 23 l} 
Da x1 nicht ganzzahlig ist, kann x 1 nicht auch w3-zuläs-
sig sein, siehe (8). x2 und x3 dagegen sind w3-zulässig 
(siehe § 74). 
73. Graphen 
Um die Fallunterscheidung für die Werte von aij und aij 
zu systematisieren, führen wir wieder eine Graphenmenge G~ ein: 
Jedes g E G~ entspricht einer Bewertung aij(g), aij(g) 
mit 0 oder 1. Die Punkte von g sind wieder die Indizes 
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1, ••• ,n , und es gibt drei Sorten von Verbindungen: 
0 
i 
0 
o----<J 
i 
C>-+--0 
i 
~ 
i j 
.. 
.. a .. 
1.] 
.. a .. 
1.] 
.. a .. 
1.] 
1 I a! l.j 0 
0 a!. I 1.] 
1 a!. I 1.] 
Es sei W' =W' w w und w c W' sei die Menge der 
n n 0 
Spiegelungen w .. und W!. i i 1 j ;'; n i "F j I an den 
1.] 1.] 
Hyperebenen senkrecht zu ei + ej , ei - ej . W0 ist eine 
Konjugationsklasse bezüglich W, sogar bezüglich der größe-
ren Gruppe W aller Automorphismen des Wurzelsystems D n 
± {ei ± ej ; 1 "i < j ~n} . Wund W operieren also auf G~ , 
wobei die Operation analog wie in 63 definiert ist. Zwei 
Graphen im selben Orbit heißen wieder äquivalent. Offen-
sichtlich sind zwei Graphen äquivalent, die sich nur durch 
die Nummerierung der Punkte unterscheiden, aber die Äqui-
valenzklasse ist größer: Ist Ai E W die Spiegelung an 
der Hyperebene senkrecht zu ei1 so gilt 
-1 A.W .. A. = W!. 
1. 1.] 1. 1. J 
für alle j "F i . Deshalb können wir alle von einem Punkt 
i ausgehenden Verbindungen simultan in ungestrichene und 
alle ungestrichenen in gestrichene umwandeln, ohne die 
Äquivalenzklasse zu wechseln: 
Doppelverbindungen bleiben dabei ungändert. 
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Ähnlich wie in 63 heißt ein Graph g E G~ zulässig 
bezüglich W oder W' , wenn es X E ZM(W) bzw. ZM(W') gibt 
mit g = g(X} , d.h. 
~(g} =~(X) für alle W E W0 
Ist der Graph g zulässig bezüglich W, so auch alle bezüglich 
W äquivalenten Graphen; ist g W'-zulässig, so gilt dasselbe 
für alle unter W äquivalenten Graphen, und die zugehörigen 
Matrizen sind jeweils äquivalent (vgl. 551). Zulässige Gra-
phen brauchen also nur bis auf Äquivalenz bestimmt zu 
werden. 
Das Komplement cg eines Graphen g E G~ soll genau 
die Verbindungen enthalten, die g nicht enthält. In Gi sind 
z.B. die Graphen o--o und ~ zeinander komplementär, 
ebenso wie ~ und o o . Nach 551 ist g(I-X) = cg(X) , 
insbesondere ist mit g auch cg zulässig, und die zugehöri-
gen Tori sind äquivalent. Daher brauchen wir nur Graphen 
mit bis zu 1 n(n-1) Verbindungen zu betrachten, wobei 
Doppelverbindungen doppelt zählen. 
Der Begriff des Teilgraphen ist gegenüber § 63 etwas 
abzuändern. Ein Teilgraph g' von g E G~ (Notation: g' c g) 
besteht aus m Punkten von g, mit m ~ n , und entweder allen 
oder nur allen ungestrichenen Verbindungen zwischen ihnen. 
Ein Teilgraph von ~ wäre also auch o--o o--o . 
Ist g zulässig bezüglich W oder W', so auch jeder Teilgraph 
(Kor. 553). 
Die in § 63 definierte Graphenmenge Gn ist in natürlicher 
Weise eine Teilmenge von G~ , ebenso wie G~_ 1 . 
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74. Zulässige Graphen und Matrizen 
Wir betrachten in G~ den Graphen 
2 n-1 
g~-1 
n 
Satz 74: Der Graph g~_ 1 ist in Gn zulässig bezüglich Wn. 
Die zugehörigen Matrizen sind 
0 
und die zugehörigen Tori haben die Liealgebra 
~1 Span ((O; b1) ••.. '(0; bn-1)' (en; 0)) 
~2 Span { (0; e 1), ... , (0; en-1)' (e; 0)} 
mit b. e. - e e = I e. wie früher. ]. ]. n ]. 
Beweis: Wir dürfen n ~ 3 annehmen (vgl. Satz 72). 
Wie früher setzen wir vijk :=- u .. + ujk + uki Da g~-1 l.J 
keine ungestrichenen Verbindungen besitzt, sind alle vijk 
gleich Null nach 62 ( 3). Da außerdem 
i,j ;; n-1 
' 
gilt nach 72 (5) '(6)' (7) 
~ n-1 , und nach 72(5) außerdem X 
nn 
a .. a ~ . 0 für l.J l.J 
X .. = 0 für i,j l.J 
1 . Wir haben dabei 
nur Konsequenzen der W~-Zulässigkeit benutzt. Insbeson-
dere sind damit die Voraussetzungen für Tabelle 72(8) gegeben. 
Die Zahlen uni müssen alle gleich sein für i = 1, ... ,n-1 
denn es gilt O=v .. =u. 
nl.J nl. 
letzte Gleichung wegen anj 
+ ujn = uni - unj , wobei die 
0 aus 62(2) folgt. 
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Nach Tabelle 72(8) gibt es jetzt zwei Möglichkeiten: 
X. 
1n 
s . 
n1 
-------
0 
0 0 
-1 
0 
Da die uni alle gleich sind, tritt jede der beiden Mög-
lichkeiten simultan für alle i E {1, .•. ,n-1} auf, und 
wir erhalten gerade die beiden Matrizen x1 und x2 der 
Behauptung. Diese sind zulässig: Setzen wir nämlich 
für beliebiges W E W 
n 
gilt 
det Fw<x 1 J 
und entsprechend ergibt 
V ; (W-I)e 
daß 
und geeignetes r E {1, ••• ,n} , so 
; 1 + I: u. ± 1 
sich mit 
; I:(± er - er) 
Damit sind beide Matrizen Wn-zulässig und also erst recht 
W~-zulässig, und wir haben gezeigt, daß es keine weiteren 
W~-zulässigen Matrizen X gibt mit g(X) ; g~_ 1 . Die zu-
gehörigen Tori ergeben sich aus 54 ( 4) . 
75. Die übrigen Graphen 
In § 72 haben wir gezeigt, daß nur gi und sein 
Komplement w3-zulässig sind. Bezüglich Wj gibt es weitere 
zulässige Graphen, nämlich die Bilder der in G4 zulässigen 
Graphen g 1 und9:3 (vgl. § 65, S.91) unterdemisomorphis-
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mus f: SU ( 4) 50(6) , der in 72(9) definiert wurde; 
diese sind 
0--+-0 
2 3 
Wj-zulässig sind also die Graphen-Klassen 
o-+-o 0 
sowie die zugehörigen Komplemente 
U n z u 1 ä s s i g sind die Graphen 
E G' 3 
n = 4 Wir haben Graphen mit bis zu 6 Verbindungen zu 
untersuchen. Enthält ein solcher Graph eine Doppelverbin-
dung, ohne Einschränkung etwa 
=t=o 
1 2 
so müssen nach der obigen Untersuchung für n = 3 die Punk-
te 3 und 4 beide mit 1 und 2 verbunden sein, sonst gibt es 
einen unzulässigen Teilgraphen mit 3 Punkten. Daher kommen 
nur die beiden zueinander komplementären Graphen-Klassen 
<t> (1) und <1> 
in Frage. Die Graphen o h n e Doppelverbindung sind: 
0---Q 0 0 (2) o--o--o 0 ( 3 ) 
0---Q 0---Q 
0 <1 (4) 0 c<l (5) 
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~ g' 3 <::> 
<> :::> o--o--o-o ~ :::> ~ 
er--<! ~ ~ :::> o--o o--o 
<!> <l> <!> :::> 0--() o--o 
<I> :::> <> 
<l> <I> :::> o--o---o---o 
~ ~ ~ :::> 0--() 0--() 
~ ~ ~ :::> o--o----o--o 
sowie die Komplemente der beiden letzten Graphen, 
und 
Alle diese Graphen mit Ausnahme von (1), ... ,{5) und g) 
sind entweder schon in G4 unzulässig oder enthalten unzu-
lässige Teilgraphen in G4 {vgl. Satz 661). Der Graph g) 
ist zulässig, und der Graph {5) entsteht aus gj durch 
Anwenden des äußeren Automorphismus ß des Wurzelsystems D4 , 
der definiert ist durch 
ß{e 2-e3 ) 
ß{e 3-e4 l 
ß{e 1-e2 ) 
ß{e 3+e 4 ) 
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entsprechend einer Rechtsdrehung des D y n k i n diagramms 
von D4 (vgl. [5]). Wegen gilt nämlich: 
~: (5) 
unter ß. Der Graph (5) ist damit w4-zulässig, aber er ist 
nicht W4-zulässig, da er den W3-unzulässigen Teilgraphen 
o--o 0 
2 3 1 
enthält. Wir zeigen nun, daß die übrigen Graphen schon be-
züglich w4 unzulässig sind: 
(2) - o--o 0 0 1 2 3 4 ist unzulässig: 
Es ist nämlich c 12 + c 13 - c 23 = 1 , c 13 + c 14 - c 34 = 0 · 
Wäre (2) zulässig, so wären beide Ausdrücke gleich 2x 11 nach 
Gleichung 72(5), Widerspruch! 
(3) - o--o--o 0 1 2 3 4 ist unzulässig: 
Diesmal ist c 12 + c 23 - c 13 = 2 , c 12 + c 24 - c 14 = 1 ; 
nach 72(5) müßte beides gleich 2x22 sein, Widerspruch! 
Zur Untersuchung der übrigen Graphen führen wir noch die 
folgenden Größen ein: 
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Bezeichnen wir mit Ai E Wn wieder die Spiegelung an der 
Hyperebene senkrecht zu ei' so gilt 
-1 
vljk(X) vijk(AiXAi ) 
für jede Matrix XE M(n,W). Daher dürfen wir 62(3) auch auf 
anwenden, wenn wir a .. 
1) und 
aki ersetzen. 
(4) - 0 
4 
ist unzulässig: 
Hier ergibt sich konsistent aus 72(5): 
{a) x11 = x22 = x33 = -x44 
Weil qij 2 eine Quadratzahl sein muß, 
2 2 ( 1 aj'jl = 0 2 qij = - qi4 
für i,j E { 1 121 3} 1 i -F j , woraus mit 
{b) 1 = X .. 2 xi4 -x4i 1] 
Insbesondere ist 
(c) ± 
Andererseits gilt nach 62(3): 
{d) 
Da nach ta) und (b) s 12 
mit 62{2): s 41 = -u24 = u 42 =- s 34 
zu {c). 
3 
(1)- ~ ist unzulässig: 
durch und 
1 
2 
erhält man aus 72 (7) 
-2aj' 4 + 1 
72(6) folgt: 
= ± 1 2 
0 , folgt aus {d) 
u 41 1 im Widerspruch 
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Hier erhalten wir nämlich aus 72(5) 
und wir dürfen daher die Tabelle 72(8) benutzen. Diese 
ergibt: 
(a) 
(b) 
Nach 
(c) 
(d) 
62 (3) 
0 
3 
3 
gilt daher 
v234 
V231 
v.j13 
0 
u23 + u34 0 = v412 u41 + u12 
s23 + s12 + 
s41 + s34 + 
Ferner ergibt sich aus Tabelle 72(8) eine der beiden folgen-
den Möglichkeiten: 
(e) 
oder 
(e)' s14 = 0 ' s41 = 2 ' u14 = u41 = 0 
Im Fall (e) ergibt sich aus (c), (d) wegen s 12 + u 12 
2x33 = 2 : 
s12 = 2 - s23 
Damit und wegen (a), (b) und (e) gilt 
w1423 = u14 + u42 + u23 + u31 = 1 ' 
aber nach 62(8) muß w1423 gerade sein, Widerspruch! 
Im Fall (e)' erhält man auf die gleiche Art: 
o = u41 
also wieder w1423 
-u12 = s12 = 2 - s23 = u23 
1 , im Widerspruch zu 62(8). 
Als Ergebnis notieren wir: w4-zulässig ist nur der Graph 
und sein Komplement ~ 
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w4-zulässig sind außerdem nur der zu g 3 äquivalente Graph 
{5) 0 c(J und sein Komplement 
Lemma 1: Es gibt keine WS-zulässige Erweiterung von {5) 
Beweis: Nehmen wir an, g E gs sei eine zulässige Erwei-
terung des Graphen 
0 
4 
Der Teilgraph g' = g n {1,2,3,5} ist zulässig in G4 und 
hat nach der Untersuchung für n = 4 eine der folgenden 
Gestalten {a) oder {b): 
{a) 0 
5 
{b) 
Im Fall {a) ist g" g n {1,3,4,5} in einer der Klassen 
o-+-o 0 0 
und daher unzulässig {vgl. n = 4). Im Fall {b) ist 
g n {1,4,5} vom Typ 
~ 0 oder 
und diese Graphen sind unzulässig in G) {vgl. n = 3). 
Lemma 2: Für n ~ 5 ist g~_ 1 E G~ die einzige W~-zuläs-
sige Erweiterung von g~_ 2 E G~_ 1 
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Beweis: Ist g eine solche Erweiterung und i,j ~ n-2 , 
i F j , so ist der Teilgraph g' = g n {i,j,n-1,n} zulässig 
bezüglich 
also ist 
W' 4 und enthält selbst den Teilgraphen 
g' ~: 
(vgl. n = 4) Daher ist n mit n-1, aber mit keinem der Punkte 
i ~ n-2 verbunden, was zu zeigen war. 
Die Komplemente behandeln wir mit einem Argument analog 
zu dem in Satz 663 gebrauchten. Wir erhalten daher als 
Ergebnis dieses Kapitels: 
Satz 75: Es sei G eine der Gruppen S0(2n) oder Spin(2n) 
mit n ~ 4 oder eine der Gruppen S0(2n+1), Spin(2n+1) oder 
Sp(n) für n ~ 2 • Dann gilt: Alle auf G fixpunktfrei ope-
rierenden n-Tori in G x G sind äquivalent zu {e} x T oder 
den in Satz 74 angegebenen Tori s 1 , s 2 • Auf S0(6) und 
Spin(6) gibt es außerdem noch den in 72 definierten Torus S. 
Bemerkung: Die Gruppen S0(4) und Spin(4) sind nicht ein-
fach und werden daher hier nicht berücksichtigt, vgl. aber 
§ 81! 
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Produkte und Ausnahmegruppen 
81 . Produkte 
Als Hilfsmittel für die Uberlegungen zu den Ausnahme-
gruppen müssen wir auch kompakte Gruppen der Gestalt G 
G1 x G2 betrachten. Es sei T = T1 x T2 ein maximaler Torus 
von G und W = w1 x W2 die dazugehörige Weylgruppe. Das 
Einheitsgitter sei L L1 (-tl L2 c :!_ . Wir definieren die 
Einbettungen i. 
J 
und die Projektionen P· : T ~ J -
:!.j für j=1,2 Für eine lineare Abbildung X : T ~ T 
sei Xjk := pjXik : :!_k ~ :!_j . Ist X E ZA(G) , so gilt 
Xjj E ZA(Gj) nach Kor. 553. Diese Bedingung ist schon hin-
reichend für die Zulässigkeit von X, wenn X(L) im Zentral-
gitter liegt u n d eine der Abbildungen x12 oder x21 
die Nullabbildung ist. Andernfalls gibt es zusätzliche Be-
dingungen. 
Betrachten wir zunächst den Fall G1 
dem oben Gesagten ergibt sich 
x 11 =a1 E {0,1}, 
Die einzige neue Bedingung kommt von W = -I 
Sp(1) . Aus 
Dafür gilt 
Fw(X) = -2X + I ; ist X zulässig, so muß 2X also ganzzahlig 
sein. Die Berechnung der Determinante ergibt 
2 x12 x21 aw + 2a 1a 2 - (a1 + a2) 
(a1 2 a - - a2) w 
mit aw aw(X) E zo, 1} Daher kann 2x12x21 die Werte 
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-1, 0, +1 annehmen. Ist x 12x 21 i 0 (vgl. den einleitenden 
Abschnitt), so können x 12 und x 21 nur die Werte ± 1 und 
+ l annehmen, da 
- 2 2xij ganzzahlig sein muß. Als zulässige 
Matrizen erhalten wir also bis auf Äquivalenz und Komplemente: 
Die zugehörigen Tori sind 
( ~-~] [ 111} ~1 Span q~ 0 
-1J 
~2 Span /2 'l1 I ~l r -1 ~-11 l 0 -1)} 
Span { [~ l=n r 1 I 11 } l Q I 1) 
und die letzte Zeile zeigt, daß s2 zu s 1 äquivalent ist 
(Vorzeichenwecho·el in der zweiten Komponente rechts). x 1 
ist auch noch zulässig, wenn wir G1 oder G2 oder beide durch 
Sp(1)/± I ~ 50(3) ersetzen, aber nicht mehr für G/±I ~ 
50(4) . Das zugehörige Einheitsgitter L' wird nämlich von 
e 1 und 
ist 
erzeugt, wobei e = e 1 + e 2 , und für 
1 1 
e) = - X(e) + 2 e = - 2 e 1 ~ L' . 
W = -I 
J e d e s Produkt G = G1 x G2 von kompakten, nicht-
abelschen Liegruppen enthält Sp ( 1) x Sp ( 1) oder SO ( 3) x Sp ( 1: 
oder 50(3) x 50(3) als Untergruppe. Es sei r ~ ! 1 und 
s ~ ! 2 eine Wurzel von G1 bzw. G2 , und r := r/ 1:r 1 s = 
s/ii SI( • (Die Norm ist dabei bezüglich einer W-invarianten 
Metrik ( , ) auf T zu verstehen.) Es seien Wr und Ws 
die Spiegelungen an den !!yperebenen senkrecht zu r und zu s 
in !• und es sei W 
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(1) 2 -awl E{-1,0,1} 
s 
so erhalten wir wie in dem vorher diskutierten Spezialfall 
(2) 
Dies liefert eine Reihe von weiteren notwendigen Bedingungen 
für die Zulässigkeit eines Endamorphismus X von ! . 
82. Die Gruppen vom Typ G2 , F4 , E8 
Die kompakte Gruppe mit Wurzelsystem G2 ist die Automor-
phismengruppe der Cayley-Algebra, G = Aut(~a) . Sie ist 
einfach zusammenhängend und ohne Zentrum [17] und eine Er-
Weiterung der Gruppe SU(3) mit gleichem Rang. Der in § 61 
definierte maximale Torus T' von SU(3) ist also gleichzei-
tig maximaler Torus von G. Das Einheitsgitter L' c T' von 
SU(3) und G ist gleichzeitig das Zentralgitter von G. 
Ist daher XE ZA(G) , so ist XE ZA(SU(3)) und X(L') c 
L' . In § 64 haben wir gezeigt, daß nur X = 0 und X = I 
diese Eigenschaft haben. Es gibt also keine echten Doppel-
quotienten G/U mit rg(U) = 2 . 
Jetzt sei G die kompakte Gruppe vom Rang 4 mit Wurzel-
system 
mit i, j E { 1 , 2, 3, 4} i i j . Auch diese Gruppe ist ein-
fachzusammenhängend ohne Zentrum [17] und enthält die 
Gruppe Spin(9) (vgl. z.B. [4]). Die nicht-trivialen zu-
lässigen Matrizen von Spin(9) sind äquivalent zu x1 oder 
x2 , wie in Satz 74 angegeben, 
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11 
0 
0 
oder zu deren Komplementen. Wir zeigen, daß x1 und x 2 in G 
unzulässig sind. Für alle W E W(G) ist 
wobei u. i 1, ..• , 4 
~ 
, die Komponenten des Vektors 
u = (W - I)e4 
sind. Wählt man w = w 
r mit r = 
1 (e1 -2 e2 - e3 - e4) 
so ist u = -2 <e4 ,r> r r und I: u. -1 , also ~ 
det Fw<x1> = 0 x1 ist also nicht zulässig. Für x2 gilt 
mit V = (W - I) e 
Wählt man W = Wr wie oben, so ist v -2 <e,r>r 2r 
also u 4 = -1 und damit det Fw(X2) 0 . 
Somit sind 0 und I die einzigen in G zulässigen Abbil-
dungen. 
Schließlich sei G die kompakte Gruppe von Rang 8 mit 
Wurzelsystem 
E8 = D8 u { ~ r siei ; si = ! 1 , r si gerade ) . 
Auch diese Gruppe ist einfach zusammenhängend und ohne 
Zentrum, und sie enthält die Gruppe Spin(16) vorn selben 
Rang. (Vgl. [ 17]) Die zulässigen Matrizen von Spin ( 1 6) 
sind äquivalent ZU x1 oder x2, wie in Satz 74 angegeben. 
Wählen wir w = w r E W(G) 
1 
mit r = 2(e,+e2-e3- ... -e8) , 
so gilt wie im Fall von F4 oben: det Fw<x 1) = det Fw(X 2) 
0 . Diese Abbildungen sind also nicht zulJssig in G. 
Wir haben damit bewiesen: 
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Satz S2 Die Gruppen vom Typ G2 , F 4 , ES besitzen keine 
echten Doppelquotienten von maximalem Rang. 
S3. Gruppen vom Typ E7 
Eine fundamentale Basis (cf. [17]) des Wurzelsystems ES 
ist r 1 , ... ,rS mit 
für i 2,3, ... ,7 
entsprechend dem Dynkin-Diagramm 
Zu einer Fundamentalbasis des Teil-Wurzelsystems E7 gelangt 
man durch Streichung von rS, und r 1 , .•. ,r7 sind alle senk-
recht zu e . Also gilt 
c !8 
1:>i<j:>S} 
0} 
mit i = 1, ... ,S (vgl. auch [6)). 
Die einfach zusammenhängende kompakte Gruppe G mit Wur-
zelsystem E7 hat Zentrum Z = Zl 2 und ist eine Erweiterung 
der Gruppe SU(S) von gleichem Rang 7 (cf.[17]). Da Zeine 
Untergruppe des Zentrums von SU(8) sein muß, ist Z ± I 
und damit ist das Zentralgitter 
Die zulässigen Abbildungen in SU(S) sind bis auf Äquiva-
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lenz die Abbildungen xk 1 und xk2 von Satz 65 mit k = 
1 ,2,3,4 (vgl. Satz 66). Dabei gilt für ba = ea-e8 , 1 :> a;;; k 
1 
xk 1 (ba) -2e8 • 2e8 + t e 
aber dies liegt nicht in L 0 • Daher kann xk1 nicht zulässig 
bezüglich G sein. 
Weiterhin ist für 1 ~ i ~ 8 
(2 ek)' k t e 
Dieser Vektor liegt in L
0
, wenn k gerade ist, also k 2 
oder k 4 . Allgemein ist wieder 
det FW(xk 2) = 1 + Ea~ 1 ua mit u = 
Es sei = 1 (e1 + ••. +e4 -e5- •.. -es) r 2 und w = 
Dann ist u = - <2ek,r> r = -4r und [4 ua = -8 Wegen 1 
ist xk4 also unzulässig in G. 
Wir setzen W = wrws mit r wie vorher und 
s = e 1 - e 3 • Dann ist 
wr. 
(*) 
u = (W-I) (2e 2 ) = (<2e2 ,s><s,r>- <2e 2 ,r>)r- <2e 2 ,s>s 
-2r - 2s 
also u 1 + u 2 = -4 , und wegen (*) ist x2 2 unzulässig in G. 
Das Ergebnis dieses Abschnitts ist somit 
Satz 83 Es gibt keine echten Doppelquotienten von maxima-
lern Rang in den kompakten Gruppen mit Wurzelsystem E7 . 
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84. Gruppen vom Typ E6 
Zu einer Fundamentalbasis des Wurzelsystems E6 gelangt 
man, indem man von der in 83 angegebenen Fundamentalbasis 
von E8 die Wurzeln r 8 und r 7 wegläßt. Die übrigen Basis-
Elemente sind senkrecht zu e und zu 
Daher erhalten wir 
l. 
E6 E8 n {e, e 7+e8 } c !6 + !i 
± {ei-ej ; 1 ~ i < j ~ 6} u {±(e7 -e8 )} 
Diese Darstellung von E6 ist für unsere zwecke bequemer als 
die in [17] oder [5] angegebenen. 
Die einfach zusammenhängende kompakte Gruppe G mit Wurzel-
system E6 hat Zentrum Z ;;; Zl: 3 (cf. [ 17]) und ist eine 
Erweiterung von SU(6) x SU(2) vom selben Rang 6. Der maxi-
male Torus T dieser Gruppe hat die Liealgebra T = !6 @ !;\ 
(orthogonale direkte summe) mit Für eine 
lineare Abbildung X T - T mit X E ZA(SU(6) x SU(2)) 
gilt nach 81: 
X 
mit X' E ZA(SU(6)), a E {1,0} und p : !2- !6 , q 
~2 lineare Abbildungen. Wir setzen für i = 1, ... ,6 
T' -
-6 
wobei wir q von !6 auf ! 6 trivial fortzusetzen haben durch 
die Vorschrift q(e6 ) o . Wenden wir 81 (2) auf r = bij 
mit 1 ~ i < j ~ 6 und s = b 78 an, so ergibt sich 
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mit wobei w wijw78 . aij := aw 
Die Abbildung X' E ZA(SU(6)) ist bis auf Äquivalenz 
eine der in Satz 65 angegebenen Abbildungen xk 1 , xk 2 
mit k 0,1 '2, 3 
Wir definieren die Mengen 
s {s E lR6 = :!: 1 l: 0} c T' := s. 2 ' s. ~ ~ -6 
{s 1 S} s := + 2 b78 s E 
Für s E s setzen wir s := s + 1 2 b78 Die Spiegelung an 
der Hyperebene senkrecht zu s sei w5 =: Ws ; es gilt also 
x - <x,s> s 
Da S c E6 , ist Ws ein Element von W(G) für alle s E S. 
Dann ist 
det Fw (X) 
s 
- <X(s) ,s> 
- (<X's,s> + ~ <p + q, s> + !! 2 
wobei p := l: piei , q := l: qiei • Setzen wir as 
und 
f := <X's,s> 
so ergibt sich: 
(2) <p + q s> 4as - a - 2f 
Die entsprechende Gleichung gilt natürlich, wenn wir s durch 
-s ersetzen, wobei f unverändert bleibt. Addieren wir diese 
neue Gleichung zu (2), so erhalten wir 
(3) 2f 
Diese Gleichung impliziert eine Einschränkung für die Werte 
von f: 
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2f E {0,2,4} falls a 0 
(4) 
2f E {-1,1,3} falls a 
Da 5 5 ibi6 gilt andererseits 5 =' l:i=1 
' 
f = fk (s) := <Xk:1s,s> = -2s6 I: k s a=1 a 
für l = 1 und l = 2 . Daraus erhalten wir die folgende 
Wertetabelle: 
k {2fk(s) s E S} 
0 {0) 
(5) { -1 '1 } 
2 {-2,0,2} 
3 {-3 '-1 '1 ,3} 
Der Vergleich mit (4) zeigt, daß die Fälle k = 2 und 
k = 3 unmöglich sind, da nach (4) die Werte -2 und -3 nicht 
vorkommen. Weiterhin sehen wir, daß a = 1 für k = 1 und 
a = 0 für k = 0 gelten muß. 
Im Fall ~-=-Q ergibt sich außerdem aus (3) und (5), 
daß alle as verschwinden. Also folgt aus (2), daß p + q 
senkrecht auf allen s E S steht und daher p = -q gelten 
muß. Da im Fall k =' 0 auch alle aij für ,; i < j ~ 6 ver-
schwinden, erhalten wir aus (1) 
also 
also 
Pi = pj . Da aber I: pi 
q = 0 und damit X = 0 
0 , folgt daraus p 0 ' 
Es bleibt der Fall k = 1 zu untersuchen; wir werden 
zeigen, daß dieser Fall unmöglich ist. Dazu betrachten 
wir zunächst das Teil-Wurzelsystem 
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Eine Orthonormalbasis des davon aufgespannten Raumes 
.L !" := ! n (e3+e4 J 
ist f 1 , •.. ,f 5 mit 
{x E :rn8 
2f4 = b34 + b78 ' 2f5 = b34 - b78 
Die lineare Abbildung f : :rn5 = ! 5 T" 
ist ein Isomorphismus des Wurzelsystems o 5 c ! 5 auf D' 5 
und läßt sich also zu einer Einbettung der Liealgebra S0(1o) 
in G fortsetzen, und das Bild ist eine reguläre Unteral-
gebra H von G mit maximal abelscher Teilalgebra T". Es ist 
f1 + f2 b16 f1 - f2 b25 
f1 + f3 b15 f1 - f3 b26 
(6) 
f2 + f3 b12 f2 - f3 b56 
f4 + f = 5 b34 f4 - f5 = b78 
und es gilt f. ± f. E s für i E { 1 '2 ,3} E { 4 '5} ]. J 
Jetzt können wir den Fall ~-=-! untersuchen. Es seien 
i und p die Injektion (Einbettung) und die Projektion 
von T" Ist X E ZA(G) so gilt x := f- 1pXif E ZA(Spin(1o)) 
mit ac1wf(XJ ~(X) für alle W E W(H) (vgl. Kor.553). 
Insbesondere ist g(X) ein WS - zulässiger Graph in GS , 
also nach Satz 74 und 75 einer der Typen 
g 4 , cg 4 , g ( o) , g (I) . 
Andererseits ist g(X') = g 1 E G6 im Fall k = 1 , d.h. 
a 16 = 1 und aij = 0 für alle übrigen i,j E {1, ..• ,6}, 
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{i,j) # {1 ,6} • Nach (6) enthält g(X) den Teilgraphen 
(denn 
o-+-o 
1 2 
-1 -1 f w16f = w; 2 , f w25 f 
die Teilgraphen 
~ 
4 5 
w12l, und cg(X) enthält 
Dies ist für die oben angegebenen Typen nicht richtig: wäre 
z.B. äquivalent zu g' 4 oder cg4 , so müßte-ein 
Punkt mit allen übrigen einfach verbunden sein, was nicht 
der Fall ist. Demnach ist der Fall k = 1 unmöglich. 
Wir erhalten (recht mühevoll) das Ergebnis: 
Satz 84 Es gibt keine echten Doppelquotienten von maxi-
malern Rang für die kompakten Gruppen G mit Wurzelsystem vom 
Schlußbemerkung zu den Kapiteln 6,7,8: 
Wir haben für einfache, kompakte Gruppen G alle Tori von 
maximaler Dimension in G x G bestimmt, die auf G fixpunkt-
frei operieren. Versehen wir G mit einer linksinvarianten 
Metrik, so besteht nach einem Satz von Ochiai und Takahashi 
[22] die Zusammenhangskomponente der Isometriegruppe von G 
aus Links- und Rechts-Translationen. Daher haben wir für 
solche Metriken alle isometrischen freien Torus-Aktionen 
von maximalem Rang bestimmt. 
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Maximale Untergruppen 
mit vorgegebenen maximalen Tori 
91. Zulässige Erweiterungen von Tori 
Es sei G eine kompakte Liegruppe mit maximalem Torus T 
und zugehörigem Wurzelsystem R. Mit Hilfe einer Ad(G)-
invarianten Metrik ( , ) auf G können wir wieder R als 
Teilmenge von ! auffassen (vgl. 25). 
Gegeben sei ein Untertorus T' von T. Eine zulässige 
Erweiterung von T' ist eine abgeschlossene Untergruppe 
H von G, die T' als maximalen Torus enthält. Ist T' = T , 
so ist H stets eine reguläre Untergruppe; andernfalls gibt 
es auch n i c h t - r e g u 1 ä r e Erweiterungen, 
mit denen wir uns jetzt beschäftigen wollen. 
Es sei H eine solche zulässige Erweiterung von T' und 
Q c T' ihr Wurzelsystem. Nach § 25 gibt es für jede Wurzel 
q E Q einen Vektor 
(a) [u,zq] 
(b) [u,zql 
(cJ [zq,zql 
z E H c G mit q -<: -<: 
i(q,u)zq 
-i(q,u)zq 
2iq 
für alle u E T' Wegen i(q,q) (zq,t) = ([q,zq],t) = 
- (zq,[q,t]) = 0 für alle t E T ist zq ~ ! , also 
zq E Er E(r) ® ~ . Wir wählen eine orientierte Orthonorrnal-
basis {xr,yr} von E(r) für jede Wurzel r von G und setzen 
( 91) 
z 
-r 
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einen komplexen Skalar vom Betrag 1 eindeutig bestimmt. 
Dann ist also 
Setzen wir 
Rq := {r E R 
so ist 
(d) 
a E a: qr 
Die Teilmenge Rq von R nennen wir die Zerlegungsmenge von q; 
sie ist unabhängig von der Wahl der zr. Aus (a) und (d) folgt 
(1) r - q J. T' für alle r E R q 
mit anderen Worten, jedes r E R q wird unter der orthogo-
nalen Projektion p' : T ~ T' auf q abgebildet. Außerdem 
ist 
[z ,z ] = :L a ä [zr,zsl + 2i :L Ia 12r q q 
r;o!sERq qr qs rERq qr 
Daraus folgt mit (c): 
(2) :LrER 
q 
Ia 12r qr q 
(3) :L' a a z 
ro qr qs r'zs 0 
für alle r 
0 
E R 
wobei in der Summe :L' über alle r,s E R 
ro q 
mit r - s 
zu summieren ist. (Vgl. auch [2o], S. 2o8 f) 
Jetzt sei umgekehrt q E T' gegeben. Es sei 
Rq := ir E R p' (r) = q} 
Falls es eine nicht-leere Teilmenge Rq von Rq gibt und 
Zahlen a qr E 0: für alle r E Rq , so daß die Gleichungen 
(2) und (3) erfüllt sind, so folgen die Gleichungen (a) ,(b), 
(c) für zq := :L a z . Also erzeugt 
rERq qr r T' zusammen 
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mit in G eine zulässige Erwei-
terung H von T' mit Wurzelsystem {~q} . 
Ein Element q E T' - R kann nur dann Wurzel einer zu-
lässigen Erweiterung (kurz Erweiterungswurzel genannt) sein, 
wenn q in der konvexen Hülle von R liegt. Man beachte näm-q 
lieh, daß (r,q) = (q,q) für alle r E Rq gilt und daher 
wegen (2) 
Dies liefert schon eine starke Einschränkung. Eine hinrei-
chende Bedingung ist, daß es eine Teilmenge Rq von Rq gibt, 
deren konvexe Hülle den Vektor q im Inneren *> enthält, 
mit der zusätzlichen Eigenschaft 
(4) r - s t R für alle 
Ist ein Simplex, so ist diese Bedingung mit 
auch notwendig. Denn falls 
(cf. [18]), und wenn Rq ein Simplex ist, gibt es für jedes 
höchstens ein Paar mit r - s = r 
0 
Es sei Q die Henge der Erweiterungswurzeln von :!:_'. 
Insbesondere ist R n :!:_' natürlich eine Teilmenge von Q. 
Diese letzteren Erweiterungswurzeln wollen wir einfach 
nennen, wenn also R q {q} , die übrigen heißen zusammen-
gesetzt. Eine Teilmenge Q von 6 ist Wurzelsystem einer 
Erweiterungsgruppe genau dann, wenn Q selbst Wurzelsystem 
ist und für alle q E Q ein zugehöriger Eigenvektor zq 
mit (a), (b), (c) existiert, so daß gilt: Ist q,q' ,q+q' E Q , 
*> Das Innere einer konvexen Menge ist das topalogische 
Innere in dem von ihr aufgespannten affinen Teilraum. 
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92. Eindeutigkeit der Erweiterung 
Die Wurzelsysteme Q von zulässigen Erweiterungen H eines 
Untertorus T' von T können nach § 91 bestimmt werden. Aber 
der zu einer Wurzel q E Q gehörige Eigenvektor ist 
nur dann (bis auf einen komplexen Skalar) eindeutig bestimmt, 
wenn Rq = Rq ist, im allgemeinen nicht. Wir fragen daher, 
wieweit Q die Untergruppe H eindeutig bestimmt. Der folgen-
de Satz gibt die Antwort für klassische Gruppen, was für 
unsere Zwecke genügt. 
Satz 92 Es sei G eine der Gruppe SO(n), SU(n), Sp(m) und 
T' ein Torus in G. Die Untergruppen H , H' von G seien zwei 
zulässige Erweiterungen von T' in G mit demselben Wurzel-
system Q c T' . Dann sind H und H' zueinander konjugiert in G. 
Beweis: Da Q den Isomorphietyp von H bestimmt, gibt es 
einen Liealgebren-Isomorphismus ! : g + g• , der !' punkt-
weise festläßt, wobei für die Wurzelräume EH von g und EH' 
von H' gilt: 
für alle q E Q . 
Da die Einheitsgitter von H und H' in !' übereinstimmen, 
ist ! das Differential eines Liegruppen-Isomorphismus 
f: H + H' . Sind j,j' die Inklusionen von H bzw. H' 
in G c GL(V) mit V = IRn, a:n, lHm, so sind f
1 
:= 
und f 2 := f o j' zweitreue Darstellungen von H auf V, 
die auf T' übereinstimmen. Da T' jede Konjugierten-Klasse 
von H schneidet, gilt 
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Spur f 1 (h) Spur f 2 {h) für alle h E H , 
wobei wir Sp{m) als Untergruppe von SU(n) mit n = 2m 
und SO{n) als Untergruppe von SU(n) auffassen. Die 
Charaktere der Darstellungen f 1 und f 2 sind also gleich, 
und damit sind f 1 und f 2 konjugiert, zunächst in SU(n), 
aber damit auch in G (cf. [1]). 
Der Satz 92 läßt sich sofort auf nicht-einfache Gruppen 
übertragen, deren Liealgebra nur Faktoren von Isomorphie-
typ SO{n), SU(n), ~ enthält. 
Ein etwas genaueres Argument von Mal'cev ([2o], S.2o9) 
zeigt, daß die entsprechende Tatsache für a l l e kam-
pakten Gruppen richtig ist, was wir aber hier nicht brauchen. 
93. Rang (G) 2 
Jetzt sei G eine nicht-kommutative Gruppe vom Rang 2, 
d.h. der maximale Torus T von G ist 2-dimensional. Wir 
suchen alle eindimensionalen Untertori T', die sich in eine 
Untergruppe H = SU(2) oder H = S0(3) einbetten lassen. 
In T' muß es also eine Erweiterungswurzel q geben, und es 
ist T' = :mq • Nach 91 (1) und 91 (2) muß q auf der Strecke 
zwischen zwei Wurzeln von G liegen, und die Gerade :m q muß 
diese Strecke senkrecht schneiden. Außerdem muß 91 (3) er-
füllt sein. In der folgenden Tabelle 93 gehen wir alle 
2-dimensionalen Wurzelsysteme durch und bestimmen die mög-
lichen Erweiterungswurzeln q bis auf Weyl-Transformationen. 
Tabelle 93 
R q R R q q 
------------------------------------------------------------------------------
e, 
~ 
. 1 . e, 
. 
:f:
b,. 
b,, 
.. 
. 
bn 
*
.2•, 
. 
' 
.2<, 
~~ 
A1 
A1xA 1 
A2 
c2 
e1 
q,= e, 
1 
q2= 2<e1+e2) 
q1= b12 
1 
q2= 2 b13 
1 
q3= 2(b12+b13) 
q 1= 2e 2 
q2= e,+e2 
3 2 
q3= s<e1-e2) + s< 2ezl 
kt3,1) t 
q4= e, 
{e1} 
{ e1} 
(e 1 , e 2 ) 
{ b12) 
(b12' b13} 
{b12' b13} 
{2e2 l 
{2e1 ,2e 2 ,e 1+e 2 } 
{e 1-e2 , 2e2} 
{e 1+e 2 , e 1-e 2} 
{e1} 
( e1} 
{ e 1 , e 2 } 
{b12} 
{b12' b13} 
{2e2 l 
{e 1+e 2 l 
{ 2e 1 , 2e2 } 
{e1-e2 , 2e2 } 
"' w 
_. 
w 
"' 
Tabelle 93 (Fortsetzung) 
R q R R _______________ q ________________ q 
G2 q1= b12 {b12} {b12} 
··~ q2= p1 {p1) {p1} 
1 
{b12'p1 ,p3,b23} {b12' p3} q3= 2 b13 
.- .... 
~ 
{b12' b23} 
1 q4= T4( 9p2+sb,2} {p2, b12) {p2' b12} 
b,l 
1 t 14(2, 1 ,-3) 
1 
q5= 2(b12 + b13} {b12' b13} 
"' w 
w 
-..1 
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Für G2 haben wir dabei gesetzt: 
mit {i,j,k} = {1,2,3} Die Vektoren q in der Tabelle, für 
die kein R existiert, erfüllen zwar 91(1) und 91(2), aber q 
nicht 91 (3); sie sind also k e i n e Erweiterungswurzeln. 
94. Beispiele mit Codimension 1 
In diesem Abschnitt sei T ein maximaler Torus von G und 
T' ein Untertorus mit c o d i m e n s i o n Wir 
suchen alle m a x i m a 1 e n Untergruppen H von G, die 
T' al~ maximalen Torus haben. Diese Aufgabe ist von Dynkin 
[Jo] gelöst worden; wir können aber für die uns interessie-
renden Beispiele schneller ans Ziel kommen. 
Es sei v E T ein Normalenvektor der Hyperebene T' in !. ; 
J. 
es ist also T' = v . Wir bestimmen zunächst die orthogonale 
Projektion des Wurzelsystems R von G auf !'• p' (R) . Ist 
q E p'(R)- R, so ist 
Rq := R n Span {v,ql Rq U (1R V n R) 
ein 2-dimensionales Unter-Wurzelsystem von R, und q ist Er-
weiterungswurzel (q E Q) genau dann, wenn q eine der in 
Tabelle 93 bestimmten Erweiterungswurzeln bezüglich Rq ist. 
Wir sehen aus dieser Tabelle, daß die folgende Bedingung 
dafür notwendig und hinreichend ist, daß q Erweiterungs-
wurzel ist: Es gibt r,s E R , so daß q auf der Strecke 
[r,s] liegt (r,s nicht notwendig verschieden), so daß 
r - s E 1Rv - R 
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Ist Q auf diese Weise bestimmt, so suchen wir darin alle 
Wurzelsysteme Qi c Q von maximalen zulässigen Erweite-
rungen Hi auf. Ist Rq eindeutig bestimmt für alle q E Qi , 
so ist Hi durch Qi eindeutig bestimmt, sonst nur bis auf 
Konjugation (vgl. § 92). Ist Q = Q selbst Wurzelsystem 
einer Untergruppe H, so ist H (einzige) größte zulässige 
Erweiterung von T'. 
Wir erinnern an die Standard-Wurzelsysteme: 
An ± {ei - e. J ~ i < j ~ n+1} 
D :!:: {ei ± e. :>i<j~n} n J 
B Dn u ± {ei :> i ~ n} n 
c D u ± {2ei ~ i:; n} n n 
G2 A2 u ± {p1,p2,p3} 
wobei wir wie in 93 
mit { i , j , k} {1,2,3} gesetzt haben. Außerdem setzen wir 
für {i,j.k.l} = {1,2,3,4} , und wir schreiben abkürzend 
Schließlich setzen wir noch 
e := e1+ .•. +em-em+1- ••• -e2m = b1,m+1 + •.• + bm,2m 
in m2m. Mit diesen Bezeichnungen erhalten wir die folgende 
Tabelle: 
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Ist G/H diffeomorph zu einer Sphäre sk wie in den Beispie-
len Nr. 1,3,4,6,8,9,17, so hat die normal-homogene Metrik 
strikt positive Krümmung. G/H = Sk (Beispiele 1,4,6,8) 
0 
soll heißen, daß die normal-homogene Metrik sogar isometrisch 
zur Standard Metrik auf sk ist, also konstante Krümmung hat. 
Zu 1: Das Paar (SU(4),H) geht unter dem Isomorphismus 
f : SU(4) - Spin(6) über in das Paar (Spin(6), Spin(5)) 
Der Quotient ist die Standardsphäre der Dimension 5. 
Spin(7) 1 c Spin(8) ist die folgende Untergruppe: 
Es sei S0(7) ~ A E S0(8) ; A(e 1) ~ e 1 } • Das Urbild 
dieser Untergruppe in Spin(8) sei Spin(7) genannt. Dann 
ist Spin(7) 1 := ß- 1 (Spin(7)) , wobei ß der in§ 75 defi-
nierte Automorphismus von Spin(8) ist (vgl. [4), 5.221). 
zu 8: Hier ist H das Urbild der Untergruppe Aut(~a) von 
S0(7) in Spin(7) ; vgl. [4], S.22o und auch die Zeichnung 
s. vi, vii. 
zu 9: Spin(7) 1 c Spin(8) c Spin(9) ist die Standgruppe 
der Isotropie-Darstellung von Spin(9) auf der Einheitssphä-
re im Tangentialraum von F4/Spin(9) = ~aP 2 , wobei F4 
die Isometriegruppe von ~aP 2 mit Wurzelsystem F4 ist 
(vgl. § 1o1 und [4], S.221f). Es gilt also G/H = s 15 
zu 11: Es ist Rei {ei' ei-en' ei+en} , also ist Rei 
nicht eindeutig bestimmt (vgl. in Tabelle 93 die Erweiterungs-
wurzel q2 für R = c2 ~ B2 ) . Nach Satz 92 können wir H daher 
nur bis auf Konjugation bestimmen. Ähnliches gilt bei 12 • 
zu 14/15: Hier ist (als einziges Beipiel dieser Art) Q kein 
Wurzelsystem einer Untergruppe von Sp(4), denn es gilt 
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q 12 + e 1-e 2 ~ Q , aber 
[ z • z l 
q12 e,-e2 
E 
diese Lieklamrner verschwindet also nicht. Das maximale Teil-
system 
durch Permutation der Indizes hervorgehenden Wurzelsysteme 
gehören zu Untergruppen von SU(4) (vgl. Nr. 1) und bleiben 
deshalb außer Betracht. Es bleiben die maximalen Teilsysteme 
0 1 = A3 und o2 = {qij} , die zu den angegebenen Gruppen H 
gehören. 
In den Fällen 2,3,5,7,1o,13,16,17 ist leicht zu sehen, daß 
es keine zwei Wurzeln r,s E R gibt mit * r-s E lR v Des-
halb ist 91 (1) nur trivial mit q = r erfüllbar. Es gibt 
also keine zusammengesetzten Erweiterungswurzeln, d.h. 
Ö = R II VJ. 
Die nicht-regulären Untergruppen der Nummern 1,4,6,8,15 
gehören zu S-Unteralgebren im Sinne von [1o] und [3]: 
Sie sind in keiner echten regulären Unteralgebra von g ent-
halten. Dies folgt, weil U{Rq ; q E Q} in keinem echten 
Unter-Wurzelsystem enthalten ist. 
95. Beispiele mit dim(T') = 1 
In diesem Abschnitt sei T' ein 1-dimensionaler Unter-
torusvonT,also !'=lRu fürein uE!, u!O In der 
folgenden Tabelle 95 werden die Erweiterungswurzeln q E T' 
sowie die zugehörigen Untergruppen H = SU(2) oder H - S0(3} 
bis auf Konjugation bestimmt. 
Nr. G :!'. n u 
su (n) 1Rn81Re >2k<:2 (ek)' 
A 
2 2m e 
3 S0(2n) lRn ;,4 e1 
4 2m e 
5 2m+1 e 
6 S0(2n+1) lRn <:2 e1 
7 2m e 
8 2m+1 e 
9 Sp(n) lRn <:2 e, 
1o <:2 e 
Tabelle 95 
q Rq 
1 A {b 21 _ 1 , 2 j;1~15jS~ - e m 
e1 {e 1±e1 ; 2:01Sn} 
1 {e 1+ej; h1<jSn} - e m 
e1 {e1 • e 1 ±e1 ; 2 i n) 
1 {e 1+ej; 1:>1<jSn} - e m 
2e 1 {2e1 } 
2 {2ek' e 1+ej; - e n 
1:>k:>n, l:>i<j :>n} 
Rmin 
q 
{b12'b34' • • • ,bn-1,n} 
{e 1+e 2 , e 1-e 2 } 
{e2i+1+e2i; 1=1, •.. ,m} 
{e1}' {e 1+e 2 ,e1-e2 } 
{e2i-1+8 2i; 1=1, ••• ,m} 
{2e 1 } 
{e,+e2'"""' 8 2m-1+e2m' 
2e2m+1'"""'2en} 
0 :> 2m :> n 
H -
t.mSU(2) 
S0(3) 
t.mSp(1) 
I 
~ 
80(3) 
"" w 
t.mSp(1) 
Sp (1) 
t>mSp(l) 
~ 
"' 
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Dabei haben wir haben wir für eine Matrizengruppe H in 
GL(r,lK) definiert: 
llllJI {r···A) E GL(mr,lK); AEH} 
Weiterhin setzen wir 
b2i-1,2i E 
Außerdem haben wir von den folgenden Einbettungen Gebrauch 
gemacht: 
Sp(m) c S0(4m) c S0(4m+1) 
Dabei wurde IHm mit lR4m identifiziert mit der Abbildung 
Da Rq bei hoher Codimension sehr unübersichtlich wird, 
benutzen wir die Darstellungstheorie der SU(2) als Hilfs-
mittel: 
Lemma 951: Ist f : SU(2) - SU(n) eine Darstellung, 
so gilt für die Matrix f(b 12 J E SU(n) : Ist w ein Eigen-
wert, so ist -w ein Eigenwert derselben Vielfachheit. 
Beweis: Das folgt sofort aus der entsprechenden Eigen-
schaftfür irreduzible Darstellungen (vgl. z.B. [21], [25]) 
Lemma 952: Für ungerade n ~ 3 ist e E T nicht im 
-n 
Bild einer Darstellung f SU(2) - S0(2n+1) • 
Beweis: Nehmen wir an, daß e im Bild einer solchen Dar-
Stellung f liege, also e = f(x) fär ein x E SU(2) 
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Wir gehen zur komplexifizierten Darstellung fc von SU(2) 
auf ~ 2 n+ 1 über. Unter der größeren Gruppe SU(2n+1) ist 
e konjugiert zu ~ b12 + b34 + ... + b2n-1 ,2n f(x) hat also 
die Eigenwerte ~ i mit Vielfachheit n und den einfachen 
Eigenwert 0. Aus der expliziten Kenntnis der Gewichte der 
irreduziblen Darstellungen von SU(2) (vgl. [25], 4.3.1o) 
ergibt sich, daß fc konjugiert ist zu n p 2 , der n-fachen 
direkten Summe der "natürlichen" Darstellung p2 von SU(2) 
auf ~ 2 , falls n ~ 2 . (Im Fall n = käme außerdem noch 
die Darstellung ~ 3 von S0(3) auf ~ 3 in Betracht.) 
Aus dieser Zerlegung von fc und der Tatsache, daß n ungerade 
ist, ergibt sich, daß f nicht selbst schon zu einer komple-
xen Darstellung (in U(n) c S0(2n+1)) konjugiert sein kann; 
sonst müßte jeder irreduzible Summand von fc doppelt vor-
kommen ([1!, 5.27). Daher besitztfeinen (reell irreduzib-
len) Summanden g, dessen Komplexifizierung gc immer noch 
irreduzibel ist (c1L S. 66). Da gc ein Summand von fc ist, 
muß gc - ~ 2 gelten. Aber das ist ein Widerspruch, denn 
: 2 ist quaternional (nämlich konjugiert zur Darstellung 
von ~ auf lll 1 ) und daher nicht reell ( [ 1 ] , S. 64) . 
Jetzt können wir die Tabelle 95 erläutern: 
Zu 1: Es ist nu 
... +en) . Da n-k 1 k, ist das Kriterium von Lemma 951 
nicht erfüllt; es kann also keine Erweiterungswurzel in 
lR u geben. 
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zu 2,3,4,6,1o: In alldiesen Fällen gilt p' (R) = {q,O} , 
wobei p' die Projektion auf IRu bezeichnet. Also ist q 
einziger Kandidat für eine Erweiterungswurzel, und wir finden 
jeweils eine zugehörige Untergruppe H. 
zu 7: Es gilt p' (R) = {~ e, ~ e, 0} , und für q' = ~ e 
gilt Rq, {e 1 , ... ,en} . Dies ist ein Simplex, und es gilt 
ei - ej E R , also ist 91 {3) nicht erfüllt und q' keine Er-
weiterungswurzel. 
zu 9: Es ist p' (R) = {2e 1 , e 1 , 0} , und 
2 "i:;; n} . Wäre e 1 Erweiterungswurzel und e 1 + ei E Re 1 , 
so wäre auch e 1 - e. E R , da e 1 im Inneren der konvexen 1 e 1 
Hülle von Re
1 
läge. Aber dies ist ein Widerspruch zu 91 (3), 
denn 
deres Paar r,s E Re. 
1 
2ei ist eine Wurzel, und für kein an-
gilt r - s = 2e .. 
1 
Zu 5,8: Dies folgt aus Lemma 952 für S0(2n+1) und erst 
recht für S0(2n). 
Zu erläutern bleibt jetzt noch die vorletzte Spalte von 
Tabelle 95. Dort sind bis auf Indexpermutation alle mini-
malen Zerlegungsmengen RTiin von q, die im Wurzelsystem q 
~ einer r e g u 1 ä r e n Erweiterung K von H enthal-
ten sind. Ist Rq die zur Untergruppe H gehörige Zerlegungs-
menge von q, so liegt Rq natürlich in ~ ; es reicht also, 
die minimalen Zerlegungsmengen innerhalb R für beliebiges q 
H zu bestimmen. In den ~~11~~ ~ ~~~ ~ sind diese leicht zu 
ermitteln: Ist e 1+ei E Rq , so auch e 1-ei, weil e 1 im Inne-
ren der konvexen Hülle von Rq liegt (s.o.). Im Fall 5 muß 
eins der e 1!ei in Rq liegen, falls keins der ej in Rq 
- 147 -
(95) 
liegt • Daraus folgt die Behauptung in diesen Fällen. 
Die ~~!!~-~L1LZLl~ haben gemeinsam, daß q = e bzw. q = e 
nicht nur in ~, sondern zufällig auch in G liegt, also ins-
besondere eine invertierbare Matrix darstellt. Ist {X,Y} 
eine orientierte Orthonormalbasis von E(q) in~, so ist 
X konjugiert zu einem Vielfachen von q und außerdem senk-
recht auf ! (bezüglich einer Ad(G)-invarianten Metrik). 
Insbesondere ist auch X invertierbar. Für r E R sei 
die Projektion auf E(r) . Dann gilt 
Im folgenden sei Eij E M(n,lR) die Matrix mit 
Weiterhin sei 
F .. 
l.J 
Lemma 953: Für G = SU(2m), v = e (Fall 2) gilt: 
Rq enthält (bis auf Permutation der Indizes) die Menge 
{b12' b34' ... ' bn-1 ,nl mit n :=·2m 
Beweis: Da X E SU(n) -! , ist 
X ta<b uabFab + i vabGab 
mit uab , v ab E 1R • Andererseits ist 
Da X invertierbar ist, gibt es eine Permutation o E S mit n 
xa,o(a) ~ 0 für a = 1, ... ,n , denn die Determinante von 
X = ( ( xab)) setzt sich aus solchen Produkten zusammen. Da 
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0 für a = 1, ... ,n hat a keinen Fixpunkt. Wir wäh-
len Indizes a 1 1 , a 2 t- a 1 , a ( a 1 ) , . . . , am 'lc { a 1 , ... , 
am_ 1 ,o(a1), ••• ,o(am_ 1l}. Dann ist {a1 , ... ,am,o(a1), ... , 
a(am)) {1, .•. ,2m} und ba,o(a) E Rq für a = 1, ... ,m, 
was zu zeigen war. 
Lemma 954: Für GE {S0(4m), S0(4m+1)} und v = e (Fälle 
4 und 7) gilt: Rq enthält bis auf Permutation der Indizes 
die Menge {e1+e 2 , e 3 +e 4 , •.• , en_ 1+en} mit n :=2m. 
Beweis: Eine Matrix X E M(2n,m l können wir als n x n -
Matrix mit Koeffizienten in M(2,m) auffassen. In dieser 
Darstellung ist (xp,q1a,b = X pa,qb mit p,q E { 1 , 2} , 
a,b E { 1, ... , n} Eine Basis von M(2,ml ist 
I = (1 ,> , J = (1 -1) K = (1 _,l , L = (1 1) 
Mit diesen Bezeichnungen gilt für S0(2n) und S0(2n+1): 
E(ei+ej) = Span {K Fij' L Fij} 
Da 
mit 
XE Span U{E(r) ; r ERq} , ist X= ri<j (uil + VijL) 
uij' vij E m . Die Behauptung folgt jetzt analog zu 
953 aus der Tatsache, daß X invertierbar und n = 2m gerade 
ist. 
Das entsprechende Resultat ist im Fall 1o, d.h. G = Sp(n), 
v = e , vermutlich auch richtig. Es ist jedoch einfacher, 
diese Aussage gleich für ~ statt für Rq zu beweisen: 
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Lenuna 955: Es sei G = Sp(n) und H eine zulässige Erwei-
terung von T' mit T' = 1Re . Ist K eine reguläre Unter-
gruppe von G, die H enthält, und Rx c R das Wurzelsystem 
von K, so enthält Rx bis auf Index-Permutation eine der 
Mengen 
mit 0 ~ m $ n/2 . 
Beweis: Für die Wurzelräume von Sp(n) gilt: 
Ist {X,Y} eine orientierte Orthonormalbasis von E(q) in 
H mit 2 q = n e (dies ist die einzige Erweiterungswurzel in 
!'• wie oben gezeigt), so ist XE [rEi E(r) , also 
q 
mit uab E 1R für a ,; b . Da X außerdem invertierbar ist, 
gibt es wie in 953 eine Permutation o E Sn mit ua,o(a) i 0 
für a = 1, ... ,n, denn X j-1 ist eine komplexe Matrix. 
Hierbei haben wir uba := uab für a < b zu setzen. Wir 
nummerieren die Komponenten nun so um, daß die Fixpunkte 
von o genau die Zahlen k+1, .•. , n sind mit 0 "k ~ n . Ähn-
lieh wie in 953 wählen wir a1 = 1 
' 
falls k i 0 dann 
a2 1- a1' :; (a1) ' a3 1- a 1 ,a2 ,o(a1 ) ,a(a2 J usw. in {1' 0 0 0 ,k} 
(für k = 0 ist diese Menge leer). Ist k = 2m gerade, so 
ist { a 1 , ... , am, o ( a 1 ) , ... , c; ( am) } { 1 , ... , k} , und Rq 
enthält (nach Umnumnerierung) die Wurzelmenge Sm; insbesondere 
gilt Sm c Rx für jede reguläre Erweiterung K von H. 
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Ist k = 2m+1 ungerade, so enthält Rq und damit ~ nach 
Umnummerierung die Wurzelmenge 
s~ := {e1+e 2 , ... , ek_2+ek_ 1 , 2ek+1 ' ... , 2en} 
Außerdem gilt q ~ e E Span ~ und 2ek ~ 2e mod Span S~ 
also gilt 2ek E Span ~ • Daraus folgt schon 2ek E ~ · 
Das sieht man aus der Klassifikation der Teil-Wurzelsysteme 
oder auch direkt, indem man zeigt: von Cn in [1o], s. 147 
Gilt P·2ek = r 1 + +rm mit pElN und r 1 , ... ,rmE 
Cn, so daß ra # rb für mindestens ein Paar a,b E {1 , ... ,m}, 
so gibt es c,d E {1, ... ,m} mit rc + rd E Cn u (0} 
Sind also die ri in einem Teil-Wurzelsystem ~ von Cn' 
so auch rc+rd , und man kann p·2ek durch m-1 Wurzeln 
von ~ statt durch m darstellen. Durch Induktion (Suche nach 
dem "kleinsten Verbrecher") zeigt man schließlich, daß es 
eine Darstellung gibt mit m = p und r 1 = ••• = rm E ~, 
also 2ek = r 1 E ~ . Damit ist das Lemma 955 bewiesen. 
Betrachten wir auf G eine Torus-invariante Metrik, so ist 
die Invarianzgruppe K regulär. Wenn wir die induzierten Me-
triken auf G/H für eine Untergruppe H von K untersuchen, 
so dürfen wir H durch eine in K konjugierte Untergruppe H' 
ersetzen. In den Fällen von Tabelle 95 haben wir gezeigt, 
daß R neben R auch Rmin enthält. Deshalb gibt es eine 
-1( q q 
zulässige Erweiterung H' des maximalen Torus T' von H mit 
denselben Wurzeln ~ q wie H und Zerlegungsmenge Rmin . q 
Nach Satz 92 sind also H und H' in K konjugiert. (~ ent-
hält als reguläre Unteralgebra der klassischen Algebra ~ 
keine Ausnahmealgebren als direkte Saummanden.) 
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Wir können also ohne Einschränkung der Allgemeinheit 
annehmen. Sind die verschiedenen 
minimalen Zerlegungsmengen von q, so brauchen wir uns nur 
mit den zugehörigen Gruppen H1 , ... ,Hk zu beschäftigen. 
Nach 92 gilt Hi 
können wir auch n u r die Gruppe H1 betrachten, aber 
alle linksinvarianten Metriken auf G, die bezüglich i r -
g e n d e i n e m der Tori invariant sind. Dies 
geschah in 433 und 443: In diesen Fällen war G = Sp(2) 
bzw. G = Sp(3) und T' = lRe . Nach Tabelle 95, Nr.1o, gibt 
es genau zwei minimale Zerlegungsmengen, nämlich mit m = 0 
und m = 1 , die den in § 43 und § 44 untersuchten Tori 
entsprechen. 
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Kapitel 1o 
Die Klassifikation 
1o1. Die Räume G/Umax mit positiver Krümmung 
Die Tori s von maximaler Dimension, die fixpunktfrei 
und isometrisch auf einer kompakten Liegruppe G operie-
ren können, wurden in Kapitel 6,7,8 bestimmt. In Kapitel 9 
wurden die beiden Komponenten der zugehörigen maximalen 
Untergruppen umax in G ~ G bestimmt, die diese Tori 5 
als maximalen Torus haben. Die Ergebnisse fassen wir in 
Tabelle 1o1 zusammen. Nachzutragen bleibt die Begründung 
in den Fällen 1 und 2; dort hat die Projektion von 5 auf 
einen Faktor schon maximalen Rang; also ist die entsprechen-
de Projektion von U schon reguläre Untergruppe. Daraus und 
aus Tabelle 95 Nr. 1 folgt das angegebene Ergebnis. 
In den Fällen 2,3,5,7,8,9,1o,18 induziert die biinva-
riante Metrik auf G schon positive Krümmung auf G/U mit 
U = Umax , weil dasselbe schon für den normal-homogenen 
Raum G/U' mit U' = U n ur gilt (vgl. Tabelle 94). In 
allen diesen Fällen gilt außerdem, daß U' ein Normalteiler 
von U ist und daß G/U' diffeomorph zu einer ungerade-dimen-
sionalen Sphäre ist. Also kann man die Aktion von U auf G 
auch als Aktion von U" := U/U' auf der Sphäre G/U' be--
schreiben. In allen Fällen gilt U" ;:; s 1 oder U" ;:; s3 . 
Wir werden sehen, daß G/U stets diffeomorph zu einem kom-
plex- oder quaternional-projektiven Raum ist. 
Tabelle 1o1 
Nr. G n s l!rnax G/Umax K > 0 ? 
SU(n) c5 ~k1' 2~k<~ IR (2en;e 1+en)' + 0 x (SU(k) +SU(n-k)) nein 
2 .,3 ~k2' 1-.k<~ k k IR (2e ;2e +bn 1 )' + 0 x SU(n-1) <J:Pn-1 ja 
3 2m _ 4 §.,y,2 llmSU(2) x SU(n-1) lH Pm-1 ja 
4 ~1 IR (en)' X (SU(m) + SU (m)) nein 
5 Spin(2n) 4 .L 54 IR e 1 x e SJ2in(3) x SJ2in(7)' ja 
"' w 
6 ...:5 SJ2in(3) x SU(n) nein 
7 2m~ 4 
.L llm~ x SJ2in(2n-1) lH Pm-1 IRe x e ja 
n 
8 2m-1 c 3 IRe x SJ2in(2n-1) a:Pn-1 ja 
9 Spin ( 2n+1) 3 .L 54 IR e 1 x e SJ2in(3) x Aut (<I:a) ja 
1o 4 Spin (3) x Spin (7) ' lH p3 ja 
11 ,s Spin (3) x SU(n) nein 
~ 
0 
Nr. G n s 
Tabelle 1o1 (Fortsetzung) 
u 
--max G/Umax K > 0 ? 
---------------------------------------------------------------------------------------------J.. 6m~ x Spin(2n-1) 12 Spin(2n+1) 2m;: 4 JRe x e nein n 
13 " 2m-1 ;,; 3 " lRe x §.Ein(2n-1) nein 
J.. 14 Sp(n) 3 1Re1 x e ~ X SU(3) nein 
15 " 4 
" §.E.ill X SU(4) 
nein 
16 " 4 
" ~ X (SU:2) + SU(2) + SU(2)) nein 
17 " ~s " §.E.ill x SU(n) 
nein 
" 
J.. 6m~ x Sp(n-1) lH Pn-1 
18 <;2 1R e x e 
ja n 
0 
~ 
U1 
..,. 
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zu 2: Hier ist U' ~ SU(n-1) , und G/U' ist diffeomorph 
zu durch die Zuordnung für alle g E 
G ~ SU(n) , wobei en hier der n-te Basisvektor in ~n ist. 
Es gilt U ~ U"U' mit z E S 1 } , wobei 
Az die lineare Abbildung auf ~n ist mit 
~ e p 
für a 1 ' ••• ,k ' p k+1, .•• ,n, und 
rz 
B A 
I z z 
I z 
Setzen wir Z*A := A AB - 1 z z für jede Matrix A E SU(n) 
so gilt Die Abbildung zA
2 
ist 
zu zi konjugiert durch den JR-linearen Isomorphismus 
F : a:n ~ a:n mit 
+ 
' 
F ist also ein äquivarianter Diffeomorphismus von s 2n-l 
bezüglich der Operation von s 1 durch zi einerseits und 
durch z A andererseits. Daher ist G/U ~ s2n-1 151 z 
mit 51 {zA2 z E s 1} diffeomorph zu ii:Pn-1 
Versieht man G SU(n) mit der biinvarianten Metrik 
(X,Y) ~Re Spur xy* , so wird auf s 2n-l die Metrik 
n-1 -(x,x) ~ 2Ii~l xixi + X X n n 
für x E Tens 2n-l (also xn E iJR) induziert. Die Abbil-
dung F ist eine Isometrie bezüglich dieser Metrik; daher ist 
G/U sogar isometrisch zu C:Pn. 
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Zu 8: Wir haben G : S0(2n) und u : U" x U' mit U' : 
S0(2n-1), U": 6nS0(2) . Die Gruppe U" operiert auf G/U' 
: s 2n- 1 wie die Skalarmultiplikation zi mit z E s 1 , da-
her gilt G/U ~ ~Pn- 1 , und dieser Diffeomorphismus ist eine 
Isometrie, wenn wir auf G die biinvariante Spur-Metrik nehmen. 
Zu 3, 7, 18: Wir benutzen die Einbettungen Sp(m) c SU(2m) c 
S0(4m) . Jede dieser Gruppen operiert isometrisch und tran-
sitiv auf der Einheitssphäre s4m- 1 in mm , und die Stand-
gruppe des Punktes en ist jedesmal die Gruppe U' = Ur 
Andererseits ist U" = u1 für alle diese Gruppen gleich, 
nämlich die Skalarmultiplikation von links mit Einheits-
quaternionen. Daher ist G/U in allen Fällen diffeomorph 
zu m Pm-1 • Genauer gilt: Die Abbildung F : rum ~ ~ , 
F(x) = x, gibt einen Diffeomorphismus von s 4m- 1 , der äqui-
variant ist bezüglich der Operation von s3 durch Links-
Skalarmultiplikation einerseits und durch Rechts-Skalarmul-
tiplikation andererseits. Also vertauscht F Sp(n) F- 1 mit 
U" , und daher ist G/U = s 4n- 1;u• sogar isometrisch zu 
mPm- 1 für jede Metrik auf s 4m- 1 , für die F, Sp(n) und 
U" isometrisch operieren, insbesondere für die normal-
homogenen bezüglich (G,U'). 
Zu 5,9: In Nr. 5 wenden wir auf G = Spin(8) den Auto-
rnorphismus ß an (vgl. §§ 75, 94). Dabei geht Spin(?)' 
in Spin(7) über (s.S.141} und in 1 t 2(1,1,1,-1) 
Wenden '<lir noch den Automorphismus an, der nur e 2 in -e2 
überführt, so erhalten wir bis auf Konjugation u• u 
r 
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Spin(7) , U" = L'l 2SU(2) c SU(4) c Spin(8) . Da die Inklu-
sion SU(4) ~ Spin(8) einen Diffeomorphismus der homoge-
nen Räume SU(4)/SU(3) ~ Spin(8)/Spin(7) = s7 induziert, 
gilt wie im vorigen Abschnitt, daß G/U diffeomorph ist 
zu 
Zu Nr.9 bemerken wir, daß die Inklusion Spin(7) ~ Spin(8) 
einen Diffeomorphismus der homogenen Räume 
Spin(7)/Aut(O:a) Spin(8)/Spin(7)' 
induziert. Diese wohlbekannte Tatsache [4] ist leicht ein-
zusehen: Es sei T' = Spin(7)' n T , T" = Spin(7) n T , 
und R' c :!: ' , R" c T" seien die zu diesen maximalen Tori 
gehörigen Wurzelsysteme von Spin(7)' bzw. Spin(7). Es ist 
T' 
R" 
l. 
e T" 
l. 
e1 ' R' = A3 U ± {g12' g13' g14} ' 
2 ~ i < j ~ 4 } u ± { e 2 , e 3 , e 4 } ( vg 1. § 9 4) . 
Also ist R' n R" = ± {e 2-e3 , e 3-e4 , e 4-e 2 } = A2 
sind die Vektoren 
Außerdem 
{i,j,k} = {2,3,4} 
in T' n T" Erweiterungswurzeln sowohl in Spin(7)' als auch 
in Spin(7) (vgl. Tabelle 94, Nr. 8) mit Zerlegungsmengen 
bzw. 
Die Zerlegungsmengen von g 1i E T' und ei E T" in Spin(8) 
sind aber 
deshalb hat pi E T' nT" in beiden Fällen dieselbe Zerlegungs-
menge in Spin(S), nämlich 
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Daher liegt die Gruppe Aut(~a) mit dem Wurzelsystem 
im Durchschnitt von Spin(7) 1 
und Spin(?), und aus Dimensionsgründen ist sie nicht grö-
ßer als dieser Durchschnitt. Dies zeigt die Behauptung. 
Da die Gruppe U" in Nr.S und Nr.9 dieselbe ist, nämlich 
U" = Spin(3) c Spin(?) c Spin(S) , gilt wie in Nr.S: 
Spin(7)/U = S7 /U" = :n-IP1 = s 4 . 
Zu 10: Wie schon in § 94 erwähnt, operiert die Isometrie-
gruppe (genauer: deren Zusammenhangskomponente) F4 des 
Symmetrischen Raumes ~aP2 transitiv mit Standgruppe Spin(9) · 
F4 hat das Wurzelsystem 
F 4 = B4 U ± S , 
Also können wir den Tangentialraum des ausgezeichneten Punk-
tes von ~aP 2 mit 
V= !_4 8 Spin(9) = .LsES E(s) - :rn.
16 
identifizieren. Insbesondere ist 1 2 e E S • In E(.;e) c V 
gibt es ein Element x ~ 0 , dessen Centralisator gerade 
Spin(7) 1 ist [4]. Das sieht man folgendermaßen: Die schon 
mehrfach benutzte Abbildung ß : ~-~·der in§ 75 ein-
geführte Automorphismus von o4 , überführt das Wurzelsystem 
l. Rl 
= B3 I von SEin(7) 1 auf B3" = B4 n e1 und die Menge 
B4 I = D4 u ± 1 q14} c F 4 in wobei 
1 (L" e, q12' q13' B4 
' 
2 e 
auf e1 abgebildet wird. (Insbesondere ist also B4 I ein Teil-
Wurzelsystem von F 4~ Die Abbildung ß läßt sich daher zu 
einem Isomorphismus der zu B I 4 gehörigen Unteralgebra von 
~4 auf die Unteralgebra 8Ein(9) fortsetzen. Die Wurzel-
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räume von Spin(9) sind 
(vgl. S. 147) für i = 1,2,3,4 sowie die in Lemma 954 an-
gegebenen Wurzelräume von Spin(8) . Offensichtlich ist 
Spin(?) = S0(7) = {XE S0(9) ; X(e 1) = X(e 9 ) = 0) die Cen-
tralisator-Algebra der Matrix F19 E E(e 1 ) 
der Centralisator des Elementes 
Deshalb ist 
-1 
X= ß (F19 ) E Spin(7)' 
E(~ e) (genauer zunächst nur dessen Zusammenhangskompo-
nente). Daher ist Spin(?)' die Standgruppe von x für die 
Adjungierte Darstellung von Spin(9) auf V. Da die Gruppe 
Spin(9) transitiv auf allen Richtungen in V operiert, ist 
die Abbildung Spin(9)/Spin(7)' g Spin (7) ' ~ 
Ad(g)x für g E Spin(9) ein Diffeomorphismus. (Insbeson-
dere zeigt dies, daß die Standgruppe von x tatsächlich zu-
sammenhängend ist; sonst kann der Quotient nicht die Sphä-
re sein.) 
Die Gruppe U" = Spin(3) c Spin(9) operiert linear auf 
V. Um diese Darstellung zu kennen, brauchen wir nur ihre 
Gewichte, d. h. die Eigenwerte von ad (e 1 ) i V auszurechnen. 
Ist {Xs,Ys} eine orientierte Orthonormalbasis von E(s), 
so ist 
[e1' X iYs] 
i (Xs + iYS) + 2 s 
[e 1 , X - iYs] 
i (Xs - iYs) s = -2 
also hat ad(e 1) auf V x ~ eine Matrixdarstellung der Form 
i 'I 0 
2 I 0 -I~ 
wobei I hier die Einheitsmatrix in M(4,IR) bezeichnet. 
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Die Darstellung von Spin(3) auf V ist somit äquivalent zur 
Darstellung von Sp(1) auf m4 durch Links-Skalarmultipli-
kation. Somit gilt G/U := s 15 /U" = m p 3 . 
1o2. Die übrigen Doppelquotienten G/U mit rg(G) = rg(U) 
Wir haben noch zu zeigen, daß die bisher nicht erwähnten 
Räume G/Urnax von Tabelle 1o1 für jede Torus-invariante 
Metrik auf G Nullkrümmung aufweisen. Außerdem müssen wir für 
die in § 1o1 behandelten Paare (G,Umax) prüfen, ob es eine 
Untergruppe U von Umax mit gleichem Rang gibt, so daß 
G/U noch immer eine Torus-invariante Metrik positiver 
Krümmung besitzt. Zunächst können wir in den Fällen 3,7, 
1o,18 den linken Faktor von u , der isomorph zu s3 ist, 
, max 
durch eine Untergruppe vom Typ s 1 ersetzen. Dann erhalten 
wir statt der quaternional-projektiven Räume die entspre-
ehenden komplex-projektiven Räume als Quotienten. Dies wird 
im folgenden nicht weiter berücksichtigt. 
Um zu zeigen, daß k e i n e Torus-invariante Metrik 
auf G existiert, die auf G/U positive Krümmung induziert 
(eine solche Metrik wollen wir kurz P-Metrik nennen) , müssen 
wir mit jeder Gruppe U auch die Gruppe U0 mit vertauschten 
Faktoren berücksichtigen. Dies wird aber unnötig, wenn wir 
die Nullkrümmung bereits in den Horizontalräumen von Punk-
ten g E NG(T) nachweisen können und dann Satz 34 benutzen. 
Wir dürfen G einem Torus-erhaltenden Automorphismus und 
u1 einen beliebigen Automorphismus von G unterwerfen, ohne 
die Allgerneinheit einzuschränken (s. § 31). Insbesondere 
dürfen wir innerhalb unserer Kategorie von Metriken die 
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Gruppen u1 und Ur beliebigen Weyl-Transformationen von G 
unterwerfen. 
Zu 1,4: 
hen senkrecht auf u 
-r unJ !!:1 für jede T-invariante Me-
trik, also gibt es nach 342 keine P-Metrik. (Man beachte 
hier wie auch in den folgenden Beispielen, daß ~r nur in 
einem maximalen Torus liegt; dies ergibt sich daraus, daß 
Ur durch das Wurzelsystem Q eindeutig bestimmt wird, nicht 
nur bis auf Konjugation. Vgl. Tab. 94!) 
Zu 2,3: U = S ist die einzige echte Untergruppe 
von Urnax' die S einthält. In § 42 wurde gezeigt, daß G/S 
eine P-Metrik besitzt. Dies ist das einzige Beispiel dieser 
Art, wie wir sehen werden. 
ur sei eine echte Untergruppe von SU(n-1) = (Urnax)r. 
Ohne Einschränkung sei U . Ebenso ist 
-r 
~ !!:r (sogar senkrecht zu SU(n-1)). Für !!:1 dürfen wir nach 
§ 95 R = Rmin annehmen; daher sind beide Räume auch q q 
senkrecht zu !!:1 nach Tabelle 95, Nr. 2. Es folgt wieder 
Nullkrümmung aus Satz 342. 
Zu 5,6: Im Fall 5 ist die einzige maximale Untergruppe vorn 
Rang 3 in Spin(7) die Gruppe Spin(6), und es gilt Spin(6)' 
= SU(4) c Spin(8) . Ist U = Spin(3) x SU(n) für belie-
biges n ; 4 , so besitzt Spin(2n)/U keine P-Metrik nach 
342, denn wir dürfen annehmen, daß E(e 1+e 3 ), E(e 2+e 4) zu 
~r und !!:1 senkrecht sind (vgl. Tab. 95, Nr. 3). 
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Zu 7,8: Es sei ur eine echte Untergruppe von Spin(2n-1) 
- (U ) vom selben Rang mit einem Wurzelsystem Q', das 
- max r 
eine echte Teilmenge von B n-1 ist. Dann gibt es i E 
{ 1 , ... , 
n-1} mit e1 '1:- Q', denn falls ek+el '1:- Q' oder ek-el '1:- Q' 
ist auch ek oder el nicht in Q'. Daher sind E(ei-en), 
E(ei+en) senkrecht zu U • (Man beachte, daß ek für jedes 
-r 
k E {1, .•• ,n-1} in Q eine Erweiterungswurzel mit Zerlegungs-
menge Rek = {ek-en, ek+en} ist.) Außerdem sind diese 
Räume senkrecht zu ~l , eventuell nach Anwendung einer 
Weyltransformation im Fall i = n-1 (vgl. Tab. 95, Nr.4). 
Daher besitzen G/U und G/U0 keine P-Metrik (Satz 342). 
Zu 9,1 o, 11: Für alle n ~ 3 gilt: Spin(2n+1)/U mit 
U = Spin(3) x SU(n) besitzt nach 342 keine P-Metrik, denn 
E(e2 ) und E(e3+e 1 ) stehen senkrecht auf ~rund ~l (vgl. Tab. 
95, Nr.6). 
Maximale 
mit 
Teil-Wurzelsystemevon G2 sind A2 sowie ± (b12 , 
1 P3 = 3<b 13 + b 23 > ; dies sind alle bis auf 
Weyl-Transformationen. Da es 
aus demselben Grund wie oben auch im Fall des letzteren 
Teilsystems keine P-Metrik. 
Es sei Q' ein echtes Teil-Wurzelsystem von dem Wurzel-
system B ' 3 von Spin(7)' . Weiter oben sahen wir schon, 
daß jedes echte Teilsystem von Bn ein ei nicht enthält. 
In diesem Fall liegt daher eins der q 1 j , o.E. etwa q 13 , 
nicht in Q'. Nach Tabelle 95, tlr. 6, dürfen wir annehmen, 
daß ~l = Spin(3) zu allen Wurzelräumen außer E(e 1 l oder 
E(e 1+e2 ), E(e1-e2 ) senkrecht ist. Also sind ~1 , ~r zu 
, 
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senkrecht (da 
-e2-e4 } ) , und nach 342 gibt es keine P-Metrik. 
zu 12' 13: Es sei G = S0(2n+1) mit n ;: 3 und u = ul xu r 
mit ur S0(2n-1) und ul = c,mSp(1) falls n = 2m 
ul = 6nS0(2} falls n ungerade. Da u durch sein Wurzel-r 
system Q nur bis auf Konjugation festgelegt ist (vgl. Tab. 
94, Nr. 11), zeigen wir: J e d e ur-invariante linksinva-
riante Metrik auf G induziert Nullkrümmung auf G/U. 
Es ist 
G 
r A y 
1-yt 0 : 1 A E U 
-r 
x,y E IR2n-1 , a E R } 
l-xt -a 0 I 
Wir betrachten die Ur-invarianten Teilräume 
v1 = {A(x) x E IR2n-1} ' V2 = {B(y) 
y E IR2n-1 } 
mit 
( 0 0 X 0 y 0 
A(x) I 0 0 0 B(x) t 0 0 -y 
l_xt 0 0 0 0 0 
' 
v1 und v2 sind äquivalente irreduzible Darstellungsmoduln, 
und jeder dazu äquivalente Darstellungsmodul V in G liegt 
in v1 + v2 und hat die Gestalt V= Ad(g)V1 mit 
g 
rt o ol 
lo a bi 
1 0 -b a! l ) 
mit 
Es gibt daher Eigenräume des metrischen Tensors von der 
Form Ad(g)V1 , Ad(g)V2 , und wir dürfen ohne Einschrän-
kung g = I annehmen. Also sind v1 und v 2 o.E. Eigenräume, 
die insbesondere auf ~r senkrecht stehen. Da u 1 c S0(4)m , 
falls n = 2m gerade ist, und u 1 c S0(2)n , falls n ungerade, 
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gilt für die Matrix-Koeffizienten Cij eines Elementes 
CE u 1 stets Cij = 0 für li-jj ~ 4 • Das Skalarprodukt 
mit Elementen aus v1 oder v2 ist aber bis auf einen skala-
ren Faktor die Spur-Metrik. Deshalb steht ~l senkrecht auf 
A(e 2n_1 l und B(e2n_2 J, und G/U hat Nullkrümmung nach dem 
Kriterium (N1 ) in§ 32, denn [A(x) ,B(y)] = 0 falls x ~ y . 
Nun betrachten wir die Gruppe U0 statt U und setzen 
voraus, daß die Metrik auf G auch invariant unter einem 
maximalen Torus ist. Nach Tabelle 95, Nr. 7 stehen dann 
E(e1+en) und E(e1-en) senkrecht auf uo 
-r 
und natürlich 
auch auf uo 
-1 S0(2n-1) ' und damit gibt es keine P-Metrik 
auf G/U0 nach 342. 
Zu 14, 15, 16, 17: Es gibt keine P-Metrik , da E(e2 } und 
auf ~l 
und Satz 342}. 
Zu 18: 
und U 
-r 
senkrecht stehen (Tab. 95, Nr.9 
Es sei Ur eine Untergruppe von maxi-
malern Rang von Sp(n-1) = (Umax)r , dessen Wurzelsystem Q' 
echt in cn_1 enthalten ist. Wir können o.E. annehmen (nach 
Weyl-Transformation), daß e 1-en_1 ~ Q' , außerdem gilt 
e 2-en ~ cn_ 1 • Nach Tabelle 95, Nr. 1o ist auch ~l 
(Umax)l senkrecht zu E(e1-en_1 ) und E(e2-en)' also gibt 
es nach 342 keine P-Metrik auf G/U. 
~-=-~ : Maximale Untergruppen vom Rang 2 von Sp(2} sind 
Sp(1) 2 und U(2} . Die erstere Gruppe wurde in § 44 be-
handelt und besitzt keine P-Metrik. Im Fall der zweiten 
Gruppe schließen wir so: Ist q die Wurzel von u 1 = n
3Sp(1} 
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mit (vgl. Tab. 95, Nr.1o), so ist 
der Schnitt von ~r mit E(2e 1 ) + E(2e2 ) + E(2e 3 ) eine Ebene 
mit surjektiver Projektion auf alle E(2ei) , i = 1,2,3 , 
und zu jedem x 3 E E(2e 3 ) gibt es ein x 1 E E(2e1 ) und 
x2 E E(2e2 ) mit x1 - x3 x2 - x3 .L u Die Ebenen 
-r 
w1 := mx1 + IRX3 sowie w2 := IRX2 + IRX3 sind metrisch 
invariante abelsche Teilalgebren, und die Vektoren x1 - x3 
E w1 , x 2 - x3 E w2 sind linear unabhängig und senkrecht 
auf ~rund ~1 . Daher hat G/U ebenso wir G/U0 Nullkrümmung 
nach dem Kriterium (N2 ) von § 32. - Es bleibt der Fall zu 
untersuchen, daß 
Dann sind 
R q 
senkrecht zu 
und es gibt keine P-Metrik nach 342. 
u 
-r und ~1 I 
~-=-~ : In diesem Fall ist Sr die einzige echte Unter-
gruppe von Ur= Sp(1) , die Sr enthält. Es sei wieder q die 
Wurzel von u1 = 6
2Sp(1) ; dann ist Rq = {e1+e 2 } oder 
Rq = {2e1 , 2e 2 } nach Tab. 95, Nr.1o. Im ersten Fall ist 
E(2e1 J, E(2e 2 ) .L ~l' ~r , und es gibt keine P-Metrik nach 
342. Den zweiten Fall brauchen wir nur für U0 zu unter-
suchen, da wir u1 einer beliebigen Konjugation unterwer-
fen dürfen (§ 31). Dann ist die Metrik aufGinvariant 
unter u0 = 6 2Sp(1) und T , also unter K := Sp(1) x Sp(1). 
r 
Daher ist 
p 
Eigenraum des 
zeigt wurde. 
~ 0 
II -
·1-x 
\ 
metrischen 
Setzen wir 
x = e-1 r· ol l6 .I E -]) 
X I ; X E lH) c: G 
01 
Tensors e I wie schon in 432 ge-
ro k: K y E p 
,k Q! 
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so stehen x und Y senkrecht auf und und es ist 
[9X,Y] = o , also hat G/U0 Nullkrümmung nach dem Kriterium 
Damit haben wir den Beweis des Theorems A der Einführung 
vollständig durchgeführt. 
1o3. Die Räume G/U mit rg(G) = 2 , rg(U) = 1 
In diesem Abschnitt ist G eine kompakte Liegruppe vom 
Rang 2, wobei wir sofort annehmen können, daß G nicht abelsch 
ist. U sei wieder eine kompakte Untergruppe von G2 , so 
daß Ü = U/ (U n l>Z) vom Rang 1 ist. Auf G sei eine links-
invariante Metrik gegeben, deren Invarianzgruppe ur sowie 
einen maximalen Torus T von G enthält; diese Invarianz-
gruppe heiße wieder K. Wie früher können wir annehmen, 
daß ein maximaler Torus S von U in T2 liegt, indem wir 
nötigenfalls zu einer zu U konjugierten Gruppe in G x K 
übergehen. 
Es sei R c T das Wurzelsystem von G, also RE {A1 , 
A1 xA1 , A2 , c2 , G2 } . Der Fall R = A 1 , also G = Sp(1) x 
s1 (bis auf endliche Überlagerungen; vgl. § 35) liefert 
in unserem Zusammenhang keine interessanten Beispiele. Ist 
Ü ~ s 1 , so ist G/U genau dann einfach zusammenhängend, 
wenn die Einbettung der Faser durch das Einselement e E G 
einen Isomorphismus der Fundamentalgruppen von Ü und G 
induziert, also auch die Abbildung 
f : ü Ue c Sp ( 1 ) x s 1 
einen Isomorphismus von 
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(103) 
liefert. Da aber U auf dem 
zweiten Faktor s 1 von G durch Linkstranslation operiert, ist 
f ein Gruppenhomomorphismus und daher ein Isomorphismus. 
(Eine entsprechende Aussage gilt allgernein für abelsche 
Faktoren von G.) Jetzt ist leicht zu sehen, daß G/U dif-
feomorph zu Sp(1) = s3 ist. 
Ist R = A2 , so ist zunächst der Fall U = S; s
1 
zu 
diskutieren. Dies ist in § 41 geschehen: es gibt unendlich 
viele neue P-Räurne von diesem Typ (Satz 414). Ist RE 
{A1 x A1 , c2 , G2 } , so kann dieser Fall nicht auftreten, 
denn es gibt Wurzeln r,s E R mit r+s, r-s ~ R . Ist 
also U = S c T2 , so sind E(r) und E(s) senkrecht zu 
Q1 und Qr' und es gibt Nullkrümmung nach 342. 
Wir können also von jetzt an annehmen, daß S eine Er-
weiterungswurzel q von U enthält. Dann sind auch die Pro-
jektionen q1 , qr E ~ von q auf ~l und ~r Erweiterungs-
wurzeln, und es gilt 
nur die Erweiterungswurzeln der 2-dimensionalen Wurzel-
systeme in § 93 durchzugehen und nachzusehen, welche Paare 
von Erweiterungswurzeln einen fixpunktfreien 1-Torus S in 
T2 erzeugen. In § 52 haben wir gezeigt, daß für ein Erzeu-
gendes des Gitters L-S 
-1 -ex8 (Sn.sz) = zz 
die Vektoren fw(x) = Wx 1 - xr im Einheitsgitter L von G 
für alle W E W(G) unteilbar sind, wenn S fixpunktfrei ope-
riert, und diese Bedingung ist auch hinreichend. Wir suchen 
also die kleinste Zahl t > 0 , für die t(q1-qr) E L , und 
prüfen dann das Kriterium für x := tq nach. Dies geschieht 
in der folgenden Tabelle 1o3: 
R 
Al xA1 
A2 
c2 
G2 
ql 
e, 
b13 
2e 1 
2e 1 
e 1+e2 
b12 
b12 
b12 
1 2 b12 
1 
2 b12 
1 
3(b12+b13) 
q2 
1 2(e,+e2) 
1 2 b13 
e 1+e 2 
1 5 (3e 1+e 2 ) 
1 5(3e1 +e 2 ) 
1 
3(b12+b13) 
1 
2 b12 
1 t 
-,-4 (2, 1, -3) 
1 ]Cb12+b 13 ) 
1 n<2,,,-3>t 
1 
.,--;r(2,1,-3)t 
x/q 
2 
2 
5 
5 
2 
3 
2 
14 
Tabelle 1o3 
{Wx1 -xr ; W E W} 
{ e 1 -e2 , -3e1 -e2 } 
3 -x1 -xr = -3b13 
{e 1 -e2 , -3e1-e2 , -e1+e 2 , -e 1 -3e2 } 
3 lo e 2 - (3e 1+e 2 ) = 3 (-1 ,3) t 
3 r-6 
3 3 b12 
~~xl- xr = (-4,2)t 
(b12+b13) = 2 (-1,-1,2)t 
3 -2b12 - b12 = -3b12 
~ -x - x = 3(4 -5 l)t 1 r ' ' 
6 {(-1,-1,2)t, (-1,2,-l)t, (-4,5,-l)t, 
(-7,5,2)\ (-7,2,5)t, (-4,-1,5)t 
14 3 t t 7b23- (2,1,-3) = 2(-1,3,-2) 
42 3 14(-1,2,-l)t- 3(2,1,-3)t = 5(-4,5,-l)t 
fixpunktfrei? 
ja 
nein 
ja 
nein 
nein 
~ 
nein a\ CD 
I 
nein 
nein 
ja 
nein 
nein 
0 
w 
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Fixpunktfreie Gruppen ergeben sich nur in drei Fällen: 
1 • G = Sp ( 1 ) X Sp ( 1 ) 
Dann ist U = {(p,1;p,p); p E Sp(1)} c: Sp(1) 4 • Der Verti-
kalraum eines Punktes (a,b) E G ist 
-1 
.':!:(a,b) = { (a va - v , -v) ; v E Im(lli) } 
Wählen wir z.B. auf G s3 X s3 die von m8 induzierte 
Metrik (eine biinvariante Produkt-Metrik), so hat G/U po-
sitive Krümmung. Denn die Ebenen mit Nullkrümmung in G wer-
den aufgespannt von Vektoren der Gestalt (x,O) und (O,y) 
mit x,y E Irn(lli) . Aber (O,y) ist nur dann zu (a-1va - v, 
-v) senkrecht für alle v E Irn(lli) , wenn y 0 
Da U ; Sp(l) auf dem rechten Faktor von G einfach tran-
sitiv operiert, ist G/U diffeomorph zu Sp(1) = s3 . 
2. G = Sp(2) , q = (2e 1; e 1+e 2 ) 
Dann ist u = { ( IE o: 1 I ip !o 0:1) p E Sp(1)} Dies ist das ; p: 
in§ 43 behandelte Beispiel von Gramoll und Meyer [14;; wir 
haben gezeigt, daß jede Torus-invariante linksinvariante 
Metrik auf G Nullkrümmung auf G/U und G/U0 induziert, sofern 
u bzw. u0 isometrisch operieren. Ist die Metrik auf G rechts-
invariant unter K = Sp(1) 2 c: Sp(2) , so ist die in 1. dis-
kutierte 3-Sphäre totalgeodätisch in G/U . 
3. G = Aut (l!a) q 
Nach Tabelle 93 ist 
Ql + Qr c: T + E(b12) + E(p1) + E(p3) + E(b23) 
mit pi = !(bij+bik), wobei {i,j,k} = {1,2,3}. 
- 17o -
(103) 
Also sind z.B. E(b31 ) und E(p2 ) senkrecht zu ~rund ~l , 
und damit induziert jede Torus-invariante linksinvariante 
Metrik auf G Nullkrümmung auf G/U und G/U0 (Satz 342). 
Damit haben wir auch das in der Einführung aufgestellte 
Theorem B bewiesen. 
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