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Abstract 
In this work, which is based on the cosmic ray solar modulation 
in the heliosphere, we have examined the variations of cosmic ray 
intensity with various solar parameters and tilt angle of the 
heliospheric current sheet in detail. For this purpose we have used 
cosmic ray intensity data from Climax neutron monitor station and 
Oulu neutron monitor station. This study is based on the detailed 
analysis of time lags and hysteresis between cosmic ray intensity and 
solar parameters/tilt angle, extending over several solar cycles (19-23) 
and during periods of different polarity states of the heliosphere (A < 
0 and A > O). The Ph.D. thesis based on this work has been divided 
mto four chapters. Brief abstracts of these chapters are given below. 
In first chapter, basics of the heliosphere, heliospheric current 
sheet and modulation of cosmic rays in heliosphere have been 
discussed. Role of solar wind in the shaping of heliosphere, its 
structure and size, heliospheric magnetic polarity and its periodicity 
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have also been given. Discussion of heliospheric current sheet, tilt 
angle and its influence on the incoming galactic cosmic rays preludes 
the second half of the chapter that is modulation of cosmic rays 
intensity in heliosphere. Here the modulation models, transport 
equation of galactic cosmic rays, its implications, role of drift in 
modulation and long term variations in cosmic ray intensit}^ have 
been discussed. Also the hysteresis effect and the importance of 
estimation of time lag (between observed cosmic ray intensity and 
solar activity parameters) in the study of cosmic ray modulation are 
conversed. 
In second chapter, a detailed analysis of the time lags and 
hysteresis effects between cosmic ray intensity and three solar 
activity indices (sunspot number, 10.7 cm. solar radio flux, and solar 
flare index) has been carried out. The cosmic ray neutron monitor 
data and solar data extending over a period of 55 years covering five 
solar activity cycles (19-23) for alternating solar polarity states (two 
A > 0, and three A < 0) have been examined. We determined (a) time 
lag between the cosmic ray intensity and the solar variability, (b) area 
of the cosmic ray intensity versus solar activity modulation loops, and 
(c) dependence of the cosmic ray intensity on the solar variability, 
during different solar activity cycles and polarity states of the 
heliosphere. The hysteresis plots between the cosmic ray intensity 
and solar indices show differences in their relationship during similar 
phases in odd and even cycles. Moreover, the relationships between 
cosmic ray intensity and solar indices shov/ dependence on polarity 
states of solar magnetic cycle. The area of the hysteresis loops, the 
time lag between cosmic ray intensities and solar indices, and the rate 
of cosmic ray intensity decrease during even and odd numbered cycles 
ABSTRACT 
have also been determined; they show considerable differences for 
different solar cycles. The consequences of observed differences have 
been discussed. Significant difference between time lags during 
opposite polarity states of the solar magnetic field and the heliosphere 
(A > 0 and A < O) has been noticed. Difference in cosmic ray intensity 
decrease rate with solar activity during A > 0 epoch and A < 0 epoch 
has also been found. The difference appears to be related to magnetic 
polarity states of the heliosphere and particle drifts in the heliosphere. 
The work discussed in this chapter has been published in "Journal of 
Atmospheric and Solar-Terrestrial Physics", 70, 169, (2008). 
In chapter 3, we have dealt with modulation loops, time lags 
and relationship between cosmic ray intensity and tilt of the 
heliospheric current sheet. We aimed to study certain aspects of the 
solar modulation of galactic cosmic ray intensify during different solar 
activity cycles and in different polarity states of the heliosphere. For 
this purpose we have plotted modulation loops between the cosmic ray 
intensity and the tilt angle of the heliospheric current sheet during 
throe solar activity cycles 21, 22, and 23 and obtained the area of the 
modulation loops. The time lag between the tilt angle and the cosmic 
ra\' intensity in odd and even cycles and during A > 0 and A < 0 
polarity states of the heliosphere are determined using correlation 
analysis. Rate of intensity decrease with tilt angle during different 
solar and magnetic cycles are estimated from best fit method. Marked 
differences during the two odd and one even solar cycle, as well as 
during different polarity states of the solar magnetic field are found. 
We found that the time lag in even cycle (22) is much different from 
that in odd cycles (21 and 23). Moreover, considerable differences in 
time lags are also observed during A > 0 and A < 0 polarity states of 
ABSTRACT 
the heliosphere. We also found that the cosmic ray intensity decreases 
at much faster rate (and with better correlation) with increase in tilt 
an^le during A < 0 than A > 0, indicating stronger response to the tilt 
changes during A < 0. These results are discussed in the light of three 
dimensional modulation models including the gradient and curvature 
drifts and the tilt of the heliospheric current sheet. The work and 
results discussed in this chapter are published in "Astronomy & 
Astrophysics': 466, 697, (2007). 
In chapter 4, we have summarized our work of cosmic ray 
modulation study using tools like hysteresis, time lag, correlation 
coefficients etc. and have discussed the important results and 
conclusions drawn from it. 
'k'k-k-k-k-k-k-k'k-k'k'k'k-k-k'k'kic-k-k 
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Abstract 
In this work, which is based on the cosmic ray solar modulation 
in the heliosphere, we have examined the variations of cosmic ray 
intensity with various solar parameters and tilt angle of the 
heliospheric current sheet in detail. For this purpose we have used 
cosmic ray intensity data from Climax neutron monitor station and 
Oulu neutron monitor station. This study is based on the detailed 
analysis of time lags and hysteresis between cosmic ray intensity and 
solar parameters/tilt angle, extending over several solar cycles (19-23) 
and during periods of different polarity states of the heliosphere (A < 
0 and A > 0). The Ph.D. thesis based on this work has been divided 
into four chapters. Brief abstracts of these chapters are given below. 
In first chapter, basics of the heliosphere, heliospheric current 
sheet and modulation of cosmic rays in heliosphere have been 
discussed. Role of solar wind in the shaping of heliosphere, its 
structure and size, heliospheric magnetic polarity and its periodicity 
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have also been ^?iven. Discussion of heliospheric current sheet, tilt 
angle and its influence on the incoming galactic cosmic rays preludes 
the second half of the chapter that is modulation of cosmic rays 
inte^.sity in heliosphere. Here the modulation models, transport 
equation of galactic cosmic rays, its implications, role of drift in 
modulation and long torm variations in cosmic ray intensity have 
been discussed. Also the hysteresis effect and the importance of 
estimation of time lag (between observed cosmic ray intensity and 
solar activity parameters) in the study of cosmic ray modulation are 
conversed. 
In second chapter, a detailed analysis of the time lags and 
hysteresis effects between cosmic ray intensity and three solar 
activity indices (sunspot number, 10.7 cm. solar radio flux, and solar 
flare index) has been carried out. The cosmic ray neutron monitor 
data and solar duta extending wer a period of 55 years covering five 
solar activity cycles (19-23) for alternating solar polarity states (two 
A > 0, and three A < 0) have been examined. We determined (a) time 
lag between the cosmic ray intensity and the solar variability, (b) area 
of the cosmic ray intensity versus solar activity modulation loops, and 
(c) dependence of the cosmic ray intensity on the solar variability, 
during different solar activity cycles and polarity states of the 
heliosphere. The hysteresis plots between the cosmic ray intensity 
and solar indices show differences in their relationship during similar 
phases in odd and even cycles. Moreover, the relationships between 
cosmic ray intensity and solar indices show dependence on polarity 
states of solar magnetic cycle. The area of i:he hysteresis loops, the 
time lag between cosmic ray intensities and solar indices, and the rate 
of cosmic ray intensity decrease during even and odd numbered cycles 
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have also been determined; they show considerable differences for 
different solar cycles. The consequences of observed differences have 
been discussed. Significant difference between time lags during 
opposite polarity states of the solar magnetic field and the heliosphere 
'^ A > 0 and A < 0) has been noticed. Difference in cosmic ray intensity 
decrease rate with solar activity during A > 0 epoch and A < 0 epoch 
has also been found. The difference appears to be related to magnetic 
polarity states of the heliosphere and particle drifts in the heliosphere. 
The work discussed in this chapter has been publiiihed in ''Journal of 
Atmospheric and Solar-Terrestrial Physics", 70, 169, (2008). 
In chapter 3, we have dealt with modulation loops, time lags 
and relationship between cosmic ray intensity and tilt of the 
heli'/Spheric current sheet. We aimed to Study certain aspects of the 
solar modulation of galactic cosmic ray intensity during different solar 
activity cycles and in different polarity states of the heliosphere. For 
this purpose we have plotted modulation loops between the cosmic ray 
intensity and the tilt angle of the heliospheric current sheet during 
three solar activity cycles 21, 22, and 23 and obtained the area of the 
modulation loops. The time lag between the tilt angle and the cosmic 
ray intensity in odd and even cycles and during A > 0 and A < 0 
polarity states of the heliosphere are deterrained using correlation 
analysis. Rate of intensity decrease with tilt angle during different 
solar and magnetic cycles are estimated from best fit method. Marked 
differences during the two odd and one even solar cycle, as well as 
during different polarity states of the solar magnetic field are found. 
We found that the time lag in even cycle (22) is much different from 
tha t in odd cycles (21 and 23). Moreover, considerable differences in 
time lags are also observed during A > 0 and A < 0 polarity states of 
ABSTRACT 
the heliosphere. We also found that the cosmic ray intensity decreases 
at much faster rate (and with better correlation) with increase in tilt 
angle during A < 0 than A > 0, indicating stronger response to the tilt 
changes during A < 0. These results are discussed in the light of three 
dimensional modulation models including the gradient and curvature 
drifts and the tilt of the heliospheric current sheet. The work and 
results discussed in this chapter are published in "Astronomy & 
Astrophysics", 466, 697, (2007). 
In chapter 4, we have summarized our work of cosmic ray 
modulation study using tools like hysteresis, time lag, correlation 
coefficients etc. and have discussed the important results and 
conclusions drawn from it. 
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Chapter 1 
Introduction 
The subject of cosmic rays (CR) in interplanetary space brings 
together several areas of active research like solar wind, space 
weather, structure of the interplanetary m.agnetic field (IMF), 
variation of cosmic ray intensity (CRI) over long and short time scales, 
the propagation of solar cosmic rays in heliosphere and it's 
modulation etc (see reviews: Lockwood, 1971; Rao, 1972; Storini, 1990; 
Venkatesan and Badruddin, 1990; Potgieter, 1994; Cane, 2000; 
Duldig, 2001; Kudela et a l , 2000; Kudela, 2007). All this started with 
the historic 1912 balloon ascent by Victor Hess carrying equipments 
which established with certainty the extra-terrestrial nature of CR. 
Soon it became clear that CR were not electromagnetic radiation but 
consisted of electrically charged particles; the primaries impinging on 
the top of the atmosphere were clearly identified as atomic nuclei of 
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elements. Protons were the most abundant, followed by alpha 
particles, roughly in the ratio lO^l, which reflects the same relative 
abundance observed throughout the universe. On the other hand, 
heavier nuclei, although relatively scarce (--l), were also present. 
Some small amounts of electrons (-0.1-0.5%) also exist. 
So one can say that CR are energetic particles which are found in 
the space and filter through our atmosphere. They come from all 
directions in space and their exact origin is unknown, though it is 
certainly outside the heliosphere. CRI is being regularly monitored by 
ground-based neutron monitors at several locations on the earth for 
the last several decades. These ground based neutron monitors 
respond to approximately 500 MeV - 20 GeV portion of the primary 
CR spectrum. The portion of the CR spectrum that reaches the earth's 
atmosphere is controlled by the geomagnetic cut-off, which varies 
from a minimum (theoretically zero) at the magnetic poles to a 
vertical CR cut-off of about 15 GV (ranging from 13 GV to 17 GV) in 
the equatorial region. Observations so far indicate a clear solar cycle 
effect with largest reductions in CR neutron monitor intensity during 
sunspot maximum years, a very good anti-correlation (long term 
variation) (Forbush, 1954; Ahluwalia and Wilson, 1996; and 
references therein). This approximately 11-year variation, 
anticorrelated with solar activity, with perhaps some time lag, is a 
fact that was firstly studied by Forbush (1958) and by many 
subsequent researchers (e.g., Pomerantz and Duggal, 1974! Perko and 
Fisk, 1983). Many research groups have tried to express this long-
term variation of the CRI through means of appropriate solar indices 
and geophysical parameters (see chapter 2 for details), such as the 
sunspot number (Nagashima and Morishita, 1980), solar flares 
(Hatton, 1980), and the geomagnetic index (Chirkov and Kuzmin, 
1979). Burlaga et al. (1985) proposed that fast coronal mass ejections 
CHAPTER l: INTRODUCTION 
(CMEs) contribute to form a propagating diffusion region (heliocentric 
barrier) further out in the heliosphere, and CRI never quite recovers 
at the earth's orbit (Burlaga et al., 1993). Kota and Jokipii (1983) 
envisaged the dependence of the CR modulation on the orientation of 
the solar magnetic dipole moment also so thai: u complete modulation 
wovild involve tv/o solar cycles (Hale magnetic cycle of ~ 22 years) 
(Hale and Nicholson, 1925). These long term variations and 
models/theories on these variations are discussed later in this 
chapter. The spectra of galactic CR are modulated by the sun (and its 
magnetic field) because the charged particles must fight their ways 
inward against the rapidly expanding solar wind (Kane, 2003). 
The modulation of the galactic CR in the heliosphere using 
theoretical as well as empirical approaches is successful and has 
advanced rapidly (Potgieter, 1998). However, an adequate description 
of the effect of the heliosphere on CR still does not appear to be a 
simple task. To be adequate, theoretical models should consider the 
complex shape and dynamics of heliospheric current sheet (HCS), the 
heliolatitudinal distribution of the solar wind velocity, boundaries 
betvi^een fast and slow solar wind streams, various sporadic and 
recurrent structures, and the role of the termination shock and the 
heliopause. So, it is extremely difficult to deduce the global 
mechanisms that produce this long-term modvdation even although 
we have continuous observations at 1 AU of CR spectra and intensity 
as a function of time and solar activity. The last few decades have 
seen major advances in our understanding of CR modulation. The 
Ulysses mission made two cut-of-ecliptic orbits around the sun and 
revealed the three dimensional structure of the solar wind, magnetic 
fields and CR in the heliosphere. Pioneer and Voyager missions 
revealed the vast dimensions of the outer heliosphere. 
-7 -
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1.1 Heliosphere 
Heliosphere is the region of space where the solar wind's 
momentum is sufficiently high that it excludes the interstellar 
medium. The solar wind plasma thus dominates this region (see 
Figures 1.1 and 1.2). 
Actually, heliosphere extends from the solar corona to an outer 
boundary where the solar wind encounters the interstellar medium 
(Parker, 1958). The outer corona of the sun consists of a fully ionized 
gas threaded by magnetic fields rooted in the visible surface of the 
sun, the photosphere. The coronal plasma is very hot, with a 
temperature in excess of a million degrees. It is still unclear just how 
the corona is heated to such temperatures! the most likely explanation 
is that waves from the lower layers of the solar atmosphere provide 
the necessary energy to heat the corona. The energy deposited in the 
coronal plasma appears also to be sufficient to accelerate it away from 
the sun in the form of the solar wind. The speed of the solar wind 
varies from about 300 km/s to more than 800 km/s. This speed is well 
in excess of the speed of sound in the plasma. 
This solar wind streaming outwards from the sun is made up of 
particles, mainly protons, electrons arid alpha particles (helium 
nuclei); these are typically boiled off from the solar corona. Solar 
gravity is unable to retain the material and thus a continuous solar 
wind results. The density decreases with increasing distance form the 
sun, eventually becoming a low density wind of outward moving 
particles. The solar wind density near the earth (l AU) is generally 
around 5-10 particles per cubic centimeter. On occasions it could 
reach values of 800-1000 atoms per cubic centimeter; these occur 
when solar flarfs and other disturbances take place in the solar 
atmosphere (Venkatesan and Badruddin, 1990). 
- 8 -
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Figure 1.1: Artistic view of the heliosphere 
-9 
CHAPTER i: INTRODUCTION 
' ' ^ 
HELIOPAUSE 
.•INTERSTELL 
•• MEDIUM 
POSSIBLE 
BOW SHOCK 
INTERSTELLAR MEDIUM 
MAGNETIC FIELD LINES 
Figure 1.2: Schematic diagram of the heliosphere 
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Although the solar wind moves out almost radially from the 
sun, the rotation of the sun gives the magnetic field the form of a 
three-dimensional Archimedean spiral, known as the Parker spiral 
(Parker, 1963) (see Figure 1.3). Sun does not rotate rigidly but 
differentially, with the solar poles rotating - 20% slower than the 
solar equator. The interplay between the differential rotation of the 
magnetic field line footprints in the photosphere and the subsequent 
non-radial expansion of the solar wind from the coronal holes results 
in magnetic field excursions in heliographic latitude. The direction 
(polarity) of the field in the sun's northern hemisphere is opposite to 
thai: of the field in the southern hemisphere, and reverses at solar 
maximum. The shape of the IMF depends on the sun's 11-year cycle 
of raagnetic activity. Near activity minimum, the large-scale global 
magnetism of the sun can be described as a single magnet with north 
and south poles. The northern pole is of one magnetic polarity or 
direction, and the southern pole is of opposite polarity. The negative 
and positive field lines meet near the solar equator where a 
magnetically neutral layer, called heliospheric current sheet (is 
discussed later in this chapter), is dragged out into space by out 
flovv^ ing wind. The dipole is stretched way out eit its middle, resulting 
into two polar monopoles whose magnetic field lines do not cross the 
equatorial region. This magnetic orientation is preserved throughout 
most of an 11-year activity cycle. The polarity of the sun's magnetic 
field reverses during solar activity maximum (i.e., the magnetic field 
that is pointed toward the sun is directed away during the next cycle, 
and vice versa, returning back to the original direction every 22-
years). The approximately 11-year solar activity cycle is reflected in 
the strength of the IMF, the frequency of CMEs and shocks 
propagating outward, and the strength of those shocks. The solar 
magnetic field reverses at each solar activity maximum, resulting in 
11 
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Figure 1.3'- A schematic drawing of the pattern of the mean magnetic 
field in the heliosphere 
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22-year cycles as well. The field orientation is known as its polarity 
and IS positive when the field is outward from the sun in the northern 
hemisphere (e.g. during the 1970s, and 1990s) and negative when the 
field is outward in the southern hemisphere (e.g. during the 1960s, 
and 1980s). A positive polarity field is denoted by A > 0 epoch and a 
negative field by A < 0 epoch (Duldig, 2001). 
The question of the size of the heliosphere is intimately related 
to the question of the position and nature of the heliopause and an 
associated internal shock that arises to slow the solar wind flow 
before it collides with the interstellar flow. The existence of a standing 
shock prior to the heliopause was proposed around five decades ago 
(Parker, 1961). On the upwind side after crossing the shock, the 
streamlines curve away from the original radial direction. The 
geometry is essentially caused by the nose-to-tail pressure gradient 
arising due to the motion of the heliosphere though the interstellar 
medium. The region between the terminal shock and the heliopause is 
called the heliosheath. In the direction opposite to the upwind 
direction the solar wind flows in the same direction as the interstellar 
flow, down what is know as the "heliotail". At the heliopause, which 
divides the solar wind plasma from the interstellar plasma, magnetic 
field reconnection may occur (Venkatesan and Badruddin, 1990). The 
heliopause thus confines the solar wind within a magnetic bubble and 
gives rise to the name, heliomagnetosphere or heliosphere for short. 
Within the region of shock front the magnetic field is along the so 
called Archimedean spiral, while the plasma outflow is radial; outside 
the shock front, the magnetic fields are disordered and the plasma 
flow is visualized as turbulent. 
Beyond the heliopause is the outer stellar wind; the interstellar 
medium contains fields and particles unaffected by the solar plasma. 
The motion of the solar system in the interstellar medium is believed 
-13 
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to generate a bow shock. Currently we do not know where the 
heliopause is! but we guess it at ~ 150 AU from the sun in the 
direction the solar system is traveling. Locating the heliopause and 
finding out the nature of the interstellar medium beyond the 
heliopause is an important guess. Outside the heliopause one expects 
to find the stellar wind flow. 
As of May 9, 2008, Voyager 1 is about 106,26 AU (16 billion km) 
from the sun, and has thus entered the heliosheath, the termination 
shock region between the solar system and interstellar space, a vast 
area where the sun's influence gives way to the other bodies in the 
galaxy. As mentioned above, the termination shock region, a part of 
which is the heliosheath, is the area of local space in which Voyager 1 
is currently passing through, with the current goal of reaching and 
studying the heliopause, which is the known boundary of our stellar 
system (Wikipedia website). 
1.2 Heliospheric current sheet 
The outward expansion of the solar wind, combined with the 
rotation of the sun, gives rise to two important physical phenomena. 
First, the solar plasma tends to be confined to a sheet like region 
around the solar equator forming a "plasma sheet" in the heliosphere, 
somewhat analogous to the plasma sheet in the earth's magnetotail. 
Second, because the solar magnetic field is embedded in the radially 
outward flowing solar plasma, yet tied firmly TO the sun at the solar 
photosphere, the field in the interplanetary space forms a spiral 
pattern, similar to that produced by a rotating garden water 
sprinkler. The heliosphere plasma sheet (also known as heliospheric 
neutral sheet or heliospheric current sheet (HCS))^is not rigid but 
14 
CHAPTER i: INTRODUCTION 
rather assumes a warped, fairly wavy pattern m interplanetary space, 
so that at any given time the earth or any other planet can be above, 
below or within the plasma sheet (see Figures 1.4 and 1.5). At the 
orbit of the earth, the IMF makes an average angle to the radial 
direction of ~ 45°; at the orbit of Jupiter the interplanetary field is 
nearly perpendicular to the sun-planet line (Venkatesan and 
Badruddin, 1990). 
The HCS separates the two oppositely directed magnetic 
polarity hemispheres of the heliosphere (Smith et a l , 1978; Jokipii 
and Thomas, 1981). The angle between the mean plane of the current 
sheet and a plan§ that is an extension of the sun's equator is referred 
to as the tilt angle (TA) or inclination (a) of the current sheet or 
pseudoinclinatiori of the HCS. In practice, a is obtained from the 
computed coronal magnetic field maps of the Wilcox Solar 
Observatory (WSO) at Stanford University (Hoeksema, 1989, 1992) by 
averaging the maximum latitudinal excursions (north and south) of 
the coronal neutral line during each Carrington rotation. Near 
sunspot minimum these two planes nearly coiDC'ide, and the angle a is 
close to 0°. 
TA shows a variation with solar activity and hence exhibits a 
periodicity of ~ 11 years (periodicity of a solar cycle). The tilt increases 
as the solar cycle progresses until it is quite large near solar 
maximum at which time the polarity of the sun's dipolar magnetic 
field reverses. The tilt of the current sheet then gradually decreases 
again to a value close to 0° at the next minimum in solar activity. 
An inclined current sheet has a significant effect on the global 
heliospheric field and on the drift motions of the CR particles. These 
implications were pointed out by Jokipii, who proceeded to include 
drift effects in the basic transport equation (see section 1.4) used to 
describe the behavior of energetic particles (Jokipii et al.jl977). 
-15-
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Figure 1.4: Artistic view of the heliospheric current sheet 
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Figure 1.5: Schematic diagram of the heliospheric current sheet 
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In particular, the HCS was shown to cause fast drifts along it 
and to act as a major source or sink of CR in the heliosphere 
(depending on the polarity of the fields above and below it, which 
change sign from one sunspot cycle to the next). The influence of the 
HCS was evident in the model as a correlation between CRI and the 
changing inclination of the current sheet. This aspect of the model 
was shown to be consistent with observations (Smith, 1990). Saito and 
Swinson (1985, 1986) compared neutron monitor data from Mount 
Washington from 1971 to 1974 with the tilt of current sheet, 
determined from k-corona data>' they found that there was a general 
inverse correlation between the CRI at the earth and the tilt of the 
neutral sheet over that four years period. Smith and Thomas (1986) 
performed a similar analysis, comparing the maximum latitudinal 
extent of the current sheet into the northern and southern solar 
hemispheres with CR data from the Deep River neutron monitor and 
from Pioneer 10 for the years 1976 to 1982. Again they found an 
inverse relation between tilt of the current sheet and CRI. They found 
that the inverse relation was more pronounced after the reversal of 
the sun's magnetic field in 1979-1981 (when the magnetic phase 
became negative) than before the reversal (when the magnetic phase 
was positive); however these conclusions were based upon only a few 
years of data in each sample. In an analysis comparing Mount 
Washington neutron monitor data form 1984 to 1987 with the tilt of 
the current sheet, Webber and Lockwood (1988) confirmed the inverse 
relation between these two parameters during these years (see 
chapter 3 for details). 
Other importance of the HCS is its close relation with plasma 
parameters. Since the HCS serves as a magnetic equator, many solar 
wind properties are organized with respect to it. Studies of various 
plasma parameters, including solar wind speed, density, temperature, 
-18 
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and composition, show a close correlation with the current sheet (see 
Smith 2001 and references therein). 
1.3 Solar modulation of galactic cosmic rays-
Basic concepts 
The CR transport in a magnetic field which is a function of 
position and time, and which is frozen into the outward-moving 
plasma is briefly discussed here. Physics of this phenomenon in terms 
of the transport of the energetic particles in the plasma flow and 
magnetic field configuration of the heliosphere is reviewed by Jokipii 
(19<S9). The CR particles are subjected to four distinct transport 
effects which contribute to two distinct kinds of motion. There is a 
general guiding center motion which occurs at the same time as a 
random walk or spatial diffusion. More specifically, since the particles 
tend to stay on a given field line, they are convected with the fluid 
flovv^ . The magnetic field varies systematically over large scales, so 
there are, in addition, curvature and gradient drifts which are 
coherent over large distances. Because of the V xB electric field of the 
wind, there are associated energy changes. The random walk or 
spatial diffusion is caused by the scattering by random magnetic 
irregularities. 
The resulting transport is a superposition of these coherent and 
random effects. They were combined first by Parker (1965), to obtain 
the generally accepted transport equation for the quasi-isotropic 
distribution function f(r,p,t) of CR of momentum p at positions r 
and time t. 
-19 
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df d 
dt dx. dx,. (diffusion) 
-U 
' dx. (convection) 
V ji dx, (gradient - center drift) 
\dU, 
+ - • 
3 dx. 
df 
d\np 
+ Q(x,,t,p) 
(energy change) 
(source) (1.1) 
The labels next to each of the various terms indicate the 
associated physical effect. The guiding center drift velocity is given in 
terms of the local magnetic field B and the particle charge qhy 
V,=(pcwl^q)vABlB 
This transport equation is remarkably general, and has been 
used in most discussions of CR transport and acceleration. Modulation 
theory consists of the application of equation (l.l) to galactic CR in 
the heliosphere. The source Q is set equal to zero, and an external 
boundary condition reflecting the external bath of galactic CR is 
imposed (Jokipii, 1989). 
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It is generally accepted (see McDonald et al., 1993; Potgieter, 
1994) that all of the above processes are important, but that their 
relative importance varies through out the solar cycle. In the period 
near the solar minimum, when the magnetic structure of the 
heliosphere is particularly simple and approximates the ideal of tw o^ 
hemispheres of opposite magnetic polarity separated by an equatorial 
current sheet, drifts may play an important role in the transport of 
CR through the heliosphere. And thus the wavy HCS has turned out 
to be one of the most successful physical effects in CR modulation 
modeling (Jokipii et a l , 1977). The tilt of the HCS has become a prime 
indicator of solar activity from a drift point of view, and is widely used 
in data interpretation and modeling (Hoeksema, 1992). Even here, 
though, Jokipii and Kota (1989) pointed out that irregularities in the 
polar fields may become important enough at large radii to 
significantly diminish the effectiveness of drifts. In the complex 
magnetic structure characteristics of solar maximum, it is likely that 
drifts play only a small role and that modulation is dominated by 
large scale disturbances in the solar wind (McKibben et al., 1995). 
The diffusion and convection component of equation ( l . l ) are 
independent of the solar polarity and will only vary with the solar 
activity cycle. Conversely, the drift components will have opposite 
effects in each activity cycle following the field reversal. Jokipii et al. 
(1977) and Isenberg and Jokipii (1978) investigated the effects of this 
polarity dependence by numerically solving the transport equation. 
They showed that the CR would essentially enter the heliosphere 
along the helio-equator and exit via the poles In the A < 0 polarity 
state. In the A > 0 polarity state the flow would be reversed, with 
particles entering over the poles and exiting along the equator (see 
Figure 1.6). Kota (1979) and Jokipii and Thomas (1981) showed that 
the current sheet would play a more prominent role in the A < 0 state 
21 
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Figure 1.6: Cosmic ray drift patterns during two polarity epochs 
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when CR enter the heliospheru along the helio-equator and would 
interact with the sheet. Because the particles enter over the poles in 
the A > 0 state, they rarely encounter the current sheet on their 
in\vard journey, and the density is thus relatively unaffected by the 
current sheet in this state. It was clear from the models that there 
would be a radial gradient in the CR density, and that the gradient 
would vary with solar activity. Thus the CR density would exhibit the 
11-year solar cycle variation, with minimum CR density at times of 
solar maximum activity (and field reversal) (Duldig, 2001). 
Once it was realized that gradient and curvature drifts should 
play an important role in modulation, Jokipii and Thomas (1981) and 
Kota and Jokipii (1983) identified the inclination a of the HCS as a 
key parameter for models of galactic CR modulation. As discussed 
earlier in section 1.2 of this chapter, correlations between the TA and 
the CRI have b( en obtained by Smith and Thomas (1986), Webber and 
Lockwood (1988), and Smith (1990). In accord with drift theory, the 
slope of these correlations depends on the polarity of the cycle, with 
CRI being less sensitive to changes in TA during a positive cycle 
(Fluckiger, 1991). The predictions by drift models of different shapes 
of galactic CRI maxima in two consecutive cycles are based on the 
assumption that the evolution of the HCS does not vary greatly from 
cycle to cycle. This assumption makes it possible to attribute the 
differences in the shapes of successive CR maxima to the different 
directions of particle entry during A > 0 and A < 0 cycle. Particles 
entering the heliosphere from the directions of the poles during the 
minima of A > 0 epochs are relatively unaffected by changes in TA, 
leading to broad galactic CR maxima. During A < 0 epochs, particles 
entering along the HCS sense structural changes, indicated by the 
variation of TA, more rapidly, leading to more peaked (or triangular) 
!?alactic CR maxima (Cliver, 1993). 
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1.4 Relations, lag and hysteresis between 
solar activity and cosmic rays 
Galactic CR in the energy range from several hundreds MeV to 
tens of GeV are subjected to heliospheric modulation, under the 
influence of solar output and its variation. The heliosphric modulation 
of CRI and spectrum are associated with the 11-year solar activity 
cycle. The charge/polarity dependence of the drift mechanism is 
clearly observed in CR modulation in terms of 22-year solar magnetic 
cycle, showing different shapes of CR maxima in alternate solar 
cycles. Long-term CR modulation in the high energy range is studied 
using the global network of CR neutron monitoring stations having 
different geomagnetic cut-off rigidities. Neutron monitors are most 
sensitive to CR in the energy range 0.5-20 GeV, which coincides with 
the maximum energy response for an effective solar modulation. 
Though, the anti-correlation between solar activity and galactic CR 
reaching the earth is a well established fact (see Figure 1.7), however, 
the degree of anti-correlation is found to vary during different phases 
of solar cycles (Dorman and Dorman, 1967! Pomerantz and Duggal, 
1971; Rao, 1972; Nagashima and Morishita, 1979; Mavromichalaki 
and Petropoulos, 1984; Webber and Lockwood, 1988; Nymmik and 
Suslow, 1995; Storini, et a l , 1995; Ahluwalia and Wilson, 1996; 
Dorman et a l , 2001b; Usoskin et al., 2002 ). Although the modulation 
of CR has been studied for several decades, it is still a subject of 
intense research to asses the continuously changing behavior of the 
sun and its influence on CR. Diffusive/drift propagation of CR 
particles along with heliospheric disturbances in the large-scale 
heliosphere causes a time lag betweer solar activity and CRI. The 
time lag between CRI and solar activity as well as the amplitude of 
-24 
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^he modulation varies from cycle to cycle (Dorman and Dorman, 1967; 
Nagashima and Morishita, 1979; Mavromichalaki at al., 1990; Van 
Allen, 2000, Mishra et al., 2006). 
The variations in the CRI are on several time scales. Forbush 
decreases occur in matter of days (Forbush, 1938; Lockwood, 1971; 
Badruddin et al., 1986, 1991; Venkatesan et al., 1992; Badruddin, 
2000, 2002, 2006; Kudela and Brenkus, 2004; Singh and Badruddin, 
2006). Then, there are 27-day variations (e.g. Venkatesan et al., 1982; 
Richardson et al., 1996; Badruddin, 1997; Singh and Badruddin, 
2007). On the longer time scale, there is a year to year variation 
almost anti-parallel to the 11-year sunspot cycle (Forbush, 1958; 
Pomerantz and Duggal, 1974; Perko and Fisk, 1983, and references 
therein), but with differences in the even and odd cycles (22-year 
modulation) (see Figure 1.7). The CR modulation starts with a delay 
with respect to sunspots and the delay is different in odd cycles (e.g. 
19, 21) and even cycles (e.g. 20, 22). 
A great effort is carried out in order to express this long-term 
variation of galactic CR intensity by appropriate solar indices. It is 
already mentioned that sunspot number has been used by Nagashima 
and Morishita, (1980), solar flares by Hatton (1980) and geomagnetic 
index by Chirkov and Kuzmin (1979). Other authors like Xanthakis, 
Mavromichalaki, and Petropoulos (1981) and Nagashima and 
Morishita, (1980) have taken into account i:he contribution of more 
than one solar and/or geophysical parameters to the modulation 
process. Mavromichalaki and Petropoulos (1984) found a relation 
between the modulated CRI during the 20''^  solar cycle, and a 
combination of the relative sunspot number, the number of proton 
events and the geomagnetic index Ap. In a later work, 
Mavromichalaki and Petropoulos (1987) improved this empirical 
relation by including the number of corotating solar wind streams. 
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On the other hand Lockwood and Webber (1984) found a close 
relationship between the magnitude and frequency of Forbush 
decreases and the 11-year cosmic ray variation^ they conclude that the 
effect of Forbush and other transient decreases are the dominant 
factors in the long-term intensity modulation. 
In addition to the solar cycle variation, CR fluxes exhibit a 22-
year cycle variation also, which is associated with solar magnetic 
cycle. The CRI show a plateau of maximum flux level centered about 
the solar minima of A > 0 solar cycles while during A < 0 solar cycles 
the fluxes peak sharply at the solar minima (see Figure 1.7). The 
behavior is a prediction of the drift model (Kota and Jokipii, 1983), 
indicating that CR modulation at solar minima is dominated by drift 
transport mechanism. The reason for this behavior is that during A > 
0 cycle, as explained earlier, particles drift in from the poles and only 
when the tilt of the current sheet gets very large (close to 90°) the 
particle drift path is affected; however, during A < 0 cycles, particles 
drift is along the current sheet and their paths sensitively depend on 
the TA. The 22-year magnetic cycle variation also shows up in cosmic 
ray electron to proton flux ratio e/p (Evenson, 1998; Heber and 
Marsden, 2001; Heber et al., 2002), the e/p ratio during the A < 0 solar 
cycle is greater than during the A < 0 cycle, because electrons drift 
more easily from polar regions in the A > 0 cycle while protons do the 
same in the A > 0 cycle (Zang, 2003). 
The mechanism for CR modulation consist of time dependent 
heliospheric drifts and outward propagating diffusive barriers, which 
are formed by merging of CMEs, shocks and high speed flows at 10-15 
AU from the sun (Merged Interaction Regions, MIRs; Burlaga et al., 
1985). Since only some MIRs are effective in modulating CR through 
out the heliosphere (Burlaga et al., 1993), global MIR (GMIR) were 
conceived which are regions extending 360° around the sun mostly in 
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the ecliptic plane and responsible for the step-like changes in CR 
counting rates. The convection diffusion mechanism is independent of 
the sign of the solar magnetic field and operates similarly in every 1 1 -
year sunspot cycle (Dorman, 1959; Parker, 1963, and others). On the 
other hand, the drift mechanism gives opposite effects with the 
changing sign of solar magnetic field in alternate cycles (Jokipii and 
Davila, 1981; Jokipii and Thomas, 1981; Lee and Fisk, 1981; Potgieter 
and Moraal, 1985, and many other further papers). At the sunspot 
maximum of odd cycles, the solar north-polar magnetic field reverses, 
frora outward directed (A > O) to inward directed (A < O) during an 
interval of a few months. A few months later, the solar south-polar 
magnetic field aho reverses, from inward directed (A < 0) to outward 
directed (A > 0) during an interval of few months. In even cycles, the 
opposite occurs. In A > 0 epochs, the inflows of CR into the inner 
heliosphere are faster from over the poles than from along the 
heliospheric current. When A < 0, the opposite occurs (Wibberenz et 
al., 2002). Cane et al. (1999) have reported a very good a n t i -
correlation between CR changes and interplanetary total magnetic 
field for two consecutive cycles 21 and 22, and a very close 
relationship between CR and TA of the wavy current sheet in the 
heliosphere, which has been claimed to be very successful as a proxy 
for solar activity in CR modulation models with particle drift included. 
It may be noted that the HCS tilt angle is considered to be a good 
proxy of solar activity in even cycles daring low to moderate 
modulation conditions (tilt angle below 35^-40°), while for higher 
solar activity and for odd cycles, the tilt angle dependents is not so 
clear (Kane, 2007). 
The CR modulation depth observed at the earth is a result of the 
combined action of solar and l.eliospheric conditions that control the 
CR behavior all over the heliomagnetosphere. The delay of the CR 
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effects relative to processes in the sun (hysteresis of CR) has been 
knovm since long ago (Belov et al., 2006 and references therein). The 
investigation of the hysteresis phenomenon between long-term 
variations in CRI, observed at the earth, and solar activity started 
many years ago (Dorman, 1957; Neher and Anderson, 1962). The 
same hysteresis is also observed when comparing particle fluxes of 
different energies (Van flollebeke et al., 1973,' Garcia-Munoz et al., 
1973; Ozguc and Atac, 2003). Here CR maxima (minima) do not seem 
to coincide exactly with the solar activity min;Lm.a (maxima). There is 
often a lag of a few months, detected more than 50 years ago (e.g., 
Dorman, 1957; Neher and Anderson, 1962, and later, many others). 
The lag has been used to estimate the radius of CR modulation region. 
Earlier estimates, based on comparison with coronal green line or by 
examining CR modulation caused by sudden jvimps in solar activity 
(Dorman et al., 2001a, and references therein) indicated that the 
radius was very small, about 5AU, not more than 10-15 AU. Dorman 
(1975, and references therein) initiated the use of a convection-
diffusion model, taking into account the time lag of processes in the 
interplanetary space relative to the processes on the sun and 
concluded that the modulation region should be much larger, between 
50 and 150 AU. Further, Dorman (2001) took into account the drift 
effects (as depending upon the sign of solar polar magnetic field) 
according to Burger and Potgieter ( 1999) and showed different effects 
for even and odd solar cycles (see also Dorman et al., 2001a, 2001b; 
Kane, 2003). 
Even today, the knowledge about these time lags or hysteresis is 
still fragmentary and even contradictory. Comparing the particle flux 
lags during even and odd cycles, some researchers (see, for example 
Badhwar and O'Neill, 1993) indicated no lag, where as others (Lopate 
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and Simpson, 1991) claimed a smaller lag (1-2 months) during even 
cycles compared with odd cycles (9-11 months). 
The survey presented above shows that the whole area of long-
term (~ 11 and 22 year) modulation, time lag and hysteresis effects 
observed in modulations, their dependence on solar activity and solar 
polarity is interesting and complex; and needs their detailed study 
using as many solar/interplanetary parameters as possible, extended 
over long period during different solar and ma^Jnetic conditions. It is 
hoped that a systematic and detailed approach to these aspects will 
help in not only understanding various observed phenomena but also 
to understand the modulation process more clearly and thoroughly. 
ick-kif^ickrkifkifk'kic-k 
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Solar activity, time lag and 
hysteresis 
2.1 Introduction 
The ~11-year variation in CRI observed at earth is anti-
correlated with solar activity with some time lag. Using ionization 
chamber data for solar cycles 17 and 18, Forbush (1954, 1958) first 
demonstrated that CRI variations lagged behind sunspot activity by 
6-12 months. Simpson (1963) attributed the observed lag as due to 
the dynamics of the build up and subsequent delayed relaxation of the 
modulating region. In some subsequent studies (e.g. Dorman and 
Dorman, 1967; Simpson and Wang, 1967; Wang, 1970) the observed 
time lag was used to infer the size of the modulating region (the 
heliosphere). Hatton (1980), using neutron monitor data, found a 
krgo difference between the time lag during solar cycles 19 and 20; 
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smaller (by 6 months) time lag for solar cycle 20 than for the cycle 19. 
This observation has led Hatton (1980) to question the use of time lag 
to estimate the modulation boundary and to doubt that sunspot 
number is an appropriate index of solar activity. 
Hysteresis effect between long-term variation in CRT and solar 
activity is being studied since long (e.g. Neher and Anderson, 1962). 
In most of the studies of the long-term variations and hysteresis 
effects, sunspots have been used as a parameter of solar activity (e.g. 
Storini, 1990; Jakimiec et al., 1999; Van Allen, 2000; Usoskin et al., 
2001; Dorman et al., 2001b; Oliver and Ling, 2001; Kane, 2003, 
2006a). However, other solar indices, e.g. coronal green line intensity 
(Pathak and Sarabhai, 1970; Wang, 1970), solar flares (Hatton, 1980; 
Ozguc and Atac, 2003) and solar proton events (Mavromichalaki and 
Petropoulos, 1984) have also been used in the past for the studies of 
the relationship between solar variability and CRI. Such studies 
provide information about the time lags betvi^een the solar activity 
indices and CRI in various solar cycles. B'or example, a time lag of 2-4 
months for even solar cycles and 9-16 months for odd solar cycles 
have been observed between solar activity and CRI (e.g. see 
Mavromichalaki and Petropoulos, 1984; Mavromichalaki et al., 1998; 
Mavromichalaki et al., 2007 and r-eferences therein). However, use of 
geomagnetic activity index Ap and neutron monitor data for cycle 19 
(Balasubrahmanyan, 1969) and cycles 20-22 (Mavromichalaki et al., 
1998) led them to conclude that geomagnetic Ap index is correlated 
with CRI without a phase lag. Badruddin et al. (2007) used another 
parameter (tilt of the heliospheric current sheet) and studied its 
relationship with CRI during various solar cycles (see chapter 3). 
Thus, in order to study the dynamics of the CR modulating 
system, several solar activity parameters have been used in the past 
and many interesting results have been obtained. However, some of 
32-
CHAPTER 2: SOLAR ACTIVITY ... 
the recent studies of time lag and hysteresis effect (e.g. 
Mavromichalaki et al , 1998; Jakimiec et al., 1999; Van Allen, 2000; 
Usoskin et al., 2001; Oliver and Ling, 2001; Dorman et al., 2001b; 
Ozguc and Atac, 2003; Kane, 2003; Singh et a l , 2005; Sabbah and 
Rybansky, 2006; Mishra et al., 2006; Badruddin at el., 2007) have 
suggested interesting interpretation (in terms of drift/diffusion 
effects), implications and consequences (for modulation models) of the 
observed differences in time lags as well as differences in shapes, sizes 
etc. of the hysteresis loops during odd and even cycles. In an elegant 
study of modulation loops, Van Allen (2000) argued that the 
differences in certain features of modulation loops in odd and even 
cycles give support to include the gradient and curvature drifts in the 
theories of transport of CR in the heliosphere. He also put forward 
some interpretive ideas, although he remarked, that his interpretive 
contributions may not be definitive but will stimidate more detailed 
consideration of the significance of modulation loops. 
In this work, certain aspects of solar modulation during the 
solar cycles 19, 20, 21, 22, and 23 have been studied, utilizing cosmic 
ray neutron monitor data from two locations on the earth (Climax and 
Oulu) and three solar activity indices (sunspot number, 10.7 cm solar 
radio flux and solar flare index: further abbreviated as SSN, SRF, 
and., SFI respectively). 
2.2 Theoretical Considerations: A Brief Overview 
Most of the earlier studies of time lag/hysteresis phenomena 
between solar activity and long-term variation in CRI (e.g. Simpson 
and Wang, 1967; Nagashima and Morishita, 1980; Hatton, 1980; 
Mavromichalaki et al., 1998) have tried to explain their results on the 
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basis of convection-diffusion and adiabatic deceleration theory of 
galactic CR modulation into a spherically symmetric solar wind model 
(Parker, 1965; Gleeson and Axford, 1967). According to this model the 
cosmic ray intensity I{R,P4) at heliocentric radial distance 7'and at 
time tm terms of intensity beyond the modulating region I^{R,P) is 
given by 
l(RJ,t) = lARJ)^xp 
i K{R,/],r,t) (2.1) 
Where t^ ,(F,/) is the solar wind velocity, K(R,^,r,t) is the 
isotropic diffusion coefficient and L(t) is the effective distance over 
which the modulation is effective in time t. The dependence of 
isotropic diffusion coefficient on the particle rigidity E and particle 
velocity /] (= v/c) is determined by the shape of the magnetic field 
power spectrum (Jokipii, 1967; Wang, 1970). 
Based on Parker's theory, Nagashima and Morishita (1980) 
have shown that CR modulation can be described by 
l{t) = l^-\F{T)S{t-x)dl (2.2) 
Where 4 ^ i^d lit) are the galactic (unmodulated) and 
modulated CRI, S(t~x) is the source function representing a proper 
solar activity index at a time t-x (% > 0) and F(x) is the characteristic 
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function, which expresses the time dependence of solar disturbance 
represented by S(t-z). Using this expression and different source 
functions e.g. sunspots (Nagashima and Morishita, 1980), solar flares 
of importance > 1 (Hatton, 1980), and a combination of SSN, solar 
flares and geomagnetic index (Mavromichalaki and Petropoulos, 
1984), modulated intensity has been calculated. Although the 
agreements between observed intensity and calculated intensity using 
equation (2.2) were found to be impressive, need for improvement in 
this model by introducing a source function that takes care of solar 
polarity dependence in modulation was suggested (Mavromichalaki et 
al., 1998). 
Further, since the charge/polarity dependent effect in the 
modulation is ascribed to the gradient in and curvature of IMF, for 
interpretation of every aspect oi hysteresis curve, one may require, 
the solution of basic equation for the transport and modulation of CR 
in the heliosphere that includes all four terms representing (i) 
outward convection of CR due to the solar wind, (ii) particle drift due 
to curvature and gradient drift of the IMF, (iii) inward diffusion and 
(iv) adiabatic energy loss (see chapter 1 for details). 
2.3 Results 
Figure 2.1 shows the monthly averaged Climax neutron 
monitor data (in %) against the monthly values of 10.7 cm SRF for the 
period 1951-2006. Solar cycles, solar polarity epochs (A < 0 and A > 0) 
and solar polarity reversal periods are indicated in the figure. From 
an overview of this long-term plot, certain differences in the behavior 
of the CR flux variation (decrease and recoverjO during odd and even 
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CHAPTER 2: SOLAR ACTIVITY ... 
cycles are worth mentioning (see also Storini, 1990; Otaola et a l , 
1985; Ahluwalia, 1995; Mavromichalaki et al., 1998). 
The time lag between CRT and SRF appears larger in odd solar 
cycles than in even cycles. In even solar cycles 20, and 22, the CRT 
reached higher values shortly after the maxima of SRF and remained 
high for several years (~ 5 and 3 years, respectively, in cycles 20 and 
22). In odd cycles 19, 21, and 23, the intensity increased slowly and 
peaked early (around the solar cycle minimum) only for a year or so. 
Thus the recoveiies of CRI during even cycles (20, and 22) are rather 
rapid, whereas during odd cycles (19, 21, and 23) recoveries are slow 
and took longer periods to recover completely. More precisely, the 
recovery during odd solar cycles is completed in 5-6 years, while only 
in 2-3 years during even cycies. It is to be mentioned that in odd 
cycles the decreasing phase lies during the A > 0 state and the 
recovery phase lies in the A < 0 polarity state of the heliosphere. In 
even cycles, opposite is the case i.e. decreasing phase lies in the A < 0 
state and the recovery phase in A > 0 polarity state. 
Another feature worth noting in Figure 2.1 is that the time lag 
between solar activity and CRI is larger in odd cycles than in even 
cycles. The cycle-averaged lags were calculated earlier (Nymmik and 
Suslow, 1995) and wei'e found to be 3.7, 12.6, and 3.2 months for 
cycles 20, 21, and 22 respectively. Ozguc and Atac (2003) also 
determined the time lags for solar cycles 20, 21, and 22 and found 
them to be 7, 10, and 2 months, respectively. Cliver and Ling (2001) 
observed that the 11-year OR cycle appears to lag the sunspot cycle 
by ~ 1 year for odd numbered cycles (such as 19, and 21), while for the 
even numbered cycles, SSN and CRI curves were essentially in phase. 
Usoskin et al. (2001) also found similar differences in time lags during 
odd and even cycles. Ozguc and Atac (2003) used SFI as a measure of 
solar activity and observed that their results partly confirm the 
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findings of Nymmik and Suslow (1995) and Oliver and Ling (2001) but 
were not in agreement with those of Dorman et al. (2001b), who found 
that with increasing relative role of drift effects, the time lag for odd 
cycles decreases but increases for even cycles. 
In most of the earlier studies of the hysteresis effect (e.g. 
Mavromichalaki et a l , 1998; Van Allen, 2000; Kane, 2003), yearly 
means of CRI and a solar activity parameter have been used and 
many interesting results have been obtained. However, there does not 
appear to be any specific reason for taking 12-month average of the 
data for such studies. In an attempt to find the more suitable interval 
over which the data should be averaged for the better insight of the 
hysteresis loops and the modulation, we have determined the average 
time lag for a long period (1954-2006) between CRI and three indices 
of solar activity, namely sunspot number SSN, SRF, and SFI. To 
determine it, we have calculated the correlation coefficients between 
solar parameters and CRI by introducing successive time lags of 0 to 
29 months and obtained the time lag corresponding to optimum 
correlation. It is found to be 6 months (Figure 2.2). However, we have 
also looked for the lag between CRI and geomagnetic parameters 
using two indices aa and Ap, but no lag with CRI is found (see Figure 
2.3). Thus, in this study, we have used 6-monthly average of CRI and 
solar data to plot the hysteresis curves for solar cycles 19, 20, 21, 22, 
and 23. 
In Figure 2.4 we have shown the hysteresis plots of 6-monthly 
averaged CRI f'om CHmax neutron monitor (cutoff rigidity Re = 2.97 
GV, latitude X = 39.370N) versus SSN for solar cycles 19, 20, 21, 22, 
and 23. Similar plots between CRI and SRF are shown in Figure 2.5. 
Hysteresis plots between CRI and SFI for cycles 21, 22, and 23 are 
plotted in Figure 2.6. Differences in phase lags, loop areas, and rate of 
change of CRI with change in solar parameters during odd and even 
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Figure 2.4: Hysteresis plots between Cosmic ray intensity as recorded by 
Climax neutron monitor and sunspot number for solar cycles 19-23. 
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cycles are evident. To show that these observed features and 
differences between odd and even cycles are not limited to any one 
neutron monitoring station but are observed at other neutron 
monitors also, we have plotted the similar hysteresis curves using CRI 
neutron monitor data from Oulu (Re = 0.81 GV, X = 65.060N) in 
Figures 2.7, 2.8, and 2.9. An interesting and additional feature of 
these 6-monthly averaged modulation loops is the appearance of 
secondary loops near/around the solar maximum/polarity reversal in 
almost each solar cycle; this feature was not apparent in yearly 
averaged modulation loops of any of the solar cycles (e.g. see Van 
Allen, 2000). 
In order to find the phase lag between CRI and a solar 
parameter, we have calculated the correlation coefficients between the 
two by introducing time lags systematically from 0 to 29 months for 
different solar cycles and plotted the results in Figure 2.10. The time 
lags so obtained are summarized in Table 2.1. Fiom these tabulated 
values we see that (a) the time lags between CRI and solar indices 
(SSN/SRF/SFI) during odd cycles are 10-15 months, while they are 
only 1-3 months during even cycles, and (b) the difference, if any, in 
time lag for different solar activity parameters (SSN/SRF/SFI) is 
small in a particular solar activity cycle. We have plotted the monthly 
values of Climax and Oulu neutron monitor against SSN without 
introducing time lag and after introducing time lags obtained earlier. 
These are plotted in Figures 2.11 to 2.18 for cycles 20, 21, 22, and 23 
respectively. We see the better correspondence between CRI and SSN 
after inti'oducing proper time lag. 
In order to provide further insight into the observed time lags 
during various solar activity cycles, adopting the same procedure as 
for Figure 2.10, ^e have determined the time lags during positive (A > 
0) and negative (A < 0) polarity epochs excluding the periods of 
-44 
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polarity reversal, i.e. 1952-56 (A > O), 1961- 68 (A < O), 1973-79 (A > 
0), 1982-89 (A < 0), 1992-99 (A > O), and 2001-06 (A < 0). The lag 
correlation plots are shown in Figure 2.19 and the results are 
summarized in Table 2.2. It is found that the time lags are 9-14 
months during A < 0 epoch (see Table 2.2), the exception being 1982-
1989 period with one solar activity parameter (SFI). However, the 
time lags between CRI and solar activity are much smaller (1-5 
months) in opposite polarity condition of the heliosphere (A > O). It is 
worth mentioning that in the periods of longer time lag (1961-68, 
1982-89, and 2001-06), the CRI recovers during A < 0 polarity 
conditions. It is also interesting to note that time lags are longer (see 
Table 2.1) during odd solar activity cycles; in these solar cycles 
intensity recovers during the negative polarity state of the heliosphere 
(A < 0). 
We have also determined the areas of various modulation loops 
(see Table 2.3). It is clear from this table that the areas of odd cycle 
loops are much larger than the areas of the even cycle loops (also see 
Van Allen, 2000). 
From the hysteresis plots, it appears that the rate of change of 
CRI with solar activity is different in odd and even cycles. Linear 
regression analyds has been done for the quantitative estimation of 
the rate of CRI decrement with SRF during the increasing phase of 
each solar cycle ^Table 2.4). It is clear from this table that intensity 
decreases with solar activity at a faster rate during initial phase of 
even solar cycles than of the odd solar cycles. This difference appears 
to be related to the polarity state of the heliosphere 
57-
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Table 2.1: Time lags between solar activity indices (Sunspot number 
(SSN), Solar radio flux (SRF), and Solar flare index (SFI)) and 
CRI (Climax NM) with maximum correlation coefficient (r) 
for solar cycles 19, 20, 21, 22, and 23. 
Solar 
cycle 
19 
20 
21 
22 
23 
SSN 
10 
02 
11 
01 
15 
Lag (months) 
SRF 
10 
01 
11 
03 
14 
SFI 
-
-
11 
03 
14 
Maximum value of 'r' 
(CRI Vs Solar indices) 
SSN 
-0.936 
-0.863 
-0.885 
-0.913 
-0.832 
SRF 
-0.932 
-0.855 
-0.893 
-0.925 
-0.814 
SFI 
-
-
-0.806 
-0.878 
-0.519 
Table 2.2-' Time lags between solar activity indices and CRI with 
maximum correlation coefficient (r) during different 
polarity epochs (A < 0 and A > O). 
Solar Polarity 
A>0 (1952-1956) 
A<0 (1961-1968) 
A>0 (1973-1979) 
A<0 (1982-1989) 
A>0 (1992-1999) 
A<0 (2001-2006) 
Lag (months) 
SSN 
04 
10 
01 
09 
05 
14 
SRF 
04 
10 
03 
09 
05 
14 
SFI 
— 
— 
00 
01 
03 
14 
Maximum value of 'r' 
(CRI Vs Solar indices) 
SSN 
-0.847 
-0.869 
-0.844 
-0.881 
-0.908 
-0.750 
SRF 
-0.836 
-0.868 
-0.829 
-0.857 
-0.902 
-0.748 
SFI 
— 
— 
-0.775 
-0.809 
-0.847 
-0.648 
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Table 2.3: Areas of the solar modulation loops using Climax and Oulu 
Neutron monitor data and SSN and SRF 
Solar cycle 
19 
20 
21 
22 
23 
Odd cycle 
average 
Even cycle 
average 
Sunspot number 
Climax NM 
1599 
108 
1262 
389 
773 
1211 
249 
Oulu NM 
— 
146 
1067 
386 
584 
826 
266 
Solar flux 
Climax NM 
14809 
286 
10741 
1542 
7842 
11131 
914 
Oulu NM 
— 
1589 
9689 
1937 
5166 
7428 
1763 
Table 2.4: Decrease in CRI with SRF (-dC/dl) during initial 
(increasing) phase of different "olar activity cycles 
Cycle 
19 
20 
21 
22 
23 
Combined 
Combined 
Years 
1954-56 
1965-68 
1976-79 
1987-89 
1997-99 
Solar polarity 
A > 0 
A < 0 
A > 0 
A < 0 
A > 0 
A > 0 
A < 0 
-dC/dl 
Climax NM 
19.8 
61.0 
34.5 
62.2 
38.6 
29.6 
62.1 
Oulu NM 
-
88.5 
46.4 
80.1 
48.8 
47.3 
83.2 
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2.4 Discussion 
According to the drift picture of charged parficle propagation in 
the heliosphere, during the initial (increasing) phase of the odd solar 
activity cycles (e.?. 19, 21, and 23), the solar pokirity is positive (A > O) 
and in this situation positively charged particles enter the heliosphere 
through the polar regions (see reviews Venkatasan and Badruddin, 
1990; Potgieter et al., 2001). We have found that both, the areas of the 
hysteresis loops and the time lags betv^een solar acdvity indices (SSN, 
SRF, and SFI) and CRI, are larger during odd solar cycles than even 
cycles. This result concurs with earlier studies (e.g. Van Allen, 2000; 
Kane, 2006a, 2006b). Contributions of certain periodicities seen in 
neutron monitor data are reported to be different in odd and even 
cycles (e.g. see Kudela et al., 1991, 2002). It has also been found that 
the time lags arc larger during the A < 0 epoch when positively 
charged CR particles enter the inner heliosphere through the 
equatorial region (heliospheric current sheet, HCS). Under such 
conditions these particles will be more readily affected by HCS and 
propagating diffusion barriers associated with solar activity will 
mainly confine to near equatorial region. It is known that the solar 
activity is mostly confined to low latitude regions on the solar surface 
(e.g. see Badruddin et a l , 1983). Thus, it is likely that larger loop 
areas and larger time lags observed during odd solar cycles are mainly 
due to the delayed recovery of CRI as positively charged particles 
enter the heliosphere throu[;h the equatorial region during the 
recovery phase of the ~ 11-year modulation. 
During even solar cycles, the areas of the loops and the time 
lags between solar indices and CRI are relatively small. During initial 
(increasing) phase of the even solar cycles (e.g. 20, and 22) the 
heliosphere polarity is negative (A < 0) and positively charged 
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particles enter the heliosphere through the equatorial region. After 
the polarity reversal near solar maximum, the path of CR particles 
changes and they enter the heliosphere through the polar regions in 
the A > 0 polarity condition. After the initial modulation during the 
increasing solar activity, the recovery is not much delayed due to solar 
variability because the particles are mainly coming through the polar 
regions of the heliosphere. Under such conditions these particles will 
be less sensitive to the HCS and the near equatorial solar activity 
(also see Oliver and Ling, 2001; Usoskin et al., 2001). Consequently, 
the recovery is expected to be fast, time lags short and loop areas 
small during even cycles. 
The initial slov^er (faster) rate of decrease in CRI with solar 
activity during odd (even) cycles can also be explained on the basis of 
the motion of the charged particles in the heliospnere as the rate of 
intensity decrement with solar activity is expected to be faster when 
the particles enter through equatorial region of the sun. 
Similarly, during declining phases of odd (even) solar activity 
cycles, the faster (slower) rate of decrease in intensity can also be 
understood due lo different access routes of the charged particles 
through equatorial or polar regions. However, the appearance of 
secondary loops and sometimes even reverse modulation (increasing 
solar activity resulting in increased CRI) around solar 
maximum/polarity reversal may be better explained by considering 
that near solar maximum/polarity reversal, the route of the CR 
particles access may not be well defined. Moreover, presence of 
GMIRs may also be complicating the drift effect during this phase of 
the solar cycle. Thus we may expect such an unorganized behavior 
during and around the solar maximum/polarity reversal periods. 
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2.5 Conclusions 
In agreement with previous workers, we have found that the 
evolution of CRI is different for odd and even solar activity cycles. The 
hysteresis loops obtained for different cycles show differences between 
even and odd cycles. Further quantitative details about these features 
are furnished here. 
The average time lags between solar activity and CRI for cycles 
19-23 are calculated and found to be 6 months. However, the time 
lags between CRI and the solar indices are 10-15 months and 1-3 
months for odd and even cycles respectively. We found differences in 
time lags for the periods of A < 0 and A > 0 polarity states. It is also 
observed that the time lag is larger when, the recovery phase of long-
term (~ 11-years) modulation of CRI lies in A < 0 epoch. The 
difference in time lags during odd and even cycles does not appear to 
be related to the level of the solar activity but is due to the motion of 
CR particles in the large scale heliospheric magnetic field influenced 
by the polarity state of the heliosphere. 
Small cyclic changes are superposed at/around solar maximum 
(polarity reversal) in the modulation loops of almost every cycle (both 
odd and even). It may be due to Gnevyshev gap effect - double peak 
structure in the maximum phase of solar activity cycles (Gnevyshev, 
1967) or due to peculiar particle drift effect at solar maximum. At 
solar maximum (when the tilt of the current sheet is close to 90^), the 
particles encounter the magnetic fields in the polar regions of both 
positive and negative polarity and they drift sometimes inward and 
sometimes outwards (Zhang, 2003). However, the second possibility 
has a more plaurdble explanation (see also, Kane, 2005). 
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The areas of odd cycle loops are much larger than even cycle 
loops. This difference appears mainly due to slow (fast) recovery of 
CRI during odd (even) solar cycles. 
Rates of decrement in intensity of CR with solar activity during 
the increasing phase of each solar cycle have been calculated. It is 
larger for even cycles than for odd cycles. This difference appears to be 
related to polarity state of the heliosphere (A < 0 end A > O) and drift 
effects in the heliosphere. 
* * * * * * * * * * * * * * * * * * * * * * * * * * 
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Chapter 3 
Current sheet tilt, time lag 
and hysteresis 
3.1 Introduction 
In second chapter, we have seen that the variation of CRI with 
the variations of various solar parameters is being studied from quite 
some time. Attempts have been made to explain the observed results 
in terms of the known physical processes, including gradient and 
curvature drifts governing the modulation of CR particles in the 
three-dimensional heliosphere, there is still a need for understanding 
and the interpretation of finer details of hysteresis loops during 
different solar cycles. In this chapter we have analysed the role of 
HC3 in the CR modulation and again we emphasized on modulation 
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loops along with time lags (plots of yearly averaged CRI against a 
solar activity parameter for a complete solar activity cycle lead to 
hysteresis or modulation loops. Van Allen (2000) argued that 
differences in cei'tain features of modulation loops in odd and even 
cycles give some support to include gradient and curvature drifts in 
the theories of t r insport of CR in the heliosphere. On the basis of his 
analysis, Van Allen put forward some interpretive remarks. Although 
He himself suggiisted that his remarks may not be definitive but 
expects that his observations will stimulate more detailed 
consideration of the significance of the modulation loops). 
To understand how the CR move in the heliosphere under the 
influence of gradient and curvature drifts, one needs to recognize the 
importance of H^CS that separates the hemispheres of oppositely 
directed magnetic field (e.g. see Kota and Jokipii 19831 Badruddin et 
al. 1985; Venkatesan and Badruddin 1990; Potgieter et al. 2001; 
Smith 2001). As the tilt of the HCS is thought to play central role in 
drii't models of galactic CR modulation, we attempted to study the 
time lags, hysteresis effect, areas of the hysteresis loops, and CR 
response to changes in tilt angle (TA) during different solar and 
magnetic conditions, by considering evolution of the HCS during 
1976-2006, which includes solar activity cycles 21, 22, and 23. 
3.2 Results 
Long-term plots between the CRI and the solar-activity 
parameters depict a general picture of inverse relationship, and 
provide a broad qualitative idea about the lead/lag relationship 
between them. Since the HCS and its evolution in three-dimensional 
heliosphere is thought to play an important role in CR modulation, we 
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have plotted in Figure 3.1 the time variation of the solar-rotation 
averaged CRI, measured by Climax neutron monitor (blue line), and 
TA (red line) of the HCS from 1976 to 2006. The periods between two 
thin grey vertical lines, shown in the figure around 1980, 1990, and 
2000 correspond to the solar polar magnetic field reversal in solar 
cycles 21, 22, and 23, respectively. The general (inverse) relationship 
between the CRI and TA of HCS is apparent from this figure. 
However, the time lag between CRI and TA appears to be different 
during different solar cycles (odd and even) as well as during different 
polarity states (A > 0 and A < 0) of the heliosphere. 
Further insight about the relationship between CRI and TA 
during different phases (increasing, maximum, decreasing, and 
minimum) of a solar activity cycle, and difference in their relationship, 
if any, during different solar cycles can be obtained by plotting 
hysteresis diagram (modulation loops) between these parameters in 
various solar cycles. 
Figure 3.2 shows the cross-plots between CRI recorded at Climax 
neutron monitor and TA of the HCS for solar cycle 21. Hourly CRI 
records of neutron monitor data were averaged over the period of 6 
Carrington rotations. Corresponding rotation's TA of the HCS were 
used to obtain average angles for the tilt for respective periods. Cross-
plot for cycle 21 in Figure 3.2 shows some interesting features about 
the time lag be:ween CRI and TA during this solar cycle and the 
response of CRI to the TA changes during its different phases. 
A general oval shape loop indicates a large time lag between CRI 
and TA during the solar cycle 21. As regards the effectiveness of HCS 
tilt in the CR modulation, during different phases of the activity cycle, 
the whole modulation loop (see Figure 3.2) can be visualized to 
indicate (a) slow rate of intensity decrease with increasing TA during 
increasing phase (weak effect/response); (b) "inverse-modulation" i.e. 
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decrease in CRI with decrease in TA during/around solar maximum 
and solar polarity reversal (no effect/response); (c) fast rate of 
intensity decrease with increase m TA during declining phase (strong 
effect/response); and (d) intensity decrease at a faster rate with TA as 
solar activity approaches to minimum level (stronger effect/response). 
Another interesting observation from the figure 3.2 is the appearance 
of "secondary loops" around solar maximum/solar polarity reversal. 
We already have discussed that the HCS divides the heliosphere 
into two hemispheres of oppositely directed magnetic field. During the 
periods when the polarity is outward in the northern hemisphere 
above the HCS and inward in the southern hemisphere below the 
HCS (A > 0 polarity state), positively charged particles preferentially 
enter the heliosphere from the direction of the solar poles. When the 
polarity is reversed i.e. magnetic field is inward in the northern 
hemisphere and outward in the southern hemisphere (A < 0 state), 
positively charged particles approach the sun from along the HCS. 
During the incre;'sing phase of solar cycle 21 the heliosphere is in A > 
0 polarity state and the access route of incoming CR to the inner 
heliosphere is through the polar regions. Therefore, these positively 
charged particles will be less affected by drifts associated with the 
increase in the TA of the HCS. As a consequence of weak response to 
changes in TA, intensity decreases at a slow rate with increase in TA. 
Around solar maximum/polarity reversal, when the tilt of the HCS is 
more than ~ 70" (closer to 90*^ ), CR particles encounter the fields in 
the polar regions of both positive and negative polarities and they 
drift sometimes inward and sometimes outward (Zhang 2003), 
resulting in no apparent response to tilt angle changes. However, 
during/around solar maximum, the heliosphere is filled with Global 
Merged Interaction Regions (GMIRs) that extend large range of 
latitude and longitude (Burlaga et al. 1985; McDonald et al. 1993). 
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These GMIRs act as diffusion barriers to the particles and are hkely 
agents responsible for the modulation during solar maximum. After 
the polarity reversal around the solar maximum, the state of the 
heliosphere has changed to A < 0 when the particle access to the inner 
heliosphere is vie the HCS. In this condition drifting OR particles will 
be more readily affected by the changes in the TA resulting in 
intensity reduction at a fast rate with increase in TA (strong response) 
during decreasing phase of solar cycle 21. As the solar activity 
decreases further, and the heliosphere is more conducive for drift 
effects to be observed, gradient and curvature drifts become more 
important and the CRI changes at a faster rate with smaller changes 
in TA (stronger response) even though the intensity is at a lower level. 
In Figure 3.4 we have shown the cross-plot between the TA and 
the CRI for the solar cycle 22. A comparison of cycle 22 modulation 
loop with that of cycle 21 shows that area of cycle 22 loop is much 
smaller than that of cycle 21, indicating a smaller time lag between 
CRI and TA in cycle 22 than 21. Although not as distinct as in cycle 
21, some qualitative differences are seen in the response of CRI to the 
TA changes in cycle 22 also. From the cross-plot shown in Figure 3.4 
we may infer that during the initial (increasing) phase of solar cycle 
22, the response is somewhat stronger than in later (decreasing) 
phase of solar cycle. A short period of "inverse" (or no) relation 
between CRI and TA around solar maximimi/polar field reversal 
periods in 1990, and a secondary loop around the same period are 
other features of these plots. 
Cross-plot between CRI and TA for cycle 23 are shown in Figure 
3.6. A slow rate of decrease in CRI with increase in TA (weak 
effect/response) during the initial (increasing) phase, a larger 
intensity decrease without any significant change in TA (almost no 
relation between CRI and TA) during around solar maximum and 
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polarity reversal, a fast increase in CRI with decrease in TA during 
decreasing phase of solar cycle 23 is apparent from Figure 3.6. These 
observations, from the cross-plots between CRI and TA for solar cycle 
23, are almost similar to those observed in cycle 21 during different 
phases of the solar cycles; a weak CRI response to TA changes during 
the increasing phase, almost no respo.iso in and around solar 
maximum/polarity reversal period, and a stronger response during 
decreasing phase. 
To make sure that our observations discussed above, are neither 
incidental nor observable at any particular neutron monitor/location 
only, we have used CRI data of one more neutron monitor station, 
located at Oulu. Adopting similar procedure and criteria as discussed 
above, we have obtained cross-plots between CRI observed at Oulu 
NM and TA of the HCS. These plots for solar cycles 21, 22, and 23 are 
shown in Figures 3.3, 3.5, and 3.7 respectively. It is clearly seen that 
these plots with Oulu NM data are similar to those obtained with 
Climax NM data m respective solar cycles. 
Although long-term (e.g. Figure 3.1) and hysteresis plots (e.g. 
Figures 3.2-3.7) provide qualitative information about the time lag 
between CRI and TA, response of CRI variations to TA changes and 
the area of modulation loops during different solar activity and solar 
magnetic conditions, and their quantitative estimation will provide 
further insight about the modulation process. 
To determine the time lag between CRI and TA in solar cycles 21, 
22 and 23, we have calculated the correlation coefficients between the 
TA of HCS and Carrington rotation averages of CRI, by introducing 
successively time lags of 0 to 29 Carrington rotations. The time lags 
(in Carrington rotation) versus the correlation coefficient graphs (for 
Climax NM data as well as for Oulu NM data) for the three solar 
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cycles are plotted in Figure 3.8. From the optimum value of the 
correlation coefficient, it is inferred that the time lag is 24 Carrington 
rotations during the odd solar cycle 21 (see also Table 3.1). On the 
other hand, the time lag during even cycle 22 is much smaller (1 and 2 
Carrington rotations for Oulu and Climax NM data respectively). The 
time lag between TA and CRI during other odd cycle 23 is again found 
to be large (09 Carrington rotations). We have plotted the CRI and tilt 
angle without introducing and after introduction of time lags for cycle 
21, 22, and 23 (see Figures 3.9-3.14). Better correspondence between 
the two after introduction of the time lag is evident in these figures. 
It may be worth mentioning that the time lag is larger, in odd 
cycles 21, and 23, when the recovery phase of the -11 year modulation 
cycle lies in A < 0 epochs; in this polarity state, positively charged 
particles enter the heliosphere via the HCS. The time lag is much 
smaller in even solar cycle 22 when the recovery phase of the ~11 year 
modulation cycle lies in A > 0 polarity state and the access of CR 
particles to the inner heliosphere is through solar polar regions. This 
observation motivated us to calculate the time lag between CRI and 
TA during two polarity epochs A < 0 (combined period of 1982-89 & 
2001-06) and A > 0 (combined period of 1976-79 & 1992-99), by 
adopting the same procedure as that used for obtaining the time lags 
during the solar cycles 21, 22, and 23. These results are plotted in 
Figure 3.15. It is seen from this figure that the time lag is -17-18 
Carrington rotations during A > 0 and it is only - 0-1 rotation periods 
in A < 0 (see also Table 3.2). To make sure that these results were not 
obtained by any chance, we have calculated time lags using data of 
two neutron monitors at Climax and Oulu having different cut off 
rigidities. 
From Figures 3.2, 3.4 (for Climax NM) and 3.3, 3.5 (for Oulu 
NM), we have observed that the area of odd-cyde modulation loop (21) 
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Table 3.1'- Time lag between tilt angle and cosmic ray 
intensity in different solar cycles. 
Solar 
cycle 
21 
22 
23 
Station 
Climax 
Oulu 
Climax 
Oulu 
Climax 
Oulu 
Time lag ' (Carrington 
rotations) 
24 
24 
02 
01 
09 
09 
Maximum 
value of 'r' 
-0.764 
-0.770 
-0.928 
-0.926 
-0.718 
-0.706 
Table 3.2: Time lag between tilt angle and cosmic ray intensity 
in different polarity states (A < 0, A > 0) 
Solar polarity 
A<0 (1982-1989 
& 2001-06) 
A>0 (1976-79 & 
1992-1999) 
Station 
Climax 
Oulu 
Climax 
Oulu 
Time lag 
(Carrington 
rotations) 
01 
00 
17 
18 
Maximum 
value of 'r' 
-0.862 
-0.832 
-0.849 
-0.853 
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21 with time lag (lower panel) and without (upper panel) time lag. 
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Figure 3.10: Time variation of Oulu NM data alongwith tilt angle for cycle 
21 with time lag (lower panel) and without (upper panel) time lag. 
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is much larger than that of the even-cycle loop (22). To quantify this 
difference, we have estimated the loop area of individual solar cycles. 
These estimates are given in Table 3.3. It is found that the area of the 
modulation loop of the odd cycle 21 is about three times larger than 
the area of the loop for even cycle 22. However, the area for the cycle 
23 is not as larger as that for cycle 21. 
Earlier, in this chapter, a qualitative discupsion about the CR 
response/effectiveness to TA changes during different phases of solar 
activity cycle (minimum, increasing, maximum, and decreasing 
phases), and during different polarity states of the heliospheric 
magnetic field (A < 0 and A > 0) has been given. To elaborate it 
further, we did correlation analysis between 6-rotation averaged data 
of CRI and TA and estimated, from the linear fit to the data, the rate 
of intensity change with the change in tilt angle (AI /AA) of the HCS. 
To estimate AI/AA, during different solar cycles and polarity 
states and, at the same time, ensuring ihat the solar activity 
conditions are not much different in periods considered during 
different solar cycles, we did correlation analysis during initial 
(increasing) phase of solar cycles 21, 22, and 28. The results of the 
analysis are given in Table 3.4. It is evident from tabulated values 
that the intensity decreases at much faster rate (2 to 3 times) with TA 
change during ev3n cycle (22) than the odd cycles (21, and 23). It is to 
be mentioned here that increasing phase of even cycle 22 Lies in A < 0 
epoch and those of odd cycles 21 and 23 in A > 0 epoch! the access 
route of CR particles is different in two polarity epochs (via 
equatorial/polar regions). 
To understand whether the particle access route to the inner 
heliosphere is the main cause that makes this difference in 
responsiveness of the tilt of the HCS, we did regression analysis by 
separating the data periods into two groups namely A > 0 and A < 0 
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polarity epochs, irrespective of the solar cycles and their epochs (of 
course, periods of polarity reversal and very high solar activity periods 
are excluded). Figure 3.16 shows the results of this analyses. The 
slopes of these curves giving the rate of intensity decrease with 
change in TA, along with the correlation coefficients are given in 
Table 3.5. 
We find that the response of CRI to the changes in the tilt of 
HCS is about twice as large during A < 0 than A > 0 polarity states. 
Further, correlation between the CRI and TA is better during A < 0 
than A > 0 polarity states. Correlation analysis during the initial 
phases of solar activity cycle 21 (A > 0), 22 (A < O), and 23 (A > 0) 
discussed earlier (see Table 3.4) show essentially these differences in 
the response to TA change during A > 0 and A < 0 epochs. 
3.3 Discussion and Conclusions 
It has already been discussed that an essential prediction of the 
drift theory of CR modulation is that the CR (positively charged 
particles) reach earth more easily when they enter the heliosphere by 
polar regions (as in A > 0 epoch) than when their access route to the 
inner heliosphere is along the wavy HCS (as in A < 0 epoch). In A < 0 
state, the route of access becomes longer due to waviness of the HCS, 
the time lag is expectedly longer. 
During odd cycles, increasing phase of the solar activity cycle lies 
in A > 0 state when particle access to the inner heliosphere is via 
polar regions. As the odd-numbered cycle progresses, intensity 
decreases at a slow rate during A > 0; in this epoch the current sheet 
is less effective as positively charged particles enter the heliosphere 
through the polar regions. 
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Table 3.3: Area of TA versus CRI modulation loops 
Cycle 
21 
22 
23 
Area 
Climax NM 
500 
161 
262 
Oulu NM 
440 
134 
185 
Table 3.4: Rate of cosmic ray intensity decrease with tilt angle 
(- AI/AA) during initial (increasing) phase of solar cycles 
Solar Cycle 
and phase 
21 t 
22 t 
23 t 
Years 
1976-79 
1987-89 
7 997-99 
Solar 
polarity A 
>0 
<0 
> 0 
-AI/AA 
Climax NM 
0.149 
0.353 
0.138 
Oulu NM 
0.129 
0.297 
0.114 
Table 3.5: Rate of cosmic ray intensity decrease with tilt angle (-AI/AA) 
Polarity State 
A > 0 
A < 0 
CLIMAX NM 
- (AI/AA) r 
0.126 -0.721 
0.287 -0.862 
OULUNM 
- (AI/AA) r 
0.100 -0.683 
0.227 -0.820 
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88 
CHAPTER 3: CURRENT SHEET ... 
When the solar activity becomes substantially high, the 
heliosphere is likBly to be filled up with interaction regions extending 
to large extent in latitude and longitude. These GMIRs will act as 
barriers to the particles and thus efficiently reducing the CRI when 
the solar activity is high. Around the solar raaximum time when the 
tilt of the HCS is close to 90", the charged particles will come across 
the fields of both positive and negative polarities in polar regions and 
they drift sometimes inward and sometimes outward (Zhang^2003). In 
such condition, TA of the HCS is unlikely to play an effective role in 
modulation. After the polarity reversal around solar maximum, the 
state of the heliosphere changes to A < 0 state when particle access is 
along the current sheet. Although presence of interaction regions 
around the solar maximum may not be conducive for drifts, their 
limited presence, and drifts along the current sheet, probably 
accelerates the rate of decrease in intensity. Further as the solar 
activity decreases toward minimum, the tilt of the HCS decreases and 
the intensity recovers. 
In the even cycles, the early phase of intensity decrease lies 
during A < 0 polarity state. As the cycle progresses, TA gradually 
increases and the HCS being more effective due to particle access 
along the current sheet, intensity decreases at a faster rate. Around 
solar maximum additional effect of diffusive barriers further reduce 
the intensity. At solar maximum when the current sheet tilt is close to 
90" drift is sometimes inwards and sometimes outwards and diffusive 
barriers of interaction regions appears to be the main agents 
responsible for CR modulation. After polarity reversal around solar 
maximum, the heliosphere comes to A > 0 state when the particle 
access is via polar regions. Particle access via solar poles, together 
with diffusive ba Tiers being less effective in this situation, contribute 
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to quick intensity increase (recovery) after solar maximum without 
much time lag. 
Faster rate of CRI decrease with TA change during A < 0 than 
A > 0 can also be explained by considering drifts to be dominant 
process in solar modulation. During A < 0, particle access is via 
current sheet while their access is via poles during A > 0. 
Consequently, drift effects are enhanced and are much effective 
during A < 0 than A > 0 polarity state. If the rate of diffusion does not 
depend on the polarity of the solar magnetic field, drifts provide a 
natural explanation for these observations. 
•^'k'k'kickifJfk'kickick'k'k'k 
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Summary and conclusions 
In this work, we have studied the solar modulation of galactic 
cosmic rays in heliosphere. For this purpose we have used cosmic ray 
intensity data from two neutron monitor stations (Climax and Oulu) 
against 10.7 cm solar radio flux, sunspot number, solar flare index 
and tilt angle and studied the modulation patterns during various 
solar cycles as well as during different polarity states (A < 0 and A > O) 
of the heliosphere. Also, we have spanned our analysis to the 
increasing/decreasing phases of the solar cj'cles as well. For a 
comprehensive view, we have plotted modulation loops, calculated 
their areas, and determined lags and correlations between cosmic ray 
intensity and various parameters for different time intervals covering 
five solar cycles (19 to 23). Analyzing all this exercise, we have 
inferred many remarkable facts about the modulation process (like 
the difference in evolution of cosmic ray intensity during even and odd 
solar cycles as well as during two opposite polarity epochs of the 
CONCLUSIONS 
heliosphere; comj)lcmentcd by other interesting results). These results 
are discussed in the light of the modulation models in the "conclusion" 
parts of the respective chapters. However, all these conclusions are 
summarized here also-
• Average time lag between solar activity and cosmic ray intensity 
(for the period of 1955-2006) is 6 months. 
• For odd solar cycles, lag between cosmic ray intensity and 
various solar parameters are found to be larger (10-15 months) 
than for even solar cycles (1-3 months). 
• Lags between cosmic ray intensity and solar activity are different 
for A > 0 and A < 0 polarity states. It is smaller for A > 0 while 
larger for A < 0 polarity states. 
• When recovery phase of ~ 11-year cosmic ray modulation lies in 
A < 0 epoch, time lag is found to be larger than that for A > 0 
epoch. 
• 
• 
In almost all cycles, small cyclic changes are found at around 
polarity reversal in the modulation loops. This shows peculiar 
particle drift effect at solar maximum.. 
Areas of modulation loops of odd cycles are larger than those of 
even cycles showing slow recovery of cosmic ray intensity during 
odd cycles and fast during even cycles. 
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Rate of decrement in the intensity of cosmic rays with solar 
activity during the increasing phase of the even solar cycles is 
larger than that for odd cycles. 
Time lag between cosmic ray intensity and tilt angle is 24 
Carrington rotations during the odd solar cycle 21. On the other 
hand, during even solar cycle 22, it is much smallei* (2 and 1 
Carrington rotation for Climax and Oulu NM respectively). Lag 
during other odd solar cycle 23 is again found to be large (9 
Carrington rotations). 
Time lag between cosmic ray intensity and tilt angle is larger in 
odd cycles 21 and 23 when the recovery phase of the ~ 11 year 
modulation cycle lies in A < 0 epochs; in this polarity state, 
positively charged particles enter the heliosphere via the 
heliospheric current sheet. On the other hand, the time lag is 
much smaller in even solar cycle 22, when the recovery phase of 
the - 1 1 year modulation cycle lies in A > 0 po.'.arity state and the 
access of cosmic ray particles to the inner heliosphere is through 
solar polar regions. 
Time lag between cosmic ray intensity and tilt angle is ~ 17-18 
Carrington rotations during A > 0 state and is only 0-1 rotation 
in A < 0 state. 
Cosmic ray intensity decreases at much faster rate (2 to 3 times) 
with tilt angle change during the even cycle than during the odd 
cycles. 
Response of cosmic ray intensity to the change in the tilt of 
heliospheric current sheet is about two times larger during A < 0 
-94 
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than A > 0. Further, correlation between the cosmic ray intensity 
and tilt angle is better dui'ing A < 0 than A > 0. 
These results and conclusions are explained by considering 
varying level of solar activity during solar activity cycles and 
solar polarity offecls on charged particle motion during A > 0 and 
A < 0 epochs. 
•k-k-k:k'kif'k-:k-k-^'Jf^'kifk'k-k'k'k-k 
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