Abstract-In this paper we consider the MIMO broadcast channel with antenna correlation at the transmitter and receiver. We derive the theoretical sum rate of systems with a large number of antennas for zero-forcing and regularized zero-forcing precoders. Particularly, we apply the results to volume-limited devices where the correlation originates from a dense antenna packing. Throughout this contribution we make extensive use of recent tools from random matrix theory. Simulations confirm the theoretical claims and also indicate that in most scenarios the asymptotic derivations applied to a finite number of users give good approximations of the true ergodic sum rate.
I. INTRODUCTION
The multiple-input multiple-output (MIMO) broadcast channel (BC) has the potential to significantly increase the system capacity by exploiting the spatial domain to communicate to several users in the same time-frequency resource. Recently, it has been shown that the capacity region of the MIMO-BC is achieved by dirty-paper coding [1] . However, for both practical and analytical reasons, it is convenient to use linear precoding techniques such as zero-forcing (ZF) or regularized-ZF (R-ZF) precoding. The asymptotic achievable sum rate of ZF and R-ZF for a large number of users and under Gaussian i.i.d. channels has been studied in [2] and [3] . In this paper we extend this analysis by incorporating correlation between antennas following the Kronecker channel model. Our approach is based on recent results of random matrix theory (RMT) and particularly on the spectral analysis of large random matrices. A similar approach has been pursued for the point-to-point MIMO channel e.g. in [4] , [5] . As an application we study the effect of dense antenna packing on the throughput which has already been studied for the pointto-point MIMO channel cf. [6] , [7] and [8] .
The remainder of this paper is organized as follows: Section II briefly reviews various tools of random matrix theory. In Section III, the system model of the correlated MIMO broadcast channel is introduced. In Sections IV and V, the asymptotic sum rates of the correlated MIMO broadcast channel with ZF and R-ZF precoding are derived. Section VI provides simulation results which corroborate the theoretical derivations. Finally in Section VII we provide our conclusions.
Notation: In the following, boldface lower-case symbols represent vectors, capital boldface characters denote matrices (I N is the N × N identity matrix). The Hermitian transpose is denoted (·)
H . The operator trX represents the trace of matrix X. The eigenvalue distribution of an Hermitian random matrix X is μ X (x). The symbol E[·] denotes expectation. The derivative of a function f of a single variable x is denoted
II. RANDOM MATRIX THEORY TOOLS Since the pioneering work of Wigner [9] on the asymptotic eigenvalue distribution of random Hermitian matrices, random matrix theory has grown into a new field of research in theoretical physics and applied probability. The main application to the telecommunication realm lies in the derivation of asymptotic results for large matrices. Specifically, the eigenvalue distribution of large Hermitian matrices converges, in many practical cases, to a definite probability distribution, called the empirical distribution of the random matrix. In several occasions in this work, we need to compute the trace of the resolvent (X − zI) −1 of random Hermitian matrices X, which is given by the Stieltjes transform S X ,
where μ X (x) is the empirical distribution of X. Silverstein [10] derived a fixed-point expression of the Stieltjes transform for i.i.d. random matrices with left-and right-sided correlations in the following theorem, Theorem 1: Let the entries of the N ×K matrix W be i.i.d. with zero mean and variance 1/K. Let X and Q be N × N Hermitian deterministic matrices with empirical eigenvalue distribution functions converging weakly to μ X and μ Q almost surely. Let Y be an N × N Hermitian matrix with the same eigenvectors as X and let f be some function mapping the eigenvalues of X to those of Y. Then, as K, N → ∞ with N/K → α fixed, the Stieltjes transform S H (z) of
where T H is the unique solution of the fixed-point equation
978-1-4244-2948-6/09/$25.00 ©2009 IEEE Corollary 2: [11] Let the entries of the N ×K matrix W be i.i.d. with zero mean and variance 1/K. Let Y be an N × N Hermitian random matrix with an empirical eigenvalue distribution function converging weakly to μ Y (x) almost surely. Moreover, let Q be a K ×K real diagonal random matrix with an empirical distribution function converging almost surely in distribution to a probability distribution function μ Q (x) as K → ∞. Then almost surely, the empirical eigenvalue distribution of the random matrix:
converges weakly, as K, N → ∞ but N/K → α fixed, to the unique distribution function whose Stieltjes transform satisfies:
III. SYSTEM MODEL Consider the scenario where one transmitter with M antennas communicates to K single-antenna receivers. In addition we assume that M/K ≥ 1. Under this assumptions the received signal vector y ∈ C K of a narrow-band communication system reads y = Hx + n (6)
where E[ss H ] = I K and G satisfies the total transmit power constraint
The symbol received by user k is given by
We further assume that the channel H follows the widely used [4] , [5] Kronecker model.
where H w ∈ C K×M is a matrix with standard i.i.d. Gaussian (white) entries. The deterministic correlation matrices Θ
K×K at the transmitter and receiver, respectively, are Hermitian positive-definite. In the MIMO broadcast channel the distance between the users is supposed to be sufficiently large compared to the signal wavelength λ, i.e. Θ 1/2 R = I K . A widely used correlation model, which we will consider as a case study in the simulation Section VI, is based on Jakes' model [12] , i.e. (Θ R ) ij = J 0 (2πd ij /λ), where J 0 is the zeroorder Bessel function of the first kind and d ij is the distance between transmit antennas i and j. In the particular case of a r T r R Fig. 1 .
Broadcast channel with uniform circular antenna arrays at the transmitter and the receiver uniform circular array (UCA) of radius r T at the transmitter the eigenvalues of Θ T are directly given by [7] μ ΘT (λ) = lim
It is shown by Pollock in [7] that for m > πer T /λ the eigenvalues J 2 m (2πr T /λ) are very small. Therefore, Pollock refers to πer T /λ as the number of degrees of freedom provided by the communication channel. The UCA model is depicted in Figure 1 .
In the subsequent sections we derive asymptotic sum rates for large (K, M ) such that M/K → β ≥ 1 in case of linear precoding at the transmitter and equal power allocation across the users' symbols s. 1 
IV. ZERO-FORCING PRECODING
The zero-forcing (ZF) precoding annihilates all the interuser interference by performing an inversion of the channel matrix H at the transmitter. The asymptotic behavior of the channel inversion precoding scheme with uncorrelated antennas has been studied in [2] , [3] . The precoding matrix is given by
where the parameter α M is set to fulfill the transmission power constraint (8) . Thus, we have
and the system model in (6) becomes
The signal-to-interference plus noise ratio (SINR) γ k,M for user k is defined as
which is therefore independent of the selected user k.
Let us denote H = 
As a consequence, for large (K, M )
and the rate of user k is
which is independent of k.
Remark 1:
The previous results can be generalized by allowing each user to be equipped with N correlated antennas. In the channel model y = Hx + n, the transmit/receive and noise vectors of the K users are stacked in vectors of size KN . We have the following correlation for the concatenated channel
where Θ R is a KN × KN block-diagonal matrix and Θ T is the classical M × M transmit correlation matrix. With the same derivation as previously we obtain
where S H H H (0) is now obtained from the more general Theorem 1
The complete demonstration of this result is provided in [10] .
V. REGULARIZED ZERO-FORCING PRECODING
Let us now consider R-ZF precoding, for which the precoding matrix is given by
where (a) follows from the matrix inversion lemma (MIL) and we use α to satisfy the transmit power constraint in (8) . The regularization term MαI K contains the factor M to ensure that, as (K, M ) grow large, both tr(HH H ) and tr(MαI K ) grow with the same order of magnitude. For large (K, M ), the constraint (8) determines α as follows
with, from classical results on Stieltjes transforms [13] ,
where S H w ΘTH w (z) satisfies the fixed-point equation (2) 
and, from (33),
(36) After determining α, we derive the asymptotic SINR per user. The received signal is given by
Denote
. We will focus on user k without loss of generality. The received symbol of user k is
and the SINR of user k reads
where we denote U
(in other words, we remove column/user k). In the subsequent derivation of the asymptotic SINR of user k we need the following result from RMT.
Lemma 3: [14] Let A be a deterministic N × N complex matrix with uniformly bounded spectral radius for all N . Let
T where the {x i } are i.i.d. complex random variables with zero mean, unit variance and finite eighth moment. Then
where c is a constant that does not depend on N or A.
Corollary 4:
With the hypothesis of Lemma 3,
almost surely. Applying the MIL on the matrix W yields
We apply the following change of variables:
T so that k k is independent of V k and both multidimensional variables have i.i.d. entries. Thus, we can use Corollary 4 ratios r/λ between the array radius and the signal wavelength. It can be observed that the sum rate for ZF goes rapidly to zero for large K, because the channel matrix becomes singular when the transmit antennas are strongly correlated. We observe that the maximum simulated sum rate occurs for K slightly larger than the number of degrees of freedom πer/λ . On the other hand the simulated sum rate of R-ZF is almost constant for large K, where it converges to the theoretical asymptotic sum rate. Moreover, the asymptotic sum rate is higher than the maximum simulated sum rate of ZF. Surprisingly, we observe that, even for small K, the asymptotic approximation closely matches the simulated points, both for ZF and R-ZF. This can be explained by the fact that instantaneous sum rates have a small variance around the ergodic sum rate, especially for β > 1. However, we emphasize that our asymptotic expressions are only valid for K → ∞ and cannot be relied on for small K. In particular, in the ZF scenario with β = 1, when K is small, simulations show that the asymptotic approximation is inaccurate. This is thoroughly discussed in [10] .
VII. CONCLUSION
This paper provides expressions for the sum rate of the MIMO-BC with correlated antennas for ZF and R-ZF precoding when the number of users grows large. The analytical formulas are particularly appealing since they are based on tractable and numerically solvable fixed-point equations. The results are applied to the problem of dense antenna packing on volume-limited transmitters. In this case, the asymptotic formulas are verified and, when applied to small numbers of users, are shown to be generally good approximations to the actual sum rate under linear precoding.
