Introduction
Atmospheric flow regimes are usually defined as large-scale circulation patterns associated with statistical equilibria in phase space, in which the dynamical tendencies of the large-scale flow are balanced by tendencies due to non-linear interactions of high-frequency transients. The existence of states with such properties can be verified in a rigorous way in numerical simulations with simplified numerical models (as in the pioneering study of Reinhold and Pierrehumbert (1982) , or in the experiments by Vautard and Legras (1988) ). On the other hand, the existence of flow regimes in the real atmosphere has been strongly debated.
The detection of regimes in the observational record of upper-air field is indeed a complex task, which has been approached by a number of research groups with a variety of sophisticated statistical methods (see Section 3).
Although the regime classifications provided by the different observational studies were not identical, a "core" number of regimes were consistently detected in most studies devoted to a specific spatial domain. For example, the three Northern-Hemisphere clusters found by Cheng and Wallace (1993) were also identified by Kimoto and Ghil (1993a) , Corti et al. (1999) and Smyth et al. (1999) . However, consistency does not necessarily imply statistical significance, and one may question whether the level of confidence attached to these regime classifications is sufficiently high.
The search for regimes in the real atmosphere is also made complex by the fact that, unlike in simple dynamical models, the sources of energy and momentum at the lower boundary display variations on seasonal, interannual and interdecadal timescales. Therefore, one is dealing with a dynamical system subject to a continuously variable forcing, which may alter the statistical properties of flow regimes. Seasonal forcing variations are usually accounted for by analysing anomalies defined with respect to an estimated yearly cycle, and belonging to separate seasons. But how to deal with interannual and interdecadal forcing anomalies is not a trivial problem. Should one, for example, stratify the observed sample according to the El Niño -Southern Oscillation (ENSO) phase, or consider that the radiative forcing of the atmosphere has been modified by the long term increase in greenhouse gases (GHGs)?
If regimes statistics are dependent on boundary conditions and other forcing parameters, the consequent inhomogeneity of the observed record makes the detection of atmospheric flow regimes more difficult. On the other hand, if we were able to determine the statistical properties of regimes as a function of the forcing anomalies, this would imply some degree of predictability of the atmospheric conditions on interannual to interdecadal timescales, which we can refer to as regime predictability. Given the limited size of the observed record, it is difficult to find statistically significant results on such an issue from observed data. In order to understand the dynamical meaning of interdecadal differences in regime distributions such as those shown by Corti et al. (1999) , one has to resort to ensemble simulations made with general circulation models (GCMs), in which multiple realizations of the atmospheric flow for the same boundary (or GHG) forcing can be obtained.
Is regime predictability a sound concept? Is it feasible to obtain reliable information about the structure and frequency of regimes from observations and GCM simulations? Is the level of significance of these results acceptable? In this paper, we will argue for positive answers to these questions, focussing on two specific issues. Firstly, we will address the issue of the statistical significance of regime estimates from the current upper-air observational record. Secondly, we will demonstrate the feasibility of regime predictions as a function of SST conditions, investigating the effects of ENSO on extratropical regime statistics in ensembles of GCM simulations, and their impact on the predictability of inter-decadal variations of the wintertime Northern-Hemisphere circulation.
The concept of regime predictability will be given a more formal definition in the next section. Since confidence about regimes in the real atmosphere is needed before addressing the problem of regime predictability in GCM simulations, section 3 will be devoted to a brief review of relevant observational results, and will discuss what tests and what levels of statistical significance should be used in the assessment of observed statistics. In Sect. 4, results from numerical simulations performed with an intermediatecomplexity atmospheric GCM will be presented, with emphasis on the model climatology during the boreal winter. Observed and modelled effects of ENSO on the northern extratropical circulation on interannual and interdecadal scales will be compared, using traditional statistics such as composite anomaly maps and their spatial correlations. In Section 5, the impact of ENSO will be addressed from the viewpoint of regime properties. Conclusions will be presented in Section 6.
A definition of regime predictability
If one regards the atmosphere as a multi-dimensional dynamical system, the time evolution of the atmospheric state can be described by a set of differential equations of the form:
where X(t) is the time-dependent atmospheric state vector and F a set of forcing parameters and/or boundary conditions which can be considered either as constant, or as varying on very long time scales.
In a deterministic framework, the problem of atmospheric predictability can be seen as the study of the uncertainty in our knowledge of X(t) given an "accurate" estimate of X(t 0 ) at a previous time. In a probabilistic approach, the knowledge about the atmospheric state at any time t is expressed through the probability density function (PDF) in phase space, ρ(X, t).
Given the dynamical system in Eq. (1), the time evolution of the PDF is formally related to the time derivative of the state vector through to the Liouville equation: (Gleeson, 1970; Ehrendorfer 1994) In weather forecasting, ρ (X, t) has to be evaluated starting from an estimate ρ (X, t 0 ) at the initial time t 0 . Lorenz (1975) referred to such initial-value problems as "predictions of the first kind". After a sufficiently long time, independently from its initial value, the PDF will approach an asymptotic value ρ*(X), which is representative of the "climate" of the system.
On the other hand (again following Lorenz 1975), a second kind of predictions can be considered, in which one wants to estimate the variations of the "climate PDF" ρ*(X) as a function of anomalies in the forcing and boundary parameters of the system (represented by the F vector in Eq. (1)). Estimates of future climate scenarios as a function of the concentration of atmospheric greenhouse gases (see e.g. Chapter X in IPCC 2001) are typical examples of predictions of the second kind. As far as seasonal predictability is concerned, numerical experiments using prescribed SST to estimate the average impact of (say) El Niño events can again be regarded as predictions of the second kind, while actual seasonal forecasts with coupled oceanatmosphere models are actually initial-value problems in a complex, multi-scale environment.
Whatever the time scale of the prediction, one is faced with the problem of estimating the properties of a PDF in a multi-dimensional space with many degrees of freedom. If the only required information is either the mean state or the variance of the state variables, these can be easily computed and displayed in physical (i.e. geographical) space. However, if more sophisticated probabilistic estimates are needed (typically, when the PDF is non-normal), a suitable methodology is needed to condense the large amount of information provided by a multi-dimensional PDF.
Let us now assume that a "meaningful" partition of the phase space into N distinct regions could be found, and let { X j , j=1,..,N } be the set of the mean states (or centroids) of such partitions. Let us also assume that the variability within each of these partitions is smaller than the variability between the centroids. Then, the continuous, multi-dimensional PDF ρ (X, t) can be approximated by a discrete probability distribution P (X j, ,t), which gives the probability of the atmospheric state vector belonging to each of the N partitions at a given time.
For probabilistic predictions of the first kind (typically provided by ensemble forecasting systems such as those described by Toth and Kalnay 1993 , Molteni et al. 1996 , Houtekamer et al. 1996 , the phase space partitions can be defined a priori based on the properties of the climatological PDF ρ*, or can be redefined as a function of the initial conditions (examples of both kinds can be found in Molteni et al. 1996 , while the former approach was adopted by Chessa and Lalaurette 2001) .
For predictions of the second kind, which by definition are concerned with the nature of the climatological PDF, the choice of the optimal partition should reflect the statistical and dynamical characteristics of the system's attractor. Specifically, if dynamical non-linearities are strong enough to generate significant anisotropic features in the climatological PDF, the system is said to display a "regime" behaviour, where the regimes are defined by the most densely populated regions of the phase space (as in the seminal study by Reinhold and Pierrehumbert 1982) . In such a case, the regime structure provides a natural way to discretize the climatological PDF in predictability studies.
When one investigates changes in regime properties as a function of anomalies in forcing and boundary conditions, two possibilities should be considered. If the forcing variations are relatively small, then the number of distinct regimes is likely to remain the same, with minor variations of the positions of the regime centroids in phase space. In this case, one should mainly be concerned with changes in the frequency of a given set of regimes (as argued by Molteni et al. 1993 , Palmer 1993 , 1999 Corti et al. 1999) . Strong forcing variations, on the other hand, can take non-linear systems through bifurcation points, and the number of flow regimes can be altered (e.g. Ghil 1987) . Variations in the number of regimes caused by strong ENSO events have been reported by Molteni and Corti (1998) , Straus and Molteni (2003) and Molteni et al. (2003) in modelling studies of the extratropical and tropical circulation, respectively. In such a case, predictions of the second kind should also provide information on the regime number and their phase space position.
3.
Regimes in the real atmosphere: what significance?
The search for regimes: a brief review
The concept of weather regimes was introduced by Reinhold and Pierrehumbert (RP, 1982) to explain the preferred circulation patterns produced by the interaction of planetary-scale and synoptic-scale waves in a highly truncated two-level quasi-geostrophic model forced by large-scale topography. The RP model was an extension to synoptic scales of the model used by Charney and Straus (1980) to investigate multiple equilibria (i.e. multiple steady states) of orographically-forced waves in a baroclinic framework. However, it was clear from the RP study that there was no one-to-one correspondence between steady states and weather regimes. In fact, weather regimes or flow regimes should be regarded as statistical-dynamical equilibria, which are defined by averaging the dynamical tendencies on a time scale longer than the typical period of baroclinic transients. Cheng and Wallace (1993) Corti et al. (1999) . Data are for December to February, 1946 to 1985 in Cheng and Wallace, November to April, 1949 to 1994 Although regime behaviour was detected in a number of simplified dynamical models (e.g. Vautard and Legras 1988; Mo and Ghil 1987; Marshall and Molteni 1993) , the relevance of such results to the real atmospheric flow was often questioned (e.g. Cehelsky and Tung 1987) . The search for observational evidence of flow regimes gave rise to even more controversy: for example, the significance of the bimodality in the distribution of the planetary-wave amplitude index found by Hansen and Sutera (1986) was strongly questioned by Nitsche et al. 1994 (see also the "revisitation" by Hansen and Sutera 1995) . Further debate focussed on whether regimes were best defined on a hemispheric domain (as suggested by works on planetary wave dynamics), or rather within sectors including one of the two storm tracks located over the northern oceans (e.g. Vautard 1990; Ghil 1993b, Michelangeli et al. 1995; D'Andrea and Vautard 2001 ).
Figure 1 Left column: Anomalies corresponding to the three cluster centroids of 500-hPa height found by

using a hierarchical clustering method. Right column: Anomalies corresponding to three of the (four) density maxima in the PDF of the two leading PCs of 500-hPa monthly-mean anomalies, computed by
Methodological differences in the search for regimes also contributed to the complexity of the picture. While model simulations allowed the use of methods based on the equilibration of dynamical tendencies (e.g. Vautard and Legras 1988; Haynes and Hannachi 1995) , methods to detect densely populated regions of phase space have been mostly applied to the observational record. These included univariate PDF estimation Sutera 1986, 1995) ; multivariate PDF estimation (Kimoto and Ghil 1993a; Corti et al. 1999, Hsu and Zwiers 2001) ; and different methods of cluster analysis (Mo and Ghil 1988; Molteni et al. 1990; Cheng and Wallace 1993; Michelangeli et al. 1995; Smyth et al. 1999) .
Although the regime classifications provided by the different methodologies were (obviously) not identical, a few "common" regimes were detected in most studies devoted to a specific spatial domain. As mentioned in the Introduction, the three clusters identified by Cheng and Wallace (1993) for the whole Northern Hemisphere were also identified by Kimoto and Ghil (1993a) , Corti et al. (1999) and Smyth et al. (1999) . Of these clusters (shown in Fig. 1 ), two show nearly opposite anomalies over the Pacific-North American region, while the third one corresponds to the negative phase of the North Atlantic Oscillation (NAO).
Among the analyses devoted to either the Atlantic or the Pacific sector of the Northern Hemisphere, a robust partitioning method and a detailed analysis of statistical significance were employed by Michelangeli et al. (1995) . Their analysis yielded 3 and 4 clusters for the Pacific and the Atlantic sectors respectively; these clusters were also identified in earlier studies on regional regimes (e.g. Vautard 1990; Kimoto and Ghil 1993b) .
The estimation of significance
In order to evaluate the significance of regimes found either by a PDF estimate or by cluster analysis, a common methodology has been adopted in a number of the studies cited above. Assuming that the times series of the selected phase-space coordinates are uncorrelated (as in the case of principal components), this procedure can be summarised by the following steps:
1. Define a quantity q which can be taken as a (positively-oriented) measure of the likelihood of the existence of multiple modes or clusters in a given data sample.
5. Since the red-noise data are assumed to have a unimodal distribution, the proportion P m of red-noise samples for which q mk > q* m is an inverse measure of the significance of the m-regime partition of the actual data, and 1-P m is the corresponding confidence level for the existence of m regimes.
In cluster analysis, the total variance of the data sample can be divided into a fraction accounted for by the cluster means (centroids) and an intra-cluster part representing the mean-squared distance from the appropriate cluster centroid. The ratio of centroid variance to intra-cluster variance is a measure of the separation between clusters, and therefore provides a suitable definition of q (see Straus and Molteni 2003) .
Other definitions used in the literature include quantities which indicate the level of reproducibility of a given cluster set using different subsets of the full data sample, or starting iterative aggregations of data from different random "seeds" (e.g. Michelangeli et al. 1995) .
When regimes are studied using non-parametric PDF estimation (see Silverman 1986) , the number of regimes may be directly related to the number of local maxima (modes) in the PDF. However, such a number depends on the degree of smoothing used in the estimation, which is controlled by a disposable parameter. A widely used methodology is represented by the kernel estimation, which provides an estimate of the PDF of a (vector) variable X as the sum of elementary, unimodal functions centred around each data point:
where K is the (normalised) kernel function, X i are the N d input data, ║ . ║ represents a norm in phase space and h is a parameter called the kernel width, which defines the level of smoothing in the PDF estimate.
The relationship between the kernel width h and the number of modes m in the PDF is clearly defined when a multi-normal (Gaussian) form is assumed for the kernel function. In this case, it can be demonstrated that, for any data sample, m is a monotonically decreasing function of h (Silverman 1981) . The largest value of h for which m modes are found is called the critical kernel width for m modes (h* m ), and can be used to estimate the significance of multimodality against red-noise data as outlined above for a generic variable q.
Note that, although many PDF estimates with increasing h are needed to determine h* m from the actual data sample, just one estimate is needed for each red-noise sample if a multi-normal kernel is used. Because of the monotonic relationship between h and m, it is sufficient to compute the PDF using h* m as kernel width. If the number of modes in the PDF of k-th random sample is less than m, h mk must be less than h* m . For example, if h* 2 is the critical width for bimodality in the actual data, the proportion of unimodal PDFs obtained from red-noise samples setting h = h* 2 gives a confidence level for bimodality.
On the significance of Northern Hemisphere regimes computed from monthly-mean anomalies
We will now apply these concepts to the estimation of the significance of multimodality in PDFs derived from a sample of monthly-mean anomalies of 500-hPa height for the northern winter (following Corti et al. 1999; CMP hereafter) . For the sake of comparison with the model results presented in Sect. 5, the analysis will cover the 44 winters from 1954/55 to 1997/98, using months from December to March (DJFM). The 500-hPa height monthly-mean data are taken from the National Centers for Environmental Predictions /National Center for Atmospheric Research (NCEP/NCAR) re-analysis (Kalnay et al. 1996) . Although the main results of this analysis do not differ substantially from those of CMP and other related studies (see references above), here the goal is to illustrate and discuss the significance test in greater detail.
As in many previous studies, the leading variability patterns are first identified through a principal component (PC) analysis of the 500-hPa height anomalies. The empirical orthogonal functions (EOFs) associated with the first two PCs are shown in Fig. 2 ; choosing the same sign as in CMP, they are quite similar to the negative phase of the Arctic Oscillation and to the so-called Cold Ocean -Warm Land pattern respectively (Thompson and Wallace 1998; Wallace et al. 1996) . The first two PCs (normalised by their respective standard deviations) are used as the coordinates of a bi-dimensional phase space in which PDFs will be estimated. An iterative version of the Gaussian kernel estimator (see Eq. (3)) is used to compute the bi-dimensional PDFs, in order to avoid spurious local maxima in scarcely populated regions of phase space (Silverman 1986; Kimoto and Ghil 1993a) . The estimated PDF in the PC1-PC2 plane is shown in Fig. 3 for three different values of the kernel width h (which becomes a non-dimensional parameter when coordinates are normalised), namely 0.3, 0.4 and 0.5. For h = 0.3, four local maxima are evident in the PDF. Three of them are also present in the estimate with h = 0.4; when the PC coordinates of these modes are multiplied by the corresponding EOFs to obtain a 500-hPa height anomaly, such patterns are (as expected) almost identical to the three local maxima of CMP shown on the right-hand column of Fig. 1 . On the other hand, the PDF estimated with h = 0.5 is unimodal; further calculations show that the critical kernel width for bimodality is h* 2 = 0.48. PDFs from 500 samples of pseudo-random red-noise data with the same number of data and the same mean, variance and lag-1 auto-correlation of the actual PCs were then computed, using increasing kernel width. The histograms in Fig. 4 show the frequency of PDFs with different number of modes for a few selected values of h. For h = 0.3, a very large proportion of the red-noise PDFs are multimodal, with more than half of them displaying at least four modes. Therefore, no significance statement can be made about the four modes shown in the top panel of Fig. 3 . With h = 0.4, most of the red-noise PDFs are multimodal; however, a threemodal PDF (as estimated from actual PCs with this kernel width) is found in just less than 10% of the cases. If we are simply concerned with the existence of more than one mode, we found that 88% of the red-noise PDFs are unimodal when the critical width for bimodality of the PC sample was used. We can therefore attach an 88% level of confidence to the multimodality of the observed PC sample.
Figure 2 First two EOFs of 500-hPa height monthly-mean anomalies over the Northern
Is 88% confidence high enough to state that multiple regimes exist in the Northern Hemisphere circulation? Many statisticians would not be comfortable with such a claim unless 95% confidence would be achieved. From the red-noise PDF estimates (see again Fig. 4) , one finds that a critical kernel width of 0.51 would be required in the PC sample to exceed the 95% confidence level. But should one reject the multimodality hypothesis because the actual value h* 2 = 0.48 gives it a 12% probability to be incorrect for this specific dataset?
Figure 4 Histograms showing the proportion of PDFs with different number of modes (i.e. local maxima), computed from red-noise samples with increasing values of the Gaussian kernel width h .
There are different ways to answer this question. One may point out that the typical duration of extratropical flow regimes is of the order of 1 ~ 2 weeks; therefore a monthly time averaging is bound to weaken the signature of multiple regimes in the PDF. (The PDFs computed by e.g. Hansen and Sutera (1986) , Kimoto and Ghil (1993a) , Marshall and Molteni (1993) were derived from low-pass-filtered daily data or 5-day means). On the other hand, if one wants to stick to monthly means because of the wider data availability (for example, in comparisons with GCM simulations), one should evaluate if the required level of significance actually allows a distinction between a unimodal and a multimodal distribution, given the size of the observed record.
To address this issue, an analytical 3-modal PDF was defined by a superposition of multi-normal functions centred in different points of the PC plane, close to the local maxima of the actual PDF of PC data. The analytical form of this distribution (plotted in Fig. 5 ) was used to generate 500 samples of pseudo-random data with the same size as the observed monthly-mean record. From each of these samples, the PDF was recomputed using the Gaussian kernel estimator, and the critical kernel width for bimodality was recorded. It was found that 58% of the samples from the 3-modal distribution had a larger critical width than the actual PC data; however, only in 38% of the cases the critical width for multimodality was larger than the value (0.51) providing a 95% confidence level in the test against a unimodal red-noise.
Figure 5 PDF corresponding to an analytical 3-modal distribution in the PC1-PC2 plane, used for the estimation of "useful" significance levels for the monthly-mean record.
These results show that, if we require a 95% confidence limit for multimodality in a sample as large as the 44-winter record of monthly means, we have a large chance (62%) that Silverman's (1981) test would fail to recognize a significant multimodality in a PDF derived from the analytical distribution in Fig. 5 . Therefore, the fact that the multimodality of the monthly-mean PC distribution does not pass a 5% significance test can hardly be used to refuse the regime hypothesis. One may wish to analyse the observed record with a different time frequency, higher dimensionality or more sophisticated clustering techniques to get a larger confidence.
Here, we will accept the existence of multiple flow regimes as a reasonable working hypothesis, and proceed to explore the issue of regime predictability in the context of GCM simulation.
Model climatology and variability
The numerical experiments used to investigate regime predictability in the following section were run with a 7-level version of the intermediate-complexity atmospheric GCM developed at the International Centre for Theoretical Physics (Molteni 2003) . The model (nicknamed SPEEDY, for Simplified Parametrization, primitivE-Equation DYnamics) is based on a hydrostatic, spectral dynamical core developed at the Geophysical Fluid Dynamics Laboratory (see Held and Suarez 1994) , using the vorticity-divergence form described by Bourke (1974) . A set of physical parametrization schemes has been developed from the same basic principles used in more complex GCMs, with a number of simplifying assumptions which are suited to a model with a coarse vertical resolution (details can be found in the on-line appendix to Molteni (2003) available at http://www.ictp.trieste.it/~moltenif/speedy-doc.html). These include short-and long-wave radiation, large scale condensation, convection, surface fluxes of momentum, heat and moisture, and vertical diffusion. The model is currently run with a T30 spectral truncation in the horizontal; at this resolution, one year of integration takes 23 minutes on a single Xeon 2.4 GHz processor.
The experiments consist of an ensemble of 8 simulations for the period 1954-1999, using the EOFreconstructed observed SST by NCEP (Smith et al 1996) as boundary conditions. The model climatology of upper-air fields and its variability on multi-decadal time-scales are validated here using the NCEP/NCAR reanalysis (Kalnay et al. 1996) . A number of verification maps for the winter and summer climatology of these experiments can be found on-line at the web site above.
With respect to the 5-level version described by Molteni (2003) , the wintertime climatology of the 7-level model used here shows a much improved stationary wave pattern in the Pacific sector of the Northern Hemisphere, while it still suffers from an underestimation of the stationary wave amplitude over the Atlantic. These features are illustrated by the comparison of the December-to-February (DJF) mean of 500-hPa height for the NCEP/NCAR re-analysis and the ensemble-mean model simulation in the 1979-1998 period ( Fig. 6a-b) . The systematic error of the model (defined by the ensemble-mean minus re-analysis difference in Fig. 6c ) reaches a large negative amplitude (over 150 m) close to the British Isles, but it just exceeds 60 m (in absolute value) in the North Pacific.
Figure 6a) : Mean field of 500-hPa height for the DJF season, from the NCEP/NCAR re-analysis in winters 1978/79 to 1997/98. b) : as in a), but from an ensemble of 8 simulations with the Int'l. Centre for Theoretical Physics (ICTP) AGCM forced by observed SST. c) : mean model error (ensemble-mean minus re-analysis). Contour interval 100 m in (a) and (b), 30 m in (c).
The good simulation of the Pacific stationary waves is reflected in a realistic reproduction of the extratropical response to tropical SST anomalies in opposite ENSO phases. Composites of DJF 500-hPa height in 8 warm and 8 cold ENSO events during the 1954-1999 period are shown in Fig. 7 for the model ensemble mean and the NCEP/NCAR re-analysis. In order to eliminate possible effects of inter-decadal variability on such composites, the anomaly for each event has been defined with respect to a 10-winter mean centred around the selected winter. Both the pattern and the amplitude of the model responses compare well with the observations in the Pacific/North American region. For the cold-event composite, even the features on the eastern Atlantic are well simulated, yielding a large spatial correlation (81%) between the model and re-analysis composites on the full hemispheric domain.
Figure 7a) : Composites of 500-hPa height anomalies in DJF for 8 warm (top row) and 8 cold (bottom row) ENSO events in the 1955-to-98 period, from the NCEP/NCAR re-analysis (left column) and from an ensemble of 8 AGCM simulations forced by observed SST (right column). Contour interval 10 m. The anomaly correlation (a.c.) between observed and modelled patterns is shown in brackets.
Since model reproduces ENSO-related interannual variability in a realistic way, interdecadal differences related to the well documented SST trends in the tropical oceans should also be detectable in the simulations. Significant differences in Pacific SST before and after 1976 have been documented in many studies (e.g. Zhang et al. 1997; Trenberth and Hoar 1997) ; therefore, we will focus on the differences in geopotential height between the mean of 22 winters from 1976/77 to 1997/98 and the preceding 22-winter period. The 500-hPa height interdecadal differences for the 8-member ensemble-mean and the re-analysis are shown in the top panels of Fig. 8 . The spatial correlation between the modelled and observed patterns is 43% over the Northern Hemisphere, while the average amplitude for the model is about half of the observed amplitude (as in Hoerling et al. 1999 ). Looking at different regions, one finds a better correlation over the Pacific/North American sector, while the modelled negative anomalies over the North Atlantic and Siberia are located in a more southerly position than the corresponding observed features.
Figure 8a) : Mean difference of 500-hPa height in DJF between two consecutive 22-year periods (1977/98 minus 1955/76), from the NCEP/NCAR re-analysis. b) : as in a), but from an ensemble of 8 AGCM simulations forced by observed SST (Ens-8). c) and d) : as in (b) but from two ensembles (Ens-4a and Ens-4b) of 4 members each, selected according to the anomaly correlation between the observed and the simulated inter-decadal difference. Contour interval 10 m in (a), 5 m in (b) to (d). The correlation between observed and modelled patterns is shown in brackets.
Computing ENSO composites and interdecadal differences from individual ensemble members, one finds that the former are quite consistent among individual members, while larger differences are found in the simulation of inter-decadal variability. If the difference patterns of 500-hPa height between the post-1976 and pre-1976 periods for individual experiments are correlated with the observed difference, the correlation coefficients over the Northern Hemisphere range from slightly negative to greater than 60%. To illustrate the effects of internal atmospheric variability, the bottom panels of Fig. 8 show the interdecadal differences for the ensemble means of two sub-ensembles, one including the 4 members with the best interdecadal correlations, the other one including the 4 least-correlated members (hereafter referred to as Ens-4a and Ens4b respectively, while Ens-8 will indicate the full ensemble). With respect to Ens-4b, the difference pattern for Ens-4a shows much stronger amplitude over the Pacific and North America, and a northward shift of the Atlantic anomalies. As a result, the correlation with the observed pattern (top left) is raised to 55% for Ens4a, while it drops to 21% for Ens-4b.
ENSO-related variability in flow regime statistics
In this section, the impact of ENSO on the interannual and interdecadal variability of flow regimes will be investigated through a PDF analysis of the wintertime monthly-mean anomalies of 500-hPa height simulated by the SPEEDY model. Since the ensemble simulation gives 8 times more data than the observed record, the issue of multimodality can be addressed with much stricter levels of statistical significance.
Following the same procedure used in Sec. 3c, we first computed the two leading EOFs of monthly-mean anomalies in DJFM for the Northern-Hemisphere extratropics (shown in Fig. 9 ). When compared with its counterpart in the re-analysis (Fig. 2) , the first EOF of the model shows a more zonally symmetric pattern, with features of comparable amplitude in the Atlantic and the Pacific sectors. Taking the same sign as in CMP, the first model EOF can be interpreted as the negative phase of the Arctic Oscillation pattern, similarly to the first re-analysis EOF. On the other hand, stronger differences between model and re-analysis are found for the second EOF. The two patterns resemble each other in the Pacific sector, but the model EOF-2 has a much smaller amplitude in the Atlantic and Eurasian region. In the model, the second EOF may be described as the manifestation of the Pacific/North American teleconnection pattern, rather than a COWL-related pattern (Wallace et al. 1996) . in the 44 winters (DJFM) 1954 (DJFM) /55 to 1997 Because of the differences in the EOF patterns, the subspace spanned by the first two PCs does not have exactly the same meaning in the model as in the observation. Still, it is interesting to see whether any variability in the model PDFs associated with different periods or ENSO phases have a counterpart in reanalysis data. Therefore, in the following we shall compare model and observed PDFs for the same subsamples, bearing in mind that only for the model simulations we have enough data to estimate the significance of multimodality using just a fraction of the total sample. As for the observed data, bi-dimensional PDFs of the model PCs have been computed with an iterative Gaussian kernel estimator (Silverman 1986 DJFM 1955 DJFM -to-1998 , where the year refers to JFM), in its first and second halves (1955-1976 and 1977-1998 respectively) , and in three 15-winter subsamples defined by sorting the available winters into cold, neutral and warm ENSO phases according to the bivariate index by Smith and Sardeshmukh (2000) (the cold-ENSO winter of 1998/99 was also included here). The PDF of model PCs is unimodal in the full sample and in its second half, but it is bimodal in its first half. The separation between the two modes occurs mainly along the PC-2 axis, with a smaller difference along the PC-1 axis. When the significance of bimodality in the 1955-1976 period is tested using Silverman's (1981) procedure as described in Sec. 3a, the confidence level exceeds 99.5%.
Figure 9 First two EOFs of 500-hPa height monthly-mean anomalies over the Northern
Looking at the PDFs for different ENSO phases, one finds that bimodality in the model phase space is primarily generated during neutral (i.e. near-normal) ENSO winters. The confidence level estimated from the neutral-ENSO sample still exceeds 96%, despite the reduction in the number of data. During the cold and warm ENSO phases, the PDF appears to be shifted along the PC-2 axis (corresponding to a PNA-like pattern), but evidence of multiple regimes is either weak (cold phase) or totally absent (warm phase).
Comparing the PDF for the second half of the record with the PDF of warm ENSO events, it appears that the unimodal nature of the distribution in the 1977-1998 period is closely related to higher frequency of warm events in that period. This is consistent with the modelling results of Molteni and Corti (1998) and Straus and Molteni (2003) , who found that evidence of multiple regimes in the Pacific/North American circulation was suppressed during warm ENSO events.
In order to verify whether the model behaviour has any correspondence in the observations, Fig. 11 shows PDFs from the re-analysis record for the 1955-1998 and 1977-1998 periods, and for the two 15-winter subsamples of neutral and warm ENSO cases. Consistently with model simulation, the multimodal nature of the 44-year PDF is made more evident by the selection of neutral ENSO years. Also, the PDFs for the second half of the record and for warm events resemble each other, and are dominated by one mode, corresponding to the positive phase of the COWL pattern (i.e. the regime in the top row of Fig. 1 ).
Figure 11 Bi- As a further test of the robustness of the modelled inter-decadal variations in flow regime properties, Fig. 12 compares the PDFs for the 1955-1976 and 1977-1998 periods, evaluated from two 4-member subsets of the ensemble, namely the Ens-4a and Ens-4b subsets with "good" and "bad" simulations of interdecadal variability (see the bottom row of Fig. 8 ). It is found that the bimodal vs. unimodal nature of the PDF in the two periods is reproduced in both 4-member ensembles, although the difference is more evident in the ensemble (Ens-4a) that better reproduced the observed spatial pattern of interdecadal difference. Figure 12 Bi-dimensional PDFs of the first two PCs of 500-hPa height anomalies in winter over the Northern Hemisphere, from two ensembles of 4 members each. Top row: PDF for the 22-winter period 1955 22-winter period to 1976 and . Bottom row: PDF for the 22-winter period 1977 22-winter period to 1998 and .
Conclusions
In this paper, we have addressed the issue of regime predictability by focussing on two aspects:
the significance of regimes detected in the observational record; the impact of interannual and interdecadal variability of the ENSO phenomenon on the statistical properties of extratropical flow regimes as simulated by a GCM.
On the first issue, we applied Silverman's (1981) methodology to test the significance of multimodality in the distribution of the two leading PCs of monthly-mean anomalies of 500-hPa height in winter, using data from a 44-year sample of NCEP/NCAR re-analyses. We estimated the confidence level for the existence of at least two regimes to be close to 90%. We also showed that asking for a stricter significance level has little meaning in the case of the observed monthly-mean record, since the required level of PDF smoothing would prevent the detection of multimodality even for samples generated by an analytical tri-modal distribution.
With regard to the second issue, the results of our model simulations indicate that predictability "of the second kind" (Lorenz 1975 ) is indeed present in regimes statistics, as a result of their dependence on anomalous boundary forcing related to the ENSO phenomenon. In addition to a shift of the PDF along a PNA-like axis, ENSO variations change the number of regimes detected in the phase space spanned by the two leading PCs. For both model and observed data, multimodality is best revealed in years with weak ENSO forcing. On the other hand, our intermediate-complexity AGCM shows no evidence of multiple regimes during the warm ENSO phase. Taking into account that the two leading PCs of model data tend to emphasise low-frequency variability in the Pacific/North American region, the latter result is consistent with the statistics of Pacific regimes from the quasi-geostrophic simulations by Molteni and Corti (1998) and the GCM ensembles analysed by Straus and Molteni (2003) .
Such findings give a more complex picture of the ENSO impact on regimes than the one advocated by Molteni et al. (1993) and Palmer (1993) , which was based on a change of frequencies in quasi-invariant regimes. While the frequency-change hypothesis is likely to be appropriate for relatively small variations of the atmospheric forcing terms (such as those related to greenhouse gas and aerosol concentrations in the 20 th century), strong ENSO events alter the forcing of stationary waves in a substantial way, possibly leading the atmospheric system through bifurcation points. Interestingly, a variation in the number of regimes as a function of the ENSO phase has also been detected in the Asian monsoon simulations described by Molteni et al. (2003) .
The goal of this paper was to show that the concept of regime predictability has robust statistical and dynamical foundations. We have not addressed the issue in such a detail to quantify, for example, its practical relevance in the case of seasonal forecasting. However, cluster analysis has been increasingly used in recent years to condense the information provided by ensemble forecasts, so that practical examples are already available in the literature (e.g. Brankovic and Molteni 1997) . We are well aware that many aspects of atmospheric predictability may be addressed without the need of introducing flow regimes. On the other hand, regimes provide a valuable framework to investigate the non-linear aspects of the relationship between anomalous forcing and atmospheric response, and may play an important role in understanding the mechanism of climate changes originated by the interactions of "internal" climate dynamics and anthropogenic perturbations of the Earth's energy balance.
