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THE HOM-YANG-BAXTER EQUATION AND HOM-LIE ALGEBRAS
DONALD YAU
Abstract. Motivated by recent work on Hom-Lie algebras, a twisted version of the Yang-Baxter
equation, called the Hom-Yang-Baxter equation (HYBE), was introduced by the author in [54]. In
this paper, several more classes of solutions of the HYBE are constructed. Some of these solutions
of the HYBE are closely related to the quantum enveloping algebra of sl(2), the Jones-Conway
polynomial, and Yetter-Drinfel’d modules. Under some invertibility conditions, we construct a
new infinite sequence of solutions of the HYBE from a given one.
1. Introduction
The purpose of this paper is to construct some concrete classes of solutions of the Hom-Yang-
Baxter equation (HYBE), which was introduced by the author in [54]. Let us first recall some
motivations for the HYBE. In [14] a generalization of Lie algebras, called Hom-Lie algebras, were
introduced in which the Jacobi identity is twisted by a linear self-map. More precisely, a Hom-Lie
algebra L = (L, [−,−], α) consists of a vector space L, a bilinear skew-symmetric bracket [−,−] : L⊗
L→ L, and a linear self-map α : L→ L such that the following Hom-Jacobi identity holds:
[[x, y], α(z)] + [[z, x], α(y)] + [[y, z], α(x)]] = 0. (1.0.1)
If, moreover, it satisfies
α[x, y] = [α(x), α(y)]
for x, y ∈ L, then it is said to be multiplicative. A Lie algebra can be regarded as a multiplicative
Hom-Lie algebra with α = Id. Hom-Lie algebras (without multiplicativity) were introduced in [14]
to describe the structures on some q-deformations of the Witt and the Virasoro algebras. They are
also closely related to discrete and deformed vector fields, differential calculus [14, 36, 37, 46, 48], and
number theory [35]. Earlier precursors of Hom-Lie algebras can be found in [1, 17, 38]. The reader
is referred to [42, 43], [52]-[57], and the references therein for discussions about other Hom-type
structures.
Recall that the Yang-Baxter equation (YBE) states
(IdV ⊗B) ◦ (B ⊗ IdV ) ◦ (IdV ⊗B) = (B ⊗ IdV ) ◦ (IdV ⊗B) ◦ (B ⊗ IdV ), (1.0.2)
where V is a vector space and B : V ⊗2 → V ⊗2 is a bilinear automorphism. A solution of the
YBE is also called an R-matrix on V . The YBE was first introduced in the context of statistical
mechanics [5, 6, 51]. It plays an important role in many topics in mathematical physics, including
quantum groups, quantum integrable systems [11], braided categories [27, 28, 29], the Zamolodchikov
tetrahedron equation in higher-dimensional categories [4, 30], and invariants of knots and links
[50, 58], among others. Many R-matrices are known. In particular, various classes of quantum groups
were introduced precisely for the purpose of constructing R-matrices [8, 9, 10, 16, 31, 34, 40, 47].
Among the many classes of R-matrices, a particularly interesting class comes from Lie algebras [4].
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Thinking of Hom-Lie algebras as α-twisted analogues of Lie algebras, this raises the question: What
is the α-twisted analogue of the YBE that corresponds to Hom-Lie algebras? A natural answer,
given in [54], is the Hom-Yang-Baxter equation (HYBE):
(α⊗B) ◦ (B ⊗ α) ◦ (α⊗B) = (B ⊗ α) ◦ (α⊗B) ◦ (B ⊗ α), (1.0.3)
where V is a vector space, α : V → V is a linear map, and B : V ⊗2 → V ⊗2 is a bilinear (not-
necessarily invertible) map that commutes with α⊗2. In this case, we say that B is a solution of the
HYBE for (V, α). The YBE can be regarded as the special case of the HYBE in which α = Id and
B is invertible.
As in the case of R-matrices, solutions of the HYBE can be extended to operators that satisfy
the braid relations. With an additional invertibility condition, we obtain a representation of the
braid group. Indeed, suppose B is a solution of the HYBE for (V, α) (1.0.3). For integers n ≥ 3 and
1 ≤ i ≤ n− 1, define the operators Bi : V
⊗n → V ⊗n by
Bi =


B ⊗ α⊗(n−2) if i = 1,
α⊗(i−1) ⊗B ⊗ α⊗(n−i−1) if 1 < i < n− 1,
α⊗(n−2) ⊗B if i = n− 1.
(1.0.4)
It is proved in [54, Theorem 1.4] that the maps Bi (1 ≤ i ≤ n− 1) satisfy the braid relations
BiBj = BjBi if |i− j| > 1,
BiBi+1Bi = Bi+1BiBi+1.
(1.0.5)
Moreover, let Bn be the braid group on n strands and σi ∈ Bn be the element representing crossing
the ith and the (i + 1)st strands with the former going under the latter. The elements σi for
i ∈ {1, . . . , n− 1} generate Bn and satisfy the defining braid relations (1.0.5) [2, 3]. If both α and
B are invertible, then clearly so are the Bi (1.0.4). In this case, there is a unique group morphism
ρBn : Bn → Aut(V
⊗n) satisfying
ρBn (σi) = Bi.
This generalizes the usual braid group representations associated to R-matrices, as discussed, for
example, in [31, X.6.2].
From the discussion above, it is reasonable to say that it is an important task to construct solutions
of the HYBE. Several classes of solutions of the HYBE were constructed in [54]. The purpose of
this paper is to construct several more interesting classes of such solutions.
The rest of this paper is organized as follows. In the next section, we construct solutions of the
HYBE from R-matrices. As examples, we apply this result to the R-matrices on the simple two-
dimensional Uq(sl(2))-module and their higher dimensional analogues. In section 3, we construct
classes of solutions of the HYBE from multiplicative Hom-Lie algebras. In particular, we compute
all the Lie algebra morphisms on the Heisenberg algebra, the (1+1)-Poincare´ algebra, and sl(2), and
describe their associated solutions of the HYBE. In section 4, we construct solutions of the HYBE
from morphisms on Yetter-Drinfel’d modules. In section 5, starting from an arbitrary solution of
the HYBE, we construct an infinite sequence of new solutions of the HYBE using the Iwahori map
and a result from [54].
2. Twisting R-matrices into solutions of the HYBE
Thinking of the HYBE (1.0.3) as an α-twisted version of the YBE (1.0.2), it makes sense that
one should be able to twist R-matrices into solutions of the HYBE. We can derive this twisting
construction of solutions of the HYBE from the following result.
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Proposition 2.1. Let B be a solution of the HYBE (1.0.3) for (V, α), and let β : V → V be a linear
map such that β⊗2 ◦B = B ◦ β⊗2 and β ◦ α = α ◦ β. Then
Bβ = β
⊗2 ◦B : V ⊗2 → V ⊗2
is a solution of the HYBE for (V, β ◦ α).
Proof. Let us write γ = β ◦ α in this proof. The two assumptions about β imply
Bβ ◦ γ
⊗2 = γ⊗2 ◦Bβ .
To check that Bβ satisfies the HYBE for (V, γ), observe that
Bβ ⊗ γ = (B ⊗ α) ◦ β
⊗3 = β⊗3 ◦ (B ⊗ α)
and
γ ⊗Bβ = (α ⊗B) ◦ β
⊗3 = β⊗3 ◦ (α ⊗B).
Therefore, we obtain the desired HYBE,
(γ ⊗Bβ) ◦ (Bβ ⊗ γ) ◦ (γ ⊗Bβ) = (Bβ ⊗ γ) ◦ (γ ⊗Bβ) ◦ (Bβ ⊗ γ),
by applying β⊗3 ◦ β⊗3 ◦ β⊗3 to the HYBE (1.0.3) for (V, α). 
Two special cases of Proposition 2.1 follow. The following result says that each solution of the
HYBE gives rise to another solution of the HYBE.
Corollary 2.2. Let B be a solution of the HYBE (1.0.3) for (V, α). Then
Bα = α
⊗2 ◦B
is a solution of the HYBE for (V, α2).
Proof. This is the special case of Proposition 2.1 when β = α. 
The next result says that solutions of the YBE can be twisted along compatible morphisms to
yield solutions of the HYBE.
Corollary 2.3. Let V be a vector space, B : V ⊗2 → V ⊗2 be a bilinear (not-necessarily invertible)
map that satisfies the YBE (1.0.2), and β : V → V be a linear self-map such that
β⊗2 ◦B = B ◦ β⊗2. (2.3.1)
Then
Bβ = β
⊗2 ◦B : V ⊗2 → V ⊗2
is a solution of the HYBE (1.0.3) for (V, β).
Proof. This is the special case of Proposition 2.1 when α is the identity map on V . 
In order to apply Corollary 2.3, we take some important R-matrices B and compute all the linear
maps α that satisfy the compatibility condition (2.3.1). Here we work over the field C of complex
numbers.
As the first example, consider the (unique up to isomorphism) two-dimensional simple Uq(sl(2))-
module V1. Here q ∈ Cr{0,±1} and Uq(sl(2)) is the quantum enveloping algebra of the Lie algebra
sl(2) [8, 9, 22, 31, 32, 41]. We do not need to know the structure of Uq(sl(2)) for the discussion
below. There is a basis {v0, v1} of V1 in which v0 is a highest weight vector. With respect to the
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basis {v0 ⊗ v0, v0 ⊗ v1, v1 ⊗ v0, v1 ⊗ v1} of V
⊗2
1 , the only interesting Uq(sl(2))-linear R-matrices on
V1 are
Φq,λ = qλ


q−1 0 0 0
0 q−1 − q 1 0
0 1 0 0
0 0 0 q−1

 (2.3.2)
for any λ ∈ Cr {0}. The only other Uq(sl(2))-linear R-matrices on V1 are
(1) the non-zero scalar multiples of Id⊗2V1 and
(2) matrices obtained from Φq,λ with a change of basis and a switch of q and q
−1.
A clear exposition of these R-matrices on V1 can be found in [31, VIII.1]. The following result
describes all the linear maps that are compatible with Φq,λ and their induced solutions of the
HYBE.
Theorem 2.4. With respect to the basis {v0, v1} of the two-dimensional simple Uq(sl(2))-module
V1, a linear map α : V1 → V1 satisfies (2.3.1) with B = Φq,λ (2.3.2) if and only if
α =
(
0 b
0 0
)
,
(
0 0
c 0
)
, or
(
a 0
0 d
)
(2.4.1)
for any scalars a, b, c, d ∈ C. Their corresponding solutions
Φα = α
⊗2 ◦ Φq,λ
of the HYBE (1.0.3) for (V1, α) are

0 0 0 b2λ
0 0 0 0
0 0 0 0
0 0 0 0

,


0 0 0 0
0 0 0 0
0 0 0 0
c2λ 0 0 0

, and qλ


a2q−1 0 0 0
0 adβ ad 0
0 ad 0 0
0 0 0 d2q−1

,
respectively, where β = q−1 − q. The last type of Φα is invertible if and only if ad 6= 0.
Theorem 2.4 is actually a special case of the next result, so we will only prove the next result.
There are important higher dimensional versions of the R-matrices Φq,λ (2.3.2). Suppose N ≥ 2 and
V is an N -dimensional vector space with a basis {e1, . . . , eN}. Fix non-zero scalars q 6= ±1 and λ
in C. Consider the bilinear map Bq,λ : V
⊗2 → V ⊗2 defined by
Bq,λ(ei ⊗ ej) =


λqei ⊗ ei if i = j,
λej ⊗ ei if i < j,
λej ⊗ ei + λ(q − q
−1)ei ⊗ ej if i > j.
(2.4.2)
It is known that Bq,λ is an R-matrix on V [31, VIII.1.4]. The R-matrix Bq−1,q is known as the Jimbo
operator of type A
(1)
N−1 [22, 23, 24]. Switching q and q
−1, the R-matrix Bq,q−1 is used in constructing
the quantum exterior algebra [21, section 3]. Moreover, the case N = 2 contains the R-matrix Φq,λ
(2.3.2). In fact, if we switch the basis vectors v0 and v1 in V1, then
Φq,λ = Bq−1,qλ.
The general case of the R-matrix Bq,λ is a crucial ingredient in establishing the existence of the
polynomial invariant of links known as the Jones-Conway polynomial [7, 12, 25, 26], as discussed in
[31, X.4 and XII.5].
The following result, which generalizes Theorem 2.4 to higher dimensions, describes all the linear
maps that are compatible with Bq,λ and their induced solutions of the HYBE.
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Theorem 2.5. With respect to the basis {e1, . . . , eN} of V , a linear map α : V → V satisfies (2.3.1)
with B = Bq,λ (2.4.2) if and only if α satisfies the following two conditions:
(1) Each column in the matrix (aij) for α has at most one non-zero entry.
(2) If 1 ≤ i < j ≤ N and akialj 6= 0, then k < l.
Moreover, suppose that α satisfies these two conditions and that ai denotes either 0 or the only
non-zero entry ak(i),i in the ith column in (aij), if it exists. Then the solution
Bα = α
⊗2 ◦Bq,λ
of the HYBE for (V, α) (1.0.3) induced by α is given by
Bα(ei ⊗ ej) =


λqa2i
(
ek(i) ⊗ ek(i)
)
if i = j,
λaiaj
(
ek(j) ⊗ ek(i)
)
if i < j,
λaiaj
(
ek(j) ⊗ ek(i) + (q − q
−1)ek(i) ⊗ ek(j)
)
if i > j.
(2.5.1)
For example, when N = 2, the linear maps α that satisfy the two conditions in Theorem 2.5 are
listed in (2.4.1). When N = 3, the linear maps α that satisfy the two conditions in Theorem 2.5 are
listed below, where aij ∈ C:
 0 0 00 0 0
a31 0 0

,

 0 0 0a21 0 0
0 a32 0

,

 0 0 0a21 0 0
0 0 a33

,

a11 0 00 a22 0
0 0 a33

,

a11 0 00 0 0
0 a32 0

,

a11 0 00 0 a23
0 0 0

,

0 a12 00 0 a23
0 0 0

,

0 a12 00 0 0
0 0 a33

,

0 0 a130 0 0
0 0 0

.
Note also that if α satisfies the two conditions in Theorem 2.5, then α is invertible if and only if its
matrix is a diagonal matrix with non-zero diagonal entries. In this case, the induced solution Bα
(2.5.1) of the HYBE for (V, α) is also invertible, since Bq,λ (2.4.2) is invertible.
Proof of Theorem 2.5. It remains to prove the first part of Theorem 2.5, which is a classification of
the linear maps that are compatible (in the sense of (2.3.1)) with Bq,λ (2.4.2). The second part,
regarding the induced solutions Bα = α
⊗2 ◦ Bq,λ of the HYBE, follows from the first part, the
definition of Bq,λ, and Corollary 2.3.
To compute the desired maps α, first note that
Bq,λ = λBq,1.
Since λ 6= 0, it follows that α⊗2 commutes with Bq,λ if and only if it commutes with Bq,1. Therefore,
we only have to consider the special case Bq,1.
First assume that α⊗2 commutes with Bq,1. We must show that the two conditions in Theorem 2.5
hold. Write (aij) for the matrix representing α with respect to the basis {e1, . . . , eN}. For each
i ∈ {1, . . . , N}, we have
(α⊗2 ◦Bq,1)(ei ⊗ ei) = qα(ei)⊗ α(ei)
=
∑
k,j
(qajiaki)ek ⊗ ej ,
(2.5.2)
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where both k and j run through 1 to N . On the other hand, we have
(Bq,1 ◦ α
⊗2)(ei ⊗ ei)
= Bq,1
(∑
j,k
(ajiaki)ej ⊗ ek
)
=
∑
j
(qa2ji)ej ⊗ ej +
∑
j<k
(ajiaki)ek ⊗ ej +
∑
j>k
(ajiaki)(ek ⊗ ej + (q − q
−1)ej ⊗ ek)
=
∑
j
(qa2ji)ej ⊗ ej +
∑
k<j
(ajiaki)ek ⊗ ej +
∑
j<k
(
ajiaki(1 + q − q
−1)
)
ek ⊗ ej.
(2.5.3)
Since q 6= 1, we infer from (2.5.2) and (2.5.3) that
ajiaki = 0 for 1 ≤ i ≤ N and k < j.
In other words, each column in the matrix (aij) for α has at most one non-zero entry. This shows
that the first condition in Theorem 2.5 is necessary in order for α⊗2 to commute with Bq,1.
Now we show that the second condition is also necessary. So assume that akialj 6= 0 for some
i < j. We must show that k < l. From the previous paragraph, we have
α(ei) = akiek and α(ej) = aljel.
Since i < j, we have
(α⊗2 ◦Bq,1)(ei ⊗ ej) = α(ej)⊗ α(ei)
= (akialj)el ⊗ ek.
(2.5.4)
On the other hand, we have
(Bq,1 ◦ α
⊗2)(ei ⊗ ej) = (akialj)Bq,1(ek ⊗ el)
=


(akialj)qek ⊗ ek if k = l,
(akialj)el ⊗ ek if k < l,
(akialj)
(
el ⊗ ek + (q − q
−1)ek ⊗ el
)
if k > l.
(2.5.5)
Since q2 6= 1, we infer from (2.5.4) and (2.5.5) that, if k ≥ l, then akialj = 0, which contradicts the
assumption akialj 6= 0. Therefore, we must have k < l, proving the necessity of the second condition
in Theorem 2.5.
We have shown that a linear map α : V → V for which α⊗2 commutes with Bq,1 (2.4.2) must
satisfy the two conditions in Theorem 2.5. Conversely, if the matrix of α satisfies those two condi-
tions, then a direct computation (most of which is already shown above) shows that α⊗2 ◦Bq,1 and
Bq,1 ◦ α
⊗2 are equal when applied to ei ⊗ ej for i = j, i < j, or i > j. In other words, those two
conditions are both necessary and sufficient in order for α⊗2 to commute with Bq,1, and hence also
with Bq,λ in general. 
3. Solutions of the HYBE from Hom-Lie algebras
Another way to generate solutions of the HYBE is to generalize the R-matrices associated to Lie
algebras [4]. Suppose L = (L, [−,−], α) is a multiplicative Hom-Lie algebra, as defined in the first
paragraph of the Introduction. Set
L′ = C⊕ L
with
α(a, x) = (a, α(x))
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for a ∈ C and x ∈ L. It is shown in [54, Theorem 1.1] that there is a solution
Bα((a, x)⊗ (b, y)) = (b, α(y))⊗ (a, α(x)) + (1, 0)⊗ (0, [x, y]). (3.0.6)
of the HYBE (1.0.3) for (L′, α). Moreover, if α is invertible, then so is Bα (3.0.6) [54, Corollary 3.3],
where
B−1α ((a, x) ⊗ (b, y)) = (b, α
−1(y))⊗ (a, α−1(x)) + (0, α−2[x, y])⊗ (1, 0).
The operator B−1α is a solution of the HYBE for (L
′, α−1) [54, Proposition 2.6]. Furthermore, in this
case we have a braid group representation given by σi 7→ Bi (1.0.4), as discussed in the Introduction.
These observations are useful as long as we can produce concrete examples of multiplicative Hom-Lie
algebras.
One systematic method for constructing multiplicative Hom-Lie algebras goes like this: Let
(g, [−,−]) be a Lie algebra and α : g→ g be a Lie algebra morphism. Then
gα = (g, [−,−]α, α)
is a multiplicative Hom-Lie algebra [53], where [−,−]α = α◦ [−,−]. In fact, the Hom-Jacobi identity
(1.0.1) for [−,−]α is α
2 applied to the Jacobi identity of [−,−]. To use this recipe to construct Hom-
Lie algebras, one needs to compute Lie algebra morphisms on a given Lie algebra g. Later in this
section, we compute all the Lie algebra morphisms on some particularly important Lie algebras and
describe their induced Hom-Lie brackets [−,−]α. One then obtains concrete solutions Bα (3.0.6)
of the HYBE and, when α is invertible, braid group representations, as discussed in the previous
paragraph.
First we consider when two multiplicative Hom-Lie algebras of the form
Lα = (L, [−,−]α = α ◦ [−,−], α),
with L a Lie algebra and α a self Lie algebra morphism, are isomorphic. Two (multiplicative)
Hom-Lie algebras (L, [−,−], α) and (L′, [−,−]′, α′) are said to be isomorphic if there is a linear
isomorphism γ : L→ L′ such that γα = α′γ and γ ◦ [−,−] = [−,−]′ ◦ γ⊗2.
Proposition 3.1. Let g and h be Lie algebras and α : g→ g and β : h→ h be Lie algebra morphisms
with β injective. Write
gα = (g, [−,−]α = α ◦ [−,−], α) and hβ = (h, [−,−]β = β ◦ [−,−], β).
Then the following two statements are equivalent:
(1) The multiplicative Hom-Lie algebras gα and hβ are isomorphic.
(2) There exists a Lie algebra isomorphism γ : g→ h such that γα = βγ.
Proof. As we remarked in the introduction, gα is a multiplicative Hom-Lie algebra whenever α is a
Lie algebra morphism on g, which can be shown by a direct computation [53]. To show that the two
statements are equivalent, first suppose that gα and hβ are isomorphic as multiplicative Hom-Lie
algebras. So there is a linear isomorphism γ : g→ h such that γα = βγ and [−,−]β◦γ
⊗2 = γ◦[−,−]α.
For x, y ∈ g, we have
βγ[x, y] = γα[x, y]
= γ([x, y]α)
= [γ(x), γ(y)]β
= β([γ(x), γ(y)]).
Since β is injective, we conclude that
γ[x, y] = [γ(x), γ(y)].
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So γ is a Lie algebra isomorphism such that γα = βγ. The converse is proved by essentially the
same argument. 
Setting g = h with α and β invertible in Proposition 3.1, we obtain the following special case.
Corollary 3.2. Let α, β : g → g be Lie algebra automorphisms on a Lie algebra g. Then the
multiplicative Hom-Lie algebras gα and gβ are isomorphic if and only if α is conjugate to β in the
group Aut(g) of Lie algebra automorphisms on g.
Now we consider the three-dimensional Heisenberg algebra H = spanC{X,Y, Z}. Its Lie bracket
is determined by
[X,Z] = 0 = [X,Y ] and [Y, Z] = X (the Heisenberg relation). (3.2.1)
See, e.g., [13, 2.5.8] or [20, pp.11-12].
Theorem 3.3. Consider the Heisenberg algebra H with the basis {X,Y, Z} (3.2.1) and a linear map
α : H→ H. Then the following statements hold.
(1) The map α is a Lie algebra morphism if and only if
α =

a22a33 − a23a32 a12 a130 a22 a23
0 a32 a33

 (3.3.1)
for some aij ∈ C. It is invertible if and only if (a22a33 − a23a32) 6= 0.
(2) Given a Lie algebra morphism α on H, the Hom-Lie bracket in the corresponding multiplica-
tive Hom-Lie algebra
Hα = (H, [−,−]α = α ◦ [−,−], α)
is determined by the relations
[X,Y ]α = 0 = [X,Z]α,
[Y, Z]α = (a22a33 − a23a32)X (twisted Heisenberg relation).
(3) There exist uncountably many isomorphism classes of multiplicative Hom-Lie algebras of the
form Hα = (H, [−,−]α, α).
We will omit the proof of the first assertion, since we will prove the much more complicated case
for sl(2) below. The second assertion follows from the first one. The last assertion in Theorem 3.3
follows from Corollary 3.2. In fact, the following two Lie algebra automorphisms on H,
α =

1 0 00 a 0
0 0 a−1

 and β =

1 0 00 b 0
0 0 b−1

, (3.3.2)
are not conjugate in Aut(H), provided a 6= b±1. It follows that their induced multiplicative Hom-Lie
algebras, Hα and Hβ, are not isomorphic.
For example, when α : H → H has the form (3.3.1), the solution Bα (3.0.6) of the HYBE for
(C⊕ Hα, α) satisfies
Bα ((a, Y )⊗ (b, Z)) = (b, a13X + a23Y + a33Z)⊗ (a, a12X + a22Y + a32Z)
+ (1, 0)⊗ (0, (a22a33 − a23a32X)).
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Our next example is the three-dimensional Lie algebra sl(2)∗ = spanC{X,Y, Z}, whose bracket
is determined by the relations
[Y, Z] = 0, [Y,X ] =
1
2
Y, and [Z,X ] =
1
2
Z. (3.3.3)
The notation sl(2)∗ comes from the fact that this Lie algebra is the linear dual of the Lie coalgebra
sl(2) [41, Example 8.1.11], which plays a role in the theory of Lie bialgebras and the classical YBE.
Another way to look at it is that sl(2)∗ is isomorphic to the (1 + 1)-Poincare´ algebra (see, e.g., [13]
(2.5.9) or [20] pp.12-13), which is the Lie algebra of the Poincare´ group of affine transformations on
R2 preserving the Lorentz distance.
Theorem 3.4. Consider the Lie algebra sl(2)∗ = spanC{X,Y, Z} (3.3.3) and a linear map
α : sl(2)∗ → sl(2)∗. Then the following statements hold.
(1) The map α is a Lie algebra morphism if and only if its matrix takes the form
α1 =

 1 0 0a21 a22 a23
a31 a32 a33

 or α2 =

a11 0 0a21 0 0
a31 0 0

,
where aij ∈ C with a11 6= 1. The map α1 is invertible if and only if (a22a33 − a23a32) 6= 0.
(2) The Hom-Lie bracket [−,−]α2 = α2 ◦ [−,−] on sl(2)
∗
α2
is identically zero. The Hom-Lie
bracket [−,−]α1 = α1 ◦ [−,−] on sl(2)
∗
α1
is determined by the relations
[Y, Z]α1 = 0,
[Y,X ]α1 =
1
2
(a22Y + a32Z),
[Z,X ]α1 =
1
2
(a23Y + a33Z).
(3) There are uncountably many isomorphism classes of multiplicative Hom-Lie algebras of the
form
sl(2)∗α1 = (sl(2)
∗, [−,−]α1 , α1),
where [−,−]α1 = α1 ◦ [−,−].
Again we omit the proof of Theorem 3.4, since it is much easier than the case of sl(2). For
examples, the solution Bα1 (3.0.6) of the HYBE for (C⊕ sl(2)
∗
α1
, α1) satisfies
Bα1 ((a, Y )⊗ (b,X)) = (b,X + a21Y + a31Z)⊗ (a, a22Y + a32Z)
+ (1, 0)⊗
(
0,
1
2
(a22Y + a32Z)
)
.
Our last example of multiplicative Hom-Lie algebras comes from the Lie algebra sl(2) =
spanC{X,Y, Z}, whose bracket is determined by the relations
[X,Y ] = 2Y, [X,Z] = −2Z, and [Y, Z] = X. (3.4.1)
It is called the split three-dimensional simple Lie algebra in [20, p.14]. The Lie algebra sl(2) is a
crucial example in the structure theory of semisimple Lie algebras, as discussed, for example, in
[18, 20]. Lie algebra morphisms on sl(2) are more complicated than those on the Heisenberg algebra
and sl(2)∗.
Theorem 3.5. The following is a complete list of Lie algebra morphisms α on sl(2) with respect
to the basis {X,Y, Z} (3.4.1). The induced Hom-Lie bracket [−,−]α = α ◦ [−,−] on the Hom-Lie
algebra
sl(2)α = (sl(2), [−,−]α, α)
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is also stated in each case.
(1) α = 0, [−,−]α = 0.
(2)
α1 =

 1 c a−2ab b −a2b
−2b−1c −b−1c2 b−1

, (3.5.1)
with a, b, c ∈ C, b 6= 0, and ac = 0.
[X,Y ]α1 = 2(cX + bY − b
−1c2Z),
[X,Z]α1 = −2(aX − a
2bY + b−1Z),
[Y, Z]α1 = X − 2abY − 2b
−1cZ.
(3)
α2 =

 −1 c a2b−1c −b−1c2 b−1
2ab b −a2b

, (3.5.2)
with a, b, c ∈ C, b 6= 0, and ac = 0.
[X,Y ]α2 = 2(cX − b
−1c2Y + bZ),
[X,Z]α2 = −2(aX + b
−1Y − a2bZ),
[Y, Z]α2 = −X + 2b
−1cY + 2abZ.
(4)
α3 =


c a
1− c2
4a
b
ab
c− 1
b(1− c)
4a
1− c2
b
a(1− c)
b
(c2 − 1)(c+ 1)
4ab


, (3.5.3)
with a, b, c ∈ C, ab 6= 0, and c 6= ±1.
[X,Y ]α3 = 2a
(
X +
b
c− 1
Y +
1− c
b
Z
)
,
[X,Z]α3 =
c− 1
2a
(
(c+ 1)X + bY −
(c+ 1)2
b
Z
)
,
[Y, Z]α3 = cX + bY +
1− c2
b
Z.
Moreover, α1, α2, and α3 are all invertible. There are uncountably many isomorphism classes of
multiplicative Hom-Lie algebras of the form sl(2)α∗.
In fact, not only are α1, α2, and α3 invertible, but also their matrices all have determinant equal
to 1. In [54, Example 6.1], the special case of α1 with a = c = 0 (i.e., when α1 is diagonal) was
discussed, together with its induced solution of the HYBE (3.0.6) for (C⊕ sl(2)α1 , α1).
Assume for the moment that the Lie algebra morphisms on sl(2) have been classified as in The-
orem 3.5. One computes directly that αi has determinant 1 for i = 1, 2, 3, and so they are all
invertible. It then follows from Corollary 3.2 that there are uncountably many isomorphism classes
of multiplicative Hom-Lie algebras of the form
sl(2)α∗ = (sl(2), α∗ ◦ [−,−], α∗).
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Indeed, using the classification of the Lie algebra morphisms on sl(2), one can see that the au-
tomorphisms on sl(2) represented by the matrices in (3.3.2) with a 6= b±1 are not conjugate in
Aut(sl(2)).
For example, the solution Bα1 (3.0.6) of the HYBE for (C⊕ sl(2)α1 , α1) satisfies
Bα1 ((a0, X)⊗ (b0, Y )) = (b0, cX + bY − b
−1c2Z)⊗ (a0, X − 2abY − 2b
−1cZ)
+ (1, 0)⊗
(
0, 2(cX + bY − b−1c2Z)
)
.
Proof of Theorem 3.5. First note that the Hom-Lie bracket [−,−]α = α ◦ [−,−] in each case is
computed by simply applying α to the Lie bracket in sl(2) (3.4.1). Therefore, it remains to classify
the Lie algebra morphisms on sl(2).
Let α : sl(2) → sl(2) be a linear map represented by the 3 × 3 matrix (aij) with respect to the
basis {X,Y, Z} of sl(2) (3.4.1). Then α is a Lie algebra morphism if and only if
α([−,−]) = [α(−), α(−)]
for the nine basis elements of sl(2)⊗2. By the skew-symmetry of the Lie bracket, we only need to
check this equality for the three basis elements X ⊗ Y , X ⊗ Z, and Y ⊗ Z. The equation
α([X,Y ]) = [α(X), α(Y )]
and the defining properties (3.4.1) give rise to three equations in the aij , one equation from each of
the coefficients of X , Y , and Z. Likewise, using instead the basis elements X ⊗ Z and Y ⊗ Z, we
obtain six more equations in the aij . A simple calculation shows that these nine equations are:
a21a32 − a22a31 = 2a12 (3.5.5a)
a12a21 = a22(a11 − 1) (3.5.5b)
a12a31 = a32(1 + a11) (3.5.5c)
a21a33 − a23a31 = −2a13 (3.5.5d)
a13a21 = a23(1 + a11) (3.5.5e)
a13a31 = a33(a11 − 1) (3.5.5f)
a11 = a22a33 − a23a32 (3.5.5g)
a21 = 2(a12a23 − a13a22) (3.5.5h)
a31 = 2(a13a32 − a12a33) (3.5.5i)
The first three equations above are from α([X,Y ]) = [α(X), α(Y )]. The next three equations are
from α([X,Z]) = [α(X), α(Z)]. The last three equations are from α([Y, Z]) = [α(Y ), α(Z)].
In the rest of this proof, we show that the solutions to these nine simultaneous equations are
exactly the four types of Lie algebra morphisms α stated in Theorem 3.5. To solve the above
simultaneous equations, we consider four cases, depending on whether a12 and a13 are zero or not.
Case I: a12 = a13 = 0. We obtain immediately from (3.5.5h) and (3.5.5i) that a21 = a31 = 0,
which implies a23a33 = 0 by (3.5.5e) and (3.5.5f). There are three sub-cases:
(1) If a23 = 0 and a33 6= 0, then we obtain a11 = 1 from (3.5.5f), a22a33 = 1 from (3.5.5g), and
a32 = 0 from (3.5.5c). So we have
α =

1 0 00 a22 0
0 0 a−122

 (3.5.6)
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with a22 6= 0.
(2) If a23 6= 0 and a33 = 0, then we obtain a11 = −1 from (3.5.5e), a23a32 = 1 from (3.5.5g),
and a22 = 0 from (3.5.5b). So we have
α =

−1 0 00 0 a−132
0 a32 0

 (3.5.7)
with a32 6= 0.
(3) If a23 = a33 = 0, then a11 = 0 from (3.5.5g), a32 = 0 from (3.5.5c), and a22 = 0 from
(3.5.5b). So α = 0.
Case II: a12 = 0 and a13 6= 0. We obtain immediately from (3.5.5b) and (3.5.5c) that a22a32 = 0.
We divide this into three sub-cases as in Case I.
(1) If a22 = 0 and a32 6= 0, then (3.5.5h) implies a21 = 0 and (3.5.5i) implies a31 = 2a13a32.
Also, a12 = 0 and a32 6= 0 imply by (3.5.5c) that a11 = −1. Now since a21 = 0, (3.5.5d)
implies 2a13 = a23a31 = a23(2a13a32). Since a13 6= 0, we obtain a23a32 = 1. Finally, it
follows from (3.5.5f) that −2a33 = a13a31 = a13(2a13a32), so a33 = −a
2
13a32. In summary,
we have
α =

 −1 0 a130 0 a−132
2a13a32 a32 −a
2
13a32

 (3.5.8)
with a32, a13 6= 0.
(2) If a22 6= 0 and a32 = 0, then (3.5.5i) implies a31 = 0, (3.5.5h) implies a21 = −2a13a22, and
(3.5.5b) implies a11 = 1. Plugging a11 = 1 into (3.5.5g), we obtain a33 = a
−1
22 . Finally, by
(3.5.5e) we have a23 = a13a21/2 = −a
2
13a22. Therefore, we have
α =

 1 0 a13−2a13a22 a22 −a213a22
0 0 a−122

 (3.5.9)
with a22, a13 6= 0.
(3) Now suppose a22 = a32 = 0. We show that this sub-case cannot happen. First we claim
that a11 = a21 = a31 = 0. Indeed, since a12 = 0 = a32, (3.5.5i) implies a31 = 0. Likewise,
a12 = 0 = a22 and (3.5.5h) imply a21 = 0. Using (3.5.5g) we also have a11 = 0.
Next we claim that a33 = a23 = 0. Indeed, using a31 = 0 = a11 and (3.5.5f), we obtain
a33 = 0. Likewise, a21 = 0 = a11 and (3.5.5e) imply a23 = 0. Therefore, it follows from
(3.5.5d) that −2a13 = 0, contradicting the assumption a13 6= 0. Thus, this sub-case cannot
happen.
Case III: a12 6= 0 and a13 = 0. We obtain from (3.5.5e) and (3.5.5f) that a23a33 = 0. Dividing
this into three sub-cases as in Case II and performing a similar calculation, we obtain
α =

 1 a12 00 a22 0
−2a12a
−1
22 −a
2
12a
−1
22 a
−1
22

 (3.5.10)
with a12, a22 6= 0, or
α =

 −1 a12 02a12a−132 −a212a−132 a−132
0 a32 0

 (3.5.11)
with a12, a32 6= 0.
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Notice that the matrices (3.5.6), (3.5.9), and (3.5.10) can be stated together as the matrix α1
(3.5.1) in the statement of Theorem 3.5. Likewise, the matrices (3.5.7), (3.5.8), and (3.5.11) can be
stated together as the matrix α2 (3.5.2).
Case IV: a12 6= 0 and a13 6= 0. This is the longest of the four cases. First we claim that
a11 6= ±1.
Indeed, if a11 = −1, then we have a31 = 0 from (3.5.5c) and a21 = 0 from (3.5.5e). This implies that
2a12 = 0 by (3.5.5a). This contradicts the assumption a12 6= 0, so a11 6= −1. On the other hand, if
a11 = 1, then a21 = 0 by (3.5.5b). So (3.5.5e) implies that a23 = 0. But then (3.5.5d) implies that
a13 = 0, contradicting the assumption a13 6= 0. We have shown that, if a12 6= 0 and a13 6= 0, then
a11 6= ±1.
Next we claim that
a21a22 6= 0.
Indeed, it follows from (3.5.5b), a12 6= 0, and a11 6= 1 that either a21 = a22 = 0 or both a21 and a22
are non-zero. But the former implies by (3.5.5a) that 2a12 = 0, which is a contradiction. Thus we
must have a21 6= 0 and a22 6= 0.
The rest of this case is about expressing all the aij in terms of a11 6= ±1, a12 6= 0, and a21 6= 0.
This is a tedious but conceptually elementary calculation. We begin with a22 and a23. First, (3.5.5b)
implies
a22 =
a12a21
a11 − 1
. (3.5.12)
Using (3.5.5b) and (3.5.5e), we have
a21 =
a22(a11 − 1)
a12
=
a23(a11 + 1)
a13
,
from which we obtain
a13a22 = a12a23 ·
a11 + 1
a11 − 1
.
Plugging this into (3.5.5h), we obtain
a21 = 2a12a23
(
1−
a11 + 1
a11 − 1
)
=
4a12a23
1 − a11
. (3.5.13)
Solving for a23, we obtain
a23 =
a21(1− a11)
4a12
. (3.5.14)
Also, we infer that a23 6= 0, since a21 6= 0 and a11 6= 1.
Next we consider a13 and a31. Using (3.5.5e) and (3.5.13), we obtain
a13 =
a23(1 + a11)
a21
=
1− a211
4a12
. (3.5.15)
Using (3.5.5c) and (3.5.15), we obtain
a31 =
a32(1 + a11)
a12
=
4a13a32(1 + a11)
1− a211
=
4a13a32
1 − a11
. (3.5.16)
Plugging the expressions (3.5.13) of a21, (3.5.16) of a31, and (3.5.15) of a13 into (3.5.5d), we obtain
4a23(a12a33 − a13a32)
1− a11
= −2a13 =
a211 − 1
2a12
.
Combining this with (3.5.5i) and (3.5.13), we finally obtain
a31 = 2(a13a32 − a12a33) =
a211 − 1
2a12
·
1− a11
−2a23
=
1− a211
a21
. (3.5.17)
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Now we consider a32. Using again the expressions (3.5.13) of a21 and (3.5.16) of a31, it follows
from (3.5.5a) that
2a12 = a21a32 − a22a31 =
4a32(a12a23 − a13a22)
1− a11
.
Solving for a32 in the above equation and using (3.5.5h), we obtain
a32 =
a12(1− a11)
2(a12a23 − a13a22)
=
a12(1− a11)
a21
. (3.5.18)
Finally, we consider a33. Using (3.5.5f) and (3.5.15), we obtain
a31 =
a33(a11 − 1)
a13
=
4a12a33(a11 − 1)
1− a211
=
−4a12a33
1 + a11
. (3.5.19)
Solving for a33 in (3.5.19) and using (3.5.17), we obtain
a33 =
a31(1 + a11)
−4a12
=
(a211 − 1)(a11 + 1)
4a12a21
. (3.5.20)
Now observe that (3.5.12), (3.5.14), (3.5.15), (3.5.17), (3.5.18), and (3.5.20) give exactly the
matrix (3.5.3). This finishes Case IV and the proof of Theorem 3.5. 
4. Solutions of the HYBE from Yetter-Drinfel’d modules
The results in this section are about Yetter-Drinfel’d modules and are valid over any field k of
characteristic 0. We will produce a family of solutions of the HYBE from each Yetter-Drinfel’d
module. A Yetter-Drinfel’d module V over a bialgebra H [45, 59] consists of
(1) a left H-module structure on V , written as x · v for x ∈ H and v ∈ V , and
(2) a left H-comodule structure on V , written as ρ(v) =
∑
v−1 ⊗ v0 for v ∈ V ,
such that the Yetter-Drinfel’d condition∑
x1v−1 ⊗ x2 · v0 =
∑
(x1 · v)−1x2 ⊗ (x1 · v)0 (4.0.21)
holds for all x ∈ H and v ∈ V . Here, and in what follows,
∆(x) =
∑
x1 ⊗ x2 ∈ H
⊗2
is Sweedler’s notation [49] for comultiplication. The coassociativity of the left H-comodule structure
ρ is the equality
(IdH ⊗ ρ) ◦ ρ = (∆⊗ IdV ) ◦ ρ.
For u ∈ V , we write
(IdH ⊗ ρ)(ρ(u)) =
∑
u−2 ⊗ u−1 ⊗ u0 = (∆⊗ IdV )(ρ(u)).
In the special case that H is a finite dimensional Hopf algebra, the category of Yetter-Drinfel’d
modules over H is equivalent to the category of left modules over the Drinfel’d double of H [9, 39].
Using the Yetter-Drinfel’d condition (4.0.21), a direct computation shows that each Yetter-
Drinfel’d module V over a bialgebra H has an associated R-matrix [33, 44] given by
B(v ⊗ w) =
∑
v−1 · w ⊗ v0 (4.0.22)
for v, w ∈ V . The following result shows that this operator B is also a solution of the HYBE for
(V, α), provided that α is compatible with the H-(co)module structures.
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Theorem 4.1. Let V be a Yetter-Drinfel’d module over a bialgebra H, and let α : V → V be a linear
map that is both a morphism of H-modules and a morphism of H-comodules. Then B in (4.0.22) is
a solution of the HYBE (1.0.3) for (V, α).
Proof. With B defined as in (4.0.22), it follows from the H-(co)linearity assumption on α that B
commutes with α⊗2.
The assumption that α : V → V is an H-comodule morphism means that
ρ(α(v)) = (IdH ⊗ α)(ρ(v)),
i.e., ∑
α(v)−1 ⊗ α(v)0 =
∑
v−1 ⊗ α(v0).
To simplify typography, we will omit the summation signs in ∆(x) (for x ∈ H) and in ρ(v) (for
v ∈ V ). Let γ denote a typical generator u⊗ v⊗w ∈ V ⊗3. The left-hand side of the HYBE (1.0.3),
when applied to γ, is
(α⊗B) ◦ (B ⊗ α) ◦ (α⊗B)(γ) = (α⊗B) ◦ (B ⊗ α) (α(u)⊗ v−1 · w ⊗ v0)
= (α⊗B) (u−1 · (v−1 · w) ⊗ α(u0)⊗ α(v0))
= (u−2v−1) · α(w) ⊗ u−1 · α(v0)⊗ α(u0)
= (u−2α(v)−1) · α(w) ⊗ u−1 · α(v)0 ⊗ α(u0).
In the third equality above, we used
α(u−1 · (v−1 · w)) = α((u−1v−1) · w)
= (u−1v−1) · α(w).
Likewise, the right-hand side of the HYBE, when applied to γ, is
(B ⊗ α) ◦ (α ⊗B) ◦ (B ⊗ α)(γ) = (B ⊗ α) ◦ (α⊗B) (u−1 · v ⊗ u0 ⊗ α(w))
= (B ⊗ α) (u−2 · α(v) ⊗ u−1 · α(w) ⊗ u0)
= (u−2 · α(v))−1 · (u−1 · α(w)) ⊗ (u−2 · α(v))0 ⊗ α(u0)
=
[
(u−2 · α(v))−1 u−1
]
· α(w) ⊗ (u−2 · α(v))0 ⊗ α(u0).
The Yetter-Drinfel’d condition (4.0.21) (with u−1 and α(v) instead of x and v) now implies that B
(4.0.22) is a solution of the HYBE for (V, α). 
Let us discuss two special cases of Theorem 4.1 that are closely related to quantum groups. These
results were first obtained in [54]. A quasi-triangular bialgebra (H,R) [9, 10] consists of a bialgebra
H and an invertible element R ∈ H⊗2 such that
τ(∆(x)) = R∆(x)R−1,
(∆⊗ Id)(R) = R13R23,
(Id⊗∆)(R) = R13R12
for x ∈ H , where τ interchanges the two tensor factors. Here if R =
∑
si ⊗ ti ∈ H
⊗2, then
R13R23 =
∑
si ⊗ sj ⊗ titj ,
R13R12 =
∑
sisj ⊗ tj ⊗ ti.
For example, a unital cocommutative bialgebra is quasi-triangular with R = 1 ⊗ 1. However, most
interesting quasi-triangular bialgebras, including many quantum groups, are not cocommutative.
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Let V be an H-module for some quasi-triangular bialgebra (H,R), where R =
∑
si ⊗ ti ∈ H
⊗2.
Then V becomes a Yetter-Drinfel’d module over H , in which the left H-comodule structure is
ρ(v) =
∑
ti ⊗ si · v.
Indeed, that ρ gives V a left H-comodule structure is a consequence of the assumption (Id⊗∆)(R) =
R13R12, and the Yetter-Drinfel’d condition (4.0.21) follows from (τ(∆(x)))R = R∆(x). For this
Yetter-Drinfel’d module structure on V , the R-matrix B in (4.0.22) takes the form
B(v ⊗ w) =
∑
ti · w ⊗ si · v = τ(R(v ⊗ w)).
If α : V → V is an H-module morphism, then it is also an H-comodule morphism, since α(si · v) =
si · α(v). Therefore, we recover the following result from [54, Theorem 1.2] as a special case of
Theorem 4.1.
Corollary 4.2 ([54]). Let V be an H-module for some quasi-triangular bialgebra (H,R), and let
α : V → V be an H-module morphism. Then
B = τ ◦R
is a solution of the HYBE (1.0.3) for (V, α).
Another special case of Theorem 4.1 concerns the dual of Corollary 4.2. A dual quasi-triangular
bialgebra (H,R) [16, 31, 34, 40, 41, 47] consists of a bialgebra H and an invertible bilinear form R
on H under the convolution product in Hom(H⊗2,k), such that the following conditions hold for
x, y, z ∈ H : ∑
y1x1R(x2 ⊗ y2) =
∑
R(x1 ⊗ y1)x2y2,
R(xy ⊗ z) =
∑
R(x⊗ z1)R(y ⊗ z2),
R(x⊗ yz) =
∑
R(x1 ⊗ z)R(x2 ⊗ y).
(4.2.1)
Let (H,R) be a dual quasi-triangular bialgebra and V be a left H-comodule with structure map
ρ(v) =
∑
v−1 ⊗ v0. Then V has a left H-module structure λ : H ⊗ V → V given by
λ(x ⊗ v) = x · v = R(v−1 ⊗ x)v0
for x ∈ H and v ∈ V . The fact that λ gives V the structure of a left H-module is a consequence of
the last condition in (4.2.1). Equipped with the left H-module structure λ and the left H-comodule
structure ρ, V becomes a Yetter-Drinfel’d module over H , in which the Yetter-Drinfel’d condition
(4.0.21) is a consequence of the first condition in (4.2.1). For this Yetter-Drinfel’d module structure
on V , the R-matrix B in (4.0.22) takes the form
B(v ⊗ w) =
∑
v−1 · w ⊗ v0 =
∑
R(w−1 ⊗ v−1)w0 ⊗ v0. (4.2.2)
If α : V → V is a morphism of H-comodules, then it is also a morphism of H-modules because∑
v−1 ⊗ α(v0) =
∑
α(v)−1 ⊗ α(v)0. Therefore, we recover the following result from [54, Theorem
1.3] as a special case of Theorem 4.1.
Corollary 4.3 ([54]). Let V be an H-comodule for some dual quasi-triangular bialgebra (H,R), and
let α : V → V be an H-comodule morphism. Then B in (4.2.2) is a solution of the HYBE (1.0.3)
for (V, α).
It is worth noting that obtaining Corollary 4.3 as a consequence of Theorem 4.1 is much simpler
than proving it directly, as was done in [54, section 5].
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5. Solutions of the HYBE on n-fold tensor products
Our final result is about constructing an infinite sequence of new solutions of the HYBE from a
given one. To describe this result, recall the generators σi (1 ≤ i ≤ n− 1) in the braid group Bn on
n strands, as discussed in the paragraph containing (1.0.5). Let Σn be the symmetric group on n
letters. The length l(γ) of a permutation γ ∈ Σn is the least integer l so that γ can be decomposed
into a product of l transpositions τi = (i, i+ 1) (1 ≤ i ≤ n− 1). The length l(γ) is also equal to the
number of pairs i < j for which γ(i) > γ(j). A decomposition
γ = γ1 · · · γk
with each γi ∈ Σn is called reduced if
l(γ) = l(γ1) + · · ·+ l(γk).
By a well-known result of Iwahori [19], there is a well-defined map θ : Σn → Bn given by
θ(γ) = σi1 · · ·σil(γ) ,
where
γ = τi1 · · · τil(γ)
is any reduced decomposition of γ in terms of transpositions.
Now let B : V ⊗2 → V ⊗2 be a solution of the HYBE for (V, α) in which both α and B are
invertible. As discussed in the Introduction [54, Theorem 1.4], there is a braid group representation
ρBn : Bn → Aut(V
⊗n) determined by
ρBn (σi) = Bi,
where
Bi = α
⊗(i−1) ⊗B ⊗ α⊗(n−i−1)
as in (1.0.4). Pre-composing this map with θ : Σn → Bn from the previous paragraph, we have a
well-defined map
ρBn θ : Σn → Aut(V
⊗n).
We write
ρBn θ(γ) = B
γ ∈ Aut(V ⊗n)
for γ ∈ Σn. For positive integers i and j, define the permutation χij ∈ Σi+j as
χij =
(
1 · · · i i+ 1 · · · i+ j
j + 1 · · · j + i 1 · · · j
)
. (5.0.1)
Finally, define the map
αn = (α
⊗n)n
2
: V ⊗n → V ⊗n,
i.e., the composition of n2 copies of α⊗n. Then we have the following result, which gives a solution
of the HYBE on the n-fold tensor product.
Theorem 5.1. Let B : V ⊗2 → V ⊗2 be a solution of the HYBE for (V, α) in which both α and B
are invertible, and let n be a positive integer. Then
Bχnn : V ⊗n ⊗ V ⊗n → V ⊗n ⊗ V ⊗n
is a solution of the HYBE for (V ⊗n, αn). Moreover, both αn and B
χnn are invertible.
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Theorem 5.1 is a generalization of [15, Proposition 1.1], which deals with R-matrices on n-fold
tensor products.
For example, when n = 1 we have
Bχ11 = B
because χ11 = (1, 2) and α1 = α. So the case n = 1 of Theorem 5.1 is just restating the assumption
that B is a solution of the HYBE for (V, α). When n = 2, we have α2 = (α
⊗2)4. Since
χ22 = (2, 3)(3, 4)(1, 2)(2, 3)
is a reduced decomposition of χ22, we have
Bχ22 = B2 ◦B3 ◦B1 ◦B2 : (V
⊗2)⊗2 → (V ⊗2)⊗2,
where B1 = B ⊗ α
⊗2, B2 = α⊗B ⊗ α, and B3 = α
⊗2 ⊗B.
Proof of Theorem 5.1. Let us first observe that Bχnn commutes with α⊗2n . Note that the length of
χnn (5.0.1) is n
2. By the definitions of the maps θ and ρBn , we see that B
χnn is the composition of
n2 operators
Bi : V
⊗n ⊗ V ⊗n → V ⊗n ⊗ V ⊗n
for 1 ≤ i ≤ 2n− 1, which are defined in (1.0.4). Since each Bi commutes with α
⊗2n, so does Bχnn .
Therefore, Bχnn also commutes with (α⊗2n)n
2
= α⊗2n .
Since each Bi (1.0.4) is invertible, so is B
χnn . Also, since α is invertible, so are α⊗n and αn =
(α⊗n)n
2
.
It remains to check the HYBE (1.0.3) for Bχnn and αn. Consider the maps Bi (1.0.4) on V
⊗2n.
We have
α⊗n ⊗Bi = α
⊗(n+i−1) ⊗B ⊗ α⊗(2n−i−1),
which is Bn+i on V
⊗3n. Since Bχnn is the composition of n2 operators Bi (1 ≤ i ≤ 2n − 1), it
follows that
αn ⊗B
χnn = (α⊗n)n
2
⊗Bχnn
= B1n×χnn ,
where 1n is the identity in Σn and 1n × χnn ∈ Σ3n. Likewise, we have
Bχnn ⊗ αn = B
χnn×1n .
It follows that the two sides of the HYBE are:
(αn ⊗B
χnn) ◦ (Bχnn ⊗ αn) ◦ (αn ⊗B
χnn) = B1n×χnn ◦Bχnn×1n ◦B1n×χnn ,
(Bχnn ⊗ αn) ◦ (αn ⊗B
χnn) ◦ (Bχnn ⊗ αn) = B
χnn×1n ◦B1n×χnn ◦Bχnn×1n .
In Σ3n, both
(1n × χnn)(χnn × 1n)(1n × χnn) and (χnn × 1n)(1n × χnn)(χnn × 1n)
are reduced decompositions of the permutation
γ =
(
1 · · · n n+ 1 · · · 2n 2n+ 1 · · · 3n
2n+ 1 · · · 3n n+ 1 · · · 2n 1 · · · n
)
,
since χnn × 1n and 1n × χnn both have length n
2 and γ has length 3n2. Therefore, both sides of
the HYBE are equal to Bγ . This finishes the proof that Bχnn is a solution of the HYBE (1.0.3) for
(V ⊗n, αn). 
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