Adaptation results in a decay of the response which leads to alternation. This triggers recovery of the adaptation. The alternation rate decreases in response to the increased levels of disambiguation. A detailed examination of the model parameters shows a prolongation of the alternation when the stimulus is presented intermittently in some conditions. In this framework, the adaptation and the recovery processes need to be perception dependent (not physical input dependent) to reproduce human perception.
Introduction
It is known that the signal processing of the neural system involves highly probabilistic mechanisms (e.g., synaptic transmission, action potential generation). Our perception, of which neural activities are the constituents, is, therefore, fundamentally stochastic. It is known, for example, that when visual stimuli evoke bi-stable perception, as in the Necker cube (Necker, 1832) , binocular rivalry (Dutour, 1760) , motion induced blindness (Bonneh, Cooperman, & Sagi, 2001) or the face or vase figure (Fig. 1A) (Rubin, 1921) , our visual perception exhibits stochastic properties. Interplays between the temporal properties of neural circuits and the probabilistic nature of neural mechanisms must be playing an important role in the alternation of perception.
Bi-stable perception has been a useful tool to investigate the underlying mechanisms of visual perception. The fact that our perception of the image keeps changing while the input is constant indicates that the brain mechanisms involved in the creation of our perception introduce a deviation from the physical information and, hence, subjectivity. With neurophysiological techniques, combined with psychophysical experimental methodologies, it is possible to investigate this process within the hierarchy of the visual cortex (Sheinberg & Logothetis, 1997) . Accordingly, some neuro-computational models of binocular rivalry have been developed (Dayan, 1998; Furstenau, 2003; Grossberg et al., 2008; Laing & Chow, 2002; Tong, Meng, & Blake, 2006) .
There are two important aspects of bi-stable perception that make it especially interesting as a tool to investigate the visual system. First, underlying the ''switching'' between the two different perceptions in bi-stable stimuli, there must be some probabilistic behavior of the individual neurons or the neural circuits to trigger the alternations between the neural representations Kim, Grabowecky, & Suzuki, 2006; Lankheet, 2006) . Second, there is evidence indicating that attention (Peterson & Gibson, 1991; and context, such as the familiarity of the shapes of the images (Peterson & Gibson, 1994; Peterson, Harvey, & Weidenbacher, 1991) , can influence the alternation, i.e., the higher level brain activities influence the stochastic property of perception (see also Pitts, Gavin, & Nerger, 2008) . From this, one can speculate that the visual system possesses a dynamic adaptive feedback system, in the sense that the top-down projections modify the response properties of individual neurons at the lower level, enhancing the responses of the neurons in agreement with the context. In this way, the iteration of the feedback loop further emphasizes what is ''interesting'' or attended while suppressing competing or distracting properties against it. Bi-stable perception may, therefore, provide insight into the way the interpretation of input images is organized in our visual system and how that changes dynamically over time.
To shed light on the underlying mechanisms of bi-stable perception, it is quite important to investigate its temporal dynamics. When bi-stable perception is evoked, two populations of neurons that are linked to the two competing perceptions may exhibit mutual inhibitions between them. Where and how this mutual inhibition happens along with reciprocal excitation and possible involvement of feedback mechanisms would influence the temporal properties of the alternation (Tong, Meng, & Blake, 2006) . It is intriguing, in this regard, that while bi-stable perception has been considered as a random process (Levelt, 1967) , recent investigations suggested that the time sequence of alternation could exhibit some memory effects (Pastukhov & Braun, 2008; van Ee, 2009 ). The temporal properties of bi-stable perception such as the memory effect are important observations that must reflect the neurophysiological properties of the neurons, such as adaptation and its recovery process, involved in the mechanisms. Recent studies were also able to indicate the temporal processes underlying the phenomenon. Alais and colleagues registered the time course of adaptation and recovery processes underlying bi-stable perception, by presenting probe stimuli intermixed in a binocular rivalry configuration (Alais et al., 2010) . Klink and colleagues showed that, with prolonged presentation time, the time of a ''mixed percept'' (either piecemeal perception or superimposed perception) gradually increased, possibly reflecting the adaptation of the mutual inhibition circuit involved in the two competing perceptions, and that the gradual recovery of adaptation was observed only when binocularly consistent stimuli were presented after the adaptation (Klink et al., 2010) . Furthermore, Leopold et al. indicated that the intermittent presentation of the images that evoke bi-stable perception significantly prolong the alternation (Leopold et al., 2002) . Other studies also indicated a memory (or ''carry over'') effect for intermittent presentation (Brascamp et al., 2009; Leopold et al., 2002; Maier et al., 2003; Pearson & Brascamp, 2008) .
The goal of this paper is to develop a model with a time-varying, stochastic, dynamic feedback system that reproduces the properties of the switching dynamics of bi-stable visual perception. The approach taken in the model is inspired by the possible link between the probabilistic nature of the individual neural activities and the top-down influence to them mentioned above. For this purpose, we chose to model the bi-stable perception of the face or vase figure (Fig. 1A , Rubin, 1921) . With these stimuli, we perceive only one of the two alternatives at a single moment (the vase in the middle or two faces on the sides, facing each other towards the middle). The advantage of this bi-stable figure is that the alternation of the perception is linked to the change of the well-defined, relatively low-level visual properties, namely the border ownership (BOWN). BOWN indicates the belongingness of the borderline to a surface on a particular side of the borderline. While the vase is perceived in this image, for example, the central area is the owner of the borderlines between the white and black areas. The white area is then perceived as figure and the black parts are seen as belonging to the background. When the perception switches and the faces are seen as figure, the borderlines are now seen as being owned by the black parts, and the white area is then considered as background. In other words, the face or vase ambiguity can be described as an alternation of two possible border-ownerships. '', C top) . The strength of the two opposite BOWN signals at each location is compared and the stronger one becomes the winner (''binary BOWN'', C bottom). D: When the stochastic property is implemented, as described later, the quantitative BOWN signals are multiplied with random numbers. When the feedback process is further implemented, random numbers with skewed distribution are applied so that the BOWN on the figure side is enhanced and the one on the ground side is inhibited.
Recent neurophysiological research (Zhou, Friedman, & von der Heydt, 2000) has indicated that, at the level of V2 and V4, many neural activities signal the border-ownership. They showed that these neurons are not only sensitive to the local features (boundaries) of the image that fit into their classical receptive fields but also to the global context. In other words, it is very likely that these neurons constitute the underlying mechanism for the emergence of the Gestalt properties in figure-ground perception. The importance of this finding is that these responses were found at the lower level of the visual cortex but that they already reflect some macroscopic properties of the image (i.e., extending beyond their classical receptive fields to compute the border-ownership depending on the context of the image). Zhaoping (2005) investigated this phenomenon further by developing a model in which the initial BOWN signals at all locations of the borderlines interact with each other to settle onto the final BOWN values. In this way, the global configuration of the image is reflected in the ownership. On the other hand, it is known that attention or the familiarity of the figures influence the alternation of bi-stable perception of figures such as the face or vase figure (Peterson & Gibson, 1994; Peterson, Harvey, & Weidenbacher, 1991) . Furthermore, it has been shown that the activities of the BOWN sensitive neurons are in fact modified by attention (Fang, Boyaci, & Kersten, 2009; Qiu, Sugihara, & von der Heydt, 2007) . It is, therefore, highly possible that the top-down projections from the higher level influence the response properties at the lower level such as the borderownership, so that the dynamic interactions within the hierarchy generate the context sensitivity. In addition, the stochastic nature of the perception means that the probabilistic nature of neurons is also reflected in this dynamics.
The model that we previously developed to investigate the Kanizsa illusion, the DISC model (Kogo et al., 2010) , created a global depth map of the image from a BOWN map, based on the distributions of local occlusion cue and borderlines. In the present model, top-down projection is added to this earlier model by first introducing stochastic properties to the lower level BOWN signals and then by modifying their stochastic properties based on the higher level figure-ground segmentation. We examine the details of the behavior of the new model in comparison to the biologically and psychophysically known properties of bi-stable perception in the study reported here.
Methods
The model aims to determine the depth order of the face and vase areas of the figure (Fig. 1A) . The macroscopically judged depth information in these images, i.e. the determination of figure and ground, is the information used to establish the top-down feedback by projecting it to the lower level and to manipulate its response properties.
The principle of the model is to detect depth cues, to compute and assign BOWN signals locally and to integrate the signals to construct the depth map. As a result of this depth computation, one of the two areas is determined to be closer to the viewer and is considered as a ''figure'' while the other area is a ''background''. The DISC model that we developed to reproduce illusory perception of Kanizsa squares (Kogo et al., 2010) , provided the basic structure. In brief, the model first detects the borderlines and then the L-junctions in the image. Curved borderlines are coded as sequences of small junctions. This algorithm can, therefore, be seen as a local concavity/convexity detector, in effect. The next stage, the BOWN computation reflects the global configuration and distribution of borderlines and junctions. (The details of the algorithm are described in Appendix A.) Most importantly, through this algorithm all points on the borderlines and junctions in the entire space influence the BOWN signal at each point (Fig. 1B) . In this paper, the BOWN signals are indicated with an arrow with a side fin. The arrow indicates the direction of the borderline, the fin indicates the owner side, and the length of the fin indicates its strength. At each point on the borderlines, two opposite BOWN signals with equal strength are assumed (Fig. 1B inset) . The individual BOWN signals are compared with the other BOWN signals and the junction signals. In this comparison, if they are in agreement in terms of the owner side, the BOWN signals are enhanced and if in disagreement, reduced. As a result, the two opposite BOWN signals at each location get a different strength (quantitative BOWNs, Fig. 1C top) . The side with the stronger BOWN signal becomes the ''owner'' and the binary BOWN map is created (Fig. 1C bottom) . The 2-D integration algorithm is applied to the binary BOWN signals (Fig. 2 , see Appendix A for details). The integration results in segmenting two areas with different depth. The area that is higher (closer to the viewer) is considered as figure and the other as the background. In addition to the processes described above, the stochastic properties, the feedback control of the stochastic properties, the adaptation of the feedback and its recovery are also implemented in the current model, as explained later.
To mimic the stochastic property of the neural activities, the quantitative BOWN signals at each point on the borderlines are multiplied by random numbers. The random numbers, Z R , are generated from a normal distribution, X R , following:
The value of the standard deviation r is set so that the values of X R fit most likely in a range between À1 and +1, with a mean of 0 (r = 0.25 throughout the paper). Following Eq. (1), Z R values range from 0 to +2. This method is applied to keep the modification of BOWN signals within a certain range without introducing extra parameters: when BOWN signals are multiplied with random numbers, the maximum increase of the amplitudes is limited to twice the original amplitude and the minimum amplitudes are limited to zero. Lighter color indicates more positive values. In the depth map, the higher value means ''closer'' to the viewer. For demonstration purposes, the data are shown with the feedback process, when 100% of the BOWN signals indicate one area (the face area in this example) to be the owner of the borderlines (see below for more details on the feedback process).
When the value of the constant K 0 is low (minimum value set to 0.02 throughout the paper), the probability density function (PDF) of Z R is close to a normal distribution (with a mean value of 1.0) as shown in Fig. 3Aa . As the BOWN signals are multiplied by the Z R values, they vary at each iteration. If the PDF is nearly normally distributed, however, the average BOWN values do not change as the mean value of the PDF is 1.0. The depth map created by the integration of the BOWN signals shows fluctuation reflecting the stochasticity. Fig. 3B shows the difference of the depth values (indicating the ''heights'' of the objects; the higher the value, the closer to the viewer) of the face and the vase areas, D FV , varying at each iteration. Note that the surface areas of the two regions and the curvatures of the borderlines in the image are chosen so that the D FV values are close to zero in the control condition. The D FV value, therefore, fluctuates around zero.
If the value of K 0 in Eq. (1) is increased, however, the PDF of Z R is skewed ( Fig. 3Ab-d) . The feedback loop is established utilizing this property. First, the equation to generate Z R is modified as follows so that the PDF can be skewed in both directions (toward 2.0 or toward 0).
The newly introduced variable, S FV , takes only values of either +1 or À1 for individual BOWN signals and determines the direction of the skewing. The value for K is determined by Eq. (3) reflecting the height difference between the face and the vase areas. (For this reason, the parameter K is called the ''feedback factor'' in this paper.) The PDF of Z R is, therefore, skewed accordingly. When S FV is positive, the PDF is skewed towards the value of 2 (which leads to the enhancement of BOWN signal), and when negative, to zero (the inhibition of the BOWN signal). (The last equation in the parenthesis prevents K from becoming less than K 0 . and is applied in all cases when equations are further modified as described below.) This set of equations is applied in the model as follows. If, for instance, the face area is determined to be the figure in a particular iteration (D FV value is positive), S FV values are set to 1 for the BOWN signals of which the owner side corresponds to the face area and À1 for the opposite. In this way, the BOWN signals in favor of the higher level response (the face) have the higher probability to be multiplied with the Z R values higher than 1.0 (increase in amplitudes) and the others to be multiplied by the values lower than 1.0 (decrease in amplitudes). The process works in favor of the depth computation result at the higher level: the figure area achieves even higher values in the depth map and the ground area lower values.
With this feedback process alone, however, once the system happens to choose one particular state of the response (face as a figure or vase as a figure) it continues to stay in that state (see Section 3). To evoke the alternation (the ''switching''), adaptation properties are also necessary to be implemented to the skewing process by replacing the above definition of K by 
i indicates the time (the number of iterations) from the last alternation of the response. The feedback factor, K, is still biased based on the absolute value of D FV . While the algorithm is iterated, though, the value decays exponentially with a time constant of s ADPT . The factor, f, is hence called the ''adaptation factor'' in this paper.
As it becomes clear later, when the intermittent presentation of the stimuli is considered, it is necessary to articulate the recovery process of the adaptation in the algorithm. As discussed later, this is done so that (1) the recovery process is activated during the time when the stimulation is off (''OFF period''), and (2) the recovery of the adaptation for a particular response (face as a figure or vase as a figure) is triggered while the model is giving the opposite answer as a response (''opposite answer period''). We call the OFF period and the opposite answer period together the ''recovery phase'' while the other period, the ''adaptation phase''. The implementation of the recovery is done by modifying the adaptation factor in Eq. (3) for ''face'' and ''vase'' answers separately, depending on whether the model is in the recovery or adaptation phase, as indicated in the equations below.
: during adaptation phase
: during recovery phase f 0 indicates the f values at the time when the last alternation happened. Note that the f values are now computed for the face response and the vase response separately. For example, if the response of the model alternates from ''vase'' to ''face'', then the adaptation for the ''face'' response immediately starts and at the same time the recovery of the ''vase'' starts. The factor f either for the ''face'' or for the ''vase'', f Ai in Eq. (5), is applied to compute the K value at each iteration. With intermittent presentation, both sides enter the recovery phase during the OFF periods of the stimuli. See details in Appendix A. As shown in Section 3, alternation rates were measured in various conditions such as different time constants or different ON and OFF periods in the intermittent presentation. For this purpose, the dominant durations were measured first from 10,000 iterations after removing the noisy signals (see Appendix A). In the case of intermittent presentation, the OFF periods were ignored (no response during this time) and the data from ON periods were concatenated for the dominant duration measurement. The alternation rates were computed as the inverse of the mean dominant duration. The histogram of the dominant durations shown in Fig. 5D was made from 1,000,000 iterations.
Results

Properties of the basic neurophysiological elements
As explained above, three neurophysiological properties, feedback, adaptation, and recovery, are implemented in the model with the stochastic property given to the BOWN signals. In this section, we first explain their influence on the behavior of the model by introducing each process to the basic stochastic model, one by one, in short time-course test.
The result of implementing the feedback algorithm is shown in Fig. 4A . After a control period (10 iterations), the feedback process is initiated. The feedback factor, K, quickly increases and, as a result, the model becomes biased and starts to respond to one side only (''face'' in this example because, at the 11th iteration, the face area happened to be higher than the vase area). As shown, the population of the BOWN signals in agreement with the face area as a figure (BOWN ratio, Fig. 4A middle) increases and eventually becomes 100%. This means that all BOWN signals indicate the face area as figure. Note that, once this biased response is triggered, the system stays in this response state. In other words, this is a mono-stable system. If, in addition, the adaptation process is implemented, the response decays in time as shown in Fig. 4B . The decay of the K value as a result further helps to depress the biased responses and the K value eventually reaches the control level. Once the skew is weakened enough by the decrease of K, the stochastic fluctuation of the signal becomes the dominant factor again to determine the state of the response. As shown in Fig. 4B (and in the next section with a long time-scale experiment), the response of the model is occasionally reversed, i.e. the figure-ground relationship alternates.
The implementation of the recovery process does not affect the responses during the adaptation period. When the OFF period is introduced, however, the recovery process starts at the onset of the OFF period, as indicated by the increase of the adaptation factor ( Fig. 4C below, filled line) , as opposed to the continuous decay in case of the continuous presentation (dashed line). In other words, the adaptation factor decays toward zero during the adaptation period while it increases toward one during the recovery period (either ''OFF period'' or ''opposite answer period''). (The time constants for adaptation (s ADPT ) and recovery (s RCOV ) are set to be 5 and 15 unit time (iterations), respectively, as a standard parameter set but see below for the parametric study.)
This model, with the feedback, adaptation, and recovery processes, is used for the further analysis of its behavior to be compared with the bi-stable perception in human vision.
Responses in a long time-course
To observe the alternation properties of the responses of the model, the stimulus is presented continuously for longer periods. The change of the D FV values during 1000 iterations is shown in Fig. 5A . After the control period (the first 10 iterations), it shows the transient strong feedback effect (Ã); the answer stayed on one side for a while (face in this example). During this time, however, the adaptation progresses (ÃÃ Fig. 5B top) and slowly influences the feedback factors. This eventually leads to the alternation of the response. Note that the adaptation factors for the face area and the vase area increase and decrease in an alternating manner (compare two figures in Fig. 5B ). This is due to the implementation of the recovery process during the ''opposite answer period''.
The probability distribution of the dominant percept durations (the duration when the model is answering one area as a figure) , taken from 1,000,000 iterations, is shown in Fig. 5D . It has been known that the distribution of the dominant percept durations in binocular and perceptual rivalry is fit well by the gamma distribution (Borsellino et al., 1972; Brascamp et al., 2005; . Importantly, behavioral studies have shown that this stochastic property is also applicable to bi-stable perception of face or vase figure (Ngo et al., 2008; Parkkonen et al., 2008; Qiu et al., 2009) . As shown in Fig. 5D , the responses of the model are also fit well by the gamma distribution.
Another possibility of implementing the adaptation and recovery process in the model is possible and has also been tested. In this version of the model, the adaptation and recovery are dependent on the physical input in comparison to the above model where these processes are dependent on the higher level response. The adaptation process starts as soon as the input image is given (the recovery happens in this version of the model only during OFF period when the input is physically not given). As shown in Fig. 5E and F, with the continuous presentation, the adaptation happens continuously and never recovers and eventually the fluctuation of D FV becomes a mere noise (as the adaptation factor is near zero, the feedback factor is no longer able to influence the response of the model). This result shows that these two processes have to be perception-dependent, not physical-input-dependent, to reproduce the bi-stable perception. This suggests, at least in this framework of the model, that these two mechanisms need to reside at the higher level where responses are perception dependent or at the synaptic connections of the top-down projections from the higher level to the lower level neurons.
The effects of various time constants (s ADPT , s RCOV ) during continuous presentations are shown in Fig. 6 . With the increase of s RCOV (A-G), the alternation rate is reduced, as expected with slower recovery. The responses also become more irregular and noisy as the stochastic factor becomes more dominant than the feedback factor. With shorter s ADPT , the amplitudes of the responses are smaller and the alternation rate decreases quickly ( Fig. 6H and I) . In Fig. 6J , the alternation rate is plotted over s RCOV .
In the plot, the unit time is one iteration of the feedback loop and hence the results cannot be taken to have immediate implications for the actual values of the time constants. However, the plot indicates that the predicted time constant of the recovery process involved in the bi-stable perception should not be too large when it is compared to the time constant of the adaptation (otherwise the bi-stable perception would not be observed).
In summary, the model succeeded in reproducing the bi-stability in the responses to the ''face or vase'' images. In the next section, the effect of the parameter values is examined by analyzing the response properties of the model to the intermittent presentation of the images. Leopold et al. (2002) reported that the intermittent presentation of the images that evoke bi-stable perception, such as Necker cube, binocular rivalry, and motion induced blindness, caused a decrease in the alternation rates (the effect of this presentation paradigm with the face or vase figure was not reported in their paper). For example, if an image that evokes binocular rivalry was presented to a human subject for two seconds intermittently with three seconds of blank periods between them, the subject would perceive one single percept for a longer time before alternation happens. This prolongation was especially apparent when the ON period ended before the first percept during the ON period switched to the second percept. In other words, the first choice of the percept at the onset of each ON period was influenced by the perception in the previous ON period. This is an important characteristic of bi-stable perception. If the underlying mechanism of the alternation is one that creates a completely random sequence of alternations (i.e., a response which does not influence the responses after it), the manipulation of the temporal sequence of the presentation such as the intermittent presentation should not influence the temporal properties of the responses and each response at the onset of ON period should be seen as a renewed response (Levelt, 1967) . On the other hand, if the mechanism has a certain memory property, the response should contain some sequential effect. With intermittent presentation, it may be possible to reveal such temporal dynamics of the responses. We examined, therefore, the responses of the model by alternating between giving the input image (ON period) and no input (OFF period) with systematically changed parameters of the durations of the ON and OFF period. top middle), a prolongation of the alternation is observed. When the OFF period is longer, the response becomes mono-stable (no alternation, Fig. 7B top right) . When the ON period is longer (e.g., ON period = 30, Fig. 7B bottom) , the prolongation effect is much weaker and the alternation rate never reaches zero. This indicates that ''apparent'' prolongation of alternation should be observed behaviorally in the condition that the ON period is roughly comparable to the time constant of the underlying adaptation process. If the ON period is too long, alternations happen within the ON period and the apparent prolongation will not be observed. This prediction is compatible with the results from Leopold et al. (2002) although their data did not include the case of bi-stable perception of the face-or-vase figure. The data is summarized in Fig. 7C as a plot of alternation rate over OFF period. The result is further analyzed in Fig. 8 . The model first gives the answer of ''face'' throughout the first ON period in these examples. After the first OFF period, the model showed even stronger responses to the face area. As shown in Fig. 8B , the adaptation factor for the face side (top) is slowly decaying except that the time course of the decay is now much slower than the one with continuous presentation (compare it to Fig. 5B top) , because the adaptation is now intermingled with the recovery during the OFF periods (Fig. 8D bottom, asterisks) . Eventually, however, the adaptation factor does decay and it leads to an alternation but less frequently than the one in continuous presentation.
Responses to intermittent presentation
Responses to disambiguated images
As described earlier, the images that are used in the above experiments are created so that the model gives approximately equal heights for the face and the vase areas in the control condition. The model gives, therefore, nearly 50/50% responses of the ''face'' and the ''vase'' alternatives. In other words, these images have, from the model's view, the most ambiguous configurations. However, by changing the curvature of the borderlines as well as the surface areas, it is possible to create images for which the model gives more biased answers. In this way, the response properties of the model to these ''disambiguated'' images can be investigated. In accordance with the principle of size described by Gestalt psychologists (Kanizsa & Luccio, 1995; Rubin, 1921) , changing the surface areas influences the figure-ground perception of the image (Fig. 9, left column) . These images are made by shifting the position of the borderlines to the side by 30 (15 for each side), 20 (10 for each side), or 10 (5 for each side) pixels (indicated as ''À30'', ''À20'' and ''À10'' in Fig. 9 ) or to the center (''+10'' and ''+20''), compared to the control image (''0''). Going from top to bottom, the surface area of the faces is increased, which causes a corresponding decrease of the likelihood that the face is perceived as figure according to the principle. (Note, however, that, by shifting the figures , it is possible that local depth cues or cues that are diagnostic for the shapes of the faces or the vase may appear or disappear which may influence the perception. The responses of the model do not reflect these factors and are solely based on the size of surface areas.) In Fig. 9 , right column, the responses of the model to these images are shown. When the surface area of the face area is small, the response is biased to the face and the alternation to the vase happens less times. When the surface area of the vase area is decreased, the responses are biased in the opposite way. Although the quantitative aspect of the shift may not be an exact replicate of our perception, the qualitative trend of the model's responses is in accordance with the principle of size, reflecting the degree of disambiguation of the images.
Discussion
The model reported here is, in our knowledge, the first to implement the BOWN computation mechanism to reproduce the bi-stable perception of face or vase figure, in conjunction with the feedback interaction between the figure-ground organization and the BOWN computation. The principle of the feedback system implemented in the current model is as follows. The PDFs of the lower level activities are regulated by the top-down feedback process so that the border-ownership signals in favor of the higher level responses are, on average, excited while those not in favor are, on average, inhibited. Hence, the macroscopic properties detected at the higher level are enhanced further. If this indeed happens in the visual system, it would be quite beneficial. It would make the system adaptive and context sensitive. It would make the system flexible and easy to control by the higher level activities such as attention, object recognition or multimodal interaction. It possibly makes it even energy efficient.
Although the rather extensive top-down connections in visual cortex were known to exist anatomically (Kennedy & Bullier, 1985; Perkel, Bullier, & Kennedy, 1986) , the functional roles of them were rather a mystery at first (see Salin and Bullier (1995) for review). However, there is now accumulating evidence showing that the feedback projections control the response properties of neurons in the lower level visual cortex (Connor et al., 1996 (Connor et al., , 1997 Lee & Nguyen, 2001; Lee et al., 2002; McAdams & Maunsell, 1999a , 1999b Murray et al., 2002; Wang et al., 2000 Wang et al., , 2007 Wang et al., , 2010 Zipser, Lamme, & Schiller, 1996) . For example, using a cooling probe, Wang et al. (2000 Wang et al. ( , 2007 showed that the neural activities in area 21a can modify the spontaneous activities as well as the response properties of the neurons in area 17 in cat. Connor et al. (1996 Connor et al. ( , 1997 showed that activities of V4 neurons in macaque are modified by attended target objects outside of the classical receptive field. Lamme and his colleagues have consistently been showing the dynamic interactions between higher level activities and the figure-ground signals in the lower level neurons (Lamme & Roelfsema, 2000; Lamme, Zipser, & Spekreijse, 1998 Zipser, Lamme, & Schiller, 1996) and offered a computational model of such a system (Roelfsema et al., 2002) . Finally, probably one of the clearest sources of evidence that the feedback system enhances the response properties of neurons at the low-level visual cortex is reported by Hupé et al. (1998) . Using a reversible local cooling probe, they showed the influences of the activities in V5/MT area of macaque to the response properties of V1, V2, and V3 neurons. Their data show that the segregation of a moving object from the background is facilitated by enhancing the responses of the neurons to the object while suppressing the responses to the background, especially when the object was less salient.
For binocular rivalry, it has been suggested that multiple neural sites are involved in the occurrence of bi-stable perception (Tong, Meng, & Blake, 2006) . In that view, top down feedback connections in addition to reciprocal excitatory connections and mutual inhibitions at various levels dynamically interact to determine the dominant perception. Other models also implemented feedback mechanisms between the higher level and the lower level (Dayan, 1998; Furstenau, 2003; Grossberg et al., 2008) . A feedback system reflecting contextual properties and influencing lower level activities has also been applied in neuro-computational models of fig developing our model, we focused on the possible involvement of the feedback system in the stochastic properties of the bi-stable perception of the face or vase figure. The reasons are follows. As explained in the introduction, the bi-stable perception of the face or vase figure can be described as the alternation of the border-ownership. Although BOWN is clearly a macroscopic property corresponding the Gestalt property of figure-ground perception, Zhou, Friedman, and von der Heydt (2000) showed that retinotopic neurons at the level of V2 (and some in V1) already reflect BOWN. Accordingly, Zhaoping (2005) developed a model in which horizontal connections play a key role in making the neurons interact with each other iteratively which, at the end, settles to a certain outcome of BOWN signals. The idea is that by letting all the elements of the borderlines in the entire space interact with each other through their horizontal connections, the macroscopic properties would emerge reflecting the positions, the orientations and the distributions of the borderline elements in space. Implementing the temporal dynamics of cortical neurons, her model succeeded to reproduce our perception of the border-ownership in various images. (Note that Klink et al. (2009) have also developed a model with long distance lateral interactions to explain perceptual coupling of depth cues.) Considering the face or vase figures, however, it has been clearly shown that object recognition and even the familiarity of objects (Peterson & Gibson, 1994 (Qiu, Sugihara, & von der Heydt, 2007) and in human (Fang, Boyaci, & Kersten, 2009 ) that attention can alter the BOWN sensitivities of neurons in V2. Therefore, while it is possible that the interactions among the neurons at the same level play an important role in BOWN computation, at the same time, it is also possible that they are influenced by top-down feedback projections. Moreover, it has been shown that the investigation of the stochastic properties of bi-stable perception can shed a light on the underlying mechanisms (Brascamp et al., 2005; Orbach, Ehrlich, & Heath, 1963; Orbach, Zucker, & Olson, 1966) . Considering the known existence of BOWN sensitive neurons, the macroscopic properties of BOWN perception, the fundamental role of figure-ground segregation in our perception, and the informative nature of bi-stable perception, the face or vase figure is an ideal place to investigate the underlying mechanisms (same level interactions and a feedback system) for the emergence of subjective Gestalt perception.
Beside these interesting aspects of the border-ownership processes in visual cortex, our model has, we believe, some advantages in developing the feedback system. In our previous model (Kogo et al., 2010) , we developed the BOWN computation algorithm inspired by Zhaoping's work. The computation process in our model is simple and it has fewer cumbersome parameters (note that the membrane properties of neurons and the time course of their responses to input signals are not implemented in our model). In fact, there is only one parameter, the space constant, k, involved in the BOWN computation (see Appendix A). Furthermore, our model goes further and computes the depth values of the surfaces, which enables us to reflect the ''depth difference'' (D FV ) in the feedback loop. Corresponding to the data by Hupé et al. (1998) mentioned above, the feedback projection in our model works to enhance what the model has started to detect: once an area, the face area for example, is detected as a figure, the feedback projections enhance the low level signals that are ''in favor'' of detecting the face while they suppress the others that are in favor of the vase. This is done easily by reflecting the difference of depth value to the feedback signal and by applying the feedback to the two opposite BOWN signals at each location on the borderlines, i.e. excitation to one and inhibition to the other. This highlights the strength of our model. First, the target of the feedback is BOWN, which is a concrete and well-defined low-level property; the neuronal representatives of the property have even been found in V1, V2, and V4 (Zhou, Friedman, & von der Heydt, 2000) . Furthermore, what is reflected in the feedback is also clear: the figure-ground segregation revealed at the higher level. In addition, the way the feedback influences the lower level is also straightforward as there are two competing BOWN signals: the one in favor of the figureground organization and the other against it. The excitation of the former and the inhibition of the latter and the repetition of the iteration enhance the higher level response. With this feedback system being established (Fig. 4A) , it is straightforward to implement two well-known neurophysiological properties, adaptation and recovery (Eq. (5)) and we are able to demonstrate the time course of the model's responses reproducing our bi-stable perception (Figs. 5 and 6) . Note that three factors in the model decide the time course of the responses: the feedback strength, the adaptation and the recovery (b, s ADPT , s RCOV in Eq. (5)). This means that, with these three neurophysiological properties expressed as parameters, we are able to compare the model's responses with empirical data, such as dominant percept duration ( Fig. 5D compared with e.g., Borsellino et al., 1972; Brascamp et al., 2005; Kovacs et al., 1996) and the effect of intermittent presentation ( Fig. 7 compared with Leopold et al. (2002) , Orbach, Zucker, and Olson (1966) and Orbach, Ehrlich, & Heath (1963) ) as well as other aspects of the temporal dynamics in the face or vase perception that can be investigated psychophysically (see Brascamp et al., 2006 Brascamp et al., , 2007 O'Herron & von der Heydt, 2009) .
Although there have been some reports of the temporal properties of bi-stable perception of the face or vase figure (Ngo et al., 2008; Parkkonen et al., 2008; Qiu et al., 2009 ), a detailed analysis of them, as in the case of binocular rivalry and other perceptual rivalry, was still missing. Our model is unique in addressing this issue, based on a system with competing BOWN signals and feedback interactions between BOWN signals and figure-ground organization to reproduce bi-stable perception. With this model, it was possible to indicate some required conditions for behavioral properties to emerge such as the constraints of time constants of adaptation and recovery and the constraints of the length of the ON period in the intermittent presentation for the apparent prolongation of alternation to emerge. While the aim of this paper was to establish the framework of the model and to first describe the basic properties in this simulation, we believe it will also be an excellent starting point for further investigation when additional behavioral data may become available in future.
In terms of bi-stability in general, there are numerous theories and models to explain the mechanisms, as well as a lot of debate (Blake, 1989; Carter & Pettigrew, 2003; Dayan, 1998; Furstenau, 2003; Grossberg et al., 2008; Laing & Chow, 2002; Noest et al., 2007; Suzuki & Grabowecky, 2002) , mainly, but not exclusively, focused on binocular rivalry perception (see Blake and Logothetis (2002) , Long and Toppino (2004) , Tong (2001) and Tong, Meng, and Blake (2006) for review). For example, in the model by Suzuki and Grabowecky (2002) , perception is trapped in a local minimum and a switch to an alternative perception occurs by a perturbation that causes perception to be trapped in another local minimum. Importantly, Noest et al. (2007) reported a model which shows robust responses to a wide range of stimulus protocols including various intermittent presentations. In that, the membrane potentials of two neurons, whose activities represent two competing percepts with adaptive and cross-inhibitory properties, are modeled. The percept switch is reproduced by a shift from one attractor toward the other due to the adaptation driven destruction. How these elements of their models and their behavior could (or could not) correspond to those of our model, e.g., the two competing BOWN signals at borderlines, the feedback modification, the adaptation factor, and its recovery, is an intriguing issue. Further investigation is necessary. Noest's model was developed to explain bi-stable perception in general, i.e. for both binocular rivalry and perceptual rivalry. In fact, Klink et al. (2009) further modified the model and applied it to kinetic depth cylinders to explain perceptual coupling. Also, Klink, van Ee, and van Wezel (2008) reported that Levelt's four propositions, that were originally made for binocular rivalry, are applicable to perceptual rivalry as well. It is likely, therefore, that there are general computational rules that are conducted while our visual system exhibits bi-stable perception. In investigating such rules of the underlying mechanisms, simulations by a neuro-computational model may help to determine in what conditions certain phenomenological properties emerge, as was done in the parametric studies reported in this paper.
In sum, our model establishes a feedback system between the figure-ground segregation at the higher level and the border-ownership signals at the lower level. Utilizing the skewable PDF we developed, the two competing BOWN signals at each location of the borderlines are influenced in a biased manner, so that the higher level response is enhanced further. The model is able to reproduce the bi-stable responses to face or vase figures, to reflect the disambiguation of the figures, and to prolong the alternation in response to the intermittent presentation of the stimuli. Our model provides, we believe, a framework to investigate the underlying mechanisms of the switching dynamics in bi-stable perception of figure-ground segregation. 
Appendix A
The basic structure of the model is shown in a diagram in Fig. 10A . The model consists of three parts. BOWN map is created reflecting the distributions of junctions and borderlines in the entire space. The integration of the BOWN map creates the depth map that indicates the figure-ground relationship between the face and the vase areas. The feedback projection influences the low-level BOWN signals to enhance the figure-ground segregation further. In this section, the methodology of BOWN computation and 2-D integration are explained. The full details of the original model developed for the Kanizsa illusion are described in another paper (Kogo et al., 2010) .
A.1. Face or vase images
The stimuli are all images of 132 Â 132 pixels. The size of the face or vase image itself is 128 Â 128 pixels that is surrounded by a 2 pixel wide area. These three areas (the face, vase and surrounding areas) are given different input values so that the model is able to detect the contrast (actual values are not essential). The shape and the positions of the borderlines are chosen so that the model gives approximately equal values of depth for both the face area and the vase area. To create the disambiguated images, the positions of the borderlines are shifted horizontally.
A.2. BOWN computation
BOWN computation is done so that all junctions and all elements of the borderlines in the entire space are considered and interactions between them are based on whether they are in agreement or in disagreement to each other. In this way, the macroscopic properties of the image (locations and orientations of junctions and borderlines) are reflected. The borderlines and the junctions are detected pixel by pixel based on the luminance difference. Small L-junctions along the curved borderlines are, therefore, all detected. The borderline and the junction signals are all assigned as binary. To compute BOWN, first, two opposite BOWN signals with equal strength are assumed at each point on the borderlines, as shown in Fig. 10B (bottom inset) . Second, the individual BOWN signals are compared with the junction signals and other BOWN signals and if they are in agreement in terms of the owner side, the signals are enhanced further and if in disagreement, reduced (Fig. 10B ). This process results in two opposite BOWN signals at each location with different strength (Fig. 10C  top) . Third, the binary BOWN map is created by subtracting the two opposite BOWN signals at each location and by assigning the value of one to the winner side (Fig. 10C bottom) .
The (1) and in the range between 0 and 2 (mean value is approximately 1.0 if it is not skewed, see Fig. 3 ). The average of the random numbers generated from the skewed PDF is either higher than 1.0 (for excitation) or less than 1.0 (for inhibition).
A.3. Spatial integration
The surface construction is made by ''leaky'' integration of the binary BOWN signals. The term ''leaky'' indicates that instead of the step-wise change of integrated values as in causal integration, the value decays in distance. At a pixel location in space X 0 (x 0 , y 0 ), the integration value U h contributed from a BOWN signal B h for a direction of h at point X ( x, y) on a borderline is expressed as follows:
U h ðx 0 ; y 0 ; x; yÞ ¼ Sðx 0 ; y 0 ; x; yÞ Á B h ðx; yÞ Á exp N is the total number of binary BOWN signals (two at each point on the borderlines). For simplification, the integration values at all pixels within the face (vase) area are summed and averaged to compute the depth of the face (vase) area, instead of smoothing them by the bilateral filters applied in the original model (Kogo et al., 2010) . This method reduces the computation time to determine the depth values significantly and allows us to iterate the process many times (e.g., Fig. 5D with 1,000,000 iterations). The difference of the depth values between the two areas becomes the ''difference of the depth'' value, D FV .
Here r1 and r2 indicate the pixel locations ((x r1 , y r1 ) and (x r2 , y r2 )) within the face and the vase areas, respectively. N F and N V indicate the total number of pixels that belong to the face and the vase areas, respectively.
A.4. Parameters
The two parameters of the skewable PDF, K 0 and r in Eq. (1), are set to be 0.02 and 0.25, respectively. The space constant k in Eq. (6) is set to 30 pixels and the standard deviation in Eq. (7) is set to 60 pixels. The times constants s ADPT and s RCOV in Eq. (5) are set to 5 and 15 iterations, respectively except for the data shown in Fig. 6 for parametric study. The gain of the feedback, b, is set to 1.0.
A.5. Alternation rate measurement
Alternation rate was measured from the data by removing ''noise'' signals first as follows. By running the model without the implementation of the feedback process (and hence without the adaptation and recovery, Fig. 3B ), the noise like responses were created (1,000,000 iterations). The distribution of the noise was fit with a normal distribution and the standard deviation of the noise amplitudes was measured (8.69). A threshold value to remove the noise was set to be three times the standard deviation (26.1, to remove 99.7% of the noise). In the responses of the model with the feedback process, the D FV signals whose absolute values are larger than this threshold value are considered as signaling the face or vase perception. When these thresholded signals change sign (positive to negative or negative to positive), an ''alternation'' occurs. The dominant percept duration was measured from data of 10,000 iterations. With the intermittent presentation, the dominant duration was measured by discarding the periods corresponding to OFF period and concatenating the data from ON periods only. The alternation rate was estimated as the inverse of the mean dominant percept duration.
