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Re´sume´ Franc¸ais
Les arbres phyloge´ne´tiques sont une bonne fac¸on de repre´senter les liens de parente´
entre espe`ces et sont couramment utilise´s dans de nombreux domaines de la biologie :
ge´nomique comparative, e´pide´miologie, biologie de la conservation, etc. Pour toutes ces
applications, l’arbre reconstruit doit eˆtre le plus proche possible du vrai arbre. A erreur de
reconstruction donne´e, l’arbre doit en particulier eˆtre le plus robuste possible. Une source
majeure de non robustesse est la contamination du jeu de donne´es par des donne´es aber-
rantes. En conse´quence, de´tecter et isoler les donne´es aberrantes constitue une strate´gie
qui permet de robustifier l’arbre.
Nous montrons ici comment les fonctions d’influence empirique permettent de de´tecter
les donne´es influentes, susceptibles d’eˆtre aberrantes, et comment supprimer les donne´es
les plus exceptionnelles permet de reconstruire un arbre robuste. L’application a` deux jeux
de donne´es (mammife`res a` placentas et zygomyce`tes) montre que la reconstruction par
maximum de vraisemblance n’est pas robuste aux donne´es aberrantes et que la suppression
des quelques donne´es les plus influentes ame´liore sensiblement la robustesse de l’arbre
reconstruit.
Mots-cle´s : Biostatistique ; statistique mathe´matique.
English Summary
Phylogenetic trees, or phylogenies in short, are the most convenient way to describe
the relationship between different species and are widely used in several fields of biology :
comparative genomics, epidemiology, conservation biology, etc. However, most inferences
drawn from phylogenies are accurate only if the reconstructed phylogeny itself is accurate.
For a given reconstruction bias, robust phylogenies are preferred to non robust ones. We
are concerned here with the loss of robustness induced by outliers. One way to mitigate
this loss is to detect and remove outliers from the dataset.
We advocate the use of empirical influence functions to detect influent sites, which
are prone to be outliers, and their removal from the data set to build robust phylogenies.
Two illustrating data sets (placental mammals and Zygomycetes) show that maximum
likelihood phylogenies are not robust and that removing as few as a handful of outliers can
significantly increase the robustness of a tree, as measured by average bootstrap values.
Keywords : biostatistics ; mathematical statistics.
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Re´sume´ Long
Contexte Les arbres phyloge´ne´tiques sont un bon moyen de repre´senter les liens de
parente´ entre espe`ces et ont de nombreuses applications en biologie, notamment en bioin-
formatique, en ge´nomique comparative, en e´pide´miologie, etc. Reconstruire l’arbre phy-
loge´ne´tique d’un groupe d’espe`ces est un proble`me d’infe´rence statistique, comme l’ont
montre´ Edwards et Cavalli-Sforza (1963). La qualite´ de l’arbre reconstruit est un facteur
crucial dans toutes ces applications cite´es plus haut : des re´sultats base´s sur un arbre
faux ont toutes les chances d’eˆtre faux a` leur tour. Il est donc ne´cessaire de valider l’arbre
reconstruit, par exemple en calculant les valeurs bootstrap des noeuds de l’arbre. Le
bootstrap mesure la variabilite´ d’estimation induite par la variabilite´ d’e´chantillonnage.
La pre´sence de donne´es aberrantes dans l’e´chantillon augmente artificiellement cette va-
riabilite´, biaise les valeurs bootstrap des noeuds et peut dans le pire des cas modifier
conside´rablement l’arbre reconstruit. Il est donc ne´cessaire de de´tecter et d’isoler les
donne´es aberrantes pour reconstruire des arbres plus robustes, avec des valeurs boots-
trap plus e´leve´es, qui peuvent eˆtre utilise´s dans les applications cite´es plus haut, avec un
risque moindre de se tromper.
Introduction L’ide´e sous-jacente a` toutes les me´thodes de reconstruction, directement
he´rite´e de la the´orie de l’e´volution, est la suivante : deux espe`ces sont d’autant plus
semblables qu’elles ont un lien de parente´ fort. Le proble`me d’infe´rence statistique se
de´compose alors en trois e´tapes et peut s’e´crire comme un proble`me de minimisation de
contraste. Dans un premier temps, on estime a` partir des observations X1, . . . , Xn une
certaine quantite´ R , R(X1, . . . , Xn). R est de´finie de fac¸on a` mesurer la ressemblance
entre espe`ces simultane´ment pour toutes les espe`ces : R peut eˆtre par exemple la matrice
de distance entre espe`ces. On calcule ensuite pour un arbre T donne´, la quantite´ R(T ) qui
mesure la ressemblance attendue entre espe`ces si l’arbre phyloge´ne´tique des espe`ces est
effectivement T . Pour un contraste C bien choisi, la quantite´ C(T ) , C(R,R(T )) permet
de quantifier la diffe´rence entre R et R(T ), ou encore l’ade´quation de T aux observations,
et sert de crite`re d’optimalite´ pour se´lectionner le bon arbre. On finit faisant varier T
dans un certain ensemble T et on se´lectionne celui qui minimise le contraste, c’est a` dire
T0 = argminT∈T C(T ).
Il existe dans la litte´rature de nombreux choix pour le couple (R,C). Cavalli-Sforza et
Edwards (1967) proposent une me´thode de moindres carre´s dans laquelle R est la matrice
de distance entre espe`ces, R(T ) la matrice de distance induite par l’arbre T et C est
un contraste des moindres carre´s. Felsenstein (1981) propose une me´thode de maximum
de vraisemblance dans laquelle R est la distribution empirique des observations, R(T ) la
distribution induite par l’arbre T et C est le contraste de Kullback-Leibler.
Formellement, on note X = (X1, . . . , Xn) l’alignement d’origine. Chaque Xi est un
vecteur colonne de taille s a` valeur dans As , {A,C,G, T}s, ou` s repre´sente le nombre
d’espe`ces dont on reconstruit l’arbre phyloge´ne´tique. On suppose que les observations Xi
2
sont un n-e´chantillon de loi Q. Q est en ge´ne´ral inconnu et estime´ par la distribution
empirique Qn des Xi. On munit chaque arbre T d’une famille bT = (t1, . . . , t2s−3) de
longueurs de branches. L’arbre T est un parame`tre discret tandis que bT est un parame`tre






. On peut alors associer a` chaque couple (T,bT ) une
distribution de probabilite´ P (.;T,bT ) sur A
s (voir Bryant et al. (2005); Huelsenbeck
et Bollback (2007) pour les de´tails). L’arbre du maximum de vraisemblance Tˆ0 et les
longueurs de branches associe´es sont alors de´finis par :
(Tˆ0, bˆTˆ0) = argmin
(T,bT )
KL(Qn, P (.;T,bT )) (1)
ou` T repre´sente l’ensemble des arbres binaires a` s feuilles. On peut de´finir de la meˆme
fac¸on T0 et bT0 par :
(T0,bT0) = argmin
(T,bT )
KL(Q,P (.;T,bT )) (2)
T0 est le meilleur arbre, celui qui de´crit le mieux la distribution Q des Xi. Tˆ0 est un
estimateur consistent de T0. On peut en particulier e´crire Tˆ0 , T (Qn) comme une certaine
fonctionnelle T e´value´e en Qn et T0 , T (Q) comme la meˆme fonctionnelle e´value´e en
Q. Q est une distribution multinomiale a` 4s modalite´s et la loi de l’estimateur Tˆ0 est
donc difficile a` e´tudier et a` manipuler de fac¸on exacte. La loi de Tˆ0 et la validite´ de
l’arbre reconstruit sont donc estime´es par des techniques de re´e´chantillonnage bootstrap.
L’e´chantillon originalX = (X1, . . . , Xn) est re´e´chantillone´ pour construire des e´chantillons
bootstrap X⋆
1
, . . . ,X⋆
B
. Un arbre Tˆ ⋆i est estime´ pour chaque X
⋆
i
. La valeur bootstrap de
Tˆ0 est la fraction de re´plicats bootstrap pour lesquels l’arbre estime´ est encore Tˆ0, c’est a`
dire :
BV (Tˆ0) = #{i : Tˆ
⋆
i = Tˆ0}/B
On de´finit de la meˆme fac¸on pour chaque noeud A de Tˆ0 la valeur bootstrap de ce noeud
comme la fraction d’arbres bootstrap dans lesquels le noeud A apparaˆıt, c’est a` dire :
BV (A) = #{i : A est un noeud de Tˆ ⋆i }/B
L’interpre´tation de telles valeurs bootstrap en termes de probabilite´s critiques d’un certain
test d’hypothe`ses est sujette a` caution, comme montre´ par Susko (2009). Ne´anmoins,
BV (A) mesure une forme de robustesse de A a` l’e´chantillonnage de donne´es. Le principal
de´faut du bootstrap dans ce contexte est de supposer que les sites sont e´changeables. Ce
n’est pas le cas si l’e´chantillon X est contamine´ par des donne´es aberrantes. Il est donc
ne´cessaire de de´tecter et d’isoler les donne´es aberrantes pour bien e´valuer la robustesse
de l’arbre reconstruit.
Donne´es influentes Il existe de nombreuses de´finition informelles des donne´es aber-
rantes (voir Grubbs (1969) et Barnett et Lewis (1994)) mais aucune de´finition mathe´matique
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pre´cise. Une donne´e aberrante est une observation qui se trouve “loin” des autres obser-
vations. Une donne´e aberrante peut re´sulter d’une erreur de mesure, mais pas force´ment.
Elle peut eˆtre le signe que la distribution des observations a une queue de distribution
e´paisse ou est fortement asyme´trique. Les donne´es aberrantes sont surtout geˆnantes pour
leur influence sur l’estimateur de l’arbre, surtout si ce dernier n’est pas robuste.
On mesure l’influence de chaque observation a` l’aide de fonctions d’influence. Formel-
lement, si on se donne un espace de parame`tres Θ ⊂ Rq de dimension finie, une famille
de mode`les (Fθ)θ∈Θ, une statistique S consistante (c’est a` dire telle que S(Fθ) = θ pour
tout θ ∈ Θ), la fonction d’influence de S en F dans la direction x est
IF (x, T,Q) , lim
t→0
T (Q)− T ((1− t)Q+ tδx)
t
. (3)
En remplac¸ant Q inconnue par son estimateur Qn, x par l’un des Xi et t par −1/(n− 1),
on obtient la fonction d’influence empirique :







δXj est la distribution empirique de X prive´ de Xi. Ces deux objets
ont e´te´s introduits par Hampel (1974) pour construire des estimateurs robustes. L’appli-
cation directe des fonctions d’influence a` la phyloge´nie n’est pas possible : Tˆ0 est bien un
estimateur consistent de T0 mais c’est un parame`tre discret et l’addition n’est pas de´finie
pour les arbres.
Nous transformons donc le parame`tre discret T (Qn) en un parame`tre continu S(Qn)






logP (Xi, Tˆ0, bˆTˆ0). (5)
La fonction d’influence empirique associe´e a` la log-vraisemblance des observations est :
IF (Xi, S) = −(n− 1)(S(Qn)− S(Qn,i)) (6)
Le choix particulier de S rend les IF (Xi) faciles a` interpre´ter. De fortes valeurs absolues de
IF (Xi, S) indiquent des sites influents (dans un sens ou dans l’autre). Les Xi pour lesquels
IF (Xi, S) < 0 sont les observations qui augmentent l’ade´quation de l’arbre reconstruit
a` l’e´chantillon. De manie`re syme´trique, les Xi pour lesquels IF (Xi, S) > 0 sont ne´gatifs
sont les observations qui diminuent l’ade´quation de l’arbre reconstruit aux donne´es.
Les observations Xi pour lesquelles IF (Xi, S) est tre`s grand sont susceptibles d’eˆtre
des donne´es aberrantes, meˆme si une analyse inde´pendante reste ne´cessaire pour le confir-
mer. Nous montrons dans Bar-Hen et al. (2008) sur un jeu de donne´es de Zygomyce`tes
comment la suppression des deux donne´es les plus aberrantes modifie 10% des noeuds
de l’arbre reconstruit. Mieux, l’arbre ainsi reconstruit est plus robuste, comme l’indique
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des valeurs bootstrap plus e´leve´es. Enfin, une e´tude de la position des donne´es identifie´es
comme aberrantes par les fonctions d’influence permet d’invalider l’hypothe`se d’un arte-
fact statistique et de confirmer qu’il s’agit d’observations aberrantes. Le jeu de donne´es
des mammife`res a` placenta donne des re´sultats similaires.
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