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The theory of optimal fields is developed for optimal control problems in 
which the state variables are determined by integral equations. The Hilbert 
integral is considered and the Hamilton-Jacobi equations are derived. The 
results obtained contain two maximum principles as special cases; one reflecting 
the special character of field theory and one corresponding to the results pre- 
viously obtained by use of variations. 
I. INTRODUCTION 
In this paper the theory fields is developed for optimal control problems in 
which the states are solutions to integral equations. The Hamilton-Jacobi 
equations and two maximum principles are derived. The approach used is an 
extension of the method used by Hestenes in [3] to the more general setting of 
integral equations. These results contain [I] as a special case. 
We consider solutions of integral equations 
I” = ga(t) +- ftji(t, J(S), u(s), s) ds, a L> ’ t < b, i = I ). ..) 71, 
‘a 
in which the basic assumptions are as stated in [I]. We restate them in Section 2 
for convenience, and in Section 3 the basic results are developed using field 
theory. 
2. BASK ,4SSUMPTlONS 
Consider the integral equation written in vector form 
“y(t) = g(t) -t i ‘f(t, s(s), u(s), s) ds, a& .’ t << b, ‘” (1) 
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where g is a continuously differentiable n-vector valued function defined on 
[a, b] and f  is an n-vector valued function defined on a region in Rm+n+2. For 
purposes of exposition we will freely replace (1) by the equivalent formulation 
obtained by differentiating (1) with respect to t: 
(2) 
where fi indicates the derivative off with respect to the first argument. 
Let R be a given region in txus space, with R, , R, , R, , and R, the projections 
in t, s, u, and s spaces, respectively. The interval [a, b] is contained in R, and R, . 
We shall assume that the n-vector valued function f(t, x, U, s) defined on R 
satisfies the following properties: 
(i) f.$(t, X, U, s) and (~/&+j)f~(t , X, u, s) are continuous functions of t and 
s for fixed s and u; 
(ii) fi(t, s, u, s) is continuous in u for each x, t, s; 
(iii) there exists a continuous function oft and s depending on u, A(u; t, s), 
such that for or , x2 in R, , we have 
I f(t, x1 , u, s) - f(t, “VP 9 u, s)l < A@; t, s) I .Vl - 3 I; 
(iv) there is an integrable function depending on u, B(u; t), such that, 
for z(s) defined on [a, b] and taking values in a given compact subset of R, , 
( j)(t, z(s), u, s) ds 1 < B(u; t), a < t < b; 
(v) the relations 
I t IP(u; s) ds < B”(u), n sb A2(u; t, s) ds < A;(u; t), fb dt(u; t) dt <A”(u) n *Cl 
hold, where A(u) and B(u) are continuous functions of u in R, and A, is 
integrable with respect to t. 
Let ,111 be the class of piecewise continuous functions taking values in R,, . 
As a consequence of the above hypotheses, there is a solution of (I) for each u 
in @. Then for each 01 in a < 01 < b, the attainable set S(a) will be the set of all 
states F such that for some u in Z?‘, (1) is satisfied for some x(t) such that .x(a) = s?. 
Define 
[a, b] x u S(a) x R, n R, 
ac[a.b] 
594 BAKKE AND GUINiX 
where R,, is the restriction of R, to the range of functions u(t) in & for which 
there is a solution to (1). Then for each (i, I, U) in R,, , there is an E” I> 0 and a 
solution x(t) of (I) such that the elements (f, x(t), IL(~)) are in R, for t -:I. t 5; 
t + E, 0 < E < Eg ) with x(t) = .F and u(i) =: ii. Note that if u”(t) is piecewise 
continuous, the corresponding solution s of (1) will be called differentially 
admissible. 
Now, for each F in S(a), the equation 
has a solution, where k(t, s, U) is as in (2). Thus, for all such solutions, the 
integral 
(‘I’L(t, r(t), u(t)) df, a < a < b, 
-, 
is well defined, where L is a given twice continuously differentiable function on 
R, x R, x R,, . 
The basic problem for which we derive necessary conditions will be that of 
minimizing the integral 
fb L(4 4th u(t)) fit 
- 0 
over the class of all arcs 
X: xi(f), d(t); u .< f  < 6, i=l ,*.., 71, j = l,..., m, 
satisfying ( I ). 




Il’(ol, x, 24) = L(t, I, u(t)) dt, a<a,(b, 
n 
where (x(t), u(t)) is a solution of (2) with 
Then 
x(a!) = .Ic, SE S(a), u E s!. 
JV(a, x(n), u) = /6L(t, X(t), u(t)) dt + WP, x(B), u). 
-a 
Assume there is a set of control functions 
up, x): uyt, s), k -= I ,..., m 
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of class C’ on a neighborhood M of F = {(t, 3~): t E [a, 61, x E S(t)} in tx-space 
such that the element (t, x, U(t, x)) is in R, for all (t, x) in X and the inequality 
is satisfied for any differentially admissible arc 
x: x(t), u(t), c4K.B 
having (t, x(t)) in F and (t, x(t), u(t)) in R, , with equality holding if and only 
if u = C’. 
Now, on S set 
wt, 43) = W(5, x(5), 4 
Then, (5) can be written 
WT 44) < j-” L(t, 4), u(t)) dt + W(P, x(B)). 
m 
(6) 
Note that U, IV along with 9 constitute an optimal field as in [3]. We will also 
use F to designate the optimal field. 
Now, it will be convenient to say that x is an admissible arc in the optimal 
field F if it is differentially admissible and (t, x(t)) is in 9, (t, x(t), u(t)) is in 
R, . I f  u(t) = U(t, x(t)), then we say that x is an extremal of the optimal field F. 
We then have the following results: 
THEOREM 3. I. At each point (t, 3~) of the optimal field 3, the inequalit) 
qt, 5, u(t)) + Wt(t, x) + i m,‘zi(t, x) 1 f yt, 3, u(t), t) + gi(t) 
i=l 
+ j-at fii(t, x(s), u(s), 4 ds; >, 0 
(7) 
is satisfied for all u such that (t, x, u) is in R, , where (x(s), u(s)) is any solution to 
(3) on a < s < t, with x(t) = 3~ Equality holds when u = U(t, x). 
Introduce the functions 
and 
Pt(t, x) ZE -(ap) W(t, x), i = l,..., n, (8) 
H*(t, x, u, p) = f  pi 1 f “(t, 
i=l 
x, u, t) + i?(t) + j-t fii(t, X(S), u(s), s) ds( 
0 
(9) 
- L(t, x, u). 
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THEOREM 3.2. .-lt each point (t, s) irz an optimal$eld .F, the inequalitj~ 
H*(t, .\‘, Cr(t, .I), P(t, x)) .G H”(t, s, II. F’(t, .x)) (10) 
holds for all 11 such that (t, s, u) is in R,, . --llso, 
Jr, = I?*(& x, up, x), - WJ (11) 
and the integral 
I* = I’ )$ Pi(t, x) d.v’ - H*(t? s, U(t, x), E’(t, x)) dt/ 
1 1 
(12) 
is independent of the path in 3. I* is the Hilbert integral for this problem formula- 
tion. 
THEOREM 3.3. An extremal 
x: x(t), u(t); a < t G: b, 
of thejeld and the functions 
p,(t) = pi@, x(t)), vi”(t) = (a/ax”) uyt, x(t)) 
and H(t, x, u, p) satisfy 




Also, ;f  
then 
Y(t) =~= (b/d) byt, x(t)), 
$ H* = H*, + f  H*,,iSk(t) 
k=l 
(15) 
along an extremal of the field. 
These three theorems are restatements of Theorems 10.1-10.3 from [3, 
Chap. 6j and the proofs are essentially the same. However, we see that in the 
inequality in Theorem 3.2, the integral 
gl Pitt, x(t)) jatfiV, .4s), W s> ds (16) 
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is the same on both sides, and this form reduces to the corresponding inequality 
for the same problem governed by ordinary differential equations. To obtain an 
alternate formulation which preserves the character of the original integral 
equations, we will modify I*. Now for any solution x(t) of (2), 
I*(~) =jnb 1gl pdt, 44) [2i(t) - f ‘( tt 4% u(t), t)- gi(t)] +qt, x(t), u(t)) dt 1 
and if we interchange the order of integration, the second integral can be written 
as 
- 
pi@, .Wf,“(t, x(s), u(s), 4 dt ds. (17) 
Renaming variables, we may rewrite (17) as 
- P,(Y, x(Y))~~~(Y, x(t), u(t), t) dr dt. 
Thus, using expression (18), I* may be written in the form 
’ I*(x) = jab /gl P&Y “44) Pi(t) -f ‘( I t, x(t), u(t), t) - i?(t)] + L(t, x(t), u(t)) dt 
\ 
- Pi@, x(y))fi’(y, .+), u(t), t) dy dt 
where 
w, x(t), u(t), P(h X(Q)) 
= f Pi{& x(t)) Jjyt, x(t), u(t), t> + p(t)] 
i=l 
(19) 
+ gl ltb pi(s, x(s))fii(s, x(t), u(t), t) ds - L(t, x(t), u(t)). 
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Now, for any continuous n-vector valued function p, defined on [a, 61, define 
the function 
where x and u are elements of R, and R, , respectively. 
We now have 
THEOREM 3.4. The inequality 
H(t, 21, u, P(r, x)) < qt, xr qt, x), P(t, hK>) (21) 
is satisjied for all n such that (t, x, u) is in R, . 
THEOREM 3.5. The results of Theorem 3.3 hold with H* replaced by H. 
The proof of Theorem 3.5 is the same as the proof of Theorem 3.3. 
To prove Theorem 3.4 we will use the following result, which is a simplified 
restatement of Lemma 3.1 in [I]. 
LEMMA 3.1. Let 
%J: .vo(t), u*(t); a<t<b, 
be an admissible arc in 5. Let t be any point in [a, b] and S > 0 be chosen such that 
the arc 
x(c): x(t, E), u(t, e); a<t<b (22) 
is admissible, where 
Then 
44 l ) = u(t), fort<t<i+E, O<E<8, 
= uo(t) elsewhere in [a, b]. 
lpn[x(t, 6) - x,(t)]/c = 0 
uniformly in [a, b]. 
We now continue with the proof of Theorem 3.4. Since every path in 9 
minimizes I*, then for x in F and .X(C) as in Lemma 3.1, with u,(t) = U(t, x(t)), 
we have 
I*(s) < I*(+)). 
OPTIMAL FIELDS 599 
For convenience, we will drop the summation notation. It will be obvious 
from th.e context when a function is vector-valued. In light of the above repre- 
sentation for I*, we have 
0 < 1*(,x(E)) - I”(x) 
= J ; {P(t, x(t, c)) qt, l ) - qt, x(t)) it(t) - [P(t, x(t, E)) - qt, x(t))] j(r)} dt 
- J y P(t, .a Elf@, x(t, 4 u(t, El, q - fyt, x(t))f(t, x(t), q, w, t)> dt 
- i”jy m &, 4>fi(S, 44 c), 44 El, 4 
- f’(s, x(s)) fi(s, x(t), u(t, x(t)), t)> ds dt 
+ jFb [W, x(t), W, x(t))) - L(t, ~(4 4, u(t, c>)l dt. 
We may write 
P(t, x(t, c)) qt, c) - qt, x(t)) Lt.(t) 
= qt, x(t, 4) [Ji(t, 4 - WI + [W, x))f, 4) - w, .+))I Ji(t), 
and integrating by parts, we have 
s b (qt, x(t, E)) qt, c) - I’@, x(t)) k(t)} dt I
= P(b, x(b, G)) {x(b, c) - x(b)} - qt, x(i, c)) {x(f, c) - x(t)} 
- fb P(t, x(t, c)) {x(t, <) - x(t)} dt + j” (P(t, x(t, <) - P(t, x(t))} k(t)dt. 
-i T 
We observe that since P(t, x) is continuously differentiable, for some con- 
tinuous function Q(t, x), 
I w, a 4) - P(t, .+))I < Q(t, x(t)) Ix(t, 4 - x(t)\; 
hence by Lemma 3.1, 
I$ / jFb (P(t, x@, E)) ff(t, <> - P@, .+)) n(t)> dt l/C = 0. 
409164!3-7 
Making use of the differentiability offi(t, s, u, s) with respect to s, we tind that 
oni+c<t<b, 




*b {P(s, x(s, E))fJS, s(t, E), u(t, E), t) 
e-o t 
- P(s, x(s))f&, x(t), r:(t, x(t)), t)] ds l/c = 0 
uniformly, and since L is in C’, we find that 
l$ 1 L(t, x(t, E), u(t, c)) - L(t, x(t), c.yt, x(t)))j#k = 0. 
Thus, we now consider the interval t < t < t + E, and observe that 
k&J 
. I+c 
UT, “$4 4)f(t, .+, E), u(t), t) - qt, “+>>f(t, x(t), qt, “W t) i 
t Lb [PCs, x(s, l ))fi(s, .v(t, E), u(t), t) - P(s, s(s))f& x(t), U(t, .x(t)), t)] ds 
- [L(r, x(t, E), u(t, 6)) - L(t, x(t), U(t, x(t)))]) dt 
= P(i, x(t))f(t, X(i), u(i), t) - P(i, x(t))f(t, x(i), up, x(i)), i) 
+ Jlfb [P(s, .+))fi(s, .$t), u(i), i) - P(s, x(s))fi(s, x(i), U(i, x(i)), t)] ds 
- L(i, x(i), u(i)) + L(i, x(i), cqt, x(t))), 
which completes the proof of Theorem 3.4. 
On completion of Theorem 3.3, necessary conditions for the given problem 
have been obtained and are expressed using the Hamiltonian function H*. 
However, as observed in the comment (16) following Theorem 3.3, the inequality 
(10) does not exhibit the special character of the given problem. By transforming 
the Hilbert integral, a function H was obtained, consequently inequality (21) 
contains an integral term, and in addition, the results agree with those obtained 
by variational methods as in [l]. However, the similarity of Hand H* in Theo- 
rems 3.2-3.4 and Theorems 3.3-3.5 is somewhat deceptive. Since I*, which 
contains H, also contains P inside the integral, it cannot be written in the 
differential form (12). I f  it could be, then one could deduce Eq. (11), the 
Hamilton- Jacobi equation for H. 
In summary, the necessary conditions involving H* are “natural” from the 
viewpoint of field theory, whereas those involving H are more “natural” from 
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the viewpoint of variational methods. Indeed, Eq. (21) was derived by applying 
the latter method to I* containing H, whereas Eq. (10) follows directly from (7). 
Finally, we note that both results depend on the hypothesis that the control 
functions in (4) exist. Hence, as is usual in this type of development of necessary 
conditions, the multiplier h, for L takes the value 1. To obtain A, = 1 using 
variational methods a hypothesis such as “normality” (see [3, 41) is required. 
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