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Abstrakt
Motivac´ı pro vznik te´to diplomove´ pra´ce, ktera´ navazuje na stejnojmenny´ semestra´ln´ı
projekt, byl prˇevod aplikace pro tvorbu virtua´ln´ıch priva´tn´ıch s´ıt´ı OpenVPN z operacˇn´ıho
syste´mu Windows XP na platformu Windows CE Embedded 6.0. Pra´ce pojedna´va´ obecneˇ
o virtua´ln´ıch priva´tn´ıch s´ıt´ıch, a podrobneˇji o jedne´ z jejich implementac´ı - OpenVPN.
Uva´d´ı za´kladn´ı vlastnosti operacˇn´ıho syste´mu Windows CE, da´le popisuje princip ovladacˇ˚u
zarˇ´ızen´ı v operacˇn´ıch syste´mech na ba´zi Windows NT, pouzˇ´ıvany´ Windows Driver Model,
s´ıt’ovy´ model NDIS a take´ model ovladacˇ˚u na Windows CE - Stream Interface Model. Pra´ce
pokracˇuje popisem komunikace v programu OpenVPN, zejme´na rol´ı virtua´ln´ıch s´ıt’ovy´ch
adapte´r˚u TUN/TAP. Na´sleduje na´vrh prˇevodu ovladacˇ˚u adapte´ru TUN/TAP s podrobny´m
popisem omezen´ı a nutny´ch zmeˇn mezi obeˇma platformami. Vy´sledkem je implementovany´
s´ıt’ovy´ ovladacˇ TAP, jehozˇ funkcˇnost je oveˇrˇena testovac´ı aplikac´ı emuluj´ıc´ı chova´n´ı TUN
adapte´ru. Pra´ce koncˇ´ı hodnocen´ım dosazˇeny´ch vy´sledk˚u, mozˇnostmi pokracˇova´n´ı v tomto
te´matu a vlastn´ım prˇ´ınosem cele´ho projektu.
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Abstract
The motivation for inception of this MSc. thesis which follows on from a term project of
the same name was the transfer of the application for building private virtual OpenVPN
networks from Windows XP operating system to Windows CE Embedded 6.0 platform. The
project deals with virtual private networks in general and looks more closely at its imple-
mentation - OpenVPN. It also introduces the basic features of the Windows CE operating
system. The project goes on to describe device drivers in NT-based Windows operating
systems, the Windows Driver Model used, the NDIS network interface model and also the
model of Windows CE drivers - the Stream Interface Model. The project continues with a de-
scription of communication in OpenVPN application and primarily the role of TUN/TAP
virtual network interfaces. This is followed by a proposal for transfer of TUN/TAP adapter
drivers together with a description of limitations and necessary modifications between both
platforms. As a result a TAP network device driver is implemented whose function is verified
by test application that emulates the behaviour of a TUN adapter. The project concludes
with an evaluation of the achieved results, the possibilities for further work on this theme
and with the overall contribution of this project.
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Kapitola 1
U´vod
1.1 Motivace
Firmy v dnesˇn´ı dobeˇ cˇel´ı rozhodova´n´ı, zda podporovat nemale´ mnozˇstv´ı r˚uzny´ch prostrˇedk˚u
pro komunikaci mezi velky´m pocˇtem podnikovy´ch s´ıt´ı nacha´zej´ıc´ıch se na v´ıce mı´stech,
stejneˇ tak jako se snazˇ´ı zredukovat na´klady jejich komunikacˇn´ı infrastruktury. Zameˇstnanci
ocˇeka´vaj´ı prˇ´ıstup k prostrˇedk˚um jejich firemn´ıho intranetu z jake´hokoli mı´sta na sveˇteˇ. Take´
obchodn´ı partnerˇi se prˇipojuj´ı do spolecˇne´ho extranetu pro sd´ılen´ı obchodn´ıch informac´ı,
at’ uzˇ pro kra´tkodobe´ projekty nebo pro dlouhodobou strategickou podporu.
Za´rovenˇ podniky zjiˇst’uj´ı, zˇe starsˇ´ı rˇesˇen´ı k budova´n´ı rozsa´hly´ch s´ıt´ı mezi hlavn´ı pod-
nikovou s´ıt´ı a pobocˇkami, jaky´mi jsou vyhrazene´ pronajate´ linky nebo frame-relay okruhy
neposkytuj´ı flexibilitu potrˇebnou pro rychle´ vytvorˇen´ı novy´ch spojen´ı mezi obchodn´ımi
partnery nebo podporu projektovy´ch ty´mu˚. Mezit´ım, r˚ust pocˇtu vzda´leny´ch pracovn´ık˚u
a sta´le v´ıce obchodn´ıch za´stupc˚u pohybuj´ıc´ıch se mimo dosah firemn´ı s´ıteˇ spotrˇebova´va´ jak
prostrˇedky, tak v´ıce peneˇz za servery pro vzda´leny´ prˇ´ıstup, skupiny modemu˚ vcˇetneˇ vy´daj˚u
za telefonn´ı poplatky.
Virtua´ln´ı priva´tn´ı s´ıteˇ (VPN) vyuzˇ´ıvaj´ıc´ı internet maj´ı potencia´l vyrˇesˇit velkou cˇa´st
teˇchto obchodn´ıch proble´mu˚ ty´kaj´ıc´ı se s´ıt’ove´ komunikace. VPN dovoluj´ı manazˇer˚um se
prˇipojit do vzda´lene´ pobocˇky, a projektovy´m ty´mu˚m do jejich firemn´ı s´ıteˇ, vsˇe se za-
chova´n´ım n´ızky´ch na´klad˚u. Te´zˇ poskytuj´ı vzda´leny´ prˇ´ıstup zameˇstnanc˚um, spolu s redu-
kova´n´ım intern´ıch pozˇadavk˚u na vybaven´ı a podporu.
Lepsˇ´ım rˇesˇen´ım, nezˇ by´t za´visly´ na vyhrazeny´ch pronajaty´ch linka´ch nebo pevny´ch
frame relay virtua´ln´ıch okruz´ıch, jsou VPN vyuzˇ´ıvaj´ıc´ı internet. Vyuzˇ´ıvaj´ı otevrˇenou, di-
stribuovanou infrastrukturu internetu pro zas´ıla´n´ı dat mezi podnikovy´mi s´ıteˇmi. Firmy
pouzˇ´ıvaj´ıc´ı VPN nastav´ı spojen´ı k loka´ln´ım prˇ´ıstupovy´m bod˚um (points of presence - POP)
jejich poskytovatel˚u prˇipojen´ı k internetu (internet service provider, ISP) a nechaj´ı na
prˇ´ıslusˇne´m poskytovateli, jaky´m zp˚usobem jsou data zasla´na k c´ıli. Protozˇe je internet
verˇejna´ s´ıt’ s otevrˇeny´m prˇenosem veˇtsˇiny dat, VPN zahrnuj´ı opatrˇen´ı pro sˇifrova´n´ı dat
mezi VPN s´ıteˇmi, ktere´ chra´n´ı data proti odposloucha´va´n´ı (d˚uveˇrnost), a prˇed manipulac´ı
dat trˇet´ımi stranami (integrita).
Nav´ıc, VPN nen´ı omezeno podnikovou s´ıt´ı a s´ıteˇmi na pobocˇka´ch. Vy´hodou je, zˇe VPN
mu˚zˇe poskytnout zabezpecˇene´ prˇipojen´ı pro mobiln´ı pracovn´ıky. Ti se mohou prˇipojit ke
sve´ podnikove´ VPN prˇes POP aktua´ln´ıho ISP, cozˇ snizˇuje vy´daje za instalaci a spra´vu
rˇady prˇ´ıstupovy´ch modemu˚ v podnikove´ s´ıti. Informace cˇerpa´ny z Internatinal Engineering
Consortium [1].
Druhy´m aspektem je sta´le se rozsˇiˇruj´ıc´ı vyuzˇ´ıvan´ı kapesn´ıch pocˇ´ıtacˇ˚u (PDA) ve firma´ch.
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Slouzˇ´ı jako efektivn´ı pracovn´ı na´stroj pro organizaci cˇasu, kontakt˚u, dokument˚u a prˇipojen´ı
k internetu spolu se zachova´n´ım kompaktn´ıch rozmeˇru. Je pochopitelne´, zˇe i tac´ı uzˇivatele´
vyzˇaduj´ı prˇipojen´ı ke sve´ podnikove´ s´ıti z kapesn´ıho pocˇ´ıtacˇe, zejme´na prˇes firemn´ı VPN.
Prˇi tvorbeˇ VPN ma´me v soucˇasne´ dobeˇ neˇkolik mozˇnost´ı. Lze pouzˇ´ıt neˇjake´ proprieta´rn´ı
VPN, VPN zalozˇene´ na IPSec nebo neˇkterou otevrˇenou VPN. Proprieta´rn´ı rˇesˇen´ı jsou
veˇtsˇinou drazˇsˇ´ı a hod´ı se sp´ıˇse pro veˇtsˇ´ı nasazen´ı, oproti tomu je IPSec levneˇjˇs´ı varianta,
ovsˇem nara´zˇ´ı na slozˇiteˇjˇs´ı konfiguraci. Existuj´ı take´ open source VPN pouzˇ´ıvaj´ıc´ı SSL/TLS,
jako naprˇ´ıklad OpenVPN. Tento program je implementova´n na v´ıce platforma´ch (Windows,
Linux, Solaris, BSD, Mac OS X), ovsˇem chyb´ı mezi nimi operacˇn´ı syste´m Windows CE pro
vestaveˇna´ zarˇ´ızen´ı a kapesn´ı pocˇ´ıtacˇe.
1.2 C´ıl projektu
Jak jizˇ u´vod napoveˇdeˇl, c´ılem te´to pra´ce je zajistit funkcˇn´ı implementaci open source pro-
jektu OpenVPN na platformeˇ Windows CE, konkre´tneˇ verzi Embedded 6.0. V implementaci
budeme vycha´zet z funkcˇn´ı verze OpenVPN pro operacˇn´ım syste´m Windows XP SP2. Pro
testova´n´ı programu ma´me k dispozici vy´vojovy´ kit NetDCU10 od firmy F&S Elektronik
Systeme GmbH.
Ve druhe´ kapitole se sezna´mı´me s pouzˇ´ıvany´mi technologiemi. Nejprve, strukturou
a principem virtua´ln´ıch priva´tn´ıch s´ıt´ı, da´le projektem OpenVPN, jeho architekturou a za´-
kladn´ım pouzˇit´ım. Z´ıska´me take´ informace o platformeˇ Windows CE Embedded 6.0, vlast-
nostech a strukturˇe operacˇn´ıho syste´mu. Na konci te´to kapitoly uvedeme vlastnosti vy´vo-
jove´ho kitu NetDCU10.
Prˇevod OpenVPN bude z velke´ cˇa´sti zalozˇen na prˇizp˚usoben´ı s´ıt’ove´ho ovladacˇe prostrˇed´ı
Windows CE, proto trˇet´ı kapitola s na´zvem ”Analy´za“ uvede obecne´ vlastnosti ovladacˇ˚u,
model WDM pro operacˇn´ı syste´my na ba´zi Windows NT, Stream interface model operacˇn´ıch
syste´mu˚ Windows CE a rozhran´ı spolecˇne´ obeˇma typ˚um operacˇn´ıch syste´mu pro s´ıt’ovou
komunikaci Network driver interface specification (NDIS). Posledn´ı sekce se bude zaby´vat
komunikacˇn´ım modelem OpenVPN, propojen´ım a vazbami na virtua´ln´ı s´ıt’ovy´ ovladacˇ
TUN/TAP.
Cˇtvrta´ kapitola pop´ıˇse specifika prˇevodu, konkre´tn´ı kroky nutne´ k tomu, abychom mohli
aplikaci u´speˇsˇneˇ portovat na jinou platformu. Detailneˇ rozebere kl´ıcˇove´ cˇa´sti prˇevodu, nej-
prve obecneˇ, pote´ pro ovladacˇe TAP, TUN a nakonec pro samotne´ OpenVPN.
Implementace a testova´n´ı je prˇedmeˇtem kapitoly pa´te´, ve ktere´ da´me navrzˇene´mu rˇesˇen´ı
praktickou podobu. Zmı´n´ıme vy´vojova´ prostrˇed´ı, postup a proble´my prˇi implementaci, re-
gistraci a spusˇteˇn´ı ovladacˇe v syste´mu. Nakonec navrhneme a realizujeme testovac´ı aplikaci,
ktera´ oveˇrˇ´ı spra´vnou funkcˇnost vytvorˇene´ho TAP ovladacˇe. Samotna´ aplikace OpenVPN
nebude prˇedmeˇtem implementace.
V za´veˇrecˇne´ kapitole zhodnot´ıme dosazˇene´ vy´sledky, mozˇnosti pokracˇova´n´ı v projektu
a take´ vlastn´ı prˇ´ınos te´to diplomove´ pra´ce.
Pozna´mka: Te´meˇrˇ vsˇechny informace v tomto textu jsou cˇerpa´ny z literatury psane´ v an-
glicke´m jazyce, kde existuje velke´ mnozˇstv´ı usta´leny´ch pojmu˚, ktere´ se neprˇekla´daj´ı. Acˇkoli
jsem se v maxima´ln´ı mı´ˇre snazˇil pouzˇ´ıvat cˇesky´ jazyk, v urcˇity´ch prˇ´ıpadech by bylo pouzˇit´ı
na´silneˇ prˇelozˇene´ho vy´razu sp´ıˇse na sˇkodu, cozˇ by znesnadnˇovalo by pochopen´ı popisovane´ho
proble´mu.
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Kapitola 2
Technologie
Tato kapitola popisuje technologie pouzˇ´ıvane´ prˇi rˇesˇen´ı projektu. Nejprve se zmı´n´ıme obecneˇ
o s´ıt´ıch VPN, jejich rozdeˇlen´ı a vlastnostech. Na´sledneˇ prˇejdeme k jedne´ z jejich konkre´tn´ıch
implementac´ı - OpenVPN. V dalˇs´ı sekci pop´ıˇseme platformu Windows CE Embedded 6.0,
strukturu a vlastnosti syste´mu. Nakonec zmı´n´ıme vy´vojovy´ kit NetDCU10.
2.1 VPN
Tato cˇa´st s obecny´m oznacˇen´ım VPN popisuje technologii virtua´ln´ıch priva´tn´ıch s´ıt´ı, prin-
cipy funkce, pouzˇ´ıvane´ protokoly, a v neposledn´ı rˇadeˇ se zaby´va´ zajiˇsteˇn´ım bezpecˇnosti prˇi
prˇenosu dat verˇejnou s´ıt’ovou infrastrukturou.
2.1.1 U´vod do VPN
Virtua´ln´ı priva´tn´ı s´ıt’ (VPN) je rozsˇ´ıˇren´ı priva´tn´ı s´ıteˇ, ktere´ zahrnuje spojen´ı mezi sd´ıleny´mi
nebo verˇejny´mi s´ıteˇmi, jako naprˇ. internet. VPN umozˇnˇuje zas´ılat data mezi dveˇma pocˇ´ıtacˇi
prˇes verˇejnou nebo sd´ılenou s´ıt’, cˇ´ımzˇ napodobuje vlastnosti dvoubodove´ho (point-to-point)
priva´tn´ıho spojen´ı.
K emulaci point-to-point spojen´ı jsou data zapouzdrˇena a je k nim prˇida´na hlavicˇka,
ktera´ poskytuje smeˇrovac´ı informace umozˇnˇuj´ıc´ı dat˚um dosa´hnout c´ıle prˇes verˇejne´ nebo
sd´ılene´ s´ıteˇ. Pro emulaci priva´tn´ı linky, tedy zajiˇsteˇn´ı d˚uveˇrnosti, jsou zas´ılana´ data sˇifro-
va´na. Cˇa´st spojen´ı, ve ktere´m jsou priva´tn´ı data zapouzdrˇena, se nazy´va´ tunel. Druha´ cˇa´st
spojen´ı, ve ktere´ jsou soukroma´ data sˇifrova´na se nazy´va´ VPN spojen´ı (VPN connection).
Obra´zek 2.1: Propojen´ı virtua´ln´ı priva´tn´ı s´ıteˇ
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VPN dovoluje uzˇivatel˚um pracovat z domova, nebo se na cesta´ch bezpecˇneˇ prˇipojit
ke vzda´lene´mu podnikove´mu serveru za pouzˇit´ı verˇejne´ s´ıteˇ (naprˇ. internetu). Z pohledu
uzˇivatele se VPN spojen´ı jev´ı jako point-to-point propojen´ı mezi jeho pocˇ´ıtacˇem a podni-
kovy´m serverem. VPN technologie take´ umozˇnˇuje firma´m propojit sve´ pobocˇky nebo jine´
spolecˇnosti prˇes verˇejnou s´ıt’. V obou prˇ´ıpadech, zabezpecˇena´ komunikace mezi s´ıteˇmi se
prova´d´ı jako v priva´tn´ı s´ıti, acˇkoli komunikace prob´ıha´ v s´ıt´ı verˇejne´ - odtud na´zev virtua´ln´ı
priva´tn´ı s´ıt’. Dalˇs´ı informace o VPN lze nale´zt v [6].
Topologie VPN:
• Site-to-site VPN - propojen´ı geograficky distribuovany´ch pobocˇkovy´ch intranet˚u.
Vznikaj´ı vytvorˇen´ım tunelu mezi hranicˇn´ımi uzly (smeˇrovacˇ, firewall) a pouzˇ´ıvaj´ı se
rˇesˇen´ı zalozˇene´ na IPSec, MPLS.
• Remote access VPN - s´ıteˇ pro prˇipojen´ı vzda´leny´ch uzˇivatel˚u k s´ıti. Veˇtsˇinou jako
dvoubodove´ (point-to-point) spojen´ı, pouzˇ´ıvaj´ı se protokoly druhe´ vrstvy (L2TP, L2F,
PPTP) nebo rˇesˇen´ı zalozˇene´ na vysˇsˇ´ıch vrstva´ch (IPSec, SSL VPN, SSH VPN).
• Extranet - vytvorˇen´ı s´ıteˇ vneˇ podnikove´ho intranetu, prˇ´ıstupny´ pouze partnersky´m
organizac´ım.
2.1.2 VPN tunely
VPN vyuzˇ´ıva´ mechanismu tunelova´n´ı mezi koncovy´mi klientsky´mi s´ıteˇmi, kdy tunel prˇed-
stavuje logicky´ point-to-point spoj, ktery´ ve skutecˇnosti mu˚zˇe ve´st prˇes komplexn´ı propo-
jene´ s´ıteˇ. Definuj´ı jej dva koncove´ body: vstup a vy´stup z tunelu a mechanismus prˇenosu
paketu tunelem. Hranicˇn´ı uzly tvorˇ´ıc´ı konce tunelu zodpov´ıdaj´ı za zapouzdrˇen´ı, resp. rozba-
len´ı p˚uvodn´ıch paket˚u/ra´mc˚u prˇena´sˇeny´ch prˇes transportn´ı s´ıt’ tunelem. Po opusˇteˇn´ı tunelu
a jejich rozbalen´ı se ra´mce/pakety smeˇruj´ı k c´ıli beˇzˇny´m zp˚usobem. VPN tunely podrobneˇji
popsa´ny v [13].
Novy´ paket/ra´mec (prˇena´sˇeny´ verˇejnou s´ıt´ı) obsahuje na´sleduj´ıc´ı polozˇky:
• Hlavicˇku, obsahuj´ıc´ı informace o tunelu (adresa c´ılove´ho bodu)
• V datove´ cˇa´st´ı p˚uvodn´ı IP paket (s´ıt’ovy´ ra´mec), ovsˇem v zasˇifrovane´ podobeˇ
2.1.3 Principy VPN
V posledn´ıch neˇkolika letech bylo prˇedstaveno mnoho r˚uzny´ch koncept˚u pro VPN s´ıteˇ.
V principu mu˚zˇe by´t tunelova´n´ı prova´deˇno na te´meˇrˇ vsˇech vrstva´ch referencˇn´ıho modelu
ISO OSI (viz. [10]).
GRE
General routing encapsulation (GRE) je standardem pro tunelova´n´ı dat, definova´n v roce
1994 v RFC 1701 a 1702. Byl navrzˇen pro zapouzdrˇen´ı r˚uzny´ch paket˚u s´ıt’ove´ vrstvy do
novy´ch IP (tunelovac´ıch) paket˚u. Origina´ln´ı paket je uzˇitecˇny´m obsahem vy´sledne´ho paketu.
Byl vyvinuty´ firmou Cisco a navrzˇen jako bezstavovy´. Nezajiˇst’uje sˇifrova´n´ı prˇena´sˇeny´ch dat.
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Obra´zek 2.2: Prˇena´sˇen´ı dat tunelem
Obra´zek 2.3: Princip GRE
Protokoly 2. vrstvy OSI modelu
Zapouzdrˇen´ı dat na druhe´ (linkove´) vrstveˇ OSI modelu ma´ velkou vy´hodu - tunel je schopny´
prˇena´sˇet protokoly nezalozˇene´ na IP. IP je rozsˇ´ıˇren v internetu a ethernetovy´ch s´ıt´ıch,
nicme´neˇ existuj´ı i jine´ standardy, jako naprˇ. Internetwork packet exchange (IPX). VPN
technologie operuj´ıc´ı na druhe´ vrstveˇ mohou teoreticky tunelovat libovolny´ druh paketu. Ve
veˇtsˇineˇ prˇ´ıpad˚u je nainstalova´no virtua´ln´ı point-to-point (PPP) zarˇ´ızen´ı, ktere´ je pouzˇ´ıva´no
ke spojen´ı s druhou stranou tunelu.
Na´sleduj´ıc´ı 4 VPN technologie druhe´ vrstvy jsou definova´ny v RFC, pouzˇ´ıvaj´ı sˇifrova´n´ı
a poskytuj´ı uzˇivatelskou autentizaci:
• Point to point tunneling protocol (PPTP) - vyv´ıjen za spolupra´ce firmy Micro-
soft, rozsˇ´ıˇril p˚uvodn´ı protokol PPP, a je integrova´n ve vsˇech noveˇjˇs´ıch operacˇn´ıch
syste´mech Microsoftu. PPTP pouzˇ´ıva´ pro zapouzdrˇen´ı mechanismus GRE. Nevy´ho-
dou je, zˇe umozˇnˇuje pouze jeden tunel soucˇasneˇ mezi komunikuj´ıc´ımi stranami.
• Layer 2 forwarding (L2F) - vyv´ıjen firmou CISCO te´meˇrˇ ve stejne´ dobeˇ jako
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PPTP a nab´ız´ı v´ıce mozˇnost´ı nezˇ PPTP, zejme´na co se ty´cˇe tunelova´n´ı ra´mc˚u a v´ıce
otevrˇeny´ch tunel˚u v jeden okamzˇik.
• Layer 2 tunneling protocol (L2TP) - prˇij´ımany´ jako pr˚umyslovy´ standard, hodneˇ
vyuzˇ´ıva´n firmou Cisco, a take´ ostatn´ımi vy´robci s´ıt’ovy´ch zarˇ´ızen´ı. Kombinuje vy´hody
protokol˚u PPTP a L2F. Prˇestozˇe nepodporuje vlastn´ı bezpecˇnostn´ı mechanismy, mu˚zˇe
by´t kombinova´n s jiny´mi protokoly zajiˇst’uj´ıc´ımi bezpecˇnost, jako naprˇ. IPSec.
• Layer 2 security protocol (L2Sec) - vyvinut pro rˇesˇen´ı bezpecˇnostn´ıch nedostatk˚u
protokolu IPSec, pouzˇ´ıva´ veˇtsˇinou SSL/TLS.
Protokoly 3. vrstvy OSI modelu
IPSec je nejrozsˇ´ıˇreneˇjˇs´ım prˇedstavitelem tunelovac´ıch protokol˚u. Prˇesneˇji rˇecˇeno souboru
protokol˚u pro zabezpecˇen´ı IP komunikace autentizac´ı a/nebo sˇifrova´n´ım kazˇde´ho IP paketu.
IPSec take´ zahrnuje protokoly pro spra´vu kryptograficky´ch kl´ıcˇ˚u. Pracuje ve dvou rezˇimech:
• Transportn´ı rezˇim - sˇifrova´na pouze uzˇitecˇna´ data, hlavicˇka IP protokolu nen´ı
modifikova´na ani sˇifrova´na, urcˇen pro komunikaci verˇejny´ch koncovy´ch uzl˚u
• Tunelovy´ rezˇim - cely´ paket (data a hlavicˇka) je zasˇifrova´n a/nebo autentizova´n.
Pote´ je zapouzdrˇen do nove´ho IP paketu pro smeˇrova´n´ı s´ıt´ı. Tunelovy´ rezˇim je urcˇen
pro komunikaci mezi dveˇmi s´ıteˇmi: koncovy´m uzlem a s´ıt´ı, nebo dveˇma koncovy´mi
uzly.
Protokoly 4. vrstvy OSI modelu
Ma´me take´ mozˇnost vytvorˇit VPN je na aplikacˇn´ı vrstveˇ. Tento prˇ´ıstup zajiˇst’uj´ı proto-
koly Secure socket layers (SSL) a Transport layer security (TLS). Uzˇivatel mu˚zˇe prˇistoupit
k VPN s´ıti podniku prˇes internetovy´ prohl´ızˇecˇ. Spojen´ı je nava´za´no prˇihla´sˇen´ım prˇes za-
bezpecˇenou HTTPS stra´nku. SSL je prakticky´m rˇesˇen´ım bezpecˇne´ho vzda´lene´ho prˇ´ıstupu
tam, kde IPSec nen´ı vhodne´. Jedna´ se prˇedevsˇ´ım o prostrˇed´ı s prˇekladem adres (NAT,
Network Address Translation), cozˇ mu˚zˇe IPSec cˇinit pot´ızˇe.
2.1.4 Bezpecˇnost
Je trˇeba zajistit, aby spolu komunikovaly opra´vneˇne´ strany, jejichzˇ totozˇnost je oveˇrˇena´,
a aby meˇly prˇ´ıstup k prostrˇedk˚um, ktere´ maj´ı k dispozici. Prˇi komunikaci prˇes verˇejnou
s´ıt’ take´ hroz´ı, zˇe by data mohla by´t odposlechnuta, prˇ´ıpadneˇ zmeˇneˇna. Pop´ıˇseme zajiˇsteˇn´ı
bezpecˇnosti pouze u protokol˚u IPSec a SSL/TLS.
IPSec
IPSec zajiˇst’uje na´sleduj´ıc´ı bezpecˇnostn´ı sluzˇby (viz. [3]):
• Du˚veˇrnost dat (sˇifrova´n´ım prˇena´sˇeny´ch dat)
• Integritu dat (autentizacˇn´ı hlavicˇkou)
• Autentizaci zdroje dat
• Ochranu proti opakovane´mu pos´ıla´n´ı dat
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• Kontrolu prˇ´ıstupu
K tomu vyuzˇ´ıva´ dva bezpecˇnostn´ı protokoly:
1. AH - authentication header. Zajiˇst’uje autentizaci a integritu dat odes´ılatele, ochranu
proti opeˇtovne´mu posla´n´ı datagramu. Pouzˇ´ıvaj´ı se hashovac´ı algoritmy HMAC-MD5
a HMAC-SHA1.
Obra´zek 2.4: AH v transportn´ım a tunelove´m rezˇimu
2. ESP - encapsulating security payload. Poskytuje d˚uveˇrnost zapouzdrˇen´ım dat IP
datagramu, volitelneˇ zajiˇst’uje integritu a autentizaci, pro sˇifrova´n´ı vyuzˇ´ıva´ symetri-
cke´ sˇifrovac´ı algoritmy DES, 3DES a asymetrickou RSA. Pro autentizaci a integritu
hashovac´ı funkce HMAC-MD5, HMAC-SHA1
Pro sˇifrova´n´ı vyuzˇ´ıva´ IPsec prˇedevsˇ´ım symetricke´ sˇifry, ktere´ jsou rychlejˇs´ı (DES, 3DES).
Proble´m s vy´meˇnou kl´ıcˇ˚u rˇesˇ´ı protokol IKE (Internet key exchange) vyuzˇ´ıvaj´ıc´ı asymetricky´
algoritmus Diffie-Hellman.
SSL
Z hlediska bezpecˇnosti slabsˇ´ı ochrana nezˇ u IPSec, ale me´neˇ na´rocˇna´ na implementaci
(nezabezpecˇuje vesˇkerou komunikaci, ale pouze neˇktere´ aplikace typu klient-server). Vhodne´
pro zabezpecˇen´ı webove´ nebo emailove´ komunikace, prˇ´ıpadneˇ sd´ılen´ı soubor˚u. Nehod´ı se pro
relacˇneˇ orientovane´ aplikace.
SSL zajiˇst’uje autentizaci uzˇivatele, integritu a sˇifrova´n´ı aplikacˇn´ıch dat. Vyzˇaduje spo-
lehlivy´ transportn´ı protokol, jako naprˇ. TCP. Pouzˇ´ıva´ asymetricke´ sˇifrova´n´ı verˇejny´m a sou-
kromy´m kl´ıcˇem. Podporuje obousmeˇrnou autentizaci, lze vyuzˇ´ıt jme´na a hesla, jme´na a to-
kenu, nebo digita´ln´ıch certifika´t˚u X.509.
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Obra´zek 2.5: ESP v transportn´ım a tunelove´m rezˇimu
2.2 OpenVPN
V te´to sekci pop´ıˇseme jednu z implementac´ı virtua´ln´ıch priva´tn´ıch s´ıt´ı zalozˇenou na proto-
kolu SSL - OpenVPN. Zacˇneme strucˇny´m u´vodem, histori´ı vy´voje, zajiˇst’ovanou bezpecˇnost´ı
a nakonec prˇ´ıkladem jednoduche´ konfigurace.
2.2.1 U´vod do OpenVPN
OpenVPN je open source aplikace pro vytva´rˇen´ı sˇifrovany´ch VPN tunel˚u mezi dveˇma po-
cˇ´ıtacˇi. Program byl napsa´n Jamesem Yonanem a je distribuova´n pod licenc´ı GNU GPL.
OpenVPN je plnohodnotne´ VPN zalozˇene´ na protokolu SSL. Umozˇnˇuje vytva´rˇet topo-
logie s´ıt´ı remote access a site-to-site (viz. sekce 2.1.1). Pracuje na druhe´ nebo trˇet´ı vrstveˇ
referencˇn´ıho modelu OSI zajiˇsteˇne´ protokoly SSL/TLS, podporuje autentizacˇn´ı metody
zalozˇene´ na certifika´tech, smart karta´ch a autentizaci jme´nem/heslem. VPN spojen´ı lze
tunelovat prˇes te´meˇrˇ kazˇdy´ firewall, pro prˇ´ıchoz´ı spojen´ı stacˇ´ı mı´t otevrˇeny´ jeden port.
Podporuje mnoho platforem - Linux, Solaris, OpenBSD, FreeBSD, NetBSD, Mac OS X
a Windows 2000/XP.
Historie
OpenVPN vzniklo v kveˇtnu roku 2001 u´vodn´ım releasem oznacˇeny´m jako 0.9. Funkcˇnost
byla omezena pouze na tunelova´n´ı IP prˇes UDP, symetrickou sˇifrou Blowfish a podepi-
sova´n´ım hashovac´ı funkc´ı SHA HMAC. Verze 1.0 z brˇezna 2002 jizˇ obsahovala podporu
SSL/TLS pro autentizaci a vy´meˇnu kl´ıcˇ˚u. Vy´voj verz´ı 1.x pokracˇoval azˇ do kveˇtna 2004,
kdy posledn´ı meˇla oznacˇen´ı 1.6.0. Mezit´ım byly opravova´ny chyby, prˇida´na podpora kon-
figurace prˇes extern´ı skripty, instalace prˇes RPM bal´ıcˇky, portova´n´ı na dalˇs´ı platformy,
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podpora TCP a DHCP.
Paralelneˇ k vylepsˇova´n´ı a vy´voji OpenVPN 1.x zacˇal v lednu 2003 vy´voj verze 2. V u´noru
2004 byla na sveˇteˇ prvn´ı testovac´ı verze s podporou v´ıcena´sobne´ho prˇipojova´n´ı klient˚u
k serveru (multiclient - server). Tato vlastnost je jedna z nejvy´znamneˇjˇs´ıch - neˇkolik klient˚u
se mu˚zˇe prˇipojit k serveru prˇes stejny´ port. V tuto dobu byly dveˇ vy´vojove´ veˇtve 1.6-
beta7 a 2.0-test3 spojeny a dalˇs´ı vy´voj pokracˇoval pouze verz´ı 2.x. Nezˇ vysˇel fina´ln´ı release
OpenVPN 2.0 v dubnu 2005, bylo do te´ doby vyda´no 20 betaverz´ı a 21 release kandida´t˚u.
K brˇeznu 2008 existuje posledn´ı stabiln´ı release 2.0.9 a release kandida´t cˇ. 7 verze 2.1,
ktera´ podporuje nejnoveˇjˇs´ı operacˇn´ı syste´m firmy Microsoft - Windows Vista. Nejvy´razneˇjˇs´ı
novinky prˇida´ny do verze 2.0 byly na´sleduj´ıc´ı:
• Podpora v´ıce klient˚u - OpenVPN nab´ız´ı specia´ln´ı rezˇim, kde klient˚um autentizovany´m
prˇes TLS je prˇes IP poskytnuta adresa jako DHCP serverem. T´ımto zp˚usobem mu˚zˇe
azˇ 128 klient˚u prˇes tunel komunikovat ve stejny´ cˇas prˇes TCP nebo UDP port.
• Push/pull volba - nastaven´ı klient˚u mu˚zˇe by´t rˇ´ızeno serverem. Po u´speˇsˇne´m sestaven´ı
tunelu mu˚zˇe server klientovi sdeˇlit, aby pouzˇil jine´ s´ıt’ove´ nastaven´ı.
• Rozhran´ı pro vzda´lenou spra´vu (prˇes telnet)
• Rozsˇ´ıˇren´ı virtua´ln´ıho s´ıt’ove´ho ovladacˇe pro operacˇn´ı syste´m Windows.
Informace cˇerpa´ny z [4] a [10].
2.2.2 Bezpecˇnost
OpenVPN nab´ız´ı dva autentizacˇn´ı rezˇimy:
1. Staticke´ kl´ıcˇe - pouzˇit´ı staticky´ch sd´ıleny´ch kl´ıcˇ˚u
2. TLS - pouzˇit´ı SSL/TLS a certifika´t˚u pro autentizaci a vy´meˇnu kl´ıcˇ˚u
V rezˇimu staticky´ch kl´ıcˇ˚u je vygenerova´n kl´ıcˇ a sd´ılen mezi dveˇma OpenVPN partnery
prˇedt´ım, nezˇ je tunel vytvorˇen. Staticky´ kl´ıcˇ obsahuje 4 neza´visle´ kl´ıcˇe: HMAC pro odes´ıla´n´ı,
HMAC pro prˇ´ıjem, sˇifrova´n´ı a desˇifrova´n´ı. Prvn´ı dva kl´ıcˇe zajiˇst’uj´ı integritu (hashovac´ı
funkce), druhe´ dva d˚uveˇrnost. V implicitn´ım nastaven´ı sd´ılej´ı obeˇ strany stejny´ HMAC pro
prˇ´ıjem a odes´ıla´n´ı a stejny´ kl´ıcˇ pro sˇifrova´n´ı/desˇifrova´n´ı.
V rezˇimu SSL/TLS je sestaveno SSL spojen´ı s oboustrannou autentizac´ı (kazˇda´ strana
mus´ı vlastnit sv˚uj certifika´t, podporova´ny certifika´ty X.509). Jestlizˇe je autentizace prˇes
SSL/TSL u´speˇsˇna´, kl´ıcˇe pro HMAC a sˇifrova´n´ı/desˇifrova´n´ı jsou na´hodneˇ vygenerovane´
funkc´ı knihovny OpenSSL RAND bytes a vymeˇneˇny mezi SSL/TSL spojen´ım. Obeˇ strany
maj´ı odliˇsny´ HMAC pro odes´ıla´n´ı a prˇij´ıma´n´ı, sˇifrova´n´ı a desˇifrova´n´ı. Podrobneˇji o bezpe-
cˇnosti popisuje [14].
2.2.3 Konfigurace
OpenVPN nab´ız´ı sˇiroke´ mozˇnosti konfigurace, uka´zˇeme si nejjednodusˇsˇ´ı nastaven´ı pro vy-
tvorˇen´ı tunelu mezi dveˇma uzly s pouzˇit´ım sd´ılene´ho kl´ıcˇe. Detailneˇjˇs´ı popis konfiguracˇn´ıch
prˇ´ıkaz˚u OpenVPN lze nale´zt v [10].
Meˇjme dva koncove´ uzly, prvn´ı s adresou 147.100.10.1 a druhy´ 147.100.10.2. Mezi nimi
chceme vytvorˇit sˇifrovany´ tunel se sd´ıleny´m staticky´m kl´ıcˇem. Vnitrˇn´ı s´ıt’ bude priva´tn´ı,
s adresou prvn´ıho uzlu 10.10.10.1 a druhe´ho uzlu 10.10.10.2.
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Nejprve je nutne´ pomoc´ı prˇ´ıkazu openvpn --genkey --secret secret.key vygenero-
vat sd´ıleny´ kl´ıcˇ, ktery´ bezpecˇnou cestou doprav´ıme na druhy´ uzel. Konfiguracˇn´ı soubor pro
prvn´ı uzel bude mı´t na´sleduj´ıc´ı obsah:
remote 147.100.10.2 #druha´ strana tunelu
ifconfig 10.0.0.1 255.255.255.0 #adresa a maska vnitrˇnı´ sı´teˇ
port 5001 #port, ke ktere´mu je sluzˇba OpenVPN prˇipojena
proto udp #protokol komunikace
dev tap0 #typ a cˇı´slo virtua´lnı´ho rozhranı´
secret secret.key #soubor se sdı´leny´m klı´cˇem
ping 10 #intervaly mezi kontrolou spojenı´
Konfiguracˇn´ı soubor druhe´ho uzlu se liˇs´ı pouze ve dvou rˇa´dc´ıch, jinak obsah stejny´ jako
u prvn´ıho:
remote 147.100.10.1
ifconfig 10.0.0.2 255.255.255.0
Pote´ jizˇ na obou uzlech spust´ıme program openvpn.exe s parametrem --config con-
fig file.ovpn, kde v souboru config file.ovpn se nacha´z´ı vy´sˇe popsane´ nastaven´ı. Nyn´ı
je jizˇ vesˇkera´ komunikace mezi uzly sˇifrova´na. Do takto vytvorˇene´ho tunelu lze prˇesmeˇrovat
libovolny´ s´ıt’ovy´ provoz. Prˇi vy´padku spojen´ı se OpenVPN automaticky pokus´ı o obnovu.
2.3 Windows CE Embedded 6.0
Detailn´ı popis operacˇn´ıho syste´mu Windows CE by zabralo v´ıce prostoru, nezˇ dovoluje
rozsah te´to pra´ce, proto si uvedeme jen za´kladn´ı koncepty a odliˇsnosti od desktopovy´ch
verz´ı Windows. Informace v te´to sekci cˇerpa´ny z [9].
2.3.1 U´vod a historie
Windows CE je nejmensˇ´ı syste´m z rodiny operacˇn´ıch syste´mu Microsoft Windows. Byl
navrhova´n jako kompaktn´ı, multivla´knovy´ operacˇn´ı syste´m s n´ızkou spotrˇebou, volitelny´m
graficky´m uzˇivatelsky´m rozhran´ım a podmnozˇinou Win32 API.
K popisu historie Windows CE je nutne´ pochopit rozd´ıly mezi operacˇn´ım syste´mem
a produkty, ktere´ jej pouzˇ´ıvaj´ı. Windows CE je vyv´ıjen skupinou programa´tor˚u ve firmeˇ
Microsoft. Jine´ firmy, ktere´ vyv´ıj´ı zarˇ´ızen´ı, jako naprˇ. rˇada Windows Mobile pouzˇ´ıvaj´ı nej-
vhodneˇjˇs´ı verzi Windows CE, ktera´ je dostupna´ v dobeˇ vyda´n´ı zarˇ´ızen´ı na trh.
Historie zarˇ´ızen´ı
Prvn´ı vy´robky navrzˇene´ pro Windows CE byly kapesn´ı organize´ry s obrazovkami o velikosti
480 na 240 pixel˚u nebo 640 na 240 pixel˚u s kla´vesnic´ı. Byly uvedeny koncem roku 1996,
vyuzˇ´ıvaly operacˇn´ı syste´m Windows CE 2.0.
V lednu roku 1998 prˇedstavil Microsoft dveˇ nove´ platformy - Palm-size PC a Auto PC.
Palm-size PC bylo reakc´ı na zarˇ´ızen´ı ovla´dana´ perem, ktery´m tehdy dominovaly syste´my
zalozˇene´ na Palm OS. Nicme´neˇ, Palm-size PC se na trhu prˇ´ıliˇs neujaly.
V dubnu 2000 se dostalo do prodeje nove´ zarˇ´ızen´ı od Microsoftu - Pocket PC, cozˇ
byla vy´razneˇ vylepsˇena´ verze starsˇ´ıho Palm-size PC. Prvn´ı Pocket PC pouzˇ´ıvalo doposud
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nevydanou verzi operacˇn´ıho syste´mu Windows CE 3.0. Uzˇivatelske´ rozhran´ı se zmeˇnilo do
dnesˇn´ı podoby s tzv. ”today“ obrazovkou. Nejveˇtsˇ´ı zmeˇnou byl ovsˇem rapidneˇ vylepsˇeny´
vy´kon samotne´ho Windows CE.
Pocket PC byl aktualizovany´ v roce 2001 a pojmenova´n Pocket PC 2002. Toto vyda´n´ı
bylo postaveno na fina´ln´ı verzi Windows CE 3.0 a obsahovalo vylepsˇen´ı prˇedevsˇ´ım v oblasti
uzˇivatelske´ho rozhran´ı. Zacˇal take´ vy´voj zarˇ´ızen´ı Pocket PC Phone Edition, ktery´ integroval
podporu mobiln´ıch telefon˚u do Pocket PC. Tato zarˇ´ızen´ı kombinovala funkcionalitu Pocket
PC spolu s vlastnostmi mobiln´ıch telefon˚u.
Jina´ vy´vojova´ skupina uvnitrˇ Microsoftu vydala tzv. Smart display, cozˇ byl syste´m
zalozˇeny´ na OS Windows CE .NET 4.1, ktery´ integroval tablet s bezdra´tovy´m modulem,
ktery´ se prˇipojoval k za´kladneˇ (pocˇ´ıtacˇi). Pokud byl Smart displej prˇipojen k za´kladneˇ,
choval se jako druhy´ monitor, pokud byl odpojen, slouzˇil jako mobiln´ı displej pro pocˇ´ıtacˇ.
Byl za´kladem technologie remote desktop.
Na jarˇe roku 2003 uverˇejnil ty´m vyv´ıjej´ıc´ı Pocket PC aktualizaci nazvanou Pocket PC
2003. Zmeˇna uzˇivatelske´ho rozhran´ı zde nebyla tak patrna´, jako u prˇedchoz´ı verze, ovsˇem
za´sadneˇ se vylepsˇila stabilita a vy´kon, protozˇe tento syste´m byl postaven na Windows CE
.NET 4.2. Byl to take´ prvn´ı syste´m, ktery´ integroval podporu pro Bluetooth.
Dalˇs´ı aktualizace Pocket PC a platformy Smartphone nazy´vana´ Pocket PC/Smartphone
2003 byla vyda´na v brˇeznu 2004. Zarˇ´ızen´ı podporovala r˚uzna´ rozliˇsen´ı displeje, rotace a vy-
lepsˇenou podporu komunikace. Tyto syste´my byly postaveny na lehce modifikovane´m ja´drˇe
Windows CE .NET 4.2.
V kveˇtnu 2005 prˇesˇly platformy Pocket PC a Smartphone pod jeden na´zev, a to Win-
dows Mobile. Vycha´zely z operacˇn´ıho syste´mu Windows CE 5, cozˇ zahrnovalo prˇechod ze
souborove´ho syste´mu zalozˇene´ho na RAM na souborovy´ syste´m zalozˇeny´ na flash pameˇtech.
Tato zmeˇna chra´nila prˇed ztra´tou dat zp˚usobenou vy´padkem napa´jen´ı.
Ty´m vyv´ıjej´ıc´ı Windows Mobile pokracˇoval v u´noru v 2007 s vyda´n´ım verze Windows
Mobile 6. Je staveˇn sta´le na ja´drˇe operacˇn´ıho syste´mu Windows CE 5, acˇkoli verze Windows
CE 6 vysˇla neˇkolik meˇs´ıc˚u prˇedt´ım. Na´zvoslov´ı se opeˇt zmeˇnilo, Pocket PC na Windows
Mobile Classic, Pocket PC Phone Edition na Windows Mobile Professional a Smartphone
na Windows Mobile Standard.
V soucˇasne´ dobeˇ sta´le pokracˇuje vy´voj novy´ch zarˇ´ızen´ı, mezi nejnoveˇjˇs´ı patrˇ´ı multi-
media´ln´ı prˇehra´vacˇ Zune od Microsoftu postaveny´ na Windows CE.
Historie operacˇn´ıho syste´mu
Vy´voj Windows CE zacˇal verz´ı 1.0, kdy se jednalo o jednoduchy´ organize´r. Verze 2.0 byla
vyda´na s uveden´ım Hanheld PC 2.0. Windows CE 2.0 prˇidal podporu pro s´ıteˇ, zahrnuj´ıc´ı
standardn´ı funkce Windows pro pra´ci se s´ıt´ı, NDIS miniport model, obecny´ s´ıt’ovy´ ovladacˇ
NE2000, podporu komponentove´ technologie COM, zobrazova´n´ı veˇtsˇ´ı hloubky pixel˚u nezˇ
2 bity jako u verze CE 1.0.
V srpnu 1998 bylo prˇedstaveno zarˇ´ızen´ı H/PC Professional spolu s novou verz´ı ope-
racˇn´ıho syste´mu 2.11. Windows CE 2.11 byl service pack k oficia´lneˇ nevydane´ verzi 2.1.
Za´rovenˇ vysˇel SDK Microsoft Platform Builder pro vy´voj aplikac´ı na te´to platformeˇ. CE
2.11 prˇida´va´ podporu pro soubory veˇtsˇ´ı nezˇ 4MB, prˇ´ıkazovy´ rˇa´dek a IrDA stack.
Dlouho ocˇeka´vany´ Windows CE 3.0 vysˇel v polovineˇ roku 2000. Na´sledoval dubnovy´
prˇ´ıchod Pocket PC, ktery´ obsahoval intern´ı build OS Windows CE 3.0. Nejveˇtsˇ´ı novin-
kou bylo prˇepracovane´ ja´dro, optimalizovane´ pro lepsˇ´ı podporu real-time aplikac´ı. Noveˇ
definuje 256 priorit pro vla´kna oproti prˇedchoz´ım 8, nastavovatelne´ cˇasove´ kvantum pro
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vla´kna, vnorˇena´ prˇerusˇen´ı a zredukovane´ prodlevy ja´dra. Da´le byla vylepsˇena podpora
COM a DCOM, mozˇnost vyuzˇit´ı 256MB RAM pro datove´ u´lozˇiˇsteˇ, limit pro jeden soubor
zveˇtsˇen na 32MB. Vycha´z´ı te´zˇ Platform Builder 3.0
Dalˇs´ı verze Windows CE nezahrnovala jen nove´ vlastnosti, ale i zmeˇnu jme´na. Windows
CE .NET 4.0 vysˇlo v roce 2001, zmeˇnilo organizaci virtua´ln´ı pameˇti, novy´ model nahra´va´n´ı
ovladacˇ˚u, podporu sluzˇeb operacˇn´ıho syste´mu, Bluetooth a 1394 (FireWire). I kdyzˇ bylo
do jme´na OS prˇida´no .NET, tato verze jesˇteˇ neobsahovala .NET Compact Framework.
Pozdeˇji v roce 2001 vysˇla verze Windows CE 4.1, prˇida´va´ podporu IPv6, Winsock 2
a .NET Compact Framework.
V polovineˇ roku 2003 byla uvedena na trh verze Windows CE .NET 4.2. Poskytuje
nove´ mozˇnosti pro vy´robce, kterˇ´ı chteˇj´ı podporovat aplikace pro Pocket PC na vestaveˇny´ch
zarˇ´ızen´ıch. Vy´kon zvy´sˇen podporou stra´nkova´n´ı hardwarem.
V cˇervenci 2004 vysˇla verze Windows CE 5.0. Opeˇt zvy´sˇen vy´kon, prˇedevsˇ´ım u s´ıt’ove´ho
za´sobn´ıku a souborove´ho syste´mu. Vy´razneˇ vylepsˇen Platform Builder usnadnˇuj´ıc´ı prˇevod
operacˇn´ıho syste´mu na novy´ hardware.
Nejveˇtsˇ´ı zmeˇna a aktualizace v historii CE prˇiˇsla s verz´ı Windows Embedded 6.0 v lednu
2006. Ja´dro Windows CE 6 bylo kompletneˇ prˇepsa´no, podporuje azˇ 32 tis´ıc soubeˇzˇneˇ
beˇzˇ´ıc´ıch proces˚u oproti 32 v prˇedchoz´ı verzi a 2GB pameˇti na proces oproti 32MB v prˇed-
choz´ı verzi.
2.3.2 Spra´va pameˇti
Syste´my s OS Windows CE maj´ı pameˇt’ typu RAM i ROM, ovsˇem obeˇ tyto pameˇti se
pouzˇ´ıvaj´ı odliˇsneˇ nezˇ na beˇzˇny´ch PC.
RAM
Pameˇt’ RAM je na Windows CE pouzˇ´ıva´na za stejny´m u´cˇelem, jako na jiny´ch operacˇn´ıch
syste´mech, to znamena´ pro haldu (heap), za´sobn´ık, a neˇkdy ko´d aplikac´ı. Narozd´ıl od jiny´ch
OS, cˇa´st RAMmu˚zˇe by´t vyuzˇita pro ukla´da´n´ı objekt˚u. Dalˇs´ı rozd´ıl je ten, zˇe objekty v RAM
z˚usta´vaj´ı i po vypnut´ı a resetu syste´mu, protozˇe syste´my s Windows CE obsahuj´ı kromeˇ
hlavn´ı baterie i za´lozˇn´ı, ktera´ sta´le napa´j´ı pameˇt’ RAM. Hranici mezi vyuzˇit´ım RAM pro
syste´m a u´lozˇiˇsteˇ lze nastavit. Jestlizˇe objektove´ u´lozˇiˇsteˇ na RAM nen´ı vyuzˇito, mus´ı by´t na-
hrazeno jiny´m souborovy´m syste´mem, trˇeba jako flash pameˇt´ı nebo jednodusˇe souborovy´m
syste´mem ROM (pouze pro cˇten´ı).
ROM
Na osobn´ıch pocˇ´ıtacˇ´ıch se pameˇt’ ROM pouzˇ´ıva´ k ulozˇen´ı BIOSu a ma´ typicky 64-128 kB.
Ve Windows CE se jej´ı velikost pohybuje od 4 do 32 MB a obsahuje cely´ operacˇn´ı syste´m,
stejneˇ jako aplikace s n´ım doda´vane´. ROM pameˇt’ se tedy chova´ jako pevny´ disk pouze pro
cˇten´ı.
Programy ulozˇene´ v ROM pameˇti mohou by´t navrzˇeny jako Execute in place (XIP).
To znamena´, zˇe je lze spustit prˇ´ımo z ROM bez toho, aby se nejprve musely nahra´t do
RAM. Vy´hodou je rychlejˇs´ı start aplikace a nezab´ıra´ mı´sto v RAM. Programy, ktere´ nejsou
v ROM, ale v objektove´m u´lozˇiˇsti, flash pameˇti nebo jine´m pevne´m disku mus´ı by´t prˇed
spusˇteˇn´ım nacˇteny do RAM.
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Virtua´ln´ı pameˇt’
Windows CE take´ podporuj´ı mechanismus virtua´ln´ı pameˇti. Jej´ı vy´hodou je fakt, zˇe aplikace
nejsou za´visle´ na fyzicke´ implementaci pameˇti zarˇ´ızen´ı (Windows CE podporuj´ı sˇirokou
sˇka´lu HW implementac´ı), a take´ zˇe mohou vyuzˇ´ıvat mnohem veˇtsˇ´ı adresovy´ prostor, nezˇ je
fyzicky prˇ´ıtomny´ v syste´mu.
Virtua´ln´ı pameˇt’ je stra´nkova´na, nejmensˇ´ı cˇa´st pameˇti, se kterou procesor pracuje se
nazy´va´ stra´nka. Pokud aplikace prˇistupuje ke stra´nce, procesor prˇelozˇ´ı virtua´ln´ı adresu na
fyzickou v ROM nebo RAM. Operacˇn´ı syste´m urcˇuje, zda je stra´nka platna´. Pokud ano,
namapuje fyzickou stra´nku pameˇti do virtua´ln´ı. Velikost stra´nky na Windows CE je 4kB,
stejneˇ jako na 32 bitovy´ch implementac´ıch Windows XP a Vista. Virtua´ln´ı stra´nky mohou
by´t ve trˇech stavech: volna´, rezervovana´ nebo potvrzena´. Volna´ znamena´, zˇe mu˚zˇe by´t
vyuzˇita´ pro alokaci. Rezervovana´ znacˇ´ı, zˇe uzˇ nemu˚zˇe by´t vyuzˇita operacˇn´ım syste´mem
nebo jiny´m vla´knem v procesu. Stra´nka ve stavu rezervovana´ nemu˚zˇe by´t pouzˇita ani apli-
kac´ı, dokud nen´ı namapova´na do fyzicke´ pameˇti. Pro namapova´n´ı mus´ı prˇej´ıt do stavu
potvrzena´. Potvrzena´ stra´nka byla rezervova´na aplikac´ı a namapova´na na fyzickou adresu.
Aplikacˇn´ı adresovy´ prostor
Virtua´ln´ı adresovy´ prostor prˇ´ıstupny´ aplikac´ım na Windows CE 6 se vy´razneˇ zveˇtsˇil oproti
prˇedchoz´ım verz´ım Windows CE, kde meˇl velikost 32 MB virtua´ln´ıho prostoru na aplikaci.
Nyn´ı lze pouzˇ´ıt azˇ 2 GB prostoru, z toho je 1 GB dostupny´ aplikac´ım pro alokaci pameˇti,
druhy´ 1 GB pro specia´ln´ı u´cˇely.
2.3.3 Moduly, procesy, vla´kna
Stejneˇ jako Windows Vista, Windows CE je multiprogramovy´ a multivla´knovy´ operacˇn´ı
syste´m. Soubory se spustitelny´m ko´dem se nazy´vaj´ı moduly. Windows CE podporuje dva
typu modul˚u: s prˇ´ıponou EXE a dynamicky linkovane´ knihovny - DLL. Spusˇteˇn´ım modulu
vznika´ proces, ktery´ ma´ sv˚uj oddeˇleny´ pameˇt’ovy´ prostor. Proces˚u mu˚zˇe v jeden okamzˇik
beˇzˇet v CE 6.0 azˇ 32 tis´ıc, prˇedchoz´ı verze byly omezeny na 32 spusˇteˇny´ch proces˚u v jeden
okamzˇik. Kazˇdy´ proces ma´ minima´lneˇ jedno vla´kno, vla´kna jsou zalozˇena´ na podobne´m
principu jako na ostatn´ıch verz´ıch Windows.
Moduly
Forma´t soubor˚u pro moduly je stejny´ jako na desktopovy´ch verz´ıch Windows (PE forma´t).
Narozd´ıl od Windows XP a Vista zde nen´ı podpora pro souborovy´ forma´t SYS pouzˇ´ıvany´
pro ovladacˇe zarˇ´ızen´ı. Mı´sto toho jsou ve Windows CE implementova´ny ovladacˇe jako DLL
soubory.
Procesy
Procesy na Windows CE obsahuj´ı oproti Windows XP a Vista me´neˇ stavovy´ch informac´ı
a to prˇedevsˇ´ım z d˚uvodu, zˇe syste´m nepodporuje koncept aktua´ln´ıch adresa´rˇ˚u, vsˇechny
cesty se mus´ı uva´deˇt jako absolutn´ı. Da´le nepodporuje promeˇnne´ prostrˇed´ı. Proces tedy
nemus´ı tyto informace ukla´dat.
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2.3.4 Souborovy´ syste´m
Windows CE poskytuje plnohodnotny´ souborovy´ za´sobn´ık (stack), ktery´ podporuje sˇirokou
sˇka´lu souborovy´ch syste´mu˚ a u´lozˇny´ch me´di´ı (flash, pevne´ disky). Unika´tn´ı je souborovy´
syste´m zalozˇeny´ na RAM pameˇti zvany´ u´lozˇiˇsteˇ objekt˚u (object store). U´lozˇiˇsteˇ objekt˚u je
implementova´no jako databa´ze, ovsˇem navenek skryto prˇes standardn´ı Win32 API funkce
pro pra´ci se soubory.
Aplikacˇn´ı rozhran´ı pro pra´ci se soubory je prˇ´ımo zdeˇdeˇno z Win32 API. Mezi hlavn´ı
rozd´ıly patrˇ´ı, zˇe Windows CE nepouzˇ´ıva´ pro jme´na disk˚u znaky (C:, D:, ...). Mı´sto toho
je cesta k souboru definovana´ z korˇenove´ho adresa´rˇe, kde se do slozˇek prˇipojuj´ı korˇenove´
adresa´rˇe jednotlivy´ch souborovy´ch syste´mu˚. Spolu s chybeˇj´ıc´ımi jme´ny jednotlivy´ch disk˚u
nen´ı podporova´n koncept aktua´ln´ıch adresa´rˇ˚u, tzn. soubory jsou vzˇdy reprezentova´ny plnou
cestou.
Forma´t jmen soubor˚u je stejny´ jako na ostatn´ıch verz´ıch Windows. Prˇ´ıpona je trˇ´ıznakova´
a definuje typ souboru. Povolene´ znaky ve jme´neˇ jsou stejne´ jako na desktopovy´ch verz´ıch
Windows, podporuje dlouha´ jme´na soubor˚u.
2.3.5 NetDCU10
NetDCU jsou vestaveˇna´ pocˇ´ıtacˇova´ zarˇ´ızen´ı s operacˇn´ım syste´mem Windows CE nebo Li-
nux. Specializovany´m vy´robcem te´to rodiny jednodeskovy´ch rˇ´ıd´ıc´ıch pocˇ´ıtacˇ˚u je firma F&S
Elektronik Systeme GmbH.
NetDCU10 vycha´z´ı ze syste´mu NetDCU8. Je postaven na procesoru Samsung ARM9
s frekvenc´ı 400 MHz. Obsahuje 64MB flash/SDRAM, rozhran´ı pro prˇipojen´ı extern´ıch Secu-
reDigital (SD) flash karet pro rozsˇ´ıˇren´ı pameˇti, podporuje rozhran´ı LCD displeje, doty-
kove´ho panelu, 3xRS232, 2xUSB (host, zarˇ´ızen´ı), kla´vesnice a ethernetove´ rozhran´ı.
NetDCU10 beˇzˇ´ı na nejnoveˇjˇs´ım operacˇn´ım syste´mu firmy Microsoft Windows Embedded
CE 6.0. Vy´voj aplikac´ı je mozˇny´ v prostrˇed´ı Visual Studio 2005 v jazyc´ıch C++, C# nebo
VB.NET.
Obra´zek 2.6: NetDCU10 bez vy´vojove´ho kitu s rozhran´ımi
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Kapitola 3
Analy´za
Prˇevod programu OpenVPN na platformu Windows CE sesta´va´ ze dvou krok˚u:
1. Prˇevod virtua´ln´ıho s´ıt’ove´ho ovladacˇe TUN/TAP
2. Prˇevod samotne´ho programu OpenVPN
V te´to kapitole nejprve podrobneˇji pop´ıˇseme obecnou strukturu a funkci ovladacˇ˚u
v operacˇn´ım syste´mu Windows na ba´zi NT, pote´ prˇejdeme k popisu ovladacˇ˚u na plat-
formeˇ Windows CE. C´ılem prvn´ı cˇa´sti implementace je s´ıt’ovy´ ovladacˇ, pro ktery´ operacˇn´ı
syste´my Microsoftu pouzˇ´ıvaj´ı subsyste´m NDIS (Network driver interface specification), jezˇ
bude takte´zˇ popsa´n. Nakonec zmı´n´ıme strukturu samotne´ho programu OpenVPN, jeho
na´vaznost na syste´m a komunikaci se s´ıt’ovy´mi ovladacˇi. Prˇevod OpenVPN bude c´ılem
druhe´ cˇa´sti implementace.
3.1 Ovladacˇe zarˇ´ızen´ı (Device drivers)
V te´to sekci nejprve uvedeme obecne´ vlastnosti ovladacˇ˚u, a pote´ pop´ıˇseme ra´mcoveˇ ar-
chitekturu Windows driver model (WDM), ktera´ se pouzˇ´ıva´ pro psan´ı ovladacˇ˚u zarˇ´ızen´ı
v operacˇn´ım syste´mu Windows. Vsˇechny na´sleduj´ıc´ı informace z´ıska´ny z [7].
3.1.1 Ovladacˇe - u´vod
Ovladacˇ zarˇ´ızen´ı je software, ktery´ umozˇnˇuje operacˇn´ımu syste´mu (OS) pracovat s hard-
warem. Neˇktere´ ovladacˇe jsou soucˇa´st´ı OS, jine´ distribuova´ny vy´robcem HW. Jsou za´visle´
na konkre´tn´ım hardwaru a specificke´ pro kazˇdy´ operacˇn´ı syste´m.
Ovladacˇ zajiˇst’uje rˇ´ızen´ı hardware a za´rovenˇ komunikuje se zbytkem operacˇn´ıho syste´mu
pomoc´ı obecneˇjˇs´ıch rozhran´ı, ktera´ zajiˇst’uj´ı abstrakci zarˇ´ızen´ı. Abstrakc´ı je mysˇleno pouzˇit´ı
stejne´ho nebo podobne´ho rozhran´ı pro podobne´ typy zarˇ´ızen´ı.
Ovladacˇ typicky komunikuje se zarˇ´ızen´ım prostrˇednictv´ım sbeˇrnice nebo komunikuje
se subsyste´mem, ke ktere´mu je hardware prˇipojen. Jestlizˇe program vyvola´ prˇes rozhran´ı
operacˇn´ıho syste´mu rutinu ovladacˇe, vysˇle se prˇ´ıkaz k zarˇ´ızen´ı. V okamzˇiku, kdy je prˇ´ıkaz
zpracova´n, jsou data zasla´na zpeˇt k ovladacˇi a ten spust´ı obsluzˇnou rutinu volaj´ıc´ıho pro-
gramu. Obra´zek 3.1 zna´zornˇuje umı´steˇn´ı ovladacˇ˚u v architekturˇe operacˇn´ıho syste´mu.
Ovladacˇe se nejcˇasteˇji vyuzˇ´ıvaj´ı pro:
• graficke´ karty
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Obra´zek 3.1: Umı´steˇn´ı ovladacˇ˚u v operacˇn´ıch syste´mech
• s´ıt’ove´ adapte´ry
• zvukove´ karty
• pocˇ´ıtacˇove´ tiska´rny, skenery
• zarˇ´ızen´ı na sbeˇrnici (bus)
• u´lozˇne´ zarˇ´ızen´ı, souborove´ syste´my
• ...
3.1.2 Architektura ovladacˇ˚u ve Windows
Operacˇn´ı syste´my Windows podporuj´ı vrstvovou architekturu ovladacˇ˚u. Kazˇde´ zarˇ´ızen´ı
je obsluhova´no rˇeteˇzcem ovladacˇ˚u, obvykle nazy´vany´m za´sobn´ık ovladacˇ˚u (driver stack).
Obra´zek 3.2 zna´zornˇuje typy ovladacˇ˚u, ktere´ se mohou vyskytovat ve fronteˇ ovladacˇ˚u pro
hypoteticke´ zarˇ´ızen´ı. Popis vrstev:
1. Nad za´sobn´ıkem ovladacˇ˚u je aplikace. Aplikace zpracova´va´ pozˇadavky od uzˇivatel˚u
a jiny´ch aplikac´ı, a vola´ bud’ metodu rozhran´ı Win32 API nebo rutinu nab´ızenou
ovladacˇem v uzˇivatelske´m rezˇimu (user-mode driver)
2. Ovladacˇ v uzˇivatelske´m rezˇimu zpracova´va´ pozˇadavky z aplikac´ı nebo z rozhran´ı
Win32 API. Pro pozˇadavky, ktere´ vyzˇaduj´ı sluzˇby ja´dra, user-mode ovladacˇ vola´
Win32 API, ktere´ zavola´ prˇ´ıslusˇnou rutinu ja´dra za u´cˇelem proveden´ı prˇ´ıslusˇne´ akce.
Ovladacˇe v uzˇivatelske´m rezˇimu jsou obvykle implementova´ny jako DLL knihovny.
3. Ovladacˇ v rezˇimu ja´dra (kernel-mode driver) zpracova´va´ pozˇadavky podobneˇ jako
ovladacˇ v uzˇivatelske´m rezˇimu, s vy´jimkou toho, zˇe tyto pozˇadavky jsou prova´deˇny
v rezˇimu ja´dra
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Obra´zek 3.2: Existuj´ıc´ı typy ovladacˇ˚u v OS Windows
4. Dvojice ovladacˇ˚u class a miniclass poskytuj´ı prˇeva´zˇnou cˇa´st podpory specificke´ pro
dane´ zarˇ´ızen´ı. Class ovladacˇe doda´vaj´ı hardwaroveˇ neza´vislou podporu pro jednotlivou
trˇ´ıdu zarˇ´ızen´ı, jsou typicky doda´va´ny vy´robcem OS.
Miniclass ovladacˇe zpracova´vaj´ı operace pro specificke´ typy zarˇ´ızen´ı jednotlive´ trˇ´ıdy.
Tyto ovladacˇe jsou obvykle doda´va´ny vy´robcem hardwaru.
5. Odpov´ıdaj´ıc´ı ovladacˇ portu (pro neˇktera´ zarˇ´ızen´ı nazy´va´na host controller, prˇ´ıpadneˇ
host adapter driver) podporuje pozˇadovane´ I/O operace pro port, hub nebo fyzicke´
zarˇ´ızen´ı, ktere´ ma´ pod sebou, a prˇes ktere´ je zarˇ´ızen´ı prˇipojene´. Prˇ´ıtomnost teˇchto
ovladacˇ˚u za´vis´ı na typu zarˇ´ızen´ı a na sbeˇrnici, ke ktere´ je prˇipojene´ (vsˇechny fronty
ovladacˇ˚u pro u´lozˇna´ zarˇ´ızen´ı maj´ı port driver, naprˇ. SCSI port driver poskytuje pod-
poru pro I/O prˇes SCSI sbeˇrnici).
Odpov´ıdaj´ıc´ı miniport ovladacˇ zpracova´va´ operace specificke´ pro ovladacˇ portu. Pro
veˇtsˇinu typ˚u zarˇ´ızen´ı je ovladacˇ portu doda´va´n vy´robcem OS a miniport vy´robcem
zarˇ´ızen´ı.
6. Ovladacˇ sbeˇrnice je pro velkou veˇtsˇinu sbeˇrnic distribuova´n vy´robcem OS
Naprˇ´ıklad graficke´ karty vyzˇaduj´ı tzv. display driver, video port driver a video miniport
driver. Display driver je analogicky´ k ovladacˇi v rezˇimu ja´dra na prˇedchoz´ım obra´zku. Po-
skytuje obecne´ vykreslovac´ı schopnosti a cˇasto pracuje v´ıce jak s jednou grafickou kartou.
Video port driver podporuje na zarˇ´ızen´ı neza´visle´ graficke´ operace. Pracuje ve spojen´ı s vi-
deo miniport ovladacˇem, ktery´ poskytuje funkcionalitu specifickou pro kazˇdy´ typ graficke´
karty. V tomto prˇ´ıkladu nen´ı vyzˇadova´n class/miniclass ovladacˇ.
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Obra´zek 3.3: Architektura komponent operacˇn´ıho syste´mu Windows
3.1.3 Rozdeˇlen´ı ovladacˇ˚u ve Windows
Existuj´ı dva za´kladn´ı typy ovladacˇ˚u ve Windows:
1. ovladacˇe v uzˇivatelske´m rezˇimu (user-mode drivers) - typicky poskytuj´ı roz-
hran´ı mezi aplikacemi a ovladacˇi v rezˇimu ja´dra, prˇ´ıpadneˇ jiny´mi komponentami OS.
2. ovladacˇe v rezˇimu ja´dra (kernel-mode drivers) - patrˇ´ı mezi neˇ veˇtsˇina ovladacˇ˚u
OS, spousˇt´ı se v rezˇimu ja´dra, jsou ve veˇtsˇineˇ prˇ´ıpad˚u vrstvene´. By´vaj´ı implemen-
tova´ny jako samostatne´ modula´rn´ı komponenty, ktere´ maj´ı prˇesneˇ definovany´ soubor
operac´ı. Za´kladn´ı rozdeˇlen´ı vrstev je na´sleduj´ıc´ı:
• Ovladacˇe nejvysˇsˇ´ı u´rovneˇ (highest-level drivers) - patrˇ´ı mezi neˇ ovladacˇe
souborove´ho subsyste´mu (NTFS, FAT, CDFS)
• Ovladacˇe strˇedn´ı u´rovneˇ (intermediate drivers) - lze je da´le rozdeˇlit na
funkcˇn´ı a filtrovac´ı ovladacˇe, jsou za´visle´ na podporˇe ovladacˇ˚u nejnizˇsˇ´ı u´rovneˇ,
zajiˇst’uj´ı obvykle specifickou funkcionalitu pro dane´ hardwarove´ zarˇ´ızen´ı
• Ovladacˇe nejnizˇsˇ´ı u´rovneˇ (lowest-level drivers) - rˇ´ıd´ı sbeˇrnici, na kterou
je zarˇ´ızen´ı prˇipojeno (bus drivers)
Obecneˇ, ovladacˇe nejvysˇsˇ´ı u´rovneˇ z´ıskaj´ı data od aplikace, ktera´ mohou neˇjaky´m zp˚u-
sobem filtrovat (intermediate) a posˇlou je k ovladacˇi nejnizˇsˇ´ı u´rovneˇ k zajiˇsteˇn´ı pozˇadovane´
funkcionality. Obra´zek 3.3 zna´zornˇuje celkovy´ pohled na komponenty operacˇn´ıho syste´mu
Windows a vztah ovladacˇ˚u k teˇmto komponenta´m.
3.1.4 WDM - Windows driver model
K zajiˇsteˇn´ı prˇenositelnosti ovladacˇ˚u mezi jednotlivy´mi verzemi OS Windows byl prˇedstaven
tzv. Windows driver model (WDM). Je podporova´n v operacˇn´ıch syste´mech Windows
98/NT/2000/XP/Vista. WDM se sta´le vyv´ıj´ı, zpeˇtna´ kompatibilita je zachova´na, avsˇak
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Obra´zek 3.4: Vztahy mezi jednotlivy´mi typy ovladacˇ˚u
na starsˇ´ıch verz´ıch OS nemus´ı by´t zajiˇsteˇna funkcionalita ovladacˇe psane´ho v noveˇjˇs´ı verzi
WDM. WDM definuje trˇi typy ovladacˇ˚u:
• Ovladacˇe sbeˇrnice (bus drivers) - rˇ´ıd´ı jednotlive´ vstupneˇ/vy´stupn´ı sbeˇrnice a po-
skytuj´ı funkcionalitu, ktera´ je neza´visla´ na jednotlivy´ch typech zarˇ´ızen´ı.
• Funkcˇn´ı ovladacˇe (function drivers) - rˇ´ıd´ı jednotliva´ zarˇ´ızen´ı
• Filtrovac´ı ovladacˇe (filter drivers) - filtruj´ı vstupneˇ/vy´stupn´ı pozˇadavky na za-
rˇ´ızen´ı, trˇ´ıdu zarˇ´ızen´ı nebo sbeˇrnici.
Obra´zek 3.4 zna´zornˇuje vztah mezi sbeˇrnicovy´m, funkcˇn´ım a filtrovac´ım ovladacˇem.
Kazˇde´ zarˇ´ızen´ı ma´ typicky ovladacˇ pro rodicˇovskou vstupneˇ/vy´stupn´ı sbeˇrnici, funkcˇn´ı
ovladacˇ pro samotne´ zarˇ´ızen´ı a zˇa´dne´ nebo neˇkolik filtrovac´ıch ovladacˇ˚u. Blizˇsˇ´ı popis obra´-
zku 3.4:
1. Sbeˇrnicovy´ ovladacˇ - obsluhuje sbeˇrnici cˇi adapte´r. Pro kazˇdy´ typ sbeˇrnice na
pocˇ´ıtacˇi existuje jeden ovladacˇ. OS veˇtsˇinou poskytuje ovladacˇe pro beˇzˇne´ typy sbeˇrnic
(PCI, SCSI, USB)
2. Filtr ovladacˇe sbeˇrnice - typicky prˇida´va´ dodatecˇnou funkcionalitu sbeˇrnici, v sy-
ste´mu jich mu˚zˇe existovat libovolny´ pocˇet. Prˇ´ıkladem mu˚zˇe by´t ACPI filtr, spravuj´ıc´ı
napa´jen´ı a zap´ına´n´ı/vyp´ına´n´ı zarˇ´ızen´ı na sbeˇrnici. ACPI filtr je transparentn´ı pro
ostatn´ı ovladacˇe.
3. Filtrovac´ı ovladacˇe nizˇsˇ´ı u´rovneˇ - modifikuj´ı chova´n´ı hardwarove´ho zarˇ´ızen´ı a take´
I/O pozˇadavk˚u, jsou volitelne´. Naprˇ. pro trˇ´ıdu zarˇ´ızen´ı ovladacˇ˚u mysˇi zajiˇst’uje akce-
leraci prova´deˇn´ım nelinea´rn´ı konverze dat o pohybu mysˇi.
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Obra´zek 3.5: Za´sobn´ık zarˇ´ızen´ı (device stack)
4. Funkcˇn´ı ovladacˇe - hlavn´ı ovladacˇ zarˇ´ızen´ı, nutny´ k jeho funkci, obvykle doda´va´n
vy´robcem hardwaru
5. Filtrovac´ı ovladacˇe vysˇsˇ´ı u´rovneˇ - poskytuj´ı dodatecˇnou funkcionalitu zarˇ´ızen´ı,
volitelne´. Pro kla´vesnici mu˚zˇe naprˇ´ıklad zajistit dodatecˇne´ bezpecˇnostn´ı kontroly dat
o stisku kla´ves.
3.1.5 Objekty zarˇ´ızen´ı (Device objects)
V operacˇn´ım syste´mu jsou zarˇ´ızen´ı reprezentova´ny tzv. objekty zarˇ´ızen´ı (device objects). Ke
kazˇde´mu fyzicke´mu (virtua´ln´ımu) zarˇ´ızen´ı je prˇiˇrazen jeden cˇi v´ıce objekt˚u. Pokud aplikace
vyzˇaduje prove´st urcˇitou operaci na zarˇ´ızen´ı, c´ılem vola´n´ı je pra´veˇ objekt zarˇ´ızen´ı.
Ovladacˇe ja´dra mus´ı vytvorˇit alesponˇ jednu instanci objektu pro kazˇde´ zarˇ´ızen´ı s na´sle-
duj´ıc´ımi vy´jimkami:
• ovladacˇe maj´ı prˇiˇrazenou trˇ´ıdu ovladacˇ˚u, a proto nemus´ı vytva´rˇet vlastn´ı objekt
zarˇ´ızen´ı
• ovladacˇe jsou soucˇa´st´ı specificky´ch subsyste´mu˚, naprˇ´ıklad ovladacˇe NDIS (bude zmı´-
neˇn da´le), ktere´ maj´ı vlastn´ı objekty zarˇ´ızen´ı vytva´rˇene´ dany´m subsyste´mem
Zarˇ´ızen´ı jsou obvykle reprezentovana´ neˇkolika objekty zarˇ´ızen´ı, jeden pro kazˇdy´ ovladacˇ.
Objekty zarˇ´ızen´ı jsou uchova´va´ny v tzv. za´sobn´ıku zarˇ´ızen´ı (na obra´zku 3.5). Kdykoli se
vyskytne zˇa´dost o proveden´ı operace na zarˇ´ızen´ı, syste´m zasˇle datovou strukturu IRP (I/O
request packet) ovladacˇi zarˇ´ızen´ı, ktere´ se nacha´z´ı na zacˇa´tku fronty zarˇ´ızen´ı. Kazˇdy´ ovladacˇ
bud’ IRP zpracuje nebo jej posˇle k ovladacˇi, ktery´ je prˇiˇrazen nizˇsˇ´ımu objektu zarˇ´ızen´ı
v za´sobn´ıku zarˇ´ızen´ı.
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Obra´zek 3.6: Architektura WDM
Objekty zarˇ´ızen´ı jsou reprezentova´ny strukturami DEVICE OBJECT, ktere´ jsou rˇ´ızeny
spra´vcem objekt˚u (object manager). Syste´m te´zˇ poskytuje vyhrazeny´ prostor pro specificke´
vlastnosti jednotlivy´ch zarˇ´ızen´ı, nazy´vany´ ”device extension“. Na obra´zku 3.6 vid´ıme vztah
mezi objekty zarˇ´ızen´ı a I/O manazˇerem.
Ve WDM existuj´ı 3 typy objekt˚u zarˇ´ızen´ı:
• Fyzicke´ objekty zarˇ´ızen´ı (Physical device object PDO) - reprezentuj´ı zarˇ´ızen´ı
na sbeˇrnici pro ovladacˇ sbeˇrnice (bus driver)
• Funkcˇn´ı objekty zarˇ´ızen´ı (Function device object FDO) - reprezentuj´ı zarˇ´ızen´ı
pro funkcˇn´ı ovladacˇ (function driver)
• Filtrovac´ı objekty zarˇ´ızen´ı (Filter device object DO) - reprezentuj´ı zarˇ´ızen´ı
pro filtrovac´ı ovladacˇ (filter driver)
3.1.6 Komponenty ovladacˇ˚u ja´dra
Kazˇdy´ ovladacˇ ja´dra je vytva´rˇen na mnozˇineˇ syste´mem definovany´ch standardn´ıch rutina´ch
ovladacˇ˚u (standard driver routines). Ovladacˇe ja´dra zpracova´vaj´ı vstupneˇ/vy´stupn´ı pakety
pozˇadavk˚u (I/O request packets, da´le jen IRPs) pra´veˇ pomoc´ı teˇchto standardn´ıch rutin.
Vsˇechny ovladacˇe, bez ohledu na jejich u´rovenˇ v rˇeteˇzci ovladacˇ˚u, mus´ı mı´t imple-
mentova´nu za´kladn´ı mnozˇinu standardn´ıch rutin urcˇeny´ch pro zpracova´n´ı IRP. Zda mus´ı
implementovat i jine´ rutiny za´vis´ı na tom, co dany´ ovladacˇ rˇ´ıd´ı. Obecneˇ, ovladacˇe nizˇsˇ´ı
u´rovneˇ vyzˇaduj´ı v´ıce obsluzˇny´ch rutin nezˇ ovladacˇe vysˇsˇ´ı u´rovneˇ, ktere´ typicky zasˇlou IRP
k nizˇsˇ´ımu ovladacˇi pro zpracova´n´ı.
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Standardn´ı rutiny mohou by´t rozdeˇleny do dvou skupin:
1. povinne´, ktere´ kazˇdy´ ovladacˇ mus´ı implementovat:
• DriverEntry - inicializuje ovladacˇ a jeho objekt
• AddDevice - inicializuje zarˇ´ızen´ı a vytva´rˇ´ı objekty zarˇ´ızen´ı
• Dispatch routines - prˇij´ımaj´ı a zpracova´vaj´ı IRP
• Unload - uvolnˇuje syste´move´ prostrˇedky, vyzˇadovane´ ovladacˇem
2. volitelne´, ktere´ za´vis´ı na typu ovladacˇe a na pozici, kde se nacha´z´ı ve fronteˇ zarˇ´ızen´ı:
(vy´pis jen neˇktery´ch, kompletn´ı seznam v [7])
• StartIo - zacˇ´ına´ vstupneˇ/vy´stupn´ı operaci na fyzicke´m zarˇ´ızen´ı
• Interrupt service routine - ukla´da´ stav zarˇ´ızen´ı prˇi prˇerusˇen´ı
• Deferred procedure calls - zpracova´va´ prˇerusˇen´ı po ulozˇen´ı stavu zarˇ´ızen´ı
• AdapterControl - iniciuje DMA operace
• IoCompletion - ukoncˇuje zpracova´n´ı IRP ovladacˇem
• Cancel - rusˇ´ı zpracova´va´n´ı IRP ovladacˇem
Vstupn´ımi argumenty standardn´ıch rutin je c´ılovy´ objekt zarˇ´ızen´ı a zpracova´vane´ (ak-
tua´ln´ı) IRP.
3.1.7 I/O request packets - IRPs
Protozˇe problematika zpracova´n´ı IRP je pomeˇrneˇ slozˇita´ a kompletn´ı popis by prˇekrocˇil
rozsah te´to pra´ce, uvedeme pouze za´kladn´ı koncepty a vlastnosti IRPs. Prˇ´ıpadne´ za´jemce
lze odka´zat na [2].
U´vod do IRPs
V operacˇn´ıch syste´mech Windows na ba´zi NT komunikuje operacˇn´ı syste´m s ovladacˇi
zas´ıla´n´ım vstupneˇ/vy´stupn´ıch paket˚u s pozˇadavky - I/O request packets - IRPs. Datova´
struktura zapouzdrˇuj´ıc´ı IRP nepopisuje pouze I/O pozˇadavek, ale take´ zpracova´va´ infor-
mace o stavech pozˇadavku, jak je zas´ıla´n postupneˇ prˇes jednotlive´ ovladacˇe, ktere´ jej zpra-
cova´vaj´ı. Datova´ struktura IRP slouzˇ´ı dveˇma u´cˇel˚um, a mu˚zˇe by´t definova´no jako:
• kontejner pro I/O pozˇadavky
• za´sobn´ık neza´visly´ch vla´ken s pozˇadavky (thread-independent call stack)
IRP jako kontejner pro I/O pozˇadavky
Operacˇn´ı syste´m zas´ıla´ nejv´ıce I/O pozˇadavk˚u k ovladacˇi pra´veˇ prˇes IRPs. IRPs jsou vhodne´
pro tento u´cˇel protozˇe:
• mohou by´t zpracova´va´ny asynchronneˇ
• mohou by´t zrusˇeny
• lze je zpracovat v´ıce jak jedn´ım ovladacˇem
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Obra´zek 3.7: Struktura IRP
Datova´ struktura IRP zabaluje informace, ktere´ ovladacˇ potrˇebuje k odpoveˇdi na I/O
pozˇadavek. Pozˇadavek mu˚zˇe by´t zasla´n jak z uzˇivatelske´ho rezˇimu, tak z rezˇimu ja´dra.
Kazˇde´ IRP ma´ dveˇ cˇa´sti:
1. Hlavicˇku, ktera´ popisuje prima´rn´ı I/O pozˇadavek
2. Pole parametr˚u, ktere´ popisuj´ı vedlejˇs´ı pozˇadavky (neˇkdy nazy´vane´ pod-pozˇadavky)
Velikost hlavicˇky je stejna´ pro kazˇde´ IRP, velikost pole parametr˚u za´vis´ı na pocˇtu
ovladacˇ˚u, ktere´ budou IRP zpracova´vat.
IRP hlavicˇka: IRP je obvykle zpracova´va´no za´sobn´ıkem ovladacˇ˚u. Hlavicˇka IRP obsa-
huje data, ktera´ jsou pouzˇ´ıva´na kazˇdy´m ovladacˇem, ktery´ zpracova´va´ IRP. Ovladacˇ, ktery´
pra´veˇ zpracova´va´ IRP je nazy´va´n ”aktua´ln´ım vlastn´ıkem IRP“ (current owner). Hlavicˇka
kazˇde´ho IRP obsahuje stav zpracova´n´ı a odkazy na na´sleduj´ıc´ı polozˇky:
• Buffery pro cˇten´ı vstupu a za´pis vy´stupu IRP
• Oblast pameˇti pro ovladacˇ, ktery´ pra´veˇ zpracova´va´ IRP
• Rutina z´ıskana´ aktua´ln´ım vlastn´ıkem IRP, kterou operacˇn´ı syste´m vola´, jestlizˇe je
IRP rusˇeno
• Parametry pro aktua´ln´ı vedlejˇs´ı pozˇadavek
Pole parametr˚u: Za hlavicˇkou se nacha´z´ı pole vedlejˇs´ıch pozˇadavk˚u. IRP mu˚zˇe mı´t
v´ıce jak jeden vedlejˇs´ı pozˇadavek, protozˇe IRP je veˇtsˇinou zpracova´no v´ıce ovladacˇi. Kazˇde´
IRP je alokova´no (I/O manazˇerem) s pevny´m pocˇtem vedlejˇs´ıch pozˇadavk˚u, obvykle jedn´ım
pro kazˇdy´ ovladacˇ ze za´sobn´ıku. Toto cˇ´ıslo koresponduje s polozˇkou StackSize (viz. obra´zek
3.6) prvn´ıho objektu zarˇ´ızen´ı z fronty, tedy ovladacˇ uprostrˇed fronty mu˚zˇe alokovat me´neˇ.
Jestlizˇe ovladacˇe mus´ı prˇeposlat pozˇadavek do jine´ fronty zarˇ´ızen´ı, je nutne´ vytvorˇit nove´
IRP.
Kazˇdy´ vedlejˇs´ı pozˇadavek je reprezentova´n strukturou IO STACK LOCATION a IRP ob-
vykle obsahuje jednu takovou strukturu pro kazˇdy´ ovladacˇ v za´sobn´ıku zarˇ´ızen´ı, ke ktere´
je IRP zasla´no. Pole v hlavicˇce IRP identifikuje strukturu IO STACK LOCATION, ktera´ se
aktua´lneˇ pouzˇ´ıva´. Hodnota tohoto pole se nazy´va´ ukazatel za´sobn´ıku (IRP stack pointer)
nebo aktua´ln´ı pozice v za´sobn´ıku (current stack location). Struktura IO STACK LOCATION
obsahuje na´sleduj´ıc´ı polozˇky:
• Prima´rn´ı (major) a vedlejˇs´ı (minor) ko´dy funkc´ı pro IRP
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• Argumenty specificke´ teˇmto ko´d˚um
• Ukazatel na objekt zarˇ´ızen´ı pro odpov´ıdaj´ıc´ı ovladacˇ
• Ukazatel na rutinu IoCompletion, jestlizˇe ovladacˇ definuje
• Ukazatel na souborovy´ objekt asociovany´ s pozˇadavkem
• Volitelne´ prˇ´ıznaky
Vedlejˇs´ı pozˇadavky pracuj´ı se stejny´mi buffery, ktere´ definuje IRP ve sve´ hlavicˇce. Mnozˇina
prima´rn´ıch a vedlejˇs´ıch ko´d˚u, ktere´ jednotlive´ zarˇ´ızen´ı zpracova´va´, je specificke´ pro kazˇde´
zarˇ´ızen´ı. Nicme´neˇ, ovladacˇe strˇedn´ı a nejnizˇsˇ´ı u´rovneˇ obvykle zpracova´vaj´ı na´sleduj´ıc´ı sou-
bor prima´rn´ıch ko´d˚u:
• IRP MJ CREATE - otev´ıra´ c´ılovy´ objekt zarˇ´ızen´ı
• IRP MJ READ - prˇena´sˇ´ı data ze zarˇ´ızen´ı
• IRP MJ WRITE - prˇena´sˇ´ı data do zarˇ´ızen´ı
• IRP MJ DEVICE CONTROL - nastavuje nebo resetuje zarˇ´ızen´ı, podle syste´-
mem definovany´ch, specificky´ch I/O kontroln´ıch ko´d˚u (IOCTL)
• IRP MJ CLOSE - zavrˇe c´ılovy´ objekt zarˇ´ızen´ı
• IRP MJ PNP - provede Plug and Play operaci na zarˇ´ızen´ı, IRP MJ PNP je zas´ılane´
PnP manazˇerem prˇes I/O manazˇer
• IRP MJ POWER - provede power operaci na zarˇ´ızen´ı, IRP MJ POWER zasla´no
power manazˇerem prˇes I/O manazˇer
IRP jako za´sobn´ık neza´visly´ch vla´ken s pozˇadavky
Proveden´ı I/O operac´ı obvykle vyzˇaduje v´ıce nezˇ jeden ovladacˇ. Kazˇdy´ ovladacˇ vytva´rˇ´ı pro
zarˇ´ızen´ı jizˇ zminˇovany´ objekt zarˇ´ızen´ı a tyto objekty jsou organizova´ny hierarchicky do tzv.
za´sobn´ıku zarˇ´ızen´ı. IRP je zas´ıla´no postupneˇ od jednoho ovladacˇe k dalˇs´ımu. Pro kazˇdy´
ovladacˇ ze za´sobn´ıku obsahuje IRP ukazatel na strukturu IO STACK LOCATION. Protozˇe
ovladacˇe zpracova´vaj´ı pozˇadavky asynchronneˇ, IRP se da´ prˇirovnat k za´sobn´ıku vla´ken,
jak mu˚zˇeme videˇt na obra´zku 3.8.
Na leve´ straneˇ obra´zku 3.8 za´sobn´ık vla´ken zobrazuje, jak mohou by´t parametry a na´-
vratove´ hodnoty pro ovladacˇe A, B, C organizova´ny do za´sobn´ıku. Na prave´ straneˇ obra´zku
vid´ıme, jak tyto parametry a na´vratove´ adresy odpov´ıdaj´ı strukturˇe IO STACK LOCATION
v IRP.
Prˇeposla´n´ı IRP dalˇs´ımu ovladacˇi fronty
Jakmile zpracova´vaj´ıc´ı rutina ovladacˇe obdrzˇ´ı IRP, mus´ı zavolat funkci IoGetCurrentIrp-
StackLocation, cˇ´ımzˇ z´ıska´ strukturu IO STACK LOCATION, a mu˚zˇe zkontrolovat, zda jsou
vsˇechny parametry spra´vne´. Pokud ovladacˇ nen´ı schopen pozˇadavek obslouzˇit a dokoncˇit
sa´m, mu˚zˇe udeˇlat jednu z na´sleduj´ıc´ıch mozˇnost´ı:
• Poslat IRP na zpracova´n´ı dalˇs´ım (nizˇsˇ´ım) ovladacˇ˚um ke zpracova´n´ı
• Vytvorˇit jedno nebo v´ıce novy´ch IRP a poslat je nizˇsˇ´ım ovladacˇ˚um
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Obra´zek 3.8: IRP jako za´sobn´ık vla´ken
Dokoncˇen´ı IRP
Ovladacˇ doc´ıl´ı vola´n´ım funkce IoCompleteRequest dokoncˇen´ı IRP, jestlizˇe je splneˇna jedna
z na´sleduj´ıc´ıch podmı´nek:
• Ovladacˇ zjist´ı, zˇe kv˚uli chybny´m parametr˚um nemu˚zˇe pokracˇovat zpracova´va´n´ı IRP
• Ovladacˇ je schopny´ zpracovat pozˇadovanou I/O operaci bez toho, aby prˇepos´ılal IRP
dalˇs´ım ovladacˇ˚um ve fronteˇ (stav IRP je STATUS SUCCESS)
• IRP bylo zrusˇeno (stav IRP je STATUS CANCELLED)
Rusˇen´ı IRP
Ovladacˇe, ve ktery´ch mohou IRPs z˚ustat ve fronteˇ libovolneˇ dlouhou dobu (naprˇ. uzˇivatel
mu˚zˇe zrusˇit zaslany´ I/O pozˇadavek) mus´ı mı´t jednu nebo v´ıce tzv. Cancel rutin ke ko-
rektn´ımu dokoncˇen´ı uzˇivatelem zrusˇeny´ch I/O pozˇadavk˚u. Zavola´n´ı Cancel rutiny je usku-
tecˇneˇno syste´movou funkc´ı IoCancelIrp
Prˇ´ıklad zpracova´n´ı IRP
Obra´zek 3.9 ukazuje co se stane, jestlizˇe podsyste´m OS otev´ıra´ objekt reprezentuj´ıc´ı datovy´
soubor pro aplikaci. Podrobneˇjˇs´ı popis - otev´ıra´n´ı souboru:
1. Podsyste´m zavola´ syste´movou I/O sluzˇbu k otevrˇen´ı pojmenovane´ho souboru.
2. I/O manazˇer zavola´ manazˇera objekt˚u k vyhleda´n´ı pojmenovane´ho objektu a take´
zkontroluje, zda ma´ subsyste´m prˇ´ıslusˇna´ prˇ´ıstupova´ pra´va k otevrˇen´ı souboru.
3. Kontrola, zda je prˇipojen souborovy´ syste´m, v opacˇne´m prˇ´ıpadeˇ docˇasne´ prˇerusˇen´ı
pozˇadavku na otevrˇen´ı souboru, postupne´ vola´n´ı jednotlivy´ch souborovy´ch syste´mu
ke zjiˇsteˇn´ı, na ktere´m disku je objekt ulozˇen, pote´ prˇipojen´ı souborove´ho syste´mu
a obnoven´ı pozˇadavku.
4. I/O manazˇer alokuje pameˇt’ pro inicializaci IRP, otevrˇen´ı souboru je ekvivalentn´ı
prima´rn´ımu ko´du IRP MJ CREATE.
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Obra´zek 3.9: Prˇ´ıklad na I/O pozˇadavek
5. I/O manazˇer zavola´ ovladacˇ souborove´ho syste´mu s IRP parametrem. Ovladacˇ prˇi-
stoup´ı ke strukturˇe IO STACK LOCATION v IRP ke zjiˇsteˇn´ı, jakou operaci ma´ prove´st,
zkontroluje parametry. Pote´ zjist´ı, jestli je pozˇadovany´ soubor v cache pameˇti, pokud
ne, vyvola´ nizˇsˇ´ı ovladacˇ pro nacˇten´ı souboru z disku do cache.
6. Oba ovladacˇe zpracuj´ı IRP a ukoncˇ´ı pozˇadovanou I/O operaci.
7. Ovladacˇ vra´t´ı IRP I/O manazˇeru se vstupneˇ/vy´stupn´ım stavem ulozˇene´m uvnitrˇ IRP
k indikaci, zda operace probeˇhla v porˇa´dku cˇi ne.
8. I/O manazˇer z´ıska´ vstupneˇ/vy´stupn´ı stav z IRP a vra´t´ı stavovou informaci prˇes pod-
syste´m volaj´ıc´ımu.
9. I/O manazˇer uvoln´ı dokoncˇeny´ IRP.
10. I/O manazˇer vra´t´ı ukazatel na soubor podsyste´mu, jestlizˇe operace byla u´speˇsˇna´.
Pokud se vyskytla chyba, vra´t´ı prˇ´ıslusˇny´ chybovy´ status.
3.2 Ovladacˇe ve Windows CE
Strucˇneˇ pop´ıˇseme vlastnosti ovladacˇ˚u na operacˇn´ım syste´mu Windows CE, prˇ´ıstup k nim
a nejpouzˇ´ıvaneˇjˇs´ı model pro tvorbu ovladacˇ˚u - stream interface model.
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3.2.1 U´vod do ovladacˇ˚u ve Windows CE
Nahra´va´n´ı ovladacˇ˚u ve Windows CE rˇ´ıd´ı trˇi hlavn´ı procesy. Prvn´ım procesem, ktery´ spousˇt´ı
ja´dro je FileSys.exe, proces souborove´ho syste´mu, ktery´ nahra´va´ ovladacˇe souborove´ho
syste´mu. Po nacˇten´ı souborove´ho syste´mu a registr˚u operacˇn´ıho syste´mu je spusˇteˇn proces
s na´zvem ”spra´vce zarˇ´ızen´ı“ (device manager) reprezentovany´ souborem device.exe. Tento
proces nacˇ´ıta´ veˇtsˇinu ovladacˇ˚u zarˇ´ızen´ı v syste´mu (USB, NDIS, baterie, se´riove´ ovladacˇe,
atd.). Nakonec je spusˇteˇn proces pro grafiku, okna a uda´losti GWES.exe, ktery´ nahraje
specializovane´ ovladacˇe pro displej a kla´vesnici.
Ve Windows CE 5 a drˇ´ıveˇjˇs´ıch beˇzˇely vsˇechny ovladacˇe v ra´mci uzˇivatelske´ho procesu
device.exe. Tento proces se choval jako ktera´koli jina´ aplikace se stejny´m pameˇt’ovy´m
omezen´ım a nizˇsˇ´ım vy´konem vycha´zej´ıc´ım z meziprocesovy´ch vola´n´ı mezi aplikacemi, ovla-
dacˇem, souborovy´m syste´mem a ja´drem. Nav´ıc, protozˇe byly vsˇechny ovladacˇe zavedeny
v ra´mci jednoho procesu, chybna´ funkce jednoho z nich mohla zp˚usobit pa´d spra´vce zarˇ´ızen´ı
device.exe, cozˇ meˇlo za na´sledek pa´d vsˇech ostatn´ıch ovladacˇ˚u.
Nova´ architektura ja´dra Windows CE 6 poskytuje veˇtsˇ´ı flexibilitu poskytnut´ım dvou
r˚uzny´ch ovladacˇovy´ch model˚u. Pu˚vodn´ı funkcionalita spra´vce zarˇ´ızen´ı device.exe byla
prˇesunuta do ja´dra operacˇn´ıho syste´mu, a byl vytvorˇen novy´ uzˇivatelsky´ spra´vce zarˇ´ızen´ı
udevice.exe. T´ım vznikla mozˇnost nahra´t ovladacˇe v rezˇimu ja´dra nebo v uzˇivatelske´m
rezˇimu. Ovladacˇe spusˇteˇne´ v uzˇivatelske´m rezˇimu beˇzˇ´ı izolovaneˇ od ja´dra a zbytku syste´mu,
pa´d ovladacˇe zp˚usob´ı pouze pa´d jedne´ z instanc´ı procesu udevice.exe, a cely´ syste´m by
meˇl z˚ustat neporusˇeny´. O zp˚usobu, zda nahra´t ovladacˇ v uzˇivatelske´m rezˇimu nebo v rezˇimu
ja´dra rozhoduje pouze bitovy´ prˇ´ıznak v registrech operacˇn´ıho syste´mu.
Ovladacˇe v rezˇimu ja´dra
Ovladacˇe v rezˇimu ja´dra jsou nyn´ı nahra´va´ny modulem device.dll, ktery´ je vy´choz´ım
zp˚usobem pro nahra´va´n´ı ovladacˇ˚u, a podoba´ se nejv´ıce chova´n´ı na Windows CE 5. Nejveˇtsˇ´ı
vy´hodou je vy´kon - t´ımto eliminujeme na´rocˇne´ meziprocesove´ vola´n´ı. Pro uzˇivatelske´ pro-
cesy nen´ı nutne´ prˇed prˇ´ıstupem k ovladacˇi prˇep´ınat kontext, jelikozˇ nyn´ı tyto procesy spolu-
pracuj´ı s ja´drem. Ja´dro take´ zahrnuje souborovy´ syste´m a standardn´ı ovladacˇe zarˇ´ızen´ı. Je
nutne´ ovsˇem kla´st vetsˇ´ı d˚uraz na robustnost ovladacˇ˚u zava´deˇny´ch v rezˇimu ja´dra, prˇ´ıpadny´
pa´d jednoho z nich zp˚usob´ı pa´d cele´ho ja´dra, a t´ım i operacˇn´ıho syste´mu.
Ovladacˇe v uzˇivatelske´m rezˇimu
Windows CE 6 poskytuje novy´ mechanismus pro nahra´va´n´ı ovladacˇ˚u do procesu beˇzˇ´ıc´ıho
v uzˇivatelske´m rezˇimu - udevice.exe. Nab´ız´ı veˇtsˇ´ı syste´movou stabilitu a bezpecˇnost
(prˇ´ıpadny´ pa´d ovladacˇe nemus´ı zp˚usobit pa´d cele´ho syste´mu), ovsˇem za cenu nizˇsˇ´ıho vy´konu.
Ovladacˇe v uzˇivatelske´m rezˇimu jsou azˇ na velice male´ rozd´ıly kompatibiln´ı s ovladacˇi
v rezˇimu ja´dra, a ovladacˇ pro uzˇivatelsky´ rezˇim mu˚zˇe by´t beze zmeˇn nahra´n do ja´dra
syste´mu.
3.2.2 Prˇ´ıstup k ovladacˇ˚um zarˇ´ızen´ı
Veˇtsˇina ovladacˇ˚u vystavuje operacˇn´ımu syste´mu tzv. stream rozhran´ı (stream interface).
Tyto ovladacˇe, nazy´vane´ jako streamove´ ovladacˇe (stream drivers), poskytuj´ı stejne´ vstupn´ı
funkce k ovladacˇi bez ohledu na hardware, ktery´ rˇ´ıd´ı. V syste´mu existuje neˇkolik nestrea-
movy´ch ovladacˇ˚u, jako naprˇ. ovladacˇ displeje, kla´vesnice, dotykove´ obrazovky maj´ıc´ı jine´
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rozhran´ı vzhledem k OS a jsou cˇasto nazy´vane´ jako nativn´ı. Dalˇs´ı informace o teˇchto
ovladacˇ´ıch na [11].
Aplikace prˇistupuj´ı k ovladacˇi zarˇ´ızen´ı ve Windows CE prˇes vstupneˇ/vy´stupn´ı funkce
CreateFile, ReadFile, WriteFile a CloseHandle. Aplikace otev´ıra´ zarˇ´ızen´ı pouzˇit´ım
CreateFile se jme´nem zarˇ´ızen´ı, ktere´ ma´ peˇt znak˚u (trˇi znaky, cˇ´ıslo a dvojtecˇka, naprˇ.
COM3:). Jakmile je zarˇ´ızen´ı otevrˇeno, mohou by´t data zas´ılana´ funkc´ı WriteFile a cˇtena
pouzˇit´ım ReadFile.
Zarˇ´ızen´ı je nastavova´no a rˇ´ızeno pouzˇit´ım funkce DeviceIoControl. Jedn´ım z para-
metr˚u te´to funkce je tzv. IOCTL ko´d. Jeho hodnota definuje operaci, kterou chceme na
zarˇ´ızen´ı prove´st. Kazˇdy´ ovladacˇ ma´ vlastn´ı mnozˇinu IOCTL ko´d˚u.
3.2.3 Stream device drivers model
Nejpouzˇ´ıvaneˇjˇs´ı ovladacˇovy´ model pro Windows CE je streamovy´ model (stream interface
model). Tento model pocha´z´ı z nejstarsˇ´ıch implementac´ı operacˇn´ıho syste´mu Unix. Stre-
amovy´ ovladacˇ exportuje funkce jako OPEN, CLOSE, READ, WRITE nebo CONTROL
k rˇ´ızen´ı hardwaru, ktery´ je prˇiˇrazen k ovladacˇi.
Streamovy´ model je vhodny´ pro takova´ vstupneˇ/vy´stupn´ı zarˇ´ızen´ı, ktera´ se mohou
chovat jako producent/konzument dat. Prˇ´ıkladem mu˚zˇe by´t se´riovy´ port, s´ıt’ova´ karta,
USB port. Opacˇny´m prˇ´ıkladem je naprˇ. displej.
Streamovy´ ovladacˇ prˇij´ıma´ prˇ´ıkazy ze spra´vce zarˇ´ızen´ı a z aplikac´ı prostrˇednictv´ım
syste´movy´ch souborovy´ch vola´n´ı. Vsˇechny streamove´ ovladacˇe, at’ uzˇ vestaveˇne´ nebo nain-
stalovane´, nahrane´ prˇi bootova´n´ı syste´mu nebo dynamicky, maj´ı podobne´ chova´n´ı ve vztahu
k ostatn´ım komponenta´m syste´mu. Obra´zek 3.10 zna´zornˇuje vztah mezi jednotlivy´mi cˇa´stmi
syste´mu pro obecny´ streamovy´ ovladacˇ.
Obra´zek 3.10: Architektura streamovy´ch ovladacˇ˚u
Streamovy´ ovladacˇ vystavuje 12 vstupn´ıch funkc´ı, ktere´ spra´vce zarˇ´ızen´ı vola´ pro ko-
munikaci s ovladacˇem:
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• xxx Init - nahra´va´n´ı instance ovladacˇe
• xxx PreDeinit - vola´na prˇedt´ım, nezˇ je ovladacˇ odstraneˇn z pameˇti
• xxx DeInit - odstranˇova´n´ı ovladacˇe z pameˇti
• xxx Open - ovladacˇ je otev´ıra´n z aplikace funkc´ı CreateFile
• xxx PreClose - vola´na prˇedt´ım, nezˇ se zavola´ funkce xxx CLOSE
• xxx Close - aplikace vola´ funkci CloseHandle
• xxx Read - aplikace vola´ funkci ReadFile
• xxx Write - aplikace vola´ funkci WriteFile
• xxx Seek - aplikace vola´ funkci SetFilePointer
• xxx IOControl - aplikace vola´ funkci DeviceIoControl
• xxx PowerDown - vola´na prˇedt´ım, nezˇ je syste´m pozastaven
• xxx PowerUp - vola´na prˇedt´ım, nezˇ je syste´m znovu obnoven
Znaky ”xxx“, ktere´ prˇedcha´z´ı kazˇde´ jme´no funkce jsou trˇ´ıznakove´ jme´no ovladacˇe, pokud
ovladacˇ ma´ jme´no. Naprˇ´ıklad, pro COM port je na´zev funkce naprˇ. COM Init, COM Deinit,
atd. Pro nepojmenovane´ ovladacˇe (bez prefixove´ hodnoty definovane´ v registrech) se jme´na
vstupn´ıch funkc´ı uda´vaj´ı bez prvn´ıch trˇ´ı znak˚u, naprˇ. Init, Deinit, atd.
3.3 S´ıt’ove´ rozhran´ı Windows pro ovladacˇe ja´dra
Jelikozˇ je jednou z hlavn´ıch cˇa´st´ı te´to pra´ce na´vrh s´ıt’ove´ho ovladacˇe, je nutne´ se sezna´mit
s architekturou s´ıt’ove´ho rozhran´ı na operacˇn´ıch syste´mech Windows. Pop´ıˇseme vztah k re-
ferencˇn´ımu modelu ISO OSI a vy´znam rozhran´ı NDIS pro tvorbu ovladacˇ˚u. Vsˇechny na´sle-
duj´ıc´ı informace cˇerpa´ny ze zdroje [7].
3.3.1 S´ıt’ova´ architektura Windows
S´ıt’ova´ architektura operacˇn´ıch syste´mu˚ Microsoft Windows je zalozˇena´ na sedmivrstve´m
referencˇn´ım modelu ISO OSI. Model popisuje s´ıt’ jako soubor vrstev se specifickou mnozˇinou
funkc´ı prˇideˇleny´ch k jednotlivy´m vrstva´m. Kazˇda´ vrstva nab´ız´ı sluzˇby vysˇsˇ´ım vrstva´m
a za´rovenˇ skry´va´ detaily, jak jsou sluzˇby implementova´ny.
S´ıt’ove´ ovladacˇe syste´mu Microsoft Windows implementuj´ı doln´ı 4 vrstvy OSI modelu:
• Fyzicka´ vrstva - nejnizˇsˇ´ı vrstva OSI modelu, spravuje odes´ıla´n´ı a prˇij´ıma´n´ı toku
nestrukturovany´ch bit˚u na fyzicke´m me´diu. Popisuje elektricke´, opticke´, mechanicke´
a provozn´ı rozhran´ı na fyzicke´m me´diu. Ve Windows je fyzicka´ vrstva implementova´na
kartou s´ıt’ove´ho rozhran´ı (network interface card, NIC), jej´ım vys´ılacˇem/prˇij´ımacˇem
a me´diem, ke ktere´mu je NIC prˇipojena´.
• Linkova´ vrstva - rozdeˇlena na dveˇ podvrstvy:
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Obra´zek 3.11: Referencˇn´ı model ISO OSI
– LLC - poskytuje bezchybovy´ prˇenos ra´mc˚u z jednoho uzlu do druhe´ho, sesta-
vuje a ukoncˇuje logicka´ spojen´ı, rˇ´ıd´ı tok, porˇad´ı, potvrzova´n´ı a znovupos´ıla´n´ı
nepotvrzeny´ch ra´mc˚u
– MAC - spravuje prˇ´ıstup k fyzicke´ vrstveˇ, kontroluje chyby ra´mc˚u, a zarˇizuje
rozpozna´va´n´ı adres prˇ´ıchoz´ıch ra´mc˚u
Ve Windows je podvrstva LLC implementova´na transportn´ımi ovladacˇi a podvrstva
MAC kartou s´ıt’ove´ho rozhran´ı. NIC je rˇ´ızen softwarovy´m ovladacˇem nazy´vany´m
ovladacˇ miniportu (miniport driver). Windows podporuje neˇkolik variac´ı miniport
ovladacˇ˚u zahrnuj´ıc´ı WDM miniport ovladacˇe, miniport call managers (MCMs) a mi-
niport intermediate ovladacˇe.
• S´ıt’ova´ vrstva - s´ıt’ova´ vrstva zabezpecˇuje adresova´n´ı a smeˇrova´n´ı paket˚u v s´ıti od
zdroje k c´ıli prˇes neˇkolik mezilehly´ch prvk˚u. Smeˇrova´n´ı mu˚zˇe by´t vykona´va´no dyna-
micky (datagramova´ sluzˇba) v za´vislosti na aktua´ln´ım stavu komunikacˇn´ıho syste´mu
nebo staticky, kdy se na zacˇa´tku spojen´ı vytvorˇ´ı virtua´ln´ı cesta prˇes mezilehle´ prvky
(spojoveˇ orientovana´ sluzˇba).
• Transportn´ı vrstva - prˇij´ıma´ data z relacˇn´ı vrstvy, rozkla´da´ je na mensˇ´ı cˇa´sti -
pakety a odevzda´va´ je s´ıt’ove´ vrstveˇ. Zabezpecˇuje, aby se vsˇechny cˇa´sti zpra´vy do-
staly spra´vneˇ k prˇ´ıjemci a byly ve spra´vne´m porˇad´ı. Vrstva vytva´rˇ´ı s´ıt’ova´ spojen´ı,
multiplexuje a demultiplexuje data mezi transportn´ımi spoji koncovy´ch proces˚u, se-
stavuje nebo rusˇ´ı neˇkolik spojen´ı soucˇasneˇ. Alesponˇ minima´ln´ı transportn´ı vrstva je
vyzˇadova´na za´sobn´ıkem protokol˚u, ktere´ zahrnuj´ı spolehlivou s´ıt’ovou nebo LLC pod-
vrstvu schopnou vytva´rˇet virtua´ln´ı okruhy. Jestlizˇe za´sobn´ık protokol˚u nezahrnuje
podvrstvu LLC a pokud s´ıt’ova´ vrstva je nespolehliva´ a/nebo podporuje datagramy,
transportn´ı vrstva by meˇla zajiˇst’ovat sekvencova´n´ı a potvrzova´n´ı ra´mc˚u, stejneˇ jako
znovupos´ıla´n´ı nepotvrzeny´ch ra´mc˚u. V s´ıt’ove´ architekturˇe Windows je LLC, s´ıt’ova´
a transportn´ı vrstva implementova´na softwarovy´mi ovladacˇi nazy´vany´mi protokolove´
ovladacˇe (protocol drivers), nazy´vane´ take´ jako transportn´ı ovladacˇe (transport dri-
vers).
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3.3.2 Architektura NDIS ovladacˇ˚u
Specifikace ovladacˇ˚u s´ıt’ove´ho rozhran´ı (Network driver interface specification, NDIS) je
knihovna, ktera´ oddeˇluje s´ıt’ovy´ hardware od s´ıt’ovy´ch ovladacˇ˚u. NDIS take´ specifikuje stan-
dardn´ı rozhran´ı mezi vrstveny´mi s´ıt’ovy´mi ovladacˇi, cˇ´ımzˇ abstrahuje ovladacˇe nizˇsˇ´ı u´rovneˇ
(lower level), ktere´ rˇ´ıd´ı hardware, od ovladacˇ˚u vysˇsˇ´ı u´rovneˇ, jako transportn´ı ovladacˇe.
NDIS take´ udrzˇuje stavove´ informace a parametry s´ıt’ovy´ch ovladacˇ˚u, cozˇ zahrnuje ukaza-
tele na funkce, handle na objekty zarˇ´ızen´ı, parametry a ostatn´ı syste´move´ hodnoty. NDIS
podporuje na´sleduj´ıc´ı typy s´ıt’ovy´ch ovladacˇ˚u:
• Miniport ovladacˇe (miniport drivers)
• Intermediate ovladacˇe (intermediate drivers)
• Protokolove´ ovladacˇe (protocol drivers)
V nejnoveˇjˇs´ı verzi NDIS 6.0 prˇiby´vaj´ı filtrovac´ı ovladacˇe (filter drivers), ovsˇem tuto verzi
podporuje pouze operacˇn´ı syste´m Windows Vista. S ohledem na implementacˇn´ı prostrˇed´ı
Windows XP a Windows CE Embedded 6.0 budeme popisovat verzi NDIS 5.1, ktera´ je
podporova´na v obou teˇchto syste´mech.
Miniport ovladacˇe
Miniport ovladacˇe maj´ı dveˇ za´kladn´ı funkce:
1. Spravuj´ı s´ıt’ove´ adapte´ry (NIC), tzn. zas´ıla´n´ı a prˇ´ıjem dat prˇes NIC
2. Propojuj´ı NIC s ovladacˇi vysˇsˇ´ıch vrstev (intermediate a protokolove´ ovladacˇe)
Miniport ovladacˇ komunikuje s NIC a ovladacˇi vysˇsˇ´ı u´rovneˇ prˇes knihovnu NDIS. Ta expor-
tuje mnozˇinu funkc´ı (NdisMXxx a jine´ NdisXxx funkce), ktere´ zapouzdrˇuj´ı vsˇechny funkce
operacˇn´ıho syste´mu, ktere´ mus´ı miniport ovladacˇ volat. Naopak, miniport ovladacˇ mus´ı
exportovat mnozˇinu vstupn´ıch bod˚u (MiniportXxx funkce), ktere´ NDIS vola´ pro vlastn´ı
u´cˇely nebo v zastoupen´ı ovladacˇ˚u vysˇsˇ´ı u´rovneˇ, ktere´ chteˇj´ı prˇistoupit k miniport ovladacˇi.
Komunikace miniport ovladacˇe s ovladacˇi vysˇsˇ´ı u´rovneˇ prˇi zas´ıla´n´ı a prˇij´ıma´n´ı dat vy-
pada´ na´sledovneˇ:
Jestlizˇe transportn´ı ovladacˇ vlastn´ı paket k zasla´n´ı, zavola´ NdisXxx funkci exporto-
vanou knihovnou NDIS. NDIS pote´ posˇle paket k ovladacˇi miniportu vola´n´ım prˇ´ıslusˇne´
MiniportXxx funkce exportovane´ miniport ovladacˇem. Ten potom paket prˇeposˇle k NIC
vola´n´ım NdisXxx funkc´ı.
Kdyzˇ NIC prˇijme paket, vyvola´ prˇerusˇen´ı, ktere´ je zpracova´no NDIS rozhran´ım nebo
miniport ovladacˇem asociovane´m k NIC. NDIS upozorn´ı miniport ovladacˇ vola´n´ım prˇ´ıslusˇne´
MiniportXxx funkce. Miniport ovladacˇ vyvola´ prˇenos dat z NIC a indikuje prˇ´ıtomnost
prˇ´ıchoz´ıho paketu pro ovladacˇe vysˇsˇ´ıch vrstev vola´n´ım NdisXxx funkce.
NDIS podporuje ovladacˇe miniportu pro spojovana´ i nespojovana´ prostrˇed´ı. Nespo-
jovane´ ovladacˇe rˇ´ıd´ı NIC pro nespojovana´ s´ıt’ova´ me´dia, jako naprˇ. Ethernet, spojovane´
ovladacˇe rˇ´ıd´ı NIC pro spojovana´ s´ıt’ova´ me´dia, jako naprˇ. ISDN.
Intermediate ovladacˇe
Jak mu˚zˇeme videˇt na obra´zku 3.12, intermediate ovladacˇe jsou typicky umı´steˇne´ mezi mi-
niport a protokolovy´mi ovladacˇi.
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Obra´zek 3.12: Architektura NDIS ovladacˇ˚u
Intermediate ovladacˇ mus´ı komunikovat s obeˇma typy ovladacˇ˚u - horn´ımi protokolovy´mi
a doln´ımi miniportovy´mi. K tomu mus´ı exportovat dva typy funkc´ı:
• Protokolove´ vstupn´ı funkce - na spodn´ı hraneˇ, NDIS vola´ ProtocolXxx funkce
pro pozˇadavky komunikaci s doln´ımi miniport ovladacˇi. Intermediate ovladacˇ se tva´rˇ´ı
pro miniport ovladacˇ jako protokolovy´ ovladacˇ.
• Miniport vstupn´ı funkce - na horn´ı hraneˇ, NDIS vola´ MiniportXxx funkce pro
pozˇadavky na komunikaci od jednoho nebo v´ıce protokolovy´ch ovladacˇ˚u. Intermediate
ovladacˇ se tva´rˇ´ı pro protokolovy´ ovladacˇ jako miniport ovladacˇ.
Intermediate ovladacˇ exportuje podmnozˇinu MiniportXxx funkc´ı na horn´ı hranu a take´
exportuje jeden nebo v´ıce virtua´ln´ıch s´ıt’ovy´ch adapte´r˚u, ke ktery´m se mohou protokolove´
ovladacˇe nava´zat. Protokolove´mu ovladacˇi se takovy´ virtua´ln´ı adapte´r tva´rˇ´ı jako fyzicky´
NIC. Kdyzˇ protokolovy´ ovladacˇ zasˇle pakety nebo pozˇadavky virtua´ln´ımu adapte´ru, in-
termediate ovladacˇ prˇeposˇle tyto pakety nebo pozˇadavky k miniport ovladacˇi. Stejneˇ tak
to plat´ı pro opacˇny´ smeˇr, od miniport ovladacˇe, prˇes intermediate azˇ k protokolove´mu
ovladacˇi.
Intermediate ovladacˇe mohou by´t pouzˇity k prˇevodu r˚uzny´ch s´ıt’ovy´ch me´di´ı, vyvazˇova´n´ı
prˇenosu paket˚u mezi v´ıce nezˇ jedn´ım NIC, prˇ´ıpadneˇ k prova´deˇn´ı specia´ln´ıch funkc´ı, jako
naprˇ. sˇifrova´n´ı a desˇifrova´n´ı dat.
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Protokolove´ ovladacˇe
Protokolove´ ovladacˇe jsou nejvysˇsˇ´ımi ovladacˇi v hierarchii NDIS. Cˇasto se pouzˇ´ıvaj´ı jako
nejnizˇsˇ´ı ovladacˇe v transportn´ım ovladacˇi, ktery´ implementuje transportn´ı protokolovy´
za´sobn´ık, jako naprˇ. TCP/IP nebo IPX/SPX. Transportn´ı protokolovy´ ovladacˇ alokuje
pakety, kop´ıruje data ze zas´ılaj´ıc´ı aplikace do paketu a pos´ıla´ pakety k nizˇsˇ´ım ovladacˇ˚um
vola´n´ım NDIS funkc´ı. Protokolovy´ ovladacˇ take´ poskytuje protokolove´ rozhran´ı pro prˇi-
j´ıma´n´ı prˇ´ıchoz´ıch paket˚u z nejblizˇsˇ´ıho nizˇsˇ´ıho ovladacˇe. Transportn´ı protokolovy´ ovladacˇ
prˇena´sˇ´ı data k prˇ´ıslusˇne´ klientske´ aplikaci.
Na spodn´ı hraneˇ, protokolovy´ ovladacˇ soused´ı s intermediate a miniport ovladacˇi. Proto-
kolovy´ ovladacˇ vola´ NdisXxx funkce k zas´ıla´n´ı paket˚u, cˇten´ı a nastavova´n´ı informac´ı, ktere´
jsou prova´deˇny nizˇsˇ´ımi ovladacˇi a pouzˇ´ıva´ny sluzˇbami operacˇn´ıho syste´mu. Protokolovy´
ovladacˇ take´ exportuje mnozˇinu vstupn´ıch funkc´ı (ProtocolXxx funkce), ktere´ NDIS vola´
pro vlastn´ı u´cˇely nebo v zastoupen´ı nizˇsˇ´ıch ovladacˇ˚u k indikaci prˇ´ıchoz´ıch paket˚u, stavu
nizˇsˇ´ıch ovladacˇ˚u a s ostatn´ı komunikac´ı s protokolovy´m ovladacˇem.
Na horn´ı hraneˇ, transportn´ı ovladacˇ ma´ soukrome´ rozhran´ı k vysˇsˇ´ım ovladacˇ˚um v pro-
tokolove´m za´sobn´ıku.
Obra´zek 3.13: Architektura NDIS protokolove´ho ovladacˇe
3.4 Struktura OpenVPN
Strukturou OpenVPN je mysˇlen popis z hlediska komunikace te´to aplikace s okol´ım, tedy
s´ıt’ovy´mi ovladacˇi, a to jak fyzicky´mi, tak virtua´ln´ımi. Zacˇneme obecny´m popisem TUN/-
TAP rozhran´ı - funkcionalitou a vyuzˇit´ım, zmı´n´ıme rozd´ıly mezi implementac´ı TUN/TAP
na Unixovy´ch a Windows syste´mech. Potom jizˇ budeme mı´t dostatek informac´ı k po-
pisu obecne´ komunikace OpenVPN se s´ıt’ovy´mi adapte´ry, obzvla´sˇteˇ TUN a TAP, detailneˇ
zmı´n´ıme vnitrˇn´ı chova´n´ı prˇ´ı za´pisu a cˇten´ı na tato, a z teˇchto zarˇ´ızen´ı.
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3.4.1 S´ıt’ove´ rozhran´ı TUN/TAP
Po obecne´m popisu, co je TUN a TAP, bude vysveˇtlen rozd´ıl v implementac´ıch teˇchto
zarˇ´ızen´ı na syste´mech Windows a Unix.
TUN/TAP obecneˇ
TUN a TAP jsou virtua´ln´ı s´ıt’ove´ ovladacˇe. Implementuj´ı s´ıt’ova´ zarˇ´ızen´ı, ktera´ jsou posta-
vena pouze na softwarove´m za´kladu, cozˇ se liˇs´ı od beˇzˇny´ch s´ıt’ovy´ch zarˇ´ızen´ı, ktera´ potrˇebuj´ı
pro svou cˇinnost fyzicke´ s´ıt’ove´ adapte´ry (hardware), viz. [5]. Ovladacˇe TUN a TAP jsou
zahrnuty ve vsˇech modern´ıch Linux/Unixovy´ch distribuc´ıch, vcˇetneˇ dodatecˇny´ch implemen-
tac´ı na operacˇn´ıch syste´mech Windows a Mac OS X.
TAP simuluje ethernetove´ zarˇ´ızen´ı a pracuje na 2. vrstveˇ OSI modelu s ethernetovy´mi
ra´mci. Tento rezˇim je nazy´va´n mostem (bridge), protozˇe jednotlive´ s´ıteˇ jsou propojeny jako
prˇes hardwarovy´ most. Ovladacˇ TAP je implementova´n v rezˇimu ja´dra.
TUN (ze slova TUNel) simuluje zarˇ´ızen´ı 3. (s´ıt’ove´) vrstvy a pracuje s IP pakety. Je
pouzˇit jako virtua´ln´ı point-to-point rozhran´ı, stejneˇ jako modem nebo DSL linka. Rezˇim
cˇinnosti je nazy´va´n smeˇrovac´ı (routed) nebo te´zˇ tunelovy´ (abstrakce tunelu). Ovladacˇ TUN
je implementova´n v uzˇivatelske´m rezˇimu (v prˇ´ıpadeˇ operacˇn´ıho syste´mu Windows a vyuzˇ´ıva´
funkcionalitu zarˇ´ızen´ı TAP) nebo v rezˇimu ja´dra (na Unixu). Da´le budeme ovladacˇe TUN
a TAP nazy´vat spolecˇny´m jme´nem TUN/TAP, ktere´ znacˇ´ı obecneˇ pouzˇ´ıvane´ pojmenova´n´ı
pro virtua´ln´ı s´ıt’ove´ zarˇ´ızen´ı.
Pakety zas´ılane´ operacˇn´ım syste´mem z priva´tn´ı s´ıteˇ prˇes TUN/TAP jsou dorucˇova´ny do
uzˇivatelske´ho prostoru aplikace, ktera´ je k zarˇ´ızen´ı prˇipojena. Program beˇzˇ´ıc´ı v uzˇivatelske´m
rezˇimu mu˚zˇe take´ pos´ılat pakety do priva´tn´ı s´ıteˇ prˇes TUN/TAP. V takove´m prˇ´ıpadeˇ za-
rˇ´ızen´ı TUN/TAP prˇeda´va´ tyto pakety s´ıt’ove´mu za´sobn´ıku operacˇn´ıho syste´mu (network
stack), a t´ım simuluje jejich prˇ´ıjem z extern´ıho zdroje (tedy simulace prˇ´ıjmu z fyzicke´ho
s´ıt’ove´ho rozhran´ı).
TUN/TAP na Unixu
Na operacˇn´ıch syste´mech Linux, FreeBSD a Solaris je implementace TUN a TAP zarˇ´ızen´ı
odliˇsna´ oproti OS Windows. Operacˇn´ı syste´my na ba´zi Unix maj´ı podporu TUN a TAP
zarˇ´ızen´ı implementovanou v ja´drˇe (\dev\tun, \dev\tap). V OpenVPN existuje struktura
zapouzdrˇuj´ıc´ı obeˇ tato zarˇ´ızen´ı, ktera´ se chovaj´ı jako beˇzˇny´ soubor reprezentovany´ popi-
sovacˇem (file descriptor). Po spusˇteˇn´ı OpenVPN se nastav´ı, v jake´m rezˇimu ma´ virtua´ln´ı
s´ıt’ovy´ ovladacˇ pracovat, dle toho se vytvorˇ´ı prˇ´ıslusˇna´ instance zarˇ´ızen´ı (TUN nebo TAP),
a mu˚zˇe prob´ıhat komunikace.
TUN/TAP na Windows
Hlavn´ım rozd´ılem oproti Unixu je fakt, zˇe operacˇn´ı syste´my Windows nemaj´ı vnitrˇneˇ pod-
poru TUN/TAP, a proto je nutne´ tato zarˇ´ızen´ı implementovat. TAP se chova´ jako beˇzˇny´
s´ıt’ovy´ ovladacˇ beˇzˇ´ıc´ı v rezˇimu ja´dra a vyuzˇ´ıva´ standardn´ı rozhran´ı OS Windows pro tvorbu
ovladacˇ˚u, jako WDM a NDIS. Implementace je v prˇ´ıpadeˇ TUN vy´razneˇ odliˇsna´. Zjed-
nodusˇeneˇ se da´ rˇ´ıct, zˇe TUN je pouze jaka´si oba´lka (wrapper) pro OpenVPN, ktera´ vnitrˇneˇ
pouzˇ´ıva´ TAP zarˇ´ızen´ı. Du˚vodem je, zˇe implementace ovladacˇe TAP zarˇ´ızen´ı je na OS Win-
dows koncipova´na tak, aby mohla pracovat jak v rezˇimu most (na 2. vrstveˇ OSI modelu),
tak v rezˇimu tunelove´m (na 3. vrstveˇ OSI modelu). TUN tedy nen´ı klasicky´ s´ıt’ovy´ ovladacˇ,
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tedy zarˇ´ızen´ı, ktere´ se objev´ı v syste´mu samostatneˇ, ale pouze prostrˇedek OpenVPN pro
ovla´da´n´ı TAP. Nutno poznamenat, zˇe pro aplikaci OpenVPN se tento prˇ´ıstup jev´ı jako
zcela transparentn´ı; azˇ vnitrˇn´ı implementace TUN urcˇ´ı, zda cˇteme na otevrˇene´m popisovacˇi
\dev\tun (v prˇ´ıpadeˇ Unixu) nebo na otevrˇene´m handlu TAP zarˇ´ızen´ı (v prˇ´ıpadeˇ Windows).
Acˇkoli se tedy TUN nevyskytuje v syste´mu jako samostatne´ zarˇ´ızen´ı, budeme da´le v textu
z principu funkce TUN takto nazy´vat. S TAP zarˇ´ızen´ım lze take´ pracovat samostatneˇ,
a vyuzˇ´ıvat jej v jiny´ch aplikac´ıch.
3.4.2 Obecne´ sche´ma komunikace v OpenVPN
OpenVPN nasloucha´ na TUN/TAP zarˇ´ızen´ı, zachyta´va´ prˇenos, sˇifruje data a pos´ıla´ je prˇes
fyzicke´ s´ıt’ove´ rozhran´ı k druhe´ VPN stanici. Tam jiny´ OpenVPN proces data prˇij´ıma´,
desˇifruje a prˇeda´va´ je virtua´ln´ımu s´ıt’ove´mu zarˇ´ızen´ı. Zjednodusˇene´ principia´ln´ı zna´zorneˇn´ı
komunikace OpenVPN a s´ıt’ovy´ch zarˇ´ızen´ı je na obra´zku 3.14.
Obra´zek 3.14: Obecne´ sche´ma komunikace OpenVPN se s´ıt’ovy´mi zarˇ´ızen´ımi
Komunikace s ovladacˇem TAP
TAP jsou dveˇ zarˇ´ızen´ı v jednom. Prvn´ım je NDIS miniport ovladacˇ a druhe´ beˇzˇne´ streamove´
zarˇ´ızen´ı, ze ktere´ho lze cˇ´ıst funkc´ı ReadFile a zapisovat do neˇj funkc´ı WriteFile. S´ıt’ovy´
za´sobn´ık (network stack) vyuzˇ´ıva´ prvn´ı rozhran´ı, aplikace, tedy i OpenVPN, druhe´.
TAP lze z uzˇivatelske´ho rezˇimu otevrˇ´ıt, cˇ´ıst a zapisovat. Pokud chce aplikace zaslat data
na s´ıt’ove´ rozhran´ı TAP, zavola´ funkci WriteFile (vytvorˇen´ı IRP s pozˇadavkem za´pisu),
ktera´ vytvorˇ´ı paket, a zasˇle jej pomoc´ı prˇ´ıslusˇne´ funkce knihovny NDIS do vnitrˇn´ı (priva´tn´ı)
s´ıteˇ. Jestlizˇe chce aplikace z´ıskat paket ze s´ıt’ove´ho zarˇ´ızen´ı (pozˇadavek na cˇten´ı), je situace
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slozˇiteˇjˇs´ı. Vola´n´ım funkce ReadFile se vytvorˇ´ı IRP pozˇadavek se zˇa´dost´ı o cˇten´ı. Pokud se
nacha´z´ı v tzv. packet bufferu (fronta nezpracovany´ch paket˚u) drˇ´ıve zaslany´ paket z vnitrˇn´ı
s´ıteˇ, je spojen s pozˇadavkem na cˇten´ı, z fronty vyjmut, a cela´ procedura skoncˇ´ı. Za situace,
kdy je packet buffer pra´zdny´, pozˇadavek na cˇten´ı je ulozˇen do tzv. IRP bufferu (fronta
pozˇadavk˚u na cˇten´ı), a vyrˇ´ızen, jakmile prˇijde z vnitrˇn´ı s´ıteˇ paket na TAP zarˇ´ızen´ı.
Komunikace s ovladacˇem TUN
Jak jizˇ bylo rˇecˇeno, TUN je pouze prostrˇedn´ık, prˇes ktery´ OpenVPN pracuje s TAP
zarˇ´ızen´ım. TUN po spusˇteˇn´ı OpenVPN zavola´ funkci open tun, ktera´ otevrˇe pomoc´ı Crea-
teFile TAP zarˇ´ızen´ı, nastav´ı rezˇim cˇinnosti (most, tunel) a prˇideˇl´ı IP adresu (prˇes DHCP
nebo manua´lneˇ). Pote´ OpenVPN vola´ funkce TUN read tun (write tun), ktere´ vnitrˇneˇ
vytvorˇ´ı pozˇadavek na cˇten´ı (za´pis) na TAP zarˇ´ızen´ı (funkcemi ReadFile nebo WriteFile).
Po ukoncˇen´ı aplikace funkce close tun odebere IP adresu TAP adapte´ru, zrusˇ´ı vsˇechny
nezpracovane´ I/O pozˇadavky, a zarˇ´ızen´ı uzavrˇe funkc´ı CloseHandle.
Cˇten´ı a za´pis vyuzˇ´ıva´ tzv. overlapped I/O, cozˇ jsou asynchronn´ı pozˇadavky na cˇten´ı
a za´pis. Po zavola´n´ı funkce ReadFile nebo WriteFile nemus´ı aplikace cˇekat na dokoncˇen´ı
vstupneˇ/vy´stupn´ıho pozˇadavku, ale pokracˇuje da´le v beˇhu, pozdeˇjˇs´ı zpracova´n´ı I/O pozˇa-
davku je indikova´no asynchronneˇ. Blizˇsˇ´ı popis lze nale´zt v sekci 3.4.4.
3.4.3 TAP - komunikace s OpenVPN
Komunikaci rozdeˇl´ıme na dveˇ cˇa´sti, nejprve za´pis na TAP, pote´ cˇten´ı z TAP.
Za´pis na TAP zarˇ´ızen´ı
Nyn´ı si detailneˇ pop´ıˇseme, jak prob´ıha´ za´pis dat na s´ıt’ovy´ adapte´r TAP. OpenVPN funkc´ı
CreateFile vytvorˇ´ı instanci TAP zarˇ´ızen´ı, ktera´ se pro neˇj jev´ı jako beˇzˇny´ soubor. Z vneˇjˇsku
(1) (druha´ strana priva´tn´ı s´ıteˇ) prˇijde do aplikace pozˇadavek na zasla´n´ı paketu do priva´tn´ı
s´ıteˇ (2). OpenVPN zavola´ funkci WriteFile s parametrem instance otevrˇene´ho TAP ada-
pte´ru, a jako vstupn´ı data vlozˇ´ı buffer obsahuj´ıc´ı ethernetovy´ ra´mec (rezˇim mostu) nebo
IP paket (rezˇim tunelu). Vola´n´ım funkce WriteFile se v syste´mu vytvorˇ´ı IRP pozˇadavek
s prima´rn´ım ko´dem IRP MJ WRITE (3). V obsluzˇne´ rutineˇ tohoto IRP je zavola´na funkce
rozhran´ı NDIS NdisMEthIndicateReceive (4), ktera´ zasˇle paket do priva´tn´ı s´ıteˇ (prˇes
network stack) (5). T´ım simulujeme neexistuj´ıc´ı fyzicke´ rozhran´ı virtua´ln´ıho TAP adapte´ru
pro prˇ´ıjem, tedy funkci AdapterReceive, ktera´ by v beˇzˇne´m prˇ´ıpadeˇ zpracova´vala prˇ´ıchoz´ı
pakety na adapte´r, a zas´ılala je do priva´tn´ı s´ıteˇ.
Pozˇadavek na odesla´n´ı paketu z priva´tn´ı s´ıteˇ obsluhuje standardneˇ funkce Adapter-
Transmit (volana´ network stackem), ovsˇem mı´sto prˇepos´ıla´n´ı na fyzicke´ rozhran´ı (vys´ıla´n´ı)
ukla´da´ paket do tzv. packet bufferu, pokud zat´ım nikdo z druhe´ho konce priva´tn´ı s´ıteˇ neza-
slal pozˇadavek na cˇten´ı. V opacˇne´m prˇ´ıpadeˇ se ve funkci AdapterTransmit tento pozˇadavek
zpracuje a dokoncˇ´ı. Cely´ postup je zna´zorneˇn na obra´zku 3.15
Cˇten´ı z TAP zarˇ´ızen´ı
Jak bylo nast´ıneˇno v sekci 3.4.2, cˇten´ı - tedy z´ıska´n´ı paket˚u z virtua´ln´ıho TAP adapte´ru
- je komplikovaneˇjˇs´ı. Na u´vod plat´ı vsˇe, co pro za´pis. Vola´n´ım standardn´ı funkce syste´mu
CreateFile vytvorˇ´ıme instanci TAP adapte´ru, na ktere´ vola´me funkci ReadFile pro cˇten´ı
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Obra´zek 3.15: Komunikace OpenVPN s TAP - za´pis
dat (z´ıska´n´ı datagramu nebo paketu, dle rezˇimu funkce TAP adapte´ru) (1). T´ım se interneˇ
vytvorˇ´ı IRP pozˇadavek s prima´rn´ım ko´dem IRP MJ READ.
Rutina ovladacˇe TapDeviceHook zpracova´vaj´ıc´ı IRP deˇla´ na´sleduj´ıc´ı: pozˇadavek na cˇten´ı
mu˚zˇe by´t uspokojen jen tehdy, pokud existuje ve fronteˇ paket˚u (packet buffer) neˇjaky´ paket,
drˇ´ıve zaslany´ z priva´tn´ı s´ıteˇ (funkc´ı AdapterTransmit). Pokud ano, je pozˇadavek na cˇten´ı
spojen s paketem cˇekaj´ıc´ım na odesla´n´ı. Cela´ procedura t´ımto koncˇ´ı. Funkce ReadFile
v aplikaci OpenVPN vra´t´ı vy´sledek - paket, ktery´ si OpenVPN zpracuje, zasˇifruje a zasˇle
prˇes fyzicke´ s´ıt’ove´ rozhran´ı na druhy´ konec priva´tn´ı s´ıteˇ.
V prˇ´ıpadeˇ, zˇe packet buffer je pra´zdny´, mus´ıme IRP pozˇadavek na cˇten´ı ulozˇit do tzv.
IRP bufferu pro pozdeˇjˇs´ı zpracova´n´ı (2). Pozdeˇjˇs´ım zpracova´n´ım je mysˇlena pouze jedina´
situace, a to intern´ı vola´n´ı funkce NDIS - AdapterTransmit (vola´no network stackem). Jak
jizˇ bylo rˇecˇeno u popisu za´pisu na TAP zarˇ´ızen´ı, funkce AdapterTrasmit (4) je vola´na
v prˇ´ıpadeˇ, kdy vnitrˇn´ı s´ıt’ chce odeslat paket (3). Tedy, pokud existuje v IRP bufferu
neˇjaky´ drˇ´ıve ulozˇeny´ pozˇadavek na cˇten´ı, je spojen s aktua´lneˇ odes´ılany´m paketem (6).
Pokud v IRP bufferu existuje alesponˇ jeden dalˇs´ı pozˇadavek na cˇten´ı, a za´rovenˇ v packet
bufferu dosud neodeslany´ paket, jsou postupneˇ tyto polozˇky front spojova´ny. Cela´ procedura
prob´ıha´ do okamzˇiku, kdy je alesponˇ jeden z buffer˚u pra´zdny´. Vsˇe vy´sˇe zmı´neˇne´ popisuje
obra´zek 3.16
3.4.4 TUN - komunikace s OpenVPN
Komunikaci zarˇ´ızen´ı TUN pop´ıˇseme stejny´m stylem jako TAP (cˇten´ı, za´pis), nav´ıc prˇida´me
nezbytne´ informace o asynchronn´ıch pozˇadavc´ıch, na ktery´ch je interakce TUN a syste´mu
postavena.
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Obra´zek 3.16: Komunikace OpenVPN s TAP - cˇten´ı
Asynchronn´ı komunikace v TUN
Pro u´cˇely rychlejˇs´ı komunikace TUN s operacˇn´ım syste´mem byla vytvorˇena struktura
s na´zvem overlapped io, ktera´ zapouzdrˇuje asynchronn´ı pozˇadavek na cˇten´ı nebo za´pis.
Pozˇadavek se mu˚zˇe nacha´zet ve trˇech r˚uzny´ch stavech:
1. IOSTATE INITIAL - pocˇa´tecˇn´ı stav, bez pozˇadavku na I/O operaci
2. IOSTATE QUEUED - byl vystaven pozˇadavek na cˇten´ı nebo za´pis, ale nemohl by´t usku-
tecˇneˇn okamzˇiteˇ, zpracova´n´ı bude prob´ıhat asynchronneˇ
3. IOSTATE IMMEDIATE RETURN - byl vystaven pozˇadavek na I/O operaci, ktery´ se oka-
mzˇiteˇ zpracoval a vra´til vy´sledek, nebo se vyskytla chyba
Pro pochopen´ı cˇinnosti TUN je nutne´ zmı´nit standardn´ı objekt operacˇn´ıho syste´mu
Windows s na´zvem OVERLAPPED, nacha´zej´ıc´ı se jako jedna z vlastnost´ı struktury overla-
pped io, ktery´ obsahuje handle na tzv. objekt uda´losti (event object). Objekt uda´losti je
synchronizacˇn´ı objekt, ktery´ aplikace pouzˇ´ıvaj´ı pro signalizaci vy´skytu uda´losti cˇekaj´ıc´ımu
vla´knu. Objekt se mu˚zˇe nacha´zet ve dvou stavech - signalizovane´m a resetovane´m. Objekt
uda´losti je vytvorˇen´ı funkc´ı CreateEvent, kde jeden z parametr˚u urcˇuje pocˇa´tecˇn´ı stav
(signalizova´n, resetova´n). Pote´ lze manua´lneˇ nastavit resetovany´ stav funkc´ı ResetEvent
a signalizovany´ stav funkc´ı SetEvent. Vı´ce informac´ı o objektech uda´losti lze naj´ıt v [8].
Za´pis na TUN zarˇ´ızen´ı
Pokud chce OpenVPN poslat TUN adapte´ru data, vyuzˇ´ıva´ k tomu funkci write tun bu-
ffered. Ta zkontroluje, zda je aktivn´ı neˇjaky´ drˇ´ıve zadany´ vstupneˇ/vy´stupn´ı pozˇadavek na
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za´pis. Jestlizˇe ano, snazˇ´ı se jej dokoncˇit (tun finalize). Na´sleduje vola´n´ı funkce tun wri-
te queue.
Za´pis na TUN probeˇhne ve tun write queue pouze v prˇ´ıpadeˇ, kdyzˇ se asynchronn´ı
pozˇadavek na za´pis nacha´z´ı ve stavu IOSTATE INITIAL. Pote´ probeˇhne inicializace bufferu
pro za´pis, nastaven´ı objektu uda´losti do resetovane´ho stavu (ResetEvent), a samotne´ vola´n´ı
WriteFile s parametrem overlapped na TAP zarˇ´ızen´ı. Objekt overlapped se nacha´z´ı ve
vy´sˇe popisovane´ strukturˇe overlapped io a obsahuje resetovany´ objekt uda´losti.
Nyn´ı testujeme vra´cenou hodnotu po na´vratu z funkce WriteFile. Jestlizˇe skoncˇila
u´speˇsˇneˇ, znamena´ to zmeˇnu stavu asynchronn´ıho pozˇadavku na IOSTATE IMMEDIATE RE-
TURN, a rucˇn´ı nastaven´ı objektu uda´losti do signalizovane´ho stavu (SetEvent). Pokud
vra´cena´ hodnota signalizuje neu´speˇch, znamena´ to zarˇazen´ı asynchronn´ıho pozˇadavku do
fronty (IOSTATE QUEUED), nebo chybu prˇi za´pisu na TAP zarˇ´ızen´ı (zmeˇn´ıme stav na IOSTA-
TE IMMEDIATE RETURN, objekt uda´losti do signalizovane´ho stavu a ulozˇ´ıme chybovy´ ko´d).
Asynchronn´ı pozˇadavek je kompletneˇ zpracova´n azˇ funkc´ı tun finalize. Ta testuje
jednotlive´ stavy:
• IOSTATE QUEUED - zavola´ funkci GetOverlappedResult pro vyzvednut´ı vy´sledku asyn-
chronn´ı operace s parametrem okamzˇite´ho na´vratu (teoreticky mu˚zˇe te´zˇ cˇekat na do-
koncˇen´ı), v prˇ´ıpadeˇ u´speˇsˇne´ho na´vratu je asynchronn´ı pozˇadavek prˇeveden do stavu
IOSTATE INITIAL, objekt uda´losti resetova´n a prˇ´ıslusˇne´ buffery naplneˇny daty. V prˇ´ı-
padeˇ neu´speˇsˇne´ho na´vratu a vy´skytu chyby je provedena stejna´ cˇinnost (zmeˇna stavu
na IOSTATE INITIAL, resetova´n´ı objektu uda´losti). Neu´speˇsˇny´ na´vrat a ko´d chyby
ERROR IO INCOMPLETE znamena´, zˇe pozˇadavek sta´le nen´ı zpracova´n, a cˇeka´ se asyn-
chronneˇ da´le.
• IOSTATE IMMEDIATE RETURN - objekt pozˇadavku na I/O je prˇeveden do stavu IOSTA-
TE INITIAL, objekt uda´losti resetova´n. Pokud bylo stavu IOSTATE IMMEDIATE RETURN
doc´ıleno chybou, je tato chyba indikova´na (SetLastError), v opacˇne´m prˇ´ıpadeˇ (u´speˇ-
sˇne´m) prˇenos nacˇteny´ch/zapsany´ch dat do buffer˚u.
• IOSTATE INITIAL - v okamzˇiku, kdy je objekt asynchronn´ıho pozˇadavku v tomto
stavu by se funkce tun finalize nemeˇla nikdy vyvolat, a je indikova´na chyba (Set-
LastError).
Cˇten´ı z TUN zarˇ´ızen´ı
V prˇ´ıpadeˇ iniciova´n´ı pozˇadavku na cˇten´ı z TUN je situace slozˇiteˇjˇs´ı, ovsˇem pro pochopen´ı
bude dostacˇovat nepatrneˇ zjednodusˇeny´ popis. Pokud chce OpenVPN cˇ´ıst z adapte´ru data,
vyuzˇ´ıva´ k tomu funkci read tun buffered, ktera´ vola´ pouze funkci tun finalize (zpra-
cova´n´ı vsˇech drˇ´ıve vystaveny´ch asynchronn´ıch pozˇadavk˚u na cˇten´ı). Aby dosˇlo k samotne´mu
cˇten´ı pomoc´ı funkce tun read queue, mus´ı OpenVPN uskutecˇnit vola´n´ı tun set (prˇedcha´z´ı
nastaven´ı vnitrˇn´ıch uda´lost´ı, souvis´ı s intern´ı funkcionalitou OpenVPN).
Principia´lneˇ je ovsˇem samotne´ cˇten´ı z tun read queue naprosto analogicke´ funkci tun -
write queue popsane´ v prˇedchoz´ı cˇa´sti s t´ım rozd´ılem, zˇe mı´sto vola´n´ı WriteFile je vola´na
funkce ReadFile na TAP adapte´ru. Take´ zpracova´n´ı asynchronn´ıho pozˇadavku je uskutecˇ-
neˇno ve funkci tun finalize, ktera´ ma´ stejne´ chova´n´ı.
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3.4.5 OpenVPN - intern´ı komunikace
Vzhledem k obsa´hlosti samotne´ho ovladacˇe TUN/TAP uvedeme pouze strucˇny´, a velice
zjednodusˇeny´ popis intern´ı komunikace OpenVPN s okol´ım.
Cele´ ja´dro OpenVPN je zalozˇeno na zpracova´n´ı uda´lost´ı (events). Po spusˇteˇn´ı aplikace
se vytvorˇ´ı hlavn´ı vy´konna´ smycˇka, ktera´ prova´d´ı na´sleduj´ıc´ı cˇinnosti:
while(true) {
- nastavenı´ vnitrˇnı´ch cˇasovacˇu˚ smycˇky uda´lostı´;
- nastavenı´ uda´lostı´ a cˇeka´nı´ na uda´losti;
- zpracova´nı´ dokoncˇene´ uda´losti;
if (prˇı´chod signa´lu)
break;
}
Zpracova´vany´ch uda´lost´ı programem OpenVPN je velke´ mnozˇstv´ı, zameˇrˇ´ıme se pouze na
ty, ktere´ se ty´kaj´ı I/O komunikace se sokety a TUN/TAP. I/O uda´losti mohou by´t dvoj´ıho
druhu:
• Rychle´ - pro vesˇkery´ za´pis, a to bud’ na soket nebo TUN/TAP (bez nutnosti cˇekat)
• Pomale´ - pro cˇten´ı ze soketu nebo TUN/TAP, kde nema´me jistotu, zˇe bude paket
okamzˇiteˇ k dispozici
Ve smycˇce cˇeka´n´ı na uda´losti mohou nastat na´sleduj´ıc´ı prˇ´ıpady:
1. TCP/UDP port z´ıskal data pro cˇten´ı - vytvorˇ´ı se rychla´ uda´lost pro za´pis na
TUN/TAP
2. TCP/UDP port chce zapsat data - vytvorˇ´ı se pomala´ uda´lost se zˇa´dost´ı o cˇten´ı
na TUN/TAP
3. TUN z´ıskal data pro cˇten´ı - vytvorˇ´ı se rychla´ uda´lost pro za´pis na soket
4. TUN chce zapsat data - vytvorˇ´ı se pomala´ uda´lost se zˇa´dost´ı o cˇten´ı na soket
5. Prˇiˇsel signa´l - zpracova´n´ı signa´lu dle typu
6. Vyprsˇen´ı uda´losti - smaza´n´ı uda´losti z fronty nezpracovany´ch uda´lost´ı
Podrobneˇji pop´ıˇseme prˇ´ıpadTCP/UDP port chce zapsat data, ktery´ je ve sche´matu
komunikace OpenVPN - TUN/TAP nejslozˇiteˇjˇs´ı, a pro pozdeˇjˇs´ı na´vrh rˇesˇen´ı nejpodstatneˇ-
jˇs´ı. Princip je velice podobny´ prˇ´ıpadu TUN chce zapsat data.
1. Vneˇjˇs´ı s´ıt’ vytvorˇ´ı pozˇadavek na cˇten´ı z vnitrˇn´ı (priva´tn´ı) s´ıteˇ, cozˇ znamena´ za´pis dat
z TUN/TAP na TCP/UDP port.
2. Vytvorˇen´ı pomale´ uda´losti se zˇa´dost´ı o cˇten´ı na TUN/TAP - funkce tun set, viz.
sekce 3.4.4
3. Prˇevod asynchronn´ıho pozˇadavku do stavu IOSTATE IMMEDIATE RETURN nebo cˇekaj´ı-
c´ıho IOSTATE QUEUED
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4. Nyn´ı se cˇeka´ na dokoncˇen´ı operace cˇten´ı na TUN, cozˇ v praxi znamena´ cˇeka´n´ı na
nastaven´ı objektu uda´losti do stavu signalizova´n (ovladacˇem TAP, handle hEvent ve
strukturˇe OVERLAPPED). Cˇeka´n´ı je neblokuj´ıc´ı, a soucˇasneˇ mu˚zˇe prob´ıhat dalˇs´ı zpra-
cova´n´ı uda´lost´ı v OpenVPN.
5. Jakmile TAP z´ıska´ data z vnitrˇn´ı s´ıteˇ, automaticky nastav´ı objekt uda´losti do stavu
signalizova´n, a smycˇka zpracova´va´n´ı uda´lost´ı v OpenVPN zaregistruje tuto zmeˇnu.
6. Zpracuje se dokoncˇena´ uda´lost, tedy dokoncˇen´ı asynchronn´ı operace funkc´ı tun fi-
nalize, a probeˇhne za´pis paketu na soket (TCP/UDP port). Pote´ TCP/IP stack
provede odesla´n´ı do vneˇjˇs´ı s´ıteˇ (proteˇjˇsku se spusˇteˇnou instanc´ı OpenVPN).
3.5 Popis implementace ovladacˇe TAP
V te´to sekci si strucˇneˇ pop´ıˇseme implementaci TUN/TAP zarˇ´ızen´ı na operacˇn´ım syste´mu
Windows. Nejprve softwarove´ struktury (objekty) zapouzdrˇuj´ıc´ı TAP zarˇ´ızen´ı, da´le funkce
vyuzˇ´ıvane´ rozhran´ım NDIS, WDM a doplnˇkove´ funkce.
3.5.1 Softwarove´ struktury ovladacˇe
Zarˇ´ızen´ı TAP reprezentuj´ı zejme´na dveˇ struktury:
• TapAdapter - zapouzdrˇuje vlastnosti obecne´ho s´ıt’ove´ho ovladacˇe
• TapExtension - zapouzdrˇuje vlastnosti specificke´ pro TAP ovladacˇ
TapAdapter
Tato struktura obsahuje informace potrˇebne´ pro obecnou s´ıt’ovou kartu, tedy jme´no zarˇ´ızen´ı,
MAC adresu, loka´ln´ı IP adresu, vzda´lenou IP adresu, s´ıt’ovou masku, ethernetove´ hlavicˇky
pro protokol ARP, broadcastovou adresu, handle obsahuj´ıc´ı vytvorˇeny´ NDIS miniport,
cˇ´ıtacˇe prˇijaty´ch a odeslany´ch paket˚u, komunikacˇn´ı me´dium, MTU, s´ıt’ove´ adresy pro DHCP,
multicastove´ seznamy a strukturu s na´zvem TapExtension obsahuj´ıc´ı vsˇechny ostatn´ı in-
formace o adapte´ru.
TapExtension
TapExtension zapouzdrˇuje vlastnosti specificke´ pro TAP zarˇ´ızen´ı. Jsou jimi fronta pro ne-
zpracovane´ pozˇadavky na zasla´n´ı paketu (packet buffer), fronta pro nezpracovane´ pozˇadavky
na cˇten´ı paketu (IRP buffer), struktura DEVICE OBJECT (viz. sekce 3.1.5), cˇ´ıtacˇ otevrˇe-
ny´ch TAP zarˇ´ızen´ı, za´mky pro cˇten´ı a za´pis do fronty (packet, IRP), jme´no TAP zarˇ´ızen´ı
a informace o stavu zarˇ´ızen´ı.
3.5.2 Funkce pro NDIS
Nyn´ı bude na´sledovat vy´cˇet veˇtsˇiny funkc´ı ovladacˇe TAP volany´ch a pouzˇ´ıvany´ch rozhran´ım
NDIS, a soucˇasneˇ vytva´rˇej´ıc´ıch ovladacˇ miniportu.
• DriverEntry - vstupn´ı bod pro vsˇechny ovladacˇe (v´ıce v sekci 3.1.6), registrova´n´ı
funkc´ı miniportu, vytvorˇen´ı miniportu
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• AdapterCreate - vytvorˇ´ı instanci struktury TapAdapter, napln´ı ji daty, vola´ funkci
CreateTapDevice, ktera´ registruje instanci zarˇ´ızen´ı pro prˇ´ıstup z uzˇivatelske´ho rezˇimu
• AdapterHalt - odstran´ı instanci spusˇteˇne´ho zarˇ´ızen´ı ze syste´mu a uvoln´ı alokovane´
syste´move´ prostrˇedky
• AdapterReset - resetuje zarˇ´ızen´ı, v implementaci ovladacˇe TAP nevyuzˇita
• AdapterReceive - v prˇ´ıpadeˇ beˇzˇne´ s´ıt’ove´ karty zpracova´va´ prˇijate´ pakety na fy-
zicke´m rozhran´ı, zde nevyuzˇita a jej´ı funkcionalita nahrazena vola´n´ım NdisMEthIn-
dicateReceive
• AdapterTransmit - vola´na s´ıt’ovy´m za´sobn´ıkem prˇi pozˇadavku na odesla´n´ı paketu
z priva´tn´ı s´ıteˇ, kontroluje obsah paketu, rozliˇsuje typ, pokud ve fronteˇ cˇekaj´ıc´ıch
pozˇadavk˚u na cˇten´ı (IRP buffer) existuje alesponˇ jedna polozˇka, je spojena s t´ımto
paketem, cˇ´ımzˇ je vlastneˇ paket odesla´n. Podrobneˇjˇs´ı popis v sekci 3.4.3
• AdapterQuery - vrac´ı informace o adapte´ru dle typu pozˇadavku reprezentovane´ho
tzv. OID. Identifika´tory objekt˚u rozhran´ı NDIS (OIDs) jsou mnozˇina syste´mem defi-
novany´ch konstant ve tvaru OID XXX, naprˇ. OID GEN LINK SPEED
• AdapterModify - nastavuje vlastnosti a chova´n´ı zarˇ´ızen´ı dle typu OID zaslane´ho
v parametrech funkce
• TapDriverUnload - vola´na prˇi pozˇadavku na deregistraci ovladacˇe miniportu, ni-
koli pouze jedne´ instance (viz. funkce AdapterHalt), uvolnˇuje alokovane´ prostrˇedky
operacˇn´ıho syste´mu
3.5.3 Funkce pro WDM
V te´to cˇa´sti si pop´ıˇseme d˚ulezˇite´ funkce pro pochopen´ı cˇinnosti TAP adapte´ru pouzˇ´ıvaj´ıc´ı
obecne´ techniky tvorby ovladacˇ˚u zarˇ´ızen´ı modelu WDM operacˇn´ıho syste´mu Windows XP.
• CreateTapDevice - vytva´rˇ´ı instanci zarˇ´ızen´ı pro prˇ´ıstup z uzˇivatelske´ho rezˇimu
(otevrˇen´ı funkc´ı CreateFile, atd.), registruje funkce pro zachyta´va´n´ı IRP pozˇadavk˚u
(IRP MJ OPEN, IRP MJ READ, a dalˇs´ı), inicializuje fronty (IRP, packet) a jejich
za´mky pro vy´lucˇny´ prˇ´ıstup
• DestroyTapDevice - deregistruje instanci TAP zarˇ´ızen´ı, vyprazdnˇuje fronty, dealo-
kuje pouzˇ´ıvane´ syste´move´ prostrˇedky
• TapDeviceHook - rutina pro zachyta´va´n´ı a zpracova´va´n´ı IRP paket˚u. Prˇijme po-
zˇadavek, zkontroluje spra´vnost IRP, a dle typu prova´d´ı prˇ´ıslusˇnou cˇinnost. Prima´rn´ı
ko´dy IRP rozep´ıˇseme podrobneˇji:
– IRP MJ DEVICE CONTROL - vyvola´na z aplikace funkc´ı DeviceIoCon-
trol, podle vedlejˇs´ıho parametru IRP nastavuje a rˇ´ıd´ı instanci TAP zarˇ´ızen´ı
(zjiˇsteˇn´ı MAC adresy, MTU, nastaven´ı rezˇimu cˇinnosti adapte´ru, stavu me´dia,
konfigurace DHCP)
– IRP MJ CREATE - zavola´n´ım funkce CreateFile vznikne IRP s t´ımto pri-
ma´rn´ım ko´dem, probeˇhne resetova´n´ı adapte´ru a zmeˇna stavu na ”otevrˇeny´“
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– IRP MJ CLOSE - funkc´ı CloseFile volane´ z uzˇivatelske´ho rezˇimu uzavrˇeme
zarˇ´ızen´ı, resetujeme adapte´r, vypra´zdn´ıme fronty a zmeˇn´ıme stav na ”uzavrˇeny´“
– IRP MJ READ - IRP s pozˇadavkem na cˇten´ı vznikne spusˇteˇn´ım funkce Read-
File, jestlizˇe v packet bufferu existuje neˇjaky´ paket, je spojen s aktua´ln´ım po-
zˇadavkem na cˇten´ı, pokud neexistuje, je IRP vlozˇeno do fronty pozˇadavk˚u na
cˇten´ı, IRP oznacˇeno stavem ”nevyrˇ´ızeny´“ (funkce IoMarkIrpPending)
– IRP MJ WRITE - posledn´ı prima´rn´ı ko´d vznika´ zavola´n´ım WriteFile, dle
rezˇimu cˇinnosti adapte´ru (most, tunel) paket zpracova´n, a funkc´ı NdisMEthIn-
dicateReceive odesla´n do priva´tn´ı s´ıteˇ.
• CompleteIRP - nastav´ı prˇ´ıslusˇny´ ko´d stavu indikuj´ıc´ı u´speˇsˇne´ zpracova´n´ı cˇi chybu,
a dokoncˇ´ı korektneˇ IRP pozˇadavek syste´movy´m vola´n´ım IoCompleteRequest, v´ıce
v sekci 3.1.7
• CancelIRP - vyjmut´ı IRP paketu z fronty nezpracovany´ch pozˇadavk˚u na cˇten´ı, na-
staven´ı ko´du stavu IRP na STATUS CANCELLED a zavola´n´ı funkce IoCompleteRequest,
viz. sekce 3.1.7
3.5.4 Ostatn´ı funkce
Zby´va´ popsat posledn´ı pomeˇrneˇ d˚ulezˇite´ funkce adapte´ru. Vy´znam ostatn´ıch funkc´ı lze
vycˇ´ıst a pomeˇrneˇ dobrˇe pochopit ze zdrojovy´ch ko´d˚u ovladacˇe.
• SetMediaStatus - nastavuje stav me´dia adapte´ru na prˇipojen (NDIS STATUS ME-
DIA CONNECT) nebo odpojen (NDIS STATUS MEDIA DISCONNECT)
• InjectPacket - pouzˇita v prˇ´ıpadeˇ, kdy interneˇ generujeme pakety jako odpoveˇdi na
ARP cˇi DHCP (funkce ProcessARP, ProcessDHCP), zasla´n´ı zpracovane´ho paketu do
s´ıteˇ funkc´ı NdisMEthIndicateReceive
3.6 Popis implementace ovladacˇe TUN
Stejneˇ jako v prˇ´ıpadeˇ TAP adapte´ru, pop´ıˇseme struktury vytva´rˇej´ıc´ı TUN zarˇ´ızen´ı, pote´
nejvy´znamneˇjˇs´ı funkce pro komunikaci TUN se syste´mem.
3.6.1 Softwarove´ struktury ovladacˇe
Ovladacˇ TUN definuj´ı v za´sadeˇ pouze dveˇ struktury, a to tuntap options a tuntap. Prvn´ı
jmenovana´ obsahuje vlastnosti specificke´ pro operacˇn´ı syste´m, na ktere´m je TUN implemen-
tova´n. Pro Unixove´ platformy obsahuje minimum informac´ı, protozˇe samotna´ podpora je
jizˇ zahrnuta v ja´drˇe. Druha´ jmenovana´ zapouzdrˇuje v prˇ´ıpadeˇ Unixu TUN a TAP zarˇ´ızen´ı,
dle popisovacˇe souboru se urcˇ´ı, v jake´m rezˇimu se bude s adapte´rem pracovat. V prˇ´ıpadeˇ
Windows poskytuje pouze rozhran´ı pro ovla´da´n´ı TAP adapte´ru z uzˇivatelske´ho rezˇimu.
Struktury pop´ıˇseme z hlediska vy´znamu pro Windows.
• tuntap options - obsahuje typ IP adresy (IPv4, IPv6), parametry pro DHCP, jme´no
dome´ny, DHCP adresy pro WINS, NTP, DNS a NBDD (NetBIOS datagram distri-
bution)
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• tuntap - obsahuje typ zarˇ´ızen´ı (TUN, TAP), instanci struktury tuntap options,
aktua´ln´ı jme´no TUN/TAP zarˇ´ızen´ı, loka´ln´ı IP adresa, maska s´ıteˇ, broadcastova´ ad-
resa, handle na vytvorˇenou instanci zarˇ´ızen´ı z CreateFile, struktury overlapped io
pro cˇten´ı a za´pis a doplnˇkove´ u´daje pro IP Helper API
3.6.2 Za´kladn´ı funkce
TUN obsahuje des´ıtky funkc´ı, vyp´ıˇseme ovsˇem jen ty nejd˚ulezˇiteˇjˇs´ı, podstatne´ z hlediska
komunikace TUN zarˇ´ızen´ı.
• open tun - otevrˇe instanci TAP zarˇ´ızen´ı, nastav´ı rezˇim cˇinnosti (most, tunel), prˇideˇl´ı
IP adresu (manua´lneˇ, DHCP)
• close tun - uzavrˇe instanci TAP zarˇ´ızen´ı, odebere IP adresu, zrusˇ´ı nezpracovane´ I/O
pozˇadavky na TAP
• tun write queue - inicializace za´pisu pomoc´ı WriteFile, samotny´ za´pis, uveden´ı
asynchronn´ıho pozˇadavku do prˇ´ıslusˇne´ho stavu, pozˇadavek prˇipraven na dokoncˇen´ı
funkc´ı tun finalize
• tun read queue - inicializace cˇten´ı pomoc´ı ReadFile a samotne´ cˇten´ı, uveden´ı asyn-
chronn´ıho pozˇadavku do prˇ´ıslusˇne´ho stavu, pozˇadavek prˇipraven na dokoncˇen´ı funkc´ı
tun finalize
• tun finalize - ukoncˇ´ı asynchronn´ı pozˇadavek, v prˇ´ıpadeˇ sta´le nedokoncˇene´ I/O ope-
race cˇeka´ da´le na dokoncˇen´ı, jinak napln´ı buffery daty, prˇ´ıpadneˇ nastav´ı chybove´ ko´dy
• write tun buffered - oba´lka pro vola´n´ı tun write queue, kontrola dosud nezpraco-
vane´ho asyn. pozˇadavku, prˇ´ıpadne´ dokoncˇen´ı, pote´ samotny´ za´pis
• read tun buffered - pouze prostrˇedn´ık pro vola´n´ı tun finalize
• tun set - po vnitrˇn´ım nastaven´ı uda´lost´ı pro cˇten´ı (v OpenVPN) zavola´n´ı tun re-
ad queue
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Kapitola 4
Na´vrh
Se znalostmi z´ıskany´mi z prˇedchoz´ı kapitoly mu˚zˇeme prˇej´ıt k na´vrhu prˇevodu. C´ılem cele´ho
projektu bylo prˇeve´st celou aplikaci OpenVPN na operacˇn´ı syste´m Windows CE 6.0. Z po-
drobne´ analy´zy vyplynulo, zˇe prvn´ı uvazˇovana´ cˇa´st prˇevodu, tedy s´ıt’ovy´ ovladacˇ TUN/TAP
bude natolik na´rocˇna´, zˇe nen´ı mozˇne´ ve standardn´ım rozsahu diplomove´ pra´ce cele´ zada´n´ı
splnit. Proto v te´to kapitole bude pouze popis prˇevodu s´ıt’ove´ho ovladacˇe.
Na u´vod obecneˇ shrneme odliˇsnosti operacˇn´ıch syste´mu˚ Windows XP a Windows CE
z hlediska tvorby ovladacˇ˚u, a z toho vyply´vaj´ıc´ı d˚usledky pro TUN/TAP ovladacˇ. Prˇi
prˇevodu bude kladen d˚uraz na ovladacˇ TAP, kde je nutne´ udeˇlat nejv´ıce zmeˇn. Prˇevod
se budeme snazˇit rozdeˇlit na dveˇ cˇa´sti, nejprve prˇevod TAP, pote´ TUN. Nicme´neˇ, obeˇ tato
zarˇ´ızen´ı jsou na operacˇn´ım syste´mu Windows XP na sobeˇ natolik za´visla´ (prˇesneˇji rˇecˇeno,
TUN za´visly´ na TAP), zˇe se urcˇite´ cˇa´sti budou prol´ınat.
4.1 Princip prˇevodu
Prˇi prˇevodu nara´zˇ´ıme na dva za´sadn´ı proble´my. Prvn´ı se ty´ka´ cˇisteˇ ovladacˇove´ cˇa´sti, druhy´
plat´ı obecneˇ i pro tvorbu beˇzˇny´ch aplikac´ı.
1. Komunikacˇn´ı mechanismus IRP - Windows CE nepodporuj´ı IRP
2. Asynchronn´ı I/O pozˇadavky - Windows CE nepodporuj´ı overlapped I/O
V implementaci TAP se pouzˇ´ıvaj´ı IRP pro komunikaci ovladacˇe s aplikac´ı spusˇteˇnou v uzˇi-
vatelske´m rezˇimu. Otevrˇen´ı nebo uzavrˇen´ı, za´pis nebo cˇten´ı z TAP znamena´ intern´ı vyge-
nerova´n´ı IRP paketu s dany´m ko´dem pozˇadavku.
Overlapped I/O, neboli asynchronn´ı vstupneˇ/vy´stupn´ı pozˇadavky pouzˇ´ıva´ ovladacˇ TUN
prˇi komunikaci s TAP, a to prˇi cˇten´ı nebo za´pisu. Pokud bychom tento mechanismus nemeˇli,
bylo by nutne´ po kazˇde´m zavola´n´ı funkce pro cˇten´ı/za´pis paketu z TAP zarˇ´ızen´ı cˇekat, azˇ
se I/O uda´lost dokoncˇ´ı, cˇ´ımzˇ by se stala aplikace nepouzˇitelna´.
Nezˇ prˇejdeme ke konkre´tn´ımu rˇesˇen´ı pro jednotlive´ ovladacˇe, jesˇteˇ pop´ıˇseme rozd´ıly ve
tvorbeˇ ovladacˇ˚u z hlediska nacˇ´ıta´n´ı syste´mem, mozˇnosti nahrazen´ı mechanismu IRP na
Windows CE, stejneˇ tak emulaci asynchronn´ıch vstupneˇ/vy´stupn´ıch pozˇadavk˚u.
4.1.1 Rozd´ıly ve tvorbeˇ ovladacˇ˚u
Pokud chceme vytvorˇit ovladacˇ na operacˇn´ım syste´mu Windows XP, je situace poneˇkud
slozˇiteˇjˇs´ı, nezˇ v prˇ´ıpadeˇ Windows CE. Mus´ıme mı´t specia´ln´ı prˇekladacˇ, jehozˇ vy´sledkem je
48
bina´rn´ı soubor s prˇ´ıponou .sys obsahuj´ıc´ı samotny´ ovladacˇ a soubor typu .inf, ktery´ je
d˚ulezˇity´ pro instalaci ovladacˇe do syste´mu.
Ve Windows CE jsou ovladacˇe reprezentova´ny souborem s prˇ´ıponou .dll, cozˇ je stan-
dardn´ı dynamicky linkovana´ knihovna. Nen´ı trˇeba specia´ln´ı prˇekladacˇ, ovladacˇ se vytvorˇ´ı
jako ktera´koli jina´ dynamicka´ knihovna, s dodrzˇen´ım jisty´ch pravidel. Ta spocˇ´ıvaj´ı v ex-
portova´n´ı funkc´ı nutny´ch pro zaveden´ı ovladacˇe do syste´mu. Jednou z povinny´ch funkc´ı
je DllMain, ktera´ je prvn´ı volanou prˇi nahra´va´n´ı ovladacˇe (souvislost s obecny´m kon-
ceptem tvorby dynamicky´ch knihoven). Pokud se budeme bavit pra´veˇ o s´ıt’ove´m ovladacˇi
pouzˇ´ıvaj´ıc´ım rozhran´ı NDIS, potom mus´ıme te´zˇ exportovat funkci DriverEntry. Dalˇs´ı ex-
portovane´ hlavicˇky funkc´ı pote´ za´vis´ı na tom, jaky´ typ ovladacˇe tvorˇ´ıme.
Automaticke´ nacˇ´ıta´n´ı ovladacˇ˚u zajist´ıme jednodusˇe zapsa´n´ım neˇkolika u´daj˚u do registr˚u
operacˇn´ıho syste´mu, konkre´tn´ı prˇ´ıklad uvedeme v dalˇs´ı kapitole s na´zvem implementace
a testova´n´ı.
Posledn´ım, jizˇ drˇ´ıve zminˇovany´m rozd´ılem je vlastnost vznikla´ prˇ´ıchodem Windows CE
6.0, a to mozˇnost nacˇ´ıta´n´ı ovladacˇ˚u v uzˇivatelske´m rezˇimu.
4.1.2 Alternativa IRP
Neexistuj´ıc´ı podpora komplexn´ıho mechanismu IRP znamena´, zˇe operacˇn´ı syste´m mus´ı
nab´ızet neˇjakou alternativu, jak zpracova´vat prˇ´ıchoz´ı pozˇadavky z uzˇivatelske´ho rezˇimu.
Tou je v podsekci 3.2.3 popsany´ obecny´ model pro tvorbu ovladacˇ˚u na Windows CE -
stream interface model. S pomoc´ı neˇj exportujeme kromeˇ povinny´ch funkc´ı ovladacˇe jesˇteˇ
ty, ktere´ budou zachyta´vat a zpracova´vat pozˇadavky na TAP zarˇ´ızen´ı.
Ve Windows XP stacˇila pro tento u´cˇel jedna funkce - v prˇ´ıpadeˇ TAP nazvana´ TapDe-
viceHook, ktera´ uvnitrˇ dle prˇ´ıchoz´ıho prima´rn´ıho IRP ko´du urcˇila, kterou uda´lost aplikace
z uzˇivatelske´ho rezˇimu vyvolala (otevrˇen´ı, cˇten´ı, za´pis..). Nyn´ı pro kazˇdy´ zpracova´vany´
pozˇadavek vytvorˇ´ıme samostatnou funkci, jej´ızˇ rozhran´ı exportujeme do dll souboru s ovla-
dacˇem.
4.1.3 Asynchronn´ı I/O
Tato cˇa´st prˇevodu bude nejslozˇiteˇjˇs´ı, zahrnuje jak zmeˇny v ovladacˇi TAP, tak v TUN
i samotne´ aplikaci OpenVPN. Navrhneme rˇesˇen´ı prˇedevsˇ´ım pro TAP a TUN, integrace
s OpenVPN bude prˇedmeˇtem dalˇs´ıho prˇ´ıpadne´ho projektu na toto te´ma.
Zopakujme, zˇe prˇi pozˇadavku na vstupneˇ/vy´stupn´ı uda´lost bez asynchronn´ıho zpra-
cova´n´ı mus´ı aplikace cˇekat na dokoncˇen´ı dane´ operace. Cˇeka´n´ı znamena´ pozastaven´ı vla´kna
v syste´mu, ktere´ I/O operaci iniciovalo.
V prˇ´ıpadeˇ asynchronn´ıho zpracova´n´ı je pro kazˇdy´ I/O pozˇadavek vytvorˇeno vnitrˇneˇ
vla´kno, ktere´ samostatneˇ cˇeka´ na dokoncˇen´ı I/O operace, a po dokoncˇen´ı uveˇdomı´ hlavn´ı
aplikaci (pomoc´ı objekt˚u uda´losti), zˇe je operace hotova. Z popsane´ho je patrne´, zˇe prˇi
zˇa´dosti o cˇten´ı nebo za´pis, ktere´ trva´ jistou dobu, nen´ı hlavn´ı aplikace blokova´na a mu˚zˇe
prova´deˇt jinou uzˇitecˇnou cˇinnost.
Emulac´ı asynchronn´ıch I/O je mysˇleno nahrazen´ı funkcionality struktury OVERLAPPED
vkla´dane´ jako posledn´ı parametr funkce ReadFile nebo WriteFile jiny´m mechanismem.
Takovou alternativou bude pouzˇit´ı objekt˚u uda´lost´ı (vnitrˇneˇ pouzˇ´ıvane´ strukturou OVER-
LAPPED), ktere´ budeme nastavovat manua´lneˇ, nikoli automaticky jako za pouzˇit´ı overlapped
I/O na operacˇn´ım syste´mu Windows XP.
Z d˚uvod˚u jednoduchosti lze uvazˇovat operace za´pisu na TAP zarˇ´ızen´ı jako synchronn´ı,
protozˇe odesla´n´ı paketu do vnitrˇn´ı s´ıteˇ probeˇhne te´meˇrˇ okamzˇiteˇ, operace NdisMEthIndi-
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cateReceive nen´ı blokuj´ıc´ı. Da´le se budeme soustrˇedit pouze na operaci cˇten´ı z TAP, jej´ızˇ
neblokuj´ıc´ı variantu bude mozˇne´ bez velky´ch zmeˇn prˇ´ıpadneˇ prˇeve´st i na operaci za´pisu.
4.2 Prˇevod ovladacˇe TAP
Dosta´va´me se k nejd˚ulezˇiteˇjˇs´ı cˇa´sti, a to prˇevodu ovladacˇe TAP. Bude se skla´dat ze trˇ´ı cˇa´st´ı,
nejprve nahrazen´ı mechanismu IRP pro zachyta´va´n´ı uda´lost´ı na zarˇ´ızen´ı, pote´ emulace IRP
pozˇadavk˚u na cˇten´ı vcˇetneˇ popisu mapovan´ı pameˇti mezi procesy (pro prˇenos nacˇteny´ch dat
ze zarˇ´ızen´ı do uzˇivatelske´ho prostoru aplikace), a nakonec emulace vlastn´ıho zpracova´va´n´ı
asynchronn´ıch I/O pozˇadavk˚u.
4.2.1 Prˇevod na streamove´ rozhran´ı
O principech streamove´ho rozhran´ı bylo rˇecˇeno vsˇe, nyn´ı prˇistoup´ıme ke konkre´tn´ımu
prˇ´ıpadu - zarˇ´ızen´ı TAP. Kazˇdy´ prima´rn´ı ko´d IRP, ktery´ zpracova´va´ rutina TapDeviceHook
nahrad´ıme samostatnou funkc´ı ve forma´tu TAP xxx, kde xxx je jme´no funkce. Nav´ıc je
trˇeba prˇidat dveˇ specia´ln´ı funkce, prvn´ı se vola´ prˇi registraci zarˇ´ızen´ı v syste´mu - Activa-
teDeviceEx, druha´ prˇi deregistraci zarˇ´ızen´ı - DeactivateDevice. Cˇinnosti prova´deˇne´ jed-
notlivy´mi funkcemi plneˇ koresponduj´ı s cˇinnostmi prova´deˇny´mi jednotlivy´mi cˇa´stmi rutiny
TapDeviceHook, azˇ na detaily ty´kaj´ıc´ı se zpracova´n´ı IRP. Tabulka 4.1 zna´zornˇuje prima´rn´ı
ko´dy IRP, a k nim odpov´ıdaj´ıc´ı jme´na funkc´ı, vcˇetneˇ funkc´ı pro registraci a deregistraci
zarˇ´ızen´ı.
Prima´rn´ı ko´d IRP Nahrazuj´ıc´ı funkce
IRP MJ CREATE TAP Open
IRP MJ CLOSE TAP Close
IRP MJ READ TAP Read
IRP MJ WRITE TAP Write
IRP MJ DEVICE CONTROL TAP IOControl
Syste´mova´ funkce Volana´ funkce
ActivateDeviceEx TAP Init
DeactivateDevice TAP Deinit
Tabulka 4.1: Funkce nahrazuj´ıc´ı prima´rn´ı ko´dy IRP
Pro u´plnost dopln´ıme funkci TAP Seek (volana´ z uzˇivatelske´ho rezˇimu funkc´ı SetFile-
Pointer), ktera´ meˇn´ı nastaven´ı pozice ukazatele dat ve cˇtene´m zarˇ´ızen´ı, v prˇ´ıpadeˇ TAP
ovladacˇe nen´ı vyuzˇita. Pokud bychom implementovali ovladacˇe fyzicke´ho zarˇ´ızen´ı, bylo by
nutne´ prˇidat jesˇteˇ funkce TAP PowerUp a TAP PowerDown, ktere´ obnov´ı cˇi prˇerusˇ´ı napa´jen´ı
prˇipojene´ho adapte´ru v syste´mu v prˇ´ıpadeˇ, zˇe power management je rˇ´ızen softwaroveˇ. TAP
je virtua´ln´ı ovladacˇ, a proto tyto funkce nepouzˇ´ıva´.
Vsˇechny vy´sˇe popsane´ funkce s prefixem TAP jsou exportova´ny v .dll knihovneˇ imple-
mentuj´ıc´ı ovladacˇ, syste´m je pote´ interneˇ na zˇa´dost aplikac´ı z uzˇivatelske´ho rezˇimu vola´.
4.2.2 Mapova´n´ı ukazatel˚u mezi procesy
V te´to cˇa´sti by se dalo pomeˇrneˇ obsa´hle napsat o zp˚usobu mapovan´ı ukazatel˚u mezi procesy
(tzv. marshalova´n´ı), z d˚uvodu omezene´ho rozsahu pra´ce uvedeme pouze za´kladn´ı infor-
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mace. Nutno rˇ´ıci, zˇe v meziprocesove´ komunikaci dosˇlo k velky´m rozd´ıl˚um mezi operacˇn´ım
syste´mem Windows CE 5.0 a Windows CE 6.0 (z d˚uvod˚u zmeˇn v pameˇt’ove´ architekturˇe),
na cozˇ budeme kla´st d˚uraz. Na´sleduj´ıc´ı vy´klad je d˚ulezˇity´ zejme´na pro pozdeˇjˇs´ı pochopen´ı
principu emulace asynchronn´ıch I/O.
U´vod
Zacˇneˇme za´kladn´ımi pojmy, ktere´ je nutne´ zna´t pro pochopen´ı meziprocesove´ komunikace:
• Ukazatel na parametr (pointer parameter) - ukazatel, ktery´ je prˇeda´n v rozhran´ı
funkce a ukazuje na dany´ parametr (buffer). V na´sleduj´ıc´ım prˇ´ıkladu je promeˇnna´
pBuffer ukazatelem na parametr:
WriteFile(hFile, pBuffer, dwBufferSize, ...);
• Zapouzdrˇeny´ ukazatel (embedded pointer) - ukazatel, ktery´ je prˇeda´n funkci,
a je ulozˇeny´ uvnitrˇ neˇjake´ struktury. V dalˇs´ı uka´zce ko´du je promeˇnna´ pEmbedded
zapouzdrˇeny´m ukazatelem:
struct MyStruct {
BYTE *pEmbedded;
DWORD dwSize;
};
DeviceIoControl(hFile, pMyStruct, sizeof(MyStruct), ...);
• Kontrola prˇ´ıstupu (access checking) - oveˇrˇen´ı, zda volaj´ıc´ı proces ma´ opra´vneˇn´ı
prˇistupovat k parametru (bufferu). Zde se liˇs´ı prˇ´ıstup v jednotlivy´ch verz´ıch opera-
cˇn´ıho syste´mu Windows CE:
– CE 5.0 - ovladacˇe pouzˇ´ıvaly funkci MapCallerPtr() ke kontrole prˇ´ıstupu ukaza-
tel˚u na parametry a zapouzdrˇeny´ch ukazatel˚um. Ja´dro take´ kontrolovalo prˇ´ıstup
k parametr˚um, ovsˇem neznalo velikost buffer˚u, na ktere´ se ukazatel va´zal. Kon-
trola prob´ıhala pouze pomoc´ı jednoho bytu bufferu.
– CE 6.0 - API pro kontrolu prˇ´ıstupu bylo zmeˇneˇno, a zahrnuje informaci o velikosti
parametr˚u. Ja´dro nyn´ı prova´d´ı plnou kontrolu prˇ´ıstupu k parametr˚um. Ovladacˇe
mus´ı pouze oveˇrˇit prˇ´ıstup k parametr˚um v zapouzdrˇeny´ch ukazatel´ıch pomoc´ı
funkce CeOpenCallerBuffer, ktera´ take´ zodpov´ıda´ za marshalova´n´ı dat, jak
bude vysveˇtleno da´le.
• Bezpecˇna´ kopie (secure copy) - vytvorˇen´ı kopie bufferu pro vyloucˇen´ı soubeˇzˇne´
modifikace dat ovladacˇem a aplikac´ı.
• Synchronn´ı prˇ´ıstup (synchronous) - prˇ´ıstup k parametr˚um uvnitrˇ volane´ funkce
(funkce ovladacˇe), ve vla´knu volaj´ıc´ıho (vla´kno aplikace).
Princip funkce
Mapova´n´ı ukazatel˚u neboli marshalova´n´ı je prˇ´ıprava ukazatele pro prˇ´ıstup ovladacˇe do
pameˇti volaj´ıc´ıho (aplikace). Ovladacˇ beˇzˇ´ı v ra´mci jine´ho procesu, nezˇ aplikace, ktera´ jej
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vola´. Virtua´ln´ı pameˇt’ kazˇde´ho procesu je implicitneˇ chra´neˇna proti prˇ´ıstupu z jine´ho pro-
cesu, z pochopitelny´ch bezpecˇnostn´ıch d˚uvod˚u. Ovladacˇ tedy mus´ı prove´st neˇkolik cˇinnost´ı,
aby mohl prˇistupovat k bufferu umı´steˇne´m v jine´m adresove´m prostoru.
Synchronn´ı prˇ´ıstup do pameˇti je prova´deˇn beˇhem vola´n´ı funkce ovladacˇe v ra´mci spu-
sˇteˇne´ho vla´kna volaj´ıc´ıho (aplikace). Jestlizˇe vla´kno ovladacˇe prˇistupuje do pameˇti jine´ho
procesu po skoncˇen´ı vola´n´ı vla´kna volaj´ıc´ıho, potom se tento rezˇim nazy´va´ asynchronn´ım.
Ve Windows CE 5.0 sd´ılely vsˇechny procesy stejny´ adresovy´ prostor. Pro z´ıska´n´ı ukaza-
tele na volaj´ıc´ı pameˇt’ stacˇilo, aby ovladacˇ namapoval ukazatel adresove´ho prostoru aplikace.
Mapova´n´ı byla jednoducha´ transformace hodnoty ukazatele, ktery´ ukazoval na tzv. ”slot“
jine´ho procesu ve spolecˇne´m adresove´m prostoru. V CE 5 byla pameˇt’ rozdeˇlena na 32 slot˚u,
pro aplikace prˇ´ıstupny´ch 31, posledn´ı zab´ıralo ja´dro OS. S t´ım souvisel maxima´ln´ı pocˇet
spusˇteˇny´ch proces˚u na 32 a maxima´ln´ı velikost operacˇn´ı pameˇti 32MB.
Ve Windows CE 6.0 ma´ kazˇdy´ proces sv˚uj unika´tn´ı adresovy´ prostor. Marshalova´n´ı
pameˇti proto nemu˚zˇe by´t prosta´ transformace ukazatele. Kazˇda´ pameˇt’ mus´ı by´t zkop´ırova´na
z jednoho procesu do druhe´ho (duplikace) nebo mus´ı by´t alokova´na nova´ virtua´ln´ı adresa
v procesu ovladacˇe, a ukazovat na stejnou fyzickou pameˇt’ volaj´ıc´ıho (alias). Syste´move´
prostrˇedky jsou alokova´ny uvnitrˇ procesu ovladacˇe, a mus´ı by´t uvolneˇny, jakmile ovladacˇe
ukoncˇ´ı pra´ci s pameˇt´ı.
Marshalova´n´ı ve Windows CE 6.0 take´ urcˇuje, zda je parametr pouze pro cˇten´ı, za´pis,
nebo soucˇasneˇ pro cˇten´ı a za´pis. Pro vysveˇtlen´ı, co mus´ı ovladacˇ udeˇlat, aby marshaloval
pameˇt’, pop´ıˇseme oddeˇleneˇ synchronn´ı a asynchronn´ı prˇ´ıstup:
• Synchronn´ı prˇ´ıstup - ja´dro automaticky mapuje ukazatele na parametry. Ovladacˇ se
stara´ pouze o zapouzdrˇene´ ukazatele. V CE 5.0, ovladacˇe pouzˇ´ıvaly funkci MapCaller-
Ptr, v CE 6.0 pouzˇ´ıvaj´ı funkci CeOpenCallerBuffer k marshalova´n´ı zapouzdrˇeny´ch
ukazatel˚u, a funkci CeFreeCallerBuffer, jestlizˇe pra´ci s buffery koncˇ´ı. Jak funkce
MapCallerPtr, tak CeOpenCallerBuffer kontroluj´ı automaticky opra´vneˇnost prˇ´ıstu-
pu k pameˇti.
• Asynchronn´ı prˇ´ıstup - slozˇiteˇjˇs´ı, v CE 5.0 byl kazˇdy´ procesovy´ ”slot“ chra´neˇn proti
prˇ´ıstupu z jine´ho procesu. Kazˇde´ vla´kno meˇlo vlastn´ı skupinu opra´vneˇn´ı, k prˇ´ıstupu
k jednotlivy´m procesovy´m slot˚um. Protozˇe volaj´ıc´ı vla´kno spousˇt´ı prˇ´ıslusˇnou rutinu
ovladacˇe, nese s sebou pra´va pro prˇ´ıstup do procesu vlastn´ıka te´to pameˇti (aplikace).
Prˇ´ıstupy do pameˇti volaj´ıc´ıho mohou by´t u´speˇsˇne´ pra´veˇ v tomto vla´kneˇ, ostatn´ı vla´kna
(tedy asynchronn´ı) mus´ı nejprve z´ıskat opra´vneˇn´ı k prˇ´ıstupu do jiny´ch procesovy´ch
slot˚u.
V CE 6, jako v prˇedchoz´ı verzi syste´mu, mus´ı by´t uskutecˇneˇna urcˇita´ prˇ´ıprava pro
prˇ´ıstup ovladacˇe do pameˇti volaj´ıc´ıho v jine´m vla´knu. Zp˚usob marshalova´n´ı pameˇti
se liˇs´ı mezi rezˇimem ja´dra a uzˇivatelsky´m rezˇimem, a mezi ukazateli na parametry
a zapouzdrˇeny´mi ukazateli. Jediny´ zp˚usob pro zajiˇsteˇn´ı, zˇe ko´d ovladacˇe bude pracovat
spra´vneˇ ve vsˇech teˇchto prˇ´ıpadech, je prˇipravit parametry pro asynchronn´ı prˇ´ıstup
prˇedt´ım, nezˇ k nim prˇistoup´ı jine´ vla´kno.
Pro asynchronn´ı prˇ´ıstup jsou ukazatele na parametry a zapouzdrˇene´ ukazatele spra-
vova´ny stejny´m zp˚usobem. Prˇedpokla´dejme, zˇe zacˇ´ına´me s bufferem, ktery´ jizˇ byl mapova´n
nebo marshalova´n pro synchronn´ı prˇ´ıstup (provedeno bud’ automaticky ja´drem nebo funkc´ı
CeOpenCallerBuffer), pro zajiˇsteˇn´ı asynchronn´ıho prˇ´ıstupu mus´ı by´t provedeny na´sleduj´ıc´ı
kroky:
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• Pro CE 5.0, ovladacˇ mus´ı zavolat funkci SetProcPermissions v asynchronn´ım vla´-
knu, aby mohl prˇistupovat k bufferu v jine´m procesu (v synchronn´ım rezˇimu tato
pra´va z´ıska´me funkc´ı GetCurrentPermissions)
• V CE 6.0 mus´ı ovladacˇ zavolat CeAllocAsynchronousBuffer pro prˇipraven´ı asyn-
chronn´ı verze parametru, ktery´ je prˇipraven pro synchronn´ı pouzˇit´ı. Vola´n´ı te´to funkce
mus´ı by´t prova´deˇno synchronneˇ, prˇed prˇeda´n´ım parametru do asynchronn´ıho vla´kna.
Jestlizˇe vla´kno skoncˇ´ı pra´ci s bufferem, zavola´ CeFreeAsynchronousBuffer, a uvoln´ı
alokovane´ prostrˇedky.
Pozn: ne vsˇechny asynchronn´ı prˇ´ıpady jsou podporova´ny pro ovladacˇe v uzˇivatelske´m
rezˇimu. Ty nemohou asynchronneˇ zapisovat do ukazatel˚u na parametry. Dalˇs´ı informace
ty´kaj´ıc´ı se marshalova´n´ı, vcˇetneˇ bezpecˇny´ch kopi´ı parametr˚u a zpracova´n´ı vy´jimek lze naj´ıt
v [12].
Shrnut´ı
Pouzˇit´ı funkc´ı na Windows CE 6:
• Parametr - pouzˇity´ synchronneˇ - jestlizˇe je nutna´ bezpecˇna´ kopie, pouzˇije se
funkce CeAllocDuplicateBuffer (CeFreeDuplicateBuffer), jinak samotny´ ukaza-
tel (ja´drem automaticky mapovany´)
• Parametr - pouzˇity´ asynchronneˇ - jestlizˇe je nutna´ bezpecˇna´ kopie, pouzˇije se
funkce CeAllocDuplicateBuffer (CeFreeDuplicateBuffer), jinak funkce CeAlloc-
AsynchronousBuffer (CeFreeAsynchronousBuffer)
• Zapouzdrˇeny´ parametr - pouzˇity´ synchronneˇ - pouzˇit´ı funkce CeOpenCaller-
Buffer (CeCloseCallerBuffer) pro marshalova´n´ı a bezpecˇnou kopii (v prˇ´ıpadeˇ nut-
nosti)
• Zapouzdrˇeny´ parametr - pouzˇity´ asynchronneˇ - zavola´n´ı CeOpenCallerBuffer
a pote´ CeAllocAsynchronousBuffer, na konci zavola´na funkce CeFreeAsynchro-
nousBuffer prˇed CeCloseCallerBuffer
4.2.3 Emulace IRP pro cˇten´ı
Prˇi pozˇadavku na cˇten´ı z instance TAP adapte´ru vzniklo IRP indikuj´ıc´ı cˇten´ı. V prˇ´ıpadeˇ
nemozˇnosti okamzˇiteˇ IRP zpracovat (zˇa´dna´ data v packet bufferu), dosˇlo k ulozˇen´ı do
fronty nezpracovany´ch pozˇadavk˚u na cˇten´ı (IRP buffer). Na Windows CE ovsˇem zˇa´dne´
IRP nevznikaj´ı, proto je nutne´ vytvorˇit vlastn´ı strukturu, ktera´ IRP emuluje, abychom
mohli pozˇadavky na cˇten´ı pozdeˇji identifikovat a zpracovat.
Funkce ReadFile (stejneˇ tak WriteFile) ma´ v hlavicˇce jako jeden z parametr˚u buffer,
do ktere´ho se data ovladacˇem zapisuj´ı (prˇ´ıpadneˇ cˇtou). Za situace, zˇe pozˇadavek na cˇten´ı cˇi
za´pis zpracujeme synchronneˇ, tedy ve funkci TAP Read (TAP Write), stacˇ´ı pouze zkop´ırovat
urcˇitou cˇa´st pameˇti obsahuj´ıc´ı data do vy´stupn´ıho bufferu (nebo naopak).
Jina´ situace nasta´va´ v prˇ´ıpadeˇ, zˇe nejsme schopni okamzˇiteˇ I/O uskutecˇnit a pouzˇ´ıva´me
asynchronn´ı zpracova´n´ı. Tehdy funkce TAP Read (TAP Write) vra´t´ı status indikuj´ıc´ı nemozˇ-
nost z´ıskat (zapsat) data okamzˇiteˇ, prˇicˇemzˇ si interneˇ tento pozˇadavek na cˇten´ı cˇi za´pis
ulozˇ´ıme pro pozdeˇjˇs´ı zpracova´n´ı.
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Dosud se zda´ vsˇe v porˇa´dku. Jenzˇe t´ım, zˇe se vra´t´ıme z funkce TAP Read nebo TAP Write
ztrat´ıme ukazatel na vstupn´ı/vy´stupn´ı buffer, ze ktere´ho ma´me data pozdeˇji cˇ´ıst, prˇ´ıpadneˇ
do neˇj zapisovat. Nab´ız´ı se celkem intuitivn´ı rˇesˇen´ı, a to si ukazatel jednodusˇe ulozˇit do
struktury obsahuj´ıc´ı nezpracovane´ I/O pozˇadavky. Kdybychom pracovali v ra´mci jednoho
spusˇteˇne´ho procesu, je mozˇne´ takovy´ postup zvolit. Nicme´neˇ, zde komunikuj´ı dva spusˇteˇne´
procesy, proces beˇzˇ´ıc´ı v uzˇivatelske´m rezˇimu (OpenVPN), a samotny´ ovladacˇ beˇzˇ´ıc´ı bud’
v rezˇimu ja´dra nebo take´ uzˇivatelske´m rezˇimu. V kazˇde´m prˇ´ıpadeˇ, ovladacˇ vyuzˇ´ıva´ jiny´
proces nezˇ aplikace.
V operacˇn´ıch syste´mech obecneˇ plat´ı, zˇe z d˚uvod˚u bezpecˇnosti nen´ı mozˇne´ prˇistupovat
do adresove´ho prostoru jine´ho procesu. Ovsˇem v mnoha prˇ´ıpadech vznika´ potrˇeba vza´jemne´
komunikace dvou oddeˇleny´ch proces˚u a programa´torˇi vyzˇaduj´ı v tomto smeˇru urcˇitou pod-
poru ze strany operacˇn´ıho syste´mu. Takovy´ mechanismus se nazy´va´mapova´n´ı ukazatel˚u
mezi procesy, prˇ´ıpadneˇ marshalova´n´ı ukazatel˚u, a byl popsa´n v sekci 4.2.2.
4.2.4 Emulace asynchronn´ıch I/O
Emulaci asynchronn´ıch I/O pop´ıˇseme nejprve z pohledu noveˇ vytvorˇeny´ch struktur a na´-
sledneˇ vytvorˇeny´ch funkc´ı.
Struktury
Nejprve bylo trˇeba vytvorˇit prostrˇedn´ıka, prˇes ktere´ho bude aplikace komunikovat s ovla-
dacˇem TUN. T´ım je struktura OverlappedReadRequest, ktera´ kombinuje funkcionalitu
standardn´ı struktury OVERLAPPED a IRP. Obsahuje handle na objekt uda´losti, prˇes ktery´
bude indikova´na informace o dokoncˇen´ı cˇten´ı (ovladacˇem TAP). Da´le zapouzdrˇuje ukazatele
na buffer s nacˇteny´mi daty, velikost nacˇteny´ch dat a status zpracova´va´n´ı pozˇadavku na
cˇten´ı.
V implementaci TAP pro Windows XP ukla´dal ovladacˇ nezpracovane´ pozˇadavky na
cˇten´ı (IRP) do vnitrˇn´ı fronty (IRP queue). Nyn´ı IRP nema´me k dispozici, proto mus´ıme
navrhnout dalˇs´ı strukturu, ktera´ se bude vkla´dat do IRP fronty. Jej´ı na´zev zn´ı TapReadRe-
quest, a obsahuje trˇi polozˇky - ukazatel na strukturu OverlappedReadRequest, ukazatel na
buffer, do ktere´ho se budou zapisovat data a ukazatel na otevrˇenou instanci TAP zarˇ´ızen´ı
(pokud TAP uzavrˇeme drˇ´ıve, nezˇ se zpracuj´ı vsˇechny I/O pozˇadavky, mus´ıme je identifi-
kovat, a korektneˇ odstranit z fronty). V TapReadRequest existuj´ı jesˇteˇ dalˇs´ı dva ukazatele
na OverlappedReadRequest a buffer, ktere´ slouzˇ´ı pro ulozˇen´ı marshalovany´ch ukazatel˚u
(jeden pro otevrˇen´ı zapouzdrˇeny´ch ukazatel˚u, druhy´ pro vytvorˇen´ı asynchronn´ı varianty).
Funkce
Jestlizˇe nemu˚zˇeme ve funkci ReadFile okamzˇiteˇ z´ıskat paket z vnitrˇn´ı s´ıteˇ, mus´ıme jej ulozˇit.
Proto vytvorˇ´ıme funkc´ı NewReadRequest novou instanci pseudo-IRP pozˇadavku na cˇten´ı
(struktury TapReadRequest). Prˇi vytva´rˇen´ı te´zˇ dojde k marshalova´n´ı parametr˚u a vytvorˇen´ı
asynchronn´ıch variant.
V prˇ´ıpadeˇ, zˇe z´ıska´me paket, zavola´me funkci, ktera´ cˇekaj´ıc´ı asynchronn´ı pozˇadavek
napln´ı daty a korektneˇ ukoncˇ´ı. Tou byla na Windows XP funkce CompleteIRP. Na´hrazˇkou
je funkce CompleteReadRequest, ktera´ prova´d´ı te´meˇrˇ stejnou cˇinnost, a na konci nastav´ı
objekt uda´losti struktury OverlappedReadRequest do signalizovane´ho stavu. T´ım neprˇ´ımo
upozorn´ı vnitrˇn´ı smycˇku uda´lost´ı OpenVPN, zˇe jsou data k dispozici, a je mozˇne´ s nimi
prova´deˇt dalˇs´ı cˇinnosti.
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Po dokoncˇen´ı asynchronn´ıho pozˇadavku na cˇten´ı ve funkci DeleteReadRequest uvoln´ı-
me alokovane´ zdroje a uzavrˇeme marshalovane´ ukazatele.
4.3 Prˇevod virtua´ln´ıho ovladacˇe TUN
Zat´ımco zarˇ´ızen´ı TAP mu˚zˇe existovat samostatneˇ, TUN nikoliv (bav´ıme se o operacˇn´ım
syste´mu Windows). Je za´visly´ na rozhran´ı TAP a vnitrˇn´ım komunikacˇn´ım mechanismu
OpenVPN. Jelikozˇ v ra´mci te´to diplomove´ pra´ce nebude rˇesˇen prˇevod OpenVPN, nen´ı
mozˇne´ cely´ ovladacˇ TUN prˇeve´st na platformu Windows CE. Uvedeme pouze zmeˇny, ktere´
je nutne´ vykonat v komunikacˇn´ı cˇa´sti TUN s ovladacˇem TAP, aby navrzˇeny´ zp˚usob emu-
lace asynchronn´ıch I/O fungoval spra´vneˇ. V implementaci naraz´ıme na dalˇs´ı proble´m, a to
nemozˇnost otestovat novy´ mechanismus I/O prˇ´ımo v TUN. Ovladacˇ importuje neˇkolik mo-
dul˚u z aplikace OpenVPN, ktere´ mohou potrˇebovat take´ u´pravu.
4.3.1 Emulace asynchronn´ıch I/O
Prˇi prˇevodu na novy´ mechanismus se mus´ıme prˇedevsˇ´ım vyrovnat s nemozˇnost´ı pouzˇ´ıt
parametr OVERLAPPED ve funkc´ıch ReadFile a WriteFile. Nyn´ı mu˚zˇe kazˇde´ vola´n´ı jedne´
z teˇchto funkc´ı teoreticky blokovat dalˇs´ı komunikaci azˇ do z´ıska´n´ı (zapsa´n´ı) dat. Jak jsme
v u´vodn´ıch informac´ıch te´to kapitoly naznacˇili, vola´n´ı WriteFile budeme povazˇovat za
synchronn´ı, protozˇe vnitrˇn´ı implementace funkce TAP WRITE ovladacˇe TAP nen´ı blokuj´ıc´ı.
Pro cˇten´ı pouzˇijeme stejnou funkci, jako v prˇedchoz´ı implementaci (ReadFile), ovsˇem
vnitrˇneˇ ji implementujeme te´zˇ jako neblokuj´ıc´ı. Rozd´ıl oproti WriteFile je ten, zˇe mus´ıme
pozdeˇji neˇjaky´m zp˚usobem informovat o prˇipravenosti dat. T´ım je spolecˇna´ struktura apli-
kaci i ovladacˇi OverlappedReadRequest, kterou prˇeda´me jako parametr s daty ve funkci
ReadFile. TAP ji bud’ okamzˇiteˇ napln´ı daty, pokud jsou k dispozici, nebo si ji ulozˇ´ı vnitrˇneˇ
do fronty, a procedura okamzˇiteˇ skoncˇ´ı.
Smycˇka uda´lost´ı OpenVPN pozdeˇji zaregistruje signalizovany´ objekt pozˇadavku na cˇten´ı
a zavola´ funkci tun finalize pro dokoncˇen´ı asynchronn´ıho cˇten´ı, tedy prˇenesen´ı dat z bu-
ffer˚u.
Struktury
Jedinou zmeˇneˇnou strukturou bude tun tap. A to t´ım zp˚usobem, zˇe prˇida´me pouze in-
stanci nasˇ´ı spolecˇne´ struktury OverlappedReadRequest. Instanci struktury overlapped io
s na´zvem writes, tedy instanci asynchronn´ıho pozˇadavku pro za´pis nebudeme vyuzˇ´ıvat,
pouze nastav´ıme jej´ı vnitrˇn´ı promeˇnnou objektu uda´losti hEvent do sta´le signalizovane´ho
stavu. T´ım se oklame OpenVPN, za´pis se bude chovat jako synchronn´ı.
Funkce
Z komunikacˇn´ı cˇa´sti pozmeˇn´ıme prˇedevsˇ´ım trˇi na´sleduj´ıc´ı funkce:
• tun write win32 - vesˇkery´ ko´d zajiˇst’uj´ıc´ı asynchronn´ı za´pis nahradit pouhy´m vola´-
n´ım WriteFile.
• tun read queue - prˇed samotny´m vyvola´n´ım funkce pro cˇten´ı mus´ıme spra´vneˇ na-
stavit instanci OverlappedReadRequest struktury tun tap a pote´ ji prˇedat jako para-
metr vola´n´ı funkce ReadFile. Na´sleduj´ıc´ı zpracova´n´ı stavu asynchronn´ıho pozˇadavku
je stejne´ jako u p˚uvodn´ı implementace.
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• tun finalize read - zpracova´n´ı takte´zˇ te´meˇrˇ stejne´, jediny´m rozd´ılem je z´ıska´n´ı
vy´sledku asynchronn´ıho vola´n´ı - na´hrada funkce GetOverlappedResult funkc´ı Wait-
ForSingleObject s parametrem okamzˇite´ho na´vratu. T´ım zjist´ıme, zda byl objekt
uda´losti signalizova´n nebo je sta´le v resetovane´m (cˇekaj´ıc´ım) stavu.
4.4 Prˇevod OpenVPN
Jednou z podmı´nek k prˇeveden´ı a otestova´n´ı aplikace OpenVPN na operacˇn´ım syste´mu
Windows CE je funkcˇn´ı implementace s´ıt’ove´ho ovladacˇe TUN/TAP na te´to platformeˇ.
Samotna´ analy´za, prˇevod a implementace TUN/TAP je natolik obsa´hla´, zˇe zabere cely´ roz-
sah tohoto projektu. Z toho vyply´va´, zˇe splneˇn´ı u´kolu stanovene´ho zada´n´ım bude nutne´
prˇesunout do prˇ´ıpadne´ho navazuj´ıc´ıho projektu. Ten se mu˚zˇe odprostit od specifik progra-
mova´n´ı v rezˇimu ja´dra a veˇnovat se pouze aplikacˇn´ı cˇa´sti.
Dosavadn´ı prˇevod ovladacˇove´ cˇa´sti je koncipova´n tak, aby mohlo by´t v aplikaci Open-
VPN provedeno co nejme´neˇ zmeˇn. Nicme´neˇ, je sta´le dosti pravdeˇpodobne´, zˇe prˇi prˇevodu
naraz´ıme na chybeˇj´ıc´ı knihovny, neexistuj´ıc´ı konfiguracˇn´ı moduly (naprˇ. netsh, pro ktere´
TUN nab´ız´ı ve vy´choz´ı verzi rozhran´ı), nebo take´ zp˚usob zava´deˇn´ı ovladacˇe do syste´mu.
Vsˇe vy´sˇe popsane´ nen´ı azˇ tak vy´razneˇ slozˇity´m proble´mem, jako sp´ıˇse cˇasovy´m. Open-
VPN je v soucˇasneˇ dobeˇ jizˇ pomeˇrneˇ rozsa´hly´m projektem, a pochopen´ı vnitrˇn´ı komunikace
samotne´ho programu zabere take´ urcˇitou dobu, prˇedevsˇ´ım z d˚uvodu neexistuj´ıc´ı progra-
move´ dokumentace. Kazˇdou cˇa´st mus´ıme analyzovat postupny´m a pracny´m procha´zen´ım
zdrojovy´ch ko´d˚u. Z tohoto d˚uvodu by bylo zaj´ımave´ intern´ı strukturu OpenVPN kvalitneˇ
a prˇehledneˇ zdokumentovat.
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Kapitola 5
Implementace a testova´n´ı
Implementace je pomeˇrneˇ za´sadn´ı cˇa´st tohoto projektu. Prˇeva´d´ı vsˇe dosud uvedene´ do prak-
ticke´ podoby. Ned´ılnou soucˇa´st´ı implementace je testova´n´ı, ktery´m oveˇrˇ´ıme, zda navrzˇeny´
prˇevod a implementace byla spra´vna´.
Zacˇneme popisem implementacˇn´ıho prostrˇed´ı, da´le prˇevodem jednotlivy´ch soucˇa´st´ı ovla-
dacˇ˚u, protozˇe jak na´vrh napoveˇdeˇl, samotna´ aplikace OpenVPN nebude prakticky reali-
zova´na. Po kra´tke´ zmı´nce o proble´mech, ktere´ prova´zely implementaci prˇejdeme k registraci
a spusˇteˇn´ı ovladacˇe v syste´mu. Kapitolu zakoncˇ´ı popis testovac´ıho programu, ktery´ oveˇrˇ´ı
spra´vnou funkcˇnost s´ıt’ove´ho ovladacˇe.
5.1 Implementacˇn´ı prostrˇed´ı
Implementace prob´ıha´ v prostrˇed´ı operacˇn´ıho syste´mu Microsoft Windows XP SP2 na ve-
staveˇne´m zarˇ´ızen´ı NetDCU10 beˇzˇ´ıc´ım na operacˇn´ım syste´mu Microsoft Windows CE Em-
bedded 6.0. Zarˇ´ızen´ı nema´ displej, proto vesˇkera´ komunikace prob´ıha´ prˇes ethernetove´ roz-
hran´ı a prˇ´ıkazovou rˇa´dku (telnet), spra´va souborove´ho syste´mu a registru prˇes USB a pro-
gram ActiveSync ve verzi 4.5.0. Lad´ıc´ı informace jsou vypisova´ny do textove´ho termina´lu
prˇipojene´ho prˇes se´riovy´ port.
5.1.1 Vy´vojove´ prostrˇed´ı
Vy´vojovy´m prostrˇed´ım bylo zvoleno Microsoft Visual Studio 2005 SP1 Professional Edition
s prˇidanou podporou vy´voje na zarˇ´ızen´ı NetDCU10. Jina´ volba prakticky neexistuje, jelikozˇ
vy´robce vestaveˇne´ho zarˇ´ızen´ı oficia´lneˇ nepodporuje alternativn´ı vy´vojova´ prostrˇed´ı.
Uzˇitecˇne´ byly te´zˇ na´stroje pro vzda´lenou spra´vu doda´vane´ s aplikac´ı Microsoft Visual
Studio 2005 vyuzˇ´ıvaj´ıc´ı ActiveSync pro prˇipojen´ı k zarˇ´ızen´ı. Jsou jimi:
• Remote Registry editor - pohodlna´ vzda´lena´ u´prava registr˚u operacˇn´ıho syste´mu
Windows CE 6.0 ve stylu aplikace regedit na OS Windows XP.
• Remote File viewer - prohl´ızˇecˇ obsahu souborove´ho syste´mu.
• Remote Zoom in - vytvorˇ´ı bitmapovy´ obraz aktua´ln´ıho obsahu obrazovky na ve-
staveˇne´m zarˇ´ızen´ı. Protozˇe nema´me k dispozici displej, je tato volba jediny´m zp˚uso-
bem, jak z´ıskat obsah obrazovky.
• Process Viewer - spra´va beˇzˇ´ıc´ıch proces˚u na Windows CE. Ve vy´choz´ı konfiguraci
nenab´ız´ı tento syste´m zˇa´dnou podporu kontroly proces˚u prˇes termina´l, a protozˇe prˇes
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telnet nefunguje zna´ma´ kla´vesova´ zkratka Ctrl+C pro na´silne´ ukoncˇen´ı procesu, je
tato aplikace jedinou jednodusˇe dostupnou mozˇnost´ı, jak procesy z jake´hokoli d˚uvodu
ukoncˇit.
5.1.2 Windows Driver development kit (DDK)
Komplexn´ı bal´ık pro vy´voj ovladacˇ˚u na operacˇn´ım syste´mu Windows XP. Nen´ı zdarma
prˇ´ıstupny´, pro u´cˇely tohoto projektu slouzˇil pouze pro pokusne´ sestaven´ı TAP ovladacˇe na
Windows XP, a pote´ jako cenny´ zdroj informac´ı ty´kaj´ıc´ı se tvorby ovladacˇ˚u obecneˇ.
5.1.3 Platform builder pro Windows CE
Komplexn´ı sada na´stroj˚u a prˇ´ıklad˚u pro tvorbu vlastn´ı platformy zalozˇene´ na OS Windows
CE. Na vytvorˇene´ platformeˇ mu˚zˇeme pote´ prova´deˇt vesˇkery´ vy´voj a testy jako na rea´lne´m
zarˇ´ızen´ı. Bal´ık je licencovany´ a nen´ı volneˇ k dispozici. V tomto projektu slouzˇil prˇedevsˇ´ım
jako zdroj informac´ı a sb´ırka zdrojovy´ch ko´d˚u r˚uzny´ch ovladacˇ˚u, z jejichzˇ struktury se dalo
vycha´zet prˇi prˇevodu ovladacˇe TAP.
5.2 Soucˇa´sti implementace
Acˇkoli implementace obsa´hla velkou cˇa´st prostoru veˇnovane´ho rˇesˇene´mu projektu, vsˇechny
prakticke´ informace byly popsa´ny v sekci na´vrh. Shrneme jen to, co se podarˇilo implemen-
tovat.
5.2.1 Ovladacˇ TAP
Implementace prob´ıhala dle na´vrhu. Dosˇlo nejprve k vytvorˇen´ı vstupn´ıho bodu ovladacˇe
DllMain a vstupn´ıho bodu pro NDIS DriverEntry. Cely´ vy´voj prob´ıhal postupneˇ s prˇida´-
va´n´ım jednotlivy´ch funkc´ı a testovan´ı spra´vne´ funkcionality. Nakonec dosˇlo k exportova´n´ı
funkc´ı streamove´ho rozhran´ı TAP XXX.
5.2.2 Ovladacˇ TUN
Jak jizˇ v´ıme, ovladacˇ TUN je za´visly´ na realizaci samotne´ aplikace OpenVPN. Prˇestozˇe je
teoreticky mozˇne´ prove´st implementaci, vy´sledek nelze jednodusˇe otestovat. Spokoj´ıme se
tedy s na´vrhem prˇevodu, jehozˇ spra´vnost oveˇrˇ´ı navazuj´ıc´ı projekty na toto te´ma, a pro u´cˇely
otestovan´ı ovladacˇe TAP navrhneme vlastn´ı zjednodusˇenou aplikaci, principia´lneˇ podobnou
ovladacˇi TUN.
5.2.3 Aplikace OpenVPN
Analy´za ovladacˇove´ cˇa´sti OpenVPN zabrala znacˇny´ rozsah te´to pra´ce, a proto aplikace
nebude implementova´na. Vı´ce informac´ı uvedeno v sekci 4.4.
5.3 Implementacˇn´ı proble´my
Prˇi kazˇde´ implementaci se rˇesˇ´ı des´ıtky a stovky r˚uzny´ch, veˇtsˇ´ıch cˇi mensˇ´ıch proble´mu˚.
Zmı´n´ıme jen ty, ktere´ mohou by´t zaj´ımave´ pro dalˇs´ı projekty na podobne´ te´ma.
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5.3.1 Prostrˇed´ı implementace
Implementace prob´ıhala inkrementa´lneˇ, vzˇdy s otestova´n´ım dodane´ funkce. Na zacˇa´tku se
vyskytnul za´sadn´ı proble´m - jak ovladacˇ ladit. Za´rovenˇ robustn´ı a nejjednodusˇsˇ´ı formou
byly zvoleny textove´ vy´pisy. Vı´ce o ladeˇn´ı se lze docˇ´ıst v sekci 5.4.3.
Velky´ proble´m obcˇas nasta´val s absenc´ı displeje vestaveˇne´ho zarˇ´ızen´ı. Acˇkoli nen´ı nutny´
pro vy´voj ovladacˇe, celou proceduru by v jisty´ch prˇ´ıpadech urychlil.
Dalˇs´ı neprˇ´ıjemnost nastala, pokud byla v ovladacˇi neˇjaka´ chyba, ktera´ zp˚usobila jeho
uva´znut´ı. V takove´m prˇ´ıpadeˇ nesˇlo ovladacˇ jednodusˇe z pameˇti odstranit, protozˇe se nejedna´
o beˇzˇneˇ spusˇteˇny´ proces, ale nacˇtenou dynamickou knihovnu. Jediny´m rˇesˇen´ım v dane´
situaci bylo vestaveˇny´ syste´m restartovat, cozˇ pra´ci pomeˇrneˇ zdrzˇovalo.
5.3.2 Rˇeteˇzce ANSI vs. UNICODE
Pomeˇrneˇ cˇasty´m proble´mem, na ktere´ autor tohoto textu nara´zˇel, byla rozd´ılna´ pra´ce
s rˇeteˇzci. Windows CE vnitrˇneˇ podporuje rˇeteˇzce ve forma´tu UNICODE (velikost 2 byty),
ovsˇem cˇasto pouzˇ´ıvana´ standardn´ı knihovna jazyka C je navrzˇena pro pra´ci s ANSI rˇeteˇzci
(velikost 1 byte).
V prˇ´ıpadeˇ vy´voje ovladacˇe je nutne´ pracovat s obeˇma reprezentacemi (ja´dro syste´mu
pouzˇ´ıva´ rˇeteˇzce UNICODE, uzˇivatelsky´ rezˇim rˇeteˇzce ANSI), a cˇasto vyuzˇ´ıvat funkce pro
konverzi mezi teˇmito dveˇma typy.
5.4 Spusˇteˇn´ı ovladacˇe
V te´to fa´zi jizˇ ma´me ovladacˇ implementova´n. Nyn´ı je trˇeba jej v syste´mu zaregistrovat
a spustit. Jak vsˇe prove´st se dozv´ıme z na´sleduj´ıc´ıch rˇa´dk˚u, a konkre´tn´ı prˇ´ıpady nastaven´ı
lze zjistit z prˇ´ıloh tohoto textu.
5.4.1 Registrace ovladacˇe v syste´mu
Registrace je pomeˇrneˇ jednoducha´ a spocˇ´ıva´ v zapsa´n´ı urcˇity´ch hodnot do registr˚u opera-
cˇn´ıho syste´mu Windows CE. Snad je uzˇitecˇne´ znovu zopakovat, zˇe TAP jsou dveˇ zarˇ´ızen´ı
v jednom - NDIS miniport a streamove´ zarˇ´ızen´ı. Proto budou v registrech dva za´pisy, jeden
pro potrˇeby knihovny NDIS, druhy´ pro registraci zarˇ´ızen´ı za u´cˇelem pozdeˇjˇs´ıho otevrˇen´ı
z uzˇivatelske´ho rezˇimu.
Registrace miniportu
V registrech pod kl´ıcˇem HKEY LOCAL MACHINE\Comm se nacha´z´ı mj. vsˇechny ovladacˇe, ktere´
zava´d´ı rozhran´ı NDIS po startu operacˇn´ıho syste´mu. Pro kazˇdy´ s´ıt’ovy´ ovladacˇ mus´ıme
vytvorˇit minima´lneˇ dva kl´ıcˇe:
• Ovladacˇ, ktery´ chceme zave´st obsahuj´ıc´ı kromeˇ nezbytny´ch u´daj˚u take´ odkazy na
sve´ instance (naprˇ. TAP Adapter)
• Instanci ovladacˇe, kde mus´ı existovat minima´lneˇ jedna, pro kazˇdou se vytvorˇ´ı novy´
kl´ıcˇ (naprˇ. TAP Adapter1, TAP Adapter2..)
Kazˇdy´ kl´ıcˇ se s´ıt’ovy´m ovladacˇem obsahuje minima´lneˇ trˇi rˇeteˇzce:
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• Group, oznacˇuj´ıc´ı trˇ´ıdu ovladacˇ˚u, do ktery´ch patrˇ´ı (v prˇ´ıpadeˇ s´ıt’ovy´ch ovladacˇ˚u
hodnota NDIS)
• ImagePath, cozˇ je rˇeteˇzec definuj´ıc´ı cestu k dynamicke´ knihovneˇ s ovladacˇem (naprˇ.
\FFSDISK\TAP CE.dll)
• DisplayName, libovolny´ popis na´zvu ovladacˇe
S´ıt’ovy´ adapte´r mus´ı by´t sva´za´n s urcˇity´m protokolem, ktery´ jej bude shora zastrˇesˇovat.
V beˇzˇny´ch prˇ´ıpadech se jedna´ o protokol TCP/IP. Do jeho kl´ıcˇe s na´zvem Linkage zap´ıˇseme
do multiˇreteˇzce Bind identifika´tory prˇipojeny´ch s´ıt’ovy´ch ovladacˇ˚u. Konkre´tn´ı prˇ´ıklad na-
staven´ı je uveden v prˇ´ıloze A.1.
Registrace streamove´ho zarˇ´ızen´ı
Streamovou cˇa´st TAP ovladacˇe lze sice teoreticky pouzˇ´ıt samostatneˇ, ovsˇem v nasˇ´ı im-
plementaci nema´ kromeˇ testova´n´ı smysl. Na Windows CE se spousˇt´ı po startu syste´mu
ty ovladacˇe, ktere´ maj´ı za´pis v kl´ıcˇi registru HKEY LOCAL MACHINE\Drivers\BuiltIn. Po
startu nechceme spousˇteˇt cˇa´st TAP, proto si vytvorˇ´ıme za´pis samostatneˇ, v jine´m kl´ıcˇi
registru. Cestu k tomuto kl´ıcˇi pote´ napevno definujeme v ovladacˇi, kde si implementace
miniportu streamovy´ ovladacˇ v prˇ´ıpadeˇ potrˇeby sama zavede a uvoln´ı.
Registrace je opeˇt velice jednoducha´, stacˇ´ı trˇi za´pisy v kl´ıcˇi vztahuj´ıc´ımu se k ovladacˇi:
• Dll - rˇeteˇzec definuj´ıc´ı cestu k dynamicke´ knihovneˇ s ovladacˇem.
• Order - porˇad´ı v nacˇ´ıtac´ım procesu po startu, v nasˇem prˇ´ıpadeˇ nema´ smysl.
• Prefix - trˇ´ıp´ısmenny´ rˇeteˇzec, ktery´ prˇeda´va´me jako prvn´ı argument funkci Create-
File prˇi otev´ıra´n´ı instance zarˇ´ızen´ı (naprˇ. COM, TAP..).
Opeˇt, konkre´tn´ı prˇ´ıklad je uveden v prˇ´ıloze A.1.
5.4.2 Nacˇten´ı ovladacˇe do syste´mu
Nyn´ı je ovladacˇ korektneˇ registrova´n a lze prˇistoupit k nahra´n´ı do pameˇti. Ma´me dveˇ
mozˇnosti - automaticke´ nebo manua´ln´ı nacˇten´ı. Prvn´ı se ty´ka´ spusˇteˇn´ı prˇi startu operacˇn´ıho
syste´mu, druhe´ spusˇteˇn´ı na zˇa´dost uzˇivatele.
Automaticke´ nahra´n´ı ovladacˇe
Veˇtsˇina ovladacˇ˚u v syste´mu je automaticky nahra´va´na po startu syste´mu, stacˇ´ı pouze platny´
za´pis hodnot v prˇ´ıslusˇne´m kl´ıcˇi registru operacˇn´ıho syste´mu. Ovladacˇ je bud’ nacˇteny´ sa-
mostatneˇ nebo jako soucˇa´st ovladacˇe jine´ho (v prˇ´ıpadeˇ cˇlenstv´ı ve trˇ´ıdeˇ ovladacˇ˚u).
Rucˇn´ı nahra´n´ı ovladacˇe
Pokud se jedna´ o streamovy´ ovladacˇ, nacˇten´ı do pameˇti lze uskutecˇnit funkc´ı ActivateDe-
vice(Ex), pote´ lze zarˇ´ızen´ı klasicky otevrˇ´ıt. Odstraneˇn´ı ovladacˇe z pameˇti prova´d´ı funkce
DeactivateDevice.
Specia´ln´ım prˇ´ıpadem ve Windows CE jsou s´ıt’ove´ ovladacˇe, ktere´ spravuje knihovna
(v podstateˇ take´ ovladacˇ) NDIS. Nacˇ´ıta´ ty ovladacˇe, ktere´ maj´ı v registrech vlastnost
Group s hodnotou NDIS. Nahra´n´ı do pameˇti probeˇhne po zavola´n´ı funkce DeviceIoControl
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na otevrˇenou instanci NDIS zarˇ´ızen´ı s parametrem IOCTL NDIS REGISTER ADAPTER
a na´zvem kl´ıcˇe adapte´ru spolecˇneˇ s jednou z jeho instanc´ı. Odstraneˇn´ı z pameˇti probeˇhne
podobny´m zp˚usobem, s ko´dem pozˇadavku IOCTL NDIS DEREGISTER ADAPTER a na´-
zvem kl´ıcˇe adapte´ru.
Ve Windows CE take´ existuje specia´ln´ı konzolova´ aplikace ndisconfig, ktera´ umozˇnˇuje
s´ıt’ove´ ovladacˇe nacˇ´ıtat a odstranˇovat z pameˇti jednodusˇsˇ´ım zp˚usobem, nezˇ psan´ım vlastn´ıch
programu˚ pro manua´ln´ı nacˇten´ı. Stacˇ´ı na prˇ´ıkazove´m rˇa´dku prˇedat specia´ln´ı parametry.
Prˇ´ıklad v prˇ´ıloze A.2.1.
5.4.3 Ladeˇn´ı
Ladeˇn´ı ovladacˇ˚u je obecneˇ komplikovane´. Existuje neˇkolik mozˇnost´ı, jak ovladacˇ ladit,
k cˇemuzˇ jsou k dispozici specializovane´ na´stroje. Nasˇe omezen´ı spocˇ´ıva´ v tom, zˇe k ve-
staveˇne´mu syste´mu prˇistupujeme vzda´leneˇ a mozˇnosti nejsou tak sˇiroke´. Na´stroje doda´vane´
firmou Microsoft pro vzda´lene´ ladeˇn´ı s na´zvem Remote tools nejsou pro nasˇe u´cˇely vhodne´,
protozˇe nema´me k dispozici displej pro zobrazen´ı vy´sledk˚u.
Dalˇs´ım na´strojem je Windows CE Test Kit doda´vany´ s Platform builderem pro Win-
dows CE 6.0. Jedna´ se o komplexn´ı testovac´ı prostrˇed´ı pro vsˇechny mozˇne´ druhy ovladacˇ˚u,
ovsˇem testuje ovladacˇ jako celek, nikoli pouze cˇa´stecˇneˇ funkcˇn´ı cˇa´sti.
Posledn´ım mozˇny´m rˇesˇen´ım jsou lad´ıc´ı vy´pisy. Pu˚vodn´ı implementace TAP na Windows
XP implementuje vlastn´ı debugovac´ı mechanismus, ktery´ je na Windows CE nepouzˇitelny´.
Proto bylo nutne´ vsˇechny vy´pisy nahradit standardn´ım makrem Windows pro vy´pis infor-
mac´ı DEBUGMSG, ktere´ ma´ te´meˇrˇ stejne´ mozˇnosti jako funkce printf.
Nastal proble´m, kam lad´ıc´ı informace vypisovat. Ve vy´choz´ım nastaven´ı zarˇ´ızen´ı Ne-
tDCU10 je lad´ıc´ı vy´stup zaka´zany´. Proto jej bylo nutne´ v boot loaderu zarˇ´ızen´ı povolit
a prˇesmeˇrovat na se´riovy´ port. Pote´ se spustila konzole prˇipojena´ ke COM1 portu, kde se
vy´stup ladeˇn´ı zobrazoval. Sche´ma zapojen´ı v prˇ´ıloze B.
5.4.4 Vy´sledek implementace TAP
Po spusˇteˇn´ı ovladacˇe se v syste´mu objevil novy´ s´ıt’ovy´ adapte´r s na´zvem TAP Adapter,
cozˇ se da´ oveˇrˇit aplikac´ı ipconfig. Po kra´tke´ dobeˇ je adapte´ru prˇideˇlena IP adresa dle
automaticky´ch hodnot v registrech, ktere´ ke kl´ıcˇi adapte´ru doplnil TCP/IP stack.
Dostupnost adapte´ru se oveˇrˇ´ı naprˇ. programem ping na danou IP adresu TAP zarˇ´ızen´ı.
Dalˇs´ı standardn´ı aplikac´ı pro sledova´n´ı s´ıteˇ je netstat, prˇes ktery´ lze sledovat statistiky
toku dat prˇes s´ıt’ovy´ adapte´r.
5.5 Testovac´ı aplikace
Spusˇteˇn´ı TAP adapte´ru v syste´mu jesˇteˇ nezarucˇuje jeho spra´vnou funkcˇnost. Ta se oveˇrˇ´ı
azˇ nava´za´n´ım aplikace v uzˇivatelske´m rezˇimu na adapte´r, prˇij´ıma´n´ım paket˚u z adapte´ru,
zpracova´n´ım a zasla´n´ım paket˚u zpeˇt na adapte´r. Strucˇneˇ uvedeme neˇkolik programu˚, ktere´
bylo nutne´ v ra´mci vy´voje vytvorˇit, pote´ na´vrhem fina´ln´ı testovac´ı aplikace, a nakonec
popisem nedostatk˚u implementace TAP ovladacˇe na operacˇn´ım syste´mu Windows CE 6.0.
5.5.1 Pomocne´ aplikace
V pr˚ubeˇhu implementace bylo vytvorˇeno neˇkolik aplikac´ı. Nejprve za´kladn´ı pro rucˇn´ı nacˇten´ı
ovladacˇe do syste´mu, oveˇrˇen´ı schopnosti zapsat na adapte´r a cˇ´ıst z neˇj. Da´le dveˇ komu-
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nikacˇn´ı jednotky na ba´zi klient-server, ktere´ prˇes knihovnu Winsock komunikovaly mezi
sebou prˇes TAP adapte´r. Nakonec, neˇkolik miniaplikac´ı pro zjednodusˇen´ı registrace a dere-
gistrace ovladacˇe v syste´mu.
5.5.2 Na´vrh demonstracˇn´ı aplikace
Na´vrh demonstracˇn´ı aplikace by meˇl emulovat chova´n´ı TUN ovladacˇe, a t´ım vlastneˇ beˇzˇne´
chova´n´ı TAP adapte´ru v kontextu cele´ aplikace OpenVPN. Je tedy trˇeba otestovat tyto
funkce:
• Z´ıska´n´ı paketu z TAP adapte´ru
• Zpracova´n´ı paketu, tzn. generovat neˇjaky´m zp˚usobem odpoveˇd’
• Zasla´n´ı paketu s odpoveˇd´ı zpeˇt na adapte´r
Jako vhodne´ se pro tuto cˇinnost jev´ı vyuzˇit´ı programu ping. Ten zas´ıla´ na adapte´r
ICMP paket typu ECHO, ktery´ mus´ı odpoveˇdeˇt ICMP paketem typu REPLY. Princip
funkce bude na´sleduj´ıc´ı:
• Cˇeka´n´ı ve smycˇce na prˇ´ıchod ICMP paketu z vnitrˇn´ı s´ıteˇ TAP adapte´ru (tzn. cˇeka´n´ı
na spusˇteˇn´ı programu ping s IP adresou s´ıteˇ, ve ktere´ se TAP nacha´z´ı)
• Zpracova´n´ı paketu, tzn. vytvorˇen´ı odpoveˇdi na ICMP paket
• Zasla´n´ı paketu s odpoveˇd´ı zpeˇt na adapte´r, ve spusˇteˇne´m programu ping by se meˇla
indikovat spra´vneˇ odpoveˇd’ s urcˇitou cˇasovou prodlevou
Po spusˇteˇn´ı pingu na IP adresu virtua´ln´ıho uzlu v testovane´ s´ıti se nejprve vygeneruje
ARP paket s dotazem na MAC adresu c´ılove´ho uzlu (velikost 42 byt˚u). Proto v testovac´ı
aplikaci mus´ıme nejprve zachytit ARP paket typu REQUEST, vygenerovat virtua´ln´ı MAC
adresu (c´ılovy´ uzel s danou IP fyzicky neexistuje) a poslat na adapte´r ARP paket typu
REPLY. Azˇ pote´ jsou generova´ny standardn´ı ICMP pakety na adapte´r (velikost 74 byt˚u).
5.5.3 Implementace demonstracˇn´ı aplikace
Prˇi implementaci bylo nejprve nutne´ vytvorˇit struktury reprezentuj´ıc´ı ARP a ICMP pakety,
abychom mohli z´ıskany´ proud dat spra´vneˇ interpretovat a generovat odpoveˇdi.
Pro ARP jizˇ existovala v p˚uvodn´ı implementaci TAP ovladacˇe struktura, proto nebylo
obt´ızˇne´ nacˇteny´ buffer dat prˇetypovat na typ ARP, vygenerovat virtua´ln´ı MAC adresu,
zmeˇnit c´ılovou a zdrojovou MAC adresu uzl˚u a typ ARP paketu z REQUEST na REPLY.
Slozˇiteˇjˇs´ı bylo zpracova´n´ı ICMP. Vlastn´ı ICMP paket se skla´da´ z ethernetove´ hlavicˇky
(12 byt˚u), IP hlavicˇky (22 byt˚u), ICMP hlavicˇky (8 byt˚u) a ICMP dat (volitelna´ soucˇa´st,
na Windows velikost 32 byt˚u), celkem tedy 74 byt˚u. V p˚uvodn´ı implementaci TAP existuj´ı
struktury pro ethernetovou hlavicˇku a IP hlavicˇku, bylo trˇeba vytvorˇit strukturu reprezen-
tuj´ıc´ı hlavicˇku ICMP a datovou cˇa´st ICMP.
Nejprve vytvorˇ´ıme pozˇadavek na cˇten´ı na TAP zarˇ´ızen´ı. Pote´ cˇeka´me na paket z vnitrˇn´ı
s´ıteˇ, tzn. blokuj´ıc´ı cˇeka´n´ı na signalizova´n´ı objektu uda´losti pomoc´ı funkce WaitForSin-
gleObject. Po prˇijet´ı ICMP paketu prohod´ıme zdrojovou a c´ılovou adresu MAC adresu
z ethernetove´ hlavicˇky, zdrojovou a c´ılovou IP adresu z IP hlavicˇky, zmeˇn´ıme typ ICMP na
REPLY a spocˇ´ıta´me novy´ kontroln´ı soucˇet pro IP hlavicˇku a ICMP hlavicˇku. Datova´ cˇa´st
ICMP z˚usta´va´ nezmeˇneˇna. Cela´ procedura se opakuje v nekonecˇne´ smycˇce.
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5.5.4 Vy´sledky testova´n´ı
Vy´sledkem je aplikace, ktera´ je schopna´ odpov´ıdat na ICMP dotazy typu ECHO, ktere´
jsou odes´ıla´ny prˇes TAP adapte´r, a zas´ıla´ny zpeˇt na TAP adapte´r. T´ım demonstrujeme
spra´vnou cˇinnost ovladacˇe, a t´ım tedy d´ılcˇ´ı fa´ze cele´ho prˇevodu OpenVPN na Windows CE
6.0.
5.5.5 Nedostatky ovladacˇe
Po spusˇteˇn´ı ovladacˇe v syste´mu prˇijde v kra´tke´ dobeˇ z nezna´me´ho d˚uvodu od operacˇn´ıho
syste´mu (NDIS) zpra´va na zarˇ´ızen´ı s pozˇadavkem na vypnut´ı (power off). T´ım se znemozˇn´ı
vesˇkera´ pra´ce s adapte´rem, azˇ do manua´ln´ıho zasla´n´ı pozˇadavku na zapnut´ı (power on). Tuto
proceduru je trˇeba udeˇlat vzˇdy jen jednou (po spusˇteˇn´ı), podruhe´ pozˇadavek na vypnut´ı
jizˇ neprˇijde. Z tohoto d˚uvodu vznikl da´vkovy´ soubor powerup, ktery´ adapte´r opeˇt uvede do
cˇinnosti.
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Kapitola 6
Za´veˇr
V za´veˇrecˇne´ kapitole zhodnot´ıme cely´ postup prˇi realizaci projektu a dosazˇene´ vy´sledky.
Nejprve shrneme p˚uvodneˇ uvazˇovany´ c´ıl pra´ce, v sekci ”Vy´sledky projektu“ podrobneˇji
pop´ıˇseme, co se opravdu podarˇilo udeˇlat, s prˇ´ıpadnou mozˇnost´ı nava´zat na vy´sledky me´
pra´ce. Na u´plny´ za´veˇr se cˇtena´rˇ dozv´ı, jaky´ byl prˇ´ınos diplomove´ pra´ce.
6.1 C´ıl projektu
C´ılem te´to diplomove´ pra´ce je prˇevod implementace OpenVPN z operacˇn´ıho syste´mu Win-
dows XP na operacˇn´ı syste´m Windows CE 6.0. Prˇevod obna´sˇ´ı sezna´men´ı se s implemen-
tac´ı OpenVPN na operacˇn´ım syste´mu Windows XP a platformou Windows CE. Da´le,
obecna´ analy´za tvorby ovladacˇ˚u, zejme´na s´ıt’ovy´ch, s upozorneˇn´ım na specifika jednotlivy´ch
operacˇn´ıch syste´mu˚. Z toho vycha´z´ı na´vrh, ktery´ jizˇ konkre´tneˇ popisuje prˇevod aplikace na
vestaveˇny´ syste´m NetDCU10 postavene´m na OS Windows CE 6.0. Implementace a tes-
tova´n´ı realizuje samotny´ prˇevod, jej´ızˇ vy´sledkem je funkcˇn´ı spustitelna´ aplikace.
6.2 Vy´sledky projektu
Na pocˇa´tku pra´ce se zda´lo rea´lne´ v ra´mci rozsahu diplomove´ pra´ce cele´ zada´n´ı splnit. Z po-
drobne´ analy´zy vyplynulo, zˇe d´ılcˇ´ı cˇa´st prˇevodu, tedy virtua´ln´ı s´ıt’ovy´ ovladacˇ TUN/TAP
je natolik obsa´hly´, aby doka´zal zaplnit celou pra´ci.
Ve snaze zachovat pra´ci a vy´stupy v rozumne´ kvaliteˇ bylo upusˇteˇno od snahy kompletneˇ
realizovat u´vodn´ı pozˇadavky, a d˚uraz se kladl prˇedevsˇ´ım na analy´zu a prˇevod s´ıt’ove´ho
ovladacˇe, ktery´ je ja´drem cele´ komunikace v OpenVPN.
Zacˇa´tek tohoto textu uvedl cˇtena´rˇe obecneˇ do podveˇdomı´ virtua´ln´ıch priva´tn´ıch s´ıt´ı,
prˇedevsˇ´ım jedne´ z jejich konkre´tn´ıch implementac´ı - OpenVPN. Da´le popisoval nejnoveˇjˇs´ı
operacˇn´ı syste´m pro vestaveˇna´ zarˇ´ızen´ı od firmy Microsoft - Windows CE Embedded 6.0.
Z minima´ln´ıch znalost´ı z oblasti tvorby ovladacˇ˚u vycha´zela analy´za. Vy´klad se snazˇil by´t
strucˇny´, avsˇak natolik informacˇneˇ bohaty´, aby zasa´hnul veˇtsˇinu parti´ı, se ktery´mi se mu˚zˇe
tv˚urce ovladacˇ˚u, zejme´na s´ıt’ovy´ch, potkat. Na´vrh se te´meˇrˇ vy´hradneˇ soustrˇedil na prˇevod
ovladacˇ˚u TUN a TAP, rˇesˇen´ı absence komunikacˇn´ıho prostrˇedku ovladacˇ˚u pod Windows
XP - IRP, nemozˇnost prˇ´ımo zpracova´vat asynchronn´ı pozˇadavky na vstup/vy´stup, a take´
specifika tvorby ovladacˇ˚u na Windows CE 6.0.
Implementace byla realizova´n´ım vsˇech prˇedchoz´ıch prˇedpoklad˚u a navrzˇeny´ch rˇesˇen´ı,
jej´ızˇ vy´sledkem je plneˇ funkcˇn´ı implementace virtua´ln´ıho s´ıt’ove´ho ovladacˇe beˇzˇ´ıc´ıho v re-
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zˇimu ja´dra - TAP. Ovladacˇ TUN je pouze softwarova´ oba´lka beˇzˇ´ıc´ı v uzˇivatelske´m rezˇimu,
prostrˇedn´ık pro komunikaci OpenVPN s ovladacˇem TAP. Neexistuj´ıc´ı implementace Ope-
nVPN znemozˇnila TUN otestovat, proto byl nahrazen principa´lneˇ stejny´m rˇesˇen´ım.
T´ım je aplikace s na´zvem TestTAP, ktera´ je schopna z´ıskat data ze s´ıt’ove´ho adapte´ru,
urcˇity´m zp˚usobem zpracovat, a vra´tit zpeˇt. Prˇesneˇji rˇecˇeno, TestTAP reaguje na ARP
REQUEST a ICMP ECHO pakety, na ktere´ generuje odpoveˇd’. Pu˚vodce teˇchto paket˚u je
program ping, standardneˇ dostupny´ na operacˇn´ıch syste´mech podporuj´ıc´ıch s´ıt’ovou komu-
nikaci. Ping smeˇrˇuje dotazy na dostupnost uzlu lezˇ´ıc´ıho ve stejne´ s´ıti jako TAP adapte´r
pra´veˇ na tento adapte´r, kde se aplikace TestTAP tva´rˇ´ı pra´veˇ jako dotazovany´ uzel a vrac´ı
ICMP REPLY (ARP REPLY) pakety zpeˇt na TAP.
Program TestTAP tedy oveˇrˇil, zˇe byl prˇevod ovladacˇe TAP na zarˇ´ızen´ı NetDCU10
s operacˇn´ım syste´mem Windows CE 6.0 spra´vny´, a lze povazˇovat tuto fa´zi prˇevodu za
kompletn´ı.
6.3 Pokracˇova´n´ı v projektu
Nab´ız´ı se pomeˇrneˇ velke´ mozˇnosti, jak na projekt nava´zat. V prvn´ı rˇadeˇ by bylo vhodne´ se
detailneˇ sezna´mit s ja´drem OpenVPN, vnitrˇn´ımi komunikacˇn´ımi mechanismy, navrhnout
a prˇeve´st aplikaci spolecˇneˇ s ovladacˇem TUN na Windows CE 6.0. Mnohe´ jizˇ napoveˇdeˇla
tato pra´ce, ze ktere´ lze vyuzˇ´ıt jak neˇktere´ informace, tak prakticky´ vy´sledek - s´ıt’ovy´ ovladacˇ
TAP.
Da´le je d˚ulezˇite´ zmı´nit, zˇe TAP zarˇ´ızen´ı, acˇkoli zava´d´ı specificky´ komunikacˇn´ı mecha-
nismus, nen´ı za´visle´ na zˇa´dne´ jine´ soucˇa´sti a aplikaci. Lze jej tedy vyuzˇ´ıt pro jine´ u´cˇely,
prˇ´ıbuzne´ projekty, prˇ´ıpadneˇ pouze pro experimentova´n´ı. K dispozici jsou dostatecˇneˇ oko-
mentovane´ zdrojove´ ko´dy, ktere´ lze v prˇ´ıpadeˇ potrˇeby upravit a prˇizp˚usobit vneˇjˇs´ı chova´n´ı
TAP ke konkre´tn´ım u´cˇel˚um.
6.4 Prˇ´ınos projektu
Trˇebazˇe prakticky´ vy´sledek - ovladacˇ TAP - jizˇ nebude da´le vyuzˇ´ıva´n, nebude projekt bez-
cenny´. Jako za´sadn´ı prˇ´ınos povazˇuji informace seskupene´ v te´to pra´ci. Hlavn´ım d˚uvodem je
fakt, zˇe nikde neexistuje programova´ dokumentace popisuj´ıc´ı sche´ma komunikace OpenVPN
s okol´ım, stejneˇ tak jako architektura ovladacˇe TUN/TAP. Studova´n´ı princip˚u funkce me-
todami reverzn´ıho inzˇeny´rstv´ı nen´ı pohodlne´, proto tedy doufa´m, zˇe jsem dalˇs´ım za´jemc˚um
t´ımto usnadnil pra´ci.
Veˇrˇ´ım, zˇe tato pra´ce bude uzˇitecˇna´ i pro zacˇ´ınaj´ıc´ı tv˚urce ovladacˇ˚u, prˇedevsˇ´ım na Win-
dows CE 6.0, k cˇemuzˇ jim tento text bude slouzˇit jako u´vodn´ı zdroj informac´ı.
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Dodatek A
Instalace ovladacˇe na Windows CE
6.0
V te´to prˇ´ıloze pop´ıˇseme podrobneˇji postup prˇi registraci a spusˇteˇn´ı ovladacˇe na Windows
CE 6.0 vcˇetneˇ konkre´tn´ıch prˇ´ıklad˚u.
A.1 Za´pis od registru
Pomocny´m na´strojem Remote registry editor se prˇipoj´ıme k vestaveˇne´mu zarˇ´ızen´ı Ne-
tDCU10 a nastav´ıme prˇ´ıslusˇne´ hodnoty v registrech tak, abychom mohli ovladacˇ nahra´t do
pameˇti.
A.1.1 Registrace miniportu
Nejprve zap´ıˇseme informace pro rozhran´ı NDIS do kl´ıcˇe HKEY LOCAL MACHINE\Comm, aby
mohl by´t ovladacˇ spusˇteˇn. Symbolem // je oznacˇen komenta´rˇ.
1. TAP adapte´r:
[HKEY_LOCAL_MACHINE\Comm\TAP Adapter] //klı´cˇ registru
"Group"="NDIS" //trˇı´da ovladacˇu˚ NDIS
"ImagePath"="\\FFSDISK\\TAP_CE.dll" //umı´steˇnı´ ovladacˇe
"DisplayName"="Tap virtual adapter" //popis adapte´ru
[HKEY_LOCAL_MACHINE\Comm\TAP Adapter\Linkage]
"Route"="TAP Adapter1" //vazba na instance adapte´ru
2. Instance TAP Adapte´ru:
[HKEY_LOCAL_MACHINE\Comm\TAP Adapter1] //klı´cˇ registru
"Group"="NDIS" //trˇı´da ovladacˇu˚ NDIS
"ImagePath"="\\FFSDISK\\TAP_CE.dll" //umı´steˇnı´ ovladacˇe
"DisplayName"="Tap virtual adapter instance" //popis adapte´ru
[HKEY_LOCAL_MACHINE\Comm\TAP Adapter1\Parms] //klı´cˇ s parametry
"StreamName"="TAP" //zkra´cene´ jme´no ovladacˇe
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"BusNumber"=dword:00000000 //cˇı´slo sbeˇrnice, pro TAP hodnota 0
"BusType"=dword:00000000 //typ sbeˇrnice, pro TAP hodnota 0
"StreamIndex"=dword:00000001 //cˇı´slo instance
3. Za´pis do nastaven´ı TCP/IP:
[HKEY_LOCAL_MACHINE\Comm\Tcpip\Linkage]
"Bind"="TAP Adapter1" //prˇipojene´ adapte´ry k protokolu
A.1.2 Registrace streamove´ho zarˇ´ızen´ı
Da´le mus´ıme vytvorˇit za´pis do registru pro streamovou cˇa´st ovladacˇe. Adresu s kl´ıcˇem
obsahuj´ıc´ım informace o TAP zarˇ´ızen´ı se pote´ prˇedaj´ı jako jeden z parametr˚u funkce
ActivateDevice(Ex). Pokud bychom chteˇli streamovou cˇa´st nacˇ´ıst vzˇdy po startu syste´mu,
zap´ıˇs´ı se informace do kl´ıcˇe HKEY LOCAL MACHINE\Drivers\BuiltIn. V nasˇem prˇ´ıpadeˇ je
vhodne´, aby se instance TAP zarˇ´ızen´ı nacˇetla azˇ po spusˇteˇn´ı miniportu, proto informace
zap´ıˇseme do vlastn´ıho kl´ıcˇe.
[HKEY_LOCAL_MACHINE\MyDrivers\TAP] //klı´cˇ pro streamovou cˇa´st
"Dll"="\\FFSDISK\\TAP_CE.dll" //umı´steˇnı´ ovladacˇe
"Prefix"="TAP" //trˇı´pı´smenna´ zkratka
A.2 Spusˇteˇn´ı ovladacˇe
Jestlizˇe je ovladacˇ v registrech syste´mu korektneˇ zaregistrovany´, mu˚zˇeme prˇistoupit ke
spusˇteˇn´ı. V prˇ´ıpadeˇ automaticke´ho spusˇteˇn´ı nen´ı trˇeba udeˇlat nic jine´ho, nezˇ zapsat hodnoty
do registr˚u na prˇ´ıslusˇna´ mı´sta. Mozˇnosti manua´ln´ıho nacˇten´ı pop´ıˇseme detailneˇji.
A.2.1 Manua´ln´ı spusˇteˇn´ı
V prˇ´ıpadeˇ manua´ln´ıho spusˇteˇn´ı ma´me dveˇ mozˇnosti. Prvn´ı je spusˇteˇn´ı vlastn´ım programem,
tzn. zavola´n´ı funkce DeviceIoControl pro zaregistrova´n´ı TAP miniportu. Ten vnitrˇneˇ au-
tomaticky registruje streamovou cˇa´st.
Druhou a jednodusˇsˇ´ı mozˇnost´ı je vyuzˇ´ıt utility ndisconfig operacˇn´ıho syste´mu, ktera´
pomoc´ı prˇ´ıslusˇny´ch parametr˚u prˇ´ıkazove´ rˇa´dky zaregistruje miniport.
• Programove´ spusˇteˇn´ı:
//otevrˇenı´ NDIS zarˇı´zenı´
hNdis = CreateFile(DD_NDIS_DEVICE_NAME,
GENERIC_READ | GENERIC_WRITE,
FILE_SHARE_READ | FILE_SHARE_WRITE,
NULL, OPEN_ALWAYS, 0, NULL);
//zaregistrova´nı´ TAP miniportu
bResult = DeviceIoControl(hNdis,
IOCTL_NDIS_REGISTER_ADAPTER,
L"TAP Adapter\0TAP Adapter1\0\0",
sizeof(L"TAP Adapter\0TAP Adapter1\0\0"),
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NULL,
0,
NULL,
NULL);
//otevrˇenı´ streamove´ cˇa´sti TAP zarˇı´zenı´
hTap = CreateFile(TAPNAME,
GENERIC_READ | GENERIC_WRITE,
0, 0,
OPEN_EXISTING,
FILE_ATTRIBUTE_NORMAL,
NULL);
//pra´ce s instancı´ TAP
//ReadFile(hTap,...), WriteFile(hTap,...)
//uzavrˇenı´ streamove´ cˇa´sti TAP zarˇı´zenı´
CloseHandle(hTap);
//odregistrova´nı´ TAP miniportu ze syste´mu
bResult = DeviceIoControl(hNdis,
IOCTL_NDIS_DEREGISTER_ADAPTER,
L"TAP Adapter1\0\0",
sizeof(L"TAP Adapter1\0\0"),
NULL,
0,
NULL,
NULL);
//uzavrˇenı´ NDIS zarˇı´zenı´
CloseHandle(hNdis);
• Spusˇteˇn´ı pomoc´ı utility ndisconfig:
//registrace TAP miniportu
ndisconfig adapter add "tap adapter" "tap adapter1"
//odregistrova´nı´ TAP miniportu
ndisconfig adapter del "tap adapter1"
//popisovanou chybu se spra´vou napa´jenı´ vyrˇesˇı´me tı´mto prˇı´kazem
ndisconfig power set "tap adapter1" D0
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Dodatek B
Ladeˇn´ı ovladacˇe
V kapitole s na´zvem ladeˇn´ı ovladacˇe nejprve pop´ıˇseme sche´ma zapojen´ı zarˇ´ızen´ı NetDCU10
k pocˇ´ıtacˇi a nastaven´ı konzole pro vy´pis lad´ıc´ıch informac´ı. V druhe´ sekci bude uveden
konkre´tn´ı prˇ´ıklad debugovac´ıch informac´ı generovany´ch ovladacˇem TAP za pomoc´ı makra
DEBUGMSG.
B.1 Zapojen´ı a nastaven´ı
Vy´voj a ladeˇn´ı na NetDCU10 nen´ı prˇ´ıliˇs pohodlne´, proto v te´to sekci uvedeme mozˇnosti,
ktere´ vestaveˇne´ zarˇ´ızen´ı nab´ız´ı.
B.1.1 Sche´ma zapojen´ı
Obra´zek B.1 zobrazuje zapojen´ı NetDCU10 k pocˇ´ıtacˇi pro plnohodnotny´ vy´voj.
Obra´zek B.1: Sche´ma zapojen´ı NetDCU10 k pocˇ´ıtacˇi
Skla´da´ se ze trˇ´ı cˇa´st´ı:
1. Komunikace prˇes ethernetovy´ kabel - z d˚uvodu absence dotykove´ho displeje na
zarˇ´ızen´ı je komunikace prˇes telnet jedinou mozˇnost´ı, jak spousˇteˇt vzda´leneˇ aplikace.
Postup je na´sleduj´ıc´ı:
• Spusˇteˇn´ı programu cmd ve Windows XP
• Zada´n´ı prˇ´ıkazu telnet <IP adresa>, kde IP adresa je adresou ethernetove´ho
rozhran´ı vestaveˇne´ho zarˇ´ızen´ı, ve vy´choz´ım nastaven´ı 169.254.4.165.
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• Na straneˇ NetDCU10 je spusˇteˇn de´mon telnetd, ktery´ nasloucha´ na portu 22
a funguje te´meˇrˇ jako kazˇdy´ jiny´ interpret prˇ´ıkaz˚u.
2. Komunikace prˇes USB kabel - komunikace prob´ıha´ prˇes synchronizacˇn´ı program
ActiveSync, ktery´ slouzˇ´ı prˇedevsˇ´ım jako prostrˇedek pro prˇenos soubor˚u na vestaveˇne´
zarˇ´ızen´ı (obdoba pr˚uzkumn´ıku na Windows XP), a take´ jako rozhran´ı pro na´sleduj´ıc´ı
aplikace:
• Remote Registry Editor - obdoba programu regedit na Windows XP, ovsˇem po
editaci kl´ıcˇe je nutne´ zmeˇny ulozˇit manua´lneˇ prˇes utilitu pro spra´vu NetDCU10
s na´zvem ndcucfg, a zadat prˇ´ıkaz reg save
• Remote Process Viewer - prohl´ızˇen´ı beˇzˇ´ıc´ıch proces˚u na NetDCU10 a na´silne´
ukoncˇen´ı. De´mon telnetd nepodporuje kla´vesovou zkratku Ctrl + C pro prˇeru-
sˇen´ı aktua´lneˇ beˇzˇ´ıc´ıho procesu v konzoli.
3. Komunikace prˇes se´riovy´ kabel - pro vy´pis lad´ıc´ıch informac´ı a nastaven´ı zavadeˇcˇe
syste´mu. Blizˇsˇ´ı popis je uveden v na´sleduj´ıc´ı podsekci.
B.1.2 Nastaven´ı lad´ıc´ı konzole
Pro komunikaci s lad´ıc´ım portem COM lze vyuzˇ´ıt libovolnou softwarovou konzoli, ktera´
umı´ komunikovat prˇes se´riovy´ port. V prˇ´ıpadeˇ NetDCU10 lze vyuzˇ´ıt doda´vanou aplikaci
DcuTerm. Ve vy´choz´ım nastaven´ı je debugovac´ı port prˇesmeˇrova´n na COM1. Dalˇs´ı potrˇebna´
nastaven´ı:
• Prˇenosova´ rychlost (baud rate) - 38400
• Datove´ bity (data bits) - 8
• Stop bity (stop bits) - 1
• Parita - zˇa´dna´
• Rˇı´zen´ı toku (flow control) - zˇa´dne´
Pote´ lze port COM1 otevrˇ´ıt a sledovat lad´ıc´ı vy´pisy.
B.1.3 Pouzˇit´ı makra DEBUGMSG
Standardn´ı makro DEBUGMSG pro vy´pis lad´ıc´ıch informac´ı je pouzˇitelne´ na veˇtsˇineˇ opera-
cˇn´ıch syste´mu˚ od Microsoftu. Syntaxe je na´sleduj´ıc´ı: DEBUGMSG(condition, (text)), kde
condition je podmı´nka naby´vaj´ıc´ı hodnot true nebo false, v prˇ´ıpadeˇ true je text vypsa´n.
Teˇlo zpra´vy oznacˇene´ jako text ma´ za´pis stejny´ jako funkce printf, tedy forma´tovac´ı
rˇeteˇzec a parametry. Forma´tovac´ı rˇeteˇzec je trˇeba ohranicˇit p´ısmenem L oznacˇuj´ıc´ım, zˇe
vy´pis bude ve forma´tu unicode. Prˇ´ıklad z TAP ovladacˇe:
DEBUGMSG(TRUE,(L"\t[%s] pBuffer is NULL for TAP_READ\n",
NAME (l_Adapter)));
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B.2 Ladeˇn´ı pomoc´ı vy´pis˚u
Nyn´ı bude na´sledovat lad´ıc´ı vy´pis po spusˇteˇn´ı ovladacˇe a pra´ci s n´ım, vcˇetneˇ komentova´n´ı
prˇ´ıslusˇny´ch akc´ı.
DLL_PROCESS_ATTACH //nacˇtenı´ procesu s ovladacˇem do pameˇti
DRIVER ENTRY //registrace miniportu
[TAP] version [9.1] My 080:32 0:32 registered miniport successfully
Registry Path: ’\Comm\tap adapter’ //klı´cˇ s u´daji o ovladacˇi
ADAPTER_CREATE function //vytvorˇenı´ miniportu
[TAP] NdisReadConfiguration (MiniportName=TAP ADAPTER1) //jme´no adapte´ru
Adapter name: [TAP ADAPTER1]
[TAP ADAPTER1] Using MAC 0:ff:0:0:0:0
CREATE TAP DEVICE //vytvorˇenı´ streamove´ cˇa´sti
[TAP] version [9.1] creating tap device: TAP ADAPTER1
TAP REG STRING NAME: ’\MyDrivers\TAP’ //klı´cˇ s u´daji o zarˇı´zenı´
TAP_Init //aktivace TAP zarˇı´zenı´, po vola´nı´ ActivateDeviceEx()
TAP DEVICE SUCCESSFULLY ACTIVATED
[TAP ADAPTER1] successfully created TAP device [TAP DEVICE:1]
//zmeˇna vlastnostı´ TAP adapte´ru syste´mem
ADAPTER_MODIFY function
[TAP ADAPTER1] Setting [OID_GEN_CURRENT_LOOKAHEAD] to [128]
ADAPTER_MODIFY function
[TAP ADAPTER1] Setting [OID_GEN_CURRENT_PACKET_FILTER] to [0x0b]
ADAPTER_MODIFY function
[TAP ADAPTER1] Setting [OID_802_3_MULTICAST_LIST]
//sı´t’ odesı´la´ paket prˇes miniport, prozatı´m nenı´ otevrˇena instance TAP
ADAPTER_TRANSMIT function
ADAPTER_TRANSMIT no opened TAP
ADAPTER_TRANSMIT -exit success
TAP_Open //otevrˇenı´ TAP funkcı´ CreateFile z uzˇivatelske´ho rezˇimu
[TAP ADAPTER1] [TAP] release [9.1] open request (m_TapOpens=0)
TAP_Open m_TapOpens == 1
TAP_Read //pozˇadavek na cˇtenı´ z uzˇivatelske´ho rezˇimu
NewReadRequest function //nova´ internı´ zˇa´dost
Sizeof packet buffer: 0 OK //zˇa´dny´ paket nenı´ k dispozici
TAP_READ, l_PacketBuffer is NULL, saving request //ulozˇenı´ pozˇadavku
//spusˇteˇnı´ ping na IP adresu uzlu v sı´ti TAP
ADAPTER_TRANSMIT function
//ARP paket ke zjisˇteˇnı´ MAC cı´love´ho uzlu
AdapterTransmit ARP src= 0:ff:0:0:0:0 dest= ff:ff:ff:ff:ff:ff
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OP=0x0001 M=0x0001(6) P=0x0800(4)
MacSrc= 0:ff:0:0:0:0 MacDest= 0:0:0:0:0:0
IPSrc= 10.0.0.1 IPDest= 10.0.0.3
PACKET PUSHED OK //ulozˇenı´ paketu
CompleteReadRequest function //spojenı´ pozˇadavku na cˇtenı´ s paketem
SetEvent //signa´l uzˇivatelske´mu rezˇimu o zı´skane´m paketu
DeleteReadRequest function //smaza´nı´ pozˇadavku na cˇtenı´
TAP_Write //odpoveˇd’ na ARP z uzˇivatelske´ho rezˇimu
TAP WRITE ARP src= 0:0:0:0:0:0 dest= 0:ff:0:0:0:0
OP=0x0002 M=0x0001(6) P=0x0800(4)
MacSrc= 0:0:0:0:0:0 MacDest= 0:ff:0:0:0:0
IPSrc= 10.0.0.3 IPDest= 10.0.0.1
ADAPTER_TRANSMIT function
//ICMP ECHO paket, velikost 74 bytu˚
AdapterTransmit IPv4 ICMP[74] ipproto=1 10.0.0.1 -> 10.0.0.3
PACKET PUSHED OK
TAP_Read //pozˇadavek na cˇtenı´
NewReadRequest function
Sizeof packet buffer: 1 OK //ma´me k dispozici paket
TAP_READ, l_PacketBuffer OK
CompleteReadRequest function
SetEvent
DeleteReadRequest function
TAP_Write //odpoveˇd na ICMP - REPLY z uzˇivatelske´ho rezˇimu
TAP WRITE IPv4 ICMP[74] ipproto=1 10.0.0.3 -> 10.0.0.1
TAP_Read
NewReadRequest function
Sizeof packet buffer: 0 OK //nema´me paket k dispozici
//ulozˇenı´ a pozdeˇjsˇı´ zpracova´nı´
TAP_READ, l_PacketBuffer is NULL, saving request //cˇeka´nı´ na dalsˇı´ paket
//vsˇe se opakuje jesˇteˇ trˇikra´t (standardneˇ 4 ICMP pakety)
.
.
.
TAP_Close //CloseHandle na TAP z uzˇivatelske´ho rezˇimu
[TAP ADAPTER1] [TAP] release [9.1] close/cleanup request
FLUSH_QUEUES //vypra´zdneˇnı´ nezpracovany´ch paketu˚ a pozˇadavku˚ na cˇtenı´
DeleteReadRequest function
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[TAP DEVICE:1] [TAP] FlushQueues n_IRP=[1,1,16] n_Packet=[0,1,64]
ADAPTER HALT //zastavenı´ adapte´ru
[TAP ADAPTER1] is being halted
DESTROY TAP DEVICE[TAP DEVICE:1] Destroying tap device
TAP_Deinit //deregistrace TAP zarˇı´zenı´ - DeactivateDevice()
[TAP] Deregistering TAP device, status=1
[TAP ADAPTER1] Freeing Resources
TAP DRIVER UNLOAD //odstraneˇnı´ miniportu ze syste´mu
[TAP] version [9.1] My 08 [TAP] version 0:32 unloaded
DLL_PROCESS_DETACH //odstraneˇnı´ ovladacˇe z pameˇti
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Dodatek C
Obsah prˇilozˇene´ho CD
Popis adresa´rˇove´ struktury na CD prˇilozˇene´m k technicke´ zpra´veˇ.
C.1 Adresa´rˇova´ struktura
• Ovladac - prakticke´ vy´stupy projektu
– DLL - dynamicka´ knihovna ovladacˇe TAP
– Zdrojove kody - projekt vy´vojove´ho prostrˇed´ı Visual Studio 2005
– Pomocne aplikace - pomocne´ aplikace vcˇetneˇ zdrojovy´ch ko´d˚u
∗ TestTAP - aplikace testuj´ıc´ı funkcˇnost ovladacˇe TAP
∗ AddIpAddress - aplikace prˇideˇluj´ıc´ı TAP zarˇ´ızen´ı IP adresu
∗ Davkove soubory - da´vky pro spusˇteˇn´ı TAP zarˇ´ızen´ı
• Technicka zprava - technicka´ zpra´va ve forma´tu pdf
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