In this paper we propose a strategy to obtain the solutions of a scalar equation f (x) = 0 through solving an associated system of two equations. In this way, the solutions of the associated system lying on the identity line provide solutions of the given equation. In most cases, the associated system cannot be solved exactly. Solving this system with the Newton method for systems may result more efficient than the application of the scalar Newton method to the simpler equation. In some pathological cases in which the scalar Newton method does not provide solution, this strategy works appropriately. Some examples are given to illustrate the performance of the proposed strategy.
Introduction
Finding the roots of a nonlinear equation f (x) = 0 with f (x) : X → X , X ⊂ R , is a classical and important problem in science and engineering. There are very few functions for which the roots can be expressed explicitly in closed form. Thus, the solutions must be obtained approximately, relying on numerical techniques based on iterative processes [1] . Given an initial guess for the root, x 0 , successive approximations are obtained by means of an iteration function (IF) Φ : X −→ X x n+1 = Φ(x n ) , n = 0, 1, 2 . . . which will often converge to a root α of the equation, provided that some convergence criterion is satisfied.
If there exists a real number p ≥ 1 and a nonzero constant A > 0 such that lim n→∞ |Φ(x n ) − α| |x n − α| p = A then p is called the order of convergence, and A is the asymptotic error constant of the method defined by Φ. For such a method, the error |e n+1 | = |x n+1 − α| is proportional to |e n | p = |x n − α| p as n → ∞. In practice, the order of convergence is often determined by using the Schröeder-Traub's theorem [5] which states that being Φ an IF with Φ (r) continuous in a neighborhood of α, then Φ is of order r if and only if Φ(α) = α , Φ ′ (α) = · · · = Φ (r−1) (α) = 0 , Φ (r) (α) 0 .
Given an IF Φ, the orbit of x 0 ∈ X under Φ is defined as the set given by the sequence of points orb(x 0 ) = { x 0 , Φ(x 0 ), . . . , Φ k (x 0 ), . . . } where Φ k (x) denotes the k-fold composition of Φ with itself applied to x 0 , that is, Φ k (x 0 ) = Φ(Φ(. . . Φ(x 0 ) . . . )) where Φ is applied k times. The point x 0 is called the seed of the orbit. A point x 0 is a fixed or equilibrium point of Φ if Φ(x 0 ) = x 0 . Note that the orbit of a fixed point x 0 consists on the constant sequence {x 0 }.
If Φ n (x 0 ) = x 0 and Φ j (x 0 ) x 0 for 0 < j < n then x 0 is called a point with period n. In this case the corresponding orbit is said to be a periodic orbit of period n, or a n-cycle. All points on the orbit of x 0 have the same period. Note that if x 0 is a periodic point of period n ≥ 1 then x 0 is a fixed point of Φ n , and the corresponding orbit has only n different points. Similarly, if x 0 is a periodic point of period n ≥ 1 then x 0 is also fixed by Φ kn for any positive integer k. A point x 0 is called eventually fixed or eventually periodic if x 0 itself is not fixed or periodic, but some point on orb(x 0 ) is fixed or periodic.
A fixed point x 0 of Φ is attracting if |Φ ′ (x 0 )| < 1, is repelling if |Φ ′ (x 0 )| > 1, and is indifferent or neutral if |Φ ′ (x 0 )| = 1 . Readers interested in the above concepts, belonging to to the topic of dynamical systems, may see references [6] , [8] , [7] .
The Newton-Raphson method
We will consider that the function f (x) whose root need to be calculated is a scalar real one, f : R → R. Among the iteration methods, the Newton method is probably the best known and most reliable and most used algorithm [4] , [2] . There are many ways to obtain Newton method. We will offer a brief outline of the geometric approach. The basic idea behind Newton's method relies in approximating f (x) with the best linear approximation passing for an initial guess x 0 which is near the root α. This best linear approximation is the tangent line to the graph of f (x) at (x 0 , f (x 0 )). Provided f ′ (x 0 ) 0, the intersection of this line with the horizontal axis results in
This process can be continued with a new approximation x 1 to get x 2 , and so on. In this way, the Newton iteration function is given by
It converges quadratically to simple zeros and linearly to multiple zeros, provided a good approximation is at hand. There exist different results about semilocal convergence of Newton's method 2 in which precise bounds are given for balls of convergence and uniqueness. Nevertheless, the dynamics of the Newton IF N f may be very complicated, even for apparently simple functions. We expect that the sequence obtained through the IF will converge to the desired root of f (x). Nevertheless, depending on the function under consideration and the initial point selected, the orbit of this point may not always converge successfully. Some pathological situations in the application of Newton's method follow:
1. Newton's method may fail if at any stage of computation the derivative of the function f (x) is either zero or very small. For low values of the derivative, the Newton iteration offshoots away from the current point of iteration and may possibly converge to a root far away from the desired one. 2. It may fail also to converge to the desired root in case the initial point is far from this root. 3. For certain forms of equations, Newton method diverges. A typical example of this situation is the function f (x) = 3 √ x, for which the iteration function is N f (x) = 2x, which results in a divergent sequence whatever the initial guess x 0 0 is. 4. In some cases, the iterations oscillate. For example, this is the situation if the initial guess is in an orbit of period n or is eventually periodic of period n. 5. The convergence of Newton's method may be very slow near roots of multiplicity greater than one. In fact, for multiple roots the Newton method looses its quadratic convergence. 6. Finally, the most dramatic situation occurs when the iteration function N f exhibits chaotic behavior, in which there are orbits that wander from here to there aimlessly.
An important result to be considered here is the following theorem whose proof may be found in [6] , p. 167. The importance of this result resides in the fact that the iteration function N f does not have extraneous fixed points (which are not solutions of f (x) = 0). These extraneous fixed points appear in other iteration functions of well-known methods such as the Halley method or the Chebyshev method.
The associated system to the scalar equation
Let us consider a particularization of a result in [9] .
is a 2-cycle of the Newton IF N f if and only if x
From the above proposition and Theorem1 it is easy to get the following main result, in which is based the proposed strategy for obtaining the roots of the equation f (x) = 0. 
is of one of the following types
, which means that the set {x 1 , x 2 } is a 2-cycle
Thus, for solving the equation f (x) = 0, we may consider to solve what we call the associated system given by
. If we may ensure by some means that the IF N f has no periodic orbits of period 2, then to get a solution of the system will be equivalent to get a solution of the escalar equation f (x) = 0.
The associated system may be solved by different procedures, in some cases in algebraic way, but in general we will consider the Newton method, which also may be used for solving systems of equations [2] , [3] . For solving a system of the form { f 1 (x, y) = 0, f 2 (x, y) = 0} using Newton method, the strategy is the same as that used by Newton's method for solving a single nonlinear equation: to linearize each of the equations. Using the notation
T , the solution of the above system using the Newton method is given by
where
is the Jacobian matrix. To obtain the computational solution an initial approximation vector
) must be provided. Although at first glance it might seem that solving a system could be more difficult than solving a scalar equation (and usually it is so), we will show different examples where the opposite occurs.
A local convergence result
The following result shows that under local conditions, solving the associated system leads to the solution of the equation f (x) = 0. 
then there is a unique solution of the system
Proof. Condition 1) merely states that f (a) and f (b) have different signs, and hence that the equation f (x) = 0 has at least one root in (a, b). By virtue of condition 2) there is only one solution, which we will call α. Condition 3) states that the graph of f (x) is either concave from above or concave from below.
There are four different situations covered by the theorem:
but all cases may be reduced to one of them by using appropriate transformations (see [10] , p. 79). Thus, it suffices to prove the theorem in the case I). In this case the graph of f (x) looks as given in Figure 1 . It is obvious that the set of solutions of the system
is not empty as x = y = α is a solution. Let us see that this is the unique solution. If there is a solution different of that given by x = y = α, say x = x k , y = y k , we may assume without loss of generality that x k ≤ y k . We assert that either x k = α or y k = α. In other case we would have three possibilities: 4 a Α b 
Let us see that these cases result in contradictions. For cases i) and ii) we have that f (x k ) < 0. Expanding f (x) in Taylor series about y k and taking x = α it results that
which is a contradiction with the hypothesis that x k < α. Thus, cases i) and ii) are not possible.
and thus it results that
which contradicts the hypothesis x k ≤ y k . Hence, either x k = α or y k = α. If x k = α then it follows that
and x k = y k = α as stated. Similarly, if y k = α then we have
which results in x k = y k = α. Thus the proof of the proposition is complete.
Application examples
In order to test the efficiency of the strategy proposed here we are going to evaluate the number of iterations required to reach a specified level of convergence for different problems. We have considered the command FindRoot in the Mathematica program, taking the options Method->"Newton" and WorkingPrecision->30, which specifies how many digits of precision should be maintained in internal computations. The stopping criterion is given by ∥x N − x N−1 ∥ < 10 −15 and ∥ f (x N )∥ < 10 −15 . In Table 1 appear the functions considered, together with the roots we want to approximate.
Function
Root 
Example 1
The function f 1 (x) has only the root α = 0 as can be seen in Figure2.
. For any initial guess x 0 0 the iteration with this function results in a divergent sequence, and the Newton method is not capable to get an approximation to the solution. The cobweb plot in Figure3 shows the dynamical behavior of the IF N f 1 (x) where we observe that even for an initial guess very close to the solution we obtain a divergence sequence.
On the other hand, the associated system
Solving this system using the command Solve in the Mathematica program we obtain that the unique real solution is x = y = 0, which is the root of f 1 (x) = 0. This proves that the IF N f 1 (x) 6 does not have any 2-cycle. Solving the above system using the Newton method with initial guess (x 0 , y 0 )
T we obtain after 9 iterations the approximate solution with the required precision.
Example 2
The function f 2 (x) has two roots, as may be seen in Figure 4 . We are interested in the positive root, α 1 , while the negative one could be approximated similarly. The Newton IF is
and is located under the diagonal line y = x and for x → ∞ tends asymptotically to this diagonal. Thus, from any initial guess x 0 >> α 1 the convergence of the iterative sequence produced by N f 2 (x) will be very slow. Looking at the graph of the function f 2 (x) in Figure 4 we see that if x 0 < α 1 the tangent line is almost horizontal and the next iteration will be far away from the root, and if x 0 > α 1 the tangent line is very steep and the Newton sequence will approach very slowly towards the root. The scalar Newton method works acceptably only if the initial guess is very close to the root. In Table 2 appear the data corresponding to the approximation of the root by using the scalar Newton method applied to f 2 (x) and the Newton method applied to the associated system: initial guesses, computational time (in seconds) and number of iterations. It can also be seen from Table 2 that a less number of iterations is required to reach the root with the proposed method than that required with Newton's method, except if the initial guess is very close to the root.
We note that in this case there are no cycles of period 2 either. With the help of the program Mathematica we have plot the graphs of the implicit curves in the associated system
near the roots, which appear in Figure 5 . We see that there are only two intersection points between the curves, which are on the diagonal y = x, meaning that these are the two roots of the equation f 2 (x) = 0 (α 1 = 1.627818561918557849123154131 , α 2 = −1.872516561317824507097057829). 
Example 3
The function f 3 (x) has two roots, being f 3 (x) > 0 out of these roots. We are interested in the positive one. The negative zero could be approximated similarly. The Newton iteration function is
which tends asymptotically to the graph of y = x for x → ∞. The behavior of the iterations is similar to that of the above problem. In Table 3 appear the data corresponding to the approximation of the root by using the scalar Newton method applied to f 3 (x) and the vector Newton method applied to the associated system. As can be shown in Figure 6 , for this problem there are no 2-cycles, and the graphs of the implicit curves in the associated system intersect only on the two roots (α 1 = 1.704885352466915992721311334 , α 2 = −1.754947637178101198447348684). We observe that te proposed strategy is more efficient than solving f (x) = 0 with Newton's method. Although the Newton method for systems needs to consider the Jacobians, there are so few iterations, even in a wide interval, that the computational time is much less than the time needed for the scalar Newton method.
Example 4
This example corresponds to a function that has only one real root. Due to the oscillatory character of the function, there are a lot of 2-cycles of the Newton IF N f 4 (x). In Figure 7 we can see the intersections of the graphs of the two implicit curves of the associated system to f 4 For this problem there are no significant differences between the performance of both approaches, scalar or vector Newton procedures, but we must note that the initial guesses in both cases must be chosen near the root in order to get good performances. We note that the two intersections in the curves of the associated system closer to a root determine an interval where the scalar Newton method converges. Thus, for any initial guess, x 0 , in the interval (0.692198885685395552, 0.748996030431394228) determined by the two points in the orbit orb 1 there is convergence of the Newton iteration to the intended root. 
Example 5
This last example corresponds to a curious example appeared in [11] , [12] for which taking the initial guess x 0 = 1/2 the Newton sequence
This function is a symmetric one with respect to the vertical axis that has two roots, as can be seen in Figure 9 . In Figure 10 we observe that there are two intersection points with the diagonal line, which correspond to the zeros of the function, and that there are a number of infinite 2-cycles. The 2-cycle closer to the root determines an interval where the scalar Newton method converges to the positive root, and is given by (0.7461032276136741263663, 2.68369772675810300822294). Out of this interval we cannot say nothing about the convergence to the intended root, although it may have other guesses that produce convergence to this root. Nevertheless, taking the initial guess (x 0 , y 0 ) = (0.1, 4) for solving the associated Newton system with the vector Newton method we obtain after 18 iterations the desired root within the required tolerance. 
Conclusions
It is well-known that in certain cases the Newton method does not work satisfactory for solving the scalar equation f (x) = 0. We have presented a strategy for obtaining the solutions of this equation through solving an associated system of two equations related with the Newton iteration function. The solutions of this system provide not only the roots of the scalar equation, but also the orbits of period two of the Newton iteration. In most cases the associated system cannot be solved exactly. In this situation we must use an iterative procedure for solving the system, among which we may use the Newton method for systems, assuming an appropriate initial guess is provided.
Some numerical examples are shown to see the performance of the proposed strategy. Some of them are not capable of being solved by the scalar Newton method. The strategy may be extended to obtain orbits of any periods.
The closest orbit to the intended root provides an interval of convergence for the scalar Newton method. An open question is how to get the regions in the plane for which we obtain convergence of the vector Newton method to the zeros of f (x) or to the 2-cycles points of N f (x).
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