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Abstract
A unitary representation of a, possibly infinite dimensional, Lie group G is
called semibounded if the corresponding operators idpi(x) from the derived repre-
sentation are uniformly bounded from above on some non-empty open subset of
the Lie algebra g of G. A hermitian Lie group is a central extension of the identity
component of the automorphism group of a hermitian Hilbert symmetric space.
In the present paper we classify the irreducible semibounded unitary represen-
tations of hermitian Lie groups corresponding to infinite dimensional irreducible
symmetric spaces. These groups come in three essentially different types: those
corresponding to negatively curved spaces (the symmetric Hilbert domains), the
unitary groups acting on the duals of Hilbert domains, such as the restricted
Graßmannian, and the motion groups of flat spaces.
Keywords: infinite dimensional Lie group, unitary representation, semibounded
representation, hermitian symmetric space, symmetric Hilbert domain.
MSC2000: 22E65, 22E45.
Introduction
This paper is part of a project concerned with a systematic approach to unitary repre-
sentations of Banach–Lie groups in terms of conditions on spectra in the derived repre-
sentation. For the derived representation to carry significant information, we have to
impose a suitable smoothness condition. A unitary representation π : G→ U(H) is said
to be smooth if the subspace H∞ ⊆ H of smooth vectors is dense. This is automatic
for continuous representations of finite dimensional groups, but not for Banach–Lie
groups ([Ne10a]). For any smooth unitary representation, the derived representation
dπ : g = L(G)→ End(H∞), dπ(x)v := d
dt t=0
π(exp tx)v
carries significant information in the sense that the closure of the operator dπ(x) co-
incides with the infinitesimal generator of the unitary one-parameter group π(exp tx).
We call (π,H) semibounded if the function
sπ : g→ R ∪ {∞}, sπ(x) := sup
(
Spec(idπ(x))
)
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is bounded on the neighborhood of some point in g. Then the setWπ of all such points
is an open Ad(G)-invariant convex cone in the Lie algebra g. We call π bounded if sπ
is bounded on some 0-neighborhood, i.e., Wπ = g. All finite dimensional continuous
unitary representations are bounded and most of the unitary representations appearing
in physics are semibounded (cf. [Ca83], [Mi87, Mi89], [PS86], [SeG81], [CR87], [Se58],
[Se78], [Bak07]).
For finite dimensional Lie groups, the irreducible semibounded representations are
precisely the unitary highest weight representations and one has unique direct integral
decompositions [Ne00, X.3/4, XI.6]. For many other classes of groups such as the Vira-
soro group and affine Kac–Moody groups (double extensions of loop groups with com-
pact target groups), the irreducible highest weight representations are semibounded,
but to prove the converse is more difficult and requires a thorough understanding of
invariant cones in the corresponding Lie algebras as well as of convexity properties of
coadjoint orbits ([Ne10c]).
Finite dimensional groups only have faithful bounded representations if their Lie
algebras are compact, which is equivalent to the existence of an Ad-invariant norm on
the Lie algebra. For infinite dimensional groups, the picture is much more colorful.
There are many interesting bounded representations, in particular of unitary groups
of C∗-algebras (cf. [BN11]) and a central result of Pickrell ([Pi88]), combinded with
classification results of Kirillov, Olshanski and I. Segal ([Ol78], [Ki73], [Se57]), implies
that all separable unitary representations of the unitary group U(H) of an infinite
dimensional separable Hilbert space can can be classified in the same way as for their
finite dimensional analogs by Schur–Weyl theory. In particular, the irreducible ones
are bounded (cf. Theorem E.1).
To address classification problems one needs refined analytic tools based on recent
results asserting that the space H∞ of smooth vectors is a Fre´chet space on which
G acts smoothly ([Ne10a]). In [Ne10d] we use these facts to develop some spectral
theoretic tools concerning the space of smooth vectors. This does not only lead to a
complete description of semibounded representations of various interesting classes of
groups such as hermitian Lie groups which are dealt with in the present paper. They
also apply naturally to unitary representations of Lie supergroups generated by their
odd part ([NSa10]).
Our goal is a classification of the irreducible semibounded representations and
the development of tools to obtain direct integral decompositions of semibounded
representations. The first part of this goal is achieved in the present paper for the class
of hermitian Lie groups. These are triples (G, θ, d), where G is a connected Lie group,
θ an involutive automorphism of G with the corresponding eigenspace decomposition
g = k⊕ p, d ∈ z(k) (the center of k) an element for which ad d|p is a complex structure,
and p carries an ead k-invariant Hilbert space structure. We then write K := (Gθ)0
for the identity component of the group of θ-fixed points in G and observe that our
assumptions imply that G/K is a hermitian Hilbert symmetric space. The simply
connected symmetric spaces arising from this construction have been classified by
W. Kaup by observing that p carries a natural structure of a JH∗-triple, and these
objects permit a powerful structure theory which leads to a complete classification in
terms of orthogonal decompositions and simple objects (cf. [Ka81, Ka83]).
Typical examples of hermitian symmetric spaces are symmetric Hilbert domains
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(the negatively curved case), their duals, such as the restricted Graßmannian of a
polarized Hilbert space H = H+ ⊕ H− (the positively curved case) (cf. [PS86]), and
all Hilbert spaces H as quotients G = (H ⋊α K)/K, where α is a norm-continuous
unitary representation of K on H (the flat case). Our concept of a hermitian Lie group
contains almost no restrictions on the group K, but the structure of K is crucial for
the classification of semibounded representations of G. To make this more specific, we
call (G, θ, d) irreducible if the unitary K-representation on p is irreducible. In this case
either [p, [p, p]] = {0} (the flat case) or p is a simple JH∗-triple. Then we say that
g is full if ad k = aut(p) is the full Lie algebra of the automorphism group Aut(p) of
the JH∗-triple p. One of our key observations is that the quotient Lie algebra k/z(k)
contains no non-trivial open convex invariant cones.
The structure of this paper is as follows. Section 1 introduces the concept of a
hermitian Banach–Lie group and in Section 2 we explain their connection with JH∗-
triples and recall Kaup’s classification of infinite dimensional simple JH∗-triples. As
we shall see in the process, hermitian Lie groups G have natural central extensions Ĝ
and these central extensions often enjoy a substantially richer supply of semibounded
unitary representations than the original group G. This phenomenon is also well-
known for the group of diffeomorphisms of the circle (cf. [Ne10c]) and loop groups
([PS86], [Ne01b]). This motivates our detailed discussion of central extensions in Sec-
tion 3. Any semibounded representation (π,H) defines the open convex invariant cone
Wπ ⊆ g. Therefore the understanding of semibounded representations requires some
information on the geometry of open invariant cones in Lie algebras. In our context
we mainly need the information that for certain Lie algebras k, all open invariant cones
in k/z(k) are trivial. Typical examples with this property are the Lie algebras of the
unitary groups of real, complex or quaternionic Hilbert spaces (Section 4). Sections 5-
8 are devoted to the classification of the irreducible semibounded representations of
hermitian Lie groups. The main steps in this classification are the following results on
semibounded representations (π,H) of G:
(1) If k/z(k) contains no open invariant cones, then we derive from the results on
invariant cones developed in Section 4 that π|Z(K)0 is also semibounded.
(2) If (G, θ, d) is irreducible, then d ∈ Wπ ∪ −Wπ. If d ∈ Wπ, then we call (π,H)
a positive energy representation. In this case the maximal spectral value of the
essentially selfadjoint operator idπ(d) is an eigenvalue and the K-representation
(ρ, V ) on the corresponding eigenspace is bounded and irreducible. Using the
holomorphic induction techniques developed in [Ne10d] for Banach–Lie groups,
it follows that (π,H) is uniquely determined by (ρ, V ) (Section 5). We call a
bounded representation (ρ, V ) of K (holomorphically) inducible if it corresponds
as above to a unitary representation (π,H) of G.
(3) If (G, θ, d) is full or G/K is flat (with k/z(k) not containing open invariant cones),
we derive an explicit characterization of the inducible bounded irreducible K-
representations. We thus obtain a classification of all irreducible semibounded
representations of G in terms of the correspondingK-representations (Sections 6-
8). For irreducible symmetric Hilbert domains, this explicit characterization is
based on the classification of unitarizable highest weight modules of locally finite
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hermitian Lie algebras obtained in [NO98] (Section 7). For the c-dual spaces we
obtain the surprisingly simple result that inducibility can be characterized by an
easily verifiable positivity condition (Section 8).
(4) A central point in our characterization is that the groupK has a normal closed sub-
group K∞ (for K = U(H) this is the group U∞(H)) with the property that each
bounded irreducible representation (ρ, V ) is a tensor product of two bounded
irreducible representations (ρ0, V0) and (ρ1, V1), where ρ0|K∞ is irreducible and
K∞ ⊆ kerρ1. We show that (ρ, V ) is inducible if and only if (ρ0, V0) has this
property. Here the main point is that, even though no classification of the rep-
resentations (ρ1, V1) is known, the representations (ρ0, V0) can be parameterized
easily by “highest weights” (cf. Definition D.3). If V is separable, then the rep-
resentation ρ1 is trivial, which can be derived from the fact that all continuous
separable unitary representations of the Banach–Lie group U(H)/U∞(H) are
trivial if H is separable (cf. [Pi88] and also Theorem E.1 below).
We collect various auxiliary results in appendices. In Appendix A we discuss
operator-valued positive definite functions on Lie groups. The main result is Theo-
rem A.7 asserting that analytic local positive definite functions extend to global ones.
This generalizes the corresponding result for the scalar case in [Ne10b]. Its applications
to holomorphically induced representations are developed in Appendix B, where we
show that holomorphic inducibility of (ρ, V ) can be characterized in terms of positive
definiteness of a B(V )-valued function on some identity neighborhood of G. This is a
key tool in Sections 7 and 8.
For the convenience of the reader we provide in Appendix C a description of various
classical groups of operators on Hilbert spaces over K ∈ {R,C,H}. Appendix D
provides a complete discussion of the bounded unitary representations of the unitary
group Up(H) of an infinite dimensional real, complex or quaternionic Hilbert space for
1 < p ≤ ∞. The irreducible representations are parametrization in terms of highest
weights. For K = C this was done in [Ne98], and for K = R and H, these results are
new but quite direct consequences of the complex case. We show in particular that all
bounded representatations of these groups are direct sums of irreducible ones. If H is
separable, this is true for any continuous unitary representation of U∞(H) ([Ki73]),
but for p < ∞, the topological groups Up(H) are not of type I (cf. [Bo80], [SV75]).
In Appendix E we finally recall the special features of separable representations of
unitary groups. We conclude this paper with a discussion of some open problems and
some comments on variations of the concept of a hermitian Lie group.
The classification results of the present paper also contribute to the Olshanski–
Pickrell program of classifying the unitary representations of automorphism groups of
Hilbert symmetric spaces (cf. [Pi87, Pi88, Pi90, Pi91], [Ol78, Ol84, Ol88, Ol89, Ol90]).
For symmetric spaces M = G/K of finite rank, Olshanski has shown in [Ol78, Ol84]
that the so-called admissible unitary representations of G, i.e., representations whose
restriction to K is tame, lead to so-called holomorphic representations of the auto-
morphism group G♯ of a hermitian symmetric space M ♯ = G♯/K♯ containing M as a
totally real submanifold. The irreducible holomorphic representations of the automor-
phism group of M ♯ turn out to be highest weight representations, which correspond
to the representations showing up for type Ifin in our context. For spacesM of infinite
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rank, the classification of the admissible representations is far less complete, although
Olshanski formulates in [Ol90] quite precise conjectures. These conjectures suggest
that one should also try to understand the semibounded representations of mapping
groups of the form C∞(S1, G), where G is a hermitian Lie group.
Acknowledgement: We thank Daniel Beltit¸a˘, Hasan Gu¨ndogan, Ste´phane Merigon,
Stefan Wagner and Christoph Zellner for various comments on this paper and for sev-
eral discussions on its subject matter.
Notation and conventions: For an open or closed convex cone W in a real
vector space V we write H(W ) := {x ∈ V : x+W =W} for the edge of W .
If g is a real Lie algebra and gC its complexification, we write z := x − iy for
z = x+ iy, x, y ∈ g, and z∗ := −z.
For a Lie group G with Lie algebra g and a topological vector space V , we associate
to each x ∈ g the left invariant differential operator on C∞(G, V ) defined by
(Lxf)(g) :=
d
dt t=0
f(g exp(tx)) for x ∈ g.
By complex linear extension, we define the operators
Lx+iy := Lx + iLy for z = x+ iy ∈ gC, x, y ∈ g.
Accordingly, we define
(Rxf)(g) :=
d
dt t=0
f(exp(tx)g) for x ∈ g
and Rz for z ∈ gC by complex linear extension. For a homomorphism ϕ : G → H of
Lie groups, we write L(ϕ) : L(G) = g → L(H) = h for the derived homomorphism of
Lie algebras.
For a set J , we write |J | for its cardinality.
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1 Hermitian Lie groups
Let G be a connected Banach–Lie group with Lie algebra g, endowed with an involu-
tion θ. We write K := (Gθ)0 for the identity component of the subgroup of θ-fixed
points in G and
g = k⊕ p, k := ker(L(θ)− 1), p := ker(L(θ) + 1)
for the corresponding eigenspace decomposition of the Lie algebra. Then p ⊆ g is a
closed Ad(K)-invariant subspace and we write Adp : K → GL(p) for the corresponding
representation of K on p.
Definition 1.1. (a) We call a triple (g, θ, d) consisting of a Banach–Lie algebra g,
an involution θ of g and an element d ∈ z(k) a hermitian Lie algebra if the following
conditions are satisfied:
(H1) p is a complex Hilbert space.
(H2) adp : k→ gl(p) is a representation of p by bounded skew-hermitian operators.
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(H3) [d, x] = ix for every x ∈ p.
(H4) ker adp ⊆ z(k).
We say that the hermitian Lie algebra (g, θ, d) is irreducible if, in addition, the repre-
sentation of k on p is irreducible.
(b) A triple (G, θ, d) of a connected Lie group G, an involutive automorphism θ
of G and an element d ∈ g is called a hermitian Lie group if the corresponding triple
(g,L(θ), d) is hermitian. Since K is connected, (H2) means that
(H2’) Adp is a unitary representation of K.
Since p is a closed complement of k = L(K) in g, the quotient M := G/K carries
a natural Banach manifold structure for which the quotient map q : G → M is a
submersion. Moreover, the complexification gC decomposes into 3-eigenspaces of ad d:
gC = p
+ ⊕ kC ⊕ p−, p± := ker(ad d∓ i1), (1)
and all these eigenspaces are Ad(K)-invariant. Therefore M = G/K carries a natural
complex structure for which the tangent space T1K(M) in the base point 1K can be
identified with p+ ∼= gC/(kC + p−), resp., with p, endowed with the complex structure
defined by ad d ([Bel05, Thm. 15]). As the scalar product on p is Ad(K)-invariant,
it defines a Riemannian structure on M . Endowed with these structures, M becomes
a hermitian symmetric space (cf. [Ka83]). The fact that the triple bracket [x, [y, z]]
corresponds to the curvature now implies that, for x ∈ p, the operator (adx)2 : p→ p
is hermitian. The symmetric space is said to be flat if [p, [p, p]] = 0, positively curved if
the operators (adx)2|p, x ∈ p, are negative semidefinite, and negatively curved if these
operators are positive semidefinite (cf. [Ne02c]).
Remark 1.2. (a) If G is simply connected, then M = G/K is also simply connected
because the connectedness of K implies that the natural homomorphism π1(G) →
π1(G/K) is surjective.
(b) We neither require that k = [p, p] nor that [p, p] is dense in k.
(c) If (g, θ, d) is a hermitian Lie algebra, then θ = eπ ad d follows immediately from
the definitions. In particular, every connected Lie group G with Lie algebra g carries
the involution θG(g) := (expπd)g(exp−πd) with L(θG) = θ.
(d) From k = ker(ad d) ⊇ z(g) (H3), we derive that z(g) = (ker adp) ∩ z(k), so that
(H4) is equivalent to ker adp = z(g). If, in addition, (g, θ, d) is irreducible, then Schur’s
Lemma implies that adp(z(k)) = Ri1 = R adp d, which leads to
z(k) = Rd⊕ z(g). (2)
Examples 1.3. (Flat case) (a) Suppose that H is a complex Hilbert space, K a
connected Banach–Lie group and π : K → U(H) a norm continuous (hence smooth)
representation of K on H with ker(dπ) ⊆ z(k). Then G := H ⋊π K is a symmetric
Banach–Lie group with respect to the involution θ(v, k) := (−v, k). In this case Gθ =
{0} × K, so that G/K ∼= H. If there exists an element d ∈ z(k) with dπ(d) = i1,
then (G, θ, d) is a hermitian Lie group. If the latter condition is not satisfied, we may
replace K by R×K and extend the given representation by π(t, k) := eitπ(k).
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(b) We can modify the construction under (a) as follows. We define the Heisenberg
group of H by
Heis(H) := R×H,
endowed with the multiplication
(t, v)(t′, v′) := (t+ t′ + 12ω(v, v
′), v + v′), ω(v, v′) := 2 Im〈v, v′〉.
Then K acts smoothly by automorphisms on Heis(H) via αk(t, v) = (t, π(k)v), and
we obtain a Lie group Ĝ := Heis(H) ⋊α K with an involution defined by θ(t, v, k) :=
(t,−v, k) and K̂ := Ĝθ = R× {0} ×K ∼= R×K.
For K = T1 ⊆ U(H), we obtain in particular the oscillator group Osc(H) =
Heis(H)⋊ T of H.
Examples 1.4. LetH be a complex Hilbert space which is a direct sumH = H+⊕H−.
(a) (Positively curved case) The restricted unitary groupUres(H) = U(H)∩GLres(H)
from Appendix C.6 is hermitian with d := 12 diag(i1,−i1) and the involution
θ
(
a b
c d
)
:=
(
1 0
0 −1
)(
a b
c d
)(
1 0
0 −1
)
=
(
a −b
−c d
)
whose group of fixed points is the connected group Ures(H)θ ∼= U(H+) × U(H−). We
also see that
p =
{( 0 z
−z∗ 0
)
: z ∈ B2(H−,H+)
} ∼= B2(H−,H+) ∼= H+⊗̂H∗−
is a complex Hilbert space, and the adjoint representation Adp(k+, k−)z = k+zk−1− is
irreducible because it is a tensor product of two irreducible representations.
(b) (Negatively curved case) The restricted hermitian group Ures(H+,H−) (Ap-
pendix C.6) is also hermitian with respect to the same involution and the same element
d ∈ k as in (a). We also note that Ures(H+,H−)θ = Ures(H)θ ∼= U(H+)×U(H−).
Definition 1.5. (a) A symmetric Lie algebra is a pair (g, θ), where g is a Lie algebra
and θ ∈ Aut(g) (the group of topological automorphisms) with θ2 = idg. If g = k⊕ p
is the decomposition into θ-eigenspaces, then gc := k + ip ⊆ gC with the involution
θc(x+ iy) := x− iy, x ∈ k, y ∈ p, is called the c-dual symmetric Lie algebra (gc, θc) of
(g, θ).
(b) If (g, θ, d) is hermitian, then the c-dual Lie algebra (gc, θc, d) is also hermitian,
called the c-dual hermitian Lie algebra.
(c) For any hermitian Lie group (G, θ, d), the semidirect product Gm := p⋊Adp K
is called the associated motion group. It is hermitian with respect to the involution
θm(x, k) := (−x, k) (Example 1.3).
Remark 1.6. Note that c-duality changes the sign of the curvature. In fact, multi-
plying x ∈ p with i leads to the operator (ad ix)2 = −(adx)2 on ip ∼= p.
Example 1.7. The restricted unitary group Ures(H+⊕H−) and the restricted pseudo-
unitary group Ures(H+,H−) from Example 1.4 are c-duals of each other:
ures(H+ ⊕H−)c = ures(H+,H−).
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2 JH∗-triples and their classification
A classification of the simply connected hermitian symmetric spaces has been obtained
by W. Kaup in [Ka83] (cf. Theorem 2.6 below). Kaup calls a connected Riemannian
Hilbert manifoldM a symmetric hermitian manifold (which is the same as a hermitian
symmetric space) if it carries a complex structure and for each m ∈ M there exists a
biholomorphic involutive isometry sm having m as an isolated fixed point. According
to [Ka77], the category of simply connected symmetric hermitian manifolds with base
point is equivalent to the category of JH∗-triples, and these are classified in [Ka83].
We briefly recall the cornerstones of Kaup’s classification.
Definition 2.1. (a) A complex Hilbert space U endowed with a real trilinear map
{·, ·, ·} : U3 → U, (x, y, z) 7→ (xy)z := {x, y, z}
which is complex linear in x and z and antilinear in y is called a JH∗-triple if the
following conditions are satisfied for a, b, c, x, y, z ∈ U ([Ka81, Sect. 1]):
(JH1) {x, y, z} = {z, y, x}.
(JH2) {x, y, {a, b, c}} = {{x, y, a}, b, c} − {a, {y, x, b}, z}+ {a, b, {x, y, c}}.
(JH3) The operators xx are hermitian.
We write Aut(U) for the automorphism group of the JH∗-triple U , i.e., for the group
of all unitary operators g on U satisfying g{x, y, z} = {gx, gy, gz} for x, y, z ∈ U . We
define the spectral norm on U by ‖z‖∞ :=
√‖zz‖.
(b) For every JH∗-triple, we define the c-dual U c as the same complex Hilbert
space U , endowed with the triple product
{x, y, z}c := −{x, y, z}.
This turns U c into a JH∗-triple with xcx = −xx.
Remark 2.2. In [Ka83, Thm. 3.9], Kaup shows that every JH∗-triple U is the or-
thogonal direct sum
U = z(U)⊕ (⊕̂j∈JUj),
where the Uj , j ∈ J , are the simple triple ideals. A triple ideal is a closed subspace
invariant under UU , and the simple triple ideals are the minimal non-zero triple
ideals on which the triple product is non-zero. Further,
z(U) := {z ∈ U : (∀x, y ∈ U) {x, y, z} = 0},
the center of U , is flat, i.e., its triple product vanishes. Since each automorphism of
U permutes the simple ideals (Uj)j∈J and preserves the center z(U), it is easy to see
that the Lie algebra of the Banach–Lie group Aut(U) preserves each simple ideal Uj ,
and therefore the identity component Aut(U)0 also preserves each simple ideal Uj.
1
1For X ∈ aut(U) each operator etX , t ∈ R, permutes the spaces Uj . Let Pj : U → Uj denote
the orthogonal projection onto Uj . Then, for each j, the operator PjetXP ∗j on Uj is non-zero if t is
sufficiently small because it converges uniformly to 1. For any such t we then have etXUj ⊆ Uj , and
this implies eXUj = Uj .
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Remark 2.3. (a) (From hermitian Lie groups to JH∗-triples; [Ka77]) We claim that,
for each hermitian Lie algebra (g, θ, d), p carries a natural structure of a JH∗-triple.
First we use the embedding p →֒ gC, x 7→ x − iIx, where Ix = [d, x], to obtain an
isomorphism of the complex Hilbert space p with the complex abelian subalgebra
p+ ⊆ gC from (1). Therefore it suffices to exhibit a natural JH∗-structure on p+.
For x, y, z ∈ p+, we put
{x, y, z} := [[x, y], z] ∈ p+.
This map is complex linear in the first and third and antilinear in the second argument.
Using the grading gC = p
− ⊕ kC ⊕ p+, the two conditions (JH1/2) are easily verified.2
We also note that
xx = ad([x, x]),
so that (H2) and [x, x] ∈ ik imply that xx is hermitian. Therefore (p+, {·, ·, ·}) is a
JH∗-triple.
(b) (From JH∗-triples to hermitian Lie groups) If, conversely, U is a JH∗-triple
and U denotes U , endowed with the opposite complex structure, then the Kantor–
Koecher–Tits construction leads to the complex Banach–Lie algebra
gC(U) := U ⊕ aut(U)C ⊕ U,
endowed with the bracket
[(x,A, y), (x′, A′, y′)] = (Ax′ −A′x, xy′ − x′y + [A,A′],−A∗y′ + (A′)∗y).
Since (xx)∗ = xx, polarization leads to (xy)∗ = yx for x, y ∈ U . This implies
that σ(x,A, y) := (y,−A∗, x) defines an antilinear involution on gC(U), which leads to
the real form
g := g(U) := gC(U)
σ = {(x,A, x) ∈ gC(U) : x ∈ U,A∗ = −A}.
This real form has an involution θ, defined by θ(x,A, x) := (−x,A,−x) with gθ ∼=
aut(U) and g−θ ∼= U . With the element d ∈ z(aut(U)) given by dx = ix, we now
obtain a hermitian Lie algebra (g, θ, d) with
p+ = U × {(0, 0)}, kC = aut(U)C and p− = {(0, 0)} × U.
Note that, for x, y, z ∈ U ∼= p+, we have [[x, y], z] = (xy)z = {x, y, z}. 3
Definition 2.4. We call the irreducible hermitian Lie algebra (g, θ, d) full if
(F1) [p, [p, p]] 6= 0, i.e., p is a simple JH∗-triple (Remark 2.2), and
(F2) adp(k) = aut(p) is the Lie algebra of the automorphism group Aut(p) of the
JH∗-triple p.
2In [Ka83], Kaup uses the formula {x, y, z} := 1
2
[[x, y], z].
3For A ∈ aut(U) we have A{x, y, z} = {Ax, y, z} + {x,Ay, z} + {x, y, Az}, so that complex linear
extension leads for A ∈ aut(U)C to A{x, y, z} = {Ax, y, z} − {x,A
∗y, z}+ {x, y, Az}.
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Remark 2.5. (a) Suppose that (g, θ, d) is full. In view of Schur’s Lemma, the ir-
reducibility of the k-module p implies that z(aut(p)) = Ri1 = R adp d ⊆ adp(z(k)).
Condition (F2) also implies the converse inclusion, so that
z(aut(p)) = adp(z(k)) = Ri1.
In particular, we obtain
aut(p)/z(aut(p)) ∼= k/z(k). (3)
(b) If (G, θ, d) is a hermitian Lie group satisfying (F2), then z(g) = ker adp (Re-
mark 1.2(d)) leads to ad g ∼= aut(p)⊕ p = g(p), endowed with the Lie bracket
[(A, x), (A′, x′)] := ([A,A′] + adp([x, x′]), Ax′ −A′x)
(cf. Remark 2.3(b)).
For an irreducible hermitian Lie group (G, θ, d), the connectedness of K and the
irreducibility of the K-representation on p implies that either p is a simple JH∗-triple
or flat. Kaup’s classification also implies that a simple JH∗-triple either is positive,
i.e., all operators xx are positive, or negative, i.e., all these operators are negative
([Ka83, p. 69]). Since we shall need it later on, we recall the infinite dimensional part
of Kaup’s classification.
Theorem 2.6. Each simple infinite dimensional positive JH∗-triple U is isomorphic
to one of the following, where H± and H are complex Hilbert spaces and σ is a conju-
gation on H, i.e., an antilinear isometric involution.
(I) The space B2(H−,H+) of Hilbert–Schmidt operators H− → H+ with
〈A,B〉 = tr(AB∗) and {A,B,C} = 12 (AB∗C + CB∗A). (4)
In this case ‖A‖∞ = ‖A‖ is the operator norm. For H+ 6∼= H−, the automor-
phism group consists of the maps of the form α(A) = g+Ag− for g± ∈ U(H±),
and for H+ = H− = H, we obtain an additional automorphism by A 7→ A⊤ :=
σA∗σ.
(II) The space Skew2(H) := {A ∈ B2(H) : A⊤ = −A} of skew-symmetric Hilbert–
Schmidt operators, which is a JH∗-subtriple of B2(H). The automorphisms are
the maps α(A) = gAg−1 for g ∈ U(H).
(III) The space Sym2(H) := {A ∈ B2(H) : A⊤ = A} of symmetric Hilbert–Schmidt
operators, which is another JH∗-subtriple of B2(H). The automorphisms are
the maps α(A) = gAg−1 for g ∈ U(H).
(IV) A complex Hilbert space U with a conjugation σ and
{x, y, z} := 〈x, y〉z + 〈z, y〉x− 〈x, σ(z)〉σ(y).
Then ‖z‖2∞ = 〈z, z〉 +
√〈z, z〉2 − |〈z, σ(z)〉|2 and the automorphisms are of the
form α(v) = zg(v) for z ∈ T and g ∈ O(Hσ).
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The negative simple JH∗-triples are the c-duals of the positive ones and have the same
automorphism group.
Proof. The classification can be found in [Ka83, Thm. 3.9]; see also [Ka81, p. 474] for
the type IV case.
For a description of the automorphism groups of simple JH∗-triples, we refer to
[Ka97, pp. 199/200] and [Ka75, p. 91]. To see that Kaup’s list also describes the
automorphism groups of the associated JH∗-triples, we note that any automorphism of
U preserves the spectral norm on U , hence extends to the bidual U ′′∞ of the completion
U∞ of U with respect to the spectral norm (see also [Ne01a, Thm. V.11]). Conversely,
Kaup’s list shows that all automorphisms of U ′′∞ preserve the subspace U on which
they induce JH∗-triple automorphisms. It is clear that Aut(U c) = Aut(U).
Automorphisms of symmetric Hilbert domains
Remark 2.7. For every positive JH∗-triple U , the set
D := {x ∈ U : ‖x‖∞ < 1}
is a symmetric Hilbert domain, i.e., for each point m ∈ D, there exists an involutive
biholomorphic map sm having m as an isolated fixed point ([Ka83, p. 71]). Since
this is clear for m = 0 with s0(x) = −x, the main point is that the group Aut(D)
of biholomorphic maps acts transitively on D. This group is a Banach–Lie group
and θ(g) := s0gs0 defines an involution on Aut(D) with Aut(D)θ = Aut(U) and the
corresponding decomposition
aut(D) := L(Aut(D)) ∼= aut(U)⊕ U, aut(D)θ = aut(U), p = U.
It is easy to see that (Aut(D)0, θ, i1) is a hermitian Lie group, and if U is simple, then
it is full. We also derive that aut(D) ∼= g(U) (Remark 2.3(b)).
We now describe the automorphism groups of infinite dimensional irreducible sym-
metric Hilbert domains which correspond to the four families of infinite dimensional
positive simple JH∗-triples.
Type I: The group G := Ures(H+,H−) (cf. Example 1.4(b)) acts transitively on
D := {Z ∈ B2(H−,H+) : ‖Z‖ < 1}
by fractional linear transformations
gZ = (aZ + b)(cZ + d)−1 for g =
(
a b
c d
)
(cf. [NO98]). The stabilizer of 0 in G is K := U(H+) × U(H−), so that D ∼= G/K.
With Theorem 2.6 we see that Aut(D)0 ∼= Ures(H+,H−)/T1, so that Ures(H+,H−) is
a central T-extension of Aut(D)0 which is easily seen to be a hermitian Lie group with
respect to d := i2 diag(1,−1). From Theorem 2.6 it also follows that Ures(H+,H−) is
full.
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Type II: For a conjugation σ on the complex Hilbert space H, the subgroup G :=
O∗res(H) ⊆ Ures(H,H) (cf. Appendix C.6) acts transitively on
D = {Z ∈ B2(H) : Z⊤ = −Z, ‖Z‖ < 1}.
The stabilizer of 0 is K :=
{(
g 0
0 g−⊤
)
: g ∈ U(H)
}
∼= U(H), so that G/K ∼= D. In
this case Aut(D)0 ∼= O∗res(H)/{±1} and O∗res(H) is a hermitian Lie group with respect
to d := i2 diag(1,−1).
Type III: Likewise, the subgroup Spres(H) ⊆ Ures(H,H) (cf. Appendix C.6) acts
transitively on
D = {Z ∈ B2(H) : Z⊤ = Z, ‖Z‖ < 1}.
The stabilizer K of 0 is isomorphic to U(H), Aut(D)0 ∼= Spres(H)/{±1}, and Spres(H)
is a hermitian Lie group with respect to d := i2 diag(1,−1).
Type IV: We consider the orthogonal group G := O(R2,HR)0 of the indefinite
quadratic form
q(x, v) := ‖x‖2 − ‖v‖2
on R2 ⊕HR, where HR is an infinite dimensional real Hilbert space. Then
d :=
((0 −1
1 0
)
, 0
)
∈ g := o(R2 ⊕HR)
satisfies (add)3 + add = 0, so that θ := eπ ad d defines an involution on G with
K := Gθ = SO2(R)×O(HR).
Elements of the Lie algebra g = o(R2, o(HR)) have a block structure
x =
(
a b⊤
b c
)
, with b = (b1, b2) ∈ H2R ∼= (HR)C.
From [(
a 0
0 c
)
,
(
0 b⊤
b 0
)]
=
(
0 (cb − ba)⊤
cb− ba 0
)
we derive that a ∈ so2(R) acts on p ∼= H2R by b 7→ −ba. Therefore ad d defines a
complex structure on p ∼= H2R, acting by
I(v, w) = −(v, w)
(
0 −1
1 0
)
= (−w, v).
This leads to a natural identification of p with (HR)C, where o(HR) ⊆ k acts in the
natural way by complex linear operators. Since the representation of o(HR) on HR is
absolutely irreducible, i.e., its commutant is R1, the representation of k on the complex
Hilbert space p is irreducible. We therefore obtain the hermitian Lie group (G, θ, d).
Putting H := (HR)C ∼= p, we then obtain pC ∼= H2 with
p± ∼= {b∓ iIb : b ∈ H} = {(b,∓ib) : b ∈ H}.
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In this realization, an easy matrix calculation leads with the isomorphismH → p+, x 7→
(x,−ix) for x, y, z ∈ p+ ∼= H to
[[x, y], z] = 2(〈x, y〉z + 〈z, y〉x− 〈x, z〉y).
Therefore the associated JH∗-triple is of type IV (Theorem 2.6).
3 Central extensions of hermitian Lie groups
In Section 6-8 below we show that for certain hermitian Lie groups G there are natural
central extensions Ĝ with a substantially richer semibounded unitary representation
theory. This motivates our detailed discussion of central extensions in the present
section. Its goal is to show that for every simple JH∗-triple U , the Lie algebra g(U)
has a universal central extension ĝ(U) whose center is at most 2-dimensional and which
is integrable in the sense that it is the Lie algebra of a simply connected Banach–Lie
group Ĝ(U). For these central Lie group extensions we give rather direct constructions
based on [Ne02].
Definition 3.1. (a) Let z be a topological vector space and g be a topological Lie
algebra. A continuous z-valued 2-cocycle is a continuous skew-symmetric function
ω : g× g→ z with
ω([x, y], z) + ω([y, z], x) + ω([z, x], y) = 0 for x, y, z ∈ g.
It is called a coboundary if there exists a continuous linear map α : g→ z with ω(x, y) =
α([x, y]) for all x, y ∈ g. We write Z2c (g, z) for the space of continuous z-valued 2-
cocycles, B2c (g, z) for the subspace of coboundaries defined by continuous linear maps,
and define the second continuous Lie algebra cohomology space
H2c (g, z) := Z
2
c (g, z)/B
2
c (g, z).
(b) If ω is a continuous z-valued cocycle on g, then we write z⊕ωg for the topological
Lie algebra whose underlying topological vector space is the product space z× g, and
whose bracket is defined by
[(z, x), (z′, x′)] =
(
ω(x, x′), [x, x′]
)
.
Then q : z⊕ω g→ g, (z, x) 7→ x is a central extension and σ : g→ z⊕ω g, x 7→ (0, x) is
a continuous linear section of q.
(c) A morphism of central extensions
z1
i1−−−−→ĝ1 q1−−−−→g, z2 i2−−−−→ĝ2 q2−−−−→g
is a continuous homomorphism ϕ : ĝ1 → ĝ2 with q2 ◦ ϕ = q1 and ϕ ◦ i1 = i2 ◦ ψ for a
continuous linear map ψ : z1 → z2. For z1 = z2 and ψ = idz1 , the morphism ϕ is called
an equivalence. The space H2c (g, z) classifies equivalence classes of topologically split
central extensions of g by z (cf. [Ne02b, Rem. 1.2]).
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(d) A central extension z →֒ ĝ → g is called universal if, for every other central
extension z1 →֒ ĝ1 → g, there exists a unique morphism ϕ : ĝ → ĝ1 of central ex-
tensions. This condition readily implies that universal central extensions are unique
up to isomorphism. According to [Ne02, Prop. I.13], a perfect Banach–Lie algebra 4
for which H2c (g,R) is finite dimensional has a universal central extension z →֒ ĝ → g
satisfying z ∼= H2c (g,R)∗.
(e) We say that g is centrally closed if H2c (g,R) = {0}. From [Ne02b, Lemma 1.11,
Cor. 1.14] it follows that a perfect central extension q : ĝ → g with finite dimensional
kernel which is centrally closed is universal.
Definition 3.2. (a) Let (g, θ, d) be a hermitian Lie algebra, write 〈·, ·〉 for the scalar
product on p and let ωp(x, y) := 2 Im〈x, y〉 be the corresponding symplectic form on p.
We extend ωp to a skew-symmetric form ωp on g satisfying ixωp = 0 for every x ∈ k.
We claim that ωp is a 2-cocycle, i.e., an element of Z
2(g,R). As ωp is k-invariant,
ixdωp = −d(ixωp) = 0 for x ∈ k. Hence it remains to see that
(dωp)(x, y, z) = −
∑
cyc.
ωp([x, y], z)
vanishes for x, y, z ∈ p, but this follows from [p, p] ⊆ k.
We call ωp the canonical cocycle of the hermitian Lie algebra (g,L(θ), d).
(b) Let (g, θ, d) be a hermitian Lie algebra and ωp ∈ Z2(g,R) be its canonical
2-cocycle (Definition 3.2(a)). We write ĝ = R ⊕ωp g for the corresponding central
extension with the bracket
[(z, x), (z′, x′)] := (ωp(x, x′), [x, x′]).
Since ωp is θ-invariant, θ̂(z, x) := (z,L(θ)x) defines an involution on the Banach–Lie
algebra ĝ with eigenspace decomposition
k̂ = R⊕ k and p̂ = p.
We thus obtain a hermitian Lie algebra (ĝ, θ̂, d). In Theorem 3.9 below we shall see
how to obtain a corresponding Lie group.
Lemma 3.3. Let (g, θ, d) be irreducible hermitian and ω ∈ Z2c (g,R) be a continuous
2-cocycle. Then the following assertions hold:
(i) The class [ω] ∈ H2c (g,R) can be represented by a cocycle vanishing on k× p.
(ii) If ω vanishes on k× k, then [ω] ∈ R[ωp], where ωp is the canonical cocycle.
Proof. (i) In view of [Ne10e, Thm. 9.1], the group eR ad d = e[0,2π] ad d acts trivially on
H2c (g,R), so that
ω˜(x, y) :=
1
2π
∫ 2π
0
ω(et ad dx, et ad dy) dt
4We call a Lie algebra g perfect if g = [g, g], i.e., if it is spanned by all brackets. A topological Lie
algebra g is called topologically perfect if the subspace [g, g] is dense in g.
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is a 2-cocycle with the same cohomology class as ω and which coincides with ω on
k× k. Since ω˜ is ad d-invariant, we obtain for x ∈ k and y ∈ p:
0 = ω˜([d, x], y) + ω˜(x, [d, y]) = ω˜(x, [d, y]),
so that [d, p] = p leads to ω˜(k, p) = {0}.
Suppose that ω, and hence also ω˜, vanishes on k× k. From the Cartan formula we
further obtain for x ∈ k the relation Lxω˜ = d(ixω˜) = 0, so that ω˜|p×p is a k-invariant
alternating form, hence extends to a k-invariant skew-hermitian form
ω˜C : p× p→ C, ω˜C(x, y) := ω˜(x, y) + iω˜(−Ix, y), Ix = [d, x].
This form can be represented by a skew-hermitian operator A = −A∗ ∈ B(p) via
ω˜C(x, y) = 〈Ax, y〉 for x, y ∈ p.
Now the k-invariance of ω˜C implies that A commutes with ad k, so that the irreducibility
of the k-module p leads to A ∈ iR1. We conclude that there exists a λ ∈ R with
ω˜(x, y) = Re〈λix, y〉 = −λ Im〈x, y〉 = −λ
2
ωp(x, y),
so that ω˜ = −λ2ωp.
Remark 3.4. (a) If g = g1 ⊕ g2 is a direct sum of topological Lie algebras, where
H2c (gj ,R) = {0} for j = 1, 2 and g1 is topologically perfect, then H2c (g,R) = {0}.
In fact, if ω ∈ Z2c (g,R) is a cocycle, then the triviality of the cohomology of g1 and
g2 implies that we may subtract a coboundary, so that we can assume that ω vanishes
on gj × gj for j = 1, 2. The cocycle property further implies that
ω([x1, x2], y) = 0 for x1, x2 ∈ g1, y ∈ g2.
Since g1 is topologically perfect, we obtain ω = 0.
(b) [Ne02, Prop. I.5]: If H is a complex Hilbert space of any dimension, then the
second continuous cohomologyH2c (gl(H),C) of the complex Banach–Lie algebra gl(H)
vanishes. This implies in particular that it also vanishes for all its real forms:
H2c (u(H),R) = {0} and H2c (u(H+,H−),R) = {0}.
We now apply all this to the Lie algebras k corresponding to the hermitian operator
groups from Section 2.
Example 3.5. Type I: (a) For g = ures(H+,H−), we have k = u(H+) ⊕ u(H−).
If at least one space H± is infinite dimensional, then Remark 3.4(b) implies that
H2c (u(H±),R) = {0}, and since u(H+) or u(H−) is perfect ([Ne02, Lemma I.3]), (a)
leads to H2c (k,R) = {0}.
Therefore every class [ω] ∈ H2c (ures(H+,H−),R) can be represented by a cocycle
vanishing on k × k, so that Lemma 3.3 shows that H2c (ures(H+,H−),R) = R[ωp].
If not both H± are infinite dimensional, then ures(H+,H−) = u(H+,H−), so that
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Remark 3.4(b) implies that its second cohomology is trivial. In this case we therefore
have H2c (ures(H+,H−),R) = 0.
If both spaces H± are infinite dimensional, then the cocycle ωp leads to a central
extension ĝ = ûres(H+,H−) of g = ures(H+,H−) with k̂ ∼= R⊕u(H+)⊕u(H−), so that
dim z(̂k) = 3 and dim z(ĝ) = 2.
We claim that the Lie algebra ĝ is centrally closed. To this end, we first recall the
central R-extension of g described in [Ne02] whose cocycle is defined in terms of the
(2× 2)-block matrix structure of the elements x =
(
x11 x12
x21 x22
)
of g by
ω(x, y) := tr([x, y]11) = tr(x12y21 − y12x21).
(cf. [Ne02, Rem. IV.5]). Identifying a Hilbert–Schmidt operator z ∈ B2(H−,H+) with
the corresponding matrix
z˜ :=
(
0 z
z∗ 0
)
∈ p,
this leads to
ω(z˜, w˜) = tr(zw∗ − wz∗) = 2i Im tr(zw∗).
This means that ω = iωp and thus [Ne02, Prop. IV.8] implies that ĝ is perfect and
centrally closed, hence a universal central extension (Definition 3.1(e)).
To obtain a (simply connected) Lie group Ĝ = Ûres(H+,H−) with Lie algebra ĝ,
we first consider the Banach–Lie algebra
g1 :=
{(
a b
c d
)
∈ g : a ∈ B1(H+), d ∈ B1(H−)
}
(cf. Appendix C.5). Then
σ : g1 → ĝ, σ(x) := (−i trx11, x)
is a homomorphism of Lie algebras because the linear functional α(x) := −i tr(x11) on
g1 satisfies α([x, y]) = −iω(x, y) = ωp(x, y) for x, y ∈ g1. As tr : B1(H+)→ C vanishes
on [B(H+), B1(H+)], the homomorphism σ can be combined with the inclusion k →֒
ĝ, x 7→ (0, x) to a surjective homomorphism,
g1 ⋊ k→ ĝ, (x, y) 7→ (−i tr(x11), x+ y).
Passing from g1 to
sg1 := ker(tr |g1) =
{(
a b
c d
)
∈ g1 : tr(a) + tr(d) = 0
}
,
we also obtain a surjective homomorphism
γg : sg1 ⋊ k→ ĝ, (x, y) 7→ (−i tr(x11), x+ y).
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(b) For the positive JH∗-triple structure on p = B2(H−,H+), the situation on the
group level looks as follows. The subgroup K = U(H+) × U(H−) ⊆ Ures(H+,H−) is
simply connected by Kuiper’s Theorem, and the group
G1 := {g ∈ G : ‖1− g11‖1 <∞, ‖1− g22‖1 <∞} (5)
is a Banach–Lie group with Lie algebra g1 and a polar decomposition G1 = K1 exp(p),
where
K1 := K ∩G1 ∼= U1(H+)×U1(H−)
(cf. Remark C.11). For the subgroup SG1 := ker(det : G1 → T) we have
SK1 := K ∩ SG1 ∼= {(k1, k2) ∈ U1(H+)×U1(H−) : det(k1) det(k2) = 1}.
Since U˜1(H±) ∼= R ⋉ SU(H±) holds for the universal covering group of U1(H±), we
have the universal covering group
S˜K1 ∼= R ⋉ (SU(H+)× SU(H−)),
which, according to the polar decomposition (cf. Remark C.11), is contained in the
universal covering group S˜G1 of SG1. If Ĝ is a connected Lie group with Lie algebra
ĝ, the homomorphism γg integrates to a surjective homomorphism of Lie groups
γG : S˜G1 ⋊K → Ĝ
which restricts to
γG : S˜K1 ⋊K → K̂ ∼= R×K, ((t, k1, k2), (u1, u2)) 7→ (t, k1u1, k2u2)
(cf. [Ne02, Sect. IV], where this is used to construct Ĝ as a quotient group). The kernel
of γG is isomorphic to SU(H+)× SU(H−).
(c) For the negative JH∗-triple structure on p = B2(H−,H+) and G = Ures(H), we
define G1 and SG1 as in (5). Then the inclusion SU(H) → SG1 is a weak homotopy
equivalence, and in particular SG1 is simply connected (use [Ne02, Prop. III.2(c)] and
the polar decomposition). We thus obtain a surjective homomorphism of Lie groups
γG : SG1 ⋊K → Ĝ which restricts to
γG : SK1 ⋊K → K̂ ∼= T×K, ((t, k1, k2), (u1, u2)) 7→ (t, k1u1, k2u2).
(d) We also note that the positive JH∗-triple structure {x, y, z} = 12 (xy∗z+ zy∗x)
on U+ := B2(H−,H+) leads to the Lie algebra
g(U+) ∼= ures(H+,H−)/iR1 ∼= ad(ures(H+,H−)),
and if both H± are infinite dimensional, then we obtain the non-trivial central exten-
sion
ĝ(U+) ∼= ûres(H+,H−).
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Accordingly, the negative JH∗-triple structure {x, y, z} = − 12 (xy∗z+ zy∗x) on U− :=
B2(H−, ,H+) leads to
g(U−) ∼= ures(H)/iR1 ∼= ad(ures(H)),
and if both H± are infinite dimensional, we have the non-trivial central extension
ĝ(U−) ∼= ûres(H).
Example 3.6. Type II/III: (a) For k = u(H) and dimH =∞, Remark 3.4(b) implies
H2c (k,R) = {0}, and we obtain as above with Lemma 3.3 that H2c (spres(H),R) = R[ωp]
and likewise that H2c (o
∗
res(H),R) = R[ωp]. According to [Ne02, Prop. I.11], [ωp] 6= 0
in both cases, and [Ne02, Prop. IV.8] implies that ĝ is centrally closed. Note that
dim z(̂k) = 2 and dim z(ĝ) = 1.
(b) On the group level, we have for the positive JH∗-triple structure in a similar
fashion as for type I a Lie algebra g1 = k1 ⊕ p with k1 ∼= u1(H) and a surjective
homomorphism
γ : g1 ⋊ k→ ĝ, (x, y) 7→ (−i tr(x11), x+ y).
Again, K = U(H) is simply connected and the group
G1 := {g ∈ G : ‖1− g11‖1 <∞, ‖1− g22‖1 <∞} (6)
is a Banach–Lie group with Lie algebra g1 and a polar decomposition G1 = K1 exp(p),
where K1 := K ∩ G1 ∼= U1(H). From the polar decomposition we obtain in partic-
ular π1(G1) ∼= π1(K1) ∼= Z. Hence the universal covering group G˜1 contains K˜1 ∼=
U˜1(H) ∼= R ⋉ SU(H). Now γ integrates to a surjective homomorphism of Lie groups
γG : G˜1 ⋊K → Ĝ which restricts to
γG : K˜1 ⋊K → K̂ ∼= R×K, ((t, k), u) 7→ (t, ku)
(cf. [Ne02, Sect. IV]). The kernel of γG is isomorphic to SU(H).
(c) For the negative JH∗-triples of type II/III we write
β±((x, y), (x′, y′)) := 〈x, σ(y′)〉 ∓ 〈x′, σ(y)〉
and obtain
G = O(H2, β+) ∩ Ures(H2), resp., Sp(H2, β−) ∩ Ures(H2).
In both cases K = (Gθ)0 = {diag(g, g−⊤) : g ∈ U(H)} ∼= U(H). We define G1 as in
(5) and obtain K1 := G1 ∩ G ∼= U1(H). From the polar decomposition and [Ne02,
Prop. III.15], we derive that the inclusion G1 → O2(H2, β+), resp., G1 → Sp2(H2, β−)
are weak homotopy equivalences. This shows in particular that π1(G1) ∼= Z/2Z for
type II and that G1 is simply connected for type III ([Ne02, Thm. II.14]). In both
cases we have a surjective homomorphism of Lie groups γG : G˜1 ⋊ K → Ĝ, but the
two types lead to different pictures for the subgroup K̂1 = 〈expG˜1 k1〉. For type III
we have G˜1 = G1 and K̂1 = K1, but for type II, the group K̂1 is the unique 2-fold
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covering of K1 ∼= T ⋉ SU(H), i.e., K̂1 ∼= T ⋉ SU(H) with the universal covering map
qG1 : G˜1 → G1 satisfying qG1(z, k) = (z2, k) ∈ T ⋉ SU(H) ∼= K1. Put differently, the
projection
√
det: K̂1 → T, (z, k) 7→ z is a square root of the pullback of the determinant
to K̂1 which satisfies L(
√
det) = 12 tr.
Example 3.7. Type IV: Since gC = o(R
2,HR)C ∼= o(C2 ⊕H), with H = (HR)C, is
the full orthogonal Lie algebra of the complex Hilbert space C2 ⊕ H, all its central
extensions are trivial ([Ne02, Prop. I.7]).
Remark 3.8. (a) From the preceding discussion, we conclude that if g is one of the
hermitian Lie algebras
ures(H+,H−), spres(H), o∗res(H) or o(R2,HR),
the canonical central extension ĝ is either trivial (type I with H+ or H− finite dimen-
sional, and type IV), or ĝ is the universal central extension of g (cf. Definition 3.1(d)).
The same holds for the c-dual Lie algebras
ures(H+ ⊕H−), spres(H2H), ores(HR) and o(R2 ⊕HR)
(cf. Appendix C.3).
(b) If (g, θ, d) is a full hermitian Lie algebra, then ad g ∼= g(p) holds for the cor-
responding JH∗-triple p. If ĝ(p) is the universal central extension of g(p) from (a),
then the universal property (cf. Definition 3.1) implies the existence of a morphism
α : ĝ(p) → g of central extensions of g(p). Then α maps the finite dimensional center
z(ĝ(p)) into z(g), and with any decomposition z(g) = z⊕α(z(ĝ(p))), we obtain a direct
decomposition g ∼= z⊕ α(ĝ(p)), where α(ĝ(p)) = [g, g] is the commutator algebra.
For the classification of irreducible semibounded representations it therefore suffices
to consider the simply connected Lie group Ĝ(p) with Lie algebra ĝ(p). This is the
approach we shall follow in Sections 7 and 8. The existence of Ĝ(p) is a consequence
of the following theorem.
Theorem 3.9. If (G, θ, d) is full, then the Lie algebra ĝ = R⊕ωp g is integrable, i.e.,
there exists a Lie group Ĝ with Lie algebra ĝ.
Moreover, ĝ(p)C is integrable for every simple JH
∗-triple p.
Proof. The Lie algebra ĝ is clearly integrable if [ωp] = 0, because this implies that
ĝ ∼= R⊕ g.
Since the adjoint representation yields a morphism Ad: G → G(p) of the simply
connected Lie groups with the Lie algebras g, resp., g(p), it suffices to show that
g♯ := R ⊕ωp g(p) is integrable. Then the pullback of the corresponding central Lie
group extension G♯ of G(p) by Ad is a central extension of G with Lie algebra ĝ.
We recall that the cocycle ωp is non-trivial for g(p) only if the JH
∗-triple p is
of type I with dimH± = ∞ or of type II or III (Remark 3.8). We also know from
[Ne02, Def. IV.4, Prop. IV.8] that the universal central extension ĝ(p) of g(p) and its
complexification are integrable. For Type II/III, the assertion follows from ĝ(p) ∼= g♯.
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For type I with either H+ or H− finite dimensional, we have for p positive Ĝ(p) ∼=
U˜res(H+,H−) = U˜(H+,H−) with Ĝ(p)C ∼= G˜L(H+ ⊕ H−), and for type IV we have
for p positive Ĝ(p) ∼= O˜(R2,HR) with Ĝ(p)C ∼= O˜(C2 ⊕H) (Example 3.7).
For Type I with H± both infinite dimensional and p positive, the identity com-
ponent of the center of the simply connected Lie group Ĝ(p) with Lie algebra ĝ(p) is
isomorphic to
R× T ∼= R× {(t1, t−11) : t ∈ T} ⊆ R×U(H+)×U(H−),
where factorization of the circle subgroup yields a group with Lie algebra R⊕ωp g(p).
If p is negative, then
Z(Ĝ(p))0 ∼= T2 ∼= T× {(t1, t−11) : t ∈ T} ⊆ T×U(H+)×U(H−),
where factorization of the second T-factor yields a group with Lie algebra R⊕ωp g(p)
(cf. the discussion of the corresponding groups in Remark 2.7). The construction
of the complex Lie group ĜLres(H+,H−) ∼= Ûres(H+,H−)C can be found in [Ne02,
Def. IV.4].
Remark 3.10. (a) If [p, p] = {0}, then the assertion of the preceding theorem is true
for trivial reasons. In this case g ∼= p ⋊ k leads to ĝ ∼= p̂ ⋊ k, where p̂ = R ⊕ωp p is a
Heisenberg algebra (cf. Example 1.3(b)). Therefore Ĝ := Heis(p)⋊K is a corresponding
Lie group.
(b) The Lie algebra cocycle ωp defines a G-invariant non-degenerate closed 2-form
Ω on M , for which Ω1K corresponds to ωp under the natural identification T1K ∼= p.
Here the closedness of this 2-form follows from the closedness of its pullback q∗Ω to
G under the quotient map G→ G/K =M which is a left invariant 2-form on G with
(q∗Ω)1 = ωp (cf. [CE48, Thm. 10.1]).
On the central extension ĝ = R⊕ωp g, the coadjoint action of Ĝ factors through an
action of G, and the linear functional λ(t, x) := t satisfies Gλ = K, so that its orbit
Oλ = Ad∗(G)λ is isomorphic to G/K. Therefore the canonical action of Ĝ on the
symplectic Ka¨hler manifold (M,Ω) is hamiltonian.
Remark 3.11. Suppose that p is a simple infinite dimensional JH∗-triple and let
g = k ⊕ p = ĝ(p) be the universal central extension of g(p) (Remark 3.8). We now
exhibit an inclusion of a Banach-Lie algebra k1 →֒ k such that g1 := k1 ⊕ p carries a
natural Banach–Lie algebra structure with a continuous inclusion g1 →֒ g such that
the summation map g1 ⋊ k→ g, (x, y) 7→ x+ y is a quotient homomorphism. We have
the following cases:
(I∞) p = B2(H−,H+) with both H± infinite dimensional,
k = R⊕ u(H+)⊕ u(H−), k1 := u1(H+)⊕ u1(H−),
and g1 := k1 ⊕ p ⊆ gl(H) with the inclusion g1 →֒ g, x 7→ (−i trx11, x).
(Ifin) p = B2(H−,H+) with H+ or H− finite dimensional. Then k = u(H+)⊕ u(H−),
k1 := u1(H+) ⊕ u1(H−) and g1 := k1 ⊕ p ⊆ gl(H) with the canonical inclusion
g1 →֒ g ⊆ g(H).
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(II) p = Skew2(H) = {A ∈ B2(H) : A⊤ = −A}. Then k ∼= R⊕ u(H), k1 := u1(H) and
g1 := k1 ⊕ p ⊆ gl(H2) with the inclusion g1 →֒ g given by x 7→ (−i trx11, x).
(III) p = Sym2(H) = {A ∈ B2(H) : A⊤ = A}. Then k ∼= R ⊕ u(H), k1 := u1(H) and
g1 := k1 ⊕ p ⊆ gl(H2) with the inclusion g1 →֒ g given by x 7→ (−i trx11, x).
(IV) p = H2
R
∼= R2 ⊗ HR with a real Hilbert space HR. Then k = so2(R) ⊕ o(HR),
k1 := so2(R)⊕o1(HR) and g1 := k1⊕p ⊆ gl(R2⊕HR) with the canonical inclusion
g1 →֒ g.
4 Open invariant cones in hermitian Lie algebras
If each open convex invariant cone W in a Banach–Lie algebra g is trivial, then this
holds in particular for the cone Wπ of any semibounded unitary representation. As
a consequence, every semibounded representation is bounded. Therefore we study in
this section criteria for the triviality of open invariant cones in Banach–Lie algebras.
4.1 Lie algebras with no open invariant cones
Definition 4.1. We say that the Banach–Lie algebra k has no open invariant cones
if each non-empty open invariant convex cone W ⊆ k coincides with k.
Lemma 4.2. (a) If n E k is a closed ideal, then k/n has no open invariant cones if
and only if all open invariant cones in k intersect n.
(b) If n E k is a closed ideal such that neither n nor k/n have open invariant cones,
then k has no open invariant cones.
(c) If k =
⊕n
i=1 ki is a direct sum of Lie algebras with no open invariant cones,
then k has no open invariant cones.
Proof. (a) Let q : k → k/n denote the quotient map. If W ⊆ k is an open invariant
cone intersecting n trivially, then W + n = q−1(q(W )) is a proper open invariant cone
in k, hence q(W ) is a proper open invariant cone in k/n.
Now suppose that k/n has no open invariant cones and let W ⊆ k be an open
invariant cone. Since q(W ) is an open invariant cone in k/n, it contains 0, which
means that W ∩ n 6= ∅.
(b) Let ∅ 6=W ⊆ k be an open invariant cone. From (a) we derive that W ∩ n is a
non-empty open invariant cone in n. As n contains no open invariant cones, we obtain
0 ∈ W ∩ n ⊆W , and thus W = k.
(c) follows from (b) by induction.
Example 4.3. If K is a connected Lie group with compact Lie algebra, then Ad(K)
is compact, so that averaging with respect to Haar measure implies that every open
invariant cone ∅ 6= W ⊆ k intersects z(k). In particular, k/z(k) has no open invariant
cones because it is semisimple.
Below we shall see that there is an interesting family of infinite dimensional Banach–
Lie algebras behaving very much like compact ones. An important point of the trivi-
ality of all open invariant cones is that this property permits us to draw conclusions
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concerning boundedness of unitary representations, such as the following. For the def-
inition of boundedness and semiboundedness of a unitary representation, we refer to
the introduction.
Proposition 4.4. Let K be a Lie group for which k/z(k) has no open invariant cone.
If (ρ, V ) is a semibounded unitary representation of K for which ρ|Z(K)0 is bounded,
then (ρ, V ) is bounded. In particular, every irreducible semibounded representation of
K is bounded.
Proof. Since ρ is semibounded, the open coneWρ ⊆ k is non-trivial, and Lemma 4.2(a)
implies that Wρ ∩ z(k) 6= ∅. The assumption that ρ|Z(K)0 is bounded further implies
that z(k) +Wρ =Wρ, which leads to 0 ∈ Wρ, hence to Wρ = k, i.e., ρ is bounded.
If, in addition, ρ is irreducible, then ρ(Z(K)) ⊆ T1 follows from Schur’s Lemma,
and the preceding argument implies that ρ is bounded.
4.2 Open invariant cones in unitary Lie algebras
In this section we show that, for any real, complex or quaternionic Hilbert spaceH, the
Lie algebra u(H)/z(u(H)) has no open invariant cones. Note that the center z(u(H))
is only non-trivial for complex Hilbert spaces, where it is one-dimensional, and for
2-dimensional real Hilbert spaces.
Lemma 4.5. Let J be a set and SJ be the group of all permutations of J acting
canonically on ℓ∞(J,R). Then every SJ -invariant non-empty open convex cone in
ℓ∞(J,R) contains a constant function.
Proof. Step 1: If J is finite, then SJ is finite, so that the assertion follows by averaging.
We may therefore assume that J is infinite. Let ∅ 6= W ⊆ ℓ∞(J,R) be an open SJ -
invariant convex cone. ThenW contains a constant function if and only if 0 ∈ W+R1,
where 1 stands for the constant function 1. We may therefore assume thatW =W+R1
and show that 0 ∈ W .
Step 2: Since the functions x with only finitely many values are dense in ℓ∞(J,R),
the cone W contains such an element. Let J = J0 ∪ · · · ∪ JN be the corresponding
decomposition of J for which x|Jk is constant xk for k = 1, . . . , N . We write this as
x =
N∑
k=0
xkχJk ,
where χJk is the characteristic function of Jk. Since J is infinite, there exists a k with
|Jk| = |J |. We may w.l.o.g. assume that k = 0 and observe that y := x− x01 ∈W .
Fix k > 0 and put J ′k := J \ (J0 ∪ Jk). As |J0| = |J0 × N|, there exist pairwise
disjoint subsets Jnk ⊆ J0, n ∈ N, and involutions σn ∈ SJ with
σn(J
′
k) = J
n
k , σn(J
n
k ) = J
′
k and σn|Jk∪J0\Jnk = id .
Then yM := 1M
∑M
n=1 y ◦ σn coincides with y on Jk, and on J0 ∪ J ′k it is bounded by
1
M ‖y‖∞. Therefore ykχJk = limM→∞ yM ∈W holds for k = 1, . . . , N .
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Step 3: Let M ⊆ J be any subset with |J \M | = |J | and observe that there
exists a subset M ′ ⊆ J0 with the same cardinality for which J0 \M ′ still has the same
cardinality as J . Since W is open, there exists an ε > 0 with z := y ± εχM ′ ∈ W and
ε < |yj | whenever yj 6= 0. Then the argument from Step 2 applies to z instead of y,
which leads to ±εχM ′ ∈ W . We conclude that χM ′ ∈ H(W ) = H(W ). As
(|M |, |J \M |) = (|M ′|, |J \M ′|),
there exists a permutation σ ∈ SJ with σ(M) = M ′, so that we also obtain χM ∈
H(W ).
Step 4: From |J \ Jk| ≥ |J0| = |J |, we further derive that χJk ∈ H(W ) for
k = 1, . . . , N , and this eventually leads to 0 = y −∑Nk=1 ykχJk ∈W .
Theorem 4.6. If H is a complex Hilbert space, then the Banach–Lie algebra pu(H) =
u(H)/Ri1 has no non-trivial open invariant cones, i.e., each non-empty open invariant
cone in u(H) intersects Ri1.
Proof. If dimH <∞, then the assertion follows from the fact that pu(H) is a compact
Lie algebra with trivial center. We may therefore assume that dimH = ∞ and that
W ⊆ u(H) is an open invariant convex cone.
Since the elements with finite spectrum are dense in u(H) by the Spectral Theorem,
W contains such an element X . Let (ej)j∈J be an orthonormal basis of H consisting
of eigenvectors for X . Then the space t of all diagonal operators in u(H) with respect
to (ej) is isomorphic to ℓ
∞(J, iR), and since any permutation σ of the basis vectors
corresponds to an element uσ ∈ U(H), the invariance of W implies that the cone
W ∩ t ⊆ t ∼= ℓ∞(J, iR) is invariant under the action of SJ . It is non-empty because it
contains X . Therefore Lemma 4.5 implies that W ∩ iR1 6= ∅.
Theorem 4.7. If HR is a real Hilbert space with dimHR > 2, then the Banach–Lie
algebra o(HR) has no non-trivial open invariant cones.
Proof. If 2 < n := dimHR < ∞, then o(HR) ∼= son(R) is a compact semisimple Lie
algebra. Hence every open invariant convex cone in o(HR) contains the only fixed
point 0 of the adjoint action, hence cannot be proper.
We now assume that dimHR = ∞ and choose an orthogonal complex structure I
on HR (cf. Example C.6). This complex structure defines on HR the structure of a
complex Hilbert space H := (HR, I).
Let W ⊆ o(HR) be a non-empty open convex invariant cone and p : o(HR)→ u(H)
be the fixed point projection for the circle group eR ad I . Then p(W ) = W ∩ u(H) is
a non-empty open invariant cone in u(H) ([Ne10c, Prop. 2.11]), so that Theorem 4.6
implies that λI ∈W holds for some λ ∈ R.
Let J : H → H be an anticonjugation (cf. Appendix C.1). Then J ∈ o(HR) is a
second complex structure anticommuting with I. This leads to [J, I] = JI−IJ = 2JI,
and hence to e
pi
2
ad JI = eπJI = −I. This shows that ±I ∈ W , which leads to 0 ∈ W ,
and finally to W = o(HR).
Theorem 4.8. If H is a quaternionic Hilbert space, then the Banach–Lie algebra
sp(H) = uH(H) has no non-trivial open invariant cones.
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Proof. If dimH <∞, then sp(H) is a compact simple Lie algebra, so that every open
invariant cone contains 0, hence cannot be proper.
Let HC denote the complex Hilbert space underlying H and note that HC can be
written asK2, whereK is a complex Hilbert space and the quaternionic structure onHC
is given in terms of a conjugation τ on K by the anticonjugation σ(v, w) := (−τw, τv)
on K2. Then
sp(H) = {x ∈ u(K2) : σx = xσ}
contains the operator d(v, w) := (iv,−iw) whose centralizer is
{x ∈ sp(H) ⊆ gl(K2) : x12 = x21 = 0} = {diag(x,−x⊤) : x ∈ u(K)} ∼= u(K).
Let W ⊆ sp(H) be a non-empty open convex invariant cone and p : sp(H)→ u(K)
be the fixed point projection for the circle group eR ad d. Then p(W ) =W ∩ u(H, I) is
a non-empty open invariant cone in u(K) ([Ne10c, Prop. 2.11]), so that Theorem 4.6
implies that λd ∈ W holds for some λ ∈ R.
The Lie algebra sp(H) also contains the operator K(v, w) := (−w, v) because it
commutes with σ. HenceW is also invariant under eR adK . FromKd = −dK it follows
that
[K, [K, d]] = −2[K, dK] = −2[K, d]K = 4dK2 = −4d,
so that e
pi
2
adKd = −d leads to 0 ∈W , and finally to W = sp(H).
4.3 Applications to hermitian Lie algebras
Lemma 4.9. Let k be a Banach–Lie algebra for which k/z(k) = ⊕nj=1kj, where each
kj is either compact semisimple or isomorphic to u(H)/z(u(H)) for a real, complex
or quaternionic Hilbert space H. Then every non-empty open invariant convex cone
W ⊆ k intersects z(k).
Proof. In view of Theorems 4.6 and 4.7, 4.8 and Example 4.3, Lemma 4.2(c) im-
plies that k/z(k) contains no open invariant cones. Hence the assertion follows from
Lemma 4.2(a).
Lemma 4.10. If (g, θ, d) is a full irreducible hermitian Lie algebra, then k/z(k) con-
tains no open invariant cones.
Proof. In view of Lemma 4.9, we only have to show that k/z(k) ∼= aut(p)/z(aut(p)) (cf.
(3)) has the required structure. This is an easy consequence of Theorem 2.6:
Type I: aut(p) ∼= (u(H+)⊕ u(H−))/Ri(1,1) implies k/z(k) ∼= pu(H+)⊕ pu(H−).
Type II/III: k/z(k) ∼= pu(H).
Type IV: k/z(k) ∼= o(HR).
Proposition 4.11. If (g, θ, d) is a hermitian Lie algebra for which k/z(k) contains no
open invariant cones, then every open invariant cone ∅ 6=W ⊆ g intersects z(k).
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Proof. Let pk : g→ k denote the projection along p. This is the fixed point projection
with respect to the action of the circle group eR ad d ⊆ Aut(g), so that
pk(x) =
1
2π
∫ 2π
0
et ad dx dt
implies that pk(W ) = W ∩ k (cf. [Ne10c, Prop. 2.11]). We conclude that W ∩ k is a
non-empty open invariant cone in k which intersects z(k) by Lemma 4.2(a).
5 Semiboundedness and positive energy
In this section we start with our analysis of semibounded unitary representations of
hermitian Lie groups. If (G, θ, d) is irreducible, we first show that each irreducible
semibounded representation (π,H) satisfies d ∈ Wπ ∪ −Wπ. If d ∈ Wπ, then we call
(π,H) a positive energy representation. In this case the maximal spectral value of the
essentially selfadjoint operator idπ(d) is an eigenvalue and the K-representation (ρ, V )
on the corresponding eigenspace is bounded and irreducible. Since (π,H) is uniquely
determined by (ρ, V ), we call a bounded representation (ρ, V ) of K (holomorphically)
inducible if it corresponds in this way to a unitary representation (π,H) of G. The
classification of the holomorphically inducible representations (ρ, V ) is carried out for
flat, negatively and positively curved spaces G/K in Sections 6-8.
5.1 From semiboundedness to positive energy
From the introduction we recall the concept of a semibounded unitary representation
and the corresponding open invariant cone Wπ.
Definition 5.1. Let (G, θ, d) be a connected hermitian Banach–Lie group.
(a) A unitary representation (π,H) of a hermitian Lie group G is called a posi-
tive energy representation if sup Spec(idπ(d)) < ∞, i.e., if the infinitesimal generator
−idπ(d) of the one-parameter group π(exp td) is bounded from below. Note that this
requirement is weaker than the condition d ∈Wπ .
(b) We recall that kC+p
− is a closed subalgebra of gC defining a complex structure
on the homogeneous space M := G/K. Let (ρ, V ) be a bounded representation of K
and define a bounded Lie algebra representation β : p+ ⋊ kC → B(V ) by β(p+) = {0}
and β|k = dρ (cf. (1)). Then the associated Hilbert bundle V = G ×K V over G/K
carries the structure of a holomorphic bundle on which G acts by holomorphic bundle
automorphisms ([Ne10c, Thm. I.6]). A unitary representation (π,H) of G is said
to be holomorphically induced from (ρ, V ) if there exists a G-equivariant realization
Ψ: H → Γ(V) as a Hilbert space of holomorphic sections such that the evaluation
ev1K : H → V = V1K defines an isometric embedding ev∗1K : V →֒ H. If a unitary
representation (π,H) holomorphically induced from (ρ, V ) exists, then it is uniquely
determined ([Ne10d, Def. 2.10]) and we call (ρ, V ) (holomorphically) inducible.
This concept of inducibility involves a choice of sign. Replacing d by −d changes
the complex structure on G/K and exchanges p+ with p−.
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Theorem 5.2. Let (π,H) be a semibounded representation of the hermitian Lie group
G for which k/z(k) contains no open invariant cones. Then the following assertions
hold:
(i) π|Z(K)0 is semibounded and Wπ ∩ z(k) 6= ∅.
(ii) π is a direct sum of representations which are bounded on Z(G).
(iii) If π is bounded on Z(G)0 and (G, θ, d) is irreducible, then d ∈ Wπ ∪ −Wπ. If
d ∈ Wπ, then π is a positive energy representation, and if d ∈ −Wπ, then the
dual representation π∗ is.
(iv) If (G, θ, d) is irreducible and π is irreducible, then d ∈Wπ ∪ −Wπ.
Proof. (i) The representation ζ := π|Z(K)0 satisfies Wζ ⊇ Wπ ∩ z(k), and Proposi-
tion 4.11 implies that the latter open cone is non-empty.
(ii) From (i) it follows that π|Z(K)0 is semibounded, hence given by a regular
spectral measure on the dual space z(k)′ ([Ne09, Thm. 4.1]). Now the regularity of the
spectral measure implies (ii).
(iii) If π is bounded on Z(G)0, then z(g) +Wπ =Wπ , so that
∅ 6=Wπ ∩ z(k) = z(g)⊕ (Wπ ∩Rd)
follows from z(k) = Rd⊕ z(g) (Remark 1.2(d)). This proves (iii). If d ∈ Wπ, then π is
a positive energy representation and otherwise π∗ with Wπ∗ = −Wπ has this property.
(iv) If π is irreducible, then π(Z(G)) ⊆ T1 follows from Schur’s Lemma. In partic-
ular, π|Z(G) is bounded, so that (iii) applies.
Lemma 5.3. Suppose that (G, θ, d) is a hermitian Lie group and that (π,H) is a
smooth unitary representation of G. Then the following assertions hold:
(a) H decomposes into Z(K)0-eigenspaces, which coincide with the exp(Rd)-eigenspaces
Hλ = {v ∈ H : (∀t ∈ R)π(exp td)v = eitλv}, λ ∈ R.
(b) The corresponding projections Pλ : H → Hλ preserve the space H∞ of smooth
vectors. In particular, H∞ ∩Hλ ⊇ Pλ(H∞) is dense in Hλ for every λ.
(c) If λ := supSpec(idπ(d)) <∞, i.e., (π,H) is a positive energy representation, then
{0} 6= H∞ ∩Hλ ⊆ (H∞)p− .
Proof. (a) Since π is irreducible, π(Z(G)) ⊆ T1 follows from Schur’s Lemma. We
consider the representation of the abelian group
Z(K)0 = exp(z(k)) = Z(G)0 exp(Rd)
on H (Remark 2.5). From π(Z(G)) ⊆ T1 and exp(2πd) ∈ Z(G), we derive that
π(Z(K)0) = π(Z(G)0)π(exp([0, 2π]d)) ⊆ Tπ(exp([0, 2π]d))
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is relatively compact in the strong operator topology, so that H is an orthogonal direct
sum of Z(K)0-eigenspaces which coincide with the exp(Rd)-eigenspaces. Suppose that
π(exp 2πd) = e2πiµ01, so that µ− µ0 ∈ Z whenever Hµ 6= {0}. Then
Pµv :=
1
2π
∫ 2π
0
e−itµπ(exp td)v dt
is the orthogonal projection onto Hµ.
(b) All these projections preserve H∞ ([Ne10d, Prop. 3.4(i)]), so that Pµ(H∞) =
H∞ ∩Hµ is dense in Hµ = Pµ(H).
(c) If λ := sup(Spec(idπ(d))) is finite and v ∈ Hλ any smooth vector, then
dπ(p−)v ∈ Hλ+1 = {0}.
Theorem 5.4. Suppose that (G, θ, d) is a hermitian Lie group for which k/z(k) con-
tains no open invariant cones. For any irreducible semibounded positive energy rep-
resentation (π,H) of G, the K-representation ρ on V := (H∞)p− is bounded and
irreducible, and (π,H) is holomorphically induced from (ρ, V ).
Proof. The smoothness of ρ follows from the density of V ∩ H∞ in V . Since π is
semibounded, the corresponding cone Wπ is non-empty, and we know from Proposi-
tion 4.11 that Wπ ∩ z(k) 6= ∅. We conclude that the open cone Wρ ⊇ Wπ ∩ k also
intersects z(k).
From Lemma 5.3(c) we know that Vλ := V ∩ Hλ 6= {0}. Since V∞ := V ∩ H∞
is dense in V and Pλ-invariant, the subspace V
∞
λ = Pλ(V
∞) is dense in Vλ. The
representation ρλ ofK on Vλ satisfies ρλ(Z(K)0) ⊆ T1, which implies that z(k)+Wρλ =
Wρλ . As the open invariant cone Wρλ in k also intersects z(k) (Lemma 4.9), we obtain
Wρλ = k, i.e., ρλ is bounded.
Now we apply [Ne10d, Thm. 2.17] to the closed subspace Vλ ⊆ H and the repre-
sentation of p+⋊ kC on Vλ defined by β(p
+) = {0}. We derive in particular that (π,H)
is holomorphically induced from (ρλ, Vλ) and hence that the irreducibility of π implies
the irreducibility of ρλ ([Ne10d, Cor. 2.14]).
We obtain in particular Vλ ⊆ Hω, so that U(g)CV∞λ spans a dense subspace of H.
Next we use the PBW Theorem to see that
U(gC)V
∞
λ = U(p
+)U(kC)U(p
−)V∞λ = U(p
+)V∞λ ,
and the eigenvalues of −idπ(d) on this space are contained in λ + N0. In particular,
λ is the minimal eigenvalue of −idπ(d) on H. Since the same argument applies to all
other eigenvalues of −idπ(d) in V , they are equal, so that V = Vλ.
Remark 5.5. In view of Theorem 5.4, every irreducible semibounded representation
(π,H) of G is determined by the bounded irreducibleK-representation (ρ, V ). Accord-
ing to [Ne10d, Cor. 2.16], two such G-representations (πj ,Hj), j = 1, 2, are equivalent
if and only if the corresponding K-representations (ρj , Vj) are equivalent. Therefore
the classification of the separable semibounded irreducible G-representations means to
determine the inducible bounded irreducible representations (ρ, V ) of K.
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The following theorem follows from [Ne10d, Thm. 3.7, Thm. 3.14]. In particular, it
provides a criterion for semiboundedness of aG-representation in terms of boundedness
of a K-representation plus a positive energy condition.
Theorem 5.6. If (π,H) is a smooth positive energy representation for which the K-
representation ρ on V := (H∞)p− is bounded, then it is holomorphically induced from
(ρ, V ) and it is semibounded with d ∈Wπ.
Proposition 5.7. If the irreducible hermitian Lie group (G, θ, d) has a bounded uni-
tary representation with dπ(p) 6= {0}, then the JH∗-triple p is negative.
Proof. Let (π,H) be a bounded unitary representation with dπ(p) 6= {0}. Then
kerdπ E g is a closed ideal, so that the simplicity of the JH∗-triple p implies that
p ∩ kerdπ = {0}, hence that ker dπ ⊆ ker adp = z(g). We may therefore assume that
dπ is faithful, so that ‖x‖ := ‖dπ(x)‖ defines an invariant norm on g.
Since (G, θ, d) is irreducible, either p is flat, positive or negative. If p is flat, then
p+ [p, p] is a 2-step nilpotent Lie subalgebra and p+ [p, p] +Rd is solvable and locally
finite, i.e., every finite subset generates a finite dimensional subalgebra. For a finite
dimensional Lie algebra, the existence of an invariant norm implies that it is compact.
If it is also solvable, it must be abelian, but p + [p, p] + Rd is non-abelian. Therefore
p is not flat.
If p is positive, then [Ka83, Lemma 3.3] implies the existence of an element z ∈ p
which is a tripotent for the Jordan triple structure, i.e., {z, z, z} = z. Then gz :=
Rz + R[d, z] + R[z, [d, z]] is a θ-invariant subalgebra of g isomorphic to sl2(R). This
contradicts the existence of an invariant norm. Therefore p is negative.
Remark 5.8. If (π,H) is a semibounded representation with d ∈Wπ , then the bound-
edness of π is equivalent to the boundedness of the operator dπ(d). In fact, the bound-
edness of dπ(d) implies that d ∈ Wπ ∩ −Wπ, hence that Wπ ∩ −Wπ 6= ∅. But this
implies that 0 ∈Wπ , i.e., Wπ = g.
5.2 Necessary conditions for inducibility
In this subsection we discuss some necessary conditions for inducibility of a bounded
representation (ρ, V ) of K. To evaluate these conditions in concrete cases, we also
express them in terms of root decompositions.
Definition 5.9. (a) Let Cp ⊆ k be the closed convex cone generated by the elements
of the form i[z∗, z], z ∈ p+.
(b) For a convex cone C ⊆ k, a smooth unitary representation (ρ, V ) of K is said
to be C-dissipative if idρ(y) ≤ 0 for y ∈ C.
Remark 5.10. (a) Since its set of generators is Ad(K)-invariant, the cone Cp ⊆ k is
Ad(K)-invariant. In general it does not have any interior points. For the hermitian Lie
algebras g = ures(H+,H−), spres(H) and o∗res(H), the cone Cp lies in the subspace of
compact operators in k, so that it never has interior points with respect to the operator
norm.
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(b) Passing from g = k+p to the c-dual symmetric Lie algebra gc = k+ip ⊆ gC does
not change the subspaces p± ⊆ gC = gcC, but for z ∈ pC the corresponding element z∗
changes sign. This leads to Cip = −Cp.
(c) The elements in p+ can also be written as x − iIx, x ∈ p, where I = adp d is
the canonical complex structure on p. We then have
i[(x− iIx)∗, x− iIx] = i[−x− iIx, x− iIx] = 2[Ix, x].
Lemma 5.11. If the K-representation (ρ, V ) is inducible, then
dρ([z∗, z]) ≥ 0 for z ∈ p+, (7)
i.e., (ρ, V ) is Cp-dissipative.
Proof. If the G-representation (π,HV ) is holomorphically induced from (ρ, V ), then
we have for v ∈ (H∞)p− and z ∈ p+ the relation
〈dρ([z∗, z])v, v〉 = 〈[dπ(z∗), dπ(z)]v, v〉 = 〈dπ(z∗)dπ(z)v, v〉 = ‖dπ(z)v‖2 ≥ 0.
Since (H∞)p− is dense in V and dρ([z∗, z]) is bounded, this proves (7).
Example 5.12. Consider the full hermitian Lie algebra g = ures(H), where the invo-
lution is obtained from a decomposition H = H+ ⊕H− and the element
d :=
i
2
(
1 0
0 −1
)
.
Then k = u(H+)⊕u(H−) and p+ =
(
0 B2(H−,H+)
0 0
)
. For z ∈ B2(H−,H+) we have
[(0 z
0 0
)
,
(
0 0
z∗ 0
)]
=
(
zz∗ 0
0 −z∗z
)
.
Therefore
Cp ⊆ {(a, d) ∈ k : i · a ≥ 0,−i · d ≥ 0}.
(b) For the c-dual Lie algebra gc = ures(H+,H−), we find that
Cp ⊆ {(a, d) ∈ k : − ia ≥ 0, id ≥ 0}.
The most effective way to draw further consequences from the necessary condition
Lemma 5.11 is to use root decompositions (see Appendix C.2 for detailed definitions).
Lemma 5.13. Suppose that g = k+ p is hermitian, t ⊆ k is maximal abelian in g, and
gα
C
= Cxα with gC(xα) ∼= sl2(C). Then the following assertions hold:
(i) If xα ∈ kC, then α is compact, i.e., α ∈ ∆c.
(ii) If p is a negative/positive JH∗-triple and xα ∈ pC, then α is compact/non-
compact.
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(iii) If (β, V ) is a ∗-representation of gC on a pre-Hilbert space and vλ ∈ V an eigen-
vector of g−α
C
+ tC, then
λ(αˇ)
{
≤ 0 for α ∈ ∆c
≥ 0 for α ∈ ∆nc.
Proof. (i) If xα ∈ gαC ⊆ kC, then the real Lie algebra g(α) := gC(xα) ∩ g ⊆ k has a
non-trivial bounded representation adp, hence is compact. Now Lemma C.2 implies
that α ∈ ∆c.
(ii) The 3-dimensional Lie algebra g(α) = gC(xα) ∩ g is hermitian with dα := − i2 αˇ
and p+ = Cxα. Now
{xα, xα, xα} = [[xα, xα], xα] = −[[xα, x∗α], xα] = α([x∗α, xα])xα.
Therefore the JH∗-triple Cxα is positive if g(α) ∼= su1,1(C) and negative if g(α) ∼=
su2(C) (Lemma C.2).
(iii) As in the proof of Lemma 5.11, we obtain for a unit vector vλ of weight λ and
xα ∈ gαC:
λ([x∗α, xα]) = 〈β([x∗α, xα])v, v〉 = 〈β(xα)∗β(xα)v, v〉 = ‖β(xα)v‖2 ≥ 0.
Now (iii) follows from (24) in Definition C.3.
Example 5.14. (Example 5.12 continued) For the Hilbert space H = H+ ⊕ H−, we
choose an orthonormal basis (ej)j∈J such that J = J+ ∪ J−, where (ej)j∈J± is an
orthonormal basis of H±.
(a) For the Lie algebra g = ures(H), the subalgebra
t := {X ∈ g : (∀j ∈ J)Xej ∈ Cej} ∼= ℓ∞(J, iR)
is elliptic and maximal abelian with root system
∆ = ∆c = {εj − εk : j 6= k ∈ J}
(cf. Example C.4). From ∆+p = {εj−εk : j ∈ J+, k ∈ J−} (Example C.7), we therefore
get Ejj−Ekk ∈ iCp for j ∈ J+, k ∈ J−. For any weight µ = (µj)j∈J of a representation
(ρ, V ) of K, the relation dρ([z∗, z]) ≥ 0 for each z ∈ p+ now implies
µj ≤ µk for j ∈ J+, k ∈ J−, i.e., sup(µ+) ≤ inf(µ−) for µ± := µ|J± . (8)
(b) For the c-dual Lie algebra gc = ures(H+,H−), the sets ∆k and ∆±p are the
same, but we have E∗jk = −Ekj for j ∈ J+, k ∈ J−, so that ∆c = ∆k and ∆nc = ∆p.
For any weight µ = (µj)j∈J of a representation (ρ, V ) of K, the relation dρ([z∗, z]) ≥ 0
therefore implies
µj ≥ µk for j ∈ J+, k ∈ J−, i.e., inf(µ+) ≥ sup(µ−). (9)
31
5.3 The Reduction Theorem
Suppose that (G, θ, d) is a simply connected full hermitian Lie group for which K is a
direct product of a finite dimensional Lie group with compact Lie algebra and groups
isomorphic to full unitary groups U(H), where H is an infinite dimensional real, com-
plex or quaternionic Hilbert space. We write K∞ E K for the normal integral sub-
group obtained by replacing each U(H)-factor by U∞(H). In Theorem 5.17 below we
show that bounded irreducible representations (ρ, V ) of K are tensor products of two
bounded irreducible representations (ρ0, V0) and (ρ1, V1), where ρ0|K∞ is irreducible
and K∞ ⊆ ker ρ1. In this section we see how this can be used to derive a factorization
of irreducible semibounded representations, resp., to reduce the inducibility problem
to the case ρ = ρ0.
We start with a general lemma on unitary representations of discrete groups.
Lemma 5.15. (Factorization Lemma) Let G be a group, N E G be a normal subgroup
and (π,H) be an irreducible unitary representation of G such that the restriction π|N
contains an irreducible representation (π0,H0) whose equivalence class is G-invariant.
Let
Ĝ := {(g, u) ∈ G× U(H0) : (∀n ∈ N) π0(gng−1) = uπ0(n)u∗}
denote the corresponding central T-extension of G with kernel Z := {1}×T1 and note
that σ : N → Ĝ, n 7→ (n, π0(n)) defines a group homomorphism. Then
(a) π̂0(g, u) := u defines an irreducible representation (π̂0,H0) of Ĝ for which π̂0 ◦σ =
π0 is irreducible, and there exists
(b) an irreducible representation (π̂1,H1) of Ĝ with σ(N) ⊆ ker π̂1 and π̂1(1, t) = t−11
for t ∈ T,
such that q∗π ∼= π̂0 ⊗ π̂1 holds for the projection map q : Ĝ→ G.
Proof. Our assumption implies that G preserves the π0-isotypic subspace for π|N , so
that the irreducibility of π implies that π|N is of the form π0 ⊗ π1, where (π0,H0) is
irreducible and (π1,H1) is trivial. Since the class [π0] ∈ N̂ is G-invariant, the map
Ĝ→ G, (g, u) 7→ g is surjective with kernel {1}×T1, hence a central extension. Clearly,
(π̂0,H0) is a unitary representation of Ĝ whose restriction to σ(N) is irreducible. Since
the operators (π̂0(g, u)⊗1)−1π(g) commute with π(N), they are of the form 1⊗π̂1(g, u)
for some unitary operator π̂1(g, u) ∈ U(H1). By definition, π̂1(n, π0(n)) = 1 for n ∈ N .
That π̂1 is a representation follows from
1⊗ π̂1((g1, u1)(g2, u2)) =
(
π̂0(g1g2, u1u2)⊗ 1
)−1
π(g1g2)
= (u−12 u
−1
1 ⊗ 1)π(g1)π(g2) = (u−12 ⊗ 1)(1⊗ π̂1(g1, u1))π(g2)
= (1⊗ π̂1(g1, u1))(u−12 ⊗ 1)π(g2) = (1⊗ π̂1(g1, u1))(1⊗ π̂1(g2, u2)).
Lemma 5.16. Let Kj, j = 1, . . . , n, be Lie groups for which all bounded unitary
representations are direct sums of irreducible ones. Then the same holds for the product
group K :=
∏n
j=1Kj and each bounded irreducible representation of K is a tensor
product of bounded irreducible representations of the Kj.
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Proof. We argue by induction, so that it suffices to consider the case n = 2. Let (π,H)
be a bounded unitary representation of K = K1 ×K2. Since π|K1 is a direct sum of
irreducible representations, we obtain a decomposition of H into isotypical subspaces
Hj which are also invariant under K2. Hence we may assume that π|K1 is isotypical,
so that H ∼= H1⊗H2 and π(k1, k2) = π1(k1)⊗π2(k2), where (π1,H1) is an irreducible
representation of K1. As (π2,H2) also is a direct sum of irreducible representations,
the assertion follows from the fact that tensor products of irreducible representations
of K1, resp., K2, define irreducible representations of K1 ×K2.
Theorem 5.17. Suppose that K =
∏n
j=0Kj is a product of connected Lie groups,
where K0 has a compact Lie algebra and the groups Kj, j > 0, are isomorphic to a
full unitary group U(Hj) of an infinite dimensional Hilbert space Hj over R,C or H.
Accordingly, we define Kj,∞ as U∞(Hj). Then
K∞ := K0 ×
n∏
j=1
Kj,∞
is a normal Lie subgroup and each irreducible bounded representation (ρ, V ) of K is a
tensor product of two bounded irreducible representations (ρ0, V0) and (ρ1, V1), where
ρ0|K∞ is irreducible and K∞ ⊆ ker ρ1.
Proof. Each bounded representation of Kj extends to a holomorphic representation of
its universal complexification Kj,C. For the groups of the form U∞(Hj) where Hj is
complex, it therefore follows from [Ne98, Thm. III.14] that all bounded representations
are direct sums of irreducible ones, and if Hj is a Hilbert spaces over K = R,H, this
is a consequence of Theorems D.5 and D.6. Since K0 has a compact Lie algebra,
it is a product K0 = Z0 × K ′0, where K ′0 is compact semisimple and Z0 is abelian.
Since every continuous unitary representation of K ′0 is a direct sum of irreducible ones
and ρ(Z0) ⊆ T1 by Schur’s Lemma, Lemma 5.16 implies that the restriction ρ|K∞
is a direct sum of irreducible representations which in turn are tensor products of
irreducible ones.
Since each bounded irreducible representation of U∞(H) extends to U(H) (cf. Def-
inition D.3 and Theorems D.5 and D.6), the same holds for the bounded irreducible
representations of K∞. Hence the assertion follows from Lemma 5.15, which applies
with the trivial central extension K̂ ∼= T×K of K.
Let (G, θ, d) be a simply connected full irreducible hermitian Lie group for which
K = (Gθ)0 satisfies the assumption of Theorem 5.17. Then [p, p] ⊆ k∞ = L(K∞)
follows from the concrete description of p in all types (cf. Remark 2.7). Therefore each
bounded irreducible representation (ρ, V ) of K is a tensor product of two bounded
irreducible representations (ρ0, V0) and (ρ1, V1), where ρ0|K∞ is irreducible and K∞ ⊆
kerρ1.
From [p, p] ⊆ k∞ we derive the existence of a homomorphism p : G → K/K∞, so
that, if ρ1 : K/K∞ → U(H1) denotes the induced representation of the quotient group,
then π1 := ρ1 ◦p is a bounded irreducible representation of G. If (ρ0, V0) is extendable
to a semibounded representation (π0,H0) of G, then
π := π0 ⊗ π1, H := H0 ⊗ V1
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defines a semibounded unitary representation of G on H which is holomorphically
induced from the irreducible representation (ρ, V ), hence irreducible.
Theorem 5.18. If (G, θ, d) is a simply connected full irreducible hermitian Lie group
for which K = (Gθ)0 satisfies the assumptions of Theorem 5.17, then the representa-
tion (ρ, V ) is holomorphically inducible if and only if (ρ0, V0) has this property.
Proof. We know from Theorem B.1 below that (ρ, V ) is holomorphically inducible if
and only if the corresponding function fρ on a 1-neighborhood of G, defined by
fρ(expx) = Fρ(x) and Fρ(x+ ∗ x0 ∗ x−) = edρ(x0), x± ∈ p±, x0 ∈ kC,
is positive definite on a 1-neighborhood in G. From the factorization of ρ, we obtain
a factorization
fρ(g) = fρ0(g)⊗ fρ1(g) = fρ0(g)⊗ π1(g),
which leads to
fρ(gh
−1) = fρ0(gh
−1)⊗ π1(gh−1) = (1⊗ π1(g))(fρ0(gh−1)⊗ 1)(1⊗ π1(h))∗.
Therefore the function fρ is positive definite if and only if fρ0 is positive definite (cf.
Remark A.2), and this shows that (ρ, V ) is inducible if and only if (ρ0, V0) has this
property.
Remark 5.19. In view of Theorem 5.18, the classification problem for irreducible
semibounded representations of G reduces to the classification of the inducible irre-
ducible bounded representations for which ρ|K∞ is irreducible and the disjoint problem
of the classification of irreducible bounded representations of the group K/K∞. The
latter contains in particular the classification problem for irreducible bounded represen-
tations of groups like U(H)/U∞(H), which is the identity component of the unitary
group of the C∗-algebra B(H)/K(H). For a construction procedure for irreducible
unitary representations of unitary groups of C∗-algebras, we refer to [BN11].
5.4 Triple decompositions in complex groups
This brief subsection sets the stage for a uniform treatment of the inducibility problem
for bounded K-representations (ρ, V ) for groups related to positive and negative JH∗-
triples.
Lemma 5.20. Let (G, θ, d) be a hermitian Lie group, Gc be a complex Lie group
with Lie algebra gC, P
± := exp p±, and Kc := 〈exp kC〉 be the Lie subgroup of Gc
corresponding to kC. Then the multiplication map
µ : P+ ×Kc × P− → Gc, (p+, k, p−) 7→ p+kp−
is biholomorphic onto an open subset of Gc and the subgroups P
± are simply connected.
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Proof. The existence of the Lie subgroups P± and Kc of Gc follows from the fact
the Lie algebras p± and kC are closed ([Mais62]). That the subgroups P± are simply
connected follows from
Ad(exp z)d = ead zd = d+ [z, d] = d∓ iz for z ∈ p±,
which implies that exp |p± is injective. It also shows that, for p± ∈ P±, the relation
Ad(p±)d = d implies p± = 1.
The map µ is an orbit map for the holomorphic action of the direct product group
P+ × (Kc ⋊ P−)op on Gc by (g, h).x := gxh. Since its differential in (1,1,1) is
the summation map, hence invertible, it follows from the complex Inverse Function
Theorem that µ is a covering map onto an open subset of Gc. Therefore it remains to
show that the fiber of 1 is trivial. If p+kp− = 1, then p+ = p−1− k
−1 implies that
Ad(p+)d− d = Ad(p−1− k−1)d− d = Ad(p−1− )d− d ∈ p+ ∩ p− = {0},
so that p+ = p− = 1. It follows that µ is injective, hence biholomorphic onto its
image.
Now we consider a simply connected hermitian Lie group (G, θ, d) for which there
exists a simply connected Lie group GC with Lie algebra gC. This assumption is
satisfied if G is the simply connected Lie group with Lie algebra g = ĝ(p) (Theo-
rem 3.9). Then there exists a homomorphism ηG : G → GC integrating the inclusion
g →֒ gC. Since L(ηG) is injective, the kernel of ηG is discrete. This in turn implies that
ηG|K : K → GC has a discrete kernel, so that the Complexification Theorem in [GN03,
Thm. IV.7] implies the existence of a universal complexification ηK : K → KC of K.
Let Kc := 〈exp kC〉 ⊆ GC denote the integral subgroup corresponding to kC ⊆ gC and
qc : KC → Kc be the natural map whose existence follows from the universal property
of KC. We then obtain a covering map
µ˜ : P+ ×KC × P− → Ω := P+KcP− ⊆ GC, (p+, k, p−) 7→ p+qc(k)p−.
Let U ⊆ p be a K-invariant open convex symmetric 0-neighborhood for which the
map U ×K → exp(U)K, (x, k) 7→ expx · k is a diffeomorphism onto an open subset
UG = exp(U)K of G contained in η
−1
G (Ω). The K-invariance and the symmetry of U
imply that
UG = exp(U)K = K expU = K exp(−U) = U−1G .
Let
η˜G : UG → P+ ×KC × P−
be the unique continuous lift of ηG|UG with η˜G(1) = (1,1,1) and µ˜ ◦ η˜G = ηG|UG .
Writing x = (x+, x0, x−) for the elements of P+ × KC × P−, we thus obtain an
analytic map
κ : UG → KC, g 7→ η˜G(g)0.
From the uniqueness of lifts and the fact that K normalizes P±, we derive that κ is
K-biequivariant, i.e.,
κ(k1gk2) = k1κ(g)k2 for g ∈ G, k1, k2 ∈ K.
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For a bounded representation (ρ, V ) of K and its holomorphic extension
ρC : KC → GL(V ) with ρC ◦ ηK = ρ,
we now obtain the analytic function
fρ := ρC ◦ κ : UG → GL(V ) (10)
which coincides with the corresponding function in Theorem B.1 in an identity neigh-
borhood. Now let W ⊆ U be an open symmetric K-invariant 0-neighborhood for
which WG ⊆ UG satisfies WGW−1G = WGWG ⊆ UG. We write MW := WG/K for the
corresponding open subset of M = G/K. From the equivariance property
fρ(k1gk2) = ρ(k1)fρ(g)ρ(k2) for g ∈ G, k1, k2 ∈ K,
it follows that fρ defines a kernel function
Fρ : MW ×MW → B(V ), (gK, hK) 7→ (fρ(h)−1)∗fρ(h−1g)fρ(g)−1.
The kernel Fρ is hermitian in the sense that
Fρ(z, w)
∗ = Fρ(w, z) for z, w ∈MW .
Moreover, for each h ∈ G, the function
G→ B(V ), g 7→ (fρ(h)−1)∗fρ(h−1g)fρ(g)−1
is annihilated by the left invariant differential operators Lw, w ∈ p−, because fρ has
this property, which in turn is a consequence of the construction of κ. Therefore Fρ
is holomorphic in the first argument ([Ne10d, Def. 1.3]), and since it is hermitian,
it is antiholomorphic in the second argument, i.e., holomorphic as a function on the
complex manifold MW ×MW because we know already that it is smooth. Here MW
denotes the complex manifold MW , endowed with the opposite complex structure.
Proposition 5.21. Let (G, θ, d) be a hermitian Lie group for which gC is integrable
andMW =WG/K be as above. Then the following are equivalent for a bounded unitary
representation (ρ, V ) of K:
(i) The representation (ρ, V ) is holomorphically inducible.
(ii) The function fρ is positive definite on WGW
−1
G .
(iii) The holomorphic kernel Fρ on MW ×MW is positive definite.
Proof. Since fρ is analytic, the Extension Theorem A.7 implies that it is positive
definite if and only if it is positive definite on some identity neighborhood. Therefore
the equivalence of (i) and (ii) follows from Theorem B.1.
Further, Remark A.2 implies that the kernel Fρ is positive definite if and only if
fρ is a positive definite function, so that (ii) and (iii) are also equivalent.
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Remark 5.22. Suppose that p is a simple JH∗-triple and g = ĝ(p), so that gC is
integrable (Theorem 3.9). As we have seen in Remark 3.11, the simply connected
group G with Lie algebra ĝ(p) is a quotient of a semidirect product G1 ⋊ K → G,
where G1 is the simply connected covering of a group of operators. Then fρ is positive
definite on WGW
−1
G if and only if its pullback f˜ρ to G1 ⋊K is positive definite, but
this function satisfies
f˜ρ((g2, k2)
−1(g1, k1)) = ρ(k2)−1f˜ρ((g−12 ,1)(g1,1))ρ(k1)
= ρ(k2)
∗f˜ρ((g−12 g1,1))ρ(k1),
so that f˜ρ is positive definite if and only if the restriction f˜ρ|G1 is positive definite
(Remark A.2). For K1 := (G
θ
1)0, the function f˜ρ only depends on the representation
ρ˜ : K1 → U(V ) obtained by pulling ρ back by the canonical map K1 → K.
6 Motion groups and their central extensions
In this section we obtain a complete classification of the irreducible semibounded
representations of the hermitian motion group G = p⋊αK and of its canonical central
extension Ĝ = Heis(p) ⋊α K (Example 1.3). For G = p ⋊ K, Theorem 6.1 asserts
that all semibounded unitary representation are trivial on p, hence factor through
(semibounded) representations ofK. If, in addition, k/z(k) contains no invariant cones,
then Proposition 4.4 shows that all semibounded irreducible representations of K are
bounded. For the central extension Ĝ, Theorem 6.2 asserts that a bounded irreducible
representation (ρ, V ) of K̂ = R ×K with ρ(t,1) = eict1 on the center is inducible if
and only if c ≥ 0.
Theorem 6.1. If [p, p] = {0} and G = p⋊K, then all semibounded unitary represen-
tations (π,H) factor through K, i.e., p ⊆ ker dπ.
Proof. Let (π,H) be a semibounded unitary representation of G and Ĝ := G×R. We
consider the representation π̂ of Ĝ defined by π̂(g, t) := eitπ(g). Since Wπ 6= ∅, the
open cone Cπ̂ of all elements x of ĝ = g⊕R for which sπ̂ < 0 holds on a neighborhood
of x is non-empty. For the abelian ideal p of ĝ, we thus obtain from [Ne10c, Lemma 7.6]
that
Cπ̂ + p = Cπ̂ + [d, p] ⊆ Cπ̂ + [p, ĝ] = Cπ̂,
and hence that p ⊆ H(Cπ̂) = ker dπ.
Now we turn to the central extension
Ĝ = Heis(p)⋊K ∼= p⊕ (R⊕K)
with Lie algebra ĝ ∼= R ⊕ωp g, where ωp(x, y) = 2 Im〈x, y〉. We assume that k/z(k)
contains no open invariant cones. From Theorem 5.4 we know that every irreducible
semibounded representation (π,H) of positive energy is holomorphically induced from
the bounded K̂-representation on V = (H∞)p− . We now turn to the question which
bounded K̂-representations (ρ, V ) are holomorphically inducible.
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In view of Remark 5.10(c), the cone Cp is generated by the elements of the form
[Ix, x], x ∈ p. From
[Ix, x] = 2 Im〈Ix, x〉 = 2‖x‖2
it now follows that
Cp = R
+ × {0} ⊆ R× k,
which leads to the necessary condition
−idρ(1, 0) ≥ 0. (11)
Any irreducible representation (ρ, V ) of K̂ ∼= R×K is of the form ρ(t, k) = eictρ1(k),
where (ρ1, V ) is an irreducibleK-representation. Now condition (11) means that c ≥ 0.
For c = 0, we obtain the unique extension to G by π(t, v, k) := ρ(t, k) = ρ1(k)
satisfying p ⊆ kerπ. To deal with the cases c > 0, we have to introduce the canonical
representation of the Heisenberg group on the Fock space S(p) =
⊕̂
n≥0S
n(p) (cf.
[Ot95]). On the dense subspace S(p)0 =
∑∞
n=0 S
n(p) of S(p), we have for each v ∈ p
the creation operator
a∗(v)(v1 ∨ · · · ∨ vn) := v ∨ v1 ∨ · · · ∨ vn.
This operator has an adjoint a(v) on S(p)0, given by
a(v)Ω = 0, a(v)(v1 ∨ · · · ∨ vn) =
n∑
j=0
〈vj , v〉v1 ∨ · · · ∨ v̂j ∨ · · · ∨ vn,
where v̂j means omitting the factor vj . One easily verifies that these operators satisfy
the canonical commutation relations (CCR):
[a(v), a(w)] = 0, [a(v), a∗(w)] = 〈w, v〉1. (12)
For each v ∈ p, the operator a(v) + a∗(v) on S(p)0 is essentially self-adjoint and
W (v) := e
i√
2
a(v)+a∗(v) ∈ U(S(p))
is a unitary operator. These operators satisfy the Weyl relations
W (v)W (w) =W (v + w)e
i
2
Im〈v,w〉 for v, w ∈ p
(cf. [Ne10c]). For the Heisenberg group Heis(p) := R× p with the multiplication
(t, v)(t′, v′) := (t+ t′ + Im〈v, v′〉, v + v′)
we thus obtain by W (t, v) := eit/2W (v) a unitary representation on S(p), called the
Fock representation which is actually smooth (cf. [Ne10c, Sect. 9.1]). Using the natural
representations
Sn(U)(v1 ∨ · · · ∨ vn) := Uv1 ∨ · · · ∨ Uvn
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of the unitary group U(p) on the symmetric powers Sn(p), and combining them to a
unitary representation (S, S(p)), we obtain a smooth representation (πs, S(p)), defined
by
πs(t, v, k) :=W (t, v)S(k) = e
it/2W (v)S(k)
of Ĝ = Heis(p) ⋊K on S(p) with Ω ∈ S(p)∞. Then dπs(p+) = a∗(p) and dπs(p−) =
a(p) lead to (S(p)∞)p
−
= CΩ, and it follows from [Ne10d, Thm. 2.17] that (πs, S(p)) is
holomorphically induced from the character ρs : K̂ = R×K → T, given by ρs(t, k) =
eit/2. Composing with the automorphisms of Heis(H) given by µh(t, v) := (h2t, hv),
h > 0, we see that all characters ρc(t, k) := e
ict1 of K̂ are holomorphically inducible.
We write (πc, S(p)) for the corresponding unitary representation of Ĝ.
With π1(t, v, k) := ρ1(k) we now put
π := πc ⊗ π1 on H := S(p)⊗ V1
an observe that this unitary representation is holomorphically induced from
ρ = ρc ⊗ ρ1. Its semiboundedness follows from Theorem 5.6. This completes the
proof of the following theorem:
Theorem 6.2. A bounded irreducible unitary representation (ρ, V ) of K̂ = R × K
with ρ(t,1) = eict1 is holomorphically inducible to a semibounded positive energy rep-
resentation of Ĝ = Heis(p)⋊K if and only if c ≥ 0.
Remark 6.3. If k/z(k) contains no open invariant cones, then Theorem 5.2(iii) implies
that every semibounded unitary representation π of Ĝ satisfies d ∈ Wπ ∪ −Wπ. If
d ∈Wπ , then it is of positive energy and if, in addition, π is irreducible, Theorem 5.4
implies that it is holomorphically induced from a bounded representation of K̂, hence
covered by Theorem 6.2.
Example 6.4. (a) Theorem 6.2 applies in particular to the oscillator group Ĝ =
Osc(H) = Heis(H) ⋊ T of a complex Hilbert space H from Example 1.3(b). In this
case G = H ⋊ T is the minimal hermitian Lie group with p = H.
In the physics literature the unitary representations of Osc(H) are known as the
representations of the CCR with a number operator. It is known that the positive
energy representations of Osc(H) are direct sums of Fock representations (cf. [Ch68]).
Therefore our Theorem 6.2 generalizes Chaiken’s uniqueness result on the irreducible
positive energy representations of Osc(H).
(b) The maximal hermitian group (G, θ, d) with p = H is G = H⋊U(H). For this
group, Theorem 6.2 provides a complete classification of the semibounded positive
energy representations in terms of bounded irreducible representations (ρ, V ) of U(H).
Those representations for which ρ|U∞(H) is irreducible are described in Appendix D
(cf. Definition D.3). According to Theorem E.1, all separable continuous irreducible
representations of U(H) have this property.
7 Hermitian groups with positive JH∗-triples
In this section we consider the case where M = G/K is an infinite dimensional ir-
reducible symmetric Hilbert domain, i.e., p is a positive simple infinite dimensional
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JH∗-triple of type I-IV, and G is a simply connected Lie group with Lie algebra
g = ĝ(p). In view of [Ne02c, Prop. 3.15, Thm. 5.1], the polar map
K × p→ G, (k, x) 7→ k expx (13)
is a diffeomorphism because the positivity of the JH∗-triple p implies that G/K is a
symmetric space with seminegative curvature. Let GC denote the simply connected
Lie group with Lie algebra gC whose existence follows from Theorem 3.9.
Proposition 7.1. Let (G, θ, d) be a simply connected hermitian Lie group for which
p is a positive JH∗-triple and GC be a simply connected group with Lie algebra gC.
Then the canonical morphism ηG : G → GC is a covering of a closed subgroup ηG(G)
of GC which is contained in the open subset P
+KcP
−, where P± = exp p± and Kc :=
〈exp kC〉.
Proof. In view of z(g) ⊆ k, ηG(G) ⊆ P+KcP− follows from the corresponding assertion
for the group Ad(G) ⊆ Aut(p)0, for which it follows from the fact that the G-orbit
of the base point in the complex homogeneous space GC/KcP
− corresponds to the
domain
D = {z ∈ p+ : ‖z‖∞ < 1} ⊆ p+ ∼= P+
(via the exponential map of P+) and the open embedding P+ →֒ GC/(KcP−) (cf.
[Ka83]). For domains of type I-III, this also follows from the discussion in [NO98,
Sect. III].
We can now refine some of the results developed in the context of Proposition 5.21.
Since G has a diffeomorphic polar map (see (13)), Proposition 7.1 shows that we may
put UG =WG = G. We thus obtain an analytic map
κ : G→ KC, g 7→ η˜G(g)0
defined on the whole group G. Let κ(g) := κ(g), where k 7→ k denotes complex
conjugation of KC with respect to K. This function plays the role of κ if we exchange
P+ and P−, which is the context of [NO98, Sect. II]. We now obtain on M = G/K a
well-defined function
gK 7→ (κ(g)−1)∗κ(g)−1 = κ(g)κ(g)∗.
According to [NO98, Lemma II.3], the canonical holomorphic kernel function QcM : M×
M → Kc satisfies
Qc(gK, gK) = ηK(κ(g)κ(g)
∗) for g ∈ G.
Since M = G/K ∼= p according to the polar decomposition, the space M is simply
connected. Hence the canonical lift
QM : M ×M → KC
of Qc to the covering group KC of Kc determined by QM (1K,1K) = 1 satisfies
QM (gK, gK) = κ(g)κ(g)
∗ for g ∈ G.
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For a bounded representation (ρ, V ) of K and its holomorphic extension ρC : KC →
GL(V ), we recall from (10) in Section 5 the analytic function fρ := ρC◦κ : G→ GL(V )
and the corresponding holomorphic kernel function
Fρ : M ×M → B(V ), (gK, hK) 7→ (fρ(h)−1)∗fρ(h−1g)fρ(g)−1.
On the diagonal ∆M ⊆M ×M we have
Fρ(gK, gK) = (fρ(g)
−1)∗fρ(g−1g)fρ(g)−1 = (fρ(g)−1)∗fρ(g)−1
= ρC((κ(g)
−1)∗κ(g)−1) = ρC(QM (gK, gK)).
Therefore Fρ coincides with the kernel Qρ := ρC ◦ QM , because both kernels are
holomorphic on M ×M and the diagonal ∆M ⊆M ×M is totally real.
Proposition 5.21 now specializes as follows:
Proposition 7.2. Let (G, θ, d) be a hermitian Lie group for which p is a positive
simple JH∗-triple and gC is integrable. Then the following are equivalent for a bounded
unitary representation (ρ, V ) of K:
(i) The representation (ρ, V ) is holomorphically inducible.
(ii) The function fρ : G→ B(V ) is positive definite.
(iii) The kernel Qρ : M ×M → B(V ) is positive definite.
From now on we assume that g = ĝ(p) is the universal central extension of g(p)
(Remark 3.8) and recall from the discussion in the proof of Theorem 3.9 that in all cases
the corresponding simply connected Lie group G has the property that K := (Gθ)0
has the product structure required in Theorem 5.17. In Remark 5.22 we have seen
that fρ is positive definite if and only if the corresponding function f˜ρ : G1 → B(V )
is positive definite, which only depends on the representation ρ˜ : K1 → U(V ) obtained
by pulling ρ back via the canonical map K1 → K.
As p± ⊆ (g1)C, the kernel Qρ coincides with the corresponding kernel that we
obtain from the triple decomposition of the open subset P+K1,cP
− of (G1)C. There-
fore f˜ρ is positive definite if and only if the kernel Qρ = Qρ˜ is positive definite on
M . Since the positive definite kernels Qρ˜ have been classified in [NO98, Thm. IV.1]
in terms of unitarity of related highest weight modules, and all bounded irreducible
representations (ρ˜, V ) of K1 can be described as highest weight representations, we
can now derive a classification of the inducible irreducible bounded representations in
terms of conditions on the highest weight of ρ0 (cf. Theorem 5.18). In the following
theorem, we evaluate the characterizations from [NO98] case by case for the four types
of hermitian groups. Here we use the classification of bounded irreducible represen-
tations of U(H) whose restriction to U∞(H) is irreducible in terms of highest weights
(cf. Definition D.3).
Theorem 7.3. (Classification Theorem) For an irreducible bounded representation
(ρ, V ) of K whose restriction to K∞ is irreducible, we obtain the following character-
ization of the inducible representations with respect to the element d = i2 diag(1,−1):
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(I∞) Let H± both be infinite dimensional and Ĝ = Ûres(H+,H−) with
K̂ ∼= R × U(H+) × U(H−). Then ρ(t, k1, k2) = eictπλ+(k1) ⊗ πλ−(k2) is in-
ducible if and only if λ+ ≥ 0 ≥ λ− and
c ∈ | supp(λ+)|+ | supp(λ−)|+ N0.
(Ifin) Let dimH− <∞, G = U˜(H+,H−) and K ∼= U(H+)× U˜(H−). Then ρ(k1, k2) =
πλ+(k1)⊗ πλ−(k2) is inducible if and only if λ+ ≥ 0 ≥ λ− and
c := −max(λ−) ∈ {a, a+ 1, . . . , b}∪]b,∞[⊆ Z
for a := | supp(λ+)|+ | supp(λ− + c)| and b := a− 1 + |J− \ supp(λ− + c)|.
(II) For Ĝ = Ô
∗
res(H) and K̂ = R × U(H), the representation ρ(t, k) = eictπλ(k) is
inducible if and only if
λ ≥ 0 and c ∈ | supp(λ)| + N0.
(III) For Ĝ = Ŝpres(H) and K̂ ∼= R × U(H), the representation ρ(t, k) = eictπλ(k) is
inducible if and only if
λ ≥ 0 and 2c ∈ | supp(λ)|+ |{j ∈ J : λj > 1}|+ N0.
Proof. (I∞) From Example 3.5 we obtain the structure of K̂ and that Ĝ is a quotient
of a semidirect product via the homomorphism γG : S˜G1 ⋊K → Ĝ integrating
γg : sg1 ⋊ k→ ĝ, (x, y) 7→ (−i tr(x11), x+ y).
Let (ρ, V ) be a bounded irreducible representation of K̂ for which the restriction
to K̂∞ = R×U∞(H+)×U∞(H−) is irreducible. Then
ρ(t, k1, k2) = e
ictπλ+(k1)⊗ πλ−(k2),
where λ± : J± → Z are finitely supported functions, corresponding to the highest
weights and (ej)j∈J± in H± are orthonormal bases (cf. Definition D.3). On
sk1 ∼= {(x, y) ∈ u1(H+)× u1(H−) : tr(x) + tr(y) = 0}
this leads to a representation with highest weight λ = (λ+ + c, λ−) = (λ+, λ− − c),
where we consider λ as a function J = J+∪˙J− → R. In fact, for a diagonal matrix
x = diag((xj)j∈J ) and a λ-weight vector vλ, we have
ρ(exp(−i trx11, x))vλ = ρ(−i trx11, expx)vλ
= e
c
∑
j∈J+ xje
∑
j∈J+ (λ+)jxj+
∑
j∈J− (λ−)jxjvλ = e
∑
j∈J λjxjvλ.
From Lemma 5.13 and Example 5.14(b) we obtain the necessary condition c+min(λ+) ≥
max(λ−). Since λ± have finite support, this implies that c ≥ 0.
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To derive the classification from [NO98, Prop. I.7], we put J1 := J−, J2 := J+ and
M := min(λ+ + c) = c+min(λ+) ≥ m := max(λ−).
According to loc. cit., a necessary condition for inducibility is that
q′′ := | supp(λ+ + c−M)| and p′′ := | supp(λ− −m)|
are both finite. This implies that M = c and m = 0, so that
a := p′′ + q′′ = | supp(λ+)|+ | supp(λ−)|.
Since J± are both infinite,
b := a− 1 + min{|J+ \ supp(λ+)|, |J− \ supp(λ−)|} =∞,
and loc. cit. shows that inducibility is equivalent to c =M −m ∈ a+ N0.
(Ifin) With the same group SG1 as for the previous case, we obtain a surjec-
tive homomorphism γG : S˜G1 ⋊ K → G integrating the summation homomorphism
γg : sg1⋊ k→ g, (x, y) 7→ x+y. Now K∞ = U∞(H+)×U(H−) and (ρ, V ) has the form
ρ(k1, k2) = πλ+(k1)⊗ πλ−(k2).
On sk1 this leads to a representation with highest weight λ = (λ+, λ−) : J → R. From
Lemma 5.13 and Example 5.14(b) we obtain the necessary condition
M := min(λ+) ≥ m := max(λ−)
(see also [NO98, Prop. I.5(ii)]). To derive the classification from [NO98, Prop. I.7], we
put J1 := J− and J2 := J+. With the finiteness of
q′′ := | supp(λ+ −M)| and p′′ := | supp(λ− −m)|,
we derive that M = 0 and hence that λ+ ≥ 0 ≥ λ−, so that
a := p′′ + q′′ = | supp(λ+)|+ | supp(λ− −m)|.
Now
b := a− 1 + min{|J+ \ supp(λ+)|, |J− \ supp(λ−)|} = a− 1 + |J− \ supp(λ−)| <∞
and loc. cit. shows that inducibility is equivalent to
c := −m ∈ {a, a+ 1, . . . , b}∪]b,∞[.
(II) From Example 3.6 we recall that K̂ ∼= R × U(H) = R × K, and that Ĝ is
obtained as a quotient of a semidirect product via the homomorphism γG : G˜1⋊K → Ĝ
integrating
γg : g1 ⋊ k→ ĝ, (x, y) 7→ (−i tr(x11), x+ y).
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Let (ρ, V ) be a bounded irreducible representation of K̂ for which the restriction to
K̂∞ = R×U∞(H) is irreducible. Then ρ(t, k) = eictπλ(k), where λ : J → Z is finitely
supported. On k1 ∼= u1(H), this leads to a representation with highest weight λ + c.
From Lemma 5.13 and the description of the coroots for ∆+p ⊆ ∆nc in Example C.9,
we derive the necessary condition
2c+ λj + λk ≥ 0 for j 6= k ∈ J
(see also [NO98]). As λ has finite support, we obtain c ≥ 0.
Comparing our ∆+p with the positive system used in [NO98], it follows that we
have to apply [NO98, Prop. I.11] to −λ− c. For
M := max(−c− λ) = −min(λ)− c we put p′ := |J \ λ−1(−M − c)|.
Then p′ has to be finite, so that M = −c ≤ 0, λ ≥ 0 and p′ = | supp(λ)|. According
to [NO98, Prop. I.11], inducibility is equivalent to c ∈ | supp(λ)| + N0.
(III) Here we have a similar situation as for type II. Now ρ(t, k) = eictπλ(k) leads
to a representation with highest weight λ + c of k1 ∼= u1(H) and Lemma 5.13 with
Example C.8 lead to the necessary condition
2c+ λj + λk ≥ 0 for j, k ∈ J,
which is equivalent to c+ λ ≥ 0. As λ has finite support, this implies c ≥ 0.
For M := max(−c− λ) = −c−min(λ) we put
q′ := |{j ∈ J : λj > min(λ)}| and r′ := |{j ∈ J : λj > min(λ) + 1}|.
Then r′ and q′ have to be finite, so that M = −c, minλ = 0 and q′ = | supp(λ)|.
According to [NO98, Prop. I.9], inducibility is equivalent to 2c ∈ q′ + r′ + N0.
Remark 7.4. (a) For the types I∞, II and III, the number c is called the cen-
tral charge of the representation. The preceding theorem shows that c = 0 implies
λ = 0, hence that the irreducible representation ρ is trivial. In particular, the groups
Ures(H+,H−), O∗res(H) and Spres(H) have no non-trivial irreducible semibounded rep-
resentation (π,H) with p 6⊆ ker dπ. All irreducible semibounded representations of
these groups are pullbacks of bounded representations of K/K∞ by the canonical
homomorphism G→ K/K∞.
For K = U(H), the quotient K/K∞ ∼= U(H)/U∞(H) is the identity component of
the unitary group of the C∗-algebra B(H)/K(H), hence has enough bounded unitary
representations to separate the points. However, these representations all live on non-
separable spaces (see [Pi88] and Theorem E.1 below).
(b) The representations for which V is one dimensional are called of scalar type.
For the groups Ûres(H+,H−) and Ô
∗
res(H) they are parameterized by c ∈ N0, and for
Ŝpres(H) we have c ∈ 12N0.
For c = 12 we obtain in particular the metaplectic representation of Ŝpres(H) on the
even Fock space Seven(H) and for ρ(t, k) = eit/2k on V = H we obtain the metaplectic
representation on the odd Fock space Sodd(H) (cf. [Ot95], [Ne10c, Sect. 9.1], [NO98,
Sect. IV]).
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(c) For type Ifin (dimH− <∞), the scalar type condition means that λ+ = 0 and
λ− = −c, so that a = 0 and b = |J−| − 1 lead to the condition
c ∈ {0, 1, 2, |J−| − 1} or c > |J−| − 1.
For type Ifin and
∑
j(λ−)j = −
∑
j(λ+)j , the representation ρ = πλ+⊗πλ− vanishes
on
Z(G˜)0 = {(e−it, t) : t ∈ R} ⊆ K ∼= U(H+)× (R ⋉ SU(H−)),
so that we also obtain non-trivial inducible representations vanishing on the center.
These lead to semibounded representations of U(H+,H−)/T1.
For the domains of type IV, the situation is quite trivial, as the following theorem
shows.
Theorem 7.5. The universal covering group O˜(R2,HR) of O(R2,HR) has no semi-
bounded unitary representation (π,H0) with p 6⊆ ker(dπ).
Proof. Put G := O(R2,HR) and write G˜ for its universal covering group so that
K ∼= SO2(R)×O(HR) and K˜ ∼= R×O(HR) ⊆ G˜.
Let (ρ, V ) be an irreducible holomorphically inducible bounded representation of K˜.
Then ρ is of the form ρ(t, k) = eictρ0(k), where (ρ0, V ) is an irreducible representation
of O(HR). In view of Theorem 5.17, it suffices to show that, if ρ|O∞(HR) is irreducible
and non-trivial, then (ρ, V ) is not inducible.
According to Theorem D.5, every irreducible bounded representation (ρ, V ) of
O∞(HR) is a highest weight representation (ρλ, V ) with finitely supported highest
weight. Now [NO98, Sect. 1, Thm. IV.1] implies that the kernel Qρλ on G/K is not
positive definite for λ 6= 0, so that (ρλ, V ) is not inducible.
Remark 7.6. The results of the present section imply in particular that the unitary
representations of the groups G1 constructed in [NO98] all extend to unitary repre-
sentations of the full hermitian groups Ûres(H+,H−), Ô
∗
res(H) and Ŝpres(H).
8 Hermitian groups with negative JH∗-triples
In this section we consider the case where p is an infinite dimensional negative simple
JH∗-triple, i.e., G/K is c-dual to a symmetric Hilbert domain of type I-IV, i.e., a
hermitian symmetric space of “compact type” in the sense of Kaup (cf. [Ka81, Ka83]).
We assume that G is a simply connected Lie group with Lie algebra g = ĝ(p) (Re-
mark 3.8) and recall that this implies that K has the product structure required in
Theorem 5.17.
Theorem 8.1. Suppose that G is full and simply connected and that p is an infinite
dimensional negative JH∗-triple. Then the following are equivalent for a bounded
unitary irreducible representation (ρ, V ) of K:
(i) (ρ, V ) is holomorphically inducible.
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(ii) dρ([z∗, z]) ≥ 0 for z ∈ p+ (ρ is anti-dominant).
Proof. (i) ⇒ (ii) follows from Lemma 5.11.
(ii)⇒ (i): In view of Theorem 5.18, we may w.l.o.g. assume that ρ|K∞ is irreducible,
i.e., ρ = ρ0. We have seen in Remark 3.11 that, for all types, we have a surjective
submersion G1⋊K → G. In view of Remark 5.22, it suffices to show that the function
fρ is positive definite in a 0-neighborhood of the group G1 if (ii) is satisfied. To verify
this, we consider all types separately, where for type I-III we take d = i2 diag(1,−1).
(I∞) Here G = Ûres(H+⊕H−) and K = T×U(H+)×U(H−) (Example 3.5(c)), so
that ρ has the form ρ(z, k1, k2) = z
cρλ+(k1)⊗ ρλ−(k2), where c ∈ Z and λ± : J± → Z
are finitely supported functions, corresponding to the highest weights, and (ej)j∈J± in
H± are orthonormal bases. From
G1 = SU1,2(H+ ⊕H−), K1 = S(U1(H+)×U1(H−)) ∼= T⋊ (SU(H+)× SU(H−))
(cf. Example 3.5 and Appendix C.7), we obtain on K1 a representation with the
bounded highest weight λ = (c+ λ+, λ−). Condition (ii) now leads with Lemma 5.13
and (8) in Example 5.14(a) to
c+max(λ+) ≤ min(λ−). (14)
Hence there exists a linear order  on J = J+∪˙J− with J+ ≺ J− for which λ : J → Z
is increasing. Let (πλ,Hλ) denote the corresponding bounded highest weight repre-
sentation of SU(H) whose existence follows from [Ne98, Prop. III.7].
In view of (14), any highest weight vector vλ generates the K1-representation
(ρλ, Vλ) of highest weight λ annihilated by p˜
− := p− ∩ gl1(H). For the orthogonal
projection pV : Hλ → Vλ we therefore find
fρ(g) = pV πλ(g)pV ∈ B(Vλ)
because this relation holds for g ∈ K1 ⊆ SU(H) and both sides are annihilated by the
differential operators Lz, z ∈ p˜−. We conclude that the function fρ is positive definite
on the dense subset WGW
−1
G ∩ SU(H) of G1, so that its continuity implies that it is
positive definite.
(Ifin) Here we have G = U(H+⊕H−) and K = U(H+)×U(H−), so that ρ has the
form ρ(k1, k2) = ρλ+(k1) ⊗ ρλ−(k2) and λ = (λ+, λ−) has finite support. In view of
Lemma 5.13 and (8) in Example 5.14(b), condition (ii) here means that
max(λ+) ≤ min(λ−). (15)
Hence there exists a linear order  on J = J+∪˙J− with J+ ≺ J− for which λ is increas-
ing. Let (πλ,Hλ) denote the corresponding bounded highest weight representation of
G (cf. Appendix D). As a consequence of (15), any highest weight vector vλ generates
the K-representation (ρλ, Vλ) of highest weight λ, and the subspace Vλ is annihilated
by p−. As above, it now follows that
fρ(g) = pV πλ(g)pV for g ∈ G,
and hence that ρ is inducible.
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(II) Here G = Ôres(HR) (cf. Example C.9 and Appendix C.6) and K ∼= T ×U(H)
(cf. Example 3.6), so that ρ has the form ρ(z, k) = zcρµ(k) with c ∈ Z and highest
weight µ : J → Z. From G1 = O˜1,2(HR) and the fact that K1 ∼= Û1(H) is the unique
2-fold covering of U1(H) ∼= T ⋉ SU(H), we obtain on K1 the representation with
the bounded highest weight λ := c/2 + µ (cf. Example 3.6). With Lemma 5.13 and
Example C.9 condition (ii) now translates into
λj + λk = c+ µj + µk ≤ 0 for j 6= k ∈ J. (16)
As µ is integral with finite support, we get c ≤ 0. We pick a linear order on J for
which λ : J → Z is increasing. From [Ne98, Sect. VII] we obtain a bounded highest
weight representation (πλ,Hλ) of O˜1(HR), resp., a holomorphic representation of its
universal complexification O˜1(HR)C ∼= O1(H2, β) (cf. Appendix C.1). The remaining
argument is similar as for type I∞ and uses the density of O˜1(HR) in G1 = O˜1,2(HR).
(III) Here G = Ŝpres(HH) ⊆ GC ∼= Ŝpres(H2, ω) (cf. Example C.8), and the argu-
ment is quite similar to type III. Condition (ii) translates into
λj = c+ µj ≤ 0 for j ∈ J,
c ≤ 0, and λj ∈ 12Z for every j ∈ J . Since λ is bounded, we can argue with a
holomorphic highest weight representation of the group Sp1(H2, ω) whose existence
follows from [Ne98, Sect. VI].
(IV) Here G = O(R2 ⊕HR) is a full orthogonal group and
K = SO2(R)×O(HR) ∼= T×O(HR),
so that ρ has the form ρ(z, k) = zcρµ(k) with c ∈ Z and a bounded highest weight
representation ρµ of O(HR). Let J parameterize an orthonormal basis of C⊕ (HR, I),
where I is a complex structure on HR, such that j0 ∈ J corresponds to the basis
element ej0 := (1, 0). Then λj0 := c and λ|J\{j0} := µ defines a function λ : J → Z.
With Lemma 5.13 and Example C.10, we see that condition (ii) means that
c± µj ≥ 0 for j 6= j0, (17)
i.e., c ≥ 0 and |µj | ≤ c (cf. [NO98, Sect. I]). From [Ne98, Sect. VII] we now obtain a
bounded highest weight representation (πλ,Hλ) of G. As a consequence of (17), any
highest weight vector vλ generates the K-representation (ρλ, Vλ) of highest weight λ,
and the subspace Vλ is annihilated by p
−. With similar arguments as for type Ifin, it
now follows that
fρ(g) = pV πλ(g)pV ∈ B(Vλ)
is positive definite, so that ρ is inducible.
Remark 8.2. Suppose that, in the preceding proof, for one of the groups
Ûres(H), Ôres(HR), Ŝpres(HH)
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we have c = 0. Then the corresponding highest weight λ is finitely supported and
we derive from [Ne98, Sects. V-VII] that the corresponding unitary highest weight
representation of the corresponding non-extended group
Ures(H), Ores(HR), Spres(HH)
extends to a bounded representation of the corresponding full group
U(H), O(HR), Sp(HH).
In particular, the corresponding highest weight representation is bounded.
Suppose, conversely, that c 6= 0. We want to show that the corresponding highest
weight representation πλ is unbounded. To this end, it suffices to show that for the
corresponding set Pλ of weights, the set of all values Pλ(d) is infinite.
For type I∞ we have λ = (c+λ+, λ−) : J → Z and the groupW = S(J) of all finite
permutations of J acts on the weight set Pλ with respect to t1 ⊆ k1. Let F ⊆ J+ be
a finite subset not contained in the support of λ+ and w ∈ W be an involution with
w(F+) ⊆ J− \ supp(λ−) and w(j) = j for j 6∈ F+ ∪ w(F+). Then
λ− wλ = c
∑
j∈F+
(εj − εw(j))
has on −i · d the value c|F+|, which can be arbitrarily large.
For type II we have λ = c/2 + µ and the weight set is invariant under the Weyl
group W which contains in particular sign changes s(hj) = (εjhj), where εj ∈ {±1},
and F = {j ∈ J : εj = −1} can be any finite subset of J with an even number of
elements (cf. Example C.6). For F ∩ supp(µ) = ∅, we then obtain
(λ− wλ)(−i · d) = c|F |,
which can be arbitrarily large.
For type III we have λ = c+ µ and a similar argument applies.
Example 8.3. (Finite type I) If one of the spaces H+ or H− in H = H++H− is finite
dimensional, then G = Ures(H) = U(H) is the full unitary group. Since every open
invariant cone in u(H) intersects the center (Theorem 4.6), all irreducible semibounded
representations of G are bounded (Proposition 4.4).
According to Theorem 5.17, every bounded irreducible representation (ρ, V ) of
U(H) is a tensor product of a representation (ρ0, V0) whose restriction to U∞(H) is
irreducible and of a representation (ρ1, V1) with U∞(H) ⊆ kerρ1. The representations
ρ0 are easily classified by their highest weights, as described in Appendix D but for
the representations ρ1 there is no concrete classification available (cf. Remark 5.19).
Example 8.4. (Infinite type I) Consider the group Ĝ = Ûres(H) with dimH+ =
dimH− = ∞. For representations which are trivial on the center, i.e., c = 0, we
obtain for λ = (λ+, λ−) the necessary condition λ+ ≤ 0 ≤ λ−, which leads to a
representation of K ∼= U(H+)×U(H−) on a subspace
Hλ+ ⊗Hλ− ⊆ (H∗+)⊗n ⊗H⊗m− ⊆ (H∗)⊗n ⊗H⊗m
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(cf. Appendix D).
On the latter space we have a unitary representation of U(H). We claim that it
contains a subrepresentation which is holomorphically induced from the representation
of U(H+) × U(H−) on Hλ+ ⊗ Hλ− . In fact, the natural action of p− ∼= B2(H+,H−)
annihilates the subspace Hλ+ ⊆ (H∗+)⊗n ⊆ (H∗)⊗n and likewise, it annihilates the
subspace Hλ− ⊆ H⊗m− ⊆ H⊗m. Now the assertion follows from [Ne10d, Cor. 3.9].
A Analytic operator-valued positive definite func-
tions
In this appendix we discuss operator-valued positive definite functions on Lie groups.
The main result is Theorem A.7, asserting that local analytic positive definite functions
extend to global ones. This generalizes the corresponding result for the scalar case in
[Ne10b].
Definition A.1. Let X be a set and K be a Hilbert space.
(a) A function Q : X ×X → B(K) is called a B(K)-valued kernel. It is said to be
hermitian if Q(z, w)∗ = Q(w, z) holds for all z, w ∈ X .
(b) A hermitian B(K)-valued kernel K on X is said to be positive definite if for
every finite sequence (x1, v1), . . . , (xn, vn) in X ×K we have
n∑
j,k=1
〈Q(xj , xk)vk, vj〉 ≥ 0.
(c) If (S, ∗) is an involutive semigroup, then a function ϕ : S → B(K) is called
positive definite if the kernel Qϕ(s, t) := ϕ(st
∗) is positive definite.
(d) Positive definite kernels can be characterized as those for which there exists a
Hilbert space H and a function γ : X → B(H,K) such that
Q(x, y) = γ(x)γ(y)∗ for x, y ∈ X
(cf. [Ne00, Thm. I.1.4]). Here one may assume that the vectors γ(x)∗v, x ∈ X, v ∈ K,
span a dense subspace of H. Then the pair (γ,H) is called a realization of K. The
map Φ: H → KX ,Φ(v)(x) := γ(x)v, then realizes H as a Hilbert subspace of KX with
continuous point evaluations evx : H → K. It is the unique Hilbert subspace in KX
with this property for which Q(x, y) = evx ev
∗
y for x, y ∈ X . We write HQ ⊆ KX for
this subspace and call it the reproducing kernel Hilbert space with kernel Q.
Remark A.2. Let Q : X×X → B(K) and f : X → GL(K) be functions. It is obvious
that the kernel Q is positive definite if and only if the modified kernel
(x, y) 7→ f(x)Q(x, y)f(y)∗
is positive definite.
Theorem A.3. Let M be an analytic Fre´chet manifold and H, K be Hilbert spaces.
Then a function γ : M → B(H,K) is analytic if and only if the kernel Q(x, y) :=
γ(x)γ(y)∗ ∈ B(K) is analytic on an open neighborhood of the diagonal in M ×M .
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Proof. Since the map B(H,K) × B(H,K) → B(K), (A,B) 7→ AB∗ is continuous and
real bilinear, it is real analytic. Therefore the analyticity of γ implies that Q is analytic.
Conversely, we assume that Q is analytic. On the analytic Fre´chet manifold X :=
M ×K we obtain the positive definite kernel
Q˜((m, v), (m′, v′)) := 〈Q(m,m′)v′, v〉 = 〈γ(m)γ(m′)∗v′, v〉 = 〈γ(m′)∗v′, γ(m)∗v〉
which is analytic by assumption. Therefore [Ne10b, Thm. 5.1] implies that the map
Γ: M ×K → H, (m, v) 7→ γ(m)∗v
is analytic.
Since the assertion we have to prove is local, we may w.l.o.g. assume that M is an
open subset of a real Fre´chet space V . Pick x0 ∈M . Then the definition of analyticity
implies the existence of an open neighborhood UV of x0 in the complexification VC
with UV ∩ V ⊆ M and an open 0-neighborhood UK ⊆ K such that Γ extends to a
holomorphic function
ΓC : UV × UK → H.
Then ΓC(m, v) is linear in the second argument, hence of the form ΓC(m, v) = γC(m)
∗v,
where γC(m)
∗ ∈ B(K,H). From ‖γ(m)‖2 = ‖Q(m,m)‖ we further derive that γ is
locally bounded, so that we may w.l.o.g. assume that γC is bounded. Now [Ne00,
Prop. I.1.9] implies that γC : UV → B(K) is holomorphic, and hence that γ is real
analytic in a neighborhood of x0.
Definition A.4. Let K be a Hilbert space, G be a group, and U ⊆ G be a subset. A
function ϕ : UU−1 → B(K) is said to be positive definite if the kernel
Qϕ : U × U → B(K), (x, y) 7→ ϕ(xy−1)
is positive definite.
Definition A.5. A Lie groupG is said to be locally exponential if it has an exponential
function exp: g = L(G) → G for which there is an open 0-neighborhood U in L(G)
mapped diffeomorphically onto an open subset of G. If, in addition, G is analytic and
the exponential function is an analytic local diffeomorphism in 0, then G is called a
BCH–Lie group. Then the Lie algebra L(G) is a BCH–Lie algebra, i.e., there exists an
open 0-neighborhood U ⊆ g such that, for x, y ∈ U , the BCH series
x ∗ y = x+ y + 1
2
[x, y] + · · ·
converges and defines an analytic function U × U → g, (x, y) 7→ x ∗ y. The class of
BCH–Lie groups contains in particular all Banach–Lie groups ([Ne06, Prop. IV.1.2]).
Definition A.6. Let (ρ,D) be a ∗-representation of UC(g) on the pre-Hilbert space D,
i.e.,
〈ρ(D)v, w〉 = 〈v, ρ(D∗)w〉 for D ∈ UC(g), v, w ∈ D.
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We call a subset E ⊆ D equianalytic if there exists a 0-neighborhood U ⊆ g such that
∞∑
n=0
‖ρ(x)nv‖
n!
<∞ for v ∈ E, x ∈ U.
This implies in particular that each v ∈ E is an analytic vector for every ρ(x), x ∈ g.
Theorem A.7. (Extension of local positive definite analytic functions) Let G be a
simply connected Fre´chet–BCH–Lie group, V ⊆ G an open connected 1-neighborhood,
K be a Hilbert space and ϕ : V V −1 → B(K) be an analytic positive definite function.
Then there exists a unique analytic positive definite function ϕ˜ : G → B(K) extend-
ing ϕ.
Proof. The uniqueness of ϕ˜ follows from the connectedness of G and the uniqueness
of analytic continuation.
Step 1: To show that ϕ˜ exists, we consider the reproducing kernel Hilbert space
HQ ⊆ KV defined by the kernel Q via f(g) = Qgf for g ∈ V and Q(h, g) = QhQ∗g for
g, h ∈ V (Definition A.1(d)). Then the analyticity of the function
V × V → B(K), (g, h) 7→ Q(g, h) = ϕ(gh−1)
implies that the map η : V → B(HQ,K), g 7→ Qg is analytic (Theorem A.3). Here we
use that G is Fre´chet. Hence all functions in HQ are analytic, so that we obtain for
each x ∈ g an operator
Lx : HQ → Cω(V,K), (Lxf)(g) := d
dt t=0
f(g exp(tx)) =
d
dt t=0
Qg exp(tx)f, g ∈ V.
For v ∈ K, we then have
(LxQ
∗
hv)(g) =
d
dt t=0
Qg exp(tx)Q
∗
hv =
d
dt t=0
ϕ(g exp(tx)h−1)v
=
d
dt t=0
QgQ
∗
h exp(−tx)v =
d
dt t=0
(Q∗h exp(−tx)v)(g)
for g, h ∈ V, x ∈ g, which means that
LxQ
∗
h =
d
dt t=0
Q∗h exp(−tx) ∈ B(K,HQ).
Iterating this argument, we see by induction that, for x1, . . . , xn ∈ g,
Lx1 · · ·LxnQ∗h =
∂n
∂t1 · · · ∂tn t1=...=tn=0
Q∗h exp(−tnxn)··· exp(−t1x1) (18)
defines a bounded operator K → HQ.
Step 2: For an open subset W ⊆ V , we thus obtain the subspace
D(W ) := span{Lx1 · · ·LxnQ∗hv : v ∈ K, h ∈W,x1, . . . , xn ∈ g, n ∈ N0}
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of HQ and operators
ρ(x) := Lx|D : D(V )→ D(V ), x ∈ g,
defining a representation ρ : g → End(D(V )).5 Here we use that D(V ) ⊆ Cω(V,K)
and the fact that g acts by left invariant vector fields on this space. Next we observe
that
〈Lx1 · · ·LxnQ∗hv,Q∗gw〉
=
∂n
∂t1 · · · ∂tn t1=...=tn=0
〈QgQ∗h exp(−tnxn)··· exp(−t1x1)v, w〉
=
∂n
∂t1 · · · ∂tn t1=...=tn=0
〈ϕ(g exp(t1x1) · · · exp(tnxn)h−1)v, w〉
=
∂n
∂t1 · · · ∂tn t1=...=tn=0
〈Q∗hv,Q∗g exp(t1x1)··· exp(tnxn)w〉
= 〈Q∗hv, (−Lxn) · · · (−Lx1)Q∗gw〉.
Therefore ρ(x) ⊆ −ρ(x)∗, and thus ρ extends to a ∗-representation of UC(g) on D(V ).
Step 3: Since η is analytic, we derive from (18) for each g ∈ V and sufficiently
small x ∈ g, the relation
Q∗g exp(−x) =
∞∑
n=0
1
n!
ρ(x)nQ∗g. (19)
Since derivatives of analytic functions are also analytic, using (18) again implies that
D(V ) consists of analytic vectors for the representation ρ of g.
Step 4: Let WG ⊆ V be an open 1-neighborhood and Wg ⊆ g an open balanced
0-neighborhood with WG exp(Wg) ⊆ V . Next we show that D(WG) is equianalytic
and spans a dense subspace of HQ.
Since the map WG × Wg → B(K,HQ), (g, x) 7→ Q∗g exp(x) is analytic, [Ne10b,
Lemma 7.2] shows that, after shrinking WG and Wg, we may assume that
Q∗g exp(−x) =
∞∑
n=0
1
n!
ρ(x)nQ∗g for g ∈WG, x ∈ Wg. (20)
This implies that D(WG) is equianalytic. To see that D(WG) is dense, we use the
analyticity of η to see that η(V )∗K ⊆ D(WG), which implies that D(WG) is dense in
HQ.
Applying [Ne10b, Thm. 6.8] to the ∗-representation (ρ,D(WG)), we now obtain a
continuous unitary representation (π,HQ) of G with π(exp(x)) = eρ(x) for every x ∈ g.
Then
ϕ˜(g) := Q1π(g)Q
∗
1
5In [Ne10b, Thm. 7.3] we prove a version of the present theorem for the special case K = C. In
loc.cit. we claim that H0
Q
is invariant under the Lie algebra g, but this need not be the case. The
argument given here, where H0
Q
is enlarged to D(V ) corrects this point.
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is a positive definite B(K)-valued function on G, and for x ∈Wg we obtain from (20)
ϕ˜(expx)v = Q1π(exp x)Q
∗
1
v = Q1
∞∑
n=0
ρ(x)n
n!
Q∗
1
v = Q1Q
∗
− exp xv = ϕ(expx)v.
Since the kernel
(g, h) 7→ ϕ˜(gh−1) = Q1π(gh−1)Q∗1 = (Q1π(g))(Q1π(h))∗
is analytic in a neighborhood of the diagonal, Theorem A.3 implies that the map
G→ B(HQ,K), g 7→ Q1π(g)
is analytic, and this in turn implies that ϕ˜ is analytic. As ϕ˜ coincides with ϕ in a
1-neighborhood, the analyticity of ϕ and ϕ˜, together with the connectedness of V lead
to ϕ˜|V = ϕ.
B Applications to holomorphically induced repre-
sentations
Let g be a Banach–Lie algebra and d ∈ g be an elliptic element, i.e., eR ad d is bounded.
We say that d satisfies the splitting condition if 0 is an isolated spectral value of add
(cf. [Ne10d]). With h := ker add, we then obtain an add-invariant direct sum decom-
position gC = p
+⊕hC⊕p−, where the spectrum of ∓i add on p± is contained in ]0,∞[.
Let G be a connected Lie group with Lie algebra g. We consider a bounded repre-
sentation (ρ, V ) of H = 〈exp h〉 ⊆ G and want to obtain criteria for the holomorphic
inducibility of (ρ, V ).
We recall the closed subalgebra q = p+ ⋊ hC ⊆ gC. Let U± ⊆ p± and U0 ⊆ hC be
open convex 0-neighborhoods for which the BCH-multiplication map
U+ × U0 × U− → gC, (x+, x0, x−) 7→ x+ ∗ x0 ∗ x−
is biholomorphic onto an open subset U of gC. We then define a holomorphic map
F : U → B(V ), F (x+ ∗ x0 ∗ x−) := edρ(x0).
Theorem B.1. The following are equivalent:
(i) (ρ, V ) is holomorphically inducible.
(ii) fρ(expx) := F (x) defines a positive definite analytic function on a 1-neighborhood
of G.
Proof. (i) ⇒ (ii): Let (π,H) be the unitary representation of G obtained by holo-
morphic induction from (ρ, V ). We identify V with the corresponding closed sub-
space of H and write pV : H → V for the corresponding orthogonal projection. For
v ∈ V ⊆ (Hω)p− ([Ne10d, Rem. 2.18]) we let fvρ : Uv → H be a holomorphic map on
an open convex 0-neighborhood Uv ⊆ U satisfying fvρ (x) = π(exp x)v for x ∈ Uv ∩ g.
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Then dπ(p−)v = {0} implies that Lzfvρ = 0 for z ∈ p−. For w ∈ V and z ∈ p+, we
also obtain
〈(Rzfvρ )(x), w〉 = 〈dπ(z)fvρ (x), w〉 = 〈fvρ (x), dπ(z∗)w〉 = 0.
This proves that Rz(pV ◦ fv) = 0. We conclude that, for x± and x0 sufficiently close
to 0, we have
pV f
v
ρ (x+ ∗ x0 ∗ x−) = fρv(x0) = edρ(x0)v = F (x+ ∗ x0 ∗ x−)v.
Therefore pV ◦ fvρ extends holomorphically to U and
〈π(exp x)v, w〉 = 〈F (x)v, w〉 for x ∈ Uv ∩ g, v, w ∈ V.
We conclude that F (x) = pV π(expx)pV holds for x sufficiently close to 0, and hence
that fρ(expx) = pV π(exp x)pV defines a positive definite function on a 1-neighborhood
of the real Lie group G.
(ii) ⇒ (i): From Theorem A.7 it follows that some restriction of fρ to a possibly
smaller 1-neighborhood in G extends to a global analytic positive definite function
ϕ. Then the vector-valued GNS construction yields a unitary representation of G
on the corresponding reproducing kernel Hilbert space Hϕ ⊆ V G for which all the
elements of H0ϕ = span(ϕ(G)V ) are analytic vectors. In particular, V ⊆ Hωϕ consists
of smooth vectors, and the definition of fρ implies that dπ(p
−)V = {0}. Therefore
[Ne10d, Thm. 2.17] implies that the representation (π,Hϕ) is holomorphically induced
from (ρ, V ).
C Classical groups of operators
In this appendix we review the zoo of classical groups of operators on Hilbert spaces
showing up in this paper.
C.1 Unitary and general linear groups
For a Hilbert space H over K ∈ {R,C,H}, we write GL(H) = GLK(H) for the group
of K-linear topological isomorphisms of H, which is the unit group of the real Banach
algebra B(H) of bounded K-linear operators on H. It contains the subgroup
UK(H) := U(H) := {g ∈ GLK(H) : g∗ = g−1} (21)
of unitary operators with Lie algebra u(H) = {x ∈ gl(H) : x∗ = −x}. If H is real, then
we also write O(H) := UR(H), and if H is quaternionic, we also write Sp(H) := UH(H)
for the corresponding unitary groups.
In many situations it is convenient to describe real Hilbert spaces as pairs (H, σ),
where H is a complex Hilbert space and σ : H → H is a conjugation, i.e., an antilinear
isometry with σ2 = idH. Then Hσ := {v ∈ H : σ(v) = v} is a real Hilbert space and,
conversely, every real Hilbert space H arises this way by the canonical conjugation σ
on HC with (HC)σ = H. Then
O(H) ∼= {g ∈ U(HC) : gσ = σg} and GLR(H) ∼= {g ∈ GL(HC) : gσ = σg}. (22)
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For x ∈ B(HC) we put x⊤ := σx∗σ and obtain
O(H) = {g ∈ U(HC) : g⊤ = g−1}, o(H) = {x ∈ u(HC) : x⊤ = −x}.
For the complex symmetric bilinear form β(x, y) := 〈x, σy〉 on HC, the orthogonal
group is
O(HC, β) = {g ∈ GL(HC) : g⊤ = g−1}
with Lie algebra o(HC, β) ∼= o(H)C.
In the following we write Herm(H) := {x ∈ B(H) : x∗ = x},
Sym(H) := {x ∈ B(H) : x⊤ = x} and Skew(H) := {x ∈ B(H) : x⊤ = −x}.
A quaternionic Hilbert space H can be considered as a complex Hilbert space HC
(the underlying complex Hilbert space), endowed with an anticonjugation σ, i.e., σ is
an antilinear isometry with σ2 = −1. Then
Sp(H) = {g ∈ U(HC) : gσ = σg} and GLH(H) = {g ∈ GL(HC) : gσ = σg}. (23)
For x ∈ B(HC) we put x♯ := σx∗σ and obtain
Sp(H) = {g ∈ U(HC) : g♯ = g−1}, sp(H) = {x ∈ u(HC) : x♯ = −x}.
For the complex skew-symmetric bilinear form ω(x, y) := 〈x, σy〉 onHC, the symplectic
group is
Sp(HC, ω) = {g ∈ GL(HC) : g♯ = g−1}
with Lie algebra sp(HC, ω) = sp(H)C. In [Ne02] we also use the notation GL(HC, σ) =
O(HC, β) in the real case and GL(HC, σ) = Sp(HC, ω) in the quaternionic case.
C.2 Root systems of classical groups
Definition C.1. (a) Let g be a real Lie algebra and gC be its complexification. If
σ : gC → gC denotes the complex conjugation with respect to g, we write x∗ := −σ(x)
for x ∈ gC, so that g = {x ∈ gC : x∗ = −x}. Let t ⊆ g be a maximal abelian subalgebra
and h := tC ⊆ gC be its complexification. For a linear functional α ∈ h∗,
gαC = {x ∈ gC : (∀h ∈ h) [h, x] = α(h)x}
is called the corresponding root space, and
∆ := {α ∈ h∗ \ {0} : gαC 6= {0}}
is the root system of the pair (gC, h). We then have g
0
C
= h and [gα
C
, gβ
C
] ⊆ gα+β
C
, hence
in particular [gα
C
, g−α
C
] ⊆ h.
(b) If g is a Banach–Lie algebra, then we say that t is elliptic if the group ead t is
bounded in B(g). We then have
(I1) α(t) ⊆ iR for α ∈ ∆, and therefore
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(I2) σ(gα
C
) = g−α
C
for α ∈ ∆.
Lemma C.2. Suppose that t ⊆ g is elliptic. For 0 6= xα ∈ gαC, the subalgebra
gC(xα) := spanC{xα, x∗α, [xα, x∗α]}
is σ-invariant and of one of the following types:
(A) The abelian type: [xα, x
∗
α] = 0, i.e., gC(xα) is two dimensional abelian.
(N) The nilpotent type: [xα, x
∗
α] 6= 0 and α([xα, x∗α]) = 0, i.e., gC(xα) is a three
dimensional Heisenberg algebra.
(S) The simple type: α([xα, x
∗
α]) 6= 0, i.e., gC(xα) ∼= sl2(C). In this case we distinguish
two cases:
(CS) α([xα, x
∗
α]) > 0, i.e., gC(xα) ∩ g ∼= su2(C), and
(NS) α([xα, x
∗
α]) < 0, i.e., gC(xα) ∩ g ∼= su1,1(C) ∼= sl2(R).
Proof. (cf. [Ne10c, App. C]) First we note that, in view of x∗α ∈ g−αC , [Ne98, Lemma I.2]
applies, and we see that gC(xα) is of one of the three types (A), (N) and (S). We note
that α([xα, x
∗
α]) ∈ R because of (I2) and [xα, x∗α] ∈ it. Now it is easy to check that
gC(xα) ∩ g is of type (CS), resp., (NS), according to the sign of this number.
Definition C.3. Assume that gα
C
= Cxα is one dimensional and that gC(xα) is of
type (S). Then there exists a unique element αˇ ∈ h ∩ [gα
C
, g−α
C
] with α(αˇ) = 2. It is
called the coroot of α. The root α ∈ ∆ is said to be compact if for 0 6= xα ∈ gαC we
have α([xα, x
∗
α]) > 0 and non-compact otherwise. We write ∆c for the set of compact
and ∆nc for the set of non-compact roots. Lemma C.2 implies that
αˇ ∈ R+[xα, x∗α] for α ∈ ∆c and αˇ ∈ R+[x∗α, xα] for α ∈ ∆nc. (24)
The Weyl group W ⊆ GL(h) is the subgroup generated by all reflections
rα(x) := x− α(x)αˇ.
It acts on the dual space by the adjoint maps
r∗α(β) := β − β(αˇ)α.
We now describe the relevant root data for the three types of unitary Lie algebras
over K ∈ {R,C,H}.
Example C.4. (Root data of unitary Lie algebras) Let H be a complex Hilbert
space with orthonormal basis (ej)j∈J and t ⊆ g := u(H) be the subalgebra of all
diagonal operators with respect to the ej . Then t is elliptic and maximal abelian,
h = tC ∼= ℓ∞(J,C), and the set of roots of gC = gl(H) with respect to h is given by
∆ = {εj − εk : j 6= k ∈ J}.
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Here the operator Ejkem := δkmej is an h-eigenvector in gl(H) generating the corre-
sponding eigenspace and εj(diag(hk)k∈J ) = hj . From E∗jk = Ekj it follows that
(εj − εk)ˇ = Ejj − Ekk = [Ejk, Ekj ] = [Ejk, E∗jk],
so that ∆ = ∆c, i.e., all roots are compact.
The Weyl group W is isomorphic to the group S(J) of finite permutations of J ,
acting in the canonical way on h. It is generated by the reflections rjk := rεj−εk
corresponding to the transpositions of j 6= k ∈ J .
Example C.5. (Root data of symplectic Lie algebras) For a complex Hilbert space H
with a conjugation σ, we consider the quaternionic Hilbert space HH := H2, where the
quaternionic structure is defined by the anticonjugation σ˜(v, w) := (σw,−σv). Then
g := sp(HH) = {x ∈ u(H2) : σ˜x = xσ˜} and
sp(HH)C =
{(
A B
C −A⊤
)
∈ B(H2) : B⊤ = B,C⊤ = C
}
.
Let (ej)j∈J be an orthonormal basis of H and t ⊆ g ⊆ u(H2) be the subalgebra of all
diagonal operators with respect to the basis elements (ej , 0) and (0, ek) of H2. Then t
is elliptic and maximal abelian in g. Moreover, h = tC ∼= ℓ∞(J,C), consists of diagonal
operators of the form h = diag((hj), (−hj)), and the set of roots of gC with respect to
h is given by
∆ = {±2εj,±(εj ± εk) : j 6= k, j, k ∈ J},
where εj(h) = hj . If we write Ej ∈ h for the element defined by εk(Ej) = δjk, then
the coroots are given by
(εj ± εk )ˇ = Ej ± Ek for j 6= k and (2εj )ˇ = Ej . (25)
Here the roots εj − εk correspond to block diagonal operators, the roots εj + εk to
strictly upper triangular operators, and the roots −εj − εk to strictly lower triangular
operators. Again, all roots are compact, and the Weyl group W is isomorphic to the
group N ⋊ S(J), where N ∼= {±1}(J) is the group of finite sign changes on ℓ∞(J,R).
In fact, the reflection rεj−εk acts as a transposition and the reflection r2εj changes the
sign of the jth component.
Example C.6. (Root data of orthogonal Lie algebras) Let HR be an infinite dimen-
sional real Hilbert space and (ej)j∈J˜ be an orthonormal basis of HR. Since J˜ is infinite,
it contains a subset J for which there exists an involution η : J˜ → J˜ with η(J) = J˜ \J
and J˜ = J∪˙η(J). Then
Iej :=
{
eη(j) for j ∈ J
−eη(j) for j ∈ η(J)
defines an orthogonal complex structure on HR. This complex structure defines on HR
the structure of a complex Hilbert space H := (HR, I). We write σ for the conjugation
on H defined by σ(ej) = ej for j ∈ J .
57
Then ι : H → H⊕H, v 7→ 1√
2
(v, σ(v)) is real linear and isometric. Since its image
is a totally real subspace, ι extends to a unitary isomorphism ιC : HC → H2. Let
β : H2 → C denote the complex bilinear extension of the scalar product of HR, so that
o(HR)C ∼= o(H2, β). It is given by
β((x, y), (x′, y′)) = β(x, y′) + β(x′, y) = 〈x, σ(y′)〉+ 〈x′, σ(y)〉
because the right hand side is complex bilinear and has the correct restriction to ι(H).
This implies that
o(HR)C ∼= o(H2, β) =
{
X ∈ gl(H2) : X⊤
(
0 1
1 0
)
+
(
0 1
1 0
)
X = 0
}
=
{(
A B
C −A⊤
)
∈ B(H2) : B⊤ = −B,C⊤ = −C
}
.
For the conjugation σ˜(v, w) = (σ(w), σ(v)) with respect to ι(H), we have
g := o(HR) ∼= {x ∈ u(H2) : σ˜x = xσ˜}.
Now (ej)j∈J is an orthonormal basis of the complex Hilbert spaceH and the subalgebra
t ⊆ g ⊆ u(H2) of all diagonal operators with respect to the basis elements (ej , 0) and
(0, ek) of H2 is elliptic and maximal abelian in g. Again, h = tC ∼= ℓ∞(J,C) consists of
diagonal operators of the form h = diag((hj), (−hj)), and the set of roots of gC with
respect to h is given by
∆ = {±(εj ± εk) : j 6= k, j, k ∈ J}.
As in Example C.5, all roots are compact, but since 2εj is not a root and the reflection
rεj+εk changes the sign of the j- and the k-component, the Weyl groupW is isomorphic
to the group Neven ⋊ S(J), where Neven is the group of finite even sign changes.
C.3 c-duality and complexification of glK(H)
In the preceding discussion we have seen 3 types of unitary groups UK(H): O(H),
U(H) and Sp(H) for K = R,C and H, and their complexifications O(HC, β), GL(H)
and Sp(HC, ω). We have also seen the subgroups GLK(H) = UK(H) exp(HermK(H)) of
UK(H)C which are symmetric Lie groups with respect to the involution θ(g) = (g∗)−1
and the corresponding decomposition glK(H) = uK(H)⊕HermK(H) of the Lie algebra.
The corresponding c-dual symmetric Lie algebras correspond to unitary groups:
(R) glR(H)c = o(H)⊕ i Sym(H) ∼= u(HC).
(C) glC(H)c = u(H)⊕ iHerm(H) ∼= u(H)2.
(H) glH(H)c = sp(H)⊕ iHermH(H) ∼= u(HC).
The complexifications of these Lie algebras are
glR(H)C ∼= gl(HC), glC(H)C ∼= gl(H)2 and glH(H)C ∼= gl(HC).
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C.4 Variants of hermitian groups
We shall also need the following variant of the hermitian groups.
Example C.7. IfH = H+⊕H− is an orthogonal decomposition of the complex Hilbert
space H, then h((z+, z−), (w+, w−)) := 〈z+, w+〉 − 〈z−, w−〉 defines a hermitian form
on H. We write
U(H+,H−) := U(H, h) ⊆ GL(H) (26)
for the corresponding group of complex linear h-isometries. Its Lie algebra u(H+,H−)
is a real form of gl(H).
Let J := J+∪˙J− be such that (ej)j∈J± is an ONB of H±. We have seen in
Example C.4, that the root system ∆ of u(H+,H−)C ∼= gl(H) ∼= u(H)C with respect
to the subalgebra h ∼= ℓ∞(J,C) of diagonal matrices with respect to the ej is given by
∆ = {εj − εk : j 6= k ∈ J}
(cf. Example C.4). For d := i2 diag(1,−1), we obtain the compact roots
∆c = ∆k := {α ∈ ∆: α(d) = 0} = {εj − εk : j 6= k ∈ J+; j 6= k ∈ J−}
corresponding to the complexification gl(H+)⊕ gl(H−) of the centralizer
u(H+,H−) ∩ u(H) ∼= u(H+)⊕ u(H−)
of d in u(H+,H−), and the non-compact roots ∆nc = ∆+p ∪∆−p , where
∆±p := {α ∈ ∆: α(−i · d) = ±1} = ±{εj − εk : j ∈ J+, k ∈ J−} (27)
correspond to the ±i-eigenspaces of add in gl(H) (cf. Example 5.14(b)).
Example C.8. For a complex Hilbert space H with a conjugation σ, we define the
corresponding symplectic group by
Sp(H) :=
{
g ∈ U(H,H) : g⊤
(
0 1
−1 0
)
g =
(
0 1
−1 0
)}
(28)
with the Lie algebra
sp(H) =
{(
A B
B∗ −A⊤
)
∈ B(H2) : A∗ = −A,B⊤ = B
}
and note that
sp(H)C =
{(
A B
C −A⊤
)
∈ B(H2) : B⊤ = B,C⊤ = C
}
.
The anticonjugation σ˜(v, w) := (σw,−σv) defines a quaternionic structure on H2. We
write HH for the so obtained quaternionic Hilbert space. The skew-symmetric complex
bilinear form on H2 defined by σ˜ is given by
ω((v, w), (v′, w′)) = 〈(v, w), (−σw′, σv′)〉 = 〈w, σv′〉 − 〈v, σw′〉
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and sp(H)C ∼= sp(H2, ω) ∼= sp(HH)C (cf. Example C.5).
Let (ej)j∈J be an ONB of H. In Example C.5 we have seen that the root system
∆ of sp(H2, ω) with respect to the subalgebra h ∼= ℓ∞(J,C) of diagonal matrices is
∆ = {±2εj,±(εj ± εk) : j 6= k, j, k ∈ J},
For d := i2 diag(1,−1) ∈ h, we obtain the compact roots
∆c = ∆k := {α ∈ ∆: α(d) = 0} = {εj − εk : j 6= k ∈ J}
corresponding to the complexification of sp(H)∩ u(H2) ∼= u(H), and the non-compact
roots
∆±p := {α ∈ ∆: α(−i · d) = ±1} = ±{εj + εk : j, k ∈ J}.
Example C.9. In a similar fashion, we define for a complex Hilbert space H with a
conjugation σ
O∗(H) :=
{
g ∈ U(H,H) : g⊤
(
0 1
1 0
)
g =
(
0 1
1 0
)}
(29)
with the Lie algebra
o∗(H) =
{(
A B
B∗ −A⊤
)
∈ B(H2) : A∗ = −A,B⊤ = −B
}
and
o∗(H)C =
{(
A B
C −A⊤
)
∈ B(H2) : B⊤ = −B,C⊤ = −C
}
.
The conjugation (v, w) 7→ (σw, σv) defines a symmetric complex bilinear form
β((v, w), (v′, w′)) = 〈(v, w), (σw′ , σv′)〉 = 〈v, σw′〉+ 〈w, σv′〉
on H2 with o∗(H)C ∼= o(H2, β).
Let (ej)j∈J be an ONB of H. According to Example C.6, the root system ∆ of
o(H2, β) with respect to the subalgebra h ∼= ℓ∞(J,C) of diagonal matrices is given by
∆ = {±εj ± εk : j 6= k ∈ J},
For d := i2 diag(1,−1) ∈ h, we obtain the compact roots
∆c = ∆k := {α ∈ ∆: α(d) = 0} = {εj − εk : j 6= k ∈ J}
corresponding to the complexification of o∗(H) ∩ u(H2) ∼= u(H) and the non-compact
roots
∆±p := {α ∈ ∆: α(−i · d) = ±1} = ±{εj + εk : j 6= k ∈ J}.
Example C.10. For a real Hilbert space HR, we consider the pseudounitary group
O(R2,HR) of the indefinite quadratic form
q(x, v) := ‖x‖2 − ‖v‖2 = 〈Q(x, v), (x, v)〉, Q =
(
1 0
0 −1
)
,
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on R2⊕HR. Let H := (R2⊕HR, I) be the complex Hilbert space, where I is a complex
structure on R2⊕HR given by I(x, y) = (−y, x) on R2 and an by an orthogonal complex
structure on HR. Let (ej)j∈J be an orthonormal basis of this complex Hilbert space
and j0 ∈ J with ej0 = (1, 0) ∈ R2 and define a conjugation σ on H by σ(ej) = ej for
j ∈ J .
We realize O(R2,HR) as a subgroup of O(H2, β), where β is the complex bilinear
extension of β to H2 ∼= HC as follows. The conjugation (v, w) 7→ (σw, σv) defines a
symmetric complex bilinear form
β((v, w), (v′, w′)) = 〈(Qv,Qw), (σw′, σv′)〉 = 〈Qv, σw′〉+ 〈Qw, σv′〉
onH2 with o(R2,HR)C ∼= o(H2, β). Then the corresponding complex orthogonal group
is
O(H2, β) =
{
g ∈ GL(H2) : g⊤
(
0 Q
Q 0
)
g =
(
0 Q
Q 0
)}
(30)
with the Lie algebra
o(H2, β) =
{
X ∈ B(H2) : X⊤
(
0 Q
Q 0
)
+
(
0 Q
Q 0
)
X = 0
}
=
{(
A B
C D
)
∈ B(H2) : B⊤ = −QBQ,C⊤ = −QCQ,D = −QA⊤Q
}
.
The subalgebra h ∼= ℓ∞(J,C) of diagonal matrices diag((hj), (−hj)) ∈ gl(H2) is maxi-
mal abelian in o(H2, β) and the root system ∆ of o(H2, β) with respect to h is given
by
∆ = {±εj ± εk : j 6= k ∈ J}.
Then
d := diag
((
0 −1
1 0
)
, 0
)
∈ o(R2,HR)
corresponds to h = diag(hj) ∈ h with hj = δj,j0 i, so that
∆k := {α ∈ ∆: α(d) = 0} = {±εj ± εk : j 6= k ∈ J \ {j0}}
and
∆±p := {α ∈ ∆: α(−i · d) = ±1} = {±εj0 + εj ,±εj0 − εj : j0 6= j ∈ J}.
C.5 Groups related to Schatten classes
For the algebra B(H) of bounded operators on the K-Hilbert space H, the ideal of
compact operators is denoted K(H) = B∞(H), and for 1 ≤ p <∞, we write
Bp(H) := {A ∈ K(H) : tr((A∗A)p/2) <∞}
for the Schatten ideals. In particular, B2(H) is the space of Hilbert–Schmidt operators
and B1(H) the space of trace class operators. For two Hilbert spaces H±, we put
B2(H−,H+) := {A ∈ B(H−,H+) : tr(A∗A) <∞}.
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For 1 ≤ p ≤ ∞, we obtain Lie groups
GLp(H) := GL(H) ∩ (1+Bp(H)) and Up(H) := U(H) ∩GLp(H)
with the Lie algebras
glp(H) := Bp(H) and up(H) := u(H) ∩ glp(H).
For K = C, we have a determinant homomorphism
det: GL1(H)→ C× with det(U1(H)) = T.
With SU(H) := ker(det |U1(H)), we then obtain
U1(H) ∼= T ⋉ SU(H) and U˜1(H) ∼= R⋉ SU(H) (31)
for the simply connected covering group (cf. [Ne04, Prop. IV.21]).
C.6 Restricted groups
Let H be a complex Hilbert space which is a direct sum H = H+ ⊕H−. Then
Bres(H) :=
{(a b
c d
)
∈ B(H) : b ∈ B2(H−,H+), c ∈ B2(H+,H−)
}
is a complex Banach-∗ algebra. Its unit group is
GLres(H) = GL(H) ∩Bres(H).
Intersecting with GLres(H), we obtain various restricted classical groups:
Ures(H) := U(H) ∩GLres(H) (the restricted unitary group).
Ures(H+,H−) := U(H+,H−) ∩GLres(H) (the restricted pseudo-unitary group).
Spres(H) := Sp(H) ∩GLres(H⊕H) (the restricted symplectic group).
O∗res(H) := O∗(H) ∩GLres(H⊕H).
The unitary group in c-duality with Ures(H+,H−) is Ures(H+ ⊕ H−) (cf. Exam-
ple 1.7). The groups Spres(H) and O∗res(H) also have corresponding c-dual unitary
groups which can be realized as follows. Let HH denote H2, endowed with its canon-
ical quaternionic structure given by σ˜(v, w) = (−σw, σv), so that glH(HH)C ∼= gl(H2)
(cf. Appendix C.3) and sp(HH)C ∼= sp(H2, ω). Then
Spres(HH) := Sp(HH) ∩GLres(H⊕H)
is a group whose Lie algebra spres(HH) is c-dual to spres(H).
For a real Hilbert space HR with complex structure I and the corresponding com-
plex Hilbert space H = (HR, I), the realization of O(HR) as U(H2) ∩ O(H2, β) leads
to the restricted unitary group
Ores(HR) := O(HR) ∩GLres(H⊕H)
of those orthogonal operators g = g0 + g1 on HR for which the antilinear part g1 with
respect to I is Hilbert–Schmidt and the subgroup of I-linear elements in Ores(HR) is
the unitary group U(H) of the complex Hilbert space H.
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C.7 Doubly restricted groups
If H = H+⊕H− is an orthogonal decomposition of the complex Hilbert space H, then
we write operators on H as (2× 2)-matrices. The subspace
B1,2(H) :=
{
x =
(
x11 x12
x21 x22
)
∈ B(H) : ‖x11‖1, ‖x12‖2, ‖x21‖2, ‖x22‖1 <∞
}
(32)
is a Banach algebra with the associated group
GL1,2(H) := {g ∈ GL(H) : 1− g ∈ B1,2(H)}. (33)
For a subgroup G ⊆ GL(H), the corresponding doubly restricted group is now de-
fined as G1,2 := G ∩ GL1,2(H). We shall need these groups for G = Ures(H+,H−),
O∗res(H), Spres(H), and also for the corresponding unitary c-dual groups Ures(H),
Ores(HR), Spres(HH).
C.8 Polar decomposition
Remark C.11. In [Ne02, Thm. II.6, Prop. III.8] it is shown that for all groups G
discussed in this appendix, the Lie algebra g decomposes as
g = k⊕ p with k = {x ∈ g : x∗ = −x} and p = {x ∈ g : x∗ = x},
and that the corresponding polar map K×p→ G, (k, x) 7→ k expx is a diffeomorphism
(see also the appendix in [Ne04]). For the doubly restricted groupG1,2, see in particular
[NO98, Lemma III.6].
D Bounded representations of Up(H), 1 < p ≤ ∞
In this section we completely describe the bounded representations of the unitary
groups G := Up(H)0, 1 < p ≤ ∞, where H is an infinite dimensional Hilbert space
over K ∈ {R,C,H}. For K = C, we have shown in [Ne98, Thm. III.14] that all
bounded unitary representations of G, resp., all holomorphic ∗-representations of the
complexified group GC = GLp(H) are direct sums of irreducible ones and that the
irreducible ones are classified by their “highest weights”. In this section we explain
this classification in some detail and extend it to real and quaternionic groups.
To this end, we work with the root systems ∆ from Examples C.4, C.5 and C.6,
where h = tC ∼= ℓp(J,C) ⊆ gC now stands for the Lie algebra of diagonal operators in
gC and t = g ∩ h. The root data does not depend on the parameter p.
Definition D.1. A continuous linear functional β ∈ h′ is called a weight if β(αˇ) ∈ Z
holds for each α ∈ ∆. We write P for the additive group of weights and Q ⊆ P for
the subgroup generated by ∆. Note that the Weyl group W acts naturally on P (cf.
[Ne98], [Ne04]).
63
Remark D.2. (a) For q ∈ [1,∞[ defined by 1q + 1p = 1, we have h′ ∼= ℓq(J,C), so that
we consider elements of this space as functions β : J → C. Since the root system ∆
contains all roots of the form εj−εk, j 6= k ∈ J , it follows from [Ne98, Prop. III.10] that
each weight β ∈ P is finitely supported with β(J) ⊆ Z. Conversely, the description of
the coroots in (25) implies for K = H and R (Examples C.5 and C.6) that any finitely
supported Z-valued function on J is a weight, i.e., P ∼= Z(J) is a free group over J .
(b) The weight group P can be identified with the character group of the Banach–
Lie group T = exp t by assigning to λ the character given by χλ(t) :=
∏
j∈J t
λj
j .
Definition D.3. From [Ne98, Prop. III.10, Sects. VI, VIII] we know that, for each
λ ∈ P , there exists a unique bounded unitary representation (πλ,Hλ) of Up(H) whose
weight set is given by
Pλ = conv(Wλ) ∩ (λ+Q). (34)
From [Ne98, Thm. III.15, Sects. VI,VII], we even know that these representation
extend to bounded representations of the full unitary group U(H). The uniqueness
of the extension to U∞(H) follows from the density of Up(H) in U∞(H), and the
uniqueness of the extension to U(H) follows from the perfectness of the Lie algebra
u(H) ([Ne02, Lemma I.3]) because any two extensions U(H) → U(Hλ) differ by a
continuous homomorphism
U(H)→ U(Hλ) ∩ πλ(Up(H))′ = T1
by Schur’s Lemma. We also write πλ for the unique extension to U(H).
Remark D.4. (a) Since the representation (πλ,Hλ) of U∞(H) is uniquely determined
by (34), and the right hand side only depends on the Weyl group orbit, which in turn
coincides with the set of extreme points of its convex hull ([Ne98, Lemma I.19]), it
follows that πµ ∼= πλ if and only if µ ∈ Wλ. Hence the equivalence classes of these
representations are parameterized by the orbit space P/W .
(b) For K = C, we write every λ ∈ P as λ = λ+ − λ− for λ± := max(±λ, 0). With
[BN11, Thm. 2.2] we then obtain the factorization
πλ ∼= πλ+ ⊗ π∗λ−
(see also [Ki73] for the case where H is separable).
The first part of the following theorem is a variation of [Ne98, Thm. III.14] which
is the corresponding result for the groups Up(H), where H is a complex Hilbert space.
From [Ne98] we know that this result does not extend to p = 1.
Theorem D.5. Let HR be an infinite dimensional real Hilbert space. For 1 < p ≤ ∞,
every bounded unitary representation of the simply connected covering group O˜p(HR)0
of Op(HR)0 is a direct sum of bounded irreducible representations. The bounded ir-
reducible representations are highest weight representations (ρλ, V ) with finitely sup-
ported highest weights λ : J → Z. In particular, they have a unique extension to the
full orthogonal group O(HR).
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Proof. Let G := O˜p(HR)0. Passing to the derived representation of the complexified
Lie algebra gC = op(HR)C ∼= op(H2, β), we obtain a ∗-representation (ρ, V ) of gC. Ap-
plying [Ne98, Lemma III.13] to h ⊆ gC, it follows that each bounded ∗-representation
(ρ, V ) of gC is a direct sum of h-weight spaces and that the weight set PV of V is
contained in P ∼= Z(J). For µ ∈ Z(J), we have
‖µ‖1 =
∑
j
|µj | ≤
∑
j
|µj |q = ‖µ‖qq,
so that the boundedness of ρ implies the boundedness of the set PV ⊆ h′ of weights of
(ρ, V ) as a subset of ℓ1(J,C) ⊆ ℓ∞(J,C)′.
Let glp(H) →֒ op(H2, β), x 7→ diag(x,−x⊤) denote the canonical embedding and
d := i2 diag(1,−1). Then [Ne98, Thm. III.14] implies that the restriction of ρ to
glp(H) is a direct sum of irreducible representations. From the decomposition into
weight spaces for h ∼= ℓp(J,C) and the boundedness of the weight set PV in ℓ1, we
obtain an extension of ρ from h to a bounded representation of h∞ := ℓ∞(J,C), hence
to a bounded representation (ρ̂, V ) of the semidirect sum gC⋊ h∞. Since the operator
−iρ̂(d) is bounded with integral eigenvalues, it has only finitely many eigenspaces, and
all its eigenspaces are glp(H)-invariant.
Let (ρ0, V0) be an irreducible glp(H)-subrepresentation of the eigenspace corre-
sponding to the maximal eigenvalue and p± ⊆ gC denote the ±i-eigenspaces of ad d.
Then ρ̂(p+)V0 = {0}. Next we observe that the representation of g on the closed
subspace V̂0 generated by V0 is also ρ̂(d)-invariant, hence a representation of the real
Lie algebra g + Rd. We conclude with [Ne10d, Thm. 2.17] that it is holomorphically
induced from the irreducible representation (ρ0, V0) of glp(H) + Cd, hence irreducible
by [Ne10d, Cor 2.14]. This shows that every bounded representation (ρ, V ) of g on
a non-zero Hilbert space contains an irreducible one, and therefore Zorn’s Lemma
implies that ρ is a direct sum of irreducible representations.
Now we suppose that (ρ, V ) is irreducible and that V0 is chosen as above. For each
weight µ : J → Z in PV we have µ(−i · d) =
∑
j∈J µj . Since PV is invariant under the
Weyl group W which contains all finite sign changes (Example C.5), the maximality
of µ(−i · d) among (Wµ)(−i · d) implies that each weight µ ∈ PV0 satisfies µj ∈ N0
for each j ∈ J . Since the representation (ρ0, V0) of gl(H) is a representation with
some highest weight λ ([Ne98, Thm. III.14]), it follows from [Ne98, Prop. VII.2] that
(ρ, V ) contains the representation with the highest weight λ, hence is a highest weight
representations because it is irreducible.
Almost the same arguments as for the orthogonal groups apply to the unitary
groups Spp(HH) of a quaternionic Hilbert space:
Theorem D.6. Let HH = H2 be the quaternionic Hilbert space canonically associated
to the complex Hilbert space H and a conjugation σ on H. For 1 < p ≤ ∞, ev-
ery bounded unitary representation of Spp(HH) is a direct sum of bounded irreducible
representations. The bounded irreducible representations are highest weight represen-
tations (ρλ, V ) with finitely supported highest weights λ : J → Z. In particular, they
have a unique extension to the full symplectic group Sp(HH).
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For a separable Hilbert space, the representations discussed in this section coincide
with those representations of U∞(H) extending to strongly continuous representations
on the full unitary groups U(H). Their restrictions to the direct limit groups U∞(K) :=
lim
−→
Un(K) are precisely the tame representations ([Ol90, Sect. 3], [Ol78]).
E Separable representations of infinite dimensional
unitary groups
Theorem E.1. (Kirillov, Olshanski, Pickrell) For a separable continuous unitary rep-
resentation π of the unitary group U(H) of a separable infinite dimensional Hilbert
space H over K ∈ {R,C,H}, the following assertions hold:
(a) π is also continuous with respect to the strong operator topology.
(b) π is a direct sum of irreducible representations.
(c) All irreducible representations occur in a tensor product H⊗n
C
for some n ∈ N0. In
particular they are bounded.
(d) π extends uniquely to a continuous representation of the group U(H)♯ with the
same commutant, where
U(H)♯ ∼=

U(HC) for K = R,
U(H)2 for K = C,
U(HC) for K = H,
is the group with Lie algebra L(U(H)♯) = u(H) + iHerm(H). Here HC denotes
the complex Hilbert space underlying the quaternionic Hilbert space H, and, for
K = C, the inclusion η : U(H)→ U(H)2 is the diagonal embedding.
Proof. (a) is due to Pickrell ([Pi88]).
(b) and (c) are claimed by Kirillov in [Ki73] but detailed proofs have been provided
by Olshanski in [Ol78] (see also [Ol90]). Note that, for K = C, HC ∼= H⊕H∗, so that
one could also say that the irreducible representations occur in some H⊗n ⊗ (H∗)⊗m.
(d) Here the main idea is that (a) and (c) implies that the representation extends
to a representation of the full contraction semigroup C(H) in which U(H) is strongly
dense. Then one applies a holomorphic extension argument which yields a repre-
sentation of the c-dual group of GL(H), and the compatibility with the embedding
η : U(H)→ U(H)♯ shows that we actually obtain a representation of U(H)♯.
Corollary E.2. Let K be a quotient of a product K1 × · · · × Kn, where each Kj is
compact or a quotient of some group U(H), where H is a separable K-Hilbert space.
Then every separable continuous unitary representation π of K is a direct sum of
irreducible representations which are bounded.
The preceding corollary means that the separable representation theory of K very
much resembles the representation theory of a compact group.
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F Perspectives and open problems
F.1 Positive energy without semiboundedness
Problem F.1. To clarify the precise relation between semiboundedness and the pos-
itive energy condition, one has to answer the following question: Is every irreducible
positive energy representation of a full hermitian Lie group G semibounded? From
Theorem 5.2(iv) we know that the converse is true.
Here is what we know: Let (π,H) be an irreducible positive energy representation
of the hermitian Lie group (G, θ, d). From [Ne10d, Prop. 3.6] we derive that H is
generated by the closed subspace V := (H∞)p− . Now the problem is to show that
the K-representation ρ on V is bounded because then Theorem 5.6 applies. From
Lemma 5.3 we know that H decomposes into eigenspaces of dπ(d).
If we assume, in addition, thatH and hence also V are separable, then Corollary E.2
applies to the K-representation on V , so that we obtain a bounded irreducible K-
representation W ⊆ V , but a priori we do not know if W can be chosen in such a way
that W ∩H∞ is dense in W . Hence we cannot apply the tools from [Ne10d]. What is
missing at this point are tools to decompose the K-representation on the Fre´chet space
H∞ (cf. [Ne10a]) that would lead to the existence of an irreducible subrepresentation.
In a certain sense we are asking for a Peter–Weyl theory for groups such as U(H).
Problem F.2. Classify semibounded representations of Fre´chet–Lie groups such as
Diff(S1), the Virasoro group and affine Kac–Moody groups. This requires in particular
to extend the tools developed in [Ne10d] to strongly continuous automorphism groups
(αt)t∈R on Banach–Lie groups, where the infinitesimal generator α′(0) is unbounded.
One also has to develop suitable direct integral techniques which permit to identify
smooth vectors.
Problem F.3. Use the Lu¨cher-Mack Theorem [MN11] to determine which irreducible
representations we obtain by restriction from hermitian groups to automorphism groups
of real forms MR of hermitian symmetric spaces M . It seems that many of the irre-
ducible semibounded representations remain irreducible when restricted to such sub-
groups.
On the level of the group K, typical examples where restrictions to rather small
subgroups remain irreducible arise in the situation of Theorem E.1(d). In this context
all highest weight representation of the group U(H)♯ with non-negative highest weight
remain irreducible when restricted to the subgroup U(H).
Problem F.4. It is also of some interest to identify the irreducible semibounded
representations for hermitian groups (G, θ, d) which are not irreducible. Here the
main issue is to understand the situation where p contains infinitely many simple
JH∗-ideals.
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F.2 Other restricted hermitian groups
Example F.5. For smooth manifolds M with dimM > 1, the group C∞(M,K), K
a compact Lie group, has natural homomorphisms into the group
G := Ures,p(H) :=
{
g ∈ U(H) : g12 ∈ Bp(H−,H+), g21 ∈ Bp(H+,H−)
}
for some p > 2 (cf. [Mi87, Mi89], [Pi89]). The Lie algebra of this group contains
the element d := i2 diag(1,−1) for which θ := eπ ad d defines an involution and we
can also ask for its semibounded unitary representations. Note that (G, θ, d) is not
a hermitian Lie group in the sense of Definition 1.1 because p ∼= Bp(H−,H+) carries
for p > 2 no Hilbert space structure invariant under the adjoint action of the group
K = Gθ ∼= U(H+)×U(H−).
First we claim that H2c (g,R) = {0}, i.e., that all central extensions of g are trivial.
In fact, with the same arguments as in the proof of Lemma 3.3, we see that every
continuous cocycle ω : g × g → R is equivalent to one vanishing on k × g. Then ω
defines on p × p an Ad(K)-invariant skew-symmetric bilinear form, and Lemma 3.3
implies that its restriction to the dense subspace B2(H−,H+) is a multiplies of the
canonical cocycle Im tr(xy∗). Since this cocycle is not continuous with respect to ‖·‖p,
we obtain ω = 0, and therefore H2c (g,R) = {0}.
Next we observe that every semibounded unitary representation π of G restricts to
a semibounded representation of the subgroup Ures(H), whose central charge c vanishes
(Theorem 8.1). If dπ is non-zero on p, then Corollary E.2 further implies that π extends
to a bounded highest weight representation (πλ,Hλ) of the full unitary group U(H).
Therefore the group Ures,p(H) has no unbounded semibounded irreducible unitary
representations. If H is separable, then Pickrell show in [Pi90, Prop. 7.1] that all
separable continuous unitary representations of Ures,p(H) extend uniquely to strongly
continuous representations of the full unitary group U(H), hence are direct sums of
bounded representation.
Problem F.6. For the Schatten norms, we have the estimate
‖AB‖p ≤ ‖A‖p1‖B‖p2 for
1
p
≤ 1
p1
+
1
p2
([GGK00, Th. IV.11.2]). This leads in particular to
‖AB‖p/2 ≤ ‖A‖p‖B‖p.
For each p ≥ 2 we thus obtain for H = H+ ⊕H− a Banach algebra
Bp/2,p(H) :=
{
x =
(
x11 x12
x21 x22
)
∈ B(H) : ‖x11‖p/2, ‖x12‖p, ‖x21‖p, ‖x22‖p/2 <∞
}
(35)
and a corresponding unitary group
Up/2,p(H) := U(H) ∩ (1+Bp/2,p(H)). (36)
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Accordingly, we obtain for each p ≥ 2 a variant of a hermitian Lie algebra by
g := Rd+ up/2,p(H) ∼= up/2,p(H)⋊ad d R for d = i
2
diag(1,−1)
and a corresponding group G := Up/2,p(H)⋊R. Then
k = zg(d) ∼= up/2(H+)⊕ up/2(H−)⊕ R.
With a similar argument as in Lemma 3.3, we see that each cohomology class in
H2c (g,R) contains a d-invariant cocycle ω. Then ω(k, p) = {0}, and a similar argument
as in Example F.5 implies that it vanishes on p×p. However, for p > 2, the Lie algebra
up/2(H+) has non-trivial cocycles which can be written as ωD(x, y) := tr([x, y]D) for
D ∈ B(H+) if p ≤ 4, and for D ∈ Bq(H+) if p > 4 and 1q+ 4p = 1 ([Ne03, Prop. III.19]).
Suppose that p > 2. One can show that the Lie algebra k also has the property
that k/z(k) contains no open invariant cones. In particular, all irreducible semibounded
representations of G are holomorphically induced from bounded representations of
K = (Gθ)0 (Theorem 5.4). For p > 4, one can apply the results from Appendix D
to the groups Up/4(H±) to show that, for all bounded unitary representations of cen-
tral extensions of the groups Up/2(H±), the center acts trivially, which leaves only
representations extending to highest weight representations of the full unitary groups
U(H±). From that one concludes that the central extensions of Up/2,p(H) do not lead
to new semibounded representations, and that all semibounded representations extend
to the larger group Ures,p(H), hence even to U(H) (cf. Example F.5).
For 2 < p ≤ 4 the preceding method does not work. It is an interesting problem
whether in this case the central extensions of Up/2(H±) have bounded irreducible
representations which are non-trivial on the center. We do not expect that this is the
case.
We also note that, since Up/2(H) is contained in Up/2,p(H), the structure of the
bounded representations of G follows from [Ne98, Thm. III.14]. They all extend to
highest weight representations of U(H) (Definition D.3).
For p = 2, the group Up/2(H±) = U1(H±) has no non-trivial central extensions, but
it has a bounded representation theory which is not of type I (cf. [Ne98]). Furthermore
k/z(k) contains non-trivial open invariant cones. Therefore one can expect that in
this case G has a rich but also more complicated variety of semibounded unitary
representations.
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