ABSTRACT The estimation of image geometry benefits many applications in the field of computer vision, such as stereo correspondence, 3-D reconstruction, and camera self-calibration. It is very challenging since the proportion of inliers in putative correspondences is usually very low, and traditional image geometry estimation methods (such as Ransac) suffer from low accuracy at a high outlier ratio. In this paper, we tackle the two-view image geometry estimation problem and propose a new robust estimation method L 2 E-LSC (short for L 2 E with local structure constraint) based on the L 2 E algorithm. In particular, we first establish initial correspondences by feature description matches, and then estimate the fundamental matrix and homography using L 2 E-LSC and get the refined correspondences. The L 2 E-LSC is able to robustly deal with the noise and outliers contained in point correspondences. Extensive experiments conducted on real images from public available datasets have demonstrated that it can achieve good estimation accuracy and superior performance over previous approaches, particularly when there are severe outliers.
I. INTRODUCTION
In recent years, the estimation of image geometry (such as epipolar geometry, projectivity, etc.) has attracted increasing interest in the research community. It is beneficial to many tasks in the field of computer vision, such as 3D reconstruction [1] - [4] , camera self-calibration [5] , stereo correspondence [6] - [8] , motion analysis [9] , object recognition [10] - [16] , and super resolution [17] - [22] , etc. In this work, we tackle the two-view geometry estimation problem for two images of the same scene. The two-view geometry refers to the epipolar geometry between two images, namely the relation of points and lines of two images (corresponding points on corresponding epipolar lines) which can be described with fundamental matrix and homography matrix. The epipolar geometry is determined only by the cameras including their relative position and internal parameters, rather than the scene structure.
Estimating the image geometry requires a number of point correspondences from the images as input. Traditional methods establish point correspondences of the images generally by matching detected points based on the local descriptors [23] . Since images captured by cameras usually contain occlusion and repeated structures when the view-point of cameras changes, inaccuracy will be introduced to the estimation of image geometry. Conventionally, the error in point correspondences can be divided into localization error and outlier error. Localization error is usually caused by noise and quantified effect in the images and generally within a few pixels. Outlier error is caused by outliers that refer to the false matching of feature points, meaning two feature points in a mismatched pair are not consistent with the projections of the same scene point. In cases of no outliers, localization error can be effectively reduced by estimating two-view image geometry from a number of point correspondences. Since outliers generally contain very large error, even only a few outliers can severely degrade the accuracy of image geometry estimation.
During the last two decades, some robust methods have been presented to deal with the outliers. The representative ones include the Maximum-likelihood estimator (M-estimator) [24] , the Least Median of Squares estimator (LMedS) [25] , [26] , as well as the RANSAC (Random Sample Consensus) [27] , [28] . The M-estimator minimizes the sum of positive-definite functions of residuals with a unique minimum at zero, and it requires a good initialization for the fundamental matrix or data with a low outlier ratio. The LMedS minimizes the median of squared residuals. Although it does not require setting a threshold and priori knowledge of the error distribution, it cannot be applied to cases with an outlier ratio over 50%. RANSAC is currently the most popular method for robust fundamental matrix estimation, but it also suffers from decreased accuracy when the outlier ratio is high. In order to enhance the robustness of RANSAC, several improved methods have been proposed [29] - [31] , which consider some other geometric constraints and topology relationships. These methods can somewhat relieve the deficiency of RANSAC, but such improvements shrink with the increase of the outlier ratio. Therefore, a robust estimator is much demanded to provide stable solutions.
In this paper, we propose a novel method L 2 E-LSC based on the L 2 E [32]- [36] , which is short for L 2 E with local structure constraint, to address the two-view image geometry estimation problem. Typically, the estimation of image geometry is done with maximum likelihood estimation (MLE) [32] , [33] , [37] , which has been verified to be the optimal estimator for data without outliers, but it may be badly biased if the data contain a significant fraction of outliers [33] , [34] , [38] , [39] . Scott [32] adopted L 2 estimation (L 2 E) to estimate the parameters of the model, which achieved better performance than traditional MLE, even on data with a high ratio of outliers. Also, Ma et al. [33] modeled the nonrigid images using L 2 E to get fine matches between two images. However, they cannot directly solve the fundamental matrix and homography matrix. Based on the robust L 2 E, our L 2 E-LSC model also constrains the twoview geometry estimation problem with local structure. It can not only obtain the parameters of fundamental matrix and homography matrix directly, but also achieve better accuracy even in case of a large ratio of mismatches.
We adopt L 2 E since it is very advantageous. To show this, we give a concrete line-fitting example in Fig. 1 , comparing the performance of MLE and L 2 E. For Fig. 1 (a) , (b) and (c), the goal is to fit a linear regression model, y = βx + ε, with residual ε ∈ N (0, 1), by estimating β using MLE and L 2 E. This gives β MLE = argmax n i=1 logφ(y i − βx i |0, 1) and
, respectively, where φ(x|µ, ) denotes the normal density. We can see that L 2 E is very robust when the data are contaminated by outliers, while MLE is not so robust in such cases. L 2 E always has a global minimum at approximately 1 (the correct value for β) but MLE estimates deteriorate steadily as the number of outliers is increasing. If we extend the univariate to multivariate, we can get similarly better results as shown in Fig. 1 (d) , (e) and (f). We fit a mode z = αx + βy + ε, with residual ε ∈ N (0, 1), by estimating α and β using MLE and
We also add local structure constraint to the model. For two images of the same scene, the structure of one point and its neighboring points in one image should also be retained in the other image. In other words, this structure should resemble that of the corresponding points in the other image. Hence, the local structure among neighboring feature points is very strong in two-view geometry. Therefore, in order for accurate image geometry estimation, a local structure constraint on the point correspondences is much desired.
To sum up, this work makes the following contributions. Firstly, we propose a novel L 2 E-LSC method, which directly solves fundamental matrix and homography matrix based on L 2 E. Secondly, we take the local structure constraint in two-view geometry estimation into account in designing our method. Thirdly, our algorithm for image geometry estimation can better handle challenging scenarios with unneglectable noise and outliers contained in the data. We have conducted experiments on real images from benchmark datasets to verify its effectiveness, from three aspects: the qualitative and the quantitative evaluation of fundametal and homography estimation, as well as the robustness test. The results demonstrate that our proposed method is robust and very effective compared with previous methods.
II. RELATED WORK
The estimation of image geometry has been widely applied in many applications of computer vision. More detailed and exhaustive reviews on the image geometry estimation methods can be found in [28] and [40] . Here, we only briefly review the methods that are most related to our work.
Previous work on estimating two-view image geometry generally include Maximum-likelihood estimator (M-estimator) [24] , [28] , Least Median of Squares estimator (LMedS) [25] , as well as RANSAC (Random Sample Consensus) [27] .
The M-estimator [24] relieves the negative effect of localization errors and outliers by minimizing the sum of symmetric, positive-definite functions of residuals with a unique minimum at zero. Nevertheless, it demands a good initialization for the fundamental matrix or data.
The LMedS searches for the inliers in the data with random sampling [25] . After multiple trials of computing a solution to the fundamental matrix for each sample, the best solution is chosen. However, unlike the M-estimator, LMedS minimizes the median of the symmetric epipolar distance. The advantage of LMedS is that it does not require any setting of thresholds and priori knowledge of the error distribution. But it usually fails if the outlier ratio is over 50%, since the correspondence with the median distance is possibly an outlier. Existence of the outliers will generally severely degrade the accuracy of the fundamental matrix estimation.
For improving the model robustness, some methods [6] , [27] , [41] , [42] have been designed to deal with the outliers in recent years, and RANSAC [27] , [28] , [43] is one of the most popular for two-view image geometry estimation. RANSAC evaluates each solution based on its consistency with the entire data set, and chooses the solution with the largest consensus. It needs to set a distance threshold to determine whether a correspondence is an inlier under an expected probability. The algorithm tries to get an outlierfree subset as small as possible to estimate a given parametric model by resampling. It is able to provide good estimates from data contaminated by a large fraction of outliers. However, when the outlier ratio is very high, the efficiency and accuracy of the RANSAC method become low. Some methods like [30] , [44] , and [45] have been developed to further improve its model robustness and efficiency, such as MLESAC [29] and PROSAC [31] . Generally, these methods distinguish the inliers from the putative correspondences with the epipolar constraint. MLESAC maximizes the likelihood estimation rather than the inlier number as in RANSAC. PROSAC focuses on the top-ranked correspondences, thus making it quicker to find a likely good set of inliers. Such methods [46] - [49] can somewhat relieve the deficiency of RANSAC, but this improvement shrinks with the increase of the outlier ratio. Ma et al. [50] proposed fast and robust outlier removal method for robust feature matching based on preserving locality neighborhood structures. They also proposed a more robust method for estimating the image geometry from point correspondence based on a maximum likelihood under a CSR framework [6] . They took advantage of the interdependence between inliers and image geometry. They assigned a latent variable to each point correspondence, the variable indicated whether the matching is an inlier or not, and then alternately estimated this latent variable and recovered the image geometry under an CSR framework. After that, the researchers [36] , [51] , [52] improved the method, imposing global and local geometrical constraints on the maximum likelihood estimation problem in the Hibert space. However, they only used the method to improve the accuracy of feature matches rather than estimate the image geometry. Scott [32] minimized L 2 estimation (L 2 E) to estimate the parameters of the model, achieving better results than traditional MLE even on data with a significant fraction of outliers. Ma et al. [33] modeled the nonrigid images with L 2 E to get fine matches between two images. But they focus on high matching accuracy and cannot directly solve the fundamental matrix and homography matrix. Comparatively, our model solves the fundamental matrix and homography matrix based on L 2 E, and also constrains the two-view geometry estimation problem with local structure. With our proposed L 2 E-LSC, we can not only obtain the parameters of fundamental matrix and homography matrix directly, but also achieve better accuracy even in case of a large ratio of mismatches.
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III. METHOD
In this section, we provide the details of the proposed twoview image geometry estimation method for two images of the same scene. We start by formulating our two-view geometry estimation problem as a minimal problem and present our method L 2 E-LSC. Then we subsequently apply the proposed approach to estimate the fundamental matrix and homography. Finally, we analyze its convergence and computational complexity and provide the implementation details.
A. PROBLEM FORMULATION

Given a set of image point matches
from two images which may be contaminated by noise and outliers, our goal is to obtain image geometry as well as accurate matches between the two images.
Suppose π is the space plane that does not go through the optical center of the two cameras. M is any point on the plane π; u = (u x , u y ) T and v = (v x , v y ) T are the two perspective projections of M on two different images. Epupolar geometry describes in an elegant way the constraints satisfied by two perspective projections u and v of M on two different images. For pinhole cameras, there exists the following relation:
Here, F is a 3 × 3 fundamental matrix with rank 2. The fundamental matrix can represent the epipolar constraint upon general motion and structure, but it cannot represent the relation of correspondence point pairs between two images, while the homography matrix can. There exists a homography matrix
Since π does not go through the optical center of the two cameras, H 1 , H 2 are the unique transformation between the plane π to the correspondence projective plane. Then there exists a 3D
where H is an invertible and 3 × 3 matrix. Our goal now is converted to estimating the fundamental matrix and homography matrix between two different images. Obviously, if we successfully recover the image geometry (estimation of fundamental matrix and homography matrix) [53] , [54] , the outliers could be easily identified. Furthermore, if we get the more accurate solutions of the F and H , we can get more accurate matches between the two images. Then more accurate point matches can lead to more reliable solutions of F and H .
B. ESTIMATION OF FUNDAMENTAL MATRIX
Traditionally, the maximum likelihood estimation (MLE) is used for computing the fundamental matrix F. However, MLE may be severely biased if the model is not a good enough approximation, or there is a significant proportion of outliers. Therefore, we adopt the L 2 E for computing the fundamental matrix F.
We know that the L 2 E for the model f (x|θ ) recommends estimating the parameter θ by minimizing the following criterion:
The L 2 E is robust because the penalty for a low probability point x i is −f (x i |θ), which is much less than the one of −logf (x i |θ) given by MLE [33] . The MLE easily assigns high probabilities to many outlier points and tends to be biased by outliers. In contrast, L 2 E assigns low probabilities to a number of points, including the outliers, without paying a too high penalty.
The L 2 E for the model f (u i , v i |F) recommends estimating the parameter F by minimizing the following criterion:
Due to the existence of noise and outliers, we assume Gaussian noise on inliers:
. Formally, the transformation problem is solved through minimizing the following criterion [32] (see Appendix for details):
If the input images are captured by the calibrated camera, we require a minimum of 5 matches to recover the epipolar geometry and solve the fundmental matrix [5] , [55] because each point produces one equation like Eqn. (1). Faugeras and Luong [56] have shown that 5 matches are sufficient but the computation is rather complex (and unstable) [57] . If the input images are captured by the uncalibrated camera, we need 8 matches to solve the problem. Besides, the matches may contain some error, in which case we need more matches to eliminate the error. Finally, when the number of matches exceed the demand, the problem becomes an overdetermined problem [58] . Then, we express the problem in another way. For each point match pair (u i , v i ), Eqn. (1) can be rewritten as a linear equation depending on the 9 coefficients of F, which is seen as a 9-dimensional vector f .
Denote as f a 9-element matrix consisting of the entries of F in the row-major order, i. 
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Our goal is to seek a solution f , and the
where A i denotes the i-th row of the matrix A, and ||A i f || 2 is defined by an inner product, i.e., ||A i f || 2 = A i f , A i f F . The local structure in the feature point set (denoted by U ) of one image of an image pair should also be kept in the corresponding point set V of the other image. Here U = (u 1 , . . . , u n ) T and V = (v 1 , . . . , v n ) T . We then adopt the following step to add this local structure constraint. We firstly find the K neighbors for the points of U using the k-Nearest Neighbor algorithm. Then we calculate the weight of the neighbors by minimizing the cost function:
The W is an n × n weight matrix, W ij summarizes the contribution of u j to constructing u i . So, the local structure constraint can be expressed as
Eqn. (9) can be rewritten as 
Estimating the minimum value of L requires taking the derivative of the L cost function, which is given by
By using the derivative in Eqn. (12), we can obtain the F. The F has an important property, i.e., with a rank of 2. To enforce this constraint, the calculated F in each iteration is replaced with the closest singular matrix under a Frobenius norm.
We use the gradient-based numerical optimization techniques for solving our question, such as the global-search algorithm and the nonlinear conjugate gradient method in Matlab. We denote p i as a threshold [59] indicating how likely the sample i belongs to the inliers, where p i = e −A i f 2 . The value of p i is in the interval [0, 1].
We summarize our method of estimating the fundamental matrix in Algorithm 1.
Algorithm 1 Fundamental Matrix Estimation
Using the eqn (12) . to solve the objective function eqn. (11); The H is a homogeneous matrix, consisting of nine elements among which eight are independent, so the projective transformation has eight degrees of freedom. We require a minimum of 4 matches to recover the homography matrix because each point pair produces two equations. Besides, the matches may contain some error, so we need more matches to eliminate the error. Then, we introduce a point correspondence method to estimate the homography matrix.
Given a point correspondence pair u i ↔ v i , the equation v i = Hu i can be expressed in terms of the vector cross product and v i × (Hu i ) = 0 is obtained. We denote the j-th row of H as H jT , and then get the following equation:
Because
So the equation v i × (Hu i ) = 0 can be expressed by
The above formulation contains three equations, and only two equations are linearly independent. So a point correspondence pair can produce two equations. Then Eqn. (15) can be expressed as
And the extension of Eqn. (16) in all point correspondence pairs can be expressed as below:
By solving Eqn. (17), we can easily get the H . Specifically, Eqn. (17) can be written as
, where H (·, i) denotes the i-th row of the matrix H .
The noise on inliers is defined as C i H i = , where ∼ N (0, σ 2 I ), and then the L 2 E function is
where C j i denotes the j-th row of the matrix C i , (i = 1, 2), and ||C i j H i || 2 is defined by an inner product,
Similarly as aforementioned, we adopt the following step to add the local constraint. We first find the K neighbors for points in U using the k-Nearest Neighbor, and then calculate the weight of the neighbors by minimizing ε(W ) = 
So the objective function can be written as
The derivation process of homography matrix estimation is essentially the same as fundamental matrix estimation. So we omit the detailed procedure. We summarize our method of estimating homography matrix in Algorithm 2.
Algorithm 2 Homography Estimation
Input Usually, the performance of the estimation of two-view geometry is dependent upon the coordinate frame of the points, meaning the data should be normalized. The works [60] , [61] analyzed the problem from the view of numerical analysis and found the estimation is instable if the pixel coordinate is directly used as input, while better values can be achieved if the normalized pixel coordinate is used as input. The details are given as follows.
• We normalize the pixel coordinate according to
• We solve the fundamental matrix F from the correspondence point pairs u i and v i .
• We get the original fundamental matrix F according to F = T T v FT u . Two similarity transformations T u and T v of the point sets {u i } and {v i } are gotten by the following steps. We firstly move the origin of coordinates from the upper left corner of the image to the center of the image. Then we scale the coordinate so that the four corners of the image are located at the vertex of the square of which the side is β. It ensures that the point sets have zero means and the maximum distance β to the origin.
E. CONVERGENCE ANALYSIS
Note that Eqn. (11) is a multi-modal function when the putative image point correspondences contain noise and outliers, thus this function is local convex. So we use the global-search algorithm to search the minimum. However, the global-search algorithm not always gets the global minimum. Therefore, it is likely that we get the local minimum other than the global minimum. We adopt such a strategy -we increase the probability of getting the global minimum. We repeatedly run the global-search algorithm for many times, and use the previous iteration result as the input in the current iteration. We finally select the highest probability value of all the results. Hence, along with the iterating progress, we are very likely to reach the global minimum.
F. COMPUTATIONAL COMPLEXITY
The time complexity to use our method for estimating the fundamental matrix is closely the square of the number of point correspondences, i.e. O(n 2 ), due to three facts as given below. Firstly, the cost of calculating the weight of K nearest neighbors is O(n 2 ). Secondly, the cost of updating the objective function Eqn. (11) and that for the gradient function Eqn. (12) are both O(dn). Thirdly, we use the global-search algorithm in the Matlab Optimization toolbox, with the complexity of approximately O(dmn 2 ), where m is the maximum number of iterations, when m is much less than n. In our implementation, the number m is generally not large. We usually set m = 5, which can get better results. And the value of n usually ranges from 200 to 300. The dimension d of the data is typically 2. So the total complexity of our method can be simply expressed by O(n 2 ).
The space complexity of estimating the fundamental matrix in our method is the square, with respect to the scale of the point correspondences, i.e. O(n 2 ). This is also due to three facts. Firstly, the cost of calculating the weight of K nearest negerbors is O(n 2 ). Secondly, the cost of updating the objective function Eqn. (11) and that for the gradient function Eqn. (12) are both O(dn). Thirdly, we use the globalsearch algorithm in the Matlab Optimization toolbox, with the complexity of approximately O(dmn). Similarly as aforementioned, the total space complexity can be simply expressed by O(n 2 ).
The time and space complexities of estimating the homography matrix with our method are the same as those of estimating the fundamental matrix.
G. IMPLEMENTATION DETAILS
The implementation details contain two aspects: the normalization and the parameter settings.
The accuracy of fundamental matrix and homography matrix mainly depends on the point correspondence estimation algorithms. And the accuracy of point correspondences is closely related to the coordinate system of the points. Then we use data normalization to normalize the coordinates of the point correspondences of the images. We rescale the coordinates so that they both have zero mean and unit variance for the point correspondences. We give the details in Section III-D. Regarding parameter settings, in our algorithm, there are three related parameters: K , β, m. Parameter K controls the number of nearest neighbors for linear reconstruction. We set K to 5 in our algorithm. Parameter β controls the range of samples in the point correspondences of the images. We usually adopt the same value of parameter β on different matches sets, so as to ensure that the points both have zero mean and unit variance even for those from different samples. We set β to 2 in our algorithm. Parameter m is used in our algorithm to represent the speediness of the current solution to approach the true solution. This parameter is closely related to the degrees of data degradation. A large value of m indicates a big number of iterations, in which case we may get a satisfactory solution. However, a larger value of m can reduce the efficiency of the algorithm. Hence we must set a suitable value for it. For each iteration, it can produce an approximate solution to its minimum. This leads to the likeliness of convergence to a new global minimum by using the previous global minimum as an initial value. We set m to 5 in our algorithm.
IV. EXPERIMENTAL RESULTS
To evaluate the effectiveness of our method, we perform experiments for fundamental matrix estimation and homography estimation on real image pairs, and use the typical RANSAC, 1 CSR algorithm [6] , and RPM-L 2 E-LSM algorithm [33] for comparison. The RPM-L 2 E-LSM algorithm firstly gets fine matches using RPM-L 2 E algorithm 2 [33] , and then solves the fundamental matrix estimation and homography estimation using least square method. Our experiments are aimed at three aspects: 1) a qualitative evaluation of fundametal and homography estimation; 2) a quantitative evaluation of fundametal and homography estimation; 3) a robustness test. Before making evaluations, we start with introducing our experimental settings.
A. EXPERIMENTAL SETTINGS
All the experiments are performed on a laptop with Intel processor (R) Core i5, 4G memory, which are installed with Windows 7, Matlab.
1) DATASETS
We adopt the two testing datasets from the Affine Covariant Regions Datasets 3 and USAC Datasets 4 [62] . The two Datasets were released by the Oxford University. The first datasets consist of eight folders, each containing six images.
In our experiments, we use all eight folders, including Graf, Boat, Bark, Bike, Lenven, Tree, Ubc, Wall. The work by Chen et al. [6] used the same folders. The eight folders we use contain image pairs involving large view angel (Graf), image blur (Bike), image rotation (Bark) and affine transformation (Boat). For each of the eight folders, we establish the image pairs by pairing the first image or second image with any one of the rest images. That is, we have 40 image pairs for experiments. Fig. 2 shows six images from the Graf and Boat folders. The second datasets consist of various types of image pairs with sizes from 640 × 427 to 3008 × 2448. Fig. 3 shows four images from the USAC datasets. 
2) EVALUATION CRITERIA
The experimental results in this paper are evaluated by the standard deviation of the inliers [6] , [29] , precision and recall [63] . We give the definitions of these evaluation criteria in the following.
The standard deviation of the inliers is adopted to evaluate the accuracy of estimated image relations (fundamental matrix and homography matrix), which is expressed as
where ζ is the inlier set, and | · | denotes the cardinality of a set. A smaller value of σ * indicates higher accuracy. Precision and recall are respectively calculated by
In the above equations, P represents the precision, while R represents the recall. The n TP denotes the number of correct matches, n FP denotes the number of proposed matches that are incorrect, and n FN denotes the number of matches that are not correctly detected.
To establish the ground truth, we firstly use the SIFT algorithm to establish putative correspondences for the images, which is obtained from the open-source VLFEAT toolbox 5 [64] , then establish refined correspondences, then confirm the inliers manually from putative correspondences. Based on the ground truth data, we randomly add outliers in the data with three trials: 1) varying the inlier ratio while fixing the inlier number, 2) varying the inlier number while fixing the inlier ratio, and 3) varying the inlier ratio while fixing the total number of putative image point correspondences, and use these data to test the robustness of our method.
B. QUALITATIVE EVALUATION
We conduct an experiment to see the accuracy of the inliers obtained by our proposed method, which indicates the precision of the estimated fundamental matrix and homography matrix. We exhibit three typical image pairs, which are shown in Fig. 4 , the first come from the Boat folder, as shown in the first row of Fig. 4 , and the second come from the Bike folder, as shown in the second row, the third come from the House folder, as shown in the third row of Fig. 4 . The first and second rows are the results of the homography matrix estimation, and the third rows are the results of the fundamental matrix estimation. In the figure, the blue and red lines represent correct matches and mismatches respectively, the first column from the left visualizes the distribution of the point correspondences for the two image pairs; the second column shows the 20742 VOLUME 6, 2018 vector samples introduced by matches; For each pair, we only randomly select 150 matches for concise exhibition. It can be seen from the distribution of outliers in the images that it is not easy to estimate the correct matches since the number of outliers is rather considerable. However, obviously our method works well, as shown in Fig. 4 , verifying that accurate correspondences can be estimated by our proposed method.
C. QUANTITATIVE EVALUATION
In this subsection, we conduct experiments on public image datasets to compare our proposed method with three methods: RANSAC, CSR and RPM-L 2 E-LSM. We estimate the standard deviation, precision and recall respectively with our method, RANSAC, CSR and RPM-L 2 E-LSM, and summarize the results in Fig. 5 , Table 1, Table 2 and Table 3 . The compared methods are implemented with the codes provided by their authors.
In Fig. 5 , we give the results of the fundamental matrix estimation (Fig. 5 (a) ) and homography matrix estimation ( Fig. 5 (b) ) with the four methods including ours and the three baselines. The abscissa is the number of image pairs, and the ordinate denotes the cumulative standard deviation of the inliers. According to the cumulative standard deviation for estimating the fundamental matrix and homography matrix shown in the Fig. 5 . It can be seen that our method has better performance than RPM-L 2 E-LSM for all images pairs, and also than RANSAC and CSR for most image pairs.
We estimate the average standard deviation of the inliers with the four methods on the image pairs from the different datasets, and summarize the results in Table 1 and Table 2 , which demonstrate the mean standard deviation of the inliers in fundamental matrix estimation and homography matrix estimation, respectively. From Table 1 , on the Church image pair, better estimation is achieved than the others, despite the zoom and rotation contained within the data. And in Table 2 , it can be seen that our method has better performance than the RPM-L 2 E-LSM for all images pairs, and is also better than CSR for all the image pairs except for the Lenven images. However, the error difference between CSR and our method is small in Lenven images, this is reason that the ratio of the inlier points is high on Lenven images. These results well verify the effectiveness of our method on real images.
The absolute inlier number are important factors that influence the method performance. We compare precision and recall for image pairs with different inlier numbers from the Boat image (image rotation) folders, as shown in Table 3 . According to Table 3 , we see that the RANSAC, RPM-L 2 E-LSM have better performance at a high inlier number. The RANSAC has high precision but low recall, while the RPM-L 2 E-LSM performs the opposite. Our method has better precision and recall at both high and low inlier number. The results demonstrate that our method has best performance, followed by the RANSAC and RPM-L 2 E-LSM, and then CSR at a low inlier number. In the first column, the inlier number is fixed while varying the inlier ratio. In the second column, the inlier ratio is fixed while varying the inlier number. In the third column, the total number is fixed but the inlier ratio or inlier number varies. The top row displays the precision curves while the bottom row shows the recall curves. Error bars stand for the precision/recall means and standard deviations. Our method is compared with RANSAC [27] , CSR [6] and RPM-L 2 E -LSM. It can be seen our method works well. Best viewed in color.
D. ROBUSTNESS TEST
Finally, we adopt a typical image pair Boat (image zoom and rotation) to evaluate the robustness of our method, as shown in Fig. 6 . In this test, we consider three scenarios, detailed as follows.
Firstly, since the initial inlier percentage and the sufficient number of correct matches are clearly important factors that influence the two-view geometry estimating performance, we vary the inlier ratio while fixing the inlier number by adding random matches, and obtain the precision and recall curves of our method on the correspondence image pairs. We fix the inlier number to 50 while varying the inlier ratio gradually from 0.2 to 0.6 with a step of 0.01.
Secondly, the absolute number of correct correspondences in the data set can also largely influence the two-view geometry estimation performance, thus we set the inlier ratio to 0.3 while varying the inlier number from 9 to 149 with a step of 5.
Thirdly, the performance in the scenario of both low inlier number and low inlier ratio is also very important for the evaluation of the algorithm, so we fix the total number of putative image point correspondences to 300, and meanwhile gradually vary the inlier ratio from 0.2 to 0.6 with a step of 0.01.
The recall and precision curves are given in Fig. 7 . The performance of RANSAC degrades dramatically with the increasing percentage of outliers. We can see that the performance of RPM-L 2 E-LSM and CSR rather unsatisfactory when the inlier ratio is below 0.4 from Fig. 7 . However, we can observe that our proposed method yields good performance.
V. CONCLUSION
In this work we proposed a robust method for estimating image geometry. Quantitative and qualitative evaluations on public available data have verified that our model can achieve better performance than the state-of-the-art methods. Although concentrating on image geometry estimation such as fundamental matrix and homography, the proposed method can also be extended to other cases for robust estimation, since it is general and has strong robustness.
Our method is applicable to both 2D and 3D images. We firstly use the traditional algorithm to establish putative correspondence construction, and then estimate the fundamental matrix and homography matrix with the proposed L 2 E-LSC. We only estimate it on 2D images but we will test on 3D images in the future research. Besides, the time complexities of our method needs to be improved. Therefore we will also try to improve its efficiency for future work. ∂||A i f || 2 ∂f
From Definition 1 and Proposition 1, we can get
And we get the following equation. The equation (21) is gotten as the same derivation process. 
