This paper develops an algorithm for the train scheduling problem using the ant colony system metaheuristic called ACS-TS. At first, a mathematical model for a kind of train scheduling problem is developed and then the algorithm based on ACS is presented to solve the problem. The problem is considered as a traveling salesman problem (TSP) wherein cities represent the trains. ACS determines the sequence of trains dispatched on the graph of the TSP. Using the sequences obtained and removing the collisions incurred, train scheduling is determined. Numerical examples in small and medium sizes are solved using ACS-TS and compared to exact optimum solutions to check for quality and accuracy. Comparison of the solutions shows that ACS-TS results in good quality and time savings. A case study is presented to illustrate the solution.
Introduction
In this section a hierarchical process of rail transport planning is introduced and then the ant's behavior which gives inspiration for ant algorithms is presented.
Rail transport planning.
Rail transport planning is a very complex task which is carried out based on the mutual reaction among a large number of impressed components. As it was mentioned in Ghoseiri et al. [51] and Lindner [70] , in respect to the complexity of rail transport planning, this process is divided into several steps. These procedures include the demand analysis, line planning, train scheduling, rolling stock planning, and crew management. Figure 1 .1 shows this decomposition. The following is a brief description on the hierarchical planning process.
In the first step, the passenger demand is analyzed. As a result, the amount of passenger's demand between certain origins and certain destinations is determined. The line planning includes decision making about routes and lines. This planning identifies which routes or lines should be exploited with what frequency. In the train scheduling phase, the arrival and departure times for all trains are determined. Determination of a timetable to separate the arrival and departure times of starting, ending, and middle stations is the product of this phase. In the next phase, the wagons and locomotives which are dedicated to the line are linked together to form a train. This phase is called rolling stock planning. The next task is the crew management. This task determines the distribution and allocation of the train's crew. This planning should be done in a way that supplies the necessary staff for each train. Crew management components include crew scheduling and crew rostering. Crew scheduling results in allocation of crews to trains and crew rostering determines their duty description. All of these phases have a close relationship.
Computing an optimal solution in one phase may restrict the feasible solution space in the next phases. Another classification was done by Assad [3] . Assad divided the planning process of rail transportation into strategic, tactical, and operational levels. This classification is shown in Table 1 .1.
In the strategic planning level, some decisions are made about infrastructure investments. These decisions are long-term decisions, so they require greater costs. These decisions are greatly affected by political considerations. The infrastructure of the network develops in this phase. The analysis of passenger demand and the design of line plans also belong in this planning level. The tactical planning level is in fact the resource allocation phase. Most of line planning details and train schedule planning is done in this phase. Operational planning is just the day-by-day decisions. Here, due to unexpected events like breakdowns, special trains, or short-term changes in the infrastructure caused by construction sites, certain parts of the schedule, rolling stock, or crew assignment patterns have to be rearranged. (For further study refer to Ghoseiri et al. [51] and Lindner [70] .)
Ant's behavior.
Special insects like ants, termites, and bees that live in a colony are capable of solving their daily complex life problems. These behaviors which are seen in a special group of insects are called swarm intelligence. Swarm intelligence techniques focus on the group's behavior and study the decartelized reactions of group agents with each other and with the environment. The swarm intelligence system includes a mixture of simple local behaviors for creating a complicated general behavior and there is no central control in it. Various types of certain ants have the ability to deposit pheromone on the ground and to follow, in probability, pheromone previously deposited by other ants. By depositing this chemical substance, the ants leave a trace on their paths. By detecting this trace, the other ants of the colony can follow the path discovered by other ants to find food. For finding the shortest way to get food, these ants can always follow the pheromone trails. (For further study refer to Fabinkue [42] , Dorigo and Di Caro [34] .) As was mentioned in Dorigo et al. [35] , the ant algorithms based on this characteristic are inspired from Goss experiments, a laboratory colony of Argentine ants called Iridomyrmex Hmilis was placed in a closed space in which the nest was connected to food resource by a double bridge (with different length). This branched way was designed in a way that the ants could just choose one of the branches for reaching the food. After several times carrying out the experiment, the number of ants and amount of pheromone in each branch were counted and measured. It was also observed in this experiment that the possibility of choosing the shortest path increases with the length difference of two branches. The reason for this behavior in ants is explained in the following form: in the beginning of the experiment, there is no pheromone in each branch. For this reason the ants choose one of the paths without any preferences and with an equal probability. So it can be expected that in the beginning of experiment half of the ants choose the longer branch and another half of ants choose the shorter branch. Because of shortness of one of the paths, the ants that have chosen the shorter path reach the food resource earlier and return to the nest. When these ants want to choose one of the ways to reach the food, the presence of pheromone in the shorter branch makes ants interested in choosing this branch. Therefore the amount of pheromone in this path increases more quickly and finally makes the majority of ants choose this path. Figure 1 .2 shows the reason for this behavior in ants. 
Literature review
In this section, first there is a review on the literature of the train scheduling problem and then the manner of creating, developing, and applying the ant algorithms is put forward. The literature review of the train scheduling problem and the ant algorithms show that ant colony optimization algorithms currently are not used for solving the train schedule problem.
Train scheduling.
The train schedule problem is one of the difficult problems in rail transport planning. This planning has been carried out manually and by trial and error methods for over a century. In a manual method, the train arrival and departure times from each station are identified based on the individual's experience and information. The solution quality and building time in this method are closely related to the individual's experience and ideas. (For a further study refer to Chiang et al. [20] .) Mathematical programming, simulation, expert systems, heuristic and metaheuristic methods, and combinational methods are other techniques for train scheduling. Mathematical methods give exact or optimal solutions. Examples of these methods include Frank [45] , Amit and Goldfarb [1] , Szpigel [104] , Petersen [88] , Chen and Harker [18] , Keaton [64] , Kraay and Harker [67] , Lindner [70] , Brodal and Jacob [14] , and Ghoseiri et al. [51] . Although these techniques consistently find solutions with high quality, the time and memory used in these methods for solving realistically sized problems is very high. For these reasons, simulation, heuristic, metaheuristic methods and expert systems are typically used for solving these problems. (For a further study refer to Cordeau et al. [23] .)
The application of simulation during the 1970s faced failure when solving the train scheduling problem. In these years, simulation had impractical application because of extra calculations and informational necessities. However, today computers can implement the simulation models much easier. Databases can be combined with other programs and this leads to a considerable improvement in simulation technology. There are several researches using simulations in the rail network literature; Peat, Marwick, Mitchell & Co. [87] , Jovanovic and Harker [63] , Dessouky and Leachman [28] , Cheng [19] , Higgins and Kozan [56] . Heuristic methods are not always able to give good solutions to problems but these algorithms may solve the problem in a shorter time. This property makes these algorithms play a more constructive part of the primary solutions for other algorithms. These algorithms are made based on the problem structure and have a different structure for each problem. These algorithms' applications to railway problems can be noted in Cai and Goh [16] , Carey and Lockwood [17] , and Higgins et al. [57] .
Knowledge-based systems (expert systems) have typically been used to solve problems that are either too complex for a mathematical formulation or too difficult to be solved by optimization approaches. Some examples of application of the knowledge-based systems in railway transportation are Cury et al. [26] , Araya and Abe [2] , Iida [59] , Komaya and Fukuda [65] , Minton et al. [79] , Zweben et al. [114] . These algorithms are considered as a subgroup of heuristic algorithms. (For a further study refer to Chiang et al. [20] .)
Metaheuristics are in fact guide algorithms of heuristic algorithms. These algorithms use the heuristic parts and give them direction in the searches. In spite of that, the heuristic parts of these algorithms have a specific and fixed structure and they can be used for solving various problems with little changes. These algorithms are inspired by events of nature. Some of these algorithms include genetic algorithm, neural networks, immune system, tabu search, simulation annealing and ant colony optimization. Although the solution quality of these algorithms is high and produces solutions close to optimum, there is still little metaheuristic research on rail transport planning problems. As an example, Huntley et al. [58] developed a simulated annealing approach to train scheduling for CSX transportation. Van Wezel et al. [108] applied a genetic algorithm to improve train timetables. Martinelli and Teng [76] used neural networks for routing in a railway. Nachtigall and Voget [83] applied a genetic algorithm to solve train scheduling problems. Gorman [52] used a combination of a genetic algorithm and tabu search for addressing the weekly routing and scheduling problem. Pacciarelli and Pranzo [86] used tabu search to solve train scheduling problem. Kwan and Mistry [68] used a coevolutionary algorithm to create a train timetable. Sepehri [95] solved the crew planning problem in a railway by ant colony optimization. Engelhardt-Funke and Kolonko [41] used an advanced evolutionary algorithm to solve train scheduling problem. Dorigo and Gambardella [36] , as it can be seen in Table 2 .1, showed that the ACS algorithm has been more successful than the other metaheuristics in solving the TSP. In this table, for each of the problems tested, the best solution and its corresponding iteration number built using the metaheuristics is reported. Additionally, Fischetti et al. [43] , Gutin and Punnen [54] , and Noon and Bean [85] showed that the train scheduling problem can be easily transformed to a travel salesman problem. Therefore, considering the approach of transforming the train scheduling problem to a TSP problem, good responses can be expected from solving it using the ACS algorithm.
In this research, it is decided to solve the train scheduling problem by this algorithm based on the good results using the ACS algorithm to solve the TSP problem and also transforming capability of the train scheduling problem to a TSP.
Historical development of ant colony optimization.
Ant algorithms are a population-based approach which has been successfully applied to several NP-hard combinatorial optimization problems. As the name suggests, ant algorithms have been inspired by the behavior of real ant colonies. One of the main ideas of ant algorithms is the indirect communication of a colony of agents, called (artificial) ants, based on pheromone trails (pheromones are also used by real ants for communication). The (artificial) pheromone trails are a kind of distributed numeric information which is modified by the ants to reflect their experience while solving a particular problem. The first ACO algorithm, called ant system (AS) has been applied to the traveling salesman problem (TSP) by Dorigo et al. [38] . In spite of hopeful results, the algorithm results were not comparable to the other advanced algorithms which were already applied to solve this problem. Despite the fact, this algorithm built important principles in creating more advanced algorithms. At the present time, many algorithms have been suggested based on the improvement of AS algorithm and used for solving various problems. A comprehensive list of ACO algorithms and their applications are shown in Table 2 .2.
ACS compound model and train scheduling problem
Train scheduling is a combinatorial optimization problem. In this problem the aim is to determine the arrival and departure times from stations on which the train passes. This problem is known to be NP-hard. Because of the dimensions and natural complexity in mathematical models, traditional optimization techniques are not useful for solving the problem, and the exact methods are only usable with examples in small sizes. For solving the problem with real dimensions, the heuristic or metaheuristic methods should be used. In this research, the ACS algorithm is chosen as the metaheuristic method for solving the train scheduling problem. 3.1. Ant colony system (ACS). ACS was suggested as a new heuristic method to solve optimization problems by Dorigo and Gambardella [36, 37] . The reformed form of the AS algorithm and functions is as follows. Each ant generates a complete solution by choosing the nodes according to a probabilistic state transition rule. The state transition rule given in (3.1) and (3.2) is called a pseudorandom-proportional rule:
where q is a random number uniformly distributed in [0 ··· 1], q 0 is a parameter between 0 and 1, S is a random variable selected according to the probability distribution given in (3.2), τ i j is the amount of pheromone in edge i j, η i j = 1/δ i j where δ i j is the cost of edge i j, β is a parameter that determines the relative importance of η versus τ, and Procedure N k i is the remaining node set of ant k based on moving from node i to build a feasible solution.
In ACS, only the globally best ant which has built the best solution deposits pheromone in the graph. At the end of an iteration of the algorithm, once all the ants have built a solution, pheromone is added to the arcs used by the ant that found the best tour from the beginning of the trial. This updating rule is called the global updating rule of pheromone:
where 0 < ρ < 1 is a pheromone decay parameter and Δτ i j equals to
4)
ψ gb is the best solution which was built and cost gb is the cost of the best solution.
In ACS, ants perform step-by-step pheromone updates using local updating rule of pheromone. These updates are performed to favor the emergence of other solutions than the best so far. The updates result in step-by-step reduction of the pheromone level of the visiting edges by each ant. The local updating rule of pheromone is performed by applying the rule
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τ 0 is a small fixed value and 0 < ξ < 1 is the local evaporation coefficient of pheromone. The ACS's overall structure is shown in Algorithm 3.1.
The proposed mathematical model of train scheduling.
In this section a mathematical model for train scheduling on a single track line is presented. This model is the work done by Higgins and Kozan [56] with minor changes in order to account for the assumptions of the model. In this model it is supposed that the trains are only dispatched from the first and last station. After preparation, the trains in the beginning or end stations should be dispatched immediately. In the case that the prepared trains to dispatch are stopped in the stations with unpermitted time stop and go over the allowed time, we undergo some cost. In this model, the speed and trip times in each track section for each train are assumed to be fixed. Also, a train can travel in two directions, but it is not permitted to overtake another train. (For further study refer to Higgins and Kozan [56] .)
Notations.
R: the group of trains that should be dispatched from right station to left. L: the group of trains that should be dispatched from left station to right. T: the group of total trains (i, j ∈ R or L or T and T = R ∪ L). S: set of stations (k ∈ S), track sections and stations are indexed in numerical order from left to right.
Track section k is a section of track that connects two stations k and k + 1. D: the set of permitted stop times in the station (d ik ∈ D). AD: the set of arrival and departure times from a station (Xa(i,k),Xd(i,k) ∈ AD). M: a big positive number.
Parameters.
Trip time: the time that train i needs to pass track section k·(t ik ). Dwell time: this time indicates the permitted dwell time of train i in station k · (d ik ). Headway: minimum time interval between trains i and j to arrive/depart from track section k · (h i jk ).
Train importance weight: (W i ).
Decision making variables
Binary variables. 
Objective function.
Objective function in this model is to minimize the total train delays in the stations. The delay equals the time difference between the amounts of time a train is stopped and its permitted dwell time in the station
3.2.5. Constraints. Trip-times constraints of dispatched trains from the right station:
Trip-times constraints of dispatched trains from left station:
Stop-times constraints of dispatched trains from left and right stations:
Sequence constraints of dispatched trains from right station:
Sequence constraints of dispatched trains from left station:
Safety constraints that ensure no collision occurs between two trains of opposite directions: In this algorithm, a colony consists of 2 × n ants where n is number of the nodes (trains) of the TSP. The ants are allocated in n groups. One of the ants of each group builds the sequence of dispatched trains from the right to left station and another ant is allocated to build the sequence of dispatched trains from left to right.
At first, both ants are placed at the figurative node of zero (the start node). Then, one of the ants is chosen from the first group randomly. The first chosen ant chooses a train in its train group by using the pseudorandom-proportional rule (3.1), (3.2) . The arrival and departure times of the train from start station to the final station are calculated. Then another ant chooses its train which goes the opposite direction. The arrival and departure times of this train from each station are determined in regard to reconciliation of any collision incurred with the opposite train. In the case that the obtained times are true in (3.14) , a collision occurs if the chosen train is the dispatched train from the left station:
In this equation j is the selected left station train, i indicates the chosen right station train from the group of dispatched trains, and k is a track section in which the collision occurred. In this case for collision resolution between two trains, the departure time of the chosen train from the related station is changed as follows:
The arrival and departure times of this train to its last station is calculated based on this time.
In the case that obtained times are true in (3.16) , therefore, a collision occurs if the chosen train is the dispatched train from right station, < Xd( j,k) . (3.16) In this equation, j is the selected right station train, i indicates the chosen train from the group of dispatched trains from left station, and k is a track section in which the collision occurred. In this case for resolution of collision between two trains, departure time of the above selected train from related station changes as follows:
Once collision has been reconciled the chosen trains are omitted from the set of trains.
Then randomly an ant is selected again. This ant chooses a train from its group. The arrival and departure times of this train are identified with its chosen sequence in its group. When the arrival and departure times from a section were identified, the collision condition of chosen train with dispatched chosen train in opposite direction is checked.
In the case of collision, it is removed. This operation continues in the same way so that all the arrival and departure times from all stations are identified and there are not any collisions in the sections. Then the next train is chosen by other ants. This procedure continues until ants choose all the trains of their own group. (Refer to Figure 3 .2.)
Analysis of the model
To analyze the solution results obtained from ACS-TS, they are compared with those of exact optimization method of the train scheduling model. For this purpose, computations are carried out for 45 problems including 3 to 8 trains and 2 to 8 track sections. The headway and dwell times are, respectively, considered 0.3 and 0.1 time units for all the trains and stations. The trip times are considered as a randomly selected number in the range of 2 to 15 time unit. For the created problem set, according to Dorigo and Gambardella [36, 37] , the initial values for the global evaporation coefficient of pheromone, local evaporation coefficient of pheromone, pheromone initial amount on edges, and ACS parameter are, respectively, set to 0.1, 0.1, 0.000005, and 0.9. Figure 4 .1(a) shows sensitivity of the run times with respect to variation of number of track sections for solving the problems with exact algorithms and ACS-TS. In a similar manner, the sensitivity of the run times with respect to variation of number of trains for solving the train scheduling problems have been shown in Figure 4.1(b) . Table 4 .1 shows the results in more detail.
The time function of solving the problems with exact methods in relation to number of trains is obtained using MATLAB software and the results are completely an indictor of the NP complexity of the problem time(s) = 0.01181e 1.467×number of trains , It was significant that in the created set of 45 problems the overall delay amount in dispatching trains from both methods was almost equal. However, the proposed ACS method showed considerable time savings in comparison to the exact solution method.
The case study
In this section, to clarify the use of the proposed algorithm, a problem with 30 trains and 4 track sections is solved.
Determination of ACS algorithm parameters. At first, according to Dorigo and
Gambardella [36, 37] the initial values for parameters are set to the following values: (i) global evaporation coefficient of pheromone, ρ = 0.1; (ii) local evaporation coefficient of pheromone, ξ = 0.1; (iii) pheromone initial amount on edges, τ i j = 0.000005 for all i and j; (iv) ACS parameter, q 0 = 0.9. ( * is used to show that computer was not able to solve the problem in a reasonable time.) Also, according to the definition of the problem, the number of ants in the colony of the problem is considered as twice as the number of trains and the fixed initial value τ 0 = 0.012 that is obtained by τ 0 = 1/(n · L nn ) where n is the number of trains and L nn is the solution cost produced by a heuristic method. (For further study refer to Dorigo and Gambardella [36, 37] .) Furthermore by considering this fact that in the proposed algorithm, the length (cost) of arcs does not have a meaning therefore by supposing β = 0, the length effect of edges is omitted in ACS. Then the best parameter values are experimentally adjusted. For this purpose, based on the best parameters values previously found, the parameter values are iterated incrementally and then the algorithm runs ten times. After that according to the least value of the mean multiplied by the standard deviation from ten runs the best parameter value is chosen. In the train scheduling problem we are looking for the best reliable solution with the least amount of delay, therefore the least value of the mean multiplied by the standard deviation is considered as the election measure. After this step the best value was chosen and then the problem is solved with these best parameters.
5.1.1. q 0 parameter. In determining q 0 , the parameter value is iterated from 0 to 1 by increments of 0.05, and as it is clear from Table 5 .1, according to the least value of the mean multiplied by the standard deviation from ten runs that its favorable value is supposed as q 0 = 0.9. Based on q 0 = 0.9, the ρ value is determined. In Table 5 .2, the summary of results based on the iterations from 0 to 1 by increments of 0.05 for determining ρ value is put forward. The best value based on the least value of the mean multiplied by the standard deviation from ten runs that is supposed as ρ = 0.35.
ξ parameter.
Based on q 0 = 0.9 and ρ = 0.35, the value of ξ is determined. Table 5.3 shows the results summary based on iterations from 0 to 1 by increments of 0.05 for determining ξ value. The most favorable value based on the least value of the mean multiplied by the standard deviation from ten runs that is supposed as ξ = 0.2.
5.1.4. τ 0 parameter. Based on q 0 = 0.9, ρ = 0.35, and ξ = 0.2, the value of τ 0 is determined. Table 5 .4 shows the results summary of determining τ 0 value based on iterations from 0 to 0.0004 by steps of 0.00002. The best value based on the least value of the mean multiplied by the standard deviation from ten runs that equals τ 0 = 0.
5.2.
The results of running the model. After adjusting the parameters, the proposed algorithm for the problem with 30 trains was run. The time-distance graph of the trains traveling is shown in Figure 5 .1. The amount of delay in this state equals 2492.1. Figure 5 .2 is the indicator of convergence in improving the solutions in each cycle from running the algorithm. Figure 5 .3 shows the number of the dwelled trains in each time in the intermediate stations. Maximum number of the trains dwelled at the same time in stations 2, 3, and 4 are, respectively, equal to 3, 2, and 3 trains.
Conclusion
This paper developed an algorithm for the train scheduling problem using the ant colony system metaheuristic called ACS-TS. At first, a mathematical model for a kind of train scheduling problem was developed and then the algorithm based on ACS was presented to solve the problem. The problem was considered as a traveling salesman problem wherein cities in the TSP represent the trains. ACS determined the sequence of trains dispatched on the graph of the TSP. Using the sequences obtained and removing for collisions incurred, train scheduling was determined. Numerical examples in small and medium sizes were solved using ACS-TS and compared to exact optimum solutions to check for quality and accuracy. Comparison of the solutions showed that ACS-TS results in good quality and time savings. A case study was presented to illustrate the solution.
