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ABSTRACT
In mobile ad hoc networks without centralized control distributed transmission scheduling
protocols for channel access are of interest. Many scheduling-based MAC protocols have
been proposed to provide contention-free transmissions and to guarantee certain levels of
performance. However, one of the major drawbacks of these protocols is that once a slot
is assigned to a particular node if the node does not have a packet to transmit, then the slot
is not utilized. This leads to a poor network performance. In our proposed protocol these
assigned but un-utilized slots are recovered by other nodes.
We use custom computer simulations to compare our new protocol against two ap-
proaches that do not recover wasted slots. The simulation models the performance of the
physical and link layers and includes a limited network layer that supports end-to-end for-
warding of traffic. Through investigations of random networks with varying densities we
conclude that our new approach results in an increase in the capacity of the network.
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Chapter 1
INTRODUCTION
Mobile ad hoc networks (MANETs) are a key enabling service to support emerging net-
working paradigms such as vehicular networks, internet of things, disruption tolerant and
opportunistic networks, intra-body networks, and under water networks. MANETs are a
special type of wireless networks where the nodes exchange packet data without depending
on a pre-planned infrastructure such as base stations or access points. Depending on the
situation, every node that makes up the network plays one of the following three roles: a
source, a destination, or as a router to relay packets from the other nodes. Another im-
portant feature is that the nodes can be mobile. These networks can be setup on demand,
anywhere, and at anytime. In the past MANETs have primarily found application for mil-
itary operations or during disaster management if the existing infrastructure is no longer
operational.
Today almost every electronic device we use is equipped with some kind of wireless
transceiver. All the smart devices are able to connect to the internet. This opens up endless
possibilities for MANETs in our day to day lives. The authors in [1] describe the concept
of ad hoc networking. They provide the historical background and overview some of the
challenges facing future use of MANETs.
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Forming an ad hoc network without depending on a centralized infrastructure requires
that all of the nodes that participate in the network must be able to self-organize and self-
configure. In particular, the link- and network-layer protocols must be designed to be
distributed and robust. To limit the distribution of control information, decisions made by
these protocols should be as localized as possible and not require excessive flooding of con-
trol information throughout the network. Furthermore, fairness is also a key requirement
in the design of protocols that control channel-access and provide relay capacity for an ad
hoc network.
Mobile networks require that the protocols for an ad hoc network are able to adapt
to changes in topology efficiently. Even in networks that are envisioned to be static or
slowly moving, there still is a requirement to adapt to dynamic changes in the network
connectivity. For example, nodes may join or leave for various reasons, external sources of
interference may arise at any time or be associated with mobile devices, shadowing or slow
fading can occur depending on the deployment location, or in the case that cognitive radios
are able to exploit white spaces there may be requirements to change RF assignments based
on the availability of spectrum.
Many of the applications deployed on an ad hoc network will require that the nodes
support relaying of traffic through multiple hops. To provide sufficient coverage with ra-
dios that inherently have limited communication range, nodes will need to discover their
neighbors and building forwarding information so that packets can be routed to their re-
quired destinations or gateways. Many prior investigations have shown that cross-layer
protocols are necessary to achieve good network performance [2, 3, 4, 5]. It is not suffi-
cient to assume that links are simply good or bad, but the networking protocols need to
account for the quality and capacity of the available links. Likewise, channel-access or
transmission scheduling protocols can benefit from information at the network layer con-
cerning demands for link capacity when establishing channel-access opportunities. Thus,
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the protocols must use cross-layer information to be able to robustly adapt to dynamic net-
work conditions and demands. In including cross-layer information, care must be taken to
ensure that the protocols make efficient utilization of the wireless resources and limit the
overhead due to control information.
1.1 Medium Access Control (MAC)
The operation of the MAC protocol is critical to achieve good network performance in an
ad hoc network, and the efficiency of shared access to the channel is the focus of this thesis.
The MAC protocol controls the opportunities for the nodes in the network to transmit, and
a key aspect is to coordinate the transmissions to ensure a high probability of reception
and efficient use of the channel. When more than one node transmits simultaneously in-
terference is created at the receivers. At a specific receiver, the signal that is received is a
mixture of the signal from the intended transmitter plus the signals from the other transmit-
ters. The presence of the signals from the transmitters other than the intended transmitter is
called multiple-access interference. Depending upon the signal quality from the intended
transmitter at the target receiver, some level of interference can be tolerated. The level of
tolerance depends on the underlying physical-layer features such as the modulation scheme
and type of error control coding.
A collision is said to occur when the interference at the receiver inhibits it from re-
ceiving the transmission that was intended for it. A good MAC protocol takes advantage
of the physical-layer characteristics and channel properties and maximizes the concurrent
transmissions while minimizing the packet loss due to collisions. The MAC protocol plays
a much more significant role in a wireless network because the wireless links are inherently
error prone and are less reliable when compared to wired links. For example, properties
of a wireless channel that can lead to poor performance for the links include unique is-
3
sues like channel fading, shadowing, mobility, the hidden terminal problem, the exposed
terminal problem, and sources of interference from transmitters that are not participating
in the MAC protocol. Wireless transmissions require more coordination than the wired
counterparts and the resulting channel-access protocols are more complicated.
There are two classes of MAC protocols for wireless networks: contention based and
schedule based. A survey of MAC protocols specifically for ad hoc networks can be found
in [6]. Next, we briefly overview both protocol types.
1.1.1 Contention Based MAC Protocols
In contention-based MAC protocols the nodes contend with each other for each opportu-
nity to transmit. In most of these protocols, a node attempts to access the channel as soon
as possible after a packet is available. Frequently there are collisions and re-transmissions
are required. A random delay is introduced before a retransmission to reduce the chances
that there is another collision or that the intended destination for the transmission is not
in receive mode (e.g., the intended node is itself transmitting, locked to a different trans-
mission, or blocked). The frequency of attempts to access the channel and the success of
the transmissions depend on the traffic load because the nodes initiate an access attempt
whenever a packet is queued. Typically, the performance is good when the traffic load is
low but it degrades rapidly when the traffic load is high. Unsuccessful transmissions and
long delays occur when multiple nodes contend for access to the channel at the same time.
Some of the earliest examples of contention-based protocols are aloha [7], slotted aloha
[8], and similar variations. These protocols are characterized by CSMA, and the nodes
do not exchange any control information before transmitting a packet. An extensive dis-
cussion of fundamental stability concerns with protocols based on aloha is found in [9].
Many contention-based protocols employ additional signaling to address the limitations of
4
CSMA. One common approach is to use a collision avoidance (CA) strategy, and examples
include MACA [10], MACAW [11], and the DCF mode found in the IEEE 802.11 stan-
dard [12]. While CSMA/CA approaches address the stability concerns of basic CSMA,
they still under perform when traffic loads in the network are high [13]. One other major
disadvantage of contention-based protocols is that they can be unfair to the nodes which
have less traffic than the nodes with more traffic.
1.1.2 Contention Free MAC Protocols
In transmission scheduling MAC protocols the nodes do not contend with each other to
access the channel but instead reserve the channel. Various strategies are possible including
scheduling based on time in TDMA, frequency in FDMA, and code in CDMA. We focus
on TDMA-based MAC protocols in this work. In traditional TDMA approaches the frame
size is set equal to the number of nodes in the network and each node is assigned one
time slot in the frame. Spatial TDMA (STDMA) is an improvement over TDMA in which
nodes far away from each other can re-use the channel. We refer to STDMA protocols as
schedule-based MAC protocols in this manuscript.
In schedule-based MAC protocols the nodes are scheduled to transmit in particular slots
in a frame. Schedules are formed so that nodes transmitting simultaneously are separated
from each other by enough distance to keep multiple-access interference at acceptable lev-
els. Typically each node is assigned at the least one slot in the frame. Consequently, these
protocols are collision free and fair. Schedule-based MAC protocols are also of interest in
ad hoc networks as they can guarantee a certain level of quality of service (QOS).
However, schedule-based protocols often perform poorly when compared to contention-
based MAC protocols at low traffic levels. The primary reason is because slots that are
assigned to nodes that do not have a packet to transmit are not utilized. This increases
5
the delay significantly as compared to the contention-based protocols, where the nodes at-
tempt to access the channel whenever they have a packet to transmit. On the other hand,
at high network traffic levels these protocols perform much better as the transmissions are
scheduled to avoid contention and the need for randomized delays before retransmission
attempts.
1.2 Thesis Statement
The focus of this thesis is on large ad hoc networks with a dense topology so that nodes
typically have ten or more neighbors and packets often require multiple relays to reach
their destinations. The network is expected to support periods with high levels of traffic,
and the ability to efficiently utilize the network with some QOS support is desirable. The
network is assumed to be static or have limited mobility during periods when it is heavily
utilized. We assume a typical application of the network is to provide backbone connectiv-
ity service to various wireless applications. We envision that future generation routing and
transport protocols will be designed to take advantage of cross-layer information about link
performance. Support for hierarchical network organization, congestion control, capacity
planning, and other features can be more easily supported if the channel-access protocol
can provide reliable information about the available links. In this environment, scheduled
channel access is preferred so that high levels of traffic can be efficiently supported.
One of the major drawbacks of a schedule-based MAC protocol is un-utilized time slots.
Each node is assigned one or possibly more time slots in a frame. If a node does not have a
packet to transmit during its slot in a frame, then that slot is wasted. This limits the capacity
of the network and increases the delay. In this thesis we design and investigate a scheme
that recovers these un-utilized slots while maintaining the advantages of a schedule-based
MAC protocol.
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We propose a new distributed scheduling protocol that recovers the un-utilized slots.
Our protocol is described as an extension to Lyui’s protocol (originally defined in [14]),
however, our extension can be utilized with any schedule-based protocol. The key idea for
our new protocol is to allow neighboring nodes to detect when a time slot is not utilized
and to permit a different node with a packet to transmit during that time slot. The critical
condition is to ensure that the substitute transmission creates multiple-access interference
that is similar to the interference that would have been generated by the original node
scheduled to transmit in this slot. This ensures that the transmission schedules of other
nodes are still viable, and the interference environment for all transmissions in this time
slot are still within acceptable levels.
A custom computer simulation is used to investigate the performance of our new channel-
access protocol. The simulation models the performance of the physical and link layers,
and includes a limited network layer that supports end-to-end forwarding of traffic. The
simulation models direct sequence spread spectrum (DSSS) modulation. An advantage
of DSSS is its ability to communicate in an environment with significant multiple-access
interference. A transmission between two nodes is successful only if the signal to interfer-
ence plus noise ratio (SINR) at the receiving node is greater than a threshold. We compare
the performance of our channel-access protocol against Lyui’s algorithm [14] and Seedex
[15]. For simplicity, the positions of the nodes are static, and forwarding tables are calcu-
lated with a centralized routing algorithm. Results are reported for networks with various
numbers of nodes and random topologies with various levels of neighbor density. Using ex-
tensive simulations we show that our protocol results in a considerable gain in the network
performance.
The rest of the document is as follows. Related work is presented in Chapter 2 and
a description of the system design is given in Chapter 3. Lyui’s protocol is described in
Chapter 4 and we develop our new protocol as an extension of Lyui’s protocol in Chapter 5.
7
Chapter 6 contains a detailed description of the other protocols against which we compare
against and the modeling and parameter assumptions for the simulation implementation.
The results are discussed in Chapter 7, and conclusions and future work are presented in
Chapter 8.
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Chapter 2
RELATEDWORK
There has been considerable research on MAC protocols for ad hoc networks. An extensive
survey of some recent protocols can be found in [6], though the majority of approaches
covered in this survey focus on contention-based protocols. Contention-free approaches
have received less consideration due to the increased complexity in forming reliable and
efficient transmission schedules. In this chapter we describe related work that focuses
specifically on channel-access approaches that schedule transmission opportunities. Many
of these protocols have been shown to provide improved network capacity compared to
common contention-based protocols.
One of the earliest investigations to consider scheduling broadcast transmissions is [16].
The authors show that finding the smallest frame size that supports a given traffic rate
is NP complete. Both a centralized and distributed protocol is developed to provide an
approximate solution. However, the approach requires global coordination among all nodes
to agree on a fixed frame size and the resulting schedule cannot be easily updated.
Use of color numbers to establish slot assignments has received considerable interest,
and [17] surveys the basic approach and describes a centralized algorithm, RAND, based on
a random assignment of color numbers. An extension, called DRAND [18], is a distributed
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version of RAND. In DRAND nodes use a randomized contention based approach to form
the schedules and do not need slot synchronizations during the schedule forming phase. In
[18] it is shown that the performance of DRAND is equivalent to RAND. Lyui’s algorithm
uses a similar approach to assigning color numbers but employs a different algorithm to
map color numbers to slot assignments. Investigations in [19] show that the performance
of a protocol similar to RAND and Lyui’s algorithm are similar, though Lyui’s algorithm
offers some advantages in supporting mobility and maximizing slot assignments.
The approaches described above assign one slot to each node in a frame regardless
of the traffic level at the node. The investigations described next allow a node to request
additional slots within a frame based on a long-term projection of the level of traffic it must
support. The USAP [20] is one such distributed slot assignment algorithm where the nodes
can choose slots from a pool of unassigned slots depending on their traffic requirements.
The protocol has a mechanism to coordinate with nodes up to 2-hops away to detect and
resolve any conflicts. In [21] a delay efficient TDMA based schedule is proposed. Here
instead of assigning the slots to a node, the slots are instead assigned to a flow. A single
node can be assigned multiple slots in a frame if it is involved in multiple flows.
Another general approach to scheduling transmissions is to use a contention phase to
establish assignments for a short period of time and periodically recalculate the sched-
ules. The five phase reservation protocol (FPRP) [22] is an example of this type of pro-
tocol where the nodes contend with each other to reserve slots. This protocol describes a
five-phase dialogue between the nodes that are two hops away from each other. A recent
extension [23] to the FPRP reduces the frame length.
Finally, SEEDEX [15] adopts a different approach in that the schedules are generated
pseudo-randomly and the schedules are not periodic (i.e., there is no frame). Each node
generates a pseudo-random number between zero and one with a uniform distribution in
each slot. This number acts as the probability with which the node is a candidate to transmit
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in that slot. A node has the seeds of the pseudo-random generators of each node within two
hops from itself. Hence, each node knows which of its two-hop neighbors are candidates in
each of the slots. A candidate will transmit in a slot with a probability that depends on the
number of possible candidates in this slot. A common problem with all of the transmission
scheduling schemes described in this chapter is that once a slot has been assigned to a node,
it is not utilized if the node does not have a packet to transmit in that particular slot.
In this thesis we present a transmission scheduling algorithm for multiple-hop ad hoc
networks in which each slot is extended by a fixed and small number of mini-slots. From a
set of nodes with the same size as the number of mini-slots, one of them can make a substi-
tute transmission if the slot would otherwise be un-utilized by the node assigned to the slot.
The nodes in the set form a clique. Work that is most closely related to ours is described in
[24] and [25]. In [24] mini-slots are also investigated, however, only for a network in which
every node is within line of sight of each other. In a network with N nodes, N-1 mini-slots
are added to the beginning of each slot. Nodes are assigned priorities with algorithms such
as round robin, random order, head of the line, and alternating priorities. At the beginning
of each slot the node with the highest priority transmits an unmodulated carrier (or busy
tone) for the duration of a mini-slot indicating that it has a packet to transmit. If the channel
is detected to be idle in that mini-slot then the node with the next highest priority transmits
the carrier. This procedure is repeated until one of the nodes transmits the carrier and re-
serves that slot. At the end of mini-slot N-1 the node that transmitted the carrier transmits
its packet. A slot is idle only if none of the nodes have a packet to transmit. This approach
works well when the number of nodes in the network is small but incurs significant over-
head for large networks. Also, the approach does not consider multiple-hop networks, the
hidden-terminal problem, or multiple-access interference, and the algorithm for assigning
priorities do not generalize to multiple hop networks.
A protocol to permit more than one node the opportunity to utilize a slot is described in
11
[25]. The approach, called CAMA, is an extension of USAP [20]. The network is divided
into multiple cliques, and slots are assigned to the cliques instead of individual nodes using
USAP. In the slot assigned to a particular clique the nodes constituting that clique contend
for the slot via mini-slots at the beginning using a non-persistent CSMA protocol [26].
However, the authors of [25] point out that the implementation is quite complex, requires
careful tuning based on connectivity details, and has higher overhead than required by
USAP.
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Chapter 3
SYSTEM DESIGN
In this chapter we describe the modeling assumptions for the system we use throughout
this work.
3.1 Channel Model
We assume that the communication between the nodes is half-duplex, that is, the nodes
cannot transmit and receive at the same time. All nodes are equipped with omni directional
antennae that have equal gain in all directions. A standard channel model is employed
that is similar to one we previously used in [27]. In this work we assume that each node
uses direct-sequence spread-spectrum (DSSS) modulation. We assume that the nodes are
synchronized to the slot boundaries. See for example the discussions in [22] and [28] for
methods to achieve slot synchronization. A packet is considered to be decoded correctly
only if the SINR at the receiving node is greater than a threshold β. Specifically, if node
x is transmitting a packet to node y, then the packet can be decoded correctly only if the
SINR at the receiving node, denoted by ξx,y, satisfies
13
ξx,y =
Pr(x,y)NsTc
No+ ∑
∀z 6=x
Pr(z,y)Tc
≥ β. (3.1)
where Pr(x,y) is the power received at node y from node x, Ns is the spreading factor, Tc
is the chip duration, and No is the noise at the receiver. The multiple access interference at
the node y from nodes other than x is ∑
∀z 6=x
Pr(z,y)Tc. The signal to noise ratio SNR, denoted
by εi, j, is the SINR without multiple access interference.
3.2 Modeling Capture and Path Loss
Even though we assume that all transmissions are slot synchronous, because of the limi-
tations of the hardware and propagation delays the transmissions could be slightly asyn-
chronous. When there are multiple signals at a receiver that all satisfy equation (3.1), the
receiving node will capture the transmission that reaches it the first. We model this capture
in the following way. Each node will form a capture list, which has all the transmissions
that have satisfied equation (3.1) in that slot. Then it will pick one of these transmissions
at random.
We use a urban area cellular radio path loss model described in [29]. If the distance
between the transmitter and receiver is d, then the received power, denoted by Pr(d), is
given by
Pr(d) = Pt× ( λ4pid )
α (3.2)
where Pt is the transmit power of a node, λ is the wavelength of the transmitted signal, and
α is the path loss exponent.
We assume that all nodes transmit at the same power. We set the transmit power (Pt)
such that if the distance between the transmitter and receiver is equal to R then the SNR is
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equal to β. The transmit power is given by
Pt =
N0β
NsTc
(
4piR
λ
)α (3.3)
We call R the transmission range.
3.3 Network Layer Models
Let Ci, j denote the cost of the link between nodes i and j, and Ci, j is a function of the
SNR of this link. Links with a better SNR have low cost as they have a higher probability
of a successful packet transmission. However, if the SNR is sufficiently large, the cost is
lower bounded by one. We assume each node maintains an estimate of the SNR to each
of its neighbors, and Dijkstra’s algorithm is used to find minimum cost routes. For Ci, j we
employ a similar function as used in [27], and it is given by
Ci, j(εi, j) =

∞, εi, j < β
1− log( εi, j−ββ ), β≤ εi, j < 2β
1, εi, j ≥ 2β
(3.4)
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Chapter 4
LYUI’S PROTOCOL
Our protocol is built on an algorithm originally defined by Lyui [14] for assigning transmis-
sion schedules in a distributed manner in MANETs. A summary of Lyui’s algorithm along
with a discussion of its properties is given in [19]. The 1-neighborhood of a node is defined
as the node and all of its neighbors, where neighbors are the nodes with which communica-
tion is possible. The 2-neighborhood of a node is defined as the node itself, the collection
of neighbors of the node and neighbors of the neighbors. Each node chooses the smallest
possible positive number as it color, making sure that no node in its 2-neighborhood has
the same color. There are a number of distributed algorithms to assign color numbers [17].
Node u maintains a neighbor list, Nu, which contains the identities of the nodes in its 2-
neighborhood and their colors. This is the only information needed by the node to be able
to determine whether it is a candidate to transmit in a slot. Details of how initial schedules
are formed are given in [30] and a protocol to update color numbers in a mobile network is
described in [31].
A node u with color number cu is a candidate to transmit in slot t if there exists an
integer n such that
t = cu+n×P(cu) (4.1)
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where P(cu) = 2k and k is the smallest integer such that 2k ≥ cu. In each slot t, node u uses
(4.1) and its neighbor list, Nu, to form a candidate list Cu(t) defined as,
Cu(t) = {x|x ∈Nu and x is a candidate in slot t} (4.2)
Node u will only be assigned to transmit in slot t if u ∈ Cu(t) and has the largest color
among the other candidates. In this way Lyui’s algorithm ensures that a node scheduled
to transmit in a slot will be the only transmitter among the nodes in its 2-neighborhood.
For node u the frame size is equal to P(cmax), where cmax is the maximum color in the
2-neighborhood of the node u.
Table 4.1 depicts the transmission slots for the first eight colors as assigned by Lyui’s
algorithm. An X in the table indicates that a node with that color number will be a candidate
in that slot. As the table indicates there are multiple candidates in a slot. The node with
highest color among these candidates gets to transmit in that slot. For example, consider
a scenario where the 2-neighborhood of a node has a total of 5 nodes. Table 4.2 depicts a
typical frame for each node in this 2-neighborhood. For simplicity we identify these nodes
by their color numbers. Since there are five nodes in the 2-neighborhood, there are five
distinct colors numbered from one to five. Also all the nodes belonging to a particular 2-
neighborhood will have the same candidate list (Cu(t)). The size of the frame is dependent
on the 2-neighborhood of the node. In this example scenario, the frame size for the nodes
in that 2-neighborhood is eight as 23 is the smallest power of two greater than equal to five.
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Table 4.1: Transmission Slots In Lyui’s Algorithm For First Eight Colors
Transmission Slot Number (t)
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
C
ol
or
N
um
be
r
1 x x x x x x x x x x x x x x x x
2 x x x x x x x x
3 x x x x
4 x x x x
5 x x
6 x x
7 x x
8 x x
If a node is a candidate in a particular slot and it has the highest color amongst the
candidate nodes from the candidate list it will transmit in that slot. From Table 4.1 we
can see that nodes 1-5 transmit in the first five slots of the frame and nodes 2, 3, and 4
transmit again in the remaining three slots of the frame. In this manner Lyui’s algorithm
guarantees that each node has the oppurtunity to transmit at the least once in a frame. The
nodes with smaller 2-neighborhoods often have a smaller frame size than nodes with larger
2-neighborhoods. This ensures a better spatial re-use than a traditional TDMA scheme.
Advantages of Lyui’s protocol are discussed in [19]. However, a significant disadvantage
of transmission scheduling approaches like Lyui’s algorithm is that if a node is scheduled
to transmit in a slot but it does not have a packet, the slot is not utilized.
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Table 4.2: An Example Frame in Lyui’s Algortihm
Transmission slot
t
Candidate list
Cu(t)
Transmitting node
Max(Cu(t))
1 {1} 1
2 {1,2} 2
3 {1,3} 3
4 {1,2,4} 4
5 {1,3,5} 5
6 {1,2} 2
7 {1,3} 3
8 {1,2,4} 4
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Chapter 5
RECOVERING MINI-SLOT TRANSMISSION
SCHEDULING (RMTS)
In our proposed protocol we recover the time slots that are un-utilized when a node sched-
uled to transmit does not. For our investigation each node uses Lyui’s algorithm to find
the slots in which it is a candidate to transmit. The transmissions arising because of these
pre-assigned slots are called primary transmissions and the nodes are called primary nodes
in that slot. In addition a node x nominates Na of its proximate 1-neighbors as a set of
auxiliary nodes called an auxiliary set and denoted by ςx. One of the nodes in ςx will try
to transmit if the primary node x does not. This results in the second type of transmissions
called auxiliary transmissions. Each node has its own auxiliary set.
Not every 1-neighbor of a node can be its auxiliary node. A node belonging to an
auxiliary set of a primary node must satisfy two conditions. First, consider node x. A node
y is a candidate for x’s auxiliary set, ςx, if the SNR at x for a transmission from y, εy,x
satisfies the following condition
εy,x ≥ p×β (5.1)
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Table 5.1: New Slot in RMTS
Mini Mini Mini
slot slot . . . slot Original slot in the Lyui’s algorithm
#1 #2 #Na
where p(»1) is a parameter which decides how close the auxiliary nodes are to the primary
nodes. Lyui’s protocol ensures that primary transmissions have a SINR value that satisfies
(3.1). However, if an auxiliary node transmits in the place of primary node the SINR may
not satisfy (3.1) at all of the auxiliary node’s neighbors. Furthermore, the auxiliary trans-
missions create a different multiple access environment than the primary transmissions and
this may disrupt other scheduled transmissions. So ideally we want the value of p to be such
that the auxiliary node creates multiple access interference similar to that of the primary
node. We show that the increase in multiple access interference is small when compared
with the improvement in delay and capacity of the network. Once a node chooses the aux-
iliary nodes, it gives them auxiliary numbers, denoted by A.No which decides the order in
which the auxiliary nodes attempt to transmit when the primary node does not.
Each slot is extended by Na mini-slots as shown in Table 5.1. The reason we do this
is because each of the auxiliary candidates listens for a transmission from the primary
candidate during these mini-slots. By the end of the mini-slot 1 if the auxiliary node with
A.No equal to 1 does not detect a transmission it will transmit its packet if it has one. By
the end of mini-slot 2 if the auxiliary node with A.No equal to 2 still does not detect a
transmission it will transmit its packet and so on. So it is essential that all the auxiliary
nodes of a primary node are able to detect each others transmissions. In other words,
the nodes of an auxiliary set of a primary node must form a clique. This is our second
condition.
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5.1 Neighbor Table
Next we describe the neighbor table. The typical row of the neighbor table, N , is shown in
Table 5.2. The first column is the neighbor, which is a in this case. The second entry is the
color of the node a. Third column is the maximum color in the 2-neighborhood of node a.
The fourth column indicates if node a is a 1-neighbor or a 2-neighbor.
Table 5.2: Typical Entry of the Neighbor List (N ) for a Node
Node Color Max Col Type SNR A.No
a 2 10 1 95 1
The fifth column is a measure of the signal quality to the node a. Only 1-neighbors will
have an entry in this column. The last column is the auxiliary number (A.No) that node a
has assigned to this node. It has a value between 0 and Na. The value is 0 if the node in the
first column does not nominate the node forming the table as an auxiliary node. The value
is between 1 and Na if the node forming the table is an auxiliary node for the node in the
first column.
5.2 Choosing the Auxiliary Nodes
Each node maintains an estimate of the SNR for the transmissions it receives from each of
its 1-neighbors and stores this value in its neighbor table. Each node also stores a copy of
the neighbor tables of their 1-neighbors. Utilizing the neighbor tables and equation (5.1),
a node forms a list of eligible nodes, S. Nodes in S satisfy (5.1). The node then builds a
subgraph in which the vertices are the nodes in S and itself. An edge exists only if both
the vertices list the other as a 1-neighbor in the set of stored neighbor tables. The second
condition is that the nodes in the auxiliary set must form a clique in this induced subgraph.
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Forming a maximum clique is a NP hard problem, but there are several algorithms with
acceptable run times. For example, see [32] and [33] for algorithms that are efficient for
graphs with hundreds of nodes.
Using the induced subgraph and one of the algorithms described above the node forms
a maximal clique, A. Once the maximal clique of auxiliary nodes is formed, the node
chooses a random subset of Na of these nodes from A and forms the auxiliary set, ς. The
order in which the nodes in ς are chosen also decide their auxiliary number (A.No). The
node which is first in ς has A.No equal to 1 and the node which is last in the ς has A.No
equal to Na.
The node then includes its auxiliary set in its control packet (with details of other 1-
neighbors). If a node finds itself in the auxiliary set of a primary node then it updates it
neighbor table and includes its index in ς as its A.No value. For example, assume node x
sends an auxiliary set that lists node y in position 2. Node y will update the entry for node
x in its neighbor table to set the value of A.No equal to 2.
If the node is a primary node and it has a packet, it begins its transmission in the first
mini-slot. A node is a auxiliary transmitter in a time slot if the node that is the primary
transmitter, say x, has selected node y as part of x’s auxiliary set (ςx) and if the time slot
is the primary time slot for the node x. For Lyui’s algorithm, the primary time slot for a
node is the slot number in its frame that is equal to its color number. Note that a node is
a candidate to transmit in other slots within its frame, but it is guaranteed to be assigned
to transmit only in its primary time slot. A node that is an auxiliary transmitter in a time
slot uses its auxiliary number (A.No) to determine the mini-slot in which it is a candidate to
transmit. If the auxiliary node does not detect a transmission in any of the earlier mini-slots
and it has a packet, it begins its transmission in mini-slot A.No.
One characteristic that sets our protocol apart from other dynamic schedule based pro-
tocols is fairness. Here every node is guaranteed a slot in the frame. Only when a node
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does not utilize its assigned slot other nodes try to recover that slot. Also, our extension
can be used with any distributed schedule based protocol which assigns slots to the nodes
because our protocol does not depend on how these slots are assigned.
Figure 5.1: An Example Network
To illustrate how a primary node forms its auxiliary set consider the example in Figure
5.1 that shows the 2-neighborhood of node 1. Assume that the value of Na is five. For
simplicity assume the node number and color number are the same. Nodes that are con-
nected by bi-directional lines are 1-neighbors. Moreover, if a line is solid, the SNR of that
link is less than p×β and if the line is dashed, the SNR of that link is greater than p×β.
Initially node 1 forms the set of eligible auxiliary nodes S1 = {2,3,4,5,7}. Node 1 then
forms the maximum clique A1 = {2,4,5}. From the maximum clique node 1 selects Na
nodes at random and in a random order to form the auxiliary set ς1. In this example there
are fewer than five nodes in A1 so ς1 is same as A1 except possibly the order of the nodes
is permutated. Node 1 sends the auxiliary set to its 1-neighbors. When nodes 2, 4, and 5
receive ς1, they will update their neighbor tables and for the entry for node 1, each node
will set its A.No equal to its position in the auxiliary set.
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Chapter 6
SIMULATION INVESTIGATIONS
A custom simulation program is utilized to investigate the performance of our new channel-
access protocol. The simulation is time slotted and models the physical and link layers as
described in the previous sections. The network layer is included to relay packets from
their sources to destinations using fixed forwarding tables. A centralized routing algorithm
[34] is used to create the initial tables, and the details of a distributed routing protocol are
not included.
6.1 Simulation Parameters
We assume that there are 100 nodes in the network and the nodes are located randomly with
a uniform distribution in a fixed area. All simulations are performed for three different
densities and the density is modified by changing the size of the area. The densities are
showed in the Table 6.1. The average hops is the average number of hops required to
deliver packets to their destinations. We define the diameter of a network as the maximum
number of hops that a packet travels to reach its destination.
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Table 6.1: Types of densities used
Name Density Avg # of Hops Diameter
D-1 1 node per 25 sq.m (1/252) 1.2 2
D-2 1 node per 50 sq.m (1/502) 1.9 4
D-3 1 node per 75 sq.m (1/752) 3.0 7
The transmission power is selected so that the SNR is equal to β if the distance between
a transmitter and receiver is 200 m. At the start of each time slot, each node generates one
packet with probability γ/N, where γ is the expected number of packets generated per slot
in the network. We assume that size of the queue at each node has the capacity to store
ten packets. If the queue is full when a packet is received or generated it is discarded. The
value of the time to live (TTL) counter is set equal to 200 slots, and a packet not delivered
to its destination within 200 slots from when it was generated is discarded.
No link or end-to-end acknowledgments are included in the simulation investigations
with an exception for implementation of Seedex [15], where as the part of the MAC pro-
tocol the receiving node has to send an acknowledgment after it successfully decodes the
packet and in the event that the transmitting node does not receive an acknowledgment at
the end of the slot it will attempt to retransmit that packet in a later slot.
We compare three network metrics: end-to-end completion rate, end-to-end delay, and
throughput. End-to-end completion rate is the percentage of packets that are successfully
delivered to their final destinations. End-to-end delay is the average number of slots be-
tween the time at which a packet is generated and the time at which the packet reaches
its final destination. Throughput is the average number of packets delivered to the final
destination per slot.
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Table 6.2: Simulation Parameters
Parameter Symbol Value
Number of Nodes N 100
Number of Slots Slots 4000
Numbers of Simulations Sims 100
Time to Live TTL 200 slots
Queue Size Qs 10 packets
Radius R 200 m
Number of Auxiliary Nodes Na 5
Multiplication Factor p 10
Table 6.3: System Parameters
Parameter Symbol Value
Chip Duration Tc 2.9∗10−7
Spreading Factor Ns 128
Wavelength λ 0.125
Path Loss Exponent α 3.5
SINR Threshold β 8
White Noise Power N0 4∗10−21
Statistics for each network are obtained over 4000 slots. Results are averaged over 100
random networks. Part of the performance evaluation investigates values for Na and p, and
we find values that result in good network performance for the scenarios considered here.
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For all other simulations, Na is set equal to five and p is set equal to ten. All the simulation
parameters are listed in Table 6.2 and the sytem parameters used in these simulations are
listed in 6.3.
6.2 Simulation of Other Protocols
We compare the performance of our protocol with three other protocols. The first one is
Lyui’s protocol. The other two protocols are described in this section.
6.2.1 Seedex
The key idea of Seedex [15] is to have a pseudo random schedule. In every slot a node
is either in a possibly transmit (PT) mode with a probability ps or in a listen (L) mode
with a probability 1-ps, where ps is a predetermined parameter chosen to maximize the
throughput. Thus, the modes of the nodes in a slot are determined by an i.i.d. Bernoulli se-
quence which is generated by a psuedo-random number generator. Nodes publish seeds of
their psuedo-random number generators to their 2-neighbors. This is the only information
needed by a node to calculate the modes of the nodes in its 2-neighborhood.
When node A wants to communicate with node B it waits for a slot in which A is in PT
mode and B is in L mode. Node A calculates the number, n, of 1-neighbors of node B which
are also in PT mode. Node A transmits in that slot with a probability min{ αn+1 ,1}, where α
is a parameter which controls how aggressively a node attempts a transmission. The values
of ps and α are taken from [15]. Accordingly we set ps equal to 0.21 and authors in [15]
suggest two different values for α (2.5 and 1.5). We set α equal to 2.5 because it results in
better performance in our investigations.
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6.2.2 Unlimited RMTS (u-RMTS)
In RMTS once a node forms the maximal clique A from the set of eligible nodes S, it
chooses Na nodes at random to form the auxiliary set ς. Only the nodes that are in ς will
attempt to transmit when the node forming the list does not transmit in its assigned slot.
In the u-RMTS protocol an auxiliary set is are calculated as with our new protocol but the
size of the auxiliary set is not limited ( i.e., we set ς equal to A). Note, we do not model the
additional overhead due to the large number of mini-slots as compared to our system with
Na fixed. This modification maximizes the opportunity for some auxiliary node to transmit,
and highlights the effect on network performance due to a practical limit on the size of an
auxiliary set. For a network in which all links satisfy (5.1) a transmission is successful
in each slot unless no node has a packet. As the network density decreases, so does the
number of eligible nodes.
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Chapter 7
RESULTS
First, consider the end-to-end completion rate. Figures 7.1, 7.2 and 7.3 show end-to-end
completion rate for investigations with density D-3, D-2, and D-1 respectively.
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Figure 7.1: End-to-end completion rate for low density
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Figure 7.2: End-to-end completion rate for medium density
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Figure 7.3: End-to-end completion rate for high density
31
We consider network performance to be poor when the end-to-end completion rate is
low. We define the end-to-end completion rate threshold, Γ, as the maximum value of the
packet generation rate, γ, for which the end-to-end completion rate is greater than 90%.
Table 7.1 lists the values of Γ for each protocol. In Table 7.1, L denotes Lyui’s protocol, S
denotes Seedex, and R denotes RMTS. The last two columns in Table 7.1 show the percent-
age improvement in Γ of our protocol over Lyui’s protocol and Seedex respectively. It is
clear from these results that our approach leads to significant improvement over traditional
scheduling algorithms like Lyui’s protocol, in which the slot assignments are fixed. Our
protocol also out performs Seedex in which slots are dynamically assigned depending on
the traffic at the nodes.
Table 7.1: Values of Γ
Density L S R
% imp in Γ
L S
D-1 .10 .25 .66 520% 160%
D-2 .11 .31 .51 360% 63%
D-3 .17 .43 .60 250% 40%
Figures 7.4, 7.5, and 7.6 illustrate the end-to-end delay for investigations with density
D-3, D-2, and D-1 respectively.
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Figure 7.4: Delay for low density
Packets Generated Per Slot
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
D
el
ay
0
10
20
30
40
50
60
70
80
90
100
Density =(1/502)
RMTS
LYUI
SEEDEX
u-RMTS
Figure 7.5: Delay for medium density
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Figure 7.6: Delay for high density
From these graphs it can be noted that for investigations with density D-3, D-2, and
D-1 the maximum delay (at γ = 1) in the case of our protocol is almost same as the mini-
mum delay (at γ = 0.1) in the case of Lyui’s protocol and our protocol provides significant
improvement in delay over Seedex as well. We consider the performance of the network if
the packet generation rate (γ) is greater than Γ as poor. We have already seen that RMTS
has higher values for Γ than both Lyui’s protocol and Seedex. We compare the delay of
RMTS with delay of Lyui’s protocol and Seedex at packet generation rate equal to their
Γ′s, respectively. For investigations with density D-3, Lyui’s protocol has Γ = .17, and at
this traffic generation rate there is about a 73% decrease in the delay of RMTS over Lyui’s
protocol. Seedex has Γ = .43, and at this traffic generation rate there is about a 53% de-
crease in delay of RMTS over Seedex. Table 7.2 lists these values in other scenarios. Our
protocol provides a significant improvement in the average delay in all scenarios.
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Table 7.2: Values of Percentage Decrease in Delay
Density
% dec in delay over
Lyui’s Seedex
D-1 69% 57%
D-2 73% 52%
D-3 74% 53%
We examine jitter by measuring the standard deviation, std, of they delay. Figures 7.7,
7.8, and 7.9 show the standard deviation of the delay for the investigations with density
D-3, D-2, and D-1 respectively.
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Figure 7.7: Standard deviation of the delay for low density
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Figure 7.8: Standard deviation of the delay for medium density
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Once again we compare the std of RMTS with that of Lyui’s protocol and Seedex at
their Γ′s, respectively. Table 7.3 lists the values of percentage decrease in STD of delay
over Lyui’s protocol and Seedex.
Table 7.3: Values of Percentage Decrease in STD of Delay
Density
% dec in std of delay over
Lyui’s Seedex
D-1 52% 45%
D-2 65% 43%
D-3 67% 42%
This improvement in delay leads to improvement in throughput. Figures 7.10, 7.11, and
7.12 show the throughput for investigations with densities D-3, D-2, and D-1 respectively.
Packets Generated Per Slot
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Th
ro
ug
hp
ut
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Density =(1/752)
RMTS
LYUI
SEEDEX
u-RMTS
Figure 7.10: Throughput for low density
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Figure 7.11: Throughput for medium density
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Figure 7.12: Throughput for high density
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7.1 Slot Utilization
We define slot utilization as the fraction of the assigned slots in which packets are transmit-
ted. For RMTS a slot assigned to a node is consider utilized when either the primary node
or one of its auxiliary nodes transmit in that slot. Consider a node i and let the probability
that it will not have a packet to transmit in its assigned slot be denoted byWi. For simplicity
we assume that all auxiliary nodes of node i have same probability that they do not have a
packet to transmit in that slot. We can approximate the probability that node i will utilize
the slot allotted to it by Ui.
Ui ≈ 1−Wi+Wi
i=Na
∑
i=1
W i−1i (1−Wi) (7.1)
= 1−WNa+1i
The average slot utilization over all the nodes in the network is
Uavg = 1− ∑
N
i=1W
Na+1
i
N
(7.2)
Values of Wi are estimated in our simulations. We show the utilization predicted by 7.2
and the slot utilization obtained from the simulations for the investigations with density
D-3, D-2, and D-1 in Figures 7.13, 7.14, and 7.15.
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Figure 7.13: Slot utilization for low density
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Figure 7.14: Slot utilization for medium density
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Figure 7.15: Slot utilization for high density
For investigations with density D-3, the value of Γ for RMTS is 0.61. At this packet
generation rate slot utilization of RMTS is about 42%. Even though the slot utilization is
low the network performance deteriorates because there are a few nodes which are acting
like bottlenecks. In MANETs bottlenecks are a serious problem because these nodes effect
all the traffic that is routed through them. One way to circumvent this problem is to utilize
link metrics with the routing protocol to take into account the slot utilization of each node.
Nodes with high slot utilization are prime candidates to become bottlenecks in a network.
So the link metric should assign a higher cost for including that node in a route. Also
the routes have to be calculated periodically. In the next section we present one such link
metric.
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7.2 Link Metric Using Slot Utilization
For the previous investigations we used the link cost function described in Section 3.3.
Now we present a new link metric which is a variation of the one presented in [27] that
takes into account the average slot utilization of each node. When the routes are calculated
for first time the slot utilization of each node is zero, hence the new link metric is same
as the old one. However, in the new method the nodes have to exchange average slot
utilization information and update the link metric of every link periodically. The routes
are re-calculated after every such update. We use a centralized algorithm to recalculate all
routes after each UPD slots. The new link metric denoted by, Cnewi, j , is defined below.
Cnewi, j (εi, j,U j) =

∞, εi, j < β
{1− log( εi, j−ββ )}(1+U j), β≤ εi, j < 2β
(1+U j), εi, j ≥ 2β
(7.3)
Simulations are run for UPD equal to 64, 128, and 256. We compare the resulting
three metrics end-to-end completion rate, delay, and throughput with the case with no pe-
riodic routing updates. Figures 7.16, 7.17, and 7.18 show end-to-end completion rates for
investigations with densities D-3, D-2, and D-1 respectively.
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Figure 7.16: Comparison of end-to-end completion rate for different values of UPD for low
density
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Figure 7.17: Comparison of end-to-end completion rate for different values of UPD for
medium density
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Figure 7.18: Comparison of end-to-end completion rate for different values of UPD for
high density
In Table 7.4 we list the values of Γ for investigations with UPD equal to 64, 128, and
256. We also list the percentage improvement in the value of Γ over the scenario without
periodic routing updates.
Table 7.4: Values of Γ
Density
No
UPD
UPD = 64 UPD = 128 UPD = 256
Γ Γ % imp Γ % imp Γ % imp
D-1 .66 .87 31.4 % .86 30.3 % .82 24.9 %
D-2 .51 .91 75.7 % .89 72.9 % .86 66.9 %
D-3 .60 .89 49.3 % .90 50.3 % .87 45.7 %
Figures 7.19, 7.20, and 7.21 show the delay for investigations with densities D-3, D-2
and D-1 respectively.
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Figure 7.19: Comparison of delay for different values of UPD for low density
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Figure 7.20: Comparison of delay for different values of UPD for medium density
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Figure 7.21: Comparison of delay for different values of UPD for high density
We compare the delay for investigations with UPD equal to 64, 128, and 256 with the
delay for investigation without periodic routing at the packet generation rate equal to Γ of
the latter case. Table 7.5 lists values of percentage decrease in delay for investigations with
our new metric over the investigation with the old metric.
Table 7.5: Percentage improvement in delay with new cost metric
Density UPD = 64 UPD = 128 UPD = 256
D-1 -3.3% -2.98% -1.5 %
D-2 32.6% 31.4% 29.4%
D-3 26.5% 26.4% 23.2%
Figures 7.22, 7.23, and 7.24 show the comparison between throughput for investigations
with the new metric and throughput for investigations with the old metric for densities D-3,
D-2 and D-1 respectively.
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Figure 7.22: Comparison of Throughput for different values of UPD for low density
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Figure 7.23: Comparison of Throughput for different values of UPD for medium density
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Figure 7.24: Comparison of Throughput for different values of UPD for high density
The new metric leads to significant improvement in end-to-end completion rate in all
the cases. By using the new metric and calculating the routes periodically we are assigning
higher costs to the links involving the bottlenecks and thereby reducing the effect of the
bottlenecks in the network. There is considerable decrease in delay for investigations with
densities D-2 and D-3 however in the case of D-1 the delay is almost same, with the new
metric resulting in a small increase in the delay. In the investigations with density D-1 most
of the packets only travel one hop hence there will not be much change in the delay even
when we use the new metric. Also the performance of the network is comparable for three
different values of UPD. Using UPD equal to 256 is recommended as this case incurs the
least amount of overheard required to periodically calculate the routes.
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7.3 Choosing the Values of the Parameters Na and p
The key idea of RMTS is that each node selects auxiliary nodes such that one of them can
transmit in its place if the node does not use its assigned slot. This improves the chance that
an assigned slot will be utilized and is the reason for the improvement in the performance
over a scheme where only the primary node is permitted to transmit. In RMTS there are two
parameters the can be tuned. The first is Na which is the limit on the number of auxiliary
nodes a primary node can choose as candidates for a substitute transmission. The second is
p which is a multiplication factor that controls how similar the multiple-access interference
of the substitute transmission is compared to the primary transmission. We have designed
RMTS for mulit-hop networks. Hence, we focus the investigations for selecting Na and p
on networks with density D-3.
7.3.1 Choosing the Value of Na
We have run simulations for different values of Na ranging from Na=1 to Na=N. Figures
7.25, 7.26, and 7.27 show end-to-end completion rate, delay and throughput of RMTS for
different values of Na. From these graphs it is clear that increasing the value of Na beyond
five does not significantly improve the performance. Hence for all the investigations shown
in this manuscript we have set the value of Na equal to five.
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Figure 7.25: End-to-end completion rate for low density
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Figure 7.26: Delay for low density
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Figure 7.27: Throughput for low density
7.3.2 Choosing the Value of p
As described in Chapter 5, p is a factor which controls the multiple access interference
caused by an auxiliary transmission instead of a primary transmission. With a large value
of p we can ensure that the multiple-access interference caused by an auxiliary transmission
is similar to that caused by a primary transmission. However this limits the size of the pool
of 1-neighbors from which the auxiliary nodes are chosen. With a small value of p we
can ensure that there is a large of pool of 1-neighbors from which the auxiliary nodes
are chosen. However the multiple-access interference caused by these transmissions can
be different from the one caused by the primary transmissions and can result in failure
of other scheduled transmissions in that slot. We have investigated values of p ranging
from 1 to 18. Network performance improves as the value of p increases until it achieves
its maximum value for p approximately equal to 10. For large values of p the network
performance decreases. In Figure 7.28 we show the value of Γ for different values of p,
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and Γ is maximum for p approximately equal to ten. For simulation results shown in this
manuscript, p is equal to ten. Another point to note is that for all values of p the performance
is significantly better than Lyui’s protocol.
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Figure 7.28: Values of Γ for different values of p
The values for Na and p may not be optimum for densities D-1 and D-2. However
RMTS still out performs Lyui’s protocol and Seedex in the investigations with densities
D-1 and D-2. In general we can choose conservative values for Na (3-5) and p (10-15). No
matter what the density of the network these values will result in significant improvement
over a scheme in which the un-utilized slots are not recovered. However if we are interested
in networks of a particular density then these parameters can be tuned to maximize the
performance.
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Chapter 8
CONCLUSION
We have designed and investigated a new mechanism for recovering un-utilized time slots
in transmission scheduling protocols for channel access in a MANET. In most of the exist-
ing scheduling algorithms once a slot is assigned to a particular node if that node does not
have a packet to transmit, that slot is not utilized. This leads to poor network performance.
We propose a protocol to salvage these un-utilized slots by allowing a substitute transmis-
sion in place of the scheduled one. The node that is permitted to make a substitute trans-
mission is carefully selected so that the multiple-access interference is similar to the level
created with the original schedule. A modest amount of additional overhead is required
in each time slot to include mini-slots for detecting which candidate node can utilize the
opportunity. In addition, the size of the periodic control transmissions is slightly increased
to support additional information about which nodes are selected as auxiliary transmitters.
In this manuscript we use Lyui’s algorithm to demonstrate our protocol. However, our ap-
proach can be used to modify any scheduling algorithm in which slot assignments are fixed
but may go un-utilized due to fluctuations in traffic demands.
Our approach retains the advantages of a traditional scheduling algorithm. Namely, our
scheme does not change the fairness of scheduling, that is, all the nodes have a guaran-
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teed opportunity to transmit at least once in a frame. Also, our scheme maintains efficient
channel access under high traffic loads and does not introduce contention and its associated
stability concerns. The novel addition of our approach occurs in scenarios in which there is
a high variability in traffic load and unequal queueing demands at the nodes. In a traditional
scheduling algorithm, a node with a large queue of packets must wait for the next frame
before another opportunity to transmit occurs. In our scheme, if such a node is found in the
auxiliary set of one or more nodes it has the chance for additional transmissions. If a pri-
mary node is idle, the first node in the primary node’s auxiliary set with a packet makes the
replacement transmission. Our investigations show that allowing the recovery transmission
from among a set of nodes significantly increases the probability that a packet is serviced.
Furthermore, randomizing the selection and order of the nodes from the auxiliary set pro-
vides multiple opportunities for a node to appear as a candidate and ensures opportunities
are fairly shared among the auxiliary sets. Queue overflow is reduced and this in turn leads
to better end-to-end completion rates.
We use extensive simulations to show that our approach results in tremendous improve-
ment in the network performance in investigations with random networks of varying den-
sities. Additional investigations with a link metric that selects routes other than by simply
minimizing the hop count confirms prior investigations that clever use of cross-layer infor-
mation is essential to improving the network performance. Our investigations incorporate
a slot utilization metric and show that even with the higher utilization with RMTS com-
pared to prior investigations there is still substantial benefit in employing link utilization in
the routing decisions. We also show that this design approach is robust enough to produce
better performance for a range of values of the protocol parameters (Na and p).
The demands to support higher data rates are expected to dramatically increase for fu-
ture applications. One approach to achieve higher data rates in MANETs is to take advan-
tage of links with high channel qualities. These links can support higher order modulation
54
schemes and hence are capable of achieving higher data rates. We plan to develop a rate
adaptive MAC that is integrated with RMTS to take advantage of these high quality links.
Additional future work will consider innovative link metrics and routing protocols that
utilize link-layer information in network-layer protocols. Preliminary investigations have
revealed that a simple link metric that sets the link cost inversely proportional to the date
rate selected by an adaptive modulation protocol out performs an approach in which all the
links are assigned same cost irrespective of the modulation scheme.
In a network it is common to expect varying QOS demands by different nodes. In
our RMTS protocol a node picks the auxiliary nodes randomly from a pool of eligible
nodes. We propose to investigate mechanisms to provide different QOS levels for nodes by
prioritizing the nodes with higher QOS requirements when selecting the auxiliary nodes.
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