In this article we study the relationship between virologic and immunologic responses in AIDS clinical trials. Since plasma HIV RNA copies (viral load) and CD4+ cell counts are crucial virologic and immunologic markers for HIV infection, it is important to study their relationship during HIV/AIDS treatment. We propose a mixed-effects varying-coefficient model based on an exploratory analysis of data from a clinical trial. Since both viral load and CD4+ cell counts are subject to measurement error, we also consider the measurement error problem in covariates in our model. The regression spline method is proposed for inference for parameters in the proposed model. The regression spline method transforms the unknown nonparametric components into parametric functions. It is relatively simple to implement using readily available software, and parameter inference can be developed from standard parametric models. We apply the proposed models and methods to an AIDS clinical study. From this study, we find an interesting relationship between viral load and CD4+ cell counts during antiviral treatments. Biological interpretations and clinical implications are discussed.
INTRODUCTION
Both virologic and immunologic surrogate markers such as plasma HIV RNA copies (viral load) and CD4+ cell counts currently play important roles in evaluating antiviral therapies in AIDS clinical research. Before HIV RNA assays were developed in the mid-1990s, CD4+ cell counts served as a primary surrogate * To whom correspondence should be addressed c Oxford University Press (2003) marker in AIDS clinical trials. Later plasma HIV RNA level (viral load) was shown to be more predictive of clinical outcomes (Saag et al., 1996; Mellors et al., 1995 Mellors et al., , 1996 , and thus replaced CD4+ cell counts as a new primary surrogate marker in most AIDS clinical trials. However, recently some investigators have suggested that the combination of these two markers may be better and more appropriate for evaluating HIV/AIDS treatments (Padierna-Olivos et al., 2000) . This makes it important to study their relationship during treatment.
It is well known that CD4+ cells are targets of HIV and decline to a lower level after HIV infection. Thus, when antiviral therapies suppress viral load, CD4+ cell counts may recover to a higher level (Lederman et al., 1998) . In general, it is believed that the virologic response (measured by viral load) and immunologic response (measured by CD4+ cell counts) are negatively correlated during antiviral treatments. However, we speculate that their relationship may not be a constant during the whole period of treatment. In fact, the discordance between virologic and immunologic responses has been observed from several recent clinical studies (Sabin et al., 2000; Mallolas et al., 2000; Wu et al., 2000) .
Figure 1 presents simple linear regression plots of viral load (in log 10 scale) versus CD4+ cell counts at different treatment times from an AIDS clinical study conducted by the AIDS Clinical Trials Group (ACTG 315) . In this study, 48 evaluable HIV-1 infected patients were treated with potent antiviral therapy consisting of ritonavir, 3TC and AZT (see Lederman et al. (1998) and for more details on this study). Both viral load and CD4+ cell counts were monitored simultaneously at treatment days 0, 2, 7, 10, 14, 28, 56, 84, 168, and 336 . We also present the raw data of CD4+ cell counts and viral load (as well as their mean curve estimates obtained from the proposed method in later sections) in the upper panel of Figure 2 .
From Figure 1 , we see that the viral load and CD4+ cell counts are negatively and approximately linearly related in most of the treatment times, but the regression coefficient is not a constant during the treatment period. This feature of the data motivates us to consider a varying-coefficient model (Cleveland et al., 1991; Hastie and Tibshirani, 1993 ). When we look at the relationship between viral load and CD4+ cell counts in individual patients (Section 4.2 and Figure 5 ), we find a nonlinear relationship with a large between-patient variation. Thus, we propose a mixed-effects varying-coefficient model, instead of a standard varying-coefficient model, to capture both population and individual relationships between viral load and CD4+ cell counts during antiviral treatments.
The primary goal of this paper is to model the relationship between viral load and CD4+ cell counts in HIV-infected individuals during potent antiviral treatments based on the data from ACTG 315 (Lederman et al., 1998; . Here we only focus on the data for the first 24 weeks of treatment, since virological or immunologic responses during this period are popular endpoints for many AIDS clinical trials. Our analysis based on the proposed models shows that there exists a strong association (inversely related) between HIV viral load and CD4+ T cell counts at the beginning of antiviral treatment. The strength of this association attenuates after initiation of potent antiviral treatment. The association gradually recovers after 8 weeks of the treatment. Our models also allow us to evaluate the individual association patterns among the study patients, which exhibits a large between-patient variation. These results indicate that it is important to monitor and evaluate both virologic and immunologic markers longitudinally in AIDS clinical studies due to the varying association between the two markers. Hastie and Tibshirani (1993) proposed a general varying-coefficient model,
, where η is a parameter of the distribution of response variable Y , and the X are covariates. An important special case of this model is when the R are the same variable such as time,
(1.1) This is a time-varying coefficient model, which is also called a 'dynamic generalized linear model' by West et al. (1985) . For a given time t, this model is a simple parametric linear model, although the β(t) are assumed to be nonparametric functions. 
Beta0= 2.93 ,Beta1= 0.07 ,p-value= 0.4387 Recently, Hoover et al. (1998) and Wu et al. (1998) revisited this model for longitudinal data analysis. The standard time-varying coefficient model with a single covariate Wu et al., 1998) can be written as
Both a smoothing spline method and a local polynomial kernel regression method were proposed in Hoover et al. (1998) . Alternatively, Fan and Zhang (2000) proposed a two-step method for the same model. However, none of these methods efficiently considered the important features of longitudinal data such as between-subject and within-subject variation and the special correlation structure of longitudinal data. Lin and Carroll (2000) , however, show that using standard kernel methods to incorporate correlations is typically the wrong thing to do, as the methods inflate rather than deflate variability. Welsh et al. (2002) show that regression and smoothing splines do not suffer from this difficulty. In this paper we extend the time-varying coefficient model to include the random effects so that the association between CD4+ cell counts and viral load can be better quantified. The remainder of the paper is organized as follows. In Section 2 we propose mixed-effects varyingcoefficient models for the problem. Since both viral load and CD4+ cell counts are prone to measurement errors, we also consider measurement errors in covariates in our models. In Section 3 we consider measurement error calibration and propose regression spline methods for inferences. We apply the proposed methodologies to the HIV example that is the focus of this paper, and present the results in Section 4. The conclusions and some discussions are given in Section 5.
MIXED-EFFECTS VARYING-COEFFICIENT MODELS WITH MEASUREMENT ERROR IN COVARIATES
For longitudinal data analysis, linear and nonlinear mixed-effects models have been proposed to incorporate the between-subject and within-subject variations: see, for example, Davidian and Giltinan (1995) , Vonesh and Chinchilli (1996) , and Pinheiro and Bates (2000) . Since the relationship between viral load and CD4+ cell counts may be different for different subjects, we may naturally extend the standard varying-coefficient model (1.2) to a mixed-effects varying-coefficient model. Particularly for the study we introduced, we consider the time-varying coefficient β 1 (t), which is used to quantify the association between the CD4+ cell counts (covariate) and the viral load (response variable), to have a random component. That is, β 1i (t) = β 1 (t) + γ i (t), where γ i (t) is a realization of a zero mean stochastic process γ (t). Then the proposed model can be written as
where y i j is the viral load measurements in our HIV/AIDS clinical study (response variable) and x i j = x i (t i j ) is CD4+ cell counts for the ith subject at time t i j . The error term e i (t) is a zero mean stochastic process with covariance function ρ e (s, t) = cov{e i (s), e i (t)}. Following the convention of mixed-effects models, we further assume that e i (t) and γ i (t) are independent, and {e i (t), γ i (t)} and {e k (t), γ k (t)} are independent for i = k. This model will be used to analyse the data from ACTG 315 study in Section 4. Note that the proposed model is similar in spirit to those in Zeger and Diggle (1994) and Zhang et al. (1998) . However, a key difference is that these existing models did not consider the random time-varying coefficient.
Then, the model (2.1) can be written in vector notation as
Our primary interest is to estimate both population time-varying coefficient β 1 (t) and individual coefficients β 1i (t).
Notice that the proposed mixed-effects varying-coefficient model can also be regarded as an extension of semiparametric models or partial linear models for longitudinal data (Zeger and Diggle, 1994; Zhang et al., 1998) .
Although the time-varying intercept β 0 (t) is not our primary interest and is not considered as random in our study, the methodology that we will develop in the following is still applicable (with minor modifications) when the β 0 (t) also has a random component.
Since CD4+ cell counts are also measured with error, we need to consider measurement error in covariates in the proposed model (2.1). That is, we have a measurement error model as follows:
where w i (t) is the observed CD4+ cell counts, and x i (t) is underlying true CD4+ cell counts for the ith patient at treatment time t. The error u i (t) represents measurement error in CD4+ cell counts. We assume that u i (t) is a mean zero process, and {x i (t), u i (t), γ i (t), e i (t)} are mutually independent. Fuller (1987) and Carroll et al. (1995) gave a good survey on measurement error models. Tosteson et al. (1997) and Buonaccorsi et al. (2000) studied measurement errors in linear mixed-effects models (LMEs). Higgins et al. (1997) proposed a two-step approach to deal with measurement errors in nonlinear mixed-effects models. Wang et al. (1998) studied generalized linear mixed measurement error models. Measurement error adjustment generally requires replications, validation data, or other information to estimate the error structure, none of which we have. However, we have repeated measurements on CD4+ cell counts. The repeatedly measured data along time t are similar to replications if we can assume that the measured variable is a smooth function of t. Shi et al. (1996) and Rice and Wu (2001) have modeled the natural history (untreated HIV-infected patients) of the CD4+ cell process using a mixed-effects regression spline model. We use a similar idea to model the CD4+ cell process as follows:
. . , φ q (t)} are basis functions such as cubic B-spline basis, α = (ξ 0 , ξ 1 , . . . , ξ p ) T is a fixed-effect parameter vector, and ζ i = (η i0 , η i1 , . . . , η iq ) T is a random effect vector with mean zero and covariance matrix ζ ( ζ may be unstructured or can be specified with a special structure). The selection of the number ( p and q) and locations of knots for regression splines can be based on the suggestions in Eubank (1999) and Ramsay (1988) . Rice and Wu (2001) suggest setting p = q and ψ k (t) = φ k (t). Model (2.4) is a standard LME model, which can be fitted using either Splus (LME) or SAS (PROC MIXED). The population curve estimate of CD4+ cell counts from ACTG 315 is plotted in Figure 2 (a).
ESTIMATION AND INFERENCE

Measurement error calibration
Higgins et al. (1997) have proposed a two-step approach to deal with measurement errors in timedependent covariates in nonlinear mixed-effects models. The first step is to estimate the covariate function by fitting an appropriate model for covariate processes, and then fit the nonlinear mixed-effects model by plugging-in the estimates of covariates in the second step. This is similar in spirit to the regression calibration idea (Carroll et al., 1995) . By applying a similar idea to our model for measurement error in CD4+ cell counts, we may fit a model,
and obtain the estimates of α, ζ i and ζ , denoted by α, ζ i and ζ , where
and
Thus, we can get an estimator for CD4+ cell count trajectory for each individual,
which is the best linear unbiased predictor (BLUP). Then, similar to the method of Higgins et al. (1997) , we may substitute the estimated covariates in the mixed-effects varying coefficient model (2.2) and proceed by treating the estimated covariates as true covariates, i.e.
where y i is viral load measurements and x i (t i ) is smoothed CD4+ cell count trajectory for the ith subject. The second method for dealing with the measurement errors in covariates is to use the conditional distribution of y i |w i under Normal assumptions.
We assume that y i and w i follow a joint Normal distribution, conditional on β 1i . Then the conditional mean of
. Then a conditional regression model, given {w i , β 1i }, can be written as
where error is an error vector with mean zero and covariance matrix y|w . Also note that * indicates the elementwise product of two vectors. Using x i = R i (t i ) ζ R i (t i ) T and replacing α by α, this model can be written as
Then we can obtain the estimates of parameters β 0 (t i ) and β 1i (t i ) using the methods proposed in the next section. Interestingly, if we plug the estimate of x i (t i ) from (3.2) into model (3.3), we exactly get model (3.4). This means that the foregoing two measurement error methods, the two-step substitution approach and the conditional distribution approach, are equivalent. Shi et al. (1996) and Rice and Wu (2001) have proposed regression spline methods to approximate nonparametric mixed-effect curves. The regression spline methods transform a nonparametric curve into a linear combination of basis functions so that model-fitting and inference can be based on standard parametric methods operationally. Following similar ideas as in Shi et al. (1996) and Rice and Wu (2001) , we approximate nonparametric functions β 0 (t), β 1 (t), and γ i (t) by basis functions. For simplicity, we use the same basis functions for β 0 (t), β 1 (t), and γ i (t), which can then be approximated as 
Regression spline estimation
, we obtain an approximate model
For given p, q and r , this is a standard LME model with fixed-effect
, where * indicates the elementwise product of two vectors. Let
Model (3.5) can be expressed as a standard LME model for given p, q and r ,
Thus, for given D and R i , the closed forms for the estimates of α and b i can be written as follows (Laird and Ware, 1982; Davidian and Giltinan, 1995; Vonesh and Chinchilli, 1996) :
Consequently, the estimates of β 0, p (t), β 1,q (t) and γ i,r (t) can be expressed as β 0, p (t) = p (t) T ξ p , β 1,q (t) = q (t) T η q , and γ i,r (t) = r (t) T b i . The covariance matrix D may be specified as unstructured or with a special structure. The covariance matrix R i may also have a special structure, but very often we simply set R i = σ 2 I n i , where σ 2 needs to be estimated. The unknown parameters in D and R i can be estimated using the maximum likelihood (ML) or restricted maximum likelihood (RML) method (Davidian and Giltinan, 1995; Vonesh and Chinchilli, 1996) . Also note that
The choice of basis functions is usually not as crucial as the determination of smoothing parameters p, q and r . We use a natural cubic spline basis due to its optimality property and easy implementation using existing software such as SPLUS (Green and Silverman, 1994) . Ramsay (1988) , Eubank (1999) and others have proposed locating the knots at the quantiles of the data. To determine the smoothing parameters p, q and r , model selection criteria such as AIC, BIC, and cross-validation methods may be used.
Large-sample inference
In general, the fixed-effect estimator α is consistent, and this is still true when the finite number of unknown parameters in covariance matrices D and R i are substituted by their consistent estimators such as MLEs (Vonesh and Chinchilli, 1996) . Under Normality assumptions, one can show that
i X i )} −1 , provided the limit exists (Vonesh and Chinchilli, 1996, Section 6.2.3) . For given p, q and basis functions, we thus have that p (t) T ξ p and q (t) T η q are consistent estimators of β 0, p (t) and β 1,q (t). Furthermore, under Normality assumptions, we have
where ξ and η are corresponding block diagonal matrices of with p + 1 and q + 1 dimensions respectively. If nonparametric functions β 0 (t) and β 1 (t) are smooth enough and smoothing parameters p and q are appropriately selected, β 0, p (t) and β 1,q (t) will approximate β 0 (t) and β 1 (t) very well. That is, we can ignore the basis function approximation error at least for many practical purposes. Thus, inferences regarding β 0 (t) and β 1 (t) can be based on β 0, p (t) and β 1,q (t). Exact tests and confidence intervals for β 0, p (t) and β 1,q (t) are not available under the mixed-effects models unless the data are balanced and complete (Vonesh and Chinchilli, 1996) . Instead, inferences for mixed-effects models have to be based on the aforementioned asymptotic results.
For example, we are interested in testing whether the association between viral load and CD4+ cell responses is a function of treatment time t or a constant, that is, we want to test the hypothesis
Under the above regression spline approximation, the hypothesis 'β 1 (t) =constant' is approximately equivalent to 'β 1,q (t) =constant' or 'η k = 0 for k 1' in the LME model (3.5). Then, the standard Wald chi-square test can be used to test this hypothesis (Davidian and Giltinan, 1995; Vonesh and Chinchilli, 1996) :
where η q −1 = (η 1 , . . . , η q ) T , and η q −1 and η q −1 are the estimators of η q −1 and the covariance of η q −1 . Similarly, we can test whether the correlation exists at all, that is to test β 1 (t) = 0 for all t, which is approximately equivalent to testing 'η k = 0 for k 0'. For large samples, the Wald test statistic T 2 η is approximated well by a χ 2 distribution. The bootstrap method may be used if the sample size is not large enough.
DATA ANALYSIS
In this section, we present the analysis results for ACTG 315 data. In this study, both viral load and CD4+ cell counts were scheduled to be measured on days t = 0, 2, 7, 10, 14, 28, 56, 84, 168 after initiation of an antiviral therapy. We obtained 441 complete pairs of viral load and CD4+ cell count observations from 48 evaluable patients. The number of data points on individual patients ranges from 3 to 9.
First we deal with measurement errors in the covariate, CD4+ cell counts. As suggested in Section 3.1, we fit model (3.1) to the CD4+ cell count data using the natural cubic spline basis. Then the substitution method (Section 3.1) is used to accommodate the covariate measurement errors in the mixed-effects varying coefficient model. We fitted the viral load and CD4+ cell count data in the four scenarios: (i) considering β 1 (t) as random and allowing measurement error in covariate x i (t); (ii) considering β 1 (t) as random, but no measurement error in covariate x i (t); (iii) considering β 1 (t) as fixed and allowing measurement error in covariate x i (t); (iv) considering β 1 (t) as fixed, but no measurement error in covariate x i (t). The smoothing parameters (the number of knots) are determined by the model selection criterion BIC and the location of knots is selected at the quantiles of the data (Ramsay, 1988; Eubank, 1999) . We obtained that p = q = r = 3. To stabilize the variance and computational algorithms, we used log 10 scale in viral load (this is commonly used in AIDS clinical trials), centered the covariate CD4+ cell counts, and took a log-transformation for time t in our model fitting. The viral load data below the limit of quantification (100 copies per ml plasma) are imputed by the mid-value of the quantification limit (50 copies per ml plasma). Since only 29 out of 441 (6.6%) measurements are below the limit of assay detection, we do not expect a large effect of these left-censored data on the analysis results. We fitted the model using the Splus LME function. The goodness-of-fit plots as outputs of the function show that the model fits the data very well (also see Figure 2) .
Also note that, as suggested by one of the referees, the square-root transformation of CD4 data may be more appropriate for the assumptions of Normality and homogeneous variance. We also repeated our analysis using the square-root of CD4 data. However, the results are quite similar to those using the original CD4 data. This is probably because the departure from the Normality and homogeneous variance assumption is not serious in the original CD4 data. Thus, for better interpretation, we only report the results based on the original CD4 data.
Results for population estimates
We plot the estimates of β 0 (t) and β 1 (t) in Figure 3 . Both cases, with/without measurement error in the covariate, are given. We can see that the estimates of β 0 (t) and β 1 (t) from different methods have similar shapes, although differences in the magnitude of the estimates from different methods can be seen clearly, especially in the estimates of β 1 (t). The results show that the viral load and CD4+ T cell count responses are inversely related. The association between the virologic and immunologic responses, measured by β 1 (t), is stronger at the beginning of the treatment, but gradually dampens to become weakest at week 4. However, after week 4, the association is recovered and finally becomes strongest at week 24.
We compared the estimation results between the cases with/without considering measurement error in CD4+ cell counts. We found that the coefficient estimates attenuate toward zero when the measurement error in the covariate is not considered. This is similar to the case in standard linear or nonlinear regression models with measurement error (Carroll et al., 1995) . Thus, the stronger relationship between viral load and CD4+ cell counts can be established when the measurement error in CD4+ cell counts is calibrated by a smoothing method as introduced in Section 3.1. When we compare the results (data not shown) between the cases with/without considering the random component in β 1 (t), interestingly we see that without considering a random-effect in β 1 (t), the estimates of coefficients also attenuate toward zero, which is similar to the effect of measurement error in the covariate. Thus, by considering a random-effect in β 1 (t), we can efficiently establish a significant relationship between viral load and CD4+ cell counts. Note that the wiggle at the boundary is exaggerated (Figure 3(d) ) when the measurement error in the covariate is calibrated. This is because the attenuating factor (reliability ratio) for the noisy covariate CD4+ cell counts is very small and the variation is large at the boundary.
As also suggested by one of the referees, in order to confirm our conclusions we repeated the above analysis after changing the role of viral load and CD4+ cell counts, i.e. taking CD4+ cell counts as the response variable and viral load as the covariate, or fit a model Thus, our results can be confirmed if β * 1 (t) is similar to 1/β 1i (t) in the original model (or at least in a similar pattern). We plot the estimates of β * 1 (t) and 1/β 1i (t) in Figure 4 . We can see that the two curves are quite similar. This further confirms our results.
Results for individual estimates
One of the advantages of the proposed mixed-effects time-varying coefficient models is that parameter estimates for both population and individuals can be obtained. However, the parameter estimates for individuals may not exactly follow the patterns of the population if the between-subject variation is large. 1/beta(t) beta*(t) Fig. 4 . The estimates of β * 1 (t) (dotted curve) and 1/β 1i (t) (solid curve), which show similar patterns. Figure 5 shows the individual estimates of β 1 (t) from four patients. For comparison, the corresponding population estimate of β 1 (t) is also plotted. From Figure 5 , we can see that not only the magnitude but also the patterns are different between the population and individual estimates of β 1 (t). The individual estimates for subjects 1 and 44 show similar patterns to the population estimate. However, subject 1 has a positive correlation between viral load and CD4+ cell counts, while subject 44, similar to the population, has a strong negative correlation. Interestingly we also observed the discordance in patterns between the population estimate and individual estimates of β 1 (t). Two examples, subjects 10 and 24 are shown in Figure 5 . In the early stage, their estimates of β 1 (t) have a similar pattern to the population. However, the estimated curves of β 1 (t) rebound rapidly later. Due to the large between-subject variation, the individual estimates of parameters become very important for individualizing treatment management and care for AIDS patients.
CONCLUSIONS AND DISCUSSION
In order to study the relationship between virologic and immunologic responses, repeatedly measured by HIV RNA levels (viral load) and CD4+ cell counts respectively in AIDS clinical trials, we proposed a mixed-effects varying-coefficient model. This model captured both population and individual relationships between the two longitudinal variables. We found that, from a clinical study of ACTG 315 (Lederman et al., 1998) , the viral load and CD4+ cell counts are inversely related in the study population . The estimates of β 1 (t) from four selected subjects (dotted curves) and the corresponding population estimates (solid curves). The CBS method is used, allowing for measurement errors in the covariate.
during the treatment. However, the strength of the association varies smoothly over time. It is very strong at the beginning of the treatment, becomes weakest at about four weeks of treatment, and then gradually recovers to become strongest at week 24. When we change the role of viral load and CD4+ cell counts in the model, that is, treat CD4+ cell counts as the response variable and viral load as the covariate, we obtain a similar association pattern which further confirms our results. Although the negative correlation between viral load and CD4+ cell counts is expected since CD4+ cells are major targets of HIV infection, the strong-weak-strong pattern of this correlation during potent antiviral treatments is interesting. One of the biological theories for the negative correlation is that HIV infection may trap CD4+ cells in lymphoid tissue from releasing to blood (Pakker et al., 1998) . Therefore, patients with high viral load (more viruses) may trap more CD4+ cells in lymphoid tissue which results in a low CD4+ cell counts in blood, or a negative correlation between viral load and CD4+ cell counts in peripheral blood. After initiation of antiviral treatment, however, viral load is suppressed to a lower level or even below the limit of quantification, so that the trapped CD4+ cells may redistribute from lymphoid tissue to blood (Pakker et al., 1998) . Since the rapid redistribution of CD4+ cells from tissue to blood may end at week 4 or week 8 of treatment, and at this time viral load may reach a very low level (Figure 1 ) or below the detection limit, this may weaken the inverse association between the viral load and CD4+ cell counts. However, after week 4, some patients' viral load may rebound due to treatment failure (Figure 2) , and the rebounded HIV viruses may trap CD4+ cells in lymphoid tissue again and make the inverse association come back. On the other hand, some patients' viral loads continue to decline after week 4 while their CD4+ cell counts continue to increase. This may also produce a negative association between the viral load and CD4+ cell counts in a later stage. From our findings, the association between viral load and CD4+ cell counts is not constant during antiviral treatment, and their relation may be disconnected at some time (at about week 4 for the study we considered). Thus, it is important to monitor both virologic and immunologic markers, especially for evaluating short-term (such as week 4) responses of an antiviral treatment, although one of the markers may be defined as a primary endpoint for long-term antiviral responses.
We believe that the proposed statistical models and the model-fitting approaches are methodologically valuable. The proposed mixed-effects varying-coefficient model allows us to establish a complicated nonlinear relationship between the two longitudinal variables, not only for the whole population of a study, but also for individual subjects. The proposed regression spline method is simple to implement, and naturally incorporates the typical features of longitudinal data such as between-subject and within-subject variations in the parameter estimates.
Besides the regression spline method considered above, other important nonparametric regression approaches such as smoothing splines and local polynomial kernel regression have also been suggested for varying-coefficient models (Hastie and Tibshirani, 1993; Hoover et al., 1998; Wu et al., 1998; Wu and Zhang, 2002) . These methods may also apply to our models, and they are worthy subjects for future research.
