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Abstract We prove that the squared singular values of a fixed matrix multiplied with a
truncation of a Haar distributed unitary matrix are distributed by a polynomial ensemble. This
result is applied to a multiplication of a truncated unitary matrix with a random matrix. We
show that the structure of polynomial ensembles and of certain Pfaffian ensembles is preserved.
Furthermore we derive the joint singular value density of a product of truncated unitary matrices
and its corresponding correlation kernel which can be written as a double contour integral. This
leads to hard edge scaling limits that also include new finite rank perturbations of the Meijer
G-kernels found for products of complex Ginibre random matrices.
1 Introduction
The study of random matrices benefits greatly from explicit formulas of joint eigenvalue densities
that are known for large classes of random matrix ensembles. Quite a lot of these densities
have the structure of a determinantal or Pfaffian point process. Such structures are incredibly
helpful to extract the spectral statistics in the limit of large matrix dimension of such ensembles.
Various techniques such as free probability [55], orthogonal polynomials [15, 53, 22, 46], and
supersymmetry [35] have been developed to derive these limits.
In an important recent development it was found that explicit formulas also exist for the
eigenvalue and singular value statistics of products of random matrices. This was first established
for the eigenvalues [3, 41, 42, 27] and singular values [5, 6] of products of Ginibre matrices.
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Shortly after this development, results were also derived for the eigenvalues of products of
truncated unitary matrices [1, 4, 42]. A common feature is that the joint probability densities
are expressed in terms of Meijer G-functions which were also found in other recent works on
random matrices [13, 28, 29, 30, 56].
Given the results of [1, 4, 42] on eigenvalues, it seems to be natural to expect that also
the singular values of products of truncated unitary matrices have an explicit joint probability
density. We aim at proving this statement. The squared singular values x1, . . . , xn of such a
product have the joint probability density
1
Zn
∏
j<k
(xk − xj) det [wk(xj)]nj,k=1 , all xj > 0, (1.1)
for certain functions wk, see Corollary 2.6 below.
A joint probability density function of the form (1.1) is called a polynomial ensemble in
[48]. It is an example of a biorthogonal ensemble [15] whose correlation kernel is built out of
polynomials and certain dual functions. It reduces to an orthogonal polynomial ensemble [46]
in the case wk(x) = x
k−1w(x) for a certain weight function w. The results of [5, 6] for the
singular values of products of complex Ginibre matrices were interpreted in [48] in the sense of
a transformation of polynomial ensembles. Recall that a complex Ginibre matrix is a random
matrix whose entries are independent standard complex Gaussians. The main result of [48] is
the following.
Theorem 1.1 (Theorem 2.1 in [48]). Let n, l, ν be non-negative integers with 1 ≤ n ≤ l. Let
G be an (n+ ν)× l complex Ginibre matrix, and let X be a random matrix of size l × n,
independent of G, such that the squared singular values x1, . . . , xn are a polynomial ensemble
∝
∏
j<k
(xk − xj) det [fk(xj)]nj,k=1 , all xj > 0, (1.2)
for certain functions f1, . . . , fn defined on [0,∞). Then the squared singular values y1, . . . , yn of
Y = GX are a polynomial ensemble
∝
∏
j<k
(yk − yj) det [gk(yj)]nj,k=1 , all xj > 0, (1.3)
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where
gk(y) =
∫ ∞
0
xνe−xfk
(y
x
) dx
x
, y > 0. (1.4)
Note that gk is the Mellin convolution of fk with the “Gamma density” x
νe−x.
We aim at an analogue of Theorem 1.1 for the product of X with a truncated unitary matrix
and find that the structure of a polynomial ensemble is preserved. Instead of a Mellin convolution
with a “Gamma density” we find a Mellin convolution with a “Beta density” xν(1− x)µ with
certain variables ν, µ ∈ N0 and defined on the interval [0, 1], see Corollary 2.4. This result is an
immediate consequence of a theorem on the transformation of squared singular values of a fixed
matrix X when multiplied by a truncated unitary matrix that we present as our main theorem,
see Theorem 2.1.
The spectral statistics of a generic truncation of a fixed matrix X is an old question.
Especially in random matrix theory such truncations quite often occur because of its natural
relation to the Jacobi ensemble [26] and a modification of the supersymmetry method [17]
to calculate the average of an arbitrary product of characteristic polynomials where generic
projections to lower dimensional matrices are needed. Applications of truncated unitary matrices
in physics can be found in quantum mechanical evolution [34], chaotic scattering [31], mesoscopic
physics [12] and quantum information [59]. We claim that even in telecommunications one can
certainly apply truncations of unitary matrices. Usually Ginibre matrices model the information
channel between the transmitter and the receiver [57, 58, 38, 6]. However if the number of
channels to the environment is on the scale of the number of transmitting channels or even
smaller then deviations to the Gaussian assumption should be measurable. We guess that those
deviations result from the fact that no signal is lost. It can only be absorbed by the environment.
Therefore the evolution in all channels should be unitary and, thus, in the channels between
the receiver and the transmitter a truncated unitary matrix.
Very recently Ipsen and one of the authors [42] have shown that the order of products of
rectangular random matrices, including products of matrices which are not Ginibre matrices
or truncated unitary matrices, can be interchanged. However due to the rectangular shape of
the matrices the matrix product does not always work out. In [42] it was shown that truncated
unitary matrices connect these different matrix dimensions such that the weak commutation
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relation does not read 〈f(AB)〉 = 〈f(BA)〉 as for square random matrices with probability
densities fulfilling certain properties but 〈f(AUB)〉 = 〈f(B′V A′)〉 with U and V truncated
unitary matrices. Moreover the truncation of matrices are also important in representation
theory. For example, let H be an m×m Hermitian matrix and T an n×m complex matrix
(m > n) which is a truncation of a unitary matrix U ∈ U(m). Then the question for the generic
eigenvalues of a truncation THT ∗ (T ∗ is the Hermitian conjugate of T ) is deeply related to
the fact which representations of U(n) are contained in a certain representation of U(m). In
particular group integrals and coset integrals like integrals over Stiefel manifolds are deeply
related to representation theory, see [36, 9, 10, 39, 20]. Though our results are more general
they can be partially interpreted in this framework. The relation of truncated unitary matrices
and representation theory goes back to a parametrization of the unitary group by Gelfand and
Zeitlin∗ [32]. They found that the eigenvalues of THT ∗ with n = m− 1 satisfies the so-called
interlacing property, i.e. x1 ≤ x′1 ≤ x2 ≤ x′2 ≤ · · · ≤ xm−1 ≤ x′m−1 ≤ xm where x1 ≤ · · · ≤ xm
are the ordered eigenvalues of H and x′1 ≤ · · · ≤ x′m−1 are the ordered eigenvalues of THT ∗.
This interlacing is reflected in the “quantum numbers” labelling the representations of U(n)
and U(m).
As a consequence of our generalization of Theorem 1.1 to truncated unitary matrices we
derive the joint probability density function for the squared singular values of an arbitrary
product Y = Tr · · ·T1, where each Tj, j = 1, . . . , r is a truncation of a unitary matrix. We find
a polynomial ensemble with Meijer G-functions which is similar to the case of products of
complex Ginibre matrices [5, 49]. The polynomial ensemble is a determinantal point process
with a correlation kernel which is a double contour integral in products and ratios of Gamma
functions and can be equivalently rewritten as a onefold integral over a product of two Meijer G-
functions. Based on the double integral formula we are able to obtain hard edge scaling limits
as was done in [49] for the product of complex Ginibre matrices. In addition to the Meijer
G-kernels that are already in [49] we also find certain finite rank perturbations.
All results are summarized in section 2. The proofs of these results are contained in
sections 3, 4, 5, and 6. In section 7 we briefly discuss open questions to this topic.
∗We employ the transcription of Zeitlin used in [20].
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2 Statement of results
Let us start with some preliminaries. A k × l truncation T of a matrix U ∈ U(m) (m >
max(k, l)) is a submatrix of U . Note that in the case that k + l = m the matrix T is equivalent
with an element [T ] in the coset U(m)/[U(k)× U(m− k)] due to the embedding
T ↪→ [T ] =
U
 √Ik − TT ∗ T
−T ∗ √Im−k − T ∗T
 ∈ U(m)
∣∣∣∣∣∣U ∈ U(k)× U(m− k)
 , (2.1)
where Ik is the k × k identity matrix. If k + l 6= m such an interpretation is not possible and so
our studies are more general.
A natural measure for the truncated unitary matrix T is the induced Haar measure of the
unitary matrix U . Let dU be the normalized Haar measure. Then the induced measure is
∫
U(n)
k∏
a=1
l∏
b=1
δ(2)(Tab − Uab)dU (2.2)
with δ(2)(x+ iy) = δ(x)δ(y) the Dirac delta function in the complex plane.
We are interested in the singular value statistics of the matrix Y = TX where X ∈ Cl×n.
Recall that the squared singular values y1, . . . , yn of the matrix Y are the eigenvalues of Y
∗Y
and analogously for the matrix X. The joint probability density of these squared singular values
involves the Vandermonde determinant which is given by the product ∆(y) =
∏n
j<k(yk − yj).
We present in the following subsections five results. These results comprise the joint
probability distribution of the squared singular values of a product TX of a fixed matrix
X (subsection 2.1), of a random matrix X whose squared singular values are taken from a
polynomial ensemble (subsection 2.3) or from a certain Pfaffian point process (subsection 2.4),
and of a product of truncated unitary matrices (subsection 2.5). Moreover we present a
remarkable group integral involved in one of our proofs which is the analogue to the Harish-
Chandra/Itzykson-Zuber (HCIZ) integral [36, 43] for the Ginibre ensembles, see subsection 2.2.
2.1 Main result
All corollaries we present in our work are based on the following theorem.
Theorem 2.1. Let n,m, l, ν be non-negative integers with 1 ≤ n ≤ l ≤ m and m ≥ n+ ν + 1.
Let T be an (n+ ν)× l truncation of a Haar distributed unitary matrix U of size m×m. Let
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X be a non-random matrix of size l × n with pairwise distinct non-zero squared singular values
x1, . . . , xn. Then the squared singular values y1, . . . , yn of Y = TX have a joint probability
density function on [0,∞)n
∝
(
n∏
j=1
x−m+nj
)(
n∏
j=1
yνj
)
det
[
(xk − yj)m−n−ν−1+
]n
j,k=1
∆(y)
∆(x)
, (2.3)
where (x− y)+ = max(0, x− y). The missing overall constant only depends on n,m and ν, but
is independent of X.
We emphasize that this theorem can be easily generalized to a matrix X where one or more
of its squared singular values xj coincide. Then the result remains valid if we replace (2.3) by
an appropriate limit using L’Hoˆpital’s rule.
Remark 2.2. We can set l = n without loss of generality. The reason for this is exactly the same
one already discussed in [42]. We can perform a singular value decomposition of X = ULX
′UR
(UL ∈ U(l), UR ∈ U(n), and X ′ a rectangular matrix with only one of its main-diagonals non-
zero) and absorb the unitary matrix UL in T . Since l ≥ n the matrix X ′ has l − n rows equal to
zero. This structure projects the matrix T to an even smaller matrix T ′ of size (n+ ν)× n. Let
X˜ be the matrix X ′UR without these zero rows, in particular X˜ is n× n dimensional. Then we
can consider the product Y = TX = T ′X˜ and apply Theorem 2.1 for the fixed matrix X˜ and
the truncated unitary matrix T ′. Note that X˜ and X have the same singular values.
2.2 An integral over the unitary group
We give two proofs of Theorem 2.1, the first one in section 4 and the second one in section 5.
The first proof only works in the case where m ≥ 2n+ ν. In this case the truncation T does not
have generic squared singular values which are equal to 1. Then T is sufficiently small compared
to the dimension of the underlying larger unitary matrix U . In this case the set of all matrices
T which have a squared singular value equal to 1 is a set of measure zero.
The second proof works in all cases and is based on a calculation with test functions.
Nonetheless, we decide to keep the first proof, too, since it is based on a remarkable integral
over the unitary group that is of interest in its own right. It replaces the HCIZ integral that was
used in the proof of Theorem 1.1. The HCIZ integral formula [36, 43] is the following well-known
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integral over the unitary group U(n),
∫
U(n)
exp[tTrAUBU∗]dU =
(
n−1∏
j=1
j!
)
det [exp(tajbk)]
n
j,k=1
t(n2−n)/2∆(a)∆(b)
, (2.4)
where A and B are Hermitian matrices with pairwise distinct eigenvalues a1, . . . , an, and
b1, . . . , bn, respectively, and t ∈ C \ {0}.
The new integral over the unitary group involves the Heaviside step function of a matrix
argument, defined on Hermitian matrices X as
θ(X) =

1, if X is positive definite,
0, otherwise.
(2.5)
Then the generalization of (2.4) for our purposes is the following theorem which is proven in
section 3.
Theorem 2.3. Let A and B be n× n Hermitian matrices with respective pairwise distinct
eigenvalues a1, . . . , an and b1, . . . , bn. Let dU be the normalized Haar measure on the unitary
group U(n). Then for every p ≥ 0,
∫
U(n)
det (A− UBU∗)p θ(A− UBU∗) dU = cn,p
det
[
(aj − bk)p+n−1+
]n
j,k=1
∆(a)∆(b)
. (2.6)
The constant cn,p in (2.6) is
cn,p =
n−1∏
j=0
(
p+ n− 1
j
)−1
(2.7)
and (aj − bk)+ is as in (2.3). If some of the aj and/or bj coincide we have to take the formula
(2.6) in the limiting sense using l’Hoˆpital’s rule.
Theorem 2.3 is known to hold when min aj ≥ max bk, see [33, formula (3.21)] and also [37].
Then the Heaviside step function drops out. However if this condition is not met it is even more
surprising that the result still looks that simple, especially that the result can be expressed in
exactly the same determinantal form as if the condition has been met. We emphasise that in
the general case we usually do not effectively integrate over the whole group U(n) but a smaller
subset. The contribution of the subset of U ∈ U(n) for which A− UBU∗ is not positive definite
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vanishes due to the Heaviside step function.
What really happens in the integral (2.6)? To understand this we may choose A and B
diagonal since their diagonalizing matrices can be absorbed in the unitary group integral. Recall
that Harish-Chandra [36] traced the integral (2.4) back to a sum over the Weyl group acting on
B. The Weyl group of U(n) is the permutation group of n elements, Sn ⊂ U(n). This sum results
into the determinant in (2.4). Exactly such a thing also happens here. The difference is that
the action of ω ∈ Sn ⊂ U(n) on the matrix M = A− ωBω∗ sometimes yields no contribution
to the integral because of the Heaviside step function. Because M is also diagonal the Heaviside
step function of M factorizes into Heaviside step functions of ak − bω(k) for k = 1, . . . , n telling
us that ak − bω(k) has to be positive definite. Despite the fact that some of the terms in the sum
over the Weyl group vanish we can extend the sum over the whole group because they are zero
without changing the result. This is the reason why inside the determinant of (2.6) we have
(aj − bk)p+n−1+ and not (aj − bk)p+n−1. Hence, one can indeed understand Theorem 2.3 by this
intuition.
2.3 Transformation of polynomial ensemble
Our main application of Theorem 2.1 is to the situation where X is random and statistically
independent of T , in such a way that its squared singular values are a polynomial ensemble on
[0,∞). The proof relies on the well-known Andre´ief formula [8, 23],
∫
Xn
det [ϕk(xj)]
n
j,k=1 det [ψj(xk)]
n
j,k=1 dµ(x1) · · · dµ(xn) = n! det
[∫
X
ϕk(x)ψj(x)dµ(x)
]n
j,k=1
,
(2.8)
that is valid for arbitrary functions ϕj and ψk on a measure space (X,µ) such that the integrals
exist. The integral (2.8) is used several times in our proofs.
With the help of Andre´ief’s formula one can readily deduce from Theorem 2.1 the following
corollary.
Corollary 2.4. Let n,m, l, ν and T be as in Theorem 2.1. Let X be a random matrix of size
l × n, independent of T , such that the squared singular values x1, . . . , xn of X have the joint
probability density function
∝ ∆(x) det [fk(xj)]nj,k=1 , all xj > 0, (2.9)
Products with truncated unitary matrices 9
for certain distributions f1, . . . , fn such that the moments
∫∞
0
f(x)xadx with a = 0, . . . , n− 1
exist. Then the squared singular values y1, . . . , yn of Y = TX have the joint probability density
∝ ∆(y) det [gk(yj)]nj,k=1 , all yj > 0, (2.10)
where
gk(y) =
∫ 1
0
xν(1− x)m−n−ν−1fk
(y
x
) dx
x
, y > 0, (2.11)
is the Mellin convolution of fk with the “Beta distribution” x
ν(1− x)m−n−ν−1 on [0, 1].
We underline again that one can set l = n without loss of generality; recall Remark 2.2.
Proof . We average (2.3) over x1, . . . , xn with the joint probability density function (2.9). The
n-fold integral is evaluated using (2.8) with dµ(x) = x−m+ndx on X = [0,∞) and identifying the
functions ϕk(x) = fk(x) and ψj(x) = (x− yj)m−n−ν−1+ . Then we find that the squared singular
values of Y have a joint probability density
∝ n!∆(y)
(
n∏
j=1
yνj
)
det
[∫ ∞
0
x−m+nfk(x)(x− yj)m−n−ν−1+ dx
]n
j,k=1
, (2.12)
which is of the form (2.10) with functions
gk(y) = y
ν
∫ ∞
y
x−m+nfk(x)(x− y)m−n−ν−1dx = yν
∫ 1
0
(y
x
)−m+n (y
x
− y
)m−n−ν−1
fk
(y
x
) ydx
x2
,
Here, we applied the change of variables x 7→ y/x. This is easily seen to reduce to (2.11).
Corollary 2.4 was obtained in the recent preprint [47] in a different way.
Corollary 2.4 is the analogue of Theorem 1.1 for the case of a multiplication with truncated
unitary matrix. It is interesting to note that Theorem 1.1 is obtained from Corollary 2.4 in
the limit when m→∞ while keeping n, l, and ν fixed, since √mT → G where G is a complex
Ginibre matrix. Recall that m is the dimension of the unitary matrix underlying T .
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2.4 Transformation of Pfaffian ensembles
Theorem 2.1 can also be applied in a Pfaffian context. Instead of (2.8) we now use the de Bruijn
formula [16], see [26, Proposition 6.3.5]
∫
Xn
det [ϕk(xj)]
n
j,k=1 Pf [f(xj, xk)]
n
j,k=1 dµ(x1) · · · dµ(xn)
= n! Pf
[∫
X
∫
X
ϕj(x)ϕk(y)f(x, y)dµ(x)dµ(y)
]n
j,k=1
, (2.13)
which is valid for n even and f an anti-symmetric function on X ×X, i.e., f(y, x) = −f(x, y)
for all x, y ∈ X, such that all integrals exist. Then the following result is a consequence of
Theorem 2.1 which can be deduced in a similar way as we obtained Corollary 2.4, allowing the
proof to be skipped.
Corollary 2.5. Let n,m, l, ν and T be as in Theorem 2.1 with n even. Let X be independent
of T such that the squared singular values of X have the joint probability density function
∝ ∆(x) Pf [f(xj, xk)]nj,k=1 , all xj > 0, (2.14)
for a certain anti-symmetric distribution f on [0,∞)× [0,∞) such that the mixed moments∫∞
0
∫∞
0
xj1x
k
2f(x1, x2)dx1dx2 exist for all j, k = 0, . . . , n− 1. Then the squared singular values
y1, . . . , yn of Y = TX have joint probability density
∝ ∆(y) Pf [g(yj, yk)]nj,k=1 , all yj > 0, (2.15)
where
g(y1, y2) =
∫ 1
0
∫ 1
0
xν1(1− x1)m−n−ν−1xν2(1− x2)m−n−ν−1f
(
y1
x1
,
y2
x2
)
dx1
x1
dx2
x2
. (2.16)
This result can be combined with Corollary 2.4 for ensembles where we have a mixture of
orthogonal and skew-orthogonal polynomials, i.e., the joint probability density of the squared
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singular values of X is given by
∝ ∆(x) Pf
 f(xj, xk) f˜i(xj)
−f˜i(xj) 0

j,k=1,...,n
i=1,...,n′
, all xj > 0, (2.17)
where n+ n′ is even and f˜i is an additional set of distributions. Also this structure carries over
to the product TX as can be easily checked.
The structure (2.17) is not only of academic interest. It appears if X is real and n is odd
(in this case we have n′ = 1), see for example the real Laguerre ensemble [53] or the real Jacobi
ensemble [26]. Also the case n′ > 1 appears naturally in random matrix theory. For applications
in QCD a random matrix model was proposed which breaks the Gaussian unitary ensemble by
the chiral Gaussian unitary ensemble [21]. The joint probability density of this random matrix
ensemble has the form (2.17), see [7, 45].
2.5 Products of truncated unitary matrices
Let us come to the product of a finite number of truncated unitary matrices. The joint
probability density of the squared singular values readily follows from Corollary 2.4. As in the
case of multiplying Ginibre matrices the Meijer G-functions play a crucial role in the spectral
statistics. Meijer G-functions are defined via contour integrals of the form
Gm,np,q
(
a1, . . . , an; an+1, . . . , ap
b1, . . . , bm; bm+1, . . . , bq
∣∣∣∣ z) = 12pii
∫
C
m∏
j=1
Γ(bj + s)
n∏
j=1
Γ(1− aj − s)
q∏
j=m+1
Γ(1− bj − s)
p∏
j=n+1
Γ(aj + s)
z−sds, (2.18)
where the contour C separates the poles of
∏m
j=1 Γ(bj + s) from the poles of
∏n
j=1 Γ(1− aj − s),
see [11, 51] for more details.
We apply Corollary 2.4 to the product of r truncated unitary matrices. For j = 1, . . . , r,
let Tj be a matrix of size (n+ νj)× (n+ νj−1) where ν0 = 0 and ν1, . . . , νr are non-negative
integers. Suppose Tj is the truncation of a Haar distributed unitary matrix of size mj ×mj
where m1 ≥ 2n+ ν1 and mj ≥ n+ νj + 1 for j = 2, . . . , r. The squared singular values of T1
have the joint probability density (4.2) with parameters n1, m1 and ν1. This is a polynomial
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ensemble [26]
1
Zn
∆(x) det
[
w
(1)
k (xj)
]n
j,k=1
(2.19)
with
w
(1)
k (x) =

xν1+k−1(1− x)m1−2n−ν1 , if 0 < x < 1,
0, otherwise.
(2.20)
The constant Zn normalizes the joint probability density (2.19). Then we find the following
corollary.
Corollary 2.6. Let Y = Tr · · ·T1 with truncated unitary matrices Tj as described above. Then
the squared singular values of Y have the joint probability density
1
Z
(r)
n
∏
j<k
(yk − yj) det
[
w
(r)
k (yj)
]n
j,k=1
, (2.21)
where w
(r)
k is given by (2.20) in the case r = 1 and by
w
(j)
k (y) =
∫ 1
0
xνj(1− x)mj−n−νj−1w(j−1)k
(y
x
) dx
x
(2.22)
for j = 2, . . . , r when r ≥ 2.
The weight functions w
(r)
k are obtained as an (r − 1)-fold Mellin convolution of the “Beta
distribution”. The function w
(1)
k can be written as a Meijer G-function,
w
(1)
k (x) = c1G
1,0
1,1
m1 − 2n+ k
ν1 + k − 1
∣∣∣∣∣∣x
 (2.23)
with c1 = Γ(m1 − 2n− ν1 + 1). Since the class of Meijer G-functions is closed under the Mellin
convolution, see [11, formula (5)], we find from (2.22) and (2.23),
w
(r)
k (y) = crG
r,0
r,r
mr − n, . . . ,m2 − n, . . . ,m1 − 2n+ k
νr, νr−1, . . . , ν2, ν1 + k − 1
∣∣∣∣∣∣ y

=
cr
2pii
∫
C
Γ(ν1 + k − 1 + s)
∏r
j=2 Γ(νj + s)
Γ(m1 − 2n+ k + s)
∏r
j=2 Γ(mj − n+ s)
y−sds, 0 < y < 1. (2.24)
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Here the contour C is a positively oriented curve in the complex s-plane that starts and ends
at −∞ and encircles the negative real axis. The constant cr in (2.24) is
cr = Γ(m1 − 2n− ν1 + 1)
r∏
j=2
Γ(mj − n− νj). (2.25)
It can be checked from (2.24) that the linear span of w
(r)
1 , . . . , w
(r)
n consists of all functions
of the form
1
2pii
∫
C
q(s)
∏r
j=1 Γ(s+ νj)∏r
j=1 Γ(s+mj − n)
y−sds, 0 < y < 1, (2.26)
where q(s) is a polynomial of degree smaller than n. Remarkably enough, this space therefore
does not depend on the ordering of the parameters m1, . . . ,mr and neither on the ordering of
the parameters ν1, . . . , νr.
The k-point correlation function of the joint probability density (2.21) satisfies a deter-
minantal point process on [0, 1]. In the center of such a determinantal point process stands a
correlation kernel that can always be written as
Kn(x, y) =
n−1∑
k=0
Pk(x)Qk(y). (2.27)
For a polynomial ensemble, the function Pk is a polynomial of degree k and Qk is in the linear
span of w
(r)
1 , . . . , w
(r)
n satisfying the biorthogonality
∫ 1
0
Pj(x)Qk(x)dx = δj,k, (2.28)
see e.g. [15]. As in [49] we find integral representations for the biorthogonal functions Pk and
Qk and a double integral formula for Kn. In what follows we use the Pochhammer symbol
(a)k = a(a+ 1) · · · (a+ k − 1) = Γ(a+ k)
Γ(a)
. (2.29)
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Proposition 2.7. For every k = 0, . . . , n− 1, we have
Pk(x) =
1
2pii
∮
Σk
1
(t− k)k+1
r∏
j=1
Γ(t+ 1 +mj − n)
Γ(t+ 1 + νj)
xt dt
= G0,r+1r+1,r+1
(
k + 1, n−m1, . . . , n−mr
0,−ν1, . . . ,−νr
∣∣∣∣x) , (2.30)
where Σk is a closed contour encircling the interval [0, k] once in positive direction and is not
encircling any pole of the integrand in (2.30) that is outside [0, k]. Moreover we have
Qk(y) =

1
2pii
∫
C
(s− k)k
r∏
j=1
Γ(s+ νj)
Γ(s+mj − n) y
−sds, 0 < y < 1,
0, elsewhere
= Gr+1,0r+1,r+1
(−k,m1 − n, . . . ,mr − n
0, ν1, . . . , νr
∣∣∣∣ y) (2.31)
with the same contour C as in (2.24).
The kernel Kn from (2.27) is
Kn(x, y) =
1
(2pii)2
∫
C
ds
∮
Σn
dt
r∏
j=0
Γ(s+ 1 + νj)Γ(t+ 1 +mj − n)
Γ(t+ 1 + νj)Γ(s+ 1 +mj − n)
xty−s−1
s− t
= −
∫ 1
0
G0,r+1r+1,r+1
(
n−m0, . . . , n−mr
−ν0, . . . ,−νr
∣∣∣∣ux)Gr+1,0r+1,r+1(m0 − n, . . . ,mr − nν0, . . . , νr
∣∣∣∣uy) du
(2.32)
which is valid if Σn and C do not intersect. In (2.32) it is understood that m0 = ν0 = 0.
The proposition is proved in section 6.
2.6 Hard edge scaling limits
Based on the double integral representation (2.32) we analyze some scaling limits of the
correlation kernel as n→∞. In a forthcoming publication we show that the usual sine kernel
limit can be found in the bulk and the Airy kernel limit at the soft edges; see also [50].
Here we want to look at a more straightforward but nonetheless richer scaling limit, namely
the hard edge scaling at the origin in the following situation. Taking n→∞, we simultaneously
have to let mj →∞ for j = 1, . . . , r, since m1 ≥ 2n+ ν1 and mj ≥ n+ νj + 1 for j ≥ 2. We
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keep νj fixed for every j = 1, . . . , r. We choose a subset J of indices
J = {j1, . . . , jq} ⊂ {2, . . . , r}, with 0 ≤ q = |J | < r (2.33)
and integers µ1, . . . , µq with µk ≥ νjk + 1, and we assume
mj − n→∞ for j ∈ {1, . . . , r} \ J,
mjk − n = µk is constant for j = jk ∈ J.
This leads to our final result, which we also prove in section 6.
Theorem 2.8. In the above setting, we put
cn = n
∏
j 6∈J
(mj − n). (2.34)
Then the kernels Kn from (2.32) have the following hard edge scaling limit,
lim
n→∞
1
cn
Kn
(
x
cn
,
y
cn
)
=
1
(2pii)2
∫ − 1
2
+i∞
− 1
2
−i∞
ds
∫
Σ
dt
r∏
j=0
Γ(s+ 1 + νj)
Γ(t+ 1 + νj)
sinpis
sin pit
q∏
k=1
Γ(t+ 1 + µk)
Γ(s+ 1 + µk)
xty−s−1
s− t
= −
∫ 1
0
G1,qq,r+1
( −µ1, . . . ,−µq
0;−ν1, . . . ,−νr
∣∣∣∣ux)Gr,0q,r+1( µ1, . . . , µqν1, . . . , νr; 0
∣∣∣∣uy) du,
(2.35)
where Σ is a contour around the positive real axis in the half-plane Re t > −1
2
.
The kernel (2.35) reduces to the Meijer G-kernel described in [49] in case q = 0. These
kernels appeared before for limits of products of Ginibre matrices [49], products with inverses
of Ginibre matrices [27], for biorthogonal ensembles [48], and also as limits for Cauchy two
matrix models [13, 14, 29]. According to Theorem 2.8 we obtain the same limits for products of
truncated unitary matrices provided that the dimensions mj of the underlying unitary matrices
become large compared to n, in the sense that mj − n→ +∞ for every j.
The kernels (2.35) are new for q ≥ 1, and these are finite rank perturbation of the Meijer
G-kernels from [49]. To see this, we recall that µk ≥ νjk + 1. Let us assume, for notational
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simplicity, that jk = r − q + k in (2.33). Then
R(t) :=
q∏
k=1
Γ(t+ 1 + µk)
Γ(t+ 1 + νr−q+k)
(2.36)
is a polynomial of degree
∑q
k=1(µk − νr−q+k), and (2.35) can be written as
1
(2pii)2
∫ − 1
2
+i∞
− 1
2
−i∞
ds
∫
Σ
dt
r−q∏
j=0
Γ(s+ 1 + νj)
Γ(t+ 1 + νj)
sin pis
sin pit
R(t)
R(s)
xty−s−1
s− t . (2.37)
This is indeed a finite rank perturbation of the Meijer G-kernel with parameters ν1, . . . , νr−q,
since R is a polynomial. In particular for q = r − 1, it is a finite rank modification of the hard
edge Bessel kernel. Such finite rank modifications were also obtained in [24] in a somewhat
different context.
In the ensuing sections we prove our statements. We start in section 3 with the proof of
Theorem 2.3 since it is used in the first proof of Theorem 2.1 that we present in section 4.
The second proof is in section 5. This proof is a rather lenghty sequence of matrix integral
evaluations and we have broken it up into six steps. The proofs of Proposition 2.7 and Theorem
2.8 are shown in section 6.
3 Proof of Theorem 2.3
For the proof of Theorem 2.3, we need the Ingham-Siegel formula [40, 54]
∫
H(n)
exp[iTrHX] det(H − zIn)−n−pdH = c exp[izTrX] detXp θ(X) (3.1)
with a normalization constant c depending on p and n, only, which can be fixed by the choice
X = In and z = i. This integral is valid for Hermitian matrices X ∈ H(n) and Im z > 0. The
integral is over the space H(n) = gl(n)/u(n) of n× n Hermitian matrices H with the flat
Lebesgue measure,
dH =
n∏
j=1
dHjj
∏
j<k
dReHjk d ImHjk. (3.2)
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Here gl(n) and u(n) are the Lie algebras of the general linear and the unitary group, respectively.
If p is not an integer then we define via the spectral representation,
det(H − zIn)−n−p =
n∏
j=1
(hj − z)−n−p, (3.3)
where h1, . . . , hn are the real eigenvalues of the Hermitian matrix H and (h− z)−n−p is defined
in the complex h-plane with a branch cut along {z + iy | y ≥ 0}, and with hn+p(h− z)−n−p → 1
as h→ +∞.
For n = 1 the Ingham-Siegel formula (3.1) reduces to
∫ ∞
−∞
eixs
(s− z)1+pds =

2piiepiip/2
Γ(p+ 1)
eizxxp, if x ≥ 0,
0, if x < 0,
(3.4)
which is valid for Im z > 0 and p ≥ 0. It can be verified by contour integration.
Proof of Theorem 2.3. We consider the integral
J(A,B) =
∫
U(n)
det (A− UBU∗)p θ(A− UBU∗) dU. (3.5)
The determinant can be rewritten via the Ingham-Siegel formula (3.1) identifying X = A−
UBU∗. We obtain
J(A,B) ∝ e−izTr(A−B)
∫
U(n)
∫
H(n)
eiTrH(A−UBU
∗) det(H − zIn)−n−pdHdU. (3.6)
Both integrals are absolutely integrable because the integral over U is over a compact set with
a continuous integrand and the integral over H is bounded by |∆(h)∏nj=1(hj − z)−n−p/∆(a)|
for
∑n
j=1 h
2
j →∞. Recall that a1, . . . , an are the real, pairwise distinct eigenvalues of A. Hence
we can interchange the order of integration.
The integral over the unitary group is evaluated with the HCIZ formula (2.4). Then (3.6)
is up to a constant
J(A,B) ∝ e−izTr(A−B)
∫
H(n)
eiTrHA det(H − zIn)−n−p
det
[
e−ihjbk
]
∆(h)∆(b)
dH. (3.7)
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We write H = V hV ∗ for the eigenvalue decomposition of H where V ∈ U(n) and h =
diag(h1, . . . , hn). Moreover we use that dH ∝ ∆(h)2 dV dh1 . . . dhn, see e.g. [22]. Using this in
(3.7) leads to
J(A,B) ∝ e
−izTr(A−B)
∆(b)
∫
Rn
∫
U(n)
eiTrV hV
∗A
n∏
j=1
(hj − z)−n−p∆(h) det
[
e−ihjbk
]n
j,k=1
dV dh1 · · · dhn.
(3.8)
The integral over V ∈ U(n) is again a HCIZ integral (2.4),
J(A,B) ∝ e
−izTr(A−B)
∆(a)∆(b)
∫
Rn
det
[
eihjak
]n
j,k=1
n∏
j=1
(λj − z)−n−p det
[
e−ihjbk
]n
j,k=1
dh1 · · · dhn. (3.9)
The factors in the product
∏n
j=1(λj − z)−n−p can be pulled into either one of the two
determinants. Then, Andre´ief’s identity (2.8) can be applied to give
J(A,B) ∝ e
−izTr(A−B)
∆(a)∆(b)
det
[∫ ∞
−∞
eis(aj−bk)
(s− z)n+pds
]n
j,k=1
. (3.10)
The integral in the determinant is of the form (3.4) which is up to a constant equal to
eiz(aj−bk)(aj − bk)n+p−1+ . The exponential factors eiz(aj−bk) inside the determinant cancel with
those in front of the determinant. The resulting expression is
J(A,B) ∝ det
[
(aj − bk)n+p−1+
]
∆(a)∆(b)
, (3.11)
which is up to a constant indeed the right hand side of (2.6).
Whenever A− UBU∗ is positive definite for all U ∈ U(n), the formula (2.6) reduces to
∫
U(n)
det (A− UBU∗)p dU = cn,p
det
[
(aj − bk)p+n−1
]n
j,k=1
∆(a)∆(b)
. (3.12)
This is equivalent to an integral given by Gross and Richards in [33, formula (3.21)], namely
det
[
(1− sjtk)−a
]n
j,k=1
∆(s)∆(t)
= c˜n,a
∫
U(n)
det (In − SUTU∗)−(a+n−1) dU (3.13)
with c˜n,a =
∏n−1
j=0 (a)j/j!. The formula (3.13) is valid whenever S and T are Hermitian matrices
with eigenvalues s1, . . . , sn and t1, . . . , tn, respectively, satisfying |sjtk| < 1 for all j, k = 1, . . . , n.
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The formulas (3.12) and (3.13) are related if we take −a = p+ n− 1, S = A−1 and T = B. The
constants are related by cn,p = 1/c˜n,a, and the formula (2.7) follows which completes the proof
of Theorem 2.3.
4 First proof of Theorem 2.1
As already said, our first proof of Theorem 2.1 only works if m ≥ 2n+ ν. In that case there is
an explicit formula for the distribution of a truncation T of size (n+ ν)× n, namely
c det(In − T ∗T )m−2n−νθ(In − T ∗T ) dT (4.1)
with dT =
∏n+ν
j=1
∏n
k=1 dReTjk d ImTjk the flat Lebesgue measure on the space of (n+ ν)× n
rectangular complex matrices and c is a constant. The function θ is the Heaviside step function
of a matrix argument defined in (2.5). The (unordered) eigenvalues t1, . . . , tn of T
∗T are in the
interval [0, 1] and have the joint probability density
1
Zn
∏
j<k
(tk − tj)2
n∏
j=1
tνj (1− tj)m−2n−ν , 0 ≤ t1, . . . , tn ≤ 1. (4.2)
This is an example of a Jacobi ensemble [19]. When m < 2n+ ν, then T ∗T has the eigenvalue
1 with multiplicity of at least 2n+ ν −m and the density (4.1) is not valid anymore.
We follow the proof of Lemma 2.2 in [48] except that at a certain stage in the proof the
HCIZ integral (2.4) is replaced by the integral (2.6).
Proof of Theorem 2.1 in the case m ≥ 2n+ ν. As already discussed in Remark 2.2 we
may restrict to the case l = n without loss of generality.
Consider a fixed square matrix X of size n× n which is assumed to be invertible. The
change of variables T 7→ Y = TX has the Jacobian, see e.g. [52, Theorem 3.2],
det(X∗X)−(n+ν) =
n∏
k=1
x−n−νk . (4.3)
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The distribution (4.1) on T (where T has size (n+ ν)× n) then transforms into the distribution
∝
n∏
k=1
x−n−νk det(In − (X−1)∗Y ∗Y X−1)m−2n−νθ(In − (X−1)∗Y ∗Y X−1) dY
=
n∏
k=1
x−m+nk det(X
∗X − Y ∗Y )m−2n−νθ(X∗X − Y ∗Y ) dY. (4.4)
In the next step we perform a singular value decomposition Y = V ΣU with Jacobian [25]
dY ∝
(
n∏
j=1
yνj
)
∆(y)2dUdV dy1 . . . dyn (4.5)
written in terms of the squared singular values y1, . . . , yn of Y . The measure dU is the Haar
measure on U(n) and dV is the invariant measure on U(n+ ν)/[Un(1)× U(ν)]. We use this fact
in (4.4) to perform the integration of V , which only contributes to the constant. This yields a
probability measure on U(n)× [0,∞)n proportional to
∝
(
n∏
k=1
x−m+nk
)(
n∏
j=1
yνj
)
det(X∗X − U∗Σ2U)m−2n−νθ(X∗X − U∗Σ2U)∆(y)2 dUdy1 · · · dyn.
(4.6)
The integral over U in (4.6) can be done with the help of the integral (2.6) with
A = X∗X, B = Σ2, and p = m− 2n− ν. This leads to the density for the squared singular
values y1, . . . , yn of Y , given those of X, which is proportional to (2.3) and Theorem 2.1 follows
for m ≥ 2n+ ν.
5 Second proof of Theorem 2.1
We underline that the second approach to prove Theorem 2.1 does not rely on the restriction
m ≥ 2n+ ν. As before we denote the set of n× n unitary matrices and of n× n Hermitian
matrices by U(n) and H(n), respectively. We also useM(m,n) for the space of m× n complex
matrices and abbreviate M(m) =M(m,m).
Also in the second approach we assume that l = n because it does not restrict generality,
see Remark 2.2. We assume X to be a fixed n× n matrix with non-zero squared singular values.
Products with truncated unitary matrices 21
5.1 Preliminaries
Let f be a symmetric function in n variables. We extend f to Hermitian matrices A by defining
f(A) = f(a1, . . . , an) if a1, . . . , an are the eigenvalues of A. With a slight abuse of notation we
also define f(B) for (n+ ν)× (n+ ν) matrices B having ν eigenvalues equal to 0, by putting
f(B) = f(b1, . . . , bn) if b1, . . . , bn are the non-zero eigenvalues of B.
Then our aim is to prove that for all continuous symmetric functions f on [0,∞)n, we have
E [f(Y ∗Y )] =
∫
[0,∞)n
f(y1, . . . , yn)pX,Y (x, y)dy1 . . . dyn (5.1)
where, for a given X, y 7→ pX,Y (x, y) denotes the density from (2.3). It will be enough to prove
(5.1) for symmetric polynomial functions f , since the density pX,Y has a compact support and
the symmetric polynomials are then obviously uniformly dense in the set of all continuous
symmetric functions.
Note that, by our definition of f on matrices, we have f(Y ∗Y ) = f(Y Y ∗) = f(TXX∗T ∗).
Since T is the truncation of a Haar distributed unitary matrix U of size m×m, we have
E [f(Y Y ∗)] =
∫
U(m)
f
(In+ν On+ν,m−n−ν) U˜XX∗U˜∗
 In+ν
Om−n−ν,n+ν
 dU
∝
∫
M(m,n)
f
(In+ν On+ν,m−n−ν)MXX∗M∗
 In+ν
Om−n−ν,n+ν

×
∏
1≤j<k≤n
δ(2)({M∗M}jk)
n∏
j=1
δ({M∗M}jj − 1)dM, (5.2)
where dU is the normalized Haar measure on the unitary group U(m). The matrix Op,q is the
zero matrix of size p× q. The complex m× n matrix
U˜ = U
 In
Om−n,n
 (5.3)
is an element in the Stiefel manifold U(m)/U(m− n). The orthonormality of the columns of U˜
can be enforced by n2 Dirac delta functions (recall that δ(2) is the one for complex numbers).
In this way we integrate in (5.2) over the larger spaceM(m,n). See also the discussion in [20].
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The complex matrix M can be partitioned into two blocks
M =
M1
M2
 (5.4)
with M1 an (n+ ν)× n complex matrix and M2 an (m− n− ν)× n complex matrix. Then we
have to calculate
E [f(Y Y ∗)] =
∫
M(n+ν,m)
f (M1XX
∗M∗1 )
∏
1≤j<k≤n+ν
δ(2)({M∗M}jk)
n+ν∏
j=1
δ({M∗M}jj − 1)dM.
(5.5)
5.2 Proof of Theorem 2.1
To establish (5.1) we proceed in six steps.
Step 1: Matrix delta function In the first step we rewrite the Dirac delta functions in (5.2) as
Fourier-Laplace transforms [20] where
∏
1≤j<k≤n
δ(2)({M∗M}jk)
n∏
j=1
δ({M∗M}jj − 1) = lim
t→0
1
2npin2
∫
H(n)
exp[Tr(In − iK)(In −M∗M)− tTrK2]dK
(5.6)
with an integration over the space H(n) of Hermitian n× n matrices K. For an integration over
the whole group U(m), i.e. m = n, this integration is equal to the one in [38, formula (13)]. The
shift of the matrix K by iIn ensures the absolute integrability of the integral over M and the
Gaussian incorporating the limit in the auxiliary variable t guarantees the absolute integrability
in K. Note that the limit has to be understood as a limit in the weak topology meaning that
we have to integrate over M first, and then take the limit t→ 0. Hence the integral (5.5) reads
E [f(Y Y ∗)] ∝ lim
t→0
∫
M(m,n)
f (M1XX
∗M∗1 )
∫
H(n)
exp[Tr(In − iK)(In −M∗1M1 −M∗2M2)− tTrK2]dKdM
(5.7)
up to a constant only depending on m, n and ν.
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Both integrals are absolutely integrable. Therefore we can interchange the integrals. The
integral over the matrix M2 is a Gaussian integral yielding
E [f(Y Y ∗)] ∝ lim
t→0
∫
H(n)
∫
M(n+ν,n)
f (M1XX
∗M∗1 ) det(In − iK)−m+n+ν
× exp[Tr(In − iK)(In −M∗1M1)− tTrK2]dM1dK. (5.8)
Finally we take t→ 0. This can be done because f is polynomial. In the case f = 1 the integral
over M1 yields an additional factor det(In+ν − iK)−n ensuring the absolute integrability also at
t = 0. Since the function f is polynomial we know that f (M1XX
∗M∗1 ) is a polynomial in the
matrix entries of M1. Thus the Gaussian integral over M1 yields a polynomial in (In+ν − iK)−1
with the lowest order to be det(In+ν − iK)−n. Therefore the integrand of the K-integral after
integrating over M1, first, is indeed absolutely integrable also at t = 0 such that
E [f(Y Y ∗)] ∝
∫
H(n)
∫
M(n+ν,n)
f (M1XX
∗M∗1 ) det(In − iK)−m+n+ν exp[Tr(In − iK)(In −M∗1M1)]dM1dK.
(5.9)
We underline that now the order of the integrals is crucial and cannot be interchanged.
Step 2: Changes of variable The change of variables M1 7→ S = M1X has the Jacobian
det(X∗X)−n−ν =
n∏
j=1
x−n−νj (5.10)
and the change of variables K 7→ K˜ = X−1K(X−1)∗ on the space of Hermitian matrices yields
det(X∗X)n =
n∏
j=1
xnj . (5.11)
Applying this to (5.9) (and dropping the tilde from K˜), we obtain
E [f(Y Y ∗)] ∝
n∏
j=1
x−νj
∫
H(n)
dK det(In − iXKX∗)−(m−n−ν)
∫
M(n+ν,n)
dSf(SS∗)eTr(In−iXKX
∗)(In−(X−1)∗S∗SX−1)
=
n∏
j=1
x−m+nj
∫
H(n)
dK det((X∗X)−1 − iK)−(m−n−ν)
∫
M(n+ν,n)
dSf(SS∗)eTr((X
∗X)−1−iK)(X∗X−S∗S)
=
n∏
j=1
x−m+nj
∫
H(n)
Ψ(K + i(X∗X)−1 − iIn)dK, (5.12)
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where Ψ is defined by
Ψ(K) := det(In − iK)−(m−n−ν)
∫
M(n+ν,n)
f(SS∗)eTr(In−iK)(X
∗X−S∗S)dS. (5.13)
Step 3: Shift in the matrix K In this step we prove the following Lemma.
Lemma 5.1. For any matrix A with ImA := (A− A∗)/2i > −In (which means that In + ImA
is a positive definite Hermitian matrix), we have
∫
H(n)
Ψ(K + A)dK =
∫
H(n)
Ψ(K)dK. (5.14)
Proof . If A is Hermitian then we can simply apply the linear change of variables K + A 7→ K
to obtain (5.14). Therefore we may restrict to the case A = iB with B Hermitian and B + In
positive definite. We may also restrict to the case where B is a diagonal matrix. To see this we
write ΨX to indicate that the definition (5.13) depends on X. Then for a unitary matrix U one
has
ΨX(UKU
∗) = ΨU∗X(K), (5.15)
which follows from inserting UKU∗ into the definition (5.13) and changing variables S 7→ SU∗.
Recall that f(SS∗) = f(USS∗U∗) for all U ∈ U(n) because f only depends on the squared
singular values of S. The invariance (5.15) implies by the unitary invariance of dK, see e.g. [22],
that
∫
H(n)
ΨX(K + iB)dK =
∫
H(n)
ΨU∗X(K + iU
∗BU)dK. (5.16)
and we may choose the unitary matrix U so that U∗BU is diagonal.
Let p = m− n− ν > 0 and A = iB = i diag(b1, . . . , bn) a diagonal matrix with bj > −1, for
j = 1, . . . , n. Note that for 0 ≤ t ≤ 1,
|Ψ(K + itB)| ≤ |det(In + tB − iK)|−p
∫
H(n)
|f(SS∗)| eTr(In+tB)(XX∗−S∗S)dS
≤ C0 |det(In + tB − iK)|−p . (5.17)
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The prefactor is a finite constant C0 > 0 depending on B and X but is independent of t ∈ [0, 1].
Since all bj > −1, it is clear that In + tB is a positive definite matrix. Hence there exists a
constant C1 > 0, independent of t, such that |det(In + tB)| > C1 resulting in
|det(In + tB − iK)| > C1 |det(In − iMt)| , (5.18)
where
Mt := (In + tB)
− 1
2K(In + tB)
− 1
2 (5.19)
is a Hermitian matrix. Let λ1(t), . . . , λn(t) denote the eigenvalues of Mt. Then it is easy to check
that, since the eigenvalues λj(t) are real,
|det(In − iMt)| =
n∏
k=1
|1− iλk(t)| =
n∏
k=1
√
1 + λ2k(t) ≥ max
k=1,...,n
|λk(t)| = max
x∈Cn\{0}
|〈Mtx, x〉|
〈x, x〉
(5.20)
by the properties of Rayleigh quotients. Taking x = xj = (In + tB)
1
2 ej in (5.20) and noting that
〈Mtxj, xj〉 = Kjj, see (5.19), we obtain
|det(In − iMt)| ≥ max
j=1,...,n
|Kjj|
〈xj, xj〉 . (5.21)
The vectors xj depend on t, but their norms are uniformly bounded from below 〈xj, xj〉 ≥
1 + tbmin > C > 0 for t ∈ [0, 1] where bmin = minj=1,...,n bj and C = 1 if bmin ≥ 0 or C = 1− bmin
if 0 ≥ bmin > −1. Then, combining (5.17), (5.18) and (5.21), we obtain
|Φ(K + tiB)| ≤ C2
maxj=1,...,n |Kjj|p , (5.22)
for some constant C2 > 0, independent of t.
In the integral
∫
H(n) Ψ(K)dK we first do the integration over the diagonal elements Kjj for
j = 1, . . . , n. The integrand is analytic in each of the Kjj. Because of the estimate (5.22) with
p ≥ 1, the integral can be deformed from the real line to the horizontal line in the complex
Kjj-plane with imaginary part equal to bj. We do this for all diagonal entries resulting in
(5.14).
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Lemma 5.1 can be applied to (5.12) because A = i(X∗X)−1 − iIn satisfies ImA =
(X∗X)−1 − In > −In. Hence we have
E [f(Y Y ∗)] ∝
n∏
j=1
x−m+nj
∫
H(n)
dK det(In − iK)−(m−n−ν)
∫
M(n+ν,n)
dSf(SS∗)eTr(In−iK)(X
∗X−S∗S).
(5.23)
Step 4: Singular value decomposition of S We take the singular value decomposition S = V1ΣV2
where V1 ∈ U(n+ ν)/[Un(1)× U(ν)], V2 ∈ U(n), and Σ is a diagonal matrix with the singular
values of S. The Jacobian of this transformation is proportional to ∆(y)2
∏n
j=1 y
ν
j , see [25], where
y1, . . . , yn are the squared singular values. Recall that f is defined as a symmetric function on
the eigenvalues. Then (5.13) reads
Ψ(K) ∝ e
Tr(In−iK)(X∗X)
det(In − iK)m−n−ν
∫
[0,∞)n
f(y1, . . . , yn)
n∏
j=1
yνj∆(y)
2dy1 . . . dyn
∫
U(n)
e−Tr(In−iK)V
∗
2 Σ
2V2dV2.
(5.24)
The integral over V2 ∈ U(n) is a HCIZ integral (2.4). Let λ1, . . . , λn be the eigenvalues of K,
then the HCIZ integral yields a term proportional to det[e−(1−iλj)yk ] /[∆(λ)∆(y)]. We end up
with
Ψ(K) ∝ e
Tr(In−iK)(X∗X)
det(In − iK)m−n−ν∆(λ)
∫
[0,∞)n
f(y1, . . . , yn)
n∏
j=1
yνj∆(y) det
[
e−(1−iλj)yk
]n
j,k=1
dy1 . . . dyn.
(5.25)
Step 5: Eigenvalue decomposition of K Next, we decompose K = V0ΛV
∗
0 in a unitary matrix
V0 ∈ U(n)/Un(1) and its eigenvalues Λ = diag(λ1, . . . , λn). The Jacobian is proportional to
∆(λ)2, see e.g. [22], and by (5.23) and (5.25) we have
E [f(Y Y ∗)] ∝
n∏
j=1
x−m+nj
∫
Rn
n∏
j=1
(1− iλj)−m+n+ν∆(λ)dλ1 · · · dλn
×
∫
[0,∞)n
f(y1, . . . , yn)
n∏
j=1
yνj∆(y) det
[
e−(1−iλj)yk
]n
j,k=1
dy1 · · · dyn
∫
U(n)
eTr(In−iV0ΛV
∗
0 )(X
∗X)dV0.
(5.26)
The V0 integral is again a HCIZ integral (2.4), and it gives a contribution proportional to
det[e(1−iλj)xk ]/[∆(λ)∆(x)]. Plugging this term into (5.26) and noting that we may change the
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order of integration at this stage, we find
E [f(Y Y ∗)] =
∫
[0,∞)n
f(y1, . . . , yn)pX,Y (x, y)dy1 · · · dyn (5.27)
where
pX,Y (x, y) ∝
(
n∏
j=1
x−m+nj
)(
n∏
j=1
yνj
)
∆(y)
∆(x)
×
∫
Rn
n∏
j=1
(1− iλj)−(m−n−ν) det
[
e(1−iλj)xk
]n
j,k=1
det
[
e−(1−iλj)yk
]n
j,k=1
dλ1 · · · dλn. (5.28)
Step 6: Andre´ief formula We calculate the integral over λ1, . . . , λn in (5.28) via the Andre´ief
formula (2.8). This gives the determinant
n! det
[∫ ∞
−∞
e(xk−yj)(1−iλ)
(1− iλ)m−n−ν dλ
]n
j,k=1
(5.29)
with integrals of the form (3.4). The result is
∫ ∞
−∞
e(xk−yj)(1−iλ)
(1− iλ)m−n−ν dλ =
2pi
(m− n− ν − 1)! (xk − yj)
m−n−ν−1
+ . (5.30)
We use this in (5.27) and (5.28) and obtain (5.1). This concludes concludes the proof of the
Theorem 2.1.
6 Proofs of Proposition 2.7 and Theorem 2.8
We first prove Proposition 2.7 and then Theorem 2.8 afterwards.
Proof of Proposition 2.7. Recall that Pk and Qk are defined by (2.30) and (2.31),
respectively, for k = 0, . . . , n− 1. Then Qk is in the linear span of w(r)1 , . . . , w(r)n since it is
of the form (2.26) with q(s) = (s− k)k a polynomial of degree k ≤ n− 1. Also note that the
integrand in (2.30) has poles at t = 0, . . . , k, and no other poles inside Σk. Thus if we evaluate
(2.30) by means of the residue theorem and find contributions from t = 0, . . . , k, only. Hence
the function Pk is a polynomial of degree k. It remains to verify the biorthogonality (2.28).
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Let l, k = 0, 1, . . . , n− 1. From (2.30) we have
∫ 1
0
Pl(x)Qk(x)dx =
1
2pii
∮
Σl
1
(t− l)l+1
r∏
j=1
Γ(t+ 1 +mj − n)
Γ(t+ 1 + νj)
∫ 1
0
xtQk(x)dxdt. (6.1)
The moments of Qk are given by the general identity for the moments of the Meijer G-function,
∫ 1
0
xs−1Qk(x)dx = (s− k)k
r∏
j=1
Γ(s+ νj)
Γ(s+mj − n) . (6.2)
This identity can be plugged into (6.1) which cancels a lot of Γ-factors,
∫ 1
0
Pl(x)Qk(x)dx =
1
2pii
∮
Σl
(t+ 1− k)k
(t− l)l+1 dt =
1
2pii
∮
Σl
Γ[t− l]
Γ[t+ 1− k]dt. (6.3)
For l < k, the integrand in (6.3) is a polynomial and the integral is zero by Cauchy’s theorem.
For l ≥ k, there are poles at t = k, . . . , l which are all inside the contour Σl. The integrand is a
rational function that behaves like O(tk−l−1) as |t| → ∞. Therefore by simple residue calculation
at infinity, the integral also vanishes if l > k and it is equal to 1 if l = k. Thus (2.28) is satisfied.
Inserting (2.30) and (2.31) into (2.27), and noting that we can take the same contour Σn
for every k in (2.30), we obtain a double integral for Kn,
Kn(x, y) =
1
(2pii)2
∫
C
ds
∮
Σn
dt
r∏
j=1
Γ(s+ νj)Γ(t+ 1 +mj − n)
Γ(s+mj − n)Γ(t+ 1 + νj)
n−1∑
k=0
(s− k)k
(t− k)k+1x
ty−s
=
1
(2pii)2
∫
C
ds
∮
Σn
dt
r∏
j=1
Γ(s+ 1 + νj)Γ(t+ 1 +mj − n)
Γ(s+ 1 +mj − n)Γ(t+ 1 + νj)
n−1∑
k=0
(s+ 1− k)k
(t− k)k+1 x
ty−s−1,
(6.4)
where we made the change of variables s 7→ s+ 1. The summation can be simplified, because
of the telescoping sum
n−1∑
k=0
(s+ 1− k)k
(t− k)k+1 =
1
s− t
(
Γ(s+ 1)
Γ(t+ 1)
Γ(t+ 1− n)
Γ(s+ 1− n) − 1
)
, (6.5)
which can be readily checked by complete induction and is similar to the one in [49] where it was
used to study the product of complex Ginibre matrices. The contours Σn and C do not intersect.
Therefore the term t = s is not a pole inside the contour Σn. The double integral (6.4) splits
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into two terms due to (6.5). For the second term the contour integral over t does not encircle
any pole because of mj − n > νj and mj − n, νj ∈ N0. Thus this term vanishes. The remaining
term is the one shown in (2.32).
The expression (2.32) in terms of Meijer G-functions is obtained by noticing that
1
s− t = −
∫ 1
0
ut−s−1du. (6.6)
Interchanging the s and t integral with the u integral and using the definition of the Meijer
G-functions (2.18) the identity follows, see also the proof of Theorem 5.3 in [49]. This concludes
the proof.
Proof of Theorem 2.8. We employ the following asymptotic behavior of a ratio of Gamma
functions
Γ(t+ 1 +mj − n)
Γ(s+ 1 +mj − n) =

sin pis
sin pit
nt−s
(
1 +O
(
1
n
))
, for j = 0,
(mj − n)t−s
(
1 +O
(
1
mj − n
))
, for j ∈ {1, . . . , r} \ J
(6.7)
as n→∞. This follows as in the proof of Theorem 5.3 in [49], since m0 = 0 and mj − n→∞
as n→∞ for j ∈ {1, . . . , r} \ J .
In the double integral formula in (2.32) we deform the contour Σn to Σ, and obtain
1
cn
Kn
(
x
cn
,
y
cn
)
=
cs−tn
(2pii)2
∫
C
ds
∮
Σ
dt
r∏
j=0
Γ(s+ 1 + νj)
Γ(t+ 1 + νj)
r∏
j=0
Γ(t+ 1 +mj − n)
Γ(s+ 1 +mj − n)
xty−s−1
s− t . (6.8)
Because of definition (2.34) we have
cs−tn
r∏
j=0
Γ(t+ 1 +mj − n)
Γ(s+ 1 +mj − n) =
(
ns−t
Γ(t+ 1 +m0 − n)
Γ(s+ 1 +m0 − n)
)
×
∏
j 6∈J
(
(mj − n)s−t Γ(t+ 1 +mj − n)
Γ(s+ 1 +mj − n)
)∏
j∈J
Γ(t+ 1 +mj − n)
Γ(s+ 1 +mj − n) . (6.9)
Each of the factors in the product has a finite limit as n→∞, cf. (6.7), and the full product
tends to
sin pis
sin pit
q∏
k=1
Γ(t+ 1 + µk)
Γ(s+ 1 + µk)
(6.10)
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since mj − n = µk if j = jk ∈ J . It is then allowed to take the limit inside the double integral
in (6.8) and deform the contour C to the vertical line Re s = −1/2 by analyticity and the decay
of the integrand at infinity in the s-variable. This leads to (2.35).
The expression in terms of Meijer G-functions is obtained by using the reflection formula of
the Gamma function, sinpiz = pi/[Γ(1− z)Γ(z)] together with (6.6). The identity now follows
along the same lines as in the proof of Proposition 2.7.
7 Conclusions and Outlook
We analyzed the singular value statistics of a matrix X (fixed as well as randomly chosen)
multiplied by a truncated unitary matrix T which is distributed by the induced Haar measure.
Though we only considered a multiplication from the left side TX one can easily generalize
the results to a multiplication from both sides TLXTR where TL and TR are truncations of two
independent unitary matrices. The reason for such a simple generalization is the determinantal
point process fulfilled by the joint probability density of the singular values. We proved that the
joint probability density of the squared singular values of TX satisfies a polynomial ensemble
if the joint probability density of the squared singular values of X does. In particular with
the help of our results one can calculate the squared singular value statistics of any product
TL,1 · · ·TL,rLXTR,1 · · ·TR,rR with rL, rR ∈ N0 and TL,j and TR,j truncations of independent unitary
matrices and X either fixed or another random matrix. Indeed one can also mix products
of truncated unitary matrices with Ginibre matrices. The combination of Theorem 1.1 and
Corollary 2.4 yields a polynomial ensemble for the squared singular values of such a mixed
product. We expect that also for such a mixed product the statistics are governed by Meijer
G-functions since this particular kind of functions is closed under Mellin convolution as it was
shown here for a pure product of truncated unitary matrices and studied in [5, 6] for a product
of Ginibre matrices.
Our study shows that the determinantal point process also applies to a product with
truncated unitary matrices. In particular one needs a group integral replacing the Harish-
Chandra/Itzykson-Zuber integral [36, 43] for which it is not immediate that the result can be
written in terms of determinants, cf. Theorem 2.3. This particular result is even more astounding
when noticing that one does not effectively integrate over the whole unitary group but only over
a subset. The reason for this is a Heaviside step function in the integrand. Harish-Chandra made
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contact between group integrals and representation theory [36]. It would be interesting if also
something like this exists for the integral considered by us and can be explained by group theory.
Additionally we looked at the spectral statistics of a product of truncated unitary matrices
in detail. For this product we calculated the kernel of the corresponding polynomial ensemble
of the squared singular values at finite matrix size and in the hard edge limit at the origin. In a
forthcoming publication we also derive the bulk, the soft and further hard edge statistics as it
was very recently done for the Ginibre ensemble in [50]. The latter two statistics may appear at
the lower and the upper bound of the support because the squared singular values of a product
of truncated unitary matrices always live on the interval [0, 1]. If the support touches either the
origin or the upper bound 1 one would expect hard edge statistics at these points.
Another generalization of our results refers to the restriction that the first matrix in the
product of truncated unitary matrices satisfies m1 > 2n+ ν1, see Corollary 2.6. This matrix
has not generally to be the first matrix T1. With the help of the discussion above it can be
any matrix in the product. Nevertheless we have to assume that at least one truncated unitary
matrix multiplied satisfies the condition to prove Corollary 2.4 in the way we have done. In [18],
this assumption is relaxed and precise conditions on the truncated unitary matrices are given
such that the squared singular values of the product Tr · · ·T1 are still a determinantal point
process.
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