Let K be a £eld and Γ a £nite directed multi-graph. In this paper I classify all path algebras KΓ and admissible orders with the property that all of their £nitely generated ideals have £nite Gröbner bases.
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Introduction
The £rst half of this paper may serve as a brief introduction to path algebras and non-commutative Gröbner bases theory. Nothing is assumed of the reader other than a general understanding of algebra and graph theory, at the graduate level. For now it will suf£ce to know that path algebras are a type of non-commutative algebra over a £eld. In particular, given a £eld K and a £nite directed multi-graph Γ, the path algebra KΓ is the set of all K-linear combinations of paths of £nite length on Γ. We give a concise de£nition of path algebras in section 2. Sections 3-5 introduce some key concepts in non-commutative Gröbner theory, all of which are well known results. Given an ordering < on the set of paths of £nite length on a graph Γ and an ideal I in the path algebra KΓ there is a special type of generating set for I, called a Gröbner basis for I. We de£ne Gröbner bases in section 5. Since Gröbner bases are order dependent, in section 3 we identify the path orders which are relevant to the multiplicative structure of a path algebra. These relevant orders on the set of paths will be called admissible orders. We will see that given an ideal I ⊂ KΓ and an admissible order < there always exist Gröbner bases for I. If every ideal in a ring R has a Gröbner basis then we say R has a Gröbner basis theory. So any path algebra KΓ has a Gröbner basis theory. Some of the key concepts for de£ning Gröbner bases and understanding their uses will be introduced in section 4. After de£ning Gröbner bases in section 5 we go on to further explain some of their properties. Many of the concepts found in commutative Gröbner theory are relevant to the non-commutative theory. For the interested reader both [4] and [9] contain an introduction to commutative Gröbner bases. Other introductions to non-commutative Gröbner bases can be found in [5] , [6] , and [8] .
The main thrust of this paper is to determine some conditions as to when £nitely generated ideals in path algebras have £nite Gröbner bases. This study begins in section 6, where we introduce a special type of subgraph Γ(v i , v j ) called the induced subgraph between the vertices v i and v j of the graph Γ. Additionally, in section 6 we explore some of the useful properties of induced subgraphs. Induced subgraphs and their properties will be instrumental in proving our main result in section 9. Induced subgraphs are £rst utilized in section 7 where we classify the Noetherian path algebras. It is known that every ideal in a Noetherian ring has £nite Gröbner bases. Although it is generally known to those experienced in working with path algebras which ones are Noetherian, a proof of this classi£ca-tion, to the best of my knowledge, has not been previously spelled out. In section 8 we give an algorithm for £nding Gröbner bases and prove one of the central results of Gröbner bases theory: Bergman's diamond lemma [2] .
Given a £nitely generated ideal in a path algebra it often occurs that any Gröbner basis of that ideal will be in£nite, regardless of what ordering is being used. It is known that deciding whether an ideal I ⊂ KΓ has a £nite Gröbner basis is unsolvable in general. It is often necessary to £rst £nd a £nite Gröbner basis to show one exists, which is not always true. Our main result, theorem 9.9, is a classi£cation of all path algebra, admissible order pairs which have the property that all of their £nitely generated ideals have £nite Gröbner bases. We de£ne a path algebra with this property for some admissible order to be a Gröbner £nite path algebra. The paper is structured such that the concepts in each section build upon one another leading up to the climactic main result theorem 9.9 in section 9.
The Fundamentals of Path Algebras
Let Γ = (β 0 , β 1 ) be a £nite directed graph. We allow for Γ to have arrows from a vertex to itself and multiple arrows between the same set of vertices. Throughout the paper when referring to a graph we will assume it to be a £nite directed graphs of this type. We let β 0 = {v 1 , v 2 , . . . , v N } be the set of vertices and β 1 = {A 1 , A 2 , . . . , A M } be the set of arrows. Arbitrary arrows in β 1 will be denoted by α i , which need not equal A i . Extending the same notation, let β k be the set of paths of length k. Let β = ∞ i=0 β i be the set of paths of Γ, of £nite length. We de£ne functions o : β → β 0 and t : β → β 0 , such that for any path p ∈ β, o(p) is the origin or £rst vertex of the path p and t(p) is the terminus or £nal vertex of p. Note that, for any vertex v, o(v) = t(v) = v. For any path p, we de£ne l(p) the length of p, to be the number of arrows that occur in p, counting multiplicities. We will say that two paths intersect if they share a common vertex. We denote p = α 1 α 2 . . . α r , when p is a path of length l(p) = r > 0. Whenever p is a vertex, equivalently when l(p) = 0, we denote p = v i . Our convention is such that a path α 1 α 2 · · · α n is written from left to right, more precisely t(α i ) = o(α i+1 ).
We de£ne multiplication of paths, such that for all p, q in β, if t(p) = o(q), then pq is the path adjoining p and q by concatenation. Otherwise, if t(p) = o(q) then pq = 0. Given this de£nition, β ∪ {0} is closed under multiplication. Let K be an arbitrary £eld. The path algebra, KΓ, is de£ned to be the set of all £nite linear combinations of paths in β with coef£cients in K. Addition in KΓ is the usual K−vector space addition, where β is a K-basis for KΓ. Multiplication in the path algebra, KΓ, extends from the de£nition for multiplication of paths in β {0}. In general, KΓ has identity 1 = n i=1 v i and K n i=1 v i is contained in its center. Thus K acts centrally on KΓ, so that k · k i p i = (kk i )p i for any k, k i ∈ K and p i ∈ β. These operations make KΓ a K-algebra.
Examples of Path Algebras
Let Γ be the graph with n vertices and no arrows. Then KΓ n i=1 K, with componentwise multiplication.
Let Γ be the graph v 1
Then KΓ is isomorphic to the set of n × n upper triangular matrices over K. Numbering the vertices from 1 to n respectively, we may de£ne an isomorphism sending a path p to an n × n matrix with a 1 in the (o(p), t(p)) position and zeros in all other entries of the matrix.
We de£ne a loop to be an arrow from a vertex to itself. The path algebra KΓ, where Γ is the graph with one vertex and m loops is the free algebra in m noncommutative variables,
In general, β 0 is a full set of primitive orthogonal idempotents for KΓ. Two idempotents are orthogonal if their product in either order is 0. A primitive idempotent is an idempotent that cannot be written as a sum of two orthogonal non-zero idempotents.
Let KΓ l denote the set of all K-linear combinations of paths in β of length l. Let a ∈ KΓ i and b ∈ KΓ j . Then ab is the product of a K-linear combination of paths of length i times a K-linear combination of paths of length j. It follows that ab is a K-linear combination of paths of length i + j. Therefore
It is possible to represent every £nite directed graph with n vertices as an n×n matrix over the non-negative integers such that, the number of arrows from vertex i to vertex j is the (i, j) entry of the matrix. When there is any chance of confusion about what graph is being discussed the matrix representation of the graph will be given. Given a matrix representation for a graph, unless otherwise stated, we let A ij (k) denote the k th arrow from vertex i to vertex j or, if the (i, j) entry is one, we may simply write A ij .
Path Orders
We will now introduce certain orderings on β, which will be relevant in developing a Gröbner basis theory for path algebras. A total ordering < requires that, for distinct paths p and q either p < q or q < p. A well ordering < is a total ordering, with the additional requirement that every nonempty set of paths has a least element. Since not all well orderings are relevant to the multiplicative structure of β, we will limit admissible orders to those that respect the multiplicative structure of β. More speci£cally a well ordering < will be called admissible if it satis£es the following two conditions:
For all p, q, r, s ∈ β (1) p < q =⇒ pr < qr when pr and qr are both nonzero and sp < sq if both sp and sq are nonzero. (2) p = qr, p = 0 =⇒ p ≥ q and p ≥ r.
For reference, in the commutative theory of Gröbner bases, admissible orders are referred to as term orders or monomial orders. Also it is worth noting that, when Γ is the graph with one vertex and n loops then the product of paths is never zero. In which case the conditions (1) and (2) may be simpli£ed to not require that the product of paths be nonzero.
Let < lex be the left lexicographic order, de£ned by the following. For paths p and q if q = pp for some path p of length greater than 1 then we have p < lex q. Else if p = α 1 α 2 . . . α r and q = α 1 α 2 . . . α r , with α j , α j ∈ β 1 whenever there exists i ≤ l(p), such that for all j < i, α j = α j and α i < α i we have p < lex q. The left lexicographic order is NOT admissible in general. For example if Γ is the graph with one vertex and two loops α 1 and α 2 with α 1 < lex α 2 . Then
. .} has no least element. Hence < lex is not a well ordering and consequently not admissible.
Examples of Admissible Orders:
The left length-lexicographic order: Order the vertices and the arrows. v 1 < v 2 < . . . < v N < A 1 < . . . < A M , such that the vertices are less than the arrows. If p and q are paths of length at least 1, then l(p) < l(q) implies p < q. Otherwise, if l(p) = l(q) = r then p < q, whenever p < lex q. The right length lexicographic order is de£ned similarly.
The left weight-lexicographic order: Let W :
Next, order the vertices and let W (v i ) = 0 for all v i ∈ β 0 . Order the arrows so that
, then use the left lexicographic order. The length lexicographic order is a special case of the weight lexicographic order, where all the arrows are assigned the same weight.
The left weight-reverse-lex order: De£ne the weight function W on the set of paths β as in de£nition of the left weight lexicographic order. For the ordering < de£ne p < q if W (p) < W (q) or if W (p) = W (q) and p > lex q. Note that well ordering does not fail since there are only a £nite number of paths of any given weight.
The total lexicographic order: Order the arrows arbitrarily A 1 < . . . < A m . Also order the vertices. The vertices will be less than all paths of positive length. Let p, q ∈ β. Then p < q, if there exists i such that ∀j < i, A j occurs in p and q the same number of times, and A i occurs in p less than it occurs in q. If p and q have the same number of each arrow then p < lex q =⇒ p < q. Another way of thinking about this ordering is that it £rst applies the lexicographic order as if the arrows were commutative and in the case of equality it applies the noncommutative lexicographic order. 
Prerequisites for Gröbner Theory
= n i=1 γ i p i with γ i ∈ K {0} and p i ∈ β. Then Supp(x) = {p 1 , . . . , p n }.
De£nition 4.2 Given an admissible ordering <, for any nonzero x ∈ KΓ, the tip of x, denoted T ip(x), is the largest path in Supp(x). That is, Tip(x) ∈ Supp(x)
and for all p ∈ Supp(x), p ≤ T ip(x).
For reference, the equivalent of the tip in the commutative theory of Gröbner bases is called the head or leading term.
De£nition 4.3
Given X ⊂ KΓ the set {p ∈ β| p = T ip(x) for some x ∈ X} is denoted as T ip(X).
Let I be an ideal in a path algebra KΓ, with admissible ordering < on β. If p ∈ T ip(I) and q ∈ β then qp, pq ∈ T ip(I) whenever qp, pq = 0 respectively.
Proposition 4.4 T ip(I) is a K-basis for the monomial ideal that it generates in KΓ.
Proof: Let p ∈ T ip(I), q ∈ β, and qp = 0. Then there exists x ∈ I, such that
Corollary 4.5 Span(T ip(I)) is an ideal of KΓ.
The set elements of β that are not the tip of any element of I is denoted N onT ip(I) = β T ip(I). Since β = T ip(I) ∪ N onT ip(I) is a K-basis for KΓ and T ip(I)∩N onT ip(I) = ∅, it follows that Span(T ip(I)) and Span(N onT ip(I)) provide a direct sum decomposition of KΓ as a K-vector space. Proof: Let x be a nonzero element in Span(N onT ip(I))). Then T ip(x) ∈ N onT ip(I). Thus x / ∈ I. Thus I Span(T ip(I)) = ∅. It follows that the natural map from X = I ⊕ Span(N onT ip(I)) to KΓ is injective. Assume that the natural map is not also surjective. By well ordering, we may let p be the smallest path in β that is not also in the image of X. Then p ∈ T ip(I). Then there exists z ∈ I such that, T ip(z) = p. Since p is the smallest path not in Im(X) it follows that Supp(z) {p} ⊂ Im(X). Then z ∈ I ⊂ Im(X) and Supp(z) {p} ⊂ X, which implies p ∈ Im(X), a contradiction. Thus the natural map from X = I ⊕ Span(N onT ip(I)) to KΓ is surjective and the result follows.2
It follows that every element x of KΓ may be uniquely written, as i x + N (x), with i x ∈ I and N (x) ∈ Span(N onT ip(I)). We call N (x) the normal form of x. De£nition 4.7 For p, q ∈ β, we say p divides q = 0, if q = xpy for some paths x, y ∈ β.
Basics of non-commutative Gröbner theory
We are now ready to introduce Gröbner bases for path algebras. For a given ideal I in a path algebra KΓ, the Gröbner basis G of I is dependent upon the ordering <. When speaking of G, I will assume that we have a speci£c £eld K, a graph Γ and admissible ordering <.
De£nition 5.1 Let I be an ideal in the path algebra KΓ with admissible order <.
We say a set G ⊂ I is a Gröbner basis for I when for all x ∈ I {0}, there exists g ∈ G such that T ip(g) divides T ip(x).
We will see that there is a unique reduced Gröbner basis, with respect to <. Commutative polynomials are Noetherian, so by Dickson's lemma [4] there always exists a £nite reduced Gröbner basis. In the non-commutative case, as with path algebras, the ideals often have in£nite reduced Gröbner basis.
Given an element x ∈ KΓ a path p ∈ β let c T ip(x) ∈ K denote the coef£cient of the tip of x and let c px ∈ K denote the coef£cient of the path p in x.
Proposition 5.2 If G is a Gröbner bases for the ideal I, then G is a generating set for the elements of I.

Proof:
For all x i ∈ I, by de£nition, there exists g i ∈ G and paths a i and
, where the paths in the support of y i are less than T ip(x i ). Note that, since < is a well ordering, the paths in the support of c −1
Since < is a well ordering, every sequence of paths p 0 ≥ p 1 ≥ p 2 ≥ · · · stabilizes. So the sequence of paths T ip(x 0 ) > T ip(x 1 ) > · · · must terminate, with x i = 0, for some i < ∞. It follows that,
Let X be a subset of KΓ and y ∈ KΓ. We say, y can be reduced by X, if for some p in Supp(y), there exists x ∈ X, such that T ip(x) divides p. A reduction of y by X is given by y − kpxq, where x ∈ X, p, q ∈ β and k ∈ K {0}, such that kp(T ip(x))q is a term in y. A total reduction of y by X is an element, resulting from a sequence of reductions, that cannot be further reduced by X. In general, two total reductions of an element y need not be the same element. We say an element y reduces to 0 by X if there is a total reduction of y by X which is 0. The proof of proposition 5.2 also shows that every element of an ideal I reduces to zero by a Gröbner basis G. A set X ⊂ KΓ is said to be reduced if for all x ∈ X, x can't be reduced by S {x}.
Algorithm 5.3
Given an element f ∈ KΓ, an admissible ordering < and a set {f 1 , f 2 , . . . , f n }, the following algorithm gives, as an output, a total reduction r of f by {f 1 , f 2 , . . . , f n }.
Let p be the largest such path.
We will denote the particular total reduction of an element f by a set S, that the algorithm above produces, as Red S (f ). The order < will be made apparent by the context.
Algorithm 5.4
Given a £nite generating set {f 1 , f 2 , . . . , f n } for an ideal I ⊂ KΓ, and an admissible ordering < the following algorithm gives, as an output a £nite monic reduced generating set for I.
We will denote the particular monic reduced generating set that this algorithm produces from a generating set S, as R(S). The order < will be made apparent by the context.
Proposition 5.5 Given x ∈ I and G a Gröbner basis for I, every sequence of reductions of x by G terminates, with x totally reducing to zero after a £nite number of reductions.
Proof: Let I be an ideal in a path algebra KΓ, with admissible ordering < and let G be a Gröbner basis for I. The result of reducing x ∈ I by an element of G is another element in I. Since the only element of I that can't be reduced by G is zero, we must show that every series of reductions of an element of I by G terminates in a £nite number of steps. Let < be an admissible ordering on the set of paths. Then every nonempty set of paths has a least element.
Let S = {s 1 , . . . , s i } and T = {t 1 , . . . , t j } be £nite sets of paths, ordered from greatest to least. We say S < T provided that there exists n ∈ N, n ≤ |T |, such that s k = t k , for all k < n and either s n < t n or |S| = n − 1. Let (S i ) ∞ i=1 be a nonincreasing sequence of £nite ordered sets of paths. Let (s ij ) ∞ i=1 be the sequence of the j th largest elements in each of the sets S i , with s ij = 0, whenever
is a non-increasing sequence of paths and zeros and must, therefore, stabilize to a path t 1 or to zero. Provided that (s ij )
must also stabilize to a path t j+1 < t j or to zero. The sequence t 1 , t 2 , . . . is strictly decreasing so long as t i is not zero. Thus (t i ) ∞ i=1 must stabilize to 0. It follows that the cardinality of the sets S i is uniformly bounded and that
Let x be a reduction of y by g ∈ G. Then Supp(x) < Supp(y). Hence, the supports of the elements of a sequence of reductions, of an element y ∈ I, is a strictly decreasing sequence and must terminate after a £nite number of reductions with the support of the total reduction being ∅. Hence every sequence of reductions must terminate at 0 in a £nite number of steps and the result follows. Proof: Let G 1 be a Gröbner basis of an ideal I in KΓ, with admissible order <. We may select a subset G 2 of G 1 , such that for all p 1 , p 2 ∈ T ip(G 2 ) p 1 does not divide p 2 and for all p ∈ T ip(G 1 ) there is a path q ∈ T ip(G 2 ), such that p divides q. Then G 2 is a Gröbner basis, since T ip(G 2 ) generates Span(T ip(I)) and G 2 ⊂ I.
Let G 3 = { g | g is the total reduction of g ∈ G 2 by G 2 {g}}. Since the tips of the elements of G 2 do not divide one another T ip(g ) = T ip(g), it follows that,
is a Gröbner basis, satisfying the conditions of proposition 5.6. In order to show uniqueness, suppose there are two such Gröbner basis, G and G . Let g ∈ G and g ∈ G , such that T ip(g) = T ip(g ). Then Supp(g − g ) ∈ N onT ip(I) but (g − g ) ∈ I. Thus g − g = 0 and g = g . It follows that, G=G and the reduced Gröbner basis is unique. Proof: Let x congruent to x modulo I, in KΓ. Given a Gröbner basis G, let N (x) and N (x ) be to total reductions of x and x , respectively. Then N (x) is congruent to N (x ), modulo I, Supp(N (x)) ∈ N onT ip(I), and Supp(N (x )) ∈ N onT ip(I). Hence, N (x) − N (x ) ∈ I and Supp(N (x) − N (x )) ∈ N onT ip(I). It follows that, N (x) − N (x ) = 0 and N (x) = N (x ). Thus, every total reduction of congruent elements is the same and the result follows. 2
Once one has obtained a Gröbner basis, reducing elements to their normal form is considered to be computationally painless, for most orders. Producing Gröbner bases from the generating set of an ideal is, however, computationally expensive. For instance, the ring of commutative polynomials in n variables is Noetherian and consequently all of its ideals have £nite Gröbner basis. Nevertheless, even in the commutative case, the bounds on computing a Gröbner basis are doubly exponential, with respect to the number of variables. As we will see, in the non-commutative case, speci£cally in the case of path algebras, there will not always be a £nite Gröbner basis nor will it always be possible, in general, to tell whether a Gröbner basis can be produced, in a £nite amount of time without £rst producing one. Before going further, we will need a few de£nitions. We may extend the functions o and t so that they are de£ned on all uniform elements, such that for x uniform and for any p ∈ Supp(x) we have o(x) = o(p) and t(x) = t(p).
Proposition 5.10 The elements of a reduced Gröbner basis are uniform.
Proof: Let G be the reduced Gröbner basis, for an ideal I in KΓ with order <. Assume there exists g ∈ G such that g is not uniform. Let p be the largest path in
Then T ip(x) = p and p ∈ T ip(I). So there exists g ∈ G, such that T ip(g ) divides p. Thus, g may be reduced by g . Hence, g may be reduced by G {g}, which contradicts that G is reduced and the result follows. 2
As in the commutative case, having a Gröbner basis, for an ideal, allows one to answer certain questions. It has been asked, given an ideal I and an element x in KΓ is there a simple criteria to show whether or not x ∈ I? The solution is that x ∈ I, if and only if, a full reduction of x by a Gröbner basis of the ideal is 0. Furthermore, a Gröbner basis allows us to represent the elements of KΓ I, uniquely, as the normal form of the elements, in the equivalence classes of KΓ modulo I. In depth applications for Gröbner bases may be found in [1] , [3] , [7] and [10] . 
De£nition 6.2 A maximal induced subgraph is an induced subgraph
We will see that it is possible to decompose a generating set or a Gröbner bases for an ideal on a path algebra over a graph into parts, which are restricted to the induced subgraphs. What becomes useful is that we may £rst construct Gröbner bases for an ideal restricted to an induced subgraph and then take their union to produce a Gröbner bases for the original ideal. Thus we may compartmentalize the problem of producing Gröbner bases. This will not effect the speed of computation but it will allow us to better classify Gröbner bases in sections 7 and 9.
De£nition 6.3 Let S be a subset of KΓ and let Γ be a subgraph of Γ. Then the restriction of S to Γ, is S
Notice that for ideals I ⊂ KΓ and subgraphs Γ of Γ, I | Γ is an ideal in KΓ .
An admissible order on a set of paths β remains admissible on any of its subsets. Hence for any path algebra KΓ, with admissible order <, if Γ is a subgraph of Γ then < remains an admissible order on KΓ . For the remainder of the paper we will assume that the order used on any subgraph is the same as the order used on the original graph. v j ) , then g ∈ G and is fully reduced by G {g}. Thus g is fully reduced by G | Γ(v i ,v j ) {g} and is monic. So by proposition 5.6 G | Γ(v i ,v j ) is the reduced Gröbner basis for
Proof: G reduces the elements of I
| Γ(v i ,v j ) ⊂ I to zero. A uniform element x ∈ KΓ may reduce an element in KΓ(v i , v j ) only if x ∈ KΓ(v i , v j ). G | Γ(v i ,v j ) reduces all elements in I | Γ(v i ,v j ) to zero. Thus G | Γ(v i ,v j ) is a Gröbner basis for I | Γ(v i ,v j ) . If g ∈ G | Γ(v i ,I | Γ(v i ,v j ) . 2
Corollary 6.5 Let I be an ideal in the path algebra KΓ and < an admissible order. Let Γ be a subgraph of Γ, which is the union of induced subgraphs of Γ. Let G be a reduced Gröbner basis for I and let G be a uniform Gröbner bases for I. Then G | Γ is a reduced Gröbner basis for I | Γ and G | Γ is a uniform Gröbner bases for
I | Γ .
Corollary 6.6 Given a path algebra KΓ, an admissible order <, and an ideal
is a (reduced) Gröbner basis for I.
De£nition 6.7 Let x ∈ KΓ. Then the uniform decomposition of x is the set
U x = {v i xv j |v i , v j ∈ β 0 }.
Proposition 6.8 Let I be an ideal in KΓ with generating set S. Then x∈S U x is a uniform generating set for I.
Proof: Let y ∈ x∈S U x . Then y = v i xv j for some x ∈ S and vertices v i , v j . x ∈ S implies x ∈ I, which implies y = v i xv j ∈ I.
All the elements of x∈S U x are uniform, by de£nition, and the result follows. 2
Proposition 6.9 An ideal I in KΓ is £nitely generated, if and only if, I | Γ (i) is £nitely generated, for each maximal induced subgraph
Proof: Suppose I is a £nitely generated ideal in KΓ. Let S be a £nite generating set for I. Then U S = x∈S U x is also £nite, since
, . . . , Γ (n) be the maximal induced subgraphs of Γ. Suppose that I | Γ (1) , I | Γ (2) , . . . , I | Γ (n) are £nitely generated. Let S 1 , S 2 , . . . , S n be £nite generating sets, for each of the restricted ideals. Let f ∈ I. Then, y ∈ U f implies there exists i, such that y ∈ I | Γ (i) = S i . So f ∈ S 1 , S 2 , . . . , S n and consequently I ⊂ S 1 , S 2 , . . . , S n . Since S i ⊂ I we have I = S 1 , S 2 , . . . , S n . Thus I is £nitely generated. 2
Classifying Noetherian Path Algebras De£nition 7.1 A graph is called Noetherian (not Noetherian) if it's corresponding path algebra is Noetherian (not Noetherian).
Proposition 7.2 A graph containing two nonidentical cycles that intersect at a vertex is not Noetherian.
Proof: Let Γ be a graph containing cycles C and D that intersect at a vertex v i . Let c be a path of positive length along C, from v i to v i , and let d be a path of positive length along D, from v i to v i . Then, cdc, cd 2 c, cd 3 c, . . . is a non-£nitely generated ideal of KΓ. So KΓ is not Noetherian. 2
Let Γ be a graph containing a graph of type Γ as a subgraph, such that p 1 , p 3 , p 4 are all paths of positive length and p 2 is possibly a path of length 0.
. . is a non-£nitely generated ideal, of KΓ. It follows that, any graph, which contains a cycle, with an arrow going into the cycle and an arrow (possibly the same arrow) coming out of the cycle is not Noetherian. Note that this includes the case with one vertex and two loops.
Proposition 7.3 A graph Γ is not Noetherian, if and only if, it contains a cycle C,
an arrow not occurring in C, with its origin on C, and an arrow not occurring in C, with its terminus on C.
Proof:
We have already shown that all graphs containing a cycle, with an arrow going in the cycle and an arrow coming out of the cycle, are not Noetherian. It remains to be shown that all other graphs are Noetherian. Let Γ be a graph that does not contain a cycle with an arrow entering the cycle and an arrow coming out of the cycle. Then, all of the maximal induced subgraphs of Γ contain at most 2 cycles which do not intersect, one with arrows coming out of it and one with arrows entering it. Let Γ (i) be a maximal induced subgraph, of Γ. Then Γ (i) , consists of two cycles A and B, with no vertices in common and m possibly overlapping paths from A to B, allowing for A and B to be trivial cycles of one vertex.
Assume that, for some i, KΓ (i) contains an ideal I, which is not £nitely generated. Let S be a reduced generating set for I. Then, S is in£nite and the tips of the elements of S do not divide one another. Thus T ip(S) is also in£nite. Let T be the £nite set of paths that do not completely go around either of the cycles. For each p ∈ T let T p be the set of all paths with origin o(p) and terminus t(p) that p divides. Since every path on Γ (i) is divisible by some path in T , with the same origin and terminus, it follows that there exists p ∈ T such that T ip(S)∩T p is in£-nite. Suppose, either o(p) is not on A or t(p) is not on B. Let q 1 , q 2 ∈ T ip(S)∩T p . Then the shorter of q 1 and q 2 divides the other. Since T ip(S) was reduced, this implies q 1 = q 2 and T ip(S) ∩ T p has cardinality 1.
Thus we may assume, that o(p) is on A and t(p) is on B. For each p n ∈ T ip(S) ∩ T p there exist non-negative integers a n and b n such that p n wraps completely around A, a n times and p n wraps completely around B, b n times. Then p n does not divide p m implies either a n > a m or b n > b m . Since there are only a n non-negative integers less than a n and b n non-negative integer places less than b n then |T ip(S) ∩ T p | ≤ a n + b n + 1 < ∞ for any p n ∈ T ip(S) ∩ T p . This contradicts that S was in£nite. Thus I is £nitely generated and Γ (i) is Noetherian, for all i. Consequently, by proposition 6.9, Γ is Noetherian and the result follows. 2
Producing Non-commutative Gröbner Bases
In the commutative case, the Buchberger algorithm, for computing a Gröbner basis, relies upon computing S-polynomials from pairs of polynomials. The noncommutative version of the S-polynomial is the overlap relation. The algorithm that we introduce in this section will similarly rely upon overlap relations to produce a Gröbner basis. Let f, g ∈ KΓ, with admissible order < on KΓ. Suppose there are paths p and q, of positive length, such that T ip(f )p = qT ip(g), with the length of p less than the length of T ip(g). Then f and g have an overlap relation,
In the non-commutative case, given polynomials f and g that overlap, the p and q will not necessarily be unique and consequently neither will the overlap relation.
Example: Let KΓ = K[x, y] be the free algebra in two non-commutative variables. Let < be the length lexicographic order, with x < y. Let f = 5yyxyx−2xx and g = xyxy − 7y. Then T ip(f ) = yyxyx and T ip(g) = xyxy. There are three overlap relations. Proof: G is a spanning set. So for each nonzero x ∈ I, we may represent x as x = i,j c ij p j g i q j where g i ∈ G, p j , q j ∈ β, and c ij ∈ K. Since multiples of elements of G sum to zero, this representation is in no way unique. Given such a representation, for an element x, let p * be the largest path in the support of any of the elements p j g i q j . Let us choose a representation of x, so that p * is the smallest possible. Among the representations where p * is the smallest possible, let us choose a representation where p * occurs in the least number of terms possible. It follows that p * = T ip(p j g i q j ) for some i and j, in the representation.
Assume there are n > 1 pairs i, j such that p * = T ip(p j g i q j ). Let i, j and i , j be two such pairs. For notational convenience let us write p = p j , g = g i , q = q i , p = p j , g = g i and q = q i . Then p * = T ip(pgq) = pT ip(g)q and p * = T ip(p g q ) = p T ip(g )q . Recall that l(s) is the length of any path s. If l(p) = l(p ), then one of T ip(g) or T ip(g ) would have to divide the other, contradicting the hypothesis for G. So without loss of generality, we may assume that
p g q and in none of the other terms. All of the other terms only have smaller paths occurring in them. So it follows that we may represent x so that the largest path p * occurs in less than n terms in the representation. This contradicts the hypothesis that our representation has p * occurring in a minimal number of terms. So the assumption that p * occurs in more than one term of the representation is false. It follows that p * = T ip(x) and x may be reduced.
Then T ip(g) and T ip(g ) overlap in p * . So there exists an overlap relation o(g , g, r, s) = c −1
T ip(g) sg with r, s ∈ β, such that p = p s and rq = q .
Only paths less than p * occur in p o(g , g, r, s)q and o(g , g, r, s) may be reduced to zero by G. So it follows that we may represent x so that the largest path p * occurs in less than n terms in the representation. This contradicts the hypothesis that our representation has p * occurring in a minimal number of terms. So the assumption that p * occurs in more than one term, of the representation is false. It follows that, p * = tip(x) and x may be reduced. Thus, G reduces every element of I to zero and G is a Gröbner basis. 2
The Buchberger-Mora-Farkas-Green Algorithm [5] 8.2 Given a path algebra KΓ an admissible order < and a £nite generating set {f 1 , f 2 , . . . , f m } for an ideal I the following algorithm gives a reduced Gröbner basis for I in the limit.
Input: A generating set {f 1 , f 2 , . . . , f m } for an ideal I ⊂ KΓ Output: A reduced Gröbner basis in the limit G n = {g 1 , g 2 , . . .} n = 0
The property that this algorithm produces a reduced Gröbner bases in the limit will be useful in the next couple of proofs. In particular, we will use the fact that the algorithms only performs overlap relations and reduction in order to produce a Gröbner basis. To produce a Gröbner basis in the limit means that, if the algorithm stops on the n th iteration the set G n is a reduced Gröbner basis. Otherwise, given a reduced Gröbner bases G, for all x ∈ G there exists k ∈ N, such that for all n ≥ k we have {g ∈ G n | g ≤ x } = {g ∈ G| g ≤ x }. For a proof that the algorithm produces a Gröbner basis in the limit, the interested reader may peruse [5] .
9 Classifying Gröbner Finite Path Algebras De£nition 9.1 We will say that a path algebra is Gröbner £nite if there is an admissible order < such that all of its £nitely generated ideals have £nite reduced Gröbner bases.
Our next goal will be to classify all Gröbner £nite path algebras. Furthermore, we will show that if a path algebra is not Gröbner £nite then it contains £nitely generated ideals whose reduced Gröbner basis is not £nite under any admissible order. We show this in our main result theorem 9.9. All of the materials in this section are either used directly in the proof of theorem 9.9 or they are implied by the main result. Propositions 9.6 and 9.7 are direct results of theorem 9.9 and may be omitted. Example 9.2 Let Γ be the graph given below. Proof: If there exists j > 0, such that cd j > bc, then the ideal ac, cd j −bc ⊂ KΓ has in£nite reduced Gröbner basis {ab i c, cd j − bc|i ∈ N}. Instead, suppose for all j > 0 we have cd j < bc. Assume there exists a £nitely generated ideal I ⊂ KΓ, such that G, the reduced Gröbner basis for I is in£nite. By proposition 5.10, the elements of G are uniform. Let p, q be paths on Γ such that deg
Suppose that a occurs in neither p nor q. Then the longer of the two divides the other. Similarly if a occurs in both p and q then the longer of the two divides the other. Therefore, if neither p nor q divides the other, then a must occur in exactly one of p or q. Thus every reduced set of paths, all of which have the same nonzero degree of b, has at most 2 elements. Similarly a reduced set of paths all with degree b equal to zero has at most 3 elements , {a, cd i , d j }, with j > i. Consequently given a reduced set of paths S, |S| ≤ 2sup p∈S {deg b p} + 3 (Here sup represents the supremum not the support). It follows that the degree of b for T ip(G) must be unbounded in order for G to be in£nite. Consequently, the degree of b in the elements of G must be unbounded.
This implies j > h. Since h was maximal i < n. Thus by well ordering b n−i c < cd j−h . Furthermore bc < cd j−h , which contradicts our hypothesis. Thus So we may assume that Gv 2 = ∅. Thus, for uniform x ∈ I either x = v 1 or t(x) = v 3 . Let G n be the set generated by the n th iteration of algorithm 8.2 starting with a £nite generating set for I. Then and G n v 2 = ∅. In order for deg b (G) to be unbounded there must exist k and g ∈ G k+1 such that for all g ∈ G k , we have deg b (g ) > deg b (g). Since reductions do not increase the deg b of an element it must be that g is the full reduction of an overlap relation and not just simply the reduction of an old element of G k . Thus g is the full reduction of o(f, g, u, v) with f, g ∈ G k . f has an overlap relation implies f = v 1 .
This contradicts that deg b (G) is unbounded and the result follows. 2 Proposition 9.7 Let KΓ be a path algebra such that every path on Γ intersects at most 1 cycle. Then, given any admissible order, every £nitely generated ideal I ⊂ KΓ has a £nite Gröbner basis.
Proof: Let Γ be a graph with n cycles C i , such that every path on Γ intersects at most 1 cycle, and let < be an admissible order. Note that there are graphs of this type that are not Noetherian. Let I be a £nitely generated ideal in KΓ. Let G be the reduced Gröbner basis for I. Let G 0 be a £nite uniform generating set for I. Assume G is in£nite. For all n ∈ N the set of paths in Γ with deg C i less than n for all i is £nite. So we may assume there exists i such that deg C i of the elements of G is unbounded.
Note that performing overlap relations between uniform elements and reducing uniform elements by uniform elements, produces uniform elements. Consequently, at any stage in the algorithm, G n is a uniform set. Let S i be the £nite set of paths that either begin or end on C i but do not traverse C i at all. Let s ∈ S i with o(s) ∈ C i and let p = as and q = bs with a and b on C i . Without loss of generality we may assume a < b and consequently a divides b and p divides q. It follows that every reduced set of paths that all begin or end on C i is £nite. Thus v i Gv j is £nite whenever v i or v j is on one of the cycles. Consequently, there exists v i and v j not on any cycle, such that v i Gv j is in£-nite. We say a vertex v k is between v i and v j if there is a path p, such that o(p) = v i and t(p) = v j with v k a vertex on p, v k = v i and v k = v j . There must exist at least one pair v i , v j not on any cycle with v i Gv j in£nite, such that, for all v k between v i and v j , both v i Gv k and v k Gv i are £nite. Starting with a £nite generating set for I we may reach a point in algorithm 8.2 such that v i Gv k ⊂ G n and v k Gv i ⊂ G n for all v k between v i and v j , then there are only a £nite number of element in G n whose overlap relations are in v i KΓv j . After these overlap relations have been reduced no other elements in v i KΓv j will be produced by algorithm 8.2. Thus v i Gv j must be £nite. This contradicts the assumption that G was in£nite. 2
Where A or C may trivial cycles consisting of one vertex. Additionally o(p) is on A and t(p) is on C. If we take all the paths p from v i to v j that don't go completely around any cycle more than once, then Γ(v i , v j ) = p∈v i βv j Γ p . The cycles B i and B j do not intersect for i = j since Γ contained no intersecting cycles. Furthermore, the paths p ij may overlap and the paths q ij may overlap. If the p ij , B i or q ij shared any vertices with another not of their type then the graph Γ would have to contain a graph of the form Γ , contradicting the hypothesis. Furthermore, if any of the paths h i intersect the paths p ij or q ij out of order, then the graph Γ would have to contain a graph of the form Γ as a subgraph. The result follows.2 subset of ( v i ∈A v i )T ip(G)( v j ∈C v j ) containing only those paths which do not intersect some cycle B i is £nite.
We may partition the paths starting on A and ending on C that intersect some cycle B i into sets, S pq = {ap(bb ) h bqc} = {p(bb ) h b 1 qc| h ∈ N ∪ {0}, a and c are any path on A and C respectively with t(a) = o(p) and o(c) = t(q) } where for some i, j, k we have p = p ij , q = q ik , b = b ijk , and b = b ijk . There are only £nitely many such sets. Therefore, there exists S pq , such that T ip(G) ∩ S pq is in£nite.
Let R be a relation on the sets S pq , such that S pq RS p q whenever for all x ∈ S pq there exist y ∈ S p q , such that x < y. Suppose we don't have S pq RS p q then exists x ∈ S pq such that x > y for all y ∈ S p q , which implies S p q RS pq . It follows that for all pairs of sets S pq and S p q at least one of S pq RS p q and S p q RS pq is true. Suppose that S pq RS p q and S p q RS p q . Then for all x ∈ S pq there exist y ∈ S p q , such that x < y and there exists z ∈ S p q with x < y < z. Thus S pq RS p q . These properties of the relation R allow us to re-label the sets S pq as the sets P hk with h, k ∈ N, in such a way that P hk RP h k if and only if h ≤ h . Let T h = k P hk . Then there exists h such that T ip(G) ∩ T h is in£nite. Let ω be largest integer, such that T ip(G) ∩ T ω is in£nite.
Let H be the £nite subset of ( v i ∈A v i )G( v j ∈C v j ) consisting of those elements whose tips don't intersect any of the cycles B j . Starting with a £nite generating set let G n be the set de£ned in the n th iteration of algorithm 8.2. We may reach a the point in algorithm 8.2, such that for all v h and v k not both on A and C we have v h Gv k ⊂ G n , H ⊂ G n , and {g ∈ G| T ip(g) ∈ T h for h > ω} ⊂ G n . Furthermore let us choose n large enough so that all the overlap relations o(f, g, u, v) with f, g ∈ H ∪ ( v i / ∈A or v k / ∈C v i Gv k ) ∪ {g ∈ G| T ip(g) ∈ T h for h > ω} reduce to zero by G n .
It follows that if an overlap relation o(f, g, u, v) ∈ ( v i ∈A v i )KΓ( v j ∈C v j ) does not reduce to 0, with f, g ∈ G n , then either T ip(g) ∈ T h or T ip(f ) ∈ T h for some h ≤ ω. Let x be the largest path in G n ∩ ( h≤ω T h ). Since for all h ≤ ω we have P hj RP ω1 there exists x n ∈ P ω1 such that x n > x. Let x n = a n p(bb ) δ bqc n .
For f, g ∈ G n let y = 0 be the element that o(f, g, u, v) ∈ ( v i ∈A v i )KΓ( v j ∈C v j ) reduces to when the set G n , of elements from G n union their overlaps, is made into the reduced set G n+1 at the end of the n th iteration of algorithm 8.2. Speci£cally, we are referring to the line in algorithm 8.2, G n+1 = R(G n ), where algorithm 8.2 calls algorithm 5.4. In general for a generating set S every element in the reduced set R(S) is the reduction of an element in S. If T ip(g) ∈ P hj for some j and h ≤ ω then T ip(y) ≤ T ip(o(f, g, u, v)) < vT ip(g) < va a n p(bb ) δ bqc n = a p(bb ) δ bqc n , where a is the shortest path along C connecting a n and v. Else if f ∈ P hj for some j and h ≤ ω then T ip(y) ≤ T ip(o(f, g, u, v)) < T ip(f )u < a n p(bb ) δ bqc n c u = a n p(bb ) δ bqc , where c is the shortest path along C connecting c n and u. Let a n+1 and c n+1 be the largest of the a s and c s that occur among the elements y in the n th iteration of the algorithm. It follows that for all elements y ∈ G n+1 , such that T ip(y) ∈ T k for k ≤ h, we have T ip(y) < a n+1 p(bb ) δ bqc n+1 . By the hypothesis on our order a n+1 p(bb ) δ < p(bb ) δ+1 and bqc n+1 < (bb )bq. Therefore by the properties of admissible orderings T ip(y) < a n+1 p(bb ) δ bqc n+1 < p(bb ) δ+2 bq. We conclude, by induction, that for all g ∈ G with T ip(g) ∈ T k for k ≤ h, we have T ip(g) < p(bb ) δ+2 bq.
We see that for all paths p ∈ T ip(G) ∩ T h , with h ≤ ω we have p < p(bb ) δ+2 bq ∈ T h . Let T h = In our example above, the set N ⊕ N is given a well order and there are only a £nite number of paths with given weight (n, n ). Therefore the left dual-weighted-lexicographic order must also be a well order. We leave it to the reader to show that the left dual-weighted-lexicographic order meets the criteria of the order described in theorem 9.9 and that it satis£es the two conditions in section 3 which make it an admissible order.
