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Abstract 
An efficient OR matching algorithm for nonbipartite graphs is applied in simulations of 
groundstate energies and magnetizations of two-dimensional random Ising k 1 spin models on 
square Lx L-lattices as considered in Solid State Physics when studying magnetic crystal 
systems. We got an improved estimate for the so-called critical concentration pC of antifer- 
romagnetic bonds where pC marks the threshold at which the magnetization disappears and 
what is named the phase transition between ferromagnetism and paramagnetism. In particular, 
from a lattice of size L = 300 we obtained pC < 0.108. This is, to our knowledge, the first time 
that for the problem in question a lattice of this size has been treated by means of an exact 
matching algorithm. Moreover, the extrapolation of the simulation results for L = 10, 20, 50, 
100, 200, 300 leads to 0.095 < pC < 0.108, in agreement with the estimates of other authors. 
1. Introduction 
The underlying application, treated here by means of optimal matchings from 
graph theory, is of basic interest in Statistical Physics and Solid State Physics when 
studying properties of magnetic material [3]. At first we will describe the physical 
background, then we will turn to the matching algorithm used. 
Concerning regular crystal lattice structures at zero temperature (according to 
Kelvin’s scale), the problem is to determine numerically the phase transition between 
ferromagnetism and paramagnetism where the magnetization disappears. The mag- 
netization results from a sum of spins; the latter are generated by the electron hulls of 
the atoms in the lattice points. The restriction to zero temperature involves the 
magnetic systems to be in ‘groundstates’ of minimal ‘interaction energy’. 
We will investigate a two-dimensional random Ising spin model on a square 
L x L-lattice under certain boundary conditions and with spins ‘up’ and ‘down’ of 
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Fig. 1. A square L x L-lattice (L = 8) with fixed boundary conditions. The spin positions are marked by 
dots. Between any two adjacent spins u,,B, there is a coupling .I,,, marked by a minus sign if J,,, = - 1, by 
a plus sign if J,,, lies on the boundary, and J,., is unmarked if J,,, = + 1 lies in the interior of the lattice. All 
spins O, = + 1 on the lattice boundary. 
modulus 1. We begin with a deterministic model under ‘fixed’ boundary conditions 
(f.b.c.). For integer L > 3, let a square L x L-lattice be given with the lattice points at 
integer Cartesian coordinates (i, j), 1 < i, j < L, see Fig. 1, and additionally number the 
lattice points rowwise from r = 1 to Y = L*. For given ‘couplings’ J,,, E { + 1, - l}, 
1 d r < t d L*, between adjacent spins err, gt E { + 1, - l} in the lattice points, the 
basic problem is to minimize the interaction energy 
&(~I,~*,~~~, CL>):= - 1 Jr,trTrrJt (1.1) 
[I* Cl 
under the following boundary conditions. All couplings J,,, = + 1 on the lattice 
boundary (i = 1, L or j = 1, L) and also all spins gr = + 1 on the boundary. The sum 
in (1.1) is taken over all pairs [r, t] of ‘nearest neighbor’ lattice points with r < t and 
euclidean distance equal to 1. 
A spin configuration (6) := (6i, C2, . . . , gL2) satisfying 
EL((8)) = minimum EL(c1,02, . . ..crL1) (1.2) 
(~I.UI.....LTLY 
is called a groundstate. In general, there exists a great many of different groundstates 
(c?)~, k = 1, 2, . . . . K, which produce the (global) energy minimum. Each groundstate 
(a), = (I??’ , . . . ,6$) leads to a magnetization 
ML((C)J := f fY:p’ ) 
I I 
(1.3) 
*=1 
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Fig. 2. Illustration of the behavior of the magnetization m,(p) per spin. 
which is the key to the phase transition defined below. Note that in the trivial case 
of all J,,, = + 1 there is exactly one groundstate (S)l under fixed boundary cond- 
itions, namely, 8:) = + 1 for r = 1,2, . . . , L2, and thus EL((t?)l) = - 2L(L - l), 
M,((C),) = L2. 
Now we introduce a stochastic version of the aforesaid model. Let a ‘concentration’ 
p E [0, l] of antiferromagnetic bonds be given, the latter are the lattice edges with 
negative couplings (J,,, = - 1); edges with positive couplings (J,,, = + 1) are called 
ferromagnetic bonds. Then to each inner lattice bond we assign a random variable 
.I,,, which takes the value - 1 with probability p and the value + 1 with probability 
1 - p. So all the couplings J,,, form a ‘random bond pattern’ J := (. . . , J,, t,. . . ) on the 
lattice, leading to a groundstate energy E,,,(J) and for each groundstate (c?(.J))~ to 
a groundstate magnetization M&(8(J)),). The physicists are interested in the ex- 
pected values ( ... ) of the ‘energy per spin’ 
e&) := @,,S)lL2 >J 
and of the ‘magnetization per spin’ 
(1.4) 
(( 
%.L(J) 
m,(p) := c MP,L(@V))k I/L2 
k=l J 
(1.5) 
for L + 00. Note that in (1.5) one has to additionally take into account an averaging of 
the magnetization over the IC,,~(J) different groundstates (G(J)), for given J. The 
number K~,~(J) is a random variable, too. The suspected behavior of the magnetiz- 
ation m,,,(p) is illustrated in Fig. 2; m,(p) decreases in the interval [0, pC] from 
m,(O) = 1 to m,(p,) = 0; furthermore, mm(p) = 0 in pc d p < 1 where the ‘critical 
concentration’ pc < 1 defines the position of the phase transition between ferromag- 
netism and paramagnetism. The problem here is to determine pc numerically. 
As for the simulation of groundstate energies and magnetizations, p and L given, 
there are mainly two approaches. The ‘primal’ approach referring to (1.1) uses, in 
a variety of methods, the flipping of single spins or spin clusters to reduce the energy. 
The ‘dual’ approach we will use here tries to decrease the energy by optimal matchings 
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Fig. 3. Square L x L-lattice (L = 8, f.b.c.) from Fig. 1. The frustrated plaquettes (with exactly 1 or 3 anti- 
ferromagnetic bonds) are marked by solid contours. The strings between the open circles in the frustrated 
plaquettes’ centers illustrate an optimal matching of length A,i, = 8. 
of ‘frustrated plaquettes’, thus following an idea of Toulouse [15]. A mesh of the 
lattice is called a frustrated plaquette if it has an odd number of antiferromagnetic 
bonds (J,,, = - 1) on its perimeter. (The notion ‘frustrated’ is due to the fact that for 
such a plaquette its 4-term energy ( - CJr,t~,~t) cannot be reduced to ( - 4) by 
varying its spins, in contrast to a nonfrustrated plaquette.) 
We roughly outline the history of numerically tackling the critical concentration pc: 
Kirkpatrick [13]: pc z 0.16 (lattice size L = 80, optimal matchings (0.m.)); Grinstein 
et al. [12]: pC z 0.099 (approximation by first terms of a special series expansion for 
m,(p)); Bieche et al. [3]: pc z 0.145 (L = 22, o.m.); Morgenstern and Binder [14]: 
pc z 0.12 (L < 18, Monte Carlo spin flipping); Freund and Grassberger [ll]: 
pc z 0.105 (L = 210, near o.m.); Bendisch [2]: pC zz 0.1 (L = 100, o.m.). There is still 
the need to confirm or to refute the aforementioned estimates near 0.1, by simulations 
on larger lattices and with satisfactory accuracy. 
Under f.b.c. the dual representation of the global energy minimum is 
E,,,(J) = - 2L(L - 1) + 2/i,i”, (1.6) 
where /Imin is the cost of an optimal perfect matching of the frustrated plaquettes 
under the Manhattan metric, see Fig. 3. As for the dual approach, cf. Bieche et al. [3]. 
In this application a matching itself is given by disjoint pairs of frustrated plaquettes 
such that any frustrated plaquette is contained in exactly one of these pairs. Note that 
here and in the following for fixed and mixed boundary conditions (m.b.c.) the number 
of frustrated plaquettes on an L x L-lattice is always even. Each matched pair of 
frustrated plaquettes can be connected by a string which is piecewise linear from 
center to center of adjacent plaquettes and, in general, may be arranged in several 
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Fig. 4. Flowchart outlining the calculation of estimates ,!ip,L,n,s for the magnetization mL(p) per spin, under 
tb.c. or m.b.c. 
ways without changing the matching. So a given matching usually leads to different 
‘stringing?. In such a stringing, any two different strings must not have a line segment 
in common. This restriction is essential when constructing, with respect to an optimal 
matching, a groundstate spin configuration (8) = (Z1, C2, . . . , CL’), the ‘violated bonds’ 
(Zr~.sJr,s < 0) of which just coincide with the bonds crossed by a stringing of this 
optimal matching. Putting the spin 5 1 = + 1, we determine the other spins 
- 023, . . ..fJL 2 recursively by means of the known couplings J,, t and the known ‘violation 
state’ of the corresponding bonds (e.g. C2 is determined from ~7~ LY2 J1, 2 = - 1 if the 
corresponding bond is violated and from 5 1 2 1, 2 = + 1 if it is unviolated). So, 6 J 
according to (1.3), we obtain the magnetization M,,,((C(J))) for a fixed stringing of 
a given optimal matching. In simulations, generating s random walk stringings for 
each random optimal matching, we construct arithmetic means fip,L,n,s as estimates 
for the magnetizations q(p) per spin in (1.5) where IZ is the number of random bond 
patterns J to be built for given p, L. More details on estimators &L, . . . for m,(p) are 
given in Bendisch [2]. 
A flow chart outlining the complete calculation is given in Fig. 4. The central 
module of this numerical model is the solution of a sequence of large-scale matching 
problems. Hence, the availability of a fast matching solver to be used as a workhorse is 
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a necessary instrumental prerequisite for the success of this approach. In Section 2 we 
therefore focus on this aspect, i.e. we describe how the standard [‘two-phase shortest 
augmenting path’] method (SMP) for constructing optimal perfect matchings has 
been modified to solve these special structured matching problems. 
In Section 3 we will give the numerical results from simulations of the magnetiz- 
ation per spin for ‘mixed’ boundary conditions. These simulations, performed by 
means of SMP for lattice sizes L = 10, 20, 50, 100, 200, 300 yield 0.095 -C pC < 0.108. 
To define m.b.c., we start from the above-described f.b.c., see also Fig. 1, and change 
these as follows. Again, for a square L x L-lattice, L 3 3, set all couplings J,,, = + 1 
on the boundaries with coordinates i = 1 and i = L, put the spin C1 = + 1 and admit 
only unviolated bonds on the (‘left’ and ‘right’) boundary. For the coordinates j = 1 
and j = L there are ‘periodic’ boundary conditions in such a way that (i, 1) is linked to 
(i, L) by an extra edge of assumed length 1, for i = 1,2, . . . . L. Additionally, there are 
the fixed couplings Jr, 1 +cL_ llL = JL,L2 = + 1 and the random couplings 
J *,r+(L-1)L E { + 1, - l} for r = 2,3, . . . . L - 1. Furthermore, the couplings Jr,r+ 1, 
J r+(Lp l)L, rt 1 +(Lm l)L, r = 1, 2, . . . . L - 1, are random now. Note that the square 
L x L-lattice, with m.b.c., can be embedded in the surface of a cylinder of height L - 1 
and of circumference length L. 
For fixed p, L, J let Vmin be the number of violated bonds (see above) of a ground- 
state spin configuration (8(J)). Then, it is easy to see that under f.b.c. the minimal 
energy in (1.2) can be rewritten as 
E,((S(J))) = - 2L(L - 1) + 2Vmi”. 
Thus, under f.b.c. we have /fmin = Vmin by (1.6). As for m.c.b., the equation 
EL((Z(J))) = - 2L2 + L + 2Vmi” 
(1.7) 
(1.8) 
holds and in the simulations we always observed /imin = Vmin. Note that under pure 
periodic boundary conditions (p.b.c.) the ‘wrap-around effect’ does not only occur at 
j = 1, j = L but also for i = 1, i = L and we obtain EL((6(J))) = - 2L2 + 2Vmi”, 
Amin d Vmin. Under p.b.c., the L x L-lattice (without an actual boundary) can be 
embedded in the surface of a torus. 
2. The algorithm 
The algorithm, implemented on an IBM R6000/540 to tackle the problem depicted 
in Section 1, consists of three parts, namely, the bond pattern simulation for given L, p, 
a matching algorithm to calculate efficiently an optimal matching for each bond 
pattern J generated and the part to build (on the basis of the resulting optimal 
matching) s random walk stringings, spin configurations, magnetizations per spin and 
from the latter, arithmetic means as estimates &L,n,s for the mL(p) (Fig. 4). The first 
and the third parts are conceived straightforwardly according to Section 1, so that we 
give here only the details of the matching algorithm used. 
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The matching problem is one of the few efficiently solvable cornerstone problems in 
combinatorial optimization. There exist several variants of the problem, each of which 
can be reduced to the so-called min-cost-perfect matching problem (MP). 
To define (MP) we start with a graph G = (V, E) and a cost-function c:E + R, . We 
define 
c(F) := c c(e) for F c E. 
EF 
A perfect matching in G is a subset X c E such that every node in V is met by 
exactly one edge in X. We denote the set of all perfect matchings of G by ~2. 
Now the matching problem (MP) is defined as follows: 
min{c(X)IXE&}. (2.1) 
The purely combinatorial algorithms for solving (MP) are all based on the classical 
primal-dual concept developed by Edmonds [lo]. Recently, cutting plane type 
methods based on commercial LP-packages were also applied to (MP) successfully. 
The shortest augmenting path method introduced by Derigs [S] is a reinterpretation of 
Edmonds’ algorithm which has led to a first efficient implementation called SMP [4]. 
This code assumes a complete graph and uses an upper triangular matrix structure for 
storing the edge-costs. The reorganization to a list-structure is straightforward. Yet 
the naive introduction of distance-function-calls to calculate edge-costs for solving 
geometric matching problems leads to inefficiency. 
Further computational experience has led to improvements of this basic SMP-code 
in two respects. 
Derigs [6] has shown that reoptimizing a matching problem after some cost 
changes can be done by applying the basic shortest augmenting path idea and hence 
by the existing efficient SMP-code. Thus a so-called ‘two-phase approach’ which 
starts by solving a matching problem on a sparse subgraph and then eventually 
reoptimizes can be implemented using the basic SMP-instruments only. Several 
reoptimization strategies are described in Derigs [7]. 
Here, the subgraph construction should be fast and at the same time the subgraph 
should contain the optimal perfect matching with a high probability. Choosing for 
every node, the set of k-cheapest edges turned out to be a proper strategy for complete 
graphs with uniformly distributed edge-costs. Here the parameter k has to be chosen 
appropriately to balance the trade-off between the effort for constructing the sub- 
graph and solving the matching problem on the subgraph which increases with larger 
k-values and the effort for reoptimizing which decreases with larger k-values. Our 
computational experience has shown that, for problems on several hundreds of nodes, 
k = 6 or k = 8 is a good choice. 
Derigs and Metz [S] have shown how the optimal primal and dual solution of the 
standard LP-relaxation of the matching problem can be used to construct a start 
solution for the shortest augmenting path method. Computational results have shown 
that the SMP-code, started with such an initial solution, outperforms the basic 
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SMP-code significantly. The LP-relaxation is thereby interpreted as an assignment 
problem on a related bipartite graph and solved by a special assignment code. Note 
that the assignment problem is a matching problem on a bipartite graph and can be 
solved by the two-phase approach based on the shortest augmenting path variant for 
bipartite problems with the initial sparse bipartite subgraph being constructed from 
the initial sparse (nonbipartite) subgraph. 
This has led to the following approach for solving large-scale matching problems. 
The solution strategy (2.2) 
Initial: Construct a sparse subgraph G’ = (V, E’). 
Prephase: Solve the LP-relaxation using the two-phase assignment code. From the 
optimal LP-solution construct a startsolution Mb for SMP. 
Phase I: Solve the matching problem in G’ = (V, E’ u Mb) using a sparse version of 
the SMP-code starting from the initial matching Mb. 
Phase II: Check the optimal solution from PHASE I with respect to optimality in 
G (‘outpricing step’) and reoptimize by using the SMP-code if necessary. 
This approach has been implemented in a code which we denote by SMP2 
hereafter. Computational results comparing SMP and SMP2 can be found in Derigs 
and Metz [9]. 
SMP and SMP2 assume that the graph is represented by some kind of list-structure 
and that the sparse subgraph is represented as a sublist. When solving geometric 
matching problems, i.e. matching problems on a complete graph with V = {pl, . . . , pm} 
a set of points in the plane, pi = (Xi,yi), and with edge-costs cij being the distance 
11 pi - pj I/ under some metric, the representation problem is the critical aspect with 
respect to the efficiency of the matching code. Our computational investigations have 
shown that when the graph is large 
_ the use of simple function-calls for calculating cij when needed is prohibitive and 
_ the construction of the sparse subgraph-list which is the first step in the code 
becomes the most costly operation overall. 
(Note that here we are talking about graphs with 10000 nodes or more.) Also special 
properties of the distance function should be used to modify the ‘outpricing step’ such 
that only ‘promising’ edges are checked. 
In the following we describe-in a slightly more general approach-our method for 
generating the initial sparse subgraph which has been used-in a slightly more 
specialized way-in this study. The modification of the SMP2-outpricing step and the 
SMP2-path-building process cannot be described here, since for that purpose a de- 
tailed description and analysis of the rather involved SMP-labeling technique would 
be a necessary prerequisite. 
As in the case when the structure of the complete graph is represented by a list, the 
sparse subgraph is constructed by selecting the set of k-nearest neighbors for each 
node/point. Yet instead of enumerating for every node pi all possible distances 
11 pi - pi jl we use geometrical arguments to reduce the computational effort. We also 
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relax our condition such that for every node pi E I/ we determine a set Vi G V’ which 
contains the k-nearest neighbors and the cardinality of which may exceed k slightly. 
For our simulation study we assume that all points from V are (uniformly) taken 
from a rectangle 99 = [l, L] x [l, L] with L E N prespecified. For the m.b.c.-case we 
obtain the following distance function: 
Cij = /IPi - pjI/ = lxi - Xjl + min{L - l.Yi - Yjl, I.Yi - Yjl}. (2.3) 
This distance function is a modification of the classical ‘Manhattan distance’ where 
cij= l/Pi- Pjll = Ixi- xjl + IYi- Yjl. (2.4) 
In the following, we treat the more simple Manhattan distance to ease notation. The 
extension of our approach to the m.b.c. distance function is straightforward and the 
computation is complicated by some modulo-calculation, only. 
Furtheron, let 4x:{l ,..., m} --f (l,..., m} and &:{l,..., m> --f {l,..., m} be two 
permutations of the set of indices such that the following holds for 1 < i < m - 1: 
xc$x(i) d x&(i) + 19 Y&(1, d Y&(9 + 1 .
Both permutations can be obtained by sorting the set of points in V with respect to 
their x-coordinate and with respect to their y-coordinate, respectively. 
Now let K E N fixed and pI E V such that 
I d 4x(T) * K d m, 1 d $9(r) f K d m. 
With 
_ 
X,,K := X@;‘(&(r) - K)i X,,K + := X$;‘(&(r) + K), 
Y- I,K := Y!byVqMr) - K), Y ItK := Yq5;'($Mr) + K), 
we define the ‘x-strip’ X,,. and the ‘y-strip’ Y,,, by 
X I,K := {(X,Y)IXr,K d x d x&J, yr,Ic := {(x,Y)IYry, d Y d Y&J 
Now Xc. as well as Y,,, contain exactly 21~ + 1 points from V each. Let 
R,, K = X,, K A Y,, K. If the points from V are uniformly distributed over W then R,, K will 
contain (2~ + l)‘/m points on the average. This follows from the fact that we can 
cover W with approximately (m/(21c + 1))’ disjoint rectangles of the size of R,, K. Now 
let d:= max{ Ix, - x&I, Ix, - x&l, ly, - ylJI, ly, - ylKI}, then the square QI = 
[x, - 6, x, + S] x [yI - 6, y, + S] contains approximately (2~ + 1)2/m points from 
Vand if IIpi - PjIj < lxi - xjl + lYi - Yjl then QI contains all p E V with II pV - p 11 < 6. 
Now we have to choose the initial parameter K in such a way that 
Qr:= ~P=(x~Y)IIIP,-Pll G 4 contains k + 1 points from V with a high probability. 
In the case of the Manhattan distance we choose 
K = [Jm(k + 1)/2 - l/2] 
satisfying k + 1 z (2~ + 1)2/(2m). Fig. 5 illustrates this construction. 
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Y position-vector 
4x(p)-K dx(p) 4x(p) + fc 
Fig. 5. Construction of the set of k cheapest neighbors for a given node p”. 
Calculating K in the above manner does not always guarantee that the induced 
square (I,. contains the k-nearest neighbors. To ensure this, we first compute the 
number of points in QI. If Q, does not contain at least k + 1 points of V we increase 
K until the enlarged square contains k + 1 points. If the induced square QI does not 
contain k + 1 points, we then determine the k-nearest neighbor of p* in Q*, pq say, and 
we set 6’:= II pr - pq 11. Then we consider the square Q: which is bounded by x, + 6’ 
and y, + 6’, which now contains the set of k-nearest neighbors of pI. 
Having determined the lists of the set of k-nearest neighbors for all points in this 
way, we then have to ensure that the lists which represent the sparse subgraph are 
‘symmetric’, i.e. if pi is contained in the neighbor-list of pj then pj is contained in the 
neighbor-list of pi and that this subgraph contains a perfect matching. 
In our simulation study, we have set k = 2 logm or k = 3 logm, respectively, 
depending on the size of the problem. For the test sets with larger problems, we have 
modified the solution strategy (2.2) in the following way. In phase 1 we have solved the 
matching problem on G’ in two (sub-) phases by first solving the matching problem on 
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Fig. 6. Location of points in a sample 80 x 80 lattice, according to the location of the frustrated plaquettes 
with a concentration of p = 0.1 of antiferromagnetic bonds. 
a (super-)sparse subgraph G” of G’ containing k = 8 edges for every node and then 
applying reoptimization to obtain the optimal matching in G’. Fig. 6 shows the typical 
distribution of points in the plane for problems in the simulation study. 
Our experience on the numerous problems which were solved during the simulation 
study has shown that the geometric matching problem with cost-coefficients obtained 
from (2.3) is much harder to solve than matching problems with randomly generated 
cost-coefficients. On the average, the assignment start-heuristic would construct 
a start matching Mb which leaves more than 5% of the nodes unmatched compared to 
less than 1% for randomly generated problems. Thus, the construction of the optimal 
matching in G’ from Mb requires a considerable number of shortest path augmenta- 
tions. Also, the number of blossoms to be handled during the shortest path iterations 
is significantly larger for geometric problems. 
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Table 1 
Average CPU-time in seconds when calculating the average magnetization 
magav, (see Fig. 4) for selected values of L and p and with sample size n (and 
with s = 15 random walk stringings) for square L x L-lattices under mixed 
boundary conditions 
n L P 
0.01 0.05 0.10 0.15 
480 10 0.007 0.01 0.015 0.018 
480 20 0.03 0.05 0.08 0.12 
240 50 0.21 0.60 1.62 3.17 
120 100 1.68 1.47 21.35 43.74 
120 200 20.3 1 107.16 329.64 750.14 
30 300 98.05 548.13 1657.80 3617.89 
Table 2 
Comparison of average CPU-time in seconds for an optimal matching, using SMP, SMP2 and SMPZE (for 
every (L, p)-combination 10 examples were generated) 
Methods CPU-time (s) 
p = 0.05 
(L m) (10,16) (50,428) (100,1718) (200,688l) (300,15 487) 
SMP 0.001 0.410 18.6 
SMP2 0.001 0.138 2.3 
SMP2E 0.002 0.130 1.6 17.4 80.5 
p = 0.10 
(L m) (10,27) (50,735) (100,294l) (200, 11 78 1) (300,26 540) 
SMP 0.001 8.923 448.3 
SMP2 0.003 1.834 17.3 
SMPZE 0.006 0.761 9.3 263.2 690.3 
p = 0.15 
(L m) (l&35) (50,951) (100,3819) (200,15 140) (300,34 217) 
SMP 0.006 34.757 1857.7 
SMP2 0.006 3.489 72.7 
SMPZE 0.008 2.097 25.6 449.9 2275.2 
As for the computing time, on an IBM RS6000/540, see Tables 1 and 2. 
Table 2 shows for a given number of nodes (frustrated plaquettes) the speedup when 
replacing SMP by SMP2 and by the latest version SMPZE, respectively. Note that 
SMP and SMP2 are provided with the graph-structure in form of a list of neighbors 
and edge-costs, while the input of SMP2E is the list of coordinates of the points, and 
the distances are calculated within SMP2E. Thus, to compare the older versions with 
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Table 3 
Estimates &,L,n,s of groundstate magnetization m,(p) per spin for small concentrations p of 
antiferromagnetic bonds on square L x L-lattices under mixed boundary conditions (s = 15) 
P n = 30 n= 120 n = 240 n = 480 
L = 300 L = 50 
L = 200 L = 100 L = 20 L = 10 
0.010 0.9994 0.9994 0.9994 0.9994 0.9995 
0.020 0.9975 0.9974 0.9975 0.9976 0.9978 
0.030 0.9940 0.9940 0.9941 0.9944 0.9947 
0.040 0.9886 0.9887 0.9891 0.9892 0.9906 
0.050 0.9811 0.9811 0.9812 0.9819 0.9835 
0.060 0.9699 0.9704 0.9706 0.9710 0.9748 
0.070 0.9553 0.9554 0.9566 0.9569 0.9619 
0.080 0.9325 0.9329 0.9334 0.9368 0.9440 
0.090 0.8942 0.8968 0.8965 0.9047 0.9187 
0.9998 
0.9985 
0.9972 
0.9926 
0.9803 
0.9746 
0.9597 
0.9346 
the new SMP2E code with respect to CPU-time we have to take into account the 
CPU-time necessary to build the list-structure for the graph. For L = 100 and 
p = 0.15 this process needs about 33.48 s. Due to storage restrictions (128 MB) it was 
not possible to use SMP and SMP2 in the case L = 200 and L = 300, because for 
p 3 0.05 we have to deal with graphs having 6764-34 338 nodes, i.e. each of the lists 
has to contain between 45 744 932 and 1 179 063 906 elements. 
3. Computational results and discussion 
For L = 10,20,50,100,200,300 and sample sizes s = 15, n = 480 if L = 10,20, 
n = 240 if L = 50, y1= 120 if L = 100,200 and n = 30 if L = 300 we will give estimates 
* 
pp,L,n,s for the magnetization mL(p) per spin on square L x L-lattices under mixed 
boundary conditions. For reasons of accuracy we will present, for small values of p, 
the produced &L,n,s in the form of Table 3; for p 3 0.09 the presentation is graphical, 
see Fig. 5. 
Increasing the lattice size parameter from L = 10 to L = 300, there is a distinct 
shift to the left concerning the fall of the magnetization, and the ‘tail to the right’ 
shrinks with decreasing finite size effects. The limit magnetization m,,,(p), see Fig. 2, 
should have no turning point, in contrast to the m,(p)-curves associated with finite 
lattices. 
Let p = FL be the turning point of mL(p). Then, under the above assumption that 
m,(p) is turning point free and because of the empirical turning point drift to the left 
with increasing L, see Fig. 7, the conclusion is that pE < FL and that 
pc = lim FL, 
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Fig. 7. Presentation of estimates jJ,L,n,s for p > 0.09. Circles, triangles, dots, squares, dark triangles and 
dark circles mark jY~r,r,~,~ from simulations for L = 10,20,50,100,200,300, respectively, on square L x L- 
lattices. As a help for the eye the data points for L = 10, 50, 200 are piecewise linearly connected. The plus 
signs mark empirical turning points of the m,,(p)-curves for L = 50,100,200,300. The broken line gives 
a concave curve along these turning points. 
see Bendisch [a]. From Fig. 7, we estimate, for mixed boundary conditions, 
LO z 0.1125, ii00 Z 0.1095, iZoo = 0.108, i300 Z 0.1075 
and thus we infer that pC < 0.108. Assuming that the curve of turning points (FL, 
q(j)) is concave for at least L > 50, we obtain 0.095 < limL,, jL by extrapolation 
from an empirical segment of the curve for 50 < L < 300, see Fig. 7. So we finally 
arrive at 0.095 < pC < 0.108. This estimate is in good agreement with the estimates by 
Grinstein et al. [12], and Freund and Grassberger [ll], see Section 1. 
In [2] there are for periodic boundary conditions (sample sizes y1 = 120, s = 15) 
estimates iso ( z 0.120) Fro0 ( z 0.115), pC ( z 0.1). In this work we treated the 
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square-lattice case. Analogously, but with a more complicated metric, the behavior of 
the energy eL,tri(P), eL,hex(~) and the magnetization mL,tri(p), mL,hex(p) can be studied 
on regular triangular and hexagonal L x L-lattices under fixed, periodic or mixed 
boundary conditions. As for an approach to er,tri(p), eL, hex(p) under periodic bound- 
ary conditions, see Achilles et al. [l]. 
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