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Kapitel 1
Einleitung
Die Orr-Sommerfeld-Gleichung
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ist eine der zentralen Gleichungen aus der Stabilit

atstheorie inkompres-
sibler, reibungsbehafteter Str

omungen.
Sie beschreibt die zeitliche (oder r

aumliche) Stabilit

at oder Instabilit

at
einer gegebenen Grundstr

omung V gegen

uber St

orungen der Wellenzahl
 > 0. Weiter bezeichne R > 0 die Reynoldszahl des str

omenden Medi-
ums und D =
d
dz
. Betrachtet man Kanalstr

omungen, wie die Couette-
oder Poiseuillestr

omung, so ist das Gebiet, auf dem (1.1) zu erf

ullen ist,
ein kompaktes Intervall. In dieser Arbeit soll die Stabilit

at des Blasiuspro-
ls als Grenzschichtstr

omung mathematisch untersucht werden. Das zu
betrachtende Grundgebiet ist dann die Halbgerade [0;1), und zu (1.1)
kommen die Randbedingungen
u(0) = u
0
(0) = lim
z!1
u(z) = lim
z!1
u
0
(z) = 0 (1.2)
hinzu. Das Blasiusprol V ist deniert als Ableitung der L

osung der nicht-
linearen Randwertaufgabe
W
000
+WW
00
= 0 in [0;1) ;
(1.3)
W (0) = W
0
(0) = 0 ; lim
z!1
W
0
(z) = 1 :
Zur Herleitung dieser Gleichungen und zum physikalischen Hintergrund
siehe etwa [9], [28]. Die Hauptaussage der Orr-Sommerfeld-Gleichung ist
folgende: Liegen (f

ur festes ;R) alle Eigenwerte von (1.1), (1.2) in der
rechten Halbebene (haben sie also positiven Realteil), so ist die betrach-
tete Grundstr

omung V stabil; gibt es jedoch mindestens einen Eigenwert
mit negativem Realteil, so ist die Grundstr

omung instabil.
Numerische Untersuchungen [12], [14], [16] legen die Vermutung nahe, da
das Blasiusprol f

ur gewisse Parameter ;R (z. B. f

ur  =
p
20:179; R =
p
2580; der Faktor
p
2 tritt in der Literatur durch eine andere Skalierung
der Gleichung (1.3) h

aug nicht auf) instabil ist. Die bestimmte N

aherung
f

ur einen Eigenwert mit negativem Realteil liegt allerdings sehr nahe der
imagin

aren Achse, so da es sich m

oglicherweise nur um numerische Un-
genauigkeiten handelt. Experimentelle Untersuchungen (siehe [28]) haben
die Instabilit

at jedoch ebenfalls best

atigt, und der erste mathematische
Beweis wird mit dieser Arbeit geliefert.
Eine naheliegende Hilbertraum-Realisierung von (1.1), (1.2) liefert ein
nichtselbstadjungiertes Eigenwertproblem in der Form
A[u] = B[u] (1.4)
mit linearen Operatoren A und B,
A : D(A)! Y ;
A[u] := (,D
2
+ 
2
)
2
u+ iR[V (,D
2
+ 
2
)u + V
00
u]
(1.5)
B : X ! Y ;
B[u] := (,D
2
+ 
2
)u ;
wobei Y := L
2
(0;1); X := H
2
(0;1)\H
0
1
(0;1) und D(A) := H
4
(0;1)
\ H
0
2
(0;1) gesetzt wird. In D(A) sind die in (1.2) geforderten Rand-
bedingungen bereits ber

ucksichtigt. F

ur den Beweis der Instabilit

at des
Blasiusprols mu die Existenz eines Eigenwertes von (1.4), (1.5) mit
negativem Realteil nachgewiesen werden. Die bekannten Verfahren von
Rayleigh-Ritz, Temple-Lehmann-Goerisch und auch Weinstein oder Kato
zur Einschlieung von Eigenwerten, die allesamt auf Variationscharakte-
risierungen der Eigenwerte beruhen, sind hier wegen der Nichtselbstad-
jungiertheit des Operators A nicht anwendbar.
Das Verfahren von Plum [27] zum Nachweis von Existenz, lokaler Ein-
deutigkeit und zur Einschlieung von L

osungen nichtlinearer (parame-
terabh

angiger) Zweipunkt-Randwertaufgaben in der N

ahe von Umkehr-
punkten wird in Kapitel 2 auf Eigenwertaufgaben der Form (1.4) mit
abgeschlossenem Operator A und beschr

anktem B

ubertragen. Auer
den Voraussetzungen der Abgeschlossenheit bzw. Beschr

anktheit sind A
und B beliebig; der bewiesene Satz ist also v

ollig unabh

angig vom Bei-
spiel der Orr-Sommerfeld-Gleichung. Das resultierende Verfahren kann in
3 Schritte eingeteilt werden:
1. Bestimmung einer \guten" N

aherungsl

osung (!; ) des gegebenen
Problems; seine G

ute wird am Defekt kA[!], B[!]k
Y
gemessen.
Der N

aherungseigenwert  darf dabei nicht im Inneren des Rest-
spektrums von (1.4) liegen.
2. Bestimmung einer positiven unteren Schranke f

ur das Gesamtspek-
trum (d. h. f

ur den kleinsten Eigenwert bzw. das wesentliche Spek-
trum) eines selbstadjungierten Eigenwertproblems in Bilinearform-
gestalt (siehe (2.4)): hL[f ];L[g]i
Y
= hf; gi
XC
f

ur alle g 2 D(L)
mit L als einer Linearisierung des gegebenen Problems (1.4) (der
Term B[u] auf der rechten Seite von (1.4) wird dabei als Nicht-
linearit

at aufgefat, (1.4) also als nichtlineares Randwertproblem).
3. Erf

ullen die zuvor bestimmten Konstanten eine einfache Unglei-
chung, so ist die Existenz einer (eindeutigen) L

osung (U; ) in einer
kleinen, explizit angebbaren Umgebung der N

aherung (!; ) bewie-
sen.
F

ur die Orr-Sommerfeld-Gleichung mit Blasiusprol ist nun Instabilit

at
nachgewiesen, falls f

ur alle (
e
U;
e
) aus dieser Umgebung real(
e
) < 0 gilt.
Erg

anzend wird in Kapitel 2 ein Satz bewiesen, der Aussagen

uber die
lokale Eindeutigkeit des Eigenwertes (anstelle des Eigenpaares (U; )) lie-
fert sowie ein weiterer Satz, der Eigenwertausschlieungen liefert, also
Gebiete angibt, in denen keine Eigenwerte von Problemen der Form (1.4)
liegen.
Bei der Durchf

uhrung des Verfahrens f

ur die Orr-Sommerfeld-Gleichung
mit Blasiusprol erweist sich Schritt 2 { die Behandlung der Eigenwert-
aufgabe (2.4) bzw. (3.15) { als besonders aufwendig, denn f

ur die Anwen-
dung der bekannten Verfahren zur Bestimmung unterer Eigenwertschran-
ken ist die Kenntnis einer (groben) unteren Schranke f

ur einen h

oheren
Eigenwert notwendig. Diese kann mit der Homotopiemethode von Plum
[25] und Goerisch [13] bestimmt werden. Die Aufstellung geeigneter Ver-
gleichsprobleme (auf denen die Homotopie beruht) f

ur die konkrete Ein-
ordnung (1.5) der Orr-Sommerfeld-Gleichung ist der wesentliche Inhalt
von Kapitel 3. Zun

achst wird ein Vergleichsproblem angegeben, das statt
des Operators L im BanachraumXC einen Dierentialoperator L vier-
ter Ordnung inX benutzt. Danach wird hierzu ein Vergleichsproblem an-
gegeben, das auf einem kompakten Intervall [0; x
0
] zu betrachten ist (statt
auf dem unbeschr

ankten Intervall [0;1) f

ur L und L). Dieses Problem
wird durch eine weitere Homotopie auf ein Eigenwertproblem mit kon-
stanten Koezienten im Intervall [0; x
0
] zur

uckgef

uhrt. Die Eigenwerte
dieses letzten Vergleichsproblems lassen sich als Nullstellen einer parame-
terabh

angigen 8 8 Determinante mit Hilfe von Intervall-Bisektion oder
des Intervall-Newton-Verfahrens bestimmen.
Die beiden Probleme auf dem Intervall [0; x
0
] (das mit konstanten bzw.
das mit nichtkonstanten Koezienten) liegen in gewissem Sinne weit ent-
fernt voneinander, d. h. die Homotopie zwischen ihnen erfordert viele (in
der Gr

oenordnung 100) Einzelschritte. Um den Rechenaufwand zu ver-
ringern, wird ein neuer Algorithmus zur Durchf

uhrung der Homotopie-
methode vorgeschlagen.
Auerdem wird in Kapitel 3 ein Verfahren zur Bestimmung von N

ahe-
rungseigenpaaren des Problems (1.4) angegeben und die L

osung der Bla-
siusgleichung (1.3), die nicht in geschlossener Form angebbar ist, einge-
schlossen. Hierzu werden das Galerkin-Verfahren und Monotoniemetho-
den verwendet.
Ein wichtiger Aspekt des vorgestellten Einschlieungsverfahrens ist, da
s

amtliche Voraussetzungen - nach erfolgter Einordnung der konkreten
Aufgabe - weitgehend automatisch auf dem Computer

uberpr

uft werden
k

onnen. Rundungsfehler werden dabei durch Intervallarithmetik (wie C-
XSC [19] oder wie in Mathematica [33] vorhanden) kontrolliert, so da
man verizierte Ergebnisse erh

alt. F

ur diese Arbeit wurde eine Kombi-
nation von C-XSC und Mathematica gew

ahlt. Der gr

ote Teil der Algo-
rithmen - vor allem die Handhabung von Ansatzfunktionen und Skalar-
produkten - ist in Mathematica-Programmen realisiert, w

ahrend Matrix-
Probleme per MathLink an C-XSC

ubergeben werden, um so die Rechen-
zeiten zu verk

urzen. Programmierung und Rechnungen wurden haupt-
s

achlich auf einer IBM RS/6000 Mod 43P-140, 332 MHz durchgef

uhrt.
Auf Einzelheiten der programmtechnischen Realisierung wird in Kapitel
4 eingegangen. Dort nden sich auch Ergebnisse der Beispielrechnungen
(und damit der Beweis der Instabilit

at des Blasiusprols) sowie ein Ver-
gleich mit einer in [14] angegebenen \hochgenauen" L

osung, die in [12]
als \exakte" Referenzl

osung verwendet wird.
In [12] werden auerdem (f

ur die dort gew

ahlten Ansatzfunktionen) Aus-
sagen

uber die Konvergenz des Galerkin-Verfahrens f

ur die Orr-Sommer-
feld-Gleichung gemacht; bisher sind jedoch keine Fehlerschranken be-
kannt. Bei dem in [12] beschriebenen Vorgehen kann das folgende Problem
auftreten: Das Galerkin-Verfahren liefert bei Verwendung vonN 2 IN An-
satzfunktionen N N

aherungen f

ur Eigenwerte; es ist jedoch nicht klar, ob
tats

achlich entsprechend viele Eigenwerte des Problems (1.4) existieren.
F

ur die Orr-Sommerfeld-Gleichung mit Blasiusprol ist in [24] gezeigt,
da nur endlich viele Eigenwerte existieren. Das Galerkin-Verfahren kann
also Scheinl

osungen liefern, so da zur

Uberpr

ufung ein Satz wie der in
dieser Arbeit bewiesene Satz 2.1 herangezogen werden sollte.
Mein besonderer Dank gilt Herrn Prof. Dr. M. Plum, der diese Arbeit
gemeinsam mit Herrn Prof. Dr. F. Goerisch angeregt hat. Er gab mir
stets hilfreiche Hinweise und gew

ahrte mir eine vorz

ugliche Betreuung.
Herrn Prof. Dr. J. Albrecht danke ich neben der

Ubernahme des Korre-
ferats insbesondere f

ur die Unterst

utzung, die ich durch ihn

uber viele
Jahre erfahren habe.
Herrn Prof. Dr. G. Alefeld danke ich f

ur die freundliche Aufnahme in
Karlsruhe und die

Ubernahme des Korreferats.

Kapitel 2
Existenz, Eindeutigkeit und Einschlieung von
L

osungen nichtselbstadjungierter Eigenwertprobleme
Im ersten Abschnitt wird ein Satz von Plum

uber Existenz, lokale Ein-
deutigkeit und Einschlieung von Eigenpaaren nichtselbstadjungierter Ei-
genwertprobleme vorgestellt. Im zweiten Abschnitt wird gezeigt, wie man
hieraus (mit gewissen zus

atzlichen Informationen) auch lokale Eindeutig-
keitsaussagen f

ur die Eigenwerte dieser Probleme erhalten kann. Erg

an-
zend hierzu besch

aftigt sich der n

achste Abschnitt mit der (lokalen) Aus-
schlieung von Eigenwerten. Im letzten Abschnitt wird eine Einordnung
der Orr-Sommerfeld-Gleichung mit Blasiusprol in diesen allgemeinen
Rahmen angegeben.
2.1 Existenz, Eindeutigkeit und Einschlieung von Eigenpaa-
ren
Der folgende Satz liefert Aussagen zur Existenz, lokalen Eindeutigkeit
und Einschlieung von Eigenpaaren (U; ) nichtselbstadjungierter Eigen-
wertprobleme der Form
Suche u 2 D(A)n f0g und  2C
(2.1)
mit A[u] = B[u] ;
wobei X;Y komplexe Banachr

aume seien und A : D(A) ! Y; B :
X ! Y lineare Operatoren mit einem Unterraum D(A)  X. A sei
abgeschlossen und B beschr

ankt.
Zun

achst werden einige Bezeichnungen eingef

uhrt und Hilfsgr

oen fest-
gelegt. Auf die konkrete Bestimmung dieser Gr

oen wird im weiteren
Verlauf der Arbeit im Detail eingegangen.
 Berechne ein N

aherungseigenpaar (!; ) 2 D(A)C von (2.1), wo-
bei  kein innerer Punkt des Restspektrums 
Rest
(A;B) von (2.1)
sei (
Rest
(A;B) := f 2 C :  ist kein Eigenwert von (2.1) und
der Wertebereich W (A , B) = (A , B)[D(A)] ist nicht dicht
in Y g); in der Regel k

onnen bekannte numerische Verfahren zur
Bestimmung von (!; ) verwendet werden;
 berechne  > 0 mit kA[!] , B[!]k
Y
 , d. h.  sei eine obere
Schranke f

ur den Defekt des N

aherungseigenpaares;
 w

ahle einen Skalierungsparameter  2 Cnf0g und ' 2 X
0
mit
'(!) 6= 0;
 setze
b
Y := Y C mit der Norm





u






b
Y
:=
q
kuk
2
Y
+ jj
2
;
b
X := X C mit der Norm





u






b
X
:=
q
kuk
2
X
+ jj
2
;
d
D(A) := D(A) C ;
X
0
:= fu 2 X : '(u) = 0g ;
b
X
0
:= X
0
C ;
D(L) :=
d
D(A) \
b
X
0
;
L : D(L)! Y; L

u


:= A[u], B[u], B[!] ;
 berechne K > 0 mit





u






b
X
 K




L

u






Y
fur alle

u


2 D(L) ; (2.2)
falls ein solches K nicht existiert (L also keine stetige Inverse be-
sitzt) oder nicht bestimmt werden kann, so sind die im folgenden
dargestellten Verfahren nicht anwendbar;
 berechne b > 0 mit
kB[u]k
Y
 bkuk
X
fur alle u 2 X
0
:
Der zentrale Einschlieungssatz lautet nun:
Satz 2.1 [26] Es gelte  := 2bjjK
2
 < 1. Dann existiert ein Eigenpaar
(U; ) 2
d
D(A) von (2.1) mit '(U , !) = 0 und





(U , !)
, 





b
X
 

:=
2jjK
1 +
p
1, 
:
Ist (
e
U;
e
) 2
d
D(A) ein weiteres Eigenpaar mit '(
e
U , !) = 0 und






(
e
U , !)
e
, 






b
X
< 

+
2
Kb
p
1,  ;
so gilt
e
U = U;
e
 = .
Schlielich ist  ein einfacher Eigenwert, und es gilt B[U ] =2 W (A, B).
Bemerkungen zu Satz 2.1:
a) Die Konstanten aus Satz 2.1 lassen sich auch schreiben als


=
1
Kb

1 +
p
1, 
=
1,
p
1, 
Kb
bzw.


+
2
Kb
p
1,  =
1 +
p
1, 
Kb
:
b) Die Eindeutigkeitsaussage liefert lokale Eindeutigkeit bzw. Aus-
schlieungen von Eigenpaaren, jedoch nicht f

ur Eigenwerte. Siehe
dazu Abschnitt 2.2.
c) Die letzte Aussage des Satzes 2.1
B[U ] =2W (A, B)
besagt, da nicht nur die geometrische, sondern auch die (verall-
gemeinerte) algebraische Vielfachheit des Eigenwertes  gleich eins
ist.
d) Die Bestimmung der Konstanten K, die (2.2) erf

ullt, ist im Falle
von Hilbertr

aumenX;Y

aquivalent zur Bestimmung einer positiven
unteren Schranke f

ur

1
:= inf
(
hL
 
u


;L
 
u


i
Y
h
 
u


;
 
u


i
b
X
:

u


2 D(L)n

0
0

)
: (2.3)
In Satz 3.3 und Folgerung 3.1 wird gezeigt werden, da 
1
gleich
dem Inmum des Gesamtspektrums (siehe Denition 3.1) des fol-
genden selbstadjungierten Eigenwertproblems ist:
Suche

u


2 D(L)n

0
0

und  2 IR
mit hL

u


;L

v


i
Y
=  h

u


;

v


i
b
X
(2.4)
fur alle

v


2 D(L) :
e) Voraussetzungen und Aussage von Satz 2.1 sind eng verwandt mit
dem Satz von Newton-Kantorovich [31].
F

ur den Beweis von Satz 2.1 werden die folgenden zwei Lemmata ben

o-
tigt.
Lemma 2.1 Sind die obigen Voraussetzungen erf

ullt und ist  =2 
Rest
,
so gilt
entweder:  ist ein einfacher Eigenwert von (2.1), und f

ur jedes (es gibt
nur ein linear unabh

angiges) zugeh

orige Eigenelement bu gilt '(bu) 6= 0;
auerdem ist B[!] =2W (A, B)
oder:  ist kein Eigenwert von (2.1), L[D(L)] = Y und L
 1
: Y !
b
X ist
beschr

ankt (wegen (2.2) ist L injektiv).
Beweis: Sei zun

achst  ein Eigenwert von (2.1). F

ur jedes zugeh

orige
Eigenelement bu gilt '(bu) 6= 0, denn sonst w

are
 
bu
0

2 D(L) und L
h
 
bu
0

i
=
0 imWiderspruch zu (2.2). Daher kann es keine zwei linear unabh

angigen
Eigenelemente geben (sonst liee sich ein weiteres Eigenelement eu als
Linearkombination angeben mit '(eu) = 0).
W
are B[!] 2 W (A , B), so g

abe es eine Folge (v
n
) in D(A) mit (A ,
B)v
n
! B[!], und im Widerspruch zu (2.2) w

urde gelten
L
"

u
n
1


#
! 0 fur u
n
:= v
n
, ['(v
n
)='(bu)]bu
(f

ur die so gew

ahlten u
n
gilt
 
u
n
1


2 D(L)).
Nun sei  kein Eigenwert von (2.1). Da  nicht zum Restspektrum geh

ort,
gilt
W (A, B) = Y : (2.5)
Mit A ist auch L abgeschlossen, denn ist

 
u
n

n


eine Folge in D(L) mit

u
n

n

!

u


2
b
X und L

u
n

n

! v 2 Y ;
so folgt B[u
n
]! B[u] (da B beschr

ankt) und somit
A[u
n
]! v + B[u] + B[!] :
Da A abgeschlossen ist, folgt hieraus u 2 D(A) und A[u] = v + B[u] +
B[!]. Da ' stetig ist auf X, gilt '(u) = 0. Insgesamt folgt
 
u


2 D(L)
und L
 
u


= v.
Nach (2.2) ist L injektiv und L
 1
:W (L)! Y beschr

ankt. Da auerdem
mit L auch L
 1
abgeschlossen ist, muW (L) (= D(L
 1
)) abgeschlossen
sein.
Es bleibt zu zeigen, da W (L) = Y gilt. Dazu sei r 2 Y beliebig vorge-
geben. Wegen (2.5) existiert eine Folge (u
n
) 2 D(A) mit
(A , B)[u
n
]! r (2.6)
und eine weitere Folge (v
n
) in D(A) mit (A , B)[v
n
] ! B[!]. Es gilt
'(v
n
) 6! 0 (sonst w

urde f

ur w
n
:= v
n
,['(v
n
)='(!)]! gelten
 
w
n
1

2 D(L)
und L
 
w
n
1

= (A,B)[v
n
],B[!], ['(v
n
)='(!)](A,B)[!] ! 0 im
Widerspruch zu (2.2)).
Gegebenenfalls durch

Ubergang zu einer Teilfolge der Folge (v
n
), wobei
die Folge der (u
n
) unver

andert bleibt, kann erreicht werden, da
j'(v
n
)j  " > 0 (8n 2 IN)
(2.7)
'(u
n
)k(A, B)[v
n
], B[!]k
Y
! 0 :
Mit 
n
:= ,'(u
n
)='(v
n
) und z
n
:= u
n
+ 
n
v
n
gilt
 
z
n

n

2 D(L) und
L
h
 
z
n

n

i
= (A,B)[u
n
]+
n
((A , B)[v
n
], B[!]). Wegen (2.6), (2.7)
gilt also L
h
 
z
n

n

i
! r und somit r 2W (L) =W (L).
Lemma 2.2 Neben den allgemeinen Voraussetzungen dieses Abschnitts
sei " > 0 mit Kb" < 1 und (!
"
; 
"
) 2
d
D(A) mit '(!
"
, !) = 0 und



 
(!
"
 !)

"
 




b
X
 ". Dann gilt f

ur alle
 
u


2 D(L):





u






b
X

K
1,Kb"
kA[u], 
"
B[u], B[!
"
]k
Y
:
Beweis: F

ur
 
u


2
d
D(A) mit '(u) = 0 gilt
kA[u], B[u], B[!]k
Y
= kA[u], 
"
B[u], B[!
"
] + (
"
, )B[u] + B[!
"
, !]k
Y
 kA[u], 
"
B[u], B[!
"
]k
Y
+ b ( j
"
, j kuk
X
+ k(!
"
, !)k
X
jj )
 kA[u], 
"
B[u], B[!
"
]k
Y
+ b"





u






b
X
;
nach (2.2) also





u






b
X
 KkA[u], 
"
B[u], B[!
"
]k
Y
+Kb"





u






b
X
;
woraus wegen Kb" < 1 die Behauptung folgt.
Beweis von Satz 2.1:
Der Beweis wird in mehreren Teilschritten gef

uhrt. Zun

achst werden un-
ter der zus

atzlichen Voraussetzung  =2 
Rest
a) die Existenz- und Einschlieungsaussage,
b) die Eindeutigkeitsaussage und
c) die Aussage zur Einfachheit von 
aus Satz 2.1 bewiesen. Im Anschlu daran wird der Beweis f

ur den Fall
gef

uhrt, da  2 
Rest
gilt ( aber kein innerer Punkt von 
Rest
ist).
Sei also zun

achst  =2 
Rest
.
Zu a) (Existenz- und Einschlieungsaussage)
Ist  bereits ein Eigenwert von Problem (2.1), so gilt nach Lemma
2.1 '(bu) 6= 0 f

ur das einzige linear unabh

angige Eigenelement bu.
Setze U := ('(!)='(bu))bu. Es gilt
 
(U !)
 

2 D(L) und L
h
 
(U !)
 

i
= ,(A[!] , B[!]), nach (2.2) also





(U , !)
 , 





b
X
 Kjj kA[!], B[!]k
Y
 Kjj  

:
Nun sei  selbst kein Eigenwert von Problem (2.1). Nach Lemma
2.1 ist W (L) = Y und L
 1
: Y !
b
X beschr

ankt. Zur Anwendung
des Banachschen Fixpunktsatzes sei
T :
b
X
0
!
b
X
0
; T

u


:= L
 1
[B[u], (A[!] , B[!])] ;
D :=

u


2
b
X
0
:





u






b
X
 


:
Wie unten bewiesen werden wird, gilt
T (D)  D ; (2.8)




T

u
1

1

, T

u
2

2





b
X
 (1,
p
1, )





u
1

1

,

u
2

2





b
X
(2.9)
fur alle

u
1

1

;

u
2

2

2 D ;
so da der Banachsche Fixpunktsatz die Existenz eines Fixpunktes
 
u


2 D von T liefert. F

ur diesen gilt dann also
 
u


2 D(L) und
A[u], B[u], B[!] = B[u], (A[!] , B[!]) ;
d. h.
A[u], (+ )B[u] = ,

A[!], (+ )B[!]

:
F

ur
U := ! +
1

u;  := + 
gilt daher A[U ] = B[U ] und wegen
 
u


2 D ferner



 
(U !)
 




b
X



und '(U , !) = 0, d. h. insbesondere '(U ) = '(!) 6= 0, also
U 6= 0.
Nachweis von (2.8):
F

ur
 
u


2 D gilt T
 
u


2 D(L) und
L

T

u


= B[u], (A[!] , B[!]) ;
also




L

T

u






Y
 jj kB[u]k
Y
+ jj kA[!], B[!]k
Y
 jj bkuk
X
+ jj

b
2





u






2
b
X
+ jj

b
2
(

)
2
+ jj =


K
;
wobei die letzte Gleichheit direkt aus der Denition von 

und 
folgt. Mit (2.2) ergibt sich kT
 
u


k
b
X
 

, also T
 
u


2 D.
Nachweis von (2.9):
F

ur
 
u
1

1

;
 
u
2

2

2 D gilt

1
B[u
1
], 
2
B[u
2
]
= (
1
, 
2
)B[
1
2
(u
1
+ u
2
)] +
1
2
(
1
+ 
2
)B[u
1
, u
2
] ;
also ist
k
1
B[u
1
], 
2
B[u
2
]k
Y
 b

j
1
, 
2
j k
1
2
(u
1
+ u
2
)k
X
+ ku
1
, u
2
k
X
j
1
2
(
1
+ 
2
)j

 b
q
j
1
, 
2
j
2
+ ku
1
, u
2
k
2
X
r
k
1
2
(u
1
+ u
2
)k
2
X
+ j
1
2
(
1
+ 
2
)j
2
(2.10)
=
b
2





u
1

1

+

u
2

2





b
X





u
1

1

,

u
2

2





b
X
 b






u
1

1

,

u
2

2





b
X
:
Wegen 
1
B[u
1
], 
2
B[u
2
] = L
h
T
 
u
1

1

, T
 
u
2

2

i
folgt mit (2.2)




T

u
1

1

, T

u
2

2





b
X
 Kb






u
1

1

,

u
2

2





b
X
;
wobei Kb

= 1,
p
1,  < 1.
Zu b) (Eindeutigkeitsaussage)
Es sei (
e
U;
e
) ein weiteres Eigenpaar mit den in Satz 2.1 geforderten
Eigenschaften. F

ur bu := (
e
U , !); b :=
e
,  gilt
 
bu
b

2 D(L) und
L

bu
b

= 

(A , B)[
e
U , ! , bB[!]

= 

(
e
 , )B[
e
U ], (A, B)[!], bB[!]

(2.11)
= bB[bu], (A , B)[!] ;
also nach (2.2):





bu
b





b
X
 K ( jbj kB[bu]k
Y
+ jj k(A, B)[!]k
Y
)
 Kb
1
2





bu
b





2
b
X
+Kjj :
Folglich gilt k
 
bu
b

k
b
X
=2 (x
1
; x
2
), wobei x
1
; x
2
die beiden Nullstellen
des Polynoms
1
2
Kbx
2
, x + Kjj bezeichnen. Man rechnet leicht
nach, da x
1
= 

; x
2
= 

+
2
Kb
p
1, . Da



 
bu
b




b
X
< x
2
voraus-
gesetzt wurde, folgt





bu
b





b
X
 

:
Mit dem bereits nachgewiesenen Eigenpaar (U; ) sei u := (U ,
!);  := ,. Analog zu (2.11) gilt L
 
u


= B[u],(A,B)[!]
und auerdem


 
u




b
X
 

. Subtraktion der ersten Gleichung von
(2.11) liefert L
h
 
bu
b

,
 
u


i
= bB[bu], B[u]. Zusammen mit (2.2)
und (2.10) folgt





bu
b

,

u






b
X
 K kbB[bu], B[u]k  Kb






bu
b

,

u






b
X
;
wegen Kb

< 1 also bu = u; b =  und schlielich
e
U = U;
e
 = .
Zu c) (Einfachheit von )
Lemma 2.2 liefert mit " := 

und !
"
= U; 
"
=  (beachte
Kb

= =(1 +
p
1, ) = 1,
p
1, ):





u






b
X

K
p
1, 
kA[u], B[u], B[U ]k
Y
fur alle

u


2 D(L) :
Wenn man K modiziert, gilt (2.2) also auch mit (U; ) anstatt
(!; ). Ersetzt man (!; ) durch (U; ) (auch in L), so gilt eine zu
Lemma 2.1 analoge Aussage. Da  Eigenwert ist und damit insbe-
sondere  =2 
Rest
, liegt die entsprechende erste Alternative vor und
es folgt die Einfachheit von  sowie B[U ] =2W (A, B).
Jetzt wird die zus

atzliche Annahme  =2 
Rest
fallengelassen.
Nach Voraussetzung ist  aber dennoch kein innerer Punkt von 
Rest
und
es existiert eine Folge (
n
) in C mit 
n
=2 
Rest
und
"
n
:= j
n
, j ! 0 :
OBdA gelte Kb"
n
< 1 (n 2 IN). Lemma 2.2 liefert mit 
"
:= 
n
und
!
"
:= ! f

ur alle
 
u


2 D(L)





u






b
X
 K
n
kA[u], 
n
B[u], B[!]k
Y
mit K
n
:= K=(1,Kb"
n
). Auerdem gilt
kA[!], 
n
B[!]k
Y
 
n
:=  + "
n
kB[!]k
Y
:
Setzt man 
n
:= 2bjjK
2
n

n
, so gilt 
n
!  < 1 wegen K
n
! K und

n
! . OBdA sei die ganze Folge (
n
) von 1 wegbeschr

ankt.
Mit 
n
:=
2jjK
n

n
1+
p
1 
n
ergibt sich wegen 
n
! 

und 
n
!  die Existenz
von N 2 IN mit

N
, 
n
+ j
N
, 
n
j <
2
K
n
b
p
1, 
n
(n 2 N; n  N ) : (2.12)
S

amtliche Voraussetzungen von Satz 2.1 sind nun mit den n-abh

angi-
gen Gr

oen 
n
;K
n
; 
n
; 
n
; 
n
erf

ullt und zus

atzlich gilt 
n
=2 
Rest
. Aus
dem bereits Bewiesenen folgt die Existenz einer Folge von Eigenpaaren
(U
n
; 
n
) mit '(U
n
, !) = 0 und





(U
n
, !)

n
, 
n





b
X
 
n
; (2.13)
und falls (
e
U;
e
) ein weiteres Eigenpaar ist mit '(
e
U , !) = 0 und






(
e
U , !)
e
, 
n






b
X
< 
n
+
2
K
n
b
p
1, 
n
; (2.14)
so gilt
e
U = U
n
;
e
 = 
n
. Desweiteren sind alle 
n
einfach und es gilt
B[U
n
] =2 W (A, 
n
B). Wendet man (2.13) mit n := N an, so folgt aus
(2.12) f

ur m  N





(U
N
, !)

N
, 
m





b
X
 
N
+ j
N
, 
m
j < 
m
+
2
K
m
b
p
1, 
m
:
F

ur n  N ist (2.14) mit
e
U := U
N
;
e
 := 
N
erf

ullt und es folgt U
n
=
U
N
=: U; 
n
= 
N
=: . Der Grenz

ubergang n!1 in (2.13) liefert f

ur
(U; ) die behauptete Absch

atzung.
Ist (
e
U;
e
) ein weiteres Eigenpaar mit den in Satz 2.1 geforderten Eigen-
schaften, so gilt f

ur hinreichend groes n  N auch (2.14) und es folgt
e
U = U
n
= U;
e
 = 
n
= , d. h. die behauptete Eindeutigkeitsaussage.
Die Behauptungen

uber die Vielfachheit von  folgen direkt aus den ent-
sprechenden n-abh

angigen Aussagen und der Konstanz der Folge (U
n
; 
n
)
f

ur n  N .
2.2 Lokale Eindeutigkeit von Eigenwerten
Sei (
e
U;
e
) ein weiteres Eigenpaar des gegebenen Problems (2.1) mit'(
e
U,
!) = 0 und
e
 in der N

ahe eines nach Satz 2.1 bereits nachgewiesenen
Eigenwertes  mit zugeh

origem Eigenelement U . !;  seien wie in Satz
2.1 gew

ahlt; ! sei normiert durch '(!) 2 IR
+
, k!k
X
= 1. Ziel dieses
Abschnitts ist der Beweis einer lokalen Eindeutigkeitsaussage, die (unter
gewissen zus

atzlichen Voraussetzungen)
e
 =  nachweist. Eine derartige
Aussage folgt nicht direkt aus dem Eindeutigkeitsteil von Satz 2.1.
Man betrachtet das Problem (siehe auch (3.29) und die Bemerkung im
folgenden Abschnitt 2.3)
hL
e

[u]; L
e

[v]i
Y
+ c
4
hu; vi
X
= hu; vi
X
fur alle v 2 D(L
e

) (2.15)
mit D(L
e

) = D(A); L
e

[u] := (A,
e
B)[u] und c
4
> 0.
Das Spektrum von (2.15) ist durch c
4
nach unten beschr

ankt und
e
U ist
Eigenfunktion zum Eigenwert c
4
. Ist c
4
ein einfacher Eigenwert und setzt
man

1
:= kL
e

[!]k
2
Y
+ c
4
k!k
2
X
; (2.16)
so gilt nach einem Satz von Mertins [23, S. 232]
! , h!;
b
U i
X
b
U
2


2

2
, 
1
(
1
, 
1
) ; (2.17)
wobei c
4
= 
1
< 
2
 : : : die Eigenwerte von (2.15) bezeichnen und
u := (kL
e

[u]k
2
Y
+c
4
kuk
2
X
)
1
2
f

ur u 2 D(L
e

). Hierbei wird vorausgesetzt,
da mindestens zwei Eigenwerte 
1
; 
2
von (2.15) mit 
1
< 
2
< inf 
e
existieren (diese Voraussetzung ebenso wie die Einfachheit von 
1
= c
4
wird im Laufe der sp

ater geschilderten Homotopien automatisch

uber-
pr

uft).
b
U sei eine durch k
b
Uk
X
= 1; h!;
b
U i
X
 0 normierte Eigenfunktion
zum Eigenwert 
1
; also ein Vielfaches von
e
U , somit
e
U =
'(!)
'(
b
U)
b
U (sofern
'(
b
U ) 6= 0).
Das Ziel der folgenden

Uberlegungen ist, f

ur
e
 nahe bei  eine obere
Schranke f

ur k! ,
e
Uk
X
= k! ,
'(!)
'(
b
U)
b
Uk
X
anzugeben, um mit Hilfe der
Eindeutigkeitsaussage aus Satz 2.1 zu zeigen, da
e
 =  gilt.
Satz 2.2 Ist " > 0 mit
k! , h!;
b
U i
X
b
Uk
X
 " <
'(!)
k'k
X;C
; (2.18)
so ist '(
b
U ) 6= 0 und
k! ,
'(!)
'(
b
U )
b
Uk
X

v
u
u
t
1 +
1

'(!)
k'k
X;C
, "

2
" :
Beweis: Aus (2.18) folgt zun

achst h!;
b
U i
X
6= 0, also h!;
b
Ui
X
> 0 auf-
grund der gew

ahlten Normierung. Weiter gilt





'(
b
U )
'(!)
,
1
h!;
b
Ui
X





=
j'(h!;
b
U i
X
b
U , !)j
'(!)h!;
b
U i
X

" k'k
X;C
'(!)h!;
b
U i
X
: (2.19)
Wegen (2.18) ist die rechte Seite von (2.19) kleiner als
1
h!;
b
Ui
X
; daher mu
'(
b
U ) 6= 0 gelten.
F

ur 0 < r < a, z 2C gilt
jz , aj  r ,




1
z
,
a
a
2
, r
2





r
a
2
, r
2
:
Mit 
1
:=
k'k
X;C
'(!)
" < 1 folgt aus (2.19):







'(!)
'(
b
U )
,
1
h!;
b
Ui
X
1
h!;
b
Ui
2
X
,

2
1
h!;
b
Ui
2
X









1
h!;
b
Ui
X
1
h!;
b
Ui
2
X
,

2
1
h!;
b
Ui
2
X
;
also





'(!)
'(
b
U )
,
h!;
b
U i
X
1, 
2
1







1
h!;
b
U i
X
1, 
2
1
und somit





'(!)
'(
b
U )
, h!;
b
U i
X





=





'(!)
'(
b
U )
,
h!;
b
U i
X
1, 
2
1
+

2
1
1, 
2
1
h!;
b
U i
X





(2.20)


1
h!;
b
U i
X
1, 
2
1
+

2
1
h!;
b
U i
X
1, 
2
1
=

1
1, 
1
h!;
b
U i
X


1
1, 
1
=
"
'(!)
k'k
X;C
, "
:
Insgesamt ergibt sich





! ,
'(!)
'(
b
U )
b
U





2
X
=





! , h!;
b
U i
X
b
U ,
 
'(!)
'(
b
U )
, h!;
b
U i
X
!
b
U





2
X
=



! , h!;
b
U i
X
b
U



2
X
+





'(!)
'(
b
U )
, h!;
b
Ui
X





2
,2 real
0
@
 
'(!)
'(
b
U )
, h!;
b
U i
X
!
h! , h!;
b
U i
X
b
U;
b
Ui
X
| {z }
=0
1
A
 "
2
+
0
@
"
'(!)
k'k
X;C
, "
1
A
2
:
Satz 2.3 Gilt
" :=
s

2

1
(
2
, 
1
)
(j
e
, j kB[!]k
Y
+ ) <
'(!)
k'k
X;C
und
 
jj
2

1 +
1
 
'(!)
k'k
X;C
, "

2

"
2
+ j
e
, j
2
!
1
2
< 

+
2
Kb
p
1, 
(mit ; 

;K; b;  aus Satz 2.1), so folgt
e
 = .
Beweis. Mit kuk
X

1
p
c
4
u , c
4
= 
1
und (2.17) folgt



! , h!;
b
U i
X
b
U



X

1
p
c
4
r

2

2
, 
1
(
1
, 
1
)
1
2
=
s

2

1
(
2
, 
1
)
kA[!],
e
B[!]k
Y

s

2

1
(
2
, 
1
)
(j
e
, j kB[!]k
Y
+ kA[!], B[!]k
Y
)
 " :
Ist " <
'(!)
k'k
X;C
, so folgt mit Satz 2.2 und der Eindeutigkeitsaussage aus
Satz 2.1 die Behauptung.
2.3 Eigenwertausschlieungen
Zum Nachweis der Instabilit

at des Blasiusprols mu die Existenz eines
Eigenwertes in der linken Halbebene nachgewiesen werden. F

ur den Nach-
weis der Stabilit

at (f

ur Reynoldszahlen unterhalb der kritischen Rey-
noldszahl) mu hingegen gezeigt werden, da es keinen Eigenwert mit
negativem Realteil gibt. In diesem Abschnitt wird ein Satz vorgestellt,
der (zun

achst lokale) Eigenwertausschlieungen liefert. Hieraus l

at sich
leicht ein Verfahren konstruieren, das f

ur beliebige beschr

ankte Teilmen-
gen von C Eigenwertausschlieungen liefern kann. Zusammen mit der im
folgenden Abschnitt angegebenen Einschlieung des Gesamtspektrums
der Orr-Sommerfeld-Gleichung mit Blasiusprol ist so der Weg f

ur einen
Stabilit

atsbeweis bereitet.
Satz 2.4 Ist B injektiv,  2C und  > 0 eine (positive!) untere Schranke
f

ur den kleinsten Eigenwert (bzw. das Gesamtspektrum) von
Suche u 2 D(A)n f0g und
^
 2 IR
mit h(A , B)[u]; (A, B)[v]i
Y
=
^
hB[u]; B[v]i
Y
f

ur alle v 2 D(A) ;
so besitzt das Problem (2.1) keinen Eigenwert  mit j, j <
p
.
Beweis: Ist
~
 ein Eigenwert von (2.1) mit zugeh

origem Eigenelement u,
so folgt aus A[u] =
~
B[u] sofort, da
h(A,
~
B)[u]; (A,
~
B)[v]i
Y
= hB[u]; B[v]i
Y
f

ur alle v 2 D(A)
als kleinsten Eigenwert 
1
= 0 besitzt. Aus der Variationscharakterisie-
rung dieses Eigenwertes folgt weiter
0 =
p

1
= inf
v2D(A)
v 6=0
k(A,
~
B)[v]k
Y
kB[v]k
Y
 inf
v2D(A)
v 6=0
k(A, B)[v]k
Y
, k(,
~
)B[v]k
Y
kB[v]k
Y
= ,j,
~
j+ inf
v2D(A)
v 6=0
k(A, B)[v]k
Y
kB[v]k
Y

p
, j
~
, j :
Bemerkung:
a) Ein

ahnlicher Satz kann unter der Voraussetzung der Beschr

ankt-
heit (statt Injektivit

at) von B bewiesen werden.
b) Die Bestimmung der geforderten Konstanten  (und der im vorher-
gehenden Abschnitt ben

otigten Eigenwertschranken f

ur die ersten
beiden Eigenwerte 
1
; 
2
von (2.15)) kann entsprechend dem Vorge-
hen in Abschnitt 3.3.3 (siehe (3.28) bzw. (3.29)) erfolgen. Der hier
erweiterte Denitionsbereich (D(A) statt D(A) \ X
0
) mu dabei
durch einen weiteren Homotopieschritt (siehe Kapitel 3) ber

ucksich-
tigt werden. Dies bereitet keine Schwierigkeiten, denn die Eigenwer-
te der beiden Probleme mit den verschiedenen Denitionsbereichen
liegen \abwechselnd verzahnt".
c) Wie auch bei anderen Problemstellungen ist der Aufwand f

ur die
Ausschlieung von L

osungen { und damit f

ur den Stabilit

atsbeweis
{ wesentlich gr

oer, als f

ur eine (lokale) Einschlieung von L

osun-
gen, d. h. f

ur den Instabilit

atsbeweis. F

ur die in diesem Abschnitt
geschilderte Methode zur Eigenwertausschlieung durch die

Uber-
deckung eines vorgegebenen kompakten Teils der komplexen Ebene
mit Kreisscheiben gem

a Satz 2.4 bedeutet dies, da f

ur jede ein-
zelne
1
Kreisscheibe (fast) derselbe Rechenaufwand notwendig ist,
wie f

ur eine L

osungseinschlieung nach Satz 2.1.
Leider erwiesen sich die f

ur eine verizierte Behandlung erforderlichen
Rechenzeiten als so gro, da bislang keine verizierten Ergebnisse vorlie-
gen. Numerische Experimente (mit Eigenwertn

aherungen anstatt unteren
Schranken) liefern jedoch vielversprechende Ergebnisse. Man kann davon
ausgehen, da der Beweis der Stabilit

at des Blasiusprols f

ur gewisse Pa-
rameter ;R auf die in diesem Abschnitt dargestellte Art m

oglich ist,
sobald entsprechende Rechenleistung zur Verf

ugung steht.
2.4 Einordnung der Orr-Sommerfeld-Gleichung mit Blasius-
prol
Zur Einordnung der Orr-Sommerfeld-Gleichung mit Blasiusprol (siehe
Kapitel 1) in den allgemeinen Rahmen aus Abschnitt 2.1 setzen wir (s.
auch [21])
Y := L
2
(0;1) ;
X := H
2
(0;1)\H
0
1
(0;1) ; hu; vi
X
:= hB[u]; B[v]i
Y
;
B : X ! Y; B[u] := (,D
2
+ 
2
)u ;
D(A) := H
4
(0;1)\H
0
2
(0;1) ;
A[u] := (,D
2
+ 
2
)
2
u+ iR [V (,D
2
+ 
2
)u+ V
00
u] :
Auerdem w

ahlen wir ' : X ! C; '(u) :=
1
R
x
0
u(z) e
 z
dz mit einem
festen x
0
> 0. Die Gr

unde f

ur diese Wahl von ' werden in Abschnitt
1
Je nach Werten der Parameter ;R werden f

ur einen vollst

andigen Stabilit

atsbe-
weis einige hundert Kreisscheiben ben

otigt.
3.3.4 deutlich. Wegen kuk
X
= kB[u]k
Y
kann b = 1 gew

ahlt werden (siehe
die Voraussetzungen von Satz 2.1).
Oensichtlich sind A, B linear, B beschr

ankt, und nach [21] ist A abge-
schlossen. Die konkrete Wahl der weiteren zu Beginn des Abschnitts 2.1
eingef

uhrten Gr

oen wird in den folgenden Kapiteln beschrieben. Hier
sei nur erw

ahnt, da die Bedingung \ kein innerer Punkt von 
Rest
"
keinerlei Einschr

ankung f

ur die Wahl von  bedeutet, da 
Rest
Teilmenge
des in [21] bestimmten wesentlichen Spektrums 
e
der Orr-Sommerfeld-
Gleichung ist, also in einer Halbgeraden enthalten ist und somit leeres
Inneres hat:

Rest
 
e
= f 2C :  =  + 
2
+ iR;  2 [0;1)g :
In [21] ist ebenfalls gezeigt, da s

amtliche Eigenwerte der Orr-Sommer-
feld-Gleichung (im Fall V
00
 0, was f

ur das Blasiusprol erf

ullt ist) in
der Menge
M := [
2
;1) + iR [V
min
; V
max
] +
R
2
jV
0
j
max

 
enthalten sind. Dabei seien V
min
; V
max
; jV
0
j
max
so gew

ahlt, da
V
min
 V (z)  V
max
; jV
0
(z)j  jV
0
j
max
fur alle z 2 [0;1) ;
und 
 
:= fw 2C : jwj  1; imag (w)  0g. Abbildung 2.1 illustriert
die Lage von wesentlichem Spektrum und Eigenwerten.
σ (A,B)e
M
max
max
  RV   -1/2 R|V’|
  RV   
min
2
0
  RV   +1/2 R|V’|
max max
max
α
α
α
α
 -1/2 R|V’|
Abbildung 2.1: Spektrum der Orr-Sommerfeld-Gleichung
mit Blasiusprol

Kapitel 3
Anwendung des zentralen Einschlieungssatzes auf
die Orr-Sommerfeld-Gleichung
In diesem Kapitel wird n

aher auf die Wahl bzw. die konkrete Bestim-
mung der im zentralen Satz 2.1 ben

otigten Gr

oen eingegangen. Es wer-
den Verfahren zur Bestimmung von N

aherungseigenpaaren und zur Ein-
schlieung des Blasiusprols (auf dem Intervall [0;1)!) vorgestellt. Als
besonders aufwendig erweist sich die verizierte Bestimmung der Kon-
stanten K im dritten Abschnitt dieses Kapitels. F

ur die Durchf

uhrung
der hierzu verwendeten Homotopiemethode wird im letzten Abschnitt
ein neuer Algorithmus vorgeschlagen, der die erforderlichen Rechenzeiten
erheblich verk

urzt.
3.1 Approximation von Eigenpaaren
Zur Bestimmung eines N

aherungseigenpaares wird in [12] eine exponenti-
elle Transformation des Intervalls [0;1) auf ein kompaktes Intervall und
eine anschlieende Galerkin-Approximation vorgeschlagen (siehe auch
[14], [30]). Die Ansatzfunktionen werden dabei so gew

ahlt, da sie das-
selbe asymptotische Verhalten haben, wie die Eigenfunktionen zu Eigen-
werten mit negativem Realteil (nur diese sind f

ur die Untersuchung der
Instabilit

at von Interesse), n

amlich e
 z
[12].
F

ur das weitere Vorgehen (s. Abschnitt 3.3.4) wird das Intervall [0;1)
in zwei Teilintervalle ([0; x
0
] und [x
0
;1) mit einem x
0
2 (0;1)) zerlegt.
Aus Gr

unden der Programmstruktur (s. Abschnitt 4.1) werden schon hier
abschnittsweise denierte Ansatzfunktionen verwendet:
'
i
(z) =
(
z
2
P
i
(z) (z 2 [0; x
0
] )
e
 z
Q
i
(e
 z
) (z 2 (x
0
;1) ) :
Dabei werden die Polynome P
i
und Q
i
so gew

ahlt, da die Ansatzfunk-
tionen '
i
in D(A) = H
4
(0;1)\H
0
2
(0;1) liegen.
Das Galerkin-Verfahren liefert nun Eigenwertn

aherungen und zugeh

orige
N

aherungseigenfunktionen als Linearkombination der Ansatzfunktionen:
Der Ansatz
!(z) =
N
X
i=1
x
i
'
i
(z)
f

uhrt mit den Bestimmungsgleichungen
hA[!]; '
i
i
Y
= hB[!]; '
i
i
Y
(i = 1; : : : ; N )
auf ein komplexes, nichthermitesches Matrixeigenwertproblem, das mit
Standardmethoden der Numerischen Mathematik behandelt werden kann.
Ist (x; ) ein N

aherungseigenpaar mit x = (x
1
; : : : ; x
N
) als (N

aherungs-)
Eigenvektor des Matrixproblems, so kann (!; ) mit ! =
N
P
i=1
x
i
'
i
als
N

aherung f

ur ein Eigenpaar des gegebenen Problems (2.1) aufgefat wer-
den.
3.2 Einschlieung des Blasiusprols
Ein Satz von Plum erlaubt, eine Einschlieung des Blasiusprols V , d. h.
der Ableitung V = W
0
der L

osung der Blasiusgleichung
W
000
(x) +W (x)W
00
(x) = 0 (0  x <1) ;
W (0) = W
0
(0) = 0 ; (3.1)
lim
x!1
W
0
(x) = 1
auf dem ganzen Intervall [0;1) anzugeben, falls eine Einschlieung der
L

osung U des folgenden Anfangswertproblems auf einem Intervall
1
[0; b]
1
Die in diesem Abschnitt verwendete Konstante b ist nicht identischmit derjenigen
aus Satz 2.1.
mit hinreichend groem b bekannt ist
U
000
(x) + U (x)U
00
(x) = 0 (0  x <1) ;
U (0) = U
0
(0) = 0 ; (3.2)
U
00
(0) = 1 :
Satz 3.1 (Plum [4, S. 126])
a) Die L

osung U von (3.2) existiert auf [0;1);  := lim
x!1
U
0
(x)
existiert und ist positiv; U;U
0
; U
00
sind positiv auf (0;1).
b) Die Randwertaufgabe (3.1) wird eindeutig gel

ost durch
W (x) :=
r
1

U (
r
1

x) (0  x <1) : (3.3)
c) Setzt man
 (s) := 2
Z
1
s
e
 (t
2
 s
2
)
dt = e
s
2

p
 , 2
Z
s
0
e
 t
2
dt

;
(x) := U
0
(x) +
U
00
(x)
p
2U
0
(x)
 
 
U (x)
p
2U
0
(x)
!
;
(x) := U
0
(x) +
U
00
(x)
p
2(x)
 
 
U (x)
p
2(x)
!
mit 0 < s; x <1, so gilt lim
x!1
(x) = lim
x!1
(x) =  und f

ur
alle x 2 (0;1):
(x)    (x) : (3.4)
Ferner gilt f

ur b  x <1
maxfU
0
(b)(x , b) + U (b); (x, b) + U (b), "(b)g
 U (x)  (x, b) + U (b) ;
U
0
(b)  U
0
(x)   ; (3.5)
0  U
00
(x)  U
00
(b) exp

,
U
0
(b)
2
(x, b)
2
, U (b)(x, b)

mit
"(b) :=
U
00
(b)
U
0
(b)
 
1,
U (b)
p
2U
0
(b)
 
 
U (b)
p
2U
0
(b)
!!
:
Einschlieungen f

ur U;U
0
; U
00
auf [0; b] k

onnen mit dem Verfahren von
Brunk [4], Lohner's AWA [22] oder Monotoniemethoden (siehe unten)
bestimmt werden. Ist b gro genug, so liegen (b) und (b) nahe beiein-
ander und man erh

alt mit (3.4) zun

achst eine Einschlieung f

ur . (3.3)
und (3.5) liefern dann Schranken f

ur W;W
0
;W
00
auf [
~
b;1) mit
~
b :=
p
b.
F

ur W (x) =
q
1

U (
q
1

x) folgt aus der ersten Gleichung in (3.5)
maxf
1

U
0
(b)(x ,
p
b) +
r
1

U (b); (x,
p
b) +
r
1

U (b),
r
1

"(b)g
(3.6)
 W (x)  (x,
p
b) +
r
1

U (b) ;
analog folgt f

ur W
0
(x) =
1

U
0
(
q
1

x)
1

U
0
(b)  W
0
(x)  1 (3.7)
und f

ur W
00
(x) = (
q
1

)
3
U
00
(
q
1

x)
0  W
00
(x) 
(3.8)
 
r
1

!
3
U
00
(b) exp
 
,
U
0
(b)
2
(x,
p
b)
2
,
r
1

U (b)(x,
p
b)
!
(jeweils f

ur x 2 [
~
b;1)).
Setzt man
A :=
1

U
0
(b) ;
B :=
r
1

(,U
0
(b)b+ U (b)) ;
C := ,
p
b+
r
1

(U (b), "(b)) ;
D := ,
p
b+
r
1

U (b) ;
E :=
r
U
0
(b)
2
;
F :=
s
1
2U
0
(b)
 
U (b) , bU
0
(b)

;
G :=
 
r
1

!
3
U
00
(b) exp

U
2
(b)
2U
0
(b)

;
so folgt
maxfAx+B; x+ Cg  W (x)  x+D ;
A  W
0
(x)  1 ;
0  W
00
(x)  G exp(,(Ex + F )
2
)  G exp(,(E
~
b + F )
2
)
f

ur x 
~
b.
Auerdem folgt f

ur W
000
(x) = ,W (x)W
00
(x)
,(x +D)G exp(,(Ex+ F )
2
) W
000
(x)  0 :
Die Funktion auf der linken Seite ist (mit den Werten f

ur A; : : : ; G, die
sich in den konkreten Rechnungen ergeben haben) monoton wachsend,
d. h. es gilt
,(
~
b+D)G exp(,(E
~
b + F )
2
)  W
000
(x)  0
f

ur x 
~
b.
Damit sind hinreichende Informationen

uber W und seine Ableitungen
auf dem Intervall [
~
b;1) bereitgestellt. Der Rest dieses Abschnitts behan-
delt die Einschlieung von U bzw. W mitsamt Ableitungen im Intervall
[0; b] bzw. [0;
~
b].
Da das Blasiusprol in dieser Arbeit als Eingangsgr

oe, n

amlich als einer
der Koezienten in dem Operator A, verwendet wird, ist neben der hohen
Genauigkeit der Einschlieung von V = W
0
(und seinen Ableitungen) die
Einfachheit der Darstellung im Hinblick auf eine programmtechnische
Realisierung von besonderer Bedeutung. Lohner's AWA liefert st

uckweise
polynomiale Einschlieungen, jedoch aus zu vielen Teilst

ucken bestehend.
Hier empehlt sich die Anwendung der klassischen Monotoniemethoden,
wie z.B. in [32, I.4.VIII] beschrieben. Als Beispiel wird dort wie in (3.2)
die Blasiusgleichung als Anfangswertaufgabe behandelt:
(3.2) ist

aquivalent zu der Integralgleichung
u(t) = K(u)(t) := exp

,
1
2
Z
t
0
(t,  )
2
u( )d

(3.9)
f
ur u = U
00
mit dem monoton fallenden Integraloperator K. Startet man
die Iteration v
k+1
= K(v
k
) mit v
0
= 0, so l

at sich leicht nachrechnen,
da
v
0
 v
1
= 1; v
0
 v
2
= e
 
t
3
6
;
wobei die Ungleichungen punktweise auf ganz IR
+
zu verstehen sind. Es
folgt (mit v
0
 u  v
1
):
v
0
 v
2
 v
4
 : : :  u  : : :  v
5
 v
3
 v
1
;
auerdem konvergieren die v
i
gegen die L

osung u von (3.9) [32].
Bei der praktischen Durchf

uhrung der Iteration st

ot man jedoch bald
auf Probleme, da sich bereits v
3
nicht mehr in geschlossener Form dar-
stellen l

at. F

uhrt man die Iteration im i-ten Schritt, d. h. bei der Be-
stimmung von v
i+1
, mit ~v
i
statt v
i
fort, wobei ~v
i
 v
i
falls i gerade und
~v
i
 v
i
falls i ungerade, so bleibt die Ungleichung v
i+1
:= K(~v
i
)  u
bzw. v
i+1
:= K(~v
i
)  u bestehen. Man darf die v
i
also durch \einfache-
re" Funktionen nach unten bzw. oben (je nachdem, ob i gerade bzw. un-
gerade) absch

atzen und die Iteration fortf

uhren
2
. Betrachtet man (3.2)
bzw. (3.9) auf einem kompakten Intervall [0; b] statt [0;1) und w

ahlt ~v
i
als Polynom, so l

at sich v
i+1
:= K(~v
i
) in geschlossener Form angeben;
es ist v
i+1
= exp(P ) mit einem Polynom P . Ein derartiges Vorgehen
wurde in einem Mathematica{Notebook realisiert. Nach 11 Iterationen
bzw. Absch

atzungen k

onnen Polynome U
2
; U
2
vom H

ochstgrad 35 an-
gegeben werden mit U
2
 U
00
 U
2
und kU
2
, U
2
k
1;[0;b]
< 7  10
 10
f

ur b = 6. Durch zweimalige Integration und Ausnutzen der Dierenti-
algleichung k

onnen hieraus Einschlieungen f

ur U;U
0
und U
000
gewonnen
werden. In dem bereits angesprochenen Mathematica{Notebook werden
N

aherungen
~
U
0
;
~
U
1
;
~
U
2
;
~
U
3
f

ur U;U
0
; U
00
; U
000
bestimmt mit
kU ,
~
U
0
k
1;[0;b]
 1  10
 8
;
kU
0
,
~
U
1
k
1;[0;b]
 4  10
 9
;
(3.10)
kU
00
,
~
U
2
k
1;[0;b]
 7  10
 10
;
kU
000
,
~
U
3
k
1;[0;b]
 1  10
 8
:
2
In [1] ist angegeben, wie f

ur diese modizierte Iteration Monotonieaussagen er-
halten werden k

onnen. Dazu sind zus

atzliche Ungleichungen zu

uberpr

ufen und es ist
abzuw

agen, ob sich der zus

atzliche Rechenaufwand rentiert.
Am Ende dieses Abschnitts werden mit Hilfe der soeben bestimmten
Gr

oen Einschlieungen f

ur W und seine Ableitungen ermittelt. Zuvor
wird noch beschrieben, wie Ungleichungen der Form exp(P )  Q auf [0; b]
mit Polynomen P;Q nachgewiesen werden k

onnen. Dieser Nachweis ist
wesentlicher Bestandteil der oben beschriebenen modizierten Iteration.
Oensichtlich ist die Bestimmung einer oberen Schranke f

ur k exp(P ) ,
Qk
1;[0;b]
ausreichend. Ein Satz von Ehlich{Zeller besagt
Satz 3.2 [11] Es sei P ein Polynom von H

ochstgrad n und m 2 IN;m >
n. x
1
; : : : ; x
m
seien die Nullstellen des m-ten Tschebysche{Polynoms,
x

= cos
 
2 1
2m


( = 1; : : : ;m). Dann gilt
kPk
1;[ 1;1]


cos
n
2m

 1
max
=1;:::;m
jP (x

)j :
Ist exp(x) = S(x)+R(x) die Taylorentwicklung vomGrad s mit Restglied
R der Exponentialfunktion, so folgt exp(P ),Q = S P ,Q+R P und
weiter
k exp(P ), Qk
1;[0;b]
 kS  P ,Qk
1;[0;b]
+ kR  Pk
1;[0;b]
 Cmax

jS  P (ex

) ,Q(ex

)j+ kR  Pk
1;[0;b]
(3.11)
 Cmax

j exp(P (ex

)), Q(ex

)j+ (1 + C)kR  Pk
1;[0;b]
mit C gem

a Satz 3.2 und entsprechend gebildetemmax, wobei die St

utz-
stellen ex

auf das Intervall [0; b] transformiert sind.
Falls Q eine gute N

aherung (etwa mit Hilfe Gauscher Approximation
bestimmt) f

ur exp(P ) ist, wird der erste Summand auf der rechten Sei-
te klein sein. Es ist noch zu kl

aren, wie gro der Grad s des (Taylor-)
Polynoms S gew

ahlt werden mu, damit das Restglied RP auf [0; b] hin-
reichend klein wird. Hierf

ur erweist es sich als g

unstig, das Intervall [0; b]
in mehrere Teilintervalle zu zerlegen und (3.11) in jedem der Teilinterval-
le anzuwenden. Es sei [a; b] ein solches Teilintervall. Ist y
1
 P (x)  y
0
f

ur x 2 [a; b] (was sich ebenfalls mit Satz 3.2

uberpr

ufen l

at), so gilt f

ur
y = P (x) mit x 2 [a; b]
exp(P (x)) = exp(y)
= exp(y
0
)
s
X
i=0
(y , y
0
)
i
i!
+ e

(y , y
0
)
s+1
(s + 1)!
mit einem  2 [y; y
0
] :
Der Betrag des Restglieds l

at sich also nach oben absch

atzen (y
1
 y 
y
0
!) durch
kR  Pk
1;[a;b]
 e
y
0
jy
1
, y
0
j
s+1
(s+ 1)!
: (3.12)
Zu bemerken ist, da das Taylorpolynom S wegen der letzten Zeile in
(3.11) nur von beweistechnischem Interesse ist, bei der praktischen Um-
setzung aber nicht konkret aufgestellt werden mu. Nur sein Grad s mu
nach (3.12) bestimmt werden, da er zusammen mit der zu w

ahlenden
Anzahl n von St

utzstellen ex

die Konstante C bestimmt.
Um aus den Gr

oen
~
U
0
;
~
U
1
;
~
U
2
;
~
U
3
mit zugeh

origen Fehlerschranken wie in
(3.10) N

aherungen und Fehlerschranken f

ur W;W
0
;W
00
;W
000
zu bestim-
men, verwendet man selbstverst

andlich (3.3) und setzt zun

achst N

ahe-
rungen fest durch
~
W
0
(x) :=
r
1
~
~
U
0
(
r
1
~
x) ;
~
W
1
(x) :=
1
~
~
U
1
(
r
1
~
x) ;
~
W
2
(x) :=
 
r
1
~
!
3
~
U
2
(
r
1
~
x) ;
~
W
3
(x) :=
1
~
2
~
U
3
(
r
1
~
x)
mit einer N

aherung ~ f

ur .
~
W
0
;
~
W
1
;
~
W
2
;
~
W
3
sind genau wie
~
U
0
;
~
U
1
;
~
U
2
;
~
U
3
Polynome, und mit Hilfe
des Satzes von Ehlich{Zeller erh

alt man Schranken f

ur
kW ,
~
W
0
k
1;[0;
~
b]
;
denn
jW (x),
~
W
0
(x)j =





r
1

U (
r
1

x),
r
1
~
~
U
0
(
r
1
~
x)






r
1






U (
r
1

x),
~
U
0
(
r
1

x)





+





r
1

~
U
0
(
r
1

x),
r
1
~
~
U
0
(
r
1
~
x)






r
1

kU ,
~
U
0
k
1;[0;b]
+





r
1

~
U
0
(
r
1

x),
r
1
~
~
U
0
(
r
1
~
x)





:
Der letzte Summand ist ein Polynom und kann an gegebenen St

utzstellen
ausgewertet werden, wenn man die bereits bekannten Einschlieungen f

ur
 verwendet. Analog erh

alt man auch Fehlerschranken f

ur
~
W
1
;
~
W
2
und
~
W
3
:
kW ,
~
W
0
k
1;[0;b]
 3  10
 8
;
kW
0
,
~
W
1
k
1;[0;b]
 4  10
 9
;
(3.13)
kW
00
,
~
W
2
k
1;[0;b]
 2  10
 9
;
kW
000
,
~
W
3
k
1;[0;b]
 5  10
 9
:
Mit dem gr

oeren Wert b = 8 und h

oherem Polynomgrad (60) wurde mit
(3.4) die (gegen

uber [4] verbesserte) Einschlieung f

ur  erhalten:
1:655190360230826   1:655190360230839 :
3.3 Eigenwertschranken zur Bestimmung der Konstanten K
Wie in der Bemerkung im Anschlu an Satz 2.1 erw

ahnt, wird zun

achst
in Satz 3.3 und Folgerung 3.1 bewiesen, da (fallsX und Y Hilbertr

aume
sind) die Bestimmung der Konstanten K > 0 mit





u






b
X
 K




L

u






Y
fur alle

u


2 D(L) (3.14)

aquivalent ist zur Bestimmung des Inmums 
1
(oder einer positiven
unteren Schranke hierf

ur) des Gesamtspektrums des selbstadjungierten
Eigenwertproblems (vgl. (2.4))
Suche

u


2 D(L)n

0
0

und  2 IR
(3.15)
mit hL

u


; L

v


i
Y
= h

u


;

v


i
b
X
fur alle

v


2 D(L) :
Zur Bestimmung einer unteren Schranke f

ur 
1
k

onnen verschiedene Ver-
fahren angewandt werden, etwa die von Weinstein [6], Kato [17], Temple
oder Lehmann-Goerisch [2], [34]. Im n

achsten Abschnitt 3.3.1 sollen die
Verfahren von Rayleigh-Ritz zur Bestimmung oberer Eigenwertschranken
und die von Temple bzw. Lehmann-Goerisch zur Bestimmung unterer
Schranken beschrieben werden. In den folgenden Abschnitten wird eine
Einordnung von (3.15) angegeben.
Es zeigt sich, da die von Plum [25] und Goerisch [13] entwickelte Ho-
motopiemethode in Zusammenhang mit der Bestimmung unterer Eigen-
wertschranken selbstadjungierter Probleme herangezogen werden mu.
Diese Methode wird ebenfalls vorgestellt und angewandt. Ziel ist die Be-
stimmung einer unteren Schranke f

ur den kleinsten Eigenwert von (3.15),
eines Eigenwertproblems im Banachraum L
2
(0;1)C mit dem Operator
L (Abschnitt 3.3.2). Hierzu wird in Abschnitt 3.3.3 ein erstes Vergleichs-
problem angegeben, das statt L einen Dierentialoperator L in L
2
(0;1)
benutzt. Da sich dieses Problem ebenfalls nicht in geschlossener Form
l

osen l

at, wird es im Abschnitt 3.3.4 auf ein weiteres Vergleichsproblem
in L
2
(0; x
0
) zur

uckgef

uhrt. Zur \Verbindung" dieser beiden Aufgaben
wird in Abschnitt 3.3.5 eine Einordnung in die Homotopiemethode an-
gegeben. Auch das zweite Vergleichsproblem wird durch eine Homoto-
pie (Abschnitt 3.3.8) auf ein weiteres Vergleichsproblem zur

uckgef

uhrt
(Abschnitt 3.3.6). Dieses Problem verwendet einen Dierentialoperator
achter Ordnung mit konstanten Koezienten in L
2
(0; x
0
), und seine Ei-
genwerte k

onnen als Nullstellen einer parameterabh

angigen 8 8 Deter-
minante bestimmt werden (Abschnitt 3.3.7).
Der folgende Satz 3.3 f

uhrt die Bestimmung der Konstanten K mit (3.14)
auf das selbstadjungierte Eigenwertproblem (3.15) zur

uck. Dazu ben

oti-
gen wir den Begri des Spektrums selbstadjungierter Eigenwertprobleme
in Operatorgestalt und in Bilinearformgestalt.
Denition 3.1 Sind X;Y komplexe Banachr

aume und A : D(A) 
X ! Y ein abgeschlossener linearer Operator, sowie B : X ! Y ein
beschr

ankter linearer Operator, so bezeichne
(A;B) := f 2C : A , B : D(A) ! Y ist bijektivg
die Resolventenmenge des Eigenwertproblems A[u] = B[u], sowie
(A;B) :=Cn(A;B)
das Gesamtspektrum,

p
(A;B) := f 2C : A , B : D(A) ! Y ist nicht injektivg
die Menge der Eigenwerte und

e
(A;B) := f 2C :  ist H

aufungspunkt von (A;B)g
[f 2C :  ist Eigenwert unendlicher (geometrischer) Vielfachheitg
das wesentliche Spektrum.
F

ur Aufgaben in Bilinearformgestalt
M(u; v) = N (u; v) fur alle v 2 D(M) ; (3.16)
wobei M bzw. N hermitesche Sesquilinearformen

uber dem komplexen
Vektorraum D(M) bzw. dem normierten Vektorraum (D(N ); k:k) seien,
mit D(M) dicht in D(N ) und N (; ) positiv denit, bezeichne ((3:16))
die Menge derjenigen  2C, f

ur die gilt
M(u; v), N (u; v) = N (r; v) f

ur alle v 2 D(M)
ist eindeutig l

osbar f

ur jedes r 2 D(N )
und es gilt kuk  Ckrk
(mit einer von r unabh

angigen Konstanten C) ;
sowie 
p
((3:16)) die Menge derjenigen  2C, f

ur die
M(u; v) = N (u; v) f

ur alle v 2 D(M)
nichttriviale L

osungen u besitzt. ((3:16)) und 
e
((3:16)) sind wie zuvor
erkl

art.
Satz 3.3 Es seien X;Y Hilbertr

aume, H := D(L) ,
M(u; v) := hL[u]; L[v]i
Y
+ hu; vi
b
X
fur u; v 2 H ;
N (u; v) := hu; vi
b
X
fur u; v 2 H ;
D(M) := D(N ) := H versehen mit der durch M erzeugten Norm und

i
:= inf sup
M(v; v)
N (v; v)
:
VH Unterraum 06=v2V
dim V=i
Dann gilt:
Ist das Spektrum von (3.15) anfangsdiskret,

1
((3:15))  
2
((3:15))  : : :  
k
((3:15)) < inf 
e
((3:15)) ;
so gilt 
i
((3:15)) = 
i
, 1 f

ur i = 1; : : : ; k.
Ist das Spektrum von (3.15) nicht anfangsdiskret, so gilt
inf ((3:15)) = inf 
e
((3:15)) = 
1
, 1 :
Beweis:
Da L abgeschlossen ist, wird (H;M(; )) zum Hilbertraum. Man betrach-
te das zu (3.15) um 1 spektralverschobene Problem
Suche u 2 Hn f0g und  2 IR
(3.17)
mit M(u; v) = N (u; v) fur alle v 2 H :
Dann existiert ein beschr

ankter selbstadjungierter Operator
b
B : H ! H
(siehe [18, V.2.1]) mit
M(
b
Bu; v) = N (u; v) fur alle u; v 2 H :
Da N (; ) positiv denit ist, besitzt
b
B eine selbstadjungierte Inverse
b
A =
b
B
 1
in H. (3.17) ist

aquivalent zu
Suche u 2 Hn f0g und  2 IR
(3.18)
mit
b
Au = u
und es gilt 0 < inf (
b
A) (denn die Eigenwerte von
b
A und (3.17) stimmen
(einschlielich Vielfachheiten)

uberein, ebenso die Resolventenmengen,
also auch die wesentlichen Spektren).
Hat
b
A mindestens k Eigenwerte unterhalb des wesentlichen Spektrums,
so gilt f

ur i = 1; : : : ; k nach der bekannten Variationscharakterisierung
[3], [10] dieser Eigenwerte

i
(
b
A) = ,(
i
(,
b
B))
 1
= ,
 
inf
VH
dimV=i
sup
06=u2V
M(,
b
Bu; u)
M(u; u)
!
 1
= inf
VH
dim V=i
sup
0 6=u2V
M(u; u)
M(
b
Bu; u)
= inf
VH
dim V=i
sup
0 6=u2V
M(u; u)
N (u; u)
= 
i
:
Ist das Spektrum von
b
A nicht anfangsdiskret, so liefern der Spektrale
Abbildungssatz ([18, III.6.3]) und die Eigenschaften der Rayleigh-Extre-
malwerte [3], [10, XI.1]
inf 
e
(
b
A) = ,(inf 
e
(,
b
B))
 1
= ,
 
inf
06=u2H
M(,
b
Bu; u)
M(u; u)
!
 1
= inf
06=u2H
M(u; u)
N (u; u)
= 
1
:
Folgerung 3.1 Die Konstante 
1
aus (2.3) ist gleich dem Inmum des
Gesamtspektrums von (2.4) bzw. (3.15).
3.3.1 Die Verfahren von Rayleigh-Ritz, Lehmann-Goerisch
und Temple
Betrachtet werden Eigenwertprobleme in Bilinearformgestalt
M(u; v) = N (u; v) fur alle v 2 D(M) ; (3.19)
wobei M bzw. N hermitesche Sesquilinearformen

uber den komplexen
Vektorr

aumen D(M) bzw. D(N ) seien. N sei positiv denit und M
positiv semidenit. Man bezeichnet

i
:= inf sup
M(f; f)
N (f; f)
(3.20)
UD(M) Unterraum 06=f2U
dim U=i
als i-ten Rayleigh-Extremalwert von (3.19).
Ist (D(M);M(; )) ein Hilbertraum und D(N ) = D(M)
3
, so ist in [34]
gezeigt
4
, da das Eigenwertproblem (3.19)

aquivalent ist zu dem eines
selbstadjungierten Operators
b
A; siehe hierzu auch den Beweis von Satz
3.3. Die Charakterisierung der Eigenwerte von
b
A durch Variationsprinzi-
pien ([3], [10, XI.1]) (wie im Beweis von Satz 3.3) liefert:
a) Ist 
i
< inf 
e
(
b
A) = inf 
e
((3.19)), so ist (3.19) anfangsdiskret, be-
sitzt mindestens i Eigenwerte (
1
 
2
 : : :  
i
, der Vielfachheit
entsprechend oft aufgef

uhrt) unterhalb des wesentlichen Spektrums,
und es gilt 
i
= 
i
.
b) Ist 
i
= inf 
e
(
b
A) = inf 
e
((3.19)), so besitzt (3.19) h

ochstens i, 1
Eigenwerte unterhalb des wesentlichen Spektrums, und es gilt 
j
=

i
f

ur alle j  i.
Im Verfahren von Rayleigh-Ritz wird in (3.20) D(M) durch einen n-
dimensionalen Teilraum D
n
(M)  D(M) ersetzt und man erh

alt obere
Schranken 
(n)
i
f

ur 
i
. Sind v
1
; : : : ; v
n
linear unabh

angig und spannen
diese den RaumD
n
(M) auf, so sind die 
(n)
i
(i = 1; : : : ; n) charakterisiert
als Eigenwerte des Matrixeigenwertproblems
A
0
x = A
1
x (3.21)
mit den hermiteschen n n-Matrizen
A
0
:= (M(v
i
; v
k
))
i;k=1;:::;n
;
(3.22)
A
1
:= (N (v
i
; v
k
))
i;k=1;:::;n
:
Zur Bestimmung unterer Schranken f

ur Eigenwerte unterhalb des we-
sentlichen Spektrums sollen die Verfahren von Lehmann-Goerisch und
3
In der Literatur wird dieser Fall als \linksdeniter Fall" bezeichnet.
4
In [34] wird auch gezeigt, da eine analoge Aussage gilt, falls (D(N );N (; ))
ein Hilbertraum ist und D(M) dicht in D(N ). Dieser Fall wird als \rechtsdeni-
ter Fall" bezeichnet. Die Voraussetzung der Semidenitheit von M(; ) l

at sich hier
abschw

achen zu: Es existiere ein  > 0, so daM(; )+N (; ) positiv (semi-)denit
ist.
Temple verwendet werden (die Bezeichnungen sind an die in [2] ange-
lehnt; die Voraussetzungen der Verfahren entstammen [34], wo Aufgaben
mit wesentlichem Spektrum eingeordnet werden k

onnen).
Zun

achst wird die Methode von Lehmann-Goerisch f

ur linksdenite Auf-
gaben vorgestellt. Dazu sei (D(M);M(; )) ein separabler, komplexer
Hilbertraum und es gelte
(L0) (X
G
;B(; )) sei ein komplexer Hilbertraum und T : D(M) ! X
G
eine Isometrie, d. h. B(Tf; Tg) =M(f; g) f

ur alle f; g 2 D(M).
(L1) v
1
; : : : ; v
n
2 D(M) seien wie f

ur das Verfahren von Rayleigh-Ritz
linear unabh

angig gew

ahlt.
(L2) F

ur w

1
; : : : ; w

n
2 X
G
gelte B(Tf;w

i
) = N (f; v
i
) f

ur alle f 2
D(M).
(L3) F

ur ein m 2 IN seien linear unabh

angige w
0
1
; : : : ; w
0
m
2 X
G
so
gew

ahlt, da gilt B(Tf;w
0
i
) = 0 f

ur alle f 2 D(M).
Zus

atzlich zu den in (3.22) denierten Matrizen werden drei weitere er-
kl

art:
A
2
:= (B(w

i
; w

k
))
i;k=1;:::;n
;
B
G
:= (B(w
0
i
; w
0
k
))
i;k=1;:::;m
;
F := (B(w

i
; w
0
k
))
i=1;:::;n;k=1;:::m
:
Auerdem w

ahlt man einen Spektralparameter  > 0 und C 2C
nm
. Ist
die Matrix
A
0
, 2A
1
+ 
2
(A
2
+CF
T
+ FC
T
+CB
G
C
T
)
positiv denit und bezeichnen 
1
; : : : ; 
n
die (der Gr

oe nach aufsteigend
geordneten) Eigenwerte von
(A
0
, A
1
)x = (A
0
, 2A
1
+ 
2
(A
2
+ CF
T
+ FC
T
+ CB
G
C
T
))x ;
so besagt Satz 6 aus [2], da das Intervall [ ,

1 
j
; ) mindestens j
Eigenwerte des Ausgangsproblems (3.19) enth

alt, falls j  n und 
j
< 0.
Hat ein Problem (3.19) wenigstens N+1 Eigenwerte unterhalb 
e
((3:19))
und ist a priori bekannt, da

N
<  < 
N+1
; (3.23)
so l

at sich hieraus leicht (s. [2]) ein Algorithmus konstruieren, der untere
Schranken f

ur 
1
; : : : ; 
N
liefert. [2, Satz 7], erkl

art, warum f

ur C eine
N

aherung f

ur ,FB
 1
G
verwendet werden sollte.
Das bekannte Verfahren von Temple f

ur linksdenite Aufgaben ist in
obigen Ausf

uhrungen als Spezialfall enthalten. Zum Abschlu dieses Ab-
schnitts wird die Methode vom Temple f

ur rechtsdenite Probleme vor-
gestellt
5
[2], [34, Corollary 1.5, x 4]:
(D(N );N (; )) sei ein separabler, komplexer Hilbertraum. v 2 D(M)nf0g
wird zun

achst beliebig gew

ahlt (um gute Schranken f

ur den N -ten Eigen-
wert 
N
von (3.19) zu erhalten, w

ahlt man v als \gute" N

aherung eines
Eigenelementes zu 
N
).
w 2 D(N ) wird so bestimmt, da
M(f; v) = N (f; w) fur alle f 2 D(M) :
Gilt
M(v; v)
N (v; v)
<  < 
N+1
;
so folgt
N (w;w), M(v; v)
M(v; v) , N (v; v)
 
N
:
3.3.2 Die Konstante K
Zur Bestimmung von Eigenwertschranken f

ur das Problem (3.15) mit den
im vorhergehenden Abschnitt dargestellten Methoden wird mit den be-
reits in Abschnitt 2.4 festgelegten Gr

oen (siehe auch Anhang A) folgende
5
Ebenso wie im linksdeniten Fall gibt es auch im rechtsdeniten Fall eine Verall-
gemeinerung des Temple-Verfahrens von Lehmann und Goerisch, die wir jedoch aus
Gr

unden der einfacheren Darstellung hier nicht angeben.
Einordnung gew

ahlt:
D(M) := D(L) ;
N

f
1
f
2

;

g
1
g
2

:= h

f
1
f
2

;

g
1
g
2

i
b
X
;
M

f
1
f
2

;

g
1
g
2

:= hL

f
1
f
2

; L

g
1
g
2

i
Y
+ c h

f
1
f
2

;

g
1
g
2

i
b
X
;
X
G
:= Y  Y C ;
B
0
B
@
0
B
@
f
1
f
2
f
3
1
C
A
;
0
B
@
g
1
g
2
g
3
1
C
A
1
C
A
:= hf
1
; g
1
i
Y
+ c h

f
2
f
3

;

g
2
g
3

i
b
Y
;
T : D(L)! X
G
; T

u


:=
0
B
@
L
 
u


B[u]

1
C
A
:
Die Konstante c > 0 bewirkt eine Spektralverschiebung (alle Eigenwerte
des Problems (3.19) sind um c gr

oer als die von (3.15)) und sollte in
derselben Gr

oenordnung wie der kleinste Eigenwert von (3.15) gew

ahlt
werden. D(M) wird mitM(; ) zum Hilbertraum, wobei die Vollst

andig-
keit aus der Abgeschlossenheit von L folgt. Zur Behandlung als \linksde-
nites" Problem setzt manD(N ) := D(M) und f

ur den \rechtsdeniten"
Fall D(N ) := (X
0
\H
0
2
(0;1)) C mit dem bereits angegebenen inne-
ren Produkt N (; ). (X
G
;B(; )) ist wie (D(M);M(; )) ein Hilbertraum
und T : D(M)! X
G
erf

ullt die Bedingungen (L0).
F

ur Ansatzfunktionen w

i
bzw. w
0
i
mu gem

a (L2), (L3) gelten
B
 
T

f
1
f
2

;
 
w
1
w
2
w
3
!!
= N

f
1
f
2

;

v
1
v
2

(3.24)
fur alle

f
1
f
2

2 D(L)
mit gegebenem
 
v
1
v
2

2 D(L) f

ur w

i
=

w
1
w
2
w
3

bzw. v
1
= v
2
= 0 f

ur
w
0
i
=

w
1
w
2
w
3

.
Zur Behandlung der Gleichung (3.24) und im weiteren Fortgang der Ar-
beit empehlt sich die Einf

uhrung weiterer Operatoren (siehe auch An-
hang A)
B
1
: H
0
2
(0;1)! L
2
(0;1) ;
B

1
: H
2
(0;1)! L
2
(0;1) ; (3.25)
e
B[u] := (,D
2
+ 
2
)u (
e
B 2 fB
1
; B

1
g) :
Die Bestimmung der verwendeten adjungierten Operatoren (mit

ge-
kennzeichnet) ist in Anhang B dargestellt.
F

ur gegebenes
 
v
1
v
2

2 D(L) gilt
B

T

f
1
f
2

;

w
1
w
2
w
3

= N

f
1
f
2

;

v
1
v
2

fur alle

f
1
f
2

2 D(L)
, hL

f
1
f
2

; w
1
i
Y
+ ch

B
1
[f
1
]
f
2

;

w
2
w
3

i
b
Y
= h

f
1
f
2

;

v
1
v
2

i
b
X
fur alle

f
1
f
2

2 D(L)
, h

f
1
f
2

;L

[w
1
]i
b
Y
+ ch

f
1
f
2

;

B

1
[w
2
]
w
3

i
b
Y
=
h

f
1
f
2

;

B

1
B
1
[v
1
]
v
2

i
b
Y
fur alle

f
1
f
2

2 D(L)
, L

[w
1
] + c

B

1
[w
2
]
w
3

=

B

1
B
1
[v
1
]
v
2

+ 


0

mit  2C ;
falls w
1
2 D(L

); w
2
2 D(B

1
). Der Term 
 

0

in der letzten Zeile er-
gibt sich durch die Forderung der Orthogonalit

at auf  in D(L) = fu 2
H
4
(0;1)\H
0
2
(0;1) : hu; i
L
2
(0;1)
= 0g.
Zu v
i
=
 
v
i;1
v
i;2

kann also
w

i
=

w
1
w
2
w
3

=
 
0
1
c
B
1
[v
i;1
]
1
c
v
i;2
!
gew

ahlt werden.
F
ur w
0
i
=

w
i;1
w
i;2
w
i;3

mu gelten
L

[w
i;1
] + c

B

1
[w
i;2
]
w
i;3

= 


0

;
d. h. man setze w
1;1
= w
1;3
= 0 und bestimme w
1;2
aus B

1
[w
1;2
] = ;
w
2;1
= w
2;3
= 0 und w
2;2
(z) = e
 z
() B

1
[w
2;2
] = 0); f

ur i  3 w

ahle
man w
i;1
2 D(L

) und bestimme dazu
 
w
i;2
w
i;3

mit

B

1
[w
i;2
]
w
i;3

= ,
1
c
L

[w
i;1
] ;
der noch verbleibende freie Parameter in w
i;2
ist dabei geeignet festzule-
gen.
Da Gr

oen ;N mit (3.23) nicht ohne weiteres angegeben werden k

onnen,
wird zu deren Bestimmung die von Goerisch [13] und Plum [25] ent-
wickelte Homotopiemethode verwendet. Sie basiert auf dem folgenden
Vergleichssatz f

ur Rayleigh-Extremalwerte (und damit f

ur Eigenwerte
unterhalb des wesentlichen Spektrums) und f

uhrt die Bestimmung von
;N auf ein Vergleichsproblem zur

uck. Ist dieses Vergleichsproblem sei-
nerseits nicht l

osbar (d. h. k

onnen keine \guten" Schranken f

ur seine
Eigenwerte angegeben werden), so ist ein weiterer Homotopieschritt, also
der

Ubergang zu einem weiteren Vergleichsproblem notwendig. Es ergibt
sich so eine Schar von Vergleichsproblemen, bis man zu einem geschlos-
sen
6
l

osbaren Problem gelangt.
Satz 3.4 (Vergleichssatz) [2, Theorem 10] Es seien die zu Beginn von
Abschnitt 3.3.1 bzw. in der Funote auf Seite 42 aufgef

uhrten Vorausset-
zungen f

urM;N ; D(M); 
i
und analog f

ur
f
M;
e
N ; D(
f
M); e
i
mitD(M) 
D(
f
M) erf

ullt. Auerdem gelte
f
M(f; f)
e
N (f; f)

M(f; f)
N (f; f)
f

ur alle f 2 D(M) mit f 6= 0.
Dann gilt e
i
 
i
(i 2 IN).
6
Es gen

ugt, wenn hinreichend gute Schranken f

ur die Eigenwerte dieses Problems
angegeben werden k

onnen.
Beweis: Die Aussage folgt direkt aus Denition (3.20).
3.3.3 Das erste Vergleichsproblem
Es wird ein Vergleichsproblem zu (3.15) angegeben, mit dessen Hilfe ein
geeigneter Wert des Spektralparameters  (siehe (3.23)) bestimmt werden
kann. Dazu wird der Vergleichssatz 3.4 verwendet
7
.
Satz 3.5 M;N ; D(M) seien wie in Abschnitt 3.3.2 gew

ahlt. W

ahlt man
c
1
> 0 und setzt D(
f
M
(1)
) := D(M);
e
N
(1)
(f; g) := N (f; g),
D(L

) := D(A) \X
0
; L

[u] := (A, B)[u] ; (3.26)
f
M
(1)

f
1
f
2

;

g
1
g
2

:= (1, c
1
) hL

[f
1
]; L

[g
1
]i
Y
+ (1,
1
c
1
) jj
2
kB[!]k
2
Y
f
2
g
2
+ ch

f
1
f
2

;

g
1
g
2

i
b
X
;
so sind die Voraussetzungen von Satz 3.4 erf

ullt (mit
f
M
(1)
,
e
N
(1)
,
D(
f
M
(1)
) statt
f
M;
e
N ; D(
f
M)) und es gilt e
(1)
i
 
i
(i 2 IN).
Beweis: F

ur
 
f
1
f
2

2 D(M) = D(
f
M
(1)
) gilt
M

f
1
f
2

;

f
1
f
2

=




L

f
1
f
2





2
Y
+ c





f
1
f
2





2
b
X
= kA[f
1
], B[f
1
], f
2
B[!]k
2
Y
+ c





f
1
f
2





2
b
X
= kL

[f
1
]k
2
Y
+ kf
2
B[!]k
2
Y
+ c





f
1
f
2





2
b
X
, 2 real(hf
2
B[!]; L

[f
1
]i
Y
)
| {z }
 kf
2
B[!]k
Y
kL

[f
1
]k
Y

1
2
(
1
c
1
kf
2
B[!]k
2
Y
+ c
1
kL

[f
1
]k
2
Y
)
 (1, c
1
) kL

[f
1
]k
2
Y
+ (1,
1
c
1
) kf
2
B[!]k
2
Y
+ c





f
1
f
2





2
b
X
7
Die Eigenwerte der beiden Probleme liegen \abwechselnd verzahnt", so da das
neue Problem direkt als Vergleichsproblem verwendet werden kann.
=f
M
(1)

f
1
f
2

;

f
1
f
2

:
Bemerkung:
a) F

ur einen Eigenwert
~

i
von
f
M
(1)

f
1
f
2

;

g
1
g
2

=
~

e
N
(1)

f
1
f
2

;

g
1
g
2

(3.27)
fur alle

g
1
g
2

2 D(
f
M
(1)
)
gilt
~

i
= (1,
1
c
1
)jj
2
kB[!]k
2
Y
+ c
oder
~

i
= (1 , c
1
) 
j
+ c
mit einem Eigenwert 
j
von
hL

[u]; L

[v]i
Y
= hu; vi
X
fur alle v 2 D(L

) : (3.28)
Zum Nachweis sei
 
f
1
f
2

Eigenelement zum Eigenwert
~
 von (3.27).
Aus (3.27) folgt f

ur g
1
2 D(A) \X
0
; g
2
= 0
(1, c
1
)hL

[f
1
]; L

[g
1
]i
Y
+ chf
1
; g
1
i
X
=
~
hf
1
; g
1
i
X
;
also ist (
~
, c)=(1, c
1
) Eigenwert von (3.28), falls f
1
6= 0. Ist dage-
gen f
1
 0, so folgt aus (3.27) sofort
~
 = (1,
1
c
1
) jj
2
kB[w]k
2
Y
+ c.
Diese

Uberlegungen gelten ebenso bei Ber

ucksichtigung der Viel-
fachheiten der Eigenwerte.
b) Der Grenz

ubergang c
1
! 0+ liefert die f

ur die numerische Anwen-
dung entscheidende Beziehung 
i+1
((3:15))  
i
((3:28)) f

ur i 2 IN.
3.3.4 Das zweite Vergleichsproblem
Gem

a der Bemerkung am Ende von Abschnitt 3.3.3 m

ussen die Eigen-
werte von (3.28), n

amlich
M
(1)
(u; v) =  N
(1)
(u; v) fur alle v 2 D(M
(1)
) (3.29)
mit
D(M
(1)
) := D(A) \X
0
;
M
(1)
(u; v) := hL

[u]; L

[v]i
Y
;
D(N
(1)
) := X
0
\H
0
2
(0;1) ;
N
(1)
(u; v) := hu; vi
X
bestimmt werden (oder \gute" Einschlieungen hierf

ur). Dies geschieht
mit Hilfe eines weiteren Vergleichsproblems, das es erm

oglicht, das auf ei-
nem unbeschr

ankten Intervall betrachtete Problem (3.29) auf ein Problem
in dem kompakten Intervall [0; x
0
] zur

uckzuf

uhren. Hierzu wird die Idee
des \Neumann Decoupling" von B. Davies [8] aufgegrien, d. h. das un-
beschr

ankte Intervall [0;1) wird an einer Stelle x
0
> 0 aufgeteilt und der
zugrunde liegende Funktionenraum vergr

oert, indem bei x
0
kein glatter
(H
4
-)

Ubergang gefordert wird, sondern Neumannsche Randbedingungen,
die bei Formulierung in Bilinearformgestalt nicht explizit auftreten. Das
zweite Vergleichsproblem lautet:
M
(2)
(u; v) =  N
(2)
(u; v) fur alle v 2 D(M
(2)
) (3.30)
mit
D(M
(2)
) := ff 2 L
2
(0;1) : f j
(0;x
0
)
2 H
4
(0; x
0
); f(0) = f
0
(0) = 0;
f j
(x
0
;1)
2 H
4
(x
0
;1); '(f) = 0g ;
M
(2)
(u; v) := hL
(l)

[uj
(0;x
0
)
]; L
(l)

[vj
(0;x
0
)
]i
L
2
(0;x
0
)
+hL
(r)

[uj
(x
0
;1)
]; L
(r)

[vj
(x
0
;1)
]i
L
2
(x
0
;1)
;
D(N
(2)
) := ff : f j
(0;x
0
)
2 H
2
(0; x
0
); f(0) = f
0
(0) = 0;
f j
(x
0
;1)
2 H
2
(x
0
;1); '(f) = 0g; ;
N
(2)
(u; v) := hB
(l)
[uj
(0;x
0
)
]; B
(l)
[vj
(0;x
0
)
]i
L
2
(0;x
0
)
+hB
(r)
[uj
(x
0
;1)
]; B
(r)
[vj
(x
0
;1)
]i
L
2
(x
0
;1)
:
Die Operatoren B;L

mit hochgestelltem (l) oder (r) sind in oensicht-
licher Weise durch Einschr

ankung des Denitionsbereiches ihrer Argu-
mente (Teilmengen von L
2
(0; x
0
) bzw. L
2
(x
0
;1) statt L
2
(0;1)) aus
den Operatoren B;L

hervorgegangen. F

ur die exakten Denitionen sie-
he Anhang A. Das Funktional ' ist in Abschnitt 2.4 eingef

uhrt wor-
den. Wegen D(M
(1)
)  D(M
(2)
) ist nach Denition (3.20) klar, da
alle Rayleigh-Extremalwerte von (3.30) (und damit alle Eigenwerte un-
terhalb des wesentlichen Spektrums) kleiner oder gleich denjenigen von
(3.29) sind. Das somit gefundene Vergleichsproblem (3.30) kann getrennt
auf den Intervallen [0; x
0
] und [x
0
;1) betrachtet werden, denn es gilt mit
D(M
(2;l)
) := ff 2 H
4
(0; x
0
) : f(0) = f
0
(0) = 0g ;
D(M
(2;r)
) := ff 2 H
4
(x
0
;1) : '(f) = 0g ;
D(N
(2;l)
) := ff 2 H
2
(0; x
0
) : f(0) = f
0
(0) = 0g ;
D(N
(2;r)
) := ff 2 H
2
(x
0
;1) : '(f) = 0g ;
M
(2;l)
(u; v) := hL
(l)

[u]; L
(l)

[v]i
L
2
(0;x
0
)
;
M
(2;r)
(u; v) := hL
(r)

[u]; L
(r)

[v]i
L
2
(x
0
;1)
;
N
(2;l)
(u; v) := hB
(l)
[u]; B
(l)
[v]i
L
2
(0;x
0
)
;
N
(2;r)
(u; v) := hB
(r)
[u]; B
(r)
[v]i
L
2
(x
0
;1)
und 
(2)
i
bzw. 
(2;l)
i
und 
(2;r)
i
als Rayleigh-Extremalwerten von (3.30)
bzw.
M
(2;l)
(u; v) =  N
(2;l)
(u; v) fur alle v 2 D(M
(2;l)
) (3.31)
und
M
(2;r)
(u; v) =  N
(2;r)
(u; v) fur alle v 2 D(M
(2;r)
) (3.32)
Satz 3.6
f
(2)
i
: i 2 INg = f
(2;l)
i
: i 2 INg [ f
(2;r)
i
: i 2 INg :
Beweis: F

ur i = (2); (2; l); (2; r) ist (D(N
i
);N
i
(; )) ein Hilbertraum
undD(M
i
) liegt dicht inD(N
i
). Es giltD(N
(2)
) = D(N
(2;l)
)D(N
(2;r)
).
F
ur die analog zum Vorgehen im Beweis von Satz 3.3 erhaltenen zu-
geh

origen Operatorformulierungen
b
A;
b
A
(l)
;
b
A
(r)
von (3.30) bzw. (3.31)
und (3.32) folgt damit nach [10, IX.5] 
e
(
b
A) = 
e
(
b
A
(l)
)[
e
(
b
A
(r)
); 
p
(
b
A)
= 
p
(
b
A
(l)
) [ 
p
(
b
A
(r)
). Aufgrund der in Abschnitt 3.3.1 dargestellten Ei-
genschaften der Rayleigh-Extremalwerte folgt hieraus die Behauptung.
Siehe auch [8, x 2].
Bemerkung:
a) Die Aussage von Satz 3.6 gilt auch bei Ber

ucksichtigung der Viel-
fachheiten der Eigenwerte (der Beweis erfolgt analog): Es gibt zwei
Teilfolgen 
(2)
i
(1)
k
; 
(2)
i
(2)
k
von 
(2)
i
mit 
(2)
i
(1)
k
= 
(2;l)
k
, 
(2)
i
(2)
k
= 
(2;r)
k
f

ur
k 2 IN und fi
(1)
k
: k 2 INg [ fi
(2)
k
: k 2 INg = IN, sowie i
(1)
k
6= i
(2)
j
f

ur k; j 2 IN.
b) Der Beweis von Satz 3.6 beruht entscheidend auf der Wahl von '.
Anschaulich gesprochen darf ' nur Funktionswerte \rechts von x
0
"
verwenden, damit D(N
(2)
) wie angegeben in die direkte Summe
zweier Teilr

aume zerlegt werden kann.
Problem (3.31) wird in Abschnitt 3.3.6 mit Hilfe der Homotopiemethode
auf ein weiteres Vergleichsproblem zur

uckgef

uhrt.
Die Rayleigh-Extremalwerte f

ur das Problem (3.32) auf dem Intervall
[x
0
;1) werden nicht exakt bestimmt, sondern im folgenden nach unten
abgesch

atzt.
F

ur f 2 D(M
(2;r)
) gilt

M
(2;r)
(f; f)
N
(2;r)
(f; f)

1
2
=
kL
(r)

[f ]k
L
2
(x
0
;1)
kB
(r)
[f ]k
L
2
(x
0
;1)
(3.33)
=
k(A
(r)
, B
(r)
)[f ]k
L
2
(x
0
;1)
kB
(r)
[f ]k
L
2
(x
0
;1)

k(A
(r)
0
, B
(r)
)[f ]k
L
2
(x
0
;1)
kB
(r)
[f ]k
L
2
(x
0
;1)
, e"
1
, e"
2
kfk
L
2
(x
0
;1)
kB
(r)
[f ]k
L
2
(x
0
;1)
f
ur
A
(r)
[f ](x) = A
(r)
0
[f ](x) + "
1
(x)B
(r)
[f ](x) + "
2
(x)f(x)
und
k"
1
k
1;(x
0
;1)
 e"
1
; k"
2
k
1;(x
0
;1)
 e"
2
:
Bezeichnet A
(r)
0
den Operator, in dem das Blasiusprol V durch sei-
nen asymptotischen Wert (= 1) und V
00
durch 0 ersetzt werden, so gilt
"
1
(x) = iR(V (x), 1); "
2
(x) = iRV
00
(x) und e"
1
; e"
2
sind klein, falls x
0
hinreichend gro gew

ahlt wird.
Lemma 3.1 F

ur f 2 D(B
(r)
) gilt
kfk
L
2
(x
0
;1)
kB
(r)
[f ]k
L
2
(x
0
;1)

1

2
:
Beweis: Bezeichnet 
1
den ersten Rayleigh-Extremalwert von
hB
(r)
[f ]; B
[r]
[g]i
L
2
(x
0
;1)
= hf; gi
L
2
(x
0
;1)
(3.34)
fur alle g 2 D(B
(r)
);
so gilt
kfk
L
2
(x
0
;1)
kB
(r)
[f ]k
L
2
(x
0
;1)

1
p

1
:
Ist (3.34) nicht anfangsdiskret, so gilt 
1
= inf 
e
= 
4
, denn das wesent-
liche Spektrum von (3.34) ist gleich dem von B

B [10, Theorem IX.9.6],
da letzteres Problem eine endlichdimensionale St

orung von (3.34) ist. Ei-
ne einfache Rechnung
8
zeigt, da es keine Eigenwerte unterhalb von 
4
gibt (man beachte die Bedingung '(f) = 0 f

ur f 2 D(B
(r)
)). Es folgt
0  kfk
L
2
(x
0
;1)
= kB
(r)
[f ]k
L
2
(x
0
;1)

1

2
:
8
Siehe Anhang C f

ur die

Aquivalenz von starker und schwacher Formulierung der
auftretenden Probleme.
Bezeichnen e
(2;r)
i
die Rayleigh-Extremalwerte von
h(A
(r)
0
, B
(r)
)[u]; (A
(r)
0
, B
(r)
)[v]i
L
2
(x
0
;1)
=
(3.35)
 N
(2;r)
(u; v) fur alle v 2 D(M
(2;r)
) ;
so gilt nach (3.33) und Lemma 3.1 f

ur i 2 IN:
(
(2;r)
i
)
1
2
 (e
(2;r)
i
)
1
2
, e"
1
,
1

2
e"
2
: (3.36)
Man bestimmt zun

achst das wesentliche Spektrum von (3.35) und zeigt
dann, da es auer dem einfachen Eigenwert  = 0 keine weiteren Eigen-
werte von (3.35) gibt.
Satz 3.7 Das wesentliche Spektrum von (3.35) ist enthalten in der Menge
[ (R, imag())
2
;1) :
Beweis: In diesem Beweis bezeichne k:k die Norm k:k
L
2
(x
0
;1)
und h:; :i
das innere Produkt h:; :i
L
2
(x
0
;1)
. Man betrachtet zun

achst die Resolven-
tenmenge von (3.35):
 2 ((3:35))
, h(A
(r)
0
, B
(r)
)[u]; (A
(r)
0
, B
(r)
)[v]i , hB
(r)
[u]; B
(r)
[v]i
= hB
(r)
[r]; B
(r)
[v]i fur alle v 2 D(M
(2;r)
)
ist eindeutig losbar fur jedes r 2 D(N
(2;r)
)
und es gilt kB
(r)
[u]k  CkB
(r)
[r]k
, h(A
(r)
0
, B
(r)
)[u]; (A
(r)
0
, B
(r)
)[v]i
= hB
(r)
[r + u]; B
(r)
[v]i fur alle v 2 D(M
(2;r)
)
ist eindeutig losbar fur jedes r 2 D(N
(2;r)
)
und es gilt kB
(r)
[u]k  CkB
(r)
[r]k
Setzt man w := B
(r)
[v] und T := (A
(r)
0
,B
(r)
)(B
(r)
)
 1
, so ist dies wegen
D(T ) = B
(r)
(D(M
(2;r)
)) (siehe Beweis von Lemma 3.2)

aquivalent zu
h(A
(r)
0
, B
(r)
)[u]; T [w]i= hB
(r)
[r + u]; wi
fur alle w 2 D(T )
ist eindeutig losbar fur jedes r 2 D(N
(2;r)
)
und es gilt kB
(r)
[u]k  CkB
(r)
[r]k
, (A
(r)
0
, B
(r)
)[u] 2 D(T

) und
T

(A
(r)
0
, B
(r)
)[u] = B
(r)
[r+ u]
ist eindeutig losbar fur jedes r 2 D(N
(2;r)
)
und es gilt kB
(r)
[u]k  CkB
(r)
[r]k :
Mit eu := B
(r)
[u] f

ur u 2 D(B
(r)
) und wegen D(M
(2;r)
)  D(B
(r)
)
bzw. D(T ) = B
(r)
(D(M
(2;r)
)) folgt weiter

Aquivalenz zu
eu 2 D(T

T ) und T

T [eu], eu = B
(r)
[r]
ist eindeutig losbar fur jedes r 2 D(N
(2;r)
)
und es gilt keuk  CkB
(r)
[r]k :
Wegen B
(r)
(D(N
(2;r)
)) = L
2
(x
0
;1) ist dies

aquivalent mit  2 (T

T ),
insgesamt gilt also ((3:35)) = (T

T ).
Mit Hilfe

ahnlicher Umformungen (mit r = 0 und anderen Quantoren),
folgt, da die Eigenwerte von (3.35) gleich denen von T

T sind (siehe
auch Folgerung 5.1). Das wesentliche Spektrum von (3.35) ist folglich
gleich dem wesentlichen Spektrum von T

T . Bevor dieses bestimmt wer-
den kann, werden noch einige Aussagen

uber den Operator T ben

otigt.
Wegen D(T ) = H
2
(x
0
;1) (siehe Lemma 3.2) und T [u] = (,D
2
+
2
)u+
(iR , )u ist
D(T

) = H
0
2
(x
0
;1) und T

[u] = (,D
2
+ 
2
)u+ (iR , )u :
Nach [10, Theorem IX.9.6] ergibt sich

e
(T

T )
= f((,
2
+ 
2
) + (iR, ))((,
2
+ 
2
) + (iR, )) :  2 IRg
 [ (R, imag())
2
;1) :
In der letzten Zeile gilt Gleichheit, wenn nurWerte von mit real()  
2
betrachtet werden
9
.
Lemma 3.2 F

ur den Operator T aus dem Beweis von Satz 3.7 mit
T [u] = (A
(r)
0
, B
(r)
)(B
(r)
)
 1
[u] fur (B
(r)
)
 1
[u] 2 D(M
(2;r)
)
gilt
D(T ) = H
2
(x
0
;1) :
Beweis: Wegen D(B
(r)
)  D(M
(2;r)
) gilt D(T ) = B
(r)
(D(M
(2;r)
)). Ist
nun r 2 D(T ), so existiert also u 2 D(M
(2;r)
) mit B
(r)
[u] = r. Wegen
D(M
(2;r)
)  H
4
(x
0
;1) folgt r 2 H
2
(x
0
;1).
Ist umgekehrt r 2 H
2
(x
0
;1), so existiert ein u 2 H
2
(x
0
;1)\H
0
1
(x
0
;1)
mit (,D
2
+ 
2
)u = r (da speziell r 2 L
2
(x
0
;1)). Wegen r 2 H
2
(x
0
;1)
folgt u 2 H
4
(x
0
;1) \H
0
1
(x
0
;1) und f

ur
eu := u,
hu; i
L
2
(x
0
;1)
h; i
L
2
(x
0
;1)

(beachte '(u) = hu; i
L
2
(x
0
;1)
) gilt eu 2 D(M
(2;r)
), sowie B
(r)
[eu] = r.
Nun m

ussen noch die Eigenwerte von (3.35) unterhalb des wesentlichen
Spektrums bestimmt werden.
Satz 3.8 Im Intervall [0; (R, imag())
2
) besitzt das Eigenwertproblem
(3.35) nur den einfachen Eigenwert  = 0.
Beweis: Man betrachtet die Formulierung des Problems in Operatorge-
stalt. Diese hat formal die Form
10
(A
(r)
0
, B
(r)
)

(A
(r)
0
, B
(r)
)[u] = B
(r)
B
(r)
[u] +  ; (3.37)
9
F

ur die Untersuchung von Stabilit

at bzw. Instabilit

at der Orr-Sommerfeld-
Gleichung sind nur Werte von  mit real() < 0 von Interesse. Im Fall real() > 
2
ist die untere Schranke durch j
2
+ iR  j
2
zu ersetzen.
10
Der Term  entsteht wie bei der Bestimmung von w
1
;w
2
in Abschnitt 3.3.2
wegen der Bedingung '(f) = 0 f

ur f 2 D(M
(2;r)
).
d. h. es sind L

osungen  2 IR;  2C und u 2 H
8
(x
0
;1) gesucht mit den
Randbedingungen (wiederum durch partielle Integration mit Hilfe von
Mathematica erhalten):
(A
(r)
0
, B
(r)
)[u](x
0
) = 0 ;
D(A
(r)
0
, B
(r)
)[u](x
0
) = 0 ;
(3.38)
D
2
(A
(r)
0
, B
(r)
)[u](x
0
) + B
(r)
[u](x
0
) = 0 ;
D
3
(A
(r)
0
, B
(r)
)[u](x
0
) + DB
(r)
[u](x
0
) = 0 :
Als Nullstellen des charakteristischen Polynoms
 
( (,
2
+ 
2
) + iR , ) ( (,
2
+ 
2
) + iR, ), 

(,
2
+ 
2
)
2
von (3.37) (mit  = 0) erh

alt man  als doppelte Nullstellen, sowie
(
2
, real()  ( , (R, imag())
2
)
1
2
)
1
2
;
wobei f

ur w 2 CnIR
 
mit w
1
2
die eindeutige L

osung v von v
2
= w,
real(v) > 0 bezeichnet wird, und f

ur w 2 IR
 
mit w
1
2
diejenige L

osung v
von v
2
= w mit imag(v)  0.
F

ur 0   < (R, imag())
2
liegen nur e
 z
; ze
 z
; e

1
z
; e

2
z
mit

1
= ,(
2
, real() + ( , (R, imag())
2
)
1
2
)
1
2
;

2
= ,(
2
, real() , ( , (R, imag())
2
)
1
2
)
1
2
in L
2
(x
0
;1). Die Bedingung '(u) = 0 f

ur u 2 D(M
(2;r)
) wird als zus

atz-
liche (Rand-)Bedingung eingef

uhrt und eine L

osung
e
 der inhomogenen
( 6= 0) Gleichung (3.37) zum Fundamentalsystem hinzugef

ugt. Wegen
(,D
2
+
2
) = 0 und damit ((,D
2
+
2
)
2
+ iR(,D
2
+
2
)) = 0 mu
~
 (bis auf einen konstanten Faktor) der Gleichung (,D
2
+ 
2
)
2
e
 = 
gen

ugen.
Bildet man die Matrix (R
i
[y
j
])
i;j=1;:::;5
mit R
i
als obigen Randbedingun-
gen (bzw. der Zusatzbedingung) und y
j
als den Elementen des erweiter-
ten Fundamentalsystems, so sind die gesuchten Eigenwerte  gerade die
Nullstellen der Determinante
d() := det((R
i
[y
j
])
i;j=1;:::;5
) :
Ein kurzes, aber rechenintensives Mathematica-Notebook liefert
d() =
1
2
 (j, iRj
2
, )
3
exp(,x
0
(4, 
1
, 
2
))
Im Intervall [0; (R , imag())
2
) liegen also keine anderen Nullstellen
von d() als  = 0 und damit keine Eigenwerte von (3.35) auer dem
einfachen Eigenwert  = 0.
In Zusammenfassung der Resultate dieses Abschnitts erh

alt man:
Satz 3.9 F

ur die Rayleigh-Extremalwerte 
(2)
i
von (3.30) gilt:

(2)
1
 0

(2)
i+1
 
(2;l)
i
fur alle i 2 IN mit

(2;l)
i


jR, imag()j , e"
1
,
1

2
e"
2

2
:
Beweis: Die Aussage folgt aus Satz 3.6, (3.36) sowie den S

atzen 3.7 und
3.8.
3.3.5 Homotopie vom zweiten zum ersten Vergleichsproblem
Das zweite Vergleichsproblem (3.30) liefert untere Schranken f

ur die Ei-
genwerte des Problem (3.29) (aus denen sich gem

a der Bemerkung aus
Abschnitt 3.3.3 leicht untere Eigenwertschranken f

ur das erste Vergleichs-
problem angeben lassen). Die Eigenwerte der beiden Probleme liegen je-
doch nicht geeignet abwechselnd verzahnt, so da (3.30) nicht direkt als
Vergleichsproblem verwendet werden kann, sondern die Verwendung der
Homotopiemethode [13], [25] notwendig ist. Hierf

ur wird folgende Ein-
ordnung vorgeschlagen:
D(M
(21)
s
) := D(M
(2)
) ;
M
(21)
s
(u; v) := hL
(l)

[uj
(0;x
0
)
]; L
(l)

[vj
(0;x
0
)
]i
L
2
(0;x
0
)
+hL
(r)

[uj
(x
0
;1)
]; L
(r)

[vj
(x
0
;1)
]i
L
2
(x
0
;1)
+s
3
X
i=0
(u
(i)
(x
0
,) , u
(i)
(x
0
+))(v
(i)
(x
0
,) , v
(i)
(x
0
+))
+c
2
N
(2)
(u; v)
mit c
2
> 0 als Spektralverschiebung, damit M
(21)
s
positiv denit wird,
s 2 [0;1) und N
(2)
wie in (3.30) deniert. Betrachtet wird das vom
Homotopieparameter s abh

angige Problem
M
(21)
s
(u; v) = N
(2)
(u; v) fur alle v 2 D(M
(21)
s
) : (3.39)
F

ur s = 0 ergibt sich das zweite Vergleichsproblem (3.30) und mit wach-
sendem s wachsen die Eigenwerte von (3.39) monoton, bleiben aber un-
tere Schranken f

ur die Eigenwerte des Zielproblems (3.29) dieser Homo-
topie, da M
(21)
s
(u; v) =M
(1)
(u; v) f

ur alle u; v 2 D(M
(1)
)  D(M
(21)
s
).
Zur konkreten Durchf

uhrung des Homotopieverfahrens wird im folgenden
f

ur beliebiges s 2 (0;1) eine Einordnung von (3.39) in das Lehmann-
Goerisch Verfahren angegeben und somit die Bestimmung unterer Eigen-
wertschranken erm

oglicht.
Man setzt
X
G
:= L
2
(0;1) L
2
(0;1)C
4
;
B
s
  
f
1
f
2
f
3
!
;

g
1
g
2
g
3

!
:= hf
1
j
(0;x
0
)
; g
1
j
(0;x
0
)
i
L
2
(0;x
0
)
+ hf
1
j
(x
0
;1)
; g
1
j
(x
0
;1)
i
L
2
(x
0
;1)
+ c
2
hf
2
j
(0;x
0
)
; g
2
j
(0;x
0
)
i
L
2
(0;x
0
)
+ c
2
hf
2
j
(x
0
;1)
; g
2
j
(x
0
;1)
i
L
2
(x
0
;1)
+ s f
T
3
 g
3
;
T : D(L
(lr)

)! X
G
; T (u) :=
 
L
(lr)

[u]
B
(lr)
[u]
R[u]
!
mit R[u] := (u
(i)
(x
0
,) , u
(i)
(x
0
+))
i=0;:::;3
;
wobei die Operatoren B
(lr)
und L
(lr)

aus B und L

hervorgehen, indem
in deren Argumenten keine Glattheit im Punkt x
0
gefordert wird. F

ur
die exakten Denitionen siehe Anhang A.
Hat man linear unabh

angige Ansatzfunktionen v
i
(i 2 IN) mit v
i
2
D(M
(21)
s
) f

ur das Verfahren von Rayleigh-Ritz gew

ahlt, so mu f

ur die
Ansatzfunktionen w

i
; w
0
i
gem

a (L2), (L3) gelten
B
s

T (f);

w
1
w
2
w
3

= N
(2)
(f; v) fur alle f 2 D(M
(21)
s
)
mit
v = v
i
fur w

i
=

w
1
w
2
w
3

bzw.
v = 0 fur w
0
i
=

w
1
w
2
w
3

:
F

ur gegebenes v 2 D(M
(21)
s
) gilt
B
s

T (f);

w
1
w
2
w
3

= N
(2)
(f; v) fur alle f 2 D(M
(21)
s
)
, hL
(l)

[f j
(0;x
0
)
]; w
1
j
(0;x
0
)
i
L
2
(0;x
0
)
+ hL
(r)

[f j
(x
0
;1)
]; w
1
j
(x
0
;1)
i
L
2
(x
0
;1)
+ c
2
hB
(l)
[f j
(0;x
0
)
]; w
2
j
(0;x
0
)
i
L
2
(0;x
0
)
+ c
2
hB
(r)
[f j
(x
0
;1)
]; w
2
j
(x
0
;1)
i
L
2
(x
0
;1)
+ sR(f)
T
w
3
= hB
(l)
[f j
(0;x
0
)
]; B
(l)
[vj
(0;x
0
)
]i
L
2
(0;x
0
)
+ hB
(r)
[f j
(x
0
;1)
]; B
(r)
[vj
(x
0
;1)
]i
L
2
(x
0
;1)
fur alle f 2 D(M
(21)
s
) :
Ist v = v
i
2 D(M
(21)
s
) gegeben und w

i
=

w
1
w
2
w
3

2 X
G
gesucht, so
setzt man
w
1
= 0; w
3
= 0; w
2
=
1
c
2
B
(lr)
[v] :
Im folgenden werden Funktionen w
0
i
=

w
1
w
2
w
3

bestimmt, die obige Glei-
chung mit v = 0 erf

ullen und auf [0; x
0
] bzw. [x
0
;1] hinreichend glatt
sind. Dies erfordert eine sehr l

angliche Rechnung mit h

auger partiel-
ler Integration. Hierzu wurde ein Mathematica-Notebook entwickelt, mit
dessen Hilfe sich der Schreib- und Rechenaufwand erheblich reduzieren
l

at.
Man erh

alt die Randbedingungen
w
1
(0) = 0 ;
w
0
1
(0) = 0 ;
(3.40)
w
1
(x
0
,) = w
1
(x
0
+) = , sw
3;4
;
w
0
1
(x
0
,) = w
0
1
(x
0
+) = sw
3;3
:
sw
3;2
, 2
2
w
1
(x
0
,) + w
1
(x
0
,) , c
2
w
2
(x
0
,) + w
00
1
(x
0
,)
+ iRw
1
(x
0
,)V (x
0
) = 0 ;
,sw
3;2
+ 2
2
w
1
(x
0
+) , w
1
(x
0
+) + c
2
w
2
(x
0
+), w
00
1
(x
0
+)
, iRw
1
(x
0
+)V (x
0
) = 0 ;
(3.41)
sw
3;1
+ 2
2
w
0
1
(x
0
,) , w
0
1
(x
0
,) + c
2
w
0
2
(x
0
,), w
000
1
(x
0
,)
, iRw
0
1
(x
0
,)V (x
0
) , iRw
1
(x
0
,)V
0
(x
0
) = 0 ;
,sw
3;1
, 2
2
w
0
1
(x
0
+) + w
0
1
(x
0
+) , c
2
w
0
2
(x
0
+) + w
000
1
(x
0
+)
+ iRw
0
1
(x
0
+)V (x
0
) + iRw
1
(x
0
+)V
0
(x
0
) = 0
und folgende durch w
1
; w
2
zu erf

ullende Dierentialgleichungen (mit for-
malen Dierentialoperatoren dargestellt, d. h. ohne Beachten der Deni-
tionsbereiche, sowie mit deren formalen Adjungierten):
L
(l)

[w
1
j
(0;x
0
)
] + c
2
B
(l)
[w
2
j
(0;x
0
)
] = 0 ;
(3.42)
L
(r)

[w
1
j
(x
0
;1)
] + c
2
B
(r)
[w
2
j
(x
0
;1)
] = j
(x
0
;1)
;
mit  2 f0; 1g (denn f

ur f 2 D(M
(21)
s
) gilt '(f) = hf; i
L
2
(0;1)
= 0).
W

ahlt man w
1
2 D(L
(lr)

) mit w
1
(x
0
,) = w
1
(x
0
+); w
0
1
(x
0
,) = w
0
1
(x
0
+)
und bestimmt w
2
2 L
2
(0;1) mit
L
(l)

[w
1
j
(0;x
0
)
] + c
2
B
(l)
[w
2
j
(0;x
0
)
] = 0 ;
(3.43)
L
(r)

[w
1
j
(x
0
;1)
] + c
2
B
(r)
[w
2
j
(x
0
;1)
] = 0 ;
so kann man w
3
= (w
3;1
; w
3;2
; w
3;3
; w
3;4
)
T
2 C
4
und die drei freien In-
tegrationskonstanten aus der L

osung von (3.43) aus (3.40), (3.41) und
'(w
2
) = 0 bestimmen. (3.42) hat neben den so bestimmten L

osungen
noch zwei weitere L

osungstypen, die man erh

alt, indemman w
1
= 0 setzt
und w
2
j
(x
0
;1)
einmal aus B
(r)
[w
2
j
(x
0
;1)
] = j
(x
0
;1)
bestimmt (eindeu-
tige L

osbarkeit dieser Gleichung kann z.B. durch die zus

atzliche Forde-
rung '(w
2
) = 0 erzwungen werden) und einmal gleich e
 
setzt. w
3
und w
2
j
(0;x
0
)
bestimmt man wie zuvor aus (3.40), (3.41) und der ersten
Gleichung in (3.42).
Bemerkung:
a) Nach dem

Ubergang von (3.42) durch Festlegung von  = 0 zu
(3.43) wird zun

achst die Forderung '(w
2
) = 0 gestellt, um (3.43)
eindeutig l

osen zu k

onnen. Mit Hilfe der beiden anschlieend an-
gegebenen speziellen L

osungen wird dann versucht, \m

oglichst vie-
le" L

osungen von (3.42) zu erhalten. Bei numerischen Rechnungen
zeigte sich, da diese entscheidenden Einu auf die Qualit

at der
erhaltenen Schranken haben.
b) F

ur das erste Vergleichsproblem aus Abschnitt 3.3.3 ist keine Ein-
ordnung in Verfahren zur Bestimmung von Eigenwertschranken an-
gegeben worden, da ein Problem aus der soeben beschriebenen Ho-
motopie mit hinreichend groem Wert des Homotopieparameters s
(zumindest in allen Beispielen aus Kapitel 4) direkt als Vergleichs-
problem f

ur das Ausgangsproblem aus Abschnitt 3.3.2 gew

ahlt wer-
den kann. Man beachte dabei die Transformation der Eigenwerte
gem

a der Bemerkung im Anschlu an Satz 3.5.
3.3.6 Das dritte Vergleichsproblem
In den vorhergehenden Abschnitten wurde das Eigenwertproblem (3.15)
zur Bestimmung der Konstanten K auf jeweils einfachere Eigenwertpro-
bleme (3.29), (3.31), (3.32) zur

uckgef

uhrt und entsprechende Einordnun-
gen in die Homotopiemethode und das Verfahren von Lehmann-Goerisch
bereitgestellt. Doch auch das verbliebene Eigenwertproblem (3.31) - ein
Problem mit gew

ohnlichen Dierentialoperatoren auf einem kompakten
Intervall - kann nicht explizit gel

ost werden. In diesem Abschnitt wird
daher ein weiteres (letztes) Vergleichsproblem entwickelt, das zwar auch
nicht in geschlossener Form gel

ost werden kann, f

ur das man aber hin-
reichend genaue Einschlieungen der ersten n Eigenwerte (mit festem
n 2 IN) bestimmen kann. Dies ist hinreichend f

ur ein Startproblem der
Homotopiemethode.
F

ur die Eigenwerte des aus (3.31) bekannten Problems
hL
(l)

[u]; L
(l)

[v]i
L
2
(0;x
0
)
= hB
(l)
[u]; B
(l)
[v]i
L
2
(0;x
0
)
fur alle v 2 D(L
(l)

)
sollen untere Schranken gefunden werden. Nach dem Vergleichssatz 3.4
kann man dies erreichen, indem die Sesquilinearform auf der linken Seite
nach unten abgesch

atzt wird:
F

ur u 2 D(L
(l)

) = ff 2 H
4
(0; x
0
) : f(0) = f
0
(0) = 0g gilt (in der
folgenden Rechnung bezeichne k  k die

ubliche Norm in L
2
(0; x
0
); f

ur die
Denitionen der Operatoren siehe Anhang A; f

ur die Bestimmung deren
Adjungierter siehe Anhang B):
kL
(l)

[u]k
2
= kB
(l)
1
B
(l)
[u], B
(l)
[u] + iRV B
(l)
[u] + iRV
00
uk
2
 kB
(l)
1
B
(l)
[u], B
(l)
[u]k
2
+ kRVB
(l)
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1
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Dabei wurde (der Reihenfolge der ersten Verwendung nach) benutzt:
 die Cauchy-Schwarzsche Ungleichung,
 ab 
1
2
("a
2
+
1
"
b
2
) f

ur a; b 2 IR mit " > 0 (mehrfach angewendet
mit " = "
12
; "
13
; "
23
; "
4
),
 "
12
; "
13
; "
23
seien so gew

ahlt, da 1,"
12
,
1
"
23
 0 und 1,"
13
,"
23

0,

kB
(l)
[u]k
2
=kuk
2
 C
3
fur alle u 2 D(L
(l)

) ; (3.44)
(zur Bestimmung von C
3
siehe Abschnitt 3.3.7).
Mit den Abk

urzungen
C
1
:=

1,
1
"
12
,
1
"
13

1,
1
"
4

;
C
2
:=

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1
"
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,
1
"
13

jj
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+
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1
"
23
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1
+
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C
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23
)(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2
kV
00
k
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1
schreibt sich das letzte Glied der Ungleichungskette als
C
1
kB
(l)
1
B
(l)
[u]k
2
+C
2
kB
(l)
[u]k
2
:
Die Eigenwerte des Problems
C
1
hB
(l)
1
B
(l)
[u]; B
(l)
1
B
(l)
[v]i
L
2
(0;x
0
)
+ C
2
hB
(l)
[u]; B
(l)
[v]i
L
2
(0;x
0
)
(3.45)
= hB
(l)
[u]; B
(l)
[v]i
L
2
(0;x
0
)
fur alle v 2 D(L
(l)

)
sind demnach jeweils untere Schranken f

ur die Eigenwerte aus (3.31). Sind
Schranken f

ur Eigenwerte von (3.31) bis zur Gr

oenordnung C gesucht,
so kann die Anzahl der notwendigen Homotopieschritte (von (3.45) zu
(3.31)) minimiert werden, indem die Gr

oen "
12
; "
13
; "
23
so gew

ahlt wer-
den, da f

ur einen Eigenwert 
j
von (3.45) mit m

oglichst kleinem(!) Index
j gilt: 
j
 C. Bei den konkreten Rechnungen (siehe Kapitel 4) wurde
hierf

ur eine heuristische Vorgehensweise verwendet.
Im n

achsten Abschnitt werden eine Konstante C
3
mit der oben geforder-
ten Eigenschaft und auerdem enge Einschlieungen f

ur die Eigenwerte
von (3.45) mit Hilfe von Computeralgebra und Intervallarithmetik be-
stimmt. Im darauolgenden Abschnitt wird eine Homotopie von (3.45)
nach (3.31) konkret realisiert. Dabei werden andere Methoden als die
bereits in Abschnitt 3.3.5 vorgestellten verwendet.
3.3.7 L

osung zweier Eigenwertprobleme mit Mathematica
Die im vorhergehenden Abschnitt eingef

uhrte Konstante C
3
(3.44) kann
als untere Schranke f

ur den kleinsten Eigenwert des Problems
B
(l)
B
(l)
[u] = u mit u 2 D(B
(l)
B
(l)
) (3.46)
bestimmt werden. Dabei ist
11
D(B
(l)
B
(l)
) = ff 2 H
4
(0; x
0
) : f(0) = f
0
(0) = 0;
(,D
2
+ 
2
)[f ](x
0
) = D(,D
2
+ 
2
)[f ](x
0
) = 0g :
Es handelt sich um eine Eigenwertaufgabe mit konstanten Koezienten
auf einem kompakten Intervall und linearen, vom Eigenwertparameter
unabh

angigen Randbedingungen. Der Grad des Dierentialoperators ist
vier; man kann also wie folgt vorgehen:
 Bestimmung eines Fundamentalsystems y
1
; : : : ; y
4
der Dierential-
gleichung; dazu sind (-abh

angig) die Nullstellen eines Polynoms
vierten Grades zu bestimmen;
 Bilden der Matrix M () := (R
i
(y
j
))
i;j=1;:::;4
, wobei die R
i
die
Randbedingungen repr

asentieren;
11
Zur

Aquivalenz von starker und schwacher Formulierung siehe Anhang C.
 Aufstellen der Funktion d() := det(M ()); die Nullstellen von d
sind die Eigenwerte von (3.46).
Dies wird mit Hilfe eines Mathematica-Notebooks realisiert. Bis ein-
schlielich des Aufstellens der Funktion d() ergeben sich keine Schwierig-
keiten, die verizierte Bestimmung bzw. Einschlieung der kleinsten Null-
stelle von d erfordert jedoch einigen Aufwand. Es werden analytische Me-
thoden sowie Intervallrechnung (Intervall-Bisektion oder Intervall-New-
ton-Verfahren) angewendet, um die kleinste (positive) Nullstelle von d
einzuschlieen und zu zeigen, da unterhalb dieser keine weiteren Null-
stellen liegen. Letztendlich ergibt sich, da C
3
= 0:008125 gew

ahlt werden
darf.
Das ebenfalls noch zu l

osende Problem (3.45) l

at sich (nach Normierung
C
1
! 1; C
2
! 0) in

ahnlicher Form schreiben (beachte Anhang C):
B
(l)
B
(l)
1
B
(l)
1
B
(l)
[u] = B
(l)
B
(l)
[u] ; (3.47)
wobei die Bestimmung der Randbedingungen mittels partieller Integrati-
on wie in Abschnitt 3.3.5 mit Hilfe vom Mathematica durchgef

uhrt wer-
den kann. Man erh

alt die z. T. von  abh

angigen Randbedingungen
u(0) = 0 ;
u
0
(0) = 0 ;
D(,D
2
+ 
2
)
2
[u](0) = 0 ;
D(,D
2
+ 
2
)
2
[u](x
0
) = 0 ;
(3.48)
(,D
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+ 
2
)
2
[u](0) = 0 ;
(,D
2
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2
)
2
[u](x
0
) = 0 ;
D(,D
2
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2
)
3
[u](x
0
), D(,D
2
+ 
2
)[u](x
0
) = 0 ;
(,D
2
+ 
2
)
3
[u](x
0
), (,D
2
+ 
2
)[u](x
0
) = 0 :
Die gesuchten Eigenwerte von (3.47), (3.48) lassen sich ebenfalls mit Hil-
fe eines Mathematica-Notebooks veriziert bestimmen. Das Problem ist
zwar achter Ordnung, es treten aber nur gerade Ableitungsordnungen auf,
so da ein Fundamentalsystem wie zuvor geschlossen angebbar ist. Die
Funktion d(), deren Nullstellen die gesuchten Eigenwerte entsprechen,
ist problemlos aufstellbar. Die Ein- und Ausschlieung der ben

otigten
Nullstellen von d() erfolgt mit

ahnlichen Methoden wie im vorhergehen-
den Notebook.
3.3.8 Homotopie vom dritten zum zweiten Vergleichsproblem
Bei der praktischen Durchf

uhrung der Homotopie vom dritten Vergleichs-
problem (3.45) (des Problems mit konstanten Koezienten auf einem
kompakten Intervall) zum zweiten Vergleichsproblem (3.31) (mit nicht-
konstanten Koezienten auf demselben Intervall) zeigt es sich, da die
Eigenwerte von (3.45) weit unterhalb derer von (3.31) liegen. Dies macht
eine enorm groe Anzahl von Homotopieschritten - bis zu 100 - notwendig.
In Abschnitt 3.4 wird beschrieben, wie der Rechenaufwand im Vergleich
zum bisher

ublichen Vorgehen bei der Durchf

uhrung der Homotopieme-
thode [4], [13], [25] erheblich reduziert werden kann. In diesem Abschnitt
soll analog zu Abschnitt 3.3.5 eine Einordnung in die Homotopiemethode
angegeben werden, d. h. es wird ein parameterabh

angiges Eigenwertpro-
blem aufgestellt, das (3.45) monoton wachsend in (3.31)

uberf

uhrt. Da-
nach wird gezeigt, wie f

ur jeden festen Wert des Homotopieparameters
untere Eigenwertschranken f

ur einzelne Eigenwerte mit Hilfe des Verfah-
rens von Temple f

ur rechtsdenite Probleme bestimmt werden k

onnen.
Mit s 2 [0; 1] als Homotopieparameter kann die Homotopie realisiert
werden durch die Einordnung
D(M
(32)
s
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(l)
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) = ff 2 H
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(0) = 0g ;
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; (3.49)
D(N
(32)
) := D(B
(l)
) = ff 2 H
2
(0; x
0
) : f(0) = f
0
(0) = 0g ;
N
(32)
(u; v) := hB
(l)
[u]; B
(l)
[v]i
L
2
(0;x
0
)
und f

uhrt auf die Schar von Eigenwertaufgaben
M
(32)
s
(u; v) = N
(32)
(u; v) fur alle f 2 D(M
(32)
s
) : (3.50)
Sind linear unabh

angige Ansatzfunktionen v
i
2 D(M
(32)
s
) (i 2 IN) f

ur das
Verfahren von Rayleigh-Ritz gew

ahlt, so m

ussen zur Bestimmung unte-
rer Eigenwertschranken gem

a der rechtsdeniten Version des Temple-
Verfahrens Funktionen w
i
2 D(N
(32)
) gew

ahlt werden mit
M
(32)
s
(f; v
i
) = N
(32)
(f; w
i
) fur alle f 2 D(M
(32)
s
) : (3.51)
Wie bereits mehrfach in der vorliegenden Arbeit wird auch hier partiel-
le Integration mit Hilfe von Mathematica durchgef

uhrt und man erh

alt
(ohne Beachtung der Denitionsbereiche der Operatoren) neben der for-
malen Dierentialgleichung
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Das bedeutet, da die v
i
2 D(M
(32)
s
) zus

atzlich die Randbedingungen
(3.53) erf

ullen m

ussen, damit aus der Dierentialgleichung (3.52) zu-
sammen mit den Randbedingungen (3.54) und w
i
2 D(N
(32)
), d. h.
w
i
(0) = w
0
i
(0) = 0, entsprechende Funktionen w
i
konstruiert werden
k

onnen. (3.52), (3.53), (3.54) sind hinreichend, jedoch nicht notwendig
f
ur (3.51); daher sind die anschlieend bestimmten Ansatzfunktionen v
i
,
w
i
zul

assig f

ur das Verfahren von Temple. (3.51) k

onnte aber weitere
L

osungen besitzen, bzw. andere v
i
zulassen, die m

oglicherweise entschei-
denden Einu auf die Qualit

at der erhaltenen Schranken haben. Ob
dieser Eekt f

ur die konkrete Aufgabe von Bedeutung ist, kann im An-
schlu an (verizierte) numerische Rechnungen festgestellt werden. Im
konkreten Fall konnten mit den hier bestimmten L

osungen von (3.51)
und den daraus resultierenden Ansatzfunktionen hinreichend gute Eigen-
wertschranken bestimmt werden (siehe Kapitel 4).
3.4 Ein neuer Algorithmus zur Durchf

uhrung der Homotopie-
methode
Aufgrund der Lage der Eigenwerte sind bis zu 100 Einzelschritte bei der
Durchf

uhrung der Homotopie von (3.45) zu (3.31) notwendig. Dies erfor-
dert andere Algorithmen als bei k

urzeren Homotopiewegen, da die Re-
chenzeiten sonst sehr lang werden und numerische Schwierigkeiten beim
(verizierten) L

osen von Matrixeigenwertproblemen der Dimension 100
auftreten.
Im folgenden wird versucht, die Menge der ben

otigten bzw. zu berech-
nenden Informationen f

ur einen Homotopieschritt, d. h. zur Wahl des
n

achsten Wertes f

ur den Homotopieparameter s, m

oglichst gering zu hal-
ten. In [4] muten ebenfalls Homotopien mit groer Anzahl von Homoto-
pieschritten durchgef

uhrt werden. Der dort vorgeschlagene Algorithmus
[4, S. 73] erfordert jedoch die verizierte Behandlung von Matrixeigen-
wertproblemen \der vollen Dimension".
F

ur festen Parameter s
0
seien  2 IR und N 2 IN bekannt mit  < 
(s
0
)
N
,
wobei 
(s)
i
die (der Gr

oe nach geordneten) Eigenwerte von
M
s
(u; v) = N
s
(u; v) fur alle v 2 D(M
s
) (3.55)
bezeichnen. Auerdem gelte die allgemeine Voraussetzung

(s)
i
 
(es)
i
falls s  es
f
ur die Eigenwerte von (3.55). Gesucht ist ein m

oglichst
12
groes s
1
> s
0
mit

(s
1
)
N 1
<  : (3.56)
Dann kann  als Spektralparameter in (3.55)
s=s
1
verwendet werden und
mit Hilfe von Templeschen Quotienten (siehe Abschnitt 3.3.1) eine veri-
zierte untere Schranke f

ur 
(s
1
)
N 1
bestimmt werden (denn es gilt 
(s
1
)
N 1
<
 < 
(s
0
)
N
 
(s
1
)
N
). Ist s
1
bereits gleich 1, d. h. ist man bei dem Ziel-
problem der Homotopie angelangt, so hat man eine (garantierte!) untere
Schranke f

ur 
(1)
N 1
erhalten und kann ebenfalls Schranken f

ur alle klei-
neren Eigenwerte bestimmen.
Zur Bestimmung von s
1
mit (3.56) kann wie folgt vorgegangen werden
13
:
1. W

ahle eine Anfangsschrittweite  (etwa 1=Anzahl der erwarteten
Homotopieschritte; oder eine aus vorangegangenen Homotopie-
schritten geeignet abgeleitete Sch

atzung f

ur die zu erwartende neue
Schrittweite); w

ahle 
1
< 
2
< 1 (etwa 
1
= 0:9; 
2
= 0:95); setze
s
1
:= s
0
.
2. Wiederhole (es
1
:= s
1
; s
1
:= s
1
+ ;  := 2) bis
e

(s
1
)
N 1
> 
1
.
(F

ur s 2 [0; 1] bezeichne
e

(s)
i
eine N

aherung f

ur 
(s)
i
, den i-ten Ei-
genwert des nach Rayleigh-Ritz aus (3.55)
s
erhaltenen Matrixeigen-
wertproblems A
(s)
x = B
(s)
x. Dazu mu nat

urlich ein geeigneter
Teilraum D
p
 D(M
s
) mit p > N , 1 gew

ahlt werden. Zur (n

ahe-
rungsweisen)

Uberpr

ufung der Ungleichung
e

(s
1
)
N 1
> 
1
 kann Satz
3.10 und die daran anschlieende Bemerkung verwendet werden.)
3. Falls (
e

(s
1
)
N 1
< 
2
) weiter bei Schritt 6.
4. Setze s
L
:= es
1
; s
R
:= s
1
.
5. s
1
:=
1
2
(s
L
+ s
R
);
falls (
e

(s
1
)
N 1
 
2
) setze s
R
:= s
1
, weiter bei 5;
12

(s
1
)
N 1
sollte dabei nicht allzu nahe bei  liegen, da die Methoden zur Bestimmung
unterer Eigenwertschranken sonst schlechtere Schranken liefern k

onnen.
13
Die Schritte 1 bis 5 k

onnen in Gleitpunktarithmetik durchgef

uhrt werden. Nur die
Ungleichung in Schritt 6 mu veriziert

uberpr

uft werden.
sonst: falls (
e

(s
1
)
N 1
 
1
) setze s
L
:= s
1
, weiter bei 5;
sonst: weiter bei 6.
6. Pr

ufe (veriziert; siehe Satz 3.10 und die anschlieende Bemer-
kung), ob

(s
1
)
N 1
<  :
Falls ja, so kann s
1
wegen 
(s
1
)
N 1
 
(s
1
)
N 1
als neuer Wert des Ho-
motopieparameters s verwendet werden. Falls nein, so waren die in
2, 3, 5 durchgef

uhrten N

aherungsrechnungen (s. u.) zu ungenau.
Starte in diesem Fall den Algorithmus neu und w

ahle eine h

ohere
Genauigkeit oder/und andere Ansatzr

aume D
p
in 2.
Der Algorithmus in obiger Form geht von gut separierten Eigenwerten
aus; er l

at sich jedoch ohne weiteres auf Probleme mit clustern von
Eigenwerten erweitern (siehe [4], [25]).
Ziel des Algorithmus ist es, s
1
so zu bestimmen, da 
1
 < 
(s
1
)
N 1
< 
2

gilt. Die Einhaltung dieser Bedingung wird allerdings nicht garantiert.
Mit Hilfe eines Bisektionsverfahrens wird s
1
zun

achst so lange vergr

oert
bis 
1
 <
e

(s
1
)
N 1
, wobei
e

(s
1
)
N 1
als gute N

aherung f

ur 
(s
1
)
N 1
angenommen
wird. Danach wird s
1
wieder verkleinert, bis auch
e

(s
1
)
N 1
< 
2
 gilt. Im
letzten Schritt wird schlielich veriziert, ob ; s
1
und N die Bedingung
(3.56) erf

ullen
14
.
Die Ezienz des vorgeschlagenen Algorithmus h

angt wesentlich von dem
Aufwand f

ur die n

aherungsweise oder verizierte

Uberpr

ufung von Be-
dingungen der Art 
(s)
i
<  ab. Zun

achst m

ussen hierzu die Matrizen
A
(s)
und B
(s)
aufgestellt werden. Oftmals k

onnen vom Parameter s un-
abh

angige Basismatrizen bestimmt werden, aus denen sich A
(s)
und B
(s)
f

ur gegebenes s leicht berechnen lassen. Diese Basismatrizen brauchen f

ur
die gesamte Homotopie nur einmal aufgestellt zu werden. Als n

achstes
mu f

ur Matrixeigenwertprobleme der Art Ax = Bx (veriziert) be-
stimmt werden, ob der i-te Eigenwert kleiner als ein vorgegebener Wert
14
Auf die Verikation von (3.56) kann auch verzichtet werden. Die Templeschen
Quotienten liefern (bei geeigneter Wahl von v; w) in diesem Fall immer noch untere
Schranken f

ur 
(s
1
)
N 1
. Es k

onnen dann jedoch Eigenwerte \

ubersprungen"werden. Dies
f

uhrt dazu, da (sp

atestens) die Bestimmung einer unteren Schranke f

ur 
(1)
1
scheitert.
 ist, 
i
< . Eine M

oglichkeit, dies ezient zu

uberpr

ufen liefern der
folgende Satz und die anschlieende Bemerkung (siehe [2]).
Satz 3.10 [29] Sind A;B hermitesche q  q-Matrizen, B positiv de-
nit und  2 IR, so ist die Anzahl der Eigenwerte von Ax = Bx, die
kleiner bzw. gleich bzw. gr

oer  sind gleich der Anzahl negativer bzw.
verschwindender bzw. positiver Eigenwerte der Matrix A , B.
Bemerkung:
a) Sind die Matrizen
e
A und
e
B kongruent, d. h. gibt es eine Matrix
C mit
e
A = C
e
BC
H
, so haben
e
A und
e
B dieselbe Anzahl negativer
bzw. verschwindender bzw. positiver Eigenwerte.
e
A;
e
B und C seien
dabei quadratisch von derselben Gr

oe.
b) Der in [5] angegebene (exakte) LDL
T
-Zerlegungsalgorithmus kann
leicht auf hermitesche Matrizen (als LDL
H
-Zerlegung) erweitert
werden und l

at die Anzahl negativer bzw. verschwindender bzw.
positiver Eigenwerte von
e
A = LDL
H
einfach an den Elementen der
Diagonalmatrix D ablesen.
c) Zur

Uberpr

ufung von Bedingungen der Art 
(s)
i
<  m

ussen also
nicht s

amtliche Eigenwerte bestimmt werden, es gen

ugt, eine veri-
zierte LDL
H
-Zerlegung durchzuf

uhren. Dabei sollte die Parame-
terwahl im Homotopieverfahren so erfolgen, da die Werte 
(s)
i
und
 nicht zu nahe beieinander liegen, um das Problem von Diagonal-
Intervallen in der Matrix D, die die Null enthalten, zu vermeiden.
d) Bedingungen der Art 
(s)
i
>  k

onnen analog

uberpr

uft werden.
Kapitel 4
Numerische Ergebnisse
Im ersten Abschnitt dieses Kapitels werden die verwendeten Konzepte zur
konkreten Realisierung der bisher beschriebenen Verfahren dargestellt. Es
werden auch weitere theoretische

Uberlegungen vorgestellt, die insbeson-
dere einer einfacheren Realisierung und Verk

urzung des Rechenaufwands
dienen. Im zweiten Abschnitt werden die erhaltenen numerischen Ergeb-
nisse aufgef

uhrt und diskutiert.
4.1 Realisierung
Als Werkzeuge zur Realisierung der Verfahren auf dem Computer werden
C-XSC [19] und Mathematica [33] verwendet. Das Computeralgebrasy-
stem Mathematica erlaubt es, auf einfache Weise (Ansatz-)Funktionen
zu denieren und die ben

otigten Operationen (Addition, Multiplikation,
Dierentiation, geschlossene Integration ...) anzuwenden. Eine

Anderung
des Typs der Ansatzfunktionen, wie es in der Testphase h

aug vorkommt,
erfordert keinen gr

oeren Programmieraufwand, als die Anpassung der
Denition der Ansatzfunktionen (sofern in Mathematica bekannte Stan-
dardfunktionen verwendet werden). Bei einer Realisierung in einer kon-
ventionellen Programmiersprache erfordert ein Wechsel des Typs der ver-
wendeten Ansatzfunktionen erheblichen Programmieraufwand, da neue
Funktionalit

at zum Umgang mit diesen bereitgestellt werden mu (etwa
eine neue Funktionenklasse bei der Verwendung objektorientierter Spra-
chen, wie C++). Daher ist in den Programmteilen, in denen Ansatz-
funktionen auftreten, Mathematica vor anderen Programmiersprachen
wie C/C++ bevorzugt worden. Es m

ussen jedoch Manahmen ergrif-
fen werden, um die Rechenzeiten nicht zu stark anwachsen zu lassen.
So wurde zur h

aug auftretenden Berechnung der verschiedenen Skalar-
produkte nicht die Standardfunktion Integrate verwendet, sondern eine
neue Funktion Integrat, die zun

achst die Linearit

at des Integrals aus-
nutzt
Integrat[b_Plus,c_] := Map[ Integrat[#, c] &, b];
Integrat[Times[a_,b__],c___] /; FreeQ[a,z] :=
a Integrat[Times[b],c];
die Integrale wichtiger Basistypen gesondert behandelt
Integrat[z^n_?NumberQ], {z,0,c_}] /; n>0 = c^(n+1)/(n+1);
Integrat[E^(b___ z), {z,c_,Infinity}] /;
FreeQ[Times[b],z] := - (E^(b*c))/b;
und einmal berechnete Werte durch Regeln der Form
Integrat[E^(b___ z), {z,c_,Infinity}]/; FreeQ[Times[b],z] :=
( Integrat[E^(b z), {z,c,Infinity}] = - (E^(b*c))/b );
speichert und somit nicht mehrfach berechnen mu.
Mathematica beinhaltet auerdem eine Langzahl- und Intervallarithme-
tik. Dies erlaubt die verizierte Bestimmung der auftretenden Gr

oen mit
vorgegebener Genauigkeit.
Da in Mathematica keine komplexen Intervalle vorhanden sind, wurden
diese auf reelle Intervalle zur

uckgef

uhrt und entsprechende Regeln f

ur
den Umgang mit den Gr

oen des neuen Typs ComplexInterval de-
niert. Globale Regeln sind hierf

ur ungeeignet, da deren Anwendbarkeit
zu h

aug gepr

uft wird und damit die Rechenzeiten extrem anwachsen.
Auch die Denition von explizit anzuwendenden Vereinfachungsregeln ge-
staltet sich schwierig, wie folgendes Beispiel zeigt:
$ math
Mathematica 3.0 for IBM RISC System/6000
Copyright 1988-97 Wolfram Research, Inc.
-- Motif graphics initialized --
In[1]:= t[n_]:=Sum[ComplexInterval[Random[]], {i,1,n}];
In[2]:= ComplexIntervalRules :=
{c1_ComplexInterval+c2_ComplexInterval :>
ComplexInterval[c1[[1]] + c2[[1]]] };
In[3]:= Timing[ t[12]//.ComplexIntervalRules; ]
Out[3]= {4.53 Second, Null}
In[4]:= Timing[ t[13]//.ComplexIntervalRules; ]
Out[4]= {14.01 Second, Null}
In[5]:= ComplexIntervalRules :=
{ComplexInterval[c1_]+ComplexInterval[c2_] :>
ComplexInterval[c1 + c2] };
In[6]:= Timing[ t[12]//.ComplexIntervalRules; ]
Out[6]= {0.01 Second, Null}
In[7]:= Timing[ t[13]//.ComplexIntervalRules; ]
Out[7]= {0. Second, Null}
In[8]:= Timing[ t[200]//.ComplexIntervalRules; ]
Out[8]= {0.21 Second, Null}
Trotz der

Aquivalenz der soeben denierten Regeln sind die Rechen-
zeiten sehr unterschiedlich. Eine Erkl

arung dieses Eektes wurde leider
von den Mathematica-Entwicklern mit dem Hinweis auf Interna abge-
lehnt. Letztendlich haben sich Regeln mit Patternmatching analog zum
zweiten Beispiel bew

ahrt, obwohl die Vereinfachung von Termen mit Da-
ten vom Typ ComplexInverval weiterhin einen Groteil der Rechenzeit
beansprucht. Die Implementierung des Datentyps ComplexInterval im
Kern von Mathematica w

urde zu einer erheblichen Verk

urzung der Re-
chenzeiten f

uhren.
Bei der Behandlung von Matrixeigenwertaufgaben in den Verfahren von
Rayleigh-Ritz und Lehmann-Goerisch zeigt sich - wie zu erwarten - ein
Nachteil in den Rechenzeiten der in Mathematica geschriebenen Pro-
gramme im Vergleich zu C-XSC Programmen. Mit Hilfe der MathLink
Schnittstelle, die die Einbindung von C/C++/C-XSC Routinen in Ma-
thematica erlaubt, wird daher die Behandlung von Matrixeigenwertpro-
blemen unter C-XSC realisiert. Da (noch) keine MathLink Routinen zum
gesicherten Austausch von Intervalldaten mit C-XSC zur Verf

ugung ste-
hen, wurde dies - um eventuelle Fehler zu vermeiden und Rigorosit

at der
Ergebnisse zu gew

ahrleisten - auf N

aherungsrechnungen in (Langzahl-)
Gleitkommaarithmetik beschr

ankt. Die verwendeten Verfahren sind so
gew

ahlt, da aus bekannten (guten) N

aherungen mit geringem zus

atzli-
chem Aufwand Einschlieungen bestimmt werden k

onnen. Hierzu werden
die unter C-XSC bestimmten N

aherungen per MathLink dem Mathema-
ticaprogramm

ubergeben und dort die Rechnungen in Intervallarithmetik
fortgef

uhrt.
Im folgenden werden spezielle Aspekte einiger Teilprobleme erl

autert.
Wie bereits in Abschnitt 3.1 dargestellt, werden Ansatzfunktionen in
[0;1) von der Form
'
i
(z) =
(
z
2
P
i
(z) (z 2 [0; x
0
])
e
 z
Q
i
(e
 z
) (z 2 (x
0
;1))
gew

ahlt, wobei die Polynome P
i
und Q
i
so bestimmt werden, da die je-
weiligen Rand- und

Ubergangsbedingungen erf

ullt sind. Die Ansatzfunk-
tionen sind so gew

ahlt, da alle bei der Bestimmung von Normen und
Skalarprodukten auftretenden Integrale in geschlossener Form von Ma-
thematica (mit der zuvor beschriebenen Routine Integrat) gel

ost werden
k

onnen. Die Konstante x
0
> 0 wird identisch derjenigen (ebenfalls mit
x
0
bezeichneten) aus Abschnitt 3.3.4 bzw. 2.4 gew

ahlt.
Die Verfahren zur Bestimmung eines N

aherungseigenpaares sind in Ab-
schnitt 3.1 hinl

anglich beschrieben. Die ben

otigten Dimensionen, um klei-
ne Defekte zu erhalten, sind nicht allzu gro (siehe Abschnitt 4.2), so
da Standardverfahren zur Behandlung der hierbei auftretenden Matrix-
Eigen wertprobleme verwendet werden k

onnen. Ist aus einer Rechnung
mit kleinerer Dimension bereits eine Eigenwertn

aherung bekannt, so bie-
tet sich insbesondere Inverse Iteration an.
F

ur das dritte Vergleichsproblem bzw. die Homotopie vom dritten zum
zweiten Vergleichsproblem (siehe Abschnitt 3.3.8) werden polynomiale
Ansatzfunktionen in [0; x
0
] gew

ahlt. Die Randbedingungen (3.53) h

angen
vomHomotopieparameter s ab. Um zu vermeiden, da f

ur jeden Wert von
s alle Ansatzfunktionen und die Matrizen (d. h. die inneren Produkte)
in den Verfahren von Rayleigh-Ritz und Temple neu bestimmt werden
m

ussen, werden 8 neue Randbedingungen generiert, indem formal s = 0
und s = 1 in (3.53) gesetzt wird. W

ahlt man Ansatzfunktionen, die diese
8 Randbedingungen erf

ullen und ebenso 8 zus

atzliche Ansatzfunktionen
e'
j
(j = 1; : : : ; 8) mit R
i
(e'
j
) = 
ij
(i; j = 1; : : : ; 8), wobei R
i
die neuen
Randbedingungen bezeichnen, so k

onnen aus diesen Ansatzfunktionen f

ur
jeden Wert von s auf einfache Weise Ansatzfunktionen erzeugt werden,
die (3.53) erf

ullen; ebenso k

onnen von s unabh

angige Matrizen aufgestellt
werden, aus denen sich die entsprechenden Matrizen f

ur spezielle Werte
von s einfach erzeugen lassen. Die Ansatzfunktionen e'
j
(j = 1; : : : ; 8)
werden als Linearkombination von Ansatzfunktionen bestimmt, die die
geforderten Randbedingungen noch nicht erf

ullen. Dazu mu die Inverse
einer Matrix aus C
88
bestimmt bzw. eingeschlossen werden. Bezeichnet
M eine N

aherung f

ur die Inverse von A 2C
88
, so gilt mit einer Defekt-
schranke   kMA, Ik (k:k bezeichne die Norm kAk := max
i;j
ja
ij
j):
kM ,A
 1
k = k(MA, I)A
 1
k  8kA
 1
k
 8(kMk+ kM ,A
 1
k) ;
also
kM ,A
 1
k <
8
1, 8
kMk ;
falls 8 < 1.
Die zu l

osenden Dierentialgleichungen (3.52), (3.54) haben eine einfache
Struktur (f

ur gegebenes v) und k

onnen von Mathematica automatisch
gel

ost werden. Mit Hilfe geeigneter Regeln wird die Linearit

at bez

uglich
der linken Seite von (3.52) ausgenutzt, so da die Dierentialgleichung
(,D
2
+ 
2
)
2
w =  nur f

ur wenige verschiedene  gel

ost werden mu.
Auch hier werden einmal berechnete Ergebnisse in Regeln gespeichert,
um die Rechenzeiten zu reduzieren.
Die Wahl der einzelnen Homotopieschritte wird nach dem in Abschnitt
3.4 vorgeschlagenen Algorithmus vorgenommen. Da bei Fortschreiten der
Homotopie der Index des Eigenwertes, f

ur den eine untere Schranke be-
stimmt werden mu, abnimmt, sind von Schritt zu Schritt weniger An-
satzfunktionen notwendig. Dies wird durch Verkleinern (abh

angig von der
Dierenz der bestimmten oberen und unteren Schranken) der eingangs
berechneten Matrizen bewerkstelligt und beschleunigt die Rechnungen
erheblich.
F

ur die Homotopie vom zweiten zum ersten Vergleichsproblem (siehe Ab-
schnitt 3.3.5) k

onnen die Ansatzfunktionen v
i
2 D(M
(21)
s
) unabh

angig
vom Homotopieparameter s gew

ahlt werden. Bei den zugeh

origen w

i
bzw. w
0
i
ist nur die dritte Komponente von s abh

angig (3.40), (3.41).
Auch hier werden allgemeine, von s unabh

angige Funktionen ew

i
; ew
0
i
und
entsprechende innere Produkte einmal berechnet, aus denen sich die s-
abh

angigen Gr

oen einfach bestimmen lassen. Da in jedem Homotopie-
schritt nur eine einzige untere Eigenwertschranke veriziert bestimmt
werden mu, wird der gr

ote Teil der Rechnungen in Gleitpunktarith-
metik durchgef

uhrt und am Ende (unter Verwendung der bestimmten
N

aherungen) ein Lehmann-Goerisch-Schritt der Dimension eins in Inter-
vallarithmetik.
Zuletzt ist noch das Ausgangsproblem zur Bestimmung der Konstanten
K (Abschnitt 3.3.2) zu behandeln. Dieses Problem ist nicht parameter-
abh

angig und kann direkt angegangen werden. Wie zuvor wird zun

achst
ein groer Teil der Rechnungen in Gleitpunktarithmetik durchgef

uhrt und
anschlieend ein m

oglichst kleiner Teil in Intervallarithmetik.
In Abschnitt 3.2 ist dargestellt, wie Einschlieungen f

ur das Blasiusprol
in [0; x
0
] bzw. [0;1) bestimmt werden k

onnen. Zu einer polynomialen
Approximation des Blasiusprols (und seiner ersten beiden Ableitungen)
konnten Fehlerschranken der Gr

oenordnung 10
 15
angegeben werden.
Versucht man, eine hieraus erhaltene, intervallbehaftete Einschlieung
des Blasiusprols im weiteren Verlauf der Rechnungen zu verwenden,
so bl

ahen sich die Intervalleinschlieungen der zu berechnenden Gr

oen
schnell auf und man erh

alt keine brauchbaren Ergebnisse. Der folgen-
de Satz erm

oglicht es, s

amtliche Rechnungen zur Bestimmung der Kon-
stanten K mit einer festen N

aherung f

ur das Blasiusprol (bzw. einer
Punkteinschlieung hierf

ur) durchzuf

uhren und anschlieend die bekann-
te Fehlerschranke der N

aherung zu verwenden, um die Konstante K f

ur
das exakte Blasiusprol zu erhalten. Er erm

oglicht es auch, die Konstante
K f

ur ge

anderte (verbesserte) Werte von !;  direkt abzusch

atzen.
Satz 4.1 Es sei e 2C, e! 2 X,
e
V ;
e
e
V 2 C[0;1)\ L
1
(0;1) und
D(
e
L) := D(L) ;
e
L

u


:=
e
A[u], eB[u], B[e!]
mit
D(
e
A) := D(A);
e
A[u] := (,D
2
+ 
2
)
2
u+ iR[
e
V (,D
2
+ 
2
)u+
e
e
V u] :
Bezeichnen 
i
bzw.
e

i
die Rayleigh-Extremalwerte von
hL

u


;L

v


i
Y
= h

u


;

v


i
b
X
f ur alle

v


2 D(L)
bzw.
h
e
L

u


;
e
L

v


i
Y
=
~
h

u


;

v


i
b
X
f ur alle

v


2 D(
e
L) ;
so gilt f

ur i 2 IN:
p

i

q
e

i
, 
1
mit

1
:=
 

RkV ,
e
V k
1
+ je, j+
R

kV
00
,
e
e
V k
1

2
+jj
2
k! , e!k
2
X
!
1
2
:
Beweis: F

ur i 2 IN gilt
p

i
= inf
UD(L) Unterraum
dimU=i
sup
(
0
0
)
6=
(
u

)
2U
kL[
 
u


]k
Y
k
 
u


k
b
X
 inf
UD(L) Unterraum
dimU=i
sup
(
0
0
)
6=
(
u

)
2U
k
e
L[
 
u


]k
Y
, k(L,
e
L)[
 
u


]k
Y
k
 
u


k
b
X
 inf
UD(L) Unterraum
dimU=i
sup
(
0
0
)
6=
(
u

)
2U
k
e
L[
 
u


]k
Y
k
 
u


k
b
X
, kL ,
e
Lk
b
X
;Y
=
q
e

i
, kL ,
e
Lk
b
X;Y
:
Auerdem gilt f

ur
 
u


2 D(L) = D(
e
L)
k(L,
e
L)
[(
u

)]
k
Y
= kiR(V ,
e
V )(,D
2
+ 
2
)u+ iR(V
00
,
e
e
V )u
, B[u], B[!] + ~B[u] + B[~!]k
Y
 (RkV ,
e
V k
1
+ j, ej) kuk
X
+ RkV
00
,
e
e
V k
1
kuk
Y
+ jj jj k! , e!k
X
 (RkV ,
e
V k
1
+ j, ej+
R

kV
00
,
e
e
V k
1
)kuk
X
+ jj k! , e!k
X
jj
 
1
k
(
u

)
k
b
X
:
Wie sich im zweiten Abschnitt dieses Kapitels zeigen wird, ist es zum
Vergleich der Ergebnisse mit der Literatur notwendig, irrationale Werte
f

ur  und R zu w

ahlen; speziell  =
p
2
r
; R =
p
2R
r
mit rationalen

r
; R
r
. Um die Denition von weiteren Integrationsregeln mit allgemei-
neren Typen von Exponenten als \Rational[ , ] z" in Mathematica zu
vermeiden, werden die Rechnungen zun

achst mit rationalen Approxima-
tionen f

ur  und R durchgef

uhrt und mit dem folgenden Satz Schranken
f

ur die Ergebnisse mit exaktem  und R bestimmt. Der Beweis benutzt
dieselben Methoden wie der von Satz 4.1.
Satz 4.2 Es sei
e
L : D(
e
L) = D(L) ! Y deniert wie der Operator L,
jedoch mit  ersetzt durch e und R ersetzt durch
e
R. Dann gilt f

ur die
analog Satz 4.1 denierten Rayleigh-Extremalwerte 
i
bzw.
e

i
(der zu L
bzw.
e
L geh

origen Probleme)
p

i

q
e

i
, 
2
mit

2
:=
h

2
2
+
1
kV k
1
+
1

2
(
4
+ jj
2
+
1
kV
00
k
1
+
3
)

2
+ (jj
2
k!k
Y
)
2
i
1=2
;
wobei 
1
;
2
;
3
;
4
2 IR so gew

ahlt seien, da
jR, e
e
Rj  
1
; j
3
R, e
3
e
Rj  
3
;
j
2
, e
2
j  
2
; j
4
, e
4
j  
4
:
Eine zu Satz 4.1 analoge Aussage (mit demselben 
1
, jedoch mit ! =
e! = 0) gilt f

ur den Operator L

und eine St

orung
e
L
e
hiervon (an
Stelle von L und
e
L). Dies erlaubt, s

amtliche Homotopien (vom dritten
bis zum ersten Vergleichsproblem) mit einem N

aherungseigenwert  der
Orr-Sommerfeld-Gleichung und einer N

aherung V f

ur das Blasiuspro-
l durchzuf

uhren und daraus Schranken f

ur die Eigenwerte des ersten
Vergleichsproblems mit anderem  und V zu bestimmen. Dabei wird
zun

achst eine N

aherung f

ur V mit einfacherer Darstellung (Polynomgrad
10; sp

ater bis zu 60) gew

ahlt, um den Rechenaufwand im zweiten und
dritten Vergleichsproblem zu verringern. Danach k

onnen f

ur das Problem
zur Bestimmung der Konstanten K verbesserte N

aherungen  und V
gew

ahlt werden, und schlielich mit Satz 4.1 Schranken f

ur K mit exak-
tem Blasiusprol angegeben werden. Mit den so erhaltenen Ergebnissen
mu gepr

uft werden, ob die Voraussetzungen von Satz 2.1 erf

ullt sind, um
entsprechende Existenz-, Eindeutigkeits- und Einschlieungsaussagen f

ur
die Orr-Sommerfeld-Gleichungmit Blasiusprol zu erhalten. Liegt der be-
stimmte N

aherungseigenwert  weit genug in der linken Halbebene und
ist der Einschlieungskreis nach Satz 2.1 klein genug, so ist die Existenz
eines Eigenwertes in der linken Halbebene - und damit die Instabilit

at
der Grundstr

omung mit Blasiusprol - bewiesen.
Analog zu den Absch

atzungen der Eigenwerte f

ur St

orungen (durch ge-

anderte Werte von ;R; ; !; V; V
00
) der Operatoren L bzw. L in den
S

atzen 4.1 und 4.2 werden auch Absch

atzungen f

ur die Defektschranke
 mit   kA[!], B[!]k
Y
= kL

[!]k
Y
ben

otigt
1
. F

ur eine St

orung
e
L
e
von L

gilt
kL

[!]k
Y
 k
e
L
e
[!]k
Y
+ k
e
L
e
, L

k
X;Y
k!k
X
: (4.1)
Schranken f

ur k
e
L
e
, L

k
X;Y
sind den Beweisen der S

atze 4.1 und 4.2
zu entnehmen. Damit k

onnen s

amtliche Rechnungen zun

achst mit N

ahe-
rungen f

ur ;R; V; V
00
durchgef

uhrt werden und aus den so erhaltenen
Ergebnissen Schranken f

ur die gesuchten Gr

oen (mit exakten Parameter-
werten) gewonnen werden. Wie bereits erw

ahnt, k

onnen aufgrund der ge-
troenen Wahl von Ansatzfunktionen und N

aherung f

ur das Blasiusprol
s

amtliche Integrale und Normen in geschlossener Form bestimmt werden.
Daher ist insbesondere auch zur Bestimmung der Defektschranke  nach
(4.1) keine numerische Quadratur notwendig.
Auch bei der Realisierung von Abschnitt 2.2, der lokalen Eindeutigkeit
von Eigenwerten, mu ber

ucksichtigt werden, da das exakte Blasiuspro-
l nicht zur Verf

ugung steht und ferner
e
 nicht fest ist, sondern aus einer
Umgebung von  stammt. Es bezeichnen 
1
, 
2
die ersten beiden Eigen-
werte von (2.15). Nach Voraussetzung gilt 
1
= c
4
und f

ur 
2
gilt




p

2
,
q
e

2




 kL
e

,
e
L

k
X;Y
;
wobei (gem

a Satz 4.1)
kL
e

,
e
L

k
X;Y
 RkV ,
e
V k
1
+ j,
e
j+
R

kV
00
,
e
V
00
k
1
:
Dabei bezeichne
e
L

den aus (2.15) bekannten Operator, jedoch mit 
statt
e
 und mit einer N

aherung
e
V f

ur das exakte Blasiusprol V , und
1
Der einfacheren Darstellung halber wird hier in der Bezeichungsweise zwischen
dem bereits eingef

uhrtenOperator L

und seiner Erweiterung
c
L

mit D(
c
L

) = D(A),
d
L

[u] := A[u]  B[u] nicht unterschieden.
e
2
den zweiten Eigenwert von (2.15) mit L
e

ersetzt durch
e
L

. Damit
ist eine obere Schranke f

ur " in Satz 2.3 bestimmbar und dieser Satz
kann angewendet werden, um die lokale Eindeutigkeit von Eigenwerten
zu beweisen.
Die Forderungen k!k
X
= 1 und '(!) > 0 werden bereits bei der Bestim-
mung der N

aherungsl

osung (!; ) ber

ucksichtigt. Auerdem wird zur An-
wendung von Satz 2.3 eine obere Schranke f

ur die Operatornorm k'k
X;C
von ' ben

otigt:
k'k
X;C
= sup

j'(u)j
kuk
X
: u 2 Xnf0g

;
wegen
j'(u)j
kuk
X
=
1
kB[u]k
Y
1
Z
x
0
u(z)e
 z
dz 
kuk
Y
 
1
R
x
0
e
 2z
dz
!
1
2

2
kuk
Y
ist
k'k
X;C

1

2
0
@
1
Z
x
0
e
 2z
dz
1
A
1
2
=
1
p
2
5=2
e
 x
0
: (4.2)
In der Literatur nden sich viele Rechnungen zur Orr-Sommerfeld-Glei-
chung mit Blasiusprol [12], [14], [15], [16]. Besonders interessant er-
scheint ein Vergleich mit einer in [14] auf 8 Nachkommastellen ange-
gebenen N

aherung f

ur einen Eigenwert in der linken Halbebene f

ur  =
0:179; R = 580:
 = 2  0:179  580  (,0:00795972+ i 0:36412286)
(4.3)
= ,1:6527562608+ i 75:6064706504 :
Dieser Wert wird in [12] als exakte Vergleichsl

osung zur Validierung von
Konvergenzresultaten verwendet.
Da im Vergleich zur hier verwendeten Skalierung der Blasiusgleichung
W
000
+WW
00
= 0; W (0) = W
0
(0) = 0; lim
z!1
W
0
(z) = 1 (4.4)
in der Literatur (so auch in [12], [14]) h

aug
2W
000
+WW
00
= 0; W (0) =W
0
(0) = 0; lim
z!1
W
0
(z) = 1 (4.5)
verwendet wird, m

ussen die Blasiusgleichung (4.5) und damit auch die
Orr-Sommerfeld-Gleichung transformiert werden (istW L

osung von (4.4),
so ist
f
W (x) :=
p
2 W (
x
p
2
) L

osung von (4.5)). Damit

andern sich auch
;R und der Eigenwertparameter . Die Werte von  und R aus der Li-
teratur sind mit
p
2 zu multiplizieren, derjenige von  mit 2 (siehe auch
[7]). In (4.3) ist  bereits entsprechend transformiert.
4.2 Berechnete Ergebnisse
Wie in Abschnitt 3.2 beschrieben, bestimmt man N

aherungen V des Bla-
siusprols (Polynomgrad N
V
) mit folgenden Fehlerschranken (bez

uglich
k  k
1
) f

ur V; V
0
bzw. V
00
, wobei V; V
0
und V
00
rechts von x
0
konstant
2
(durch 1 bzw. 0) fortgesetzt werden:
N
V
Fehler in V Fehler in V
0
Fehler in V
00
x
0
10 2:04  10
 3
6:69  10
 4
1:59  10
 3
6.43
20 4:15  10
 6
7:18  10
 7
2:40  10
 6
6.43
40 7:32  10
 11
5:44  10
 11
7:03  10
 10
10.29
60 8:57  10
 15
3:64  10
 15
7:99  10
 15
10.29
Zu V mit N
V
= 20 und x
0
= 6:43 ergeben sich f

ur  =
p
2  0:179 und
R =
p
2  580 mit N
F
Ansatzfunktionen folgende N

aherungseigenpaare
(!; ) und Defektschranken  f

ur die Orr-Sommerfeld-Gleichung:
N
F
 x
0
 
54 -1.652725394 + 75.60618402 I 6.43 0.7097023
74 -1.652772126 + 75.60630560 I 6.43 0.0193871
2
Auch diese Konstante x
0
wird identisch derjenigen aus der Denition der Ansatz-
funktionen und derjenigen aus Abschnitt 3.3.4 gew

ahlt. Dies ist jedoch nicht zwingend
erforderlich, sondern dient der Vereinfachung der Datenstruktur der Ansatzfunktio-
nen.
Wie im vorhergehenden Abschnitt beschrieben, wird f

ur die Rechnun-
gen vom dritten bis zum ersten Vergleichsproblem V zu N
V
= 10 und
 zu N
F
= 74 mit x
0
= 6:43 verwendet. Zun

achst werden rationale
N

aherungen (mit Fehlerschranken kleiner 10
 15
) f

ur  =
p
2  0:179 und
R =
p
2  580 verwendet.
Die kleinsten positiven Eigenwerte des dritten Vergleichsproblems sind

84
2 [37126; 37128] und 
85
2 [95942; 95943], so da die Homotopie
vom dritten zum zweiten Vergleichsproblem knapp 85 Homotopieschrit-
te erfordert. Der beschriebene Algorithmus liefert folgende Werte s
i
des
Homotopieparameters als Stufen und zugeh

orige untere Schranken f

ur

(s
i
)
j
:
i s
i
j 
(s
i
)
j

0 0:0188 84 86580
1 0:0403 83 83363
2 0:0621 82 80221
3 0:0843 81 77188
4 0:1068 80 74310
5 0:1296 79 71643
6 0:1528 78 69198
7 0:1763 77 67067
8 0:2001 76 65239
9 0:2243 75 63779
i s
i
j 
(s
i
)
j

10 0:2481 74 61159
11 0:2722 73 59132
12 0:2967 72 57714
13 0:3209 71 55463
14 0:3454 70 54024
15 0:3695 69 51990
16 0:3933 68 49489
17 0:4175 67 48006
18 0:4414 66 46239
19 0:4650 65 44287
i s
i
j 
(s
i
)
j

20 0:4882 64 42211
21 0:5111 63 40110
22 0:5345 62 39258
23 0:5567 61 37349
24 0:5787 60 35609
25 0:6004 59 34095
26 0:6218 58 32845
27 0:6428 57 31898
28 0:6629 56 30358
29 0:6827 55 29221
i s
i
j 
(s
i
)
j

30 0:7021 54 28519
31 0:7207 53 27431
32 0:7390 52 26834
33 0:7564 51 25984
34 0:7730 50 24903
35 0:7892 49 24338
36 0:8046 48 23629
37 0:8192 47 22789
38 0:8330 46 21830
39 0:8460 45 20752
i s
i
j 
(s
i
)
j

40 0:8586 44 20090
41 0:8704 43 19345
42 0:8815 42 18510
43 0:8921 41 18008
44 0:9019 40 17438
45 0:9111 39 16772
46 0:9194 38 15992
47 0:9273 37 15398
48 0:9347 36 14962
49 0:9415 35 14401
i s
i
j 
(s
i
)
j

50 0:9475 34 13682
51 0:9532 33 13224
52 0:9582 32 12591
53 0:9628 31 12110
54 0:9671 30 11763
55 0:9711 29 11501
56 0:9744 28 11057
57 0:9775 27 10829
58 0:9801 26 10382
59 0:9823 25 10086
i s
i
j 
(s
i
)
j

60 0:9828 24 9579
61 0:9843 23 9487
62 0:9861 22 9424
63 0:9877 21 9360
64 0:9891 20 9309
65 0:9902 19 9262
66 0:9911 18 9221
67 0:9917 17 9170
68 0:9922 16 9123
69 0:9925 15 9070
i s
i
j 
(s
i
)
j

70 0:9926 14 9020
71 0:9927 13 8973
72 0:9928 12 8907
73 0:9935 11 8808
74 0:9946 10 8722
75 0:9965 9 8648
76 0:9983 8 8592
77 1:0000 7 7781
78 1:0000 6 5473
79 1:0000 5 3169
Dabei wurden f

ur s
0
= 0 zun

achst 150 Ansatzfunktionen verwendet, f

ur
s
56
= 1 dagegen nur noch 40.
F

ur die entscheidende Gr

oe aus Satz 3.9 gilt:

jR, imag()j , e"
1
,
1

2
e"
2

2
 17100:
Die Homotopie vom zweiten zum ersten Vergleichsproblem (bzw. zu Pro-
blem (3.29); siehe Abschnitt 3.3.5) startet bei s
0
= 0 mit 
(s
0
)
6
 3100
(man beachte die Verschiebung des Index um 1). Danach w

ahlt man fol-
gende s
i
und erh

alt untere Schranken f

ur 
(s
i
)
j
:
i s
i
j 
(s
i
)
j

0 0 6 3100
1 0:75 5 2850
2 80 4 2518
3 10
6
3 1823
3 10
6
2 595
3 10
6
1 21
F

ur das Verfahren von Rayleigh-Ritz wurden 60 Ansatzfunktionen ver-
wendet, f

ur das Lehmann-Goerisch-Verfahren 50 homogene Ansatzfunk-
tionen w
0
i
. Die Anzahl der Ansatzfunktionen ist so gew

ahlt, da mit
m

oglichst geringem Aufwand brauchbare Eigenwertschranken f

ur das
Problem zur Bestimmung der Konstanten K erhalten werden. Es ist nicht
das Ziel, m

oglichst gute, d. h. enge Einschlieungen f

ur die Eigenwerte
der Vergleichsprobleme zu erhalten. Daher erfolgt hier kein Vergleich von
oberen und unteren Eigenwertschranken.
Nach der Bemerkung im Anschlu an Satz 3.5 ergibt sich durch Grenz-

ubergang c
1
! 0+ die grobe untere Eigenwertschranke f

ur den dritten
Eigenwert des Zielproblems aus Abschnitt 3.3.2:

3
 595 :
Diese Schranke gilt f

ur die bisher verwendete Approximation V des Bla-
siusprols zu N
V
= 10. Wird stattdessen V zu N
V
= 20 verwendet, so
erh

alt man nach Satz 4.1 und der anschlieenden Bemerkung

3
 352 :
Mit 50 Ansatzfunktionen f

ur Rayleigh-Ritz und 40 f

ur Lehmann-Goerisch
erh

alt man als untere Schranke f

ur den ersten Eigenwert des Zielproblems

1
 19:8450 :
Dabei wurde  = R=20 und c = c
2
= R
2
=2000 (Spektralverschiebungen
aus den Abschnitten 3.3.2 und 3.3.5) gew

ahlt.
Nach Satz 4.1 erh

alt man f

ur das entsprechende Problem mit exaktem
Blasiusprol und exakten Werten von  =
p
2  0:179 und R =
p
2  580

1
 18:9218 :
Gem

a (4.1) erh

alt man die Defektschranke   0:021 f

ur den Defekt
der N

aherungsl

osung (!; ) bez

uglich des exakten Blasiusprols und der
exakten Werte f

ur ;R.
Der Zentrale Satz 2.1 (es gilt   0:0904 < 1) garantiert nun die Exi-
stenz eines Eigenpaares (U; ) 2
d
D(A) der Orr-Sommerfeld-Gleichung
mit Blasius-Str

omungsprol f

ur Wellenzahl  =
p
2 0:179 und Reynolds-
zahl R =
p
2  580 mit '(U ) = '(!) und





(U , !)
, 





b
X
 0:202 :
 liegt folglich in der linken Halbebene, d. h. die Instabilit

at des Blasi-
usprols ist (f

ur diese Parameterkonstellation) bewiesen.
Auerdem kann es nach Satz 2.1 kein weiteres Eigenpaar (
e
U;
e
) 2 D(A)
mit '(
e
U ) = '(!) und






(
e
U , !)
e
 , 






b
X
< 8:498
geben; der oben nachgewiesene Eigenwert  ist einfach.
Zum abschlieenden Nachweis der lokalen Eindeutigkeit des Eigenwertes
 nach Abschnitt 2.2 kann f

ur j
e
,j  0:03 wegen "  0:0034  0:022 
'(!)
k'k
X;C
Satz 2.3 angewendet werden, d. h. es kann kein weiteres Eigenpaar
(
e
;
e
U) der Orr-Sommerfeld-Gleichungmit Blasiusprol f

ur die Wellenzahl
 =
p
2  0:179 und die Reynoldszahl R =
p
2  580 mit '(
e
U ) = '(!) und
j
e
, j  0:03 geben.
Zur Demonstration der Leistungsf

ahigkeit des vorgestellten Verfahrens
werden im folgenden deutlich engere Einschlieungen f

ur den \instabilen"
Eigenwert bei  =
p
2  0:179 und R =
p
2  580 ermittelt. Dazu werden
mit gr

oerer Anzahl N
F
von Ansatzfunktionen und V zu N
V
= 60 mit
x
0
= 10:29 bessere N

aherungen (!; ) bestimmt
3
. Die Defektschranke 
ist bereits bez

uglich exaktem Blasiusprol und exakten ;R angegeben:
i N
F

i
x
0
 
1 114 -1.652756336792
+ 75.606472219516 I
10.29 2:58  10
 3
2 134 -1.652756336777
+ 75.606472219493 I
10.29 5:62  10
 5
3 154 -1.652756336777
+ 75.606472219493 I
10.29 7:83  10
 7
4 174 -1.652756336777
+ 75.606472219493 I
10.29 7:65  10
 9
5 194 -1.652756336777
+ 75.606472219493 I
10.29 6:02  10
 11
6 214 -1.652756336777
+ 75.606472219493 I
10.29 4:24  10
 12
Mit Hilfe von Satz 4.1 kann ohne(!) nochmaliges Rechnen s

amtlicher Ho-
motopien gezeigt werden, da 
1
 17, also K  0:242 f

ur diese verbes-
serten N

aherungen gilt. Satz 2.1 liefert die Existenz eines Eigenwertes 
mit
i j, 
i
j 
1 2:6  10
 2
2 5:6  10
 4
3 7:8  10
 6
4 7:7  10
 8
5 6:0  10
 10
6 4:3  10
 11
3
Bei den durchgef

uhrten Rechnungen zeigte sich, da bei weiterer Erh

ohung der
Anzahl der Ansatzfunktionen keine wesentlich kleineren Defekte zu erreichen sind.
Dies l

at sich durch Verwendung einer besseren N

aherung bzw. Einschlieung f

ur das
Blasiusprol beheben.
Die in der ersten Zeile von (4.3) angegebene N

aherung ist demnach in
allen angegebenen Stellen korrekt, jedoch w

are
 = 2  0:179  580  (,0:00795972+ i 0:36412287)
der korrekt gerundete Wert.
Es folgen einige Ergebnisse f

ur andere Parameter ;R. Wegen der groen
Rechenzeiten f

ur die Homotopie vom dritten bis zum ersten Vergleichs-
problem konnten diese Rechnungen erst vom ersten Vergleichsproblem an
veriziert durchgef

uhrt werden; aufgrund der erforderlichen heuristischen
Wahl des Spektralparameters  besitzen sie also nicht dieselbe Rigorosit

at
wie die bislang aufgef

uhrten Ergebnisse.
 R    j, j 
0.25 426.59 -0.000009327
+42.3111953177 I
3:83  10
 9
3:1  10
 8
0.2 500 -0.0622471354
+37.1835973223 I
2:23  10
 9
2:3  10
 8
0.2 1500 -5.1130791417
+96.1250646277 I
8:15  10
 6
1:1  10
 4
0.2 3000 -7.2354492532
+175.407270321 I
8:31  10
 4
1:8  10
 2
0.2 4000 -4.8863887472
+225.813011574 I
4:13  10
 4
1:1  10
 2
0.1 5000 -10.202113420
+114.984407775 I
8:11  10
 6
2:8  10
 4
0.1 10000 -23.666502784
+207.439464400 I
3:95  10
 4
2:3  10
 2
0.1 15000 -34.202444724
+293.760528163 I
1:87  10
 4
9:9  10
 3
Die erste Zeile liefert mitR = 426:59 eine obere Schranke f

ur die kritische
Reynoldszahl. In [7] ist hierf

ur die N

aherung R = 426:585 angegeben
worden.
Kapitel 5
Anhang
A Denition der Operatoren
In diesem Abschnitt werden die in der Arbeit verwendeten Operatoren
deniert. Viele der Operatoren unterscheiden sich nicht im Dierential-
ausdruck, sondern lediglich im Denitionsbereich. Dies ist bei der Wahl
der Bezeichnungen ber

ucksichtigt worden.
Denition 5.1
D(B) := H
2
(0;1)\H
0
1
(0;1) ;
D(B
1
) := H
0
2
(0;1) ;
D(B
(l)
) := fu 2 H
2
(0; x
0
) : u(0) = u
0
(0) = 0g ;
D(B
(l)
1
) := H
0
2
(0; x
0
) ;
D(B
(r)
) := fu 2 H
2
(x
0
;1) : '(u) = 0g ;
~
B[u] := (,D
2
+ 
2
)u f

ur
~
B 2 fB;B
1
; B
(l)
; B
(l)
1
; B
(r)
g ;
D(B
(lr)
) := fu 2L
2
(0;1) : uj
(0;x
0
)
2D(B
(l)
); uj
(x
0
;1)
2D(B
(r)
)g ;
B
(lr)
[u](z) :=
(
B
(l)
[uj
(0;x
0
)
](z) falls z 2 (0; x
0
)
B
(r)
[uj
(x
0
;1)
](z) falls z 2 (x
0
;1) ;
D(A) := H
4
(0;1) \H
0
2
(0;1) ;
D(A
(l)
) := fu 2 H
4
(0; x
0
) : u(0) = u
0
(0) = 0g ;
D(A
(r)
) := fu 2 H
4
(x
0
;1) : '(u) = 0g ;
~
A[u] := (,D
2
+ 
2
)
2
u+ iR[V (,D
2
+ 
2
)u+ V
00
u]
f

ur
~
A 2 fA;A
(l)
; A
(r)
g ;
D(A
(r)
0
) := fu 2 H
4
(x
0
;1) : '(u) = 0g ;
A
(r)
0
[u] := (,D
2
+ 
2
)
2
u+ iR(,D
2
+ 
2
)u ;
D(L

) := fu 2 D(A) : '(u) = 0g; L

[u] := (A, B)[u] ;
D(L
(l)

) := D(A
(l)
) ; L
(l)

[u] := (A
(l)
, B
(l)
)[u] ;
D(L
(r)

) := fu 2 D(A
(r)
) : '(u) = 0g ; L
(r)

[u] := (A
(r)
, B
(r)
)[u] ;
D(L
(lr)

) := fu 2 L
2
(0;1) : uj
(0;x
0
)
2 D(L
(l)

); uj
(x
0
;1)
2 D(L
(r)

)g ;
L
(lr)

[u](z) :=
(
L
(l)

[uj
(0;x
0
)
](z) falls z 2 (0; x
0
)
L
(r)

[uj
(x
0
;1)
](z) falls z 2 (x
0
;1) ;
D(') := H
2
(0;1)\H
0
1
(0;1) ; '(u) :=
Z
1
x
0
u(z)e
 z
dz ;
D( ~') := L
2
(x
0
;1) ; ~'(u) :=
Z
1
x
0
u(z)e
 z
dz ;
(z) :=

0 falls z 2 [0; x
0
]
e
 z
falls z 2 (x
0
;1)
; also '(u) = hu; i
L
2
(0;1)
Gelegentlich wird mit ' auch die kanonische Fortsetzung von ' auf
L
2
(0;1) bezeichnet und ~' mit ' identiziert.
B Bestimmung der adjungierten Operatoren
In diesem Abschnitt werden, soweit ben

otigt, die Adjungierten der zuvor
denierten Operatoren bestimmt.
Denition 5.2 Es seien (H
1
; (:; :)
1
), (H
2
; (:; :)
2
) komplexe Hilbertr

aume,
D(T ) dichter Unterraum von H
1
und T : D(T ) ! H
2
ein linearer Ope-
rator. Dann setzt man
D(T

) := fg 2 H
2
: 9 g

2 H
1
: (T [f ]; g)
2
= (f; g

)
1
8f 2 D(T )g
T

: D(T

)! H
1
; T

[g] := g

;
und bezeichnet T

als den zu T adjungierten Operator.
F

ur die konkreten Operatoren in dieser Arbeit setzt man H
1
= H
2
=
L
2
(0;1) bzw. L
2
(0; x
0
) oder L
2
(x
0
;1) mit dem entsprechenden L
2
-
inneren Produkt. Die Bestimmung der Adjungierten erfordert mehrfache
partielle Integration, um den Dierentialausdruck und die Randbedin-
gungen bestimmen zu k

onnen. Um bei den zwar einfachen, aber teilweise
sehr l

anglichen Rechnungen Fehler zu vermeiden, wurden Mathematica-
Notebooks entwickelt, mit deren Hilfe solche partiellen Integrationen in-
teraktiv durchgef

uhrt werden k

onnen. Die entscheidende Prozedur ist
PartInt[Integrate[i_,{x,a_,b_}], fs_] :=
Module[{g=i/.fs->1,gs, f},
gs = D[g,x];
f = Integrate[fs,x];
If[fs g =!=i, Print["Fehler in PartInt!"]];
- Integrate[f gs, {x,a,b}]
+ (f //.x->b) (g //. x->b) - (f //.x->a) (g //. x->a)
];
Daneben werden weitere Prozeduren zur Vereinfachung von Zwischener-
gebnissen ben

otigt.
F

ur die Operatoren B;B
1
; : : : ergibt sich
Integrate[B[f[x]] Conjugate[v[x]], {x,a,b}] =
, (Conjugate[v
0
[a]] f [a]) + Conjugate[v
0
[b]] f [b]
+
Z
b
a
 
alfa
2
Conjugate[v[x]], Conjugate[v
00
[x]]

f [x] dx
+Conjugate[v[a]] f
0
[a], Conjugate[v[b]] f
0
[b] :
Es folgt
D(B

) = D(B) ; B

[u] = B[u] ;
D(B

1
) = H
2
(0;1) ; B

1
[u] = (,D
2
+ 
2
)u ;
D(B
(l)
1
) = H
2
(0; x
0
) ; B
(l)
1
[u] = (,D
2
+ 
2
)u ;
D(B
(l)
) = fu 2 H
2
(0; x
0
) : u(x
0
) = u
0
(x
0
) = 0g;
B
(l)
[u] = (,D
2
+ 
2
)u:
F

ur die Operatoren A;A
(l)
; : : : ergibt sich
Integrate[A[f[x]] Conjugate[v[x]], {x,a,b}] =
R
b
a
f [x] (alfa
4
Conjugate[v[x]], 2 alfa
2
Conjugate[v
00
[x]]+
Conjugate[v
(4)
[x]] + i alfa
3
RE Conjugate[v[x]] V [x],
i alfa RE (Conjugate[v
00
[x]] V [x]+
2 Conjugate[v
0
[x]] V
0
[x]))dx+
(2 alfa
2
Conjugate[v[a]],
Conjugate[v
00
[a]] + i alfa RE Conjugate[v[a]] V [a]) f
0
[a]+
(,2 alfa
2
Conjugate[v[b]]+
Conjugate[v
00
[b]], i alfa RE Conjugate[v[b]] V [b]) f
0
[b]+
f [a] (Conjugate[v
(3)
[a]],
alfa Conjugate[v
0
[a]] (2 alfa +i RE V [a]),
i alfa RE Conjugate[v[a]] V
0
[a])+
f [b] (2 alfa
2
Conjugate[v
0
[b]], Conjugate[v
(3)
[b]]+
i alfa RE Conjugate[v
0
[b]] V [b]+
i alfa RE Conjugate[v[b]] V
0
[b])+
Conjugate[v
0
[a]] f
00
[a], Conjugate[v
0
[b]] f
00
[b],
Conjugate[v[a]] f
(3)
[a] + Conjugate[v[b]] f
(3)
[b]
Es folgt
D(A

) = D(A) ;
A

[u] = (,D
2
+ 
2
)
2
u+ iR[,V (,D
2
+ 
2
)u+ 2V
0
Du] :
Die Bestimmung von L


erfordert einen etwas allgemeineren Rahmen, da
D(L

) nicht dicht in L
2
(0;1) ist:
Man setzt H
1
:= fu 2 L
2
(0;1) : '(u) = 0g und H
2
:= L
2
(0;1). F

ur
beliebiges u 2 D(L

)  H
1
und v aus dem (noch unbekannten) De-
nitionsbereich von L


gilt nach Lemma 5.1 (siehe Anhang C) zun

achst
v 2 H
4
(0;1) und
hL

[u]; vi
L
2
(0;1)
= h(A, B)[u]; vi
L
2
(0;1)
(5.1)
= hu; (A, B)

[v], i
H
1
;
wobei (A,B)

= A

,B

und  so gew

ahlt werden mu, da '((A,
B)

[v], ) = 0 gilt, also
 =
h(A , B)

[v]; i
L
2
(0;1)
h; i
L
2
(0;1)
;
(man beachte hu; i
L
2
(0;1)
= 0 f

ur u 2 H
1
). Die bei der partiellen In-
tegration in (5.1) entstehenden Randterme m

ussen verschwinden, so da
v 2 D(A

) gefordert wird.
Insgesamt erh

alt man
D(L


) = D(A

) = D(A) ;
L


[u] = (A , B)

[u], h(A, B)

[u]; i
L
2
(0;1)
= h; i
L
2
(0;1)
  :
Analog erfolgt die Bestimmung von L

:
Man setzt H
1
:= f
 
u


2 L
2
(0;1)C : '(u) = 0g und H
2
:= L
2
(0;1).
Gilt hL
 
u


; vi
L
2
(0;1)
= h
 
u


; v

i
H
1
f

ur alle
 
u


2 D(L), so folgt insbe-
sondere (f

ur  = 0), da v 2 D(L


) und v

1
= L


[v] sowie (f

ur u = 0),
da v

2
= ,  hB[!]; vi
L
2
(0;1)
gilt, und man erh

alt
D(L

) = D(L


) = H
4
(0;1)\H
0
2
(0;1) ;
L

[u] =

L


[u]
, hB[!]; ui
L
2
(0;1)

:
C Regularit

at von schwachen L

osungen
In Anhang B wurden die Denitionsbereiche der ben

otigten adjungierten
Operatoren mittels partieller Integration bestimmt. Dies setzt jedoch ei-
ne ausreichende Glattheit der entsprechenden Funktionen voraus, d. h.
f

ur einen Dierentialoperator t-ter Ordnung in L
2
(a; b) mu zun

achst ge-
zeigt werden, da der Denitionsbereich des adjungierten Operators im
Sobolevraum H
t
(a; b) enthalten ist.
Lemma 5.1 Ist T ein Dierentialoperator t-ter Ordnung in L
2
(a; b) mit
D(T )  H
0
t
(a; b); 0  a < b  1 ;
T [u](x) =
t
X
j=0
a
j
(x)u
(j)
(x) ;
und a
j
2 C
j
(a; b) (j = 0; : : : ; t); a
t
6= 0 auf (a; b); (a
t
)
 1
2 L
1
(a; b); a
(k)
j
2
L
1
(a; b) (k = 0; : : : ; j; j = 0; : : : ; t), so gilt
D(T

)  H
t
(a; b) :
Beweis:
Ist g 2 D(T

), so gilt
hT [f ]; gi
L
2
(a;b)
= hf; T

[g]i
L
2
(a;b)
(5.2)
f
ur alle f 2 D(T ), also insbesondere auch f

ur alle f 2 H
0
t
(a; b). Per
Denition liegt g dann im Denitionsbereich von T

0
, dem Adjungierten
des sog. Minimaloperators T
0
mit D(T
0
) = H
0
t
(a; b); T
0
[u] := T [u].
Nach [10, IX.9 Gleichung (9.6)] ist D(T

0
) = H
t
(a; b), also g 2 H
t
(a; b).
Regularit

atsfragen spielen ebenfalls eine Rolle bei der mehrmals benutz-
ten

Aquivalenz von Eigenwertproblemen in Bilinearformgestalt
Suche u 2 D(T ) und  2 IR
(5.3)
mit hT [u]; T [v]i
L
2
(a;b)
= hS[u]; S[v]i
L
2
(a;b)
fur alle v 2 D(T )
und der entsprechenden Operatorgestalt
T

T [u] = S

Su (5.4)
(mit den gesondert bestimmten Randbedingungen). T

und S

sind als
formal adjungierte Dierentialoperatoren zu verstehen.
Dabei sei T Dierentialoperator der Ordnung t = 2m mit t-mal stetig
dierenzierbaren und - mitsamt ihren Ableitungen - beschr

ankten Koef-
zienten. Der Dierentialoperator S habe die Ordnung s  m; seine Ko-
ezienten m

ogen analogen Glattheitsbedingungen gen

ugen. Die (meist
mit Mathematica durchgef

uhrte) partielle Integration - um die zu (5.4)
geh

origen Randbedingungen zu ermitteln - beruht wiederum auf der An-
nahme, da f

ur L

osungen u von (5.3) gilt: u 2 H
2t
(a; b).
Lemma 5.2 Gilt H
t
(a; b)  D(T )  H
0
t
(a; b) und ist D(T )  D(S), so
gilt f

ur L

osungen u von (5.3) bereits u 2 H
2t
(a; b).
Beweis:
F

ur L

osungen u von (5.3) gilt insbesondere
hT [u]; T [v]i
L
2
(a;b)
= hS[u]; S[v]i
L
2
(a;b)
fur alle v 2 H
0
t
(a; b) ;
also
hT [u]; T [v]i
L
2
(a;b)
= hS

0
S[u]; vi
L
2
(a;b)
fur alle v 2 H
0
t
(a; b)
mit S
0
als dem zu S geh

origen Minimaloperator (siehe Beweis von Lemma
5.1), da D(S

0
S)  D(T ). Damit liegt T [u] im Denitionsbereich von T

0
,
Tu 2 H
t
(a; b). Es folgt u 2 H
2t
(a; b).
Folgerung 5.1 (5.3) und (5.4) haben dieselben Eigenwerte mit jeweils
derselben Vielfachheit.
Lemma 5.3 Ist S die Identit

at auf L
2
(a; b) und D(T )  H
0
t
(a; b), so
sind die Resolventenmengen von (5.3) und (5.4) gleich.
Beweis:
Ist S = id, so steht in (5.4) tats

achlich der Operator T

T mit D(T

T ) =
ff 2 D(T ) : T [f ] 2 D(T

)g. (F

ur S 6= id ergibt sich beim

Ubergang
von (5.3) zu (5.4) in der Regel ein anderer Denitionsbereich - evtl. mit
-abh

angigen Randbedingungen.) F

ur  2 IR gilt
 2 ((5:3))
, hT [u]; T [v]i
L
2
(a;b)
, hu; vi
L
2
(a;b)
= hr; vi
L
2
(a;b)
fur alle v2D(T )
ist eindeutig losbar in D(T ) fur jedes r 2 L
2
(a; b)
mit kuk
L
2
(a;b)
 Ckrk
L
2
(a;b)
;
, hT [u]; T [v]i
L
2
(a;b)
= hr + u; vi
L
2
(a;b)
fur alle v 2 D(T )
ist eindeutig losbar in D(T ) fur jedes r 2 L
2
(a; b)
mit kuk
L
2
(a;b)
 Ckrk
L
2
(a;b)
;
, u 2 D(T ); T [u] 2 D(T

) und T

T [u] = r + u
ist eindeutig losbar fur jedes r 2 L
2
(a; b)
mit kuk
L
2
(a;b)
 Ckrk
L
2
(a;b)
;
, (T

T ,  id) ist bijektiv mit beschrankter Inverser ;
,  2 ((5:4)) :
Folgerung 5.2 Unter den Voraussetzungen der Lemmata 5.2 und 5.3
haben (5.3) und (5.4) dieselben wesentlichen Spektren.
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