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Resilience to time-correlated noise in quantum computation
He´ctor Bomb´ın
Yukawa Institute for Theoretical Physics, Kitashirakawa Oiwakecho, Sakyo-ku, 606-8502 Kyoto∗
Fault-tolerant quantum computation techniques rely on weakly correlated noise. Here I show
that it is enough to assume weak spatial correlations: time correlations can take any form. In
particular, single-shot error-correction techniques exhibit a noise threshold for quantum memories
under spatially local stochastic noise.
I. INTRODUCTION
Building a quantum computer amounts to attain
exquisite control of a large quantum system. In partic-
ular, it requires quantum systems that (i) are isolated
from the rest of the universe and (ii) can be arbitrarily
manipulated, all with any desired accuracy. A priori,
quantum systems naturally displaying this unlikely com-
bination of characteristics might exist [1]. Unfortunately,
for the time being no such systems are known [2]. In-
stead, one has to deal with decoherent quantum systems
and innacurate control, i.e. with noise.
The great success of the pioneering works in fault-
tolerant quantum computation [3–6] was to show that a
small amount of noise does not represent an insurmount-
able difficulty: As long as noise is weak and weakly-
correlated in space and time, quantum computations of
arbitrary accuracy and complexity can be carried out.
The purpose of this paper is to drop one of the condi-
tions imposed on noise, by allowing arbitrary correlations
in time. The motivation is to extend the class of physical
systems potentially useful for quantum computation.
A. Fabrication faults
Suppose that a quantum computer is built out of many
interconnected pieces or ‘nodes’, each node holding a low-
dimensional and noisy quantum system, each connection
allowing the controlled (but noisy) interaction of the cor-
responding quantum systems. The system is designed to
implement some fault-tolerant computation scheme, so
that when all the nodes (and connections) work as ex-
pected, a certain degree of noise is tolerated.
This work originally grew out of an interest in the
following question: what will happen if a fraction of
the nodes fail permanently? Are there fault-tolerant
schemes resilient to such ‘fabrication faults’? The an-
swer could, in principle, depend on important details,
such as whether the fabrication faults are known or not,
or how flexible the operation of the system is. However,
the study of general time-correlated noise automatically
encompasses all such possible situations: If a system can
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deal with such correlations, then it can also deal with
unknown fabrication faults, with no need for alternative
operations.
In fact, one can go far beyond fixed fabrication faults,
and imagine faults that fluctuate slowly over time and
introduce significant time-correlated noise. There is no
guarantee that a conventional approach to fault-tolerant
quantum computation could function within such con-
ditions. Thus, demonstrating fault-tolerant techniques
that are compatible with time-correlated noise opens the
door to the use of physical systems exhibiting such prob-
lematic behavior.
B. Topological codes
Topological quantum error correction [7] is a popular
approach to fault tolerance that emphasizes the locality
of interactions in the above setting: nodes form a lat-
tice of a certain spatial dimensionality, with connections
between nearby nodes only. For practical reasons, it is
desirable that the spatial dimensionality of the lattice is
as low as possible, which puts the focus on 2D topological
codes such as toric codes [5] and color codes [8].
It is not known whether 2D stabilizer codes are gener-
ally resilient to fabrication faults, even when the locations
of the faults are known and it is possible to change the
local operation of the physical qubits, but the problem
is already under study [9]. On the other hand, it will
be shown below that there exist 3D topological schemes,
namely 3D gauge color codes [10], capable of dealing not
only with (dilute enough) unknown fabrications faults,
but also with noise exhibiting arbitrary correlations in
time. It is possible to argue, see appendix A, that 2D
codes are not resilient to noise with such correlations,
even if they have a Markovian origin.
C. Single-shot error correction
In a fault-tolerant quantum computer information is
protected by means of redundancy: instead of using all
available degrees of freedom for storing information, some
(or most) of them are used to absorb the damage in-
flicted by noise. This cannot work indefinitely, because
the effect of noise piles up over time. Therefore a process
known as error correction must be performed repeatedly
2to flush away the errors inflicted to the system, making
room to subsequently absorb more errors.
Error correction consists of two stages. The first stage
identifies the errors most likely suffered by the system,
and the second one corrects them. It is critical that er-
rors are identified correctly, because otherwise the cor-
rection step might end up being counterproductive. In
particular, in the first stage a number of operators are
measured, providing an ‘error syndrome’. In the conven-
tional approach, to guarantee that the error syndrome is
not too noisy these measurements are repeated a number
of times. This is, in particular, the approach taken for
2D topological codes.
In the presence of time-correlated noise, repeating
measurements ceases to be viable and alternative ap-
proaches are needed. Single-shot error correction is such
an alternative [11]. It relies on an unusual feature of some
error-correcting schemes, for which errors occurring at
the measuring stage that are localized in space give rise to
errors induced by the correction stage that are similarly
localized in space. This means that error correction can
be performed directly in a single step (the ‘single shot’),
with no need to repeat measurements to avoid errors. In
fact, in the case of 3D gauge color codes [10] much more
is true, since single-shot error correction enables the per-
formance of arbitrary elementary computational opera-
tions in constant time, irrespective of the system size.
This is in stark contrast to most fault-tolerant settings,
where some operations will incur in a time-overhead pro-
portional to the amount of errors that the system can
correct.
The purpose of this work is to show that single-shot
error correction is compatible with time-correlated noise.
In particular, this will be demonstrated for the error-
correction schemes considered in [11]. More general ap-
proaches to singles-shot error correction are conceivable,
as discussed in appendix B.
D. Spatially local stochastic noise
For concreteness, consider a quantum computation
performed on a number of qubits. A computation is di-
vided into time steps. Ideally, at each step a number of
separate processes happen simultaneously, each involving
only a bounded number of qubits. Each of this processes
is called a location. In modeling fault-tolerant quantum
computation, the resulting ideal process of computation
is deformed to introduce noise. Although more sophisti-
cated approaches exist [12, 13], here noise will be modeled
stochastically [4, 6], as explained next. This approach
is ideally suited to explore the effects of strongly time-
correlated noise.
In the stochastic noise model it is assumed that a given
set of locations fails with some probability, while the rest
behave ideally. In particular, at a given time step the
qubits that belong to faulty locations undergo a possibly
unknown process, possibly involving the environment.
An essential assumption in fault-tolerant quantum
computation is that noise is both weak and local: weakly
correlated in space and time. In the stochastic model the
locality of noise is implemented as follows: The proba-
bility that any given set of n locations fails, irrespective
of what happens at other locations, is bounded by pn for
some error rate p.
If nothing is known about time correlations, the only
meaningful constraints on the distribution of faulty lo-
cations have to involve simultaneous locations, i.e. be-
longing to the same time step. Here a spatially local
stochastic noise model will be adopted: The probabil-
ity that any given set of n simultaneous locations fails is
bounded by pn for some error rate p.
Fabrication faults can also be naturally modeled in the
stochastic noise model. A given set of fabrication faults
can be related to a set of qubits: For every time step, all
locations involving any of those qubits fail. If the fabri-
cation faults are fixed, this does not yield a spatially lo-
cal distribution of faults. However, the fabrication faults
will typically be randomly distributed. In particular, if
the fabrication faults follow a certain spatial distribution
(such as a local one), the faulty locations will follow a
closely related spatial distribution. This is how the study
of fabrication faults fits into the study of stochastic noise
with arbitrary time correlations. It suffices to focus on
the latter, which is also much more general.
E. Results
The focus of this paper is to show that the single-shot
error-correction techniques introduced in [11] are com-
patible with spatially local stochastic noise. In particu-
lar, the corresponding quantum memories exhibit a noise
threshold under local stochastic noise, in the following
sense. In a quantum memory error correction is repeated
time after time [7], with no actual computation. Any
fault-tolerant scheme always involves a family of schemes
requiring a varying number of qubits: if more accuracy is
desired, a larger set of qubits is needed. Quantum memo-
ries have a threshold p0 for a given family of schemes and
a noise model with parameter p when, for any p < p0,
quantum information can be stored with arbitrary ac-
curacy for arbitrarily long times, by choosing the right
scheme in the family.
Even though only quantum memories will be discussed,
there seems to be no difficulty in extending the results
to general quantum computations, at least in the case of
fault-tolerant schemes that use 3D gauge color codes [10].
The reason is that in the case of 3D gauge color codes the
computation can be performed by alternating operations
involving a single time step and single-shot error correc-
tion [11]. Moreover, the computations can be performed
in a network of qubits with 3 spatial dimensions [14], so
that, in principle, such a scheme could be realized with
spatially local interactions. For a numerical study of er-
ror thresholds in gauge color codes, see [15].
3II. ERROR CORRECTION
This section introduces some basic notions of quan-
tum error correction and fault-tolerant quantum compu-
tation.
A. Operator quantum error correction
The purpose of quantum error-correction tech-
niques [16] is to send quantum information as faithfully
as possible through a noisy quantum channel E. This
is achieved by choosing an encoding channel C and a
decoding channel D such that the composed channel
DEC (1)
has as little noise as possible. There is a price to be paid:
the composed channel operates on a system with smaller
dimensionality.
In operator quantum error correction [17] the Hilbert
space of the quantum system where the channel E oper-
ates is structured as follows:
H = H0 ⊕H
′, H0 = Hlogical ⊗Hgauge. (2)
The subspace H0 is the code subspace. It is divided into
two subsystems, logical and gauge. Quantum informa-
tion is encoded in the logical subsystem, whereas the
gauge subsystem is not to be protected and will typi-
cally be in a random state. Although gauge degrees of
freedom are not particularly interesting at the level of
purely ideal error correction, they are surprisingly use-
ful in the context of fault-tolerant quantum computation,
both within topological techniques [10, 11, 14, 18–21] and
elsewhere [22–25].
Given the above decomposition of H , the encoding
channel C maps states on Hlogical to states on H , and
D does the converse. The encoding channel C maps a
logical state ρ to the encoded state
C(ρ) := ρ⊗ τ (3)
on the code subspace H0, with τ some (fixed) state of
the gauge degrees of freedom. The decoding channel D
takes the form
D(ρ) := TrgaugeR(ρ), (4)
where the error-recovery channel R, which operates on
the system H and yields states with support on H0, aims
to undo the errors introduced by the channel E.
The linearity of error correction is rather useful. For
a fixed logical subsystem (2) and a fixed decoding chan-
nel (4), there exists a subspace V of operators on H that
characterizes correctable channels E, i.e. those for which
DEC is the identity channel for any encoding C as in (3).
In particular, a channel E is correctable if and only if its
Kraus operators belong to V . Another useful fact is that
not all encodings need to be checked: If DEC is the
identity channel for the encoding C with a completely
random gauge state, then the same is true for any other
encoding [17].
B. Quantum memories
The purpose of fault-tolerant quantum computation
techniques [16] is to perform quantum computations of
arbitrary size and precision by using faulty devices. At
the core of these techniques is error correction. In fact,
during the whole computation the logical information re-
mains encoded in a subsystem as in (2), in the following
sense: If the ideal decoding operation D were to be ap-
plied at any step of the computation, the result would
be very close to the intended logical state at that com-
putational step. To stay within such a regime the er-
rors that accumulate during the computation have to be
flushed away regularly. This can be achieved with a fault-
tolerant recovery operation, a noisy analogue of the ideal
recovery operation R.
The purpose of a quantum memory is to preserve some
(logical) quantum state, rather than to compute with
it. A possible approach to this problem is to use a sub-
set of the techniques of fault-tolerant quantum compu-
tation. In particular, it suffices to apply as regularly as
needed the fault-tolerant recovery operation. For any
given error-correcting code this only provides a limited
memory lifetime, but typically codes come in families and
the lifetime can be increased at the expense of using a
larger system H .
The above encoding and decoding channels C, D come
handy in analyzing fault-tolerant protocols, and this is
also true for quantum memories. Assume that the effect
of the passage of time t in the quantum memory can be
modeled as a quantum channel Et. The usual approach
to analyze the quality of the memory is to consider the
composed channel
DEtC. (5)
In other words, one assumes perfect encoding and decod-
ing in order to to analyze the effective noise on the logical
degrees of freedom.
III. STOCHASTIC NOISE
This section introduces a formalism that allows to work
comfortably with time-correlated stochastic noise.
A. Preamble
A quantum circuit on a set of qubits can be divided
into time steps, each of which is itself further composed
of locations: each location involves only a few qubits,
4which are either initialized, transformed or measured,
with no two simultaneous locations involving the same
qubits. The circuit represents a quantum channel, which
is obtained by composing the channels represented by
each time step, which in turn are obtained by tensoring
the channels represented by the corresponding locations.
In a stochastic noise model any given quantum circuit
is modeled as a quantum channel of the form∑
i
piEi, (6)
where each Ei is a channel corresponding to a certain
set of faults in the circuit, or fault path, and pi is the
probability assigned to that particular path. Each chan-
nel Ei is a composition of channels Ei,t representing the
t-th time step. Ei,t behaves as expected on the locations
that are not faulty, and the rest of qubits undergo some
other process that might be unknown and path depen-
dent1. The probabilities pi might also not be precisely
known either: instead, they are assumed to satisfy some
properties. Because of these uncertainties, one usually
deals with a set of channels of the form (6), rather than
a single channel, and has to extract properties that are
common to all the channels in the set.
When studying the behavior of a large circuit it is use-
ful to be able to deal with its parts separately. This
section develops a formalism to do precisely this, in par-
ticular in the case of arbitrary and unknown time corre-
lations on the fault probabilities.
B. Stochastic channels
A stochastic channel
E = (pi, Ei) (7)
consists of a probability distribution pi over a finite col-
lection of channels Ei, all of which share a given input
quantum system and a given output quantum system.
Given such a distribution there exists a quantum chan-
nel (6) obtained by applying Ei with probability pi. But
given a quantum channel, in general there will be differ-
ent distributions that can produce it in this way. Thus it
is important not to confuse the stochastic channel (pi, Ei)
with the corresponding channel (6). Besides, the stochas-
tic channel can be identified with the expression (6) when
the latter is regarded as a formal sum, and this is some-
times useful.
It is convenient to identify any channel E with the
stochastic channel where E is assigned probability 1.
When considering distributions pij over several variables
1 The process on the qubits at faulty locations can incorporate an
environment, which should vary in size over time: the input and
output systems of Ei are the same as for the noiseless circuit.
(or similar objects), traces will be denoted with a com-
pact notation:
pi(j) :=
∑
j
pij . (8)
A stochastic class A is a set of stochastic channels with
shared input and output quantum systems. Their inter-
est will become clear in the next section, which discusses
noise models as maps taking quantum circuits to stochas-
tic classes. It is convenient to identify any stochastic
channel E with the singleton class {E}.
C. Correlated composition
Suppose that a given circuit is split in time slices t =
1, . . . , n, and for each time t there is a number of fault
configurations that can happen. For a given fault path,
the circuit maps to a channel
A
(n)
in
· · ·A
(1)
i1
, (9)
where A
(t)
i is the channel characterizing the time slice t
given that the fault i happens. The effect of the circuit is
characterized by some stochastic class A, with elements
of the form
E = (pi1···in , A
(n)
in
· · ·A
(1)
i1
). (10)
Eventually the goal is to deal with situations where the
only available information concerns the probabilities for
simultaneous faults to happen. In the case of the above
stochastic class A this information can be encoded in
stochastic classes A(t), one per time slice t. Namely the
elements of A(t) are stochastic channels of the form
(p(i1···it−1)it(it+1···in), A
(t)
it
) (11)
for any given E as in (10).
If only the stochastic classesA(t) are known, in general
A cannot be reconstructed. This lack of knowledge is
desirable if we are only interested in properties arising
from the A(t). In such a situation, it is convenient to
consider the most general stochastic class A′ that would
yield such A(t), i.e. the unique stochastic class A′ such
that A ⊆ A′ for any A as above. This stochastic class
A′ is denoted
A(n) ⋄ · · · ⋄A(1). (12)
In other words, given the A(t), the expression (12) is
defined as the set of stochastic channels E that can be
put in the form (10) with (11) an element of A(t) for
each t.
A priori, this definition introduces an n-ary operation
on the A(t) with no further structure. As proven in ap-
pendix C1, the corresponding binary operation ⋄ is asso-
ciative and when iterated yields the n-ary operation. The
binary operation ⋄ will be called correlated composition.
5As a contrast, consider the case of noise completely un-
correlated in time. Instead of (12), one ought to consider
A(n) ◦ · · · ◦A(1), (13)
defined as the set of stochastic channels E that can be
put in the form
E = (p
(1)
i1
· · · p
(n)
in
, A
(n)
in
· · ·A
(1)
i1
), (p
(t)
i , A
(t)
i ) ∈ A
(t).
(14)
Notice that using stochastic channels is an overkill in
this case: If stochastic channels are regarded as ordinary
channels, the composition (13) is just the set of all chan-
nels obtained by composing channels in the sets A(t).
D. Spatially local noise
In section II the quantum system H used to encode
quantum information had an entirely abstract nature.
However, in most cases H will be composed of a number
of physical subsystems, typically qubits. In fact, that
error correction is possible at all depends on the noise
having some sort of structure, and the most common
assumption is that noise is spatially local: errors affecting
a large number of subsystems are unlikely. Let suppE
denote the set of qubits in which the channel E does not
act trivially2. In terms of stochastic classes, spatially
local noise can be modeled as follows.
Definition 1 Given λ ≥ 0, Λλ is the set of stochastic
channels (pi, Ei) such that for any set of qubits R∑
i |R⊆suppEi
pi ≤ λ
|R| (15)
How much can time correlations disrupt the locality of
noise? A quantitative answer is provided in appendix F:
Λλ ⋄Λλ′ ⊆ Λ2max(λ,λ′)1/2 . (16)
As a comparison, for uncorrelated spatially local noise
Λλ ◦Λλ′ ⊆ Λλ+λ′ . (17)
Although time-correlated spatially local noise behaves
much worse than time-uncorrelated spatially local noise,
in both cases locality is preserved when composing sev-
eral time slices together.
E. Approximate behavior
Since stochastic channels are probability distributions
over channels, the distance between them can be defined
2 If there is an environment, only the qubits belonging to the
system under control should be considered.
as the statistical distance. Namely, it is always possible
to write two stochastic channels A and B in the form
A = (pi, Ei), B = (p
′
i, Ei), (18)
and their distance is
d(A,B) :=
1
2
∑
i
|pi − p
′
i|. (19)
In some cases this distance might be huge compared to,
say, the diamond distance of the corresponding channels.
However, since the aim is to deal with noise of unknown
form, there is hardly any gain in considering a more so-
phisticated distance that accounts for the proximity of
channels. Moreover, as in any approach to error correc-
tion that models noise stochastically, eventually the goal
is to bound the probability that a logical error might
occur, and the statistical distance does the job.
Definition 2 A class of stochastic channels A is ǫ-
approximated by another class B, denoted
A ⊳ǫ B, (20)
when for every A ∈ A there exists B ∈ B with
d(A,B) ≤ ǫ. (21)
The following basic properties are proven in ap-
pendix C 2:
A ⊳0 B ⇐⇒ A ⊆ B, (22)
A ⊳ǫ B ⊳δ C =⇒ A ⊳ǫ+δ C, (23)
A ⊳ǫ C ∧ B ⊳δ D =⇒ A ⋄B ⊳ǫ+δ C ⋄D. (24)
Notice that the wedge ∧ represents a logical ‘and’.
F. Error rate
As in section II, consider a pair C,D of encoding and
decoding operations defined for some quantum systemH .
The error rate of a stochastic channel E that operates on
H is defined to be
fail (E) := d(D ◦ E ◦ C, idlogical). (25)
To clarify the meaning of this figure of merit, let E =
(pi, Ei). It can be regarded as a conventional channel
E =
∑
i
piEi (26)
satisfying, when p = fail (E),
DEC = (1− p)idlogical + pE
′, (27)
where E′ is some channel. The error rate bounds the
probability that logical information is damaged.
6The error rate of a stochastic class A is the worst pos-
sible error rate for an element of the class,
fail (A) := sup
E∈A
fail (E). (28)
Observe that
D ◦A ◦ C ⊳ǫ idlogical ⇐⇒ fail (A) ≤ ǫ, (29)
which using (23) gives
D ◦A ◦C ⊳ǫD ◦B ◦C =⇒ fail (A) ≤ ǫ+ fail (B). (30)
G. Modeling quantum memories
The quantum memory model studied here consists of
two processes that alternate in time: noise accumulation
and single-shot error recovery. Each process is described
by a parametrized stochastic class: Lλ represents the
accumulation of noise in between error-correction steps,
and Rη represents the noisy error recovery steps. The
stochastic classes Lλ and Rη will be described in sec-
tion V. For the time being it suffices to know that the
parameters λ and η have a similar meaning: they indi-
cate the amount of (spatially local) noise afflicting each
process, with the value zero indicating a noiseless process.
The figure of merit is the error rate
fail ((Rη ⋄ Lλ)
⋄n) (31)
where n is the number of iterations of the error accumu-
lation and recovery steps. The goal is to show that there
exist thresholds λ0, η0 > 0 such that for any
λ < λ0, η < η0, (32)
the error rate (31) can be efficiently made arbitrarily
small for any value of n, so that the quantum memory
lifetime can be as long as desired.
H. Approach
In general, the strategy to bound the error rate (31)
will involve an additional parametrized stochastic class
Nτ . Its purpose is to characterize the residual noise after
error recovery, with τ ≥ 0 the amount of noise. In [11]
the parameter τ is referred to as a ‘temperature’: error
recovery can be regarded as cooling down the system by
removing the entropy introduced by errors. Assume that
for some λ, η, τi and δi,
Rη ⋄Nτ2 ◦ C ⊳δ1 Nτ1 ◦ C, (33)
Lλ ⋄Nτ1 ◦ C ⊳δ2 Nτ2 ◦ C, (34)
Lλ ◦ C ⊳δ2 Nτ2 ◦ C, (35)
fail (Nτ1) ≤ δ3. (36)
The following series of relations are constructed by re-
peatedly applying (33-35) via (24):
(Rη ⋄ Lλ)
⋄n ◦ C = (Rη ⋄ Lλ)
⋄(n−1) ⋄Rη ⋄ Lλ ◦ C
⊳δ2 (Rη ⋄ Lλ)
⋄(n−1) ⋄Rη ⋄Nτ2 ◦ C
⊳δ1 (Rη ⋄ Lλ)
⋄(n−1) ⋄Nτ1 ◦ C
= (Rη ⋄ Lλ)
⋄(n−2) ⋄Rη ⋄ Lλ ⋄Nτ1 ◦ C
⊳δ2 (Rη ⋄ Lλ)
⋄(n−2) ⋄Rη ⋄Nτ2 ◦ C
. . .
⊳δ1 Nτ1 ◦ C (37)
According to (23) these relations imply
(Rη ⋄ Lλ)
⋄n ◦ C ⊳n(δ1+δ2) Nτ1 ◦C, (38)
and thus, using (30, 36)
fail ((Rη ⋄ Lλ)
⋄n) ≤ n(δ1 + δ2) + δ3. (39)
The problem is to find conditions under which (33-36)
hold and δ1, δ2 and δ3 can be made arbitrarily small
(in a resource-efficient manner). Such conditions will be
described in section VC.
IV. STABILIZER FORMALISM
A complete account of stabilizer codes in the context
of single-shot error correction can be found in [11]. The
purpose of this section is to explain some basic aspects
that will be required in the main text.
A. Stabilizer codes
A stabilizer code is defined on a given number of phys-
ical qubits [26]. It can be characterized with two sets
of Pauli operators: ‘check operators’ (or stabilizers) and
‘gauge operators’. They fix the code subspace and its
subsystem structure, discussed in section II, as follows.
The check operators all commute, and the Hilbert
space is the sum of subspaces Hi of the same dimension
H =
⊕
σ
Hσ, (40)
each corresponding to a different set of eigenvalues of the
check operators. Each check operator has two eigenval-
ues, and only one is compatible with the code subspace.
The index σ can be identified with the ‘error syndrome’:
the set of check operators with an eigenvalue incompati-
ble with the code. It is useful to regard σ also as a binary
vector: each entry corresponds to a check operator and
has value 1 when the check operator belongs to σ. With
this notation H0 is the code subspace, and the binary
addition σ+σ′ of any two syndromes is also a syndrome.
The code subspace is composed of a logical and a gauge
subsystem, each equivalent to a number of qubits. The
7decomposition is fixed by the gauge operators, which gen-
erate an algebra G: its elements map H0 to itself, act
trivially on the logical subsystem, and can arbitrarily
transform the gauge subsystem [26]. In fact, a similar
decomposition applies to all the subspaces Hσ.
Let a Pauli operation be a quantum channel ρ 7→ eρe†,
with e some Pauli operator. Ideal error correction, i.e.
the error recovery operation in (4), takes the form
R =
∑
σ
ωσ Pσ, (41)
where Pσ denotes the map ρ 7→ h ρ h, with h the projector
onto Hσ, and ωσ is a Pauli operation such that
ωσPσ = P0ωσ. (42)
Ideal error correction is a two-step process: first the check
operators are measured to recover an error syndrome σ,
then a Pauli operator is applied to bring the system back
to the code subspace. The choice of correction operations
ωσ will be considered to be part of the description of a
stabilizer code. This fixes, in particular, the decoding
channel D, which incorporates the recovery channel (41).
B. Processing of noisy syndromes
Fault-tolerant error correction, as opposed to the ideal
error correction described above, might involve a series
of measurements of check operators or, more generally, of
gauge operators [26]. In either case, since each measure-
ment has a binary outcome the measurement results can
be described with a binary vector x. This binary string
needs to be processed in a classical computer to produce
an error syndrome σ = r(x), and then the correction
operation ωσ is applied.
Given a syndrome σ, there will be a set of measure-
ment outcomes x compatible with σ in the absence of
errors, and then it is natural to impose that r(x) = σ.
This constraint, in general, is not enough to fix the func-
tion r, as many outcomes will not be compatible with any
syndrome in this way. There is a constraint on r, how-
ever, that often holds and will be relevant in the next
section. If x is compatible with σ as stated, and if y is
an arbitrary binary vector of the same length as x, then
r(x + y) = σ + r(y), (43)
where addition is modulo 2. In particular, this is true
for all the single-shot error-correction strategies discussed
in [11].
A remark is in order. As far as preserving the logical
state is concerned, there is no need to actually perform
the correction operations ωσ at the end of each round of
error correction: the stabilizer formalism makes it pos-
sible to simply keep track of them. In fact, the optimal
(but computationally more expensive) strategy is always
to put together the measurements from different rounds
in order to infer the errors, rather than interpreting each
round separately, for the simple reason that time-local
strategies are instances of global strategies.
C. Ignoring the gauge operators
It is convenient to use a notation that ignores the gauge
algebra G [11]. For reasons to be clarified below, stochas-
tic channels of interest will mainly take the form
(pi,
∑
σ
EiσPσGiσ), (44)
where Eiσ are Pauli operations and Giσ are quantum
channels with Kraus operators in G. Any such stochastic
channel will be denoted, omitting the Giσ ,
(pi,
∑
σ
EiσPσ)g. (45)
This does not give rise to any ambiguity regarding the
compositions ⋄ and ◦ because ignoring the Giσ terms
is consistent with channel composition [11]. The failure
rate is not ambiguous either. In fact, for these stochastic
channels it does not depend on the encoding C used. For
fixed pi and Eiσ, the set of all channels of the form (44)
will be denoted
{(pi,
∑
σ
EiσPσ)g}. (46)
There are two main kinds of stochastic channels that
will be of interest below.
Definition 3 The stochastic class P is the set of all
Pauli channels, i.e. stochastic channels
(pi, Ei)g, (47)
where Ei are Pauli operations.
Definition 4 The stochastic class Q is the set of
stochastic channels of the form
(qσ, Rσ)g, (48)
where
Rσ :=
∑
σ′
ωσ+σ′Pσ′ . (49)
In section VA class P will be used to model noise occur-
ring in between recovery steps, and class Q will be used
to model noisy error recovery.
V. QUANTUM MEMORIES
This section describes the main result, the compati-
bility of single-shot error correction and spatially local
stochastic noise.
8A. Noise model
As stated in section III H, the quantum memory model
is described by a pair of parametrized stochastic classes:
Lλ represents the accumulation of noise in between error-
correction steps, and Rη represents the noisy error recov-
ery steps. This section provides their specific form, which
aims to be as simple as possible.
Definition 5 Given λ ≥ 0, Lλ is the set of stochastic
channels that can be put in the form
(pi, Ei)g ∈ P, (50)
so that
(pi, Ei) ∈ Λλ (51)
The noisy steps are modeled as local Pauli noise, a stan-
dard phenomenological model that allows easy computa-
tions within the context of stabilizer codes. Because of
linearity, see section IIA, there is no loss of generality
in considering local Pauli noise rather than general local
noise, namely
fail (A ⋄Λλ ⋄B) ≤ fail (A ⋄ Lλ ⋄B), (52)
where the inequality accounts for the extra gauge opera-
tions allowed on the right-hand side3. It is assumed that
the waiting times in between error-correction rounds are
independent of the code size, so that the parameter λ is
fixed for the whole family of codes.
In order to model noisy measurements it is again
enough to consider Pauli noise. Single-shot error correc-
tion with stabilizer codes involves (i) a finite-depth circuit
to perform measurements (generally of gauge operators),
which yield a binary vector x, (ii) classical processing to
obtain the error syndrome σ = f(x), and (iii) application
of the Pauli operation ωσ. In general noise will affect all
aspects of the process, but from a qualitative point of
view it suffices to consider one kind of fault alone: clas-
sical errors afflicting the outcome of the measurements.
Indeed, local Pauli noise afflicting the physical qubits can
be propagated forward without changing its local nature,
and thus can be accounted for in the subsequent ‘layer’
of local noise.
Notice that the classical measurement outcomes can
be treated as qubits for which phase-flip errors are im-
material, so that they might only undergo bit-flip errors:
instead of the correct outcome x, the measurement yields
a result x+ y for some bit string y. Assuming that con-
dition (43) holds, the error-correction step is represented
by stochastic channels
(py, Rr(y))g ∈ Q, (53)
3 Similarly, the environment can be ignored without loss of gener-
ality.
where py is the probability that the bit-flips y happen.
The measurement of gauge generators is not explicit
in (53) due to the notation introduced in IVC. In an
abuse of notation, identify any binary vector with the set
of positions at which it has value 1. To model the locality
of noise, the probabilities py are subject to a condition
with parameter η analogous to (15):
Definition 6 Given η ≥ 0, Rη is the set of stochastic
channels
(py, Rr(y))g ∈ Q (54)
such that for any binary vector x representing a bit-flip
configuration, ∑
y⊇x
py ≤ η
|x|. (55)
B. Residual noise
This section adapts the results on the residual noise
given in [11] to the notation and tools used here, par-
ticularly the correlated composition and the distance re-
lations. It reviews both the conditions imposed to the
residual noise
Nτ ⊆ P, (56)
and specific examples satisfying them.
For a given family of codes of increasing size, the con-
ditions on the residual noise are as follows: (i) there are
real functions g1(x) and g2(x, y) with limit 0 at the ori-
gin and monotonically increasing (in the case of g2, on
either of its parameters when the other is fixed), and (ii)
for each code there are real functions f1(x), f2(x, y) and
f3(x), and for each i = 1, 2, 3 there is a neighborhood
of the origin within which fi goes to zero in the limit of
large codes, and (iii) the following relations hold:
Lλ ⊳f1(λ) Ng1(λ), (57)
Nτ1 ⋄Nτ2 ⊳f2(τ1,τ2) Ng2(τ1,τ2), (58)
fail (Nτ ) ≤ f3(τ). (59)
Moreover, noise monotonically increases with τ ,
0 ≤ τ ≤ τ ′ =⇒ Nτ ⊆ Nτ ′ , (60)
and disappears for τ = 0,
N0 = {(1, idH)g}. (61)
Take, for example, the relation (57). Not only is it
required that the residual noise Nτ can approximate lo-
cal noise Lλ with arbitrary precision in the limit of large
codes (for λ below a threshold). In addition, any ‘tem-
perature’ τ > 0, no matter how low, can be achieved for
some λ > 0.
9The above conditions do not address the issue of re-
sources, i.e. how fast the error bounds fi go to zero as a
function of the number of qubits in the code. In the case
of the fault-tolerant schemes discussed below, a precision
fi < ǫ requires a polylogarithmic number of qubits in
1/ǫ, which is efficient.
1. Local noise
For some codes it will suffice to use local noise as the
model for residual noise. In this case
Nτ = Lτ , (62)
and thus a valid choice is, see appendix F,
f1(λ) = 0, g1(λ) = λ, (63)
f2(τ1, τ2) = 0, g2(τ1, τ2) = 2max(τ1, τ2)
1/2. (64)
The only nontrivial condition comes from (59): the fam-
ily of codes has to have a threshold for local noise. Notice
that in [11] local residual noise was handled in a slightly
different manner, see appendix J.
2. Local syndromes
For some codes it is not residual noise that has the
local structure (15), but rather the residual distribution
of error syndromes. In such cases the residual noise model
of interest is
Nτ = N
exc
τ := {(qσ, ωσ)g | ∀σ,
∑
σ′⊇σ
qσ′ ≤ τ
|σ|}. (65)
Recall that σ represents a subset of check operators, and
thus the definition strongly depends on the choice of
check operators. Since the elements of Nτ are composed
of correction operations, in this case
f3(τ) = 0. (66)
Appendix G discusses conditions under which all the
required properties are met. As in [11], such conditions
are satisfied by topological stabilizer codes that are re-
lated to self-correcting Hamiltonian systems, in the fol-
lowing sense. For any local stabilizer code one can al-
ways write down a local quantum Hamiltonian as a sum
of energy penalties for check operators in the error syn-
drome. The ground state of such a system is the sub-
space of encoded states, and the other eigenstates can
be chosen to have well-defined syndromes. The energy
of such an eigenstate is the sum of the energy penalties
for each of the check operators. For some codes a con-
finement mechanism gives rise to self-correction [7, 27]:
in the thermodynamic limit, in thermal equilibrium and
below a threshold temperature, the system becomes a
perfect quantum memory without the need of any exter-
nal intervention. Definition (65) is in fact motivated by
thermal equilibrium, were states have a probability that
decreases exponentially with the energy.
C. Effective noise
This section gives an account of the last ingredients
required to prove that single-shot error-correction strate-
gies give rise to quantum memories of arbitrary lifetimes.
In order to obtain relations of the form (33) it is con-
venient to introduce the following function [11]. It maps
stochastic classes R ⊆ Q to ‘effective’ sets of Pauli chan-
nels eff(R) ⊆ P.
Definition 7 For any R ⊆ Q, the stochastic class
eff(R) contains the stochastic channels
(qσ, ωσ)g (67)
such that R contains an element of the form
(qσ, Rσ)g. (68)
Its usefulness stems from the following lemma.
Lemma 8 For any stabilizer code, R ⊆ Q and E ⊆ P
R ⋄E ◦ P0 ⊳ǫ eff(R) ◦ P0, (69)
where
ǫ = fail (eff(R) ⋄E). (70)
The proof is in appendix H. The same result holds if the
correlated composition ⋄ is substituted with the uncor-
related composition ◦.
Lemma 8 provides the key condition for the quantum
memory to have an arbitrarily long lifetime. Assume that
for a given family of codes the residual noise Nτ satisfies
all the conditions of section VB, and that, in addition,
the following is true: (i) there is a real function g4(x) with
limit 0 at the origin, that is monotonically increasing; (ii)
for each code there is a real function f4(x), and there is a
neighborhood of the origin within which f4 goes to zero in
the limit of large codes; (iii) the following relation holds:
eff(Rη) ⊳f4(η) Ng4(η). (71)
It is not difficult to check, see appendix I, that the rela-
tions (33-36) hold setting
τ1 = g4(η),
τ2 = g2(g1(λ), τ1),
δ1 = 2f4(η) + f2(τ1, τ2) + f3(g2(τ1, τ2)),
δ2 = f1(λ) + f2(g1(λ), τ1),
δ3 = f3(τ1). (72)
Moreover, by taking λ and η small enough the δi go to
zero in the limit of large codes, so that the memory can
preserve quantum information for arbitrarily long times
according to the inequality (30).
A single-shot error recovery strategy for a stabilizer
code is composed of a collection of gauge operators to
be measured (that can be measured with a finite-depth
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circuit), a syndrome recovery function r and a choice
of Pauli correction operations ωσ, all such that the cor-
responding parametrized stochastic class Rη fulfills the
above conditions. Notice, in particular, that the residual
noise after every fault-tolerant recovery step can be made
arbitrarily small by reducing the noise in the recovery, a
characteristic trait of single-shot error correction.
Two different kinds of single-shot error-correction
strategies were introduced in [11]. The first strategy
is based on 3D gauge color codes, which are a class of
3D topological codes with unique characteristics [10].
Thanks to the gauge structure, for gauge color codes
the residual noise is local, as in (62). The second strat-
egy is based on stabilizer codes exhibiting self-correcting
properties, as discussed in section VB2. For such codes
the residual noise has the local syndrome structure Nexcτ
of (65). For more details, see appendix J.
VI. DISCUSSION
The purpose of this work is to show that fault-tolerant
quantum computation is still possible in the presence
of noise with arbitrary time correlations. In particular,
quantum memories based on single-shot error-correcting
codes exhibit a threshold for spatially local stochas-
tic noise. A natural next step is to obtain a full-
fledged threshold theorem for universal computation.
Since quantum computation with 3D gauge color codes
amounts to a series of transversal operations and single-
shot error correction [11, 14], there is no reason to expect
obstacles in this regard.
The role of spatial dimensionality in quantum error
correction is intriguing. It is known that fault-tolerant
quantum computation is possible with local gates even
for a single spatial dimension [4]. This suggests that spa-
tial dimension plays no role, at least qualitatively. How-
ever, it is not known if single-shot error correction can
be performed with less than three spatial dimensions. It
might be the case that for two spatial dimensions and
arbitrary time correlations, fault-tolerant quantum com-
putation is not possible. If this were true, it would set
an interesting example of how spatial dimensionality can
play a fundamental role in fault-tolerance.
One of the defining features of single-shot error cor-
rection is that it only requires a finite-depth quantum
circuit, assisted with non-local classical computation. In
particular, no classical information needs to flow between
different layers of single-shot error correction. A stronger
form of locality is achieved by removing the ability to pro-
cess classical information nonlocally, thus reducing quan-
tum error correction to purely local circuitry. This seems
to be incompatible with single-shot error correction: a
single step of fully local error correction is unlikely to
be able to produce arbitrarily low residual noise (in the
limit where error correction is close to noiseless). How-
ever, fault tolerance can still be achieved [28]: it suffices
for residual noise to stay within certain bounds. A natu-
ral question is whether such entirely local forms of error
correction can deal with time-correlated noise (or at least
with some particular forms of it).
Finally, it is interesting to ask, more generally, if
there are other approaches to achieve resilience to time-
correlated errors.
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Appendix A: Difficulties with 2D codes
This appendix is addressed to readers familiar with
topological stablilizer codes. It aims to briefly discuss
why noise with arbitrary time correlations cannot be han-
dled by 2D topological stabilizer codes. These include
the toric code [5] and 2D color codes [8]. The important
feature of these codes is that they have string-like logi-
cal operators for which a localized set of faults can hide
the syndromes at a given endpoint of a string-like error
operator.
The outline of the argument is as follows. For any
string-like logical operator, clearly there exists a history
of faults that (i) implements the logical operator, pro-
ducing a logical error, (ii) leaves no trace in the syn-
drome history, and (iii) only requires a finite number of
faults per time step. Such a fault-path does not satisfy
the spatial locality constraint, but it suffices to consider
an ensemble of a finite number of such fault-paths, each
starting at a different time. This limits the memory life-
time to be proportional to the length of the string, but
in fact the argument can be improved by dropping condi-
tion (iii) above. Instead, with a bit of care one can allow
for a finite density of faults per time step, getting a finite
memory lifetime.
This argument does not work for 3D gauge color codes
because it is not possible to hide a topological charge with
measurement faults localized in the vicinity of the charge.
Instead, the faults should be string-like and connect the
charge to another one or to a boundary. This is the
confinement mechanism [11].
Finally, it is worth noting that the above argument
can be slightly modified so that the stochastic process
governing the noise takes the form of a Markov chain.
As stated, certain histories of faults unavoidably damage
the memory and only require a few faults per time step.
In the simplest case, the history amounts to moving a
particle along a predetermined trajectory from one end
of the system to another. To satisfy the Markov property,
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it suffices to start with some probability such a history
at every time step, that is, to randomly create particles
at the starting end. Indeed, (i) since the start of the
history is random, it does not depend on what happened
in the past, and (ii) once a history has started, every
step of it depends on what happened in the previous step
(i.e., it depends on where the particle is). Moreover, the
trajectories of particles starting at different times do not
interfere with each other. Finally, to satisfy the spatial
locality constraint it suffices to make the probability to
start a history as small as necessary.
Appendix B: Extrinsic single-shot error correction
As defined in [11], an approach to noisy error correc-
tion can be considered to be single-shot if it only involves
a quantum-local operation: a finite depth quantum cir-
cuit involving ancilla qubits and aided with global clas-
sical computation (implementing feedback on measure-
ment results). However, the single-shot error-correction
techniques discussed in [11] follow a much more strict set
of rules: the circuits are local with respect to geometry
of the topological codes used, and the density of ancilla
qubits (within that geometry) is bounded by a constant.
Such single-shot error-correction techniques can be re-
garded as intrinsic, as they strongly depend on special
properties of the codes. It might be worth considering
a wider class of extrinsic techniques that do not rely so
strongly on specific codes, but still fit within the wider
definition.
In Knill’s approach to error correction [29] the mea-
surement of check operators is performed via teleporta-
tion. The aim of Knill’s technique is to reduce the ex-
posure to noise of those physical qubits where quantum
information is encoded. This requires the preparation
of high quality states on the ancillas used for teleporta-
tion. But the teleportation of check operator measure-
ments could also be used differently. For a local family
of codes [5], where check operators can be measured with
a finite depth circuit, any number n of noisy rounds of
check operator measurements can be performed in con-
stant time by performing n teleportations in parallel.
This approach fits the wider definition of single-shot error
correction, at the cost of using a large number of ancilla
qubits: In the case of topological codes, it amounts to
add an extra spatial dimension to the qubit lattice. No-
tice that in the case of surface codes a similar alternative
already exists in the form of 3D cluster state quantum
computation [30].
Appendix C: Stochastic channels
This appendix provides the results required in sec-
tion III.
1. Associativity
Definition 9 Given classes A and B, their correlated
composition A ⋄B is the set of stochastic channels E of
the form
E = (pij , AiBj),
(pi(j), Ai) ∈ A, (p(i)j , Bj) ∈ B.
(C1)
For short, when writing (pij , Ai ◦ Bj) ∈ A ⋄ B it is
understood that pij , Ai and Bj satisfy (C1) (notice the
explicit composition symbol ◦).
The following result shows that ⋄ has the intended
meaning.
Proposition 10 The binary operation ⋄ is associative.
In particular,
E ∈ A(1) ⋄ · · · ⋄A(n) (C2)
if and only if E takes the form
E = (pi1···in , A
(1)
i1
· · ·A
(n)
in
),
(p(i1···ik−1)ik(ik+1···in), A
(k)
ik
) ∈ A(k), k = 1, . . . , n.
(C3)
Proof. First we show by induction that
E ∈ ((· · · (A(1) ⋄A(2)) ⋄ · · · ) ⋄A(n−1)) ⋄A(n) (C4)
if and only if E takes the form (C3). The case n = 2 is
true by definition. Given j ≥ 2, assume that the state-
ment holds for n = j and let us show that it holds for
n = j + 1. The if direction is trivial, and we omit it.
Given E as in (C4), by definition and by the inductive
assumption it takes the form
E = (qlm, BlA
(j+1)
m ),
(q(l)m, A
(j+1)
m ) ∈ A
(j+1),
(ql(m), Bl) = (ri1···ij , A
(1)
i1
· · ·A
(j)
ij
),
(r(i1···ik−1)ik(ik+1···ij), A
(k)
ik
) ∈ A(k), k = 1, . . . , j,
(C5)
where the Bl are all different. The second equation im-
plies that
ql(m) =
∑
i1···ij
ηl,i1···ij ri1···ij ,
ηl,i1···ij :=
{
1, if A
(1)
i1
· · ·A
(j)
ij
= Bl
0, otherwise.
(C6)
Taking
pi1...ijm :=
∑
l
qlm
ql(m′)
ηl,i1···ij ri1···ij (C7)
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gives, as desired, (C3), noting that
pi1...ij(m) = ri1...ij ,
p(i1...ij)m = q(l)m,∑
i1...ij
ηl,i1...ij pi1...ijm = qlm. (C8)
To complete the proof it suffices to show that
E ∈ A(1) ⋄ (A(2) ⋄A(3)) (C9)
if and only if E takes the form (C3) with n = 3; however,
the proof is analogous to the j = 2 step of the inductive
argument and thus we omit it. 
A couple of comments on the notation are in order. If
A and C are sets of channels and B is a stochastic class,
then
A ⋄B ⋄C = A ◦B ◦C. (C10)
As a special case of the above, if A and C are channels
and B a stochastic channel, the composition
A ◦ B ◦ C (C11)
is a singleton stochastic class, but it will also be identified
with its single element.
2. Approximation
The statements (22) and (23) follow respectively (and
trivially) from the following distance axioms:
d(A,B) = 0 ⇐⇒ A = B,
d(A, C) ≤ d(A,B) + d(B, C).
(C12)
As for (24), due to (23) it suffices to show that A ⋄B ⊳ǫ
C ⋄B and C ⋄B ⊳δ C ⋄D. We show the former, and the
later is analogous.
Let E = (pij , Ai ◦ Bj) ∈ A ⋄ B, with pi := pi(j) 6= 0
without loss of generality. By assumption there exists
C ∈ C, non-negative ǫi, αk and channels Ck such that,
in formal sum notation,
C =
∑
i
(pi − ǫi)Ai +
∑
k
αkCk, ǫ(i) = α(k) ≤ ǫ.
(C13)
Recall here that ǫ(i) denotes
∑
i ǫi. Consider the formal
sum
E ′ :=
∑
ij
p′ijAiBj +
∑
kj
qkjCkBj ,
p′ij := pij
(
1−
ǫi
pi
)
, qkj :=
∑
i
pijǫiαk
pi α(l)
.
(C14)
It is easy to check that
p′(i)j + q(k)j = p(i)j , p
′
i(j) = pi − ǫi, qk(j) = αk,
(C15)
so that E ′ ∈ C ⋄B ⊆ C ⋄B. Moreover, as required,
2 d(E , E ′) ≤
∑
ij
|pij − p
′
ij |+ q(kj) = 2α(k) ≤ 2ǫ. (C16)
Appendix D: Pauli operations
This appendix compiles some properties and defini-
tions related to Pauli operations required below.
1. Error syndrome
Given a stabilizer code each Pauli operation E has a
well-defined error syndrome: there is a unique σ such
that
EP0 = PσE. (D1)
For each Pauli operation E and such σ, define
synd(E) := σ, E := ωσ. (D2)
The following relations will be useful:
ED = ED, (D3)
synd(ED) ⊆ synd(E) ∪ synd(D). (D4)
2. Groups
Pauli operations form a group. For any pair of elements
E,D,
E2 = id, ED = DE. (D5)
Given a stabilizer code, an important subgroup is the
gauge group, which is generated by gauge operations.
A Pauli operation L is a logical operation if it cannot
be detected through error correction, i.e. if its syndrome
is trivial:
synd(L) = 0. (D6)
Logical operations form a group. The gauge group is
the subgroup of logical operations that do not affect the
logical subsystem.
3. Failure rates
If ideal error correction is applied after a single Pauli
operation E hits an encoded state, the net result is a
logical Pauli operation:∑
σ
ωσ Pσ E P0 = E E P0. (D7)
Here, E is correctable if EE is in the gauge group. In
particular
fail (E) =
{
0 if E is correctable,
1 otherwise,
(D8)
and for a Pauli channel,
fail ((pi, Ei)g) =
∑
i
pi fail (Ei). (D9)
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Proposition 11 For any Pauli operations E, D,
fail (DEE) = fail (DE). (D10)
Proof. In this proof (D5, D3) will be used repeatedly
and implicitly. For any logical Pauli operation L and
any correction operation ω
fail (ωL) = fail (L), (D11)
because
ωLωL = ωωL = LL. (D12)
Using (D11) twice (the Pauli operation in parentheses is
logical), gives (D10):
fail (DEE) = fail (D(DDEE)) = fail (DDEE) =
= fail (DE(DDEE)) = fail (DE), (D13)

Appendix E: Syndrome distributions
The following construction was introduced in [11] to
keep track of the syndrome distributions of Pauli chan-
nels in a given set. Here it will be used differently, in
particular by means of the proposition below.
Definition 12 For any A ⊆ P, the stochastic class A
contains the stochastic channels
(pi, Ei)g (E1)
such that A contains an element of the form
(pi, Ei)g. (E2)
Proposition 13 Given a stabilizer code, for any A ⊆ P
A ⊳fail (A) A. (E3)
Proof. For every A ∈ A there exist Pauli operations Ei,
E′j , with the Ei correctable and the E
′
j uncorrectable,
and channels Gi, G
′
j with Kraus operators in G, such
that as a formal sum
A =
∑
i
piEiGi +
∑
j
p′jE
′
jG
′
j , p
′
(j) = fail (A). (E4)
The following stochastic channel is an element of A:∑
i
piEi +
∑
j
p′jE
′
j . (E5)
Since Ei = Ei(EiEi), and the parentheses contains a
gauge operation, the following is also an element of A,
A′ :=
∑
i
piEiGi +
∑
j
p′jE
′
j , (E6)
and as required
d(A,A′) ≤ p′(j) ≤ fail (A). (E7)

Appendix F: Locality and composition
The composition of different stochastic classes with lo-
cal features, namely Λλ, Lλ and N
exc
τ , can be handled
with the following abstract result.
Proposition 14 Let F be a function with a domain set
X of channels closed under composition, and a codomain
that is the power set of some set Y , such that for any
A,B ∈ X
F (AB) ⊆ F (A) ∪ F (B). (F1)
Let Sǫ, ǫ ≥ 0, be the set of stochastic channels (pi, Ei),
Ei ∈ X, such that for any R ⊆ Y∑
i|R⊆F (Ei)
pi ≤ ǫ
|R|. (F2)
Then for α, β ≥ 0,
Sα ⋄ Sβ ⊆ S2max(α,β)1/2, (F3)
Sα ◦ Sβ ⊆ Sα+β . (F4)
Proof. Given (pij , Ai ◦Bj) ∈ Sα ⋄ Sβ , for any S ⊆ Y∑
i|S⊆F (Ai)
pi(j) ≤ α
|S|,
∑
j|S⊆F (Bj)
p(i)j ≤ β
|S|. (F5)
Let ǫ := max(α, β). The required result is
∑
i,j|R⊆F (AiBj)
pij ≤
∑
S⊆R
∑
i|S⊆F (Ai)
∑
j|R−S⊆F (Bj)
pij ≤
≤
∑
S⊆R
min(α|S|, β|R−S|) ≤
∑
S⊆R
min(ǫ|S|, ǫ|R−S|) ≤
≤
∑
S⊆R
ǫmax(|S|,|R−S|)) ≤ 2|R|ǫ|R|/2, (F6)
where the first inequality makes use of (F1) and the sec-
ond of (F5).
Given (pi, Ai) ∈ Sα and (qj , Bj) ∈ Sβ their composi-
tion is an element of Sα+β because
∑
i,j|R⊆F (AiBj)
piqj ≤
∑
S⊆R
∑
i|S⊆F (Ai)
pi
∑
j|R−S⊆F (Bj)
qj ≤
≤
∑
S⊆R
α|S|β|R−S| = (α+ β)|R|. (F7)

If X is the set of all channels and F (A) = suppA, then
Sǫ = Λǫ, (F8)
which gives (16, 17). If X is the set of Pauli operations
and F (A) = suppA, then
Sλ ⊆ Lλ, (F9)
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and conversely
(pi, Ei)g ∈ Lλ =⇒ {(pi, Ei)g} ∩ Sλ 6= ∅. (F10)
It follows that
Lλ ⋄ Lλ′ ⊆ L2max(λ,λ′)1/2 , (F11)
Lλ ◦ Lλ′ ⊆ Lλ+λ′ . (F12)
If X = P and F (A) = synd(A), then
Nexcτ ⊆ Sτ , (F13)
and conversely for any A ⊆ P,
A ⊆ Sτ ⇐⇒ A ⊆ N
exc
τ . (F14)
Using proposition 13, it follows that
Nexcτ ⋄N
exc
τ ′ ⊳fail (Nexcτ ⋄Nexcτ′ ) N
exc
2max(τ,τ ′)1/2 , (F15)
Nexcτ ◦N
exc
τ ′ ⊳fail (Nexcτ ◦Nexcτ′ )
Nexcτ+τ ′. (F16)
The following proposition can be used to bound the above
failure rates (the case of ◦ is analogous, and in any case
can be found in [11]).
Proposition 15 If there exists an integer m and a set B
of sets of check operators such that (i) each element of B
contains m check operators, and (ii) for every syndromes
σ, σ′,
fail (ωσωσ′) = 1 =⇒ ∃µ ∈ B |µ ⊆ σ ∪ σ
′, (F17)
then
fail (Nexcτ ⋄N
exc
τ ′ ) ≤ |B|(2max(τ, τ
′)1/2)m. (F18)
Proof. Let ǫ = 2max(τ, τ ′)1/2. Given
E = (qσσ′ , ωσ ◦ ωσ′)g ∈ N
exc
τ ⋄N
exc
τ ′ , (F19)
its failure rate can be bounded using the same technique
as in (F6):
fail (E) =
∑
ij
qσσ′ fail (ωσωσ′) ≤
≤
∑
µ∈B
∑
µ′⊆µ
∑
σ|µ′⊆σ
∑
σ′|µ−µ′⊆σ′
qσσ′ ≤
∑
µ∈B
ǫ|µ| = |B|ǫm.
(F20)

Appendix G: Local syndromes
The residual noise model Nτ is well suited to self-
correcting families of topological stabilizer codes. In [11]
such families were characterized with a series of condi-
tions, from which further properties were then extracted.
Here only some of them need to be recalled.
To begin with,
fail (Lλ) = f1(λ), Lλ ⊆ Ng1(λ), (G1)
for the following choices of f1 and g1, which are compat-
ible with the requirement of section VB,
f1(λ) = n
(
λ
λ0
)bni
, g1(λ) = v1λ
1/v2 , (G2)
where n is the number of physical qubits, and the rest of
symbols are positive constants that depend on the code
family. Due to proposition 13, condition (57) is met.
Second, there exists a set B of syndromes satisfying
the assumption of proposition 15 with
m = cnj , |B| ≤ knτ−cn
j
0 , (G3)
where again all symbols but n are positive constants that
depend on the code family. In particular, kn is a bound
on the number of check operators. According to propo-
sition 15 and (F15), condition (58) is met for the choices
f2(τ1, τ2) = kn
(
2max(τ1, τ2)
1/2
τ0
)cnj
, (G4)
g2(τ1, τ2) = 2max(τ1, τ2)
1/2. (G5)
Appendix H: Proof of lemma 8
This lemma states that for R ⊆ Q and E ⊆ P,
R ⋄E ◦ P0 ⊳fail (eff(R)⋄E) eff(R) ◦ P0, (H1)
Proof. Every element of R ⋄E ◦P0 takes the form T ◦P0
for some
T = (pσi, Rσ ◦ Ei)g ∈ R ⋄ E , (H2)
where R ∈ R and E ∈ E. Consider the set
FT := {(pσi, ωσEiEi)g}. (H3)
It satisfies
FT = {(pσi, ωσEiEi)g} = {(pσ(i), ωσ)g} = eff(R),
fail (FT ) =
∑
σi
pσi fail (ωσEiEi) =
=
∑
σi
pσi fail (ωσEi) ≤ fail (eff(R) ⋄ E), (H4)
where (D3) was used in the computation of FT and (D10)
in that of fail (FT ). From (D1, D2) we get
T ◦ P0 ∈ FT ◦ P0. (H5)
Let F be union of all FT of the form (H3) for some such
T . Then
R ⋄E ◦ P0 ⊆ F ◦ P0,
F ⊆ eff(R), fail (F) ≤ fail (eff(R) ⋄E),
(H6)
which via proposition 13 yields the desired result. 
The proof for the uncorrelated composition R ◦ E is
entirely analogous; basically, it suffices to substitute pσi
with qσpi.
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Appendix I: Putting it together
The purpose of this appendix is to show that assuming
that Nτ and Rη satisfy the relations (57-61) and (71),
then the conditions (33-36) are met for the choices (72).
The relation (33) follows, using (23), from
Rη ⋄Nτ2 ◦ C ⊆ Rη ⋄Nτ2 ◦ P0 ◦C⊳ǫ
⊳ǫ eff(Rη) ⋄Nτ2 ◦ P0 ◦ C ⊳f4(η) Nτ1 ◦ C, (I1)
where
ǫ = fail (eff(Rη) ⋄Nτ2) ≤ f4(η) + fail (Nτ1 ⋄Nτ2) ≤
≤ f4(η) + f2(τ1, τ2) + fail (Ng2(τ1,τ2)) ≤
≤ f4(η) + f2(τ1, τ2) + f3(g2(τ1, τ2)). (I2)
The relations (34, 35) follow from
Lλ ⊆ Lλ ⋄Nτ1 ⊳f1(λ) Ng1(λ) ⋄Nτ1 ⊳f2(g1(λ),τ1) Nτ2 ,
(I3)
Finally, (36) is trivial.
Appendix J: Effective noise
Relations of the form (71) with f4(η) = 0, i.e. of the
form
eff(Rη) ⊆ Ng4(η), (J1)
are given in [11] within the proofs of the two theorems in
that work, each corresponding to a different kind of sta-
bilizer code family and a different kind of residual noise
Nτ .
The first case is that of self-correcting stabilizer codes
and residual noise Nexcτ , and the dependence of τ on η is
g4(η) =
(η/η0)
1/2
1− (η/η0)1/2
, (J2)
for some positive constant η0 dependent on the code fam-
ily.
The second case is that of a special kind of stabilizer
subsystem codes (termed ‘K-confining’, where K is some
positive constant for a given code family) and residual
noise
Nlocτ := Lτ , (J3)
with a dependence
g4(η) =
(η/η0)
k
1− (η/η0)k
, k :=
1
2(1 +K)
. (J4)
This result is not immediately applicable to the approach
of section VB1, which requires Nτ = Lτ . Fortunately,
the proof given in [11] can be easily adapted. Namely,
in that proof for any given R ∈ Rη some D ∈ P is
constructed with
eff(R) = D, (J5)
and then it is proven that
D ∈ Lτ . (J6)
In particular, the construction requires D = (pi, Ei) to
be such that suppEi is minimal for every i, with Ei fixed.
This constraint can be satisfied taking D′ = (pi, Ei) (as
long as the correction operators ωσ have minimal sup-
port: Such a choice of correction operators is valid for
these codes, as it yields a threshold for local noise [31]).
If amended in this way, the proof shows that D′ ∈ Lτ
and thus
eff(R) ⊆ Lτ . (J7)
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