Abstract The interaction and electron transfer (ET) between rubredoxin (Rd) and rubredoxin:oxygen oxidoreductase (ROO) from Desulfovibrio gigas is studied by molecular modelling techniques. Experimental kinetic assays using recombinant proteins show that the Rd reoxidation by ROO displays a bell-shaped dependence on ionic strength, suggesting a non-trivial electrostatic dependence of the interaction between these two proteins. Rigid docking studies reveal a prevalence for Rd to interact, in a very specific way, with the surface of the ROO dimer near its FMN cofactors. The optimization of the lowest energy complexes, using molecular dynamics simulation, shows a very tight interaction between the surface of the two proteins, with a high probability for Rd residues (but not the iron centre directly) to be in direct contact with the FMN cofactors of ROO. Both electrostatics and van der Waals interactions contribute to the final energy of the complex. In these complexes, the major contributions for complex formation are polar interactions between acidic residues of Rd and basic residues of ROO, plus substantial nonpolar interactions between different groups. Important residues for this process are identified. ET estimates (using the Pathways model), in the optimized lowest energy complexes, suggest that these configurations are efficient for transferring electrons. The experimental bell-shaped dependence of kinetics on ionic strength is analysed in view of the molecular modelling results, and hypotheses for the molecular basis of this phenomenon are discussed.
Introduction
Electron transfer (ET) between redox proteins is a biological phenomenon present in multiple pathways such as photosynthesis, respiration or even biological detoxification. ET reactions have been extensively studied and different theories about how this process occurs have been proposed. In many cases, the formation of an efficient interacting complex is needed for ET to occur between two or more proteins. However, it is still under discussion whether the ET process is performed by a single productive complex (as proposed for yeast cytochrome c/cytochrome bc 1 complex [1] ) or rather by multiple efficient conformations [2, 3, 4, 5, 6, 7] . Independently of these questions, a good characterization of the interacting surface of the complexes is essential for the understanding of ET processes between redox proteins.
In the present study, we focus on the interaction between Desulfovibrio gigas (D. gigas) rubredoxin:oxygen oxidoreductase (ROO) [8, 9] and its redox partner rubredoxin (Rd) [10, 11] . D. gigas is a sulfate-reducing bacterium, initially described as a strict anaerobe [12] (referenced in [13] ). However, later studies reported the ability for this organism not only to survive in aerobic conditions, but also to reduce oxygen to water with ATP production [13, 14, 15] . These observations led to the identification [8, 16, 17] of a soluble ET chain (Scheme 1) in D. gigas, where ROO was shown to function as a terminal oxidase, reducing oxygen to water.
ROO is a homodimeric protein of 2·43 kDa. Each protein monomer is composed of two different domains: one b-lactamase-like and one flavodoxin-like. The former contains a di-iron centre, where the reduction of oxygen to water was proposed to occur [9] . The latter contains a FMN cofactor, and is proposed to be the intermediate bridge in the ET from Rd to the ROO di-iron centre [17] . In each monomer, the FMN and the di-iron centre are separated by 35 Å . However, the headto-tail arrangement of the homodimer allows a very close approach of each di-iron centre to the FMN of the other monomer, granting an efficient ET process between them [9] .
As depicted in Scheme 1, Rd mediates the ET between NADH:rubredoxin oxido-reductase (NRO) [16, 18] and the FMN cofactor of ROO [17] . Rd is a small 6 kDa protein with a single polypeptide chain, and contains an iron atom coordinated to the sulfur atoms from four cysteine residues.
ROO was initially described [8] as being able to reduce oxygen to water, regenerating the NAD + pool, or to serve as a detoxifying system in D. gigas. Recent studies on E. coli flavorubredoxin (FlRd), a protein homologous to ROO [19] , showed that this protein is an efficient nitric oxide (NO) reductase [20, 21] . It remains to be clarified if ROO has also NO reductase activity.
In recent years, great importance has been given to the study of ET complexes. This type of complex is quite difficult to study owing to their transient occurrence, and consequently very hard to crystallize and have their structure solved by X-ray crystallography. Alternatively, NMR is a technique capable of providing important structural information about protein complexes [5, 22, 23, 24] , being able to identify residues involved in the interaction process. However, owing to inherent experimental difficulties, there are not many cases of proteinprotein complexes where this technique has been applied. In the absence of detailed experimental data about protein-protein associations, one viable route is the use of theoretical methodologies to predict them. Several recent published studies have reported advances in the specific protein features essential in interaction processes [25, 26] , and in the development of theoretical methodologies [27, 28] . One of the methods describing the interaction of ET partners is the Brownian dynamics (BD) method [2] . This technique is capable of simulating a series of diffusional dynamic trajectories, mimicking the association process between two proteins (through time). Specific electrostatic interactions and important residues can be studied using this method [29, 30] . However, owing to the nature of BD, a reorganized complex (after the initial encounter between the two proteins) cannot be modelled, even if the application of other methods to the encounter complex may alleviate this problem. The understanding of this reorganized complex may be quite important to elucidate the ET process between proteins. Another widely used strategy in the search for protein-protein complexes is based on the fast Fourier transform (FFT) correlation approach initially developed by Katchalski-Katzir et al. [31] , where shape complementarity is used as a target function. To improve the efficiency of the method, this approach has been extended to incorporate electrostatic interactions, solvation terms, and other biochemical information [32, 33, 34, 35, 36] . Other approaches search for shape complementarity in real space; one example is the method implemented in BIGGER [37] . In this method, an interaction scoring function is used to rank the complexes of higher complementarity. These theoretical methods can be supplemented with NMR data to improve predictions [38, 39, 40] .
In the present study, we use AUTODOCK 2.4 [41] in order to perform rigid-body docking studies. This method searches for interaction solutions in real space, using common force field terms for the interaction energy between the two proteins. Specifically, this program uses a Monte Carlo simulated annealing technique for configurational exploration with a rapid energy evaluation using molecular affinity grids. A combination between a good space search and a good energy evaluation results in a powerful technique for protein-protein docking simulations that has been used before for understanding other systems [42, 43, 44] .
The lack of protein flexibility imposed by the rigidbody docking methods may become a problem when studying ET processes. Interacting side-chains from interacting proteins are usually in unnatural positions for the complex, preventing a close association and yielding an apparent lower ET efficiency. One efficient way to overcome this problem is to perform a refinement of the complexes obtained by rigid-body docking with molecular dynamics/mechanics simulations (MD/MM) [42, 43, 44, 45, 46, 47] . Given the approximations used, the application of MD simulation methodologies is, in most cases, aimed at optimizing protein-protein interfaces, rather than trying to simulate phenomena that can be correlated with the time scale of events happening in the real system. Other approaches have used mean-field methods for optimizing side-chain conformations in the complex [48] . All these approaches allow the surfaces of both proteins to adapt to each other, a process that may be important in optimized ET.
In order to understand the ET process between Rd and ROO from D. gigas, we have studied it experimentally and performed rigid-body docking simulations, followed by MD optimization. The modelling results showed a clear preference for Rd to interact with the ROO dimer near the FMN cofactors. These MD refined complexes were analysed together with the experimental results, aiming at the characterization of the interactions between these two proteins, suggesting representative ET complexes, and making an evaluation of the structural factors that influence the ET efficiency in this system.
Materials and methods

Protein expression and purification
Recombinant flavorubredoxin reductase (FlRd-red) and recombinant D. gigas Rd were expressed and purified as previously described (respectively [21] and [49] ). Recombinant ROO cloning, expression, purification and detailed biochemical properties will be described elsewhere.
Kinetic assays
Kinetic assays were performed in a Shimadzu UV-1603 spectrophotometer thermostatted at 25°C. D. gigas Rd (16 lM) was aerobically incubated with 40 lM NADH in Tris-HCl (1 mM, pH 7 .0) at the tested ionic strength, and reduced by E. coli FlRd (final concentration, 560 nM), as observed by the complete absorbance bleaching at 490 nm. Recombinant ROO (final concentration 3.8 nM) was added to the reaction mixture and the Rd reoxidation rate was followed also at 490 nm ( 490 nm =6970 M )1 cm )1 ). Ionic strength was adjusted using a 1 M NaCl stock solution.
Molecular interactions between Rd and ROO
The procedure to perform rigid-body docking between the two proteins was similar to that used previously [42, 43, 44] (see these references for further details). The program AUTODOCK 2.4 [41] was used to study rigid-body molecular interactions between Rd and the ROO dimer. This program uses Monte Carlo methods associated with simulated annealing in configurational and positional search, to search the interaction space between the ROO dimer (that remains static) and Rd (that moves). To obtain new conformations, at each simulation step the positional and rotational degrees of freedom of Rd are randomly displaced. Each different configuration is evaluated by its energy, using approximations that calculate it using pre-computed atomic affinity potentials (see [50] for the method). These atomic affinity potentials (van der Waals) are calculated on the basis of the large protein alone (the ROO dimer), and computed on a grid for each atom type present in the small protein. Additionally, grids for electrostatic interactions and hydrogen bonding are also generated. In order to simulate the solvent electrostatic screening, electrostatic calculations are performed using a distance-dependent dielectric function developed by Solmajer and Mehler [51, 52] .
The definition of grid dimensions is an important step because we have to ensure that the small molecule has enough space around the ROO dimer to search all possible docking solutions. Owing to the large dimensions of the ROO dimer (note that the largest distance in the ROO dimer is approximately 109 Å and in Rd is approximately 30 Å ), and to limitations regarding the computer memory needs for each grid set (i.e. all grids needed to calculate the interaction energy), the calculation was performed in two steps, using two grid sets that together guarantee that all the space around the ROO dimer was searched. In order to avoid losing interaction solutions at the grid interfaces, it was ensured that the overlapping region between the two was large enough to contain Rd. Each grid set was composed of 140·140·140 points with 1 Å spacing. Each interaction run consisted of 100 cycles of progressively lower temperature, and each cycle had a maximum of 20,000 accepted or rejected Monte Carlo steps. The initial annealing temperature (T) was approximately 5052 K and a reduction factor of 0.9463 for each cycle was applied. These parameters were specifically optimized for this system using several tests, trying to achieve a high accepted/rejected ratio in the beginning of the annealing, a low ratio at the end, and a smooth transition between these two extremes. The minimum energy conformation obtained at the end of a cycle was used as the initial conformation for the next one. The initial maximum translational step was set to 1 Å . A reduction factor of 0.9702 was applied to each cycle, resulting in a maximum translational step of 0.05 Å in the last cycle. The initial maximum quaternion rotation step was 30°, and a reduction factor of 0.9770 was used in each cycle to obtain a 3°value at the end. After all interaction simulations were performed, solutions from both grid sets were clustered in different ranks according to their interaction energy and r.m.s. deviation (using a tolerance of 1 Å ).
Crystallographic structures of Rd [11] (PDB entry 1RDG) and of the ROO dimer [9] (PDB entry 1E5D) at 1.4 Å and 2.5 Å resolution, respectively, were used in this work. All water molecules present in both structures were removed, except for the two waters belonging to each di-iron centre of the ROO dimer (named 501Z and 501Y in the PDB file [9] ).
Some residues in both crystallographic structures (mainly in the ROO dimer) had alternative conformations. We have chosen the one with the higher occupancy value. All polar and aromatic hydrogen atoms were added using GROMOS96 [53, 54] . The selection of the protonation state of titratable residues was done by visual selection, taking into account the neighbouring residues. Histidines were assigned a neutral state. The selection between tautomers A and B of the neutral state was, whenever possible, made using the hydrogen bond pattern. When no state was evident from the hydrogen bond pattern, tautomer B was chosen. After initial positioning, hydrogen atoms were optimized in vacuum using 5000 steps of steepest descent minimization. With the exception of hydrogen atoms, all remaining protein atoms were restrained to their X-ray conformations with a force constant of 100 kJ mol )1 nm )1 . The GROMOS96 [53, 54] package was used for this procedure.
Our primary objective in this work was to simulate the interaction of reduced Rd with oxidized ROO, i.e. the moment just before the first ET step takes place from Rd to ROO. However, to verify what influence different oxidation states have in the interaction process, a rigid-body docking simulation of oxidized Rd with reduced ROO was also performed. Obviously, there are other states that could be considered, and some of them are physiologically relevant (for instance the semi-quinone state of the FMN cofactors). We have chosen to simulate these extreme states, because we expect the other ones to have an intermediate behaviour.
When simulating the ROO dimer in the reduced state, both FMN cofactors were set to their hydroquinone form as specified in GROMOS96, while for the di-iron centres a total charge of )1 was assigned. A very simple charge distribution was attributed to the atoms making up these centres. For each di-iron centre, a partial charge of +2 was assigned to each iron atom, while a charge of )2 was attributed to the oxygen atom positioned between them (named in the crystallographic structure as the oxygen atom l-O from residue FEO 404 in PDB entry 1E5D). To the remaining atoms of the protein (including those coordinated to the di-iron centres [9] ), charges from GROMOS96 [53, 54] were used. When simulating the oxidized ROO state, both FMN molecules were set to their quinone form, while for the di-iron centres a global charge of +1 was assigned; all atoms have the same partial charges used for the reduced form, except the iron atoms that were assigned a partial charge of +3.
In the case of Rd, a simple charge set for the FeS 4 metal cluster was used. For reduced Rd, the global charge defined for the FeS 4 centre was )2. In this case a +2 partial charge was attributed to the iron atom. The four cysteine residues connecting the iron had partial charges of )0.8 and )0.2 assigned to the sulfur and b-carbon atoms, respectively. To the remaining atoms of the protein, charges from GROMOS96 [53, 54] were used. To simulate the oxidized state of Rd we changed the iron atom charge to +3, maintaining the remainder as in the reduced state. Therefore, the global charge of the FeS 4 centre was )1. The exact charge distribution assigned to the iron centres of both proteins should not have much influence in long-range electrostatic interactions.
The use of the ROO dimer, which is the functional form of this protein [8] , presents interesting advantages from the point of view of the modelling methods. The two monomers of ROO are obviously equal, but in the structure, owing to different crystallographic contacts they present small differences, mostly in side-chain conformations. Owing to these differences and to the use of rigid docking methods, the physics of interaction will not be absolutely equal for the interaction of Rd with each monomer of the ROO dimer. This is advantageous in this case, since it provides ''duplicates'' for the interaction simulations. The consistency between docking solutions with monomer A and B of ROO will provide clues about the reliability of the final results.
Complex optimization by MD simulations
MD simulations were performed in order to optimize complexes obtained by rigid-body docking between Rd and the ROO dimer. Simulations were run in vacuum but, in order to simulate solvent dielectric screening, the same distance-dependent dielectric function [51, 52] present in AUTODOCK 2.4 [41] was used. Obviously this is an approximation, and MD simulations in explicit solvent would be more correct, but given the size of the complex and the number of configurations that we wanted to analyse, the use of these more sophisticated methodologies is prohibitive. To accomplish these simulations, a modified version of the program PROMD from the GROMOS 96 package [53, 54] was created. However, despite the dielectric screening, the vacuum boundary can introduce large deformations in the structure of the proteins. To prevent this undesirable situation, distance restraints with a force constant of 100 kJ mol )1 nm )1 were applied to all Ca atoms of the protein, metal clusters and the first atoms bound to the metals. By this we guaranteed that the geometry of the metal centres remained as close as possible to the crystallographic structures. The simulations were run using SHAKE [55] in all bonds, with a geometric tolerance of 0.0001. The integration of the equations of motion was performed using a time step of 0.002 ps. The twin range method [56] was used in the simulation of electrostatic interactions, with cut-offs of 8 Å and 14 Å . The pair-list was updated every 10th step.
Selected Rd-ROO complexes were initially optimized using a steepest descent minimization along 1000 steps. This first minimization was followed by another 1000 steps of minimization using the conjugated gradient method. Constant temperature was used in all subsequent MD simulations, by coupling the system to heat baths [57] . Initially, a first step of gradual heating (performed to avoid structural perturbations that might occur due to a fast heating process) was performed. Complexes were heated from 0 K to 25 K during 2 ps with a temperature coupling constant of 0.01 ps. Subsequent to this first heating, the temperature of the system was gradually heated in 25 K steps until a final temperature of 300 K was achieved. Each heating step consisted of 2 ps with a temperature coupling constant of 0.1 ps. After this heating process, the system was freely run for 200 ps. This productive run was followed by a gradual cooling procedure. Complexes were cooled from 300 K to 0 K, in 25 K temperature steps, each one along 2 ps (temperature coupling constant of 0.1 ps). In the end, complexes were minimized using the steepest descent method for 1000 steps.
The simplified nature of the MD simulation methodology makes it mostly irrelevant concerning the time scale of events. Things are happening much faster than in situations where explicit water is used. Therefore, we should only regard this procedure as an optimization method.
ET calculations
The non-adiabatic ET rate can be defined as:
where h is the Planck constant, T DA the electron tunnelling coupling factor between donor and acceptor and FC the Frank-Codon factor. This last factor contains, among other things, the reorganization of the system during the ET process. This term is difficult to evaluate, but it should be constant when the interaction partners are the same, as in the case treated in this work (see [58] for a review). Therefore, we will disregard it here. Taking into account Eq. 1 and these considerations, it is possible to assume that the ET rate (K ET ) is directly proportional to the square of the ET coupling (T DA ). T DA can be evaluated with the Pathways model developed by Beratan, Onuchic and others [59, 60, 61] . According to this model, an electron pathway is defined as a combination of interactions, such as space jumps and hydrogen or covalent bonds, connecting a specified donor and acceptor. To each connection, a specific decay is assigned. The product of all connection decays is an approximation of the total decay of a certain pathway. Therefore, the ET efficiency can be evaluated according to the T DA obtained for the pathway. GREENPATH v.0.971 [62] was the program used to perform these studies in Rd-ROO complexes optimized by MD simulations. This program, based on the tunnelling pathways theory, calculates every possible pathway between a specified electron donor and acceptor. The one with the higher T DA is selected as representative of the ET process.
The FeS 4 centre from Rd and the FMN from ROO have been defined as the initial electron donor and acceptor. In the FeS 4 centre from Rd, the four coordinating iron-sulfur bonds were defined as having no decay. The same was performed for the FMN and for the di-iron centres from ROO. In these cases, all bonds connecting the FMN ring atoms (the aromatic part) and bonds between atoms connecting both iron atoms from the di-iron centre (namely NE2 from His79, OE1 from Glu81, OD2 from Asp83, NE2 from His146, OD1 and OD2 from Asp165, NE2 from His226, l-O from FEO, O from water 501Z and O from water 501Y) were also defined as having no decay. These definitions are important because we want to assume that when electrons arrive at the atoms of the cofactors most likely to contain the orbitals to be oxidized/ reduced, they have arrived at their final acceptor orbital.
Results and discussion
Reaction rate ionic strength dependence
The reoxidation rate of Rd by ROO, in the presence of oxygen, was determined as a function of the ionic strength in order to investigate the type of interaction between the two proteins. For this purpose, a hybrid in vitro assay was designed (Scheme 2), in which Rd was enzymatically reduced by E. coli FlRd-red, a protein which was shown to efficiently reduce D. gigas Rd at the expense of NADH oxidation [19] . Upon addition of catalytic amounts of FlRd-red in the presence of NADH, Rd is reduced as monitored at 490 nm (Fig. 1A , block arrow 1).
When catalytic amounts of ROO are added to the reaction mixture (Fig. 1A, block arrow 2) , Rd reoxidation by ROO is triggered, at the expense of oxygen reduction. The Rd reoxidation rates vary with ionic strength in a bell-shaped fashion (Fig. 1B) , which suggests that electrostatic interactions are important for complex formation (further discussed below). Although the rates measured are not the intrinsic rate constants for the interaction of Rd and ROO, the conditions used for the assays were chosen so that the ionic strength dependence observed would be due only to the interaction between rubredoxin and ROO. As assessed by the flat absorbance line after reduction, Rd is not efficiently reoxidized by oxygen. Furthermore, under those conditions, the rate of reduction of rubredoxin by FlRd-red is independent of the ionic strength, having a constant value of 0.6±0.1 lM rubredoxin s )1 , in the range studied. Owing to the large excess of rubredoxin over ROO (4000-fold), and since only the initial rate of reoxidation was determined, the extent of rubredoxin re-reduction is negligible as only ca. 5% of rubredoxin is oxidized in the time window used to measure the rates; thus the large excess of Rd in relation to ROO is maintained. Finally, the rate of oxygen reduction by ROO should be independent of ionic strength, in the narrow range studied, namely taking into consideration that O 2 is an apolar molecule.
Rd and ROO structural properties Figure 2 shows Rd and ROO surfaces coloured according to their surface potential and ET efficiency. This characterization allows an evaluation of possible important electrostatic interaction regions between different proteins and to qualitatively estimate the ET efficiency of different regions of the proteins. In Fig. 2f and Fig. 2g the Rd surface is coloured according to its electrostatic potential in the oxidized and reduced states, respectively. In both figures there is a red colour prevalence on the surface, corresponding to negative potentials, characteristic of acidic residues. Except for the region near the FeS 4 centre, the surface potential of the protein is very similar in both redox states. When Rd is oxidized the global charge of the centre is )1, while when it is reduced the value is )2. These differences are not very evident, mainly because the total charge of the FeS 4 centre is always negative. Although small, these surface potential differences can influence the way interactions between the two proteins are made. The region around the FeS 4 centre appears also to be very efficient for ET. As can be seen in Fig. 2h , this is the region of the protein where a high ET coupling is observed (marked by a strong green colour), despite the fact that the whole protein surface shows high ET coupling values. This suggests that, independently of the interacting surface used, there is a high propensity for Rd to transfer electrons once it interacts with other proteins. This observation, explained by the reduced dimensions of the protein, is advantageous for a redox system like Rd. Besides its much larger dimensions, the ROO dimer is quite different from Rd concerning its surface characteristics. In contrast to Rd, ROO has a similar proportion of acidic and basic residues. In Fig. 2b and Fig. 2c the ROO dimer surface is coloured according to its potential in the oxidized and reduced states, respectively. In both states, except for regions near the di-iron centres and the FMN cofactors, no substantial variations in the surface potential are observed. When ROO is totally oxidized, the surface potential near these cofactors is more positive than when the protein is reduced (prevalence of blue colour in the first situation, not observed in the second one). This fact is due to differences in the global charge of the di-iron centres (positioned near both FMN cofactors) that, when ROO is totally oxidized, display a positive (+1) total charge, in opposition to the negative ()1) total charge in the reduced state. In contrast to Rd, where almost all of the protein has a similar probability to transfer electrons, in ROO the regions near the di-iron centres and the FMN cofactors appear to be those with higher propensity to perform this task, as evidenced by Fig. 2d where a strong green colour is observed near these centres.
Simulation of the interaction between Rd and ROO
Two different docking simulations with Rd and ROO were performed. In the first, the Rd reduced form was docked against the ROO oxidized form, while in the second the oxidized Rd was docked against the fully reduced ROO. This was done in order to test the influence of the redox state on the interaction process. Reduced Rd and oxidized ROO were docked 600 times, while for the docking of oxidized Rd with fully reduced ROO, 400 simulations were done. A high number of docking simulations yielded a representative number of interacting complexes and not just some sporadic solutions. The obtained complexes were clustered and ranked according to their energies and r.m.s. deviation with respect to the initial structure (see Fig. 3c and 3d) . Those with lower energy (more stable ones) appeared, in general, a higher number of times (hits), evidencing the convergency of the docking process. For example, the first rank contains approximately 15-17% of all interaction solutions in both simulations. The secondary structure of the ROO dimer (with a pseudo-twofold rotation axis perpendicular to the plane of the paper, located by the centre of the dimer) and Rd are represented in a and e, respectively, showing their cofactors in ball-and-stick representations. In b and c the ROO molecular surface is coloured according to the electrostatic potential, when the protein is in the oxidized and reduced forms, respectively. The same is done for Rd in f and g, respectively. Red coloured regions represent negative potentials, while blue coloured regions represent positive potentials (as described in the bar above the electrostatic potential molecular surfaces from ROO). The potential varies between )10 and 10 KT/e. In d and h, the ROO and Rd molecular surfaces, respectively, are coloured according to the ET coupling factors observed in each protein atom. In both cases, the cofactors (FMN and di-iron centres for ROO and FeS 4 centre for Rd) were defined as the initial electron donors, while all atoms from each protein were defined as the electron acceptors. Surface regions coloured with a stronger green represent those where high ET coupling factors are observed. As described in the bar below the Rd ET molecular surface, the values vary between )20 and 0 (these values were defined by log(T DA ) 2 and calculated with program GREEN-PATH v.0.971 [62] ). All figures were prepared with programs GRASP [76] , Molscript [77] and Raster3D [78] . Note that the ROO dimer and Rd are represented using different scales Figure 3a and Fig. 3b present all clustered interaction solutions obtained in the docking of reduced Rd with oxidized ROO and of oxidized Rd with reduced ROO, respectively. For clarity reasons, only the centres of mass of Rd are represented relative to the main fold of ROO. In both situations, many different complexes were obtained, but in the lower energy ones, Rd tends to dock on ROO near both FMN cofactors. According to Gomes et al. [17] , the ROO's FMN reduction potentials are 0±15 mV and )130±15 mV, while the Rd reduction potential is 0±5 mV [63] . Therefore, it is likely that a direct ET process from Rd towards the FMN cofactors from ROO occurs. As described previously, the region of the ROO surface presenting higher ET coupling factors is the one near the di-iron centres and the FMN cofactors. In contrast, Rd presents similar ET coupling factors all over its surface. If we combine these surface characteristics with the lower energy complex solutions obtained in the docking of Rd with ROO (both simulations), we verify that the physics of the interaction favours the ET efficiency, with Rd interacting preferentially on ROO near the FMN cofactors, as previously shown experimentally [17] . These regions of ROO are also the ones presenting positive potentials, and therefore the ones with more propensity to interact with the overall negative Rd, as observed in the rigid docking results. Figure 3 shows that, for both docking simulations, the complexes with lowest interaction energy (rank 1) are very similar (notice the positioning of the green spheres). However, the interaction energies corresponding to these two complexes are different. The first rank obtained in the docking of reduced Rd with oxidized ROO presented an interaction energy of )65.8 kcal/mol, while in the first rank obtained in the docking of oxidized Rd with reduced ROO, an interaction energy of )60.9 kcal/mol was obtained. These results suggest that the complex obtained from the docking of reduced Rd with oxidized ROO is more stable. This difference is in agreement with the distinct electrostatic potentials at the ROO interaction surface (see previous section). When Fig. 3a-d Results from the rigid-body docking simulations obtained in two different conditions. Docking of reduced Rd with oxidized ROO is shown in a and c, and the docking of oxidized Rd with reduced ROO in b and d. Parts a and b display a stereo representation of the main fold of ROO (as a smoothed line) and protein cofactors (represented using ball-and-sticks), surrounded by small spheres that correspond to the centre of mass of Rd in different interacting solutions (or ranks). The first rank is represented by the bigger green sphere, the second rank by a smaller yellow sphere and the third rank by an even smaller red sphere. The following seven ranks are represented by small blue spheres, while those coloured in grey represent the remaining interaction solutions. The figures were prepared with programs Molscript [77] and Raster3D [78] . Parts c and d present the number of hits found for each rank (docking solution), represented as bars, and the respective minimum interaction energy of this rank, represented as lines ROO is oxidized, these interaction regions show a more positive potential than when the protein is reduced. Because Rd always presents, irrespective of its redox state, a negative potential character on its surface, it will form more stable complexes with the oxidized form of ROO, which presents more positive potentials in the interaction surface. Whatever the exact molecular reason for these facts, it is noteworthy that they happen in this way. The energetics favours the functional direction of electron flow, i.e. the ET from Rd to ROO, and not the opposite, being the most productive interaction, precisely the one with the higher affinity (reduced Rd and oxidized ROO). After electrons are transferred and ROO becomes reduced and Rd oxidized, it is advantageous that the affinity of the complex becomes diminished, since this frees Rd to capture more electrons from NRO and continue the cycle.
In many cases, owing to crystallographic contacts and to side chains showing alternating configurations, the crystallographic structures are not the most suited models for docking studies. To check the influence of this problem in our simulations, we decided to run MD simulations of the two isolated proteins (reduced Rd and oxidized ROO), using explicit solvent and periodic boundary conditions (results not shown), in order to find other unbiased side-chain configurations (all a-carbons, metal centres and cofactors were kept restrained to their X-ray conformations). With these structures, taken from MD simulations of reduced Rd and oxidized ROO (at 150, 250 and 400 ps of the production part of the MD simulation), new docking simulations were performed (results not shown) using the nine possible combinations and the same conditions. The docking results were very similar to the ones obtained with the X-ray structures, with Rd interacting preferentially with the FMN cofactors of ROO, confirming that the initial docking simulations were not biased by the exact conformation found in the X-ray structure.
Complex optimization by MD simulations
Owing to the lack of flexibility inherent with rigid-body docking methods, we are only able to obtain an initial evaluation of the close contact between protein interacting surfaces. Because these close interactions can be essential for the efficiency of the ET process, we reintroduced flexibility, by performing MD simulations on the four lower energy complexes obtained in the docking of reduced Rd and oxidized ROO. Figure 4 shows the result of this procedure for rank 1 (Fig. 4b ) and compares it with the rigid docking configuration (Fig. 4a) . It is noteworthy that in this docking solution (and in fact in all four docking solutions analysed here), the iron centre of Rd is not in direct contact with the surface of ROO. In the case of rank 1, it is actually in the opposite direction. This is somewhat surprising, but does not prevent an efficient ET to occur (see below).
The MD optimization of the complex presented in Fig. 4 did not change the overall binding mode between the two proteins, but allowed both proteins to approach, resulting in the formation of a more realistic ET complex. The same happened for the other three complexes refined by MD simulations (results not shown). These facts were also observed in other systems studied with similar methodologies [42, 43, 44, 45] . Note, however, that the approximations used in the MD methodology, namely the absence of explicit water, do not allow us to model some factors. One example is the neglect of interfacial water molecules, which may influence the formed complexes. Nevertheless, the complexes optimized in this way may give us a crude idea of the effective importance of different residues at the interface, even if all the details are not explicitly modelled.
For each optimized complex, the contribution of van der Waals and electrostatic interactions to the interacting energy between the two proteins are presented in Table 1 . The same relative contributions for the nonoptimized configurations are also presented. After MD optimization, the relative contribution of van der Waals interactions increases, at the expense of the electrostatic relative contribution (in all situations), even if both types of energy increase. This results from the properties of van der Waals interactions: the energy due to this component only becomes important when atoms are in close contact, a situation that is not very favoured in rigid docking simulations. The situation changes dramatically when the systems are allowed to approach and adapt to each other, leading to a drastic increase of the van der Waals component. The electrostatic component is also affected by distance, but to a much lower degree.
The relative decrease of electrostatic versus van der Waals interactions, observed in the final complexes, should not be interpreted as if electrostatics is not Fig. 4 Representation of the lowest energy complex obtained in the docking of reduced Rd with oxidized ROO, before (a) and after (b) MD simulations. See the legend to Fig. 3 for details. The figures were prepared with programs Molscript [77] and Raster3D [78] important in complex formation. It should be noticed that, in these studies, the modelling of electrostatic interactions is performed in a very simplified way and the final balance between the contribution of van der Waals and electrostatic interactions could be quantitatively different. Nevertheless, what our results show is that both kinds of interactions are essential for the formation of complexes between Rd and ROO. This shared importance between electrostatic and van der Waals interactions is quite well evidenced in a published work from Williams et al. [4] . According to these authors, a specific organization of residues in interacting surfaces is essential for complex formation, with hydrophobic residues located in the centre and charged ones distributed around them. In the Rd:ROO complex, this same residue distribution is quite visible. For example, in the lowest energy complex we observed that in Rd the residues Tyr4 and Phe30, which interact with ROO, are surrounded by acidic residues, namely Asp2, Glu31, Asp32, Asp35, Asp36, Asp47, Glu50 and Glu51. Similarly to Rd, the core of interaction in ROO is composed mainly of hydrophobic residues surrounded by charged ones: Trp147 (chain A) and Trp347 (chain B) are surrounded by several charged residues, namely Lys108 (chain A), Arg143 (chain A), Lys207 (chain A), Arg333 (chain A), Lys353 (chain B), Lys372 (chain B) and Lys374 (chain B). This is also observed in all the other studied complexes.
In Fig. 5 , the contact surface of rank 1 is zoomed, both in the rigid docking configuration (Fig. 5a ) as well as after optimization (Fig. 5b) . It is interesting to note that, after optimization, the side chain of Tyr4 from Rd penetrates the pocket of ROO where the FMN resides, concomitant with conformational changes of some residues around it, like Glu350B and Asn316B. A hydrogen bond between the terminal oxygen (Og) of Tyr4 and a hydrogen atom from the FMN cofactor is formed with this movement. This strategic positioning by Tyr4 from Rd is of great importance concerning the calculated ET efficiency between Rd and ROO.
The ET coupling values for the analysed complexes are presented in Table 2 . In rank 1, after internal transfer from the FeS 4 centre, the ET process occurs directly from the Tyr4 from Rd to the FMN from ROO, as expected from the analysis of Fig. 5 . A very high ET coupling is observed, demonstrating the high efficiency of this complex in the referred process. The other three complexes studied also present quite high electron transfer coupling values, even if they are lower than the one calculated for rank 1. Ranks 2 and 3 also correspond to a direct ET from a residue from Rd to a FMN co-factor of ROO. Only rank 4 presents an ET pathway that does not follow directly to a FMN co-factor, but this does not reduce substantially the efficiency of the ET process, as judged from the calculated value. A note should be made here about the differences between monomers A and B from ROO. In fact, these two monomers, being independent molecules in the crystal asymmetric unit, are slightly different, mostly in their Table 1 Pairs of residues from reduced Rd and oxidized ROO interacting directly in the four lowest energy complexes. The relative contribution (in percentages) of van der Waals and electrostatic interactions, before and after the refinement by MD simulations, and the respective values of the energy (in parentheses) are also presented in the Pairs of residues from Rd-ROO interacting in the complex side-chain conformations, as described before. In practice, owing to the use of rigid docking methods, this results in different interaction energies and slightly different conformations for associations that should formally be equal. This is the case for ranks 3 and 4, where Rd docks on the ROO surface near the FMN from chain A, while in the two other preceding ranks the docking was on the ROO surface near the FMN from chain B. Despite the determinism of the ET analysis used in this work, one should note that actual ET might not necessarily depend on the referred residues and their exact nature. The topological differences between the complexes do not lead to exaggerated differences in ET efficiency, as calculated by the method, showing that different ET solutions may be similarly efficient and alternative routes always exist. As suggested before for other cases [2, 7, 42, 45, 64, 65, 66, 67, 68] , the ET process between Rd and ROO may not be dependent on a single specific complex. The existence of different, similarly efficient, interacting conformations allows proteins to increase the probability for productive configurations to occur. Thr7-Ser348 (chain A)
FlRd and clues for the ET process between Rd and ROO Gomes et al. [19] recently described a novel ET chain in E. coli involving a terminal enzyme named FlRd. This protein is composed of three different domains: one b-lactamase-like, one flavodoxin-like and one rubredoxin-like. As described earlier for D. gigas, each monomer from ROO is also composed of one b-lactamase domain and one flavodoxin domain, so FlRd seems to be a fusion between ROO and Rd. In these circumstances, we expected that our docking solutions could be fitted in a plausible FlRd topology. In order to investigate this possibility, we decided to align the ROO and Rd sequence with the FlRd sequence (Fig. 6 ). The whole of the ROO sequence aligns with the FlRd sequence. The important ligands connecting the di-iron centre are strictly conserved. The b-lactamase-like domains from these two proteins present an identity of 37%, while the flavodoxin-like domains have an identity of 30%. Overall, the identity observed between the primary sequences from FlRd and ROO is 33%. After a gap of 20 residues in FlRd (where no alignment between this protein and ROO or Rd was observed), Rd aligns with the former protein until the end of their C-termini. The cysteine residues of Rd, connecting the iron atom, are conserved. In this alignment, an identity of 40% is observed. These results confirm considerable similarities between these systems. They also point to a segment of 20 residues that connects the flavodoxin domain and the rubredoxin domain. Is this number of residues compatible with the distance between the C-and N-termini from ROO and Rd, respectively, in our docking solutions? The answer for this is provided in Fig. 7 , which shows the topology of rank 1. In this case, the distance between the C-terminus from ROO and the N-terminus from Rd is 29.1 Å . If 20 residues (corresponding to the gap) are arranged as an a-helix (the most compact way to dispose residues), they would cover approximately 30 Å . This value is very similar (at Fig. 6 Sequence alignment between ROO (one monomer) and Rd with the sequence from FlRd. The domains comprising ROO and Rd are marked below the alignment. The asterisk and colon symbols correspond to residue identity and similarity, respectively. The alignments were made with the program CLUSTALW [79] least it is sufficient) to the one needed to connect the flavodoxin-like domain of ROO with Rd. In conclusion, the possible topology of FlRd is compatible with our lowest energy docking solution, further supporting our modelling studies.
Molecular hypotheses to interpret the ionic strength dependence of ET
The analysis of the ionic strength dependence of ET can give us clues about the molecular events that lead to protein association and ET. These experiments show the influence of electrostatics in this process, since different ionic strength values generate different electrostatic shielding effects. Higher ionic strengths provide higher shielding of electrostatic forces. The experimental results for this system clearly show a bell-shaped dependence of ROO reduction on ionic strength, with a maximum at values around 60-70 mM (see Fig. 1 ). This shows a marked electrostatic dependence on the interaction process between the two proteins, but this dependency is non-trivial. Our theoretical results show a substantial electrostatic component for the interaction energy of the complexes formed. In the simplified electrostatic treatment used here, electrostatics was not the most important component on the final optimized structure, but its influence before optimization was considerably higher. Nevertheless, one should keep in mind that these electrostatic treatments are a simplification and, with respect to the ionic strength, this factor is not included at all. However, as we will discuss, they allow us to make some qualitative simulations that can provide indications on the ionic strength dependence.
This kind of bell-shaped behaviour, presented by Rd and ROO, has been observed for some other ET partners [69, 70, 71, 72, 73] , and several explanations for it have been suggested (see [74] ). In this case, we will discuss two possible hypotheses to explain these observations that, nevertheless, will require further experimental and theoretical studies to be confirmed.
One interpretation for this complex behaviour can emerge if we take into account that ROO presents equally efficient catalytic centres. This provides the possibility for the formation of 2:1 complexes, i.e. two Rd molecules docking on one ROO, near both FMN cofactors. Considering the high number of negatively charged residues comprising Rd, it is possible to foresee that in the double interaction of two Rd molecules with ROO, repulsive electrostatic effects between the two Rd molecules will occur, influencing the formation of an efficient 2:1 ET complex. At low ionic strengths the shielding of these repulsive electrostatic interactions between both Rd proteins would be very low (increasing repulsion), leading to inefficient ET (as observed in the bell-shaped curve). However, when the ionic strength is increased, its shielding effects will decrease, allowing the formation of stable and efficient ET complexes (the peak around 60-70 mM of the ET rates in the bell-shaped curve). By further increasing the ionic strength, the overall electrostatic contribution for complex formation will be reduced, leading to the destabilization of any complexes and consequent inefficiency of ET, as observed experimentally. In order to check the feasibility of this hypothesis, we decided to repeat the rigid docking simulations between reduced Rd and oxidized ROO, but in this case we occupied one of the FMN binding sites found previously with a Rd molecule (results not shown). This was done using the interaction solution obtained in rank 3 from the original docking experiments. The two lowest energy solutions obtained in this case match the first two lowest energy solutions obtained in the original simulation, where one Rd was not included. However, interaction energies of the complexes in this second experiment were higher, showing their lower stability, when compared with the original simulation. For the first rank, an interaction energy of )59.5 kcal/mol was obtained, while the corresponding complex in the original docking experiment had an interaction energy of )65.8 kcal/mol. Similarly, for the second rank the interaction energy was )55.1 kcal/mol, while the energy of the original solution was )61.7 kcal/ mol. These results are a confirmation of the assumption made above, that two Rd molecules, bound to a single ROO molecule, display a clear repulsion between them, being a destabilizing factor in the formation of 2:1 complexes. Fig. 7 The interaction region of the lowest energy complex between reduced Rd and oxidized ROO is presented. The distance between the N-terminus from Rd (A) and the C-terminus from ROO (B) is shown by a dashed line. This figure was prepared with the program Molscript [77] and Raster3D [78] A second hypothesis for the bell-shaped dependence may also be suggested. Intense electrostatic interactions may rigidify the complex formed between the two proteins, leading to a lower degree of reorganization and surface complementarity, necessary for achieving high ET rates [69, 75] . A way to increase electrostatic interactions and indirectly simulate the low shielding conditions observed at low ionic strength is to use a simple Coulomb law, without the distance-dependent dielectric constant used before [51, 52] . When we applied this in rigid docking experiments (results not shown), the complexes obtained are different from the original ones, and their ET efficiency is lower. For instance, for the first rank obtained (after MD optimization) the ET coupling value was 5.0·10 )6 , while for the first rank of the original simulation the corresponding value was 1.0·10
) 5 . ET efficiency becomes lower when the electrostatics is increased, as observed experimentally.
Concluding remarks
The modelling methodologies allowed us to characterize the interaction between Rd and ROO, showing the groups from both proteins that are more important for complex formation. Acidic residues from Rd and basic ones from ROO play an important role, but other nonpolar interactions are also important. The modelling results point very strongly for an interaction between Rd and the surface region near the FMN cofactors of ROO, corroborating previous experimental data that showed that Rd donates electrons to the ROO FMN cofactors [17] . Our calculations suggest an efficient ET process for these interaction configurations. The experimental bellshaped dependence of the kinetics on ionic strength is not a simple phenomenon to interpret, and we put forward two possible explanations for it. In one case, the binding of one Rd molecule would make the binding of another Rd molecule considerably more difficult, by electrostatic repulsion (as shown by our modelling results). This repulsion would be higher for lower ionic strengths but, with increasing concentration of salt, this repulsion would be diminished, allowing a more stable 2:1 complex formation. A second hypothesis considers electrostatic locking of unproductive complexes that become unstable with increasing ionic strength, allowing the two proteins to interact with each other in more productive configurations. Both hypotheses are amenable to experimental testing, and work is in progress to clarify this issue.
