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The visual system occupies approximately 25% of the human cerebral cortex. Large part of the visual cortex is
organized into retinotopic maps, in which nearby cortical locations represent neighboring points in the visual field.
Based on these retinotopic maps and on functional specialization for particular visual stimuli, such as movement or
objects, human visual cortex is divided to more than 20 distinct visual areas. This Thesis contributes to our
understanding on the functional organization and reorganization of the human visual cortex.
In the first study, a method for retinotopic mapping based on multifocal functional magnetic resonance imaging (fMRI)
responses was developed. Multifocal refers here to parallel stimulation of multiple regions in the visual field using
temporally orthogonal stimulus sequences. Multifocal fMRI provides a straightforward analysis and interpretation of
the retinotopic responses. The retinotopy in the primary visual cortex (V1), and in a subset of visual areas beyond V1,
can be mapped with the multifocal fMRI. In a separate study, the nonlinear spatial summation of the multifocal
responses in V1 was characterized. The interactions between adjacent visual field regions suppressed the multifocal
responses, most likely due to the far-reaching spatial summation of V1 cells.
The third study showed that training can reorganize visual cortices in an adult patient. The subject was a patient with a
chronic visual field defect (homonymous hemianopia) due to a lesion in the visual cortex. We followed the intensive
training of visual functions in his blind hemifield with recordings of evoked neuromagnetic responses. After successful
training, fMRI measurements revealed an abnormal representation for the trained (right) visual field in the visual areas
in the healthy (right) hemisphere, indicating large-scale reorganization of the visual processing.
The fMRI tuning curves for spatial frequency were measured in the fourth study. The spatial frequency evoking the
strongest fMRI response decreased with the eccentricity of the visual field. The differences in spatial frequency
representation between visual areas support the view that these areas may process visual information at different
spatial scales. Finally, the cortical sensitivity to phase relations between different spatial frequencies and the
significance of congruent phase structure was revealed in multiple human visual areas. The results suggest that
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Ihmisen aivokuoresta noin neljäsosa on omistettu näköaistille. Suuri osa näköaivokuoresta on järjestynyt
retinotooppisiksi kartoiksi, joissa vierekkäisillä näkökentän kohdilla on vierekkäiset edustukset aivokuorella.
Retinotooppisten karttojen ja toiminnallisten erityispiirteiden kuten liikeherkkyyden perusteella ihmisen näköaivokuori
on jaettu yli 20 erilliseen näköalueeseen. Tässä työssä selvitettiin näköalueiden toimintaa ja muovautuvuutta käyttäen
toiminnallista magneettikuvausta (fMRI) ja magnetoenkefalografiaa (MEG).
Multifokaalimenetelmällä kartoitetaan samanaikaisesti useiden näkökentän kohtien vasteita käyttäen ortogonaalisia
ajoitussekvenssejä. Osatyössä I tätä menetelmää sovellettiin fMRI-vasteisiin perustuvaan retinotooppiseen
kartoitukseen. Multifokaalinen fMRI tarjoaa suoraviivaisen tavan mitata ja tulkita retinotooppisia vasteita. Sen avulla
retinotopia voidaan kartoittaa ensimmäisellä näköaivokuorella (V1) sekä osalla korkeammista näköalueista. Osatyössä
II kartoitettiin multifokaalivasteiden summaation epälineaarisuutta alueella V1. Solujen pitkälle ulottuva spatiaalinen
summaatio aiheuttaa todennäköisesti vuorovaikutuksia lähekkäisten näkökentän alueiden edustusten välillä vaimentaen
mitattavia multifokaalivasteita.
Osatyössä III osoitettiin, että kuntoutus voi muuttaa aikuisen potilaan näköalueiden toimintaa. Tutkimukseen
osallistuneella potilaalla oli näköaivokuoren vaurion seurauksena krooninen näkökenttäpuutos (homonyymi
hemianopia). Hän osallistui intensiiviseen kuntoutukseen, jolla pyrittiin parantamaan sokean näkökentän näkökykyä.
Kuntoutuksen etenemistä seurattiin herätevastemittauksilla. Menestyksekkään kuntoutuksen jälkeen näkökenttien
edustukset kartoitettiin fMRI-mittauksilla. Kuntoutuksen seurauksena sekä sokea (oikea) että normaali (vasen)
näkökenttä olivat edustettuina samoilla toiminnallisilla näköalueilla terveellä aivopuoliskolla. Tulokset osoittivat, että
kuntoutus voi johtaa suuriin muutoksiin näköalueiden toiminnassa.
Osatyössä IV tutkittiin fMRI-vasteita näköärsykkeen spatiaalitaajuuden funktiona eri kohdissa näkökenttää ja eri
näköalueilla. Tulokset tukevat hypoteesia, että varhaiset näköalueet edustavat näkötietoa eri spatiaaliskaaloilla.
Osatyössä V tutkittiin vaihesuhteiden käsittelyä näköalueilla. Tulokset viittaavat siihen, että korkeamman tason
näköalueet käyttävät spatiaalitaajuuksien välistä vaihekongruenssia tärkeiden piirteiden paikantamiseen.
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A central goal of visual neuroscience is to understand how the human visual
system functions. Humans can rapidly and effortlessly recognize objects in
a natural scene, although the appearance of an object varies across different
viewpoints and under variations in lighting conditions. No artificial vision
system can yet perform the same task as flexibly and accurately. This task
is not easy, which is reflected in the amount of brain tissue devoted to vision.
In humans, approximately 25% of the cerebral cortex processes primarily
visual information (Van Essen, 2004). The visual cortex is divided to tens
of distinct visual areas based on studies of lesions that cause selective visual
disturbances, on the knowledge of visual processing in animals, and on the
functional brain imaging studies. The overall functional organization of the
visual cortex continues to be an area of intense research.
This Thesis contributes to the knowledge of visual processing in the low-
level visual areas of the human cortex. The specific aims in the functional
brain imaging studies of this Thesis are
1. to develop a retinotopic mapping technique based on multifocal stimu-
lation (Publication I),
2. to characterize spatial interactions in the primary visual cortex with
the multifocal stimulation technique presented in Publication I (Publi-
cation II),
3. to show that the cortical representation of visual field can be reorga-
nized with intensive training of impaired visual functions (Publication
III),
4. to compare cortical representations of spatial frequency in different vi-
sual areas and visual field locations (Publication IV), and
5. to test cortical sensitivity to cross-frequency phase relations and con-
gruency (Publication V).
This Thesis consists of an overview and five publications (I–V). In this
overview, Section 2 introduces the brain imaging methods used in the Pub-
lications, and Section 3 gives an introduction to the human visual system.
Section 4 summarizes the contribution of the Publications to the knowledge
of visual processing in the human visual cortex. Section 5 discusses and
draws conclusion on the findings.
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2 Structural and functional brain imaging
This Section introduces the brain research methods used in this Thesis. In
all Publications (I–V) the main method was functional magnetic resonance
imaging (fMRI). Structural MRI provided anatomical reference for the func-
tional results. In addition, magnetoencephalography (MEG) was used in
Publication III.
2.1 Magnetic resonance imaging
Magnetic resonance signal
Magnetic resonance imaging (MRI) is based on a physical phenomenon called
nuclear magnetic resonance (NMR; Rabi et al., 1938; Bloch et al., 1946; for
a general overview of MRI and fMRI, see, e.g., Huettel et al., 2004). MRI
of the brain is typically based on the NMR signal from the hydrogen nuclei
of the water, because the hydrogen atoms are the most abundant atoms in
the human body and the hydrogen nuclei have a high gyromagnetic ratio.
Hydrogen nuclei are single protons that have a quantum-mechanical prop-
erty called spin. In external magnetic field, spins align parallel (low-energy
state) or antiparallel (high-energy state) to the magnetic field and precess
about the axis of the magnetic field at a characteristic precession frequency
known as the Larmor frequency. The Larmor frequency is proportional to
the gyromagnetic ratio of the nuclei and to the strength of the magnetic field.
At thermal equilibrium, a small net excess of the spins will align parallel
to the external magnetic field creating a net magnetization in the direction
of the field. The basic behavior of the net magnetization can be described
with classical mechanics, although a detailed description of the NMR phe-
nomenon would require quantum mechanics. The precessing spins can effi-
ciently absorb energy only at the resonance frequency, the Larmor frequency.
A radio-frequency (rf) pulse at this frequency will excite the nuclei to tran-
sition to the high-energy state. As the populations of the protons in the two
energy states are equalized with the rf pulse, the longitudinal component of
the net magnetization decreases. The rf pulse also poses phase coherence
among the precessing spins and thus introduces a transverse component to
the net magnetization. This precessing transverse component is detected as
the magnetic resonance (MR) signal.
After the rf pulse, the net magnetization returns to the low-energy equilib-
rium state and the phase coherence among the precessing protons is gradually
2
lost. This so-called relaxation of the net magnetization is detected as an ex-
ponential decay of the MR signal. Re-growth of the longitudinal component
of the net magnetization can be described with time constant T1 and the de-
crease of the transverse component with time constant T2. Inhomogeneities
in the magnetic field speed up the transverse relaxation. The transverse
relaxation time constant that includes the effects of inhomogeneities in the
local magnetic field is called T ∗2 .
MR image contrast
In structural brain imaging, image contrast between different tissues is cre-
ated based on different MR signal strengths. The strength of the MR signal
depends on the proton density and on the relaxation time constants. Gray
and white matter have different T1 values and therefore, typical anatomical
images of the human brain are so-called T1-weighted images, in which the
white matter appears brighter than the gray matter.
Because the precession frequency depends on the local magnetic field, the
spatial location of the MR signal is encoded with gradient magnetic fields
that are superimposed on the static external magnetic field. A so-called slice
is selected within the total imaging volume by applying a linear magnetic field
gradient in one direction and by combining this gradient with the frequency
and bandwidth of the rf pulse. Two orthogonal magnetic field gradients
encode spatial locations within the slice. The strength of these gradient
magnetic fields and the frequency and bandwidth of the rf pulse determine
the spatial sampling. The spatial sampling units in MRI are called voxels
(volume elements).
The two main imaging parameters that are optimized to enhance a par-
ticular image contrast are the time interval between successive rf pulses (rep-
etition time, TR) and the time interval between the rf pulse and the data
acquisition (echo time, TE). Before the data acquisition, an echo of the signal
is typically created by applying a refocusing pulse or a readout gradient. The
combination and timing of different rf pulses, gradients and data acquisition
is known as a pulse sequence.
The two most often used pulse sequences are the spin-echo (SE) and
gradient-echo (GRE) sequence. The main differences between these two se-
quences are in the rf pulse and in how they create the echo of the signal.
The power and duration of the rf pulse determines the amount of transverse
magnetization, and therefore the angle of the net magnetization relative to
the external magnetic field, the so-called flip angle. The flip angle in a typi-
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cal SE sequence is 90◦, whereas in a typical GRE sequence, it is lower than
90◦. In a typical SE sequence, the phase coherence between the spins is
refocused with a 180◦ pulse before the data acquisition, whereas in a GRE
sequence, the echo of the signal is created with a gradient reversal. The GRE
sequence provides faster imaging and stronger MR signal compared to the
SE sequence, but the spatial specificity is better with the SE sequence (Ya-
coub et al., 2003). An entire image can be acquired in a single TR using a
technique called echo-planar imaging (EPI). EPI enables fast imaging, which
is essential for functional MRI.
2.2 Functional magnetic resonance imaging
Origin of fMRI contrast
The functional MRI data are time-series of images. Functional contrast is cre-
ated based on changes in the MR signal over time. Most fMRI experiments
measure changes in the blood oxygenation level dependent (BOLD) signal
(Ogawa et al., 1990, 1992). Oxygenated and deoxygenated blood have dif-
ferent magnetic properties: oxygenated hemoglobin is diamagnetic, whereas
deoxygenated hemoglobin is paramagnetic. Deoxygenated hemoglobin in-
creases local inhomogeneity in the surrounding magnetic field and therefore
decreases the time constant T ∗2 . Thus, typical functional MR images are
T ∗2 -weighted images, where changes in T
∗
2 reflect changes in the blood oxy-
genation.
The BOLD response depends on the oxygen consumption, on the cerebral
blood flow (CBF) and on the cerebral blood volume (CBV; for a review see
Logothetis, 2008). Oxygen is used for energy production through oxidation of
glucose (aerobic metabolism), which is the main energy source for the brain.
The brain consumes high amounts of glucose and oxygen even in the ”resting
state” (for a review, see Raichle and Mintun, 2006). Increased activity in
the brain is typically detected as an increased BOLD signal, because an
excess amount of oxygenated blood is delivered to the active brain area.
The activity-induced increase in the regional CBF and glucose consumption
exceeds the increase in the oxygen consumption (Fox et al., 1988).
What does fMRI measure?
Neurons are the cells that transmit and process information in the brain.
They transmit rapid electrical signals (action potentials or spikes), commu-
nicate with each other via connections called synapses, and are organized
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into networks. Our understanding on the neural communication is largely
based on invasive electrophysiological studies in animals. BOLD-fMRI re-
sults are typically compared with electrophysiological results obtained with
single-unit (SUA), multi-unit (MUA) and local field potential (LFP) record-
ings (for reviews, see Logothetis and Wandell, 2004; Logothetis, 2008). SUA
and MUA mostly represent the spiking activity close to the recording site,
and thus report the output activity of a single neuron or a small group of
neurons. LFP recordings measure low-frequency electrical signals around the
recording site, including population synaptic activity, neuromodulatory in-
put and other types of slow signals unrelated to synaptic events. Thus, LFP
recordings mainly reflect the input and local processing in a population of
neurons rather than the spiking output.
The correlation between the BOLD-fMRI and electrophysiological mea-
surements of neural activity is an active area of research. Concurrent electro-
physiological and fMRI measurements in monkeys (Logothetis et al., 2001;
Goense and Logothetis, 2008) have demonstrated that the BOLD signal cor-
relates both with the MUA and the LFP responses. LFP has, however, shown
to be a more reliable predictor of the BOLD response, because the LFP and
BOLD responses remained coupled in situations when MUA decreased but
LFP remained unaltered. Thus, it appears that the BOLD response mostly
reflects the input and local neural processing in a given neural circuit rather
than the output spiking activity (Logothetis, 2008). However, the input and
local neural processing typically correlates with the output, and hence the
BOLD response typically also correlates strongly with the output spiking
activity (Goense and Logothetis, 2008).
Neurovascular coupling
In addition to neurons, another important group of brain cells is the glia.
Traditionally, the glial cells have been given a purely supportive role in the
nervous system. Recent evidence suggests, however, that the glia actively
participate in brain function and also couple the neuronal activity with the
regulation of the regional CBF (for reviews, see Haydon and Carmignoto,
2006; Raichle and Mintun, 2006).
Astrocytes are a subpopulation of glia that physically link neurons with
the vasculature and have an active role during neural activity (Haydon and
Carmignoto, 2006). Active neurons release chemical substances, neurotrans-
mitters, to the space between the neurons (the synaptic cleft). An astrocyte
removes the released neurotransmitters from the extracellular space and re-
5
cycles them back to the neurons creating an increased energy demand in
the astrocyte. Astrocytes store glucose in the form of glycogen. Increased
anaerobic metabolism of glycogen to lactate can explain the disproportional
increase in the glucose uptake and oxygen consumption during functional
activation (Shulman et al., 2001). The lactate can be shuttled from the
astrocytes to neurons as an energy substrate.
However, it is probably not the increased energy demand that triggers the
blood flow response during the neural activity, but instead, the blood flow
regulation appears to be directly coupled to the neural activity through the
signalling between neurons and astrocytes (Haydon and Carmignoto, 2006).
Astrocytes can release a variety of vasoactive agents, i.e., substances that
can constrict or dilate the blood vessels. The uptake of the neurotrans-
mitters increases calcium concentration in the astrocyte, which can trigger
several vasodilating pathways. Like neurons, the astrocytes are also orga-
nized into networks (Giaume et al., 2010), in which a so-called calcium wave
can propagate and affect the vasodilation in the local vascular network. The
neural activity -dependent calcium signals in the astrocytes may ultimately
be the signalling pathway that induces the change in the regional CBF that is
coupled to the amount of increased neural activity (Haydon and Carmignoto,
2006).
Spatial and temporal resolution of fMRI
Spatial resolution refers to the ability to distinguish detail in an image. The
spatial resolution of an imaging system can be estimated with a point spread
function (PSF), which includes all the factors blurring the image. There are
several sources for the spatial spreading of the fMRI signal (for reviews, see
Logothetis and Wandell, 2004; Logothetis, 2008). These include the coupling
between the neural activity and the vasculature, and the spreading of the
neural activity along the lateral connections within the cortex. In the human
primary visual cortex (V1), the PSF of the fMRI signal is 3–4 mm at field
strengths of 1.5–3 T (Engel et al., 1994; Parkes et al., 2005). This spread-
ing is commensurate with the spreading of neural activity along the lateral
connections within primate V1 (Grinvald et al., 1994; Angelucci et al., 2002).
The density of the vasculature and the neurovascular regulation of the
blood flow also affect the spatial resolution and spatial specificity of the
fMRI response. Ideally, the fMRI response would reflect change in the blood
flow and oxygenation in the small capillary veins close to the active neural
population (Weber et al., 2008). However, larger veins dominate the signals
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in typical field strengths of 1.5–3 T. The typical voxel size in an fMRI ex-
periment is (2–4 mm)3. At this resolution, the main effect of the large veins
is that they can displace the activation loci (Olman et al., 2007). At higher
field strengths, the signals from smaller vessels and from the capillary bed
can be enhanced and the voxel size can be decreased to submillimeter reso-
lution (Goense and Logothetis, 2006; Harel et al., 2006; Yacoub et al., 2008).
Altogether, the spatial resolution of fMRI is good compared to other brain
imaging method.
The temporal resolution of the fMRI is limited by the neurovascular cou-
pling. The hemodynamic response is sluggish compared to the neural activity
and peaks several seconds after the neural activity. Typically, one functional
image volume is acquired in 1–3 seconds. With clever experimental design
and analysis, however, the neural responses can be studied at subsecond time
scale (for a review, see, e.g., Harel et al., 2006).
Experimental design
In a conventional fMRI experiment, relatively long blocks of stimulation al-
ternate with a control condition. To maximize the efficiency of the experi-
ment, each stimulation block typically consists of several repetitions of the
same stimulus, and several blocks are measured for each stimulus category.
This so-called block design assumes that the fMRI response for the repeated
stimuli will remain approximately constant across the repetitions. Block de-
signs are well-suited for experiments in which different stimulus conditions
are expected to differ in the magnitude of the fMRI response or to activate
spatially non-overlapping brain regions.
The hemodynamic responses for brief or unexpected stimuli can be stud-
ied with event-related fMRI. The event-related design is especially useful in
experiments, where the stimulus novelty is important or the data is analyzed
based on subject’s behavioral performance during the experiment. The de-
tection power is weaker in an event-related design than in a block experiment
(Liu, 2004); therefore the timing of the stimuli must be carefully optimized
in the event-related experiment (Wager and Nichols, 2003).
The functional properties of spatially overlapping neural populations can
be studied with an fMRI adaptation design (Grill-Spector et al., 2001). First,
the repetition of identical stimuli reduces the fMRI signal. Then, the response
is measured for a modified stimulus. The relationship between fMRI adapta-
tion and adaptation of neurons is not fully understood, but the assumption
is that if the fMRI signal remains suppressed, the neural population is invari-
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ant for the tested modification, and if the fMRI signal recovers, the neural
population is sensitive to the tested modification. Adaptation designs were
first introduced in visual fMRI studies on invariances in object recognition,
but fMRI adaptation has been successfully applied also in studies on neural
selectivity in low-level visual processing (e.g., orientation tuning in Fang et
al. (2005) and phase sensitivity in Publication V).
Volume-based fMRI data analysis
The fMRI data are first preprocessed to reduce non-task related variability
in the data (for a general review, see, e.g., Frackowiak et al., 2003). Each
slice within an image volume is acquired at slightly different time point dur-
ing the data acquisition. These acquisition time differences are corrected
with temporal interpolation. Head motion during measurement is corrected
with a rigid-body transformation. Head motion can significantly confound
the fMRI data, because even after movement correction, some movement-
related variance remains in the data. This is mainly because of interactions
between head movement and distortions caused by magnetic field inhomo-
geneity (Andersson et al., 2001). In this Thesis, slice-timing correction and
head movement correction were performed for all the fMRI data presented
in Publications I–V with SPM2 Matlab toolbox.
The fMRI data are typically analyzed with statistical parametric mapping
(SPM; Friston et al., 1994). The time series in each fMRI voxel is modeled
with a general linear model (GLM)
Y = Xβ + ε, (1)
where Y is a vector that contains the observed responses at a given voxel, X
is a so-called design matrix whose columns represent the expected response,
β is a (unknown) parameter vector that contains the coefficients for the
columns of the design matrix, and ε is an error or noise vector. The optimal
parameters βˆ that best describe the data can be estimated using a least-
squares approach. The design matrix typically includes additional columns
for confounding variables in the data. The idea is to remove non-task related
variations in the data by modeling confounds such as low-frequency drifts
due to movement, physiological noise or MRI scanner instability.
The significance of the estimated parameters βˆ is tested using statistical
tests. With the t statistics, the significance of a particular effect is tested
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for each voxel by calculating the t-value t = cTβˆ/
√
Var(cTβˆ), where c is a
linear contrast. Together the t-values for all the voxels form a statistical
parametric map, SPM(t)-map. Because the image volume typically consists
of tens of thousands of voxels, testing the significance separately for each
voxel increases the possibility of false positives. A correction for this multiple
comparison problem can be made using Gaussian random field theory, which
takes into account spatial correlations in the statistical map (Friston et al.,
1994).
Spatial smoothing of the data improves the validity of the Gaussian ran-
dom field theory by reducing the effective number of multiple comparisons
(Friston et al., 1994). Visual fMRI studies, however, typically omit this pre-
processing step, because smoothing decreases the spatial accuracy of the data
by spreading the activations across narrow sulci and increasing the partial-
volume effects (i.e., averaging across voxels sampling different tissues or func-
tional areas). Omitting the spatial smoothing decreases the validity of the
single-voxel statistics, but this can be overcome with functional region-of-
interest (fROI) analysis. In the fROI approach, the cortical area of interest
is first identified with an independent functional localizer and then a sum-
mary measure of the response is calculated from the voxels within that area
(Saxe et al., 2006).
Estimates of the magnitudes of the fMRI responses can be calculated from
the βˆ values




where βˆEOIi is the estimated parameter value (effect of interest) and βˆ
mean
i
is the estimated constant term in voxel i (Publication I). The percent signal
change is not an absolute measure of the underlying neural activity. There-
fore, it is recommended to compare percent signal changes to various stimuli
at a single location or to study spatial maps (e.g., visual field maps) rather
than to compare percent signal changes between different locations or differ-
ent experiments (Logothetis and Wandell, 2004).
Surface-based fMRI data analysis
The human cortex is highly folded, and several brain areas contain a topo-
graphic representation that follows this cortical surface and not the volumet-
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Figure 1: Cortical surface -based visualization. The cortical surface (cal-
carine sulcus, CS; parieto-occipital sulcus, POS) is reconstructed based on the
boundary between gray and white matter and the reconstruction is inflated and
the occipital cortical surface is unfolded with the Freesurfer software (Dale et
al., 1999; Fischl et al., 1999a).
ric coordinate system (Fischl et al., 1999b). In the cortical surface-based
analysis (Figure 1), the cortical surface is reconstructed based on the bound-
ary between gray and white matter from an anatomical MRI and the recon-
structed surface is either inflated into a smooth three-dimensional surface or
unfolded onto a two-dimensional sheet. The visualization of the fMRI result
on the cortical surface provides a better view on the spatial extent of the
activation and on the spatial relationships between different activation loci.
Group-level analysis of the fMRI data also benefits from the surface-
based approach. The size and location of a functional brain area, such as the
primary visual cortex, can vary substantially between individuals (Dougherty
et al., 2003). Specific brain areas or other regions-of-interest can be defined on
the cortical surface separately for each subject. The group-level analysis can
be performed on the sets of fMRI responses within the ROIs that represent
the same functional area in each subject (Saxe et al., 2006). In addition,
the cortical surfaces of different subjects can be aligned based on the sulcal
patterns, which improves the intersubject averaging of the functional data
(Fischl et al., 1999b).
In this Thesis, surface-based analysis were done either with the Brain a` la
Carte (BALC) Matlab toolbox (Warnking et al., 2002) or with the Freesurfer
software (Dale et al., 1999; Fischl et al., 1999a). With BALC, only part of
the occipital cortical surface is reconstructed and unfolded. With Freesurfer,
an entire hemisphere is inflated and a part of the cortical surface or the entire




Neural basis of MEG signals
With magnetoencephalography (MEG), the weak magnetic field generated
by the brain activity is measured from outside of the head (for reviews, see
Baillet et al., 2001; Ha¨ma¨la¨inen et al., 1993). When a neuron is active,
small currents flow in the inside and outside of the cell. These currents
generate a magnetic field, but because the neural currents are extremely
weak, simultaneous activity of tens of thousands of parallel cells is required
for a measurable external magnetic field.
A neuron consists of a cell body, an axon and dendrites. The branching
dendrites and the cell body receive signals from other neurons via synapses.
At the synapse, the presynaptic neuron releases the neurotransmitters, which
modulate ion fluxes through the membrane of the postsynaptic neuron. The
ion flows induce an electrical potential difference between the synaptic loca-
tion and the cell body. The potential difference causes a current to flow inside
the cell (the so-called primary current). A current flowing in the opposite
direction in the outside of the cell closes the electrical circuit (the so-called
volume current). These currents flowing in the inside and outside of the cell
generate the magnetic field.
The two main groups of neurons in the cortex are the stellate and pyra-
midal neurons. The pyramidal neurons are the main source for the magnetic
fields measured with MEG, because these cells have large dendritic trunks,
which are aligned approximately parallel to each other and perpendicular to
the cortical surface. Thus, the synchronous activation of a pyramidal cell
population can generate a magnetic field that can be measured from the
outside of the head.
MEG measurements
Very sensitive sensors are needed to detect the weak biomagnetic signals.
Typically an array of SQUIDs (superconducting quantum interference de-
vices) is used, and the measurements are done in a magnetically shielded
room. To reduce noise, event-related MEG responses are typically averaged
across multiple stimulus presentations.
MEG can follow the dynamics of brain activity on a time scale of mil-
liseconds. Thus, the temporal resolution of MEG is superior to fMRI. On
the other hand, the spatial resolving power of MEG is typically much worse
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than that of fMRI, because the source currents evoking the measured exter-
nal magnetic fields cannot be uniquely defined from the MEG data. Source
modeling aims to estimate the source configuration that best matches the
measured MEG signals.
In this Thesis, MEG was used in Publication III to follow changes in
cortical activity during training. The advantages of MEG over fMRI in a
follow-up study include the direct coupling between neural activity and the
measured response, and the high reproducibility of the responses.
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3 The human visual system
This Section gives an introduction to the human visual system with an em-
phasis on the functional organization of the human visual cortex.
3.1 Pathway from the eye to the brain
Retina
Information processing in the human visual system begins in the retinal pho-
toreceptor cells at the back of the eyes (Figure 2). The human retina contains
two types of photoreceptors: cones and rods. Rods are responsible for vision
in low light (scotopic vision, ”night vision”) and cones for vision in daylight
(photopic vision). The density of cones is the highest in the central retina,
an area called fovea, where visual acuity is the best. The density of cones
and the visual acuity drops rapidly towards the peripheral retina (Curcio et
al., 1990).
The photoreceptors convert light into electrical signals, whereafter a multi-
layered circuit of retinal interneurons and ganglion cells contribute to the pro-
cessing of visual information (for a review, see Field and Chichilnisky, 2007).
Retinal ganglion cells are the output cells that convey information from the
retina to the brain. The receptive field (RF) of a visual cell is the region of
visual field where a stimulus alters the cell’s firing rate. A retinal ganglion
cell typically has a concentric center–surround receptive field (Figure 3A).
The retinal ganglion cell increases its firing rate, when a spot of light hits the
center of the RF, but not the surround. A ganglion cell can also have the
opposite RF organization, in which case a dark spot in the center and light
in the surround maximally excites the cell.
Natural visual input is highly correlated (neighboring points or pixels
in an image have similar values). It has been suggested that the center–
surround RF organization acts to decorrelate the retinal code (Atick and
Redlich, 1992). In addition, retinal ganglion cells adjust their sensitivity to
the mean intensity of the input (light adaptation), which enables the cells to
function over the huge range of normal daylight intensities (Laughlin, 1989).
The cells adapt also to the range of light intensities (contrast adaptation),






















Figure 2: Pathway from the eye to the visual cortex. A) The main pathway
from the retina of the eye to the primary visual cortex (V1) passes through
the lateral geniculate nucleus (LGN) of the thalamus. B) The axons of the
retinal ganglion cells, which are the output cells from the retina, partially
cross at the optic chiasm. Thus, the left visual hemifield is represented in the
right hemisphere and the right hemifield in the left hemisphere.
From the retina to the visual cortex
Lateral geniculate nucleus (LGN) of the thalamus is the main link between
the retina and the visual cortex (Figure 2). At least three parallel (magno-
, parvo- and koniocellular) pathways transfer segregated information about
the retinal image (for a review, see Lennie and Movshon, 2005). The mag-
nocellular pathway projects to the cortex via the magnocellular layers of the
LGN and carries information about the spatial and temporal characteristics
of the retinal image. The parvocellular and koniocellular pathways convey
color information. The red-green opponency and spatial details are carried
by the parvocellular pathway, which projects through the parvocellular layers
of the LGN to the cortex. The koniocellular pathway convey the blue-yellow
opponent signals (Hendry and Reid, 2000).
The receptive fields of LGN cells have the concentric center–surround or-
ganization (Figure 3A), similar to the RF structure of the retinal ganglion
cells. Because the function of the LGN cells appear to mirror the function
of the retinal ganglion cells, LGN has been traditionally considered as a pas-
sive relay between the retina and cortex. However, LGN receives extensive
feedback from the cortex, and recent studies suggest that LGN has an im-
portant role in regulating the information flow to the cortex (for a review,
see Saalmann and Kastner, 2009).
The primary visual cortex (V1) is probably the most intensively studied
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Figure 3: Receptive fields in the retina, LGN and primary visual cortex. A) In
the retina and LGN, cells typically have concentric center–surround receptive
fields. On the white region (in the center or surround), light increases cell’s
firing rate, and on the black region, darkness increases the firing rate. B) In
V1, cells have oriented receptive field. C) The receptive field of a V1 simple
cell can be modelled with a Gabor filter (cross-section shown with solid black
line), which is a multiplication of a sinusoidal (dotted line) with a Gaussian
envelope (dashed line).
region of the brain. The majority of our knowledge about the function of V1
has been gathered in electrophysiological recordings on cats and monkeys.
The macaque monkey is the primary animal model for human visual system,
because the anatomies and psychophysical performances are comparable.
3.2 Primary visual cortex
Receptive fields
In the classic papers, Hubel and Wiesel (1962; 1968) studied the receptive
fields of V1 cells in cats and monkeys. They classified the cells as simple or
complex based on responses to simple visual stimuli such as light spots and
bars. A simple cell had an RF that resembled an orientation-specific edge
or line detector (Figure 3B). The cell increased its firing rate, when a light
bar of the correct orientation and width was presented in its receptive field.
Complex cells had more complex receptive fields and were described to derive
from convergent input from simple cells.
Movshon et al. (1978) reported that simple cells show spatial summation
of inputs across the receptive field. Therefore, a spatiotemporal filter pro-
vides a more comprehensive description of the simple cell RF than an edge
detector. The characteristic sensitivities of a simple cell RF can be captured
with a Gabor filter (Figure 3C), which is a multiplication of a sinusoidal
function with a Gaussian envelope (Jones and Palmer, 1987; Ringach, 2002).
The Gabor filter model captures the location and size of the RF and its sensi-
tivity to the orientation and spatial frequency of the input. Simple cell gives
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a strong response when a patch of grating with the parameters it is most
sensitive to (also called preferred or optimal) is presented to its RF.
Complex cells in V1 are also sensitive to the orientation and spatial fre-
quency of the input but are less sensitive to the position of the stimulus (or
the phase of a grating stimulus) than simple cells. Therefore, the complex
cell RF is often modeled with a quadrature pair of simple cell RFs (Caran-
dini et al., 2005). Recent studies estimating the RFs using reverse correlation
methods suggest that an even better description of the complex cell RF is
obtained with several additional filters (Rust et al., 2005; Chen et al., 2007).
Spatial summation and center–surround interactions
The size and location of a cell’s receptive field can be mapped by moving a
small stimulus across the visual field and by defining the RF as the region,
which increases the cell’s firing rate. This measure of the RF size is commonly
referred to as the classical RF (cRF) or the minimum response field, because
the cell’s response can be modulated by stimuli far outside this region (for
reviews, see Fitzpatrick, 2000; Lennie and Movshon, 2005).
In natural visual environment, the stimulus falling into a cell’s RF is
typically part of a larger context. The surrounding context can suppress
or facilitate the cell’s response to its optimal stimulus centered at the cRF
(Fitzpatrick, 2000; Lennie and Movshon, 2005). Typically, the cell’s response
is most effectively suppressed by a surrounding stimulus whose parameters
match the preferences of the cRF, and the response can even be enhanced by
a surrounding stimulus whose parameters mismatch the optimal stimulus.
The extent of the RF can also be defined as the area over which an ex-
panding stimulus elicits an increasing response and refer to it as the cell’s
summation field (Cavanaugh et al., 2002a; Angelucci et al., 2002). Summa-
tion fields can be several times larger than the cRFs, because they include
regions that modulate the cells response only when presented simultaneously
with a stimulus at the cRF. If the size of the stimulus is increased beyond
the summation field, the cell’s response typically decreases before reaching
an asymptote (note, however, that cells do not behave identically, see Ca-
vanaugh et al., 2002a). The modulatory surround field can be defined based
on the smallest stimulus at which the response asymptotes. Comparing the
extents of summation fields and cortical connections, Angelucci et al. (2002)
and Cavanaugh et al. (2002a) concluded that horizontal connections within
V1 create the summation field and feedback signals from higher visual areas
create the modulatory surround field.
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Figure 4: Representation of visual field in the primary visual cortex. The left
visual hemifield is represented on the occipital lobe of the right hemisphere.
The center of the visual field (fovea) is represented on the occipital pole.
The cortical representation is inverted and the representation of the fovea is
greatly expanded. The two-dimensional visual field was mapped to the two-
dimensional cortical surface using a mathematical model of the V1 topography
(Schwartz, 1980; Polimeni et al., 2006).
Retinotopic organization and cortical magnification
The receptive field centers create an orderly representation of the visual field:
neighboring cells respond to neighboring locations in the visual field. This
topographic representation is called a retinotopic map or a visual field map.
The cortical area devoted to the central visual field (fovea) is much larger
than the area devoted to an equal sized region in the peripheral visual field
(Figure 4). Correspondingly, the average size of the receptive field increases
as function of the visual field eccentricity (Van Essen et al., 1984; Dumoulin
and Wandell, 2008).
The expanded representation of the central visual field can be described
with cortical magnification, typically expressed as millimeters of cortical sur-
face per degree of visual angle (Daniel and Whitteridge, 1961). The cortical
magnification has been carefully quantified in monkey V1 using electrophys-
iology (Daniel and Whitteridge, 1961; Tootell et al., 1982) and radioactive
labelling (Tootell et al., 1982). The first estimates of cortical magnifica-
tion in human visual cortex were based on correlations between visual field
deficits and locations of cortical lesions (Holmes, 1918; Horton and Hoyt,
1991b). fMRI has enabled more accurate estimates of the cortical magnifi-
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Figure 5: Receptive fields of V1 simple cells. Simple cells differ, for example,
in the A) orientation, B) spatial frequency, and C) phase preferences.
cation within human V1 based on representation of the central (Engel et al.,
1994; Sereno et al., 1995; Duncan and Boynton, 2003) and peripheral visual
field (Stenbacka and Vanni, 2007).
Representation of orientation and spatial frequency
Each position in the visual field is analyzed by several cells that have over-
lapping RF locations but different sensitivities to other stimulus dimensions
(Hubel and Wiesel, 1968; De Valois et al., 1982), such as orientation or spa-
tial frequency (Figure 5). Electrophysiological and optical imaging studies
have characterized the distributions of these parameters in populations of V1
cells.
The cortex is organized vertically into so-called cortical columns, in which
cells in different cortical layers are connected and share a similar response
property (for a review, see Mountcastle, 1997). The cortical columns related
to different response properties are mapped within the cortex at different
spatial scales. In the ocular dominance columns, the cells respond to a stim-
ulus either in the left or the right eye. In the orientation columns (Hubel and
Wiesel, 1968), the cells respond best to a particular orientation. Tangentially
along the cortex, cells in the adjacent cortical columns vary systematically in
the ocularity and orientation selectivity. Cells in neighboring columns have
similar orientation preferences, which creates a smoothly varying cortical
representation of orientation on the cortical surface.
The cortical representation of spatial frequency (SF) is less clear than
that for the orientation, but optical imaging studies suggest that similar SF
preferences cluster and form a smoothly varying representation of SF on the
cortical surface (Issa et al., 2000). Thus, populations of V1 cells tile the
visual space and jointly represent the orientations and SFs.
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Computational studies have tried to explain the observed distribution of
RFs in V1. A popular approach has been to explore correlations between reg-
ularities in natural images and neural processing (for reviews, see Simoncelli
and Olshausen, 2001; Hyva¨rinen et al., 2009). The idea is that the RFs in
V1 are optimized during evolution and individual development to represent
natural input efficiently. Computational models based on statistics of natural
images have succeeded in deriving families of V1-like RFs from the statisti-
cal properties of natural images (Olshausen and Field, 1996; Hyva¨rinen and
Hoyer, 2000), which suggests that the V1 RFs form an efficient representation
of natural visual input.
3.3 Functional organization of human visual cortex
Identification of visual areas
In humans, approximately 25% of the cerebral cortex is devoted to vision
(Van Essen, 2004). Human visual cortex (Figure 6) is divided to more than 20
visual areas (for reviews, see Wandell et al., 2007; Grill-Spector and Malach,
2004). The total number of reported visual areas keeps growing with the
improvements in imaging techniques and stimulus paradigms (Arcaro et al.,
2009; Silver and Kastner, 2009). In animal studies, visual areas have been
traditionally defined by four independent criteria: cytoarchitecture (arrange-
ment of cells within the tissue), connections with other cortical and subcor-
tical structures, retinotopic organization, and functional properties. The last
two criteria have been applied to human fMRI data.
Visual areas V1, V2 and V3 have clear retinotopic organizations and these
areas can be identified based on the distinct retinotopic maps. In monkeys,
at later stages of the visual processing, the retinotopic organization becomes
more coarse and visual areas become selective to increasingly complex stimuli
(Kobatake and Tanaka, 1994). Selective activation by complex stimuli, such
as motion or objects, can be used to localize these areas in humans. The
idea of functional specialization for specific stimulus attributes in distinct
cortical areas originally stems from selective visual disturbances after damage
to localized regions in the cortex.
Retinotopy and functional specialization
Areas V1, V2 and V3 are often called early or low-level visual areas, because
activity in these areas correlates with processing of local, low-level visual




















Figure 6: A subset of visual areas in the human cortex. The medial, posterior
and ventral views of the right hemisphere (CS = calcarine sulcus; POS =
parieto-occipital sulcus; IPS = intraparietal sulcus; FG = fusiform gyrus)
show the approximate locations of visual areas V1, V2, V3, V3AB, hV4, V5,
V6, pFus (posterior fusiform area), LO (lateral occipital area) and IPS0–4
(areas around intraparietal sulcus). The asterisk (*) denotes the location of
the central (foveal) visual field representation at the occipital pole (the foveal
confluence), where it is more difficult to resolve the borders between visual
areas.
Malach, 2004). These areas are typically identified in the human visual cor-
tex based on the retinotopic organizations (see Section 4.2). Almost all visual
input passes through the primary visual cortex before reaching the higher-
level areas. Therefore, V1 is essential for normal visual function. Area V1
represents the contralateral visual hemifield (Figure 4) and a lesion in V1
causes an almost complete loss of visual functions of the corresponding re-
gion in the visual field of both eyes (Holmes, 1918; see, however, Section
4.3). Areas V2 and V3 presumably also contribute to local visual processing
and somehow integrate the output from V1, but their exact role in visual
processing is still unclear (Boynton and Hegde, 2004). Both areas are split
into two parts (Figure 6), each representing a quadrant of the contralateral
visual field. The ventral V3 can also be referred to as VP (ventral posterior
area). A lesion confined in V2/V3 produces up to a quadrantic visual field
defect limited to the horizontal meridian (Horton and Hoyt, 1991a).
Damage to the ventral occipital cortex can impair perception of color
(achromatopsia; for a review, see Zeki, 1990), but the relationship between
color processing and individual visual areas has been controversial. Func-
tional MRI studies have indicated sensitivity to color in the human ventral
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occipital cortex (McKeefry and Zeki, 1997; Hadjikhani et al., 1998; Brewer et
al., 2005; Wade et al., 2008). A visual area named human V4 (hV4) responds
to color stimuli in the same way as the monkey V4 (Wade et al., 2008), but
the retinotopic organizations in monkey and human V4 differ substantially
(Brewer et al., 2005; Wade et al., 2008). In contrast to the quadrant visual
field representations in the macaque dorsal and ventral V4, hV4 most likely
represents the full contralateral visual hemifield (Brewer et al., 2005; Wan-
dell et al., 2007; Wade et al., 2008). Adjacent to hV4, an area named V8
(Hadjikhani et al., 1998) has also been identified based on a distinct visual
field representation and high responsiveness to color, but its relation to area
hV4 is unclear.
Areas V3A, V5 and V6 show sensitivity to dynamic visual stimuli. Area
V3A is retinotopically organized and is more sensitivity for visual motion
than areas V1, V2 and V3 (Tootell et al., 1997). Based on retinotopic data,
an area named V3B has been recently identified adjacent to area V3A (Wan-
dell et al., 2007). Area V5 (also called MT or hMT) is essential for motion
perception. Low-level visual areas do respond to moving stimuli, but V5 is
necessary for global motion processing (Grill-Spector and Malach, 2004). A
bilateral lesion around this area causes motion blindness (akinetopsia; Zihl
et al., 1983, for a review, see Zeki, 1991) and neuroimaging studies indicate
high selectivity for moving stimuli in V5 (Tootell et al., 1995). When area
V5 is localized based on its selectivity for visual motion, the localized func-
tional region typically includes also adjacent motion-sensitive areas (e.g., area
MST) that can be identified based on detailed retinotopic analysis (Huk et
al., 2002). Thus, this area is commonly referred to as V5+ or MT+ complex.
Area V6 has been recently identified in humans using wide-field fMRI retino-
topic mapping (Pitzalis et al., 2006; Stenbacka and Vanni, 2007). Area V6
shows selectivity for coherent motion of random dot fields and the retinotopic
organization has a relative emphasis on the peripheral visual field (Pitzalis
et al., 2010, 2006).
The lateral occipital complex (LOC) shows a stronger response when
the subject views images of objects than images with scrambled structure.
The LOC can be divided to a dorsal area termed the lateral occipital (LO)
area (Malach et al., 1995) and a ventral region located around the posterior
fusiform gyrus (pFus; Grill-Spector et al., 1999). Object representations in
these areas show invariances to visual cues (e.g., line drawings vs. motion
contours) and spatial transformations (e.g., size and position) and the ac-
tivity is correlated with object perception (Grill-Spector and Malach, 2004).
Based on retinotopic responses, the lateral and ventral occipital cortices can
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be further divided to several distinct visual areas (Brewer et al., 2005; Larsson
and Heeger, 2006; Arcaro et al., 2009).
Areas selective to specific object categories (e.g., faces, places, tools) have
been reported in the human visual cortex (Grill-Spector and Malach, 2004).
For example, an area around the fusiform gyrus (FFA, fusiform face area;
Kanwisher et al., 1997) shows replicable face-selective responses and a le-
sion around this area impairs the recognition of familiar faces. Therefore,
it could be that distinct cortical areas represent specific object categories.
An alternative hypothesis is that object representations are distributed and
overlapping within the object-selective areas (Haxby et al., 2001).
Multiple visual areas along the intraparietal sulcus (IPS) have been re-
cently identified based on distinct visual field representations (Swisher et al.,
2007; Saygin and Sereno, 2008). These areas are typically not activated with
a simple checkerboard stimulus, but require that the subject actively attends
to the stimulus (Saygin and Sereno, 2008). With a retinotopic stimulus com-
bined with a task that captures attention to the stimulus, several retinotopic
areas have been identified in the parietal and frontal cortex (Saygin and
Sereno, 2008; Silver and Kastner, 2009). Because the functional specializa-
tions within these areas is mainly unknown, the areas in the parietal cortex
are commonly named as IPS0/1/2/3/4 according to the anatomical loca-
tions. IPS0 likely corresponds to the area previously named as V7 (Tootell
et al., 1998). Eye movements (saccades), attention and visuomotor control of
movements activate these areas strongly (Astafiev et al., 2003), but object-
selective responses have also been reported (Konen and Kastner, 2008).
Ventral and dorsal streams
Two main hypothesis about the organization of the visual cortex are hierar-
chical processing (Felleman and Van Essen, 1991; Barone et al., 2000) and
parallel processing streams (for a review, see Ungerleider and Haxby, 1994).
The hierarchical organization was originally based on detailed descriptions of
the anatomical connections between visual areas in monkeys. Based on the
feedforward and feedback connections between visual areas and on the lateral
connections within visual areas, Felleman and Van Essen (1991) suggested
that visual information is processed along a sequence of cortical areas with
progressively larger and more complicated receptive fields.
Visual areas can be divided into two main parallel processing streams:
dorsal and ventral streams (Figure 7). The dorsal stream is associated























Figure 7: The dorsal and ventral streams. Visual areas can be divided into
two processing stream: ventral stream for object recognition (Ungerleider and
Haxby, 1994) or vision-for-perception (Goodale and Milner, 1992) and dorsal
stream for spatial vision (Ungerleider and Haxby, 1994) or vision-for-action
(Goodale and Milner, 1992). Visual areas within and between processing
streams show various forms of interactions, e.g., the extensive feedback con-
nections from higher-level to low-level (V1, V2 and V3; circled in the figure)
areas are not shown here for the sake of simplicity (figure adapted from Or-
ban, 2008).
tion (Ungerleider and Haxby, 1994). Early fMRI data supported the view
that spatial localization is restricted to the dorsal stream (Malach et al.,
1995), but recent studies have shown retinotopic organization in the vicin-
ity of the object-selective areas in the lateral occipital cortex (Larsson and
Heeger, 2006; Sayres and Grill-Spector, 2008). Ventral stream areas appear
to carry information both on the category of an object and on its location in
the visual field (Schwarzlose et al., 2008; Sayres and Grill-Spector, 2008).
The ventral pathway can also be called as the ”perceptual” stream and
the dorsal stream as the ”action” stream, because lesions in the dorsal stream
can affect the use of vision for guidance of actions (optic ataxia; impairs,
e.g., accurate grasping), whereas lesions in the ventral stream can cause
impairments in the perception or recognition of objects (Goodale and Milner,
1992). The overall functional organization of the visual cortex continues to
be an area of intense research.
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4 Studies on functional organization of hu-
man visual cortex
4.1 Experimental setup
The fMRI experiments were performed on a General Electric 3 T scanner
equipped with an eight-channel phased-array or a single-channel quadrature
head coil in the Advanced Magnetic Imaging Centre at Helsinki University
of Technology. The BOLD-fMRI data were acquired using the gradient-echo
echo-planar imaging sequence. Details of the data acquisition are given in
the Publications. The MEG measurements were performed using a whole-
head 306-channel Vectorview (Elekta Neuromag Oy) neuromagnetometer in
the Low Temperature Laboratory at Helsinki University of Technology. The
visual stimuli were created with Matlab (MathWorks, Inc.). The stimulus
timing was synchronized with the MR image acquisitions and controlled with
the Presentation software (Neurobehavioral Systems, Inc.). The stimuli were
displayed on a semitransparent screen via a data projector.
The subjects were healthy adults with normal or corrected-to-normal vi-
sion, except in Publication III, where the subject was an adult patient with
a chronic visual field defect. In Publications I–III the subjects passively fix-
ated a point in the middle of the screen while the stimuli were presented at
some distance from this fixation point. In Publications IV and V the sub-
jects performed a task in the fixation point to direct attention away from the
stimuli. Eye movements were not recorded; However, in Publications I and
II, the fact that we could map the retinotopic responses with the multifocal
stimulus implies that the subjects maintained good fixation. In Publication
III, we carefully controlled stable fixation with control measurements (for
details, see the publication). In Publications IV and V, the subjects’ good
performance in the fixation task implies that they maintained good fixation.
4.2 Visual field representation with multifocal fMRI
(Publications I and II)
Measuring visual field maps with fMRI
The first studies on visual field maps in human visual cortex were based
on correlations between visual field deficits and locations of cortical lesions
(Holmes, 1918; Horton and Hoyt, 1991b). Nowadays, a standard method to












Figure 8: Phase-encoded retinotopic mapping of human visual cortex. A)
fMRI responses to expanding and contracting ring stimuli map the cortical
representation of the visual field eccentricity and B) responses to rotating
wedge-shaped stimuli map the cortical representation of the polar angle. A)
Representative visual field eccentricity map (calcarine sulcus is marked with a
white dashed line) and B) visual polar angle map were analyzed with Brain a`
la Carte (BALC) Matlab toolbox for the analysis of phase-encoded retinotopic
data (Warnking et al., 2002).
across the visual field and to decode the visual field representation from the
phase of the travelling waves of fMRI activity (Engel et al., 1994).
The visual field eccentricity (distance from fovea) is typically mapped
with an expanding and contracting ring stimulus and the polar angle (merid-
ional position) with a clockwise and counterclockwise rotating wedge-shaped
stimulus (Figure 8). Visual field is represented multiple times in the human
cortex and the borders between visual areas can be outlined from the al-
ternation of the visual field representation between mirror and non-mirror
representations (Sereno et al., 1995).
Multifocal mapping of retinotopic organization (Publication I)
Publication I presents a multifocal (mf) stimulation method to measure visual
field maps in the human visual cortex. Multifocal refers to parallel stimu-
lation of several visual field locations with temporally orthogonal stimulus

















Figure 9: Multifocal retinotopic mapping in human visual cortex with a 60-
region stimulus (Publication I). A) Visual field from 1◦ to 12◦ is divided into
60 regions with stimulated regions scaled according to the cortical magnifi-
cation. Each region changes from active (checkerboard pattern stimulation)
to inactive (mean luminance) based on a temporally orthogonal stimulation
sequence. B) The fMRI activation clusters for the 30 stimulus regions in the
right hemifield are color-coded based on the polar angle of the stimulated re-
gions to illustrate the visual field polar angle map (single-subject data). The
primary visual cortex in the occipital cortex around the calcarine sulcus con-
tains a complete representation of the contralateral visual hemifield. C) The
polar angle map is visualized over the subject’s MRI image (same as in B),
on the subject’s reconstructed cortical surface and on the unfolded cortical
surface. Black lines indicate the boundaries between visual areas. For this
subject, the activation clusters are mainly confined to visual areas V1 and
V2. D) In the visual field eccentricity map the fMRI activation clusters are
color-coded based on the eccentricity of the stimulated regions. The visual





































Figure 10: Multifocal retinotopic mapping of human visual cortex with a 24-
region multifocal stimulus. A) One frame of the 24-region multifocal stimu-
lus. The stimulus regions are scaled according to the cortical magnification.
Neighboring regions in the stimulus were presented in two different temporal
windows to enhance cortical responses. B) Activation pattern for one stimu-
lus region in the 24-region multifocal stimulus (red region in A) is shown on a
subject’s reconstructed and inflated cortex. Black lines indicate the boundaries
between visual areas. The stimulus region was over the left horizontal merid-
ian and correspondingly activated visual areas V1, V2, V3, hV4 and V3AB
in the right hemisphere. C) The activation clusters create a visual field map
on the cortical surface when color-coded according to the visual field polar
angle (upper row) or eccentricity (lower row). Note the retinotopic responses
in visual areas V3, hV4 and V3AB. The 24-region stimulus gives more reli-
able retinotopic responses in the extrastriate cortex across subjects than the
60-region stimulus (Figure 9). D) Visual field eccentricity and polar angle
maps averaged across ten subjects in the spherical surface-based coordinate
system implemented in the Freesurfer software (Fischl et al., 1999b).
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of retinal responses (multifocal electroretinography, for a review, see Hood,
2000) and visual evoked potentials (multifocal VEPs, Baseler et al., 1994).
In most previous mf studies, the timing of the stimulation is based on a
maximal length binary sequence (m-sequence) and the analysis of the data
relies on cross-correlation between the stimulation sequence and the response.
James (2003) introduced a more flexible orthogonal sequence to multifocal
stimuli and, instead of cross-correlation, analyzed VEP responses using a gen-
eral linear model (GLM) approach. Publication I applied the mf stimulation
sequence and the GLM approach from James (2003) to fMRI.
In Publication I, the visual field from 1◦ to 12◦ eccentricity was divided
to 60 regions (Figure 9A). The timing of stimulation in each region followed





where N is a prime, which defines the length of the sequence. In our stimula-
tion sequence, N is the smallest prime above the number of stimulus regions
and of the form 4K−1, where K is an integer (for example, with 60 stimulus
regions N equals 67). Equation 3 gives the timing of stimulation for one
stimulus region. For each subsequent region (i), the temporal sequence given
by Equation 3 is cyclically delayed
ti = (ti−1 − k)modN, (4)
where k is a prime.
The responses for the multifocal stimuli were analyzed with the GLM
approach implemented in SPM2 Matlab toolbox for fMRI data analysis. In
V1, each region in the multifocal stimulus evoked a spatially localized fMRI
response. Figure 9 illustrates how the local multifocal responses reveal the
visual field map both in the volume- and surface-based visualizations.
Beyond V1, only a subset of the 60 regions evoked statistically significant
response (Figure 9C–D). The signal-to-noise ratio of the multifocal responses
in the extrastriate visual areas can be enhanced with modified stimulus pa-
rameters. Figure 10 shows that the multiple visual field maps can be localized
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with a 24-region multifocal stimulus. Next section discusses a possible ex-
planation for the enhancement of the extrastriate responses with a reduced
number of stimulus regions.
Center–surround interactions suppress multifocal responses (Pub-
lication II)
In the analysis of the multifocal data (Publication I), we assumed indepen-
dent fMRI responses for each of the 60 stimulus regions and linear spatial
summation of the responses. Electrophysiological studies have shown, how-
ever, that V1 cells show nonlinear spatial summation. The response of a cell
to a stimulus placed at the receptive field can be suppressed by a stimulus
presented to the surround (for a review, see Fitzpatrick, 2000). This response
suppression between multiple adjacent visual stimuli has also been demon-
strated in human V1 using fMRI (Kastner et al., 2001; Zenger-Landolt and
Heeger, 2003). In Publication II, we characterized the spatial interactions in
the multifocal fMRI data.
The spatial interactions within human V1 were examined by comparing
responses to spatially and temporally identical stimuli (Figure 11A) presented
either alone (unifocal condition) or as part of a 9-region multifocal stimulus
(multifocal condition). Figure 11B shows that the mean fMRI signal from
the same region-of-interest (ROI) was significantly reduced in the multifo-
cal condition compared to the unifocal condition. That is, the surrounding
regions in the multifocal design significantly suppressed the response of the
central region.
The origin of the suppression in the multifocal condition was further as-
sessed using modified stimuli. Reducing the contrast of the stimuli reduced
the responses, but preserved the suppression (Figure 11C). Modifying the
orientation or spatial frequency of the surrounding regions relative to the
center reduced the suppression (Figure 12). These results indicate a neural
origin for the suppression, because the surround suppression in single cells is
also the strongest when the stimulus attributes of the center and surround
are matched (Cavanaugh et al., 2002b).
We examined the spreading of activation on the cortical surface from the
unifocal condition. Cortical distances between the midpoints of stimulated
regions were calculated using the estimate of cortical magnification in human
V1 (Duncan and Boynton, 2003). The spreading was stronger in the ROIs
representing the surrounding regions that shared a border with the central











































Figure 11: Center–surround suppression and multifocal responses in V1 (Pub-
lication II). A) Example frames of the unifocal (uf, 1-region) and multifocal
(mf, 9-region) stimuli. The spatial and temporal properties of the stimulation
sequences were identical for the uf stimulus and for the central region in the
multifocal stimulus. B) Mean fMRI responses from V1 for the uf stimulus
and for the central region of the mf stimulus averaged across nine subjects
(**p < 0.01). C) Mean fMRI responses from V1 for the uf stimulus and for
the central region of the mf stimulus at different contrasts averaged across
eight subjects (*p < 0.05).
cortical representations: ca. 6 mm) than for the ROIs representing the re-
gions sharing only a corner with the central region (mean center-to-center
distance between cortical representations: ca. 9 mm). The spreading was
minimal when the distance between the midpoints of the stimulus regions in-
creased to 9 mm on the cortical surface. The spreading was also affected by
the contrast of the stimulus. The extent of the spreading of the cortical acti-
vation to the neighboring cortical locations is commensurate with the extent
of far-reaching horizontal connections within primate V1 (Angelucci et al.,
2002). The horizontal connections, which have been suggested to mediate
interactions within the spatial summation fields of macaque V1 cells (An-
gelucci et al., 2002), could therefore mediate also the interactions between
representations of adjacent regions in the multifocal stimulus.
As a conclusion, the center–surround interactions significantly suppress
the multifocal responses already in V1 (Figure 11). In the higher-level visual
areas, the extent of the suppressive interaction scale with the receptive field



















mf1 mf2 mf3 mf4
Figure 12: Modulation of the center–surround interactions and multifocal
responses in V1 (Publication II). A) Example frames of four different mul-
tifocal (mf, 9-region) stimuli. The unifocal stimulus and the central region
were always identical (grating stimulus with fixed orientation and spatial fre-
quency). B) Mean fMRI responses from V1 for the uf stimulus and for the
central region of the four different mf stimuli averaged across eight subjects.
Suppression of the response from the central region is the strongest when the
surrounding regions share the same orientation and same spatial frequency
(mf1) with the central region (*p < 0.05).
spatially adjacent stimulus regions likely affect the magnitude of multifocal
responses even more beyond V1. These far-reaching interactions most likely
explain, why we failed to map the retinotopic maps in the extrastriate areas
with the 60-region mf stimulus (Figure 9), but succeeded in this task with
the 24-region stimulus (Figure 10). In the 24-region stimulus, in addition
to increasing the size and decreasing the number of stimulus regions, the
neighboring regions in the stimulus were presented in two different temporal
windows to enhance the cortical responses.
4.3 Training-induced reorganization of visual field rep-
resentation in adult brain (Publication III)
Neural plasticity in adult brain
Neural plasticity is the remarkable ability of the brain to adapt and reorga-










Figure 13: Homonymous hemianopia. A) A complete lesion of the primary
visual cortex causes B) blindness of the contralateral (opposite) visual hemi-
field in both eyes.
the cortex is most evident during development, but changes in the cortical
representations are also possible in adulthood. Large-scale reorganizations of
somatosensory (Merzenich et al., 1984; Pons et al., 1991) and motor cortices
(Nudo and Milliken, 1996) are well documented in animal studies. In hu-
mans, recovery from a stroke requires cortical reorganization to compensate
for the lost motor, sensory and language functions (for a review, see Rossini
et al., 2003). In addition to the spontaneous recovery, rehabilitation of move-
ment induces functional reorganization in the primary motor cortex, which
is associated with a significant clinical improvement (Liepert et al., 2000).
The reorganization of the adult visual system has been under controversy.
Plasticity in the primary visual cortex after retinal dysfunction has been
described both in adult animals (Gilbert and Wiesel, 1992; Kaas et al., 1990)
and humans (Baker et al., 2005), but the negative results (Smirnakis et al.,
2005; Sunness et al., 2004) have created a confusion about the capacity of
adult V1 for major long-term reorganization.
Cortical blindness and training of impaired visual functions
A lesion in the primary visual cortex causes blindness in the corresponding
regions of the visual field. Homonymous hemianopia (Figure 13), cortical
blindness of a visual hemifield in both eyes, is relatively common in elderly
population (Gilhotra et al., 2002). Instead of total blindness, the affected
hemifield may have residual sensitivity to visual stimuli (for a review, see
Stoerig and Cowey, 1997). This residual vision in the blind hemifield can
be conscious visual sensations or unconscious blindsight. A blindsighted pa-
tient can make above-chance guesses about the parameters (e.g., position or
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direction of movement) of a visual stimulus presented in the blind hemifield.
Residual vision has been associated with subcortical pathways that by-
pass the lesioned V1 and project directly to extrastriate areas (Figure 16A).
Stimulation of the affected hemifield typically activates dorsal extrastriate vi-
sual areas, especially the motion sensitive area V5 (Ptito et al., 1999; Baseler
et al., 1999). Similarly, in monkeys a lesion in area V1 preserves residual
visual sensitivity in the affected hemifield and neural responsiveness in the
dorsal stream areas (for a review, see Bullier et al., 1994).
Rehabilitation of vision in hemianopic patients is not a standard clinical
procedure, albeit both compensatory (Kerkhoff et al., 1992; Nelles et al.,
2001) and restorative (Zihl and von Cramon, 1979; Kasten et al., 1998; Zihl,
2000; Julkunen et al., 2003; Sabel et al., 2004) training approaches have
provided promising results. Training of eye movements improves visual search
within the affected hemifield and hence compensates for the visual field defect
(Kerkhoff et al., 1992; Nelles et al., 2001). Visual restitution training aims
at enlargements in the actual functional visual field, but the positive results
(Zihl and von Cramon, 1979; Zihl, 2000; Kasten et al., 1998) have conflicted
with claims of uncontrolled eye movements (Balliet et al., 1985; Pommerenke
and Markowitsch, 1989; Horton, 2005). Vision restoration therapy, VRT, is
also a trademark of NovaVision, Inc. (Boca Raton, FL, USA).
In typical VRT, the border zone between the intact and impaired visual
fields is trained with daily practise of light detection. The size of the visual
field is typically measured by detecting small static or slowly moving stimuli
in multiple locations. The results depend critically on the stimulus charac-
teristics (Sabel et al., 2004). Because the residual vision is most sensitive to
large, high-contrast, moving or flickering stimuli, the typical clinical visual
field test may be beyond the abilities of a damaged visual system.
An alternative training approach is to train the visual sensitivity deep
within the blind hemifield (Hyva¨rinen et al., 2002; Sahraie et al., 2006; Rani-
nen et al., 2007; Huxlin et al., 2009). The detection and recognition sensitivity
within the blind hemifield can be restored without enlargements of the func-
tional visual field as defined with the standard clinical perimetry (Hyva¨rinen
et al., 2002; Raninen et al., 2007) and the improvements can be transferred
to other tasks (Huxlin et al., 2009). Recently, the effect of VRT was also
improved when the small light stimuli within the border zone were replaced
with larger stimuli within the blind hemifield (Jobke et al., 2009).
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Training-induced neural plasticity in adult visual cortex (Publica-
tion III)
Publication III shows in an adult chronic homonymous hemianopia patient
that successful training of vision can be associated with cortical reorganiza-
tion of the visual field representation. In this case study, the patient was a
61 years old male who had right homonymous hemianopia due to a stroke.
In the chronic stage (22 months after the stroke), he began intensive training
of the residual vision in the blind hemifield. The training included difficult
detection tasks of flickering discs and recognition of flickering letters. In
general, a difficult task is required for plastic changes to take place in the
cortex (Blake et al., 2006). After five months of training, the sensitivity in
the blind hemifield was comparable to the sensitivity in the normal hemifield
(for details on the training and psychophysical results, see Raninen et al.,
2007).
The effect of the training was followed with magnetoencephalography.
Figure 14A shows the evoked responses for a stimulus in the blind (right)
hemifield for all follow-up MEG measurements. The first significant response
emerged approximately three months after the training, and after 13 months
of training, the response amplitude increased remarkably (for details on the
follow-up MEG results, see Raninen et al., 2007). Figure 14B illustrates the
change in the MEG field patterns. Importantly, the MEG responses for the
blind (right) field stimulation appeared to the ipsilateral (right) hemisphere,
to the same hemisphere with the normal hemifield responses.
After the successful training, the cortical reorganization was mapped with
fMRI. Figure 15 shows the fMRI activation patterns for a stimulus either
in the trained (right) or normal (left) hemifield. In accordance with the
MEG results, the trained hemifield is represented in the ipsilateral (right)
hemisphere. The surface-oriented analysis in Figure 15B shows that both
hemifields are represented in the same set of cortical areas in the intact
hemisphere. Such extensive ipsilateral representation is not seen in healthy
individuals (Tootell et al., 1998).
Publication III, together with the accompanying paper by Raninen et al.
(2007), demonstrates that training of impaired visual functions can lead to
major reorganization of the adult visual cortex. What anatomical pathway
could mediate the ipsilateral representation of the trained visual field (Fig-
ure 16)? Residual vision in hemianopic patients is typically assumed to be






















Figure 14: Training-induced changes in MEG responses for a hemianopic
patient. A) The evoked responses are shown for a checkerboard stimulus in
the right (hemianopic) hemifield for all follow-up measurements (modified
from Raninen et al., 2007). The red ellipse on the schematic head shows the
location of the MEG sensor. The color codes the measurement date. During
the training, the evoked responses emerged over the right hemisphere. B) The
magnetic field patterns are shown for the pattern-reversals of the checkerboard
stimulus in the right/hemianopic (upper panel) or left/normal (lower panel)
hemifield before (left panel) and after (right panel) the training (Publication
III). The contrast-reversals in the hemifields occurred in a random order.
The MEG helmet is viewed from the back. Before the training, the stimulus
in the right (hemianopic) hemifield evoked no measurable response. After 2































Figure 15: Training-induced cortical reorganization of visual field representa-
tion (Publication III). A–B) The lesion covered medial parts of the left occip-
ital cortex, including V1. Consistent with the MEG results (Figure 14), the
fMRI activations were on the right occipital cortex regardless of the hemifield
stimulated (red = left/normal hemifield, yellow = right/trained hemifield, L
= left, R = right). C) The same fMRI activations as in A and B are shown
on the patient’s reconstructed and unfolded cortical surface of the right hemi-
sphere. The trained visual hemifield is represented in the same set of cortical
areas with the normal hemifield.
sphere (Ptito et al., 1999). Recent diffusion tensor imaging (DTI) studies
on humans confirm such anatomical connections between superior collicu-
lus, pulvinar and cortex (Leh et al., 2008; Lanyon et al., 2009) and directly
between LGN and V5 (Bridge et al., 2008). Interhemispheric connections
between V5 could distribute the activity between hemispheres (Bridge et al.,
2008; Leh et al., 2008). Such a pathway is, however, an improbable expla-
nation for the MEG and fMRI responses for the ”blind” field stimulation in
our case (Figure 15), because the stimuli evoked only marginal activity in
the lesioned hemisphere, and because the MEG data showed an early peak
of activity in the ipsilateral (intact) hemisphere (Figure 14). For the same
reasons, interhemispheric connections between V1 (Hagmann et al., 2007)
appear an improbable explanation, although this is the pathway suggested
to mediate ipsilateral fMRI activation in early visual areas in healthy subjects

























Figure 16: Possible pathways mediating residual, ipsilateral and trained vi-
sion. A) In addition to LGN, superior colliculus (SC) receives retinotopi-
cally organized input from the retina and connects to the cortex via pulvinar.
This is the subcortical pathway that has been suggested to mediate residual
vision in hemianopia patients (Ptito et al., 1999; Leh et al., 2008). B) LGN
also connects directly to extrastriate area V5 (Bridge et al., 2008). C) In-
terhemispheric connections between V1 (Hagmann et al., 2007) can explain
ipsilateral fMRI activations in healthy subjects (Tootell et al., 1998). D) In-
terhemispheric connections between superior colliculus appear essential for
blindsight in hemispherectomized patients (Leh et al., 2006). This pathway
including connections of the superior colliculus between the hemispheres, and
pulvinar and visual cortex in the intact hemisphere could explain the ipsilat-
eral representation of the trained hemifield (Figure 15).
Our suggestion is that the ipsilateral responses (Figures 14 and 15) are
conveyed via a strengthened subcortical pathway that includes callosal con-
nections of the superior colliculus (SC) between the hemispheres, and pul-
vinar and visual cortex in the intact hemisphere (Figure 16D). This is the
pathway that most likely mediates blindsight in hemispherectomized patients
Bittar et al., 1999; Leh et al., 2006). Hemispherectomy is a surgical treat-
ment for severe epilepsy in which an entire hemisphere is removed or discon-
nected. Hemispherectomized patients with blindsight have strong ipsilateral
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and contralateral projections from the SC to the visual areas in the remaining
hemisphere, whereas hemispherectomized patients without blindsight show
no such connections (Leh et al., 2006).
4.4 Representation of spatial frequency in human vi-
sual cortex (Publication IV)
Spatial frequency selectivity of cortical cells
Selectivity for spatial frequency (SF) is one of the prominent properties of
cells in the primary visual cortex. A tuning function is typically used to
describe a cell’s response to different SFs. Cells in the macaque V1 typically
have quite narrow SF tuning functions (De Valois et al., 1982), i.e., they
respond only to a limited range of SFs around the peak SF. Different cells
within the same cortical location respond to different ranges of SFs, and
therefore each position in the visual field is analyzed by several simple cells
that have overlapping RF locations but different SF sensitivities (De Valois
et al., 1982).
The representation of spatial frequency is not uniform across macaque V1,
but the mean SF preference decreases with increasing visual field eccentricity
(Schiller et al., 1976; De Valois et al., 1982). At similar eccentricity, the mean
SF preference is lower in macaque area V2 than in area V1 (Foster et al., 1985)
and in area V3 lower than in area V2 (Gegenfurtner et al., 1997). Beyond V1,
the function of early visual areas is still poorly understood. The differences in
SF tuning together with a recent study on complex shape selectivity (Hegde
and Van Essen, 2007) suggest, however, that the processing in the early visual
areas might be quite similar, but could take place at different spatial scales.
Spatial frequency tuning in human visual cortex (Publication IV)
Publication IV examined how the neural SF tuning shows up in the fMRI
responses. Measuring fMRI tuning curves may provide an important link
between electrophysiological single-cell studies and fMRI studies. This study
focused on differences in SF tuning at different visual field eccentricities and
visual areas in humans.
The stimuli were drifting angular sinusoidal gratings modulated with
Gaussian envelopes both in angular and radial directions (Figure 17A,C).
Angular gratings were selected instead of cartesian gratings, because these























































Figure 17: Spatial frequency tuning in human visual cortex (Publication IV).
A) The fMRI responses were measured to angular grating stimuli using a
range of different spatial frequencies in a block design. Different visual field
eccentricities were studied in subsequent experimental runs. B) The fMRI
spatial frequency tuning curves (averaged across eight subjects) measured with
the quadrant stimulus at three different eccentricities (A) are shown for visual
areas V1 and V2. C) The ring stimulus and quadrant (A) stimulus provided
complementary results. Ring stimulus enabled the use of lower SFs than the
quadrant. D) The fMRI spatial frequency tuning curves (averaged across
subjects) measured with the ring stimulus (C) are shown for visual areas V1
and V2. Note the different visual field eccentricities and range of SFs in B
and D.
without loss of eccentric specificity (Mullen et al., 2005).
Publication IV shows that fMRI responses in several human visual areas
are tuned for SF (see examples in Figure 17). In visual areas V1, V2, V3,
VP (V3v), V4v (hV4) and V3A, the fMRI spatial frequency tuning curves
were band-pass tuned. Both the visual field eccentricity and the visual area
affected the spatial frequency that evoked the largest response. The SF
optima were the highest in visual area V1 (Figures 17 and 18). In each visual
area, the SF optima decreased as function of the visual field eccentricity. At






























Figure 18: The SF optima (peak of the SF tuning curve measured with fMRI)
decreased in each visual area as function of the visual field eccentricity, and
at similar visual field eccentricities, from V1 to V2 and from V2 to V3A.
Note the logarithmic scale.
two-thirds of the SF optimum in area V1 and approximately an equal shift to
a lower SF preference was observed from area V2 to area V3A. The difference
in the SF tuning between V1 and V2 was replicated in control experiments
(see Publication IV). These findings that both the visual field eccentricity
and the visual area affect the SF tuning are in agreement with the data from
macaque monkeys (Schiller et al., 1976; De Valois et al., 1982; Foster et al.,
1985). However, in macaques, area V3 shows preference for lower SFs than
area V2 (Gegenfurtner et al., 1997). In our data the SF tuning was similar in
V2 and V3 but differed between areas V2 and V3A. This is consistent with
the view that human visual area V3A, rather than V3, is the most likely
homologue to macaque area V3 (Tootell et al., 1997).
The optimal spatial frequencies (fopt) can be converted to optimal spatial
wavelengths (λopt = 1/fopt). Publication IV estimated the cortical repre-
sentations for the optimal spatial wavelengths in V1 using the estimate of
cortical magnification within human V1 (Duncan and Boynton, 2003). Even
though the SF optimum decreased as function of visual field eccentricity
(from 1.2 cyc/deg at eccentricity of 1.7 deg to 0.18 cyc/deg at eccentricity
of 19 deg) the corresponding measures of optimal spatial wavelengths on the
cortical surface remained approximately constant across eccentricity (ca. 4–5
mm). This constant may reflect the extent of the horizontal connections that
shape the spatial summation field of V1 neurons (Angelucci et al., 2002) and
thus restrict the selective representation of low SFs. The decrease in the SF
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A B
Figure 19: Phase spectrum dominates perception in natural images. A) Two
natural images. B) The amplitude spectra of the two images in A were ex-
changed. The hybrid image resembles the image from which the phase spec-
trum was taken.
optima from V1 to V2 and from V2 to V3A is compatible with the view
that early visual areas represent visual information at different spatial scales
(Kourtzi et al., 2003; Hegde and Van Essen, 2007).
4.5 Sensitivity to cross-frequency phase relations in
human visual cortex (Publication V)
Phase information in natural images
An image can be decomposed into a sum of sinusoidal components of dif-
ferent orientations, spatial frequencies, amplitudes and phases. Figure 19
illustrates the relative importance of the global phase and amplitude spec-
trum for perception. The phase spectrum dominates. Scrambling the phase
structure of images effectively attenuates both the perception and the fMRI
responses from the object-processing areas (Malach et al., 1995).
Visual features are perceived at locations of maximal local phase coher-
ence (Morrone and Burr, 1988). A step edge (square wave) is an example of
a visual feature with maximal local phase coherence across spatial frequency












φ = 0º φ = 90º
Figure 20: Phase congruency at any phase value φ creates a salient feature
in the image. A) A step edge (or square wave) can be constructed from
a series of sinusoidal waves according to Equation 5 when φ = 0◦ and a
line-like feature when φ = 90◦. B) Continuously varying the phase value φ
from 0◦ to 90◦ creates a continuum of salient features at the location of the
congruence phase. C) Important visual features can be detected based on the
phase congruency across spatial frequency bands. The phase congruency map
was calculated with the method developed by Kovesi (1999).
where x denotes location and φ is a phase shift. The phase shift equals 0◦
in the case of a step edge, but actually the summation of sinusoidal waves
according to Equation 5 results in a salient feature at the location of the
local congruence phase φ at any phase value (Figure 20A,B; Kovesi, 1999).
Phase congruency can be used for edge detection in natural images (Figure
20C; Morrone and Burr, 1988; Kovesi, 1999).
Computational model predicts pooling of spatial frequency bands
The behavior of simple cells in the V1 cortex can be described as spatiotem-
poral filters (Jones and Palmer, 1987; Ringach, 2002), which decompose the
visual input into spatially localized and oriented spatial frequency compo-
nents. Edges in natural images are not limited to separate narrow spatial
frequency bands, but realistic edges are typically sharp broadband edges
that require phase-sensitive pooling of different spatial frequencies (Griffin et
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al., 2004). A natural broadband edge with local phase coherence across spa-
tial frequency bands (Figure 20A,B) thus excites a number of V1 cells with
different spatial frequency preferences and similar spatial phase preference.
Local energy model employs a pair of V1-like spatiotemporal filters to de-
tect features based on the phase congruence across spatial frequency bands
(Morrone and Burr, 1988). Although cells in V1 might detect some phase
congruencies (Morrone and Burr, 1988; Mechler et al., 2002), it is likely that
such features are mainly processed in the areas beyond V1. A computational
study on natural image statistics suggested that the outputs from the pri-
mary visual cortex (V1) are optimally analyzed by pooling different spatial
frequency bands together to represent these broadband edges (Hyva¨rinen et
al., 2005).
Cortical sensitivity to phase difference between different spatial
frequencies (Publication V)
Publication V studied phase-sensitive fMRI responses to find out how the
human visual system encodes phase alignments across different spatial fre-
quencies. The cortical sensitivity to phase difference between two different
spatial frequencies was measured using an fMRI adaptation design. With
adaptation we could assess the neural selectivities of overlapping neural pop-
ulations (Fang et al., 2005).
The stimuli were constructed from two sinusoidal gratings (Figure 21A)




where phase difference between the component gratings was changed by
changing the absolute phase (φ) of the higher frequency grating. See Publi-
cation V for control measurements on changes in local contrast and position.
The subjects were adapted to a compound grating where φ was either 0◦ or
180◦ (Figure 21B) and the responses were measured for compound gratings
where φ was 0◦, 45◦, 90◦, 135◦, or 180◦.
The fMRI signals showed a monotonic increase as function of the phase
difference from the adaptation condition in several visual areas (Figure 21C).
The fMRI data cannot reveal whether the adaptation effects and the observed
sensitivity to spatial phase relations originates in V1 or in a higher-level visual









































Figure 21: Cortical sensitivity for cross-frequency phase difference (Publica-
tion V). A) fMRI adaptation design comprised compound grating stimuli with
two spatial frequency components (f = 0.4 cyc/deg and 3f = 1.2 cyc/deg). B)
The phase difference between the two spatial frequencies was in the adaptation
stimulus either 0◦ or 180◦. In the test stimuli, the phase difference was var-
ied between 0◦, 45◦, 90◦, 135◦, and 180◦ (see Publication V). C) All studied
visual areas showed an increase in the fMRI response as function of the phase
difference from the adaptation stimulus (***p < 0.001, **p < 0.01; Page’s L
test). The mean fMRI responses from regions-of-interest in different visual
areas are averaged across eight subjects.
that human visual areas contain populations of neurons that compute the
phase difference between different spatial frequencies.
Cortical representation of phase congruence (Publication V)
Based on the perceptual importance of phase congruency (Figure 20), Publi-
cation V also examined the possibility that phase congruency across spatial
frequencies is encoded in the visual cortex. The stimuli were constructed
from five sinusoidal gratings. The gratings were summed either with local
phase coherence across frequency components (see Equation 5) or with ran-
dom phase differences. The stimuli were presented in a block design with the
congruent stimuli presented in one block and the random stimuli in another
block (see example stimuli in Figure 22A).
All studied visual areas showed a stronger response for the stimuli with
congruent phase structure. To compare responses in different visual areas, a
phase congruency selectivity index (SI) was calculated
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Figure 22: Phase congruency selectivity in human visual cortex (Publication
V). A) fMRI block experiment comprised compound grating stimuli (f = 0.4
cyc/deg, 3f, 5f, 7f, 9f) with congruent or random phase structure. B) All
studied visual areas showed stronger response for the congruent stimuli with
a gradual increase in the phase congruency selectivity index (SI, see Equa-
tion 7) along the ventral stream from V1 to pFus (***p < 0.001; Page’s L
test). The selectivity indexes from regions-of-interest in different visual areas
are averaged across seven subjects. C) The topography of phase congruency
selectivity is illustrated with a group-averaged SI map. The average cortical
surface of the right hemisphere was created from the anatomical data of ten
subjects and the functional data were resampled and averaged to the average





where Rcong is the fMRI % signal change for the stimuli with congruent phase
structure and Rrand the fMRI % signal change for the stimuli with random
phase structure. This index increased through the ventral stream areas V1,
V2, V3, hV4, LO and pFus and was high also in the dorsal stream areas along
the intraparietal sulcus (Figure 22). These result suggests that the higher-
level visual areas integrate the bandpass spatial frequency information from
the low-level visual areas to represent natural broadband visual features with
coherent phase structure.
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5 Discussion and conclusions
This Thesis aimed at developing a novel retinotopic mapping method based
on multifocal stimulation and at contributing to our understanding on the
functional organization and plasticity of the human visual cortex.
The novel stimulation method for the characterization of visual field rep-
resentations in human visual cortex was provided in Publication I. Compared
to the existing method, the phase-encoded retinotopic mapping (Engel et al.,
1994; Sereno et al., 1995; Warnking et al., 2002), multifocal fMRI provides a
more straightforward analysis and interpretation of the retinotopic responses.
Because the data analysis can be practically automated and the retinotopic
organization can be visualized on the subject’s anatomical MRI, multifocal
fMRI has potential also for clinical use. Multifocal fMRI has already been
applied to the localization of V1 before neurosurgery. Preoperative map-
ping of early visual areas could reduce the risk of cortical blindness following
occipital surgery.
It remains to be seen to what extent multifocal fMRI can compete with
the phase-encoded retinotopic mapping. Recently, the advances in the phase-
encoded method combined with the improvements in the imaging techniques
have revealed retinotopic organization in several higher-level visual areas
(Wandell et al., 2007; Saygin and Sereno, 2008; Arcaro et al., 2009), from
where we have not been able to map retinotopic multifocal responses. In
the higher-level visual areas, the retinotopic responses for the phase-encoded
stimulus can be enhances with a task that engage subject’s attention to the
stimulated part of the visual field (Saygin and Sereno, 2008). The spatial
layout of the multifocal stimulus appears random to the subject, which com-
plicates the spatially specific direction of attention to the stimulated regions.
Publication II showed that the multifocal fMRI responses are suppressed
already in the primary visual cortex due to the parallel stimulation of the
multiple stimulus regions and that this suppression most likely is of neural
origin. Hence, the main limitation of the multifocal fMRI is that it is not eas-
ily applied to the retinotopic mapping of the higher-level visual areas, where
the cells have large receptive fields and show pronounced nonlinearities in
the spatial summation within the receptive field (Kastner et al., 2001). How-
ever, with recent developments, multifocal fMRI is well-suited for retinotopic
mapping in visual areas V1–V3AB/hV4 and has proven to be a very useful
tool as a functional localizer of retinotopic regions-of-interest.
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Publication III showed that adult visual cortex is capable of large-scale
reorganization. In this case study, the subject was an adult patient with a
chronic visual field defect due to a lesion in the visual cortex. He attended
intensive training of visual functions in the blind hemifield (Raninen et al.,
2007). Recent cumulative evidence shows that vision in cortically blind pa-
tients can be improved with training (for reviews, see Sahraie, 2007; Huxlin,
2008). The most effective training for cortical blindness appears to be inten-
sive training of the residual vision deep within the blind hemifield (Sahraie et
al., 2006; Raninen et al., 2007; Jobke et al., 2009). Publication III together
with Raninen et al. (2007) showed that the improved visual performance can
be associated with reorganization of the visual cortex. The trained (right)
hemifield was represented in multiple visual areas in the healthy (right) hemi-
sphere. There is now clear evidence that the adult visual cortex can reor-
ganize after damage to different parts of the visual system, including the
retina (Baker et al., 2008), the fibers that provide input to V1 (Dilks et
al., 2007), and the primary visual cortex (Publication III; for a review, see
Huxlin, 2008).
The main limitation in studies on plasticity in adult visual cortex and on
training-induced changes in visual processing is that they typically comprise
only a few patients. In Publication III, the result was very clear, but we can-
not argue that similar large-scale reorganization would be evident in every
patient enrolling in the training. In fact, in another patient, who participated
in similar training but was not eligible for fMRI experiments, the topography
of evoked neuromagnetic responses for the trained hemifield was very differ-
ent and suggested recruitment of extrastriate visual areas in the lesioned
hemisphere (Raninen et al., 2007). This topic would deserve a large-scale
population study testing the generalization of training-induced plasticity in
the adult visual system.
Tuning curves are widely used in electrophysiological studies to describe
a neuron’s response to a particular stimulus parameter, such as the orienta-
tion or spatial frequency of a visual stimulus. Because the coupling between
neural activity and the fMRI response is incompletely understood, compari-
son of fMRI and neural tuning curves can provide an important link between
the single-cell responses and the indirect measure of the neural population
response measured with fMRI. Publication IV presented fMRI tuning curves
for spatial frequency measured in several human visual areas. Overall, the
fMRI tuning curves in different visual field eccentricities and visual areas had
similarities with the neural tuning curves reported in monkeys (Schiller et al.,
1976; De Valois et al., 1982; Foster et al., 1985; Gegenfurtner et al., 1997).
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The fMRI tuning curves for spatial frequency were bandpass in visual ar-
eas V1–V3, hV4, and V3A with the peak frequency decreasing progressively
between areas V1, V2 and V3A (Publication IV). This result, together with
known similarities in complex shape representations between early visual ar-
eas (Hegde and Van Essen, 2007) and the size-dependence of the integration
of local features into global shapes (Kourtzi et al., 2003), support the view
that early visual areas process visual information at different spatial scales.
Within each area, the peak frequency decreased with increasing visual field
eccentricity (Publication IV). However, when taking into account the corti-
cal magnification within human V1 (Duncan and Boynton, 2003), the cor-
responding cortical representations, remained approximately constant across
eccentricity. This measure was comparable to the extent of lateral connec-
tions within primate V1 (Angelucci et al., 2002). The lateral connections
likely mediate the spatial summation of macaque V1 cells (Angelucci et al.,
2002) and, therefore, our result could reflect the extent of spatial summation
in human visual cortex.
Every patch in the visual field is analyzed by a population of V1 neu-
rons that jointly represent, for example, the spatial frequency content of the
input. A single neuron is sensitive only to a limited range of spatial frequen-
cies. In natural images, features like step edges are, however, not limited to
narrow spatial frequency bands. In fact, features are perceived at locations
of maximal local phase congruency across spatial frequency bands (Mor-
rone and Burr, 1988). This suggests that visual system should implement
phase-sensitive pooling of spatial frequency information in the identification
of natural broadband edges.
Publication V showed that phase relations in broadband visual stimuli are
encoded in the human visual cortex. The fMRI adaptation design enabled
the detection of phase-sensitive responses in several visual areas, including
V1. By comparing responses to stimuli with congruent phase alignments to
stimuli with random phase alignments, we showed that the selectivity to con-
gruent phase structure increased in the hierarchy of the visual areas. These
results suggest that phase-sensitive pooling of spatial frequencies takes place
already in human V1, but only higher-level areas are capable of pooling spa-
tial frequency information across spatial scales typical for broadband natural
images.
The motivation for searching for pooling over spatial frequency in human
visual cortex was originally derived from the statistics of natural images.
A computational study on natural image statistics suggested that pooling
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over spatial frequency is an optimal strategy to analyze the output from V1
(Hyva¨rinen et al., 2005). The functional organization in many visual areas,
e.g., area V2 (Boynton and Hegde, 2004), is still poorly understood. Com-
putational modeling can provide us important novel predictions on cortical
functions to be tested experimentally.
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