Introduction
RL, also referred to as data matching or entity resolution, is the task of finding records that correspond to the same entity from one or more data sources. Given two data sources, each pair of records can be classified into one of two classes: linked and nonlinked. Table 1 shows a simple example of RL. The table contains records from two bibliographic data sources, viz., DBLP and ACM digital library. The aim is to identify those pairs of records referring to the same publications, which in this case are (ACM1, DB1) and (ACM2, DB2). Any other pairs of records should be identified as non-linked. If records have error-free and unique identifiers, such as social security numbers, RL is a straightforward process that can be easily performed by the standard database join operation. In many practical scenarios, however, such a unique identifier does not exist and the linkage process needs to be performed by approximate matching of the corresponding fields of two records. It is also notable that the same data can be represented in different ways in different data sources due to factors such as different conventions, typographical errors, missing and out of date values. This makes similarity matching and aggregation of similarity scores to perform record linkage, a challenging task. Efficiency and Effectiveness in RL: The problem of RL can be seen as comprising two main fields of research which are: (1) developing time-efficient algorithms for RL [1] and (2) efforts on developing techniques for effective link discovery [2] , [3] , [4] . The former focuses on improving the turnaround time for record linkage through heuristically avoiding comparison between records that hold a low apriori chance of getting linked. The space of candidate record pairs for record linkage is evidently quadratic in the size of the datasets. This quadratic space is often pruned out through indexing and filtering, collectively referred to as blocking methodologies. The latter field of research, that towards effective RL, focuses on the orthogonal problem of accurately determining which among compared candidate pairs are to be labelled as linked/non-linked. In this work, we will focus on the second research problem, which is the development of models for accurately determining the linkage status of record pairs. Effective Record Linkage: Techniques for effective RL may be seen as comprising two major streams, based on whether labelled data is exploited for the task. The large majority of techniques for effective RL rely on the usage of a training dataset comprising record pairs that are labelled as linked/non-linked to learn a classifier, thus treating it as a supervised learning problem. In these techniques, each pair of records is represented as a similarity vector representing a set of numeric similarities, each calculated with a similarity measure on a pair of field values of the two records. The task of RL is then considered as a binary classification problem over similarity vectors [2] . The second catergory address RL in the absence of training data. Traditionally, this task has been addressed by replacing training data with assistance from a domain expert, who would handcraft bespoke domain-specific rules that aid determining the linkage likelihood of a candidate record pair [3, 4] . Drawing up rules for record linkage requires deep topical expertise in the domain, an impractical or costly proposition in many scenarios. This makes unsupervised machine learning for RL, the task that targets to tackle RL without the aid of training data or a domain expert, a promising avenue of research in RL. It is notable that unsupervised machine learning for RL is much more challenging than the supervised or expert-assisted variants; this explains the relative dearth of research.
Our Contribution: In this paper, we address the problem of unsupervised RL and propose a novel method for unsupervised scoring of record pairs modeling the task as an optimization problem. Our core idea is that a good record linkage method would be able to make conclusive decisions on the linkage of most pairs of records, if not all; we look for methods that can achieve conclusive decisions, while staying strictly within the space of RL models that make linkage decisions on a weighted sum aggregate of similarity scores. Accordingly, we outline a model for the ambiguity of record linkage, and progressively refine the weightings associated with similarity measures in the direction of reducing overall ambiguity. Through an empirical analysis over multiple real-world datasets, we illustrate that our method is able to outperform existing methods.
Related Work
We briefly survey recent RL methods under two separate heads. Semi-supervised Record Linkage. In semi-supervised learning, a small set of labeled instances and a large set of unlabeled instances are used in the training process. A popular approach to semi-supervised RL is that using active learning (AL) [5] . AL identifies highly informative instances for manual labeling that are later used for training classification models. In [6] the instances that are not assigned to the same class by majority of the classifiers are selected for manual labeling. A different approach, where a set of similarity vectors are ranked and those in the middle (ambiguous) region are selected for manual labeling, is proposed in [7] . In the work presented in [8] , all the record pairs are clustered by their similarity vectors and randomly selected similarity vectors from each cluster are selected for manual labeling. Depending on the output of the manual labeling, similarity vectors in each cluster are automatically labeled as linked or nonlinked, or the cluster is further divided into sub-clusters. The system reported in [9] takes as input a small set of training examples, referred to as seeds, to initially train the classification model, which is then used over unseen data. Unsupervised Record Linkage. In [2] , k-means clustering is used to predict the status of a small set of similarity vectors (seeds). Following this, the seeds are used as training set for a supervised learning algorithm. Automatic seed selection, referred to as nearest based, was applied with the self-training process in [10] . In [11] an entity matching algorithm is proposed, which allows to identify best k results for a user-specific scoring function. Unsupervised approaches to RL based on maximizing the value of pseudo f -measure were investigated in [12] , [13] . Pseudo f -measure, an unsupervised variant of the f-measure, is formulated using the assumption that while different records often represent the same entity in different repositories, distinct record within one dataset is expected to denote distinct entity. It can be calculated using sets of unlabeled records. The idea is to find the decision rule for record matching which maximizes the value of the pseudo f -measure applying genetic programming [12] or hierarchical search [13] .
In more recent work the authors proposed to address the problem of unsupervised record linkage using graphical models [14] and multi view ensemble self-learning [15] . Discussion. While semi-supervised learning significantly reduces the number of manually labeled examples required for generating a classification model, it still requires a certain amount of human input in the training process. Methods that require labeled data for RL are not applicable in many real-world situations; in particular for privacy preserving RL, where the data is private and confidential [16] . While unsupervised methods such as [10] do not require any labeled data, there is much gap to close between them and supervised methods in terms of accuracy.
Problem Definition
Consider a dataset of relational records R = {r 1 , r 2 , . . . , r n } where each record comprises values it takes for attributes from a schema A = [a 1 , a 2 , . . . , a m ]. Accordingly, we can represent a record r i as [r i1 , r i2 , . . . , r im ] where r ij is the value that the i th record takes, for the j th attribute in the schema. For each attribute a j ∈ A, we use S j to denote the set of similarity measures that are available for the attribute. Examples of common similarity measures include Jaccard, and inverses of edit-distance, or L 1 and L 2 distances. Thus, S j : dom(a j ) × dom(a j ) → R, where dom(a j ) denotes the domain of the attribute a j . Here, we address the task of unsupervised record linkage scoring, that of leveraging R and S j s to learn a scoring method for pairs from R, the score quantifying the likelihood that both records relate to the same entity. Notationally:
Thus, RLS(r i , r j ) would be a numeric score directly related to the likelihood that r i and r j relate to the same entity. A few points are in order; first, unlike the bulk of literature in record linkage that address the linkage problem in the presence of labeled information [17] -i.e., pairs of records that are known to be linked or not-linked -we make use of no such labeled information, and thus address the unsupervised problem. Second, in the interest of retaining generality, we do not necessitate that the scoring by RLS needs to be in [0, 1], or have a probabilistic or possibilistic semantics since that would require corresponding semantics on the similarity measures as well. In other words, for an accurate estimate of RLS, we only expect that pairs that are scored higher are more likely to be linked to the same entity than those are scored lower, i.e., that the relative ordering of pairs on RLS scores is meaningful. Third, record linkage scoring is a direct building block for the record linkage problem of classifying pairs of records as either linked or not linked. Applying an appropriate threshold to the RLS scores would yield an intuitive solution to the record linkage problem; one with the pairs that score above the threshold marked as linked, and others as not-linked.
Evaluating Record Linkage Scoring
As is the case with any unsupervised machine learning task, we would like to evaluate the quality of RLS against gold-standard labeled data. This is done by checking the relative ordering between record pairs which are known to be 'linked' and pairs that are known to be 'not linked'. With a threshold on RLS scores yielding a record linkage method, the precision, recall and f-measure on the linked and non-linked classes can be measured on varying values of the threshold. However, most record linkage datasets are very unbalanced [17] with a much larger fraction of unlinked records (recall that this was also the case even in the small example outlined in Table 1 ). This lopsided distribution makes it easier for RLS methods to achieve high precision and recall on the unlinked class. Thus, rank-aware measures that can incentivize RLS methods that put linked record pairs at the top of the ordering would help better evaluate the quality of RLS methods. Accordingly, we outline two simple evaluation measures below. Let L and U be the set of labeled data comprising linked record pairs and unlinked pairs respectively. Our evaluation measure is then:
where Rank L,U (RLS, l) denotes the rank of the record pair l ∈ L in the decreasing RLS-score ordering of record pairs in (L ∪ U). Since our gold standard labellings may not be comprehensive, (L ∪ U) ⊆ R × R. Thus, ARL(. . .) and M RL(. . .) measures the mean and median ranks of the record pairs in L in the RLS score ordering. Since we would like to see the record pairs in L at the top of the ordering, numerically lower values of ARL and M RL are desirable. These metrics differ in their character in that ARL is affected by all changes in orderings of record-pairs, whereas M RL is less sensitive to outliers at the ends of the ordering.
Our Method
The Scoring Formulation
Consider a record pair p xy = (r x , r y ) where {r x , r y } ⊆ R. The similarity between the two records in p xy can be measured along each of the m attributes in A. Further, for each attribute a j ∈ A, similarity between the records in p xy can be measured using each of the similarity measures in S j . Thus, there are m j=1 |S j | signals of similarity that are available for each record pair, across the similarity measures. Given a set of weights to associate with each of these similarity signals, collectively denoted as W, our method aggregates these similarities using a linear aggregation (weighted sum) into a single value yielding the RLS scores:
with S(r x .a j , r y .a j ) denoting the similarity measure between the values for attribute a j on r x and r y , as measured using the similarity measure S ∈ S j . The square of the weights, w jS ∈ W, is used in the formulation for optimization convenience to automatically disallow negative weights. Thus, the crux of our method is in learning the set of weights, W, so that the RLS W scores estimate the linkage likelihood effectively.
Developing the Objective Function
Our interest is in ensuring that the set of weights, W, leads to an RLS W scoring that is similar to an "ideal" RLS scoring. Within our unsupervised setting, the notion of ideal-ness needs to be outlined without the luxury of knowing information such as the balance of the L-U split in R. Thus, we choose to go with a simple goal motivated by unambiguity -we would like to learn an estimate of W such that the resultant weightedsum based RLS W scoring can decidedly determine whether each pair of records from R is to be linked or not. In other words, for every pair of records, we would like the RLS W scoring to be either close to the lower extreme (unlinked) or close to the higher extreme (linked), avoiding the (ambiguous) bay between the extremes as much as possible. Since it is evidently impractical to enforce this strictly for all record pairs in R for such a W may not even exist, we use an approach of iteratively optimizing an objective function to progressively refine W in the direction of lesser overall ambiguity.
We now outline an objective function. Consider a record-pair p xy = (r x , r y ) and an estimate of weights W, the ambiguity for p xy may be modeled as follows:
where the RLS W scores for all record-pairs in R reside in [ρ, τ ], ρ being the lower extreme and τ being the upper extreme for the RLS W scores. Informally, AM B W (r x , r y ) measures the extent to which the RLS score computed using W deviates from either ends. The min aggregation ensures that scores in the extremes, i.e., both RLS W (r x , r y ) = ρ and RLS W (r x , r y ) = τ , would bring the ambiguity score down to zero. This is a desirable condition since these extreme scorings indicate that RLS W is in no way uncertain about the linkage status for the record pairs in p xy . Analogously, as the RLS W score moves into the gulf between the extremes, the AM B W correspondingly goes up.
In most practical cases, similarity functions return non-negative values since negative values for similarity do not make much practical sense. This non-negativity assumption makes 0.0 an intuitive lower bound (ρ) for RLS W scores. The upper extrem for the RLS W scores (τ ) is set as 1. Incorporating it, we refine the ambiguity notion as:
We would like to aggregate this across record-pairs in R to arrive at a notion of overall ambiguity of W as follows:
Connecting back to our original goal of reducing ambiguity, our task is simply to learn a set of weights W that minimizes the overall ambiguity across the dataset.
Our intent in the optimization approach is to ensure that the initial estimates of W are re-balanced over iterations to orient them towards those similarity signals that can play a role in reducing overall ambiguity. Specifically, all the weights increasing (or decreasing) together do not benefit us much since that would mostly change the range of RLS W rather than altering the ordering among pairs. In order to be robust and to avoid such cases, we use an add-to-one constraint in our optimization approach.
aj ∈A S∈Sj w jS = 1 (7) This enforces that all the weights in W sum up to 1.0. It may be noted that the optimization problem in Eq 6, in combination with the constraint in Eq. 7, while simple to state, involves searching over all possible settings of W such that its components add up to 1.0. This is evidently a massive search space, making brute force search impossible. In the next section, we will outline a gradient co-ordinate descent formulation.
Optimization Formulation
The objective to be minimized (from Eq. 6) can be written by expanding RLS W :
where S xyj is a shorthand for S(r x .a j , r y .a j ). The min aggregation function, being not differentiable, does not easily yield to optimization. We observe that exponentiation can be used to approximate the min aggregation (similar to another approximation [18] ).
This approximation holds for high negative values of φ for any numbers a and b. In this paper we set φ = −50. The inner multiplication of a and b separately with φ enables spacing out the two terms due to the large numeric value of φ; observe that |a − b| << |φa − φb|. For cases where a > b holds, φa would be much smaller than φb, given that φ is a large negative value. Consequently, exp(φa) would be much lesser than exp(φb), making their sum much closer to the latter than the former. Thus, the log of their sum would be closer to φb, making the entire term in the RHS of Eq. 9 a good approximation of b. It is notable that this approximation works reasonably well when a = b too, since the RHS would reduce to a + log(2)/φ; the second term is a very small term, due to having a numerically large φ in the denominator, thus yielding a good approximation for min. We simply apply this approximation to re-write our objective:
Towards optimizing this more convenient and differentiable objective function, we adopt a gradient descent approach, optimizing for one variable within W, at a time. Consider the variable w j S ; the partial derivative, ∂AM B W (R)
The update for w j S follows gradient descent 1 , using a learning rate, µ. 
Overall Approach
Our iterative approach targets arriving at a good estimate of W by updating each w jS in turn using the values of W from the previous iteration, followed by re-normalizing them to sum up to 1.0 within each iteration. This approach is outlined in Algorithm 1. Line 6 denotes the gradient descent update, whereas Line 9 performs the normalization. Complexity: The update in Eq. 12 has terms for each record pair to be evaluated hidden within the slope term, i.e., ∂AM B W (R) ∂w jS , and needs to be run for each similarity measure for each attribute (notice the iteration over w jS s). From a computational perspective, consider the construction of the slope term (Ref. Eq. 12); it may be observed that the inner term in the numerator (difference between exponentiated terms) and the inner term in the denominator (sum of exponentiated terms) are both independent of j and S , and thus, can be computed once per record pair. This makes the full complexity O( m j=1 |S j | × P) per iteration where P is the number of record pairs. It may be noted that the m j=1 |S j | term is small, there being only a handful of attributes and a handful of similarity measures, making the complexity largely dependent on the size of P. We will show later that our method stabilizes to reasonable accuracy in 100s of iterations in our experimental section. Coming to P, though the number of possible record pairs in R is quadratic in |R|, typical record linkage scenarios use efficient blocking strategies to rule out a large fraction of record pairs from being considered for linkage determination making P << |R| 2 . Usage of better blocking strategies would benefit our method since they reduce P, leading to our method running faster.
Experiments and Results

Experimental Setup
In the experiments, we use gold standard linkage labellings to evaluate the methods. It may be emphasized here that the gold standard labellings were used only for the evaluation purposes. All experiments were run on a workstation with Intel(R) Core(TM) i7-4790 CPU @ 3,60 GHz processor, 16 GB (RAM) and 64-bit Windows 7. As with a typical RL approach, we perform blocking as the first step to reduce the number of record pairs for each of the RL methods. Any blocking method could be employed, blocking being orthogonal to the task we evaluate; we used the recently proposed unsupervised blocking scheme learner [19] in our evaluation. Baselines. As baselines for our method, we used two unsupervised RL methods [12, 13] based on the pseudo f -measure. To compare the two methods against our approach we used the similarity scoring configurations output by each of the method to rank all record pairs. Following this, we use ARL and M RL to evaluate each of the rankings. All baseline parameters were set to the values recommended in respective papers. Data. The experiments were conducted with three real world datasets commonly used for evaluating RL methods: Restaurant, Cora and ACM-DBLP. The Restaurant dataset contains 864 restaurant records (with 112 pairs of matching records), each with five fields, including name, address, city, phone and type. The Cora dataset is a collection of 1,295 (with 14,184 pairs of matching records) citations to computer science papers. Each citation is represented by 4 fields (author, title, venue, year). The ACM-DBLP is a bibliographic datasets of Computer Science bibliography records represented by four attributes (author, title, venue, year). The total number of entity pairs is 6,001,104. Parametrization of the algorithms. One parameter needs to be set to run our method, which is the number of iterations. The reported results were obtained for number of iterations equals to 200 for each of the 3 datasets. For each of the evaluated methods we applied five commonly used similarity measures for RL, namely Jaro [20] , Jaro-Winkler [21] , Jaccard [22] , Q-Gram [23] , and Levenshtein edit distance [24] .
Comparative evaluation of record pairs ordering Effectiveness. Table 2 lists the results of the comparative evaluation of our method against the genetic algorithm and linear classifiers baselines, among the latest methods for unsupervised ML-based record linkage. For each of the evaluation measures, ARL and M RL, lower values are better, as seen in Section 1. Recall measures the fraction of correctly linked record pairs among the top |L| pairs; thus, this is the recall of the method if the top-L pairs according to the scoring were output as the result set. We additionally have also included the values of the measures that can be achieved by a perfect scoring, one that puts all linked record pairs at the top, followed by the unliked pairs; this implicitly has a recall of 1.0. This enables understanding the gap between our method and the best possible scoring. It can be observed that our method obtained better result than two baseline methods for Cora and DBLP-ACM datasets. For the Restaurant dataset, our method was outperformed by the genetic algorithm based approach, which is able to navigate the search space using the randomized approach effectively for the small dataset. However, as expected, our method, due to it's rather highly focused search along the space of solutions, is able to achieve better effectiveness over large datasets (and their correspondingly larger solution spaces). This character is well pronounced in the large DBLP-ACM dataset where our method is able to make massive improvements.
Efficiency. For each of the evaluated methods we measure their execution time, baselines implemented according to our best understanding from the respective papers. The run times of each of the methods are reported in table 3. We can observe that our method was able to perform the linkage process significantly faster. 
Further Analysis of Our Method
F-Measure at different Cut-offs. For usage of our record linkage scoring method in a practical scenario, one would need to apply a cut-off point in the ranked list, so that record pairs above that cut-off could be regarded as linked, and those below may be considered as unlinked. The recall (for the linked class) reported in the previous section is precisely equal to the recall when the cut-off point is chosen after L records; at this cut-off, the precision and recall are equivalent due to the usage of the same denominator. However, information about L is part of the gold-standard data and is not available within a realistic record linkage setting. Thus, we evaluate the recall, precision and Fmeasure for the linked class over varying cut-offs, to illustrate the effectiveness trends of our methods at varying cut-offs. We plot the F-measure achieved by our method against that of the perfect ordering for each of the datasets in Figure 1 , with the choice of the percentage of all record pairs in the dataset used for the cut-off point indicated in the X-axis. The range of cut-off points studied differ for the Cora dataset due to the higher ratio of matching records. Our method is seen to trail the perfect scoring quite closely in some parts of the space, with the gap widening, though not significantly, at other parts. This further illustrates the effectiveness of our method. Resilience to Noisy Similarity Measures: We now study the resilience of our method to highly ambigious similarity measures (abbreviated to HASs), those that hold no utility in separating the linked and unlinked record pairs. We conduct this study through the usage of similarity measures that simply sample from a normal distribution centered at 0.5, the value midway between the linkage favoring extreme of 0.0 and the other extreme of 1.0; we use a standard deviation of 0.2. Table 4 lists the results of our method when one or two HASs are added to the dataset. The results show that the effectiveness deteriorations of our methods in the presence of HASs are decidedly miniscule.
Conclusions
In this paper we addressed the problem of unsupervised RL and proposed a novel approach to RL, which models the task as an optimization problem. Our optimization formulation searches for RL methods that use a weighted sum scoring to determine linkages between records, favoring methods that are less ambiguous overall, in the linkage decisions they make. Our experimental results indicate that our method is highly effective in making accurate linkage decisions, while also being orders of magnitude faster than existing approaches, especially on large datasets. We also illustrated that our method is fairly accurate as an RL method at different cut-off points, and that our optimization approach is exceedingly robust to noisy similarity measures.
