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Résumé
Cette thèse traite de la reconstruction 3D par stéréophotométrie, qui consiste à uti-
liser plusieurs photographies d’une scène prises sous le même angle, mais sous différents
éclairages. Nous nous intéressons dans un premier temps à des techniques robustes pour
l’estimation des normales à la surface, et pour leur intégration en une carte de profon-
deur. Nous étudions ensuite deux situations où le problème est mal posé : lorsque les
éclairages sont inconnus, ou lorsque seuls deux éclairages sont utilisés. La troisième partie
est consacrée à l’étude de modèles plus réalistes, à la fois en ce qui concerne les éclairages
et la réflectance de la surface. Ces trois premières parties nous amènent aux limites de
la formulation classique de la stéréophotométrie : nous introduisons finalement, dans la
partie 4, une reformulation variationnelle et différentielle du problème qui permet de
dépasser ces limites.
vii
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Abstract
This thesis tackles the photometric stereo problem, a 3D-reconstruction technique
consisting in taking several pictures of a scene under different lightings. We first focus
on robust techniques for estimating the normals to the surface, and for integrating these
normals into a depth map. Then, we study two situations where the problem is ill-posed:
when lightings are unknown and when only two images are used. Part 3 is devoted to
more realistic models, in terms of lightings and of surface reflectance. These first three
parts bring us to the limits of the usual formulation of photometric stereo: we eventually
introduce in Part 4 a variational and differential reformulation of this problem which
allows us to overcome these limits.
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Introduction
La mesure tridimensionnelle consiste à obtenir une représentation en trois dimensions
d’un objet ou d’une scène. Les situations où cette mesure est nécessaire sont variées. Un
bon indicateur de cette diversité est le nombre élevé de solutions technologiques qui ont
été mises en place, depuis la chaîne d’arpenteur jusqu’aux IRM de diffusion, en passant
par les sonars, les télémètres laser ou encore les palpeurs mécaniques. Grâce à l’évolu-
tion constante de la qualité, de la résolution et du coût des appareils photographiques
numériques, la mesure tridimensionnelle à partir de photographies constitue aujourd’hui
une alternative, crédible et accessible, à ces outils. Elle est un problème inverse classique
de vision par ordinateur, dont l’objectif est de retrouver la dimension qui a été perdue
lors de l’acquisition de la photographie.
Lorsqu’une scène est photographiée par un appareil numérique, une partie des rayons
lumineux qui l’atteignent sont renvoyés vers le capteur photosensible de l’appareil. Ce
capteur mesure le nombre de photons reçus par chacun de ses photosites (pixels) pour
former une image 2D de la scène 3D photographiée. Au cours de ce processus, une
des trois dimensions est donc effectivement perdue : la reconstruction 3D consiste à
retrouver cette dimension. Cette thèse décrit une technique particulière de reconstruction
3D photographique : la stéréophotométrie (« photometric stereo »), qui a été introduite
à la fin des années 70 par Woodham [268], signifie littéralement l’analyse des volumes
(stereo) par mesure (metron) de la lumière (photos).
Reconstruction 3D et scannage 3D
La finalité de la reconstruction 3D est la création de modèles 3D. Disposer d’un mo-
dèle 3D est utile, voire nécessaire, dans de nombreuses applications [182], comme par
exemple l’inspection visuelle de surfaces [284], l’aide au diagnostic médical [243] ou en-
core la réalité augmentée [66]. Un modèle 3D est constitué d’un ensemble d’informations
géométriques (position, orientation, etc.) et photométriques (couleur, texture, etc.). La
connaissance de ces deux informations permet notamment de créer des images de syn-
thèse, en simulant à la fois l’éclairage et l’appareil photographique. La trajectoire des
rayons lumineux peut être calculée par ordinateur depuis la ou les sources lumineuses
jusqu’à l’appareil photographique, après réflexions (éventuellement multiples) sur la sur-
face des objets constituant la scène. Le scannage 3D est le problème dual de la synthèse
d’images : à partir de photographies d’une scène, on cherche à caractériser géométrique-
ment et photométriquement sa surface, en parcourant la trajectoire des rayons lumineux
en sens inverse. La notion de scannage 3D englobe donc la reconstruction 3D de la scène
(géométrie) et la mesure de sa réflectance (photométrie).
Les techniques de reconstruction 3D à partir de photographies sont regroupées sous
le terme générique de shape-from-X, X signifiant que différents indices peuvent être utili-
sés (ombres, contours, etc.). Les principales techniques de shape-from-X sont regroupées
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Techniques géométriques Techniques photométriques
Techniques Projection de lumière structurée [97] Shape-from-shading [125]
mono-oculaires Shape-from-shadows [234]
(m = 1 image) Shape-from-contours [36]
Shape-from-texture [263]
Shape-from-template [22]
Techniques Structure-from-motion [180] Stéréophotométrie
multi-oculaires Stéréoscopie [113]
(m > 2 images) Shape-from-silhouettes [116]
Shape-from-focus [188]
Table 1 – Principales techniques de shape-from-X.
dans la table 1. Pour les classer, on doit se demander quel type d’indices (géométriques
ou photométriques) et combien de photographies elles utilisent. Les techniques de shape-
from-X actuellement les plus en vogue sont probablement la projection de lumière struc-
turée et le structure-from-motion, pour lesquelles des solutions commerciales « clé en
main » sont disponibles : à titre d’exemples, la Kinect V1 de Microsoft et le logiciel
Photoscan utilisent, respectivement, la projection de lumière structurée et la technique
du structure-from-motion.
Comme ne l’indique pas la table 1, les frontières entre les différentes techniques de
shape-from-X sont floues : elles sont souvent combinées, afin de tirer parti des avantages
de chacune. Par exemple, la quasi-totalité de ces techniques sont des techniques de
reconstruction 3D. La seule qui permette également de retrouver les caractéristiques
photométriques de la scène est la stéréophotométrie, qui est donc une technique de
scannage 3D. Celle-ci est souvent couplée à d’autres techniques de reconstruction 3D
[10, 118, 258]. En effet, comme nous le verrons au cours des huit chapitres de ce mémoire,
une utilisation naïve de la stéréophotométrie induit un certain nombre de biais, qui
ont conduit une partie de la communauté de vision par ordinateur à sous-estimer les
possibilités de cette technique, en arguant qu’elle n’était pas capable de reconstruire
avec précision les « basses fréquences ». Un des objectifs de cette thèse est de réhabiliter
la stéréophotométrie en tant que technique de reconstruction 3D de précision. Pour cela,
nous nous proposons d’identifier et de corriger les différentes sources de biais, à la fois
dans la modélisation du problème et dans sa résolution.
Reconstruction 3D à partir de l’ombrage
Les techniques géométriques de shape-from-X reposent sur l’identification et l’ana-
lyse de points ou de régions d’intérêt dans l’image. En revanche, les techniques photo-
métriques reposent sur l’analyse de la quantité de lumière reçue par chaque photosite
du capteur de l’appareil photographique. Si ce dernier est étalonné photométriquement,
alors le niveau de gris (ou le niveau de couleur) est proportionnel à la luminance émise
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par la scène, qui est caractéristique de son relief. La reconstruction 3D photométrique
est fondée sur l’analyse de l’ombrage (shading), un concept qui regroupe « l’ensemble des
phénomènes à cause desquels un même élément de surface matérielle apparaît plus ou
moins clair sur une photographie » [79]. Le terme de shape-from-shading (SFS) désigne
la reconstruction 3D à partir de l’ombrage. Cette technique a été développée dans les
années 70 au MIT, sous l’impulsion de Horn [125].
La luminance émise par une surface peut être modélisée par une fonction faisant
intervenir l’éclairage, la réflectance de la surface et sa géométrie [78]. Le SFS, qui vise
à inverser cette fonction pour reconstruire le relief de la scène, est un problème fon-
damentalement mal posé, selon le principe du trompe-l’œil qui est bien illustré par la
« métaphore de l’atelier » d’Adelson et Pentland [4] (cf. figure 1). Si l’on demande à un
peintre, à un sculpteur et à un « régisseur lumière » de réaliser une œuvre expliquant
une image, ils apporteront chacun une réponse très différente, mais plausible. Le peintre
supposera la surface plane et l’éclairage uniforme, les changements de clarté étant ex-
pliqués par des changements de couleur. Le sculpteur expliquera les changements de
clarté uniquement par l’ombrage, qui résulte des variations locales d’orientation de la
surface, l’éclairage et la réflectance étant supposés uniformes. Enfin, le régisseur lumière
proposera une configuration d’éclairages sophistiquée placée face à une surface plane de
réflectance uniforme.
(a) (b) (c) (d)
Figure 1 – La « métaphore de l’atelier » [4]. Pour expliquer l’image (a) en termes de
réflectance, de relief et d’éclairage, (b) un peintre, (c) un sculpteur ou (d) un régisseur
lumière apporteront trois réponses différentes, mais toutes trois plausibles. L’estimation
de la contribution du sculpteur à partir d’une seule photographie d’une œuvre d’art
combinant ces trois solutions constitue le problème du SFS. Elle n’est possible qu’en
connaissant les contributions des deux autres artistes. Ces connaissances a priori ne sont
pas nécessaires avec la stéréophotométrie : cette technique permet de déterminer sans
ambiguïté les contributions du sculpteur et celles du peintre, pourvu que le régisseur
lumière accepte de faire varier les éclairages.
3
Introduction
Les prix de revient de la peinture, de la matière et des sources d’éclairage étant
différents, la création d’une œuvre d’art combinant les compétences des trois artistes peut
être formulée comme un problème de minimisation d’une fonction de coût combinant
l’écart entre l’image à expliquer et la « reprojection » de l’œuvre, et le prix de revient
total de l’œuvre. Les contraintes propres à chaque artiste constituent des a priori (au
sens bayésien) sur chacun des éléments de l’œuvre (vus comme des variables aléatoires) :
il est plus facile pour le peintre de réaliser des variations très fines de clarté, par des
traits de crayon, que pour le régisseur lumière.
Cette métaphore est représentative du SFS, car estimer a posteriori la contribution
du sculpteur à l’œuvre n’est possible qu’en disposant de connaissances a priori sur les
contributions des deux autres artistes. Pour résoudre le SFS, on suppose ainsi générale-
ment que la réflectance et l’éclairage sont connus, voire uniformes. On peut se passer de
ces connaissances a priori avec la stéréophotométrie : en contrôlant l’éclairage, on peut
déterminer sans ambiguïté les contributions du sculpteur et du peintre, i.e. le relief et la
réflectance de la surface photographiée.
La fiabilité des connaissances a priori sur la réflectance et l’éclairage est déterminante
pour reconstruire de façon précise le relief par SFS. Comme l’illustre la figure 2, tirée
d’une contribution récente sur l’utilisation des imprimantes 3D en traitement mathéma-
tique des images [69], une hypothèse erronée sur la réflectance et l’éclairage se traduit
par une interprétation erronée du relief.
(a) (b) (c)
Figure 2 – Principe du trompe-l’œil appliqué au SFS [69]. (a) Exemple bien connu
de photographie en niveaux de gris. (b) Relief estimé en appliquant la technique du
SFS à l’image (a), en supposant (à tort) la réflectance uniforme et l’éclairage frontal.
La reconstruction semble totalement décorrélée du relief réel. Pourtant, en prenant une
photographie du relief (b) de dessus, et en utilisant le flash comme unique source de
lumière, on obtient l’image (c), qui est très similaire à (a). Le relief (b) constitue donc
effectivement une explication plausible de l’image (a) : ce sont les connaissances a priori
sur la réflectance et l’éclairage qui sont erronées.
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Afin de se passer de la connaissance a priori de la réflectance et de l’éclairage, il a été
suggéré dans [19] de formuler le problème de l’estimation simultanée du relief, de l’al-
bédo et de l’éclairage comme un problème d’inférence bayésienne. Le problème à résoudre
comportant plus d’inconnues que de données, la pondération effective des connaissances
a priori est cependant extrêmement délicate. De plus, même en connaissant parfaitement
l’éclairage et la réflectance, le SFS reste un problème mal posé. En dehors de certains
points singuliers, il existe en effet une infinité de normales qui expliquent un niveau de
gris. Si la surface est diffusante (lambertienne), ces normales forment un cône de révo-
lution autour de la direction d’éclairage. Il est donc très difficile de résoudre localement
le SFS. Les premières approches du SFS, qui étaient locales, ont toutefois permis de
se convaincre de l’intérêt de l’analyse de l’ombrage, comme en témoigne l’exemple de la
figure 3, tiré de [201]. En observant que l’œil humain, tout comme un algorithme de SFS,
était parfaitement capable d’estimer un relief tel que celui de la figure 3 uniquement à
partir de l’ombrage, Pentland prédisait dès 1984 l’intérêt des techniques photométriques
pour la compréhension de la vision humaine. Ce n’est toutefois que très récemment que
des applications ont été proposées.
Figure 3 – (a) Image, obtenue par un microscope électronique, d’un trichrome d’une
plante de cannabis sativa. (b) Reconstruction 3D à partir de l’ombrage. Source des images
originales : [232]. Si l’intérêt applicatif des techniques photométriques de reconstruction
3D a été identifié très tôt [201], leur mise en œuvre effective est bien plus récente.
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Un pas important vers la résolution du SFS a été réalisé lorsque les problèmes inverses
de la vision par ordinateur ont attiré l’attention des mathématiciens [165]. Des approches
différentielles efficaces ont alors été suggérées pour résoudre l’équation eikonale, qui est
l’équation fondamentale du SFS. Cette équation lie la pente de la surface au niveau de
gris de l’image. La résolution de cette équation aux dérivées partielles étant par nature
globale, les ambiguïtés du SFS sont réduites par rapport à l’approche locale. Elles ne
sont toutefois pas éliminées, car l’ambiguïté concave/convexe ne peut être levée sans
connaissance a priori sur la surface. Le SFS reste donc, malgré de nombreux efforts, un
problème mal posé. On peut par conséquent se demander s’il ne s’agit pas d’un simple
« exercice de style ».
En fait, les applications du SFS sont récentes, et concernent des cas très particuliers
où la géométrie de la surface à reconstruire est contrainte. Par exemple, si l’on sait par
avance que la surface photographiée est une surface développable (surface de courbure
gaussienne nulle en tout point, que l’on peut « dérouler » comme une feuille de papier),
le SFS devient bien posé. Une application naturelle concerne la simulation de la mise
à plat de documents [68, 203]. Mais à part ces quelques cas particuliers, la seule vraie
solution pour lever les ambiguïtés du SFS consiste à utiliser plusieurs photographies,
prises sous différents éclairages (cf. figure 4) : c’est le principe de la stéréophotométrie.
(a) (b)
Figure 4 – Il est extrêmement difficile d’interpréter l’image (a) en termes de relief, même
en sachant que la source lumineuse est placée « en haut à gauche ». L’interprétation du
relief est facilitée si l’on dispose d’une image telle que (b), prise sous un autre éclairage
(source lumineuse placée « en bas à droite »). Source : [148].
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La stéréophotométrie
Même en admettant qu’il existe une formulation bien posée du SFS, la robustesse
de méthodes numériques permettant sa résolution est impossible à garantir. Si la ré-
solution exacte d’une équation liant le niveau de gris à la pente est déjà difficile, tout
écart au modèle dans les données dégradera l’estimation du relief. La parade naturelle
consiste à prendre davantage de photographies : on peut raisonnablement espérer que
l’estimation du relief sera à la fois mieux posée et plus robuste que si l’on utilise une
seule image (cf. partie I). Nous verrons dans le chapitre 1 que l’on peut effectivement
déterminer de façon exacte le relief à partir de m = 3 photographies prises sous trois
éclairages directionnels non coplanaires. L’estimation conjointe, en chaque point, de la
normale et de l’albédo (qui est caractéristique de la réflectance lambertienne) peut en
effet être formulée comme la résolution d’un système de m = 3 équations linéaires à
trois inconnues. De plus, l’estimation robuste est possible dès lors que m > 3. Il est donc
logique de choisir l’approche locale pour résoudre la stéréophotométrie, au contraire du
SFS où l’approche globale permet de limiter les ambiguïtés. Cependant, la connaissance
des normales ne suffit pas à caractériser géométriquement la scène photographiée. Pour
obtenir une représentation 3D complète, il reste à intégrer le champ de normales estimé,
pour en déduire la profondeur : c’est uniquement lors de cette seconde étape qu’une
formulation différentielle, donc globale, est utilisée. La résolution de ce problème n’est
pas aussi simple que pourrait le laisser penser la simplicité de sa formulation. Son étude
fait l’objet du chapitre 2, où nous proposons notamment une méthode d’intégration qui
est à la fois robuste et rapide.
La stéréophotométrie peut cependant être mal posée. Comme nous le montrons dans
la partie II, il existe deux situations où elle ne peut être résolue localement. Nous verrons
dans le chapitre 3 que, lorsque les éclairages sont inconnus (stéréophotométrie non cali-
brée), l’estimation locale des normales constitue un problème mal posé. Ce cas d’usage
est donc plus proche du SFS que de la stéréophotométrie « classique ». Comme pour
le SFS [126], il faut formuler le problème d’estimation des normales de façon globale et
imposer la contrainte d’intégrabilité [93]. Mais même ainsi, le problème reste mal posé et
requiert une connaissance supplémentaire. Nous verrons que l’introduction d’un critère
de régularité de type variation totale sur la profondeur réduit l’ambiguïté à une ambi-
guïté dite « de bas-relief », qui peut être levée par régularisation. La stéréophotométrie
est également mal posée dans la situation intermédiaire entre m = 1 (SFS) et m > 3. Il
existe généralement deux normales qui expliquent une paire de niveaux de gris, lorsque
les éclairages et l’albédo sont connus. Le problème de la stéréophotométrie devient alors
combinatoire : nous proposons dans le chapitre 4 une approche markovienne de la sté-
réophotométrie à m = 2 images, reformulée comme un problème d’étiquetage. Le critère
permettant de lever l’ambiguïté dans l’estimation est une nouvelle fois l’intégrabilité du
champ de normales.
L’étude de modèles non linéaires d’éclairage et de réflectance a permis de lever cer-
taines ambiguïtés du SFS. De tels modèles peuvent bien entendu être également utilisés
dans le contexte de la stéréophotométrie, comme cela est illustré dans la partie III.
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Contrairement au SFS [208], l’introduction d’un modèle d’éclairage ne sert pas en sté-
réophotométrie à limiter les ambiguïtés, mais uniquement à atteindre une certaine pré-
cision dans les applications. L’étude de modèles d’éclairage non directionnels et de leur
utilisation en stéréophotométrie fait l’objet du chapitre 5. L’introduction de modèles
de réflectance plus réalistes que le modèle lambertien a été suggérée récemment pour
améliorer les résultats du SFS [253]. De tels modèles peuvent aussi être utilisés en sté-
réophotométrie, comme nous le montrons dans le chapitre 6, au travers d’une approche
où le modèle est appris et d’une étude de deux modèles de réflectance explicites plus
réalistes que le modèle lambertien.
L’utilisation de modèles réalistes fait toutefois perdre à la formulation locale de la sté-
réophotométrie son caractère linéaire, sur lequel reposent en grande partie les méthodes
d’estimation robuste existantes. Pour cette raison, et pour rendre mieux posés les pro-
blèmes étudiés dans la partie II, nous proposons dans la partie IV une nouvelle approche
de la stéréophotométrie. Comme cela a été fait pour le SFS, nous suggérons de préférer
la formulation différentielle (globale) à la formulation non différentielle (locale). Après
avoir introduit dans le chapitre 7 un ensemble de méthodes numériques, fondées sur le
calcul des variations, pour résoudre la formulation différentielle de la stéréophotométrie,
nous proposons un certain nombre d’extensions de cette approche dans le chapitre 8.
Les contributions compilées dans ce mémoire portent donc sur les aspects théoriques,
numériques et applicatifs de la stéréophotométrie. Au travers de l’analyse de méthodes
d’estimation robuste, de problèmes mal posés et de modèles réalistes, les trois premières
parties visent à identifier et à limiter les sources de biais, afin de faire de la stéréopho-
tométrie une technique de reconstruction 3D fiable. Elles nous permettront également
de mettre en évidence certaines limites de cette technique, auxquelles la dernière partie
apporte quelques éléments de réponse.
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Première partie
Résolution robuste de la
stéréophotométrie
9

Avant-propos
Dans cette partie, nous proposons une analyse du problème de la stéréophotométrie
dans les conditions les plus favorables, i.e. en supposant que la surface à reconstruire
est lambertienne et qu’elle est vue sous m > 3 éclairages directionnels, non coplanaires,
connus. Ces hypothèses permettent de formuler le problème de façon relativement élé-
mentaire, et garantissent son caractère bien posé. En effet, contrairement au problème
du shape-from-shading (SFS), l’estimation conjointe de la normale et de l’albédo est un
problème linéaire très facile à résoudre. La notion de voisinage, qui est centrale en SFS
pour lever les ambiguïtés, n’intervient qu’une fois les normales estimées, lorsque l’on
cherche à en déduire le relief.
Les applications de la stéréophotométrie semblent toutefois limitées, car la résolution
s’avère peu robuste à des phénomènes difficiles à éviter, comme les ombres ou les reflets
brillants. Nous montrons, dans le chapitre 1, que l’utilisation de méthodes d’estimation
robuste et/ou de prétraitements appropriés permet de pallier aux limites que présente
l’estimation des normales et de l’albédo par une approche plus élémentaire. Une fois
les normales estimées, il reste à les intégrer pour en déduire la profondeur. Cette se-
conde étape fait l’objet d’une étude approfondie dans le chapitre 2, où nous montrons
notamment comment tenir compte des discontinuités de profondeur.
Les méthodes présentées dans cette première partie visent donc à éliminer les sources
de biais dans la formulation classique de la stéréophotométrie, afin de pouvoir l’utiliser
en conditions réalistes. Il nous semble en effet important de savoir jusqu’à quel point la
stéréophotométrie, en nous permettant de mesurer le relief et la couleur d’une scène à
partir d’un seul point de vue, peut prétendre au statut de technique de métrologie 3D,
si bien sûr elle est utilisée en conditions très contrôlées, e.g. en laboratoire.
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Chapitre 1
Estimation robuste des normales
Dans ce chapitre, nous étudions différentes méthodes d’estimation des normales par
stéréophotométrie. Le modèle utilisé par l’approche classique est rappelé dans le para-
graphe 1.1 : si les éclairages sont supposés directionnels et connus, et que la surface est
supposée lambertienne, alors l’estimation des normales, conjointement à celle de l’al-
bédo, constitue un problème linéaire facile à résoudre. Par un raisonnement statistique,
nous montrons cependant les limites de cette approche, et notamment le biais induit par
la présence d’écarts au modèle. Nous étudions ensuite, dans le paragraphe 1.2, divers
prétraitements permettant d’éviter que la présence de tels écarts ne dégrade les résul-
tats. Ces prétraitements compensent effectivement certains des écarts au modèle, mais
on doit leur préférer les méthodes d’estimation robuste, que nous présentons dans le
paragraphe 1.3.
1.1 Limites de la stéréophotométrie classique
1.1.1 Modèle de formation des images
Dans cette partie, nous nous intéressons à la modélisation la plus simple de la sté-
réophotométrie, qui correspond au cas d’une surface régulière, lambertienne, éclairée
successivement par m > 3 faisceaux lumineux parallèles (mêmes directions d’éclairage
en tous points de la surface) et uniformes (mêmes intensités).
Projection orthographique et projection perspective
Soit S la surface observée, qui consiste en un ensemble de points x = [x, y, z]⊤ ∈ R3
dont les coordonnées sont définies relativement à un repère tridimensionnel direct Oxyz,
ayant pour origine O le centre optique de l’appareil photographique, dont les axes Ox
et Oy sont parallèles au plan image, et dont l’axe Oz est parallèle à l’axe optique (par
convention, z < 0 pour un point placé à l’avant de l’appareil, cf. figure 1.1). Par projection
(orthographique ou perspective), chaque point visible de la surface est en bijection avec
un point image (u, v) ∈ R2. Notons que les coordonnées (u, v) d’un point image sont
définies dans un repère bidimensionnel dont les axes sont parallèles aux axes Ox et
Oy, et dont l’origine sera précisée plus loin. Nous assimilons les pixels à des carrés, et
choisissons comme unité de référence la distance euclidienne entre les centres de deux
pixels voisins. On peut alors paramétrer la surface S sur un domaine Ω ⊂ R2, appelé
domaine de reconstruction, défini comme la projection de la surface sur le plan image :
S =
{
x(u, v) = [x(u, v), y(u, v), z(u, v)]⊤, (u, v) ∈ Ω
}
(1.1)
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Figure 1.1 – Sous l’hypothèse lambertienne, le niveau de gris I(u, v) en un point image
(u, v) est proportionnel au produit scalaire de la normale n(u, v) au point x(u, v) ∈ S
avec le vecteur s(u, v) = φ(x(u, v))s(x(u, v)), qui est colinéaire au vecteur unitaire
s(x(u, v)) orienté vers la source lumineuse, et dont la norme φ(x(u, v)) représente l’in-
tensité lumineuse. Si n(u, v) ·s(u, v) < 0, alors le point x(u, v) est dans l’ombre (propre),
et le niveau de gris I(u, v) est nul. L’approche classique de la stéréophotométrie consiste
à d’abord estimer n(u, v) en tout point image (u, v) ∈ Ω (domaine de reconstruction),
puis à intégrer les normales estimées afin de retrouver la carte de profondeur z, qui
caractérise le relief de la surface S.
Rappelons qu’avec le modèle de projection orthographique 1 :
x(u, v) = [u− u0, v − v0, z(u, v)]⊤ (1.2)
où (u0, v0) sont les coordonnées du point principal de l’appareil photographique, qui se
trouve à l’intersection de l’axe optique et du plan image (cf. figure 1.1). On peut connaître
u0 et v0 par étalonnage de l’appareil photographique, mais cela n’est pas indispensable
sous l’hypothèse orthographique. En effet, en translatant de [u0, v0, 0]⊤ l’ensemble des
points x(u, v) définis par (1.2), on ne fait que translater la surface S « en bloc », ce qui
ne lui cause aucune déformation. On peut donc simplifier l’écriture (1.2) sous la forme
suivante :
x(u, v) = [u, v, z(u, v)]⊤ (1.3)
sans qu’il soit nécessaire de positionner l’origine du repère 2D en un point particulier 2.
1. Cette écriture est en fait celle de la projection orthogonale, qui est une version simplifiée de la
projection orthographique lorsque le grandissement est égal à 1.
2. Par défaut, cette origine est généralement placée dans le coin supérieur gauche de l’image.
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Cette simplification est impossible avec le modèle de projection perspective, pour
laquelle (1.2) doit être remplacé par :
x(u, v) = z(u, v)
[
u− u0
f
,
v − v0
f
, 1
]⊤
(1.4)
car les deux premières coordonnées de x(u, v) dépendent de la profondeur z(u, v). Dans
l’équation (1.4), f désigne la distance focale (image) de l’appareil photographique. Avec
l’orientation de l’axe Oz indiquée sur la figure 1.1, f < 0.
Pour ces deux modèles de projection, la connaissance de z(u, v) permet donc de dé-
terminer sans ambiguïté le point objet x(u, v) (sous réserve que les paramètres internes
(u0, v0, f) de l’appareil photographique soient connus, dans le cas de la projection pers-
pective), de telle sorte que la partie visible de la surface est entièrement décrite par le
carreau de Monge :
M =
{
[u, v, z(u, v)]⊤ , (u, v) ∈ Ω
}
(1.5)
où z constitue la carte de profondeur 3, qui associe à chaque point image (u, v) la troi-
sième coordonnée cartésienne du point objet qui lui est conjugué. Le problème de la
reconstruction 3D consiste à reconstituer ce carreau de Monge, i.e. à associer à chaque
point image (u, v) une profondeur z(u, v).
Normale à la surface
Contrairement au shape-from-shading, il est plus facile de résoudre la stéréophoto-
métrie en commençant par estimer les normales, puis en intégrant les normales estimées
afin d’obtenir une carte de profondeur z, plutôt qu’en estimant z directement (bien que
nous remettions cette affirmation en question dans la partie IV). Nous supposons donc,
dans un premier temps, que z est une fonction différentiable sur Ω, afin de pouvoir dé-
finir, en tout point x ∈ S, le vecteur normal à la surface, unitaire, sortant. En utilisant
le paramétrage de la surface par les coordonnées image (u, v), le champ de normales est
défini de la façon suivante sur le domaine de reconstruction Ω :
n : Ω ⊂ R2 −→ S2 ⊂ R3
(u, v) 7−→ n(u, v) = [n1(u, v), n2(u, v), n3(u, v)]⊤ (1.6)
où S2 désigne la sphère unité de R3 (‖n(u, v)‖ = 1, par définition). Signalons au passage
que, pour une surface régulière, la normale n(u, v) au point x(u, v) s’écrit :
n(u, v) = ± ∂ux(u, v)× ∂vx(u, v)‖∂ux(u, v)× ∂vx(u, v)‖ (1.7)
de telle sorte que, d’après (1.3) et (1.4), ce vecteur est une fonction du gradient ∇z =
[∂uz, ∂vz]⊤ de la profondeur z. Cela explique pourquoi l’estimation de z, connaissant n,
est un problème d’intégration (cf. chapitre 2).
3. Le terme de « carte » est une traduction abusive, fréquemment utilisée en vision par ordinateur,
de l’anglais map. On devrait lui préférer celui de « fonction ».
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Vecteur d’éclairage
Nous décrivons l’éclairage incident au point x ∈ S par un vecteur s(x), de direction
s(x) = s(x)‖s(x)‖ , et dont la norme φ(x) = ‖s(x)‖ représente l’intensité lumineuse 4. Par
convention, ce vecteur est orienté vers la source. Nous noterons abusivement s(u, v) =
s(x(u, v)) :
s : Ω ⊂ R2 −→ R3
(u, v) 7−→ s(u, v) = φ(x(u, v))s(x(u, v)) (1.8)
En supposant la source lumineuse infiniment distante de la scène, l’éclairage est
directionnel, i.e. son intensité et sa direction sont les mêmes en tout point de la surface :
s(u, v) = s (1.9)
Notons que s(u, v) dépend a priori de la fréquence lumineuse. Nous supposons dans
un premier temps que la source est « blanche », i.e. nous négligeons cette dépendance
spectrale (nous reviendrons sur ce point dans le paragraphe 1.5).
Surface lambertienne
Comme cela est montré dans [78], un appareil photographique photométriquement
étalonné peut servir d’instrument de mesure de la luminance. En effet, si l’on a corrigé
les effets de vignetage et d’assombrissement de l’image « en cos4 α » de l’appareil pho-
tographique [5, 78, 127], l’éclairement Ei(u, v) au point image (u, v) est proportionnel
à la luminance émise par le point x(u, v) dans la direction d’observation v(u, v) 5 (cf.
figure 1.1) :
Ei(u, v) ∝ L(x(u, v),v(u, v)) (1.10)
De plus, après correction des non linéarités de la courbe de réponse du capteur photo-
sensible, le niveau de gris est proportionnel à l’éclairement :
I(u, v) ∝ Ei(u, v) (1.11)
Une surface lambertienne est une surface pour laquelle la luminance émise ne dépend
pas de la direction d’observation v(u, v). On peut montrer dans ce cas que :
L(x(u, v)) =
ρ(x(u, v))
π
E(x(u, v)) (1.12)
Dans cette écriture, l’albédo ρ(x(u, v)) mesure la proportion d’énergie lumineuse réémise
par la surface au point x(u, v) : il s’agit donc d’une grandeur sans unité comprise entre 0
et 1. D’autre part, E(x(u, v)) désigne l’éclairement reçu par la surface au point x(u, v),
qui ne doit pas être confondu avec l’éclairement Ei(u, v) reçu par l’image au point (u, v).
4. En réalité, le terme exact pour désigner φ(x) est la densité de flux lumineux.
5. Du moins, tant que le photosite n’est pas saturé. Dans la suite de ce mémoire, les phénomènes de
saturation seront traités comme des données aberrantes.
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Si l’éclairage, supposé directionnel, est caractérisé par le vecteur s, alors cet éclairement
s’écrit :
E(x(u, v)) = s · n(u, v) (1.13)
On déduit de (1.10), (1.11), (1.12) et (1.13) :
I(u, v) ∝ ρ(u, v) s · n(u, v) (1.14)
en utilisant la notation abusive ρ(u, v) ≡ ρ(x(u, v)).
Comme le niveau de gris fourni par un appareil photographique est positif, la relation
de proportionnalité (1.14) n’est en fait valide que si n(u, v) · s > 0, i.e. si le point x(u, v)
ne se situe pas dans une ombre propre. Nous devons donc remplacer (1.14) par :
I(u, v) ∝ ρ(u, v)max {0, s · n(u, v)} (1.15)
Dorénavant, nous écrirons la relation (1.15) sous forme d’égalité :
I(u, v) = ρ(u, v)max {0, s · n(u, v)} (1.16)
tout en sachant qu’il s’agit en fait d’une relation de proportionnalité. Cela a comme
conséquence que ρ(u, v) représente dorénavant le produit de l’albédo par le coefficient
de la relation de proportionnalité (1.15) : dans la suite de ce mémoire, ρ(u, v) ne sera
donc plus tenu à être compris entre 0 et 1, mais nous continuerons à l’appeler albédo.
De même que pour l’éclairage, l’albédo d’une surface est généralement fonction de
la longueur d’onde. L’albédo devrait donc être défini par une courbe de réponse, ou au
moins par un ensemble de valeurs échantillonnées sur le spectre visible. Nous supposons
d’abord, dans un souci de simplicité, que l’appareil photographique mesure des niveaux
de gris et que l’albédo est un scalaire (positif ou nul).
À partir de m images en niveaux de gris I1, . . ., Im prises sous m éclairages direc-
tionnels s1, . . ., sm, la première étape de l’approche classique de la stéréophotométrie
consiste à résoudre un système de m équations correspondant au modèle (1.16) :

I1(u, v) = ρ(u, v)max{0, s1 · n(u, v)}
...
Im(u, v) = ρ(u, v)max{0, sm · n(u, v)}
(1.17)
Dans ce système, les niveaux de gris Ii(u, v), i ∈ [1,m], constituent les données, tandis
que les inconnues n(u, v) sont caractéristiques du relief de la surface observée. L’albédo
ρ(u, v), qui caractérise la réflectance d’un matériau lambertien, est en général également
inconnu : contrairement au SFS, la stéréophotométrie permet effectivement d’estimer
l’albédo de la surface observée. Enfin, les vecteurs si sont souvent supposés connus (sté-
réophotométrie calibrée), mais nous verrons dans le chapitre 3 comment traiter le cas où
les éclairages sont inconnus (stéréophotométrie non calibrée).
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1.1.2 Approximation linéaire du modèle lambertien
Dans le système (1.17), l’opérateur « max » et la contrainte ‖n(u, v)‖ = 1 re-
présentent deux difficultés du point de vue de la résolution, à cause de leur non li-
néarité. Cependant, en négligeant les ombres propres, et en introduisant l’inconnue
m(u, v) = ρ(u, v)n(u, v) qui, au contraire de n(u, v), est un vecteur de R3 non contraint,
on peut transformer le système (1.17) en un système linéaire, qui s’écrit sous forme
matricielle :  I
1(u, v)
...
Im(u, v)

︸ ︷︷ ︸
i(u,v)∈Rm
=
 s
1⊤
...
sm⊤

︸ ︷︷ ︸
S∈Rm×3
[
ρ(u, v)n(u, v)
]
︸ ︷︷ ︸
m(u,v)∈R3
(1.18)
L’estimation de l’albédo ne complique donc pas la résolution de la stéréophotométrie.
En réalité, l’introduction de cette « inconnue supplémentaire » n’a pas d’autre objectif
que de rendre le problème linéaire 6.
L’existence et l’unicité de la solution du système linéaire (1.18) dépend du nombre
m d’éclairages et du rang de la matrice S :
• Si m = 3 et rang(S) = 3, alors le système admet une unique solution exacte :
m(u, v) = S−1i(u, v) (1.19)
• Si m > 3 et rang(S) = 3, alors le système est surcontraint et admet une unique
solution approchée en moindres carrés, sur laquelle nous reviendrons.
• Si rang(S) < 3, alors le système admet une infinité de solutions exactes. Cette
configuration mal posée sera étudiée dans le chapitre 4.
Ces trois cas correspondent à des configurations très différentes. On se retrouve dans
le premier cas lorsqu’on prend une seule photographie en couleur et qu’on utilise m = 3
sources lumineuses colorées en rouge, vert et bleu [117]. Le deuxième cas correspond à
la situation la plus courante. Quant au dernier cas, il concerne la stéréophotométrie à
m = 2 images ou à m > 3 images prises sous des éclairages coplanaires, e.g. sous le soleil
à différentes heures de la journée [231].
Nous nous intéressons dans ce chapitre aux cas où m > 3 et rang(S) = 3, i.e. au
premier et au deuxième des trois cas énumérés ci-dessus : le système linéaire (1.18) peut
alors être résolu de façon exacte ou approchée, ce qui fournit une estimation du vecteur
m(u, v), de laquelle on déduit ensuite très simplement la normale et l’albédo :
n(u, v) =
m(u, v)
‖m(u, v)‖ (1.20)
ρ(u, v) = ‖m(u, v)‖ (1.21)
6. Dans la partie IV, nous reviendrons sur ce choix qui, d’une certaine façon, limite l’intérêt de la
stéréophotométrie.
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Aussi naïve que puisse paraître cette approche, elle permet de retrouver certains des
détails les plus fins d’une surface, comme le montre l’exemple de la figure 1.2, qui est
obtenu à partir de m = 3 images réelles 7.
La linéarisation du système (1.17) a cependant un prix : tout écart au modèle lam-
bertien linéaire (1.18) induit un biais. Sur l’exemple de la figure 1.2, l’objet photographié
est une statue en plâtre, dont l’albédo réel est uniforme. Ce biais se traduit par le fait
que l’albédo estimé n’est pas uniforme (cf. figure 1.2-e). Pour éviter ces problèmes, dus
à la présence de données statistiquement aberrantes (outliers), on peut :
• soit limiter les écarts au modèle en l’affinant ;
• soit modifier les données afin de les faire « coller » au modèle ;
• soit enfin changer d’estimateur, afin de garantir une certaine robustesse aux don-
nées aberrantes.
Nous étudierons la première approche dans la partie III. Plus précisément, des mo-
dèles d’éclairage non directionnels seront étudiés dans le chapitre 5, et des modèles de
surface non lambertiens dans le chapitre 6. Dans le présent chapitre, nous nous intéres-
sons à la deuxième et à la troisième des approches énumérées ci-dessus.
1.1.3 Considérations statistiques
En l’absence de donnée aberrante, le choix d’un estimateur particulier a peu d’impor-
tance : il est alors raisonnable de choisir l’estimateur le plus simple, qui est généralement
l’estimateur en moindres carrés ordinaires. En présence de données aberrantes, ce choix
est déterminant car il influe directement sur la solution [256] 8.
Supposons par exemple que les données diffèrent du modèle lambertien linéaire (1.18)
par un bruit additif :
i(u, v) = Sm(u, v) + ǫ(u, v) (1.22)
où ǫ(u, v) = [ǫ1(u, v), . . . , ǫm(u, v)]⊤ est un vecteur aléatoire de dimensionm. On suppose
donc que le bruit ne porte que sur les données, et pas sur l’étalonnage des éclairages. Si :
• les erreurs sont non corrélées, i.e. cov(ǫi(u, v), ǫj(u, v)) = 0, ∀(i, j) ∈ [1,m]2, i 6= j,
• le bruit est exogène, i.e. E[ǫi(u, v)] = 0, ∀i ∈ [1,m],
• les composantes du bruit sont homoscédastiques, i.e. var(ǫi(u, v)) = σ(u, v)2, ∀i ∈
[1,m] (les m variances sont toutes égales),
alors l’estimateur en moindres carrés ordinaires 9 :
m(u, v) = argmin
m∈R3
‖i(u, v)− Sm‖2 = argmin
m∈R3
m∑
i=1
[
Ii(u, v)− si ·m
]2
(1.23)
7. http://www.ece.ncsu.edu/imaging/Archives/ImageDataBase/Industrial/
8. Tukey est probablement le premier à avoir mis en évidence l’intérêt des statistiques robustes [255],
avant la formalisation mathématique de Huber [130].
9. Si l’estimation des éclairages était, elle aussi, bruitée, il faudrait remplacer les moindres carrés
ordinaires par les moindres carrés totaux.
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(a) (b) (c) (d)
(e) (f) (g)
Figure 1.2 – Résolution exacte d’un problème de stéréophotométrie à m = 3
images. (a)-(b)-(c) Trois photographies d’un buste en plâtre de Beethoven (les vec-
teurs d’éclairage respectifs valent s1 = [0, 08; 0, 26; 1]⊤, s2 = [−0, 20;−0, 02; 0, 97]⊤ et
s3 = [0, 11;−0, 28; 1, 04]⊤). (d) Domaine de reconstruction Ω. (e) Albédo estimé. (f)
Champ de normales estimé (en fausses couleurs). (g) Relief obtenu par intégration des
normales (cf. chapitre 2). Les écarts au modèle lambertien linéaire (1.18) ayant été né-
gligés (en particulier, les ombres), l’estimation est biaisée, ce qui se traduit notamment
par le fait que l’albédo estimé n’est pas uniforme.
est l’estimateur optimal (théorème de Gauss-Markov) : parmi tous les estimateurs non
biaisés dem(u, v), il s’agit de celui dont la variance est minimale (estimateur efficace) 10.
En plus d’être optimal sous les hypothèses ci-dessus, cet estimateur présente l’intérêt de
fournir une solution explicite :
m(u, v) =
(
S⊤S
)−1
S⊤︸ ︷︷ ︸
S+
i(u, v) (1.24)
où S+ est la pseudo-inverse de Moore-Penrose de S.
Lorsque l’homoscédasticité n’est pas vérifiée, i.e. var(ǫi(u, v)) = σi(u, v)2 (compo-
santes du bruit hétéroscédastiques, i.e. dont les variances ne sont pas toutes égales),
10. Rappelons que cette propriété ne vient pas du caractère i.i.d. gaussien des variables aléatoires
ǫi(u, v), mais de leur homoscédasticité. Toutefois, si ces variables sont i.i.d. gaussiennes, alors l’homos-
cédasticité est garantie : on parle de bruit blanc gaussien.
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l’estimateur en moindres carrés ordinaires n’est plus optimal, bien qu’il soit encore sans
biais. L’estimateur efficace est alors l’estimateur en moindres carrés pondérés :
m(u, v) = argmin
m∈R3
m∑
i=1
wi(u, v)
[
Ii(u, v)− si ·m
]2
(1.25)
où wi(u, v) = 1
σi(u,v)2
. Les variances σi(u, v)2 ne sont généralement pas connues a priori,
mais elles peuvent être estimées empiriquement si l’on dispose de suffisamment de don-
nées. En pratique, cela nécessiterait d’utiliser des centaines d’éclairages différents, ce qui
représente une difficulté de mise en œuvre non négligeable 11.
Par ailleurs, si un modèle de bruit additif aléatoire exogène semble adapté à la mo-
délisation de certains phénomènes comme la quantification ou le bruit d’acquisition, ces
phénomènes ne sont pas les seules sources d’écarts au modèle lambertien linéaire. Les
ombres, notamment, qui sont des phénomènes déterministes, provoquent des écarts bien
plus importants. En présence de données aberrantes, l’estimateur en moindres carrés
ordinaires est biaisé. L’estimateur en moindres carrés pondérés est généralement biaisé
lui aussi, à moins de faire en sorte que wi(u, v) = 0 si Ii(u, v) est une donnée aberrante,
ce qui suppose que l’on soit capable de détecter ces données (cf. paragraphe 1.2.2).
1.1.4 Sources d’écarts au modèle lambertien linéaire
Dans ce paragraphe, nous nous interrogeons sur les sources d’écarts au modèle lam-
bertien linéaire (1.18), i.e. nous énumérons les différents types de données aberrantes.
Ombres propres et ombres portées
Comme nous l’avons déjà dit, le modèle lambertien linéaire (1.18) n’est valide que si
le produit scalaire si · n(u, v) est positif, car un niveau de gris est forcément positif. On
définit l’ombre propre de l’éclairage si comme l’ensemble des points x(u, v) ∈ S tels que
si ·n(u, v) < 0 (cf. figure 1.3-a). Si la surface S est régulière, toute limite entre une partie
éclairée et une ombre propre, qui est constituée de points x(u, v) tels que n(u, v) ·si = 0,
s’appelle un terminateur. La prise en compte des ombres propres dans (1.17) fait perdre
au modèle lambertien son caractère linéaire, sur lequel repose l’estimation en moindres
carrés qui a été décrite dans le paragraphe 1.1.3.
Il n’est pas nécessaire que si · n(u, v) < 0 pour qu’un point x(u, v) ∈ S soit dans
l’ombre. Effectivement, il existe de nombreux points tels que si ·n(u, v) > 0, mais qui ne
sont pas éclairés par si car la lumière qui devrait les atteindre est arrêtée par un obstacle
(cf. figure 1.3-b). Ces points constituent l’ombre portée de l’éclairage si. Contrairement
aux ombres propres, qui peuvent être caractérisées localement, les ombres portées ne
peuvent être caractérisées que globalement (l’inégalité si · n(u, v) > 0 ne suffit pas à
les caractériser). En synthèse d’images, les ombres portées sont plus difficiles à calcu-
ler que les ombres propres, car elles dépendent de la géométrie globale de la scène.
11. Certains systèmes de reconstruction 3D par stéréophotométrie sont néanmoins équipés de plusieurs
milliers de sources lumineuses [258].
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Mais la reconstruction 3D d’une scène, qui constitue le problème inverse de la syn-
thèse d’images, accentue considérablement cette différence : comme le montre le modèle
lambertien (1.16), il est possible de tenir compte explicitement des ombres propres en
stéréophotométrie, alors que cela constitue encore un problème ouvert pour les ombres
portées. Dans ce mémoire, nous nous contenterons donc de tenir les ombres portées pour
des données aberrantes.
Alors que les ombres propres et les ombres portées sont d’origines très différentes,
elles se traduisent de la même façon dans une image 12, par un niveau de gris égal à 0 (en
théorie du moins). Qui plus est, il arrive souvent qu’une zone d’ombre, c’est-à-dire une
partie connexe de Ω de niveau de gris égal à 0, contienne à la fois les deux types d’ombre :
sur l’exemple de la figure 1.3-b, l’attache de l’anse de la théière constitue effectivement
une ligne de séparation entre ombre propre et ombre portée. Il semble donc difficile de
distinguer ces deux types d’ombre. Or, comme les ombres propres s’expliquent par les
caractéristiques locales du relief, contrairement aux ombres portées, le traitement réservé
à chaque type d’ombre est différent : les ombres propres pourront être prises en compte
explicitement (cf. paragraphe 1.3.5), tandis que les ombres portées restent des données
aberrantes.
Reflets brillants
Le modèle lambertien est un modèle de réflectance qui caractérise bien les matériaux
mats (« diffusants »). Bien entendu, aucun matériau réel n’est parfaitement lambertien,
mais la plupart des matériaux mats sont plutôt bien modélisés par la loi de Lambert non
linéaire (1.16). De nombreux autres modèles de réflectance ont néanmoins été proposés 13,
notamment pour modéliser l’aspect brillant de certains matériaux. Le modèle le plus
connu de réflectance partiellement spéculaire est celui de Phong [206] (cf. figure 1.3-b). Ce
modèle superpose à la composante diffuse, caractéristique du modèle lambertien (1.16),
une composante spéculaire censée modéliser les reflets brillants :
I(u, v) = ρ(u, v)max {0, s · n(u, v)}︸ ︷︷ ︸
Composante diffuse
+ ρs(u, v) (max {0, r(u, v) · v(u, v)})α︸ ︷︷ ︸
Composante spéculaire
(1.26)
où v(u, v) est un vecteur unitaire pointant vers l’appareil photographique, r(u, v) indique
la direction et le sens du faisceau lumineux après réflexion sur la surface selon la première
loi de Descartes (cf. figure 1.4), et ρs(u, v) constitue une nouvelle inconnue. Enfin, le
paramètre α > 0 caractérise la taille des lobes spéculaires : lorsque ρ ≡ 0 et α→ +∞, le
modèle (1.26) décrit un miroir idéal, pour lequel la réflectance est une fonction de Dirac,
tandis que la taille des lobes spéculaires croît lorsque α décroît.
Le modèle de Phong est certes empirique, mais il illustre bien le fait que le niveau de
gris enregistré par l’appareil photographique peut être très supérieur à celui que prédit
12. On désigne indifféremment par « ombre » la zone non éclairée de l’espace 3D ou sa projection dans
l’image.
13. Voir [179] pour une comparaison des modèles de réflectance les plus significatifs, et le chapitre 6
pour un aperçu de l’utilisation de différents modèles de réflectance en stéréophotométrie.
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(a) (b)
Figure 1.3 – (a) Valeur absolue de l’image d’une théière sous un éclairage directionnel,
simulée en utilisant le modèle lambertien linéaire (1.18). Les niveaux de gris à l’intérieur
de l’ombre propre sont négatifs. (b) Image de la même scène, simulée en utilisant le
modèle de Phong (1.26) et en tenant compte à la fois des ombres propres et des ombres
portées. Les trois premiers types d’écarts au modèle lambertien linéaire (ombres propres,
ombres portées et reflets brillants) sont donc illustrés sur cette image.
s
n(u, v)
r(u, v)
v(u, v)
x(u, v)
Figure 1.4 – Signification des vecteurs intervenant dans le modèle de Phong (1.26).
le modèle lambertien. La figure 1.3-b illustre simultanément les trois types d’écarts au
modèle lambertien linéaire déjà cités (ombres propres, ombres portées et reflets brillants)
sur l’image de synthèse d’une théière. Chaque type d’écarts affecte une ou plusieurs zones
très localisées de la théière. Par conséquent, une grande partie des niveaux de gris de la
figure 1.3-b sont conformes au modèle lambertien linéaire. Les données aberrantes sont
donc minoritaires, ce qui justifie l’utilisation de méthodes d’estimation robuste.
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Arêtes et discontinuités de profondeur
Nous avons pour l’instant supposé que la surface observée était régulière, afin que
la normale puisse être définie en tout point. Cependant, les scènes réelles comportent
souvent des arêtes, voire des discontinuités de profondeur. En de tels points, la normale
n’est pas définie puisque la profondeur est non différentiable, voire non continue. Néan-
moins, la question se pose autrement pour les images numériques, où la notion de point
est remplacée par celle de pixel. En particulier, un appareil photographique ne mesure
pas la luminance émise par chaque point objet, mais la somme des luminances émises
par l’ensemble des points objets conjugués d’un même pixel.
Or, comme un pixel est conjugué d’une région entière de la surface, et non d’un point
objet unique, il ne peut être entièrement situé sur une partie non différentiable : tout au
plus peut-il chevaucher une ligne C de non différentiabilité, qui coupe le pixel en deux
parties d’aires A1 et A2, caractérisées par des normales n1 et n2 potentiellement très
différentes (cf. figure 1.5). En un tel pixel (u, v), le niveau de gris I(u, v) sous l’éclairage
s est égal à la moyenne pondérée des niveaux de gris correspondant à chacune des
deux parties. En appliquant le modèle lambertien linéaire (1.18) et en supposant, pour
simplifier le raisonnement, que l’albédo ρ0 est le même sur l’ensemble du pixel, le niveau
de gris I(u, v) s’écrit donc :
I(u, v) = ρ0s · (π1n1 + π2n2) (1.27)
où π1 = A1/(A1 +A2) et π2 = 1− π1.
A2
A1
C
n1
n2
Figure 1.5 – Exemple d’un pixel composé de deux parties d’aires A1 et A2, caractérisées
par des normales n1 et n2 potentiellement très différentes. La ligne de séparation C peut
correspondre à une arête ou, comme ici, à une discontinuité de profondeur.
En quoi le niveau de gris I(u, v) constitue-t-il un écart au modèle lambertien li-
néaire (1.18), puisque son écriture en découle directement ? Pour comprendre d’où pro-
vient cet écart, il nous faut préciser la notion de « normale » du pixel (u, v). La moyenne
pondérée n¯ = π1n1 + π2n2 des normales n1 et n2 semble en donner une définition rai-
sonnable, si ce n’est que n¯ n’est pas unitaire. En effet, il est facile de vérifier, grâce aux
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égalités ‖n1‖ = 1, ‖n2‖ = 1 et π1 + π2 = 1, que ‖n¯‖ < 1 dès lors que π1 et π2 sont
non nuls et que n1 et n2 ne sont pas colinéaires. Par conséquent, le vecteur n¯ doit être
normalisé, ce qui donne comme définition de la « normale » en (u, v) :
n(u, v) =
π1n1 + π2n2
‖π1n1 + π2n2‖ (1.28)
Le niveau de gris prédit par le modèle lambertien linéaire (1.18) s’écrit donc :
Iprédit(u, v) = ρ0s · π1n1 + π2n2‖π1n1 + π2n2‖ (1.29)
qui diffère effectivement de (1.27) à cause du facteur de normalisation ‖n¯‖. En d’autres
termes, le niveau de gris mesuré I(u, v) est strictement inférieur au niveau de gris
Iprédit(u, v) prédit par le modèle lambertien linéaire. Par exemple, pour un pixel divisé
en deux parties égales par une arête à angle droit, les vecteurs n1 et n2 sont orthogo-
naux, donc le rapport Iprédit(u, v)/I(u, v) est égal à
√
2. Le niveau de gris d’un tel pixel
constitue donc bien une donnée aberrante, et ce quel que soit l’éclairage s.
Réflexions mutuelles
Les techniques photométriques sont bien adaptées à la reconstruction 3D de surfaces
convexes. Les concavités sont plus difficiles à reconstruire, car chaque point de la surface
se comporte lui-même comme une source lumineuse secondaire (par opposition à la source
primaire, qui émet le flux lumineux principal). Dans le cas où la surface présente des
concavités, ce flux secondaire éclaire d’autres points de la surface. Pour tenir compte de
ces flux secondaires, le modèle (1.16) devrait donc être modifié de la façon suivante 14 :
I(u, v) = ρ(u, v)max{0, s · n(u, v)}︸ ︷︷ ︸
Contribution du flux primaire
+
∑
x′
ρ(u, v)max{0, sx′(x) · n(u, v)}︸ ︷︷ ︸
Contributions des flux secondaires
(1.30)
Le terme modélisant les flux secondaires devrait en fait prendre la forme d’une intégrale,
mais la somme discrète est plus facile à interpéter. Elle sous-entend que : la surface
est constituée d’un ensemble de facettes ; la somme porte sur les centres x′ des facettes
visibles depuis x ; le vecteur sx′(x) caractérise l’éclairage au point x en provenance de
la facette de centre x′. Le modèle (1.30) semble malheureusement difficile à utiliser en
stéréophotométrie, car les points x′ font partie des inconnues (une difficulté similaire a
déjà été évoquée à propos des ombres portées).
En réalité, la facette de centre x éclaire à son tour les facettes de centres x′, ce qui
explique pourquoi on parle de réflexions mutuelles. Le calcul exact de la luminance émise
par chaque point de la surface S, après un nombre quelconque de « rebonds » successifs,
est un problème délicat qui consiste à résoudre une équation de Fredholm [78], connue
14. Il faut prendre garde à ne pas inverser l’ordre de la somme et de l’opérateur max dans (1.30), car
ce dernier est non linéaire.
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en synthèse d’images sous le nom d’équation du rendu (rendering equation) ou équation
de radiosité.
En tout cas, comme les réflexions mutuelles sont négligées dans le modèle lambertien
linéaire (1.18), on peut s’attendre à ce que les niveaux de gris mesurés soient supérieurs
aux valeurs prédites par ce modèle, en particulier au voisinage des arêtes concaves,
comme cela est illustré sur l’exemple de la figure 1.6.
Figure 1.6 – Cube concave uniformément blanc : le niveau de gris observé au voisi-
nage des arêtes concaves est supérieur au niveau de gris attendu, à cause des réflexions
mutuelles.
Si certains points éclairés peuvent paraître plus clairs que ne le prédit le modèle
lambertien linéaire (1.18), à cause des réflexions mutuelles, cela peut également concerner
des points situés dans l’ombre. On parle alors de phénomène de pénombre. Les réflexions
mutuelles se traduisent donc, globalement, par un éclaircissement des images. Un tel
effet est souvent modélisé de façon empirique en synthèse d’images, de manière à rendre
les images « plus réalistes ». Il est une des causes de l’éclairage ambiant, un concept sur
lequel nous reviendrons dans le paragraphe 1.3.1.
Éclairages non directionnels
D’autres écarts au modèle lambertien linéaire (1.18) peuvent provenir de l’éclairage,
qui est censé être directionnel. En pratique, il est difficile de garantir le caractère pa-
rallèle et uniforme d’un tel éclairage (à l’exception notable du soleil). Faute de mieux,
on utilise soit une source ponctuelle, par exemple une diode électroluminescente (light-
emitting diode, notée LED), soit une source étendue, par exemple un tube fluorescent
(cf. figure 1.7). Ces sources doivent être éloignées de la scène, afin de garantir au mieux
l’hypothèse directionnelle, mais comme leur intensité lumineuse est inversement propor-
tionnelle au carré de la distance, il convient de trouver un compromis pour suffisamment
éclairer la scène. Dans le cas d’une source étendue, cela rend flous les contours des
ombres portées (cf. figure 1.7-b). Cet effet, par lequel on passe progressivement, et non
pas brutalement, de la partie éclairée à la partie sombre, est également appelé pénombre.
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x2
x1
x3
s(x1)
s(x3)
x4
(a) (b)
Figure 1.7 – Source ponctuelle et source étendue. (a) Lorsqu’une source ponctuelle est
placée à proximité de la scène, l’éclairage varie d’un point à l’autre (s(x1) et s(x3) sont
très différents), mais les ombres portées ont des contours nets (cf. figure 1.8-b) : la source
ponctuelle est soit totalement visible (par exemple, depuis x1 ou x3), soit totalement
occultée (par exemple, depuis x2). (b) Avec une source étendue, la notion d’ombre doit
être remplacée par celle de pénombre (cf. figure 1.8-c) : vue depuis x4, la source étendue
est partiellement occultée.
La figure 1.8 montre que les images simulées avec une source ponctuelle ou avec une
source étendue sont très différentes de l’image simulée avec un éclairage directionnel. Ces
écarts au modèle lambertien linéaire (1.18) ne constituent pas réellement des données
aberrantes, mais plutôt un biais systématique du modèle, qui ne prend pas en compte le
fait que la source est proche. Comme nous le verrons dans le chapitre 5, il est possible
de modéliser explicitement l’éclairage provenant d’une source proche, mais cela nécessite
d’utiliser des méthodes numériques spécifiques. Pour appliquer l’approche classique de
la stéréophotométrie, il faut prétraiter les données pour compenser le caractère non
directionnel de l’éclairage, comme nous le verrons dans le paragraphe 1.2.
(a) (b) (c)
Figure 1.8 – Trois images d’une théière en bois verni, simulées sous différents éclairages :
(a) éclairage directionnel, (b) source ponctuelle et (c) source étendue. Sur cette dernière
image, on observe un phénomène de pénombre, qui apparaît aux points de la surface
pour lesquels une partie de la source étendue est occultée (cf. figure 1.7-b).
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1.1.5 Biais induit par les écarts au modèle lambertien linéaire
La stéréophotométrie « classique », c’est-à-dire telle que nous l’avons présentée dans
le paragraphe 1.1.2, consiste à linéariser le modèle lambertien et à utiliser m > 3 éclai-
rages directionnels, non coplanaires, connus. Le système linéaire (1.18) doit être résolu
en chaque pixel (u, v) du domaine de reconstruction Ω. Sa matrice S, qui est commune à
l’ensemble des pixels, est de rang maximal (full rank). Sa solution approchée (1.24), au
sens des moindres carrés, est donc unique. Si la présence d’écarts au modèle lambertien li-
néaire (1.18) dans les images semble inévitable, comment de tels écarts se traduisent-ils in
fine dans l’estimation (1.20) de la normale et dans l’estimation (1.21) de l’albédo ? Nous
illustrons maintenant les manifestations du biais de ces estimations sur trois exemples.
Biais induit par les ombres
La figure 1.2 montre les estimations de la normale et de l’albédo par stéréophoto-
métrie classique, selon la procédure que nous venons de rappeler. Après intégration du
champ des normales estimées, le relief obtenu (cf. figure 1.2-g) est qualitativement cor-
rect. Il est difficile de faire une évaluation quantitative de cette reconstruction 3D, car
nous ne disposons pas de la vérité terrain. Néanmoins, un indice nous montre que les
estimations comportent un biais : l’albédo estimé devrait être uniforme. Or, on observe
très nettement sur la figure 1.2-e que l’albédo estimé est très élevé dans les zones où une
image au moins (parmi m = 3) comporte une ombre. Peut-on en conclure que le biais
induit par les ombres a systématiquement tendance à surestimer l’albédo ?
Pour simplifier le raisonnement, plaçons-nous dans le cas où m = 3 et supposons que
les vecteurs d’éclairage (s1, s2, s3) forment une base orthonormée B. D’après le modèle
lambertien linéaire (1.18), les niveaux de gris (I1(u, v), I2(u, v), I3(u, v)) du pixel (u, v)
constituent les coordonnées du vecteurm(u, v) dans la base B. Il est donc facile de prédire
l’effet d’un écart à ce modèle sur l’estimation de m(u, v). Prenons le cas d’un pixel se
trouvant dans l’ombre (propre ou portée) de l’éclairage s1 : l’estimation de m(u, v) est
égale à sa projection sur le plan orthogonal à s1. Il s’ensuit que l’albédo est sous-estimé,
ce qui semble en contradiction avec l’exemple de la figure 1.2-e. L’explication vient de
ce que les vecteurs (s1, s2, s3) de cet exemple ne constituent pas une base orthonormée
(cela aurait accentué les ombres), mais forment deux à deux des angles de l’ordre de 30◦.
Pour de tels angles, la figure 1.9 montre pourquoi l’albédo est effectivement surestimé.
La figure 1.9 montre aussi que la normale estimée en (u, v) est biaisée. En effet,
la seule façon d’expliquer l’égalité I1(u, v) = 0 est d’orienter n(u, v) orthogonalement
à l’éclairage s1. Nous pouvons néanmoins remarquer que, malgré ce biais, la solution
approchée (1.24) est exacte lorsque m = 3. Par conséquent, quel que soit le nombre de
données aberrantes, il existe forcément unmodèle 3D (i.e., un relief et une carte d’albédo)
qui permet d’expliquer exactement les images, dans le cas particulier où m = 3. Dans
le cas général, ce modèle 3D peut être très éloigné de la réalité. Mais lorsque les écarts
au modèle sont uniquement des ombres, il se trouve que le relief estimé est facile à
interpréter. Comme cela est illustré sur la figure 1.10, il s’agit de la surface définie par
l’union de la scène réelle et des ombres des différents éclairages 15.
15. Falcone et al. ont montré un résultat équivalent pour le SFS [88].
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s2
mréel
mestimé
s1
I1
I2
s2
s1
mestimé
mréel
I1
I2
(a) (b)
Figure 1.9 – Si un pixel se trouve dans l’ombre de l’éclairage s1, alors le vecteur m est
projeté sur le plan I1 = 0, orthogonalement au plan π2,3 porté par les vecteurs s2 et s3.
Cette projection cause un biais dans l’estimation dem, mais deux cas se présentent : (a)
si s1 est orthogonal au plan π2,3, alors ρ = ‖mestimé‖ < ‖mréel‖, donc l’albédo est sous-
estimé ; (b) si l’angle entre s1 et le plan π2,3 est inférieur à 45◦ (comme dans l’exemple
de la figure 1.2), alors ρ = ‖mestimé‖ > ‖mréel‖ est au contraire surestimé.
s2
s1 s3
Relief estimé
Relief réel
Ombre de s1Ombre de s3
Figure 1.10 – Relief estimé par stéréophotométrie classique, dans le cas où m = 3,
pour une scène provoquant des ombres sous les éclairages s1 et s3. Sans faire aucun
traitement particulier pour les ombres, malgré le biais de l’estimation de la normale que
cela implique, le relief estimé correspond exactement à la surface définie par l’union de
la scène réelle et des ombres des différents éclairages.
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Biais induit par les réflexions mutuelles
La figure 1.11 illustre une manifestation du biais induit par les réflexions mutuelles.
L’image 1.11-a montre un moulage de sphère, i.e. une hémisphère concave. Visuellement,
on aurait tendance à interpréter cette image comme celle d’une hémisphère convexe, à
cause de l’ambiguïté concave/convexe bien connue dans le domaine du SFS [39]. La
stéréophotométrie classique permet de lever cette ambiguïté (cf. figure 1.11-b), mais les
réflexions mutuelles causent un biais qui se traduit par un aplatissement du relief estimé
à proximité du bord de l’hémisphère. La figure 1.12 donne une explication graphique de
ce phénomène, en tout point similaire à celle de la figure 1.9.
(a) (b)
Figure 1.11 – (a) Une image d’un moulage de sphère éclairé de face. Avec cette seule
image, il est impossible de lever l’ambiguïté concave/convexe. (b) Reconstruction 3D
obtenue par stéréophotométrie, à partir de m = 8 images. L’ambiguïté a bien été levée,
mais les pentes sont sous-estimées à proximité du bord de l’hémisphère.
x1
x2
m1,estimé
m2,estimé
m1,réel
m2,réel
s1s2 m1,estimé
m1,réel
s1s2
I21,prédit I11,prédit
I11,mesuré
I21,mesuré
m2,estimé
m2,réel
s1s2
I22,prédit
I12,prédit
I12,mesuré
I22,mesuré
(a) (b) (c)
Figure 1.12 – (a) Hémisphère concave vue en coupe : les points x1 et x2 sont carac-
térisés par les vecteurs m1,réel et m2,réel. À cause des réflexions mutuelles à l’intérieur
de l’hémisphère, les niveaux de gris sont supérieurs aux valeurs prédites par le modèle
lambertien linéaire. (b)-(c) En supposant que E[Iimesuré − Iiprédit] est indépendant de i
(nous utiliserons cette hypothèse dans le paragraphe 1.3.1 pour modéliser l’éclairage
« ambiant ») : m1,estimé est colinéaire à m1,réel, donc l’estimation de la normale n1 n’est
pas biaisée ; en revanche, m2,estimé est plus proche de la verticale que m2,réel, donc l’es-
timation de la normale n2 est biaisée. Ce biais croît à mesure que l’on se rapproche du
bord de l’hémisphère, ce qui explique l’aspect aplati du relief estimé près du bord.
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Biais induit par l’utilisation d’éclairages non directionnels
La figure 1.13 montre une manifestation du biais induit par l’utilisation d’éclairages
non directionnels. La société Pixience a mis au point un appareil photographique dédié à
la dermatologie et à la cosmétique, appelé dermoscope. Afin de rendre les images les plus
lisibles possible, les ombres sont éliminées en provoquant volontairement des réflexions
mutuelles à l’intérieur du dermoscope (voir les figures 1.13-a et 1.13-b, ainsi que la
figure 5.10 pour un schéma du dispositif). Par conséquent, l’éclairage incident est tout
sauf directionnel ! Si l’on ne tient pas compte de cet écart au modèle lambertien linéaire,
le relief reconstruit est très nettement gauchi (cf. figure 1.13-c). Grâce à l’estimation du
flux lumineux incident, selon une procédure qui sera décrite dans le paragraphe 5.2, on
parvient à « dégauchir » le relief (cf. figure 1.13-d).
(a) (b)
(c) (d)
Figure 1.13 – (a)-(b) Deux images (parmi m = 15) d’une pièce de monnaie, peinte en
blanc mat pour limiter les reflets brillants. Les photographies sont acquises en utilisant un
dermoscope conçu pour maximiser les réflexions mutuelles à l’intérieur de l’appareil (cf.
figure 5.10), de façon à créer un éclairage diffus qui élimine les ombres. Reconstructions
3D par stéréophotométrie obtenues en utilisant : (c) un modèle d’éclairage directionnel ;
(d) une estimation du flux lumineux incident (cf. paragraphe 5.2). Le relief (c) est très
nettement gauchi.
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1.2 Prétraitement des données
Une première façon de s’affranchir de l’influence des données aberrantes consiste à les
corriger, c’est-à-dire à concevoir un procédé permettant, par exemple, de rendre négatif
le niveau de gris d’un pixel situé dans une ombre propre, positif celui d’un pixel situé
dans une ombre portée, et ainsi de suite, afin de forcer tous les niveaux de gris à vérifier
le modèle lambertien linéaire (1.18). Ce procédé présente l’avantage de n’écarter aucun
pixel, y compris un pixel dont tous les niveaux de gris sont manifestement erronés.
1.2.1 Changement d’espace colorimétrique
La sensibilité de l’œil humain à la lumière est fonction de la longueur d’onde. Elle est
caractérisée par une « courbe de réponse », ou plutôt par trois courbes de réponse, une
pour chaque type de cônes. Chacune de ces courbes présente un maximum qui se situe
dans le rouge, le vert ou le bleu. De la même manière, les récepteurs photosensibles des
appareils photographiques mesurent des quantités de lumière dans les longueurs d’onde
situées autour du rouge, du vert et du bleu, de façon à produire des images à trois
canaux, appelées images RGB (red, green, blue). Ces images RGB peuvent bien sûr être
converties en niveaux de gris pour les besoins d’une application, e.g. la reconstruction 3D
par stéréophotométrie, mais une partie de l’information n’est alors pas exploitée. Nous
verrons dans le paragraphe 1.5 comment utiliser les images RGB en stéréophotométrie
sans les convertir en niveaux de gris.
Il a été montré dans [185] que l’utilisation de capteurs multi- ou hyper-spectraux
permettait de corriger les effets des réflexions mutuelles, qui dépendent de la couleur de
la surface [163]. Cela semble indiquer que les réflexions spéculaires peuvent être suppri-
mées en combinant judicieusement les informations photométriques mesurées dans les
différents canaux. Cette idée a été suivie dans [167, 289], où l’espace RGB est remplacé
par un nouvel espace colorimétrique appelé SUV. En désignant par iRGB = [IR, IG, IB]⊤
le vecteur formé par les trois niveaux de couleur, ce nouvel espace colorimétrique est
défini par une rotation :
iSUV = R iRGB (1.31)
La matrice de rotation R doit vérifier :
Rc = [1, 0, 0]⊤ (1.32)
où le vecteur c, qui doit bien sûr être unitaire, encode la couleur du flux lumineux
incident dans l’espace RGB (on suppose que c est soit déterminé par une procédure
d’étalonnage, soit estimé empiriquement).
Le canal S du vecteur iSUV défini par (1.31) est censé encoder l’ensemble de la
composante spéculaire, tandis que les canaux U et V sont supposés être exempts de
reflets brillants. Une image en niveaux de gris censée être « purement diffuse », i.e.
conforme au modèle lambertien (1.16), est finalement obtenue par :
ID =
√
IU
2 + IV 2 (1.33)
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La figure 1.14 montre un exemple de résultat obtenu par cette approche : on constate
effectivement que les reflets brillants sont nettement atténués.
(a) (b) (c) (d)
(e) (f)
Figure 1.14 – Suppression des reflets brillants par changement d’espace colorimétrique.
(a) Exemple d’image couleur. (b)-(c)-(d) Composantes de cette image dans les canaux
R, G, B. (e) Composante spéculaire et (f) composante diffuse, obtenues par rotation de
l’espace colorimétrique RGB. La couleur c de la source a été déterminée visuellement,
en cherchant à minimiser les reflets brillants sur l’image (f).
Cette approche pose cependant un certain nombre de questions. Tout d’abord, il est
implicitement supposé que l’éclairage n’est pas monochromatique de couleur rouge, verte
ou bleue, car dans ce cas, la totalité de l’information serait contenue dans le canal S
après transformation, et l’image diffuse de niveau de gris ID serait totalement noire. Il
semble donc que la méthode ne puisse pas s’appliquer à la stéréophotométrie avec éclai-
rages colorés, qui présente pourtant un certain nombre d’avantages [117]. D’autre part,
la couleur de la source doit être connue. Or, il est difficile de déterminer de façon précise
cette couleur avec comme seule donnée IRGB, sans connaître la couleur de la scène : nous
nous trouvons alors confrontés à un problème de causalité difficile à résoudre. Ces diffé-
rents arguments nous amènent à penser que, aussi séduisante soit-elle, l’idée de corriger
des phénomènes complexes par une simple transformation linéaire est bien trop naïve,
et que des méthodes plus spécifiques doivent être recherchées.
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Les auteurs de [167, 289] justifient cette approche en expliquant, à juste titre, qu’elle
ne repose sur aucun modèle photométrique explicite. Ceci peut être intéressant pour
certaines applications de vision par ordinateur fondées sur la détection d’indices géo-
métriques, comme la détermination du flot optique ou la reconstruction 3D par stéréo-
scopie 16. Cependant, dans le cadre de la reconstruction 3D photométrique, un modèle
photométrique est généralement postulé a priori 17. Il semble donc raisonnable de nous
fonder sur ce modèle pour identifier les données aberrantes. En effet, nous allons voir
que la plupart des méthodes de prétraitement adaptées à la stéréophotométrie corrigent
les données aberrantes à partir de l’ensemble des images, et non pas image par image.
1.2.2 Projection sur l’espace des matrices de rang 3
L’approximation linéaire (1.18) du modèle lambertien permet de reformuler, sous
forme matricielle, l’estimation du champ m pour l’ensemble des pixels de Ω :[
i(u1, v1) . . . i(u|Ω|, v|Ω|)
]
︸ ︷︷ ︸
I∈Rm×|Ω|
= S
[
m(u1, v1) . . . m(u|Ω|, v|Ω|)
]
︸ ︷︷ ︸
M∈R3×|Ω|
(1.34)
où S ∈ Rm×3 et |Ω| désigne le nombre de pixels du domaine de reconstruction Ω.
D’après les propriétés sur le rang du produit de deux matrices, il s’ensuit que le rang
de I doit être au plus égal à min{rang(S), rang(M)} 6 3. En pratique, à cause des écarts
au modèle, le rang de la matrice I est maximal, i.e. égal à sa plus petite dimension, qui
est en général le nombre m d’éclairages. On peut modifier cette matrice 18, de façon à
forcer son rang à être égal à 3. Ceci peut être réalisé en projetant I sur l’espace des
matrices de rang 3, par exemple par résolution du problème en moindres carrés suivant :(
U,W,V
)
= argmin
U∈Rm×3
W∈R3×3
V∈R|Ω|×3
‖I−UWV⊤‖2F (1.35)
où ‖.‖F désigne la norme de Frobenius. Le problème (1.35) admet une solution explicite,
qui peut être calculée par décomposition en valeurs singulières (singular value decompo-
sition, notée SVD) tronquée à l’ordre 3. La matrice I de rang 3 la plus proche de I (au
sens de la norme de Frobenius) s’écrit alors :
I = UWV⊤ (1.36)
où W ∈ R3×3 est une matrice diagonale contenant les trois plus grandes valeurs sin-
gulières de I. Il est notable que, contrairement à I, la matrice corrigée I peut contenir
des éléments négatifs. Cela est particulièrement intéressant pour la prise en compte des
ombres propres (cf. figure 1.15).
16. En réalité, ces deux applications reposent implicitement sur l’hypothèse lambertienne.
17. Modérons toutefois cette affirmation en remarquant que l’analyse du gradient des images peut
permettre d’identifier les courbes de niveau de la surface, indépendamment de tout modèle [52].
18. Une telle modification ne peut être effective que si m > 3, puisque sinon rang(I) = 3.
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L’approche décrite dans ce paragraphe, qui est fondée sur une SVD tronquée, a été
étendue par Miyazaki et al. dans [178] au moyen de techniques de SVD plus robustes.
Nous avons également montré, dans [77, 214], que la factorisation par SVD tronquée
constituait un excellent détecteur de données aberrantes : les points où l’écart entre I et
I est élevé correspondent en général aux données aberrantes.
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Figure 1.15 – (a) Une image (parmim = 8) d’un ballon, comportant des ombres propres.
(b) Correction des ombres par projection sur l’espace des matrices de rang 3. (c) Points
où (b) est négatif. (d) Correction des ombres par la méthode de Wu et al. [270]. (e)
Points où (d) est négatif. Par rapport à la projection sur l’espace des matrices de rang
3, la minimisation parcimonieuse du rang [270] permet une meilleure restauration des
niveaux de gris situés dans les ombres propres.
1.2.3 Minimisation parcimonieuse du rang
Plutôt que de forcer explicitement le rang de la matrice I à être égal à 3, on peut
chercher à minimiser son rang, tout en s’assurant que sa correction soit parcimonieuse
(sparse). Wu et al., qui s’inspirent de travaux sur les méthodes « de rang faible » (« low-
rank ») présentés dans [164], recommandent de décomposer la matrice I sous la forme
de la somme d’une matrice I′ de rang minimal et d’une matrice d’erreur E = I − I′ la
plus creuse (terme qui se traduit lui aussi par sparse) possible [270], ce qui revient à
résoudre le problème d’optimisation suivant :
min
I′∈Rm×|Ω|
E∈Rm×|Ω|
rang(I′) + λ ‖E||0
s.c. E = I− I′
(1.37)
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où ‖E‖0 est égal au nombre d’éléments non nuls de la matrice E (nombre qu’on cherche
à minimiser pour rendre E creuse), et λ > 0 est un hyper-paramètre. La semi-norme
0 étant non convexe, le problème (1.37) est difficile à résoudre. Wu et al. proposent
d’optimiser la relaxation convexe suivante du problème (1.37) :
min(I′,E)‖I
′‖⋆ + λ ‖E||⋆
s.c. E = I− I′
(1.38)
où la norme ‖ · ‖⋆ est égale à la somme des valeurs singulières. D’autres techniques de
relaxation convexe ont été récemment proposées pour résoudre le problème de l’approxi-
mation d’une matrice par une matrice de rang faible : dans [242], la semi-norme 0 est
remplacée par la norme 1, tandis qu’une approche plus récente consiste à résoudre le
problème (1.37) par des itérations proximales (convexes) [259].
Au regard des résultats présentés sur les figures 1.16 et 1.17, les approches consistant
à minimiser de façon parcimonieuse le rang de I surpassent la projection sur l’espace des
matrices de rang 3 19 même si, comme le montre le résultat de la figure 1.17, la correction
des ombres portées est parfois décevante. Ceci semble montrer que la correction « à
l’aveugle » des images de stéréophotométrie, même si elle constitue une piste intéressante,
n’est vraiment satisfaisante que pour une faible proportion de données aberrantes.
(a) (b) (c)
Figure 1.16 – Correction des reflets brillants. (a) Une image (parmi m = 22) d’un chat
en porcelaine [122]. (b) Correction des niveaux de gris de (a) par projection sur l’espace
des matrices de rang 3. (c) Correction par minimisation parcimonieuse du rang [270].
Comme les reflets brillants n’affectent qu’une faible proportion des niveaux de gris, ils
sont assez faciles à corriger.
19. Cela nécessite quand même que λ soit convenablement choisi. En ce sens, λ constitue donc un
paramètre « critique ».
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(a)
(b) (c)
(d) (e)
Figure 1.17 – Correction des ombres portées. (a) Une image (parmi m = 22) d’un
visage [84]. (b) Correction des niveaux de gris de (a) par projection sur l’espace des
matrices de rang 3. (c) Correction par minimisation parcimonieuse du rang [270]. (d)-
(e) Idem avec seulement m = 5 images. Même si l’approche parcimonieuse est plus
performante que la projection sur l’espace des matrices de rang 3, elle ne fonctionne bien
qu’en présence d’une faible proportion de données aberrantes.
1.2.4 Éclairages quasi-parallèles, non uniformes
Il existe une situation où les données aberrantes sont relativement faciles à corriger
par prétraitement, si l’on accepte une intervention de l’utilisateur (approche « super-
visée ») : il s’agit des écarts au modèle lambertien linéaire provoqués par un éclairage
quasi-directionnel, non uniforme. Supposons que l’éclairage ne soit pas parfaitement di-
rectionnel, i.e. que s varie spatialement. Supposons que sa direction s soit uniforme et
connue, mais que son intensité varie, i.e. s(u, v) = φ(u, v)s. Supposons de plus que la
scène à reconstruire soit plane, de normale n(u, v) ≡ nréf connue, de couleur uniforme
ρ(u, v) ≡ ρréf. Le i-ème niveau de gris, i ∈ [1,m], en un pixel (u, v) s’écrit alors :
Iiréf(u, v) = ρréf φ
i(u, v) si · nréf (1.39)
Dans l’égalité (1.39), tous les termes sont connus, à l’exception de l’albédo ρréf et de
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l’intensité φi(u, v). Cette dernière peut être estimée, connaissant l’albédo, par :
φi(u, v) =
Iiréf(u, v)
ρréf si · nréf
(1.40)
En pratique, on peut utiliser, pour effectuer cette opération, une feuille de papier
blanc orientée orthogonalement à l’axe optique, i.e. de telle sorte que nréf = [0, 0, 1]⊤.
On peut également fixer arbitrairement ρréf = 1.
En répétant l’estimation (1.40) pour chacun desm éclairages, lesm intensités φi(u, v),
i ∈ [1,m] sont estimées. Pour estimer le champ m d’une nouvelle scène, il suffit de
remplacer le système linéaire (1.18) par : I
1(u, v)/φ1(u, v)
...
Im(u, v)/φm(u, v)

︸ ︷︷ ︸
i(u,v)∈Rm
=

s1
⊤
...
sm⊤

︸ ︷︷ ︸
S∈Rm×3
[
ρ(u, v)n(u, v)
]
︸ ︷︷ ︸
m(u,v)∈R3
(1.41)
On se ramène ainsi au problème initial, tout en ayant compensé la non uniformité des
éclairages. Cette idée très simple d’uniformisation du champ d’éclairage (appelée flat-
fielding dans [12]) a été initialement proposée pour segmenter les caractères manuscrits
sur une feuille de papier, e.g. pour lire automatiquement des formulaires : les caractères
imprimés au laser ne présentent pas de relief, mais un albédo faible, tandis que l’écri-
ture manuscrite provoque un léger relief [170]. Elle a été reprise dans [12, 244], puis
plus récemment dans [129] pour la numérisation du patrimoine, où il est montré qu’elle
permet d’éviter l’aspect « aplati » des reconstructions 3D obtenues sous l’hypothèse
directionnelle (cf. figure 1.18-d).
En réalité, cette idée n’est valide que si l’intensité lumineuse du flux lumineux inci-
dent, en un point x(u, v) de la surface à reconstruire, est proche de celle au point xréf(u, v)
de la feuille de papier correspondant au même pixel, i.e. si la scène à reconstruire est
proche du plan de la feuille. Pour pouvoir être plus précis, il faudrait étalonner l’in-
tensité en chaque point de l’espace 3D. Ceci constitue une perspective intéressante, qui
semble néanmoins difficile à mettre en œuvre. D’autre part, l’hypothèse d’une direction
uniforme, i.e. s(u, v) = s, n’a aucune raison d’être vérifiée (cf. figure 1.7-a). Nous verrons
dans le chapitre 5 comment prendre en compte des champs d’éclairage très généraux.
Avant de conclure ce paragraphe sur les prétraitements, rappelons les résultats que
nous avons établis :
• Les effets d’un éclairage non uniforme peuvent être compensés en mesurant l’inten-
sité de chaque éclairage en chaque pixel, au moyen d’une scène de relief et d’albédo
connus.
• Les ombres portées, les reflets brillants et les réflexions mutuelles constituent des
écarts au modèle lambertien linéaire (1.18) difficiles à corriger, pour lesquelles le
prétraitement par changement d’espace colorimétrique [167, 289], par projection de
la matrice des niveaux de gris sur les matrices de rang 3 [114, 282, 283], ou par son
approximation par une matrice de rang faible [242, 259, 270] s’avèrent décevantes.
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(a) (b) (c)
(d) (e)
Figure 1.18 – Correction de la non uniformité des éclairages. (a) Une image réelle (parmi
m = 10) d’un visage éclairé par une source ponctuelle proche. Le front, le bout du nez,
les joues et le menton ont à peu près le même albédo et la même normale n ≈ [0, 0, 1]⊤.
Le niveau de gris serait donc sensiblement identique en tous ces points, si l’éclairage était
parallèle et uniforme, ce qui n’est pas le cas. (b) Photographie d’une feuille de papier
blanc orientée frontalement, prise sous le même éclairage. (c) Division pixel à pixel de
l’image (a) par l’image (b). Reconstructions 3D par stéréophotométrie à partir : (d)
des images d’origine telles que (a) ; (e) des images corrigées telles que (c). La correction
préalable des images permet d’obtenir un relief moins fuyant et un albédo plus uniforme.
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Dans la suite de ce chapitre, nous supposons que les effets d’éclairages non uniformes
ont déjà été compensés. Nous nous intéressons plus particulièrement à des méthodes d’es-
timation robuste de la normale et de l’albédo, en présence d’ombres, de reflets brillants
ou de réflexions mutuelles.
1.3 Stéréophotométrie calibrée robuste
Les prétraitements proposés dans le paragraphe 1.2 sont tous non supervisés, dans
le sens où les éclairages si n’ont pas besoin d’être connus a priori, à l’exception du der-
nier prétraitement cité 20 (cf. paragraphe 1.2.4). Si de tels prétraitements semblent donc
adaptés au problème de la stéréophotométrie non calibrée (cf. chapitre 3), il est dommage
de ne pas profiter de la connaissance des éclairages dans le cas de la stéréophotométrie
calibrée. Ne pourrait-on pas résoudre le système linéaire (1.18) en tenant compte impli-
citement de la présence de données aberrantes ? Ceci semble effectivement possible, en
remplaçant l’estimation en moindres carrés m = S+i par une estimation robuste aux
données aberrantes.
1.3.1 Prise en compte de l’éclairage « ambiant »
Certains écarts au modèle lambertien linéaire (1.18), provoqués par des éclairages
parasites ou par les réflexions mutuelles, sont souvent regroupés sous le concept d’éclai-
rage « ambiant ». Il convient de prendre en compte explicitement ces phénomènes, qui
induisent un biais systématique de l’estimation que l’on peut modéliser ainsi :
Ii(u, v) = ρ(u, v) si · n(u, v) + φia(u, v) (1.42)
Il est quasiment impossible d’exprimer le terme φia(u, v) d’éclairage ambiant en fonction
des caractéristiques de la scène, car il provient entre autres des réflexions de la lumière
dans la pièce où sont prises les photographies. En outre, l’estimer automatiquement
n’aurait pas de sens, car ce terme assimilerait l’ensemble des écarts au modèle lambertien
linéaire.
Une façon relativement simple de tenir compte de ce biais consiste à utiliser un mo-
dèle d’harmoniques sphériques pour l’éclairage [23]. L’utilisation de trois harmoniques
sphériques est équivalente au modèle d’éclairage directionnel que nous avons utilisé jus-
qu’ici, mais l’utilisation d’harmoniques sphériques supplémentaires permet de modéliser
des éclairages plus généraux. En particulier, Or-El et al. ont montré récemment dans [193]
qu’un modèle à quatre harmoniques sphériques permettait d’appliquer la technique du
shape-from-shading sous un éclairage « naturel ».
20. Dans [170], ce prétraitement est effectué sans connaître les éclairages, grâce à l’approximation
suivante : chaque image originale Ii, i ∈ [1,m], est divisée pixel à pixel par l’image de référence Iiréf, sans
tenir compte du dénominateur ρréfsi · nréf de l’estimation (1.40) de φi(u, v), même si ce dénominateur
dépend en réalité de i.
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Une autre possibilité consiste à supposer que le terme d’éclairage ambiant est un
champ scalaire non uniforme, mais qui ne dépend pas de i :
Ii(u, v) = ρ(u, v) si · n(u, v) + φa(u, v) (1.43)
Bien sûr, il est difficile de supposer que les réflexions mutuelles soient indépendantes
de l’éclairage. Cette approximation est donc assez grossière, et ne modélise en fait que
l’éclairage ambiant « moyen ». Elle reste toutefois intéressante du point de vue des
statistiques : estimer φa revient à estimer, en chaque pixel (u, v), l’espérance de l’écart
au modèle. Or, nous avons déjà mentionné qu’à cause des ombres portées, des reflets
brillants ou encore des réflexions mutuelles, le bruit était endogène (biais systématique).
En estimant φa, nous tenons compte de cet aspect, ce qui limite fortement le biais de
l’estimation.
Le nouveau problème, qui doit être résolu en chaque pixel, est un problème linéaire : I
1(u, v)
...
Im(u, v)

︸ ︷︷ ︸
i(u,v)∈Rm
=
 s
1⊤ 1
...
sm⊤ 1

︸ ︷︷ ︸
S′∈Rm×4
[
ρ(u, v)n(u, v)
φa(u, v)
]
︸ ︷︷ ︸
m′(u,v)∈R4
(1.44)
dont la solution est unique dès lors que m > 4 et rang(S′) = 4.
Au vu du résultat de la figure 1.19, il semble que la stéréophotométrie soit une
technique prometteuse pour séparer la texture de la géométrie et de l’éclairage, ce qui
est un problème classique de traitement d’images, en particulier pour la décomposition
cartoon-texture [16].
Remarquons que l’hypothèse rang(S′) = 4 peut ne pas être vérifiée en pratique. Un
exemple de configuration dégénérée, i.e. pour laquelle rang(S′) < 4, est celui des éclai-
rages « en anneaux » (ring-light) [237, 287], i.e. dont les directions se situent sur un cône
de révolution ayant pour axe la direction d’observation. Pour de telles configurations dé-
générées, il existe une infinité de solutions m′(u, v) au problème (1.44). Parmi toutes ces
solutions, la SVD permet de déterminer explicitement celle dont la norme est minimale,
i.e. de résoudre le problème : minm′ ‖i(u, v)− S
′m′‖
s.c. ‖m′‖ = min
(1.45)
Puisque ‖m′(u, v)‖ = √ρ(u, v)2 + φa(u, v)2, de par la définition (1.44) de m′(u, v), im-
poser à cette norme d’être minimale a une conséquence directe sur l’estimation de ρ et
de φa : en général, cette solution « mélange » ρ et φa et induit un biais important dans
l’estimation des normales (cf. figure 1.19). Ce mélange vient directement du fait que
rang(S′) < 4 (caractère mal posé).
Quoi qu’il en soit, il est très facile d’étendre l’approche classique de la stéréopho-
tométrie à la prise en compte du terme additif φa(u, v) dans (1.43). Dorénavant, nous
supposerons toutefois, afin d’alléger les notations, que φa ≡ 0.
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Figure 1.19 – Estimation de l’éclairage « ambiant ». (a) Une image de synthèse d’un vase
(parmi m = 50), calculée avec le modèle (1.43), en utilisant l’image (b) comme albédo ρ
et l’image (c) comme terme additif φa. (d)-(e) Estimations de ρ et φa en moindres carrés
linéaires, lorsque lesm = 50 éclairages sont répartis sur deux anneaux. (f) Écart angulaire
entre la normale estimée et la normale réelle (l’écart angulaire moyen vaut EAM =
5, 48◦). L’estimation est parfaite en dehors des bords du vase (ombres propres). (g)-(h)-
(i) Mêmes résultats, lorsque les m = 50 éclairages sont répartis sur un seul anneau :
l’estimation en moindres carrés linéaires mélange ρ et φa, et biaise l’estimation de la
normale (EAM = 8, 76◦). Si l’on veut estimer automatiquement l’éclairage ambiant,
certaines configurations d’éclairage, comme celles étudiées dans [237, 287], doivent être
proscrites.
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1.3.2 Sélection des niveaux de gris
L’approche la plus naturelle pour résoudre le système linéaire (1.18) de façon robuste
consiste à éliminer les niveaux de gris non conformes au modèle lambertien linéaire : nous
avons déjà signalé dans le paragraphe 1.1.3 que l’estimateur en moindres carrés pondérés,
construit en attribuant un poids nul aux niveaux de gris non conformes au modèle, était
l’estimateur optimal (estimateur efficace).
Cette approche est celle que suivent Coleman et Jain dans [63] : si l’on dispose de
m = 4 images, un niveau de gris corrompu par une ombre ou par un reflet brillant
peut être éliminé en chaque pixel, et la solution peut être calculée à partir des trois
niveaux de gris restants. Elle a été étendue aux images RGB par Barsky et Petrou
dans [20, 204]. En utilisant m > 3 images, Chandraker et al. montrent que les ombres
peuvent être automatiquement détectées par la technique de la coupure de graphe [51].
Enfin, mentionnons les heuristiques proposées par Sun et al. dans [245], et par Bringier
et al. dans [40], qui permettent de déterminer, en chaque pixel, les niveaux de gris les
plus conformes au modèle.
Au vu de la discussion menée dans le paragraphe 1.2.3, il semble que les données
aberrantes puissent également être localisées par simple comparaison de la matrice I des
niveaux de gris à son approximation par une matrice I de rang 3, construite selon les
équations (1.35) et (1.36). Nous avons effectivement proposé dans [77, 214] d’identifier
les données aberrantes par simple seuillage de la différence I− I. La figure 1.20 montre
un exemple de résultat obtenu en utilisant cette approche.
1.3.3 Moindres carrés pondérés
L’approche décrite dans le paragraphe 1.3.2 repose sur une classification binaire.
Cependant, il est parfois difficile de déterminer de façon binaire si une donnée est valide
ou aberrante, par exemple à la périphérie des reflets brillants. Dans de tels cas, il est plus
intéressant de définir, pour chaque pixel de chaque image, la probabilité que le niveau de
gris soit valide. On peut alors estimer le champ m au sens des moindres carrés pondérés
(cf. problème (1.25)), en choisissant cette probabilité comme poids.
Cette approche est proposée par Clark dans [60], où les poids sont déterminés par
une estimation empirique de la variance du bruit. D’autres mécanismes de détermina-
tion de cette probabilité, fondés sur l’algorithme d’espérance-maximisation (expectation-
maximisation, noté EM) [70] ont été proposés plus récemment dans [257, 272].
Dans [214], nous utilisons une pondération fondée sur le fait que les ombres (propres
ou portées) correspondent à des niveaux de gris très faibles, et les reflets brillants à des
niveaux de gris très élevés. Dans les deux cas, les écarts au modèle peuvent donc être
déterminés par simple comparaison à la moyenne des niveaux de gris. Nous proposons
une pondération gaussienne autour de cette valeur moyenne :
wi(u, v) =

exp
{
−λw (I
i(u,v)−E[Ii])2
2(E[Ii])2
}
si Ii(u, v) ∈ [0, E[Ii]]
exp
{
−λw (I
i(u,v)−E[Ii])2
2(Imax−E[Ii])2
}
si Ii(u, v) ∈ [E[Ii], Imax] (1.46)
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Figure 1.20 – (a) Une image de synthèse (parmi m = 100) d’un vase, calculée avec
le modèle de réflectance spéculaire de Ward [260]. (b) Écart angulaire entre la normale
estimée en moindres carrés et la normale réelle (EAM = 4, 05◦). L’estimation de la
normale est fortement biaisée aux endroits où un reflet brillant affecte une ou plusieurs
images. (c) Valeur absolue de la différence entre (a) et l’image corrigée par projection de
la matrice I sur l’espace des matrices de rang 3. (d) Détection des données aberrantes
de l’image (a) par seuillage de (c) (le seuil est fixé à 10% du niveau de gris maximal de
(a)). (e) Écart angulaire entre la normale réelle et son estimation à partir des données
non aberrantes (EAM = 2, 48◦). (f) Idem pour l’estimation en moindres carrés pondérés
(cf. paragraphe 1.3.3), avec les poids (1.46) (EAM = 2, 35◦).
où E[Ii] est le niveau de gris moyen de la i-ème image, et λw un paramètre de la
pondération permettant de contrôler l’étalement de la gaussienne (cf. figure 1.21). Dans
les tests, nous choisissons empiriquement λw = 9.
La figure 1.20-f montre un exemple de résultat obtenu avec l’approche en moindres
carrés pondérés. Le gain par rapport à l’approche en moindres carrés ordinaires (cf. fi-
gure 1.20-b) est important. Le résultat est qualitativement moins bon qu’en utilisant des
poids binaires, bien que l’écart angulaire moyen (EAM) soit légèrement inférieur (mais
la valeur relativement élevée de l’EAM, pour le résultat de la figure 1.20-e, est quasi-
exclusivement due aux pixels du bord du vase). En effet, nous avons mentionné dans le
paragraphe 1.1.3 que l’estimateur en moindres carrés pondérés était biaisé en présence
de données aberrantes, si les poids n’étaient pas binaires.
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Figure 1.21 – Pondération (1.46) du niveau de gris, avec : (a) λw = 9 ; (b) λw = 144.
Nous supposons ici que Imax = 255.
Les approches fondées sur la sélection des niveaux de gris, tout comme celles fondées
sur leur pondération, restent compliquées à utiliser car la modélisation d’une donnée
aberrante est difficile. Plutôt que de chercher à modéliser les données aberrantes, il est
plus simple de supposer qu’elles sont minoritaires, comme nous allons le faire dans le
prochain paragraphe.
1.3.4 M-estimateurs
Une dernière classe d’estimateurs statistiques robustes est constituée par les esti-
mateurs dits parcimonieux : l’objectif est alors de définir un estimateur maximisant le
nombre de données conformes au modèle, plutôt que de minimiser l’écart quadratique
moyen. De tels estimateurs sont adaptés aux données aberrantes, comme les ombres ou
les reflets brillants, qui affectent en général un faible nombre de niveaux de gris par pixel.
L’estimateur parcimonieux est celui de la semi-norme 0 :
min
m
‖i− Sm‖0 (1.47)
mais cette minimisation est difficile à réaliser numériquement, à cause de la non convexité
de la semi-norme 0 (le problème est en fait NP-complet [42, 186]). Dans la plupart des
applications, une relaxation convexe du problème (1.47) est utilisée, comme par exemple
le problème de la régression en norme 1 21 :
min
m
‖i− Sm‖1 (1.48)
21. En statistiques, la régression en norme 1 correspond à un modèle de distribution laplacienne et à
une minimisation de l’écart absolu médian, tandis que les approches en moindres carrés correspondent
à une distribution gaussienne et à une minimisation de l’écart quadratique moyen.
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Cette minimisation peut être réalisée efficacement par la méthode du lagrangien aug-
menté [164], qui converge plus rapidement que les moindres carrés repondérés [43]. Par
un raisonnement bayésien, Ikehata et al. ont également présenté dans [131] d’autres esti-
mateurs parcimonieux censés surpasser la régression en norme 1. Les résultats présentés
dans [131] montrent qu’avec un faible nombre d’images (m < 10), la régression en norme
1 fournit des résultats supérieurs à leurs extensions, tandis qu’à partir de m = 10, ces
extensions n’améliorent que très légèrement les résultats. L’intérêt de ces estimateurs
est donc discutable, d’autant qu’ils nécessitent de choisir avec précaution plusieurs pa-
ramètres.
Il est également possible de proposer une interprétation fonctionnelle de l’estimateur
en norme 1. Intéressons-nous pour cela au problème suivant, qui généralise (1.47) :
min
m
m∑
i=1
Φ(|Ii − si ·m|) (1.49)
L’estimateur parcimonieux (1.47) correspond à ΦL0(s) = 1−δ(s), où δ est la fonction de
Dirac. Choisir ΦLS(s) = s2 revient à effectuer l’estimation en moindres carrés, ΦWLS(s) =
ws2 correspond aux moindres carrés pondérés, et ΦL1(s) = s à l’estimation en norme
1. Pour obtenir une estimation robuste, on doit choisir une fonction Φ présentant une
croissance au moins linéaire en 0, de façon à amplifier l’influence des résidus faibles
correspondant aux « bonnes » données, ce qui est le cas de ΦLS, ΦWLS et ΦL1, mais pas
de ΦL0, et au plus linéaire en +∞, de façon à limiter l’influence des données aberrantes,
ce qui est le cas de ΦL0 et ΦL1, mais pas des fonctions quadratiques ΦLS et ΦWLS.
Enfin, la non différentiabilité en 0 ne constitue pas un obstacle majeur, car elle peut
être contournée en utilisant des méthodes proximales [199]. Les propriétés respectives
des principaux estimateurs robustes sont synthétisées dans la table 1.1.
Φ(s)
Sur-linéarité
en 0
Sous-linéarité
en +∞ Convexité Différentiabilité
ΦL0 1− δ(s) Non Oui Non Non
ΦL1 |s| Oui Oui Oui Non
ΦLS s2 Oui Non Oui Oui
ΦM1 2
√
1 + s2 − 2 Oui Non Oui Oui
ΦM2 ln
(
1 + s2
)
Oui Oui Non Oui
ΦM3 s
2
1+s2
Oui Oui Non Oui
Table 1.1 – Propriétés de plusieurs M-estimateurs. L’estimateur en norme 1 constitue
un compromis très acceptable, car sa non différentiabilité n’est pas rédhibitoire. Toute-
fois, des résultats supérieurs sont souvent obtenus avec les estimateurs non convexes,
même si leur non convexité représente une difficulté non négligeable.
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Dans le vocabulaire des statisticiens, ce type d’estimation robuste est appelé M-
estimation 22 [130]. Mis à part les estimateurs en normes 0 et 1 discutés ci-dessus, les
trois M-estimateurs les plus souvent rencontrés sont les suivants :
ΦM1(s) = 2
√
1 + s2 − 2 (1.50)
ΦM2(s) = ln(1 + s2) (1.51)
ΦM3(s) =
s2
1 + s2
(1.52)
présentés, respectivement, dans [55], [115] et [96]. Le lecteur intéressé trouvera une ana-
lyse détaillée de ces estimateurs dans [56].
Les différents estimateurs de la table 1.1 sont illustrés sur la figure 1.22 : l’estimateur
ΦL1 est, parmi les estimateurs convexes, le seul qui admette une croissance sur-linéaire en
0 et sous-linéaire en +∞, ce qui explique qu’il soit souvent utilisé. Notons toutefois qu’en
dépit des difficultés numériques que pose la non convexité, il a été démontré récemment
que les estimateurs non convexes étaient particulièrement adaptés à certains problèmes
comme le débruitage d’images [158] ou l’intégration des normales [80].
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Figure 1.22 – Graphes des différents M-estimateurs de la table 1.1. La sur-linéarité en
0 est essentielle pour garantir la robustesse de l’estimation à un bruit modéré : à part
l’estimateur ΦL0, tous les estimateurs étudiés vérifient cette propriété. La sous-linéarité
en +∞ est, elle, nécessaire pour garantir la robustesse aux données aberrantes :
ΦLS et ΦM1 ne vérifient pas cette propriété. Enfin, la convexité est une propriété
essentielle du point de vue numérique : ΦL0, ΦM2 et ΦM3 ne sont pas des estima-
teurs convexes. Pour résumer, l’estimateur ΦL1 semble constituer le meilleur compromis.
22. Le M est l’abréviation de Maximum de vraisemblance. Chacun de ces estimateurs est en effet l’es-
timateur du maximum de vraisemblance pour une fonction de vraisemblance bien choisie. Par exemple,
l’estimateur ΦL1 correspond à une distribution laplacienne, l’estimateur ΦLS à une distribution gaus-
sienne, et l’estimateur ΦM2 à une distribution de Cauchy.
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La figure 1.23 montre les résultats obtenus par les estimateurs ΦL1, ΦM1, ΦM2 et ΦM3
sur le même jeu de données que celui de la figure 1.20. Dans ces tests, la minimisation
est réalisée par itérations de type quasi-Newton (BFGS), en choisissant comme solution
initiale la solution en moindres carrés.
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Figure 1.23 – Résultats obtenus sur le même jeu de données que celui de la figure 1.20 :
(a) ΦL1 (EAM = 1, 09◦) ; (b) ΦM1 (EAM = 1, 39◦) ; (c) ΦM2 (EAM = 0, 58◦) ; (d) ΦM3
(EAM = 1, 58◦).
Ces résultats confirment l’intuition selon laquelle l’estimateur ΦL1 constitue un ex-
cellent compromis entre sur-linéarité en 0, sous-linéarité en +∞ et convexité. L’estima-
teur non convexe ΦM2 offre cependant un niveau de précision encore supérieur, ce qui
confirme les résultats expérimentaux présentés dans [158] dans le cadre du débruitage
d’images. Il est surprenant que l’estimateur ΦM3 soit moins performant : nous verrons
dans le chapitre 2 que cet estimateur robuste est plus adapté à l’intégration des normales.
Remarquons enfin que le bord du vase, où les ombres propres sont les plus présentes, pose
toujours problème. Nous présentons dans le paragraphe suivant une méthode permettant
de limiter ce biais.
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1.3.5 Approximation différentiable de l’opérateur max
Rappelons que la plupart du temps, une donnée n’est aberrante que vis-à-vis d’un
certain modèle. En particulier, il peut sembler discutable de traiter les ombres propres
comme des données aberrantes, alors que l’on dispose du modèle (1.16) pour les expliquer.
Comme nous l’avons déjà mentionné, la principale difficulté de ce modèle réside dans
sa non linéarité. La non différentiabilité en 0 de l’opérateur max peut représenter une
difficulté supplémentaire. Face à ces deux difficultés, la parade la plus simple (et la plus
utilisée) consiste à « oublier » l’opérateur max, i.e. à faire l’approximation :
max{0, x} ≈ x (1.53)
qui bien entendu est erronée si x est négatif, i.e. dans le cas qui nous intéresse (celui des
ombres propres).
Nous proposons d’utiliser une autre approximation de l’opérateur max, permettant de
conserver le caractère différentiable du modèle (1.18), tout en modélisant explicitement
les ombres propres (cf. figure 1.24) :
max{0, x} ≈ ln(1 + exp(δx))
δ
(1.54)
où δ > 0 est fixé a priori. Remarquons que l’approximation (1.54) est d’autant plus
précise que δ est grand : dans les tests, nous utilisons δ = 5.
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5
Figure 1.24 – Approximation différentiable (1.54) de l’opérateur max lorsque δ = 1,
δ = 2 ou δ = 5.
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En utilisant l’approximation (1.54) de l’opérateur max, l’équation (1.16) devient :
I(u, v) =
ln (1 + exp {δs ·m(u, v)})
δ
(1.55)
La résolution d’un système formé par des équations du type (1.55) est plus aisée, car la
non différentiabilité de l’opérateur max en 0 a disparu. Un algorithme de type descente
de gradient peut donc être utilisé pour la résolution. On peut par exemple résoudre ce
système d’équations au sens des moindres carrés :
min
m∈R3
m∑
i=1
[
Ii(u, v)− ln
(
1 + exp
{
δsi ·m})
δ
]2
(1.56)
en utilisant la méthode de Levenberg-Marcquardt. Le problème en moindres carrés non li-
néaires (1.56) est un problème convexe et différentiable. La descente de gradient converge
donc très rapidement vers le minimum global. En outre, le gradient de la fonction objec-
tif (1.56) est facile à calculer analytiquement, ce qui garantit des performances optimales.
Comme cela est illustré sur la figure 1.25, la prise en compte explicite des ombres
propres permet d’annuler le biais dans l’estimation de la normale sur les fortes pentes.
Par comparaison avec la figure 1.23, on constate qu’il est plus efficace de modéliser les
ombres propres, plutôt que de les considérer comme des données aberrantes dans un
processus d’estimation robuste. Rappelons toutefois que les ombres portées, au contraire
des ombres propres, ne peuvent pas être modélisées localement. En présence d’ombres
portées, de reflets brillants ou d’autres types d’écarts au modèle, il convient de remplacer
les moindres carrés, dans le problème (1.56), par un estimateur robuste tel que ceux qui
ont été présentés dans le paragraphe 1.3.4.
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Figure 1.25 – (a) Une image de synthèse d’un vase (parmi m = 100). (b) Écart angu-
laire (en degrés) sur les normales estimées par résolution en moindres carrés, en utilisant
le modèle lambertien linéaire (EAM = 3, 11◦). (c) Écart angulaire en utilisant l’approxi-
mation (1.54) de l’opérateur max (EAM = 0, 001◦).
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1.4 Algorithme pour la stéréophotométrie calibrée robuste
Au vu des résultats des paragraphes précédents, nous proposons finalement l’algo-
rithme 1 pour estimer la normale et l’albédo par stéréophotométrie calibrée robuste. La
non uniformité des éclairages est compensée (cf. paragraphe 1.2.4), et les ombres propres
sont modélisées explicitement (cf. paragraphe 1.3.5), tout comme l’éclairage ambiant (cf.
paragraphe 1.3.1). Enfin, l’estimation est robuste aux données aberrantes grâce au choix
d’un M-estimateur (cf. paragraphe 1.3.4).
Algorithme 1: Estimation robuste de la normale et de l’albédo.
Entrée :
• Images en niveaux de gris Ii, i ∈ [1,m].
• Domaine de reconstruction Ω.
• Directions unitaires si ∈ R3 des éclairages, i ∈ [1,m].
• Intensités φi : Ω→ R des éclairages, i ∈ [1,m].
• Paramètre δ (δ = 5 dans nos tests).
• Estimateur robuste Φ : R→ R (Φ = ΦM2 dans nos tests).
Sortie :
• Champ de normales n : Ω→ R3.
• Albédo ρ : Ω→ R.
Pour tout (u, v) ∈ Ω, faire :
(m(u, v), φa(u, v)) = argmin
m∈R3,φa∈R
m∑
i=1
Φ
∣∣∣∣∣∣ I
i(u, v)
φi(u, v)
−
ln
(
1 + exp
{
δsi ·m
})
δ
− φa
∣∣∣∣∣∣

(1.57)
n(u, v) =
m(u, v)
‖m(u, v)‖ (1.58)
ρ(u, v) = ‖m(u, v)‖ (1.59)
Fin Pour
1.5 Cas des images colorées
Avant de terminer ce chapitre sur l’estimation robuste des normales et de l’albédo,
interrogeons-nous sur la façon d’étendre les méthodes présentées au cas des images colo-
rées. Dans le modèle lambertien linéaire, deux grandeurs ont une dépendance spectrale :
l’éclairage s et l’albédo ρ. Nous noterons si⋆ = φ
i
⋆si⋆ l’éclairage correspondant à l’image
Ii⋆, (i, ⋆) ∈ [1,m] × {R,G,B}, et ρ⋆ l’albédo relativement au canal ⋆ ∈ {R,G,B}. En
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supposant les éclairages directionnels, le modèle lambertien linéaire devient 23 :
Ii⋆(u, v) = φ⋆ρ⋆(u, v) si⋆ · n(u, v) (1.60)
Malheureusement, il est impossible d’écrire le problème de l’estimation des inconnues
(n, ρR, ρG, ρB) comme un problème linéaire, sous une forme similaire à (1.18). Nous
verrons dans la partie IV comment découpler l’estimation de l’albédo de celle de la
normale, ce qui nous permettra de traiter le cas général où la surface et les éclairages
sont simultanément colorés. En suivant l’approche classique, il nous faut supposer que
la surface est blanche et les éclairages colorés [117] ou bien, inversement, que la surface
est colorée et les éclairages blancs [20].
Une première utilisation intéressante de la couleur en stéréophotométrie consiste à
supposer les éclairages colorés, mais l’albédo identique dans les trois canaux, i.e. ρ⋆ = ρ.
Ce cas correspond à des éclairages colorés placés face à une surface blanche, ou peinte
en blanc [150], qui permet par exemple de réaliser la reconstruction 3D en temps réel
à partir d’une seule image RGB [117]. Nous verrons dans le paragraphe 4.4.1 que la
résolution de ce problème se ramène exactement au cas des images en niveaux de gris.
Étudions maintenant la configuration inverse, où l’albédo est coloré, mais l’éclairage
est indépendant de toute notion de couleur. En négligeant les dépendances en (u, v), le
système d’équations linéaires à résoudre s’écrit :I
1
R I
1
G I
1
B
...
ImR I
m
G I
m
B

︸ ︷︷ ︸
I∈Rm×3
=

s1⊤
...
sm⊤

︸ ︷︷ ︸
S∈Rm×3
n [ρR, ρG, ρB]︸ ︷︷ ︸
M∈R3×3
(1.61)
Sachant que, de par sa définition, la matrice M est de rang 1, nous devons donc
résoudre le problème en moindres carrés linéaires sous contrainte suivant : minM∈R3×3 ‖I− SM‖
2
F
s.c. rang(M) = 1
(1.62)
En notant :
M0 = S+I =
(
S⊤S
)−1
S⊤I (1.63)
le problème (1.62) peut être réécrit : minM∈R3×3 ‖M−M0‖
2
F
s.c. rang(M) = 1
(1.64)
de telle sorte qu’il s’agit d’un problème d’approximation de rang 1 d’une matrice. Par
SVD tronquée à l’ordre 1, on peut approcher M0 par :
M0 ≈ u0wv⊤0 (1.65)
23. Cette écriture n’est théoriquement justifiée qu’en assimilant la réponse du récepteur photosensible
à la superposition de trois fonctions δ de Dirac.
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où w > 0, et (u0,v0) sont deux vecteurs unitaires de R3. La solution en n et ρ =
[ρR, ρG, ρB]⊤ s’écrit alors :
(n,ρ) = ±(u0, wv0) (1.66)
où l’ambiguïté sur le signe est facilement levée, puisque la troisième coordonnée de n
doit être positive. Ces deux étapes (estimation (1.63) de M0, puis « séparation » (1.66)
de M0 entre normale et albédo) doivent être réalisées pixel par pixel. Comme cela est
illustré sur la figure 1.26, cette procédure permet effectivement d’estimer l’albédo d’une
surface colorée.
Figure 1.26 – Reconstruction 3D d’un « nævus », à partir de m = 15 images RGB
acquises par le dermoscope de la société Pixience. Après avoir estimé la matrice M0 en
chaque point par (1.63), l’albédo coloré et les normales sont obtenus en utilisant (1.66).
L’expérience de la figure 1.26 montre que, si les variations de couleur sont souvent
corrélées aux variations de relief, cela n’est pas toujours vrai. L’utilisation de l’albédo
comme variable auxiliaire est donc surtout motivée par la volonté de linéariser le pro-
blème de la stéréophotométrie. Nous verrons dans les prochaines parties que cette li-
néarisation limite en réalité les applications de la stéréophotométrie, plus qu’elle n’en
facilite la résolution.
Quoi qu’il en soit, il est relativement facile d’étendre les méthodes adaptées aux
images en niveaux de gris à des images RGB, pourvu que soit les éclairages, soit les
albédos, soient indépendants de la couleur. Le modèle lambertien linéaire ne permet
cependant pas de modéliser les dépendances spectrales de l’albédo et des éclairages sous
la forme d’un problème linéaire : il s’agit d’une limite de l’approche classique de la
stéréophotométrie. Nous verrons dans la partie IV qu’en découplant les estimations des
caractéristiques géométriques et photométriques de la surface, grâce à une approche
variationnelle, ce problème peut cependant être résolu.
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1.6 Conclusion du chapitre
Dans ce chapitre, nous avons proposé une analyse statistique de la méthode d’esti-
mation classique de la normale et de l’albédo par stéréophotométrie, qui est fondée sur le
modèle lambertien linéaire (1.18). Nous avons mis en évidence la non robustesse de cette
approche à la présence d’écarts importants au modèle, et recensé un certain nombre
de phénomènes induisant ces écarts. Les effets d’éclairages non directionnels peuvent
être fortement atténués au moyen de prétraitements relativement simples. D’autres pré-
traitements permettent de limiter les effets des ombres et des reflets brillants, mais
ces méthodes non supervisées sont généralement moins performantes que des méthodes
d’estimation robuste supervisées, telles que la régression parcimonieuse ou certains M-
estimateurs non convexes. Enfin, l’éclairage « ambiant » est très facile à estimer auto-
matiquement.
Ces prétraitements et ces estimateurs permettent d’estimer le champ de normales de
manière robuste, i.e. d’appliquer la formulation classique de la stéréophotométrie « en
conditions réalistes ». Si la surface à reconstruire est régulière, le champ de normales
estimé de façon robuste a toutes les raisons d’être lui-même lisse : remarquons que nous
n’avons pas eu besoin, pour cela, d’introduire de régularisation spatiale, la normale étant
estimée pixel par pixel. Jusqu’à présent, nous ne nous sommes intéressés qu’à l’estimation
de caractéristiques locales de la surface. Cependant, notre objectif final est de retrouver
une surface expliquant les images, et non pas seulement les normales à cette surface. La
prochaine étape consistera donc à intégrer le champ de normales estimé, afin d’obtenir
une carte de profondeur. Nous allons voir que cette étape d’intégration requiert également
l’utilisation d’estimateurs robustes, afin d’éviter l’apparition d’un biais à proximité des
discontinuités de profondeur.
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Intégration robuste des normales
La seconde étape de la résolution classique de la stéréophotométrie est l’intégration
des normales estimées, qui permet de retrouver la carte de profondeur z caractéristique
du relief de la surface S. Dans ce chapitre, nous menons une étude approfondie de ce
problème. Après avoir rappelé dans le paragraphe 2.1 les équations qui le caractérisent,
nous présentons dans le paragraphe 2.2 les principales propriétés que l’on est en droit
d’attendre d’une « bonne » méthode d’intégration. Nous menons ensuite, dans le para-
graphe 2.3, une analyse approfondie des méthodes d’intégration en moindres carrés. Sur
la base de cette analyse, de nouvelles méthodes d’intégration adaptées aux discontinuités
de profondeur sont introduites dans le paragraphe 2.4. Plusieurs d’entre elles ont déjà
été décrites dans [210, 211].
2.1 Normale, gradient et intégrabilité
Le problème de l’intégration d’un champ de normales consiste à estimer, en chaque
pixel (u, v) ∈ Ω, le point x(u, v) = [x(u, v), y(u, v), z(u, v)]⊤ de la surface S, connaissant
sa normale n(u, v). Nous avons vu, dans le chapitre 1, comment estimer le champ de
normales de la surface S. Pour en déduire une estimation du relief de la surface, i.e. de
la profondeur z(u, v), il nous faut d’abord expliciter le lien entre ces différentes variables.
2.1.1 Équations de l’intégration des normales
Commençons par établir l’équation qui lie la normale n(u, v) au gradient de profon-
deur ∇z(u, v). Nous allons voir que cette équation est quasiment la même pour les deux
types de projection : orthographique ou perspectif.
Projection orthographique
Sous l’hypothèse d’une projection orthographique (cf. (1.3)) :
x(u, v) =
 uv
z(u, v)
 (2.1)
Le plan tangent à la surface est porté par les deux vecteurs ∂ux(u, v) et ∂vx(u, v),
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dont le produit vectoriel s’écrit :
∂ux(u, v)× ∂vx(u, v) =
−∂uz(u, v)−∂vz(u, v)
1
 (2.2)
Sachant que ce vecteur est colinéaire à la normale à la surface, son produit vectoriel
avec n(u, v) = [n1(u, v), n2(u, v), n3(u, v)]⊤ est nul, soit :
n3(u, v)∂uz(u, v) = −n1(u, v)
n3(u, v)∂vz(u, v) = −n2(u, v)
n2(u, v)∂uz(u, v)− n1(u, v)∂vz(u, v) = 0
(2.3)
ce qui constitue un système linéaire de trois équations à deux inconnues, qui sont les dé-
rivées partielles ∂uz(u, v) et ∂vz(u, v) de la profondeur. Or, la troisième équation du
système (2.3) se déduit des deux premières par combinaison linéaire, pour peu que
n3(u, v) 6= 0. Le cas où n3(u, v) = 0 survient lorsque la normale n(u, v) est parallèle
au plan image, i.e. lorsque la « pente » ‖∇z(u, v)‖ = √∂uz(u, v)2 + ∂vz(u, v)2 est infi-
nie. On ne peut donc pas calculer par intégration la profondeur en de tels points, qui
forment dans l’image des contours occultants.
Si le point (u, v) ne se trouve pas sur un contour occultant, i.e. si n3(u, v) 6= 0, alors la
troisième équation du système (2.3) peut être ignorée, puisqu’elle n’est pas informative.
Le déterminant du système linéaire formé par les deux premières équations de (2.3) est
égal à n3(u, v)2. Comme cette valeur est non nulle par hypothèse, la détermination de
∇z(u, v) = [∂uz(u, v), ∂vz(u, v)]⊤ à partir de n(u, v) constitue un problème bien posé.
L’équation liant z(u, v) à n(u, v) est l’équation aux dérivées partielles (EDP) linéaire
suivante :
∇z(u, v) =
−n1(u,v)n3(u,v)
−n2(u,v)n3(u,v)
 (2.4)
En introduisant les notations usuelles :[
p(u, v)
q(u, v)
]
︸ ︷︷ ︸
go(u,v)
=
−n1(u,v)n3(u,v)
−n2(u,v)n3(u,v)
 (2.5)
l’EDP (2.4) se réécrit sous la forme suivante :
∇z(u, v) = go(u, v) (2.6)
où go(u, v) est une estimation du gradient de z au point (u, v), obtenue par exemple par
stéréophotométrie. Comme, d’après (2.1), x(u, v) est entièrement déterminé par z(u, v),
la résolution de l’équation (2.6) permet bien de reconstruire le relief de la surface ob-
servée. Notons que cette résolution n’est possible qu’à une constante additive près, qui
peut être fixée empiriquement ou grâce à une connaissance a priori sur la surface.
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Projection perspective
Sous l’hypothèse d’une projection perspective (cf. (1.4)) :
x(u, v) = z(u, v)

u−u0
f
v−v0
f
1
 (2.7)
où (u0, v0) désignent les coordonnées du point principal de l’appareil photographique.
Le produit vectoriel de ∂ux(u, v) et ∂vx(u, v) s’écrit maintenant :
∂ux(u, v)× ∂vx(u, v) = z(u, v)
f2
 −f∂uz(u, v)−f∂vz(u, v)
z(u, v) + (u− u0)∂uz(u, v) + (v − v0)∂vz(u, v)
 (2.8)
Comme ce vecteur est colinéaire à la normale, son produit vectoriel avec n(u, v) est
nul, soit :
fn3(u, v)∂uz(u, v) + n1(u, v) [z(u, v) + (u− u0)∂uz(u, v) + (v − v0)∂vz(u, v)] = 0
fn3(u, v)∂vz(u, v) + n2(u, v) [z(u, v) + (u− u0)∂uz(u, v) + (v − v0)∂vz(u, v)] = 0
n2(u, v)∂uz(u, v)− n1(u, v)∂vz(u, v) = 0
(2.9)
En introduisant le changement de variable suivant (on rappelle que z < 0, par conven-
tion) :
z˜ = ln|z| (2.10)
le système (2.9) devient linéaire en ∂uz˜(u, v) et ∂v z˜(u, v) :
[fn3(u, v) + (u− u0)n1(u, v)] ∂uz˜(u, v) + (v − v0)n1(u, v)∂v z˜(u, v) = −n1(u, v)
(u− u0)n2(u, v)∂uz˜(u, v) + [fn3(u, v) + (v − v0)n2(u, v)] ∂v z˜(u, v) = −n2(u, v)
n2(u, v)∂uz˜(u, v)− n1(u, v)∂v z˜(u, v) = 0
(2.11)
La matrice du système linéaire (2.11) est de rang 2, sauf si ses trois déterminants
sont simultanément nuls :
fn3(u, v)[u− u0, v − v0, f ]⊤ · n(u, v) = 0
−n1(u, v)[u− u0, v − v0, f ]⊤ · n(u, v) = 0
−n2(u, v)[u− u0, v − v0, f ]⊤ · n(u, v) = 0
(2.12)
Sachant que n(u, v) 6= 0, cela ne peut se produire que si :
[u− u0, v − v0, f ]⊤ · n(u, v) = 0 (2.13)
i.e., si (u, v) se situe sur un contour occultant. Dans les autres cas, on obtient finalement
l’EDP linéaire suivante :
∇z˜(u, v) =
− n1(u,v)[u−u0,v−v0,f ]⊤·n(u,v)
− n2(u,v)[u−u0,v−v0,f ]⊤·n(u,v)

︸ ︷︷ ︸
gp(u,v)
(2.14)
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et, une fois cette équation résolue, la profondeur z(u, v) s’obtient par la transformation
inverse (le signe − vient de ce que z < 0) :
z(u, v) = − exp(z˜(u, v)) (2.15)
La stricte similarité entre les équations (2.6) et (2.14) montre qu’une méthode d’in-
tégration conçue pour la projection orthographique peut être facilement étendue à la
projection perspective, pourvu que les paramètres internes (u0, v0, f) soient connus, en
effectuant le changement de variable (2.10) 1. Nous pouvons donc nous contenter de
résoudre l’équation générique suivante :
∇z(u, v) = g(u, v) (2.16)
où il est implicitement entendu que (z,g) ≡ (z,go) pour la projection orthographique,
et (z,g) ≡ (z˜,gp) pour la projection perspective. Dans les deux cas, nous noterons pour
simplifier :
g(u, v) =
[
p(u, v)
q(u, v)
]
(2.17)
2.1.2 Intégrabilité d’un champ de normales
Soit (u¯, v¯) un pixel où la profondeur est connue. La solution de l’EDP linéaire (2.16)
peut être obtenue en intégrant la donnée g = [p, q]⊤ le long d’un chemin reliant (u¯, v¯) à
(u, v) :
z(u, v) = z(u¯, v¯) +
∫ (u,v)
(u¯,v¯)
g(s, t) · [ds,dt]⊤ (2.18)
S’il n’existe aucun point (u¯, v¯) de profondeur connue, on peut toujours choisir ar-
bitrairement (u¯, v¯) et z(u¯, v¯) : la profondeur z sera alors déterminée à une constante
additive près en tout point (u, v) ∈ Ω (cette ambiguïté devient une ambiguïté multipli-
cative dans le cas de la projection perspective, en vertu de la transformation (2.15)).
En général, le chemin choisi pour calculer l’intégrale (2.18) influe sur la valeur de
z(u, v), ce qui est bien entendu préjudiciable. Pour garantir l’indépendance de la valeur
de z(u, v) vis-à-vis du chemin d’intégration, il faut s’assurer que le champ g = [p, q]⊤
soit intégrable, ce qui se traduit par l’égalité :
∂vp = ∂uq (2.19)
Cette contrainte est appelée contrainte d’intégrabilité [93, 126]. Elle correspond au théo-
rème de Schwartz : si une fonction z est de classe C2, alors ses dérivées secondes croisées
sont égales :
∂2z
∂u∂v
=
∂2z
∂v∂u
(2.20)
Imposer explicitement la contrainte d’intégrabilité (2.19) peut aider à rendre mieux
posés certains problèmes, comme la stéréophotométrie non calibrée [197, 282, 283] ou la
1. Cela a également été remarqué par Tankus et Kiryati dans [249].
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stéréophotométrie à deux images [192] (cf. partie II). Pour le problème de l’intégration
des normales, nous préconisons de ne pas imposer explicitement l’intégrabilité, i.e. de ne
pas modifier le champ g, contrairement à ce qui est suggéré dans [224] : si ce champ a été
bien estimé (cf. chapitre 1), les points où la contrainte d’intégrabilité n’est pas vérifiée
correspondent à des points particuliers de la surface, qu’il convient de traiter de façon
appropriée.
Il nous semble préférable d’imposer cette contrainte implicitement, en cherchant la
solution z dans un espace de fonctions bien choisi pour lequel l’égalité (2.20) est vérifiée.
Si l’on cherche une fonction z deux fois différentiable sur Ω, le choix de l’espace C2(Ω)
semble justifié. Mais en présence d’arêtes ou de discontinuités de profondeur, la contrainte
d’intégrabilité (2.19) ne peut être imposée que presque partout. Par analogie avec ce qui
a été proposé dans le domaine du traitement d’images, nous préférons pour finir l’espace
BV(Ω) des fonctions à variation bornée 2.
2.2 Difficultés de l’intégration des normales
Nous détaillons maintenant les principales difficultés à surmonter pour résoudre
l’équation (2.16) et effectuons un bref état de l’art.
2.2.1 Robustesse au bruit et aux données aberrantes
La première propriété que l’on est en droit d’attendre d’une méthode d’intégration
des normales est sa robustesse aux erreurs numériques survenues lors de l’estimation du
champ de normales n.
Même lorsque n est estimé de façon robuste, il est très probable que le champ g qui
en découle diffère de la valeur réelle de ∇z et qu’il ne soit pas intégrable. Les méthodes
utilisant une approximation numérique de l’intégrale dans (2.18), comme celle de Wu
et Li [274], ou les méthodes par propagation de front [95, 123], sont donc mal adaptées
à ce défaut, car elles tendent à accumuler les erreurs le long des chemins d’intégration
(cf. figure 2.1) 3. Ces méthodes présentent cependant l’avantage d’être très rapides, et
peuvent donc servir d’initialisation à des algorithmes plus robustes.
Le moyen le plus simple pour tenir compte d’un éventuel biais dans l’estimation des
normales consiste à résoudre l’équation (2.16) de manière approchée, sur l’ensemble du
domaine Ω 4, en cherchant à résoudre le problème d’optimisation en moindres carrés
suivant :
min
z
∫∫
(u,v)∈Ω
‖∇z(u, v)− g(u, v)‖2 du dv (2.21)
2. Nous renvoyons le lecteur à [14] pour une analyse détaillée de ces espaces fonctionnels, et à [15]
pour des illustrations dans le domaine du traitement d’images.
3. Remarquons cependant que des efforts ont été récemment consacrés à l’amélioration de la robus-
tesse de l’approche par fast marching [18].
4. Nous utiliserons abusivement la même notation Ω pour décrire le domaine de reconstruction discret
(bord compris) et un ouvert de R2 dans les problèmes continus.
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(a)
(b) (c)
(d) (e)
Figure 2.1 – (a) Exemple d’image en niveaux de gris. Après avoir calculé par différences
finies le gradient de cette image, on cherche à la reconstruire par intégration. (b) Résultat
de la reconstruction par propagation, en utilisant la méthode du fast marching [95],
qui propage un front depuis un point initial, choisi ici au centre de l’image. (c) Écart
quadratique, en fausses couleurs, entre (a) et (b). L’accumulation des erreurs lors de
la propagation du front est clairement visible. (d) Résultat de l’approche en moindres
carrés [239]. (e) Écart quadratique entre (a) et (d), en utilisant la même échelle de
couleurs que pour (c). Le biais est concentré au niveau des discontinuités.
Cette approche, proposée initialement par Horn et Brooks [126] et récemment re-
visitée par Harker et O’Leary dans [109], est optimale si l’erreur d’estimation de g est
gaussienne. Malheureusement, si l’on peut raisonnablement supposer que l’erreur sur
l’estimation de la normale est gaussienne, la définition (2.5) de g indique que l’erreur
sur g est le quotient de deux distributions gaussiennes : elle est donc distribuée selon
une loi de Cauchy, ce qui nécessite l’utilisation de l’estimateur non convexe ΦM2 (cf.
table 1.1). Nous reviendrons, dans le paragraphe 2.4.3, sur cette estimation, qui est un
cas particulier du problème général suivant :
min
z
∫∫
(u,v)∈Ω
Φ(‖∇z(u, v)− g(u, v)‖) du dv (2.22)
pour lequel certains choix de l’estimateur Φ ont été discutés dans [6, 17, 76, 80, 211].
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2.2.2 Topologie du domaine de reconstruction
Une « bonne » méthode d’intégration doit pouvoir s’adapter à un domaine de recons-
truction Ω de forme quelconque 5. En effet, dans le contexte de la stéréophotométrie, la
surface à reconstruire occupe rarement tout le champ de l’image. Le domaine Ω est gé-
néralement déterminé par une segmentation préalable (cf. figure 1.2-d). Certes, le champ
g peut toujours être complété par des valeurs nulles en dehors de Ω, de façon à ce qu’il
soit défini sur l’image entière, c’est-à-dire sur une grille rectangulaire, mais cette « as-
tuce » doit précisément être évitée si l’on prétend à une certaine précision car, à de rares
exceptions près, cela rend le champ g fortement non intégrable sur la frontière ∂Ω du
domaine Ω et induit des phénomènes de Gibbs (cf. figure 2.6). Ce risque est également
souligné par Harker et O’Leary dans [111], qui conseillent de plutôt extrapoler les valeurs
de g en dehors de Ω, pour les méthodes d’intégration qui imposent au domaine Ω d’être
rectangulaire.
Malheureusement, en dehors des approches par propagation dont nous avons déjà
discuté les limites, la plupart des méthodes d’intégration rapides existantes imposent au
domaine Ω d’être rectangulaire [93, 109, 110, 111, 112, 153, 239, 261]. Nous verrons que
lorsque Ω est rectangulaire, le système linéaire qui découle du problème (2.21) a effecti-
vement une structure bien particulière qui permet une résolution très rapide. Lorsque Ω
n’est pas rectangulaire, cette structure est malheureusement perdue.
2.2.3 Condition au bord
Une approche classique pour résoudre le problème (2.21) consiste à utiliser le calcul
des variations. La condition d’optimalité associée au problème variationnel (2.21) est
l’équation d’Euler-Lagrange :
∂zL(u, v, z,∇z)︸ ︷︷ ︸
= 0
−∇ · ∂∇zL(u, v, z,∇z)︸ ︷︷ ︸
= 2 [∇z(u,v)−g(u,v)]
= 0 (2.23)
où L désigne le lagrangien du problème (2.21) :
L(u, v, z,∇z) = ‖∇z(u, v)− g(u, v)‖2 (2.24)
et où ∇· désigne l’opérateur divergence, qui est l’opposé de l’adjoint de l’opérateur
gradient. Puisque ∇ · ∇ = ∆, où ∆ est l’opérateur laplacien, la condition d’optimalité
associée au problème (2.21) est une équation de Poisson :
∆z(u, v) = ∇ · g(u, v) (2.25)
qui doit être résolue en tout point (u, v) de l’ouvert Ω.
L’équation (2.25) n’admet pas une solution unique : une fonction harmonique, i.e.
une solution de l’équation ∆z = 0, peut être ajoutée à une solution pour former une
5. Nous supposons toutefois, par souci de simplicité, que Ω est connexe, puisque toute méthode
d’intégration permet de traiter chaque composante connexe de Ω de façon indépendante.
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nouvelle solution. Pour lever cette ambiguïté, il faut imposer une contrainte sur le bord
∂Ω. Or, la solution de l’équation de Poisson (2.25) n’est la solution du problème (2.21)
que si elle est complétée par la condition naturelle au bord ∂Ω. On peut établir, par le
calcul des variations, que cette condition au bord s’écrit [126] :
[∇z(u, v)− g(u, v)] · µ(u, v) = 0 (2.26)
où µ(u, v) est un vecteur normal au bord ∂Ω au point (u, v). Cette condition au bord
est donc de type Neumann.
Remplacer (2.26) par une autre condition au bord, par exemple une condition de
type Dirichlet (z = z0 sur ∂Ω) ou Neumann homogène (∇z ·µ = 0 sur ∂Ω [6]), induit gé-
néralement un biais dans la reconstruction [109] : on préfèrera les méthodes d’intégration
utilisant, explicitement ou implicitement, la condition naturelle au bord.
Il est remarquable que la méthode d’intégration la plus souvent citée, due à Frankot
et Chellappa [93], utilise justement une condition au bord différente de la condition na-
turelle, à savoir une condition périodique (cf. figure 2.2). Pour un domaine rectangulaire
Ω = [1, nl] × [1, nc], cela signifie que z(1, ·) = z(nl, ·) et z(·, 1) = z(·, nc). Simchony et
al. ont montré dans [239] comment étendre cette méthode à une condition au bord de
type Dirichlet ou à la condition naturelle au bord. Comme l’ont fait remarquer Harker
et O’Leary dans [112], ces extensions de la méthode de Frankot et Chellappa sont mal-
heureusement biaisées. En effet, les différences finies utilisées pour discrétiser l’opérateur
laplacien dans (2.25) ont une précision d’ordre 2, alors que la précision des différences
finies qui permettent de discrétiser l’opérateur gradient dans (2.26) est seulement d’ordre
1. Ces observations ont conduit Harker et O’Leary, dans [109], à rejeter l’approche varia-
tionnelle (2.25) : « Toute approche fondée sur l’équation d’Euler-Lagrange n’est valide
que pour quelques cas particuliers » 6. Cette affirmation est néanmoins exagérée : en
imposant la condition naturelle au bord, et en faisant un choix approprié de différences
finies, l’approche variationnelle peut être non biaisée.
En réalité, le moyen le plus simple pour ne pas induire de biais au bord du domaine
Ω consiste justement à ne pas imposer de condition au bord, ce qui est possible si l’on
minimise directement la fonctionnelle discrète associée à (2.21), comme cela a été montré
par Durou et Courteille dans [81] et par Harker et O’Leary dans [109].
2.2.4 Robustesse aux discontinuités de profondeur
Nous avons déjà mentionné que la robustesse d’une méthode d’intégration à une es-
timation erronée des normales était une propriété importante, quoique théoriquement
superflue si cette estimation a été menée de façon robuste. Cependant, comme cela a été
discuté dans le chapitre 1, il existe un cas où, quels que soient les efforts déployés lors
de l’étape d’estimation des normales, le vecteur g(u, v) constitue une donnée aberrante,
pour la bonne et simple raison que la normale n(u, v) n’est pas définie : il s’agit des pixels
(u, v) pour lesquels x(u, v) est situé sur une arête ou une discontinuité de profondeur.
Rappelons (cf. paragraphe 1.1.4) qu’un pixel est associé à une région de la surface et non
6. « Any approach based on the Euler-Lagrange equation is only valid for a few special cases ».
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(a) (b)
(c) (d)
Figure 2.2 – Intégration d’un même champ de normales en moindres carrés en utilisant
différentes conditions au bord. (a) Champ de gradient estimé par stéréophotométrie.
(b) Intégration de ce champ de gradient avec une condition de type Dirichlet [239].
Comme nous ne disposons d’aucun a priori sur la surface, nous avons utilisé ici une
condition homogène. (c) Intégration avec une condition périodique [93]. La profondeur
est exactement la même sur les bords gauche et droit, c’est-à-dire au niveau de la joue
et au niveau du nez, ce qui constitue un biais très important. (d) Intégration avec la
condition naturelle au bord [239].
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pas à un point : il est par conséquent impossible d’éviter la présence de discontinuités
de profondeur, même en augmentant la résolution de l’appareil photographique. Le trai-
tement de ces pixels requiert donc une attention particulière [143] : on observe en effet
(cf. figure 2.1-e) que l’erreur est très souvent concentrée au niveau des discontinuités de
profondeur.
En l’absence de biais sur l’estimation de g, de tels points se situent généralement là
où le terme d’intégrabilité :
I(u, v) = |∂vp(u, v)− ∂uq(u, v)| (2.27)
est strictement positif. Ces points peuvent donc être déterminés automatiquement par
seuillage de I, et retirés du domaine Ω avant de procéder à l’intégration, pourvu que
l’on soit capable de traiter des domaines Ω de forme quelconque.
Pour éviter une telle détection préliminaire, on peut utiliser un estimateur robuste
tel que (2.22) : cette approche sera détaillée dans le paragraphe 2.4. En revanche, l’es-
timateur en moindres carrés (2.21) doit impérativement être exclu, sous peine d’induire
un biais important, comme cela est illustré sur la figure 2.3.
2.2.5 Complexité algorithmique
Une propriété importante de toute méthode numérique est sa vitesse d’exécution.
Les méthodes de résolution par propagation [18, 95, 123, 274], quoique généralement
peu robustes, sont sans conteste les plus rapides, car elles permettent d’estimer le relief
en ne « visitant » chaque pixel de Ω qu’une fois. La complexité algorithmique est alors
en O(|Ω|) (complexité linéaire) et ce, quelle que soit la forme du domaine.
Lorsque le domaine de reconstruction Ω est rectangulaire, la discrétisation de l’équa-
tion de Poisson (2.25) fournit un système linéaire dont la matrice est de type Toeplitz,
ce qui signifie que les éléments d’une même diagonale sont tous égaux. Ce système peut
être résolu avec une complexité en O(|Ω| ln|Ω|) au moyen de la transformation de Fou-
rier rapide (fast Fourier transform, notée FFT), comme l’ont fait Frankot et Chellappa
dans [93] en complément d’une condition au bord périodique. S’inspirant des travaux de
Buzbee et al. [41], Simchony et al. ont proposé des extensions de la méthode de Frankot
et Chellappa à des conditions au bord de type Dirichlet ou Neumann qui utilisent, res-
pectivement, la transformation en sinus discrète (discrete sine transform, notée DST)
ou la transformation en cosinus discrète (discrete cosine transform, notée DCT) [239].
Le lecteur intéressé trouvera une présentation très claire de ces différentes techniques,
accompagnée de codes Matlab, dans le chapitre 4 de [105].
Pour un domaine Ω de forme rectangulaire, Harker et O’Leary ont proposé dans [109]
une résolution matricielle du problème discret associé à (2.21). En notant Z la matrice
formée par les valeurs inconnues de z sur l’ensemble de la grille, et (P,Q) les matrices
contenant les deux coordonnées du champ g, ce problème peut être écrit sous forme
matricielle :
min
Z∈Rnl×nc
‖DuZ−P‖2F + ‖ZDv −Q‖2F (2.28)
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(a) (b)
(c) (d)
Figure 2.3 – Robustesse aux discontinuités de profondeur. (a) Relief en forme de « tente
canadienne sur sol plat », pour lequel g est parfaitement connu, mais qui n’est pas
intégrable sur le bord de la tente. (b) Champ de gradient associé au relief (a). (c) La
reconstruction en moindres carrés par la méthode de Durou et Courteille [81] est très
biaisée, à cause des discontinuités de profondeur. (d) Le biais est corrigé en retirant
du domaine de reconstruction les points (u, v) tels que I(u, v) > ǫ (le seuil ǫ est fixé
arbitrairement à 0, 1).
où ‖.‖F désigne la norme de Frobenius, et Du et Dv sont deux matrices permettant de
calculer les différences finies, donc telles que :
∂uz(u, v) ≈ (DuZ)u,v (2.29)
∂vz(u, v) ≈ (ZDv)u,v (2.30)
L’intérêt de la formulation matricielle (2.28) est qu’elle permet de définir très facilement
des différences finies cohérentes, i.e. précises au même ordre sur l’ensemble du domaine
de reconstruction, y compris au bord. Ceci en fait une méthode non biaisée, au contraire
par exemple de la méthode fondée sur la DCT [239].
L’équation d’optimalité (matricielle) associée au problème (2.28) est une équation
de Sylvester, qui peut être résolue par l’algorithme de Bartels-Stewart [21] avec une
complexité algorithmique en O(|Ω|3/2).
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Lorsque Ω n’est pas rectangulaire, la matrice du système linéaire découlant du pro-
blème discret associé à (2.21), tout comme celle qui résulte de la discrétisation de l’équa-
tion de Poisson (2.25), ne sont pas de type Toeplitz. Ces systèmes linéaires ne peuvent
alors être résolus que par des méthodes génériques. La résolution directe, par exemple
par factorisation LU, est de complexité en O(|Ω|3), ce qui peut être problématique pour
des domaines de taille importante, ainsi d’ailleurs que les besoins en mémoire de la fac-
torisation. On peut alors leur préférer les méthodes de résolution itératives, comme les
méthodes de Jacobi [81, 126], de Gauss-Seidel ou de sur-relaxation successive (successive
over-relaxation, notée SOR) [128], qui sont beaucoup moins gourmandes en mémoire. Les
méthodes de type Jacobi peuvent de plus être implémentées selon une approche multi-
grilles (multigrid) et « portées sur GPU » [146]. Toutefois, les performances obtenues
dépendent beaucoup du programmeur, qui doit maîtriser des outils liés à l’architecture
matérielle 7. Nous proposons dans le paragraphe 2.3 de nouvelles méthodes de résolution
présentant une complexité en O(|Ω| ln|Ω|), i.e. aussi rapides que les méthodes fondées
sur la transformation de Fourier, mais valides pour un domaine de reconstruction Ω de
forme quelconque.
Nous n’avons évoqué dans ce paragraphe que les méthodes d’intégration par propaga-
tion et celles qui sont fondées sur une minimisation en moindres carrés. Si l’on remplace
l’approche en moindres carrés par une approche plus robuste telle que (2.22), cela induit
bien sûr une complexité accrue. La condition d’optimalité qui en découle n’est généra-
lement plus linéaire, et doit être résolue par une méthode itérative. Il est alors difficile
de prédire la complexité, qui dépend de la précision recherchée, mais ces approches sont
nécessairement plus lentes que celles des deux types précédemment décrits.
Notons enfin que, pour les méthodes fondées sur la résolution d’un système linéaire,
les complexités que nous avons citées ne concernent que la résolution de ce système. Il
faut également tenir compte de sa construction même, ce qui nécessite de parcourir au
préalable l’ensemble des pixels de Ω.
2.2.6 Prise en compte d’un a priori
Une propriété très appréciable des méthodes d’intégration est leur capacité à pou-
voir prendre en compte une connaissance a priori sur la surface à reconstruire. Il a été
remarqué dans [128, 146] que l’utilisation de points de contrôle permettait de corriger le
biais induit par un mauvais étalonnage des éclairages. Il est également noté dans [110]
que l’ajout d’un terme de régularisation dans (2.21) permet d’améliorer la robustesse de
la reconstruction. Si l’estimation de g est légèrement biaisée, il peut être effectivement
intéressant de régulariser la surface pour limiter les variations de profondeur, ou pour
forcer la solution à « ressembler » à un a priori obtenu par exemple par un capteur
externe (e.g., une caméra de profondeur de type Kinect). Ceci constitue donc un moyen
de fusionner les données photométriques avec des données géométriques obtenues par
d’autres techniques de reconstruction 3D [10, 107, 193, 251, 281, 290].
7. Au contraire, la méthode de Frankot et Chellappa peut être implémentée en cinq lignes de Matlab !
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Il est difficile d’étendre les méthodes d’intégration par propagation, qui reconstruisent
la surface de proche en proche, à la prise en compte d’un tel a priori. En revanche, les ap-
proches fondées sur l’optimisation sont particulièrement adaptées à de telles extensions,
qui peuvent être effectuées en remplaçant le problème (2.22) par le problème régularisé :
min
z
∫∫
(u,v)∈Ω
Φ(‖∇z(u, v)− g(u, v)‖) + Φr
(
‖∇k (z − z0) (u, v)‖
)
du dv (2.31)
où z0 représente l’a priori, ∇k l’opérateur de différenciation à l’ordre k (en général,
k ∈ {0, 1, 2}) et Φr est choisie en fonction de la fiabilité de l’a priori. Dans le cas où
la connaissance a priori concerne seulement une partie des pixels de Ω (par exemple,
s’il s’agit de points de contrôle), le terme de régularisation ne doit bien sûr être calculé
que pour les pixels concernés. Si Φ et Φr sont quadratiques, alors l’équation d’Euler-
Lagrange associée au problème (2.31) est une EDP linéaire constituant une variante de
l’équation de Poisson (2.25). Mais dans le cas général, la condition d’optimalité peut être
non linéaire. Il faut alors utiliser une méthode de résolution itérative de type descente
de gradient. Ces deux cas seront explorés plus en détail dans le paragraphe 2.4.
En faisant le bilan de ce paragraphe, nous constatons qu’à l’exception de la robustesse
aux discontinuités de profondeur, l’intégration en moindres carrés satisfait à l’ensemble
des propriétés requises. C’est pourquoi nous consacrons le prochain paragraphe à l’étude
de cette approche.
2.3 Intégration en moindres carrés
Dans ce paragraphe, nous détaillons la résolution du problème en moindres car-
rés (2.21). Nous avons déjà dit qu’il existait principalement deux approches : l’approche
variationnelle et l’approche discrète.
Nous avons mentionné dans le paragraphe 2.2.3 que le problème en moindres carrés
sur un domaine Ω rectangulaire pouvait être résolu par DCT, avec une complexité en
O(|Ω| ln|Ω|) [239], au prix d’un biais sur le bord du domaine Ω. D’autre part, une solu-
tion non biaisée peut être obtenue par résolution d’une équation de Sylvester, avec une
complexité en O(|Ω|3/2) [109]. Si le domaine n’est pas rectangulaire, la résolution directe
par factorisation matricielle est caractérisée par une complexité en O(|Ω|3), et des mé-
thodes itératives (Jacobi, Gauss-Seidel ou SOR) peuvent lui être préférées [81, 128, 126].
Il semble donc qu’il n’existe aucune méthode qui soit à la fois rapide, sans biais, et
adaptée à un domaine de reconstruction de forme quelconque.
Dans ce paragraphe, nous montrons comment résoudre le problème (2.21) sur un
domaine Ω de forme quelconque, avec une complexité en O(|Ω| ln|Ω|).
2.3.1 Discrétisation de la condition d’optimalité du problème (2.21)
La façon la plus classique de résoudre le problème (2.21) consiste à utiliser le cal-
cul des variations. Dans cette approche, la condition d’optimalité est alors l’équation
d’Euler-Lagrange, qui est en l’occurrence l’équation de Poisson (2.25), accompagnée de
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la condition naturelle au bord (2.26). La résolution numérique peut être effectuée par
discrétisation, en utilisant soit des différences finies, soit des éléments finis. Comme Ω
est supporté par une grille régulière, nous choisissons les différences finies. L’approche
fondée sur les éléments finis sera abordée, de façon détournée, dans le paragraphe 2.3.2.
Discrétisation sur l’intérieur du domaine
La notion de continuité est remplacée, dans le cas discret, par celle de voisinage.
Nous étudions ici le cas de la 4-connexité. L’intérieur
◦
Ω du domaine discret Ω 8 est alors
défini comme l’ensemble des pixels de Ω dont les quatre plus proches voisins sont dans
Ω :
◦
Ω =
{
(u, v) ∈ Ω/ ((u, v − 1), (u− 1, v), (u+ 1, v), (u, v + 1)) ∈ Ω4
}
(2.32)
Il nous faut discrétiser l’équation de Poisson (2.25) sur
◦
Ω. Afin d’éviter tout biais,
il convient de discrétiser les opérateurs laplacien et divergence avec le même ordre de
précision. On choisit généralement des différences finies centrées d’ordre 2. Le laplacien
de la profondeur z et la divergence du champ g = [p, q]⊤ s’écrivent alors (en choisissant
comme unité de longueur la distance entre pixels voisins) :
∆z(u, v) = z(u, v − 1) + z(u− 1, v) + z(u+ 1, v) + z(u, v + 1)− 4z(u, v) (2.33)
∇ · g(u, v) = p(u+ 1, v)− p(u− 1, v)
2
+
q(u, v + 1)− q(u, v − 1)
2
(2.34)
L’équation de Poisson (2.25) se réécrit :
4z(u, v)− z(u, v − 1)− z(u− 1, v)− z(u+ 1, v)− z(u, v + 1) =
p(u− 1, v)− p(u+ 1, v)
2
+
q(u, v − 1)− q(u, v + 1)
2
(2.35)
Condition au bord de type Dirichlet
Si une condition de type Dirichlet est imposée sur le bord du domaine, alors les
équations (2.35) obtenues pour (u, v) ∈
◦
Ω forment un système linéaire de |
◦
Ω| équations
à |
◦
Ω| inconnues {z(u, v), (u, v) ∈
◦
Ω}, que nous écrivons :
LDz = dD (2.36)
La matrice LD est symétrique, à diagonale dominante, mais pas à diagonale strictement
dominante : chaque terme diagonal est égal à la somme des termes non diagonaux situés
sur la même ligne, si les quatre pixels voisins du pixel correspondant à cette ligne sont
dans
◦
Ω. En revanche, pour un pixel dont un des quatre voisins au moins appartient à
8. Nous rappelons que dans les problèmes continus traités jusqu’ici, Ω décrivait temporairement un
ouvert. Nous revenons dorénavant à la définition discrète de l’ensemble de reconstruction.
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∂Ω, le terme diagonal est strictement dominant. Cela suffit à rendre la matrice définie
positive, donc inversible. Pour un domaine rectangulaire, la forme particulière (de type
Toeplitz) de la matrice permet une résolution en O(|Ω| ln|Ω|) grâce à la DST [239]. Pour
un domaine de forme quelconque, des travaux récents [152] ont montré que l’on pouvait
trouver une solution z « ǫ-proche » de la solution réelle ẑ, i.e.
‖z− ẑ‖ < ǫ‖ẑ‖ (2.37)
avec une complexité en :
O(nnz(LD) ln|
◦
Ω| ln(1/ǫ)) = O(|Ω| ln|Ω|) (2.38)
où nnz(LD) désigne le nombre d’éléments non nuls de LD, qui est en O(5|
◦
Ω|). La com-
plexité est donc du même ordre que celle de la solution utilisant la DST [239], qui n’est
valide que pour un domaine rectangulaire.
Condition naturelle au bord
Le cas de la condition naturelle au bord (2.26) est plus délicat, car sa discrétisation
dépend du type de pixel de bord. Il existe a priori 24 − 1 = 15 configurations différentes
pour le voisinage d’un pixel de bord (nombre de parties d’un ensemble de cardinal 4,
moins le cas où les quatre voisins sont dans Ω). Parmi ces pixels, nous retirons de Ω les
pixels pour lesquels seuls deux voisins opposés sont dans Ω (soit les voisins de gauche et
de droite, soit les voisins de dessus et de dessous). En effet, pour de tels pixels, il serait
impossible de calculer, par différence finie, la composante du gradient de profondeur
dans la direction orthogonale au « bord » de Ω. Nous éliminons également les pixels
pour lesquels aucun voisin ne se trouve dans Ω. Il reste donc « seulement » douze types
de pixels de bord, qui sont illustrés sur la figure 2.4 :
Ω1 = {(u, v) ∈ Ω/(u, v − 1) ∈ Ω, (u− 1, v) /∈ Ω, (u+ 1, v) /∈ Ω, (u, v + 1) /∈ Ω} (2.39)
Ω2 = {(u, v) ∈ Ω/(u, v − 1) ∈ Ω, (u− 1, v) ∈ Ω, (u+ 1, v) ∈ Ω, (u, v + 1) /∈ Ω} (2.40)
Ω3 = {(u, v) ∈ Ω/(u, v − 1) /∈ Ω, (u− 1, v) /∈ Ω, (u+ 1, v) /∈ Ω, (u, v + 1) ∈ Ω} (2.41)
Ω4 = {(u, v) ∈ Ω/(u, v − 1) /∈ Ω, (u− 1, v) ∈ Ω, (u+ 1, v) ∈ Ω, (u, v + 1) ∈ Ω} (2.42)
Ω5 = {(u, v) ∈ Ω/(u, v − 1) /∈ Ω, (u− 1, v) ∈ Ω, (u+ 1, v) /∈ Ω, (u, v + 1) /∈ Ω} (2.43)
Ω6 = {(u, v) ∈ Ω/(u, v − 1) ∈ Ω, (u− 1, v) ∈ Ω, (u+ 1, v) /∈ Ω, (u, v + 1) ∈ Ω} (2.44)
Ω7 = {(u, v) ∈ Ω/(u, v − 1) /∈ Ω, (u− 1, v) /∈ Ω, (u+ 1, v) ∈ Ω, (u, v + 1) /∈ Ω} (2.45)
Ω8 = {(u, v) ∈ Ω/(u, v − 1) ∈ Ω, (u− 1, v) /∈ Ω, (u+ 1, v) ∈ Ω, (u, v + 1) ∈ Ω} (2.46)
Ω9 = {(u, v) ∈ Ω/(u, v − 1) ∈ Ω, (u− 1, v) ∈ Ω, (u+ 1, v) /∈ Ω, (u, v + 1) /∈ Ω} (2.47)
Ω10 = {(u, v) ∈ Ω/(u, v − 1) /∈ Ω, (u− 1, v) ∈ Ω, (u+ 1, v) /∈ Ω, (u, v + 1) ∈ Ω} (2.48)
Ω11 = {(u, v) ∈ Ω/(u, v − 1) ∈ Ω, (u− 1, v) /∈ Ω, (u+ 1, v) ∈ Ω, (u, v + 1) /∈ Ω} (2.49)
Ω12 = {(u, v) ∈ Ω/(u, v − 1) /∈ Ω, (u− 1, v) /∈ Ω, (u+ 1, v) ∈ Ω, (u, v + 1) ∈ Ω} (2.50)
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Le bord du domaine peut être défini comme l’union de ces douze ensembles (qui sont
disjoints) : ∂Ω =
⋃12
i=1Ωi.
En discrétisant l’opérateur gradient par des différences finies d’ordre 1, avant ou ar-
rière suivant le type de bord 9, les discrétisations de la condition naturelle au bord (2.26)
correspondant aux douze types de pixels de bord s’écrivent :
z(u, v)− z(u, v − 1) = q(u, v), (u, v) ∈ Ω1 ∪ Ω2 (2.51)
z(u, v)− z(u, v + 1) = −q(u, v), (u, v) ∈ Ω3 ∪ Ω4 (2.52)
z(u, v)− z(u− 1, v) = p(u, v), (u, v) ∈ Ω5 ∪ Ω6 (2.53)
z(u, v)− z(u+ 1, v) = −p(u, v), (u, v) ∈ Ω7 ∪ Ω8 (2.54)
2z(u, v)− z(u, v − 1)− z(u− 1, v) = p(u, v) + q(u, v), (u, v) ∈ Ω9 (2.55)
2z(u, v)− z(u− 1, v)− z(u, v + 1) = p(u, v)− q(u, v), (u, v) ∈ Ω10 (2.56)
2z(u, v)− z(u, v − 1)− z(u+ 1, v) = −p(u, v) + q(u, v), (u, v) ∈ Ω11 (2.57)
2z(u, v)− z(u, v + 1)− z(u+ 1, v) = −p(u, v)− q(u, v), (u, v) ∈ Ω12 (2.58)
On constate que l’équation est la même pour Ω1 et Ω2, car la normale unitaire sortante
est la même, et de même pour Ω3 et Ω4, pour Ω5 et Ω6 et pour Ω7 et Ω8 (cf. figure 2.4).
Ω1
Ω2
Ω7Ω8
Ω11Ω12
Ω10
Ω4
Ω3
Ω5
Ω6
Ω9
u
v
Figure 2.4 – Exemple de domaine Ω illustrant les douze types de pixels de bord. Les
cercles blancs désignent les pixels de l’intérieur
◦
Ω, les cercles noirs ceux du bord ∂Ω.
Chaque ensemble Ωi, i = 1 . . . 12, contient un seul pixel, à l’exception de Ω6 et Ω8 qui
en contiennent trois chacun. Les flèches représentent les normales sortantes.
9. Pour éviter tout biais, il serait préférable d’utiliser des différences finies d’ordre deux, mais cela
serait nettement plus difficile à implémenter, car il existerait encore beaucoup plus de types de pixels de
bord à distinguer.
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Les équations (2.35) correspondant aux pixels de
◦
Ω, complétées par les équations (2.51)
à (2.58) correspondant aux pixels de ∂Ω, forment un système linéaire :
LNz = dN (2.59)
de |Ω| équations à |Ω| inconnues (ces inconnues sont les valeurs {z(u, v), (u, v) ∈ Ω}).
La matrice LN est symétrique, semi-définie positive, de rang |Ω| − 1. Son noyau, qui est
de dimension 1 d’après le théorème du rang, est engendré par le vecteur de R|Ω| dont
toutes les coordonnées sont égales à 1. Cela est lié au fait que toute solution de l’équation
initiale (2.16) ne peut être définie qu’à une constante additive près.
Lorsque Ω est rectangulaire, la DCT permet de calculer une des solutions du sys-
tème (2.59) avec une complexité en O(|Ω| ln|Ω|). Pour un domaine Ω de forme quel-
conque, comme la matrice LN n’est pas inversible, il est impossible d’utiliser les tech-
niques de résolution directes comme par exemple la factorisation LU. Ce type d’approche
n’est de toute façon pas très pertinent, car sa complexité est en O(|Ω|3). Les méthodes
itératives de type Jacobi, Gauss-Seidel ou SOR peuvent être employées, mais comme LN
n’est pas de rang maximal, leur convergence est extrêmement lente [112].
La matrice LN est symétrique à diagonale dominante (pas strictement dominante),
donc semi-définie positive. Il s’agit d’une matrice laplacienne, i.e. dont la somme des
lignes et des colonnes est nulle. Elle contient une description du domaine Ω, vu comme
un graphe, sous une forme très facile à interpréter : les éléments diagonaux indiquent le
degré de chaque nœud du graphe (4 pour un pixel de
◦
Ω, 1, 2 ou 3 pour un pixel de ∂Ω),
tandis que les éléments non diagonaux décrivent la connexité du graphe (0 pour deux
nœuds non adjacents, −1 pour deux nœuds adjacents). Il a été montré récemment que
de nombreuses EDP pouvaient être résolues très efficacement en suivant une approche
par graphe [247, 250]. En particulier, malgré le caractère non inversible d’une matrice
laplacienne, un système linéaire dont la matrice est de ce type peut être préconditionné
par la méthode décrite dans [152] (préconditionnement combinatorial multigrid, noté
CMG), avant d’être résolu par la méthode du gradient conjugué ou toute autre méthode
de Krylov [227]. Le nombre d’éléments non nuls de LN étant égal à :
nnz(LN ) = |Ω|+ 4
∣∣∣∣ ◦Ω∣∣∣∣+ 3 ∑
i∈{2,4,6,8}
|Ωi|+ 2
∑
i∈{9,10,11,12}
|Ωi|+
∑
i∈{1,3,5,7}
|Ωi|
= 5 |Ω| −
∑
i∈{2,4,6,8}
|Ωi| − 2
∑
i∈{9,10,11,12}
|Ωi| − 3
∑
i∈{1,3,5,7}
|Ωi| (2.60)
qui est inférieur à 5|Ω| = O(|Ω|), la résolution du système linéaire (2.59) peut être
réalisée en O(|Ω| ln|Ω|) [152]. On peut ainsi atteindre des performances comparables à
l’approche utilisant la DCT [239], mais sans imposer à Ω d’être rectangulaire.
2.3.2 Résolution du problème discret associé à (2.21)
Nous avons vu, dans le paragraphe 2.3.1, que la condition naturelle au bord (2.26)
était difficile à manipuler. Harker et O’Leary ont également souligné dans [112] que
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l’utilisation de différences finies centrées d’ordre 2 à l’intérieur du domaine, et de diffé-
rences finies avant ou arrière d’ordre 1 sur le bord, induisait un biais. Harker et O’Leary
contournent cette difficulté en introduisant des opérateurs de différenciation matriciels.
Cette approche est cependant limitée à des domaines rectangulaires. Pour un domaine
de forme quelconque, on peut écrire la condition d’optimalité associée à chaque incon-
nue z(u, v) du problème d’optimisation discret associé à (2.21). La discrétisation de ce
problème, telle qu’elle est recommandée dans [81, 126], s’écrit :
min
{z(u,v), (u,v)∈Ω}
∑∑
(u,v)∈Ωu+
[
∂+u z(u, v)− p¯(u, v)
]2
+
∑∑
(u,v)∈Ωv+
[
∂+v z(u, v)− q¯(u, v)
]2
(2.61)
où :
p¯(u, v) =
p(u+ 1, v) + p(u, v)
2
(2.62)
q¯(u, v) =
q(u, v + 1) + q(u, v)
2
(2.63)
∂+u z(u, v) = z(u+ 1, v)− z(u, v) (2.64)
∂+v z(u, v) = z(u, v + 1)− z(u, v) (2.65)
Ωu+ = {(u, v) ∈ Ω/(u+ 1, v) ∈ Ω} (2.66)
Ωv+ = {(u, v) ∈ Ω/(u, v + 1) ∈ Ω} (2.67)
En procédant de cette façon, toutes les différences finies ont une précision d’ordre 1. Le
moyennage des valeurs de p et q permet en outre de compenser le choix de différences
finies avant, afin d’atteindre une précision d’ordre 2 sur l’ensemble du domaine.
La condition d’optimalité associée à chaque inconnue z(u, v) s’écrit :
[χ(u, v − 1) + χ(u− 1, v) + χ(u+ 1, v) + χ(u, v + 1)] z(u, v)
−χ(u, v − 1) z(u, v − 1)− χ(u− 1, v) z(u− 1, v)
−χ(u+ 1, v) z(u+ 1, v)− χ(u, v + 1) z(u, v + 1)
= χ(u− 1, v) p¯(u− 1, v)− χ(u+ 1, v) p¯(u, v)
+χ(u, v − 1) q¯(u, v − 1)− χ(u, v + 1) q¯(u, v) (2.68)
où χ est la fonction caractéristique de Ω. Sans surprise, le système :
Lz = d (2.69)
formé par les |Ω| équations linéaires (2.68) est très similaire au système (2.59) obtenu
par discrétisation de l’équation de Poisson (2.25) et de la condition naturelle au bord 10.
Comme cela est discuté dans le paragraphe 2.3.1, nous préconisons le préconditionnement
CMG [152], puis l’algorithme du gradient conjugué.
10. En réalité, l’approche discrète proposée peut s’interpréter comme la résolution numérique du pro-
blème continu par éléments finis : il est donc logique de retrouver une condition d’optimalité similaire à
la discrétisation par différences finies.
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En revanche, la discrétisation diffère légèrement pour les pixels du bord, selon que
l’on choisisse de discrétiser l’objectif ou sa condition d’optimalité continue. En effet, les
discrétisations (2.51) à (2.58) de la condition naturelle au bord impliquent un nombre
de points inférieur à celui qu’implique l’équation (2.68) pour un pixel du bord. En im-
pliquant davantage de points dans le calcul de ces termes de « laplacien » et de « di-
vergence », le biais au bord est limité. Par exemple, si (u, v) ∈ Ω4, la condition au
bord (2.52) (issue de la discrétisation de la condition d’optimalité continue) s’écrit :
z(u, v)− z(u, v + 1) = −q(u, v) (2.70)
Un seul des trois voisins de (u, v) situés dans Ω est donc impliqué, tandis que les trois
le sont avec l’écriture (2.68), qui devient :
3z(u, v)− z(u− 1, v)− z(u+ 1, v)− z(u, v + 1) = p(u− 1, v)− p(u+ 1, v)
2
−q(u, v + 1) + q(u, v)
2
(2.71)
L’approche continue et l’approche discrète présentent donc exactement la même com-
plexité, mais il est plus facile de limiter le biais avec l’approche discrète. C’est donc elle
que nous préférons utiliser dans la suite de ce chapitre. Si l’on se remémore les proprié-
tés que l’on attend d’une « bonne » méthode d’intégration (cf. paragraphe 2.2), celle
que nous préconisons (résolution du système linéaire (2.69) associé au problème (2.61),
par gradient conjugué préconditionné par CMG [152]) est robuste au bruit (minimisation
d’un critère en moindres carrés), indépendante de la topologie du domaine (qui peut être
de forme quelconque) et de faible complexité algorithmique (en O(|Ω| ln|Ω|)). Ceci en
fait la « meilleure » méthode d’intégration en l’absence de discontinuité de profondeur.
Intéressons-nous maintenant aux extensions possibles de cette méthode permettant la
prise en compte d’une connaissance a priori.
2.3.3 Extensions de l’intégration en moindres carrés
Conformément à la discussion menée dans le paragraphe 2.2.6, nous montrons com-
ment prendre en compte une éventuelle connaissance a priori sur le relief à reconstruire.
Points de contrôle
Si l’on souhaite imposer la valeur de la profondeur en un certain nombre de points
de contrôle, le problème à résoudre reste inchangé, mais cette connaissance a priori doit
être considérée comme une contrainte « dure » [128] :
min
{z(u,v), (u,v)∈Ω}
∑∑
(u,v)∈Ωu+
[
∂+u z(u, v)− p¯(u, v)
]2
+
∑∑
(u,v)∈Ωv+
[
∂+v z(u, v)− q¯(u, v)
]2
s.c. z = zc sur Ωc
(2.72)
où l’ensemble Ωc des points de contrôle est inclus dans Ω.
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Soit zc ∈ R|Ωc| le vecteur ayant pour composantes les profondeurs des points de
contrôle, z′ ∈ R|Ω|−|Ωc| le vecteur construit en retirant de z ces valeurs, Lc ∈ R|Ω|×|Ωc|
la sous-matrice formée par les colonnes de L correspondant aux points de contrôle, et
L′ ∈ R|Ω|×(|Ω|−|Ωc|) la sous-matrice de L complémentaire de Lc. La condition d’optimalité
associée au problème (2.72) est le système linéaire suivant :
L′z′ = d− Lczc (2.73)
qui comporte |Ω| équations à |Ω|−|Ωc| inconnues. Ce système est de rang maximal, donc
surcontraint, dès que |Ωc| > 0. Sa solution en moindres carrés est la solution (exacte) de
l’équation normale :
L′⊤L′z′ = L′⊤ (d− Lczc) (2.74)
qui est un système de Cramer de matrice L′⊤L′. La largeur de bande de L étant de
l’ordre de
√|Ω|, le calcul de L′⊤L′ est quasi-instantané. La matrice L′⊤L′ est elle-même
creuse et de faible largeur de bande. Cette matrice est symétrique, définie positive, alors
que la matrice L est symétrique, semi-définie positive. Cette différence provient de ce
que le problème initial (2.16) ne peut être résolu qu’à une constante additive près, et
que l’existence d’au moins un point de contrôle (i.e., |Ωc| > 0) suffit à fixer la valeur de
cette constante, donc à rendre le problème bien posé.
La matrice L′⊤L′ étant à diagonale strictement dominante, l’utilisation de méthodes
directes devient possible, à la place des méthodes itératives comme le gradient conjugué.
En particulier, la factorisation de Cholesky de L′⊤L′ peut être calculée avec une com-
plexité en O((|Ω|− |Ωc|)2). Bien que ce coût soit supérieur à celui de l’approche itérative
par gradient conjugué préconditionné, l’approche directe est aussi rapide en pratique,
et plus facile à implémenter. En effet, des algorithmes de factorisation de Cholesky op-
timisés comme CHOLMOD 11 peuvent être employés. De tels algorithmes optimisent
notamment les produits matriciels de type « matrice-matrice » (BLAS de niveau 3).
Régularisation à l’ordre 0
On dispose parfois d’un autre type d’a priori sur la surface à reconstruire. Par
exemple, si l’on couple la stéréophotométrie à un capteur de profondeur, la profondeur
est connue de façon approchée en chaque point de Ω 12 : il a d’ailleurs été montré récem-
ment qu’un tel a priori rendait possible la reconstruction 3D par SFS sous un éclairage
« naturel » [193].
Pour prendre en compte cette connaissance a priori, il suffit d’introduire une régulari-
11. Il s’agit de l’algorithme invoqué par Matlab à l’exécution de la commande A \ b [58], pour une
matrice A symétrique, définie positive.
12. En réalité, la carte de profondeur issue de ce type de capteurs comporte souvent des trous, mais
la profondeur peut bien sûr être interpolée dans ces régions.
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sation quadratique à l’ordre 0 de la profondeur, comme nous l’avons proposé dans [211] :
min
{z(u,v), (u,v)∈Ω}
∑∑
(u,v)∈Ωu+
[
∂+u z(u, v)− p¯(u, v)
]2
+
∑∑
(u,v)∈Ωv+
[
∂+v z(u, v)− q¯(u, v)
]2
+ λ
∑∑
(u,v)∈Ω
[z(u, v)− z0(u, v)]2 (2.75)
où le choix de λ > 0 dépend de la confiance que l’on porte à l’a priori z0. Si aucun a priori
n’est disponible, on peut aussi choisir z0 ≡ 0 et λ→ 0+, de façon à limiter l’influence de
cet « a priori ». En fait, faire tendre λ vers 0 revient, comme précédemment, à rendre
le problème bien posé en fixant la constante additive de la solution, de telle sorte que
E[z] = E[z0].
L’équation d’optimalité associée au problème (2.75) s’écrit :
(L+ λI) z = d+ λz0 (2.76)
où la matrice L et le vecteur d sont définis en (2.69), I désigne la matrice identité d’ordre
|Ω| et z0 le vecteur construit par concaténation des valeurs de z0.
Le système (2.76) est à diagonale strictement dominante dès lors que λ > 0. Comme
pour l’intégration en présence de points de contrôle, cette propriété permet d’utiliser
une méthode de résolution directe, e.g. la factorisation de Cholesky CHOLMOD [58],
pour une complexité théorique en O(|Ω|2), mais dont le coût est très faible en pratique
grâce aux accélérations BLAS de niveau 3. La méthode du gradient conjugué précon-
ditionné [152], de complexité en O(|Ω| ln|Ω|), reste bien entendu utilisable. L’approche
directe par factorisation est légèrement plus rapide, mais nécessite davantage de mé-
moire. Le choix de l’une ou l’autre de ces méthodes dépend des ressources en mémoire
dont on dispose.
Il est donc très facile d’adapter l’approche discrète décrite dans le paragraphe 2.3.2
pour prendre en compte d’éventuels points de contrôle ou un a priori sur la profondeur,
sans que cela augmente le coût algorithmique. Si l’on excepte la robustesse aux discon-
tinuités de profondeur, toutes les « bonnes propriétés » décrites dans le paragraphe 2.2
sont donc maintenant garanties.
2.3.4 Évaluation quantitative
La table 2.1 compile les résultats obtenus par différentes méthodes d’intégration en
moindres carrés, ainsi que par la méthode du fast marching [95] (notée FM), dont nous
avons déjà dit qu’elle était biaisée, mais qui peut servir à initialiser efficacement les
méthodes itératives. Nous ne présentons dans cette table que les méthodes d’intégration
en moindres carrés jugées les plus représentatives, à savoir :
• l’approche directe CHOLMOD [58] appliquée au problème régularisé à l’ordre 0
(cf. paragraphe 2.3.3), avec z0 ≡ 0 et λ = 10−9 ;
• le gradient conjugué préconditionné par CMG [152] (notée PCG-CMG) ;
• l’approche SOR, qui est représentative des schémas introduits dans [81, 128].
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Il ressort de cette étude comparative que la méthode directe est la plus rapide, quoique
la méthode itérative préconditionnée offre des performances quasi-équivalentes.
Les méthodes itératives présentent cependant l’avantage d’utiliser beaucoup moins
d’espace mémoire que les méthodes directes. De plus, le préconditionnement ne concerne
que la matrice du système à résoudre : si l’intégration doit être réalisée un grand nombre
de fois sur le même domaine Ω, mais pour différentes estimations du gradient, il est
préférable d’utiliser une méthode itérative. Comme nous le verrons, cela est important
dans le cadre de l’intégration robuste aux discontinuités de profondeur. Nous recomman-
dons finalement de plutôt utiliser une méthode itérative, à savoir le gradient conjugué,
associée au préconditionnement CMG [152].
|Ω| ∼ 104 |Ω| ∼ 106
RMSE CPU RMSE CPU
Plan z = 0 91,05 - 365,07 -
DCT [239] 0,756 0,01 2,27 0,12
FM [95] 4,935 < 0, 01 5,00 0,15
SOR [128] 1,78 ⋆ 155,2 ⋆ 171,0 ⋆ 2542,1 ⋆
FM+SOR 0,345 ⋆ 141,8 ⋆ 2,60 ⋆ 2559,2 ⋆
PCG-CMG 0,370 0,32 0,360 3,82
FM+PCG-CMG 0,370 0,18 0,360 3,04
Cholesky 0,370 0,09 0,371 2,16
Table 2.1 – Comparaison de la précision et de la durée d’exécution de plusieurs méthodes
d’intégration en moindres carrés sur un domaine Ω de forme arbitraire (les mesures
d’erreur RMSE sont exprimées en pixels, les temps CPU en secondes). Ces résultats
sont obtenus pour la fonction peaks de Matlab, dont le gradient est connu sous forme
analytique. Nous utilisons comme domaine de reconstruction le cercle inscrit dans un
domaine carré de taille 256 × 256 (|Ω| ∼ 104) ou 1024 × 1024 (|Ω| ∼ 106). La solution
par DCT est très rapide, mais biaisée si le domaine n’est pas rectangulaire (le champ
g a été complété par des 0 en dehors de Ω, ce qui le rend non intégrable). La solution
par fast marching (FM) est également très rapide, mais ses résultats sont peu fiables à
cause de la propagation des erreurs inhérente à la méthode. Cependant, elle peut être
utilisée comme initialisation (tout comme la solution par DCT) pour les méthodes en
moindres carrés itératives (SOR, ou gradient conjugué préconditionné par CMG [152]),
plutôt que l’initialisation arbitraire z ≡ 0. L’approche directe, par régularisation à l’ordre
0 et factorisation de Cholesky, est plus rapide que les méthodes itératives (mais plus
gourmande en mémoire). Les méthodes itératives de type SOR (et a fortiori, de type
Gauss-Seidel ou Jacobi [81, 128]) convergent très lentement, même avec une initialisation
adéquate (l’astérisque ⋆ indique que le critère d’arrêt, en l’occurrence un écart relatif en
norme 2 inférieur à 10−6 entre deux itérations, n’a pas été atteint en 100000 itérations).
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2.4 Nouvelles méthodes d’intégration robustes
L’intégration en moindres carrés présente l’avantage de se traduire par des méthodes
numériques très efficaces, grâce à la linéarité des systèmes d’équations qui en découlent.
Toutefois, cette approche n’est pas robuste aux données aberrantes, qui ne peuvent
malheureusement pas être évitées dès lors que la surface à reconstruire n’est régulière
que par morceaux. Dans ce paragraphe, nous proposons plusieurs techniques d’intégration
robustes spécialement conçues pour tenir compte de telles données.
2.4.1 Moindres carrés pondérés
Une première approche consiste à prendre en compte l’hétéroscédasticité de l’erreur
d’estimation du champ de gradient g, au moyen d’une pondération appropriée. L’ap-
proche en moindres carrés (2.21) peut être remplacée par une minimisation en moindres
carrés pondérés :
min
z
∫∫
(u,v)∈Ω
w(u, v)‖∇z(u, v)− g(u, v)‖2 dudv (2.77)
où le poids w(u, v), déterminé a priori, est censé refléter la confiance que l’on porte à
l’estimation de g(u, v).
Cette approche a été proposée par Horovitz dans le cadre de la prise en compte de
points de contrôle : les poids sont alors calculés en fonction de la distance euclidienne
au point de contrôle le plus proche. Saracchini et al. [229, 228], ainsi que Kimmel et
al. [146], utilisent également cette approche dans le cadre plus général de l’estimation
robuste, mais ils supposent que la carte de poids est fournie, c’est-à-dire qu’elle constitue
une donnée supplémentaire. Nous avons proposé dans [210, 211] deux façons de définir
ces poids.
Pondération par l’intégrabilité
Une première possibilité pour résoudre le problème en moindres carrés pondérés (2.77),
lorsqu’on ne dispose que de la donnée du champ estimé g, est de choisir une pondération
qui soit une fonction décroissante de l’intégrabilité I, telle qu’elle a été définie en (2.27).
Pour justifier le choix de cette pondération, écrivons la condition d’optimalité associée
à (2.77).
En supposant w > 0, et en remarquant que ∇ww = ∇(lnw), la condition d’optimalité
associée au problème variationnel (2.77) est une équation de Poisson modifiée :
∆z(u, v) +∇ (lnw(u, v)) · (∇z(u, v)− g(u, v)) = ∇ · g(u, v) (2.78)
qui peut être interprétée comme une équation de diffusion anisotrope [202].
Nous proposons d’utiliser la pondération suivante :
w(u, v) = exp
(
−γI(u, v)2
)
(2.79)
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où γ est un paramètre permettant de contrôler la pondération. Si γ = 0, w(u, v) ≡ 1
et on retrouve le problème en moindres carrés (2.21) (pondération uniforme). Ceci est
également le cas si la surface est parfaitement régulière, i.e. si I ≡ 0. En revanche,
pour les points (u, v) situés sur une discontinuité de profondeur, la valeur I(u, v) de
l’intégrabilité peut devenir très élevée, et donc w(u, v) < 1 pour peu que γ > 0. Une
importance moindre est donc accordée à ces points dans le problème (2.77).
Pondération par le niveau de gris
Dans le contexte de la stéréophotométrie, on dispose de données bien plus riches que
la seule estimation de g. En particulier, les données aberrantes peuvent être détectées
directement sur les images. Nous proposons une autre pondération, que nous avons déjà
introduite dans [77], qui compare le vecteur i(u, v) = [I1(u, v), . . . , Im(u, v)]⊤ des niveaux
de gris du pixel (u, v) aux vecteurs i(Vi(u, v)) = [I1(Vi(u, v)), . . . , Im(Vi(u, v))]⊤, i ∈
[1, 8], des niveaux de gris de ses huit plus proches voisins. D’après le modèle lambertien
linéaire (1.18), Ii(u, v) = ρ(u, v)si ·n(u, v). Il s’en suit que le vecteur i(u, v)/‖i(u, v)‖ est
indépendant de l’albédo : si la surface est lisse autour du pixel (u, v), chaque composante
de ce vecteur normalisé est sensiblement égale à la composante correspondante dans
le vecteur normalisé i(Vi(u, v))/‖i(Vi(u, v))‖. Un changement brutal dans l’une des m
composantes de ce vecteur ne peut donc s’expliquer que par une variation brutale de la
normale entre (u, v) et Vi(u, v). Évaluer l’écart maximal entre les composantes de ces
deux vecteurs, pour chacun des huit voisins, permet donc de détecter les potentielles
discontinuités. Nous utilisons donc finalement comme pondération :
w(u, v) = exp
{
−γD(u, v)2
}
(2.80)
où :
D(u, v) = max
{∥∥∥∥ i(u, v)‖i(u, v)‖ − i(Vi(u, v))‖i(Vi(u, v))‖
∥∥∥∥
∞
, i ∈ [1, 8]
}
(2.81)
La figure 2.5 illustre les pondérations (2.79) et (2.80) sur un exemple. Ces deux
types de pondération semblent effectivement affecter un poids faible aux pixels situés
près des discontinuités de profondeur. On note également que la pondération (2.79), qui
est sensible aux erreurs d’estimation de g, est plus « bruitée » que la pondération (2.80),
qui est directement calculée à partir des images.
Résolution numérique
Comme pour l’intégration en moindres carrés, on peut utiliser deux approches pour
résoudre le problème d’optimisation (2.77). La première consiste à discrétiser l’équation
d’Euler-Lagrange (2.78). Rappelons que cette équation doit être accompagnée d’une
condition au bord bien choisie, et qu’il existe douze types de pixels de bord à traiter
avec minutie. Plutôt que d’utiliser cette approche, nous préférons résoudre le problème
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Figure 2.5 – Comparaison de deux pondérations permettant d’intégrer (en moindres
carrés pondérés) des normales estimées par stéréophotométrie. (a)-(b) Deux photogra-
phies (parmi dix) de taille 1062 × 836 d’une tête de Buddha en plâtre. (c) Pondéra-
tion (2.79). (d) Pondération (2.80). La valeur du paramètre γ a été choisie, dans chaque
cas, de manière à obtenir le résultat visuellement jugé le meilleur. Si ces deux pondéra-
tions semblent effectivement limiter le poids des pixels situés près des discontinuités, la
pondération (d) semble moins « bruitée » que la pondération (c), ce qui peut s’expliquer
par le fait qu’elle est calculée à partir des images mêmes, et non à partir de l’estimation
de g par stéréophotométrie, qui est potentiellement biaisée.
discret suivant :
min
{z(u,v), (u,v)∈Ω}
∑∑
(u,v)∈Ωu+
w(u, v)
[
∂+u z(u, v)−p¯(u, v)
]2
+
∑∑
(u,v)∈Ωv+
w(u, v)
[
∂+v z(u, v)−q¯(u, v)
]2
(2.82)
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La condition d’optimalité en un pixel (u, v) quelconque de Ω s’écrit :
[χ(u,v−1)w(u,v−1)+χ(u−1,v)w(u−1,v)+χ(u+1, v)w(u,v)+χ(u,v+1)w(u,v)]z(u,v)
−χ(u, v − 1)w(u, v − 1)z(u, v − 1)− χ(u− 1, v)w(u− 1, v)z(u− 1, v)
−χ(u+ 1, v)w(u, v)z(u+ 1, v)− χ(u, v + 1)w(u, v)z(u, v + 1)
= χ(u− 1, v)w(u− 1, v)p¯(u− 1, v)− χ(u+ 1, v)w(u, v)p¯(u, v)
+χ(u, v − 1)w(u, v − 1)q¯(u, v − 1)− χ(u, v + 1)w(u, v)q¯(u, v)
(2.83)
Le système linéaire formé par les |Ω| équations (2.83) comporte |Ω| inconnues. Sa
matrice est une matrice symétrique, semi-définie positive, mais dont les éléments non
nuls ne présentent plus de régularité particulière dès lors que les poids ne sont pas
uniformes (si w ≡ 1, on retrouve exactement les équations (2.68)). Les techniques dis-
cutées dans le paragraphe 2.3 peuvent cependant s’appliquer : nous préconisons soit la
résolution directe par factorisation de Cholesky du problème régularisé à l’ordre 0 (cf.
paragraphe 2.3.3), soit la résolution itérative par gradient conjugué, préconditionné par
la méthode CMG [152].
Évaluation qualitative
Les figures 2.6, 2.7 et 2.8 illustrent les deux pondérations proposées (par l’intégrabilité
et par le niveau de gris). Les reconstructions 3D sont obtenues par intégration du champ
de gradient estimé sur un domaine non rectangulaire, complété par des valeurs nulles.
En procédant de la sorte, le champ est fortement non intégrable sur le bord du domaine,
ce qui provoque habituellement des phénomènes de Gibbs. En pondérant les moindres
carrés, les phénomènes de Gibbs sont nettement atténués.
L’approche en moindres carrés pondérés repose sur une détection a priori des discon-
tinuités. Cependant, il n’est pas toujours facile d’effectuer une telle détection. Il semble
donc plus raisonnable de déterminer les poids automatiquement, en fonction de la norme
du résidu ‖∇z − g‖ [6, 80], sachant que la condition d’optimalité ne sera plus linéaire
et qu’une résolution itérative sera requise. Nous verrons, dans le prochain paragraphe,
comment utiliser cette approche pour l’intégration robuste, au moyen d’une fonctionnelle
inspirée du modèle L2-TV bien connu dans le domaine du traitement d’images [226].
Plus généralement, tout intégrateur robuste de la forme (2.22) semble pertinent. Afin
de pouvoir utiliser indifféremment l’approche directe par factorisation de Cholesky ou
la méthode du gradient conjugué préconditionné, nous nous attachons maintenant à
résoudre le problème très général suivant :
min
z
∫∫
(u,v)∈Ω
Φ(‖∇z(u, v)− g(u, v)‖) + λ [z(u, v)− z0(u, v)]2 du dv (2.84)
pour différents choix de la fonction Φ.
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(a) (b) (c)
Figure 2.6 – Effet des discontinuités de profondeur sur la reconstruction 3D obtenue
par intégration du champ de gradient estimé. (a) Champ de gradient g estimé à partir
des m = 3 images du buste de Beethoven (cf. figure 1.2), complété par des valeurs nulles
en dehors du buste. (b) Rééclairage frontal de la surface estimée en intégrant le champ
g en moindres carrés. Des phénomènes de Gibbs sont visibles sur le bord du buste. (c)
Rééclairage frontal de la surface estimée en moindres carrés pondérés, en utilisant la
pondération (2.79), qui dépend de l’intégrabilité : ces phénomènes sont atténués.
2.4.2 Modèle L2-TV
Au vu de la discussion menée dans le paragraphe 1.3.4, nous pouvons prédire que
le choix Φ(s) = |s| dans (2.84) constitue un compromis très acceptable entre convexité
du problème et robustesse. Il a de plus été établi dans [76] et dans [80] (au moyen
d’une approximation différentiable de la norme 1) que l’intégration en norme 1 était
nettement plus robuste aux discontinuités de profondeur que celle en moindres carrés.
Nous pouvons également justifier cette observation par la remarque suivante : il est bien
connu en traitement d’images que la mesure de la variation totale isotrope :
TV(z) =
∫∫
Ω
‖∇z(u, v)‖dudv (2.85)
possède des propriétés intéressantes relatives à la préservation des arêtes, et qu’elle tend
à favoriser les solutions lisses par morceaux. En considérant les discontinuités de pro-
fondeur comme le pendant en 3D des contours d’une image en 2D, il semble raisonnable
de chercher à obtenir un résidu ∇z − g¯ qui soit lui-même lisse par morceaux. Cette
remarque nous invite à adapter le modèle de Rudin, Osher et Fatemi [226] au problème
de l’intégration. En choisissant Φ(s) = |s|, le problème (2.84) devient :
min
z
∫∫
(u,v)∈Ω
‖∇z(u, v)− g(u, v)‖+ λ [z(u, v)− z0(u, v)]2 du dv (2.86)
Nous présentons dans le prochain paragraphe un schéma numérique efficace pour ré-
soudre (2.86).
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(a) (b)
(c) (d)
Figure 2.7 – Intégration en moindres carrés pondérés à partir des données de la fi-
gure 2.5, sur un domaine rectangulaire (le champ g est complété par des valeurs nulles en
dehors du domaine de reconstruction). Reconstructions 3D (a) en moindres carrés [109]
et (b) en moindres carrés pondérés, en utilisant la pondération (2.80), qui dépend des
niveaux de gris. Les deux reliefs sont similaires, sauf à proximité des discontinuités, ce
qui est illustré par les gros plans (c) et (d). Voir également la figure 2.8.
Résolution par ADMM
Afin de résoudre numériquement le problème (2.86), nous choisissons une méthode
de type « lagrangien augmenté ». Nous discrétisons pour cela (2.86) par le problème sous
contrainte suivant : 
min
z,r
∑∑
(u,v)∈Ω
‖r(u, v)‖+ λ [z(u, v)− z0(u, v)]2
s.c. r = ∇z − g¯
(2.87)
où désormais, nous supposons pour simplifier que Ω = Ω+u ∩ Ω+v , nous remplaçons le
champ g par le moyennage suivant :
g¯(u, v) =
1
2
[
p¯(u, v)
q¯(u, v)
]
(2.88)
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Figure 2.8 – Vue latérale de la reconstruction 3D en moindres carrés pondérés (pondé-
ration (2.80)), calculée sur un domaine Ω non rectangulaire (i.e., sans complétion de g
par des valeurs nulles), et relief réel vu sous un angle similaire.
où p¯ et q¯ sont définis, respectivement, en (2.62) et (2.63), et nous notons abusivement :
∇z(u, v) =
[
∂+u z(u, v)
∂+v z(u, v)
]
(2.89)
En introduisant une variable auxiliaire b 13, le problème (2.87) peut être résolu ité-
rativement par un schéma à direction de descente alternée (alternating direction method
13. Cette variable auxiliaire est fortement liée à la distance de Bregman. Les approches fondées sur le
lagrangien augmentée, qui datent des années 1970 [225], sont en effet équivalentes aux méthodes plus
récentes de type itérations de Bregman [280]. Ces deux méthodes sont, en outre, des cas particuliers
d’algorithmes proximaux. De la même façon, les schémas ADMM [34] correspondent aux itérations de
type split-Bregman [104]. La formulation en termes d’itérations de Bregman semble cependant offrir
certains avantages du point de vue numérique [279]. Les liens existant entre les approches fondées sur le
lagrangien augmenté et celles fondées sur les itérations de Bregman sont discutés dans [86].
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of multipliers, noté ADMM) [34] :
rk+1(u, v) = argmin
r∈R2
‖r‖+α
∥∥∥r− (∇zk(u, v)−g¯(u, v)−bk(u, v))∥∥∥2 (2.90)
zk+1 = argmin
z
λ ‖z − z0‖2L2(Ω) + α
∥∥∥∇z − (rk+1 + g¯+ bk)∥∥∥2
L2(Ω)
(2.91)
bk+1 = bk + rk+1 −∇zk+1 + g¯ (2.92)
à partir d’une solution initiale (r0, z0,b0) = (∇z0 − g¯, z0,0). Ce schéma comporte deux
paramètres : λ > 0 est un paramètre du modèle (2.86), fixé a priori ; en revanche, α est
un paramètre du schéma, assimilable à une vitesse de descente.
La convergence des schémas de type ADMM peut être établie pour toute valeur
de α [235] : le choix d’une valeur particulière pour α affecte uniquement la vitesse de
convergence. On peut en outre montrer que le taux de convergence de ces schémas est
ergodique, i.e. égal à O(1/k), et la méthode peut être accélérée pour atteindre un taux
de convergence de O(1/k2) [103].
Le problème (2.90) est un problème de « poursuite de base » (base pursuit) [57],
dont la solution est donnée, en chaque pixel, par l’opérateur de « seuillage doux » (les
dépendances en (u, v) ont été omises pour des raisons de lisibilité, et pour montrer que
ce seuillage est facile à paralléliser) :
rk+1 =
∇zk − g¯− bk
‖∇zk − g¯− bk‖ max
{∥∥∥∇zk − g¯− bk∥∥∥− 1
α
, 0
}
(2.93)
tandis que le problème (2.91) est un problème d’intégration en moindres carrés, dont
nous avons déjà discuté abondamment la résolution numérique.
Remarquons que l’étape d’intégration en moindres carrés (2.91) doit être répétée un
certain nombre de fois sur le même domaine. C’est précisément dans un tel cas qu’il
est intéressant de recourir à l’approche itérative par gradient conjugué préconditionné.
En effet, seul le second membre du système à résoudre change au cours des itérations.
Le préconditionnement peut donc être effectué une fois pour toutes, et réutilisé sans
nouveau calcul à chaque itération. Cela garantit des performances optimales, à la fois en
termes de complexité algorithmique et d’occupation de la mémoire [152].
Mentionnons enfin deux autres méthodes que l’algorithme ADMM 14 pour résoudre
le problème (2.87) : l’algorithme FISTA proposé par Beck et Teboulle [27], dont le taux
de convergence est théoriquement équivalent, mais qui est généralement plus rapide et
ne dépend pas du choix d’un paramètre de descente tel que α, et les approches primales-
duales [47, 288].
14. Pour une étude plus générale de ces algorithmes, nous renvoyons le lecteur aux deux monographies
proposées par Boyd et al. [34, 199] qui traitent, respectivement, des méthodes ADMM et des opérateurs
proximaux, ainsi qu’à [235] pour les preuves de convergence de plusieurs schémas numériques.
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Résultats expérimentaux
Nous avons évalué l’algorithme ADMM dans [211] sur des champs de gradient obtenus
par stéréophotométrie à partir des jeux de données réelles Scholar 15 (cf. figure 2.9) et
Beethoven 16 (cf. figure 2.10). Pour mettre en évidence la robustesse aux discontinuités
de profondeur, nous avons appliqué la méthode sur le domaine rectangulaire entier, en
complétant g par des valeurs nulles.
Sur ces deux exemples, un artéfact en forme d’escalier apparaît en arrière-plan. Cet
effet staircase est bien connu dans le contexte du débruitage : en adaptant les schémas
fondés sur la variation totale généralisée [37], nous pourrions certainement nous en dé-
barrasser. Nous proposons dans le prochain paragraphe une autre piste, fondée sur la
régularisation non convexe. Cependant, cet effet n’est visible que sur l’arrière-plan, et ne
doit donc pas être considéré comme réellement dommageable, puisque l’intégration peut
être réalisée sur des domaines non rectangulaires : pour l’éviter, il suffirait de segmenter
(par exemple, manuellement) l’objet dont on cherche à estimer le relief.
2.4.3 M-estimateurs
L’approche ADMM permet d’étendre très facilement l’intégration robuste aux es-
timateurs ΦM1, ΦM2 et ΦM3 dont nous avons donné les définitions en (1.50), (1.51)
et (1.52). Ce type d’estimateurs a déjà été adapté par Durou et al. [80] à l’intégration
des normales, en modifiant la méthode itérative de Jacobi conçue par Horn et Brooks
pour l’intégration en moindres carrés [126]. Plus généralement, le problème de l’intégra-
tion robuste peut s’écrire sous la forme suivante, qui généralise (2.87) :
min
z,r
∑∑
(u,v)∈Ω
Φ(‖r(u, v)‖) + λ [z(u, v)− z0(u, v)]2
s.c. r = ∇z − g¯
(2.94)
et être résolu par le schéma numérique suivant :
rk+1(u, v) = argmin
r∈R2
EΦ(r, u, v) (2.95)
zk+1 = argmin
z
λ ‖z − z0‖2L2(Ω) + α
∥∥∥∇z − (rk+1 + g¯+ bk)∥∥∥2
L2(Ω)
(2.96)
bk+1 = bk + rk+1 −∇zk+1 + g¯ (2.97)
où :
EΦ(r, u, v) = Φ (‖r‖) + α
∥∥∥r−(∇zk(u, v)−g¯(u, v)−bk(u, v))∥∥∥2 (2.98)
La convergence (ergodique) de ce schéma est garantie dès lors que Φ est convexe,
ce qui n’est le cas ni de ΦM2, ni de ΦM3. Comme cela a été montré expérimentale-
ment dans [80], des résultats satisfaisants peuvent toutefois être obtenus dans le cas non
15. http://vision.seas.harvard.edu/qsfs/Data.html
16. http://www.ece.ncsu.edu/imaging/Archives/ImageDataBase/Industrial/
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Figure 2.9 – Résultat de l’approche L2-TV (2.86) sur le jeu de données Scholar. Pre-
mière ligne : trois des m = 20 photographies prises sous différents éclairages. Deuxième
ligne : reconstruction 3D obtenue en intégrant les normales à l’aide du schéma ADMM.
Un escalier est clairement visible sur cet exemple. Comme il affecte uniquement l’arrière-
plan, il aurait suffi de segmenter le premier-plan pour l’éviter.
convexe, pourvu que la solution soit initialisée de façon appropriée, par exemple par la
solution du problème en moindres carrés (2.61). Lorsque la fonction Φ n’est pas convexe,
la convergence de l’algorithme ADMM vers le minimum global dépend du choix de α,
qui doit être choisi suffisamment grand pour éviter les minima locaux [124].
Il est malheureusement difficile de prédire la convergence. Cela constitue à notre
connaissance un problème ouvert, même si des efforts ont été déployés récemment dans
ce sens [166]. Par ailleurs, le cas de fonctions Φ non convexes a été étudié très ré-
cemment par Lanza et al. dans [158] dans le cadre du débruitage d’images, qui est un
problème très similaire à celui de l’intégration. Cette étude tend à confirmer l’intérêt
qu’il y a à utiliser des fonctions Φ non convexes, sachant que le caractère « simple »
des sous-problèmes (2.95) et (2.96) est la propriété essentielle qui permet au schéma
ADMM d’être convergent (sans que cette propriété soit pour autant garantie). Le sous-
problème (2.96) ayant déjà été étudié dans le cadre de l’intégration en moindres carrés,
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Figure 2.10 – Résultat de l’approche L2-TV (2.86) sur le jeu de données Beethoven.
Première ligne : les m = 3 photographies acquises sous différents éclairages. Deuxième
ligne : reconstruction 3D obtenue en intégrant les normales à l’aide du schéma ADMM.
Sur cet exemple également, un escalier apparaît sur l’arrière-plan.
focalisons-nous maintenant sur la recherche d’une méthode de résolution efficace du
sous-problème (2.95).
Lorsque la fonction Φ du problème (2.94) est telle que Φ(s) = |s| ou Φ(s) = s2, le
problème (2.95) est non seulement convexe, mais admet même une solution analytique.
Le cas où
∑∑
(u,v)∈ΩΦ(‖r(u, v)‖) constitue une norme Lp, 0 < p < 1, qui est un cas non
convexe, a également été traité par Badri et al. [17]. Dans le cas général, il est toujours
possible d’approcher la solution de (2.95) par des itérations de type Gauss-Newton, en
remarquant que le gradient en r de la fonction EΦ(r, u, v) définie en (2.98) s’écrit :
∇rEΦ(r, u, v) = Φ
′(‖r‖)
‖r‖ r+ 2α
[
r−
(
∇zk(u, v)−g¯(u, v)−bk(u, v)
)]
(2.99)
mais il serait bien sûr préférable de disposer d’une solution explicite du problème (2.95),
ce que nous allons faire pour les trois M-estimateurs suivants, dont les définitions géné-
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ralisent celles du paragraphe 1.3.4 :
Φ1(s) =
√
β2 + s2 − 1 (2.100)
Φ2(s) =
1
2
ln(β2 + s2) (2.101)
Φ3(s) =
1
2β2
s2
β2 + s2
(2.102)
Leurs dérivées s’écrivent :
Φ′1(s) =
s√
β2 + s2
(2.103)
Φ′2(s) =
s
β2 + s2
(2.104)
Φ′3(s) =
s
(β2 + s2)2
(2.105)
La forte similarité entre ces trois expressions suggère d’utiliser la même stratégie pour
les trois estimateurs. En effet, le gradient (2.99) se simplifie pour ces trois fonctions :
∇rEΦ(r, u, v) = 1(β2 + ‖r‖2)p r+ 2α
[
r−
(
∇zk(u, v)−g¯(u, v)−bk(u, v)
)]
(2.106)
avec p = 1/2 pour Φ = Φ1, p = 1 pour Φ = Φ2 et p = 2 pour Φ = Φ3.
Dans [80], le problème (2.94) est résolu par un schéma semi-implicite, qui consiste
à rendre la partie linéaire implicite mais à garder la partie non linéaire explicite, i.e. à
faire l’approximation suivante de (2.106) :
∇rEΦ(r, u, v) ≈ 1(β2 + ‖rk(u, v)‖2)p︸ ︷︷ ︸
Facteur constant
r+ 2α
[
r−
(
∇zk(u, v)−g¯(u, v)−bk(u, v)
)]
(2.107)
de sorte que la mise à jour (2.95) s’écrit explicitement :
rk+1(u, v) =
2α
(
β2 + ‖rk(u, v)‖2
)p
1 + 2α (β2 + ‖rk(u, v)‖2)p
(
∇zk(u, v)−g¯(u, v)−bk(u, v)
)
(2.108)
Nous avons observé expérimentalement que l’algorithme ADMM semblait converger
pour les fonctions non convexes Φ2 et Φ3, dès lors que α est choisi suffisamment grand (il
est fixé à 0,5 dans nos tests). Contrairement aux observations de Durou et al. dans [80],
nous avons également remarqué que l’initialisation n’avait pas d’influence sur le résultat,
mais uniquement sur la vitesse de convergence : outre de meilleures performances en
termes de temps de calcul, l’algorithme ADMM que nous proposons semble donc éviter
les minima locaux. Quant au paramètre β, sa valeur a une influence directe sur le résultat.
Il semble que le choix d’une valeur faible pour β permette d’obtenir des arêtes plus
saillantes, tout en accélérant la convergence (cf. figure 2.11).
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β L2-TV Φ1 Φ2 Φ3
0, 1
50 it. (2,76 s) 13 it. (0,79 s) 102 it. (4,71 s) 63 it. (3,34 s)
0, 5
13 it. (0,78 s) 175 it. (7,32 s) 81 it. (3,94 s)
1
14 it. (0,85 s) 23 it. (1,34 s) 188 it. (7,86 s)
Figure 2.11 – Reconstruction du buste de Beethoven par l’algorithme ADMM, à partir
de la solution initiale z0 = z0 ≡ 0, avec α = 0, 5. La solution L2-TV, qui fait apparaître
un escalier, est montrée en guise de comparaison. La fonction convexe Φ1 ne permet pas
de retrouver les discontinuités, contrairement aux fonctions non convexes Φ2 et Φ3. La
fonction Φ3 offre une meilleure robustesse que Φ2 au choix du paramètre β, mais le choix
de Φ2 peut être justifié par un raisonnement statistique (cf. paragraphe 2.2.1).
2.4.4 Une méthode d’intégration optimale ?
Les résultats des paragraphes précédents nous permettent d’établir que :
• La méthode optimale d’intégration en moindres carrés consiste à utiliser l’algo-
rithme du gradient conjugué, accompagné d’un préconditionnement CMG [152].
• L’intégration par adaptation du modèle L2-TV requiert une minimisation itérative,
qui peut être réalisée efficacement par l’algorithme ADMM, pourvu qu’un a priori
quadratique sur la solution soit introduit : les discontinuités de profondeur sont
bien retrouvées, mais des artéfacts en forme d’escalier apparaissent.
• Les estimateurs non convexes permettent eux aussi de bien retrouver les disconti-
nuités de profondeur, sans artéfact en forme d’escalier, mais nécessitent d’effectuer
un plus grand nombre d’itérations.
Au vu de ces remarques, nous proposons donc une nouvelle méthode d’intégration en
trois étapes, qui semble être optimale à la fois en termes de temps de calcul, d’occupation
de la mémoire et de précision :
1. Effectuer l’intégration en moindres carrés en utilisant un préconditionnement CMG
du système linéaire (2.69), qui peut peut être résolu par gradient conjugué. La
solution de cette première étape est notée zLS.
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2. En choisissant z0 = z0 = zLS et λ = 10−9, résoudre le problème L2-TV (2.86)
par l’algorithme ADMM, avec α = 0, 5. Ceci implique de résoudre plusieurs fois
le problème en moindres carrés (2.91) : le préconditionnement effectué à l’étape 1
peut être réutilisé, ce qui permet une résolution très efficace. La solution de cette
deuxième étape est notée zTV.
3. En choisissant enfin z0 = z0 = zTV, résoudre le problème non convexe (2.94), en
choisissant Φ = Φ2 et β = 1, par l’algorithme ADMM, avec α = 0, 5.
Pour les algorithmes itératifs (gradient conjugué et ADMM), nous utilisons comme
critère d’arrêt un écart relatif moyen inférieur à 10−3. La convergence du schéma est
garantie à l’étape 2, mais pas à l’étape 3. Cependant, puisque l’étape 3 utilise une
initialisation suffisamment proche de la solution, la convergence vers le minimum global
n’est généralement pas mise en défaut.
Cet algorithme est illustré sur la figure 2.12, qui montre le relief estimé à l’issue de
chaque étape, accompagné du temps de calcul cumulé.
Initialisation. Résultat de l’étape 1 (0, 38 s).
Résultat de l’étape 2 (2, 80 s). Résultat de l’étape 3 (4, 67 s).
Figure 2.12 – Illustration de la méthode d’intégration optimale que nous préconisons :
relief estimé à l’issue de chaque étape, accompagné du temps de calcul cumulé.
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2.5 Conclusion du chapitre
Nous avons proposé dans ce chapitre une analyse, aussi exhaustive que possible, du
problème de l’intégration d’un champ de normales sur un domaine Ω de forme quel-
conque (à ceci près que les points contenus dans Ω sont répartis sur une grille régulière).
Après avoir énoncé les principales propriétés que doit vérifier un intégrateur « optimal »,
nous avons analysé différentes méthodes de résolution du problème en moindres carrés.
Ces méthodes sont très rapides, mais ne sont pas robustes aux discontinuités de profon-
deur. Nous avons donc ensuite étudié différentes approches robustes aux discontinuités
de profondeur, et proposé une méthode de résolution efficace par l’algorithme ADMM.
En couplant cette méthode d’intégration « optimale » avec les méthodes d’estimation
robuste de la normale qui ont été discutées dans le chapitre 1, nous disposons dorénavant
d’une chaîne de traitement efficace qui nous permet d’appliquer la stéréophotométrie à
des scènes réelles comportant de nombreux écarts au modèle lambertien linéaire (éclai-
rages non directionnels, ombres propres et portées, discontinuités de profondeur, etc.).
La figure 2.13 montre un résultat obtenu en appliquant cette chaîne de traitement à un
jeu de m = 2812 images d’une pelote de laine, provenant de [271]. Le relief estimé par
stéréophotométrie « classique » (estimation de la normale et de l’albédo en moindres
carrés par (1.24), suivie d’une intégration par DCT [239], après complétion par des 0 du
gradient estimé) est très aplati, à cause des écarts au modèle (ombres propres, ombres
portées et éclairage « ambiant »). Cela peut suffire pour des applications de rééclairage
(e.g., dans le cadre de la réalité augmentée), mais certainement pas à des fins de mé-
trologie. En revanche, le résultat est bien meilleur si l’on utilise la chaîne de traitement
préconisée : estimation robuste de la normale et de l’albédo, puis intégration robuste du
champ de normales.
Nous avons donc montré, dans cette première partie, qu’en ayant recours à des mé-
thodes d’estimation robuste, la résolution classique (en deux étapes) de la stéréophoto-
métrie permettait d’obtenir des reconstructions 3D très réalistes. Rappelons que le choix
de résoudre la stéréophotométrie en deux étapes provient de la linéarité et du caractère
bien posé de chacun des deux sous-problèmes. Cela explique pourquoi cette approche est
suivie dans la plupart des articles. Nous en montrerons cependant les limites dans les
deux prochaines parties. Dans la partie II, nous allons d’abord nous intéresser à deux
situations particulières pour lesquelles l’estimation de la normale constitue un problème
mal posé : la stéréophotométrie non calibrée et la stéréophotométrie à m = 2 images.
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Figure 2.13 – Reconstruction 3D par stéréophotométrie robuste. Première ligne : trois
images d’une pelote de laine (parmi m = 2812), de taille 144× 171. Deuxième ligne : re-
construction 3D par stéréophotométrie « classique ». Troisième ligne : reconstruction 3D
par stéréophotométrie robuste. Même avec un nombrem d’images aussi élevé, l’approche
classique est décevante : le relief est aplati, et les discontinuités de profondeur ne sont
pas retrouvées. En utilisant une estimation robuste des normales, puis une intégration
robuste aux discontinuités de profondeur, le relief est bien mieux restitué.
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Deuxième partie
Deux problèmes de
stéréophotométrie mal posés
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Avant-propos
Nous avons montré dans la partie I que le modèle lambertien linéaire se prêtait
particulièrement bien à la reconstruction 3D par stéréophotométrie. Ce modèle permet
notamment de garantir l’unicité de la solution dès que m > 3 éclairages, non coplanaires
et étalonnés, sont utilisés. Sa « naïveté » ne constitue pas un facteur limitant, si l’on a
recours à des méthodes d’estimation robuste. On peut cependant se demander si l’unicité
de la solution est toujours garantie lorsque les éclairages sont inconnus, c’est-à-dire en
l’absence d’étalonnage, ou lorsqu’on ne dispose que dem = 2 éclairages. La linéarité de la
formulation, qui constitue un avantage décisif pour la résolution de la stéréophotométrie,
devient alors source d’ambiguïté. Comme nous allons le voir, l’unicité de la solution est
en fait perdue, i.e. ces deux problèmes sont mal posés.
Deux approches peuvent être suivies pour surmonter cette difficulté. La première
consiste à choisir un modèle plus complexe, comme cela a été proposé pour réduire
les ambiguïtés du SFS [208]. Nous verrons dans la partie III que cette approche pose de
sérieux problèmes numériques, et mène à des algorithmes très complexes, en comparaison
des méthodes élémentaires que l’on peut déployer dans le cas lambertien linéaire. Nous
suivons ici une autre approche, qui consiste à conserver le modèle lambertien linéaire,
mais à introduire des contraintes supplémentaires sur la cohérence spatiale du champ
de normales, de l’albédo et/ou de la profondeur, afin de garantir l’unicité de la solution.
Qu’il s’agisse du problème de la stéréophotométrie non calibrée (uncalibrated photometric
stereo, notée UPS), qui traite du cas où les éclairages sont inconnus, ou du problème de
la stéréophotométrie à m = 2 images (photometric stereo with two images, notée PS2),
la notion d’intégrabilité, qui a été introduite dans le chapitre 2 pour l’intégration des
normales, permet de réduire les ambiguïtés.
Le problème UPS est étudié dans le chapitre 3. Reprenant les travaux que nous avons
déjà présentés dans [77, 209, 214, 215, 217], nous montrons comment réduire l’ambiguïté
inhérente à la formulation lambertienne linéaire, à la seule ambiguïté de bas-relief gé-
néralisée (generalized bas-relief, notée GBR), grâce à la contrainte d’intégrabilité. Nous
montrons également qu’en ajoutant des contraintes de variation totale, le problème de-
vient bien posé. Quant au problème PS2, son étude fait l’objet du chapitre 4. Nous
montrons notamment que, même si l’albédo est connu, le niveau de gris peut être ex-
pliqué par deux normales en chaque point. Néanmoins, le champ de normales « le plus
intégrable » peut être déterminé par coupure de graphe, comme nous l’avons déjà mon-
tré dans [218]. En outre, comme ce problème est similaire au cas de m > 3 éclairages
coplanaires, nous montrons comment adapter la stéréophotométrie aux photographies
prises en extérieur, grâce à une méthode originale qui a déjà été décrite dans [213].
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Chapitre 3
Stéréophotométrie non calibrée
Nous avons montré dans le chapitre 1 comment estimer la normale et l’albédo par
stéréophotométrie, en inversant le modèle lambertien linéaire (1.18) de façon robuste,
lorsque les vecteurs d’éclairage si sont connus. Cependant, l’étalonnage des éclairages
n’est pas une tâche facile (cf. chapitre 5), et il a été montré dans [128] qu’une erreur
d’étalonnage, même infime, pouvait se traduire par un biais important dans les recons-
tructions 3D.
Une parade consiste à utiliser la stéréophotométrie non calibrée (UPS), i.e. à détermi-
ner automatiquement les vecteurs d’éclairage, considérés comme des variables cachées du
modèle. Cependant, il s’agit d’un problème mal posé, qui ne permet d’estimer le champ
m qu’à une transformation linéaire près [114]. Si l’intégrabilité du champ de normales
est imposée, et que l’appareil photographique est orthographique, l’ambiguïté linéaire se
réduit à trois paramètres, et est connue sous le nom d’ambiguïté de bas-relief généralisée
(GBR) [28].
Nous nous interrogeons, dans ce chapitre, sur la possibilité de lever l’ambiguïté du
problème UPS au moyen d’une contrainte de régularité, par exemple la variation totale.
Cela ouvrira la voie à la résolution variationnelle du problème UPS, sur laquelle nous
reviendrons en détail dans la partie IV. Dans le présent chapitre, nous étudions le ca-
ractère bien posé du problème UPS régularisé. Tout ou partie de ce travail a déjà été
présenté dans plusieurs articles [77, 209, 214, 215, 217].
Dans le paragraphe 3.1, nous rappelons pourquoi le problème UPS est un problème
mal posé, puis nous montrons dans le paragraphe 3.2 comment lever l’ambiguïté par
régularisation de la surface. En particulier, la variation totale du champ m = ρn, ou
bien de la profondeur z, permet de ramener l’ambiguïté GBR à une ambiguïté de type
bas-relief (BR), au prix de l’introduction d’un a priori selon lequel la « meilleure » sur-
face est celle orientée, en moyenne, vers l’appareil photographique. L’ambiguïté BR est
plus facile à résoudre car elle dépend d’un seul paramètre, au lieu de trois paramètres
pour l’ambiguïté GBR. Nous montrons de plus que les différentes régularisations par va-
riation totale proposées reviennent à la minimisation de fonctions convexes très simples,
grâce à quoi les coûts algorithmiques sont nettement inférieurs à ceux des méthodes
de l’état de l’art. Mais surtout, la méthode de désambiguïsation du problème UPS par
régularisation que nous proposons ouvrira la voie à une nouvelle manière de résoudre la
stéréophotométrie au moyen de méthodes variationnelles (cf. partie IV) : l’intégrabilité
sera garantie de façon naturelle en estimant directement la profondeur z.
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3.1 Un problème mal posé
Dans ce chapitre, nous supposons que nous disposons de m > 3 photographies prises
sous des éclairages directionnels non coplanaires, mais que les vecteurs d’éclairage si, i ∈
[1,m], sont inconnus. Ce problème est la version non calibrée de la stéréophotométrie, que
nous désignerons par UPS (uncalibrated photometric stereo). Nous supposons également
que le modèle lambertien linéaire (1.18) est vérifié, i.e. nous négligeons les phénomènes
tels que les ombres ou les reflets brillants. Dans les tests sur données réelles, il nous
faudra donc prétraiter les données de façon à les rendre conformes au modèle (1.18). Au
vu de la discussion menée dans le paragraphe 1.2.3, nous utiliserons de préférence les
prétraitements de type low-rank [270]. Enfin, nous supposons que la surface à reconstruire
est régulière, au moins par morceaux, afin que l’intégrabilité du champ de normales soit
garantie.
3.1.1 Ambiguïté linéaire
Dans l’équation (1.18), le vecteur m(u, v) constitue une inconnue vectorielle en
chaque pixel, tandis que la matrice S constitue une inconnue matricielle globale. Plu-
tôt que d’écrire une équation (1.18) par pixel et par éclairage pour expliquer les niveaux
de gris, il est commode d’utiliser une seule équation matricielle pour décrire de façon
compacte l’ensemble du processus de formation des images.
Pour cela, nous concaténons les vecteurs i(u, v) ∈ Rm en une matrice I ∈ Rm×|Ω|, et
les vecteurs m(u, v) en une matrice M ∈ R3×|Ω|, de telle sorte que le modèle devient :
I1(u1, v1) . . . I1(u|Ω|, v|Ω|)
...
Im(u1, v1) . . . Im(u|Ω|, v|Ω|)

︸ ︷︷ ︸
I∈Rm×|Ω|
=
 s
1⊤
...
sm⊤

︸ ︷︷ ︸
S∈Rm×3
[
m(u1, v1) . . . m(u|Ω|, v|Ω|)
]
︸ ︷︷ ︸
M∈R3×|Ω|
(3.1)
Dans cette équation, la matrice I constitue la donnée, et les matrices S et M les incon-
nues du problème UPS, qui est donc un problème de factorisation matricielle, connu en
statistiques sous le nom de séparation aveugle de source (blind source separation). Bien
que les variables liées aux éclairages puissent être considérées comme les variables ca-
chées (ou latentes) d’un algorithme d’espérance-maximisation (EM), nous utilisons dans
ce chapitre des outils d’algèbre linéaire élémentaire plutôt que des raisonnements sta-
tistiques. Le lecteur intéressé trouvera un aperçu des méthodes statistiques appropriées
dans le chapitre 12 de [32], et nous reviendrons dans la partie IV sur la résolution du
problème par une approche variationnelle. Quoi qu’il en soit, l’estimation de S et de M
à partir de l’équation (3.1) est un problème mal posé [84, 114]. En effet, sa résolution
n’est possible qu’à une ambiguïté linéaire près, puisque pour toute matrice A ∈ GL(3) :
SM = SAA−1M (3.2)
Nous allons voir qu’il est possible de limiter cette ambiguïté en imposant l’intégrabilité
des normales (cf. paragraphe 2.1.2).
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3.1.2 Contrainte d’intégrabilité
Dans le reste de cette partie, nous supposons l’appareil photographique orthogra-
phique. On rappelle (cf. chapitre 2) que la normale n est définie par :
n(u, v) =
1√‖∇z(u, v)‖2 + 1
−p(u, v)−q(u, v)
1
 (3.3)
où ∇z(u, v) = [p(u, v), q(u, v)]⊤ est le gradient de la profondeur z. Si la profondeur z, qui
caractérise la géométrie de la surface, est supposée deux fois différentiable, alors d’après
le théorème de Schwarz, la contrainte d’intégrabilité :
∂2z
∂u∂v
=
∂2z
∂v∂u
(3.4)
doit être satisfaite. Or, nous savons d’après (2.5) que :
{
∂z
∂u = p = −n1n3
∂z
∂u = q = −n2n3
(3.5)
Commem = ρn, nous déduisons de (3.4) et (3.5) que la contrainte d’intégrabilité revient
à annuler la troisième composante du rotationnel rot (n/n3) = rot (m/m3), notée rotm :
rotm =
∂
∂v
(
m1
m3
)
− ∂
∂u
(
m2
m3
)
= 0 (3.6)
Yuille et Snow proposent dans [282] de minimiser l’écart au modèle lambertien li-
néaire, tout en imposant la contrainte (3.6). Le problème UPS s’écrit alors comme l’es-
timation conjointe de la matrice S et du champ m :
min
S∈Rm×3
m: Ω→R3
‖Sm− i‖2L2(Ω)
s.c. rotm = 0
(3.7)
D’un point de vue pratique, plutôt que de traiter le problème continu (3.7), il est plus
facile de résoudre le problème discret associé. Nous verrons en effet que, dans le cas
discret, l’ensemble des solutions admissibles peut être déterminé par des techniques de
factorisation matricielle. En utilisant les définitions (3.1) des matricesM et I, nous nous
référerons donc parfois au problème discret suivant :
min
S∈Rm×3
M∈R3×|Ω|
‖SM− I‖2F
s.c. rotM = 0
(3.8)
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Dans cette écriture, la notation abusive rotM est entendue comme une approximation
discrète de l’opération définie en (3.6), calculée par différences finies sur le champ discret
m formé par les colonnes de la matrice M :
m(u, v) =M(:,#(u, v)) (3.9)
où #(u, v) désigne le numéro de colonne du pixel (u, v) dans la matrice M.
3.1.3 Résolution du problème (3.8)
La SVD de I nous permet de trouver trois matrices Û ∈ Rm×m, Ŵ ∈ Rm×|Ω| et
V̂ ∈ R|Ω|×|Ω| telles que :
(Û,Ŵ, V̂) = argmin
U,W,V
‖UWV⊤ − I‖2F (3.10)
Comme nous l’avons déjà expliqué dans le paragraphe 1.2.2, le rang de la matrice I
devrait être au plus égal à 3, donc seules ses trois plus grandes valeurs singulières de-
vraient être non nulles 1. Hayakawa propose dans [114] d’utiliser une SVD tronquée à
l’ordre 3, i.e. de restreindre Ŵ à sa sous-matrice principale W ∈ R3×3, et Û et V̂ à
leurs trois premières colonnes, c’est-à-dire à U ∈ Rm×3 et V ∈ R|Ω|×3, de telle sorte que
I ≈ UWV⊤. Les solutions du problème :
min
S∈Rm×3
M∈R3×|Ω|
‖SM− I‖2F (3.11)
s’écrivent donc : {
S0 = UP⊤
M0 = QV⊤
(3.12)
où P et Q sont deux matrices 3× 3 telles que :
P⊤Q =W (3.13)
Néanmoins, le problème reste mal posé puisqu’il existe une infinité de tels couples (P,Q) :
pour toute matrice A ∈ GL(3), P⊤Q = P⊤AA−1Q. Résoudre le problème de la stéréo-
photométrie non calibrée nécessite de lever cette ambiguïté, ce qui n’est possible qu’en
ajoutant des contraintes.
Yuille et Snow montrent dans [282, 283] que l’intégrabilité du champ de normales
peut être utilisée pour identifier les matrices P et Q dans (3.12). En effet, la contrainte
d’intégrabilité (3.6) se traduit, après quelques manipulations algébriques, par un système
1. En pratique, les autres valeurs singulières ne sont pas exactement nulles, à cause des écarts au
modèle : Miyazaki et Ikeuchi suggèrent dans [178] d’effectuer une SVD robuste ; il est également possible
de prétraiter les données par une approche low-rank [270].
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linéaire sur-contraint ayant pour inconnues six des neuf cofacteurs de la matrice Q, en
l’occurrence : 
δ1,1 = Q2,2Q3,3 −Q3,2Q2,3
δ1,2 = − (Q2,1Q3,3 −Q3,1Q2,3)
δ1,3 = Q2,1Q3,2 −Q3,1Q2,2
δ2,1 = − (Q1,2Q3,3 −Q3,2Q1,3)
δ2,2 = Q1,1Q3,3 −Q3,1Q1,3
δ2,3 = − (Q1,1Q3,2 −Q3,1Q1,2)
(3.14)
qui peuvent donc être estimés au sens des moindres carrés. Les trois autres cofacteurs
(δ3,1, δ3,2, δ3,3) n’ont aucune influence ni sur la valeur de ‖SM−I‖2F , ni sur l’intégrabilité
du champ discret m, qui est défini à partir deM comme indiqué en (3.9). On peut donc
fixer ces trois autres cofacteurs, par exemple, à (0, 0, 1). Si la matrice Q est inversible,
on sait que Q−1 est proportionnelle à la transposée de sa comatrice :
Q ∝
δ1,1 δ2,1 δ3,1δ1,2 δ2,2 δ3,2
δ1,3 δ2,3 δ3,3

−1
(3.15)
La matrice Q est donc entièrement déterminée en fixant à 1 le coefficient de proportion-
nalité dans (3.15), et P se déduit deQ en utilisant (3.13). Dans ce qui suit, nous noterons
(S0,M0) la solution du problème (3.8) obtenue en calculant (3.12) avec les valeurs de
P et Q ainsi déterminées. Nous allons voir que ce problème admet une infinité d’autres
solutions.
3.1.4 Ambiguïté GBR
Il est prouvé dans [28, 282, 283] que les solutions du problème (3.8) s’écrivent :{
S = S0G(µ, ν, λ)
M = G(µ, ν, λ)−1M0
(3.16)
où
(
S0,M0
)
désigne la solution du problème (3.8) déterminée dans le paragraphe 3.1.3,
et où la matrice G(µ, ν, λ), définie comme suit :
G(µ, ν, λ) =
1 0 −µ/λ0 1 −ν/λ
0 0 1/λ
 (3.17)
dépend de trois paramètres (µ, ν, λ) ∈ R2 × R\{0} a priori inconnus. En effet, il a été
montré par une recherche exhaustive [283] qu’il s’agissait des seules transformations
laissant inchangés les six cofacteurs (3.14) de la matrice Q. Il est facile de vérifier que
l’inverse de G(µ, ν, λ) s’écrit :
G(µ, ν, λ)−1 =
1 0 µ0 1 ν
0 0 λ
 (3.18)
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L’indétermination des paramètres (µ, ν, λ) dans l’expression (3.16) de la solution corres-
pond à l’ambiguïté de bas-relief généralisée (GBR) [28]. Seul le signe de λ est prévisible,
car la troisième composante du champ m est nécessairement positive. Nous supposons
dorénavant, sans perte de généralité, que λ > 0.
Le problème (3.8) reste donc mal posé, puisque l’on peut appliquer n’importe quelle
transformation GBR (3.16) sans changer ni la valeur de l’attache aux données ‖SM−I‖2F ,
ce qui est une conséquence directe de (3.2), ni la contrainte d’intégrabilité puisque,
comme cela est montré dans [28, 282, 283] :
rotm = 0 ⇐⇒ rot(G(µ, ν, λ)−1m) = 0 (3.19)
Il est montré dans [28] qu’une transformation GBR préserve également les ombres
(propres et portées). On pourrait donc se demander s’il était vraiment nécessaire de
supposer les images exemptes d’ombres, comme nous l’avons fait au début de ce chapitre.
Or, bien que l’estimation des paramètres (µ, ν, λ) ne soit pas affectée par la présence
d’ombres dans les images, l’estimation de la solution initiale
(
S0,M0
)
effectuée selon
la procédure décrite dans le paragraphe 3.1.3 serait biaisée. Cela explique donc nos
hypothèses de travail.
En termes de profondeur, il est montré dans [28] qu’une transformation GBR modifie
z(u, v) de la façon suivante :
z¯(u, v) =
z(u, v)− µu− νv
λ
(3.20)
La figure 3.1 illustre les effets d’une telle transformation sur l’albédo, sur les normales et
sur le relief. L’expression (3.20) montre d’autre part que le paramètre λ contrôle l’échelle
du relief dans la direction de l’axe z : cette dernière opération correspond en fait à une
transformation dite « de bas-relief » (BR).
La résolution de l’ambiguïté GBR a fait l’objet d’un nombre très élevé de publica-
tions, ce qui peut surprendre vu son apparente simplicité. Hayakawa propose dans [114]
d’identifier six pixels possédant le même albédo, ou d’utiliser au moins six éclairages dont
les intensités sont supposées égales. Néanmoins, Yuille et Snow montrent dans [282] que,
sans la contrainte d’intégrabilité, ceci ne contraint pas suffisamment le problème. Lorsque
l’intégrabilité du champ de normales est imposée, ils montrent aussi que l’égalité des in-
tensités des éclairages permet de lever l’ambiguïté GBR. Les images réelles s’écartant
généralement du modèle lambertien linéaire (3.1) (cf. chapitre 1), la détection d’écarts
au modèle tels que les reflets brillants [73, 74] ou les réflexions mutuelles [54] permet
également de lever l’ambiguïté GBR, tout comme la détection des points singuliers dans
les images 2, i.e. des points où le niveau de gris est localement maximal [89, 196].
Toutes ces tentatives pour lever l’ambiguïté GBR reposent explicitement sur une
étape de détection. Non seulement cette étape peut être délicate, mais l’existence même
de points remarquables n’est pas garantie : il paraît donc plus raisonnable d’introduire
un a priori global sur le relief [99] ou sur sa réflectance. Il a notamment été montré
2. Ces points sont également très appréciés dans le contexte du SFS [132], puisqu’il s’agit des rares
points où le problème n’est pas ambigu. Nous y reviendrons dans le chapitre 4.
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(a) (d)
(b) (c) (e) (f)
(g) (h)
Figure 3.1 – Effet d’une transformation GBR. (a)-(b)-(c) Estimation de ρ, p et q par
stéréophotométrie calibrée, à partir desm = 3 images de la figure 1.2. (d)-(e)-(f) Résultat
d’une transformation GBR, avec µ = 1/5, ν = 1/2 et λ = 1/3. (g)-(h) Reliefs correspon-
dants, obtenus par intégration [239]. La solution du problème non calibré (UPS) située
sur la colonne de droite est a priori tout aussi plausible que celle de la colonne de gauche.
Néanmoins, l’albédo de la solution de droite est beaucoup moins uniforme que celui de
la solution de gauche. Nous observons également que les variations de la profondeur
et de son gradient sont plus élevées après transformation GBR. Il semble donc que la
minimisation de ces variations puisse nous aider à lever l’indétermination.
récemment que, pour certains modèles de réflectance non lambertiens, le problème UPS
pouvait être mieux posé [98]. Un moyen de se passer à la fois de la connaissance des
éclairages et d’un modèle explicite de réflectance consiste à « apprendre » les éclairages
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et la réflectance sur les images d’un objet de référence [121, 122], comme cela sera détaillé
dans le paragraphe 6.1. Dans le cas lambertien, Alldrin et al. proposent de minimiser
l’entropie de la distribution d’albédo [9], puisqu’une transformation GBR a tendance à
« étaler » l’histogramme de l’albédo (cf. figures 3.1-a et 3.1-d). Ils motivent leur travail
par la volonté de favoriser des matériaux présentant une certaine « homogénéité », i.e.
constitués d’un faible nombre de composantes homogènes. Cette méthode de résolution
du problème UPS revient en fait à résoudre séquentiellement le couple de problèmes
suivant : 

(
S0,m0
)
= argmin
S,m
‖Sm− i‖2L2(Ω)
s.c. rotm = 0
(µ̂, ν̂, λ̂) = argmin
µ,ν,λ
E(‖G(µ, ν, λ)−1m0‖)
(3.21)
où E(‖G(µ, ν, λ)−1m0‖) désigne l’entropie de la distribution de l’albédo affecté par une
transformation GBR (on rappelle que ρ = ‖m‖). Le premier sous-problème de (3.21)
n’est autre que (3.7), le deuxième vise à lever l’ambiguïté GBR. Finalement, une fois le
problème (3.21) résolu, la solution du problème UPS s’écrit, en utilisant (3.16) :{
Ŝ = S0G(µ̂, ν̂, λ̂)
m̂ = G(µ̂, ν̂, λ̂)−1m0
(3.22)
3.1.5 Régularisation par variation totale
La variation totale (total variation, notée TV) d’une fonction est une mesure très
utilisée dans le contexte de la régularisation. Pour une fonction f : Ω ⊂ Rp → R
différentiable presque partout, elle s’écrit :
TV(f) =
∫
Ω
‖∇f(x)‖dx (3.23)
et s’étend plus généralement aux fonctions à variation bornée [15].
Nous fixons dorénavant p = 2, puisque nous traitons des images 2D. La variation
totale a été introduite dans la communauté du traitement d’images par Rudin, Osher
et Fatemi [226] : étant donnée une image en niveaux de gris bruitée I0 = I + η, où η
est la réalisation d’un processus gaussien de moyenne nulle et de variance σ2 connue, le
modèle ROF (Rudin, Osher, Fatemi) assimile l’image débruitée à la solution du problème
suivant : minI TV(I)s.c. ‖I − I0‖2L2(Ω) 6 σ2
Chambolle et Lions ont montré dans [46] que ce problème était équivalent à la minimi-
sation de la fonctionnelle :
F(I) = ‖I − I0‖2L2(Ω) + γσ TV(I) (3.24)
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pour une certaine valeur du paramètre de régularisation γσ. Des algorithmes efficaces
de résolution du problème (3.24) ont été proposés ces dernières années, parmi lesquels
les plus fréquemment rencontrés en traitement d’images sont les algorithmes de type
primal-dual [45], la descente de gradient améliorée [27] ou les approches par lagrangien
augmenté [34, 104]. Ces dernières seront utilisées pour la résolution numérique du pro-
blème UPS dans la partie IV. Dans le cadre d’une étude plus théorique sur le caractère
bien posé du problème UPS, nous allons voir ci-après que la résolution peut être effectuée
à l’aide de méthodes élémentaires.
Nous nous intéressons dans ce chapitre à la régularisation de la profondeur z et de
l’albédo ρ, mais également à celle du champ vectoriel m : Ω ⊂ R2 → R3. Il nous faut
donc définir la variation totale vectorielle. Lorsque f est une fonction à valeurs dans
R
nd , avec nd > 1, plusieurs définitions peuvent être utilisées 3, mais la définition la plus
répandue est probablement celle de la variation totale isotrope :
TV(f) =
∫∫
Ω
‖Jf (u, v)‖F du dv (3.25)
où ‖Jf (u, v)‖F est la norme de Frobenius de la matrice jacobienne Jf de f = [f1 . . . fnd ]⊤
au point (u, v). Cette définition, qui est invariante par rotation des composantes, couple
leurs dérivées partielles, ce qui est intéressant par exemple pour le débruitage d’images.
Une autre définition courante de la variation totale vectorielle est la suivante :
TV(f) =
nd∑
i=1
∫∫
Ω
‖∇fi(u, v)‖dudv =
nd∑
i=1
TV(fi) (3.26)
qui est anisotrope, c’est-à-dire non invariante par rotation, puisque les régularisations
des nd composantes sont découplées.
Contrairement au problème de l’intégration, où nous avons choisi une régularisation
similaire à la définition isotrope (3.25) (cf. paragraphe 2.4.2), l’invariance par rotation
n’est pas une propriété intéressante pour le problème UPS. En effet, l’ordre des trois
composantes m1, m2 et m3 est important vis-à-vis de la contrainte d’intégrabilité (3.6),
et chaque paramètre d’une transformation GBR affecte une seule composante de m.
Nous préférons utiliser la définition anisotrope (3.26), qui est plus facile à manipuler.
Dans la suite de ce chapitre, la variation totale du champ m = [m1,m2,m3]⊤ sera donc
définie par :
TV(m) = TV(m1) + TV(m2) + TV(m3) (3.27)
Nous verrons que la minimisation de la variation totale de la profondeur z ou du
champ m ramène l’ambiguïté GBR à une ambiguïté BR, et que la minimisation de la
variation totale de l’albédo ρ permet de lever cette ambiguïté résiduelle. Nous propo-
serons dans la partie IV une résolution variationnelle « classique » du problème UPS,
permettant de déterminer la profondeur tout en garantissant sa régularité. Dans le pré-
sent chapitre, nous nous intéressons surtout à prouver le caractère bien posé du problème
3. Nous renvoyons le lecteur à [38] et [100] pour une discussion plus approfondie.
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UPS régularisé : nous n’utilisons donc pas la variation totale comme un outil de « lis-
sage » des éventuels biais de l’estimation, mais comme un moyen de rendre le problème
bien posé.
Il nous reste à déterminer, parmi les solutions (3.16) du problème (3.8), qui dé-
pendent des trois paramètres (µ, ν, λ) de l’ambiguïté GBR, celle qui minimise le critère
de régularité choisi. On peut donc s’attendre à ce que ce problème d’optimisation à trois
variables réelles soit relativement facile à analyser et à résoudre numériquement.
3.2 Désambiguïsation par régularisation
3.2.1 Motivations
Au vu des résultats de la figure 3.1, une transformation GBR semble augmenter les
variations d’un certain nombre de champs caractéristiques de la surface à reconstruire,
ce qui suggère d’introduire un critère de régularisation pour résoudre le problème UPS.
Dans ce paragraphe, nous illustrons plus clairement l’influence d’une transformation
GBR sur les variations de l’albédo ρ, de la profondeur z et de son gradient ∇z =
[p, q]⊤ = −[n1/n3, n2/n3]⊤.
Ce travail s’inspire de la méthode de Alldrin et al., qui montrent dans [9] que les
paramètres GBR peuvent être estimés en minimisant l’entropie de la distribution d’al-
bédo. Or, l’entropie de l’albédo n’étant pas convexe vis-à-vis des paramètres (µ, ν, λ),
sa minimisation nécessite de prendre garde à la possible existence de minima locaux :
Alldrin et al. utilisent une approche de type « glouton » (brute force), en échantillon-
nant l’ensemble des valeurs possibles de µ, ν et λ, ce qui se traduit par un algorithme
extrêmement lent. Même si des méthodes numériques assez efficaces ont été récemment
introduites [241], la minimisation de l’entropie reste un problème difficile. De plus, l’en-
tropie est indépendante de toute notion de cohérence spatiale, comme cela est illustré
sur la figure 3.2.
Lorsqu’on cherche à favoriser des zones « homogènes », on peut postuler que des
points spatialement proches ont des albédos similaires, ce que ne favorise nullement
l’entropie. En revanche, la variation totale permet de minimiser les variations locales de
l’albédo, qui doivent être faibles dans les zones homogènes. De plus, la minimisation de
la variation totale étant nettement plus facile que celle de l’entropie, on n’a pas à utiliser
un algorithme glouton et on peut donc s’attendre à de meilleures performances CPU.
Une transformation GBR modifiant non seulement l’albédo de la surface, mais égale-
ment son relief, les variations de ρ ne sont pas les seules affectées : celles de la profondeur
z et de son gradient ∇z = [p, q]⊤ le sont également. Nous montrons sur la figure 3.3 l’in-
fluence d’une transformation GBR sur ces variations.
Il semble donc que, pour lever l’ambiguïté GBR, on puisse minimiser non seulement
les variations de ρ, mais également celles de z et de ∇z. Or, puisque :
m =
ρ√‖∇z‖2 + 1
[
−∇z
1
]
(3.28)
pourquoi ne pas directement minimiser les variations du champ m ?
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(a) (b) (c)
(d) (e) (f)
Figure 3.2 – Trois configurations d’albédo et leurs histogrammes respectifs : l’entropie
de (a) est élevée, cf. l’histogramme (d) ; (b) et (c) ont la même entropie (faible), cf. les
histogrammes (e) et (f), mais les distributions spatiales de l’albédo sont très différentes
dans les deux cas. La variation totale tend à favoriser des situations telles que (b).
3.2.2 Influence d’une transformation GBR sur la régularité de ρ, z et m
Sur les figures 3.4 et 3.5, nous illustrons l’influence des paramètres µ et ν sur les
variations totales de l’albédo ρ, de la profondeur z et du champ m estimés à partir des
images du buste de Beethoven. Pour effectuer ces mesures, nous avons choisi comme
vérité terrain la solution du problème calibré, à laquelle nous avons appliqué différentes
transformations GBR, en fixant λ à 1 : les valeurs théoriques des paramètres µ et ν sont
donc (µ, ν) = (0, 0). Ces courbes montrent que la minimisation de la variation totale de
ρ, de z ou de m permet effectivement de lever l’ambiguïté en µ et ν.
Le cas de λ est très différent. L’effet de ce paramètre sur les variations totales,
lorsque µ et ν sont fixés à leurs valeurs théoriques, est illustré sur la figure 3.6 : TV(z)
est minimale pour λ = +∞ (cf. paragraphe 3.2.6 pour l’explication de ce phénomène),
et TV(m) est minimale pour λ = 0 (cf. paragraphe 3.2.5), deux cas qui correspondent
à un relief dégénéré (cf. équation (3.20)). Seule la minimisation de la variation totale de
l’albédo TV(ρ) semble capable de lever l’indétermination sur la valeur de λ (ambiguïté
BR). En pratique, les résultats peuvent néanmoins être décevants : l’expérience reportée
sur la figure 3.6-a est biaisée par le caractère uniforme de l’albédo (le buste est en plâtre).
En utilisant le jeu de données Doll de [9], pour lequel l’albédo n’est pas rigoureusement
uniforme, on obtient les résultats de la figure 3.7 : l’indétermination est bien levée, mais
la valeur de λ qui minimise TV(ρ) est très éloignée de sa valeur réelle λ = 1.
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Figure 3.3 – Influence d’une transformation GBR sur les variations de l’albédo ρ, de
la profondeur z et de son gradient ∇z. Nous représentons ici les valeurs de (a) ρ, (b) z,
(c) p et (d) q, le long de la ligne u = 100, pour les valeurs de v telles que (100, v) ∈ Ω,
issues des estimations de la figure 3.1. Il apparaît clairement que les courbes en trait
plein bleu (après transformation GBR) présentent des variations bien plus marquées que
les courbes en pointillés rouges (avant transformation GBR).
Il semble donc que la variation totale de l’albédo ne permette pas de lever l’ambiguïté
BR de manière fiable, même si elle garantit l’unicité de la solution. Le moyen le plus
simple pour lever l’ambiguïté autrement consiste à adapter une autre méthode de résolu-
tion de l’ambiguïté GBR en la simplifiant : au lieu d’estimer les trois paramètres (µ, ν, λ)
de l’ambiguïté GBR, nous n’utilisons cette autre méthode que pour estimer λ. En pra-
tique, nous utilisons soit la méthode de Alldrin et al., qui repose sur la minimisation de
l’entropie [9], soit une autre méthode que nous décrirons dans le paragraphe 3.2.5, qui
suppose que les intensités des éclairages sont égales [114, 214, 282].
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Figure 3.4 – Influence du paramètre µ sur les variations totales (a) de l’albédo ρ, (b)
de la profondeur z et (c) du champ m calculés en appliquant une transformation GBR
à la reconstruction du buste de Beethoven par stéréophotométrie calibrée (figure 3.1).
Les trois variations totales sont minimales pour des valeurs très proches de la valeur
théorique µ = 0.
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Figure 3.5 – Influence du paramètre ν sur les variations totales (a) de l’albédo ρ, (b)
de la profondeur z et (c) du champ m, sur le même jeu de données que la figure 3.4.
Comme pour µ, les trois variations totales sont minimales pour des valeurs très proches
de la valeur théorique ν = 0.
L’étude de la variation totale TV(∇z) du gradient de profondeur est laissée en pers-
pective. Pourtant, la minimisation de TV(∇z), couplée à celle de TV(ρ), permettrait
de contrôler implicitement les variations du champ m. En effet, comme nous l’avons
déjà montré dans [217], les variations totales de ρ, de ∇z et de m vérifient l’inégalité
suivante :
TV(m) 6 3
∫∫
Ω
‖∇ρ(u, v)‖dudv︸ ︷︷ ︸
TV(ρ)
+4
∫
Ω
ρ(u, v) (‖∇p(u, v)‖+ ‖∇q(u, v)‖)du dv︸ ︷︷ ︸
6ρmax TV(∇z)
(3.29)
en notant ρmax la valeur maximale de l’albédo. Remarquons au passage que, dans l’in-
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Figure 3.6 – Influence du paramètre λ sur la variation totale (a) de l’albédo ρ, (b) de
la profondeur z et (c) du champ m, sur le même jeu de données que la figure 3.4. Seule
la variation totale de l’albédo admet un minimum dans ]0;+∞[, alors que TV(z) est
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Figure 3.7 – Variation totale de l’albédo en fonction de λ, sur le jeu de données Doll.
La valeur de λ qui minimise TV(ρ) est très éloignée de sa valeur réelle λ = 1.
égalité (3.29),
∫∫
Ω ρ (‖∇p‖ + ‖∇q‖) constitue une pondération de la variation totale de
∇z par l’albédo. Cette pondération permet de « relâcher » la contrainte sur la variation
totale lorsque l’albédo de la surface est faible, i.e. là où le matériau est sombre. Sachant
que si ρ = 0, le problème UPS est mal posé, cette pondération semble intéressante pour
limiter le biais de la reconstruction 3D.
Mais si l’utilisation de TV(∇z) constitue une piste intéressante, elle comporte toute-
fois une difficulté numérique qui lui est spécifique. En effet, la minimisation de TV(∇z)
revient à une hypothèse de régularité des dérivées d’ordre 2 de la profondeur z. La
condition d’optimalité correspondante serait donc d’ordre 4.
Nous allons maintenant montrer comment résoudre le problème UPS au moyen de
la régularisation TV. Nous cherchons pour cela, parmi toutes les solutions en (S,M) du
problème (3.8), celle qui minimise un critère de type TV.
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3.2.3 Modèle proposé
Intéressons-nous d’abord à la régularisation TV(m). Une première approche, inspirée
par les modèles de débruitage d’images, consisterait à modifier le problème (3.7) de la
façon suivante : minS,m ‖Sm− i‖
2
L2(Ω) + γ TV(m)
s.c. rotm = 0
(3.30)
où γ > 0. Un tel problème serait par exemple utile pour lisser les artéfacts dus aux écarts
au modèle lambertien linéaire, mais il ne permettrait pas de lever l’ambiguïté BR. Nous
préférons pour l’instant coller au plus près du modèle lambertien linéaire (puisque les
écarts au modèle sont négligés) et donc continuer à minimiser le seul terme d’attache aux
données. De plus, l’opérateur rotm étant non linéaire, la contrainte rotm = 0 est difficile
à imposer. Nous reviendrons dans la partie IV sur cette approche, et montrerons qu’en
choisissant comme inconnues le triplet (S, ρ, z) plutôt que le couple (S,m), une solution
variationnelle du problème UPS peut être déterminée, la contrainte d’intégrabilité étant
alors implicitement imposée.
Pour cette étude plus « théorique » sur le caractère bien posé du problème UPS, nous
supposons que les données sont conformes au modèle, à un bruit blanc gaussien près.
Nous pouvons donc faire tendre γ vers 0 dans (3.30), ce qui revient à chercher, parmi
toutes les solutions qui minimisent l’attache aux données ‖Sm − i‖2L2(Ω), celle dont la
variation totale est minimale. Cela se réécrit de la façon suivante :
min
m
TV(m)
s.c.
‖Sm− i‖2L2(Ω) = minrotm = 0 (3.31)
où l’ensemble admissible des couples (S,m) satisfaisant la contrainte est donné, dans le
cas discret, par (3.16).
Pour résoudre un problème de la forme (3.31), nous exploitons la connaissance de
toutes les solutions de l’équation (3.8), dont nous savons qu’elles sont liées par la trans-
formation GBR. Nous proposons une solution très simple, fondée sur la solution explicite
de Yuille et Snow [282, 283] et l’estimation des paramètres GBR par minimisation de
la variation totale. En effet, nous avons montré dans [217] que le problème (3.31) était
strictement équivalent à :
(Ŝ, m̂) =
(
S0G(µ̂, ν̂, λ̂),G(µ̂, ν̂, λ̂)−1m0
)
(3.32)
où (S0,m0) est la solution explicite fournie par la méthode de Yuille et Snow (cf. para-
graphe 3.1.3) et :
(µ̂, ν̂, λ̂) = argmin
(µ,ν)∈R2
λ∈R+\{0}
TV(G(µ, ν, λ)−1m0) (3.33)
qui est une variante du deuxième sous-problème de (3.21).
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Détaillons maintenant la résolution du problème (3.33). D’après la définition (3.26) de
la variation totale et l’expression (3.18) d’une transformation GBR, sa fonction objectif
s’écrit :
E(µ, ν, λ) = TV(G(µ, ν, λ)−1m0)
= TV([1, 0, µ]m0) + TV([0, 1, ν]m0) + TV([0, 0, λ]m0)
= TV(m01 + µm
0
3) + TV(m
0
2 + νm
0
3) + TV(λm
0
3) (3.34)
Les estimations des trois paramètres (µ, ν, λ) peuvent donc être découplées. Ce décou-
plage, qui est une conséquence du choix de la définition anisotrope (3.26) de la TV
vectorielle, ne se serait pas produit avec la définition isotrope (3.25).
3.2.4 Estimation de µ et ν
On montre facilement, en différenciant la fonction E(µ, ν, ·), sa convexité vis-à-vis de
µ et ν, et donc l’unicité de la solution en (µ, ν). D’un point de vue pratique, vu cette
convexité, nous utilisons une méthode de descente de type « quasi-Newton », initialisée
par la solution du problème quadratique suivant :
µ̂0 = argmin
µ
∫∫
Ω ‖∇(m01(u, v) + µm03(u, v))‖2dudv
ν̂0 = argmin
ν
∫∫
Ω ‖∇(m02(u, v) + νm03(u, v))‖2dudv
(3.35)
qu’il est facile de calculer explicitement :
µ̂0 = −
∫∫
Ω∇m01(u, v)⊤∇m03(u, v)du dv∫
Ω ‖∇m03(u, v)‖2du dv
ν̂0 = −
∫∫
Ω∇m02(u, v)⊤∇m03(u, v)du dv∫
Ω ‖∇m03(u, v)‖2dudv
(3.36)
Intéressons-nous maintenant à l’estimation de λ, qui influe sur l’échelle en z de la
reconstruction 3D (ambiguïté BR).
3.2.5 Estimation de λ
Commençons par calculer le troisième terme de l’expression (3.34) de la fonction
objectif E(µ, ν, λ) :
TV(λm03) =
∫∫
Ω
‖∇(λm03(u, v))‖dudv (3.37)
= λTV(m03) (3.38)
La dépendance linéaire de E(µ, ν, λ) en λ explique a posteriori l’allure de la courbe de
la figure 3.6-c. Si l’on cherche à minimiser E(µ, ν, λ) et que l’on veut éviter la solution
λ = 0+, qui correspond à un relief dégénéré (cf. (3.20)), alors il est nécessaire de remplacer
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la contrainte λ > 0 par λ > ǫ, avec ǫ > 0. Sous cette contrainte, la valeur de λ qui
minimise E(µ, ν, λ) est bien sûr :
λ̂ = ǫ (3.39)
Le choix de la valeur de ǫ est donc important en pratique, puisque ce choix détermine
l’échelle, i.e. lève l’ambiguïté BR. Un tel choix peut paraître très arbitraire. Néanmoins,
comme la minimisation en (µ, ν) est indépendante du choix de ǫ, l’ambiguïté BR peut être
levée a posteriori, quitte à fixer arbitrairement ǫ dans un premier temps. À la manière
d’un hyper-paramètre, ǫ peut donc être choisi manuellement pour obtenir une surface
« acceptable ».
Nous proposons donc de résoudre les deux problèmes suivants en séquence :
(µ̂, ν̂) = argmin
µ,ν
TV(G(µ, ν, 1)−1m0)
λ̂ = argmin
λ>ǫ
TV(G(µ̂, ν̂, λ)−1m0)
(3.40)
en fixant empiriquement la valeur de ǫ. Cette formulation du problème permet de com-
prendre pourquoi l’estimation de λ correspond à la résolution de l’ambiguïté BR puisque,
de la définition (3.18) de G(µ, ν, λ)−1, on tire facilement :
G(µ̂, ν̂, λ)−1m0 = G(0, 0, λ)−1(G(µ̂, ν̂, 1)−1m0) (3.41)
et que G(0, 0, λ) est une matrice de transformation BR [28]. L’expression (3.41) corres-
pond donc à une transformation BR du vecteur :
m1 = G(µ̂, ν̂, 1)−1m0 (3.42)
Il s’ensuit que l’influence de λ est très facile à interpréter : λ → +∞ tend à « apla-
tir » le relief tout en accétuant les variations d’albédo (principe du « trompe-l’œil ») ;
inversement, λ→ 0+ accentue les pentes tout en réduisant les variations d’albédo. Plus
formellement, λ influe sur la profondeur z de la façon suivante, d’après (3.20) :
z¯(u, v) =
z(u, v)
λ
(3.43)
tandis que, comme cela est montré dans [28], ce paramètre influe sur l’albédo ρ comme
suit :
ρ¯(u, v) = ρ(u, v)
(
λ2 + ‖∇z(u, v)‖2
1 + ‖∇z(u, v)‖2
)1/2
(3.44)
La figure 3.8 montre l’effet d’une transformation BR sur le relief et l’albédo du buste de
Beethoven. 4
Pour résoudre effectivement l’ambiguïté BR, nous avons utilisé deux méthodes de
l’état de l’art : la méthode de minimisation de l’entropie de l’albédo [9], qui a déjà
4. D’autres liens entre la géométrie d’une surface et son albédo, sous l’effet d’une transformation BR,
sont détaillés dans [147].
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(a) (b) (c)
(d) (e) (f)
Figure 3.8 – Effet d’une transformation de bas-relief : reliefs estimés avec (a) λ = 1/2,
(b) λ = 1 (relief original) et (c) λ = 2 ; (d)-(e)-(f) albédos correspondant aux mêmes
valeurs de λ.
été mentionnée à plusieurs reprises, et une méthode fondée sur l’hypothèse d’égalité des
intensités des éclairages, introduite dans [114, 282], que nous avons étudiée dans [209, 214]
et que nous allons détailler maintenant. Étant donné que ces méthodes utilisent des a
priori de natures très différentes, on ne peut pas dire que l’une soit supérieure à l’autre :
cela dépend des données.
Imposer l’égalité des intensités des éclairages comme a priori pour lever l’ambiguïté
GBR est relativement difficile [282]. En revanche, cette contrainte se traduit très sim-
plement, dans le cas de l’ambiguïté BR, par un système linéaire de m équations à deux
inconnues. Le problème consiste à trouver le paramètre λ tel que :
‖s0,i⊤G(µ̂, ν̂, λ)‖2 = φ02, ∀i ∈ [1,m] (3.45)
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où l’intensité φ0 est inconnue et s0,i⊤ constitue la i-ème ligne de S0 (cf. (3.1)). Or :
G(µ̂, ν̂, λ) = G(µ̂, ν̂, 1)G(0, 0, λ) (3.46)
de telle sorte que, en notant s1,i⊤ = [s1,i1 , s
1,i
2 , s
1,i
3 ] la i-ème ligne de S
1 = S0G(µ̂, ν̂, 1), la
contrainte (3.45) se réécrit :
‖s1,i⊤G(0, 0, λ)‖2 = φ02, ∀i ∈ [1,m] (3.47)
soit, d’après la forme (3.17) d’une transformation GBR :(
s1,i1
)2
+
(
s1,i2
)2
+
1
λ2
(
s1,i3
)2
= φ02 (3.48)
qui est une équation linéaire à deux inconnues scalaires 1/λ2 et φ02. Ces inconnues
peuvent être estimées, au sens des moindres carrés, par résolution du système des m
équations de la forme (3.48). De là, on déduit λ2, puis λ sachant que λ > 0 par hypothèse.
3.2.6 Régularisation TV de la profondeur
Nous venons de voir comment ramener l’ambiguïté GBR à une ambiguïté BR, en
minimisant la variation totale du champm. Cette méthode nécessite toutefois de calculer
la jacobienne de m, qui peut être approchée par différences finies. Afin d’éviter tout
problème numérique dû au bruit ou à la présence de discontinuités, il est nécessaire
d’appliquer un filtrage gaussien au champ m0 avant de calculer les différences finies 5.
On peut éviter le recours à de telles approximations numériques en préférant régulariser
la profondeur z. Comme nous allons le voir, cela permet effectivement d’éviter toute
approximation numérique.
Rappelons que, si la profondeur z est supposée deux fois différentiable (au moins
par morceaux), alors la condition d’intégrabilité est implicitement satisfaite. Le pro-
blème (3.31) peut donc être reformulé comme la recherche d’une fonction z régulière
solution de : 
min
z
TV(z)
s.c.
∥∥∥∥∥ρS [−∂uz,−∂vz, 1]⊤√‖∇z‖2 + 1 − i
∥∥∥∥∥
2
L2(Ω)
= min
(3.49)
Ce type de problème variationnel sera étudié dans la partie IV. Pour l’instant, nous
exploitons à nouveau la forme explicite de l’ambiguïté GBR.
Soit z0 la profondeur obtenue par intégration du champ de normales n0 =m0/‖m0‖
estimé par la méthode de Yuille et Snow (il n’est pas nécessaire de calculer explici-
tement cette profondeur). Cette solution appartient à l’ensemble admissible du pro-
blème (3.49), les autres solutions admissibles étant reliées à z0 par l’équation (3.20).
En notant u0 = [u, v, z0(u, v)]⊤ le carreau de Monge correspondant à z0, l’ensemble des
fonctions z admissibles s’écrit donc :{
g(µ, ν, λ)u0, (µ, ν, λ) ∈ R× R× R+\{0}
}
(3.50)
5. La même « astuce » est utilisée dans [9] pour imposer l’intégrabilité.
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où le vecteur g(µ, ν, λ) = 1λ [−µ,−ν, 1]⊤, qui dépend des paramètres GBR, correspond à
la troisième colonne de G(µ, ν, λ).
La solution de (3.49) s’écrit donc :
ẑ = g(µ̂, ν̂, λ̂)u0 (3.51)
où :
(µ̂, ν̂, λ̂) = argmin
(µ,ν)∈R2
λ∈R+\{0}
TV(g(µ, ν, λ)u0) (3.52)
Or, le gradient de la fonction de profondeur transformée z¯ = g(µ, ν, λ)u0 s’écrit :
∇z¯ = − 1
λ
m01m03 + µ
m02
m03
+ ν
 (3.53)
L’estimation de λ est donc à nouveau problématique, puisqu’elle aboutit à la solution λ =
+∞, ce qui explique a posteriori l’allure de la courbe de la figure 3.6-b. Comme nous
l’avons déjà fait dans le paragraphe 3.2.5, nous imposons une contrainte, en l’occurrence
λ 6 ǫ′, avec ǫ′ > 0, pour éviter cette solution dégénérée. On montre aisément [217] que
l’estimation de µ et ν est indépendante de celle de λ, i.e. que l’on peut fixer dans un
premier temps λ = 1 pour estimer µ et ν, avant de lever l’ambiguïté BR résiduelle en
minimisant soit la variation totale de l’albédo, soit l’entropie de l’albédo, ou encore en
imposant l’égalité des intensités des éclairages.
L’estimation de µ et ν constitue un problème convexe que nous résolvons par une
méthode de type quasi-Newton, à partir de la solution (µ̂0, ν̂0) du problème quadratique :
(µ̂0, ν̂0) = argmin
µ,ν
∫∫
Ω
∥∥∥∇(g(µ, ν, 1)u0(u, v))∥∥∥2 du dv (3.54)
qu’il est facile de calculer explicitement :{
µ̂0 = p¯0
ν̂0 = q¯0
(3.55)
où p¯0 et q¯0 désignent les valeurs moyennes de p0 = −m01/m03 et de q0 = −m02/m03. En
réalité, résoudre (3.54) revient à forcer le champ de normales n à être égal, en moyenne,
à [0, 0, 1]⊤, i.e. orienté vers la caméra, ce qui paraît raisonnable : cette contrainte a
également été utilisée comme a priori dans un algorithme EM de résolution robuste de
la stéréophotométrie calibrée [257].
En résumé, minimiser la variation totale de la profondeur z ou du champ m permet
de réduire l’ambiguïté GBR à une ambiguïté BR, qui peut être levée a posteriori, par
exemple en minimisant la variation totale de l’albédo ou l’entropie de l’albédo, ou en-
core en imposant l’égalité des intensités des éclairages. Nous allons voir qu’en plus de
l’intérêt théorique de cette étude, qui suggère en particulier une résolution variationnelle
du problème UPS (cf. partie IV), l’approche proposée fournit la plupart du temps de
meilleurs résultats, qualitativement et quantitativement, que les méthodes de l’état de
l’art.
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3.3 Validation expérimentale
Dans ce paragraphe, nous évaluons la précision des reconstructions 3D obtenues en
levant l’ambiguïté du problème UPS par variation totale. Certains auteurs [89] évaluent
cette précision en calculant l’écart angulaire moyen (EAM) entre le champ de normales
estimé et celui obtenu par stéréophotométrie calibrée. Alldrin note cependant dans [9]
que les résultats obtenus dans le contexte non calibré pourraient être meilleurs que ceux
de la stéréophotométrie calibrée, étant donné que le recours à un a priori peut compenser
un étalonnage approximatif des éclairages. Nous menons d’abord l’évaluation sur des jeux
de données synthétiques, pour lesquels les normales réelles sont connues.
3.3.1 Résultats sur données synthétiques
Pour évaluer la qualité de l’estimation de µ et ν par régularisation TV, nous utilisons
les images de synthèse d’un vase, simulées de la façon suivante :
• La profondeur z(u, v) étant une fonction polynomiale de u et v (cf., entre autres,
[82]), l’expression analytique des normales est facile à établir. La profondeur z est
représentée sur la figure 3.9-a, et ses dérivées p et q sur les figures 3.9-b et 3.9-c.
• La matrice S, de taille 22×3 (m = 22), est constituée de vecteurs dont les directions
sont uniformément réparties sur l’hémisphère nord de la sphère unité, et dont les
intensités sont toutes égales.
• La carte d’albédo est choisie arbitrairement (voir plus bas).
• Enfin, les m = 22 images, de taille 256 × 256, sont générées à partir du modèle
lambertien, avec prise en compte des ombres propres : i = max{Sm, 0}.
Puisque les intensités des éclairages sont parfaitement égales pour ces données synthé-
tiques, c’est bien sûr cette hypothèse qui est utilisée pour lever l’ambiguïté BR résiduelle,
i.e. pour estimer λ. Les méthodes d’estimation des paramètres GBR seront donc notées
TV-m-MI et TV-z-MI (m ou z indique quelle variation totale est utilisée pour estimer
µ et ν, et MI, pour même intensité, indique la méthode utilisée pour estimer λ).
(a) (b) (c)
Figure 3.9 – Données synthétiques (a) z, (b) p et (c) q utilisées dans les tests.
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Nous comparons nos reconstructions 3D à celles obtenues en utilisant les méthodes [9]
et [89], dont les codes Matlab sont disponibles en ligne. Nos codes ont également été
développés en Matlab, et les temps CPU sont mesurés sur un processeur I7 à 2, 9 GHz.
Rappelons que :
• La méthode du minimum de l’entropie (ME) [9] estime les paramètres de la trans-
formation GBR en minimisant l’entropie de l’albédo.
• La méthode des maxima diffus (MD) [89, 196] suppose que les points singuliers de
l’image, i.e. ceux où le niveau de gris est maximal, sont localement orientés vers la
source lumineuse. Il est alors possible d’en déduire analytiquement les paramètres
de la transformation GBR.
Les caractéristiques de ces méthodes étant très différentes, nous les avons comparées sur
plusieurs exemples :
• Cas 1 : lorsque l’albédo est uniforme (cf. figure 3.10-a), l’entropie est très faible, et
l’orientation des maxima diffus correspond effectivement à la direction d’éclairage.
Ce cas devrait donc être favorable aux méthodes ME [9] et MD [89].
• Cas 2 : lorsque l’albédo est uniforme par morceaux (cf. figure 3.10-b), l’entropie
reste faible, mais certains maxima diffus sont détectés, à tort, sur des zones d’albédo
élevé. Ce cas de figure devrait donc favoriser la méthode ME [9].
• Cas 3 : lorsque l’albédo suit une distribution de type gradient radial (cf. figure 3.10-
c), l’entropie est élevée, et les maxima d’intensité peuvent à nouveau correspondre
à des valeurs élevées de l’albédo.
La figure 3.10 montre une image de chacun de ces jeux de données.
Pour évaluer la précision des différentes méthodes, nous calculons l’erreur relative
entre les paramètres GBR estimés et leurs valeurs réelles, ainsi que l’erreur angulaire
entre le champ de normales estimé et le champ de normales réel. Tous ces résultats sont
consignés dans la table 3.1.
Comme on pouvait s’y attendre, les méthodes ME et MD procurent de très bons
résultats dans le cas 1, mais sont toutes deux mises en échec lorsque l’albédo varie
continûment (cas 3). Au contraire, la régularisation TV se comporte aussi bien dans
les trois cas. Comme cette régularisation ne repose sur l’identification d’aucun point
particulier, cela la rend plus générale (au moins pour l’estimation de µ et ν).
La méthode ME utilise une optimisation globale pour minimiser l’entropie de la
distribution de l’albédo, qui est non convexe. Ceci se traduit par des temps CPU très
élevés. Pour la méthode MD, le temps de calcul est très dificile à prévoir, puisqu’il
dépend du nombre de maxima diffus détectés dans les images. Quant aux méthodes TV
proposées, elles procèdent à une optimisation convexe à trois paramètres et sont donc
très rapides.
Commentons enfin les légères différences entre les résultats obtenus avec les méthodes
TV-m-MI et TV-z-MI : TV-m-MI nécessite de calculer une jacobienne par approxima-
tions numériques, ce qui est complètement biaisé par la non intégrabilité des normales
sur le bord du vase. C’est pour cette raison que la méthode TV-z-MI fournit de meilleurs
résultats. Si l’on applique un filtrage gaussien avant les approximations par différences
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(a) (b) (c)
(d) (e) (f)
Figure 3.10 – Différents types d’albédos : (a) uniforme, (b) uniforme par morceaux, (c)
de type gradient radial. (d)-(e)-(f) Images correspondant à ces différents albédos.
finies, ce biais est toutefois réduit. Cette version modifiée de TV-m-MI est notée TV-
m-MI-Gauss dans la table 3.1. Étant donné que ce filtrage améliore sensiblement les
résultats, il sera systématiquement appliqué, et TV-m-MI fera dorénavant référence à
cette version de la méthode avec filtrage.
3.3.2 Résultats sur données réelles
Pour des données réelles, il est difficile d’évaluer la précision de la reconstruction 3D,
en l’absence de vérité terrain. Nous comparons donc nos résultats à ceux obtenus par
stéréophotométrie calibrée. Rappelons que cette comparaison est fournie à titre purement
indicatif, puisque la reconstruction 3D calibrée est potentiellement biaisée si l’étalonnage
des éclairages n’a pas été correctement réalisé.
De plus, rappelons que les méthodes proposées, qui visent à résoudre l’ambiguïté
GBR, ne servent qu’à illustrer la pertinence de l’approche par régularisation : en réalité,
le résultat majeur de cette étude est de montrer que le problème UPS devient bien posé
si l’on a recours à la régularisation TV de la profondeur z (ou du champ m) et à celle de
l’albédo ρ. Nous présenterons dans la partie IV des algorithmes variationnels bien plus
efficaces pour résoudre le problème UPS.
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|ν−ν̂|
|ν|
|µ−µ̂|
|µ|
|λ−λ̂|
|λ| EAM
Max-
EA
Min-
EA
σEA CPU
C
as
1
ME [9] 1,54 0,00 0,05 0,63 16,41 0,03 1,10 26,41
MD [89] 5,36 0,28 0,01 0,98 16,04 0,01 0,95 2,79
TV-m-MI 93,72 0,27 0,57 10,09 24,77 0,03 3,14 0,13
TV-m-MI-Gauss 0,61 0,02 0,07 0,57 16,75 0,00 1,28 0,26
TV-z-MI 0,61 0,02 0,07 0,57 16,75 0,00 1,28 0,57
C
as
2
ME [9] 1,19 0,02 0,04 0,59 16,35 0,00 1,09 28,54
MD [89] 24,11 1,59 0,11 4,82 14,97 0,06 1,25 3,34
TV-m-MI 53,38 0,11 0,36 7,42 21,53 0,11 2,11 0,07
TV-m-MI-Gauss 0,50 0,02 0,07 0,56 16,77 0,00 1,27 0,26
TV-z-MI 0,50 0,02 0,07 0,56 16,77 0,00 1,27 0,50
C
as
3
ME [9] 8,01 18,22 0,21 15,59 18,89 2,03 3,64 30,82
MD [89] 8,77 20,74 0,10 15,53 18,40 3,03 3,45 0,56
TV-m-MI 102,61 0,89 0,20 4,43 18,76 0,07 1,35 0,06
TV-m-MI-Gauss 2,70 0,03 0,07 0,75 16,53 0,01 1,26 0,15
TV-z-MI 2,41 0,02 0,07 0,75 16,53 0,01 1,26 0,23
Table 3.1 – Comparaison de la méthode du minimum d’entropie (ME), de la méthode
des maxima diffus (MD) et des méthodes que nous proposons : TV-m-MI, TV-m-MI-
Gauss (application d’un filtrage gaussien avant l’approximation numérique de la jaco-
bienne de m0) et TV-z-MI. Nous donnons les valeurs de l’erreur relative de l’estimation
des paramètres µ, ν et λ, l’écart angulaire moyen sur les normales (EAM), l’écart an-
gulaire maximal (Max-EA), l’écart angulaire minimal (Min-EA), l’écart-type de l’écart
angulaire (σEA) ainsi que le temps CPU (les valeurs angulaires sont exprimées en degrés,
les temps CPU en secondes). Les méthodes proposées surpassent celles de l’état de l’art,
sont plus rapides, et permettent de prendre en compte des situations où les méthodes
de l’état de l’art tendent à échouer, comme dans le cas où l’albédo varie continûment.
Jeux de données
Nous avons utilisé pour nos tests :
• Dix jeux de données d’objets « presque lambertiens ». Les jeux de données Buddha,
Cat, Horse, Owl et Rock fournis par Dan Goldman et Steven Seitz 6 comportent
chacun douze images de taille 320 × 300 (sauf Horse, qui est composé d’images
de taille 270 × 350). Les jeux de données Octopus, Redfish et Korean Doll sont
disponibles sur la page personnelle de Neil Alldrin 7 : ils sont constitués de cinq
images, de tailles respectives 321×281, 351×301 et 1321×521. Le jeu de données
Doll, qui a été proposé dans [89], est composé de quinze images de taille 405×250.
Enfin, le jeu de données Beethoven est constitué de trois images de taille 256×256.
6. http://courses.cs.washington.edu/courses/cse455/10wi/projects/
7. http://vision.ucsd.edu/~nalldrin/research/
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• Les vingt premiers jeux de la base de données Extended Yale DataFace B [99, 159].
Nous avons sélectionné, parmi les 64 images disponibles pour chaque jeu, les 27
images correspondant aux vecteurs d’éclairage présentant les angles d’élévation les
plus faibles, de façon à limiter les ombres. Chaque image a pour taille 192× 168.
Les images réélles ne sont bien entendu pas exemptes d’écarts au modèle, tels que
les ombres ou les reflets brillants. Comme cela a été discuté dans le paragraphe 1.2, les
approches de type « prétraitements » sont particulièrement adaptées au problème UPS,
car leur mise en œuvre est la même si l’on ne connaît pas les éclairages. Nous avons donc
appliqué le prétraitement proposé dans [270], impliquant un hyper-paramètre que nous
avons fixé aux valeurs suggérées dans [89], i.e. à 1, 7 si m > 12 et à 3 si m < 12. La
figure 3.11 montre une image prétraitée des quinze premiers jeux de données testés. Bien
entendu, le prétraitement n’est pas un outil « magique » : il est impossible de retirer
certains effets très marqués, comme par exemple les reflets brillants sur les yeux de la
chouette dans le jeu de données Owl.
Buddha Cat Horse Owl Rock
Octopus Redfish Korean Doll Doll Beethoven
B01 B02 B03 B04 B05
Figure 3.11 – Une image (prétraitée) de chacun des quinze premiers jeux de données
réelles testés.
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Résultats
L’erreur relative sur les paramètres GBR estimés, l’EAM entre les champs de nor-
males estimées par stéréophotométrie non calibrée et par stéréophotométrie calibrée,
ainsi que les temps de calcul, sont consignés dans les tables 3.2 et 3.3. Comme on peut
le constater, les méthodes proposées atteignent la plupart du temps des performances
comparables à l’état de l’art en termes de reconstruction 3D, mais sont bien plus rapides
grâce à la convexité des problèmes à résoudre.
|ν−ν̂|
|ν|
|µ−µ̂|
|µ|
|λ−λ̂|
|λ|
EAM CPU
Buddha
ME 0.81 0,22 0,06 6,38 13,87
MD 0,07 0,06 0,12 4,99 1,91
TV-m-MI 0,91 0,35 0,21 10,92 0,06
TV-z-MI 1,03 0,51 1,34 18,85 0,03
TV-z-ME 1,03 0,51 0,00 14,79 0,35
Cat
ME 0,48 0,49 0,17 14,37 17,82
MD 0,95 0,05 0,08 5,37 0,57
TV-m-MI 1,00 0,10 0,27 6,16 0,06
TV-z-MI 0,13 0,54 5,94 35,57 0,04
TV-z-ME 0,13 0,54 0,18 16,04 0,45
Horse
ME 11,33 0,28 0,09 10,88 14,21
MD 14,25 0,20 0,03 4,80 1,25
TV-m-MI 11,64 0,11 0,21 6,68 0,07
TV-z-MI 34,83 0,34 0,64 18,25 0,03
TV-z-ME 34,83 0,34 0,13 15,59 0,34
Owl
ME 0,41 0,63 0,25 15,67 22,71
MD 0,35 0,00 0,07 6,63 0,43
TV-m-MI 0,50 0,23 0,13 8,42 0,08
TV-z-MI 0,15 0,13 0,08 5,54 0,05
TV-z-ME 0,15 0,13 0,15 7,54 0,54
Rock
ME 14,77 0,75 0,23 18,37 32,30
MD 5,35 0,39 0,05 11,61 0,61
TV-m-MI 3,13 0,88 - - 0,08
TV-z-MI 9,43 1,19 - - 0,07
TV-z-ME 9,43 1,19 0,19 27,56 0,76
|ν−ν̂|
|ν|
|µ−µ̂|
|µ|
|λ−λ̂|
|λ|
EAM CPU
Octopus
ME 0,06 0,07 0,07 3,06 22,49
MD 0,10 0,16 0,19 6,64 0,26
TV-m-MI 0,03 0,14 - - 0,07
TV-z-MI 0,11 0,29 - - 0,07
TV-z-ME 0,11 0,29 0,28 9,41 0,67
Redfish
ME 7,06 0,06 0,03 4,38 21,52
MD 8,85 0,18 0,05 5,60 0,79
TV-m-MI 20,83 0,06 3,48 25,92 0,10
TV-z-MI 3,28 3,75 2,93 26,07 0,05
TV-z-ME 3,28 3,75 0,17 14,17 0,61
Korean Doll
ME 0,04 0,19 0,08 3,39 151,99
MD 0,20 0,80 0,27 17,74 2,28
TV-m-MI 0,11 0,46 - - 0,49
TV-z-MI 0,09 0,50 - - 0,34
TV-z-ME 0,09 0,50 0,15 10,36 3,87
Doll
ME 0,05 2,64 0,47 26,24 17,13
MD 0,03 0,81 0,34 12,15 0,59
TV-m-MI 0,05 1,81 - - 0,06
TV-z-MI 0,04 1,82 - - 0,03
TV-z-ME 0,04 1,82 0,44 19,84 0,35
Beethoven
ME 10,50 6,69 0,57 63,83 16,39
MD 0,02 0,25 0,41 10,01 1,31
TV-m-MI 0,15 0,34 0,65 16,44 0,05
TV-z-MI 0,06 0,31 0,47 13,70 0,03
TV-z-ME 0,06 0,31 0,07 13,30 0,32
Table 3.2 – Comparaison des résultats obtenus par les méthodes ME [9], MD [89] et
les méthodes utilisant la régularisation TV, sur dix objets « presque » lambertiens. Les
valeurs angulaires sont exprimées en degrés, les temps CPU en secondes.
Il est notable que, pour certains jeux de données, aucune erreur n’est indiquée dans
la table 3.2 : il s’agit de cas où la résolution des équations (3.48) fournit une solution
négative pour λ2, ce qui indique que la contrainte d’égalité des intensités lumineuses n’est
pas appropriée, contrairement aux images de synthèse, où cette contrainte a été imposée.
Cependant, puisque l’estimation de µ et ν est indépendante de celle de λ, nous pouvons
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|ν−ν̂|
|ν|
|µ−µ̂|
|µ|
|λ−λ̂|
|λ|
EAM CPU
B01
ME 18,83 5,26 0,26 14,78 17,03
MD 33,92 5,17 0,06 14,78 9,05
TV-m-MI 35,45 3,27 0,75 16,23 0,03
TV-z-MI 24,45 4,23 0,75 16,22 0,03
TV-z-ME 24,45 4,23 0,22 12,69 0,26
B02
ME 2,27 13,24 0,30 17,08 16,92
MD 3,80 15,51 0,16 18,56 4,34
TV-m-MI 3,95 3,45 1,02 15,41 0,14
TV-z-MI 1,12 8,86 1,15 16,66 0,12
TV-z-ME 1,12 8,86 0,11 9,37 0,26
B03
ME 7,70 3,25 0,23 11,56 23,57
MD 10,79 2,86 0,10 9,23 4,67
TV-m-MI 22,32 0,64 0,51 12,95 0,04
TV-z-MI 10,18 0,61 0,33 9,01 0,03
TV-z-ME 10,18 0,61 0,16 5,41 0,28
B04
ME 77,65 2,90 0,18 10,41 20,85
MD 73,36 4,69 0,01 14,23 4,44
TV-m-MI 121,13 2,11 0,63 15,69 0,03
TV-z-MI 49,40 4,22 0,94 19,15 0,03
TV-z-ME 49,40 4,22 0,14 12,84 0,39
B05
ME 0,40 0,12 0,26 7,50 18,54
MD 0,04 0,39 0,13 3,38 5,65
TV-m-MI 2,38 2,91 0,59 13,93 0,03
TV-z-MI 0,86 2,51 0,58 13,08 0,03
TV-z-ME 0,86 2,51 0,02 8,87 0,28
B06
ME 3,32 3,73 0,19 12,89 19,23
MD 4,53 2,93 0,19 11,35 3,11
TV-m-MI 1,28 1,58 0,30 9,05 0,03
TV-z-MI 4,96 2,02 0,55 13,43 0,03
TV-z-ME 4,96 2,02 0,21 9,85 0,32
B07
ME 1,94 3,54 0,24 11,21 18,53
MD 2,29 2,62 0,15 7,98 11,48
TV-m-MI 2,28 2,00 0,53 11,97 0,03
TV-z-MI 3,63 3,19 0,83 16,41 0,03
TV-z-ME 3,63 3,19 0,21 10,73 0,35
B08
ME 157,37 4,66 0,34 19,70 18,31
MD 127,10 3,69 0,25 14,75 2,90
TV-m-MI 136,65 0,87 0,33 10,01 0,03
TV-z-MI 154,10 1,13 0,38 10,96 0,03
TV-z-ME 154,10 1,13 0,22 7,90 0,40
B09
ME 5,50 6,99 0,30 17,98 23,36
MD 7,24 7,22 0,14 15,98 1,10
TV-m-MI 7,76 2,11 0,30 10,95 0,03
TV-z-MI 8,24 0,88 0,21 9,36 0,03
TV-z-ME 8,24 0,88 0,30 9,38 0,32
B10
ME 12,34 217,43 0,15 6,92 19,22
MD 16,48 459,18 0,14 11,34 5,32
TV-m-MI 6,22 340,09 0,22 9,10 0,03
TV-z-MI 25,54 87,17 0,17 7,83 0,03
TV-z-ME 25,54 87,17 0,13 6,26 0,33
|ν−ν̂|
|ν|
|µ−µ̂|
|µ|
|λ−λ̂|
|λ|
EAM CPU
B11
ME 2,29 4,62 0,13 19,10 17,99
MD 2,17 2,32 0,16 12,06 1,67
TV-m-MI 0,14 1,96 0,68 16,49 0,03
TV-z-MI 2,02 1,52 0,51 14,36 0,03
TV-z-ME 2,02 1,52 0,33 12,79 0,43
B12
ME 4,33 22,20 0,46 25,51 21,27
MD 0,83 10,92 0,36 14,92 1,06
TV-m-MI 5,52 5,30 0,04 7,92 0,04
TV-z-MI 6,70 1,34 0,03 6,63 0,03
TV-z-ME 6,70 1,34 0,36 11,19 0,38
B13
ME 0,84 1,03 0,08 5,21 22,26
MD 2,21 1,89 0,10 8,36 11,63
TV-m-MI 0,39 0,43 0,41 7,13 0,03
TV-z-MI 2,99 3,29 3,53 26,68 0,03
TV-z-ME 2,99 3,29 0,09 14,82 0,52
B15
ME 22,59 3,06 0,16 11,47 19,11
MD 38,75 4,45 0,09 16,38 2,62
TV-m-MI 35,21 2,06 0,63 16,25 0,03
TV-z-MI 30,25 4,07 1,17 22,55 0,04
TV-z-ME 30,25 4,07 0,15 14,80 0,35
B16
ME 4,89 2,16 0,26 8,55 21,61
MD 8,42 4,12 0,07 9,96 6,34
TV-m-MI 7,53 0,68 0,34 8,71 0,04
TV-z-MI 7,42 1,57 0,38 9,65 0,03
TV-z-ME 7,42 1,57 0,21 7,25 0,33
B17
ME 3,35 2,72 0,19 10,15 21,45
MD 4,86 3,25 0,02 10,84 3,68
TV-m-MI 5,06 2,00 0,53 12,99 0,03
TV-z-MI 2,25 2,59 0,64 14,61 0,03
TV-z-ME 2,25 2,59 0,18 9,56 0,32
B18
ME 2,01 1,98 0,18 10,12 20,21
MD 5,14 1,89 0,12 11,19 1,39
TV-m-MI 4,53 0,18 0,27 9,38 0,03
TV-z-MI 4,16 1,52 0,61 14,64 0,03
TV-z-ME 4,16 1,52 0,13 9,33 0,43
B19
ME 24,39 5,47 0,18 16,24 21,73
MD 32,28 5,71 0,24 17,80 3,18
TV-m-MI 23,29 2,45 0,45 13,26 0,10
TV-z-MI 37,93 3,61 0,73 17,61 0,08
TV-z-ME 37,93 3,61 0,18 12,50 0,82
B20
ME 1,83 6,90 0,33 17,20 18,05
MD 3,89 5,17 0,21 11,86 5,69
TV-m-MI 2,76 1,90 0,30 8,38 0,03
TV-z-MI 5,91 1,40 0,31 8,71 0,03
TV-z-ME 5,91 1,40 0,22 7,10 0,32
B21
ME 43,56 1,80 0,27 9,98 16,76
MD 90,43 2,64 0,18 11,93 2,35
TV-m-MI 112,68 1,05 0,55 14,06 0,03
TV-z-MI 103,96 1,82 0,67 15,67 0,03
TV-z-ME 103,96 1,82 0,16 10,38 0,48
Table 3.3 – Comparaison des résultats obtenus avec les méthodes ME [9], MD [89] et
les méthodes utilisant la régularisation TV, sur les vingt premiers jeux de la base de
données Yale DataFace B.
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remplacer cette dernière étape par une autre méthode de résolution de l’ambiguïté BR.
Nous fournissons donc également les résultats obtenus en estimant λ (et uniquement ce
paramètre) par ME. Cette méthode, notée TV-z-ME, s’écrit formellement :
(µ̂, ν̂) = argmin
µ,ν
TV(g(µ, ν, 1)u0)
λ̂ = argmin
λ
E(‖G(µ̂, ν̂, λ)−1m0‖) (3.56)
où la seconde étape est effectuée par recherche exhaustive sur un échantillonnage des va-
leurs possibles pour λ. Remarquons que la taille de l’espace à échantillonner est considé-
rablement plus petite que pour la méthode ME proposée par Alldrin et al. [9], puisque µ
et ν sont déjà estimés. L’exemple Korean Doll (cf. table 3.3) est en ce sens très in-
formatif : le temps de calcul passe de plus de deux minutes pour la méthode ME à
quelques secondes pour la méthode TV-z-ME proposée. Ceci confirme que la méthode
d’estimation de µ et ν peut être utilisée pour accélérer toute méthode de résolution de
l’ambiguïté GBR. Mais surtout, ces tests valident le choix d’une régularisation de type
TV, qui semble adaptée à une grande variété d’objets.
Enfin, nous présentons sur les figures 3.12 et 3.13 les modèles 3D reconstruits, obtenus
en intégrant [239] le champ de normales estimé par la méthode TV qui fournit la valeur
la plus faible de l’EAM, puis en plaquant l’albédo estimé sur le relief, pour les quinze
jeux de données de la figure 3.11. Le rééclairage de ces modèles 3D est généré à partir
du modèle de Phong [206] et de trois sources lumineuses.
En certains points où les images diffèrent fortement du modèle lambertien linéaire
(e.g. l’œil en céramique de la chouette), même après prétraitement, le champ de normales
estimé est fortement non intégrable. La reconstruction 3D est donc biaisée à proximité
de ces points, ce qui se traduit par des artéfacts relativement importants. Ces artéfacts
pourraient facilement être « lissés » par une régularisation de la reconstruction 3D. Ceci
suggère l’utilisation d’une méthode variationnelle car, en plus de garantir le caractère
bien posé du problème UPS, la régularisation servirait à éliminer les artéfacts dus aux
écarts au modèle. Cette idée sera reprise et approfondie dans la partie IV.
3.4 Conclusion du chapitre
Nous avons montré dans ce chapitre qu’une transformation GBR affectait les va-
riations de la profondeur, de son gradient, de l’albédo et des normales. En particulier,
régulariser par variation totale la profondeur z ou le champ m permet de ramener l’am-
biguïté GBR à une ambiguïté BR, laquelle est bien plus facile à résoudre. Régulariser
également l’albédo ρ par variation totale rend le problème UPS bien posé, même si nous
avons vu que pour certaines surfaces dont l’albédo n’est pas suffisamment régulier, on
devait préférer d’autres méthodes de résolution de l’ambiguïté BR.
Le choix d’une régularisation de type TV reste cependant empirique. Bien qu’il ait
été validé a posteriori sur un grand nombre de données, il resterait à mener une étude
statistique de la distribution des fonctions ρ, z et ∇z, qui pourrait permettre de com-
prendre pourquoi ces critères TV fournissent d’aussi bons résultats.
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Rappelons également que nous nous sommes restreints au cas où la réflectance est
lambertienne, la caméra est orthographique et les éclairages sont directionnels. Avec des
modèles aussi simples, voire simplistes, le problème UPS est un problème mal posé.
Avec un modèle de projection perspective, il a été montré dans [197] que l’intégrabilité
des normales suffisait à rendre le problème bien posé. Des modèles de réflectance non
lambertiens peuvent également être pris en compte pour le problème UPS [98], ainsi
que des modèles d’éclairage non directionnels [198]. En contrepartie, il faut s’attendre à
des difficultés numériques résultant de la perte de la linéarité. Nous proposerons dans la
partie IV une nouvelle méthode permettant de parer à ces difficultés numériques
Enfin, l’hypothèse faite jusqu’ici sur le nombre d’images est que m > 3. Dans le
prochain chapitre, nous allons revenir au problème calibré, pour étudier le cas m = 2.
Nous allons voir qu’il s’agit également d’un problème mal posé, qui peut lui aussi tirer
bénéfice de la contrainte d’intégrabilité du champ de normales.
Figure 3.12 – Rééclairage des modèles 3D estimés par la méthode TV qui procure la
valeur la plus faible de l’EAM, pour les six derniers jeux de données de la figure 3.11.
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Figure 3.13 – Rééclairage des modèles 3D estimés par la méthode TV qui procure la
valeur la plus faible de l’EAM, pour les neufs premiers jeux de données de la figure 3.11.
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Chapitre 4
Stéréophotométrie à deux images
Dans le paragraphe 1.1.2, nous avons montré que le problème de la stéréophotométrie
calibrée sous des éclairages directionnels admettait une solution unique si les m > 3
éclairages n’étaient pas tous coplanaires : la normale et l’albédo peuvent être déterminés
sans ambiguïté, sans qu’il soit nécessaire de recourir à une hypothèse supplémentaire.
Dans le cas du SFS, qui correspond à m = 1, le problème est intrinsèquement mal
posé car il est impossible de séparer l’albédo de l’ombrage. Il est donc nécessaire de
supposer l’albédo connu, mais cette hypothèse n’est pas suffisante : il faut généralement
une hypothèse supplémentaire, par exemple sur la régularité de la surface à reconstruire.
Dans ce chapitre, nous décrivons des travaux déjà présentés dans [218] qui concernent
le cas intermédiaire m = 2 entre le shape-from-shading (SFS) et la stéréophotométrie à
m > 3 éclairages non coplanaires (photometric stereo with three images, notée PS3). Le
casm = 2 se généralise facilement au cas dem > 3 éclairages coplanaires, que nous avons
déjà traité dans [213] et qui permet de décrire, par exemple, l’éclairage provenant du soleil
au cours d’une même journée : dans les deux cas, la matrice S du système linéaire (1.18)
n’est plus de rang maximal (full rank). Nous verrons dans le paragraphe 4.1 que le
cas m = 2 est bien plus proche du SFS que de la PS3 : l’albédo doit être connu, ce
qui rend le problème non linéaire ; même sous cette hypothèse très forte, le problème
reste mal posé sans hypothèse supplémentaire. Nous désignerons dorénavant par PS2 la
stéréophotométrie à m = 2 images, dans le cas où l’albédo ρ est connu en tout point.
Le problème PS2 a été étudié dans relativement peu d’articles. Onn et Bruckstein
prouvent dans [192] que la détermination de la normale est un problème a priori ambigu,
et montrent comment éliminer cette ambiguïté en utilisant la contrainte d’intégrabilité.
Yang et al. étudient dans [277] le cas particulier des objets convexes. Dans [231], Sato et
Ikeuchi utilisent la méthode de résolution proposée par Onn et Bruckstein pour résoudre
le problème de la stéréophotométrie à partir de m > 3 images prises en extérieur, i.e.
d’une scène éclairée par le soleil [267]. Dans [155], Kozera parvient aux mêmes conclu-
sions que Onn et Bruckstein à partir d’une formulation différentielle du problème PS2.
Au cours de la décennie suivante, seul Ikeda s’est intéressé au problème PS2, mais en
considérant la seconde image comme un moyen de résoudre plus précisément le problème
SFS, tout comme Mecca et al. dans [173]. Plus récemment, le problème de la stéréopho-
tométrie en extérieur a été revisité dans [1, 3, 142]. Enfin, une version préliminaire de
notre travail a déjà été publiée dans [172].
Nous montrons dans le paragraphe 4.2 que l’approche classique, qui consiste à estimer
la normale, reste utilisable pourvu que, comme pour le problème UPS (cf. chapitre 3),
on trouve un moyen de forcer l’intégrabilité du champ de normales. On peut bien sûr se
demander si le problème PS2 n’est pas un problème purement formel, dans la mesure où
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la tendance actuelle est d’utiliser bien plus que deux images, comme dans [151] où une
séquence vidéo entière est utilisée, dans [258] où les images sont acquises dans une salle
équipée de plus de 1200 sources lumineuses, ou bien dans [1, 3] où des séquences d’images
acquises sur une période de plusieurs années sont traitées. Outre l’intérêt théorique
d’étudier le nombre de solutions de la stéréophotométrie, nous avons mentionné dans
le chapitre 1 le problème des ombres (propres et portées) et celui des reflets brillants,
qui ont été beaucoup étudiés, notamment dans plusieurs articles récents [20, 51, 119,
131, 245, 257, 270, 272]. Lorsque m > 3, les niveaux de gris situés à l’intérieur d’une
ombre ou d’une spécularité peuvent être considérés comme des données aberrantes et
ignorés, explicitement [20, 51, 245] ou implicitement [131, 257, 270]. Lorsque m = 3,
Hernández et al. proposent dans [119] un traitement spécial pour les points qui ne sont
éclairés que par deux sources lumineuses, i.e. là où le problème PS2 doit être résolu, afin
d’améliorer la précision de la reconstruction 3D : nous étudions cette possibilité dans le
paragraphe 4.4.1. Enfin, nous étudions le cas de photographies prises en extérieur dans
le paragraphe 4.4.3.
4.1 Mise en évidence des ambiguïtés du problème PS2
Nous commençons par montrer, et par illustrer sur des exemples simples, pourquoi
le problème de la stéréophotométrie à m = 2 images est mal posé. Bien que l’albédo soit
supposé connu, nous montrons notamment que cela ne suffit pas à garantir le caractère
bien posé du problème PS2.
4.1.1 Formulation non différentielle du problème PS2
Afin d’alléger les notations, nous supposons temporairement que les vecteurs d’éclai-
rage si sont unitaires, i.e. φi = 1. En choisissant m = 2 dans (1.18), et en notant
les vecteurs d’éclairage si = [si1, s
i
2, s
i
3]
⊤ (supposés connus), et la normale n(u, v) =
[n1(u, v), n2(u, v), n3(u, v)]⊤, la formulation non différentielle du problème PS2 s’écrit :
ρ(u, v)
[
s11 n1(u, v) + s
1
2 n2(u, v) + s
1
3 n3(u, v)
]
= I1(u, v)
ρ(u, v)
[
s21 n1(u, v) + s
2
2 n2(u, v) + s
2
3 n3(u, v)
]
= I2(u, v)
n1(u, v)2 + n2(u, v)2 + n3(u, v)2 = 1
(4.1)
Si ρ(u, v) est supposé connu, le problème (4.1) consiste en chaque point (u, v) en un
système de trois équations à trois inconnues (n1(u, v), n2(u, v), n3(u, v)). À cause de la
non linéarité de la troisième équation, il se pourrait que la solution ne soit pas unique,
comme cela a été remarqué par Ikeuchi et Horn dans [132] : « Bien sûr, les équations
linéaires ci-dessus peuvent admettre plus d’une solution, auquel cas une information
supplémentaire (telle qu’une troisième image) peut être requise pour garantir l’unicité
de la solution » 1. En effet, nous allons voir que la plupart du temps, l’équation (4.1)
n’admet pas une solution unique en n, mais deux.
1. « Naturally, the above nonlinear equations [...] may have more than one solution, in which case
additional information (such as a third image) may be needed to find a unique answer. »
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Pour résoudre le système (4.1), nous définissons l’ensemble S des normales unitaires
n deux fois éclairées, i.e. celles pour lesquelles s1 · n > 0 et s2 · n > 0. Cet ensemble est
une partie ouverte de la sphère de Gauss G, limitée par deux plans passant par l’origine
(cf. figure 4.1-a) : {
π1 : s11 n1 + s
1
2 n2 + s
1
3 n3 = 0
π2 : s21 n1 + s
2
2 n2 + s
2
3 n3 = 0
(4.2)
Les plans π1 et π2 sont orthogonaux, respectivement, à s1 et à s2. En chaque point (u, v)
deux fois éclairé, caractérisé par les niveaux de gris I1(u, v) et I2(u, v) et par l’albédo
ρ(u, v) > 0, supposé connu, le système (4.1) admet deux solutions, notées n+(u, v) et
n−(u, v), qui sont les intersections de S et de deux plans obtenus par translations de π1
et π2 de I1(u, v)/ρ(u, v) et I2(u, v)/ρ(u, v) dans les directions de s1 et s2, respectivement
(cf. figure 4.1-b) 2. Notons π le plan supporté par s1 et s2 et passant par l’origine de G.
On voit sur la figure 4.1-b que n+(u, v) et n−(u, v) sont symétriques par rapport à π.
Si I1(u, v) et I2(u, v) sont parfaitement conformes au modèle lambertien linéaire,
alors le système (4.1) admet soit deux solutions, soit une seule solution dans le cas
limite où n+(u, v) = n−(u, v). Mais si tel n’est pas le cas, par exemple à cause du bruit
impossible à éviter dès lors que l’on utilise des images réelles, il existera probablement
des points (u, v) où le problème n’admet aucune solution exacte réelle. Une façon de
prendre en compte ces différents cas sera proposée dans le paragraphe 4.3.
4.1.2 Deux formulations différentielles du problème PS2
En utilisant le modèle de projection orthographique, le lien entre la normale n et le
gradient de profondeur ∇z s’écrit :
n(u, v) =
1√‖∇z(u, v)‖2 + 1
[
−∇z(u, v)⊤, 1
]⊤
(4.3)
En remplaçant la normale par cette expression dans (4.1), et en ajoutant une condition au
bord de type Dirichlet, une première formulation différentielle du problème PS2 comporte
deux équations aux dérivées partielles (EDP) non linéaires en z :
ρ(u, v)
−s˜1 · ∇z(u, v) + s13√
1 + ‖∇z(u, v)‖2 = I
1(u, v) ∀(u, v) ∈ Ω
ρ(u, v)
−s˜2 · ∇z(u, v) + s23√
1 + ‖∇z(u, v)‖2 = I
2(u, v) ∀(u, v) ∈ Ω
z(u, v) = g(u, v) ∀(u, v) ∈ ∂Ω
(4.4)
où si =
[
s˜i
⊤
, si3
]⊤
, i = 1, 2. Le problème (4.4) sera probablement plus difficile à résoudre
que le système (4.1) à cause de sa non linéarité, mais son principal inconvénient concerne
le recours à une condition au bord : outre les images (I1, I2) et les vecteurs d’éclairage
(s1, s2), la fonction g constitue une information supplémentaire, qui est rarement dispo-
nible en pratique.
2. Une ambiguïté similaire apparaît dans d’autres problèmes de vision par ordinateur [22, 67].
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π2π1
G
s2s1
S
E
s2s1
S
G
(a) (b)
Figure 4.1 – (a) L’ensemble S des normales deux fois éclairées, mis en évidence en
rouge, est la partie de la sphère de Gauss G limitée par les deux plans π1 et π2, qui sont
orthogonaux aux vecteurs d’éclairage s1 et s2. (b) Un exemple où le systeme (4.1) admet
deux solutions en n (mises en évidence par des points rouges).
Néanmoins, comme un même facteur ρ(u, v)/
√
1 + ‖∇z(u, v)‖2 apparaît dans les
deux EDP de (4.4), on peut combiner ces EDP de façon à éliminer simultanément l’albédo
ρ(u, v) et la non linéarité (il suffit de supposer que ρ(u, v) 6= 0) :[
I2(u, v) s˜1 − I1(u, v) s˜2
]
· ∇z(u, v) = I2(u, v) s13 − I1(u, v) s23 (4.5)
En utilisant la même condition au bord que dans (4.4), nous obtenons alors le problème
linéaire suivant : {
b(u, v) · ∇z(u, v) = f(u, v) ∀(u, v) ∈ Ω
z(u, v) = g(u, v) ∀(u, v) ∈ ∂Ω (4.6)
où : {
b(u, v) = I2(u, v) s˜1 − I1(u, v) s˜2
f(u, v) = I2(u, v) s13 − I1(u, v) s23
(4.7)
Cette seconde formulation différentielle du problème PS2 permet de propager l’informa-
tion g(u, v) depuis le bord ∂Ω vers le reste du domaine Ω, le long des lignes du champ
b(u, v). Il est prouvé dans [173] que le problème (4.6) admet une unique solution z(u, v)
lipschitzienne continue, pour peu que b, f et g soient « suffisamment régulières », dès lors
que ∂Ω ne constitue pas une caractéristique. Dans ce même article, un schéma numérique
est proposé pour approcher la solution, dont la convergence est prouvée.
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4.1.3 Exemple de problème PS2
Afin de mettre en évidence la cohérence entre les différentes formulations du pro-
blème PS2, et les ambiguïtés associées, prenons l’exemple d’une surface plane d’équation
z(u, v) = u, éclairée par les vecteurs :{
s1 = [0, 0, 1]⊤
s2 = 12 [1, 1,
√
2]⊤
(4.8)
Si ρ ≡ 1, les images de cette surface sont uniformes, de niveaux de gris :I
1(u, v) = 1√
2
I2(u, v) =
√
2−1
2
√
2
(4.9)
Commençons par résoudre ce problème PS2 au moyen de la formulation non diffé-
rentielle (4.1), qui s’écrit ici :
n3(u, v) =
1√
2
n1(u, v) + n2(u, v) +
√
2n3(u, v)
2
=
√
2− 1
2
√
2
n1(u, v)2 + n2(u, v)2 + n3(u, v)2 = 1
(4.10)
Il est facile de vérifier que, pour tout (u, v), le système (4.10) admet exactement deux
solutions : n
+ = 1√
2
[−1, 0, 1]⊤
n− = 1√
2
[0,−1, 1]⊤ (4.11)
Si la surface à reconstruire est supposée différentiable partout, il existe donc deux champs
de normales possibles n(u, v) = n+ ou n(u, v) = n−. Il s’ensuit, d’après (4.3), qu’il existe
deux valeurs possibles pour ∇z(u, v) :
∇z+(u, v) = −1
n+3 (u,v)
[
n+1 (u, v)
n+2 (u, v)
]
=
[
1
0
]
∇z−(u, v) = −1
n−3 (u,v)
[
n−1 (u, v)
n−2 (u, v)
]
=
[
0
1
] (4.12)
En imposant arbitrairement z(0, 0) = 0, nous obtenons finalement les deux solutions
z+(u, v) = u et z−(u, v) = v. Nous constatons sans surprise que l’une de ces solutions
est la surface d’origine.
Écrivons maintenant la première formulation différentielle (4.4), en supposant de
nouveau que ρ ≡ 1, sachant qu’aucune condition au bord n’est disponible :
1√
1 + ‖∇z(u, v)‖2 =
1√
2
−∂uz(u, v)− ∂vz(u, v) +
√
2
2
√
1 + ‖∇z(u, v)‖2 =
√
2− 1
2
√
2
(4.13)
131
CHAPITRE 4. STÉRÉOPHOTOMÉTRIE À DEUX IMAGES
Le système (4.13) est équivalent à :{
∂uz(u, v) + ∂vz(u, v) = 1
∂uz(u, v)2 + ∂vz(u, v)2 = 1
(4.14)
On vérifie facilement que le système (4.14) admet exactement les mêmes solutions (4.12)
en ∇z(u, v) que (4.10). Les deux formulations sont donc équivalentes.
Enfin, la deuxième formulation différentielle (4.6) du problème se caractérise ici par
les expressions suivantes de b(u, v) et f(u, v) :b(u, v) = −
[√
2
4 ,
√
2
4
]⊤
f(u, v) = −
√
2
4 .
(4.15)
et s’écrit donc, en l’absence de condition au bord, sous la forme d’une EDP linéaire :
∂uz(u, v) + ∂vz(u, v) = 1 (4.16)
Cette EDP est exactement la même que la première équation du système (4.14). Or, elle
admet une infinité de solutions. Par exemple, toutes les fonctions de la forme z(u, v) =
a u + (1 − a) v + w(u − v), pour tout a ∈ R et pour toute fonction différentiable w :
R → R, sont des solutions de (4.16). Comment expliquer que la deuxième formulation
différentielle de ce problème PS2 ne nous amène pas aux mêmes conclusions que (4.10)
ou (4.14) ? Il suffit de se rappeler qu’en l’absence de condition au bord, la formulation
différentielle (4.6) du problème PS2 est une condition nécessaire, mais non suffisante.
4.1.4 Problème PS2 avec albédo inconnu
Il nous semble intéressant de mentionner ici une variante du problème PS2, no-
tée PS2ρ, où l’albédo de la surface est également inconnu. La présence d’une inconnue
supplémentaire ρ(u, v) en chaque point (u, v) ∈ Ω accroît forcément la complexité du
problème. Une des propriétés remarquables de la stéréophotométrie, dans sa version
classique, est de pouvoir estimer l’albédo [269], ce qui n’est pas le cas du SFS puisque,
même lorsque l’albédo est connu, le problème reste généralement mal posé [191]. Qu’en
est-il du problème PS2ρ ?
Commençons par proposer une interprétation géométrique de l’équation (4.5). Puisque
si =
[
s˜i
⊤
, si3
]⊤
, i = 1, 2, et n(u, v) est parallèle à
[
−∇z(u, v)⊤, 1
]⊤
, cette équation se
réécrit : [
I2(u, v) s1 − I1(u, v) s2
]
· n(u, v) = 0 (4.17)
Comme cela a été remarqué dans [119], l’équation (4.17) peut être directement obtenue
à partir des deux premières équations du système (4.1). Elle signifie que n(u, v) est
contenu dans un plan χ(u, v) orthogonal au vecteur I2(u, v) s1 − I1(u, v) s2, qui est lui-
même contenu dans le plan π, puisque π est supporté par les vecteurs s1 et s2. On
peut remarquer que l’égalité (4.17) est vérifiée pour toute valeur ρ(u, v) de l’albédo, car
l’équation (4.5) a été obtenue, à partir du problème (4.4), par élimination de ρ(u, v).
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Nous avons établi dans le paragraphe 4.1.1 que, pour toute valeur connue ρ(u, v), le
problème (4.1) admettait deux solutions n+(u, v) et n−(u, v) symétriques par rapport
au plan π. Soit θ l’angle entre π et les normales. L’équation (4.17) nous dit que, pour
chaque paire (I1(u, v), I2(u, v)) de niveaux de gris, et pour chaque valeur de l’albédo
ρ(u, v), les deux vecteurs n+(u, v) et n−(u, v) sont contenus dans le plan χ(u, v). En
outre, ces vecteurs dépendent de la valeur de ρ(u, v) : il est facile de vérifier que l’angle
θ entre le plan π et les normales n+(u, v) et n−(u, v) diminue progressivement jusqu’à
s’annuler, lorsque ρ(u, v) décroît de 1 vers une valeur minimale ρinf(u, v) qui correspond
au cas limite n+(u, v) = n−(u, v). Il existe donc, pour tout (u, v) ∈ Ω, un intervalle
[ρinf(u, v), 1] de valeurs possibles pour ρ(u, v). Si s1 6= s2, on montre facilement que la
borne inférieure de cet intervalle s’écrit :
ρinf(u, v) =
√
I1(u, v)2 + I2(u, v)2 − 2 I1(u, v) I2(u, v) (s1 · s2)
1− (s1 · s2)2 (4.18)
Par conséquent, le problème PS2ρ est mal posé. Toutefois, lorsqu’une condition au
bord est disponible, le problème (4.6) peut être résolu sans connaissance de l’albédo,
et l’albédo ρ(u, v) peut être calculé a posteriori, en utilisant une des deux EDP du
système (4.4).
4.1.5 Exemple de problème PS2ρ
Reprenons l’exemple du paragraphe 4.1.3, sous l’hypothèse d’un albédo ρ(u, v) in-
connu. Le problème non différentiel (4.10) s’écrit :
ρ(u, v)n3(u, v) =
1√
2
ρ(u, v)
n1(u, v) + n2(u, v) +
√
2n3(u, v)
2
=
√
2− 1
2
√
2
n1(u, v)2 + n2(u, v)2 + n3(u, v)2 = 1
(4.19)
Pour chaque valeur de ρ(u, v), les deux premières équations de (4.19) admettent une
infinité de solutions dépendant d’un paramètre t ∈ R :
n(u, v) =
1
ρ(u, v)
(
1√
2
[−1, 0, 1]⊤ + t [−1, 1, 0]⊤
)
(4.20)
En remplaçant n(u, v) par (4.20) dans la troisième équation de (4.19), on trouve en
quelques lignes de calcul les deux solutions suivantes :
n(u, v) =
1
2
√
2 ρ(u, v)
[
−1− ǫ
√
4 ρ(u, v)2 − 3,−1 + ǫ
√
4 ρ(u, v)2 − 3, 2
]⊤
(4.21)
où ǫ = ±1. Dans (4.21), la valeur ρ(u, v) de l’albédo peut être fixée arbitrairement,
pourvu que 4 ρ(u, v)2 − 3 > 0. Ceci signifie que ρ(u, v) > √3/2, valeur qui correspond
bien à l’expression (4.18) de la valeur limite ρinf(u, v). Cet exemple montre le caractère
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mal posé du problème PS2ρ, puisqu’en chaque point (u, v) ∈ Ω, pour chaque valeur
ρ(u, v) ∈ ]√3/2, 1], il existe deux normales possibles, qui correspondent aux deux valeurs
possibles de ǫ dans l’expression (4.21).
Quant au problème différentiel (4.13), il s’écrit maintenant :
ρ(u, v)
1√
1 + ‖∇z(u, v)‖2 =
1√
2
ρ(u, v)
−∂uz(u, v)− ∂vz(u, v) +
√
2
2
√
1 + ‖∇z(u, v)‖2 =
√
2− 1
2
√
2
(4.22)
ce qui est équivalent au système suivant :{
∂uz(u, v) + ∂vz(u, v) = 1
∂uz(u, v)2 + ∂vz(u, v)2 = 2 ρ(u, v)2 − 1
(4.23)
Il s’agit à nouveau d’un problème mal posé. La première équation de (4.23), qui n’est
autre que l’EDP linéaire (4.16), ne dépend pas de ρ(u, v). Comme cela a déjà été men-
tionné, le champ vectoriel b(u, v) indique dans quelle direction l’information de profon-
deur est propagée depuis le bord, mais cette propagation a lieu de façon indépendante le
long de chaque caractéristique, ce qui peut créer un effet de « lignage ». Ce phénomène a
été signalé dans [119] par Hernández et al., qui utilisent un terme de régularisation pour
le gommer. Cependant, aucune régularisation n’est nécessaire en théorie, si la profondeur
est connue sur la frontière ∂Ω : résoudre la première équation de (4.23) par propagation
depuis le bord fournit non seulement la profondeur en chaque point, mais également l’al-
bédo ρ(u, v), qui peut être estimé a posteriori en utilisant la seconde équation de (4.23).
Pour conclure, il n’y a aucune incohérence entre la formulation non différentielle et
la première formulation différentielle du problème PS2, et ceci est également vrai pour
sa variante PS2ρ. Cela devrait nous permettre de prédire le même nombre de solutions
globales, en utilisant indifféremment l’une ou l’autre de ces formulations. Cette prédiction
fait l’objet du prochain paragraphe.
4.2 Prédiction du nombre de solutions du problème PS2
En chaque point (u, v) ∈ Ω deux fois éclairé, nous avons montré dans le para-
graphe 4.1.1 que le problème PS2 admettait une ou deux solutions en n(u, v). Bien
sûr, pour prédire le nombre de champs de normales possibles, les points où la normale
peut être déterminée sans ambiguïté sont d’une importance primordiale. De tels points
singuliers ont été étudiés en détail dans le contexte du SFS [132].
4.2.1 Points singuliers
Comme cela a déjà été mentionné dans le paragraphe 4.1.1, la première situation
où l’unicité de la normale peut être prouvée est celle où les deux solutions n+(u, v)
et n−(u, v) coïncident. Dans ce cas, la solution unique est contenue dans le plan π.
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L’ensemble SR de ces normales constitue une géodésique de G, obtenue par intersection
de S et du plan π (cf. figure 4.2-a). Un second type de points singuliers est celui où l’une
des deux solutions de l’équation (4.1) n’est pas visible, car elle pointe vers l’hémisphère
sud de la sphère de Gauss G. Notons SY cet ensemble de normales. Il apparaît alors
clairement, sur la figure 4.2-b, que la seule solution visible pointe vers l’ensemble SG en
bijection avec SY (cf. figure 4.2-b). Notons ΩR et ΩG les ensembles de points singuliers
pour lesquels la normale appartient à SR ou à SG, respectivement.
s1
π2π
1
s2
SR
SG
SY
π1 π2
s1 s2
(a) (b)
Figure 4.2 – Points singuliers du problème PS2. (a) La géodésique rouge SR est l’in-
tersection de S (ensemble des normales deux fois éclairées) et de π (plan porté par s1
et s2 passant par l’origine). Chaque normale estimée qui pointe vers SR est connue sans
ambiguïté. (b) Ceci est également vrai pour toute normale estimée pointant vers SG,
puisque l’autre normale possible pointe vers la partie non visible SY de S.
Sachant qu’un problème PS2 est constitué d’une paire de problèmes de type SFS
(pourvu que la pose de la caméra soit la même), pourquoi ne pas utiliser les points
singuliers de chaque problème SFS ? Ces points sont ceux pour lesquels n = s1 dans la
première image, et n = s2 dans la seconde. Cependant, ces deux valeurs de la normale
pointent vers la géodésique SR, puisque s1 et s2 supportent le plan π. Ceci nous montre
que les points singuliers du problème PS2 englobent ceux des deux problèmes SFS sous-
jacents.
Le champ de normales est continu dès lors que la surface est supposée de classe C1.
Sous cette hypothèse, est-il possible de propager la connaissance de la normale depuis
un point singulier vers ses voisins non singuliers ? La réponse à cette question dépend du
type de point singulier considéré. Soit PR ∈ ΩR un point singulier du premier type, i.e.
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pour lequel la normale pointe vers SR. La normale en un point non singulier P¯R, voisin
de PR, peut se situer des deux côtés de SR, i.e. dans chacun des deux sous-ensembles
SU et SB de S situés, respectivement, au-dessus ou en dessous de la géodésique SR (cf.
figure 4.3). En d’autres termes, il y a une ambiguïté résiduelle sur la normale au point
P¯R. En revanche, soit PG ∈ ΩG un point singulier du second type, dont la normale
pointe vers SG. En tout point non singulier P¯G, voisin de PG, on peut déduire, grâce
à la continuité du champ de normales, que la normale pointe vers l’ensemble SU . Pour
conclure, la normale peut être déterminée sans ambiguïté pour tous les points de Ω\ΩR
connexes à ΩG.
s2
SY
SB
SRSG
s1
E
s2
s1
SG
SU
SR
SY
(a) (b)
Figure 4.3 – (a) L’ensemble rose SB est le sous-ensemble de S borné par l’équateur E et
la géodésique SR. (b) Vu sous un autre angle, l’ensemble orange SU est le sous-ensemble
de S situé entre SG et SR.
4.2.2 Utilisation des points singuliers pour la construction d’une condi-
tion au bord
En guise d’exemple, calculons deux images de la surface lisse représentée sur la fi-
gure 4.4-a, en supposant ρ ≡ 1 et en choisissant les vecteurs d’éclairage de telle sorte
que tous les points soient éclairés deux fois (cf. figures 4.4-b et 4.4-c). Les ensembles de
points singuliers ΩR et ΩG, qui sont estimés numériquement selon la procédure décrite
dans [172], sont superposés à ces images. Nous faisons une prédiction similaire à celle
de Onn et Bruckstein dans [192] pour compter les champs de normales possibles. En
chacune des trois parties connexes de Ω\ΩR, il y a deux solutions : l’une pointe vers SU ,
l’autre vers SB. Ceci nous fournit donc 23 = 8 champs de normales continus. Une diffé-
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rence entre notre comptage et celui proposé par Onn et Bruckstein provient cependant
de la détection de ΩG : puisque l’une des parties connexes de Ω\ΩR contient ΩG, on peut
affirmer que le champ de normales dans cette partie est contenu dans SU . Pour conclure,
le nombre de champs de normales possibles, pour cet exemple de problème PS2, est égal
à 22 = 4.
Sur chaque ensemble connexe de points singuliers, la solution z peut être calculée par
intégration, à une constante près. Sachant que la formulation différentielle (4.6) nécessite
une condition au bord pour être bien posée, voilà un moyen très simple d’en construire
une. Puisque le bord de l’image est connexe à ΩG à l’intérieur de Ω\ΩR (cf. figures 4.4-b
et 4.4-c), la profondeur peut y être calculée (à une constante près). D’après [173], ceci
nous permet de prédire une solution unique, qui est bien entendu la surface d’origine
de la figure 4.4-a. En nous fondant sur cet exemple, nous pourrions conclure que les
formulations non différentielle et différentielle du problème PS2 sont complémentaires
pour la prédiction du nombre de solutions, dans la mesure où la condition au bord requise
par la seconde approche peut apparemment être fournie par la première.
(a) (b) (c)
Figure 4.4 – Points singuliers d’une surface synthétique. (b)-(c) Deux images de syn-
thèse de la surface lisse (a) telles que tous les points soient éclairés deux fois, sur lesquelles
sont superposés les ensembles ΩR = Ω1R ∪ Ω2R (en rouge) et ΩG (en vert).
4.2.3 Une ambiguïté résiduelle
La conclusion du paragraphe précédent n’est pas toujours vraie. Par exemple, pour
un problème PS2 tel que celui du paragraphe 4.1.3, où tous les points ont la même
normale, il n’existe aucun point singulier. Un autre exemple de problème PS2 pour
lequel une ambiguïté subsiste a été suggéré par Kozera [154]. Il consiste à éclairer la
surface d’équation z = u v et d’albédo uniforme ρ ≡ 1 par les vecteurs s1 = [s, s, c]⊤ et
s2 = [−s,−s, c]⊤, où s = √2/2 sinα et c = cosα, pour α ∈ ]0, π/2[. Les deux images
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simulées ainsi ont pour niveaux de gris :
I1(u, v) =
s (−u− v) + c√
1 + u2 + v2
I2(u, v) =
−s (−u− v) + c√
1 + u2 + v2
(4.24)
Les deux premières équations du système (4.1) s’écrivent alors :
s [n1(u, v) + n2(u, v)] + c n3(u, v) =
s (−u− v) + c√
1 + u2 + v2
−s [n1(u, v) + n2(u, v)] + c n3(u, v) = −s (−u− v) + c√
1 + u2 + v2
(4.25)
Puisque, par définition, s et c sont non nuls, le système (4.25) est équivalent à :

n1(u, v) + n2(u, v) =
−u− v√
1 + u2 + v2
n3(u, v) =
1√
1 + u2 + v2
(4.26)
En utilisant (4.26), la troisième équation de (4.1) se réécrit :
n1(u, v)2 +
u+ v√
1 + u2 + v2
n1(u, v) +
u v
1 + u2 + v2
= 0 (4.27)
On montre facilement que cette équation de degré 2 admet toujours deux solutions réelles
en n1(u, v), qui sont égales lorsque v = u et uniquement dans ce cas. Ces deux solutions
fournissent deux normales possibles en chaque point (u, v) ∈ Ω :
n+(u, v) =
1√
1 + u2 + v2

−v
−u
1

n−(u, v) =
1√
1 + u2 + v2

−u
−v
1

(4.28)
On déduit de (4.28) et (4.3) deux valeurs possibles pour ∇z(u, v) :
∇z+(u, v) = −1
n+3 (u,v)
[
n+1 (u, v)
n+2 (u, v)
]
=
[
v
u
]
∇z−(u, v) = −1
n−3 (u,v)
[
n−1 (u, v)
n−2 (u, v)
]
=
[
u
v
] (4.29)
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En intégrant ces deux gradients de profondeur, on obtient finalement les deux solutions
suivantes : {
z+(u, v) = u v
z−(u, v) = u
2+v2
2
(4.30)
Il reste donc une ambiguïté.
D’autre part, ΩG est vide, mais il est facile de déduire de (4.28) que l’ensemble ΩR
est la droite d’équation v = u. La profondeur peut donc être calculée sans ambiguïté le
long de cette droite, à une constante additive près. En utilisant un raisonnement simi-
laire à celui du paragraphe 4.2.2, nous pourrions conclure que la solution est unique, ce
qui contredirait le résultat (4.30). Il est facile d’expliquer cette apparente contradiction :
la connaissance de la normale peut être propagée, depuis ΩR, le long des caractéris-
tiques. Or, dans cet exemple, l’ensemble ΩR constitue précisément une caractéristique.
La propagation de l’information depuis ΩR est donc impossible.
4.2.4 Contrainte d’intégrabilité
Le champ vectoriel [p, q]⊤ = [−n1/n3,−n2/n3]⊤ se déduit facilement du champ de
normales estimé, mais il n’est pas garanti que la contrainte d’intégrabilité [126] :
∂p
∂v
=
∂q
∂u
(4.31)
soit vérifiée, alors que cette contrainte est requise pour pouvoir intégrer le champ [p, q]⊤
en une fonction z de classe C2, par résolution de l’équation ∇z = [p, q]⊤ (cf. chapitre 2).
Onn et Bruckstein font remarquer dans [192] que « la plupart du temps », dans chaque
partie connexe P de Ω\ΩR, l’un des deux champs de normales possibles peut être éliminé
car il n’est pas intégrable. Pour procéder à cette élimination, ils utilisent un critère déduit
de (4.31) : ∫∫
(u,v)∈P
[
∂p
∂v
(u, v)− ∂q
∂u
(u, v)
]2
dudv = min (4.32)
Onn et Bruckstein caractérisent également les « cas rares » où (4.32) est satisfaite par
plusieurs champs de normales, c’est-à-dire où le problème PS2 admet plusieurs solutions
(il se trouve que les exemples des paragraphes 4.1.3 et 4.2.3 sont de tels « cas rares »).
Revenons maintenant à l’exemple de la figure 4.4. En utilisant l’approche non diffé-
rentielle, nous avons trouvé 22 = 4 champs de normales possibles, tandis qu’un raison-
nement plus complexe fondé sur la topologie des ensembles ΩR et ΩG nous a permis de
prédire l’unicité de la solution. Il semble donc que, parmi les quatre champs de normales
possibles, un seul soit intégrable.
Cependant, il est difficile d’étendre la prédiction fondée sur la topologie de ΩR et ΩG
au cas discret, puisque la notion de continuité est perdue. De plus, calculons les ensembles
ΩR et ΩG lorsqu’un bruit gaussien de variance égale à 15% du niveau de gris maximal
est ajouté aux images des figures 4.4-b et 4.4-c. La figure 4.5 montre que, même si la
topologie de ΩG est robuste, celle de ΩR est très sensible au bruit. Il est donc impossible
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Figure 4.5 – Ajout d’un bruit gaussien de variance 0,15 aux deux images de la figure 4.4.
L’ensemble ΩG reste connexe, mais cela n’est pas le cas de l’ensemble ΩR = Ω1R ∪ Ω2R.
de prédire le nombre de solutions en appliquant le raisonnement du paragraphe 4.2.2 à
un ensemble ΩR aussi fragmenté.
Afin de proposer une nouvelle prédiction du nombre de solutions qui puisse s’étendre
au cas discret, il nous faut revenir à une analyse locale du problème PS2, i.e. à sa formu-
lation non différentielle. Nous savons (cf. paragraphe 4.1.1) que le problème PS2 admet
deux normales possibles en chaque point non singulier (u, v) ∈ Ω. Nous pouvons donc
construire 2|Ω| champs de normales discrets différents. Comme nous allons le voir, la no-
tion d’intégrabilité, qui s’étend aisément au cas discret, va nous permettre de sélectionner
en chaque point la « meilleure » normale.
4.3 Résolution numérique du problème PS2
4.3.1 Reformulation du problème (4.1)
Le problème (4.1) admet deux solutions en n en chaque point (cf. figure 4.6). Dans
ce paragraphe, nous nous proposons de déterminer explicitement ces deux normales
par une méthode algébrique. En chaque point (u, v) ∈ Ω, les deux premières équations
du problème (4.1) s’écrivent (nous omettons les dépendances en (u, v) pour alléger les
notations, et les vecteurs d’éclairage ne sont plus supposés unitaires) :[
s1⊤
s2⊤
]
︸ ︷︷ ︸
S∈R2×3
n =
[
I1
ρ
I2
ρ
]
︸ ︷︷ ︸
i∈R2
(4.33)
La résolution de l’équation (4.33) au sens des moindres carrés consiste à reformuler le
problème (4.1) de la façon suivante :minn ‖Sn− i‖
2
s.c. ‖n‖ = 1
(4.34)
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Figure 4.6 – Illustration des ambiguïtés inhérentes au problème PS2. Première ligne :
normales en fausses couleurs. Deuxième ligne : reliefs 3D obtenus en intégrant ces nor-
males par la méthode [239]. De gauche à droite : vérité terrain, solution n+ et solution
n−. Les reliefs 3D correspondant aux champs de normales n+ et n− ne sont que deux
solutions parmi 2|Ω|, puisque toute combinaison de ces champs est également plausible.
La décomposition en valeurs singulières de S s’écrit :
S =
[
u1 u2
]
︸ ︷︷ ︸
U∈R2×2
[
σ1 0 0
0 σ2 0
]
︸ ︷︷ ︸
Σ∈R2×3
v1⊤v2⊤
v3⊤

︸ ︷︷ ︸
V⊤∈R3×3
(4.35)
où σ1 > σ2 > 0 sont les deux valeurs singulières de S (S est de rang 2 si s1 et s2 sont non
colinéaires). Par ailleurs, u1 et u2 sont des vecteurs de R2, et v1, v2 et v3 des vecteurs
de R3, tels que les matrices U et V soient orthogonales. La matrice suivante :
Σ+ =

1
σ1
0
0 1σ2
0 0
 (4.36)
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permet de définir la pseudo-inverse de Moore-Penrose de S :
S+ = VΣ+U⊤ (4.37)
On montre [200] que le vecteur :
n0 = S+i =
u⊤1 i
σ1
v1 +
u⊤2 i
σ2
v2 (4.38)
est l’unique solution du problème en moindres carrés suivant :minn ‖Sn− i‖
2
s.c. ‖n‖ = min
(4.39)
Les problèmes (4.34) et (4.39) sont différents, quoique similaires, mais nous allons voir
que l’on peut déduire de la solution (4.38) du problème (4.39) les solutions du pro-
blème (4.34).
4.3.2 Solutions explicites du problème (4.34)
Intéressons-nous maintenant à la résolution du problème (4.34). Trois cas se pré-
sentent, selon la valeur de ‖n0‖ :
1. Si ‖n0‖ = 1, alors n+ = n− = n0 est la solution unique et exacte de (4.34).
2. Si ‖n0‖ < 1, alors l’ensemble des solutions du problème (4.39) est donné par :
n0 + Rv3 (4.40)
où v3 est un vecteur unitaire du noyau de S, dont on sait d’après le théorème du
rang qu’il est de dimension 1. Les deux solutions unitaires suivantes :{
n+ = n0 +
√
1− ‖n0‖2 v3
n− = n0 −
√
1− ‖n0‖2 v3
(4.41)
sont les deux seules solutions du problème (4.34). Notons au passage que les ex-
pressions (4.41) donnent, a posteriori, la signification des exposants + et −.
3. Enfin, si ‖n0‖ > 1, le problème n’admet aucune solution exacte. Il est tentant de
choisir la solution approchée n+ = n− = n0‖n0‖ [213], qui n’est pourtant pas la
solution de (4.34). Le calcul de la solution exacte, inspiré du chapitre 6 de [105],
est détaillé ci-après.
Nous supposons dorénavant que ‖n0‖ > 1. En introduisant un multiplicateur de
Lagrange λ, nous transformons le problème (4.34) en un problème non contraint :
min
n,λ
‖Sn− i‖2 + λ
(
‖n‖2 − 1
)
(4.42)
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La condition d’optimalité associée au problème (4.42) s’écrit :
(
S⊤S+ λI3
)
n = S⊤i
‖n‖2 = 1
(4.43)
En remplaçant S dans (4.43) par sa décomposition en valeurs singulières (4.35), on
montre [92] que la résolution du système (4.43) revient à la recherche des zéros de la
fonction suivante :
h(λ) =
(
σ1u⊤1 i
σ21 + λ
)2
+
(
σ2u⊤2 i
σ22 + λ
)2
− 1 (4.44)
Grâce aux observations suivantes :
1. la fonction h est de classe C1 sur R+,
2. h(0) = ‖n0‖ − 1 > 0,
3. h′ < 0 sur R+,
4. h(λ) tend vers −1 quand λ tend vers +∞,
on peut affirmer que h admet une seule racine positive λ0. Quand ‖n0‖ > 1, une solution
exacte de (4.34) s’obtient en reportant cette valeur de λ dans la première équation du
système (4.43). On trouve finalement :
n =
σ1u⊤1 i
σ21 + λ0
v1 +
σ2u⊤2 i
σ22 + λ0
v2 (4.45)
Il est également prouvé dans [105] que les racines négatives de h conduisent à des solutions
de (4.34) « moins optimales ». Pour calculer λ0, il nous faut déterminer la racine positive
(unique) de l’équation : (
σ1u⊤1 i
σ21 + λ
)2
+
(
σ2u⊤2 i
σ22 + λ
)2
− 1 = 0 (4.46)
Cette équation séculaire se réécrit aisément sous la forme d’une équation algébrique de
degré 4 en λ, dont les solutions peuvent être obtenues par les formules de Ferrari-Cardan,
mais il est bien plus rapide de résoudre l’équation (4.46) par la méthode de Newton. Il
faut toutefois garder à l’esprit qu’une équation de ce type doit être résolue en chaque
point (u, v) où ‖n0‖ > 1.
4.3.3 Désambiguïsation du problème par coupure de graphe
Le cas où ‖n0‖ < 1 étant de loin le plus fréquent, on peut construire « presque »
2|Ω| champs de normales, qui tous sont solutions du problème (4.1). Dans [266], il est
proposé de contraindre davantage le problème en supposant que les normales sont distri-
buées selon une loi de Laplace, mais cette hypothèse n’est réaliste que pour des surfaces
présentant une certaine symétrie. Comme cela a été mentionné dans le paragaphe 4.2.4,
nous conseillons plutôt d’utiliser la contrainte d’intégrabilité du champ de normales pour
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la désambiguïsation, ce qui est beaucoup moins restrictif : la surface est simplement sup-
posée de classe C2, au moins par morceaux. Nous décrivons maintenant un algorithme
efficace pour lever l’ambiguïté du problème (4.1), qui utilise cette contrainte.
Pour déterminer le champ de normales « le plus intégrable », une étiquette l ∈ {+,−}
est attribuée à chaque pixel, de façon à indiquer si la normale est égale à n+ ou à n−.
Il nous faut donc résoudre le problème suivant :
min
l
∑∑
(u,v)∈Ω
[
∂pl
∂v
(u, v)− ∂q
l
∂u
(u, v)
]2
(4.47)
où [pl, ql]⊤ = [−nl1/nl3,−nl2/nl3]⊤. Remarquons que le critère retenu pour le problème (4.47)
n’est rien d’autre qu’une version discrète du critère (4.32).
Pour calculer les dérivées spatiales du critère (4.47) à l’aide de différences finies
d’ordre 1, il nous faut distinguer les quatre familles de cliques d’ordre 3 suivantes :
C31 =
{ {(u, v), (u− 1, v), (u, v − 1)} ∈ Ω3}
C32 =
{ {(u, v), (u+ 1, v), (u, v − 1)} ∈ Ω3}
C33 =
{ {(u, v), (u− 1, v), (u, v + 1)} ∈ Ω3}
C34 =
{ {(u, v), (u+ 1, v), (u, v + 1)} ∈ Ω3}
(4.48)
Si nous notons (l1, l2, l3) les étiquettes de chacun des trois pixels de chaque clique, dans
l’ordre où ils sont définis dans (4.48), le problème (4.47) se réécrit de la façon suivante :
min
l
∑
c3∈C3
V intc3 (l1, l2, l3) (4.49)
où C3 = ∪4i=1C3i , et où le potentiel V intc3 (l1, l2, l3) mesure l’intégrabilité locale de la clique
courante c3 pour l’étiquetage courant l. Par exemple, si c31 ∈ C31 :
V intc31
(l1, l2, l3) =
[(
pl1(u, v)− pl3(u, v − 1))− (ql1(u, v)− ql2(u− 1, v))]2 (4.50)
Le problème (4.49) est un problème d’étiquetage binaire, où le potentiel local dépend
du pixel courant et de deux de ses voisins. De tels problèmes d’optimisation combinatoire
ont été étudiés par Kolmogorov dans [149], où il est montré que l’algorithme de la
« coupure de graphe » (graph cut) [35] peut être utilisé pour la minimisation de l’énergie∑
c3∈C3 V intc3 (l1, l2, l3), pourvu que sa régularité soit garantie, ce qui s’écrit ici :
V intc3 (+,+, l3) + V
int
c3 (−,−, l3) 6 V intc3 (+,−, l3) + V intc3 (−,+, l3)
V intc3 (+, l2,+) + V
int
c3 (−, l2,−) 6 V intc3 (+, l2,−) + V intc3 (−, l2,+)
V intc3 (l1,+,+) + V
int
c3 (l1,−,−) 6 V intc3 (l1,+,−) + V intc3 (l1,−,+)
(4.51)
pour tout c3 ∈ C3 et tout (l1, l2, l3) ∈ {+,−}3. Bien entendu, ces inégalités n’ont aucune
raison d’être vérifiées.
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4.3.4 Régularisation « minimale »
Pour garantir la condition de régularité, nous transformons le problème (4.49) en :
min
l
∑
c3∈C3
V intc3 (l1, l2, l3) +
∑
c2∈C2
V Isingc2 (l1, l2) (4.52)
où C2 = ∪4i=1C2i regroupe les quatre familles de cliques d’ordre 2 suivantes :
C21 =
{ {(u, v), (u− 1, v)} ∈ Ω2}
C22 =
{ {(u, v), (u, v − 1)} ∈ Ω2}
C23 =
{ {(u, v), (u− 1, v − 1)} ∈ Ω2}
C24 =
{ {(u, v), (u+ 1, v − 1)} ∈ Ω2}
(4.53)
et où V Isingc2 (l1, l2) est défini ci-après, en notant (l1, l2) les étiquettes des deux pixels de
chaque clique c2 ∈ C2, dans l’ordre où ils apparaissent dans (4.53) :
V Isingc2 (l1, l2) = βc2 δ(l1 6= l2) (4.54)
Dans (4.54), βc2 est un coefficient positif ou nul défini localement, i.e. dont la valeur
doit être définie pour chaque clique c2 ∈ C2. En imposant la condition de régularité
à l’énergie du problème (4.52), on déduit une borne inférieure pour chaque βc2 . Par
exemple, si c23 = {(u, v), (u− 1, v − 1)} ∈ C23 :
βc23
>
1
2
max
{
0, max
(l3,l4)∈{+,−}2
{
∆V intc33
(l3),∆V intc32
(l4)
}}
(4.55)
où c33 = c
2
3 ∪ (u, v− 1), c32 = c23 ∪ (u− 1, v), et (l3, l4) désignent les étiquettes de (u, v− 1)
et de (u− 1, v), respectivement. Enfin, pour j ∈ {2, 3} et k ∈ {+,−} :
∆V intc3
j
(k) = V intc3
j
(k,+,+) + V intc3
j
(k,−,−)− V intc3
j
(k,+,−)− V intc3
j
(k,−,+) (4.56)
Du point de vue markovien, notre approche consiste à utiliser un modèle d’Ising non
stationnaire [71], de même par exemple que pour les modèles de type « verre de spins »
(spin glasses) [133]. Grâce aux inégalités telles que (4.55), il est possible de prédire, pour
chaque clique c2 ∈ C2, la plus petite valeur du coefficient βc2 permettant de garantir la
condition de régularité. Ces coefficients ne doivent donc pas être considérés comme des
paramètres, ce qui constitue un avantage supplémentaire. Ceci nous permet de limiter la
régularisation de façon à simplement garantir la régularité au sens de Kolmogorov [149],
en évitant tout sur-lissage. En effet, si les coefficients βc2 ne sont pas fixés à leurs valeurs
minimales, l’étiquetage est sur-lissé, ce qui biaise la reconstruction 3D. Ce phénomène
est illustré sur la figure 4.7.
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Figure 4.7 – Influence des paramètres de régularisation : un sur-lissage apparaît lorsque
des valeurs élevées des coefficients βc2 sont utilisées, sur l’exemple de la figure 4.6. De
gauche à droite : étiquetages obtenus (noir pour n+, blanc pour n−), champs de normales
estimés et reliefs 3D, en fixant les coefficients βc2 , de haut en bas, à 5 fois, 10 fois ou 100
fois les valeurs minimales permettant de garantir la condition de régularité.
4.3.5 Une méthode efficace de résolution du problème PS2
Pour résumer, la méthode de résolution du problème PS2 que nous préconisons com-
porte deux étapes :
1. Calcul des champs de normales n+ et n− selon la procédure indiquée dans le
paragraphe 4.3.2.
2. Désambiguïsation du problème en utilisant le critère d’intégrabilité, un modèle
d’Ising, les valeurs minimales des coefficients βc2 permettant de garantir la condi-
tion de régularité, et l’algorithme de la coupure de graphe.
146
4.4. APPLICATIONS
En pratique, ces deux étapes sont très rapides : les solutions initiales n+ et n− sont
explicites, et la complexité de l’optimisation par coupure de graphe est polynomiale.
Le résultat de la figure 4.8 a été obtenu en appliquant cette méthode à l’exemple de
la figure 4.6. Le champ de normales estimé, tout comme le relief correspondant, sont très
similaires à ceux de la vérité terrain (cf. figure 4.6). Le temps CPU pour cet exemple (de
taille 128 × 128) est inférieur à 1 ms (les tests sont réalisés en C++ sur un processeur
I7 cadencé à 2, 9 GHz), ce qui confirme l’efficacité de la méthode proposée.
(a) (b) (c)
Figure 4.8 – En minimisant l’intégrabilité à partir des champs n+ et n− de la figure 4.6,
on obtient l’étiquetage (a). Le champ de normales (b) correspondant à cet étiquetage
donne le relief (c) après intégration.
L’introduction de termes de régularisation correspond cependant à un a priori sur
la régularité de l’étiquetage l. Si l’étiquetage est effectué comme cela est préconisé dans
le paragraphe 4.3.2, il sera régulier dès lors que la surface est régulière, puisqu’il s’agit
d’un processus déterministe (cf. figure 4.8-a). Le terme d’a priori du modèle d’Ising est
donc justifié. Cependant, si nous simulons une hypothétique distribution moins lissse
des étiquetages entre les deux solutions n+ et n−, en échangeant aléatoirement une
proportion r d’étiquettes, le résultat se dégrade très nettement (cf. figures 4.9 et 4.10).
4.4 Applications
Nous montrons maintenant pourquoi la résolution numérique efficace du problème
PS2 n’est pas un simple exercice de style, en exhibant deux situations où la méthode
proposée peut être utile : la stéréophotométrie à partir d’une seule image RGB sous
m = 3 éclairages colorés, et le cas où les images sont prises en extérieur lors d’une
journée ensoleillée.
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Figure 4.9 – En échangeant une proportion r = 0, 2 (première ligne) ou r = 0, 5
(deuxième ligne) de valeurs entre n+ (première colonne) et n− (deuxième colonne),
les résultats se dégradent très nettement (voir aussi la figure 4.10). En effet, même si
l’influence des termes de régularisation est limitée en choisissant les valeurs minimales
des paramètres βc2 , les potentiels d’Ising s’opposent à un étiquetage qui ne soit pas
uniforme par morceaux, et donc lissent excessivement l’étiquetage (troisième colonne),
ce qui induit un biais important dans la reconstruction 3D (quatrième colonne). Il est
donc important de favoriser un étiquetage lisse, ce qui est le cas de la méthode algébrique
proposée dans le paragraphe 4.3.2.
0 0.5 10.4
0.5
0.6
0.7
0.8
0.9
1
r
τ
Figure 4.10 – Proportion τ d’étiquetages corrects en fonction de la proportion r
d’échanges entre n+ et n− (cf. figure 4.9). Les résultats sont excellents lorsque les deux
champs de normales n+ et n− sont lisses : dans les cas r = 0, correspondant à la donnée
illustrée sur la figure 4.6, et r = 1, correspondant à un échange intégral des champs n+
et n−, on trouve τ = 1. Lorsque l’on échange aléatoirement n+ et n−, la proportion
d’étiquetages corrects décroît linéairement, jusqu’à atteindre la valeur τ = 0, 5 lorsque
r = 0, 5 (ce cas correspond à la deuxième ligne de la figure 4.9).
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4.4.1 Stéréophotométrie robuste avec seulement m = 3 images
Reprenons l’exemple de la reconstruction 3D du buste de Beethoven de la figure 1.2,
que nous présentons à nouveau sur la figure 4.11. La reconstruction 3D exacte obtenue
en inversant en chaque point le problème (1.18) semble satisfaisante (figure 4.11-d), mais
l’estimation de l’albédo, qui devrait être uniforme puisque le matériau est homogène, est
décevante (cf. figure 4.11-e).
(a) (b) (c)
(d) (e) (f)
Figure 4.11 – (a)-(b)-(c) Trois photographies d’un buste de Beethoven en plâtre. (d)-
(e) Relief et albédo estimés par la méthode PS3. (f) Partition du domaine Ω en quatre
sous-domaines, suivant le problème à résoudre : Ω1,2,33 (blanc), Ω
1,2
2 (rouge), Ω
1,3
2 (vert),
Ω2,32 (bleu), en choisissant un seuil égal à 20% du niveau de gris maximal.
Les points où l’estimation est biaisée correspondent aux zones d’ombre. Le problème
des ombres en stéréophotométrie est bien connu. Nous avons présenté dans le chapitre 1
plusieurs méthodes d’estimation robuste permettant de le contourner lorsque m > 3 [20,
51, 131, 245, 257, 270, 272], mais ces méthodes ne sont pas adaptées au cas m = 3.
Le seul travail proposant une estimation robuste pour ce cas est [119], à l’aide d’une
régularisation qui permet de lisser les phénomènes de lignage dus à la propagation de
l’information de profondeur le long des caractéristiques (cf. figure 4.15).
Lorsque l’albédo est uniforme, comme cela est le cas pour l’exemple de la figure 4.11,
l’histogramme de son estimation par PS3 présente un pic important, situé ici à ρ = 0, 74.
Il semble raisonnable de considérer cette valeur comme la valeur « réelle » de l’albédo
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sur l’ensemble de la surface. On peut alors appliquer la méthode PS2 dans les zones
d’ombre : à partir d’un simple seuillage des niveaux de gris, la figure 4.11-f montre
comment partitionner le domaine Ω en quatre sous-domaines : Ω1,2,33 correspond aux
points éclairés dans les trois images, Ω1,22 à ceux éclairés dans la première et la deuxième
image, et idem pour Ω1,32 et Ω
2,3
2 . Une telle combinaison des approches PS3 et PS2
améliore indiscutablement la finesse de la reconstruction 3D (cf. figure 4.12). Remarquons
cependant que, pour imposer l’intégrabilité du champ de normales sur Ω, il est préférable
d’appliquer l’algorithme de la coupure de graphe sur le domaine Ω tout entier, plutôt
que de façon indépendante sur chaque sous-domaine. Pour procéder ainsi, il suffit de
dupliquer la normale estimée en chaque point de Ω1,2,33 , c’est-à-dire de traiter ces points
comme s’il s’agissait de points singuliers.
Figure 4.12 – Normales estimées près des cheveux (première ligne) et relief 3D com-
plet (seconde ligne), obtenus à partir des trois photographies de la première ligne de la
figure 4.11, en utilisant soit l’approche PS3 (à gauche), soit une combinaison de PS3 et
PS2 (à droite), qui permet de mieux retrouver les détails du relief.
4.4.2 Stéréophotométrie couleur
Hernández et al. font l’observation suivante dans [119] : « L’utilisation de la stéréo-
photométrie avec seulement trois images peut apparaître comme une restriction déraison-
nable. Il existe toutefois une situation particulière où l’on ne dispose que de trois images.
Cette technique est connue sous le nom de stéréophotométrie couleur » 3. En effet, la
3. « Using photometric stereo on just three images may seem like an unreasonably hard restriction.
There is, however, a particular situation when only three images are available. This technique is known
as color photometric stereo. »
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stéréophotométrie sous des éclairages colorés constitue l’application la plus naturelle du
problème PS2, puisque l’on est nécessairement confronté au cas m = 3.
Kontsevich et al. montrent dans [150] comment reconstruire une surface blanche
éclairée parm = 3 sources lumineuses colorées. En effet, la plupart des images en couleur
sont constituées de trois canaux. En assimilant chaque canal à une image en niveaux de
gris, il est possible d’appliquer la technique PS3 en utilisant une seule image RGB. Une
scène déformable telle qu’un visage peut ainsi être reconstruite en temps réel, même s’il
n’est pas immobile. Remarquons cependant que l’albédo doit être le même dans chaque
canal, ce qui nécessite de maquiller préalablement la scène.
Hernández et al. montrent dans [117] « comment un éclairage à spectres séparés
permet surtout d’acquérir trois images (avec des directions d’éclairage différentes) en
une seule prise de vue, rendant ainsi possible la reconstruction 3D par stéréophotométrie
image par image » 4. Un exemple d’une telle image RGB, extraite d’une séquence vidéo 5
est montré sur la figure 4.13, ainsi que les trois canaux de couleur associés (rouge, vert
et bleu).
(a) (b) (c) (d)
Figure 4.13 – (a) Image RGB d’un visage éclairé par trois éclairages directionnels, non
coplanaires et colorés, de directions et d’intensités connues. (b)-(c)-(d) Décomposition
de cette image en trois canaux (rouge, vert et bleu). La forme de l’ombre portée,
indiquée sur la figure (b), peut être comparée à celle de la reconstruction 3D du nez sur
la figure 4.14-a.
4. « how multispectral lighting allows one to essentially capture three images (each with a different
light direction) in a single snapshot, thus making per-frame photometric reconstruction possible. »
5. http://mi.eng.cam.ac.uk/research/projects/VideoNormals/
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On peut appliquer la technique PS3 à l’image de la figure 4.13-a mais, sans un
traitement spécifique, le résultat de la reconstruction 3D est biaisé autour du nez (cf.
figure 4.14-a), où une ombre rend le canal rouge inutilisable (cf. figure 4.13-b). On peut
toutefois appliquer la technique PS2 dans cette zone, pourvu que l’albédo soit connu,
puisque les canaux vert et bleu sont utilisables. Comme nous l’avons déjà suggéré, l’al-
bédo « réel » (supposé uniforme) peut être estimé à partir de l’histogramme des esti-
mations de ρ par PS3. Nous pouvons donc appliquer la technique PS2 à cette zone 6 : le
résultat est bien meilleur (cf. figure 4.14-b).
(a)
(b)
Figure 4.14 – Reconstructions 3D obtenues à partir de l’image RGB de la figure 4.13-a,
en utilisant : (a) PS3 seul ; (b) une combinaison de PS3 et PS2. La reconstruction 3D
autour du nez est de bien meilleure qualité en utilisant cette dernière approche.
6. Pour des raisons de robustesse, nous appliquons PS3 aux points pour lesquels deux des trois niveaux
de couleur sont inférieurs au seuil de détection des ombres, qui a été fixé pour cet exemple à 47% du
niveau de couleur maximal.
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Le problème que constituent les ombres en stéréophotométrie couleur a également
été étudié dans [119]. La parade proposée consiste à éliminer le canal incriminé, i.e. à
résoudre un problème PS2. Les auteurs résolvent ce problème via la formulation dif-
férentielle, en recourant à une régularisation afin d’éviter les phénomènes de lignage
(cf. figure 4.15) : nous venons toutefois de prouver qu’en théorie, il n’est pas nécessaire
d’introduire d’autre lissage que la contrainte d’intégrabilité.
(a) (b)
(c) (d)
Figure 4.15 – (a) L’image RGB d’une surface éclairée par trois sources colorées per-
met d’effectuer (b) la reconstruction 3D par stéréophotométrie [150]. L’estimation des
normales est cependant biaisée aux points où l’une des sources colorées est occultée, ce
qui se traduit après intégration par des pics. (c) L’utilisation de la technique PS2 en
ces points permet de limiter ce biais, mais des phénomènes de lignage apparaissent, car
l’information de profondeur est propagée le long des caractéristiques (qui sont, ici, des
droites parallèles). (d) Pour gommer ces phénomènes indésirables, on peut régulariser la
profondeur dans la direction orthogonale aux caractéristiques, ce qui nécessite d’intro-
duire un hyper-paramètre permettant de contrôler le poids de la régularisation [119].
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4.4.3 Éclairages coplanaires
Photographies prises en extérieur
Les données de nombreuses webcams sont aujourd’hui disponibles à la consultation
sur Internet, quasiment en temps réel. Le projet AMOS (the Archive of Many Outdoor
Scenes) [135] totalisait, au moment où l’article [213] a été écrit, plus de 650 millions
d’images acquises par près de 25000 caméras réparties en divers endroits du globe, par
exemple au centre Pompidou à Paris, sous la Statue de la Liberté à New York (cf.
figure 4.16) ou sur les étendues gelées de l’Antarctique. Chaque image est accompagnée
des coordonnées GPS de la webcam, ainsi que de la date et de l’heure de prise de vue.
Figure 4.16 – Images de la Statue de la Liberté prises le 5 juillet 2014 entre 11h30
et 17h30 (source : projet AMOS). La course du soleil permet de fournir des images de
la scène prises sous différents éclairages coplanaires, qui constituent les données d’un
problème PS2.
Parmi les applications envisageables, il a été proposé dans [1, 3] d’utiliser ces im-
menses bases de données pour calculer le relief et la réflectance des scènes observées.
Dans ces articles, il est montré comment mettre en œuvre la stéréophotométrie, en uti-
lisant les variations d’éclairage sur de très longues périodes (plusieurs saisons, voire
plusieurs années). En effet, à partir des coordonnées GPS de la webcam, de la date et
de l’heure de prise de vue, il est possible d’estimer précisément la position du soleil re-
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lativement au référentiel terrestre [223]. La pose de la webcam peut être estimée, par
exemple, en ajustant aux images les paramètres d’un modèle statistique décrivant le
ciel [157]. Une fois ces étapes accomplies, les m directions d’éclairage si, i ∈ [1,m], sont
parfaitement connues dans un repère lié à la caméra, mais cela n’est pas le cas des m
intensités φi ∈ R, qui dépendent de phénomènes météorologiques difficiles à prédire.
L’estimation des inconnues n, ρ et φi, à partir d’images en niveaux de gris, est
reformulée dans [1, 3] comme un problème d’optimisation en moindres carrés pondérés :
min
n: Ω→S2
ρ: Ω→R
φi∈R+, i∈[1,m]
∑∑
(u,v)∈Ω
m∑
i=1
wi(u, v)
[
Ii(u, v)− ρ(u, v)φi si · n(u, v)
]2
(4.57)
où les wi sont des poids permettant de filtrer les images « corrompues » par des conditions
météorologiques non favorables, qui sont déterminés de façon heuristique en analysant
par exemple la couleur du ciel. La minimisation est réalisée au moyen d’algorithmes
génériques d’optimisation en moindres carrés non linéaires.
L’idée sous-jacente à ces méthodes est que les directions d’éclairage si présentent
une variabilité suffisante pour garantir le caractère bien posé du problème. En pratique,
un grand nombre d’images sont utilisées (plusieurs milliers), et la qualité des résultats
obtenus force à reconnaître que cette approche de type big data est pertinente.
Nous pensons cependant qu’elle pourrait tirer bénéfice d’une étude plus approfondie
du cas où les photographies ont toutes été prises le même jour, i.e. où toutes les directions
d’éclairage sont coplanaires. La technique PS2 doit alors être appliquée puisque ce cas de
figure est dégénéré. En effet, quel que soit m > 2, la matrice d’éclairage S est de rang 2,
ce qui rend le problème (1.18) mal posé, même si l’albédo est connu. En théorie, comme
le plan contenant la direction des rayons du soleil varie d’un jour à l’autre, le rang de
S est égal à 3 dès que ces images sont prises sur une période de plusieurs jours, mais la
matrice S correspondante est très mal conditionnée s’il s’agit d’une période trop courte.
On comprend alors mieux pourquoi seuls des jeux d’images prises en différentes saisons
sont utilisés dans [1, 3] : cela permet de rendre le problème (1.18) à la fois bien posé et
bien conditionné, sans introduire d’hypothèse supplémentaire sur la scène observée.
Cependant, il est parfois impossible d’utiliser des images prises en différentes saisons,
par exemple si le relief de la scène est fixe à l’échelle d’une journée, mais susceptible
d’évoluer notablement à l’échelle de plusieurs mois. Cela est le cas, par exemple, d’une
webcam observant un glacier. Réaliser la reconstruction 3D à partir de séquences prises
au cours d’une seule journée permettrait de relever quotidiennement le relief des glaciers,
afin d’affiner les relevés stéréoscopiques [205]. L’approche proposée constitue un premier
pas vers l’utilisation de la stéréophotométrie pour résoudre de tels problèmes. L’albédo
ρ doit être connu, ou du moins homogène, une hypothèse qui, justement, semble réaliste
dans le cas des glaciers.
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Résolution numérique de la stéréophotométrie sous des éclairages coplanaires
A priori, il suffit, pour résoudre le problème de la stéréophotométrie à m > 2 éclai-
rages coplanaires, d’adapter la méthode PS2 décrite dans le paragraphe 4.3.5. Cependant,
pour des photographies réelles prises en extérieur, les intensités φi sont a priori incon-
nues. Nous pouvons donc modéliser ce nouveau problème sous la forme suivante (on
rappelle que l’albédo est supposé connu, et nous supposons pour l’instant que les images
sont en niveaux de gris) :
min
n,{φi}
∑∑
(u,v)∈Ω
m∑
i=1
[
Ii(u, v)− ρ(u, v)φi si · n(u, v)
]2
s.c.
‖n(u, v)‖ = 1, ∀(u, v) ∈ Ω∂
∂v
(
−n1(u,v)n3(u,v)
)
− ∂∂u
(
−n2(u,v)n3(u,v)
)
= 0, ∀(u, v) ∈ Ω
(4.58)
Il faut donc déterminer la normale n en chaque point (u, v), et l’intensité lumineuse
φi pour chaque image, de façon à minimiser l’écart quadratique entre les données et les
images « reprojetées ». Parmi l’infinité de champs de normales permettant de minimiser
ce critère, nous retenons le plus intégrable.
L’optimisation peut être effectuée itérativement, en alternant les estimations en n et
en φi, à partir d’une solution initiale n0 = [0, 0, 1]⊤ (plan horizontal) et φi,0 = 1, i ∈
[1,m] (éclairages de même intensité). La mise à jour des normales s’effectue au moyen de
l’algorithme de résolution du problème PS2 décrit dans le paragraphe 4.3.5. La condition
d’optimalité du problème (4.58) vis-à-vis des variables φi s’écrit, pour i ∈ [1,m] :
φi,k+1 =
∑∑
(u,v)∈Ω
Ii(u, v)ρ(u, v) si · nk(u, v)
∑∑
(u,v)∈Ω
[
ρ(u, v) si · nk(u, v)
]2 (4.59)
Afin de vérifier expérimentalement si ce schéma converge, et si oui, à quelle vitesse,
nous simulons les images du relief synthétique de la figure 4.6 sous m = 100 éclairages
dont les directions sont contenues dans un plan vertical. L’angle de la direction d’éclairage
avec la verticale varie uniformément entre −π/6 et π/6, c’est-à-dire que le soleil est au
zénith à midi, afin de limiter les ombres, qui sont toutefois simulées en seuillant à zéro les
valeurs négatives du niveau de gris. Les intensités lumineuses φi sont tirées aléatoirement
selon une loi uniforme sur [0, 1].
Nous évaluons l’évolution de l’erreur de reprojection :
Er =
√√√√ 1
m|Ω|
∑∑
(u,v)∈Ω
m∑
i=1
[
Ii(u, v)− ρ(u, v)φi si · n(u, v)
]2
(4.60)
et celle de l’erreur d’intégrabilité :
Ei =
√√√√ 1|Ω|∑∑
(u,v)∈Ω
[
∂
∂v
(
−n1(u, v)
n3(u, v)
)
− ∂
∂u
(
−n2(u, v)
n3(u, v)
)]2
(4.61)
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en fonction du nombre d’itérations k. Les résultats de la figure 4.17 montrent une conver-
gence très rapide de ces deux critères.
0 5 10
0
0.005
0.01
0.015
k
Er
Ei
Figure 4.17 – Première ligne : trois des m = 100 images simulées. Deuxième ligne :
évolution de Er et Ei en fonction du nombre d’itérations k. Troisième ligne : relief
estimé pour k = 1, k = 2 et k = 10.
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Éclairages colorés
Nous avons, pour simplifier, supposé dans le paragraphe 4.4.3 que les images étaient
en niveaux de gris. Il est également possible d’utiliser des images RGB, en supposant
que la couleur observée dépend uniquement du spectre incident, et non de la texture
de l’objet. Toute notion de couleur est alors entendue relativement à la scène, qui est
supposée uniformément blanche et définit le blanc de référence. Ceci restreint toutefois
notre étude à des objets non texturés, le cas d’objets texturés étant laissé en perspective.
Sous cette hypothèse, le nouveau modèle lambertien s’écrit :[
IiR(u, v), I
i
G(u, v), I
i
B(u, v)
]
= ρ(u, v) si · n(u, v)
[
φiR, φ
i
G, φ
i
B
]
(4.62)
où φiR, φ
i
G et φ
i
B désignent les intensités lumineuses des canaux R, G et B.
On peut ainsi retrouver l’évolution du spectre au cours de la journée, en même
temps que la géométrie de la scène, car l’algorithme précédent s’adapte sans difficulté :
l’estimation des intensités est effectuée canal par canal, et le système linéaire (1.18)
devient un système de 3m équations correspondant aux trois canaux (l’estimation de n
n’en est que plus robuste). Ceci est particulièrement utile dans le cas des webcams car,
en général, la balance des blancs s’adapte automatiquement à la couleur de l’éclairage,
i.e. les rapports φ
i
R
φi
G
, φ
i
R
φi
B
et φ
i
G
φi
B
sont susceptibles de varier avec i.
Un exemple de reconstruction 3D d’une partie de la Statue de la Liberté est montré
sur la figure 4.18. Les intensités colorées estimées, relativement à la couleur de la statue,
correspondent bien, du moins qualitativement, aux variations de couleur perceptibles
sur les images (cf. la ligne du haut de la figure 4.18). Par exemple, l’image I12 comporte
une ombre qui provoque une chute brutale des intensités. Sur cette image, la couleur
dominante passe également du vert au bleu, ce qui a bien été retrouvé par notre méthode
de résolution (cf. la courbe du bas de la figure 4.18).
4.5 Conclusion du chapitre
Dans ce chapitre, nous avons présenté une étude théorique du problème de la recons-
truction 3D par stéréophotométrie dans le cas dégénéré où m = 2 images sont utilisées
et où l’albédo est connu. Cette étude s’étend au cas de m > 3 éclairages coplanaires.
Nous avons choisi la formulation non différentielle du problème PS2 pour effectuer sa
résolution numérique : en chaque pixel, deux normales expliquent les niveaux de gris.
Nous avons proposé une façon efficace de déterminer le champ de normales le plus inté-
grable. Notre principale contribution consiste à avoir adapté l’algorithme de la coupure
de graphe pour résoudre un problème combinatoire où le critère à optimiser est l’inté-
grabilité, et à ajouter un terme d’Ising non stationnaire pour satisfaire la condition de
régularité de l’énergie. Nous avons montré que cette approche permettait d’estimer la
normale à partir d’une seule photographie RGB, et qu’elle permettait aussi d’estimer les
intensités des éclairages colorés et la géométrie d’une scène à partir d’images en couleur
prises par une webcam au cours d’une journée ensoleillée.
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I1 I6 I12
11h30 14h00 14h30 17h00
0
0.5
1
1.5
2
φr
φv
φb
Figure 4.18 – Reconstruction 3D d’une partie de la Statue de la Liberté, de couleur
uniforme, utilisant m = 12 images de taille 231 × 356, prises entre 10h30 et 17h00,
le 5 juillet 2014. Première ligne : I1, I6 et I12. La couleur dominante varie beaucoup
d’une image à l’autre, à cause de l’effet combiné du changement de spectre lumineux
au cours de la journée, de la balance automatique des blancs de la webcam, et de la
présence de nuages. Ces effets peuvent être pris en compte en utilisant les trois canaux
RGB. Deuxième ligne : reconstruction 3D obtenue, et gros plan sur les « plis » de la
Statue de la Liberté (temps de calcul pour 5 itérations : moins d’une seconde sur un
processeur I7 récent). Une telle reconstruction 3D pourrait servir à enrichir des modèles
3D grossiers. Par exemple, le modèle 3D de la Statue de la Liberté disponible dans Google
Earth ne comporte aucun des détails très fins retrouvés ici. Troisième ligne : estimation
des intensités lumineuses. Les variations d’intensité correspondent à des changements
effectivement perceptibles sur les images.
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Toutefois, nous avons supposé l’albédo connu, ou au moins uniforme, ce qui limite
en pratique notre méthode à des données synthétiques, à des objets réels non texturés
(exemple : les glaciers) ou à des scènes peintes (exemple : un visage maquillé). Une
extension naturelle de ce travail consisterait à traiter le cas d’un albédo inconnu et
non uniforme. Il faudra alors probablement utiliser un a priori sur la distribution de
l’albédo, à la manière de ce qui est fait dans [9] pour résoudre les ambiguïtés de la
stéréophotométrie non calibrée dans le cas d’éclairages non coplanaires (cf. chapitre 3).
Nous avons également fait l’hypothèse d’un modèle de caméra orthographique. Une autre
piste consiste à étendre ce travail à une caméra perspective, ce qui implique une relation
légèrement différente entre normale et profondeur : il faudra alors adapter la définition
du critère d’intégrabilité, comme cela a déjà été fait dans le cas de la stéréophotométrie
non calibrée [197]. Une autre piste intéressante consiste à renforce la robustesse au bruit
grâce à une régularisation du champ de normales. Ceci est toutefois plus difficile qu’il n’y
paraît, à cause de la contrainte d’unitarité des normales : il faut dans ce cas résoudre un
problème variationnel sur la sphère unité, qui est une variété riemanienne. Lellmann et al.
ont montré récemment [161] comment résoudre ce problème difficile par des techniques de
relaxation convexe. Les développements récents des algorithmes proximaux [262] et semi-
quadratiques [29] constituent également une perspective intéressante pour la résolution
de tels problèmes. L’autre piste, qui a été suivie dans [119], consiste à revenir à la
formulation différentielle du problème PS2 : l’intégrabilité est implicitement garantie, et
il est relativement aisé de régulariser la profondeur, qui est non contrainte.
Nous rejoignons donc les conclusions du chapitre 3 : à cause de la linéarité du mo-
dèle, certains problèmes de stéréophotométrie, comme les problèmes UPS et PS2, sont
mal posés. Pour réduire les ambiguïtés du problème du shape-from-shading, une solution
consiste à utiliser une approche différentielle [87, 82], ce qui permet d’imposer implicite-
ment l’intégrabilité : nous étudierons dans la partie IV les avantages de cette approche
dans le contexte de la stéréophotométrie.
Les deux premières parties de ce mémoire sont fondées sur les hypothèses suivantes :
la surface est lambertienne et les éclairages sont directionnels. Ces hypothèses peuvent
sembler excessivement réductrices, mais nous avons montré dans la partie I que la sim-
plicité du modèle pouvait être compensée par la robustesse des méthodes numériques
employées. Il semble toutefois nécessaire, à ce stade, de nous interroger sur l’intérêt d’uti-
liser des modèles plus réalistes. Dans la prochaine partie, nous nous intéressons donc à
des modèles plus généraux de réflectance et d’éclairage. Nous verrons que les modèles
d’éclairage plus généraux sont assez faciles à prendre en compte, mais font explicite-
ment intervenir l’inconnue z. Ceci constitue un argument supplémentaire en faveur de
l’approche différentielle, sur laquelle nous reviendrons dans la partie IV. Au contraire,
les méthodes numériques à employer pour les modèles de réflectance non lambertiens
sont compliqués, ce qui tend à discréditer les approches fondées sur de tels modèles,
en comparaison de l’efficacité des méthodes robustes appliquées au modèle lambertien
linéaire.
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Troisième partie
Utilisation de modèles réalistes
pour la stéréophotométrie
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Avant-propos
Les deux premières parties de ce mémoire reposent explicitement sur le modèle de
réflectance lambertienne et sur des éclairages directionnels. Nous avons proposé, dans
la partie I, plusieurs façons d’étendre la méthode de résolution classique de la stéréo-
photométrie à certains cas où ces hypothèses sont partiellement mises en défaut. Nous
avons ensuite mis en évidence, dans la partie II, les limites du modèle lambertien li-
néaire (1.18). Nous devons maintenant nous demander s’il est pertinent d’utiliser des
modèles plus réalistes, que ce soit en termes de réflectance ou d’éclairages.
Dans le chapitre 5, nous analysons en détail un modèle de source lumineuse lam-
bertienne que nous avons présenté initialement dans [212]. Nous dérivons plusieurs ver-
sions approchées de ce modèle, qui nous permettent de retrouver le modèle d’éclairage
directionnel utilisé jusqu’ici, le modèle de source ponctuelle et celui de source plane
étendue [220]. Nous montrons également que la prise en compte des non linéarités dans
le modèle d’éclairage est assez aisée du point de vue numérique, et que les méthodes
robustes étudiées dans la partie I sont faciles à adapter, ce qui nous permet d’appliquer
la stéréophotométrie dans des conditions opératoires très variées.
Nous nous intéressons ensuite, dans le chapitre 6, aux modèles de réflectance. Nous
commençons par proposer une analyse d’une méthode de résolution de la stéréophoto-
métrie due à Hertzmann et Seitz [122, 121], qui ne repose sur aucun modèle explicite de
réflectance : ceci est possible en « apprenant » la réflectance et les directions d’éclairage
sur un objet de référence de relief connu. Nous avons montré dans [83] comment accélérer
cette méthode et comment améliorer sa robustesse aux variations de réflectance et aux
ombres portées. Aussi séduisante que paraisse cette idée, elle est cependant limitée par
la nécessité de disposer d’un objet de référence, et ne peut pas s’étendre à des éclairages
non directionnels. Dans le cas général, il est nécessaire d’utiliser un modèle explicite de
réflectance. Nous nous intéressons particulièrement à deux modèles de réflectance non
linéaires : le modèle d’Oren-Nayar et celui de Ward. Il apparaît que les méthodes simples
déployées pour traiter le modèle lambertien deviennent nettement plus compliquées.
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Chapitre 5
Modèles d’éclairage non
directionnels
Nous avons vu que l’extension de la formulation classique de la stéréophotométrie
calibrée au cas d’une caméra perspective ne posait pas de difficulté particulière. Nous
avons également montré comment appliquer cette technique à des surfaces régulières
seulement par morceaux (cf. chapitre 2). Nous verrons dans le chapitre 6 que son exten-
sion à des modèles de réflectance non lambertienne est plus compliquée. Dans le présent
chapitre, nous remettons en question l’hypothèse d’éclairages directionnels, pour nous
intéresser à des modèles d’éclairage qui, tout en étant plus réalistes, se prêtent bien aux
méthodes d’estimation robuste présentées dans la partie I.
En revenant à la définition d’une surface lambertienne, vue comme une source lu-
mineuse primaire, nous montrons dans le paragraphe 5.1 comment établir les modèles
d’éclairage directionnel, ponctuel ou étendu. Cette étude a été partiellement présentée
dans [212], et le cas particulier des sources étendues a été traité dans [219, 220]. Avec
ces modèles d’éclairage explicites, la dépendance de s vis-à-vis de la profondeur z peut
devenir compliquée : pour parer à cette difficulté, nous introduisons un modèle plus gé-
néral, dans lequel nous considérons s comme un champ vectoriel quelconque [216], ce qui
nous permet de modéliser les trois cas particuliers précédents, ainsi que les réflexions mu-
tuelles. Nous proposons ensuite, dans le paragraphe 5.2, des protocoles expérimentaux
permettant d’étalonner les éclairages. Enfin, nous montrons dans le paragraphe 5.3 com-
ment étendre les méthodes numériques déjà présentées dans la partie I à des éclairages
non directionnels.
5.1 Quelques modèles d’éclairage
La prise en compte d’éclairages non directionnels constitue un axe de recherche im-
portant pour la reconstruction 3D photométrique. Le modèle de source ponctuelle proche
(de la scène) a d’abord été étudié avec un certain succès dans les années 1990 [60, 134]. Il a
même été prouvé que ce modèle permettait de rendre le problème du shape-from-shading
mieux posé [208]. Le cas d’une source étendue a également été étudié, principalement
par Clark [61, 62]. Ces deux modèles étant en apparence très différents, nous détaillons
ci-après le raisonnement permettant d’obtenir la formulation explicite de l’éclairage en
fonction des paramètres caractéristiques de la source. Cela nécessite de revenir à la dé-
finition d’une source lambertienne, et de manipuler les concepts de luminance et de
réflectance [78, 189].
165
CHAPITRE 5. MODÈLES D’ÉCLAIRAGE NON DIRECTIONNELS
5.1.1 De la luminance au vecteur d’éclairage
Rappelons que le niveau de gris d’un appareil photographique peut, après divers
étalonnages, être supposé proportionnel à la luminance de la scène (cf. paragraphe 1.1.1).
Les techniques photométriques assimilent la scène photographiée à une source lumineuse
émettant dans la direction d’observation v. La luminance émise par un point objet x,
de normale n(x), dans la direction d’émission v caractérisée par les angles (θe, φe),
relativement à la normale n(x), s’écrit alors [78] :
L(x, θe, φe) =
∫ π/2
θi=0
∫ 2π
φi=0
κ(x, θi, φi, θe, φe)L¯(θi, φi) sin θi cos θidθi dφi (5.1)
où κ désigne la fonction de distribution de la réflectance bidirectionnelle (bidirectional
reflectance distribution function, ou BRDF) du matériau, que l’on appelle également sa
réflectance, et L¯(θi, φi) désigne la luminance incidente dans la direction caractérisée par
les angles (θi, φi), relativement à la normale n(x).
Dans le cas général, l’expression (5.1) est difficile à manipuler. Si la surface est
supposée lambertienne, alors la réflectance ne dépend ni de la direction incidente, ni de
la direction d’émission. On montre qu’elle s’écrit alors très simplement en fonction de
l’albédo ρ :
κ(x, θi, φi, θe, φe) =
ρ(x)
π
(5.2)
De (5.1) et (5.2), on tire :
L(x) =
ρ(x)
π
∫ π/2
θi=0
∫ 2π
φi=0
L¯(θi, φi) sin θi cos θidθi dφi (5.3)
En désignant par ui le vecteur unitaire indiquant le sens et la direction de la lumière inci-
dente, caractérisée par les angles (θi, φi), relativement à la normale n(x), et en observant
que cos θi = ui · n(x), on peut réécrire (5.3) :
L(x) =
ρ
π
n(x) ·
∫ π/2
θi=0
∫ 2π
φi=0
L¯(θi, φi) sin θiuidθi dφi︸ ︷︷ ︸
s(x)
(5.4)
Le vecteur s(x) caractérise le flux lumineux total incident en x, qui inclut aussi bien
les flux en provenance directe des différentes sources primaires visibles depuis x, que les
flux éclairant x après un nombre quelconque de réflexions sur la surface elle-même (ou
sur d’autres surfaces alentour). Dans le cas d’une source unique, ponctuelle et infiniment
distante, et si l’on néglige les phénomènes de réflexions mutuelles, s(x) est un champ
parallèle et uniforme, i.e. s(x) = s, ce qui correspond au modèle directionnel utilisé
jusqu’à présent. Nous nous consacrons, dans ce chapitre, à l’étude de situations plus
générales, et montrons notamment comment obtenir une expression analytique du flux
primaire dans différentes configurations. Pour cela, nous revenons à la définition d’une
source primaire lambertienne.
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5.1.2 Source primaire lambertienne
Soit une source lumineuse élémentaire située en xs ∈ R3, constituée d’un élément de
surface dΣs de normale unitaire sortante n(xs). Notons d2Φ le flux lumineux élémentaire
émis par cette source à l’intérieur d’un cône de sommet xs, d’angle solide dω et de
direction ue. La luminance de la source xs est définie comme le flux lumineux par unité
d’angle solide et par unité de surface apparente dans la direction ue. Elle s’écrit donc :
L¯xs(ue) =
d2Φ
dωdΣ′s
(5.5)
où :
dΣ′s = dΣs (n(xs) · ue) (5.6)
est la surface apparente de dΣs dans la direction ue.
Nous nous intéressons dans ce chapitre aux sources lumineuses primaires lamber-
tiennes, i.e. pour lesquelles L¯xs(ue) est indépendant de ue :
L¯xs(ue) = L¯xs (5.7)
Autant l’hypothèse lambertienne est discutable pour modéliser la réflectance des surfaces
à reconstruire (cf. chapitre 6), autant il s’agit d’un modèle de source lumineuse très
réaliste, puisque les fabricants essaient généralement de garantir l’isotropie de l’éclairage,
pour le confort de l’utilisateur.
Supposons maintenant que la source élémentaire située en xs éclaire un élément de
surface dΣ situé autour d’un point x de la surface à reconstruire, de normale unitaire
sortante n(x). Comme cela est illustré sur la figure 5.1, l’angle solide du cône C de
sommet xs, s’appuyant sur dΣ, s’écrit :
dω =
dΣ (−ue · n(x))
‖x− xs‖2 (5.8)
L’éclairement (irradiance) élémentaire en x dû à cette source élémentaire est défini
comme le flux lumineux incident reçu par unité de surface :
dE(x) =
d2Φ
dΣ
(5.9)
La direction d’éclairage ue s’écrit, en outre :
ue =
x− xs
‖x− xs‖ (5.10)
Des égalités (5.5) à (5.10), nous tirons finalement :
dE(x) = dsxs(x) · n(x) (5.11)
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C
n(xs)
uen(x)
x
dΣ
dΣs
xs
Figure 5.1 – La source lambertienne élémentaire située en xs, de surface dΣs et de
normale sortante n(xs), éclaire un élément de surface situé en x, de surface dΣ et de
normale sortante n(x).
où le vecteur d’éclairage élémentaire dsxs(x) est défini comme suit :
dsxs(x) =
L¯xsdΣs
‖xs − x‖2︸ ︷︷ ︸
Atténuation en 1/distance2
n(xs) · (x− xs)
‖xs − x‖︸ ︷︷ ︸
Anisotropie de la source
xs − x
‖xs − x‖︸ ︷︷ ︸
Direction d’éclairage
(5.12)
En intégrant (5.11) sur la partie Ωs(x) de la source lumineuse visible depuis x, et en
utilisant l’expression (5.12) de dsxs(x), l’éclairement total au point objet x s’écrit :
E(x) =
∫∫
xs∈Ωs(x)
L¯xs
‖xs − x‖2
n(xs) · (x− xs)
‖xs − x‖
xs − x
‖xs − x‖dΣs︸ ︷︷ ︸
s(x)
·n(x) (5.13)
qui est une généralisation de (1.13).
Reprenant les travaux présentés dans [212], nous présentons dans ce qui suit les diffé-
rentes approximations de s(x) conduisant aux modèles d’éclairage les plus fréquemment
rencontrés en stéréophotométrie.
5.1.3 Source sphérique
En dehors du cas directionnel, le modèle d’éclairage le plus fréquemment rencontré
est celui de source sphérique. Ce modèle a été introduit dans [134] pour le shape-from-
shading (il a d’ailleurs servi à prouver le caractère mieux posé du problème dans [208]), et
dans [60] pour la stéréophotométrie. Plus récemment, il a également été utilisé dans [177,
198, 276].
L’éclairage total reçu au point x, et provenant d’une source sphérique de rayon R,
s’obtient en sommant les vecteurs d’éclairage élémentaires dsxs(x) correspondant à la
partie visible de la sphère depuis x, qui est une hémisphère H :
s(x) =
∫∫
xs∈H
dsxs(x) (5.14)
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Supposons que la luminance de la source soit uniforme, i.e. L¯xs ≡ L¯. Supposons
également que le rayon R de la sphère soit négligeable devant la distance source-surface,
i.e. R≪ ‖xs−x‖, de telle sorte que le vecteur xs−x soit le même pour tous les points xs
de l’hémisphère H. Sous cette dernière hypothèse, nous pouvons assimiler xs au centre
de la sphère. En utilisant l’expression (5.12) de dsxs(x) dans (5.14), nous obtenons :
s(x) =
L¯
‖xs − x‖2
xs − x
‖xs − x‖
∫∫
xs∈H
n(xs) · (x− xs)
‖xs − x‖ dΣs (5.15)
Or, l’intégrale du membre droit n’est autre que la surface apparente σH de H, qui en
l’occurrence est égale à πR2. Nous pouvons donc écrire le vecteur d’éclairage d’une source
sphérique, en un point x, sous la forme suivante :
s(x) =
L¯ σH
‖xs − x‖2
xs − x
‖xs − x‖ (5.16)
Dans cette expression, on reconnaît le facteur d’atténuation en 1/distance2 caractéris-
tique d’une source « ponctuelle ».
Le modèle d’éclairage le plus simple est obtenu en supposant que, dans le modèle
de source sphérique, la source est située en un point xs infiniment éloigné. Dans ce cas,
on peut considérer que le vecteur xs − x est indépendant de x. Le modèle de source
sphérique (5.16) se simplifie alors :
s(x) = φ s (5.17)
et correspond bien au modèle utilisé jusqu’au chapitre 4, et à l’immense majorité des
modèles d’éclairage utilisés pour les techniques de reconstruction 3D photométrique (SFS
et stéréophotométrie).
5.1.4 Source plane élémentaire
Lorsque la source est un rectangle élémentaire d’aire dΣs, situé en xs, de normale
unitaire sortante n0 et de luminance L¯xs , le vecteur d’éclairage élémentaire dsxs(x) en un
point x est défini par (5.12), que nous réécrivons sous une forme très similaire à (5.16) :
dsxs(x) =
L¯dΣs aLambert(x,xs)
‖xs − x‖2
xs − x
‖xs − x‖ (5.18)
où :
aLambert(x,xs) =
n0 · (x− xs)
‖xs − x‖ (5.19)
est un facteur d’anisotropie caractéristique d’une source lambertienne. Si l’on remarque
que le produit dΣs aLambert(x,xs) est égal à la surface apparente σdΣs du rectangle dans
la direction du point x, on obtient une expression parfaitement similaire à (5.16) :
dsxs(x) =
L¯ σdΣs
‖xs − x‖2
xs − x
‖xs − x‖ (5.20)
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Le facteur d’anisotropie aLambert de la source lumineuse a été récemment remis en
question par Mecca et al., qui ont utilisé dans [175] des modèles d’anisotropie de la
forme :
a(x,xs) =
(
n0 · (x− xs)
‖xs − x‖
)µ
(5.21)
où µ > 0. Ce modèle inclut le cas des sources isotropes (µ = 0), des sources lambertiennes
(µ = 1) et des sources « lambertiennes imparfaites » (µ > 1). Moreno et al. montrent
dans [181] que le modèle de source lambertienne imparfaite peut être utilisé pour décrire
l’émission des LED, en choisissant :
µ =
−ln(2)
ln(cos θ1/2)
(5.22)
où θ1/2 désigne l’angle pour lequel la luminance est égale à la moitié de sa valeur maxi-
male (cet angle est généralement fourni par les fabricants).
5.1.5 Source plane étendue
Une autre configuration d’éclairage ayant connu un certain succès est celle de source
étendue, constituée d’une infinité de sources élémentaires formant une surface éclai-
rante [62]. Nous nous intéressons dans ce paragraphe au cas d’une surface plane. En
l’occurrence, nous utilisons l’écran d’un dispositif multimédia comme source lumineuse,
dans le but reconstruire en 3D une scène placée face à l’écran et filmée par une caméra
de type webcam 1. Nous avons déjà présenté ces travaux dans [219, 220].
Chaque source élémentaire (i.e., chaque pixel de l’écran) est assimilée à un rectangle
d’aire dΣs = dxsdys, de même normale n0. Le passage du repère lié à la source à un
repère lié à la webcam peut se faire au moyen d’une procédure d’étalonnage spécifique
que nous décrivons dans [220], mais qui sort du cadre de cette thèse consacrée à la
photométrie. Notons simplement qu’en positionnant un miroir plan face à l’écran, de
façon à ce que la webcam voie l’écran, on peut mettre en correspondance des points
particuliers de l’écran avec leurs images par réflexion sur le miroir. En utilisant au moins
deux poses du miroir et trois correspondances, la détermination de la pose de l’écran,
relativement au repère de la webcam, est un problème bien posé. Nous pouvons donc
supposer, sans perte de généralité, que le repère de référence est celui de l’écran. Dans
ce repère, n0 = [0, 0, 1]⊤ et xs = [xs, ys, 0]⊤.
Nous désignons par E la surface éclairante, qui est constituée d’un ensemble de sources
élémentaires caractérisées par (5.12). L’éclairage total en un point x est donc obtenu par
sommation :
s(x) =
∫∫
xs∈T (x)
dsxs(x) (5.23)
Dans cette expression, T (x) ⊂ E désigne l’ensemble des points xs ∈ E qui sont visibles
depuis x. Le fait que le domaine d’intégration T (x) dépende de x est une cause de
pénombre. Ce phénomène est illustré sur la figure 5.2.
1. Ce travail a été initié par Richard Modrzejewski au cours de son stage de première année de master
à l’IRIT.
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xs
x
n(x) dsxs(x)
xs
x
dsxs(x)n(x)
T (x) T (x)
x
n(x)
(a) (b) (c)
Figure 5.2 – Occultation partielle d’une source étendue. (a) Lorsque toute la source
étendue E est visible depuis x, toutes les sources élémentaires xs ∈ E contribuent à
l’éclairage total en x. Cela n’est pas le cas en (b), où seuls les points situés à l’intérieur
du domaine T (x) sont visibles depuis x, ce qui est cause de pénombre. Il est cependant
possible de définir explicitement T (x), par intersection du plan tangent à la surface au
point x et de la surface éclairante. En revanche, dans le cas (c), l’occultation partielle de
la surface éclairante est due à un objet extérieur (ici, la surface elle-même). Ce cas est
particulièrement difficile à modéliser, car il nécessite de connaître la géométrie globale
de la surface.
En utilisant comme repère de référence le repère de la source plane, on a zs = 0 pour
tout xs = [xs, ys, zs]⊤ ∈ E , de telle sorte que T (x) est caractérisé par un domaine 2D,
noté Ωs(x). En remplaçant dsxs(x) par son expression (5.12) dans (5.23), on obtient
l’expression suivante de l’éclairage total au point x = [x, y, z]⊤ :
s(x) = z
∫∫
(xs,ys)∈Ωs(x)
L¯xs
xs − x
‖xs − x‖4
dxsdys (5.24)
Remarques sur la visibilité partielle
L’expression (5.24) peut être utilisée pour la modélisation de n’importe quelle source
plane lambertienne, pourvu que la luminance Lxs soit connue, ce qui est précisément le
cas des écrans puisque cette quantité est alors proportionnelle (en théorie du moins) au
niveau de gris ou au niveau de couleur affiché en chaque pixel. Les coordonnées xs étant
également connues, une approximation discrète de l’intégrale dans l’expression (5.24)
peut être calculée numériquement. Ceci est suffisant pour le rendu en synthèse d’images :
la géométrie x = [x, y, z]⊤ de la scène étant parfaitement connue, le domaine T (x), et
donc Ωs(x), peuvent être déterminés par lancer de rayons.
En revanche, dans les applications dédiées à la reconstruction 3D, la géométrie de la
scène est justement l’inconnue. La visiblilité pourrait donc être estimée automatiquement
au cours d’un processus itératif, en utilisant à chaque itération l’estimation précédente
de x et de n(x) pour estimer la visibilité courante. Cependant, une telle démarche n’est
pas réaliste car ce processus devrait être répété pour chaque point x de la scène, ce
qui conduirait à un algorithme extrêmement lent, même avec les ordinateurs récents. Il
peut en effet y avoir autant de points x que de pixels sur le récepteur photosensible de
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l’appareil photographique, et la surface éclairante visible Ωs(x) peut contenir un nombre
très élevé de points (égal à la résolution de l’écran dans cette application).
Aussi, par souci de simplicité, nous cherchons dorénavant une expression analytique
de l’intégrale dans (5.24), de façon à obtenir une estimation de l’éclairage en un temps
raisonnable. Pour parvenir à cet objectif, nous négligeons dorénavant les effets de pé-
nombre, et laissons leur étude en perspective. Par conséquent, notre modélisation ne sera
valide que pour des surfaces présentant de faibles pentes, en l’absence d’occultation.
Domaines plans de forme arbitraire et de luminance uniforme
Pour simplifier davantage encore l’intégrale dans l’expression (5.24), il nous faut
expliciter la dépendance de la luminance Lxs de la surface éclairante. Commençons par
le cas le plus simple d’une luminance uniforme Lxs = L0. L’expression (5.24) se réécrit :
s(x) = z L0
∫∫
(xs,ys)∈Ωs
xs − x
‖xs − x‖4
dxsdys (5.25)
ou encore :
s(x) = −L0
2
[F1(x), F2(x), F3(x)]
⊤ (5.26)
avec : 
F1(x) = −2 z
∫∫
(xs,ys)∈Ωs
xs − x
[(xs − x)2 + (ys − y)2 + z2]2
dxsdys
F2(x) = −2 z
∫∫
(xs,ys)∈Ωs
ys − y
[(xs − x)2 + (ys − y)2 + z2]2
dxsdys
F3(x) = 2 z2
∫∫
(xs,ys)∈Ωs
1
[(xs − x)2 + (ys − y)2 + z2]2
dxsdys
(5.27)
En notant r = xs − x et s = ys − y, ces fonctions se réécrivent :

F1(x) = −2 z
∫∫
(r,s)∈Ωs−(x,y)
r
(r2 + s2 + z2)2
drds
F2(x) = −2 z
∫∫
(r,s)∈Ωs−(x,y)
s
(r2 + s2 + z2)2
drds
F3(x) = 2 z2
∫∫
(r,s)∈Ωs−(x,y)
1
(r2 + s2 + z2)2
drds
(5.28)
Soit C ⊂ R2 un domaine plan, de contour ∂C orienté dans le sens direct, et C1
par morceaux. Pour toute paire (P,Q) de fonctions continues C → R, la formule de
Green-Riemann s’écrit :∫∫
(r,s)∈C
(
∂Q
∂r
− ∂P
∂s
)
drds =
∮
(r,s)∈∂C
(P dr +Qds) (5.29)
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Il est facile de vérifier les identités suivantes :

∂
∂r
(
1
r2 + s2 + z2
)
= − 2 r
(r2 + s2 + z2)2
− ∂
∂s
(
1
r2 + s2 + z2
)
=
2 s
(r2 + s2 + z2)2
∂
∂r
(
r
r2 + s2 + z2
)
− ∂
∂s
( −s
r2 + s2 + z2
)
=
2 z2
(r2 + s2 + z2)2
(5.30)
Des équations (5.28), (5.29) et (5.30), nous déduisons aisément de nouvelles expressions
pour les intégrales doubles de (5.28), qui sont transformées en intégrales curvilignes :

F1(x) = z
∮
(r,s)∈∂Ωs−(x,y)
ds
r2 + s2 + z2
F2(x) = −z
∮
(r,s)∈∂Ωs−(x,y)
dr
r2 + s2 + z2
F3(x) =
∮
(r,s)∈∂Ωs−(x,y)
r ds− sdr
r2 + s2 + z2
(5.31)
Pour peu que le contour ∂Ωs ait une forme « simple », il est effectivement envisa-
geable que ces trois intégrales curvilignes s’expriment analytiquement. Comme contours
« simples », nous pouvons citer les motifs rectangulaires étudiés dans [31, 94, 190, 233,
265], les motifs circulaires [31], et même les sources partiellement occultées dans un cas
comme celui de la figure 5.2-b, puisque l’ensemble Ωs peut alors être déterminé explici-
tement (rappelons que ce cas est laissé en perspective).
L’originalité des expressions (5.31) réside dans leur généricité, puisqu’elles fournissent
un cadre pour établir explicitement l’éclairage induit par un domaine de forme quel-
conque. En guise d’exemple, étudions le cas où Ωs est rectangulaire. En effectuant une
partition rectangulaire non uniforme d’une image, cet exemple simple nous permettra
de modéliser de façon approchée, mais très réaliste, l’éclairage émis par une image af-
fichée sur un écran : nous avons montré dans [220] que cela permettait d’appliquer la
stéréophotométrie aux images d’un utilisateur placé face à un diaporama, prises par la
webcam interne d’un système multimédia.
Expression analytique pour un domaine rectangulaire
Si Ωs est un rectangle [xmin, xmax]× [ymin, ymax] (on rappelle que la luminance de la
surface éclairante est supposée uniforme dans ce rectangle), alors les intégrales curvilignes
de (5.31) se simplifient et le champ d’éclairage total au point x est donné par (5.26),
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avec : 
F1(x) =
[[
z√
r2 + z2
tan−1
(
s√
r2 + z2
)]ymax−y
s=ymin−y
]xmax−x
r=xmin−x
F2(x) =
[[
z√
s2 + z2
tan−1
(
r√
s2 + z2
)]ymax−y
s=ymin−y
]xmax−x
r=xmin−x
F3(x)=
[r tan−1
(
s√
r2+z2
)
√
r2 + z2
+
s tan−1
(
r√
s2+z2
)
√
s2 + z2
]ymax−y
s=ymin−y
xmax−x
r=xmin−x
(5.32)
Ces expressions analytiques pourraient notamment servir à améliorer la qualité de
la reconstruction 3D par stéréophotométrie en utilisant des rectangles uniformes affichés
sur un écran [31, 94, 190, 233, 265]. En comparaison du modèle de Clark [61], notre
modèle prend en compte l’anisotropie de chaque pixel, alors que Clark considère les
pixels de l’écran comme des sources isotropes, ce qui limite l’utilisation de sa technique
à des petits objets : « Nous supposons que les pixels d’un écran LCD constituent des
sources isotropes, ce qui n’est pas le cas. L’hypothèse d’isotropie est plus acceptable dans
notre montage expérimental, où l’objet est petit » 2. Nous verrons que la prise en compte
de l’anisotropie améliore nettement la précision du modèle de source étendue.
Partition rectangulaire
Nous étudions un deuxième cas simple : celui d’une luminance uniforme par mor-
ceaux (figure 5.3), qui correspond par exemple à l’approximation d’une image par une
partition rectangulaire non uniforme, comme cela a été suggéré par Clark dans [61]. Nous
supposons que la source est constituée d’une partition ∪ni=1Ωis, où Ωis = [ximin, ximax] ×
[yimin, y
i
max], et que la luminance est uniforme à l’intérieur de chaque rectangle Ω
i
s, de
valeur Li0.
Le champ d’éclairage total reçu en x s’écrit alors, d’après (5.26) :
s(x) = −
n∑
i=1
Li0
2
[
F i1(x), F
i
2(x), F
i
3(x)
]⊤
(5.33)
en utilisant les notations de (5.32). L’expression (5.33) fournit une approximation réaliste
de l’éclairage provenant d’une image affichée sur un écran, en effectuant par exemple la
décomposition « quadtree » de l’image [90].
2. « We assume that the LCD pixels are isotropic illuminants, which is not the case [...]. The as-
sumption of isotropy is made more palatable [...] in our experimental setup, where the object is small
[...]. »
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Figure 5.3 – Flux lumineux émis par une partition rectangulaire non uniforme, com-
portant trois motifs rectangulaires Ω1, Ω2 et Ω3. L’éclairage total est la somme des
contributions de toutes les sources infinitésimales xs. La largeur des flèches grises repré-
sente « l’intensité » de la source lumineuse infinitésimale associée, qui est une fonction
décroissante de la distance source-surface, de l’angle entre la direction d’éclairage et la
normale [0, 0, 1]⊤ (anisotropie), et de la luminance (représentée par le niveau de gris
affiché à l’écran).
Validation expérimentale
Nous évaluons expérimentalement la validité du modèle de source rectangulaire uni-
forme défini par (5.26) et (5.32), pour des motifs rectangulaires Ωs de surface variable
(luminance uniforme), et celle du modèle de source rectangulaire non uniforme (5.33)
pour plusieurs images naturelles (luminance non uniforme). Nous utilisons pour cela une
feuille de papier blanc collée sur un support plan disposé face à l’écran (figure 5.4).
Méthodologie Nous supposons que la feuille de papier constitue une surface lamber-
tienne, et que sa pose est connue (en pratique, elle est collée sur un damier) : nous notons
n sa normale. Nous avons déjà signalé que, pour une surface lambertienne, la luminance
est proportionnelle à son éclairement, le facteur de proportionnalité étant égal à ρ/π. La
175
CHAPITRE 5. MODÈLES D’ÉCLAIRAGE NON DIRECTIONNELS
Figure 5.4 – Dispositif expérimental pour la validation du modèle d’éclairage par un
écran. En haut : écran (ordinateur portable HP EliteBook8570w) affichant un motif
rectangulaire (à gauche) ou une image en niveaux de gris (à droite), placée en face d’une
feuille de papier blanc. En bas : images réelles utilisées dans les expériences, de taille
1600× 900 (résolution de l’écran).
luminance émise par la feuille de papier s’écrit donc, en un point x de sa surface :
l(x) =
ρ(x)
π
s(x) · n (5.34)
où ρ(x) désigne l’albédo, qui est un scalaire si nous supposons pour simplifier que la
webcam mesure des niveaux de gris, et que l’écran affiche également une image en niveaux
de gris 3. L’albédo du papier étant uniforme (ρ(x) = ρ), il s’ensuit que :√∑
x
l(x)2 =
ρ
π
√∑
x
(s(x · n))2 (5.35)
où les deux sommes sont calculées pour tous les points x de la feuille de papier. En
divisant membre à membre (5.34) et (5.35), il vient :
l(x)√∑
x l(x)2
=
s(x) · n√∑
x (s(x) · n)2
(5.36)
3. En utilisant les méthodes présentées dans le paragraphe 1.5, on peut utiliser la stéréophotométrie
avec une source étendue colorée éclairant une surface d’albédo monochromatique [233, 190], ou une
source étendue monochromatique éclairant une surface colorée [220].
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Cette normalisation permet d’éliminer l’albédo inconnu ρ. La luminance l(x) est propor-
tionnelle au niveau de gris mesuré par l’appareil photographique. Le membre de gauche
de l’équation (5.36) peut donc être directement mesuré et constitue la donnée. La pré-
cision d’un modèle d’éclairage peut alors être mesurée en comparant cette valeur à la
valeur théorique du membre de droite.
Motifs rectangulaires uniformes Nous utilisons d’abord des motifs rectangulaires
de taille variable (cf. figure 5.5). Comme nous pouvions nous y attendre, le modèle de
source ponctuelle anisotrope [94] est adapté à des petits motifs, tandis que le modèle
de source étendue isotrope [61] est plus adapté à des motifs de grande taille. Quant au
modèle que nous proposons, il est aussi bien adapté aux deux types de configurations.
Figure 5.5 – Évaluation qualitative du modèle de source rectangulaire uniforme, pour
des motifs Ωs de taille variable. De haut en bas : motifs affichés à l’écran, de tailles res-
pectives 200×200, 400×400, 800×800 et 1600×900 (pleine résolution) ; donnée mesurée
sur la feuille de papier (membre de gauche de l’équation (5.36)) ; modèle (membre de
droite de l’équation (5.36)) en utilisant, de haut en bas, notre modèle (équations (5.26)
et (5.32)), un modèle de source étendue isotrope [61] et un modèle de source ponctuelle
anisotrope [94].
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Images réelles Nous modélisons maintenant la lumière émise par une image en ni-
veaux de gris affichée sur un écran, ou plutôt par son approximation « quadtree » [90].
Cela nous fournit une partition rectangulaire non uniforme de l’image en n rectangles
(cf. figure 5.6). L’expression de l’éclairage est alors (5.33), où la valeur choisie pour Li0
est le niveau de gris moyen du rectangle i. Ce modèle est expérimentalement comparé,
qualitativement et quantitativement, à celui de Clark [61] sur la figure 5.6 et dans la
table 5.1.
Image n = 4 n = 64 n = 256
[61] Proposé [61] Proposé [61] Proposé
Chien 1,14 1,09 1,12 0,98 1,10 0,98
Montagne 2,20 0,78 2,19 0,67 2,19 0,66
Soleil 1,46 1,17 1,55 1,14 1,56 1,15
Lac 1,76 1,11 1,62 0,97 1,62 0,95
Mur 1,34 0,94 1,53 0,94 1,55 0,98
Cimetière 1,05 1,04 1,15 0,82 1,17 0,79
Bâtiment 1,36 0,96 1,42 0,88 1,43 0,88
Ruelle 1,43 1,13 1,66 0,57 1,70 0,55
Fleur 1,90 1,03 1,95 0,97 1,96 0,98
Grotte 3,05 1,26 2,76 1,02 2,76 1,01
Table 5.1 – RMSE (multipliée par 104) entre la luminance normalisée mesurée sur la
feuille de papier et celles simulées avec le modèle de Clark [61] ou avec notre modèle,
pour les dix images de la figure 5.4. Notre modèle surpasse systématiquement celui de
Clark, ce qui confirme l’importance de la prise en compte de l’anisotropie dans le modèle.
Ces expériences confirment que le modèle proposé permet de simuler de façon réaliste
divers éclairages non directionnels. Nous avons constaté que n = 64 représentait un bon
compromis entre la précision du modèle (n = 1 correspond à l’approximation grossière
de la luminance par le niveau de gris moyen de l’image) et la rapidité d’évaluation (si
n est égal au nombre de pixels de l’écran, nous obtenons l’approximation discrète de
l’intégrale (5.24), qui est inutilisable pour de grandes images).
5.1.6 Champ d’éclairage non paramétré
L’ensemble des modèles d’éclairage que nous avons dérivés du modèle de source
primaire lambertienne (5.12) sont explicites, mais ce caractère explicite pose plusieurs
questions.
Tout d’abord, les modèles explicites dépendent des paramètres de la source : par
exemple, la position du centre d’une source sphérique, tout comme la forme d’une source
étendue, influent directement sur l’expression du champ vectoriel s(x). Ce champ dé-
pend donc d’un ensemble de paramètres qui doivent être soit étalonnés (ce qui est le
principe de la stéréophotométrie calibrée), soit estimés automatiquement au cours de la
reconstruction 3D (stéréophotométrie non calibrée : ce problème a été étudié pour des
éclairages directionnels, cf. chapitre 3).
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Figure 5.6 – Évaluation qualitative du modèle de luminance pour une source étendue
non uniforme. À gauche : image affichée à l’écran (en haut) et luminance normalisée
mesurée sur la feuille de papier (en bas). Comme l’écran et la webcam sont tous deux
orientés vers la feuille de papier, une zone claire sur la partie gauche de l’image affichée
se traduit par une zone claire sur la partie droite de la feuille. Au milieu : approximation
de l’image par n = 4 rectangles (en haut) ; luminance simulée en utilisant soit notre
modèle (au milieu), soit le modèle de Clark [61] (en bas). À droite : idem pour n = 256.
D’autre part, un modèle explicite dépend des coordonnées du point x, qui constituent
justement l’inconnue dans tout problème de reconstruction 3D. L’utilisation de tels mo-
dèles en stéréophotométrie augure donc de difficultés, tant du point de vue numérique
que de celui du caractère bien posé du problème. Nous reviendrons sur ces questions
dans le paragraphe 5.3.
Nous avons également mis en évidence le problème des ombres portées, ainsi que
celui de la pénombre dans le cas de sources étendues : ces phénomènes sont difficiles
à expliquer car ils dépendent de la géométrie globale de la scène. Aussi précis soit-il,
un modèle explicite peut donc être partiellement ou totalement mis en défaut par la
complexité de la géométrie de la scène observée.
Enfin, s’il semble raisonnable de chercher à modéliser le flux primaire, le flux lumineux
réel reçu par la surface est égal à la somme du flux primaire et de flux secondaires dus
aux réflexions mutuelles (cf. figure 1.6). Nous avons déjà signalé que ces phénomènes
étaient relativement faciles à simuler par lancer de rayons, mais extrêmement complexes
à prendre en compte en reconstruction 3D car, comme les ombres et la pénombre, ils
dépendent de la géométrie globale de la scène.
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Coupler la stéréophotométrie avec les techniques modernes de rendu, afin d’intégrer
le calcul de la visibilité au processus de reconstruction 3D, constitue une piste de re-
cherche prometteuse. Nous avons choisi une autre approche, qui consiste à abstraire le
champ d’éclairage s(x) : cette approche présente l’avantage de bien mieux se prêter à
l’optimisation numérique. On peut toujours écrire que le vecteur d’éclairage total est
obtenu en sommant les contributions de toutes les sources élémentaires :
s(x) =
∫∫
xs∈sources
dsxs(x) (5.37)
quitte à supposer que, si une source élémentaire est masquée, alors dsxs(x) = 0, de façon
à ce que cette source élémentaire ait une contribution nulle dans l’intégrale. Puisque nous
ne cherchons pas à expliciter cette intégrale, rien ne nous empêche non plus de supposer
que les sources élémentaires secondaires sont également prises en compte dans le calcul.
Par conséquent, que le flux lumineux incident soit purement primaire ou non, et en
présence ou non d’ombres (ou de pénombre), on pourra toujours écrire que l’éclairage
est un champ quelconque de R3 dans R3 :
s(x) = φ(x)s(x) (5.38)
et considérer que s(x) représente le flux lumineux incident effectif au point x de la
surface. Cette approche nécessite toutefois de connaître parfaitement le champ s, qui est
un champ vectoriel dense de l’espace à trois dimensions. En pratique, il faut connaître un
vecteur de R3 en chaque point de l’espace 3D et pour chaque configuration d’éclairage,
ce qui constitue un problème. Comme nous ne souhaitons pas expliciter sa dépendance
en x, nous préférons paramétrer le champ s par les coordonnées (u, v) :
s : Ω ⊂ R2 −→ R3
(u, v) 7−→ s(u, v) = s(x(u, v)) (5.39)
Pour représenter de façon plus compacte les champs si, on peut les supposer suffi-
samment réguliers et les décomposer en harmoniques sphériques [23, 25]. Il a été montré
dans [24, 26] que dans le contexte de la stéréophotométrie, la reconstruction 3D sous des
éclairages très généraux devenait possible à partir de neuf harmoniques sphériques : 9m
scalaires suffisent donc pour représenter de façon assez précise chaque éclairage.
Cependant, et comme cela est illustré sur la figure 5.7, un champ d’éclairage n’est
décomposable en harmoniques sphériques que s’il est régulier. En effet, les harmoniques
sphériques constituent une base orthonormée de l’espace de Hilbert L2(S2) contenant
les fonctions sphériques de carré intégrable, définies sur la sphère unité S2 ⊂ R3. Les
travaux de Basri et al. [26, 23, 24, 25] montrent qu’en général, le flux lumineux peut être
effectivement assimilé à une fonction de ce type, mais ceci n’est plus vrai en présence
d’occultations. En effet, les phénomènes d’ombres et de réflexions mutuelles violent la
contrainte de régularité du champ d’éclairage : le champ s, s’il n’est pas continu, n’est plus
décomposable en harmoniques sphériques. Nous avons montré dans [216] qu’il pouvait
cependant être supposé régulier par morceaux : on peut par exemple supposer seulement
qu’il s’agit d’un champ à variations bornées, pouvant comporter des « sauts » importants
près des discontinuités de la surface, mais lisse ailleurs.
180
5.2. ÉTALONNAGE PHOTOMÉTRIQUE
(a) (b)
Figure 5.7 – (a) Si deux sources ponctuelles sont positionnées à proximité d’une surface
régulière, de telle sorte qu’aucune ne soit occultée, le champ d’éclairage est régulier,
donc décomposable en harmoniques sphériques. (b) En revanche, les discontinuités de
profondeur d’une surface créent des phénomènes d’ombre ou de pénombre, ainsi que
des réflexions mutuelles : l’apparition de ces phénomènes brise la régularité du champ
d’éclairage, qui n’est plus lisse que par morceaux. Un tel champ n’est pas décomposable
en harmoniques sphériques.
5.2 Étalonnage photométrique
Pour pouvoir utiliser les modèles d’éclairage explicites dans le contexte de la sté-
réophotométrie calibrée, il faut étalonner leurs paramètres au moyen d’une procédure
spécifique. Les paramètres du modèle d’éclairage directionnel sont très faciles à estimer
en utilisant une sphère spéculaire (la direction indiquée par le centre du reflet brillant est
directement liée à la direction d’éclairage) ou mate (la normale à la sphère étant facile
à déterminer, on peut inverser le modèle lambertien linéaire pour déterminer l’intensité
et la direction moyenne de l’éclairage). Le problème de l’étalonnage dans un cadre plus
général représente cependant un problème plus difficile.
5.2.1 Estimation des paramètres d’une source lumineuse
Nous avons montré dans [220] que, pour une source étendue, plane, de luminance
non uniforme, comme par exemple un écran, il suffit d’étalonner géométriquement la
caméra par rapport à l’écran pour pouvoir étalonner photométriquement la source, de
façon à expliciter l’orientation commune des sources élémentaires (les pixels) et leurs
coordonnées 3D, ce qui simplifie de beaucoup l’étalonnage, en comparaison de méthodes
dédiées telles que celle qui est décrite dans [285].
L’étalonnage d’une source ponctuelle est un problème bien connu, mais la plupart des
méthodes existantes [2, 13, 108, 207, 236, 248] ne prennent en compte ni l’atténuation
en 1/distance2, ni l’anisotropie de la source, ce qui peut conduire à des résultats très
imprécis. À notre connaissance, la seule méthode tenant compte de façon explicite de ces
phénomènes dans la procédure d’étalonnage est celle proposée par Xie et al. dans [275],
qui repose cependant sur plusieurs étapes difficiles, notamment la détection des spécula-
rités et l’estimation de la distance à la mire. Mentionnons également le travail de Zhou
et al., qui permet d’estimer les paramètres d’un modèle d’éclairage très général utilisable
avec des techniques de lancer de rayons [286].
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Nous présentons dans ce qui suit une nouvelle méthode d’étalonnage d’un éclairage
par inversion du modèle photométrique 4, qui présente l’avantage de fournir en même
temps les paramètres internes de l’appareil photographique. Pour cela, nous utilisons
un motif de damier, imprimé en noir et blanc sur une feuille de papier collée sur un
support plan. L’albédo des cases blanches est supposé égal à 1 (valeur arbitraire qui
permet de simplifier les notations). L’albédo des cases noires n’est probablement pas
nul, mais sa valeur est sans importance, car nous n’utiliserons pas les niveaux de gris
correspondants. D’après la loi de Lambert, le niveau de gris de l’image prise sous un
éclairage s s’écrit, pour un pixel d’une case blanche (u, v) ∈ Ωb, où Ωb désigne l’ensemble
des cases blanches :
I(u, v) = sθ(x(u, v)) · n(u, v) (5.40)
où θ ∈ Rms est le vecteur des paramètres de la source, et x(u, v) le point 3D du damier
conjugué de (u, v) ∈ Ωb. Rappelons que ms = 3 pour une source directionnelle (deux de-
grés de liberté pour la direction, un pour l’intensité), ms = 4 pour une source ponctuelle
lambertienne isotrope (trois degrés de liberté pour la position 3D, un pour l’intensité),
et ms = 7 pour une source ponctuelle lambertienne imparfaite (trois degrés de liberté
pour la position 3D, un pour l’intensité, deux pour l’orientation de la source, un pour le
coefficient d’anisotropie µ défini en (5.21)).
Puisque tous les points de la surface sont situés sur un même plan (celui du damier),
ils partagent la même normale, i.e. n(u, v) = n, de sorte que l’équation (5.40) ne contraint
pas suffisamment l’estimation de θ, même si n est connu. Pour parer à ce problème, nous
utilisons mposes poses du damier, et notons :
Ij(u, v) = sθ(xj(u, v)) · nj (5.41)
le niveau de gris du pixel (u, v) ∈ Ωjb, où Ωjb désigne l’ensemble des cases blanches pour
la j-ème pose du damier. Dans (5.41), xj(u, v) désigne le point 3D conjugué de (u, v)
pour la j-ème pose du damier.
Les algorithmes de détection de damiers étant très éprouvés, il est facile de détermi-
ner, pour chaque pose, l’ensemble Ωjb des cases blanches. De plus, à partir de mposes > 3
poses, de nombreux algorithmes permettent d’estimer sans ambiguïté les coordonnées
3D des points xj(u, v) du damier. Ce type d’algorithmes permet également d’estimer
automatiquement les normales nj , ainsi que les paramètres internes de la caméra. Pour
réaliser ces opérations, nous utilisons la boîte à outils Computer Vision de Matlab, sa-
chant que les mêmes fonctions sont librement accessibles dans la bibliothèque OpenCV.
Dans (5.41), il ne reste donc plus que les paramètres θ comme inconnues. Ces para-
mètres étant indépendants de la pose du damier, la solution du problème de minimisa-
tion :
min
θ∈Rms
mposes∑
j=1
∑∑
(u,v)∈Ωj
b
[
Ij(u, v)− sθ(xj(u, v)) · nj
]2
(5.42)
4. Cette méthode a été développée par Jade Boumaza et Tom Lucas au cours de leur stage de première
année de master à l’IRIT.
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constitue une excellente estimation du vecteur de paramètres θ. Il s’agit d’un problème
d’estimation en moindres carrés de ms < 10 paramètres à partir de
∑
j |Ωjb| ≫ 10
équations : le théorème central limite nous garantit qu’il s’agit de l’estimateur efficace.
Dans le cas du modèle directionnel, il s’agit d’un problème en moindres carrés linéaires
qui peut être résolu analytiquement. Dans le cas général, le problème est non linéaire,
mais tellement surcontraint qu’une minimisation de type Levenberg-Marquardt, à partir
d’une initialisation grossière des paramètres, offre une estimation très robuste. Cette
estimation est d’autant plus robuste que le nombre de poses mposes est plus grand.
Par exemple, le problème de l’étalonnage d’une source ponctuelle de type LED,
modélisée comme une source lambertienne imparfaite (ms = 7) s’écrit :
min
xs,φ0
n0,µ
mposes∑
j=1
∑∑
(u,v)∈Ωj
b
Ij(u, v)−
(
(φ0)1/µn0 ·
[
xj(u, v)−xs
])µ
‖xj(u, v)−xs‖3+µ
[(
xs−xj(u, v)
)
· nj
]
2
(5.43)
où xs désigne la position de la source, φ0 son intensité, n0 son orientation, et µ son
coefficient d’anisotropie. En imposant µ = 0, le modèle est indépendant de n0 (source
isotrope), tandis que µ > 1 correspond au modèle de source ponctuelle anisotrope.
La résolution du problème (5.43) est difficile si µ est inconnu, mais facile si µ est
connu. Plutôt que d’estimer φ0 et n0 séparément, ce qui nécessiterait de respecter la
contrainte ‖n0‖ = 1, il est plus raisonnable d’estimer le vecteur m0 = (φ0)1/µ n0, duquel
on peut extraire φ0 = ‖m0‖µ et n0 =m0/‖m0‖. La méthode de Levenberg-Marquardt 5
converge alors très rapidement (une dizaine d’itérations dans nos tests).
On peut soit faire confiance à la valeur de µ fournie par le fabricant, soit l’estimer
en appliquant la procédure qui vient d’être décrite pour plusieurs valeurs de µ. En effet,
comme la valeur minimale du critère (5.43) dépend fortement de µ, la valeur qui minimise
ce minimum peut être choisie comme estimation (cf. figure 5.9). Pour l’exemple des trois
LED de la figure 5.8 6, le fabricant 7 indique que θ1/2 ≈ 60◦, soit µ ≈ 1 d’après (5.22),
pour les trois LED. En réalité, la LED rouge semble légèrement plus anisotrope (µ ≈ 4).
Notons au passage que ce montage nous a permis de tester la stéréophotométrie colorée
(cf. paragraphe 4.4.1), et de coupler cette technique avec un capteur de profondeur. Ces
travaux seront présentés dans un travail à venir.
5. Notons quand même que les coordonnées 3D de la source et son intensité constituent des grandeurs
physiques totalement différentes, et donc d’ordres de grandeur potentiellement très différents : il est
nécessaire d’utiliser un préconditionnement approprié pour garantir la convergence.
6. Contrairement à ce que montre la photographie du montage, et conformément à la procédure
proposée, il nous faut allumer les LED une par une pour pouvoir les étalonner, les LED n’étant pas
parfaitement monochromatiques.
7. http://www.luxeonstar.com/lxml-pb01-0040-blue-luxeon-rebel-led-470nm
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Figure 5.8 – Étalonnage des paramètres d’un modèle de source ponctuelle lambertienne
imparfaite. Première ligne : trois LED colorées fixées sur une caméra RGBD. Deuxième
ligne : trois poses du damier, avec détection automatique des cases blanches. En bas :
reconstruction 3D de l’environnement complet de l’étalonnage (poses du damier et ca-
méra étalonnée), accompagnée des paramètres du modèle d’éclairage, ici les positions et
orientations 3D de trois LED colorées situées autour de la caméra RGBD. L’unité est
le millimètre, et la position de chaque LED est désignée par un losange, son orientation
par une flèche dont la longueur est proportionnelle à l’intensité.
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Figure 5.9 – Influence du paramètre d’anisotropie µ sur l’étalonnage photométrique.
En haut : positions et orientations du damier et positions, orientations et intensités des
sources qui sont visibles sur la première ligne de la figure 5.8, pour différentes valeurs de
µ. Si ce paramètre d’anisotropie est trop élevé, cela se traduit par un éloignement des
sources. En bas : racine carrée de la valeur moyenne du critère défini en (5.43) (RMSE).
Les valeurs fournies par le fabricant sont µ = 1 pour les trois LED : la LED rouge semble
en réalité plus anisotrope que ce qui est annoncé.
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5.2.2 Étalonnage du champ d’éclairage
Il est également possible de directement étalonner le flux incident s : Ω → R3, en
inversant le modèle lambertien linéaire en chaque point x. Ceci suppose cependant que
l’on dispose d’un grand nombre de poses de la mire en chaque point de l’espace 3D, ce
qui semble très difficile à mettre en œuvre.
Si l’on ne tient compte que du flux primaire, et que l’on suppose que l’intensité de
l’éclairage varie spatialement, mais que sa direction est à peu près uniforme, l’étalonnage
du champ s se ramène à la technique de « compensation » qui a été décrite dans le
paragraphe 1.2.
Afin de garantir un étalonnage des éclairages plus fiable que par cette procédure
somme toute simpliste, et pour éviter un étalonnage exhaustif du champ s sur tout
l’espace 3D, nous avons mis en place une procédure d’étalonnage intermédiaire, dans le
cadre d’un projet de transfert technologique en collaboration avec la société Pixience,
piloté par la SATT de Toulouse Midi-Pyrénées (TTT, pour Toulouse Tech Transfer).
Cette procédure vise à estimer le vecteur d’éclairage en un nombre restreint méchantillons
d’échantillons x(ue0, v
e
0) de l’espace 3D, e ∈ [1,méchantillons], répartis sur le plan moyen de
la surface à reconstruire (cf. figure 5.10). Ceci est effectué par résolution, au voisinage
de chaque point d’échantillonnage (ue0, v
e
0), d’un problème de minimisation en moindres
carrés linéaires de la forme (5.42), en choisissant (localement) le modèle d’éclairage di-
rectionnel, i.e. θi ∈ R3. En utilisant une mire 3D (usinée à partir de son modèle), on
peut disposer de suffisamment d’orientations différentes de la surface au voisinage de
chaque point (ue0, v
e
0)
8. Remarquons qu’une idée similaire a été proposée par Johnson
et al. dans [138], pour étalonner les harmoniques sphériques du flux lumineux incident.
Cette procédure permet d’étalonner le flux incident sur une surface de référence. Bien
sûr, le flux incident effectif sur une nouvelle surface sera légèrement différent, notam-
ment à cause des réflexions mutuelles. Nous verrons dans la partie IV comment affiner
l’estimation de ce flux au cours de la reconstruction 3D.
5.3 Méthodes numériques de reconstruction 3D par sté-
réophotométrie sous des éclairages non directionnels
Les méthodes numériques d’estimation de la normale et de l’albédo doivent être
adaptées, afin de prendre en compte le caractère non directionnel des éclairages. Avec un
éclairage non directionnel décrit par le champ vectoriel s : (u, v)→ s(x(u, v)), le système
d’équations induit par le modèle lambertien linéaire s’écrit, en chaque pixel (u, v) ∈ Ω : I
1(u, v)
...
Im(u, v)

︸ ︷︷ ︸
i(u,v)∈Rm
=
 s
1(x(u, v))⊤
...
sm(x(u, v))⊤

︸ ︷︷ ︸
S(x(u,v))∈Rm×3
ρ(u, v)n(u, v)︸ ︷︷ ︸
m(u,v)∈R3
(5.44)
8. Ce protocole d’étalonnage a été mis en place par Mathieu Pizenberg, dans le cadre de son stage
de première année de master à l’IRIT.
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Figure 5.10 – Étalonnage du flux lumineux incident sur un plan moyen. (a) Le dermo-
scope numérique (appareil permettant d’observer la peau à très haute résolution) de la
société Pixience est équipé d’un ensemble de LED qui éclairent la surface indirectement,
de façon à créer un éclairage diffus sur la surface observée, et ce afin d’éviter les ombres.
Le champ lumineux atteignant la surface est donc difficile à modéliser explicitement.
En revanche, il est facile d’étalonner le flux incident en un nombre fini de points de la
surface d’un objet de relief connu, comme cela est illustré en (b) et (c), où l’éclairage
est désigné, en direction et en intensité, par des flèches rouges (la flèche bleue illustre
l’estimation obtenue avec un modèle d’éclairage directionnel). On peut ensuite interpoler
ces échantillons pour densifier l’estimation du flux incident.
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Dans (5.44), si x(u, v) est connu, alors la solution en moindres carrés en m(u, v) est
obtenue en calculant, en chaque pixel (u, v) ∈ Ω, la pseudo-inverse de la matrice S(u, v).
Une estimation robuste peut être obtenue en utilisant un M-estimateur, comme cela est
décrit dans le chapitre 1. Ceci nous a permis, par exemple, d’obtenir la reconstruction
3D de la figure 5.11, après étalonnage du flux incident selon la procédure décrite dans le
paragraphe 5.2.2.
(a) (b)
(c)
Figure 5.11 – Reconstruction 3D à partir du flux incident étalonné selon la procédure
schématisée sur la figure 5.10. Nous avons transformé le dermoscope numérique de la
société Pixience en un scanner 3D, de façon à estimer le relief de surfaces localement
planes, comme la pièce de monnaie (a), que nous avons peinte avec une peinture mate
afin de garantir une réflectance diffuse fidèle au modèle lambertien. (b) Nous avons
également pu comparer le résultat de la reconstruction 3D d’une mire en plastique mat
avec le modèle 3D ayant servi à son usinage : le modèle 3D de référence est affiché en
gris, le modèle estimé est affiché en couleur. (c) L’écart moyen de la reconstruction 3D
avec le modèle 3D est de l’ordre de 25 microns, l’écart absolu étant inférieur à 25 microns
pour plus de 50% des points, et à 100 microns pour plus de 99% des points.
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Lorsque l’on considère un modèle paramétrique explicite, e.g. un modèle de source
ponctuelle lambertienne imparfaite, les coordonnées x intervenant dans la valeur de
l’éclairage s sont les inconnues du problème de la reconstruction 3D. Des méthodes
heuristiques permettent de déterminer de façon approchée les coordonnées des points x,
et d’en déduire S(x) : Ahmad et al. ont montré dans [7] que ceci pouvait être réalisé
en identifiant les maxima locaux diffus dans les images. L’utilisation d’un capteur de
profondeur peut également permettre de résoudre ce problème. Dans un deuxième temps,
l’estimation de la normale et de l’albédo peut être effectuée pixel par pixel, en utilisant
les méthodes décrites dans le chapitre 1.
Une autre possibilité pour prendre en compte la dépendance explicite de l’éclairage
vis-à-vis des points de la surface consiste à se rappeler que, si la normale à la surface est
connue, alors les coordonnées 3D peuvent être obtenues par intégration des normales,
comme cela est décrit dans le chapitre 2. Rappelons que, outre l’équation du niveau de
gris (5.44), nous disposons également des deux équations :
∇z(u, v) = g(n(u, v)) (5.45)
x(u, v) = h(z(u, v)) (5.46)
et que pour une caméra orthographique :
go(n(u, v)) =
−n1(u,v)n3(u,v)
−n2(u,v)n3(u,v)
 (5.47)
ho(z(u, v)) =
 uv
z(u, v)
 (5.48)
alors que pour une caméra perspective :
gp(n(u, v)) =
− n1(u,v)[u−u0,v−v0,f ]⊤·n(u,v)
− n2(u,v)[u−u0,v−v0,f ]⊤·n(u,v)
 (5.49)
hp(z(u, v)) = z(u, v)

u−u0
f
v−v0
f
1
 (5.50)
On peut introduire ces contraintes dans le problème, en cherchant à minimiser un
critère de la forme :
min
ρ,n,z,x
∑∑
(u,v)∈Ω
Φn (‖i(u, v)− ρ(u, v)S(x(u, v))n(u, v)‖)
+
∑∑
(u,v)∈Ω
Φi (‖∇z(u, v)− g(n(u, v))‖)
s.c. x(u, v) = h(z(u, v))
(5.51)
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où Φn et Φi sont deux M-estimateurs choisis de façon à garantir la robustesse à la fois de
l’estimation de la normale (cf. chapitre 1) et de l’intégration des normales (cf. chapitre 2),
et où nous notons abusivement ∇ l’approximation de l’opérateur gradient par différences
finies. Toutefois, rappelons-nous que le problème de l’intégration n’admet généralement
de solution qu’à une constante près (additive dans le cas orthographique, multiplicative
dans le cas perspectif) : on peut par exemple fixer cette constante arbitrairement, en
fonction d’une estimation empirique de la distance moyenne à la surface [198], ou la
traiter comme une inconnue supplémentaire du problème 9. On peut également utiliser
une régularisation à l’ordre 0 de la profondeur, comme cela est expliqué dans le chapitre 2,
en ajoutant à la fonction objectif du problème (5.51) un terme de la forme λ(z − z0)2.
Le problème est bien posé dès lors que λ > 0.
Le problème (5.51) pourrait probablement être résolu de façon très efficace par un
algorithme de type ADMM (cf. chapitre 7). Nous proposons ici une solution plus simple,
en explicitant les parties non linéaires et en rendant implicites les parties linéaires, de
sorte que l’albédo, les normales et la profondeur sont estimés par les itérations suivantes :
(ρk+1,nk+1) = argmin
ρ,n
∑∑
(u,v)∈Ω
Φn
(∥∥∥i(u, v)− ρ(u, v)S(xk(u, v))n(u, v)∥∥∥) (5.52)
zk+1 = argmin
z
∑∑
(u,v)∈Ω
Φi
(∥∥∥∇z(u, v)− g(nk+1(u, v))∥∥∥)+ λ[z(u, v)− z0(u, v)]2
(5.53)
xk+1(u, v) = h(zk+1(u, v)) (5.54)
qui consistent à alterner une estimation locale de la surface (orientation et réflectance)
et une estimation globale par intégration (on rappelle que si λ = 0, il faut ajouter une
étape intermédiaire de détermination de la constante d’intégration). On se ramène ainsi
aux deux problèmes étudiés dans la partie I, et un modèle non linéaire de réflectance est
facile à introduire : il suffit de remplacer l’étape (5.52) par une des méthodes qui seront
proposées dans le chapitre 6. La figure 5.12 montre un exemple de reconstruction 3D
d’un visage obtenue avec cet algorithme et un modèle de source ponctuelle isotrope 10.
Rappelons que ce schéma itératif est, à quelques détails près, le même que celui
qui est décrit, entre autres, dans [7, 198, 212]. Enfin, Papadhimitri et Favaro [198],
ainsi que Huang et al. [129], ont montré que les positions 3D de sources ponctuelles
(leurs travaux peuvent probablement être très facilement étendus à d’autres modèles
d’éclairage) pouvaient également être affinées au cours de l’estimation, en ajoutant une
étape d’étalonnage au schéma explicité ci-dessus.
9. C’est cette dernière procédure qui a été implémentée sur une borne de démonstration de l’IRIT
conçue et réalisée par Bastien Durix et Benjamin Rollet, dans le cadre d’un projet de transfert techno-
logique en partenariat avec la société Fitting Box, piloté par Toulouse Tech Transfer.
10. Ce résultat a été obtenu par Bastien Durix dans le cadre du projet déjà mentionné.
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Figure 5.12 – Reconstruction 3D itérative par stéréophotométrie, en présence d’éclai-
rages ponctuels isotropes. En partant d’une solution initiale plane (à gauche), et en alter-
nant les phases d’estimation robuste de la normale et d’intégration robuste, l’algorithme
converge très rapidement (ici, en trois itérations) vers une solution qualitativement sa-
tisfaisante.
5.4 Conclusion du chapitre
Dans ce chapitre, nous avons montré comment modéliser de façon très précise le
flux lumineux émis par plusieurs types de sources d’éclairage, et comment s’abstraire
des paramètres du modèle d’éclairage. Nous avons ensuite proposé de nouvelles mé-
thodes permettant d’étalonner les paramètres du modèle, ou de mesurer directement le
flux incident. Enfin, nous avons montré comment étendre les méthodes numériques de
reconstruction 3D présentées dans la partie I au cas d’éclairages non directionnels.
Cette modélisation de l’éclairage permet de formuler le problème de la reconstruction
3D de façon suffisamment réaliste, pour des applications où le caractère directionnel
de l’éclairage est difficile à garantir : nous pensons notamment à l’éclairage provenant
d’une source ponctuelle à bas coût de type LED, ou au champ d’éclairage produit par
un dispositif complexe tel qu’un dermoscope.
La modélisation précise de l’éclairage est d’autant plus nécessaire que l’éclairage pri-
maire peut être totalement contrôlé dans les applications, au contraire de la surface à
reconstruire. En particulier, tout comme nous avons remis en question le modèle d’un
éclairage directionnel, il nous faut maintenant nous interroger sur la pertinence du mo-
dèle lambertien pour décrire la réflectance de la surface. Cela fait précisément l’objet du
prochain chapitre.
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Chapitre 6
Modèles de réflectance non
lambertiens
Dans ce chapitre, nous commençons par revisiter la résolution de la stéréophotomé-
trie par apprentissage, telle que l’ont proposée Hertzmann et Seitz dans [122, 121]. En
utilisant un objet de géométrie connue, il est possible de reconstruire le relief de n’im-
porte quel objet de même réflectance, pourvu que les deux objets soient photographiés
dans les mêmes conditions, i.e. du même point de vue et sous les mêmes éclairages.
Cette approche permet d’appliquer la stéréophotométrie à des matériaux de réflectance
quelconque, et non plus seulement aux matériaux lambertiens. Elle revient à utiliser un
modèle de réflectance appris sur les images de l’objet de référence.
Pour éviter les contraintes de l’approche par apprentissage, nous nous intéressons
ensuite à des modèles de réflectance explicites autres que le modèle lambertien. De tels
modèles, qui sont surtout utilisés dans le contexte de la synthèse d’images, peuvent
être classés en trois catégories 1 : les modèles « empiriques » (e.g. le modèle de Phong,
que nous avons déjà décrit dans le chapitre 1), les modèles « physiques » et les modèles
« expérimentaux ». Nous nous attachons plus particulièrement à décrire deux modèles de
réflectance non empiriques, à savoir le modèle d’Oren-Nayar (« physique ») et le modèle
de Ward (« expérimental »). Nous avons choisi d’étudier deux modèles explicites, mais
des modèles implicites peuvent également être utilisés [8, 52]. Rappelons enfin qu’il est
possible d’appliquer la stéréophotométrie à des matériaux partiellement diffusants, en
séparant les composantes diffuse et spéculaire de la réflectance (cf. paragraphe 1.2.1),
puis en estimant le relief à partir de la seule composante diffuse [278].
Dans le paragraphe 6.2, nous montrons comment appliquer la stéréophotométrie au
modèle d’Oren-Nayar, qui est censé tenir compte de la « rugosité » de certaines surfaces
diffuses. Dans le paragraphe 6.3, nous faisons de même pour le modèle de Ward, qui
considère la réflectance comme la somme d’une composante diffuse et d’une composante
spéculaire. Nous supposons dans les deux cas que la scène est constituée d’un seul ma-
tériau, sachant qu’il est généralement possible de segmenter les différents matériaux par
des approches markoviennes [102, 101], puis d’appliquer la stéréophotométrie à chaque
partie segmentée.
1. Nous renvoyons le lecteur à [179] pour une catégorisation récente des modèles de réflectance.
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6.1 Stéréophotométrie par apprentissage
Nous revisitons la résolution de la stéréophotométrie par apprentissage et proposons
notamment, dans le paragraphe 6.1.1, une illustration graphique de cette approche, qui
permet de clarifier ses limites et les conditions dans lesquelles elle doit être utilisée.
Nous étudions ensuite, dans le paragraphe 6.1.2, diverses extensions de la méthode de
Hertzmann et Seitz [122, 121] permettant de réduire sa complexité algorithmique et
d’améliorer sa robustesse, notamment en présence d’ombres portées et de texture. Ces
contributions ont déjà été présentées dans [83].
6.1.1 Principe de l’approche par apprentissage
L’idée d’introduire un objet de référence dans la scène pour faciliter la reconstruction
3D par stéréophotométrie est due à Woodham [268]. Elle a été exploitée pour la pre-
mière fois par Silver, qui suggère dans [238] de construire une table de correspondance
entre les triplets d’intensité mesurés sur une sphère mate blanche, sous trois éclairages
directionnels, et le gradient de profondeur de la sphère. En cherchant dans la table le
triplet le plus proche de celui mesuré sur un objet mat blanc à reconstruire, on peut
déterminer en chaque point le gradient de profondeur. Probablement à cause de la sim-
plicité de résolution de la stéréophotométrie dans sa version « classique » (cf. partie I),
cette approche « par apprentissage » n’a d’abord pas suscité beaucoup d’intérêt. Il a
fallu attendre les travaux de Hertzmann et Seitz pour qu’elle connaisse un certain suc-
cès [122, 121]. En particulier, elle a été généralisée récemment à des séquences d’images
issues de vidéos [151], et il a été montré, grâce à l’utilisation conjointe de techniques
multi-vues, qu’il était possible de se passer de l’objet de référence [3].
Hertzmann et Seitz font dans [122, 121] le constat suivant, qu’ils appellent la « consis-
tance de l’orientation » : deux points d’une surface ayant la même orientation, i.e. par-
tageant la même normale, réfléchissent la lumière vers l’observateur exactement de la
même façon, pourvu qu’ils soient photographiés sous les mêmes éclairages directionnels,
que la réflectance soit la même en ces deux points, et qu’aucun des deux points ne se
trouve dans une ombre portée. Comme l’illustre l’exemple de la figure 6.1, ce constat
est valide pour de nombreuses réflectances, et pas seulement pour le modèle lambertien,
ce qui justifie le choix de placer cette approche « par apprentissage » dans un chapitre
consacré aux modèles de réflectance.
Illustration graphique par les isophotes
Nous proposons d’illustrer la résolution de la stéréophotométrie par apprentissage
en utilisant la notion d’isophotes. Un isophote est formé par les points d’une image qui
ont un même niveau de gris. Un isophote est généralement une courbe, sauf dans le cas
d’une ombre (isophote 0), qui constitue une partie de l’image d’aire non nulle.
Supposons par exemple que nous souhaitions estimer la normale au point (u1, v1) du
vase repéré par une croix noire sur la figure 6.3-a. Chaque niveau de gris de (u1, v1), lu
sur une des images du bas de la figure 6.2, est associé à un isophote dans l’image de
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Figure 6.1 – Principe de la stéréophotométrie par apprentissage. La sphère constitue
l’objet de référence. La bouteille est un objet de même réflectance, de relief inconnu.
Les vecteurs de niveaux de gris i = [I1, . . . , Im]⊤ sont les mêmes en deux points de
même orientation (croix jaunes), si les éclairages sont directionnels et ne provoquent pas
d’ombre portée. L’orientation de la surface en un point (u′, v′) de la surface à reconstruire
peut donc être estimée en cherchant le point (u, v) de la sphère pour lequel le vecteur
i(u, v) est le plus proche de i(u′, v′).
la sphère correspondant au même éclairage. Chaque éclairage contraint donc le point
(u1, v1) à avoir la même normale qu’un des points de la sphère situé sur l’isophote
correspondant. Si l’intersection de tous les isophotes ainsi définis est unique, alors on
a bien trouvé un moyen de lever l’ambiguïté sur la normale. La superposition des cinq
isophotes ainsi recueillis montre qu’il en va bien ainsi (cf. figure 6.3-b, où les couleurs
utilisées sont les mêmes que celles des vecteurs d’éclairage indiqués sur la figure 6.2). La
normale en ce point de la sphère nous donne donc une estimation de la normale au point
(u1, v1) du vase.
L’estimation de la normale par intersection d’isophotes n’est pas biaisée par la pré-
sence d’ombres propres. Sur la figure 6.3-c, nous avons reporté les m = 5 isophotes
correspondant au point (u2, v2) du vase repéré par un cercle jaune sur la figure 6.3-a.
Comme ce point se situe dans une ombre propre sous l’éclairage s2, l’isophote corres-
pondant à s2 (de couleur verte) a une aire non nulle, mais les isophotes ont encore une
intersection unique.
L’intersection d’isophotes permet enfin d’illustrer différentes situations connues pour
être ambiguës. Le cas m = 1 (cf. figure 6.4-a) illustre l’ambiguïté fondamentale du
shape-from-shading. Le cas m = 2 (cf. figure 6.4-b) montre qu’on passe d’une infinité
de solutions à deux solutions (cf. chapitre 4), c’est-à-dire que l’ajout d’un deuxième
éclairage suffit à rendre le problème « presque bien posé » [154, 172, 192, 218]. Enfin,
le cas où l’on dispose de m > 3 éclairages coplanaires (cf. figure 6.4-c) reste mal posé
(cf. paragraphe 4.4.3), ce qui s’illustre par le fait que les m > 3 isophotes n’ont pas une
intersection unique.
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s1 s2 s3 s4 s5
Figure 6.2 – Images de synthèse (de taille 256×256) d’une sphère et d’un vase, vus sous
les mêmes m = 5 éclairages. Les deux objets ayant la même réflectance, en l’occurence
lambertienne, le vase peut être reconstruit par « apprentissage » sur la sphère, qui
constitue l’objet de référence.
(a) (b) (c)
Figure 6.3 – (a) Le point (u1, v1) du vase repéré par une croix noire est éclairé dans
les cinq images, alors que le point (u2, v2) repéré par un cercle jaune est dans l’ombre
sous l’éclairage s2, c’est-à-dire dans la deuxième image du bas de la figure 6.2. (b) Les
cinq isophotes des images de la sphère correspondant aux cinq niveaux de gris du point
(u1, v1) sont concourants en un point unique, ce qui nous donne un moyen d’estimer la
normale en (u1, v1). (c) Ce résultat est encore vrai pour le point (u2, v2), bien que le
deuxième niveau de gris de (u2, v2) soit nul, et que l’isophote correspondant (de couleur
verte) soit une ombre propre.
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(a) (b) (c)
Figure 6.4 – (a) Le cas m = 1 illustre l’ambiguïté du shape-from-shading. (b) Si m = 2,
il y a deux intersections entre les isophotes, donc deux normales possibles. (c) Avecm = 3
éclairages coplanaires, cette ambiguïté persiste.
Méthode de Hertzmann et Seitz
L’idée de résoudre la stéréophotométrie par apprentissage est due à Woodham, qui
la suggère dès ses premiers travaux [268]. Néanmoins, sa mise en œuvre est récente [3,
121, 151]. En fait, l’estimation de la normale par intersection d’isophotes, telle que nous
venons de la présenter, est avant tout pédagogique. Comment faire, en pratique, pour
trouver de telles intersections ? La solution très intuitive proposée par Hertzmann et Seitz
dans [122, 121] consiste à rechercher, pour chaque point (u, v) de la surface de test (ici,
le vase) caractérisé par m niveaux de gris formant un vecteur de test it ∈ Rm, le point
de la surface d’apprentissage (ici, la sphère) dont le vecteur d’apprentissage ia ∈ Rm est
le plus proche (au sens de la distance euclidienne dans Rm), et à attribuer la normale
correspondant à ia au point (u, v). Comme le nombre de points situés sur la surface
d’apprentissage est fini, puisque ces points sont en fait des pixels, il est envisageable
d’effectuer une recherche exhaustive du point le plus proche dans Rm.
Cette approche par apprentissage se passe donc de modèle de réflectance explicite. En
l’occurrence, c’est l’objet de référence qui sert de « modèle », au sens premier du terme :
« ce qui est donné pour être reproduit ». Cela signifie que la façon dont le matériau réémet
la lumière est lue sur les images de l’objet de référence. Nous pouvons donc parler de
modèle de réflectance appris. L’idée d’apprendre la réflectance est la même que celle qui
consiste à mesurer la réflectance à l’aide d’un instrument appelé goniomètre. En mesurant
la luminance émise par un matériau donné, et en échantillonnant la direction d’éclairage
incident et la direction d’observation, on peut effectivement « apprendre » sa réflectance.
Dans l’approche qui nous intéresse, la procédure est considérablement simplifiée : on
n’utilise que m éclairages, et sous chacun de ces éclairages, le nombre d’échantillons est
égal au nombre de pixels situés sur l’objet de référence. Nous ne pouvons donc acquérir
qu’une connaissance très partielle de la réflectance. Néanmoins, cette connaissance est
suffisante pour la reconstruction 3D par stéréophotométrie.
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Chaque m−uplet de niveaux de gris de l’objet de test doit être comparé à cha-
cun des m-uplets de l’objet de référence, ce qui est en pratique extrêmement coûteux.
Hertzmann et Seitz utilisent comme accélération l’algorithme rapide ANN (approximate
nearest neighbour). Dans le cas de m = 8 images d’apprentissage de taille 332 × 328 et
de m = 8 images de test de taille 1176 × 398 (cf. figure 6.5), le temps de calcul sur un
processeur 2 GHz Intel Xeon passe ainsi d’un jour, pour une recherche exhaustive, à
environ 5 minutes. Dans [230], l’utilisation de la distance euclidienne dans un espace de
dimension m potentiellement élevée est remise en question. Une distance géodésique sur
la nappe passant par les vecteurs ia lui est préférée. Si cette nuance est probablement
valide lorsque le nombre d’images est très élevé, comme dans [230] et [151] où toutes les
images d’une séquence vidéo sont utilisées, la méthode de Hertzmann et Seitz semble
néanmoins valide, au vu des tests, pour un nombre d’images relativement faible.
Figure 6.5 – Images réelles d’une sphère (de taille 332 × 328) et d’une bouteille (de
taille 1176 × 398) vues sous les mêmes m = 8 éclairages, provenant de http://grail.
cs.washington.edu/projects/sam/.
6.1.2 Extensions de l’approche par apprentissage
Accélération de la mise en correspondance par ACP
Notre première contribution consiste à réduire la dimension m pour accélérer la re-
cherche du plus proche voisin, qui constitue l’étape cruciale de la méthode de Hertzmann
et Seitz. Nous effectuons donc l’analyse en composantes principales (ACP) des vecteurs
d’apprentissage ia et des vecteurs de test it, afin de ne garder que les p < m premières
composantes principales (on suppose dorénavant que m > 3), qui forment des « vecteurs
réduits » i¯a et i¯t. Il est difficile de prédire si cette réduction de dimension est appropriée :
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on sait que les données d’apprentissage doivent se répartir dans Rm sur une « nappe »,
puisque la normale (normée) possède deux degrés de liberté, mais la forme de cette nappe
dépend beaucoup du matériau. La validation par les tests nous dira si la démarche était
justifiée ou non. Un premier test a été mené sur les images de synthèse de la figure 6.2. La
table 6.1 donne le temps CPU (en secondes) et la RMSE (en pixels) des reconstructions
3D obtenues par la méthode de Hertzmann et Seitz sans ACP, ou après réduction de
la dimension aux p = 4, 3, 2 ou 1 premières composantes principales. Les temps CPU
indiqués ne prennent pas en compte l’apprentissage sur les m = 5 images de la sphère.
Méthode CPU RMSE
Hertzmann et Seitz 0,66 1,58
ACP (p = 4) 0,57 1,58
ACP (p = 3) 0,47 1,59
ACP (p = 2) 0,37 4,98
ACP (p = 1) 0,28 6,92
Table 6.1 – Reconstructions 3D du vase en appliquant l’approche par apprentissage de
la stéréophotométrie aux images de synthèse de la figure 6.2 : temps CPU (en secondes)
et RMSE (en pixels) sans ACP (méthode de Hertzmann et Seitz) ou avec ACP, en
utilisant les p = 4, p = 3, p = 2 ou p = 1 premières composantes principales.
Ces résultats montrent que la réduction de dimension de l’espace des configurations
ne dégrade pas la précision du résultat tant que p > 3. Pour p < 3, la situation est
similaire à l’une de celles de la figure 6.4 : l’estimation de la normale devient mal posée,
ce qui se traduit par des valeurs très élevées de la RMSE. En revanche, la réduction de
dimension permet bien de réduire le temps CPU de façon significative.
Un deuxième test a été mené sur les images réelles de la figure 6.5. Une sphère et
une bouteille recouvertes de la même peinture ont été photographiées sous les mêmes
m = 8 éclairages. La peinture utilisée possède une composante spéculaire non négligeable.
Les images comportent des ombres propres, mais quasiment aucune ombre portée. La
table 6.2 confirme les enseignements tirés du premier test. Les valeurs de la RMSE
affichées dans cette table ne reflètent pas l’écart au relief réel de la bouteille (que nous ne
connaissons pas), mais l’écart au résultat obtenu par la méthode de Hertzmann et Seitz,
censée être la plus précise. Les surfaces reconstruites en intégrant les normales estimées
sont montrées sur la figure 6.6. Ces résultats confirment l’intérêt de la stéréophotométrie
par apprentissage, pour une surface qui est loin d’être lambertienne. Les résultats de la
figure 6.6 sont qualitativement satisfaisants 2. En particulier, certains détails très fins de
la surface semblent correctement retrouvés.
Nous disposons donc d’une méthode de résolution de la stéréophotométrie quasiment
aussi précise que la méthode décrite dans [122, 121], mais plus rapide : d’après la table 6.2,
la méthode de Hertzmann et Seitz requiert 608 secondes (cf. figure 6.6-a), contre seule-
2. À l’exception toutefois du cas p = 2 (cf. figure 6.6-d), dont nous savions par avance qu’il ne pourrait
pas procurer de bons résultats.
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(a) (b)
(c) (d)
Figure 6.6 – Reconstructions 3D de la bouteille en appliquant l’approche par appren-
tissage de la stéréophotométrie aux images de la figure 6.5 : (a) sans ACP (méthode de
Hertzmann et Seitz) ou avec ACP, en utilisant les (b) p = 7, (c) p = 3 ou (d) p = 2
premières composantes principales.
ment 238 secondes en utilisant les p = 3 premières composantes principales de l’ACP (cf.
figure 6.6-c). Deux obstacles limitent néanmoins le potentiel de cette méthode. Primo,
les ombres portées ne sont pas prises en compte. Plus généralement, l’estimation de la
normale se dégrade dès lors qu’un niveau de gris est erroné. Secundo, et cet obstacle
est le plus limitant, on ne peut pas envisager de systématiquement peindre les objets à
reconstruire !
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Méthode CPU RMSE
Hertzmann et Seitz 608 0
ACP (p = 7) 518 0,116
ACP (p = 6) 470 0,150
ACP (p = 5) 392 0,164
ACP (p = 4) 312 0,214
ACP (p = 3) 238 0,265
ACP (p = 2) 191 0,400
ACP (p = 1) 170 0,911
Table 6.2 – Reconstructions 3D de la bouteille en appliquant l’approche par apprentis-
sage de la stéréophotométrie aux images de la figure 6.5 : temps CPU (en secondes) et
RMSE (en pixels) sans ACP (méthode de Hertzmann et Seitz) ou avec ACP, en utilisant
les p = 7, . . . , p = 1 premières composantes principales. Le résultat de la méthode de
Hertzmann et Seitz constitue la surface de référence.
Prise en compte des ombres portées et de la texture
Reprenons l’exemple de la figure 6.2 pour illustrer l’effet des ombres portées. Suppo-
sons que le point (u1, v1) du vase, repéré par une croix noire sur la figure 6.3-a, se trouve
dans une ombre portée sous l’éclairage s4 (cela n’est pas le cas sur la figure 6.2). L’iso-
phote (de couleur cyan) correspondant à ce niveau de gris devient erroné, et l’intersection
des isophotes devient vide (cf. figure 6.7-a).
D’autres difficultés peuvent survenir si l’on ne peut pas peindre la surface de l’objet à
reconstruire. Nous n’abordons pas ce problème difficile dans le cas général, et renvoyons
le lecteur intéressé à [122], où la méthode proposée utilise une base de données d’objets
d’apprentissage, plutôt qu’un seul objet. Nous nous restreignons au cas où les deux
objets ont la même réflectance, mais où l’objet de test est « texturé », contrairement à
l’objet d’apprentissage. Nous entendons ici par « texture » un coefficient multiplicatif
pouvant varier d’un point à l’autre de la surface. Par analogie avec le cas lambertien, où
ce coefficient est l’albédo, nous l’appelons abusivement « albédo » et le notons ρ (nous
reviendrons sur ce point dans le paragraphe 6.2.1). Par exemple, si le point (u1, v1) du
vase a un « albédo » égal à 0, 8, alors ses m = 5 niveaux de gris sont assombris d’un
même facteur 0, 8, et les cinq isophotes sont simultanément erronés (cf. figure 6.7-b),
puisque la surface d’apprentissage est supposée sans texture, i.e. ρ ≡ 1.
Ces deux situations (ombre portée et texture) présentent plusieurs points communs.
D’une part, un certain nombre de niveaux de gris ont des valeurs différentes de leurs
valeurs théoriques. D’autre part, ces niveaux de gris erronés rendent erronés les isophotes
correspondants, en conséquence de quoi les isophotes ne sont généralement plus concou-
rants. On peut quand même distinguer ces deux cas de figure, et apporter à chacun un
remède approprié. En présence d’ombres portées, on sait que les niveaux de gris erronés
ont des valeurs faibles (mais pas forcément nulles, à cause de l’effet de pénombre). Il suffit
201
CHAPITRE 6. MODÈLES DE RÉFLECTANCE NON LAMBERTIENS
(a) (b)
Figure 6.7 – (a) Si le point (u1, v1) de la figure 6.3-a se trouve dans une ombre portée
sous l’éclairage s4, l’isophote correspondant (en cyan) est erroné, et l’intersection des
isophotes est vide. (b) Si l’albédo de (u1, v1) est égal à 0, 8, tous les isophotes sont
erronés, et seuls les isophotes des éclairages coplanaires se croisent encore (cette situation
correspond au problème PS2ρ, cf. paragraphe 4.1.4).
donc de retirer les isophotes incriminés pour que les isophotes restants soient à nouveau
concourants. En présence d’une texture, tous les niveaux de gris sont simultanément er-
ronés, donc tous les isophotes aussi, mais en considérant ρ comme une nouvelle inconnue
du problème, on peut y remédier : il suffit en effet de chercher la valeur de ρ telle que
les isophotes correspondant aux m niveaux de gris divisés par ρ soient concourants. Il
est bien sûr impossible de procéder ainsi en pratique.
Nous proposons de tirer à nouveau parti de l’ACP, en ne nous contentant plus de
rechercher, dans l’espace de dimension réduite Rp, le vecteur d’apprentissage réduit i¯a le
plus proche d’un vecteur de test réduit i¯t. La distance minimale entre ces deux vecteurs
réduits étant caractéristique de la fiabilité des niveaux de gris, nous l’utilisons pour
détecter les ombres portées (ou tout autre écart au modèle appris). Nous appliquons
donc un traitement spécifique aux pixels de l’image de test pour lesquels cette distance
minimale est supérieure à un seuil.
En guise de premier test, nous utilisons les images de synthèse d’une sphère et d’une
théière de même réflectance, vues sous les mêmes m = 8 éclairages (cf. figure 6.8) 3.
En utilisant les p = 5 premières composantes principales de l’ACP, on peut effective-
ment calculer, pour chaque vecteur de test réduit i¯t de la théière, la distance minimale
à un vecteur d’apprentissage réduit i¯a (cf. figure 6.9-a). Cette distance constitue une
mesure de la fréquence d’apparition d’une ombre portée. Si l’on applique la méthode
d’estimation des normales par recherche du plus proche voisin dans R5, sans tenir compte
de cette mesure, on obtient un champ de normales erroné dans les zones sujettes aux
ombres portées, comme par exemple à proximité de l’anse de la théière (cf. figure 6.10-a).
En utilisant cette distance pour détecter et éliminer les ombres portées, avant d’appli-
quer la reconstruction par apprentissage aux niveaux de gris conservés, nous parvenons à
améliorer la cohérence du champ de normales près de la discontinuité (cf. figure 6.10-b).
3. Ces images nous ont été gracieusement fournies par la société FittingBox.
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Figure 6.8 – Quatre images de synthèse (parmi m = 8) d’une sphère et d’une théière
vues sous les mêmes éclairages. Les images de la théière comportent des ombres propres
et des ombres portées.
(a) (b)
Figure 6.9 – Fréquence d’apparition d’une ombre portée (affichée en niveaux de gris)
calculée en utilisant les p = 5 premières composantes principales de l’ACP, pour les
images : (a) de la figure 6.8 ; (b) de la figure 6.11.
Effectuons un deuxième test sur les images réelles de la figure 6.11. Une sphère et un
cheval miniature, recouverts de la même peinture, sont vus sous les mêmes m = 12 éclai-
rages. En utilisant les p = 5 premières composantes principales de l’ACP, nous mesurons
la fréquence d’apparition d’une ombre portée (cf. figure 6.9-b). La figure 6.12 montre les
reconstructions 3D obtenues en utilisant ou non cette fréquence d’apparition. L’amélio-
ration du résultat dans une zone sujette aux ombres portées se voit très nettement, par
exemple au niveau des pattes avant du cheval.
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(a)
(b)
Figure 6.10 – Estimations du champ de normales au voisinage de l’anse de la théière,
en appliquant l’approche par apprentissage de la stéréophotométrie aux images de la
figure 6.8, en utilisant les p = 5 premières composantes principales de l’ACP : (a)
approche par apprentissage classique ; (b) approche par apprentissage avec détection des
ombres portées (cf. figure 6.9-a). L’estimation (a) du champ de normales est biaisée à
proximité de l’anse, ce qui se traduit par une discontinuité du champ estimé dans une
zone où la surface est pourtant régulière. En revanche, le champ de normales estimé (b)
est continu, sauf bien sûr au niveau de la discontinuité de profondeur.
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Figure 6.11 – Six images réelles (parmi m = 12) d’une sphère et d’un
cheval miniature présentant une réflectance diffuse non lambertienne, provenant
de http://www.cs.washington.edu/education/courses/csep576/05wi/projects/
project3/project3.htm. Les images du cheval comportent des ombres propres et des
ombres portées (près des pattes).
(a) (b)
Figure 6.12 – Reconstructions 3D du cheval en appliquant l’approche par apprentissage
de la stéréophotométrie aux images de la figure 6.11, en utilisant les p = 5 premières com-
posantes principales de l’ACP : (a) approche par apprentissage classique ; (b) approche
par apprentissage avec détection des ombres portées (cf. figure 6.9-b).
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Effectuons un dernier test sur les images de synthèse d’une sphère et d’une théière
vues sous les mêmes m = 5 éclairages (cf. figure 6.13). La théière est revêtue d’une
texture de type « mur de briques ». Elle n’a donc pas un « albédo » uniforme. Bien que
les théières soient rarement en briques, cet exemple donne une idée d’une version « non
intrusive » de notre méthode, dans laquelle la surface à reconstruire est photographiée
telle quelle. Pour chaque point de la théière de vecteur de test réduit i¯t, on cherche la
valeur de ρ telle que i¯t/ρ se trouve « au plus près » d’un vecteur d’apprentissage réduit
i¯a. La figure 6.14 montre la carte des « albédos » et le relief estimés ainsi.
Figure 6.13 – Cinq images de synthèse d’une sphère et d’une théière texturée, vues sous
les mêmes éclairages.
(a) (b) (c)
Figure 6.14 – (a) Relief obtenu en appliquant la méthode de Hertzmann et Seitz aux
images de la figure 6.13. Comme cette méthode ne tient pas compte d’une éventuelle
texture, les lignes sombres à la surface de la théière sont interprétées, non pas comme une
texture, mais comme un réseau de fines stries (ce phénomène est en fait lié à l’ambiguïté
de trompe-l’œil, que nous avons déjà évoquée). (b) Albédo et (c) relief obtenus avec
l’extension de la méthode de Hertzmann et Seitz que nous proposons, en utilisant les
p = 3 premières composantes principales de l’ACP.
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6.1.3 Conclusions sur l’approche par apprentissage
Dans ce paragraphe, nous avons repris une idée de Woodham, mise en œuvre par
Hertzmann et Seitz [122, 121], qui consiste à résoudre la stéréophotométrie par appren-
tissage. Cela permet de se libérer d’un certain nombre de contraintes imposées par la
résolution classique du problème. En particulier, il n’est plus nécessaire de connaître un
modèle de réflectance explicite de la surface à reconstruire, ni même d’estimer les para-
mètres d’un modèle, puisque le modèle est appris sur les images d’un objet de relief connu.
Un autre avantage est que les vecteurs d’éclairage ne doivent pas être estimés. Enfin, les
ombres propres ne constituent pas des données aberrantes. De même que leur prise en
compte améliore sensiblement les résultats de l’approche classique (cf. paragraphe 1.3.5),
les ombres propres fournissent à l’approche par apprentissage une information pertinente
sur l’orientation locale de la surface.
Nous avons montré que l’analyse en composantes principales des vecteurs d’appren-
tissage et des vecteurs de test permettait d’accélérer la méthode de Hertzmann et Seitz
sans perdre en précision, et avons proposé deux généralisations de cette méthode. D’une
part, l’utilisation de la distance au vecteur d’apprentissage réduit le plus proche permet
de détecter les ombres portées et d’exclure les niveaux de gris concernés. D’autre part,
si l’objet de test est « texturé », la minimisation de cette distance minimale permet
d’estimer son « albédo », si celui-ci est considéré comme une nouvelle inconnue.
Ce travail ouvre autant de perspectives qu’il ne résout de problèmes. Primo, nous
n’avons pas traité le cas d’une surface texturée avec ombres portées. Comme ces deux
types d’écarts au modèle appris sont détectés dans le même espace de dimension réduite
R
p, il ne sera pas forcément facile de les distinguer. Secundo, il arrive souvent que les
ombres portées se concentrent près des discontinuités. Dans l’exemple de la figure 6.8,
certains points situés sous l’anse de la théière ne sont éclairés que dans deux images,
voire dans une seule (cf. figure 6.9-a). Il nous faudrait proposer une estimation de la
normale dans de tels cas de figure, en utilisant par exemple l’approche décrite dans le
chapitre 4. Enfin, nous nous sommes restreints dans ce travail à des images en niveaux
de gris, contrairement au travail de Hertzmann et Seitz [122, 121] qui tire parti de la
couleur : la prise en compte de la couleur ne représente pas une difficulté insurmontable,
car il suffit d’augmenter la dimension de l’espace de recherche. Pour des images RGB,
nous pourrions ainsi utiliser les 3m niveaux de couleur de chaque pixel de l’objet de test.
À ce propos, nous avons vu dans le paragraphe 1.5 qu’en utilisant un modèle de réflec-
tance explicite, en l’occurrence le modèle lambertien, nous ne savions faire profiter de
l’information de couleur à la stéréophotométrie que si les éclairages et la surface n’étaient
pas simultanément colorés. Or, cela ne pose pas de problème particulier pour l’approche
par apprentissage : il s’agit là d’un point fort supplémentaire de cette approche.
Toutefois, la principale limitation de l’approche par apprentissage est de devoir dispo-
ser d’un objet de référence. Pour éviter cette contrainte, la seule possibilité est d’utiliser
un modèle de réflectance explicite, comme nous l’avons déjà fait avec le modèle lam-
bertien. Nous allons donc montrer, dans le prochain paragraphe, comment étendre la
stéréophotométrie à des modèles de réflectance plus réalistes que le modèle lambertien.
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6.2 Réflectance diffuse non lambertienne
Outre bien sûr le modèle lambertien, le modèle explicite de réflectance diffuse le plus
utilisé est sans doute celui d’Oren-Nayar [194]. Nous avons vu dans le paragraphe 1.1.1
que, sous l’hypothèse lambertienne, la luminance émise par la surface pouvait être mo-
délisée sous la forme suivante (cf. équation (1.12)) :
L(x(u, v)) =
ρ(x(u, v))
π
E(x(u, v)) (6.1)
où E(x(u, v)) désigne l’éclairement reçu par la surface au point x(u, v). Intéressons-nous
au modèle d’Oren-Nayar, qui constitue une généralisation du modèle lambertien.
6.2.1 Modèle d’Oren-Nayar
Le modèle de réflectance diffuse d’Oren-Nayar permet de prendre en compte les
« rétro-réflexions » [194, 195]. La « rugosité » est une nouvelle caractéristique de la
surface, qui découle de sa modélisation par un ensemble de microfacettes supposées lam-
bertiennes. Oren et Nayar montrent dans [194] que, sous cette hypothèse, la luminance
émise par la surface au point x(u, v), dans la direction v(u, v), s’écrit :
L(x(u, v),v(u, v)) =
ρ(x(u, v))
π
χON(s,n(u, v),v(u, v))︸ ︷︷ ︸
κON(x(u,v),s,n(u,v),v(u,v))
E(x(u, v)) (6.2)
Dans ce modèle, qui généralise le modèle lambertien (6.1), κON constitue la réflectance.
Le facteur correctif χON s’écrit :
χON(s,n(u, v),v(u, v)) = 1− σ
2
2(σ2 + 0, 57)
+
0, 45σ2 max {0, γ(s,n(u, v),v(u, v))}
σ2 + 0, 09
×C(s,n(u, v),v(u, v))
(6.3)
où :
γ(s,n(u, v),v(u, v)) = [s− (s · n(u, v))n(u, v)] · [v(u, v)− (v(u, v) · n(u, v))n(u, v)]
(6.4)
C(s,n(u, v),v(u, v)) = sin
(
max
{
cos−1(s · n(u, v)), cos−1(v(u, v) · n(u, v))
})
× tan
(
min
{
cos−1(s · n(u, v)), cos−1(v(u, v) · n(u, v))
})
(6.5)
et où σ représente l’écart-type de l’orientation des facettes, i.e. la rugosité de la surface.
Lorsque σ = 0, l’expression (6.2) de la luminance se ramène effectivement à (6.1), puisque
χON ≡ 1.
Nous avons vu dans le paragraphe 1.1.1 que le niveau de gris au point (u, v) était
proportionnel à la luminance émise par le point x(u, v). Puisque, par définition, l’éclaire-
ment reçu s’écrit E(x(u, v)) = s ·n(u, v) (cf. (1.13)), on obtient finalement, par analogie
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avec l’équation (1.16), l’équation :
I(u, v) = ρ(u, v)max{0, χON(s,n(u, v),v(u, v)) s · n(u, v)} (6.6)
La figure 6.15 montre plusieurs exemples d’images de synthèse calculées en utilisant
(6.6) : le niveau de gris à proximité des contours d’occultation, i.e. lorsque le produit
scalaire n(u, v) · v(u, v) → 0, est supérieur à celui que prédit le modèle lambertien.
Ce phénomène, qui provient des rétro-réflexions sur les microfacettes, compense l’effet
d’ombrage à proximité des terminateurs. Vu sous un éclairage frontal, le relief semble
donc plus aplati que pour une surface lambertienne.
(a) (b) (c)
Figure 6.15 – Images de synthèse d’un vase texturé, calculées avec le modèle d’Oren-
Nayar (6.6) : (a) σ = 0 (modèle lambertien) ; (b) σ = 0, 25 ; (c) σ = 0, 5. Plus la valeur
de σ est élevée, plus le relief semble aplati.
La présence des fonctions trigonométriques sin, tan et cos−1 dans le modèle (6.6),
ainsi que celle des opérateurs min et max, rend la résolution numérique de la stéréo-
photométrie particulièrement ardue. Remarquons toutefois que ce modèle a connu un
certain succès dans le cadre du shape-from-shading [253]. Il a notamment été montré
comment résoudre l’équation (6.6), en supposant l’albédo connu, au moyen de méthodes
de type fast-marching [140, 141] ou semi-lagrangiennes [254].
Revenons momentanément sur une des extensions de la stéréophotométrie par ap-
prentissage que nous avons proposée dans le paragraphe 6.1.2, lorsque l’objet de test, qui
par hypothèse est de même réflectance que l’objet d’apprentissage, possède une « tex-
ture ». Nous avons défini cette texture comme un coefficient multiplicatif pouvant varier
d’un point à l’autre de la surface. L’expression (6.6) du modèle d’Oren-Nayar justifie une
telle définition, si l’on assimile ρ(u, v) à ce coefficient. Remarquons toutefois que, si deux
points x(u1, v1) et x(u2, v2) sont éclairés par le même éclairage directionnel s et possèdent
la même normale n(u1, v1) = n(u2, v2), le rapport I(u2, v2)/I(u1, v1) des niveaux de gris
prédits par le modèle (6.6) n’est pas strictement égal au rapport ρ(u2, v2)/ρ(u1, v1) de
leurs albédos, car les directions d’observation v(u1, v1) et v(u2, v2) ne sont pas nécessai-
rement égales. Remarquons enfin qu’il est abusif d’appeler « albédo » le coefficient ρ(u, v)
de l’expression (6.6), car l’albédo est défini comme la proportion de lumière réémise par
la surface, ce qui n’est pas le cas ici, dès lors que σ > 0.
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6.2.2 Utilisation du modèle d’Oren-Nayar en stéréophotométrie
Résoudre la stéréophotométrie avec le modèle d’Oren-Nayar nécessite de résoudre,
en tout point (u, v) ∈ Ω, un système de m équations non linéaires :
Ii(u, v) = max{0, χON(s,n(u, v),v(u, v)) si ·m(u, v)}, ∀i ∈ [1,m] (6.7)
où nous utilisons à nouveau le vecteur m(u, v) = ρ(u, v)n(u, v). Le modèle d’Oren-
Nayar a été très peu étudié dans le contexte de la stéréophotométrie, mis à part pour
des configurations d’éclairage particulières [171]. Pourtant, il n’est pas beaucoup plus
difficile d’utiliser ce modèle que le modèle lambertien. En effet, si χON est connu, alors
l’estimation du vecteur m au sens des moindres carrés est une simple généralisation de
l’estimation (1.24) du cas lambertien :
m(u, v) = S+

I1(u,v)
χON(s1,n(u,v),v(u,v))
...
Im(u,v)
χON(sm,n(u,v),v(u,v))
 (6.8)
Dans (6.8), le coefficient multiplicatif χON(s,n(u, v),v(u, v)) dépend de la normale, qui
est inconnue. Pour faire face à cette dépendance, nous suggérons d’utiliser un schéma
semi-implicite pour résoudre le système (6.7), i.e. de procéder itérativement en rendant
explicite le coefficient multiplicatif χON(s,n(u, v),v(u, v)), qui comporte des non linéa-
rités. À chaque itération, il nous faut donc résoudre un problème strictement similaire à
celui de la stéréophotométrie lambertienne, en « compensant » les images par les rétro-
réflexions estimées à l’itération précédente. Nous avons observé expérimentalement que
ce schéma numérique très simple était convergent. Il présente de plus l’avantage de se
ramener au cas lambertien, pour lequel nous disposons de méthodes de résolution ro-
buste. En présence d’ombres portées ou d’autres types de données aberrantes, il suffit
de remplacer l’estimation en moindres carrés par une méthode de régression robuste, en
utilisant par exemple un estimateur parcimonieux (cf. paragraphe 1.3).
Si l’on s’en tient aux moindres carrés et que l’on linéarise le système (6.7), une
itération de cet algorithme s’écrit de la façon suivante :
mk+1(u, v) = S+

I1(u,v)
χON(s1,nk(u,v),v(u,v))
...
Im(u,v)
χON(sm,nk(u,v),v(u,v))
 (6.9)
en partant d’une solution initiale m0(u, v) qui peut être, par exemple, la solution du
problème lambertien, i.e. du système (6.7) lorsque χON ≡ 1. La figure 6.16 montre un
exemple de résultat obtenu à partir de m = 10 images de synthèse, calculées avec le
modèle d’Oren-Nayar lorsque σ = 0, 5.
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Figure 6.16 – Évaluation du schéma numérique visant à estimer simultanément les
normales et l’albédo d’une surface, sur un jeu de m = 10 images de synthèse d’un vase
texturé, calculées avec le modèle d’Oren-Nayar lorsque σ = 0, 5. (a) Une des m = 10
images. (b) Écart angulaire (en degrés) entre le champ de normales réel et celui estimé
en supposant le modèle lambertien. L’écart angulaire moyen vaut EAM = 4, 44◦. (c)
Idem, après k = 10 itérations du schéma numérique proposé. L’écart angulaire moyen
vaut EAM = 2, 25◦. (d) L’évolution de l’écart angulaire moyen en fonction du nombre
d’itérations montre que ce schéma converge très rapidement.
6.2.3 Estimation conjointe du relief, de l’albédo et de la rugosité
La méthode de résolution proposée dans le paragraphe précédent comporte un point
faible : le paramètre de rugosité σ doit être connu. On peut toutefois échantillonner les
valeurs de σ, puis estimer les normales et l’albédo par le schéma (6.9) pour chaque échan-
tillon, et enfin choisir l’échantillon qui minimise la RMSE entre les images reprojetées
(avec le modèle (6.6)) et les images d’origine. Comme cela est montré sur la figure 6.17,
l’échantillon qui minimise la RMSE est effectivement très proche de la valeur réelle de
σ. On voit aussi, sur cette figure, que la minimisation de l’EAM permettrait d’estimer
encore plus précisément la valeur de la rugosité, mais l’EAM ne peut être calculée que
si l’on dispose de la vérité terrain, contrairement à la RMSE.
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Figure 6.17 – Pour estimer la rugosité, il suffit d’utiliser le schéma itératif (6.9) pour
différentes valeurs de σ, et de sélectionner l’estimation qui minimise la RMSE entre les
images reprojetées et les images d’origine. On constate sur ces deux graphes que la RMSE
est minimale pour une valeur : (a) très proche de la valeur réelle σ = 0, 2 ; (b) égale à la
valeur réelle σ = 0, 6. Nous avons également porté sur ces graphes l’évolution de l’EAM
entre les champs de normales estimé et réel, en fonction de σ, dont le minimum coïncide
parfaitement avec la valeur réelle de σ. L’EAM peut donc sembler plus pertinente que
la RMSE pour estimer la rugosité, mais en général, l’EAM n’est pas calculable car on
ne dispose pas de la vérité terrain.
Pour conclure, nous avons montré qu’il était relativement aisé de prendre en compte
les phénomènes de rétro-réflexions, qui constituent le fondement du modèle d’Oren-
Nayar, en appliquant itérativement les méthodes de résolution décrites dans le cha-
pitre 1.3. Il suffit, à chaque itération, de « compenser » les images par les rétro-réflexions
estimées à l’itération précédente, puis d’estimer les normales et l’albédo en utilisant le
modèle lambertien. Le modèle d’Oren-Nayar permet effectivement d’appliquer la stéréo-
photométrie à un grand nombre de surfaces mates. En revanche, ce modèle de réfectance
diffuse ne permet pas de modéliser les reflets brillants.
6.3 Réflectance spéculaire
Les modèles de réflectance spéculaire ont connu un intérêt croissant au cours des
dernières années : plutôt que de considérer les reflets brillants comme des données aber-
rantes, il peut sembler plus pertinent de chercher à les expliquer, à la manière de ce
que nous avons proposé dans le paragraphe 1.3.5 pour les ombres propres. De tels phé-
nomènes sont en effet très informatifs sur la géométrie de la scène. Dans le cas d’une
surface purement spéculaire (e.g., un miroir), la lumière est réémise dans une seule di-
rection selon la loi de Descartes pour la réflexion. En un point brillant, la normale est
donc donnée par la bissectrice de l’angle formé par le vecteur d’éclairage s et la direc-
tion d’observation v. Si la reconstruction 3D de surfaces spéculaires transparentes est
un problème particulièrement ardu (voir notamment [85, 75, 176]), nous allons voir que
la stéréophotométrie permet la reconstruction 3D de surfaces spéculaires opaques.
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Le premier modèle de réflectance spéculaire utilisé dans le contexte de la reconstruc-
tion 3D photométrique est probablement celui proposé par Nayar et al. dans [187]. Ce
modèle a été adapté à des objets présentant des reflets brillants très localisés (la fonc-
tion modélisant le terme spéculaire est alors une fonction de Dirac). Des reflets brillants
de plus grande taille peuvent être décrits par le modèle de Torrance-Sparrow [252],
comme cela est fait dans [98], ou par le modèle empirique de Blinn-Phong [33], comme
cela a été récemment proposé dans [144, 174]. Pour faciliter l’utilisation du modèle de
Torrance-Sparrow en stéréophotométrie, Georghiades a proposé dans [98] un certain
nombre d’hypothèses simplificatrices plus ou moins justifiées. Le modèle de Blinn-Phong
est plus facile à manipuler en stéréophotométrie que celui de Torrance-Sparrow, mais il
s’agit d’un modèle empirique potentiellement moins réaliste, qui ne repose pas sur une
modélisation microscopique de la surface par des microfacettes.
6.3.1 Modèle de Ward
Le modèle de Ward [260] constitue un bon compromis entre réalisme et simplicité.
Ce modèle a été utilisé dans [59] pour reconstruire par stéréophotométrie le relief de
surfaces présentant des reflets brillants de grande taille. Il ne s’agit ni d’un modèle
physique, ni d’un modèle empirique, mais d’un modèle « expérimental », i.e. déterminé
par des mesures réalisées sur des surfaces. Comme le modèle d’Oren-Nayar, le modèle
de Ward modélise les surfaces par un ensemble de microfacettes dont les orientations
suivent une distribution gaussienne d’écart-type σ, mais les microfacettes sont supposées
réfléchissantes, et non pas lambertiennes. La réflectance de ce modèle s’écrit :
κW(x(u, v), s,n(u, v),v(u, v)) =
ρ(x(u, v))
π
+
ρs(x(u, v))
4πσ2
exp
{
− tan2 ζ
σ2
}
√
s · n(u, v)√v(u, v) · n(u, v)
(6.10)
où ζ désigne l’angle entre la normale n(u, v) et le vecteur unitaire h(u, v) (cf. figure 6.18),
qui désigne la bissectrice de l’angle entre s et v(u, v) (h joue un rôle similaire au vecteur
r du modèle de Phong, cf. figure 1.4) :
h(u, v) =
1
‖s+ v(u, v)‖ [s+ v(u, v)] (6.11)
Dans (6.10), les paramètres ρs et σ désignent, respectivement, l’albédo spéculaire
et la rugosité du matériau (ce dernier paramètre contrôle la taille des reflets brillants).
Lorsque l’éclairage est directionnel, la luminance reçue L¯ est une fonction de Dirac, donc
l’expression générale (5.1) de la luminance émise est égale au produit de la réflectance
κ par l’éclairement s ·n. Cela permet à Chung et al., dans [59], d’écrire le niveau de gris
sous la forme suivante, pour une surface dont la réflectance suit le modèle de Ward :
I(u, v) = ρ(u, v)max {0, s · n(u, v)}
+ ρs(u, v)max {0, s · n(u, v)}
exp
{
− tan
2(cos−1(h(u,v)·n(u,v)))
σ2
}
σ2
√
(s · n(u, v)) (v(u, v) · n(u, v))︸ ︷︷ ︸
χW(s,n(u,v),v(u,v))
(6.12)
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s
n(u, v)
h(u, v)
v(u, v)
x(u, v)
Figure 6.18 – Signification du vecteur h du modèle de Ward.
Dans cette expression, les constantes de normalisation π et 4π ont été « absorbées »,
respectivement, par l’albédo ρ et l’albédo spéculaire ρs (cf. paragraphe 1.1.1).
Le niveau de gris (6.12) prédit par le modèle de Ward sous un éclairage directionnel
est une généralisation du cas lambertien. Cela est également le cas du niveau de gris
(6.6) prédit par le modèle d’Oren-Nayar, mais au lieu d’être une multiplication par un
« facteur correctif », la modification consiste ici en l’addition d’un terme spéculaire. La
figure 6.19 montre que les images simulées avec le modèle (6.12) sont plutôt réalistes.
Figure 6.19 – Première ligne : images de synthèse calculées avec le modèle de
Ward (6.12), pour différentes valeurs de σ (de gauche à droite) : 0, 05 ; 0, 1 ; 0, 2 ; 0, 4.
Deuxième ligne : composantes spéculaires correspondantes (deuxième ligne de l’équa-
tion (6.12)).
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Comme cela est illustré sur la figure 6.20, lorsque σ ∈ [0; 0, 1], les reflets brillants
sont très localisés, i.e. ils n’affectent qu’une partie infime de l’image : le terme domi-
nant dans (6.12) est le terme lambertien. Il convient dans ce cas de traiter les reflets
brillants comme des écarts parcimonieux au modèle lambertien, en utilisant une des
méthodes robustes présentées dans le chapitre 1, plutôt que de chercher à inverser le
modèle spéculaire. D’autre part, lorsque la valeur de σ est élevée (σ > 0, 4), le matériau
est quasi-lambertien, auquel cas il ne semble pas raisonnable d’utiliser un modèle aussi
complexe. Le seul cas où l’utilisation d’un modèle spéculaire pourrait être intéressante
est donc le cas intermédiaire 4 (σ ≈ 0, 2). L’intérêt d’utiliser un modèle de réflectance
spéculaire explicite paraît donc, de manière générale, plutôt limité.
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Figure 6.20 – Écart angulaire (en degrés) entre la normale réelle et celle estimée en
utilisant le modèle lambertien, à partir de m = 24 images calculées avec le modèle de
Ward (6.12), pour différentes valeurs de σ (de gauche à droite) : 0, 05 ; 0, 1 ; 0, 2 ; 0, 4.
Les erreurs sont localisées aux emplacements des reflets brillants lorsque la valeur de σ
est faible, et deviennent négligeables lorsque cette valeur est élevée.
Contrairement au modèle d’Oren-Nayar qui est le produit de deux facteurs, le modèle
de Ward (6.12) est une somme pondérée de deux termes, l’un diffus et l’autre spécu-
laire. Chung et al. ont proposé dans [59] une heuristique pour estimer l’ensemble des
paramètres du modèle : en utilisant des techniques de shape-from-shadow, la normale
est identifiée sans ambiguïté en certains points, et les paramètres de réflectance σ et ρs
(supposés uniformes) peuvent être estimés à partir de ces points. Une fois ces paramètres
estimés, il est proposé d’alterner des phases d’estimation de l’albédo (diffus) ρ, connais-
sant la normale n (moindres carrés linéaires), et d’estimation de n connaissant ρ. Cette
dernière étape, qui n’est pas triviale puisqu’il faut tenir compte de la contrainte ‖n‖ = 1,
n’est malheureusement pas détaillée. Au vu des non linéarités du modèle de Ward et de
la contrainte ‖n‖ = 1, il nous semble utile de proposer un algorithme permettant d’esti-
mer la normale. Nous décrivons donc, dans le prochain paragraphe, une méthode moins
empirique que celle de Chung et al., ne nécessitant pas d’hypothèse sur ρs, permettant de
se passer du recours à une technique de reconstruction 3D annexe, et fondée uniquement
sur des estimations en moindres carrés linéaires, grâce à l’introduction d’un algorithme
proximal. De plus, l’approche présentée est généralisable à tout modèle de réflectance
défini comme la somme pondérée de deux termes (modèles dichromatiques).
4. C’est justement ce cas intermédiaire qui fait l’objet de l’étude présentée dans [59].
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6.3.2 Inversion du modèle de Ward par une approche proximale
En introduisant les variables auxiliaires m(u, v) = ρ(u, v)n(u, v) et ms(u, v) =
ρs(u, v)n(u, v), l’estimation de n, ρ et ρs peut être reformulée comme l’estimation de
m et ms à partir du système d’équations quasi-linéaires suivant :
s ·m(u, v) = I(u, v)− χW(s,n(u, v),v(u, v))max {0, s ·ms(u, v)} (6.13)
s ·ms(u, v) = I(u, v)−max {0, s ·m(u, v)}
χW(s,n(u, v),v(u, v))
(6.14)
ms(u, v) =
ρs(u, v)
ρ(u, v)
m(u, v) (6.15)
En rendant explicites les parties non linéaires et implicites les parties linéaires, la
solution de ce problème est obtenue en itérant la résolution du problème sous contrainte
suivant :
(
mk+1(u, v),mk+1s (u, v)
)
=argmin
m,ms
∥∥∥Sm− bk(u, v)∥∥∥2+∥∥∥Sms − bks(u, v)∥∥∥2
s.c. ms =
ρks (u,v)
ρk(u,v)m
(6.16)
où :
bk(u, v) =

I1(u, v)− χW(s1,nk(u, v),v(u, v))max
{
0, s1 ·mks(u, v)
}
...
Im(u, v)− χW(sm,nk(u, v),v(u, v))max
{
0, sm ·mks(u, v)
}
 (6.17)
bks(u, v) =

I1(u,v)−max{0,s1·mk(u,v)}
χW(s1,nk(u,v),v(u,v))
...
Im(u,v)−max{0,sm·mk(u,v)}
χW(sm,nk(u,v),v(u,v))
 (6.18)
On peut par exemple initialiser l’itération (6.16) de la manière suivante :
• m0(u, v) est la solution du problème lambertien ;
• ρ0s(u, v) est la solution (en moindres carrés linéaires) du système formé par les m
équations (6.12) correspondant aux m éclairages si, i ∈ [1,m], dans lesquelles on
fixe ρ(u, v) à ‖m0(u, v)‖ et n(u, v) à m0(u, v)/‖m0(u, v)‖ ;
• m0s(u, v) = ρ0s(u, v)m0(u, v)/‖m0(u, v)‖.
La solution du problème ADMM (6.16) s’obtient par les limites :
mk+1 =mk,∞ (6.19)
mk+1s =m
k,∞
s (6.20)
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des itérations suivantes :
mk,j+1(u, v) = argmin
m
∥∥∥Sm− bk(u, v)∥∥∥2 + θ ∥∥∥∥∥ρks(u, v)ρk(u, v)m−mk,js (u, v) +mk,jaux(u, v)
∥∥∥∥∥
2
(6.21)
mk,j+1s (u, v) = argmin
ms
∥∥∥Sms − bks(u, v)∥∥∥2 + θ
∥∥∥∥∥ρks(u, v)ρk(u, v)mk,j+1(u, v)−ms +mk,jaux(u, v)
∥∥∥∥∥
2
(6.22)
mk,j+1aux (u, v) =m
k,j
aux(u, v) +
ρks(u, v)
ρk(u, v)
mk,j+1(u, v)−mk,j+1s (u, v) (6.23)
où la valeur de θ > 0 influe principalement sur le taux de convergence [235]. L’initialisa-
tion des trois itérations (6.21), (6.22) et (6.23) s’effectue de la manière suivante :
• mk,0 =mk ;
• mk,0s =mks ;
• mk,0aux = ρ
k
s
ρk
mk −mks .
Les sous-problèmes (6.21) et (6.22) admettent des solutions explicites :
mk,j+1(u, v) =
(
S⊤S+ θ
ρks(u, v)
ρk(u, v)
I3
)−1 [
S⊤bk(u, v) + θ
(
mk,js (u, v)−mk,jaux(u, v)
)]
(6.24)
mk,j+1s (u, v) =
(
S⊤S+ θI3
)−1 [
S⊤bks(u, v) + θ
(
ρks(u, v)
ρk(u, v)
mk,j+1(u, v) +mk,jaux(u, v)
)]
(6.25)
On remarque que la matrice à inverser dans le problème (6.25) est la même en tout
point (u, v), ce qui permet une résolution extrêmement rapide. Cela n’est pas vrai, en
revanche, pour le problème (6.24). Plutôt que d’inverser une à une |Ω| matrices 3 × 3
(qui sont toutes symétriques, définies positives), on peut inverser la matrice suivante :
S⊤S+ θ ρ
k
s (u1,v1)
ρk(u1,v1)
I3 03,3 . . . 03,3
03,3 S⊤S+ θ
ρks (u2,v2)
ρk(u2,v2)
I3 . . . 03,3
...
. . .
...
03,3 . . . 03,3 S⊤S+ θ
ρks (u|Ω|,v|Ω|)
ρk(u|Ω|,v|Ω|)
I3

(6.26)
dont les blocs diagonaux correspondent aux différentes matrices des problèmes (6.24)
associés aux pixels (u, v) ∈ Ω. La matrice (6.26) étant toujours symétrique, définie
positive, le système linéaire formé par l’union des |Ω| systèmes (6.24) est résolu très
rapidement par factorisation de Cholesky de la matrice (6.26).
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Enfin, comme pour le modèle d’Oren-Nayar, on peut également estimer le paramètre
de réflectance σ. Plutôt que d’échantillonner les valeurs possibles de σ et de comparer
les RMSE, nous avons observé qu’il était préférable d’estimer σ au cours des itérations,
par une optimisation en moindres carrés non linéaires. La méthode de résolution com-
plète est décrite par l’algorithme 2, dans lequel les deux problèmes non triviaux (6.31)
et (6.27) sont résolus, respectivement, par l’algorithme ADMM décrit ci-dessus et par
une optimisation en moindres carrés non linéaires de type Levenberg-Marquardt.
Algorithme 2: Une itération de l’algorithme permettant d’appliquer la stéréopho-
tométrie à des surfaces dont la réflectance suit le modèle de Ward. La dépendance
explicite en σ de la fonction χW signifie que la rugosité est considérée comme une
nouvelle inconnue du problème.
σk = argmin
σ
m∑
i=1
∑∑
(u,v)∈Ω
[
Ii(u, v)−ρk(u, v)max
{
0, si · nk(u, v)
}
− ρks(u, v)max
{
0, si · nk(u, v)
}
χW(si,nk(u, v),v(u, v), σ)
]2
(6.27)
χi,kW (u, v) =
exp
{
− tan
2(cos−1(hi(u,v)·nk(u,v)))
(σk)2
}
(σk)2
√(
si · nk(u, v)
)
(v(u, v) · nk(u, v))
, ∀i ∈ [1,m] (6.28)
bk(u, v) =

I1(u, v)− χ1,kW (u, v)max
{
0, s1 ·mks(u, v)
}
...
Im(u, v)− χm,kW (u, v)max
{
0, sm ·mks(u, v)
}
 (6.29)
bks(u, v) =

I1(u,v)−max{0,s1·mk(u,v)}
χ1,k
W
(u,v)
...
Im(u,v)−max{0,sm·mk(u,v)}
χm,k
W
(u,v)
 (6.30)
(
mk+1(u, v),mk+1s (u, v)
)
= argmin
m,ms
∥∥Sm−bk(u, v)∥∥2 + ∥∥Sms − bks(u, v)∥∥2
s.c. ms =
ρks(u, v)
ρk(u, v)
m (6.31)
ρk+1(u, v) = ‖mk+1(u, v)‖ (6.32)
ρk+1s (u, v) = ‖mk+1s (u, v)‖ (6.33)
nk+1(u, v) =
mk+1(u, v)
‖mk+1(u, v)‖ (6.34)
218
6.3. RÉFLECTANCE SPÉCULAIRE
6.3.3 Résultats
La figure 6.21 montre l’évolution de l’écart angulaire moyen (EAM) sur la normale
estimée au cours des premières itérations de l’algorithme 2, lorsque σ est soit connu, soit
estimé. Nous testons trois valeurs du nombre m d’images (9, 12 et 96) et deux valeurs
de σ (0, 1 et 0, 2). Rappelons que, pour σ faible, il serait également possible de coupler
une méthode d’estimation parcimonieuse au modèle lambertien, tandis que pour σ élevé,
l’erreur induite par le modèle lambertien deviendrait négligeable. Ces résultats montrent
que l’approche est prometteuse, mais qu’elle doit être appliquée, en pratique, à un grand
nombre d’images.
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Figure 6.21 – Convergence de l’algorithme 2, qui permet d’appliquer la stéréophotomé-
trie aux modèles de réflectance spéculaire. Première ligne : σ est fixé à sa valeur réelle
(σ = 0, 1 à gauche, σ = 0, 2 à droite). Deuxième ligne : σ est estimé. Ces résultats
montrent que l’approche est prometteuse, car elle permet d’améliorer nettement l’es-
timation des normales par rapport au modèle lambertien (qui correspond à l’itération
0). Cependant, la qualité de l’estimation croît lorsque le nombre m d’images croît, ou
lorsque les reflets brillants sont localisés, i.e. lorsque σ décroît (auquel cas il est préférable
d’utiliser le modèle lambertien couplé à une méthode d’estimation robuste).
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La figure 6.22 montre par ailleurs que l’initialisation joue un rôle très important : si,
au lieu d’estimer ρ0s au sens des moindres carrés linéaires comme dans le paragraphe 6.3.2,
on utilise la valeur réelle ρ0s = ρs, la reconstruction 3D est de bien meilleure qualité.
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Figure 6.22 – (a) Évolution de l’écart angulaire moyen en fonction des itérations, à
partir de m = 24 images, en fixant σ à sa valeur réelle 0, 2 : soit avec l’initialisation de
ρs par estimation en moindres carrés linéaires, soit en utilisant la valeur réelle ρ0s = ρs.
(b) Écart angulaire à k = 10 lorsque ρ0s = ρs. (c) Écart angulaire à k = 10 lorsque ρ
0
s
est estimé. L’estimation de ρs semble fortement dégrader la solution.
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6.4 Conclusion du chapitre
Après avoir présenté une méthode de résolution de la stéréophotométrie permettant
de se passer d’un modèle de réflectance explicite, nous avons montré comment étendre
les méthodes de résolution conçues pour les surfaces lambertiennes à des modèles de
réflectance plus réalistes, comme le modèle d’Oren-Nayar. Nous avons ensuite proposé
un algorithme ADMM permettant d’estimer la normale et l’albédo de façon couplée,
lorsque la luminance est modélisée par la somme de deux termes, ce qui permet de
traiter des modèles dichromatiques tels que celui de Ward. Nous pourrions étendre sans
difficulté l’algorithme ADMM proposé à tout modèle de réflectance dichromatique, e.g.
au modèle de Torrance-Sparrow.
Cette étude des modèles de réflectance non lambertiens a mis en évidence une fai-
blesse de l’approche classique de la stéréophotométrie, qui consiste à estimer simulta-
nément les normales et l’albédo. Nous avons vu que la qualité de la reconstruction 3D
dépendait fortement de l’estimation initiale de l’albédo. Or, c’est précisément pour fa-
ciliter la résolution du système linéaire (1.17) que l’albédo est généralement considéré
comme une inconnue supplémentaire : grâce à cette astuce, la contrainte ‖n‖ = 1 n’a plus
cours. Pour des modèles plus complexes, la linéarité étant de toute façon perdue, il serait
peut-être plus judicieux de découpler l’estimation de la normale de celle de l’albédo.
L’effort à fournir pour modéliser les reflets brillants, puis pour résoudre la stéréopho-
tométrie en utilisant des modèles nécessairement plus complexes que le modèle lamber-
tien, n’est-il pas disproportionné avec le bénéfice que l’on peut espérer en tirer ? Nous
avons vu que, sous l’hypothèse lambertienne, il était aisé de concevoir des méthodes
d’estimation robuste permettant de prendre en compte les reflets brillants, en les consi-
dérant comme des écarts au modèle. Nous avons également vu qu’il était nécessaire de
disposer d’un grand nombre d’images pour pouvoir utiliser des modèles de réflectance
réalistes comme les modèles dichromatiques. Ceci semble plaider en faveur d’un « re-
tour » au modèle lambertien. Rappelons en outre que nous avons discrédité l’approche
par apprentissage à cause de la nécessité d’utiliser un objet de référence. Un reproche
moindre, mais du même type, peut être fait à l’encontre de l’utilisation de modèles de
réflectance sophistiqués. En effet, sans connaissance a priori sur la scène, comment faire
pour choisir un modèle de réflectance plutôt qu’un autre ?
Forts de ces conclusions, nous présentons dans la prochaine partie une nouvelle ap-
proche de la stéréophotométrie, fondée sur l’hypothèse lambertienne, mais qui permet
de dépasser les limites que nous avons mises en évidence dans les trois premières parties
de ce mémoire, à savoir :
• L’estimation robuste de la normale (cf. chapitre 1) est locale, et ne garantit donc
pas la régularité du champ estimé.
• La surface est reconstruite en deux étapes (cf. chapitre 2), avec le risque de pro-
pagation de biais que cela implique.
• Dans certaines situations comme les problèmes non calibré (cf. chapitre 3) ou à
deux images (cf. chapitre 4), l’estimation locale de la normale est ambiguë.
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• Une modélisation fine de l’éclairage (cf. chapitre 5) fait intervenir les coordonnées
des points de la surface, qui sont inconnues, ce qui rompt la linéarité du modèle.
Nous allons montrer que la formulation variationnelle de la stéréophotométrie différen-
tielle permet d’apporter une solution à chacune de ces limitations apparentes.
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Quatrième partie
Approche variationnelle de la
stéréophotométrie
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Avant-propos
La résolution « classique » de la stéréophotométrie opère en deux étapes : estimation
des normales, puis intégration des normales. Cela permet de décomposer le problème en
deux sous-problèmes linéaires. Néanmoins, nous avons mis en évidence, dans le chapitre
5, les limites de cette approche lorsque la profondeur z intervient explicitement dans le
modèle de formation des images. Il devient alors nécessaire de répéter l’estimation des
normales et l’intégration des normales en boucle. Si l’initialisation de z est suffisamment
proche de la solution, cette méthode de résolution converge généralement en quelques
itérations (cf. figure 5.12), mais dans le cas contraire, elle peut également diverger. Une
façon d’éviter de genre de difficultés numériques consiste à estimer directement la profon-
deur, i.e. à cesser de manipuler n, comme s’il s’agissait d’une variable indépendante de z.
Puisque n dépend de ∇z, il nous faut maintenant résoudre la formulation différentielle
de la stéréophotométrie.
À vrai dire, nous nous sommes déjà intéressés à la formulation différentielle du pro-
blème PS2 (cf. chapitre 4), mais uniquement dans un cadre théorique. Contrairement au
shape-from-shading, où la formulation différentielle a fait l’objet d’un nombre relative-
ment important de travaux (voir, e.g., [82] pour un état de l’art récent), en particulier sur
la question du nombre de solutions, la formulation différentielle de la stéréophotométrie
a été très peu étudiée. Citons toutefois le travail de Chabrowski et al. [44], dans lequel
le caractère bien posé du problème PS2 est prouvé par un raisonnement variationnel,
les articles de Chandraker et al. [52, 53], qui utilisent cette formulation pour mettre en
évidence un certain nombre d’invariants, et ceux de Mecca et al., qui ont montré récem-
ment [174, 175] qu’elle se prêtait particulièrement bien à l’étude du caractère bien posé
de la stéréophotométrie en présence d’éclairages non directionnels (cf. chapitre 5) ou de
surfaces spéculaires (cf. chapitre 6).
Cependant, l’ensemble de ces travaux sont plutôt d’ordre théorique, les seules mé-
thodes de résolution numérique proposées étant fondées sur des techniques de propaga-
tion : de tels schémas numériques sont appropriés pour calculer une solution exacte, mais
ils propagent également les erreurs d’estimation, inévitables avec des données réelles.
Pour dépasser le cap de la simple étude théorique, et proposer des méthodes de résolu-
tion numérique adaptées à des situations complexes, il nous faut recourir à une approche
variationnelle de la stéréophotométrie différentielle, afin d’estimer une solution appro-
chée du problème, optimale au sens d’un certain critère qui, s’il est judicieusement choisi,
garantira la robustesse de l’estimation. À notre connaissance, la formulation de la sté-
réophotométrie comme un problème variationnel unique n’a pas encore été étudiée. Ce
type de formulation a toutefois été utilisé par Yin et al. pour résoudre le problème de
l’estimation conjointe du relief, de l’éclairage et de l’albédo, supposé uniforme [137] ou
uniforme par morceaux [136], à partir de plusieurs photographies d’un objet prises sous
différents angles. Yin et al. montrent que, dans ce cas, une modélisation variationnelle
naïve conduit à des schémas numériques instables. Nous pouvons donc également nous
attendre à des difficultés numériques, dans le cas de la stéréophotométrie.
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Dans cette partie, nous montrons comment résoudre la stéréophotométrie différen-
tielle à l’aide d’une approche variationnelle. Dans le chapitre 7, nous revenons sur le
« cas d’école » du chapitre 1 (m > 3 sources directionnelles, non coplanaires, connues).
Nous proposons une nouvelle résolution de ce problème, où la profondeur est directe-
ment estimée par minimisation d’un critère L1-TV inspiré de méthodes dont l’efficacité
pour le traitement d’images est bien établie [49]. Cette nouvelle méthode de résolu-
tion repousse certaines limites de la résolution classique en deux étapes : il n’est plus
nécessaire d’imposer explicitement l’intégrabilité ; la robustesse de l’estimation est re-
lativement facile à garantir ; les discontinuités de profondeur peuvent être retrouvées.
Nous montrons ensuite, dans le chapitre 8, que l’approche variationnelle de la stéréopho-
tométrie différentielle ouvre de nouvelles perspectives pour la résolution de problèmes
difficiles, comme le cas où les éclairages sont directionnels mais inconnus (problème UPS,
cf. chapitre 3), celui où les éclairages sont non directionnels (cf. chapitre 5), ou encore la
stéréophotométrie « doublement colorée » (surface et éclairages simultanément colorés).
226
Chapitre 7
Résolution variationnelle de la
stéréophotométrie différentielle
Dans ce chapitre, nous proposons une reformulation de la stéréophotométrie visant à
estimer directement la profondeur, sans passer par l’étape intermédiaire d’estimation des
normales. Nous allons voir que les difficultés rencontrées en utilisant cette approche sont
très différentes de celles qui ont pu être observées jusqu’ici. Avec l’approche classique de
la stéréophotométrie, la résolution du « cas d’école » (m > 3 éclairages directionnels, non
coplanaires, connus) peut être effectuée en utilisant des méthodes relativement simples
(cf. partie I). Lorsque l’une de ces hypothèses est mise en défaut (cf. parties II et III),
la résolution devient nettement plus ardue. Avec l’approche différentielle, la difficulté
est déplacée : il est relativement difficile de résoudre le problème sous les hypothèses les
plus favorables, mais l’extension de cette approche à des configurations a priori moins
favorables ne présente que peu de difficultés.
Les estimateurs robustes proposés dans le chapitre 1 ont été utilisés pixel par pixel,
sans aucune notion de cohérence spatiale. Il semble assez évident que l’introduction d’un
critère de cohérence spatiale ne peut qu’améliorer la robustesse de la stéréophotométrie :
les méthodes variationnelles offrent un cadre naturel à l’introduction d’un a priori sur
la régularité des fonctions estimées. Le niveau de robustesse ainsi atteint pourra notam-
ment permettre d’utiliser la stéréophotométrie dans des environnements peu contrôlés,
comme par exemple celui de l’imagerie endoscopique [64]. Un autre intérêt des méthodes
variationnelles consiste en leur flexibilité. Il est en effet très facile d’intégrer des opéra-
teurs modélisant certains effets, comme les parties manquantes [30, 169] ou le flou de
mise au point [50]. Le modèle ROF [226], initialement dédié au débruitage, s’étend par
exemple très naturellement aux problèmes combinés de débruitage, de défloutage, et de
zoom (voir, e.g., [48]). Certains auteurs ont tenté récemment de coupler la stéréopho-
tométrie avec des techniques de défloutage [72, 139] : voilà un exemple de problème où
l’approche variationnelle serait particulièrement adaptée.
Dans le paragraphe 7.1, nous reformulons le problème en moindres carrés du « cas
d’école » de la stéréophotométrie, en cherchant à estimer directement la profondeur
grâce à une formulation variationnelle. Nous introduisons un schéma numérique efficace
pour résoudre ce problème, fondé sur la combinaison d’un algorithme de point fixe et
d’un algorithme ADMM. Nous adaptons ensuite, dans le paragraphe 7.2, certains des
estimateurs robustes déjà présentés dans le chapitre 1, et les couplons avec des termes de
régularisation par variation totale, qui augmentent encore la robustesse de l’estimation.
Ceci nous permet finalement de proposer un cadre théorique et numérique original pour
la résolution robuste de la stéréophotométrie.
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STÉRÉOPHOTOMÉTRIE DIFFÉRENTIELLE
7.1 Résolution variationnelle en moindres carrés
Nous revenons d’abord sur le problème de stéréophotométrie le plus simple i.e., l’es-
timation en moindres carrés du relief et de l’albédo d’une surface lambertienne, à partir
de m > 3 photographies en niveaux de gris, prises sous m éclairages directionnels, non
coplanaires, ayant été préalablement étalonnés. Avec l’approche classique de la stéréo-
photométrie, deux problèmes linéaires doivent être résolus séquentiellement : l’estimation
des normales et de l’albédo en chaque pixel, puis l’intégration des normales. Avec l’ap-
proche différentielle, au contraire, un seul problème est résolu, ce qui permet d’éviter la
propagation de biais inhérente à la résolution en deux étapes successives.
7.1.1 Linéarisation de la stéréophotométrie : un obstacle à l’optimalité
de la reconstruction 3D
Afin de motiver la résolution variationnelle de la stéréophotométrie différentielle,
attardons-nous un instant sur l’optimalité de la reconstruction 3D (au sens du maxi-
mum de vraisemblance). Pour simplifier, nous négligeons dans ce paragraphe les ombres
propres, et nous supposons que l’appareil photographique est orthographique. Nous al-
lons montrer qu’il est impossible d’obtenir une estimation du relief qui soit à la fois
optimale et linéaire : afin de garantir l’optimalité de la reconstruction 3D, il faut soit
utiliser des estimateurs non linéaires (ce que nous avons proposé dans la partie I), soit
accepter la non linéarité du modèle.
Approche classique. Le problème que nous avons étudié dans le chapitre 1 est ce-
lui de l’estimation d’une valeur réelle ρ ∈ R et d’un vecteur n ∈ R3, unitaire, tel
que le couple (ρ(u, v),n(u, v)) constitue une solution approchée du système d’équations
Ii(u, v) = ρ(u, v) si · n(u, v), i ∈ [1,m]. La contrainte d’unitarité peut être éliminée
en introduisant la variable m(u, v) = ρ(u, v)n(u, v) : l’estimateur en moindres carrés
minm
∑m
i=1 ‖Ii(u, v)− si ·m‖2 admet une solution analytique en chaque pixel (u, v), de
laquelle on déduit facilement la normale n(u, v) = m(u, v)/‖m(u, v)‖. Supposons que
l’écart entre la normale estimée et la normale réelle soit gaussien, de moyenne nulle (ceci
n’est pas le cas en pratique, comme cela sera discuté dans le prochain paragraphe). Il reste
à intégrer le champ de normales estimé n = [n1, n2, n3]⊤. Une estimation du gradient de
la carte de profondeur est donnée par g = [−n1/n3,−n2/n3]⊤. L’erreur sur l’estimation
du gradient est donc le quotient de deux gaussiennes de moyenne nulle : il s’agit d’une dis-
tribution de Cauchy. La surface obtenue par résolution du problème en moindres carrés
linéaires minz ‖∇z − g‖2L2(Ω) n’est donc pas l’estimation « optimale », au sens du maxi-
mum de vraisemblance. Pour obtenir l’estimation optimale, il faut remplacer l’estimateur
en moindres carrés ΦLS(s) = s2 par l’estimateur non convexe Φ2(s) = 12 ln(β
2+s2), ce qui
complique fortement la résolution (cf. chapitre 2). La linéarité de l’approche classique
est donc illusoire, car cette approche ne permet d’obtenir une estimation optimale qu’en
introduisant des estimateurs non linéaires.
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Ratios non-différentiels. La première étape de l’approche classique permet d’estimer
la variable m = ρn au sens du maximum de vraisemblance. Elle ne garantit toutefois
pas l’optimalité de l’estimation de la normale. Afin de garantir une estimation optimale
de la normale, l’albédo ρ peut être éliminé des inconnues au moyen des ratios d’images
(cf. paragraphe 4.1.2). En effet, pour une surface lambertienne d’albédo non nul, nous
pouvons écrire, en un point (u, v) quelconque de Ω :
Ii(u, v)
Ij(u, v)
=
ρ(u, v) si · n(u, v)
ρ(u, v) sj · n(u, v) , ∀(i, j) ∈ [1,m]
2, i 6= j (7.1)
en supposant que les dénominateurs ne s’annulent pas, et donc :[
Ij(u, v)si − Ii(u, v)sj
]
· n(u, v) = 0, ∀(i, j) ∈ [1,m]2, i 6= j (7.2)
ce qui généralise l’équation (4.17) au cas de m éclairages. Le système formé par les C2m
équations (7.2) est un système linéaire homogène, dans lequel l’albédo a été éliminé et le
vecteur inconnu n(u, v) est unitaire. Ce système peut donc être résolu analytiquement
au sens des moindres carrés, par décomposition en valeurs singulières [271]. Cela permet
d’estimer très facilement la normale indépendamment de l’albédo. Cependant, si les
images diffèrent du modèle théorique par un bruit additif gaussien, d’espérance nulle
(exogène) et de variance identique pour toutes les images (homoscédastique), alors les
ratios réels diffèrent du modèle (7.1) par un bruit distribué selon une loi de Cauchy : la
résolution au sens des moindres carrés du système (7.2) ne fournit donc pas l’estimation
optimale de la normale. Estimer la normale à l’aide des ratios d’images ne permet donc
pas non plus d’obtenir une estimation à la fois linéaire et optimale.
Ratios différentiels. Afin d’éviter la propagation de biais entre l’étape d’estimation
de la normale et l’étape d’intégration, il a été proposé très récemment dans [240] de
combiner l’utilisation des ratios d’images avec une approche différentielle de la stéréo-
photométrie. Pour cela, la normale n dans (7.2) est remplacée par sa définition différen-
tielle (cf. paragraphe 2.1), ce qui permet d’obtenir un système d’équations linéaires en
∇z de la forme : A(u, v)∇z(u, v) = b(u, v), où A : Ω → RC2m×2 est un champ matri-
ciel, et b : Ω → Rm est un champ vectoriel. Dans [240], ce système d’EDP est résolu
de manière globale, en cherchant une carte de profondeur z solution du problème va-
riationnel en moindres carrés associé. Malheureusement, comme cela a été discuté dans
le paragraphe précédent, les ratios réels diffèrent du modèle théorique par une erreur
distribuée selon une loi de Cauchy : la résolution du problème variationnel en moindres
carrés minz ‖A∇z−b‖2L2(Ω) ne fournit donc pas la surface optimale 1. Si l’utilisation des
ratios d’images est intéressante d’un point de vue théorique, par exemple pour l’étude
d’invariants du problème sous l’hypothèse d’une réflectance isotrope [52, 53], pour limi-
ter le nombre de variables à estimer dans les problèmes mal posés [119, 160, 264], ou
pour la recherche d’une preuve d’existence et d’unicité d’une solution en z, indépendam-
ment de l’albédo [173, 175], il est impossible de garantir son optimalité sans recourir à
l’utilisation de l’estimateur non convexe Φ2.
1. Mais c’est la meilleure estimation linéaire non biaisée (BLUE, pour best linear unbiased estimator).
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On constate donc, quelle que soit l’approche suivie, que l’estimation optimale est non
linéaire. On peut donc s’interroger sur la pertinence du choix de linéariser à tout prix
le modèle, en introduisant une variable auxiliaire ou en utilisant les ratios d’images. Au
contraire, nous préconisons d’estimer l’albédo et le relief comme deux entités indépen-
dantes, en acceptant dès le départ la non linéarité du modèle. En choisissant le couple
(ρ, z) comme inconnue, plutôt que le couple (ρ,n), l’étape d’intégration des normales est
évitée : le problème est formulé directement comme un système d’EDP non linéaires, que
nous suggérons de résoudre par une approche variationnelle. Avec cette méthodologie,
on peut notamment garantir que l’estimation de (ρ, z) en moindres carrés est optimale,
au sens du maximum de vraisemblance, en présence d’un bruit additif gaussien exogène
sur les images. Un schéma d’optimisation alternée permettant d’approcher itérativement
cette estimation sera proposé dans le paragraphe 7.1.7. Il s’agit, à notre connaissance, de
la première formulation à la fois non biaisée et optimale de la stéréophotométrie. Nous
proposerons de plus, dans le paragraphe 7.2, un modèle L1-TV permettant d’approcher
l’estimateur du maximum a posteriori, lorsque les images diffèrent du modèle par un
bruit endogène (prise en compte des ombres propres et de l’éclairage ambiant), distribué
selon une loi de Laplace (prise en compte des ombres portées, des reflets brillants et des
discontinuités de profondeur), et que la surface est supposée régulière par morceaux.
Dans un premier temps, nous supposons que l’albédo est connu, de telle sorte que
la seule inconnue du problème est la profondeur z. Rappelons que l’estimation de la
normale (cf. chapitre 1) est indépendante du modèle de projection (orthographique ou
perspective), et que le choix d’un modèle de projection n’a d’importance, dans l’approche
classique, que pour l’étape d’intégration (cf. chapitre 2). Au contraire, la modélisation
différentielle dépend explicitement du modèle de projection. Nous étudions donc séparé-
ment la projection orthographique et la projection perspective.
7.1.2 Projection orthographique
Commençons par le cas de la projection orthographique. Rappelons que, dans ce cas,
la normale n est liée à la profondeur z par :
n(u, v) =
1√‖∇z(u, v)‖2 + 1
[
−∇z(u, v)
1
]
(7.3)
Sous l’hypothèse d’un éclairage directionnel, caractérisé par le vecteur d’éclairage
s = [s1, s2, s3]⊤ ∈ R3, le modèle lambertien linéaire I(u, v) = ρ(u, v) s · n(u, v) s’écrit
donc sous la forme d’une équation aux dérivées partielles (EDP) en z :
I(u, v) = ρ(u, v)
s1s2
s3

︸ ︷︷ ︸
s
· 1√‖∇z(u, v)‖2 + 1
[
−∇z(u, v)
1
]
︸ ︷︷ ︸
n(u,v)
(7.4)
qui se ramène à l’équation eikonale lorsque s = [0, 0, 1]⊤ et ρ(u, v) est connu.
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Pour estimer la profondeur z par stéréophotométrie, il nous faut résoudre le système
d’EDP suivant : I
1(u, v)
...
Im(u, v)
 = ρ(u, v)√‖∇z(u, v)‖2 + 1

−s
1
1 −s12
...
...
−sm1 −sm2
∇z(u, v) +
 s
1
3
...
sm3

 (7.5)
On remarque que toute solution z de (7.5) n’est définie qu’à une constante additive
près. Comme dans le chapitre 2, nous contournons cette difficulté en introduisant une
connaissance a priori z0 sur la profondeur, de telle sorte que la solution en moindres
carrés du système (7.5) sur Ω 2, avec l’a priori de profondeur, est la solution du problème
variationnel :
min
z
∥∥∥∥∥∥∥
 I
1
...
Im
− ρ√‖∇z‖2 + 1

−s
1
1 −s12
...
...
−sm1 −sm2
∇z +
 s
1
3
...
sm3


∥∥∥∥∥∥∥
2
L2(Ω)
+ λ ‖z − z0‖2L2(Ω) (7.6)
où ‖.‖L2(Ω) désigne la norme de l’espace des fonctions de carré Lebesgue-intégrable :
plutôt que de résoudre un problème d’optimisation en chaque point, comme cela est le
cas avec l’approche classique, le problème de reconstruction 3D est formulé comme un
unique problème d’optimisation, qui est global. Ceci ne nécessite qu’une hypothèse très
faible sur z : il suffit, pour pouvoir écrire (7.6), que l’espace de recherche de z soit l’espace
de Sobolev W1,2 des fonctions z telles que ∇z ∈ L2(Ω).
7.1.3 Projection perspective
Si la projection est perspective, la normale s’écrit :
n(u, v) =
1
dz(u, v)
 −∇z(u, v)
z(u,v)
f +
[
u−u0
f ,
v−v0
f
]⊤ · ∇z(u, v)
 (7.7)
où :
dz(u, v) =
√√√√‖∇z(u, v)‖2 + (z(u, v)
f
+
[
u− u0
f
,
v − v0
f
]⊤
· ∇z(u, v)
)2
(7.8)
Le système d’EDP à résoudre est donc le suivant :
 I
1(u, v)
...
Im(u, v)
 = ρ(u, v)
dz(u, v)


−s11 + s
1
3(u−u0)
f −s12 +
s13(v−v0)
f
...
...
−sm1 + s
m
3 (u−u0)
f −sm2 +
sm3 (v−v0)
f
∇z(u, v) + z(u, v)f
 s
1
3
...
sm3


(7.9)
2. Le domaine de reconstruction Ω est temporairement considéré comme un ouvert de R2.
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Toute solution de (7.9) n’est définie qu’à une constante multiplicative près. Nous
contournons à nouveau cette difficulté en introduisant une connaissance a priori z0 sur
la profondeur, et en estimant z comme la solution de :
min
z
∥∥∥∥∥∥∥∥∥
 I
1
...
Im
− ρ
dz


−s11 + s
1
3(u−u0)
f −s12 +
s13(v−v0)
f
...
...
−sm1 + s
m
3 (u−u0)
f −sm2 +
sm3 (v−v0)
f
∇z + zf
 s
1
3
...
sm3


∥∥∥∥∥∥∥∥∥
2
L2(Ω)
+λ ‖z − z0‖2L2(Ω)
(7.10)
7.1.4 Modèle générique
Que la projection soit orthographique (équation (7.5)) ou perspective (équation (7.9)),
le système d’équations à résoudre est un système d’EDP quasi-linéaires de la forme :
Az∇z = bz sur Ω (7.11)
où : 
Az(u, v) =
ρ(u, v)
dz(u, v)

−s11 −s12
...
...
−sm1 −sm2

bz(u, v) =

I1(u, v)
...
Im(u, v)
− ρ(u, v)dz(u, v)

s13
...
sm3

dz(u, v) =
√‖∇z(u, v)‖2 + 1
(7.12)
si la projection est orthographique, tandis que si elle est perspective :
Az(u, v) =
ρ(u, v)
dz(u, v)

−s11 + s
1
3(u−u0)
f −s12 +
s13(v−v0)
f
...
...
−sm1 + s
m
3 (u−u0)
f −sm2 +
sm3 (v−v0)
f

bz(u, v) =

I1(u, v)
...
Im(u, v)
− ρ(u, v)z(u, v)fdz(u, v)

s13
...
sm3

dz(u, v) =
√
‖∇z(u, v)‖2 +
(
z(u,v)
f +
[
u−u0
f ,
v−v0
f
]⊤ · ∇z(u, v))2
(7.13)
Les problèmes (7.6) et (7.10) peuvent donc tous deux être réécrits sous la forme
compacte suivante :
min
z
‖Az∇z − bz‖2L2(Ω) + λ ‖z − z0‖2L2(Ω) (7.14)
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La résolution du problème en moindres carrés (7.14) n’est pas triviale, à cause de la
dépendance deAz et bz en z qui le rend non linéaire. Avant de proposer un algorithme de
type point fixe permettant de résoudre ce problème variationnel, nous analysons d’abord
sa condition d’optimalité au premier ordre.
7.1.5 Première variation
Nous étudions uniquement le problème en perspective i.e., nous choisissons les dé-
finitions (7.13) pour le problème (7.14), sachant que le problème orthographique est
légèrement plus simple.
Nous réécrivons pour cela le problème (7.14) sous forme intégrale :
min
z
E(z)︷ ︸︸ ︷∫∫
(u,v)∈Ω
‖Az(u, v)∇z(u, v)− bz(u, v)‖2 + λ [z(u, v)− z0(u, v)]2︸ ︷︷ ︸
L(u,v,z,∇z)
du dv (7.15)
où L est le lagrangien du problème en moindres carrés (7.15), défini par :
L(a, b, g, [p, q]⊤) =
∥∥∥Ag(a, b) [p(a, b), q(a, b)]⊤ − bg(a, b))∥∥∥2 + λ [g(a, b)− z0(a, b)]2
(7.16)
avec les notations standard ∇g = [p, q]⊤. Le gradient de E en z, dans la direction w, est
défini par :
〈∇E(z), w〉 = d
dt
E(z + tw)︸ ︷︷ ︸
h(t)
∣∣∣∣∣∣∣∣
t=0
(7.17)
où 〈., .〉 est le produit scalaire canonique de L2(Ω). Si z est un point critique de E , alors
h est minimale pour t = 0, et donc h′(0) = 0. On peut donc déterminer la condition
d’optimalité au premier ordre ∇E(z) = 0 en écrivant h′(0) comme un produit scalaire.
Nous notons :
E(z) = D(z) +R(z) (7.18)
où :
D(z) =
∫∫
(u,v)∈Ω
‖Az(u, v)∇z(u, v)− bz(u, v)‖2 du dv (7.19)
et :
R(z) = λ
∫∫
(u,v)∈Ω
[z(u, v)− z0(u, v)]2 du dv (7.20)
de telle sorte que :
d
dt
E(z + tw)
∣∣∣∣
t=0
=
d
dt
D(z + tw)
∣∣∣∣
t=0
+
d
dt
R(z + tw)
∣∣∣∣
t=0
(7.21)
et donc, d’après (7.17) :
∇E(z) = ∇D(z) +∇R(z) (7.22)
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Intéressons-nous dans un premier temps au terme d’attache aux données, que nous
réécrivons de la façon suivante :
D(z) =
∫∫
p∈Ω
m∑
i=1
[
Ii(p)− ρ(p) si · nz(p)
]2
︸ ︷︷ ︸
Li(nz)
dp (7.23)
où la normale nz est indicée par z pour rappeler la dépendance :
nz(p) =
1√
‖∇z(p)‖2 + Tz(p)2︸ ︷︷ ︸
dz(p)
[
−∇z(p)
Tz(p)
]
(7.24)
avec :
p =
[
u
v
]
(7.25)
et :
Tz(p) =
z(p) +
(
p− [u0, v0]⊤
)
· ∇z(p)
f
(7.26)
Pour alléger les notations, nous oublierons dorénavant les dépendances en p lorsqu’elles
sont évidentes.
Nous cherchons à calculer la première variation de D qui s’écrit, d’après la règle de
dérivation des fonctions composées :
d
dt
D(z + tw)
∣∣∣∣
t=0
=
∫∫
Ω
m∑
i=1
dnzL
i(nz) · ddtnz+twdp
∣∣∣∣
t=0
(7.27)
On obtient finalement :
d
dt
nz+tw
∣∣∣∣
t=0
= −∇z · ∇w + TzTw
dz
2 nz +
1
dz
[
−∇w
Tw
]
(7.28)
où Tw est défini par analogie à Tz (cf. équation (7.26)).
La différentielle de Li(nz) s’écrit, quant à elle :
dnzL
i(nz) = −2ρ
(
Ii − I˜i
)
si (7.29)
où :
I˜i = ρ si · nz (7.30)
est l’image « reprojetée ».
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En combinant les expressions (7.27), (7.28) et (7.29), et en développant l’expression
de Tw, nous obtenons finalement :
d
dt
D(z + tw)
∣∣∣∣
t=0
= 2
∫∫
Ω
 m∑
i=1
I˜i
(
Ii − I˜i
)
dz
2

︸ ︷︷ ︸
fz
∇z · ∇w dp
+ 2
∫∫
Ω
 m∑
i=1
(
Ii − I˜i
)
dz
((
I˜iTz
fdz
− ρs
i
3
f
)[
u− u0
v − v0
]
+ ρ
[
si1
si2
])
︸ ︷︷ ︸
gz
·∇w dp
+ 2
∫∫
Ω
 m∑
i=1
(
Ii − I˜i
)
fdz
(
I˜iTz
dz
− ρ si3
)
︸ ︷︷ ︸
hz
w dp (7.31)
D’après la formule de Green, (7.31) se réécrit 3 :
d
dt
D(z + tw)
∣∣∣∣
t=0
= 2
∫∫
Ω
w [hz −∇ · (fz∇z + gz)] dp+ 2
∮
∂Ω
w (fz∇z + gz) · µdp
(7.32)
où ∂Ω est la frontière de l’ouvert Ω, et µ est la normale à ∂Ω, unitaire et sortante. En
utilisant la définition (7.17), on peut identifier ∇D dans (7.32) :
∇D(z) =
{
2 [hz −∇ · (fz∇z + gz)] sur Ω
2 (fz∇z + gz) · µ sur ∂Ω
(7.33)
Le calcul du gradient du terme de régularisation (7.20) est classique, et donne :
∇R(z) = 2λ (z − z0) sur Ω (7.34)
D’après (7.22), (7.33) et (7.34) :
∇E(z) =
{
2 [hz −∇ · (fz∇z + gz)] + 2λ (z − z0) sur Ω
2 (fz∇z + gz) · µ sur ∂Ω
(7.35)
Pour éliminer l’intégrale de bord dans (7.32), il faut soit faire en sorte que la fonction
(fz∇z + gz)·µ soit orthogonale à toute fonction w (forme faible du principe variationnel),
soit faire en sorte que cette fonction s’annule sur ∂Ω (forme forte), ce qui est possible soit
en imposant z ≡ 0 (condition de type Dirichlet), soit en imposant imposer la condition
naturelle au bord oblique :
(fz∇z + gz) · µ = 0 sur ∂Ω (7.36)
3. Pour pouvoir écrire (7.32), il faut une hypothèse plus forte sur la régularité de z que la simple
appartenance à l’espace de Sobolev W1,2(Ω), par exemple z ∈ C2(Ω). Nous remplacerons dans le para-
graphe 7.2.2 cette hypothèse trop forte par une contrainte sur le caractère borné des variations de z.
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Cette condition au bord, de type Neumann, est difficile à manipuler car elle dépend de z
de façon non linéaire. Dans les schémas numériques présentés plus loin, traitant du cas
discret, la condition au bord naturelle est cependant beaucoup plus simple.
La condition d’optimalité au premier ordre s’écrit donc finalement :{
∇ · (fz∇z)− λz = hz −∇ · gz − λz0 sur Ω
(fz∇z + gz) · µ = 0 sur ∂Ω sur ∂Ω
(7.37)
Lorsque fz est de signe constant, l’équation (7.37) est une EDP non linéaire décri-
vant l’état stationnaire d’une équation de réaction-diffusion. Malheureusement, cette
propriété n’est pas garantie, ce qui suggère l’utilisation d’une méthode fondée sur une
descente de gradient. Dans [216], nous avons utilisé une descente de type quasi-Newton
(BFGS) pour résoudre l’équation (7.37). Il est difficile, et même impossible, de montrer
la convexité du problème en moindres carrés (7.15), donc la convergence de la descente
n’est pas garantie [168]. Cependant, en déterminant le pas de descente par une recherche
linéaire avec retour arrière (backtracking line search), la convergence n’est généralement
pas mise en défaut [162], comme cela est illustré sur la figure 7.2, où nous avons appli-
qué cette descente aux images de la figure 7.1, en choisissant une condition au bord de
type Dirichlet. Pour comprendre pourquoi la descente se comporte bien dans le cas de
notre problème, il faudrait étudier la seconde variation de E , par exemple en calculant
la condition faible de Legendre. Cette étude est laissée en perspective. Nous choisissons
plutôt de nous concentrer, dans le prochain paragraphe, sur l’utilisation de schémas nu-
mériques efficaces pour résoudre le problème (7.14). Nous allons voir qu’une approche
fondée sur un algorithme de point fixe permet d’éliminer les non linéarités.
(a) (b) (c)
Figure 7.1 – (a) Surface peaks de Matlab, de fonction de profondeur zp. (b)-(c) Deux
images (parmim = 50), de taille 64×64, de cette surface vue en perspective (f = −1000).
Pour simuler les images, nous avons fixé ρ ≡ 255 et choisi aléatoirementm = 50 directions
d’éclairage uniformément réparties sur l’hémisphère nord de la sphère unité. Nous avons
ensuite ajouté aux images un bruit gaussien, de moyenne nulle et d’écart-type σ égal à
10% de la valeur maximale ‖i‖∞ = 255 des niveaux de gris.
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σ = 0.01 ‖i‖∞
σ = 0.05 ‖i‖∞
σ = 0.1 ‖i‖∞
σ = 0.25 ‖i‖∞
(a)
(b) (c)
Figure 7.2 – (a) Évolution de l’énergie E(z) (cf. (7.15)) au cours des itérations de la des-
cente (BFGS), pour plusieurs valeurs de l’écart-type σ du bruit gaussien sur les images,
en appliquant la stéréophotomémétrie en moindres carrés aux images de la figure 7.1,
avec une condition au bord de type Dirichlet homogène. Dans chaque test, la descente
converge très rapidement. (b)-(c) Reliefs estimés à la convergence de la descente, pour
σ = 0, 1‖i‖∞ et σ = 0, 25‖i‖∞. La reconstruction variationnelle en moindres carrés
s’avère très robuste au bruit : elle est optimale au sens du maximum de vraisemblance,
contrairement aux approches de la littérature.
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7.1.6 Schéma de type point fixe
Les difficultés du problème (7.14) étant principalement liées à la division par dz dans
Az et bz, nous proposons une résolution itérative où, à l’itération k + 1, dz est fixé à la
valeur estimée à l’itération k i.e., à dzk . Ceci se traduit par le schéma
4 semi-implicite
(point fixe) décrit dans l’algorithme 3 où, pourvu que la solution initiale se trouve dans
un « bon » bassin de convergence, la suite
{
zk
}
k
converge vers la solution du problème
en moindres carrés (7.14).
Algorithme 3: Itérations de point fixe pour la résolution du problème (7.14). La
mise à jour (7.41) est effectuée par l’algorithme 4. La suite
{
zk
}
k
converge vers la
solution du problème en moindres carrés (7.14).
dk(u, v) =
√√√√‖∇zk(u, v)‖2 + (zk(u, v)
f
+
[
u− u0
f
,
v − v0
f
]⊤
· ∇zk(u, v)
)2
(7.38)
Ak(u, v) =
ρ(u, v)
dk(u, v)

−s11 + s13 u−u0f −s12 + s13 v−v0f
...
...
−sm1 + sm3 u−u0f −sm2 + sm3 v−v0f
 (7.39)
bk(u, v) =
 I
1(u, v)
...
Im(u, v)
− ρ(u, v)zk(u, v)
fdk(u, v)
 s
1
3
...
sm3
 (7.40)
zk+1 = argmin
z
∑∑
(u,v)∈Ω
‖Ak(u, v)∇z(u, v)− bk(u, v)‖2 + λ [z(u, v)− z0(u, v)]2
(7.41)
L’intérêt de ce schéma de type point fixe est qu’il remplace la résolution d’un pro-
blème non linéaire par celle d’une suite de problèmes linéaires. En effet, puisqueAk et bk
sont indépendants de z dans (7.41), la condition d’optimalité associée à ce problème est
linéaire. De plus, la prise en compte de la condition au bord non linéaire (7.36) peut être
évitée en découpant à nouveau le problème (7.41) en deux problèmes plus simples : une
estimation du gradient point par point, et l’intégration de ce gradient. Pour cela, nous
introduisons la variable auxiliaire g, et écrivons le problème (7.41) comme un problème
4. Dans l’ensemble de cette partie, nous notons, abusivement, de la même façon l’opérateur gradient
∇ dans les problèmes variationnels, et son approximation par différences finies avant à l’ordre 1 dans les
schémas numériques. Le même symbole Ω est également utilisé pour décrire un ensemble ouvert dans
les problèmes variationnels et le domaine de reconstruction discret dans les schémas numériques. Enfin,
la notation z décrit tantôt une fonction réelle sur le domaine continu Ω, tantôt l’ensemble des valeurs
prises par cette fonction sur le domaine de reconstruction discret Ω.
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d’optimisation sous contrainte :
(
zk+1,gk+1
)
= argmin
z,g
∑∑
(u,v)∈Ω
‖Ak(u, v)g(u, v)− bk(u, v)‖2 + λ [z(u, v)− z0(u, v)]2
s.c. g = ∇z
(7.42)
La solution de (7.42) peut alors être calculée par un schéma ADMM 5, comme cela
est indiqué dans l’algorithme 4.
Algorithme 4: Itérations de type ADMM pour résoudre le problème (7.42). La
mise à jour (7.43) est donnée explicitement par (7.46), tandis que (7.44) est un
problème d’intégration (cf. chapitre 2). La suite
{
zk,l
}
l
converge vers la solution
zk+1 du problème en moindres carrés (7.41).
gk,l+1(u, v) = argmin
g
‖Ak(u, v)g− bk(u, v)‖2 + α‖g−
(
∇zk,l(u, v)− ek,l(u, v)
)
‖2
(7.43)
zk,l+1 = argmin
z
λ
∑∑
(u,v)∈Ω
[z(u, v)− z0(u, v)]2
+ α
∑∑
(u,v)∈Ω
∥∥∥∇z(u, v)− (gk,l+1(u, v) + ek,l(u, v))∥∥∥2 (7.44)
ek,l+1(u, v) = ek,l(u, v) + gk,l+1(u, v)−∇zk,l+1(u, v) (7.45)
La mise à jour (7.43) s’écrit sous forme explicite :
gk,l+1(u, v) =
(
Ak(u, v)⊤Ak(u, v) + αI2
)−1
︸ ︷︷ ︸
Bk(u,v)
[
Ak(u, v)⊤bk(u, v)
+α
(
∇zk,l(u, v)− ek,l(u, v)
)]
(7.46)
où la matrice Bk(u, v) peut être déterminée analytiquement, puisqu’elle est l’inverse
d’une matrice 2× 2.
Le problème (7.44) est un problème d’intégration, dont nous avons discuté la réso-
lution dans le chapitre 2. La matrice du système linéaire correspondant à ce problème
d’intégration étant la même à chaque itération l, on a intérêt à choisir la résolution par
gradient conjugué préconditionné.
Contrairement à l’approche présentée dans le paragraphe 7.1.5, le seul moment où
une condition au bord doit être prise en compte est celui de la résolution du problème
5. On rappelle que ce schéma converge avec un taux ergodique pour toute valeur du paramètre α [235].
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d’intégration. En réalité, comme cela a été discuté dans le chapitre 2, on peut ne pas
utiliser explicitement de condition au bord pour résoudre le sous-problème de l’intégra-
tion, en écrivant la condition d’optimalité associée au problème discret (7.44) 6, et en
appliquant la méthode présentée dans le paragraphe 2.3.3.
7.1.7 Cas où l’albédo est inconnu
Si l’albédo est connu, l’algorithme 3 converge vers une solution z du problème en
moindres carrés (7.14). Pour estimer simultanément l’albédo et la normale, il faut rem-
placer (7.14) par :
min
z,ρ
‖Az,ρ∇z − bz,ρ‖2L2(Ω) + λ ‖z − z0‖2L2(Ω) (7.47)
où Az,ρ et bz,ρ sont deux champs, respectivement matriciel et vectoriel, qui dépendent
de l’albédo inconnu :
Az,ρ(u, v) =
ρ(u, v)
dz(u, v)

−s11 + s
1
3(u−u0)
f −s12 +
s13(v−v0)
f
...
...
−sm1 + s
m
3 (u−u0)
f −sm2 +
sm3 (v−v0)
f

bz,ρ(u, v) =

I1(u, v)
...
Im(u, v)
− ρ(u, v)z(u, v)fdz(u, v)

s13
...
sm3

(7.48)
Le problème (7.47) est convexe vis-à-vis de ρ : pour résoudre (7.47), nous pouvons
donc utiliser un schéma d’optimisation à direction de descente bi-alternée (voir e.g.,
le paragraphe 9.2 dans [34]). Ceci revient à alterner des phases d’estimation de ρ à
z fixé, et de z à ρ fixé. Lorsque z est fixé, ρ est aisément déterminé à partir de la
condition nécessaire 7 d’optimalité en ρ associée à (7.47). Il suffit ainsi d’ajouter, à la fin
de l’algorithme 3, l’étape suivante :
ρk+1(u, v) = dk(u, v)
m∑
i=1
Ii(u, v) si ·
 −∇zk+1(u, v)
zk+1(u,v)
f +
[
u−u0
f ,
v−v0
f
]⊤ · ∇zk+1(u, v)

m∑
i=1
si ·
 −∇zk+1(u, v)
zk+1(u,v)
f +
[
u−u0
f ,
v−v0
f
]⊤ · ∇zk+1(u, v)
2
(7.49)
Pour valider expérimentalement le schéma numérique proposé, nous l’appliquons au
jeu de données Beethoven (cf. figure 7.3). Les paramètres internes de l’appareil photo-
graphique n’étant pas connus, nous avons arbitrairement fixé le point principal au centre
de l’image, et la focale à f = −2000 (l’unité étant le pixel). Nous avons également fixé
6. Ceci peut s’interpréter en termes de discrétisation par éléments finis, plutôt que par différences
finies.
7. Cette condition est ici suffisante, le problème (7.47) étant convexe vis-à-vis de ρ.
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z0 = 2f , λ = 10−9 (faible importance donnée à l’a priori sur la profondeur), α = 0, 1
(paramètre ADMM), et avons choisi comme critère d’arrêt pour les algorithmes itératifs
un écart relatif moyen sur z, entre deux itérations successives, inférieur à 10−3. Dans
cette expérience, les sous-itérations ADMM convergent au plus en l = 3 itérations, et la
convergence globale est atteinte en k = 4 itérations de point fixe (moins d’une seconde
sur un processeur I7 récent).
Figure 7.3 – Estimations de l’albédo (première ligne) et du relief (deuxième ligne),
aux itérations k = 0, k = 2 et k = 4 (convergence) de la variante de l’algorithme 3
appliquée aux trois images du buste de Beethoven de la figure 1.2. L’approche variation-
nelle en moindres carrés proposée fournit des résultats comparables à ceux obtenus avec
l’approche classique (cf. figures 1.2-e et 1.2-g).
Le schéma numérique proposé est donc très rapide, et fournit des résultats quali-
tativement comparables à l’approche « classique », qui consiste à d’abord estimer les
normales et l’albédo en moindres carrés, puis à intégrer (toujours en moindres carrés) le
champ de normales estimé. Avec cette approche, la donnée du problème d’intégration est
le résultat de l’étape d’estimation des normales, qui peut être biaisée. L’approche pro-
posée, qui ne minimise que l’erreur de reprojection, permet d’éviter toute propagation
de biais inhérente aux algorithmes en plusieurs étapes. Outre qu’elle garantit « l’op-
timalité » des estimations de la profondeur et de l’albédo, un avantage important de
l’approche variationnelle est sa flexibilité. En effet, nous allons voir dans le prochain
paragraphe qu’il est aisé d’étendre la formulation en moindres carrés pour améliorer la
robustesse de l’estimation. De plus, on peut garantir la régularité « par morceaux » du
relief et de l’albédo, en cherchant ces fonctions dans l’espace des fonctions à variations
bornées BV (Ω), plutôt que dans l’espace de Sobolev W1,2(Ω).
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7.2 Estimation robuste du relief et de l’albédo
Conformément au raisonnement que nous avons mené dans le chapitre 1, nous sug-
gérons pour garantir une certaine robustesse :
• de modéliser explicitement les ombres propres au moyen d’une approximation dif-
férentiable de l’opérateur max (cf. paragraphe 1.3.5) ;
• d’estimer l’éclairage « ambiant » (cf. paragraphe 1.3.1) ;
• de remplacer les moindres carrés par un estimateur robuste, e.g. la norme 1 :
robustesse aux ombres portées et aux reflets brillants (cf. paragraphe 1.3.4), ainsi
qu’aux discontinuités de profondeur (cf. paragraphe 2.4.2).
En procédant de la sorte, nous souhaitons parvenir à reformuler le problème d’esti-
mation robuste du relief et de l’albédo présenté dans la partie I comme un seul et unique
problème variationnel. Les outils introduits pour l’estimation robuste des normales et
de l’albédo (prise en compte des ombres propres et de l’éclairage ambiant, et estimation
robuste par la norme 1), présentés dans le chapitre 1, doivent être associés aux méthodes
d’intégration qui ont été présentées dans le chapitre 2.
Nous allons voir que l’approche variationnelle permet d’aller encore plus loin, puis-
qu’il est naturel d’y introduire des connaissances a priori sur la régularité spatiale des
inconnues, en utilisant une régularisation appropriée.
7.2.1 Prise en compte explicite des ombres propres
Rappelons que le modèle lambertien linéaire I = ρ s · n n’est valide que si l’angle
entre s et n est inférieur à π/2 : lorsque cela n’est pas le cas, il est nécessaire d’utiliser la
formulation non linéaire I = max{0, ρ s · n} i.e., de modéliser les ombres propres. Dans
la majorité des travaux traitant des estimateurs robustes en stéréophotométrie [273,
270, 131], les ombres propres sont traitées comme des données aberrantes. Or, nous
avons vu dans le paragraphe 1.3.5 qu’il était possible de tenir explicitement compte des
ombres propres, au moyen d’une approximation différentiable de l’opérateur max. Cette
approximation peut être utilisée dans le modèle variationnel, en remplaçant le système
d’EDP quasi-linéaires (7.9) par le système d’EDP non linéaires suivant :
Ii(u, v) = ρ(u, v)M
(
c˜iz(u, v) · ∇z(u, v) + ciz,3(u, v)
)
︸ ︷︷ ︸
M iz(u,v)
, ∀i ∈ [1,m] (7.50)
où M est l’approximation différentiable de l’opérateur max :
M(x) =
ln (1 + exp(δx))
δ
(7.51)
et : 
c˜iz(u, v) =
1
dz(u,v)
−si1 + s13(u−u0)f
−si2 + s
i
3(v−v0)
f

ciz,3(u, v) =
si3z(u,v)
fdz(u,v)
(7.52)
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Le problème d’estimation en moindres carrés de z et ρ s’écrit donc :
min
z,ρ
m∑
i=1
∥∥∥Ii − ρM iz∥∥∥2
L2(Ω)
+λ ‖z − z0‖2L2(Ω) (7.53)
où M iz est défini en (7.50).
Le calcul de la première variation de l’énergie à minimiser dans le problème non
linéaire (7.53) est sensiblement le même que celui mené dans le paragraphe 7.1.5. Il
suffit en effet de remplacer la différentielle de Li(nz), définie en (7.29), par :
dnzL
i(nz) = −2ρ
(
Ii − ρM iz
) exp(δsi · nz)
1 + exp(δsi · nz)s
i (7.54)
ce qui conduit finalement à la condition nécessaire d’optimalité suivante :∇ ·
(
f¯z∇z
)
− λz = h¯z −∇ · g¯z − λz0 sur Ω
z = z0 sur ∂Ω
(7.55)
où les notations suivantes sont utilisées :
f¯z =
m∑
i=1
I˜i
(
Ii − I¯i
)
Sigm(δsi · nz)
dz
2 (7.56)
g¯z =
m∑
i=1
(
Ii − I¯i
)
Sigm(δsi · nz)
dz
((
I˜iTz
fdz
− ρs
i
3
f
)[
u− u0
v − v0
]
+ ρ
[
si1
si2
])
(7.57)
h¯z =
m∑
i=1
(
Ii − I¯i
)
Sigm(δsi · nz)
fdz
(
I˜iTz
dz
+ ρsi3
)
(7.58)
où :
I¯i = ρM iz (7.59)
I˜i = ρ si · nz (7.60)
sont les images reprojetées, respectivement, avec ou sans prise en compte des ombres
propres, et où :
Sigm(x) =
exp(x)
1 + exp(x)
(7.61)
est une fonction sigmoïde qui pondère l’influence des données susceptibles de corres-
pondre à des ombres propres.
Une première solution pour résoudre l’EDP non linéaire (7.55) consiste à utiliser
une descente de type quasi-Newton (BFGS). Comme cela est illustré sur la figure 7.4,
cette approche montre l’intérêt de la prise en compte des ombres propres : la valeur
de l’énergie est considérablement diminuée par rapport à l’approche présentée dans le
paragraphe 7.1.5, ce qui indique que les images sont « mieux expliquées ». La descente
est cependant relativement lente, et repose de plus sur une condition au bord de type
Dirichlet. Pour surmonter ces difficultés, nous allons de nouveau recourir à un algorithme
de point fixe.
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Figure 7.4 – Évolution de l’erreur de reprojection au cours des itérations de la descente
(BFGS), sur le même exemple que celui de la figure 7.1 (avec σ = 0, 1 ‖i‖∞), avec ou
sans prise en compte des ombres propres. Les images sont « mieux expliquées » en tenant
compte des ombres propres.
7.2.2 Modèle L1-TV
Pour améliorer la robustesse, il nous faut tenir compte du caractère exogène du bruit
(éclairage « ambiant »), ainsi que des données aberrantes (ombres portées et reflets
brillants). En présence d’un bruit très important sur les images, il peut être également
intéressant d’introduire une régularisation spatiale des champs estimés. Nous allons pour
cela étudier une variante régularisée du problème (7.53), fondée sur la résolution du
problème variationnel suivant 8 :
min
z,ρ,φa
1
m
m∑
i=1
∥∥∥∥∥∥∥∥I
i −
Éclairage ambiant︷︸︸︷
φa −ρ
Ombres propres︷ ︸︸ ︷
M
(
c˜iz · ∇z+ciz,3
)∥∥∥∥∥∥∥∥
L1(Ω)︸ ︷︷ ︸
Attache aux données
+λ ‖z − z0‖2L2(Ω)︸ ︷︷ ︸
Connaissance a priori
+ γz TV(z) + γρTV(ρ)︸ ︷︷ ︸
Régularisations
(7.62)
où nous rappelons que la variation totale d’une fonction g ∈ BV (Ω) peut être définie
par :
TV(g) =
∫∫
(u,v)∈Ω
‖∇g(u, v)‖du dv (7.63)
Le problème (7.62) garantit la robustesse de l’estimation du relief et de l’albédo grâce
à la prise en compte explicite de l’éclairage ambiant et des ombres propres, couplée à
l’introduction d’une connaissance a priori permettant d’éviter les dérives, à des termes
8. Nous moyennons dorénavant l’attache aux données, afin que le choix des paramètres λ, γz et γρ
soit indépendant du nombre m d’images.
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de régularisation TV garantissant un aspect lisse par morceaux, et à un terme d’at-
tache aux données L1 offrant une certaine robustesse aux données aberrantes (ombres
portées, reflets brillants, discontinuités de profondeur). Ceci n’est bien entendu possible
qu’au prix de l’introduction de paramètres (δ, λ, γz, et γρ), mais nous verrons dans le
paragraphe 7.2.7 qu’aucun de ces paramètres n’est critique.
Nous pouvons donner une interprétation bayésienne au problème (7.62), en utili-
sant un raisonnement inspiré des travaux de Mumford [183]. Pour cela, nous proposons
d’estimer (z, ρ, φa) comme le maximum a posteriori de la distribution :
P(z, ρ, φa|i) = P(i|z, ρ, φa)P(z, ρ, φa)P(i) (7.64)
où P(i) est la probabilité marginale de i, qui peut être négligée puisqu’elle est constante
et ne joue donc aucun rôle dans l’estimation par maximum a posteriori (MAP). La
probabilité a priori P(z, ρ, φa) se factorise en P(z, ρ, φa) = P(φa|z, ρ)P(z, ρ). Le relief
de la surface étant indépendant du matériau dont elle est constituée 9 , on peut écrire :
P(z, ρ) = P(z)P(ρ) (7.65)
Contrairement à z et à ρ, φa n’a pas de signification physique : cette variable représente
seulement l’espérance du bruit de mesure en chaque pixel. On peut donc, pour simplifier,
supposer qu’elle est indépendante de z et de ρ 10, de telle sorte que P(φa|z, ρ) = P(φa),
et que finalement :
P(z, ρ, φa) = P(z)P(ρ)P(φa) (7.66)
En calculant l’opposé du logarithme de l’expression (7.64), la maximisation de la
probabilité a posteriori est équivalente à la minimisation de :
E(z, ρ, φa) = −lnP(i|z, ρ, φa)− lnP(z)− lnP(ρ)− lnP(φa) (7.67)
Le modèle Ii = φa+max{0, ρ si ·n}, i ∈ [1,m], n’est bien sûr pas exactement vérifié
avec des images réelles : le bruit inhérent à l’acquisition des images empêche l’égalité.
Nous supposons dans la suite que les résidus en chaque pixel sont indépendants et iden-
tiquement distribués selon une loi de Laplace centrée en φa. Ceci permet d’autoriser
certaines données aberrantes telles que les ombres portées ou les reflets brillants. La
vraisemblance est donc proportionnelle à 11 :
P(i|z, ρ, φa) ∝ exp
{
− 1
m
m∑
i=1
∥∥∥Ii − φa − ρM(c˜iz · ∇z + ciz,3)∥∥∥
L1(Ω)
}
(7.68)
9. Ceci peut sembler évident, mais il s’agit bien d’une des clés permettant de dépasser un certain
nombre de limites de l’approche classique de la stéréophotométrie.
10. Cela n’est pas le cas en réalité, car φa modélise, entre autres choses, les réflexions mutuelles
provoquées par les concavités de la surface. Cependant, dans notre cas, cette variable ne joue qu’un rôle
de variable « cachée » : il est donc assez raisonnable de la découpler des autres variables.
11. Nous négligeons les constantes de normalisation dans les probabilités, puisqu’elles ne jouent pas
de rôle dans l’estimation MAP.
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La surface observée peut présenter des arêtes, voire des discontinuités de profondeur.
On connaît de plus une approximation z0 de la profondeur. Il est donc naturel de choi-
sir comme a priori sur la profondeur une régularisation de type variation totale (TV),
couplée à un a priori gaussien z0 :
P(z) ∝ exp
{
−
[
γz TV(z) + λ ‖z − z0‖2L2(Ω)
]}
(7.69)
Nous supposons également que l’albédo est lisse par morceaux (texture de type « Ar-
lequin »), ce qui est un a priori souvent rencontré sous la forme d’une contrainte sur
l’entropie de sa distribution [9], voire sur le caractère fini de l’ensemble des valeurs qu’il
peut prendre [11]. Le caractère lisse par morceaux correspond également à un a priori
TV :
P(ρ) ∝ exp {−γρTV(ρ)} (7.70)
Enfin, φa est une variable auxiliaire qui compense le caractère endogène du bruit. On
peut difficilement faire une hypothèse a priori sur cette variable, donc nous choisissons
un a priori impropre (improper prior) :
P(φa) = constante (7.71)
D’après (7.67), (7.68), (7.69), (7.70) et (7.71), l’estimateur du maximum a posteriori
de (z, ρ, φa) est effectivement la solution du problème L1-TV (7.62).
Bien qu’il semble offrir une solution optimale en termes de robustesse, le problème
(7.62) peut paraître difficile à résoudre de prime abord. En réalité, la stratégie consistant
à « diviser pour mieux régner », qui vise à s’approcher itérativement de la solution de
(7.62) en séparant l’estimation en sous-problèmes plus faciles à résoudre, peut être mise
en place assez aisément. Nous proposons pour cela une combinaison d’itérations ADMM
et de type point fixe, schématisée par les quatre étapes suivantes :
1. Le problème L1-TV (7.62) est d’abord transformé en un problème L1-L2 par
ADMM (cf. paragraphe 7.2.3).
2. Ce problème L1-L2 est ensuite lui-même transformé en un problème L2-L2, tou-
jours par ADMM (cf. paragraphe 7.2.4).
3. Ce problème L2-L2 est à nouveau séparé en trois sous-problèmes, où les estimations
de z, ρ et φa sont découplées. Les mises à jour de ρ et de φa sont alors effectuées
explicitement (cf. paragraphe 7.2.5).
4. Le problème L2-L2 non linéaire d’estimation de z est finalement séparé, via un
algorithme de point fixe couplé à des itérations ADMM, en un problème d’esti-
mation non linéaire à deux paramètres, que l’on peut résoudre par la méthode
de Levenberg-Marquardt, et un problème quadratique fournissant une mise à jour
explicite de z (cf. paragraphe 7.2.6).
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7.2.3 Itérations ADMM pour le problème L1-TV (7.62)
Nous commençons par introduire des variables auxiliaires pour transformer la ré-
gularisation TV, qui est une régularisation globale, en une régularisation locale. Nous
remplaçons pour cela le problème (7.62) en un problème sous contraintes 12 :
min
z,ρ,φa
gz ,gρ
1
m
m∑
i=1
∑∑
(u,v)∈Ω
∣∣∣∣∣Ii(u, v)− φa(u, v)− ρ(u, v)M iz(u, v)
∣∣∣∣∣
+λ
∑∑
(u,v)∈Ω
[z(u, v)− z0(u, v)]2 + γz
∑∑
(u,v)∈Ω
‖gz(u, v)‖+ γρ
∑∑
(u,v)∈Ω
‖gρ(u, v)‖
s.c.
{
gz = ∇z
gρ = ∇ρ
(7.72)
La solution du problème (7.72) peut être estimée au moyen d’un schéma ADMM, consis-
tant en la suite d’itérations suivante :
gk+1z (u, v) = mingz
γz‖gz‖+ αz‖gz −∇zk(u, v) + ekz(u, v)‖, ∀(u, v) ∈ Ω (7.73)
gk+1ρ (u, v) = mingρ
γρ‖gρ‖+ αρ‖gρ −∇ρk(u, v) + ekρ(u, v)‖, ∀(u, v) ∈ Ω (7.74)(
zk+1, ρk+1, φk+1a
)
= argmin
z,ρ,φa
1
m
m∑
i=1
∑∑
(u,v)∈Ω
∣∣∣Ii(u, v)− φa(u, v)− ρ(u, v)M iz(u, v)∣∣∣
+ λ
∑∑
(u,v)∈Ω
[z(u, v)− z0(u, v)]2 + αz
∑∑
(u,v)∈Ω
∥∥∥∇z(u, v)− gk+1z (u, v)− ekz(u, v)∥∥∥2
+ αρ
∑∑
(u,v)∈Ω
∥∥∥∇ρ(u, v)− gk+1ρ (u, v)− ekρ(u, v)∥∥∥2 (7.75)
ek+1z (u, v) = e
k
z(u, v) + g
k+1
z (u, v)−∇zk+1(u, v), ∀(u, v) ∈ Ω (7.76)
ek+1ρ (u, v) = e
k
ρ(u, v) + g
k+1
ρ (u, v)−∇ρk+1(u, v), ∀(u, v) ∈ Ω (7.77)
pour toutes valeurs positives de αz et αρ, qui influencent principalement la vitesse de
convergence.
En remarquant que la solution d’un problème de la forme :
min
x∈Rn
‖x‖+ 1
2η
‖x− a‖2 (7.78)
est donnée explicitement par l’opérateur de « seuillage doux » (shrinkage) :
Shrη (a) = max
{
0, 1− η‖a‖
}
a (7.79)
dont l’effet est illustré sur la figure 7.5, le schéma de résolution est finalement donné
par l’algorithme 5, où la difficulté principale consiste en un problème L1-L2 global, dont
nous détaillons la résolution dans les prochains paragraphes.
12. Dans cette partie consacrée aux schémas numériques, nous utiliserons les formulations discrètes
des problèmes variationnels.
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Figure 7.5 – Effet de l’opérateur de seuillage doux (7.79).
Algorithme 5: Schéma ADMM pour la résolution du problème L1-TV (7.72).
Les mises à jour (7.80) et (7.81) sont réalisées par seuillage doux (cf. (7.79)). Le
problème L1-L2 (7.82) peut être résolu par l’algorithme 6. La suite
{
(zk, ρk, φka)
}
k
converge vers la solution (z, ρ, φa) de (7.62) lorsque k →∞.
gk+1z (u, v) = Shr γz
2αz
(
∇zk(u, v)− ekz(u, v)
)
(7.80)
gk+1ρ (u, v) = Shr γρ
2αρ
(
∇ρk(u, v)− ekρ(u, v)
)
(7.81)
(
zk+1, ρk+1, φk+1a
)
= argmin
z,ρ,φa
1
m
m∑
i=1
∑∑
(u,v)∈Ω
∣∣∣Ii(u, v)− φa(u, v)− ρ(u, v)M iz(u, v)∣∣∣
+ λ
∑∑
(u,v)∈Ω
[z(u, v)− z0(u, v)]2 + αz
∑∑
(u,v)∈Ω
∥∥∥∇z(u, v)− gk+1z (u, v)− ekz(u, v)∥∥∥2
+ αρ
∑∑
(u,v)∈Ω
∥∥∥∇ρ(u, v)− gk+1ρ (u, v)− ekρ(u, v)∥∥∥2 (7.82)
ek+1z (u, v) = e
k
z(u, v) + g
k+1
z (u, v)−∇zk+1(u, v) (7.83)
ek+1ρ (u, v) = e
k
ρ(u, v) + g
k+1
ρ (u, v)−∇ρk+1(u, v) (7.84)
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7.2.4 Itérations ADMM pour le problème L1-L2 (7.82)
Le problème L1-L2 (7.82) peut être simplifié en étant transformé en un problème
d’optimisation sous contrainte :

(
zk+1, ρk+1, φk+1a , r
k+1
)
= argmin
z,ρ,φa
r
1
m
m∑
i=1
∑∑
(u,v)∈Ω
∣∣∣ri(u, v)∣∣∣+ λ∑∑
(u,v)∈Ω
[z(u, v)− z0(u, v)]2
+αz
∑∑
(u,v)∈Ω
∥∥∥∇z(u, v)− gk+1z (u, v)− ekz(u, v)∥∥∥2
+αρ
∑∑
(u,v)∈Ω
∥∥∥∇ρ(u, v)− gk+1ρ (u, v)− ekρ(u, v)∥∥∥2
s.c. ri(u, v) = Ii(u, v)− φa(u, v)− ρ(u, v)M iz(u, v)
(7.85)
Le problème (7.85) peut lui aussi être résolu par un schéma ADMM (cf. l’algo-
rithme 6). Il suffit pour cela d’alterner des opérations de seuillage doux local (7.86) avec
des estimations globales en moindres carrés (7.87), qui sont décrites dans le prochain
paragraphe.
Algorithme 6: Schéma ADMM pour transformer le problème L1-L2 (7.85) en
un problème L2-L2 (7.87). La suite
{
(zk,l, ρk,l, φk,la )
}
l
converge vers la solution
(zk+1, ρk+1, φk+1a ) de (7.82) lorsque l→∞.
ri,l+1(u, v) = Shr 1
2mα
L1
(
Ii(u, v)− φk,la (u, v)− ρk,l(u, v)M izk,l(u, v)
)
(7.86)(
zk,l+1, ρk,l+1, φk,l+1a
)
= argmin
z,ρ,φa
λ
∑∑
(u,v)∈Ω
[z(u, v)− z0(u, v)]2
+ αz
∑∑
(u,v)∈Ω
∥∥∥∇z(u, v)− gk+1z (u, v)− ekz(u, v)∥∥∥2
+ αρ
∑∑
(u,v)∈Ω
∥∥∥∇ρ(u, v)− gk+1ρ (u, v)− ekρ(u, v)∥∥∥2
+
αL1
m
m∑
i=1
∑∑
(u,v)∈Ω
[
ri,l+1(u, v)− Ii(u, v) + φa(u, v) + ρ(u, v)M iz(u, v) + si,l(u, v)
]2
(7.87)
si,l+1(u, v) = si,l(u, v) + ri,l+1(u, v)− Ii(u, v) + φk,l+1a (u, v) + ρk,l+1(u, v)M izk,l+1(u, v)
(7.88)
249
CHAPITRE 7. RÉSOLUTION VARIATIONNELLE DE LA
STÉRÉOPHOTOMÉTRIE DIFFÉRENTIELLE
7.2.5 Optimisation alternée pour le problème L2-L2 (7.87)
Le problème (7.87) est convexe en ρ et φa. On peut donc utiliser un algorithme
d’optimisation alternée, comme cela est décrit dans l’algorithme 7, où, pour alléger les
notations, nous avons utilisé la variable auxiliaire :
ti,l(u, v) = Ii(u, v)− ri,l+1(u, v)− si,l(u, v) (7.89)
Algorithme 7: Optimisation alternée pour la résolution du problème (7.87). Le
problème quadratique (7.91) est résolu par gradient conjugué préconditionné [152],
le problème (7.92) admet la solution analytique (7.93), et le problème (7.90) est
résolu par l’algorithme 8. La suite
{
(zk,l,p+1, ρk,l,p+1, φk,l,p+1a )
}
p
converge vers la
solution (zk,l+1, ρk,l+1, φk,l+1a ) de (7.87) lorsque p→∞.
zk,l,p+1 = argmin
z
λ
∑∑
(u,v)∈Ω
[z(u, v)− z0(u, v)]2
+ αz
∑∑
(u,v)∈Ω
∥∥∥∇z(u, v)− gk+1z (u, v)− ekz(u, v)∥∥∥2
+
αL1
m
m∑
i=1
∑∑
(u,v)∈Ω
[
ρk,l,p(u, v)M iz(u, v)− ti,l(u, v) + φk,l,pa (u, v)
]2
(7.90)
ρk,l,p+1 = argmin
ρ
αρ
∑∑
(u,v)∈Ω
∥∥∥∇ρ(u, v)− gk+1ρ (u, v)− ekρ(u, v)∥∥∥2
+
αL1
m
m∑
i=1
∑∑
(u,v)∈Ω
[
ρM izk,l,p+1(u, v)− ti,l(u, v) + φk,l,pa (u, v)
]2
(7.91)
φk,l,p+1a = argmin
φa
αL1
m
m∑
i=1
∑∑
(u,v)∈Ω
[
φa − ti,l(u, v) + ρk,l,p+1(u, v)M izk,l,p+1(u, v)
]2
(7.92)
La condition d’optimalité associée au problème (7.92) d’estimation de l’éclairage
ambiant admet la solution analytique suivante :
φk,l,p+1a =
1
m
m∑
i=1
(
ti,l − ρk,l,p+1M izk,l,p+1
)
(7.93)
Le problème (7.91) (estimation de l’albédo) est un problème quadratique similaire
au problème de l’intégration en moindres carrés avec a priori à l’ordre 0 (cf. chapitre 2).
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La condition d’optimalité associée s’écrit :
∆ρ−
(
α
L1
mαρ
m∑
i=1
(
M izk,l,p+1
)2)
ρ = ∇ ·
(
gk+1ρ + e
k
ρ
)
− αL1mαρ
∑m
i=1
(
ti,l − φk,l,pa
)
M i
zk,l,p+1
(7.94)
avec une condition naturelle au bord, qui est ici une condition de type Neumann similaire
à la condition naturelle de l’intégration.
La matrice du système linéaire résultant de la discrétisation de (7.94) est creuse,
symétrique, définie positive. Le système peut donc être résolu efficacement par gradient
conjugué préconditionné [152].
7.2.6 Itérations de point fixe pour le problème L2-L2 non linéaire (7.90)
Afin de transformer le problème en moindres carrés non linéaires (7.90) en un pro-
blème en moindres carrés linéaires, nous utilisons un schéma de point fixe, qui est décrit
dans l’algorithme 8.
Algorithme 8: Itérations de point fixe pour la résolution du problème (7.90). Les
fonctions c˜iz et c
i
z,3 sont définies en (7.52), et la mise à jour (7.97) est détaillée dans
l’algorithme 9.
c˜i,q+1(u, v) = c˜izk,l,p,q(u, v) (7.95)
ci,q+13 (u, v) = c
i
zk,l,p,q,3(u, v) (7.96)
zk,l,p,q+1 = argmin
z
λ
∑∑
(u,v)∈Ω
[z(u, v)− z0(u, v)]2
+ αz
∑∑
(u,v)∈Ω
∥∥∥∇z(u, v)− gk+1z (u, v)− ekz(u, v)∥∥∥2
+
αL1
m
m∑
i=1
∑∑
(u,v)∈Ω
[
ρk,l,p(u, v)M
(
c˜i,q+1(u, v) · ∇z(u, v) + ci,q+13 (u, v)
)
− ti,l(u, v) + φk,l,pa (u, v)
]2
(7.97)
À chaque itération de point fixe, on peut enfin séparer une dernière fois le problème
en deux sous-problèmes plus faciles à résoudre : un problème d’estimation de deux para-
mètres réels en moindres carrés non linéaires, et un problème d’intégration en moindres
carrés d’un champ de gradient. Pour réaliser cette séparation, le problème (7.97) est
transformé en un problème d’optimisation sous contrainte, qui est résolu au moyen d’un
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nouveau (et dernier) schéma ADMM (cf. algorithme 9) :

min
z,g
λ
∑∑
(u,v)∈Ω
[z(u, v)− z0(u, v)]2 + αz
∑∑
(u,v)∈Ω
∥∥∥∇z(u, v)− gk+1z (u, v)− ekz(u, v)∥∥∥2
+
αL1
m
m∑
i=1
∑∑
(u,v)∈Ω
[
ρk,l,p(u, v)M
(
c˜i,q+1(u, v) · g(u, v) + ci,q+13 (u, v)
)
−ti,l(u, v) + φk,l,pa (u, v)
]2
s.c. g = ∇z
(7.98)
Algorithme 9: Schéma ADMM pour la résolution du problème (7.98). La mise à
jour (7.99) est réalisée par une descente de type Levenberg-Marquardt, et (7.100)
par gradient conjugué préconditionné.
gr+1(u, v) = argmin
g
αL1
m
m∑
i=1
[
ρk,l,p(u, v)
δ
ln
(
1 + exp
{
δc˜i,q+1(u, v) · g
+δci,q+13 (u, v)
})
− ti,l(u, v) + φk,l,pa (u, v)
]2
+ αg
∥∥∥g−∇z(u, v) + sr+1(u, v)∥∥∥2 (7.99)
zk,l,p,q,r+1 = argmin
z
λ
∑∑
(u,v)∈Ω
[z(u, v)− z0(u, v)]2
+ αz
∑∑
(u,v)∈Ω
∥∥∥∇z(u, v)− gk+1z (u, v)− ekz(u, v)∥∥∥2
+ αg
∑∑
(u,v)∈Ω
∥∥∥∇z(u, v)− gr+1(u, v)− sr+1(u, v)∥∥∥2 (7.100)
sr+1(u, v) = sr(u, v) + gr+1(u, v)−∇zk,l,p,q,r+1(u, v) (7.101)
Chaque sous-problème dans l’algorithme 9 peut enfin être résolu directement. Le
problème (7.99) peut être résolu itérativement en chaque point par une descente de
type Levenberg-Marquardt, tandis que le problème (7.100) est un problème quadratique
dont la condition d’optimalité fournit un système linéaire de matrice symétrique, définie
positive. Nous résolvons à nouveau ce système par la méthode du gradient conjugué
préconditionné [152].
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Remarquons qu’à chaque itération de l’algorithme 9, une estimation du gradient de
profondeur est effectuée, puis ce gradient est intégré :
• L’estimation du gradient tient compte à la fois des données et du résultat des
estimations précédentes : l’influence respective de ces deux termes est pondérée
par les paramètres αL1 et αg.
• L’intégration est réalisée en combinant la connaissance a priori (pondérée par λ),
l’estimation précédente (pondérée par αg) et la régularisation TV (pondérée par
αz). Le terme ekz représente de plus la parcimonie de l’estimation, qui permet de
retrouver les discontinuités de profondeur.
Remarquons que cette façon de procéder donne un cadre formel moins empirique à la mé-
thode présentée dans [276], qui alterne une phase d’estimation locale du gradient (« local
shaping ») et de propagation/intégration de cette estimation locale (« global blending »).
Dans [276], le problème est formulé au moyen de concepts issus de la géométrie discrète
(sommets, arêtes, etc.) : autant ce formalisme est intéressant pour le rendu, ou pour la
reconstruction multi-vues, autant il est avantageusement remplacé par celui des EDP,
dans le cas où le domaine de reconstruction est une grille discrète régulière.
La figure 7.6 confirme expérimentalement les bonnes propriétés de convergence du
schéma numérique proposé, qui combine point fixe et itérations ADMM. De plus, comme
cela est illustré sur la figure 7.7, la combinaison des différentes façons d’améliorer la
robustesse fournit des résultats nettement supérieurs à l’estimation en moindres carrés.
0 5 10 15 20 25 30 35 403
3.5
4
4.5
5
5.5
6
6.5x 10
5
k
E
(z
)
Figure 7.6 – Évolution de l’énergie du problème variationnel (7.62) au cours des itéra-
tions de point fixe, pour le test de la figure 7.7. Le schéma proposé semble converger à une
vitesse raisonnable (les 40 itérations sont effectuées en deux minutes sur un processeur
I7 récent).
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Figure 7.7 – Vues de profil des reconstructions 3D variationnelles en moindres carrés (à
gauche) et avec l’approche L1-TV proposée (à droite), à partir dem = 141 photographies
d’une pelote de laine (cf. figure 2.13 : les m = 141 images sont choisies aléatoirement
parmi les 2812 photographies du jeu de données utilisé dans [273]). Nous avons utilisé
γz = 10−7, γρ = 10−2, f = −1000, z0 ≡ 2f et λ = 10−9. Ce résultat est comparable à
celui de la figure 2.13, mais en utilisant vingt fois moins d’images ! La nouvelle approche,
qui est itérative, est cependant beaucoup plus lente (deux minutes pour traiter ces 141
images, contre moins d’une minute pour traiter 2812 images avec l’approche classique).
7.2.7 Analyse des paramètres
L’algorithme 5, qui décrit la résolution du problème L1-TV (7.62), comporte un
certain nombre de paramètres, qu’il peut sembler difficile d’ajuster. En réalité, aucun de
ces paramètres n’est critique :
• γz, γρ et sont des hyper-paramètres choisis par l’utilisateur, qui contrôlent les régu-
larisations TV des champs scalaires z et ρ. Nous avons vu, dans la première partie
de ce mémoire, que la résolution robuste de la stéréophotométrie était possible sans
régularisation. La plupart du temps, ces paramètres peuvent donc être fixés à des
valeurs très faibles, ce qui suffira à éliminer les artéfacts.
• λ est un autre hyper-paramètre, qui contrôle l’influence de la connaissance a priori
z0. Si l’on ne dispose d’aucune connaissance a priori, on peut choisir un a priori
arbitraire et fixer λ à une valeur très faible.
• αz, αρ, αL1 et αg sont les paramètres des schémas ADMM. Ils n’ont d’influence
que sur la vitesse de convergence. Dans nos tests, ils sont tous fixés à 0, 1. Le choix
de paramètres permettant d’optimiser la vitesse de convergence est laissé en pers-
pective, tout comme le remplacement des itérations ADMM par des algorithmes
sans paramètre e.g., FISTA [27].
• δ est un paramètre qui contrôle la précision de l’approximation de l’opérateur
max. Comme l’illustre la figure 1.25, la précision de l’approximation est d’autant
meilleure que δ est plus grand. Cependant, une valeur trop élevée de δ induit des er-
reurs numériques (l’argument de l’exponentielle est proportionnel à δ). Nous avons
expérimentalement constaté que δ = 5 constituait un compromis « acceptable ».
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Afin d’illustrer l’influence des hyper-paramètres de régularisation, ainsi que le gain
de l’approche L1-TV par rapport aux moindres carrés, nous avons appliqué le schéma
numérique proposé au jeu de données Toys (cf. figure 7.8) utilisé dans [273] 13 :
• La scène à reconstruire est une boîte à jouet ouverte, qui génère beaucoup d’ombres
portées.
• Le jouet est enveloppé dans un film plastique, ce qui provoque de nombreux reflets
brillants.
• Les phénomènes de réflexions mutuelles sont très marqués.
• Le relief comporte de nombreuses discontinuités de profondeur.
Figure 7.8 – Première ligne : trois photographies (parmi m = 27), de taille 209 ×
212, d’une boîte à jouet [273]. Deuxième ligne : relief et albédo estimés par l’approche
variationnelle en moindres carrés du paragraphe 7.1.7. Les pentes élevées sont aplaties,
les discontinuités sont lissées et l’albédo contient beaucoup d’informations géométriques
parasites.
13. Merci à Manohar Kuse et aux auteurs de [273] de nous avoir gracieusement fourni ces données.
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Malgré ces difficultés, la reconstruction 3D obtenue avec notre algorithme L1-TV (cf.
figure 7.9) est très satisfaisante. Elle est beaucoup plus réaliste que la reconstruction 3D
en moindres carrés (cf. figure 7.8), et même que celle de [273] 14, ce qui montre bien
que l’approche variationnelle présente un réel intérêt par rapport à l’approche classique,
ne serait-ce qu’en termes de robustesse. Comme le montre la figure 7.10, il est de plus
possible de contrôler la régularité des estimations en choisissant convenablement les
hyper-paramètres. Ces résultats nous montrent que les détails les plus fins sont perdus
si γz est trop élevé. Une valeur faible de γz suffit à éliminer les éventuels artéfacts, tout
en préservant les détails. En revanche, il faut choisir une valeur relativement élevée du
paramètre γρ pour garantir l’aspect uniforme par morceaux de l’albédo.
Figure 7.9 – Trois rééclairages du modèle 3D estimé par l’algorithme L1-TV, avec
(γz, γρ) = (10−7, 10−1). Même pour une scène complexe comme celle-ci, le résultat de
l’approche préconisée peut être utilisé pour des applications de rééclairage.
14. Notons que nous n’avons utilisé que m = 27 images, choisis par échantillonnage uniforme des
3153 images fournies par les auteurs de [273]. Les résultats obtenus avec si peu d’images surpassent
qualitativement ceux de [273], ce qui prouve la robustesse de l’approche L1-TV.
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Figure 7.10 – De gauche à droite : estimations de l’éclairage ambiant, de l’albédo et
du relief par l’approche L1-TV préconisée, en augmentant, de haut en bas, l’influence
des régularisations TV de l’albédo et de la profondeur (respectivement, (γz, γρ) = (0, 0),
(γz, γρ) = (10−4, 10−1) et (γz, γρ) = (10−3, 1), les autres paramètres étant constants).
Les discontinuités sont bien retrouvées, et la reconstruction des plus fortes pentes
est meilleure qu’avec l’approche en moindres carrés (figure 7.8), pourvu que l’hyper-
paramètre de régularisation de la profondeur γz ne soit pas trop élevé, ce qui tend à
provoquer un sur-lissage. En augmentant la valeur de γρ, on favorise de plus un albédo
uniforme par morceaux, les variations étant absorbées par le relief et l’éclairage ambiant.
7.3 Conclusion du chapitre
Dans ce chapitre, nous avons proposé une méthode de résolution variationnelle du
problème de la stéréophotométrie calibrée avec m > 3 éclairages directionnels, non co-
planaires, connus. En particulier, nous avons introduit un cadre variationnel pour la
résolution numérique, fondé sur la stratégie consistant à « diviser pour mieux régner »,
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qui combine un algorithme de point fixe avec des itérations ADMM. Nous avons vu
que cette stratégie pouvait être aisément étendue pour prendre en compte les diverses
améliorations suggérées dans la partie I. Enfin, nous avons introduit une nouvelle mé-
thode de résolution robuste du problème de la stéréophotométrie calibrée, fondée sur la
minimisation du critère L1-TV (7.62).
Cette méthode répond à tous les critères de robustesse que nous avions évoqués dans
la partie I :
• prise en compte de l’éclairage ambiant (estimation d’un champ additif φa : Ω→ R
indépendant de i) ;
• prise en compte des ombres propres (approximation de l’opérateur max) ;
• prise en compte éventuelle d’une connaissance a priori sur la profondeur (régulari-
sation à l’ordre 0) ;
• estimation locale robuste aux ombres portées et aux reflets brillants (estimation
en norme 1) ;
• estimation globale robuste aux discontinuités de profondeur (estimation en norme 1) ;
• lissage des artéfacts par régularisation (variation totale).
Grâce aux schémas ADMM et de type point fixe que nous avons introduits, la méthode
présente de plus les avantages très appréciables suivants :
• Aucun des paramètres n’est critique.
• L’estimation est « assez rapide » : chaque sous-problème similaire au problème
d’intégration présente une complexité en O(|Ω|ln|Ω) (cf. paragraphe 2.3), et l’esti-
mation locale en moindres carrés non linéaires ne porte que sur deux paramètres
scalaires.
L’approche proposée fournit donc un cadre théorique et numérique original, qui per-
met de revisiter certains problèmes de stéréophotométrie connus pour être difficiles. Nous
allons nous intéresser, dans le prochain chapitre, à plusieurs extensions de la formulation
variationnelle. Nous verrons notamment que cela apporte des éléments de réponse aux
problèmes évoqués dans les parties II et III.
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Chapitre 8
Extensions de l’approche
variationnelle
Dans ce dernier chapitre, nous illustrons un certain nombre d’extensions de l’approche
variationnelle présentée dans le chapitre 7. Nous montrons notamment que plusieurs si-
tuations, identifiées comme « difficiles » dans les trois premières parties de ce mémoire,
se prêtent particulièrement bien à la résolution variationnelle. Les difficultés de ces pro-
blèmes proviennent principalement de la formulation classique de la stéréophotométrie,
qui prend la forme d’un problème linéaire : si cette approche se traduit effectivement
par des méthodes numériques élémentaires, elle est en revanche très limitée. En effet,
de nombreux phénomènes physiques intervenant dans la formation des images sont par
nature non linéaires, et la formulation linéaire du problème ne permet de prendre en
compte ces phénomènes qu’au prix d’approximations plus ou moins justifiées.
L’exemple des éclairages non directionnels est à ce titre très représentatif. Le flux
primaire incident est en réalité non uniforme, dès lors que la surface est éclairée par une
source qui n’est pas positionnée à l’infini. La parade la plus naturelle consiste à tout
simplement négliger les dépendances spatiales de l’éclairage, en utilisant une approxima-
tion par un éclairage directionnel (cf. parties I et II). Nous avons toutefois montré dans
le chapitre 5 qu’une modélisation plus fine de l’éclairage pouvait être utilisée, mais que
cela faisait perdre au problème son caractère linéaire : une modélisation réaliste du flux
incident fait intervenir explicitement les coordonnées 3D des points de la surface, qui
sont inconnues, au même titre que les normales et l’albédo. Pour tenir compte de cette
dépendance, nous avons proposé dans le paragraphe 5.3 une méthode visant à alterner
l’estimation des normales et de l’albédo avec l’intégration des normales. Ce découplage
des normales et de la profondeur est empirique, et n’a d’autre but que de se ramener à
l’étude d’un problème de stéréophotométrie « classique » i.e., linéaire.
Avec l’approche variationnelle, chaque inconnue du problème peut être découplée des
autres inconnues. En particulier, l’albédo et les normales, qui sont des grandeurs phy-
siques indépendantes 1, ne sont plus mélangés au sein d’une variable auxiliaire introduite
pour rendre le problème linéaire. Bien sûr, ceci induit un certain nombre de difficultés
numériques, mais nous avons vu dans le chapitre 7 comment mettre au point des tech-
niques de résolution efficaces. Nous montrons d’abord, dans le paragraphe 8.1, que si les
éclairages et la surface sont simultanément colorés, le problème n’est pas plus difficile à
1. L’albédo dépend principalement du matériau, et les normales du relief macroscopique, mais l’indé-
pendance entre albédo et normales n’est pas si nette, car la réflectance dépend aussi du relief à l’échelle
microscopique (cf. chapitre 6).
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résoudre que pour des images en niveaux de gris. Dans le paragraphe 8.2, nous revenons
sur le problème de la stéréophotométrie non calibrée (UPS). La question de l’intégrabi-
lité des normales ne se posant pas si l’on cherche à estimer directement la profondeur,
nous verrons que le problème UPS est bien mieux posé avec l’approche différentielle.
Nous montrons ensuite, dans le paragraphe 8.3, que la prise en compte d’éclairages non
directionnels est très naturelle avec l’approche variationnelle.
La principale limite de l’approche suggérée, et plus généralement de la stéréophoto-
métrie, est l’hypothèse selon laquelle le flux incident à la surface est le flux primaire i.e.,
que les réflexions mutuelles peuvent être négligées. Aussi précis soit-il, le modèle de flux
primaire ne tiendra jamais compte de ces phénomènes. Nous terminons donc ce mémoire
sur une perspective qui nous semble intéressante pour leur prise en compte.
8.1 Stéréophotométrie colorée
Comme nous l’avons déjà dit dans le paragraphe 1.5, deux grandeurs ont une dé-
pendance spectrale : l’éclairage s et l’albédo ρ. Avec le modèle lambertien linéaire, le
système d’équations à résoudre s’écrit, dans le cas le plus général :
Ii⋆(u, v) =
∫ +∞
0
c⋆(λ)ρ(u, v, λ)si(λ) · n(u, v) dλ (8.1)
où λ désigne la longueur d’onde et c⋆ la réponse du récepteur dans le canal de couleur
⋆. Le seul cas où l’équation (8.1) peut s’écrire sous la forme du produit d’un facteur
caractéristique du matériau par un facteur caractéristique de l’éclairage est celui où
chaque réponse c⋆(λ), ⋆ ∈ {R,G,B} est une fonction de Dirac. Cette hypothèse est valide
en imagerie hyper-spectrale 2, mais elle est discutable pour les appareils photographiques
usuels. Kim et al. sont toutefois parvenus dans [145] à des résultats plausibles sous
cette hypothèse. Sans perdre de vue qu’il ne s’agit que d’un approximation, nous nous
intéressons donc dorénavant au modèle suivant :
Ii⋆(u, v) = ρ⋆(u, v) s
i
⋆ · n(u, v), (i, ⋆) ∈ [1,m]× {R,G,B} (8.2)
sans faire l’hypothèse, comme cela est souvent le cas, que la surface est blanche ou que
les sources lumineuses sont blanches.
Le premier cas de figure (ρR = ρG = ρB) se ramène à la stéréophotométrie classique
(cf. paragraphe 4.4.1), tandis que le deuxième cas de figure (siR = s
i
G = s
i
B, i ∈ [1,m])
peut être résolu en deux temps (cf. paragraphe 1.5). Cependant, le cas où la surface
et les éclairages sont simultanément colorés reste, à notre connaissance, un problème
ouvert. Nous allons voir, dans le paragaphe 8.1.1, que l’approche variationnelle permet de
simplifier la résolution dans le cas d’une surface colorée éclairée par une source blanche,
et qu’il n’est pas beaucoup plus difficile d’étendre le modèle variationnel au cas où les
sources sont elles aussi colorées (cf. paragraphe 8.1.2).
2. Les images hyper-spectrales présentent des propriétés intéressantes pour la stéréophotométrie, vis-
à-vis de la suppression des réflexions mutuelles [185].
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8.1.1 Surface colorée éclairée par des sources blanches
Nous supposons dans ce paragraphe que les sources lumineuses sont blanches i.e., que
siR = s
i
G = s
i
B, i ∈ [1,m]. Le problème à résoudre est celui de l’estimation des albédos
ρR, ρG et ρB, qui sont caractéristiques de la réflectance, et de la carte de profondeur z,
qui est caractéristique du relief, à partir de m images RGB.
Comme dans le chapitre précédent, nous modélisons explicitement les ombres propres
et l’éclairage ambiant, pour garantir une certaine robustesse. Nous supposons donc que
les niveaux de couleur sont donnés par le modèle statistique :
Ii⋆(u, v) = ρ⋆(u, v)max
{
0, si · n(u, v)
}
+ Lφa,⋆(u, v) (8.3)
où Lφa,⋆(u, v) est une variable aléatoire décrivant un bruit additif distribué selon une loi
de Laplace centrée en φa,⋆. Notons que le bruit peut être distribué différemment entre
les différents canaux.
Nous utilisons dorénavant le modèle de projection perspective pour l’appareil photo-
graphique, et remplaçons l’opérateur max par son approximation différentiable, de telle
sorte que (8.3) se réécrit :
Ii⋆(u, v) = ρ⋆(u, v)M
(
c˜iz(u, v) · ∇z(u, v) + ciz,3(u, v)
)
︸ ︷︷ ︸
M iz(u,v)
+Lφa,⋆(u, v) (8.4)
où nous utilisons les définitions de M , c˜iz et c
i
z,3 données dans le paragraphe 7.2.1.
Les discontinuités de l’albédo sont généralement les mêmes dans les trois canaux,
ce qui suggère l’utilisation d’un a priori couplé pour ρR, ρG et ρB [38, 100]. Ceci est
toutefois laissé en perspective. Par souci de simplicité, nous négligeons la corrélation entre
les albédos 3. Nous supposons simplement que chaque canal d’albédo est à variations
bornées, de sorte qu’en adaptant le raisonnement du paragraphe 7.2.2, on montre que
l’estimateur MAP de (z, ρR, ρG, ρB, φa,R, φa,G, φa,B) est la solution du problème L1-TV :
min
z
ρR,ρG,ρB
φa,R,φa,G,φa,B
1
3m
m∑
i=1
∑
⋆∈{R,G,B}
∥∥∥Ii⋆ − φa,⋆ − ρ⋆M iz∥∥∥
L1(Ω)
+ λ ‖z − z0‖2L2(Ω)
+γz TV(z) + γρ
∑
⋆∈{R,G,B}
TV (ρ⋆)
(8.5)
On constate que le problème (8.5) est très similaire au problème (7.62), qui décrit la
résolution robuste de la stéréophotométrie avec des images en niveaux de gris. Il suf-
fit donc d’apporter quelques modifications mineures à l’algorithme 5 pour résoudre le
problème (8.5).
Les modifications à apporter à l’algorithme de résolution du modèle L1-TV du cha-
pitre 7 étant évidentes, nous ne les détaillons pas dans ce paragraphe. Remarquons
simplement que la mise à jour des albédos ρ⋆ et des éclairages ambiants φa,⋆ n’utilise
3. Nous utilisons donc une définition anisotrope de la variation totale.
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comme données que les m images
{
Ii⋆
}
i (tout se passe comme si on effectuait l’estimation
canal par canal), alors que la mise à jour de la profondeur utilise la totalité des images,
ce qui se traduit par une robustesse accrue pour l’estimation du relief (tout se passe
comme si l’on disposait de 3m images en niveaux de gris).
Pour tester cette nouvelle approche, nous avons utilisé les mêmes m = 27 images que
pour les expériences des figures 7.9 et 7.10, qui proviennent du jeu de données Toys utilisé
dans [273], mais nous utilisons cette fois-ci les images en couleur. La couleur permet de
mieux se rendre compte des phénomènes de réflexions mutuelles (cf. figure 8.1) : on
distingue en effet le relief dans l’ombre portée de l’image du milieu (effet de pénombre).
Malgré ces difficultés, le schéma L1-TV fournit des reconstructions 3D plutôt réalistes,
en tous cas largement suffisantes pour des applications de rééclairage, comme cela est
montré sur la figure 8.2.
Figure 8.1 – Trois photographies couleur (parmi m = 27) provenant du jeu de données
Toys [273]. Sur les images en couleur, les reflets brillants sont plus marqués, et on se rend
mieux compte des phénomènes de réflexions mutuelles que sur les images en niveaux de
gris (cf. la première ligne de la figure 7.8).
8.1.2 Surface colorée éclairée par des sources colorées
Pour utiliser l’approche variationnelle, nous avons dû renoncer à la linéarité du mo-
dèle lambertien vis-à-vis de la variable « artificielle » m = ρn. Même si cela induit un
certain nombre de difficultés techniques, que nous sommes néanmoins parvenus à sur-
monter dans le chapitre 7, ce choix rend possible la résolution de certains problèmes
qu’il est impossible de formuler sous forme linéaire. En particulier, nous avons vu dans
le paragraphe 1.5 que la stéréophotométrie en présence d’une surface colorée éclairée par
des sources blanches n’était pas beaucoup plus difficile à résoudre que la stéréophoto-
métrie classique. Le cas où les éclairages et la surface sont simultanément colorés est
cependant nettement plus difficile (cf. figure 8.3). En effet, il n’est plus possible d’écrire
le problème d’estimation simultanée des albédos et des normales comme un problème
linéaire. Pour cette raison, le problème de la stéréophotométrie « doublement colorée »
a été très peu étudié dans la littérature : les méthodes existantes sont fondées sur des
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Figure 8.2 – Deux rééclairages de la reconstruction 3D obtenue à partir des m = 27
photographies du jeu de données Toys [273] (cf. figure 8.1).
hypothèses très fortes sur le caractère fini de l’ensemble des valeurs d’albédos [11], sur
la complémentarité des couleurs des sources [221], ou sur l’utilisation conjointe de la
stéréophotométrie et d’un capteur de profondeur [10].
Grâce au simple découplage de l’albédo et des normales, il est possible de résoudre
le problème (8.2) sans introduire aucun de ces a priori, et de façon robuste. Il suffit de
modifier le modèle L1-TV (8.5), en remplaçant M iz par M
i
⋆,z :
min
z
ρR,ρG,ρB
φa,R,φa,G,φa,B
1
3m
m∑
i=1
∑
⋆∈{R,G,B}
∥∥∥Ii⋆ − φa,⋆ − ρ⋆M i⋆,z∥∥∥
L1(Ω)
+ λ ‖z − z0‖2L2(Ω)
+γz TV(z) + γρ
∑
⋆∈{R,G,B}
TV(ρ⋆)
(8.6)
où l’approximation de l’opérateur max dépend du canal de couleur :
M⋆,z(u, v) =M
(
c˜i⋆,z(u, v) · ∇z(u, v) + ci⋆,z,3(u, v)
)
(8.7)
et où les définitions des champs c˜iz,⋆ et c
i
z,⋆,3 se déduisent de (7.52) en tenant compte de la
dépendance spectrale des éclairages. Cette dépendance n’est pas un problème, puisqu’en
pratique (cf. algorithme 8), les champs c˜iz,⋆ et c
i
z,⋆,3 sont « gelés » au sein d’un algorithme
de point fixe. Les modifications à apporter à l’algorithme de résolution du modèle L1-TV
du chapitre 7 étant évidentes, nous ne les détaillons pas dans ce paragraphe. Remarquons
simplement que la mise à jour de (ρ⋆, φ⋆) n’utilise comme données que lesm images
{
Ii⋆
}
i
et les m éclairages
{
si⋆
}
i du même canal de couleur (tout se passe comme si on effectuait
l’estimation canal par canal), alors que la mise à jour de la profondeur utilise la totalité
des images et des éclairages, ce qui se traduit par une robustesse encore accrue pour
l’estimation du relief (tout se passe comme si l’on disposait de 3m images en niveaux de
gris).
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(a) (b) (c)
(d)
(e)
(f)
Figure 8.3 – (a)-(b)-(c) Trois images (parmi m = 50) de la surface (d), sur laquelle
est plaqué l’albédo (e). Un éclairage « ambiant » (f) est ajouté aux images synthétisées
par le modèle (8.2). Trois sources directionnelles colorées en rouge, vert, et bleu, sont
utilisées simultanément pour générer chaque image. Par exemple, les flèches colorées de
(d) correspondent aux éclairages utilisés pour simuler l’image (a). L’interprétation des
images (a)-(b)-(c) en termes de relief est extrêmement difficile pour l’œil humain. Est-elle
possible pour la stéréophotométrie ? Si les éclairages colorés sont étalonnés (stéréopho-
tométrie calibrée), la réponse est oui. Sinon (stéréophotométrie non calibrée), le relief
peut être déterminé sans ambiguïté, alors que l’albédo ne peut être que partiellement
déterminé.
264
8.2. STÉRÉOPHOTOMÉTRIE NON CALIBRÉE, ROBUSTE ET DOUBLEMENT
COLORÉE
La figure 8.4 montre que la conversion de toutes les données (images et éclairages)
en niveaux de gris par simple moyennage des trois canaux, afin d’appliquer un algo-
rithme « simple » de stéréophotométrie (e.g., la résolution en moindres carrés du pa-
ragraphe 7.1.7), n’est satisfaisante ni en termes de relief estimé, ni en termes d’albédo
estimé. Au contraire, le résultat obtenu avec l’approche proposée confirme que le cas
de figure où les éclairages et la surface sont simultanément colorés est moins difficile
qu’il n’y paraît, du moins si l’on utilise le modèle approché (8.2). Il suffit d’étalonner les
éclairages et de découpler l’estimation du relief de celle de l’albédo.
8.2 Stéréophotométrie non calibrée, robuste et doublement
colorée
Rappelons que l’intégrabilité des normales joue un rôle crucial pour limiter les am-
biguïtés du problème UPS [282] (cf. chapitre 3). Un avantage majeur de la formulation
différentielle provient du fait que la question de l’intégrabilité ne se pose pas, puisque la
profondeur est estimée directement. La stéréophotométrie avec éclairages inconnus est
donc forcément mieux posée avec la formulation différentielle. Commençons par étudier
le cas des images en niveaux de gris.
8.2.1 La stéréophotométrie non calibrée : un problème bien posé
Papadhimitri et Favaro montrent dans [197] que dans le cas de la projection perspec-
tive, imposer l’intégrabilité des normales suffit à garantir l’unicité du triplet (éclairages,
albédo, normales) expliquant les images, pourvu que les paramètres internes de la caméra
soient connus (nous avons fait cette hypothèse dans tout le mémoire). Leur raisonne-
ment présente toutefois un certain nombre de défauts, puisqu’il faut d’abord factoriser
la matrice des niveaux de gris pour séparer le relief et l’albédo des éclairages (robustesse
aux données aberrantes difficile à garantir), puis approcher par différences finies le gra-
dient du champ m issu de la factorisation matricielle (robustesse aux discontinuités de
profondeur non garantie), avant d’identifier par une optimisation en moindres carrés la
transformation linéaire rendant ce champ « le plus intégrable ». Cette approche est donc
difficile à appliquer en conditions réelles. Cependant, plus que par les outils numériques
proposés, le travail de Papadhimitri et Favaro est intéressant car le résultat important
suivant y est prouvé : il existe un seul champ de normales intégrable qui explique un
ensemble de m > 3 photographies d’une surface lambertienne, vue en perspective sous
des éclairages directionnels inconnus. Cependant, il subsiste toujours une ambiguïté : si
le couple (ρ, {si}) est solution, alors ( 1τ ρ, {τsi}) l’est également, quel que soit τ > 0.
Avec la formulation différentielle, imposer l’intégrabilité des normales se traduit par
une contrainte sur la régularité de la solution z. Si l’on suppose que z ∈ W1,2(Ω) (on rap-
pelle que W1,2(Ω) est un espace de Sobolev), alors le champ de normales correspondant
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(a) (b)
(c)
(d)
(e)
Figure 8.4 – Interprétation des images de la figure 8.3 en termes (a) de relief et (b)
d’albédo (non coloré), par stéréophotométrie en moindres carrés. L’algorithme du para-
graphe 7.1.7 a été appliqué sur des images en « niveaux de gris ». Chacune des ces images
est obtenue en calculant la moyenne des trois canaux de couleur d’une image couleur,
et en utilisant comme éclairage la moyenne des trois éclairages colorés (la flèche noire
indique la direction moyenne d’éclairage pour l’image de la figure 8.3-a, i.e. la moyenne
des trois vecteurs de la figure 8.3-d. Ni le relief estimé, ni l’albédo estimé ne sont sa-
tisfaisants. (c) Relief estimé par stéréophotométrie « doublement colorée », en estimant
simultanément le relief ainsi que : (d) les trois canaux de l’albédo et (e) ceux de l’éclai-
rage ambiant, connaissant les directions et intensités des éclairages colorés (modélisés par
les trois flèches de couleur). La connaissance de la dépendance spectrale des éclairages
permet de beaucoup mieux séparer le relief de l’albédo et de l’éclairage ambiant.
à la surface z solution du problème en moindres carrés :
min
z,ρ
{si∈R3, i∈[1,m]}
1
m
m∑
i=1
∥∥∥∥∥Ii − ρdz
([−si1 + si3 u−u0f
−si2 + si3 v−v0f
]
· ∇z + zs
i
3
f
)∥∥∥∥∥
2
L2(Ω)
(8.8)
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est un champ intégrable. Le résultat de Papadhimitri et Favaro prouve donc que le pro-
blème variationnel (8.8) admet une solution unique en z, à la constante d’intégration
près. Bien sûr, en l’absence de bruit, d’écarts au modèle lambertien linéaire et de dis-
continuités de profondeur, cette solution unique est exactement la solution déterminée
algébriquement dans [197]. Les étapes intermédiaires de l’approche classique (recherche
d’un champ de normales non forcément intégrable, puis projection de cette solution sur
l’espace des champs intégrables, avant intégration) ne sont pas nécessaires avec l’ap-
proche variationnelle, ce qui évite la propagation de biais.
Cependant, cette approche en trois étapes présente l’inconvénient suivant : même
si la solution de (8.8) est unique, la convergence d’un schéma numérique approchant
itérativement cette solution n’est pas garantie. En effet, si nous avons constaté expéri-
mentalement la convergence du schéma numérique proposé dans le chapitre 7, à partir
d’initialisations assez grossières, et en dépit de l’apparente non convexité du problème
variationnel, cela n’est plus vrai dans le cas non calibré. Dans ce cas, les schémas nu-
mériques peuvent diverger si l’estimation initiale des éclairages est très éloignée des
éclairages réels. En revanche, pour peu qu’une initialisation « raisonnable » des éclai-
rages soit choisie, nous avons observé un comportement convergent : l’estimation initiale
est importante pour déterminer un bassin de convergence approprié.
En réalité, cette apparente limite de l’approche variationelle n’en est pas vraiment
une. Même si nous avons évoqué son manque de robustesse, la solution proposée par
Papadhimitri et Favaro peut être utilisée pour obtenir une estimation initiale des vecteurs
d’éclairage. Dans certains jeux de données, e.g. ceux fournis dans [273], un étalonnage
partiel des éclairages est même fourni, sous la forme d’une approximation de la direction
d’éclairage mais sans l’intensité associée. L’intensité peut être fixée arbitrairement à 1
dans un premier temps (c’est ce que nous avons fait pour les expériences des figures 7.7
et 7.8), pour initialiser les vecteurs d’éclairage, qui seront affinés lors de la résolution du
problème UPS 4.
Quoi qu’il en soit, cette discussion nous montre qu’il n’est pas difficile d’obtenir une
approximation grossière des vecteurs d’éclairage, suffisante pour se placer dans un bassin
de convergence où le critère à minimiser dans (8.8) soit localement convexe. Partant de
cette estimation initiale des éclairages (et, e.g., d’une approximation empirique de z et de
ρ par des fonctions constantes), la minimisation itérative du problème variationnel (8.8)
converge dans tous les tests que nous avons effectués. À cause de l’absence de garantie
sur la convexité de l’objectif à minimiser, on ne peut bien sûr rien dire sur le caractère
global de ce minimum, mais les résultats expérimentaux semblent indiquer qu’il s’agit
d’une solution « acceptable ».
4. À notre avis, ceci constitue l’application la plus intéressante du problème UPS. En effet, la stéréo-
photométrie étant une technique de laboratoire, il est déraisonnable de supposer les éclairages totalement
inconnus. Cependant, même si l’étalonnage est très précis, l’éclairage incident « réel » sera toujours lé-
gèrement différent de l’éclairage théorique, à cause notamment des phénomènes de réflexions mutuelles.
Affiner l’estimation initiale des éclairages par résolution du problème UPS permet de tenir partiellement
compte de ces phénomènes.
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8.2.2 Une solution au problème de la stéréophotométrie non calibrée
robuste
L’intérêt de formuler le problème UPS sous la forme du problème variationnel (8.8),
outre la garantie de l’intégrabilité et de l’unicité de la solution en z, est qu’il est facile
d’étendre l’approche pour améliorer la robustesse aux ombres (propres et portées), aux
reflets brillants et aux discontinuités de profondeur. Ceci permet d’éviter tout prétraite-
ment [270] pour la résolution du problème UPS (cf. chapitre 3).
Plutôt que de chercher z dans l’espace de Sobolev W1,2(Ω), on peut par exemple le
chercher dans BV (Ω), comme la solution du problème L1-TV :
min
z,ρ,φa
{si∈R3, i∈[1,m]}
1
m
m∑
i=1
∥∥∥∥∥Ii − φa − ρδ ln
(
1 + exp
{
δ
dz
[−si1 + si3 u−u0f
−si2 + si3 v−v0f
]
· ∇z + δzs
i
3
fdz
})∥∥∥∥∥
L1(Ω)
+λ ‖z − z0‖2L2(Ω) + γz TV(z) + γρTV(ρ)
(8.9)
qui est une variante de (7.62) comportant l’estimation des vecteurs d’éclairage si. La
résolution numérique du problème non calibré (8.9) est donc sensiblement la même que
celle du problème calibré (7.62). En effet, il suffit d’ajouter les vecteurs si aux inconnues
du problème (7.87), ce qui revient à ajouter une étape d’estimation de chaque vecteur
si à la fin de l’algorithme 7, qui est décrite par le problème d’optimisation suivant :
si,l,p+1 = argmin
[si1,s
i
2,s
i
3]
⊤
∑∑
(u,v)∈Ω
[
φk,l,p+1a (u, v)− ti,l(u, v) +
ρk,l,p+1(u, v)
δ
ln
(
1
+ exp
{
δ
dzk,l,p+1(u, v)
[−si1 + si3 u−u0f
−si2 + si3 v−v0f
]
· ∇zk,l,p+1(u, v) + δz
k,l,p+1(u, v)si3
fdzk,l,p+1(u, v)
})]2
(8.10)
qui est un problème d’optimisation convexe, visant à estimer trois paramètres réels à par-
tir de |Ω| ≫ 3 données. À chaque itération, la mise à jour des estimations des éclairages
peut être réalisée en résolvant le problème (8.10) par une descente de type Levenberg-
Marquardt qui converge très rapidement, étant donnée la convexité du problème, le faible
nombre de variables à estimer, et le fait que le gradient du problème (8.10) peut être
déterminé analytiquement.
Au vu du grand nombre de données, en regard du nombre d’inconnues, l’estimation
des éclairages si en moindres carrés est naturellement robuste (théorème central limite).
Ceci est d’autant plus vrai qu’elle tient compte des ombres propres (approximation de
l’opérateur max), des données aberrantes et des discontinuités de profondeur (estimation
en norme 1), et de l’éclairage ambiant.
L’approche variationnelle de la stéréophotométrie offre donc une solution très simple
au problème de la stéréophotométrie non calibrée robuste. Par rapport aux approches
existantes, elle présente l’avantage de n’être guidée que par les données et non par une
identification préalable des écarts au modèle lambertien linéaire [246, 178]. En outre,
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les régularisations TV permettent d’appliquer la méthode avec peu de données, ou avec
des données très bruitées. Elles permettent d’une part de garantir le caractère (presque)
bien posé, même dans le cas de la projection orthographique : nous avons vu dans le
chapitre 3 que dans ce cas, le problème UPS était bien posé dès lors que l’on bornait
les variations de la profondeur et de l’albédo par des régularisations TV. Pourvu que
γz et γρ soient suffisamment grands, et que la solution initiale soit « raisonnable », les
régularisations empêchent d’autre part les dérives.
Cette approche s’étend naturellement aux images RGB, alors que la stéréophotomé-
trie non calibrée colorée reste un problème ouvert en utilisant l’approche classique. Nous
allons voir que, même lorsque les éclairages et la surface sont simultanément colorés, le
relief peut être déterminé sans ambiguïté.
8.2.3 Stéréophotométrie non calibrée doublement colorée
Avec des images RGB, la résolution de la stéréophotométrie non calibrée est un
problème encore ouvert. La première étape de l’approche classique du problème UPS à
partir d’images en niveaux de gris [9, 89, 114, 197, 217, 283] consiste en effet à factoriser
la matrice des niveaux de gris pour obtenir une première estimation des éclairages d’un
côté, et des normales multipliées par l’albédo de l’autre. Avec des images RGB, cette
factorisation semble impossible.
Au contraire, si l’on accepte d’emblée la non linéarité du modèle, la prise en compte
de la couleur est très facile avec l’approche variationnelle, pour laquelle les éclairages
peuvent même être colorés ! Il n’est en effet pas très difficile d’adapter la résolution du
problème UPS en niveaux de gris (8.9) à celle du problème plus général où l’albédo et
les éclairages sont colorés, en plus d’être inconnus :
min
z
ρR,ρG,ρB
φa,R,φa,G,φa,B
{si⋆, (i,⋆)∈[1,m]×{R,G,B}}
1
3m
m∑
i=1
∑
⋆∈{R,G,B}
∥∥∥∥∥Ii⋆ − φa,⋆ − ρ⋆δ ln
(
1+
exp
{
δ
dz
[−si⋆,1 + si⋆,3 u−u0f
−si⋆,2 + si⋆,3 v−v0f
]
· ∇z + δzs
i
⋆,3
fdz
})∥∥∥∥∥
L1(Ω)
+λ ‖z − z0‖2L2(Ω) + γz TV(z) + γρ
∑
⋆∈{R,G,B}
TV(ρ⋆)
(8.11)
Les modifications à apporter au schéma numérique du paragraphe précédent sont mi-
neures : il suffit de répéter la procédure d’estimation des éclairages pour chaque canal
de couleur.
Dans l’expérience de la figure 8.5, nous avons utilisé cette approche sur le jeu de
données de la figure 8.3, en choisissant comme estimation initiale des éclairages le résultat
de la première ligne de la figure 8.4 i.e, l’éclairage initial est la moyenne des trois éclairages
colorés réels. L’estimation initiale est donc relativement éloignée de la solution, mais
cela suffit pour se placer dans un « bon » bassin de convergence du schéma L1-TV.
Sur l’exemple de la figure 8.5, le relief estimé est presque identique à celui obtenu par
stéréophotométrie calibrée (cf. figure 8.4-c).
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Figure 8.5 – Résultat de la stéréophotométrie non calibrée, robuste, colorée, sur les
données de la figure 8.3. De gauche à droite : relief estimé, sur lequel les éclairages colorés
estimés sont représentés par des flèches colorées, albédo estimé et éclairage ambiant
estimé (multiplié par 5). L’estimation du relief est très satisfaisante, tout comme celle
des directions d’éclairage et la séparation des caractéristiques géométriques entre la
composante « ambiante » et l’albédo. Cependant, les couleurs ne sont pas satisfaisantes :
si aucune information sur l’intensité des éclairages n’est disponible, il reste encore une
ambiguïté.
On constate cependant sur cette figure que l’estimation de l’albédo est décevante.
On peut facilement l’expliquer. Nous avons déjà mentionné que le problème non calibré
avec des images en niveaux de gris était ambigu, car on peut multiplier l’albédo estimé
par une constante, et diviser les éclairages par cette même constante, sans changer les
images. Cette ambiguïté n’est pas vraiment problématique avec un seul canal, mais elle
est plus gênante avec des images RGB, car une telle ambiguïté est présente dans chaque
canal, ce qui explique l’albédo de la figure 8.5. Il est impossible de lever cette ambiguïté
sans hypothèse supplémentaire. Dans le cas général, elle est déterminée implicitement
par l’initialisation : si les sources sont « presque blanches », comme sur l’exemple de la
figure 8.6, alors les intensités des éclairages sont plus faciles à ajuster, et la couleur de
l’albédo estimé est plus réaliste (cf. figure 8.7).
On constate de plus, sur l’exemple de la figure 8.6, que les directions d’éclairage
estimées par stéréophotométrie non calibrée sont légèrement différentes des directions
étalonnées dans [273]. En effet, la direction fournie dans [273] est celle de l’éclairage
incident primaire moyen, tandis que les trois flux (correspondant aux trois canaux)
que nous estimons par stéréophotométrie non calibrée sont les flux totaux moyens, qui
prennent en compte plus de phénomènes, notamment les réflexions mutuelles.
En outre, comme nous le montrons sur la figure 8.7, il n’est pas nécessaire de disposer
d’une initialisation très précise pour résoudre ce problème non calibré. Une initialisation
grossière du relief par un plan, de l’albédo par la moyenne des m images (canal par
canal), et des éclairages par des vecteurs unitaires, suffit sur cet exemple à garantir la
convergence vers une solution très réaliste.
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Figure 8.6 – Trois images du jeu de données Toys, éclairages colorés estimés (représentés
par des flèches colorées) et relief estimé par stéréophotométrie non calibrée, robuste et
doublement colorée. Chaque flèche noire indique l’estimation initiale de l’éclairage, qui
est la direction fournie dans [273]. Dans ce jeu de données, les intensités des éclairages
ne sont pas fournies : la stéréophotométrie non calibrée permet de traiter ces données
incomplètes, en estimant les intensités des éclairages, et en affinant l’estimation du flux
lumineux total incident dans chaque canal de couleur.
8.3 Retour sur les modèles d’éclairage non directionnels
Nous venons de voir qu’avec très peu d’informations sur la scène, une reconstruction
3D « plutôt réaliste » est obtenue par stéréophotométrie non calibrée colorée, ce qui est
suffisant pour des applications de rééclairage.
Si l’éclairage est bien contrôlé, la stéréophotométrie peut également être utilisée
comme une technique de métrologie et d’inspection de surface. Nous revenons donc main-
tenant sur la prise en compte explicite d’éclairages non directionnels, qui sont généra-
lement utilisés dans les dispositifs permettant d’envisager ce type d’applications. Nous
allons voir que l’approche variationnelle offre une solution très naturelle à ce problème
habituellement considéré comme difficile [175, 212, 276]. Comme nous l’avons montré
dans le chapitre 5, pour une surface lambertienne et un éclairage non directionnel, la
définition de s doit tenir compte du caractère non uniforme de l’éclairage :
I(u, v) = ρ(u, v)max {0, s(x(u, v)) · n(u, v)} (8.12)
La prise en compte de la dépendance de s en x, qui est l’inconnue, est difficile avec l’ap-
proche classique de la stéréophotométrie. Il n’en est rien avec l’approche variationnelle.
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Figure 8.7 – Relief, albédo et éclairage ambiant (multiplié par 5) estimés, de gauche à
droite, après les itérations k = 1, k = 5 et k = 11 (convergence) du schéma de résolution
de la stéréophotométrie non calibrée robuste et doublement colorée. L’initialisation de
chaque éclairage consiste en un éclairage blanc, d’intensité identique pour les différentes
images et les trois canaux, et de direction égale à la direction moyenne du flux primaire,
qui a été étalonnée dans [273].
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8.3.1 Modèle d’éclairage primaire explicite
Puisque la normale n dépend du gradient de profondeur ∇z, on peut réécrire le
système de m équations issues du modèle lambertien (8.12) sous forme différentielle :
Ii(u, v) = ρ(u, v)max
{
0,
1
dz(u, v)
[−siz,1(u, v) + siz,3(u, v)u−u0f
−siz,2(u, v) + siz,3(u, v)v−v0f
]
︸ ︷︷ ︸
c˜iz(u,v)
·∇z(u, v)
+
z(u, v)siz,3(u, v)
fdz(u, v)︸ ︷︷ ︸
ciz,3(u,v)
}
(8.13)
où les éclairages siz varient spatialement et dépendent de la profondeur z inconnue.
Si l’on néglige les réflexions mutuelles, l’éclairage incident se réduit à l’éclairage
primaire, dont la dépendance en z peut être modélisée explicitement pour une grande
variété de sources (voir le paragraphe 5.1, qui étend la discussion initiée dans [212]). Par
exemple, l’éclairage primaire provenant d’une source ponctuelle anisotrope située en xis,
de direction principale d’émission ni0 et de coefficient d’anisotropie µ
i, s’écrit, d’après
(5.18) et (5.21) :
siz(u, v) =
φi0
‖xis − xz(u, v)‖2
(
ni0 ·
[
xz(u, v)− xis
]
‖xis − xz(u, v)‖
)µi
xis − xz(u, v)
‖xis − xz(u, v)‖
(8.14)
où xz est défini par (cf. paragraphe 1.1.1) :
xz(u, v) = z(u, v)
[
u− u0
f
,
v − v0
f
, 1
]⊤
(8.15)
La dépendance en z des éclairages peut donc être passablement compliquée et rendre la
résolution numérique ardue.
Cependant, aussi compliquée soit-elle, il n’en reste pas moins que le système d’équa-
tions (8.13) est quasiment le même que le système d’équations (7.50), qui décrit l’ap-
proche différentielle de la stéréophotométrie. L’unique différence entre ces deux modèles
est la dépendance des siz,j en (u, v) et en z dans (8.13), alors qu’il s’agissait de constantes
dans le système (7.50). Or, nous avons montré dans le paragraphe 7.2 que les termes c˜iz
et ciz,3, qui dépendent justement des s
i
j (cf. (7.52)), pouvaient être « gelés » au sein d’ité-
rations de point fixe. Ceci reste vrai avec des éclairages non directionnels 5. Il s’ensuit
que l’algorithme proposé dans le paragraphe 7.2, fondé sur un modèle L1-TV associé à
la prise en compte explicite des ombres propres et de l’éclairage ambiant, peut servir à
résoudre la stéréophotométrie sous des éclairages non directionnels. Il suffit d’effectuer
5. La convergence est bien sûr « encore moins » garantie, mais nous avons expérimentalement observé
qu’elle n’était pas mise en défaut.
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une modification mineure de l’algorithme 8, en remplaçant les mises à jour (7.95) et
(7.96) par :

c˜i,q+1(u, v) =
1
dzk,l,p,q(u, v)
−sizk,l,p,q,1(u, v) + sizk,l,p,q,3(u, v)u−u0f
−si
zk,l,p,q,2(u, v) + s
i
zk,l,p,q,3(u, v)
v−v0
f

ci,q+13 (u, v) =
zk,l,p,q(u, v)si
zk,l,p,q,3(u, v)
fdzk,l,p,q(u, v)
(8.16)
où les siz sont maintenant entendus comme des fonctions de la profondeur et des para-
mètres d’éclairage (positions, intensités, etc.). Ainsi, grâce à la formulation variationnelle,
la prise en compte des non linéarités de l’éclairage ne présente plus de réelle difficulté.
Rappelons de plus qu’avec cette approche, le relief est directement estimé, sans avoir à
découpler les normales de la profondeur comme nous l’avions fait dans le paragraphe 5.3.
L’approche variationnelle de la stéréophotométrie sous des éclairages non directionnels
est à ce titre originale, dans le sens où un tel découplage est très souvent utilisé expli-
citement [198]. À notre connaissance, les deux seules approches de la stéréophotométrie
sous des éclairages non directionnels visant à estimer directement la profondeur, sans
passer par l’estimation des normales puis par leur intégration, sont celles proposées par
Xie et al. dans [276], et par Mecca et al. dans [175]. Comme nous l’avons déjà mentionné,
le formalisme de la géométrie discrète utilisé par Xie et al. peut être avantageusement
remplacé par celui des EDP. Le formalisme adopté par Mecca et al. est également celui
des EDP, mais les méthodes de résolution numérique proposées sont fondées sur des
algorithmes de propagation. Bien qu’elles soient intrinsèquement liées, cette approche et
l’approche variationnelle que nous proposons sont en réalité assez différentes. Les mé-
thodes proposées par Mecca et al. sont des méthodes « exactes », qui permettent de
prouver l’existence et l’unicité de la solution dans le cas continu. Or, nous pensons au
contraire que l’approche variationnelle, dont on peut prouver l’optimalité par un raison-
nement statistique, est plus adaptée aux images réelles car elle est naturellement robuste
aux écarts au modèle.
8.3.2 Modèle d’éclairage sans paramètre
Lorsque les conditions d’éclairage sont trop complexes pour permettre une modéli-
sation explicite du flux primaire, par exemple avec un éclairage « diffus » obtenu en
orientant plusieurs sources vers un réflecteur (e.g., le dermoscope de la société Pixience
schématisé sur la figure 5.10), nous avons vu dans le paragraphe 5.2.2 comment étalon-
ner le flux incident sur le plan moyen de la scène. Contrairement aux modèles explicites
du paragraphe précédent, nous disposons non pas d’un ensemble réduit de paramètres,
mais d’un échantillonnage du flux incident sur Ω, i.e. de champs :
si : Ω→ R3 (8.17)
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L’éclairage incident est donc supposé indépendant de z 6, et les m niveaux de gris au
point (u, v) peuvent être modélisés par :
Ii(u, v) = ρ(u, v)max
{
0,
1
dz(u, v)
[−si1(u, v) + si3(u, v)u−u0f
−si2(u, v) + si3(u, v)v−v0f
]
·∇z(u, v)+z(u, v)s
i
3(u, v)
fdz(u, v)
}
(8.18)
La résolution de ce système d’EDP non linéaires peut être à nouveau effectuée par
minimisation du problème L1-TV (7.62), en adaptant les définitions de c˜iz et de c
i
z,3. De
plus, comme nous l’avons montré dans le paragraphe 8.1.2, la prise en compte de surfaces
et d’éclairages simultanément colorés 7 est naturelle. Nous présentons sur la figure 8.8 un
jeu de données de stéréophotométrie particulièrement difficile à traiter, qui consiste en
m = 4 photographies couleur d’une pièce de 1 euro italienne (représentant l’homme de
Vitruve), prises avec le dermoscope de la société Pixience. La pièce étant constituée d’un
mélange de laiton et de nickel, elle est très brillante. Sa surface présente en outre des
discontinuités de profondeur assez importantes, où se produit une forte concentration
d’énergie lumineuse due aux réflexions mutuelles.
Malgré ces difficultés, la reconstruction 3D obtenue avec le modèle L1-TV (7.62) (cf.
figure 8.9) est plutôt satisfaisante, en tous cas suffisante pour l’inspection des détails de
la surface. Ceci confirme qu’il n’est pas forcément très utile d’introduire un modèle de
réflectance sophistiqué pour décrire les surfaces spéculaires : un modèle aussi simple que
le modèle lambertien, couplé à des éclairages très contrôlés, et à une estimation robuste,
suffit à observer des détails très fins et, au besoin, à les mesurer.
Cependant, et malgré toutes les précautions que nous avons prises lors de l’étalon-
nage du flux incident, le relief présente un aspect globalement arrondi. Nous pourrions
remettre en question, à tort, la procédure d’étalonnage du paragraphe 5.2.2, car en réa-
lité ce problème est dû au matériau. En effet, la pièce étant métallique, elle réémet
beaucoup plus de lumière vers les parois du dispositif d’acquisition que la surface mate
utilisée pour l’étalonnage. Ces réflexions parasites sont à leur tour (partiellement) ré-
émises. Le flux incident total est donc légèrement différent du flux incident étalonné, et
ce phénomène est accentué sur les bords de la pièce, qui sont plus proches des parois
du dispositif. Comme ces effets dépendent de l’éclairage, ils ne peuvent pas être pris en
compte par le terme d’éclairage ambiant. Cependant, ils peuvent être atténués en utili-
sant les termes de régularisation. En augmentant le paramètre λ (connaissance a priori,
en choisissant pour z0 un plan) jusqu’à la valeur λ = 10−5, on obtient la reconstruction
3D de la figure 8.10, qui est plus réaliste. L’utilisation d’une connaissance a priori sur
la profondeur, qui est très facile à exprimer avec l’approche variationnelle, permet de
corriger partiellement le biais visible sur le résultat de la figure 8.9.
6. L’étalonnage du flux dans l’espace est plus difficile [65], mais constitue une perspective intéressante.
7. Il faut étalonner au préalable le flux primaire dans chaque canal de couleur.
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Figure 8.8 – Quatre photographies couleur des microgravures de l’avers d’une pièce de
1 euro italienne. Le flux lumineux incident est très complexe, mais peut être étalonné en
suivant la procédure indiquée dans le paragraphe 5.2.2. La pièce étant en métal, elle a
un aspect brillant, et les réflexions mutuelles au niveau des discontinuités de profondeur
sont non négligeables.
8.3.3 Stéréophotométrie semi-calibrée
Dans le paragraphe précédent, nous avons montré les limites de la modélisation
du flux incident primaire, et même de tout étalonnage de ce flux. Malheureusement,
et comme nous l’avons mentionné dans le paragraphe 1.1.4, la modélisation explicite
des phénomènes de réflexions mutuelles est difficile, car cela nécessiterait de résoudre
une équation de Fredholm [78]. Nous présentons maintenant une piste, qui pourrait
permettre, à terme, des reconstructions 3D par stéréophotométrie très précises, même
en présence de phénomènes aussi complexes que les réflexions mutuelles.
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Figure 8.9 – Quatre vues de la reconstruction 3D des microgravures d’une pièce de 1
euro italienne, à partir des m = 4 images de la figure 8.8. L’approche proposée permet
donc l’inspection de surfaces, y compris métalliques. Le relief présente toutefois un aspect
globalement arrondi, similaire à celui de la figure 1.13-c (éclairages mal étalonnés) : la
pièce étant très brillante, elle réfléchit beaucoup de lumière vers les parois du dispositif,
qui est partiellement renvoyée vers la surface (réflexions mutuelles). Le flux incident total
est donc sensiblement différent du flux incident étalonné, en particulier à proximité des
parois (bords de l’image).
Remarquons que le modèle qui se prête le mieux au problème inverse est le modèle
lambertien linéaire :
Ii(u, v) = ρ(u, v) si(u, v) · n(u, v) (8.19)
et qu’en réalité, ce modèle suffit à expliquer n’importe quel niveau de gris, si l’on ne
contraint pas si à être égal au flux lumineux incident. Il suffit par exemple de choisir
si(u, v) orthogonal à n(u, v) pour expliquer un niveau de gris nul à cause d’une ombre
propre, ou de choisir ‖si(u, v)‖ = 0 pour expliquer un niveau de gris nul à cause d’une
ombre portée. Le cas des réflexions mutuelles n’est pas plus difficile : par exemple, si un
flux primaire si,1 et un flux secondaire si,2 éclairent simultanément une surface, on peut
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Figure 8.10 – Deux rééclairages de la reconstruction 3D de la pièce de 1 euro italienne,
en utilisant le fait qu’elle est, en moyenne, assimilable à un plan, comme connaissance a
priori sur la profondeur. La pièce est clairement moins « bombée » que sur la figure 8.9.
écrire :
Ii(u, v) = ρ(u, v)
(
si,1(u, v) + si,2(u, v)
)
︸ ︷︷ ︸
si(u,v)
·n(u, v) (8.20)
même s’il n’est pas possible d’expliciter si,2, au contraire du flux primaire si,1. Enfin, il a
été montré très récemment dans [184] que le modèle (8.19) restait valide dans un milieu
diffusant (« scattering medium ») tel que l’eau (la définition de s n’a dans ce cas plus
rien à voir avec celle d’un flux incident primaire).
Ces différentes remarques plaident en faveur d’une « abstraction » de la notion
d’éclairage. En effet, si si(u, v) n’est pas contraint, on pourra toujours le choisir de telle
sorte que son produit scalaire avec ρn(u, v) explique le niveau de gris Ii(u, v), et ce quels
que soient l’éclairage incident et la réflectance de la surface. Ceci nous invite à remplacer
la notion d’éclairage par celle de contrôle : les « éclairages » deviennent des variables
auxiliaires sans réelle signification physique. En utilisant la formulation différentielle, le
problème le plus général peut s’écrire sous la forme suivante, dans le cas de la projection
perspective :
Ii(u, v) = ρ(u, v) ci(u, v) ·
[
∇z(u, v)
z(u, v)
]
(8.21)
où ci est un contrôle inconnu que l’on va chercher à optimiser. Le problème de la stéréo-
photométrie devient alors un problème d’estimation simultanée du relief, de l’albédo 8 et
8. On pourrait tout aussi bien éliminer l’albédo des inconnues en posant ci ← ρci : le terme de
contrôle modéliserait alors implicitement n’importe quel modèle de réflectance, ce qui généraliserait les
approches présentées dans le chapitre 6.
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du « meilleur » contrôle. Une idée similaire a été proposée dans le contexte du SFS [91].
L’estimation de ce terme de contrôle est toutefois extrêmement difficile dans le contexte
du SFS, qui est un problème fondamentalement mal posé. Nous pensons que cette idée
est plus adaptée à la stéréophotométrie, qui constitue un problème bien mieux posé.
Finalement, la formulation la plus générale du problème est étonamment simple,
puisque l’EDP (8.21) est linéaire. Estimer le relief et l’albédo à partir d’équations telles
que (8.21) ne semble toutefois possible que si les champs ci sont connus. Sinon, le pro-
blème est très mal posé : il faudrait estimer, en plus de la géométrie et de l’albédo, m
vecteurs de R3 par point à partir de m niveaux de gris. En première approximation,
nous pouvons cependant assimiler le contrôle au flux primaire, si l’on connaît sa forme
explicite, voire au flux primaire étalonné :
ci(u, v) ≈ 1
dz(u, v)

−si1(u, v) + s13(u, v) (u−u0)f
−si2(u, v) + si3(u, v) (v−v0)f
si3
f
 (8.22)
Pour initialiser la solution, nous pouvons résoudre le système d’équations (8.21) avec
la forme explicite (8.22) des contrôles ci. Le système d’équations est alors le système
d’équations quasi-linéaires auquel nous nous sommes déjà intéressés dans cette partie. Au
vu des résultats que nous avons présentés, nous pouvons espérer que cette initialisation
offre une solution relativement « proche » du relief réel : même si la reconstruction 3D
de la figure 8.9 est indéniablement biaisée, elle constitue une approximation plus que
raisonnable de la surface réelle.
Partant de cette initialisation « raisonnable », nous pouvons procéder, dans un
deuxième temps, à l’estimation conjointe du contrôle et du relief. L’estimation du contrôle
permettra de prendre en compte les phénomènes que nous n’avons pas réussi à modéliser
avec le seul flux primaire. Nous espérons ainsi corriger le biais résiduel dans l’estimation
du relief. Cette seconde étape, difficile, constitue une perspective intéressante, probable-
ment la plus intéressante de toutes celles évoquées jusqu’à présent. Cette étude a été
initiée dans [216], où nous avons proposé, pour parer au caractère mal posé du pro-
blème, d’introduire un a priori de régularité sur les contrôles ci : Ω→ R3. Comme cela
est illustré sur la figure 5.7, il est raisonnable de supposer que le flux incident total est
un champ lisse, au moins par morceaux. Nous pouvons donc, par exemple, introduire
un a priori TV sur ces champs, et résoudre une variante du problème variationnel L1-
TV (7.62) (nous négligeons l’éclairage ambiant et les ombres propres) qui comporte une
régularisation des contrôles :
min
z,ρ
{ci, i∈[1,m]}
1
m
m∑
i=1
∥∥∥∥Ii − ρ ci · [∇z⊤, z]⊤∥∥∥∥
L1(Ω)
+ λ ‖z − z0‖2L2(Ω)
+γz TV(z) + γρTV(ρ) + γc
∑m
i=1TV(c
i)
(8.23)
en utilisant une définition vectorielle de la variation totale pour la régularisation des
contrôles [38, 100]. Ce type de problème peut à nouveau être résolu par une approche
proximale [199].
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Pour valider cette approche, nous nous sommes concentrés sur les microgravures de la
pièce de monnaie peinte en blanc que dont nous avons déjà effectué la reconstruction 3D
dans le chapitre 1 (cf. figure 1.13). Les bords des lettres ’C’ et ’E’ du mot ’Cent’ consti-
tuent des discontinuités de profondeur autour desquelles le flux lumineux se concentre,
ce qui se traduit par des niveaux de gris supérieurs à ceux attendus (cf. figure 8.11).
D’autre part, le relief étant dans ce cas effectivement lisse par morceaux, on peut espé-
rer que l’a priori TV sur la profondeur corrige le biais à proximité des discontinuités,
et force les niveaux de gris trop élevés à être expliqués par une variation du contrôle,
plutôt que par une variation de profondeur.
Figure 8.11 – Trois photographies (parmi m = 15) de la lettre C de la pièce de mon-
naie de la figure 1.13, et reconstruction 3D obtenue par la méthode décrite dans [216].
Malgré les phénomènes de réflexions mutuelles, l’a priori TV sur la profondeur permet
de reconstruire des arêtes relativement nettes.
Dans les expériences des figures 8.11 et 8.12, nous choisissons comme initialisation
du contrôle la moyenne du flux étalonné sur la zone observée, et comme initialisation
de la surface un plan, avant de les affiner tous deux itérativement par une approche
L1-TV où la régularisation porte à la fois sur la profondeur et sur les contrôles [216]. Les
résultats sont encourageants (cf. figures 8.11 et 8.12), car ils montrent d’une part que
l’a priori TV sur la profondeur permet de limiter le biais dû aux réflexions mutuelles,
et d’autre part qu’en affinant l’estimation du contrôle au cours de la reconstruction, on
prend effectivement en compte les phénomènes de réflexions mutuelles.
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(a)
0.165
0.17
0.175
0.18
(b) (c)
0.165
0.17
0.175
0.18
(d) (e)
Figure 8.12 – Reconstruction 3D de la lettre E (cf. figure 1.13). (a) Une des m = 15
images, en l’occurrence I1. (b) Valeur initiale de ‖c1‖. (c) Relief initial. (d) Valeur estimée
de ‖c1‖ à la convergence. (e) Relief estimé à la convergence. Le contrôle estimé prend
bien en compte à la fois les réflexions mutuelles et les ombres.
8.4 Conclusion du chapitre
Dans ce chapitre, nous avons proposé plusieurs extensions de l’approche variationnelle
de la stéréophotométrie. Nous avons d’abord montré qu’elle permettait de résoudre le
problème si la surface et les éclairages étaient simultanément colorés. Nous avons ensuite
reformulé le problème UPS sous forme variationnelle, ce qui permet à la fois de le rendre
mieux posé et de le résoudre de manière robuste. Enfin, nous sommes revenus sur les
modèles d’éclairage non directionnels, et avons montré que l’approche variationnelle
était, dans ce cas également, particulièrement adaptée. Il est naturel, avec cette approche,
de prendre en compte la dépendance spatiale de l’éclairage, qui peut même être abstrait
sous la forme d’un terme de contrôle afin de modéliser implicitement les phénomènes de
réflexions mutuelles.
Il est étonnant de constater que les méthodes variationnelles ont eu assez peu d’écho
dans le contexte de la stéréophotométrie, à l’exception bien sûr des travaux liés au
problème de l’intégration des normales. Pourtant, au vu des résultats présentés dans
ce chapitre, il semble qu’elles soient particulièrement adaptées à la résolution de ce
problème inverse, grâce notamment à leur flexibilité. En effet, il suffit généralement
d’apporter quelques modifications mineures au modèle L1-TV pour prendre en compte
des phénomènes complexes. L’approche variationnelle est donc très facile à « instancier »
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en de multiples variantes, toutes similaires et pouvant être traitées avec les mêmes outils,
qui permettent de résoudre des problèmes de difficulté croissante. Chaque extension de
l’approche ne recquiert que de changer une des « briques de base » du schéma numérique :
on pourrait presque parler d’approche « orientée objet ».
Une autre extension possible de l’approche variationnelle consisterait à modéliser
des phénomènes tels que la translucence, le flou de bougé ou le flou de mise au point
[72, 139]. Il suffirait, du moins en théorie, d’inclure un opérateur de convolution K dans
le terme d’attache aux données du problème (8.23) :
min
1
m
m∑
i=1
∥∥∥∥Ii −K ∗ (ρ ci · [∇z⊤, z]⊤)∥∥∥∥
L1(Ω)
+ λ ‖z − z0‖2L2(Ω)
+γz TV(z) + γρTV(ρ) + γc
∑m
i=1TV(c
i)
(8.24)
où K est un opérateur linéaire qui est soit connu (déconvolution supervisée), soit estimé
automatiquement (déconvolution aveugle), cette dernière approche pouvant éventuelle-
ment être appliquée en ajoutant un a priori (e.g., de type TV) sur l’opérateur K [50].
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Conclusion
Nous avons présenté dans ce mémoire plusieurs contributions théoriques, numériques
et applicatives au problème de la reconstruction 3D par stéréophotométrie.
La partie I nous a permis de revenir sur les aspects liés à la robustesse de l’approche
« classique », qui opère en deux étapes : estimation robuste des normales (chapitre 1),
puis intégration robuste des normales (chapitre 2). Dans ces deux chapitres, nous avons
identifié un certain nombre de biais qu’il convient de traiter de manière appropriée, afin
de pouvoir appliquer la stéréophotométrie en conditions réelles. Dans la partie II, nous
avons étudié deux problèmes de stéréophotométrie mal posés : la stéréophotométrie non
calibrée (chapitre 3) et la stéréophotométrie à m = 2 images (chapitre 4). L’intérêt de
ces deux problèmes est qu’ils illustrent les limites de l’approche classique : l’estimation
locale de la normale étant ambiguë, il est nécessaire de revenir à une formulation globale
(cette même idée permet de limiter les ambiguïtés du shape-from-shading). Nous avons
ensuite remis en question, dans la partie III, l’hypothèse d’une surface lambertienne
éclairée par des sources directionnelles. Si une modélisation plus fine du flux incident a
un réel intérêt pour limiter les sources de biais dans la reconstruction 3D (chapitre 5), il
n’en va pas de même pour les modèles de réflectance (chapitre 6). À titre d’exemple, les
reflets brillants constituent effectivement des écarts au modèle lambertien, mais l’effort à
fournir pour utiliser un modèle de réflectance spéculaire est sans commune mesure avec
une simple estimation des normales sous l’hypothèse lambertienne, pour peu que cette
estimation soit robuste.
En présence de données aberrantes ou de modèles non linéaires, la résolution de la
stéréophotométrie par l’approche classique requiert l’utilisation de méthodes qui, si elles
ont le mérite de « bien fonctionner », risquent de s’apparenter à des « heuristiques ».
Plutôt que de proposer des améliorations incrémentales de ces heuristiques, nous sug-
gérons, dans la partie IV, une profonde remise en question de l’approche classique :
d’après les conclusions des trois premières parties, il semble finalement qu’une « bonne »
approche de la stéréophotométrie ne puisse être que globale. Cette observation, qui pour-
rait faire figure de conclusion en une seule phrase, semble aller à l’encontre de l’évidence,
car la vogue actuelle de la stéréophotométrie s’explique en partie par la simplicité de
sa formulation locale. Cependant, même si les méthodes de résolution proposées dans le
chapitre 7 sont plus sophistiquées que celles de la partie I, le chapitre 8 nous a permis de
montrer le gain effectif que l’on peut attendre d’une approche globale pour résoudre la
stéréophotométrie : certains problèmes deviennent mieux posés, plus faciles à résoudre
de façon robuste, voire tout simplement solubles.
Plus que l’identification et la correction des sources de biais, qui étaient annoncés dans
l’introduction comme l’objectif principal de cette thèse, nous avons finalement mené une
analyse critique de la stéréophotométrie, que nous espérons pertinente et constructive.
Nous avons tenté d’identifier les problématiques les plus représentatives des travaux de
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recherche actuels sur la stéréophotométrie, de suggérer de nouvelles pistes pour leur
résolution, et de formuler un certain nombre de nouveaux problèmes. Alors que le shape-
from-shading s’est révélé, au fil des années, être un problème difficile très prisé par les
mathématiciens, mais aux applications extrêmement limitées, la stéréophotométrie est
nettement plus simple à résoudre et peut rivaliser avec les techniques de reconstruction
3D les plus performantes. À ce titre, l’étude des problèmes mal posés et la recherche
de schémas numériques efficaces occupent dans les publications une place somme toute
mineure, en comparaison de travaux à visées plus applicatives. Dans cette thèse, qui se
situe à la frontière entre théorie et applications, nous avons cherché, dans la mesure du
possible, à éviter l’utilisation de critères ou de méthodes empiriques, mais sans prouver ni
la convergence des schémas numériques, ni le caractère bien posé des problèmes abordés.
Nous espérons avoir réussi à trouver le « juste milieu » entre mathématiques appliquées
et applications des mathématiques.
Perspectives
Outre les perspectives mentionnées dans chaque conclusion de chapitre, plusieurs axes
de recherche découlent assez naturellement des travaux présentés dans ce mémoire. Nous
en avons sélectionné trois, qui correspondent aux trois aspects du problème : applicatif,
numérique et théorique.
Perspective applicative : fusion de données RGBD
Nous avons vu, dans le paragraphe 2.3.3, que l’introduction d’un a priori sur le relief à
reconstruire permettait de rendre le problème de l’intégration mieux posé, puisqu’il rend
la fonctionnelle à minimiser coercive. L’approche variationnelle de la stéréophotométrie
étant très liée au problème de l’intégration, nous avons réutilisé cet a priori dans le
chapitre 7. Dans les deux cas, il s’agit d’un artifice pour rendre le problème bien posé,
et le choix de l’a priori est empirique (en pratique, nous choisissons souvent comme a
priori un plan).
Toutefois, un a priori n’a aucune raison d’être empirique. Par exemple, en utilisant
une caméra RGBD (e.g., la Kinect de Microsoft), il serait possible d’associer aux images
RGB une « image » de la profondeur en chaque point (canal D, pour depth). Une fois le
système étalonné (ce qui est un problème non trivial, cf. [120, 222]), nous disposerions
en chaque pixel (u, v) d’un quadruplet de valeurs, quitte à interpoler les données man-
quantes : les trois niveaux de couleur IR(u, v), IG(u, v) et IB(u, v), et une estimation de
la profondeur z0(u, v). Cette estimation de la profondeur pourrait être choisie comme
a priori, soit pour l’étape d’intégration des normales, soit directement dans l’approche
variationnelle 9.
9. Comme en témoigne l’image de la figure 5.8, nous avons déjà commencé à explorer cette piste, au
cours des stages de première année de master de Jade Boumaza et de Tom Lucas.
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Perspective numérique : utilisation des techniques de lancer de rayons
au sein d’une boucle d’analyse par synthèse
Une seconde perspective, que nous avons évoquée à plusieurs reprises, consisterait
à utiliser les techniques, bien connues en synthèse d’images, de lancer de rayons pour
prendre en compte les ombres portées, les phénomènes de pénombre et les réflexions
mutuelles. Ces trois effets sont en effet impossibles à modéliser localement : c’est la
raison pour laquelle nous les avons traités comme des données aberrantes tout au long
du mémoire.
Puisque la simulation de ces phénomènes est possible en synthèse d’images, il peut
sembler paradoxal de ne pas se servir des mêmes outils pour résoudre le problème in-
verse, ce qui permettrait d’expliquer la totalité des données. Cependant, aussi séduisante
qu’elle puisse paraître, cette idée doit être considérée avec précaution. Supposons que
l’on dispose d’une estimation grossière du relief, de la réflectance et des éclairages. La
génération dem images de synthèse par un moteur de rendu permettra facilement d’iden-
tifier les écarts entre les images d’origine et les images reprojetées, et donc les zones où
l’estimation doit être remise en question. Cependant, comment modifier effectivement
l’estimation courante pour la faire davantage « coller » aux données ? On pourrait certes
générer aléatoirement des modèles 3D, selon une approche d’« analyse par synthèse »
dont l’intérêt pour la reconstruction 3D de structures aussi complexes que des feuillages
a été démontré dans [106]. Cependant, il faudrait dans notre scénario remettre en ques-
tion non seulement les positions 3D, mais également la réflectance et les éclairages, ce
qui semble irréaliste en termes de temps de calcul, même avec les cartes graphiques les
plus récentes.
Cette piste, qui était déjà mentionnée par Frédéric Courteille en conclusion de sa
thèse sur le shape-from-shading [68], constituait en réalité le sujet initial de ma thèse 10.
Force est de constater que j’ai été « détourné » de cet objectif initial. Il est probable qu’il
faille encore attendre quelques années avant de pouvoir générer en un temps acceptable
un nombre suffisamment élevé d’images de synthèse « réalistes », i.e., nécessitant le
recours au lancer de rayons, et intégrer ces techniques au sein d’une boucle d’analyse
par synthèse.
Perspective théorique : reformulation de la stéréophotométrie en termes
de contrôle
La dernière perspective est liée à une piste que nous avons évoquée à la fin du cha-
pitre 8. Sous l’hypothèse lambertienne, la luminance émise par la surface au point x(u, v)
est proportionnelle au produit scalaire de la normale n(u, v) par le vecteur d’éclairage
s(u, v). Ce vecteur d’éclairage, dans la plupart des travaux sur la reconstruction 3D pho-
tométrique, caractérise le flux primaire. Or, ce modèle local ne permet pas d’expliquer
certaines données, à cause de phénomènes qui sont par nature globaux, comme les ombres
10. Si le « nous » a été utilisé jusqu’ici par « modestie », et surtout pour témoigner du caractère
collectif des recherches présentées dans ce mémoire, il me faut néanmoins assumer le choix d’avoir fait
« une autre » thèse que celle qui était initialement prévue.
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portées, la pénombre ou les réflexions mutuelles. Si s(u, v) désigne le flux incident total
au point x(u, v), alors toutes les données peuvent effectivement être expliquées par le
modèle lambertien. Mais si nous cherchons une estimation précise de la normale, celle-ci
ne doit pas dépendre de l’hypothèse lambertienne, qui n’est jamais parfaitement vérifiée.
Nous proposons donc d’abstraire la notion d’éclairage en termes de contrôle, c’est-à-dire
de remplacer le vecteur d’éclairage s(u, v) par un vecteur de contrôle c(u, v). Grâce à
la redondance d’informations qui caractérise la stéréophotométrie, il doit être possible
d’abstraire encore plus ces vecteurs en procédant à leur élimination. Nous espérons ainsi
éviter tout biais dans l’estimation des normales.
Cette piste n’est pas totalement utopique. En effet, il a été montré récemment par
Kunsberg et Zucker [156] que les outils de la géométrie différentielle permettaient, dans
le contexte du shape-from-shading, de caractériser le relief sans recourir à aucun mo-
dèle d’éclairage. Puisque les niveaux de gris dépendent des deux dérivées partielles du
premier ordre de la profondeur, le relief est décrit localement par une équation à deux
inconnues par point. Les dérivées partielles de l’image fournissent des équations sup-
plémentaires, mais également d’autres inconnues, qui sont les dérivées partielles de la
profondeur d’ordres supérieurs. Kunsberg et Zucker ont montré comment reformuler le
problème du « shape-from-shading non calibré » avec albédo uniforme, en utilisant de
telles équations. Un ensemble d’équations indépendantes de l’éclairage est obtenu, au
moyen d’outils de la géométrie riemannienne (dérivées covariantes, transport parallèle,
etc.). Le problème reste mal posé, mais l’utilisation d’images supplémentaires, acquises
sous différents éclairages, devrait suffire à lever l’ambiguïté. Ceci permettra, nous l’espé-
rons, de prouver que la formulation locale de la stéréophotométrie non calibrée constitue
un problème bien posé.
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