Economic design of moving average control charts to maintain current control of a process mean by Gearing, Daniel Vincent
ECONOMIC DESIGN OF MOVING AVERAGE CONTROL CHARTS 
TO MAINTAIN CURRENT CONTROL OF A PROCESS MEAN 
A THESIS 
Presented to 
The Faculty of the Division of Graduate 
Studies and Research 
By 
Daniel Vincent Gearing 
In Partial Fulfillment 
of the Requirements for the Degree 
Master of Science in Industrial Engineering 
Georgia Institute of Technology 
June, 1975 
ECONOMIC DESIGN OF MOVING AWE RAW CONTROL CRARTS 
TO MAINTAEN CURPMT CONTROL OF A PROCESS MEAN 
Approyed: 
kiriMI G.FTE 5,tianTrfilan 
ittrIFIT 	Mont..C;Ce741-' 
5EiTtF17tWFWZr 
Date approved by Cha limn 	 
TO MY MOTHER AND FATHER 
ACKNOWLEDGMENTS 
The author is very grateful to his major advisor, Dr. Russell 
G. Heikes, who suggested this problem and whose guidance was very 
helpful during its development. Appreciation is extended to Dr. 
Douglas C. Montgomery and Dr. Robert G. Parker for their helpful 
comments and suggestions. 
A special thanks to Mary Jane Smith for her help typing 
preliminary drafts. 
ill 
TABLE OF CONTENTS 
Page 
ACKNOWLEDGMENTS  	iii 
LIST OF TABLES 	 vi 
LIST OF ILLUSTRATIONS  	vii 
SUMMARY  	viii 
Chapter 
I. PROBLEM DESCRIPTION  	1 
1.1 Statistical Quality Control 
1.2 Survey of the Literature 
1.3 Statement of the Problem to be Investigated 
II. MATHEMATICAL MODEL  	10 
2.1 The Moving Average Control Chart for the 
Process Mean 
2.2 General Form of the Model 
2.2.1 Expected Cost of Sampling and Testing 
2.2.2 Expected Cost of Investigating and Correcting 
the Process 
2.2.3 Expected Cost of Producing Defectives 
2.3 Development of Probabilities 
2.3.1 Development of the Probabilities 6 0 and 6 1 
 2.3.2 Development of the Probabilities and yi
 2.3.3 Development of the Probability 
2.4 Probability of Startup Operation 
III. SOLUTION METHOD AND NUMERICAL RESULTS 
3.1 Optimization Techniques 
3.2 A Numerical Example 
3.3 Experimental Results 
3.4 Sensitivity to Increasing the Mean Deterioration 
Rate (x') 
3.5 Behavior of the Cost Surface 
3.6 A Comparison with the X Chart 
3.7 Startup Operation 
i v 
TABLE OF CONTENTS (Continued) 
Chapter 	 Page 




I. CONVERSION OF MODEL TO COMPUTER LANGUAGE  	61 
II. FORTRAN PROGRAM FOR NUMERICAL SOLUTION  	62 
BIBLIOGRAPHY  	67 
V 
LIST OF TABLES 
Table 	 Page 
1. Optimal Values of M, N & K for Moving Average 
Chart with Shifts of .60 and x' = 1000  	40 
2. Optimal Values of M, N & K for Moving Average 
Chart with Shifts of 2.40 and A' = 1000  	43 
3. Optimal Values of M, N & K for Moving Average 
Chart with Shift of 3.6a and x' . 1000  	46 
4. Optimal Values of M, N & K for Moving Average 
Chart with a Shift of 4.8a and x' = 1000  	47 
5. Moving Average Chart with Shift of 2.4a and 
x' = 10,000  	49 
6. Comparison Between the X Chart and the Moving 
Average Chart with A' = 1000  	53 
7. Moving Average Control Chart Cost with Shifts of 





= 10 and K= 25 	'  	57 
vi 
LIST OF ILLUSTRATIONS 
Figure 	 Page 
1. Definition of K  	13 
2. Flow Diagram of Numerical Procedure  	36 









=10, V=1000 and a=.005 	42 
4. E(C) vs. K for the case of N=1, M=3, V=1000, 





=10  	51 









=10  	52 
vii 
SUMMARY 
The purpose of this investigation was to develop an expected min-
imum cost quality control model for the moving average control chart to 
control the mean of a normally distributed process. This investigation 
assumes a process which has one in control state and one out of control 
state and that the time to shift out of control follows the exponential 
distribution. This was accomplished by treating the transition of the 
process between states as a finite Markov chain. A transition matrix 
was used to calculate the steady state probabilities of the process 
being in either state, and the expected cost of the quality control orb-
cedure was calculated from these. The solution presents the minimum 
cost sample size, interval between samples, critical region parameter 
and moving average index. 
A numerical solution procedure is developed and programmed for a 
digital computer to determine the minimum cost combination of parameters. 
Numerical examples with various model parameters and cost coefficients 
are investigated using this procedure, and the optimal values of the 
test parameters and expected cost are tabulated. Sensitivity of the 
optimal test parameters to change in cost coefficients and system param-
eters is also investigated, and the cost of using a moving average chart 
compared with the cost of using an 3( chart. 
The results of this investigation indicate that the cost of using 
a moving average control chart is sensitive to small changes in the cost 
coefficients of the system being modelled, and that the moving average 




This chapter will present an overview of control charts and moving 
average procedures. A statement of the problem to be investigated and 
a review of the literature related to this problem will also be in-
cluded. 
1.1 Statistical Quality Control  
One fundamental concept underlying all of statistical quality 
control is the idea that in any manufacturing process, the quality of 
the output is subject to chance variation which can never be completely 
eliminated. In addition to this chance variation, the quality of the 
output is subject to other causes of variation, termed assignable causes, 
as they can be traced back to a particular source. When all of the 
assignable causes of variation have been eliminated, the process is 
said to be in a state of statistical control; otherwise it is said to 
be out of control. A control chart is one of the tools of statistical 
quality control and is widely used for monitoring manufacturing processes. 
The procedure that is followed when using a control chart is to 
take a random sample of a certain size at regular intervals and to meas-
ure the quality of the specific units sampled. A test statistic is 
then computed and plotted on the control chart. The value of this sta-
tistic can fall into one of two categories. First, it may be a value 
which is judged likely to occur if the process is in control. This 
1 
2 
corresponds to the area on the chart between the upper and lower con-
trol limits, and if the statistic falls within this region, the process 
is allowed to continue in operation. Alternatively, it may have a 
value which is judged unlikely to occur if the process is in control. 
The set of these "unlikely" values constitutes what is called the test 
critical region and corresponds to the area on the chart above the 
upper control limit and below the lower control limit. If the value 
of the test statistic falls in these areas, a search is made for the 
cause of the variation. If the determination of the quality of the units 
sampled is made on the basis of comparison with a standard, then the 
sampling procedures is said to be one for attributes; if the determin-
ation is made by measuring some aspect of the quality on a numerical 
scale, the sampling procedure is said to be one for measurements. 
Attributes sampling is usually performed in conjunction with a fraction 
defective control chart (p chart) or a defects per unit control chart 
(c chart). Measurements sampling is usually performed in conjunction 
with a control chart for the process mean (called an X chart) and a 
control chart for process variability (called an R chart or a a chart, 
depending on how the process variability is estimated). In order to 
obtain equivalent protection for a specified shift, the p chart must 
generally use a larger sample size than an X chart. Further informa-
tion on control charts is available in Duncan (3) and Grant and Leaven- 
worth (8). 
1.2 Survey of the Literature  
The pioneering work in the field of statistical quality control 
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was done by Shewart (14), who introduced the idea of a chart to visually 
record the progress of some quality characteristic. The approach used 
did not explicitly take into consideration the costs of both type I 
and type II errors. Rather than this, the method was to select a 
sample size that would detect a given shift in the process with a pre-
scribed power. Frequently, sample sizes of four or five were used in 
conjunction with control limits set at ±3 standard deviations of the 
test statistic, and any convenient sampling intervals. 
The first work which explicitly considered the costs of both type 
I and type II errors was reported by Duncan (4). He constructed an 
economic model of a control chart procedure where a single assignable 
error exists. By manipulating his model, he was able to find the opti-
mal sample size, sampling interval and control limits. His model was 
of the form: 
Profit = Income-Cost 
Since he assumed that income is independent of cost, maximization of 
profit was equivalent to the minimization of cost. Duncan's model 
assumed that all shifts in the process are by a fixed amount, with the 
average time between shifts being - hours and where the probability 
of shifting out of control between time t and t+ At is xe -At At, for 
small At. Goel, Jain and Wu (7) developed an algorithm for finding 
the optimal system parameters in Duncan's Model. Their algorithm con-
sists of solving an implicit equation in sample size, sampling inter-
val and critical region parameter. 
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Cowden (2) developed a model for a test procedure for control-
ling the mean of a process. His model has the form: 
C = C 1 	+ C
3 
where C 1 is the operating cost of the test procedure, C 2 is the cost 
of investigating the process and C 3 is the cost of producing defec-
tives. His model employs a number of assumptions which would seem to 
limit its applicability. These assumptions are that the process starts 
every day in the out of control state, that once the trouble is 
detected, it is quickly corrected and no further trouble can occur that 
day, that the cost of looking for trouble is proportional to the shift 
in the mean, and that the probability of finding trouble is a function 
of the cost of the search. 
Knappenberger and Grandage (10) developed a model to minimize the 
long term expected cost per unit of a quality control procedure. Their 







where C 1 is the cost of sampling and testing, C 2 is the cost of inves-
tigating the process when the value of the test statistic falls in the 
critical region, and C 3 is the cost of producing defectives. They 
assume that the process parameter is a continuous random variable that 
can be approximated by a discrete random variable and that the process 
parameter has one in control state and multiple out of control states. 
When the process goes out of control it is assumed to stay out of control 
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until it is detected, and if the proces shifts from one out of control 
state to another, it can only shift further out of control. 
Duncan (5) extended his earlier work to include the case where 
several assignable errors are allowed to occur. He indicated that the 
increased accuracy of multiple assignable errors is often wasted by 
inaccurate estimation of the cost coefficients. 
Montgomery and Klatt (12) have developed an economic model of a 
quality control procedure based on Hotelling's T 2 control chart, which 
is the multivariate analog of the X chart. Mance (11) has developed a 
model of a quality control procedure based on the fraction defective 
control chart. These authors used models which are similar to Knappen-
berger and Grandage's. 
Baker (1) has done a study of two alternative process models for 
an R chart. His model assumes that the process begins operation in the 
in control state, and that shifts out of control occur at the beginning 
of the period. Sampling is done at the end of the period, as is any 
corrective action, so that when the process shifts out of control it 
will stay out of control for at least one period. Baker's results 
indicate that the assumption of exponential shifts from the in control 
state to the out of control state, as made by Knappenberger and Grandage 
and others, may lead to poor results. Heikes, Montgomery and Yeung (7) 
have adapted Baker's economic model to a multivariate quality control 
procedure where the shifts from the in control state to the out of con-
trol state follow the geometric, the Poisson and the logarithmic series 
distributions. Their results indicate that the assumption of Markovian 
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shifts and the shape of the distribution of time to failure are import-
ant to the determination of optimal test parameters. 
Taylor (16) studied the case of the X chart where one in control 
and one out of control state are allowed, where the variance is known 
and where normality is assumed. He found that sample size and sampling 
interval should be determined at each stage of the process by calcu-
lating current posterior probabilities, and that a fixed sample size/ 
sampling interval approach will lead to non-optimal results. Despite 
his findings, most work in the field of economic design of control pro-
cedures continues to use fixed sample sizes and sample intervals, 
because of their greater simplicity. 
The literature of the economic design of quality control proce-
dures makes no mention of any control chart which bases its definition 
of control status on data taken from more than one period. Such charts, 
however, are discussed from a statistical point of view and their 
properties are compared with single period control charts. 
The first mention of multi-period control charts is made by 
Roberts (13). He describes a geometric moving average control proce-
dure to control the mean of a process, and he shows how to construct 
moving average control charts using a graphical procedure. In a later 
paper (14), Roberts compares the performance of the X chart, the moving 
average chart, the geometric moving average chart, the cumulative sum 
chart, and the chart for the Girshick-Rubin test (which plots a linear 
combination of the current X and the natural logarithm of the quantity: 
one plus the exponential of the test statistic from the previous period). 
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He assumes that the observations follow the normal distribution, and 
that the standard deviation is known. He uses a fixed sample size and 
sampling interval. He compares the charts on the basis of a graph of 
the expected number of periods which pass before a shift is detected 
versus the size of the shift. The Girshich and Rubin test is found to 
have the best performance. 
Wortham and Heinrich (17) describe the application of exponen-
tial smoothing techniques to mean and variance control charts. They 
show that the exponential smoothing mean control chart shows more detail 
than the traditional Shewart /chart since a control point can be gen-
erated for each of the data points. 
1.3 Statement of the Problem to be Investigated  
A study of the literature mentioned in the previous section shows 
that multi-period control charts tend to be inherently more complicated 
than single period charts. For this reason, a decision was made to 
select a multi-period control chart that was as simple as possible and 
yet which would have some practical applications. The moving average 
control chart for the process mean, in conjunction with the Knappenberger 
and Grandage economic model (adapted to the case of a single out of con-
trol state) was chosen on this basis. The purpose of this investigation 
is to develop a procedure to minimize the long term expected cost per 
unit associated with the use of such a chart. This procedure will 
specify the optimal moving average index (M), sample size (N), sampling 
interval (K), and critical region parameter (a). 
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The costs of using such a chart are closely related to proba-
bilities of making two types of errors. One kind, called type I error, 
is made when the value of the test statistic falls in the critical 
region (that is, above the upper control limit (UCL) and below the 
lower control limit (LCL)), and yet the process is still in control. 
When this error is made, the costs of unnecessary investigation and/or 
loss of production are incurred. The other kind, called type II error, 
is made when the value of the test statistic falls outside the criti-
cal region and yet the process is in fact out of control. This error 
incurs the cost of bad output. The probabilities of making both of 
these errors can be reduced by increasing the sample size and the 
sampling frequency. In addition, the probability of making a type I 
error can be reduced by decreasing the size of the critical region 
(moving the UCL and LCL further apart). A smaller critical region makes 
it less likely that a test statistic computed from a sample drawn from 
an in control process will fall above the UCL and below the LCL. On 
the other hand, a smaller critical region also makes it easier for a 
test statistic computed from an out of control process to fall between 
the UCL and LCL, so the probability of type II error is increased. The 
size of the moving average index (M) also influences the probability 
of type II error. With larger values of M, the sensitivity of the model 
to a shift from the in control state to the out of control state tends 
to decrease, since the effect of the shift is masked by those terms in 
the average which come from an in control process. The more terms there 
are, the greater the masking. Thus large values of M increase the 
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probability of type II error. This effect is counterbalanced by the 
reduction in variance of the test statistic which occurs when larger 
values of M are used. The variance decreases as M increases because 
the moving average index appears in the denominator of the expression 
a 
for the variance: aT = FIR. A smaller variance implies a smaller 
probability of type II error, for a given probability of type I error. 
The overall effect of the size of M on the probability of type II 
error depends on the parameters of the process being controlled. 
It is assumed that the procedure described will be applicable 
to a wide variety of processes. In each case, however, the actual 
value of the parameters M, N, K, and a will depend on the accurate 
estimation of various cost coefficients and other system parameters. 
This investigation will include a study of how variation in these 
quantities affects the behavior of the mathematical model. 
In this investigation we will assume that the quality character-
istic is normally distributed, with a known standard deviation, and 
that the process mean will be at one of two levels: 1) a level asso-
ciated with the in control state, po , and 2) a level which is asso-
ciated with the out of control state, 	and it is assumed that the 
difference between these levels is known in terms of the standard devi-
ation of the process. 
The chapters which follow include a description of the moving 
average control chart, the development of an economic model, solution 





This chapter presents a description of the moving average con-
trol chart for the process mean and the development of a mathematical 
model of its operation. 
2.1 The Moving Average Control Chart for the Process Mean  
The moving average chart for the process mean is generally similar 
to the standard, single period, TK chart. The procedure usually employed 
in conjunction with an 3( control chart consists of taking a random 
sample of N units after every K units have been produced, measuring the 
quality on a numerical scale, and computing the test statistic 
" 
=xt. i 1 	1 
where the X ti are the individual observations taken in period t. The 
test statistic 7( t is then plotted on the control chart. The chart is 
characterized by a center line, which corresponds to the average quality 
of the output, and two other lines, one called the upper control limit 
(UCL) and the other called the lower control limit (LCL). If we assume 
that the quality characteristic which we are measuring follows the nor-
mal distribution, and that the mean p and standard deviation a are known, 
then the probability is 1- a that the mean will fall between u+ Z 	a a/2 Ai 
11 
and p - a/2 
0 . The probability a is called the critical region 
parameter or the probability of type I error. 
When an T chart is used in conjunction with a moving average 
procedure, the test statistics Tt from a number of periods are used to 
form a moving average test statistic T t. If M is the number of terms 
in the moving average, then Tt is defined as follows: 
1 
Tt = Ot _ m+ .1 + ;41+2 +...+ X t ) 
The above definition assumes that the moving average control chart has 
been in operation for at least M periods since the last out of control 
T
t 
was plotted. When this condition is met, the system will be described 
as being in steady state operation. 
The behavior of a moving average is dependent on M, the number of 
terms it includes. Basically, there are three types of changes in a 
system which can influence a moving average: a sudden, temporary change, 
(random shock), a sudden, permanent change (step increase or decrease), 
and a gradual trend, either upward or downward. Since it is assumed 
that the process will not correct itself, this investigation will only 
be concerned with sudden, permanent shifts in the process mean. Under 
the influence of such an input, the mean of the test statistic will 
change steadily for M periods, after which the mean will be equal to 
the actual value of the system. 
The development of the mathematical model is described in the 
following sections. 
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2.2 General Form of the Model  
The mathematical model of the moving average control procedure 
will be assumed to consist of the sum of three expected costs, and will 
be written as: 
E(C) = E(C 1 ) + E(C 2 ) + E(C 3 ) 
where E(C
1 ) is the expected cost per unit associated with sampling and 
testing, E(C2 ) is the expected cost per unit of investigating and cor-
recting the process when the test statistic falls in the critical region, 
and E(C
3
) is the expected cost per unit of producing defectives. 
2.2.1 Expected Cost of Sampling and Testing  
It will be assumed, as previous authors have done (4), (10), that 
the expected cost of sampling and testing has two components: a fixed 
cost, independent of the sample size, and a cost that varies with the 
number of units sampled. Both cost components are divided by the num-
ber of units produced between successive samples to obtain an average 
cost per unit of sampling and testing. Since all terms are assumed 
constant, 
a l + a N 
E(C 1 ) = 	K 
Where a
1 
= fixed cost per sample 
a
2 
= cost per unit sampled 




K = number of items produced between the start of the current 
sampling to just prior to the start of the subsequent 
In Figure 1 below, K is the number of units produced between 






Figure 1. Definition of K. 
2.2.2 Expected Cost of Investigating and Correcting the Process  
The cost of investigating and/or correcting the process will be 
incurred whenever the value of the test statistic falls in the critical 
region. If y is a random variable which assumes the value one if the 
test statistic falls in the critical region, and the value zero if the 
test statistic does not fall in the critical region, and Z is the cost 
of investigating and correcting the process, then 
C 2 	K 
The random variable y can assume the value one under two conditions. 
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In the first condition, the process cadin fact be out of control and 
this is detected by the control procedure. The probability of this 
outcome depends on the joint probability of the process being out of 
control at the time of the test and the probability that the test can 
detect this fact (usually called the power of the test). If 6 1 is the 
steady state probability of being out of control at the time of the 
test, f3, the long run probability of making a type II error, and (1-0 
the power of the test, then the probability of being out of control and 
detecting it is 
6
1 
 (1 - (3) 
The second condition under which y can assume the value one 
occurs when the process is in control and a type I error is made. The 
probability of this outcome is dependent on the joint probability of 
the process being in control at the time of the test and the proba-
bility of making a type I error. If 6 0 is the steady state probability 
of being in control at the time of the test and a is the probability of 




Thus, the probability of y having a value of one is the sum of these 
two joint probabilities: 
Pr(y = 1) = 6 1 (1 - 	+ 60a 
This quantity must be multiplied by the cost of investigating 
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and/or correcting the process. Knappenberger and Grandage (10) base 
this cost on the generally available prior information concerning the 
number of times the process goes out of control, the length of time 
the process is stopped for repairs and the cost per hour (including 
repair costs) of an inoperative process. Rather than form an elabo-
rate cost function, this information is used to establish an average 
cost, a 3 . To obtain a cost per unit this must be divided by the num-
ber of units produced between successive samples. The expected cost 
of having to investigate and/or correct the process is the product of 




) = [(5 1 




2.2.3 Expected Cost of Producing Defectives  
When the process is in control there will be a small percentage 
of defectives produced due to chance variations in the output. If the 
process goes out of control and the shift is detected by the manufac-
turer, no additional defectives are produced because production is 
stopped. When the process goes out of control and the shift is undetec-
ted, a larger percentage of defectives may be produced. The buyer may 
react in several ways: he may reject just defects, or the entire lot; 
he might look for another supplier; and he might communicate his dis-
satisfaction to others. No matter what action is taken the end result 
is a cost to the manufacturer. Because the exact relationships between 
the number of defectives and the cost per unit of each defective is 
difficult to determine and would result in unnecessary complication in 
16 
the model, we will assume a simple linear relationship. This is done 
by defining a 4 as the cost to the manufacturer for each defective unit 
produced. Its value is chosen to approximate the actual cost of pro-
ducing a defective regardless of the state in which the process is 
operating. 
If w is a random variable which assumes the value one if the unit 
is defective and the value zero otherwise, the expected cost per unit 
of producing defectives is 
E(C3 ) = a4Pr(w=1) 
If we let f
o 
be the percentage of defectives produced when the process 
is in control, and let yo be the probability that the process is in 
control at any point in time, then the probability that any unit pro-
duced is defective when the process is in control is 
fy 
0 0 
Similarly, if f 1 is the percentage of defectives produced when the 
process is out of control and yr is the probability that the process 
is out of control at any time, then the probability that any unit pro-





Since the events described by the probabilities foyo and f 1 y 1 are 
mutually exclusive, the total probability is the sum of the two joint 
probabilities: 
17 
Pr(w = 1) = foyo + f l y / 
The expected cost of producing defectives is the product of the 
cost per unit and the probability of producing defectives: 
E(C3 ) = a4 (foyo + f1y1) 
The total cost equation then becomes 
a l + a 2 N 	a 3 
E(C) = 	K + K D i (1 - 8) + doct] + a 4 (foyo + f1 y 1 ) 
2.3 Development of Probabilities  
This section will present an explicit development for the proba-
bilities 6 0 , d i , yo , y l and 0 in terms of system parameters. 
2.3.1 Development of the Probabilities 6 0 and 6 1 
As defined earlier, 6 0 is the probability that the process is in 
control at the time of the test and 6 1 
is the probability that the pro-
cess is out of control at the time of the test. In Figure 1 the time 
of the test is defined to be at point a, where the current sampling 
starts. To develop 6 0 and 6 1 , a transition probability matrix (0) is 
required. The elements, bij , of this matrix are the probabilities of 
moving from state i to state j during the production of K units. The 
definition of a transition matrix requires that 





ij < 1, for all i and j 
In order to define the probabilities b
ij 
it is necessary to determine 
the probabilities p o and p 1 , where pc, is the probability that the pro-
cess will remain in control during the period, and p l is the proba-
bility that the process shifts out of control during the period. 
If we assume that the time the process remains in control is an 
exponential random variable with mean x
-1 
hours, then the probability 
of remaining in control for h hours is 
h 
po = 1 - 	e-A 'dt = e-xh 
0 
If the production rate is R units per hour and if the production of 
fractional units is allowed, then the number of hours needed to pro-
duce K units is 





Since x -1 is defined as the mean time in hours before a shift occurs, 
then the average number of units produced before a shift occurs is 
x . = x/R 
18 
Then pc, becomes 
19 
p = e 
and p 1 becomes 
P1 = 1 - e
-a'K 
Now consider the transition probabilities b ij , where i is the 
initial state and j is the final state. Their definition requires 
that we assume that when the process goes out of control, it will 
stay out of control until the shift is detected (until the value of 
the test statistic falls in the critical region). That is, the process 
will not correct itself. Also we must assume that no shifts can occur 
while current sampling is taking place. In Figure 1, this is from 
point a to point b. 
The probabilities b ij can be assembled into a transition matrix 










First consider the probability b00 . This allows for the case in which 
the process starts the period in control and ends the period in control. 
The only way this can occur is to have no shift, and 
b00 = p 
 p0 
The probability b01 allows for the case in which the process starts the 
20 
period in control and ends the period out of control. This can occur 





The probability b10 allows for the case in which the process starts 
the period out of control and ends the period in control. This can 
only occur if the out of control condition is detected and then no 





The probability b 11 allows for the case in which the process starts 
the period out of control and ends the period out of control. There 
are only two ways this can occur. First, the out of control condition 
can go undetected, in which case it will continue in that state for 
the remainder of the period. Second, the out of control condition can 
be detected, but the process later shifts out of control again during 
the remainder of the period. If 13 is the long run probability of making 
a type II error at any time, then b 11 is 
b1 1 = " (1 "" ° P i 
The transition matrix B can now be written 
Po 	 P1 
B = 
( 1- (3)P0 	(3+ ( 1- (3 )P1 
21 
B is the transition matrix of an' irreducible, aperiodic, posi-
tive recurrent Markov chain. Therefore there exists a vector d= (6 0
,6 1 ) 
such that 
6 B = 6 





(1-0 13 0 	(0-(1-6)13 1 
Multiplying yields the following: 
60130 "1 (1-°P0 = 60 
60P1 "1 (3 (1-6) P1 ) = 6 1 
These two equations are dependent since they both reduce to the same 
equality after substituting p 1 = 1 - p0 and 6 1 = 1 - 6 0. 
That is, both 
equations reduce 
P0(3 -1 ) 
6 0  - 	 
fipo - 
This equation can be rewritten to give 6  as a function of 6 0 and p0 . 











2.3.2 Development of the Probabilitiei yo and y i 
As defined earlier yo is the steady state probability of the 
process being in control at any point in time and y l , is the steady 
state probability of the process being out of control at any point in 
time. Since the process is either in control or out of control at any 





It was previously assumed that when the process went out of con-
trol, it would stay out of control until the shift was detected. Given 
this assumption, it is possible to define y o as the sum of two condi-
tional probabilities. The first of these describes the event in which 
the process starts the period in control and does not shift during the 
entire production of K units. This probability can be written 
where E
0 
 is the steady state probability of starting in control at the 
end of current sampling (in other words, at point b in Figure 1) and 
p0 is the probability of staying in control during the production of K 
units (recall that we assume no shifts can occur during sampling). 
The second conditional probability describes the event in which 
the process starts the period in control and shifts out of control at 
some point in time after the start of the period. The probability can 
be written: 
where p 1 is the probability that the process shifts from the in control 
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to the out of control states and F is the average fraction of the pro-
duction period that elapses before a shift occurs. 
The steady state probability of being in control at any point 
in time (ye ) can now be written: 
Yo = c 0p0 	' 0 FP1 
Since p l = 1 - p0 , this can be rewritten as 
Yo = EoP o 	- p0) 
Duncan (4) has shown that, given the time before a process shifts 
out of control is an exponential random variable with mean A
-1 
hours, 
the average time elapsed during the h hour interval between the i
th 
and ( .1+1)
st samples before a shift occurs is 
f 
(i+l)h 



















- 	  
A(1 - e -Ah ) 
h = 
where h is the number of hours to produce K units. To find the average 
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fraction of the production interval before a shift occurs, we divide 
by h: 
1 - (1 + Ah)e -xh 
F = 	- h xh(1 - e
-xh ) 
If R is the production rate, then F can be expressed in terms of units 
as 
1 - (1 + 	)e
-xK/R 
F = 
Note the probability of starting the period in control, (6 0 ) can 
be written in terms of other probabilities. The steady state proba-
bility of being in control at the time of the test (6 0 ) is equal to the 
probability of starting the period in control and not shifting during 
the production of K units. That is, 
6
0 





After this substitution is made, the probability that the process 
is in control at any point in time (ye ) becomes 
+ F ikt _ n 0  )1 4. 
F6
0 (1_ 1)0 ) = 6 0 2 1- pork 	r YO = 6 0 	Po 
* ( 0 _ e-AK/R ) 
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2.3.3 Development of the Probability 78  
As defined earlier, a is the long run probability of making a 
type II error. In order to develop an expression for a, it is neces-
sary to define two other probabilities. These are P i , the conditional 
probability of making a type II error, given that i samples in the test 
statistic are from the out of control population, and p(i), the proba-
bility that i samples in the test statistic came from the out of con-
trol population. P i is the probability of type II error on a test in 
which the test statistic (T t ) falls within the control limits when the 
process has been out of control for i periods. The process may have 
gone out of control in the most recent period (in which case there will 
be one sample in the test statistic from an out of control population), 
in the second most recent period (two samples from an out of control 
population), third most recent period (three samples), up to the M th 
most recent period (M samples). If the process went out of control more 
than M periods ago, the test statistic will still contain M samples from 
an out of control state. If LCL and UCL are the lower and upper control 
limits, respectively, then P i can be written: 
P. = Pr(LCL < T
t  < UCL/i samples from out of control process) 
At this point it may be helpful to review how the test statistic 
(T
t ) is calculated. The first step is to take a sample of individual 
observations (Xti ) of size N and compute the statistic 3c: 
N 
= 	i 1xti 
= 
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If we assume that the i ti 
are normally distributed with mean p and 
variance a 2 , then X t will be distributed 
X t 	N(p, a2/N) 




Tt = 	 Xt-m+2 
T
t 




1.1 T is a function of the number of terms in the test statistic that come 
from an in control process and the number that come from an out of con-
trol process. If p o is the value of the in control process mean, p i 
the value of the out of control process mean, and i the number of out of 




pT 	 M 
If i = 0 (no terms from an out of control population), this expression 
yields 
If i=M (all terms from an out of control population), this expression 
yields 
p T = 1 
2 The variance G T 
s a function of the sample size (N) and the 
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moving average index (M). If a 2 is the variance of the individual 
2 




If we standardize T
t 
by subtracting the mean and dividing by the 
standard deviation, the T becomes T' where 
T 	1.1 0 
T' =  
0/ ✓IN 
If the process is in control, then T' is distributed normally 
with a mean of zero and a variance of one. T' can be used in conjunc-
tion with standard normal tables to evaluate the probability of being 
in control for different values of the critical region parameter. If 
a is the critical region parameter, and Za/2 is the ordinate of the 
standard normal distribution, then the probability that the test sta-
tistic falls outside the critical region is 
Pr(-Za/2 < T' < Za/2) 
If the process has been out of control for the last i periods, 
then T is distributed 
T -N (m-i)P0 4- iP 1 	a2M 	' MN) 
and T' is distributed 
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T' 	N 




Now the probability that the test statistic will fall outside the 




P. = Pr(-Za/2 < T' < Z-/2) 
-1 
To standardize T', we subtract K. where K. is defined by 




P. is now 
P i = Pr(-Za/2 - K i < Z < Za/2 - Ki ) 
Where Z is distributed normally with mean of zero and variance of one. 
P. can now be found through the use of a standard normal table. 
The next probability to be developed is p(i), the probability that 
i samples in the test statistic came from the out of control population. 
Consider first p(1), the probability that one sample in the test sta-
tistic came from the out of control population. This means that (M-1) 
samples came from the in control population. We have previously 
assumed that when the process goes out of control it stays out of con-
trol. For one sample to have come from the out of control population, 
it must have come from the most recent period. Thus P(1) will be equal 
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to the probability that the process started in control, m periods ago 
(c o ), times the probability of running m-1 periods without having a 
shift (p
M-i 




 ) period (p 1 ). Thus p(1) can be written 
P(1) = E oPt i pl 
Now consider p(2), the probability that two samples came from the 
out of control population, and M-2 samples from the in control popula-
tion', p(2) will be equal to the probability that the process started in 
control, M periods ago (c o ), times the probability of running M-2 per- 
iods without having a shift (p
o
M-2 
 ) times the probability that a shift 
occurs in the second most recent period (p 1 ) times the probability of 
failing to detect the shift in the most recent period (s). Thus p(2) 
can be written 
P(2) = 604-2 P18 
Similarly, p(3) can be written 
p (3) = 60Pt3 P1 2 
and p(i), the probability of having i samples from the out of control 
population in the test statistic can be written 
M-i 	i-1 
p (i) = 60 13 0 131 
where 
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i = 1,2,...,M-1 
For the case where all M samples came from the out of control popula-
tion, there are two possibilities. First, the shift can occur in the 
initial period. Then p(M) will be equal to the probability of starting 
in control M periods ago (60 ), times the probability that the process 
shifts out of control in the first period (p 1 ) times the probability 
that the shift goes undetected for the remaining M-1 periods (3 M-1 ). 
The probability can be written 
The second possibility allows for the case in which the process 
was out of control at the start of the first period. If we define e l 







and the probability that the out of control condition 
goes undetected for the remaining M-1 periods, then the probability can 
be written 
The probability that all M samples came from an out of control popula-
tion is the sum of the probabilities of these two cases: 
P ( m ) = colV -1 + el ' 
M-1 
Now it is possible to calculate (3, the long run probability of 
making a type II error. According to the total probability law, $ is 
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equal to the product of the conditional probability of making a type 
II error, given that i samples are from the out of control population, 
and the probability that i samples are from the out of control popu-
lation, summed over all i: 
M 
s = 	Pi p(i) 
i=1 
M 	M-i 	i-1 	M- 1 
	
= i1 2 €0P0 
Pi , + PMEIs 
= 
= X Pr(-Za/2 - K. < Z < Za/2- K i )c opoM-i  p l s i-1 
 i=1 
+ Pr(-Za/2 - K i < Z < Za/2 - Ki )c-I $
M-1 
Solving this expression is simplified if we make use of the following 





= 1 - c o = 1 - po 
p
1 








Substituting these terms wherever possible results in the following equa- 
tion. 
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-1 + 6 1 	
u 
+ p
0 6_ 	p 
u 





-1+6 1 4-p 0 )
M-1 
P0 6 1 	i=1 	
P0 6 1 	M PO 	P06 1 





60' -(1-6 0 )6 n 	;P"i- ' P1 
PO 60 	_ p_(1-6 )P (1 6° )( 	P° 	° 	D 
" i=1 	u P0(1-60) u 	0 M 	p p (1-8 0 0 0 
Numerical methods for the solution of this equation and the evaluation 
of the cost function are presented in the next chapter. 
2.4 Probability of Startup Operation  
In an earlier section, moving average control procedures were 
characterized as having two states of operation: a startup state, 
which lasts from the initial period of operation up to period M-1, and 
a steady state, which lasts from period M until the process is stopped 
for investigation and correction. In the model that was developed it 
was assumed that the procedure was operating in the steady state. Now 
that all the probabilities have been defined, it is possible to discuss 
this assumption. The probability that a period will be a startup period 
can be approximated as follows. If yl is the probability of being out 
of control at any point in time, (1-0 the probability of being able to 
detect an out of control condition, yo the probability of being in con- 
trol at any point in time, then the probability that a period is a start-
up period is 
Pr(Startup) = 	+ yoa 
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This is an approximation because it assumes that the procedure is start-
ing up from steady state operation, rather than from startup operation. 
This probability has not been incorporated in the model because its 
influence on the expected cost is insignificant compared to the addi-
tional complexity it would add to the model. The effects of ignoring 
the startup probability cannot be examined until numerical results have 
been obtained. This is accomplished in the next chapter. 
CHAPTER III 
SOLUTION METHOD AND NUMERICAL RESULTS 
The purpose of this chapter is to formulate a method for select-
ing the sample size (N), the interval between samples (K), the criti-
cal region parameter (a), and the moving average index (M), which mini-
mize the value of the expected cost function (E(C)). In addition, an 
example of an application of the model developed in the previous chap-
ter will be presented, and the performance of the moving average pro-
cedure under a variety of parameter configurations will be reported. 
3.1 Optimization Techniques  
The first optimization technique to be considered was to con-
struct implicit functions for the partial derivatives of the expected 
cost with respect to M N, K and a. This method was rejected because 
these partial derivatives are not independent (they are all functions 
of the transition matrix B) and because of the complexity of the equa-
tion for the steady state probability of being in control on any test 
( 6 0 ) . 
Another method which was considered was to use a simultaneous 
s earch technique to evaluate the expected cost function across a 
grid covering the cost surface. Duncan (4) used this technique to 
obtain information about the nature of the cost function developed in 
his paper. His work indicated that cost functions that arose from 
economic models of control charts were likely to have a number of local 
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minima. Because of this, a simultaneous search 	technique 
seemed most effective. 
The employment of this technique requires the use of a digital 
computer. Accordingly a computer program was written, and the flow 
chart is shown in Figure 2. The complete listing of the program is 
given in the appendix, along with a translation of the computer symbols 
into the symbols used in the model described in Chapter II. The next 
section illustrates the use of the computer procedure through the use 
of a numerical example. 
3.2 A Numerical Example  
The following costs and parameter values (M, N, K and a) of this 









M = 3 
N = 1 
K = 40 
a = .002 
PO = 10 
 a = 3 
A' = 1000 
The value of p 1 
 that was used (17.2) derives from defining the shift 
to be 2.4o. The value of f
o 
(.0027) is that fraction of the output of 
an in control process whose mean lies outside the interval p o ± 3cr, and 
the value of f
1 
 (.2742) is that fraction of the output of an out of 
control process whose mean lies outside the interval p o ± 3cr. 
The first quantities to be calculated are the probability that 
no shift occurs during the production of K units (p 0 ), and the proba-
bility that a shift does occur during the production of K units (pi). 
             
    
Set Starting Values 
& Step Sizes 
      
             
             
    
Calculate PO 
      
             
             
    
Calculate P(i) 
      
             
             
    
Find d
o 
for best fit 
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Calculate f3 
        
Calculate F 
             
             
             
             
          
Calculate yo 
             
             
             
Calculate Total Cost 
v 
Print Out Results 
i 








Figure 2. Flow Diagram of Numerical Procedure 
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Po 	 .96 
p 1 =1 - p0 = .04 
The procedure now calculates the conditional probability of making a 
type II error on a test, given that i samples in the test statistic 
are from the out of control population (P i ): 
P i = Pr(-Za/2 - K i < Z < Za/2 - K i ), i= 0,1,2,...,M 
M=1 
12.0 = .9979 
P
1 
 = .7549 
M=2 






1) 2 = .6205 
3 
 = .1430 
Having calculated p 0 , p l , and P i , it is now possible to calculate the 
steady state probability of being in control on any test (6 0 ). 
Recall that 6 could be expressed as 
0 
m-; 	P o - 6 0  i-1 	 6 0 	P O - 6 0 	M-1 
	Po 6 0 = -6 0 YJEiPo P1 ( p0 (1-6 0 ) ) O-
P 
 M (1 p0 
 )( p (1 - 6 ) ) 
i 	 0 	0 
Note that this expression is a polynomial in 6 0 of order M, which means 
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that up to M different roots may exist. In order to explore this pos-
sibility, the expression was solved algebraically for M= 2 and M=3; in 
each case only one positive root was found. The expression was evaluated 
for larger values of M during initial computer runs, and a similar 
result was found. An examination of the above equation reveals that 6 0 
 cannot be larger than p0 , or smaller than zero (else the expression 
Po 	'o  
P0 (1- 6 0 ) 
which appears in the above equation will be negative). Accordingly, 
this range of possible values is divided into a number of equal size 
increments (say .01 each) and the value of 6 0 at each increment (0.0, 
0.01, 0.02, etc.) is then used as a trial value in the above equation. 
The "goodness of fit" of each trial value is established by computing 
the absolute value of the difference in the left hand side and right 
hand side of the above equation. The value of 6 0 which gives the best 
fit is selected and the corresponding right hand side is used as 6 0 in 
the economic model. For this example, 6 0 = .96 gives the best fit and 
the corresponding right hand side is .9597. 
Having calculated the steady state probability of being in con-
trol on any test, it is possible to calculate the probability of making 
a type II error on a test (3). 
= 	PO
- 6 0  = .96 - .9597 
p0 (1 - 6 0 ) 	.96(1 - .
9597) = .0075 
It is also possible to calculate the average fraction of an interval 
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that elapses before a shift occurs ( ) and the probability of being in 
control at any point in time (y o ). 
1 - (1 + xK/R)e -x"  
	




YO = d o + F(f)--
0 
)(1 - p0 ) = .979 
0 
Finally, the total cost function itself is calculated 
a, +a 	, ,N a 
E(C) = 	K + 	[6.1 (1 - a) + a oa] + a 4 (f0y0 + f i y i ) 
M=1 
E(C) = .137 
M=2  
E(C) = .136 
M= 3 
E(C) = .135 
3.3 Experimental Results  
The purpose of this section is to present the cost structure of 
the moving average control chart given several values of the cost coef-
ficients and the critical region parameter, and four values of the size 
of the shift (.5a, 2.4a, 3.6a and 4.8a). All results in this section 
are for a mean deterioration rate (x') of 1000. The effect of changing 
this parameter is discussed in a later section. 
Consider first the case of a shift size of .50 -, shown in Table 1. 
A shift this small means that less than one percent of the output 
Table 1. Optimal Values of M, N & K for Moving Average 
Chart with Shifts of .5a and x' = 1000. 
	
*2 11.3a4 0.< 
	N K 
1 	1 	10 10 0001 	5 1 280 
001 5 1 280 
002 	5 1 280 
005 	5 1 280 
01 6 1 280 
02 	5 1 320 
05 6 1 360 
-r--i too 10 0601-L 1 
.1 	6 , 1 360 
1 760 
001 	1 1 760 
002 	1 1 ,760 
1 840 005 	1 
01 	1 1 1000 
1 ,,960 02 1 
1 ;1000 05 	1 
.1 • 1 1 '1000 
10 1 10 	10 0001 	5 1 880 
001 	5 1 1 880 
1 j 880 002 5 
005 	5 1 1880 
1 1880 01 	5 
02 6 1 880 
05 5 1 920 
60 •.1 	5 
0001 1 1 960 
001 	1 1 960 
002 	1 1 960 
005 	1 1 
01 1 1 
02 	1 1 
05 	1 1 
.1 1 1 1000 
40 



















960 .084 1000 
1000 .084 
960 .086 1000 
1000 .089 
.094  
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produced when the process is out of control will lie outside p o ± 3a. 
Under these conditions, it will not be feasible to sample very often 
since the cost of bad production is so much less than the cost of 
sampling. This can be seen in Table 1. Even when the fixed cost of 
sampling (a 1 ) is small, the sampling interval lies in the range 280-360 
units. When a 1 
is larger, the sampling interval approaches 1000 units. 
Increasing a l does not seem to affect the size of the moving average 
index (M) or the sample size (N), which is always one. 
The effects of changing the cost of searching and correcting (a 3 ) 
are somewhat different. When a 1 
is small, increasing a 3 
causes the 
sampling interval to more than double, while the size of the moving 
average index decreases to the smallest possible value. Apparently 
the cost of searching and correcting is so high that the risk of incur-
ring it must be minimized by not sampling except at intervals of 760-
1000 units. When a 1 
is large, increasing a 3 
causes only a slight in-
crease in K, which is already at a high level, while the size of M is 
decreased as before. 
The effect of increasing the critical region parameter (a) is 
negligible, for the range of values considered. This is a reflection 
of the small shift size. 
The entries to the right of the cost column in Table 1 indicate 
alternative combinations of M, N and K that give the same (minimum) 
cost as that shown. For example, consider the case of a l = 1, a 2 = 1, 
a 3 = 	a4 = 10 and a = .005. All of the following combinations give 
the same cost ($.049): 
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M N K 
5 1 280 
4 1 320 
4 1 360 
4 1 400 
4 1 440 
5 1 480 
5 1 520 
5 1 560 
6 1 600 













280 	320 	360 400 	440 	480 	520 	560 	600 	640 













x'=1000 and a =.005. 
The number of these alternative values when a 3 
is small suggests 
that increasing a l causes a more "peaky" cost surface. 
Now consider the case of a shift size of 2.40, shown in Table 2. 
The sampling interval is reduced by a factor of seven to ten while 
costs are increased by a factor of three or four. The optimal sample 
size remains one in every case. The size of the moving average index 
(M) decreases for larger values of a when a 3 is small. When a 3 is large, 
Table 2. Optimal Values of M, N, & K for Moving Average 
Chart with Shifts of 2.4a and A' = 1000. 
al 
	* a 1 	 M N K 
10 1( 	0001 40 .140 
00/ 35 .141 3,1,40 
002 35 .141 3,1,40 
005 35 .142 3,1,40 
01 40 .143 
02 40 .145 
05 40 .152 
45 .163 
1 1 100 10 0001 40 .229 
001 40 .229 
002 40 .233 
005 45 .240 
01 50 .250 
02 50 .269 
05 75 .311 
95 .364 
10 1 10 10 0001 90 .278 6,1,95,100 
001 90 .278 6,1,85,5,1,95 
002 90 .278 6,1,85,4,1,95,5,1,100 
005 90 .278 4,1,95,5,1,100 
01 90 .278 5,1,95 
02 90 .279 4,1,95 
05 90 .282 3,1,95 
.1 95 .287 100 
















95 .364 6,1,100 
001 95 .364 
002 95 .365 6,1,100 
005 95 .368 4,1.100 
01 95 .373 4,1,100,4,1,105 
02 95 .382 3,1,100,3,1,105,4,1,110 
05 110 .406 3,1,115,4,1,120 
_i 17‹ _hh, 1_1 _14n_114 h_ 1 	ihn 
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M no longer has a value of one but is rather two to five. In addition, 
the number of alternative parameter combinations which have the same 
cost as the minimum shown is reduced when a 1 
and a
3 
are small and 
increased when a 1 
and a
3 
are large. All of these effects are a reflec-
tion of the fact that a shift of 2.4 means about twenty-five percent 
of the output from an out of control process will lie outside p o ± 3a 
limits. 
The effect of increasing the fixed cost of sampling (a l ) is to 
approximately double the sampling interval and the costs when the cost 
of investigating and correcting (a 3 ) is small; when a 3 is large, sampling 
intervals and costs are increased by a factor of 1.5 to 2. The moving 
average index is changed slightly, but there is no definite pattern. 
The effect of increasing a 3 is to increase the sampling interval 
for larger values of the critical region parameter and to slightly 
decrease most values of M. A larger critical region reinforces the 
effect of larger a 3 and the model compensates by reducing the sampling 
frequency. 
The effect of increasing the critical region parameter (a) is to 
decrease the frequency of sampling, with the greatest effect being 
observed when a 1 
is small and a 3 
is large, and the smallest effect when 
a
1 
is large and a
3 
is small. This is due to the reinforcing effect of 
ot and a 3 
mentioned above. Increasing a causes a decrease in M, with 
the greatest effect occurring when a 3 is small. When a 3 is small, the 
effect of the cost of bad production (a 4 ) is proportionally greater; one 
way to reduce this cost is to reduce M (because of the "masking" effect 
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which a large number of terms in the moving average can cause). 
Next consider the case of a shift size of 3.6a, shown in Table 3. 
A shift of this size means that almost three fourths of the output of 
an out of control process will fall outside p i ± 3u control limits. 
Note that the low and high levels of a l have been increased by a factor 
of ten (to allow for comparison with the work of Knappenberger and 
Grandage). The sampling interval is slightly increased when a l is 
small and almost trebled when a
1 is larger. The optimal sample size 
remains one in every case. The size of the moving average index (M) is 
reduced for most values of a and cost coefficients, with the greatest 
change coming when a l and a3 are small. Here the effect of a 4 is pro-
portionally greater and this cost can be reduced by smaller values of 
M. The cost surface becomes generally more sensitive to changes in 
parameter values as evidenced by the reduced number of alternative mini-
mum cost combinations. 
The effect of increasing the fixed cost of sampling (a l ) is to 
double or triple the size of the sampling interval for every value of 
a 3 . The moving average index is somewhat changed, but there is no 
recognizable pattern. 	The effect of increasing a 3 is to slightly 
increase the sampling interval for larger values of a. The effect on 
M is slight. The effect of increasing a is to slightly increase the 
size of the sampling interval and slightly decrease the size of M, for 
every value of a l and a 3 . 
Finally consider the case of a shift size of 4.8a, shown in Table 4. 
A shift of this size means that less than one percent of the output of 
Table 3. Optimal Values of M, N, & K for Moving Average 
Chart with a Shift of 3.6a and V.1000. 
al a2 a3 a4 	 N 	K 
10 1 10 10 0001 3 1 55 .432 
001 3 1 55 .432 
002 3 1 55 .432 
005 2 1 55 .433 3,1,60 
01 2 1 55 .434 60 
02 3 1 55 .435 
05 2 1 55 .441 60 
.1 2 1 60 .448 
10 1 100 10 0001 3 1 55 .520 3,1,60 
001 3 1 55 .521 
002 3 1 55 .522 60 
005 3 1 55 .528 2,1,60 
01 2 1 60 .536 
02 2 1 60 .551 
05 2 1 65 .595 70 
.1 2 1 75 .658 80 
100 1 10 10 0001 5 1 170 1.211 4,1,175-185 
001 3 1 175 1.211 180,4,1,185 
002 3 1 175 1.211 180 
005 3 1 175 1,211 180 
01 3 1 175 1.211 180 
02 3 1 170 1.212 2,1,175-180,3,1,185 
05 2 1 175 1.213 180 
.1 3 1 175 1.215 2,1,180 
100 1 100 10 0001 4 1 175 1.293 180 
001 4 1 18o 1.294 
002 3 1 175 1.294 180 
005 3 1 180 1.295 
01 3 1 175 1.298 180,185 
02 3 1 18o 1.302 
05 2 1 180 1.316 185 
.1 1 180 	1.339 190-195 
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Table 4. Optimal Values of M, N & K for Moving Average 
Chart with a Shift of 4.8a and x 1 =1000. 
al a2 a a 	C'k 
	
X N K 


















































10 1 100 10 0001 50 .581 
001 50 .583 
002 50 .585 
005 50 .590 
01 
N
 50 .600 
02 55 .618 
05 60 .669' 
65 .743 70 
100 1 10 10 0001 150 1.396 3,1455 
001 150 1.396 155 
002 150 1.396 155 
005 150 1.396 155 
01 155 1.396 
02 150 1.397 155 
05 150 1.399 155 
,.1 155 1.401 







001 2 150 1.480 155 
002 3 155 1.480 
005 2 150 1.482 155 
01 2 150 1.485 155 
02 2 155 1.490 
05 2 155 1.507 160 
.1 2 160 1.534 165 
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an out of control process will fall within p o ± 3a control limits. When 
the process goes out of control, the cost of bad production is incurred 
with a vengence; the behavior of the model reflects this fact. The 
sampling interval has decreased slightly for all values of a l and a 3 , 
more frequent sampling increases the probability of detecting a shift 
when it occurs. The optimal sample size is one in every case. The size 
of the moving average index has been reduced; this decreases the "mask-
ing" effect of terms from an in control population and increases the 
probability of catching a shift as soon as it occurs. The number of 
alternative parameter combinations which have the same minimum cost is 
reduced further, indicating a more "peaky" cost surface. 
The effect of increasing a l is to treble the sampling interval 
for all values of a 3 and a. Increasing a 3 has the same effect as with 
the smaller shift sizes, a larger sampling interval for larger values 
of a. The effect of increasing the critical region parameter is negli-
gible. 
3.4 Sensitivity to Increasing the Mean Deterioration Rate (V)  
To illustrate the effect on the optimal solution of a change in 
the mean deterioration rate of the process, the value of A' has been 
increased from 1000 units between shifts to 10,000 units. The results, 
shown in Table 5, are for a shift size of 2.4a, and can be directly com-
pared with Table 2. The result to be expected is an increase in the 
size of K. Since assignable errors are occurring at one-tenth the 
frequency, it will be economically feasible to produce more units between 
samples. This is in fact what happens. The sampling interval is 
Table 5. Moving Average Chart with Shift of 2.4a 
and X'=10,000. 
ai a2 a 	as 0( 
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1 1 100 10 0001 110 .070 3,1,120-130,4,1,140 
001 100 .071 2,1,110-140,3,1,150 
002 120 .071 4,1,130 
005 110 .074 2,1,120-130,1,1,140,2,1,150-160 
01 130 .077 2,1,140-150,3,1,160-170 
02 160 .083 2,1,170-180 
05 200 .098 240-260 
.1 280 .116 290-310,3,1,320 
10 1 10 10 0001 260 .105 4,1,270-300,5,1,310 
001 260 .105 270,3,1,280-300,4,1,310 
002 260 .105 3,1,270-300,4,1,310 
005 260 .105 3,1,270-300,4,1,310 
01 7
4=-  .4
  270 .105 3,1,280-300,4,1,310 
02 260 .106 270-310,3,1,330 
05 260 .107 270-280,1,1,290-300,2,1,310-330,3,1,340 
• 	.1 280 .108 2,1,290-310,3,1,320 



















 I  
260 .114 270-300,5,1,310 
001 270 .114 280-310 
002 290 .114 
005 290 .115 300 
01 280 .117 290-320,4,1,330 
02 290 .120 3,1,300-330 
05 320 .129 2,1,340-360,3,1,370-380 
.1 360 .142 2,1,370-400,3,1,440 
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doubled or tripled and costs are reduced from one-third to one-twentieth 
of their value with a smaller mean deterioration rate. The increase in 
A' also causes a decrease in the sensitivity of the moving average 
chart: the number of alternate parameter combination which have the 
same minimum cost is increased, especially for the case where a l is 
smaller. The size of M does not seem to be affected. 
3.5 Behavior of the Cost Surface  
The purpose of this section is to study the behavior of the moving 
average cost surface as it responds to changes in sampling interval and 
sample size. This was done by calculating the values of the expected 
cost function and the individual cost components (cost sampling and 
inspecting E(C 1 )), cost of searching and correcting (E(C 2 )), and cost 
of lost production (E(C 3 ))), for several values of N, K and M. The 
value of the critical region parameter and the mean deterioration rate 
were held constant at .0001 and 1000, respectively. These results are 
shown in Figures 4 and 5. 
3.6 A Comparison with the X Chart  
The purpose of this section is to compare the cost of using the 
moving average chart with the cost of using the )(chart. Data on the 
X chart is taken from Knappenberger and Grandage (10). Several values 
of the cost coefficients (a l , a 2 , a 3 , and a4 ), three values of the size 
of the shift (2.40, 3.6a and 4.8a) and one value of the mean deteriora-
tion rate (A' = 1000) were used. The comparison is shown in Table 6. 
The results indicate that the moving average control chart is 
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Figure 4. E(C) vs. K for the Case of N=1, M.3, 














20 30 40 50 60 70 
Figure 5. E(C) vs. K for the Case of N=1, 2, 3, M=3, 
A'=1000, a 1 =1, a 2=1, a 3=10, a4=10 
Table 6. Comparison Between the X Chart and the 








	a2 	a3 	o a. 
lar-v., 
SNIFT=62.4c-- SHIFT=23.6 cr- SHIFT14.8 c- 
al a1 al 
1.0 	10. 
_ 
10. 	100, 10. 	100. 
. 	.91 	 
10 4 Itok 10. M.A. E(C) .140 .278 .412 1.211 .491 1.196 
M 6 5 3 5 	2 2 
N 1 1 1 1 1 1 
K 40 90 55 170 	50 150 
o& .0001 .0001- .0001- .0001- 	.0001- .0001- 
,..., .01 .0Q2 .01 .001 .01 
f E(C) .341 .610 .782 2.065 	.846 2.335 
N 2' 2 2 3 	2' 2 
K 22 46 26 105 30 90 
, 	0( , 	.0244 .080 .00046 .080 	.006 .0244 
1.00 M.A. E(C) .229 .364 .520 1.293 	.581 1.479 
It 4 5 3 4 	2 3 
N 1 1 1 1 	 1 1 
K 40 95 55 175 	50 155 
.(,., .0001 .0001- .0001 .0001 	.0001 .0001 
.001 
r E(C) .460 .737 .875 2.205 	.941 2.430 
N 2 3 2 3 	 2' 2 
K 20 46 34 85 	 30 85 
..... I el- .0027 006 .002 .00018 	.0Q046 .00116 
Indicates that N=1 is optimal, but N=2 is used in order to allow 
for calculation of variance. 
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superior to the 5( control chart for all the values of the cost coeffi-
cients and shift sizes that were considered, the degree of advantage 
being dependent on the values of these parameters. The moving average 
chart consistently uses a larger sampling interval (K) in conjunction 
with a smaller sample size (N) than the X chart. Increasing K and 
decreasing N tends to make the fixed and variable costs of sampling 
and the cost of investigating and correcting smaller, at the expense 
of increased bad production. This means that the moving average chart 
has a smaller probability of type II error and a greater power to 
detect a shift. The optimal value of the critical region parameter for 
the moving average chart is consistently smaller than that for the ;(-- 
chart. This means that a moving average chart is comparatively sensitive 
to the cost of searching and correcting. 
In order to understand the effects of changing the cost factors 
it is helpful to consider them each separately. 
Consider first the effect of changing a l , the fixed cost of 
sampling. The result expected from increasing a l is to decrease the 
frequency of sampling, until the cost of investigating and correcting 
and the cost of bad production become prohibitive. This is in fact 
what happens for both the 3; chart and the moving average chart. For a 
shift size of 2.4a, increasing a l causes sampling frequency to be 
halved and costs doubled at both levels of a 3. For a shift of 3.60, 
the frequency of sampling is approximately a third as much and costs 
are three times as much when a
1 is increased. Similar results are 
obtained when the shift size is 4.80. 
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Increasing the size of a l does not seem to affect the optimal 
sample size (N) for either type of chart, but it does generally increase 
the size of the critical region parameter (a), and therefore the cost 
of inspecting and correcting. 
The effect of increasing a l on the moving average parameter M 
seems to depend on the size of a 3 . When a3 is small, there is no con-
sistent effect, but when a3 is large, increasing a l causes an increase 
in the moving average parameter (M). This can be explained by the fact 
that a larger a 3 means it is less desirable to search and correct, and 
a larger M will insure this. As M increases, sensitivity to a shift 
out of control decreases, because of the masking effect of the "in con-
trol" terms in the moving average. 
Now consider the effect of changing the value of a 3 , the cost of 
investing and correcting the process. Increasing a 3 does not affect 
the frequency of sampling in the moving average chart for any size of 
shift considered. The sampling interval of the X chart in the case of 
2.40 and 4.80 shifts does not change either, but when the shift size is 
3.60, changes do occur. When a l is small, increasing a 3 causes an in-
crease in K; when a l is large, increasing a 3 decreases K in a similar 
proportion. In other words, if fixed cost of sampling (a 1 ) is not sig-
nificant, a larger cost of searching and correcting (a 3 ) can best be 
born by reducing the frequency with which you are susceptible to it, 
and vice-versa. Why this effect is observed only for 3.60 shifts is 
not clear. 
Increasing a 3 has the effect of decreasing the value of the 
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critical region parameter for the X chart in every case. When a 3 is 
small, the moving average chart generally allows a range of values for 
the critical region parameter, but when a 3 is larger, only the smallest 
value is allowed (although when the shift is 2.4a, this effect does not 
occur). 
The effect of increasing a 3 on the moving average parameter (M) 
depends on the value of a l and the size of the shifts. M is decreased 
for a 2.4a shift when a
1 
is small and for a 3.6a shift when a
1 
is larger. 
M is increased for a 4.8a shift when a
1 
is large. 
The results of this section indicate that the moving average con-
trol chart for the process mean is an economically viable alternative 
to the )(chart for a variety of cases. 
3.7 Startup Operation  
All of the results discussed in this chapter have been obtained 
from an economic model which assumes that the moving average procedure 
is in steady state operation, and startups have not been allowed. In 
an earlier section, the assertion was made that this would not have a 
very great effect on the expected cost of using a moving average control 
chart. Now that numerical results have been obtained, it is possible 
to show that this is indeed the case. Consider Table 7 below. It shows 
the expected cost of using a moving average control chart in the steady 
state when the parameter values are those listed. The cost structure 
illustrated in Table 7 is typical. The lowest cost ($.240) is obtained 
when the moving average index is four and the sample size is one, but 
when the moving average index is one, two or three, the cost is $.242 
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Table 7. Moving Average Control Chart Cost, with 
Shifts of 2.4a, a = .0001, A' = 1000, 
a l . 1 a 2 1 a3 .100 a4 10 and K= 25. 
Sample Size 
1 2 3 4 5 6 
1 .242 .241 .241 .240 .240 .240 
2 .282 .280 .280 .280 .280 .280 
and $.241, respectively. While the procedure is starting up (with a 
value of M less than four) the costs are not significantly greater than 
when the procedure is in steady state operation. In view of this it 
was felt that the omission of startup probability from the mathe-
matical model was not significant. 
CHAPTER IV 
CONCLUSIONS AND RECOMMENDATIONS 
4.1 Conclusions  
In this investigation it has been assumed that the process to be 
controlled by the moving average chart has one in control state and one 
out of control state, and that shifts out of control follow the expo-
nential distribution. The solution procedure described in Chapter III 
is used to develop an optimal set of parameters (M,N,K, and a) that 
will result in efficient quality control for such a process. The cost 
model developed on this basis can be applied to any number of produc- 
tion processes where these assumptions are valid. While the assumptions 
may tend to reduce the absolute accuracy of the model, it is felt that 
the simplicity and ease of application that result will outweigh this 
limitation. 
When the moving average chart is applied to a number of experi-
mental situations, the results indicate: 
1) The cost of using the moving average chart is less than the 
cost of the X chart. 
2) The size of the moving average index (M) is sensitive to the 
value of the critical region parameter (a) and to the size of the shift. 
3) The optimal value of the sample size (N) is not influenced 
by changing any other system parameter. 
_ 	 , 
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4) The optimal value of the sampling interval (K) is sensitive 
to changes in a l (fixed cost of sampling), the size of the shift, and 
to the size of the mean deterioration rate (x'). 
5) The optimal value of the critical region parameter is influ-
enced by the cost of investigating and correcting (a 3 ). 
6) The cost surface seems to be convex over a range of values 
of N and K near the optimal. 
The results of this investigation tend to support Duncan's (4) 
claim of the importance of accuracy in the estimation for the model 
parameters and cost coefficients of the process under study. If this 
information is not known with certainty, the apparent accuracy of the 
model results are misleading. 
4.2 Recommendations  
The purpose of this section is to propose several topics related 
to this investigation which could be profitably pursued. 
1) The results of this investigation could be extended to 
include other types of multi-period control charts, such as the geo-
metric moving average chart. 
2) The effect of increasing the number of out of control states 
could be investigated. While this study was concerned for a process 
with a single out of control state, some economic advantage or added 
realism might be gained by multiple states. 
3) An automatic pattern search technique (such as the Hooke and 
Jeeves) could be employed in conjunction with the solution procedures 
described here to facilitate computation. 
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4) Startup probabilities could be explicitly considered in the 
mathematical model. 
APPENDIX I 
CONVERSION OF MODEL TO COMPUTER LANGUAGE 
Computer Symbology  
Model Symbol 	 Computer Symbol  
110 	 MUO 
111 	 MU1 
0 SIGMA 
Kl 	 Kl 
A 	 LAMDA 
P 	 PBAR 
PO 	 po 
P1 	 pl 
d
0 	 DELTA 
a BETA 
F 	 F 
YO 	 GAMMA 
a AL 
Za/2 	 ZAL 
X' 
f0 	 FO 




FORTRAN PROGRAM FOR NUMERICAL SOLUTION 
PEAL 10110•"U1. ► 	KI.LAWArLINPLI" 
IIMENSTWI N(11),Nt11),K(?o)0"BAP(11,11.1/)rTC(11.11.2u),Pjt26). 
CP1(26).DTr7ST(ln0). 	nIF(10P). 	11FLIAtiltlit26).BEiki( 11 . 1 1 
C.26) ► F(2A).GAN"A(11,110°) ► A ► Alil.ZAL(11), 	JSIENSt26) 




C 	EFFECTS nr R=10000 ON :.))1IrT5 OF 2. 4 SIGMA 
C 
C 
C ********* ************************+**************************** 
C 41 IS THE INrCY Ot I Mo THC NUi,i8Fr) oF TFRMS IN THL 1.10V4WG AVERAGL 
C 4? IS THe. INnEX ON N. THE SA ► PLP CI 7E 
C 43 IS IHL IN^LX ON Kr THL momrFP OF UNITS PL- TwEE14 SAOPLES 































































C CALCULATE pn. THE PRcBARILITy THAT NO SHIFT OCCURS DURING Tric. 
C eROnUCTIOr! Or K Ut!ITS . 
no 8 I=103TOT 
PO(I)=1./rXP((LAmbA*K(I))/R) 
C******e******************************4.*************************** 




c * ". * ***** * ** * ***** ** * * ******************** * ********************** 
63 
64 
C iNCr) EMCNT ON ALPH 
c**4,****,***.***********************4-i4************************4 44 *********** - 
10 300 IAL=1,n 
ALPH=AllTAL) 
ZALPH2=7AL(IAL) 
C SAL' OLATE Pntk(I), THE CONnTTIOmAL 1ROPAnTLITY OF MANING A TWE II EtOcOR 
1 O 10 T1=1,T1T 0T 
1 0 10 I2=1,I2PIT 
TIPLUS=I 1 +1 





A t EA2=Priork(uprmi ,1 
P3104(110 7 0)=WFA2-AREA 1 
10 	CONIINHE 
C* ********************************************************************** 
C %..ALCULATE DELTA. THE STrAOY fJTATE PPOPMIILITY OF otLiG IN C0i,tkOL UN 
C ANY TEST 
c...*********...****.**.******..***********,,**.****************.*******44* 
no 117 I1=1.I1TOT 
no lib 12.,1,12ToT 





nO 114 J=1,100 
114 flfEST(U)= 1 . 
10 113 Lt=1,1sTEr 
no 112 I =1.I1 






sb:(1.-(n ,, LTA(11,12,73),Po(II))) 
s7=Po(13)*(1.-nEL)A(r1,I2,13))*pPAR(T1,I2,I1)**5s-Po(I3) 
OTEST(L1)=-OEL2Ati1,T2,I3)*(1.-D%TA(I102rI3))*DrEST(L1) - 7 
nIF(L1)=A 1 S(DTFSTtL1)-CELTA(T10 9 ,13)) 
OLLTA(1102,I3)=0LLTA(I1r1203)+.01 
c ** * ********************************************************************* 
C FINnING THE HEST FIT FOP OFLTA(T1,11,13) 
C************************************************************************ 
IF(DIFtL1)-DIFMIN1131.10 , 11 1 









C ,...1Lc7ULATE 	Tt(C PROLIARIIITY Oc "AKImG 	TYPE li r_RKOrt ON A TEST 
c******************************************4.*********************(L****- 
CO 15u Il=1•I1TOT 
00 150 I2=1.I2TOT 
00 15u 13..:1.13TOT 
Y12=(P0(P)-0ELTA(II,I2. 7 3))7(FO(I3)—PO(T3)*DLLTA(I1 , 12.I.1)) 
c'ETA( I1.T","(3)=)(1,: 
1 9u CONTINUE 
C 
c**********yk***********************************************4*******4 
C ..ALCULATL 	THE PRIOAPTLITY 	BET'' TN CONTr(UL AT ANY v'uiNf 
cw* „.****************k**********************k************************ 
00 16u 137.1.I3TOT 
1( 1=(LA"DAwK(I3))/ ,'( 
F(T3)=(1.—((1.+X1)*EXP(*Y1))1/00(1.—FXP(—X1))) 
16u CONTINUE 
00 170 It71.11Tor 
no 17u I2=1•12ToT 




C*«****************************************0.******************444 , fri 
C 	CALCULATc_ TC 
c*A4***************************************,************************ 
n) 800 Itr901=1.2' 
A1=A1COST(IADXAI) 
00 80u IM^031710 
A3=A3COST(INDX43)_ 
°O 19u I1=1,I1TOt 
00 190 I2=1./2TOT 
no 190 I3=1•r3roT 
x2=K(I3) 
X3=N ( 12 ) 
Y6=(A1+A2*X3)/Y2 
Y7.-:(1.—aFA(I1,I2rI3))*(1.-0 ciTA(II,I2 ► I75)) 







C PR MT OUT RESULTS 
C******************* *********************************************** 
00 700 I3=1,I3TOT 
WR/TE(6r1°91)ALPH 
1999 FoRmAr( , n , , , ALPH= , , 	F7.6) 
tlkITE(6.1^94)1 
1994 FORMAT(' 0=', 	F10.t) 
Wr(ITE(6.1r195)41 
1995 FORMAT(' Al=',F10.1) 
WRITE(6.1'1 96) 
1996 FORMAT(' '12=',F10.1) 
WRITE(6.1°97)A1 
1997 FORMAT(' P3="10•10.1) 
WRTIE(6.1^91)A4 
1 ,-Y53 TO/107(f PA4=',TIn.1) 
witIrE(60r1 00)K(I3) 
20u0 FORMAT(' ,Aw(s(-1:9 Or, UNITS LIET 4gETN SAMPLFS 15' I4) 
WRITE( 410101)("(71).71=1,117nT) 
20u1 TOP,01(f0f,fM0v1116 AVG imuTX 1 2X.1001 
w/ITT(h.9001) 
'002 rOft,1AT(f 0 ,9XOSAPLT ST7c: 1 ) 
nO 701 12-_71 ► 12TOT 
'1701-F:(6.?'01)(4(IP(.(7C(I1.12.1 1 ),I1=1.117UT) 
20u3 TOR107(f $,T16.5Y ► 11T9.1) 
701 	f'014Ttr4OF 
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