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TECHNICAL FIELD
[0001]

This disclosure relates generally to the field of Business Intelligence (BI). More

particularly, the present disclosure relates to a monitoring and alerting system for BI tools and
method thereof.
BACKGROUND
[0002] Business intelligence (BI) is a technology-driven process for analyzing data and delivering
actionable information that helps executives, managers and workers make informed business
decisions. Business intelligence combines business analytics, data mining, data visualization, data
tools and infrastructure to help organizations to make more data-driven decisions. Some of the
business intelligence tools are Microstrategy, Tableau, Zoho Analytics, Domo and the like.
Business intelligence users depend on Microstrategy or Tableau as the core of business intelligence
platform. Further, the complicated business environments may include several servers such as
Microstrategy Iservers, EM servers, Tableau servers. For example, the complicated business
environment may have more than 130 microstrategy servers and more than 20 tableau servers.
Also, each of the business intelligence tools may have its unique maintenance mechanism.
[0003] In the exiting techniques, administrators need to proactively monitor status of the one or
more servers of business intelligence tools and address the potential issues in the server based on
the status of the server determined. Also, the usage of Tableau has become pervasive within VISA,
due to which more hardware, network, databases, applications and enterprise tools becomes
integrated with the platform. Thus, due to increased components within the platform,
understanding of the interoperation between the tools becomes complicated and because of which
monitoring of the status of the server becomes a tedious task and time consuming. Further, in a
business environment, it is very complicated when the BI services go down. When the operation
in servers goes down, restarting the servers manually is time consuming and a tedious task. For
example, when more than 100 servers such as Iserver, EM server and the like, go down at a time,
restarting them manually would require a lot of effort by manually logging to each server and
starting them one after another.
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[0004] In one of the existing techniques, a third-party server restarter application may be used to
restart the servers during its termination. However, third party server restarter applications include
many features and does not work well with the business logic-based data fixing. Also, the thirdparty server restarter applications are costly and difficult to acquire license and includes more
integration time. Thus, there is a need for an improved method and system to monitor and provide
alerts for BI tools appropriately.
SUMMARY
[0005] The present disclosure relates to a monitoring and alerting system for BI tools and method
thereof. In the present disclosure, a Server Monitoring and Alert System (SMAS) receives status
from one or more data sources associated with one or more servers through a server optimizer. The
server optimizer may act as an intermediate entity between the one or more data sources associated
with one or more servers and the SMAS. Further, the SMAS monitors the status of the one or more
data sources and updates a status table stored in SMAS DB (Database). Upon monitoring, the
SMAS may provide a trigger to get a session. The trigger may be provided using an API
(Application Programming Interface). Based on the trigger provided by the SMAS, the application
or the BI tools may run shell script in their respective one or more servers. Also, the status of the
one or more servers is checked and one or more servers may be restarted based on the trigger.
Similarly, the SMAS may provide another trigger using the API to get a session. Upon receiving
the second SMAS trigger, an application may run a report in server and checks for the status of
the one or more servers. As a response to second SMAS trigger, script of one or more servers is
created to restart services. Finally, user may run a report to fetch the results obtained during
monitoring and alerting of BI tools, when potential issues are being identified in one or more
servers. In the present disclosure, monitoring and alerting performed by the SMAS helps in
achieving a reduced downtime for the one or more servers and may provide an improved
performance for the execution of BI tools.
[0006] In the present research work, SMAS monitors one or more servers and provides alerts in
case of any potential issues detected in one or more servers and also auto restarts the one or more
servers in case server termination is detected. Also, the SMAS simplifies the server patching
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process and remediation activities. Further, the SMAS provides an ability to maintain BI platforms
without any manual intervention.
[0007]

These and other features and characteristics of the present invention, as well as the

methods of operation and functions of the related elements of structures and the combination of
parts and economies of manufacture, will become more apparent upon consideration of the
following description with reference to the accompanying drawings, all of which form a part of
this specification, wherein like reference numerals designate corresponding parts in the various
figures. It is to be expressly understood, however, that the drawings are for the purpose of
illustration and description only and are not intended as a definition of the limits of the invention.
As used in the specification, the singular form of “a,” “an,” and “the” include plural referents
unless the context clearly dictates otherwise.
BRIEF DESCRIPTION OF THE DRAWINGS AND APPENDICES

[0008]

Additional advantages and details of non-limiting embodiments are explained in

greater detail below with reference to the exemplary embodiments that are illustrated in the
accompanying schematic figures, in which:
[0009]

FIG.1 shows an exemplary architecture for monitoring and alerting one or more servers

in BI tools, in accordance with some embodiments of the present disclosure;
[0010]

FIG.2 shows a flow diagram that illustrates a method of monitoring and alerting issues

in one or more servers of BI tools, in accordance with some embodiments of the present disclosure;
[0011]

FIG.3A shows an exemplary scenario illustrating repository down alerts, in accordance

with some embodiments of the present disclosure;
[0012]

FIG. 3B shows an exemplary scenario illustrating SMAS alerts provided when server is

not in running state, in accordance with some embodiments of the present disclosure;
[0013]

FIG. 3C shows an exemplary scenario illustrating Disk space alerts, in accordance with

some embodiments of the present disclosure;
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[0014]

FIG. 3D shows an exemplary scenario illustrating process failure alerts, in accordance

with some embodiments of the present disclosure;
[0015]

FIG. 3E shows an exemplary scenario illustrating data engine down alerts, in accordance

with some embodiments of the present disclosure;
[0016]

FIG. 3F shows an exemplary scenario illustrating file store process down alerts, in

accordance with some embodiments of the present disclosure;
[0017]

FIG. 3G shows an exemplary scenario illustrating gateway and coordination service

alerts, in accordance with some embodiments of the present disclosure; and
[0018]

FIG. 3H shows an exemplary scenario illustrating performing warning level checks, in

accordance with some embodiments of the present disclosure.

DESCRIPTION OF THE DISCLOSURE
[0019]

In the present document, the word "exemplary" is used herein to mean "serving as an

example, instance, or illustration." Any embodiment or implementation of the present subject
matter described herein as "exemplary" is not necessarily to be construed as preferred or
advantageous over other embodiments.
[0020]

While the disclosure is susceptible to various modifications and alternative forms,

specific embodiment thereof has been shown by way of example in the drawings and will be
described in detail below. It should be understood, however that it is not intended to limit the
disclosure to the particular forms disclosed, but on the contrary, the disclosure is to cover all
modifications, equivalents, and alternative falling within the spirit and the scope of the disclosure.
[0021]

The terms “comprises”, “comprising”, or any other variations thereof, are intended to

cover a non-exclusive inclusion, such that a setup, device or method that comprises a list of
components or steps does not include only those components or steps but may include other
components or steps not expressly listed or inherent to such setup or device or method. In other
words, one or more elements in a device or system or apparatus proceeded by “comprises… a”
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does not, without more constraints, preclude the existence of other elements or additional elements
in the device or system or apparatus.
[0022]

The terms "an embodiment", "embodiment", "embodiments", "the embodiment", "the

embodiments", "one or more embodiments", "some embodiments", and "one embodiment" mean
"one or more (but not all) embodiments of the invention(s)" unless expressly specified otherwise.
[0023]

The terms "including", "comprising", “having” and variations thereof mean "including

but not limited to", unless expressly specified otherwise.
[0024]

For purposes of the description hereinafter, it is to be understood that the invention

may assume various alternative variations and step sequences, except where expressly specified to
the contrary. It is also to be understood that the specific devices and processes illustrated in the
attached drawings, and described in the following specification, are simply exemplary
embodiments or aspects of the invention. Hence, specific dimensions and other physical
characteristics related to the embodiments or aspects disclosed herein are not to be considered as
limiting.
[0025]

As used herein, the terms “communication” and “communicate” may refer to the

reception, receipt, transmission, transfer, provision, and/or the like of information (e.g., data,
signals, messages, instructions, commands, and/or the like). For one unit (e.g., a device, a system,
a component of a device or system, combinations thereof, and/or the like) to be in communication
with another unit means that the one unit is able to directly or indirectly receive information from
and/or transmit information to the other unit. This may refer to a direct or indirect connection (e.g.,
a direct communication connection, an indirect communication connection, and/or the like) that is
wired and/or wireless in nature. Additionally, two units may be in communication with each other
even though the information transmitted may be modified, processed, relayed, and/or routed
between the first and second unit. For example, a first unit may be in communication with a second
unit even though the first unit passively receives information and does not actively transmit
information to the second unit. As another example, a first unit may be in communication with a
second unit if at least one intermediary unit (e.g., a third unit located between the first unit and the
second unit) processes information received from the first unit and communicates the processed
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information to the second unit. In some non-limiting embodiments, a message may refer to a
network packet (e.g., a data packet and/or the like) that includes data. It will be appreciated that
numerous other arrangements are possible.

[0026]

As used herein, the term “computing device” may refer to one or more electronic

devices that are configured to directly or indirectly communicate with or over one or more
networks. A computing device may be a mobile or portable computing device, a desktop computer,
a server, and/or the like. Furthermore, the term “computer” may refer to any computing device that
includes the necessary components to receive, process, and output data, and normally includes a
display, a processor, a memory, an input device, and a network interface. A “computing system”
may include one or more computing devices or computers. An “application” or “Application
Program Interface” (API) refers to computer code or other data sorted on a computer-readable
medium that may be executed by a processor to facilitate the interaction between software
components, such as a client-side front-end and/or server-side back-end for receiving data from
the client. An “interface” refers to a generated display, such as one or more graphical user
interfaces (GUIs) with which a user may interact, either directly or indirectly (e.g., through a
keyboard, mouse, touchscreen, etc.). Further, multiple computers, e.g., servers, or other
computerized devices, such as an autonomous vehicle including a vehicle computing system,
directly or indirectly communicating in the network environment may constitute a “system” or a
“computing system”.
[0027]

It will be apparent that systems and/or methods, described herein, can be implemented

in different forms of hardware, software, or a combination of hardware and software. The actual
specialized control hardware or software code used to implement these systems and/or methods is
not limiting of the implementations. Thus, the operation and behavior of the systems and/or
methods are described herein without reference to specific software code, it being understood that
software and hardware can be designed to implement the systems and/or methods based on the
description herein.
[0028]

Some non-limiting embodiments or aspects are described herein in connection with

thresholds. As used herein, satisfying a threshold may refer to a value being greater than the
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threshold, more than the threshold, higher than the threshold, greater than or equal to the threshold,
less than the threshold, fewer than the threshold, lower than the threshold, less than or equal to the
threshold, equal to the threshold, etc.
[0029]

FIG.1 shows an exemplary architecture for monitoring and alerting one or more servers

in BI tools, in accordance with some embodiments of the present disclosure.
[0030]

In FIG. 1, a schematic diagram of a system 100 includes a server 101-1 to server 101-

N (collectively referred as one or more servers 101), a server optimizer 103, a Server Monitoring
and Alert System (SMAS) 105, SMAS Database (DB) 107, SMAS Application Programming
Interface (API) 109 and other BI tool interface 111. Initially, the SMAS 105 may receive status of
one or more servers 101 from the one or more servers 101 through the server optimizer 103. As an
example, the SMAS 105 may be a laptop computer, a desktop computer, a Personal Computer
(PC), a notebook, a smartphone, a tablet, e-book readers, a server, a network server, a cloud server
and the like. In some embodiments, the one or more servers 101 may be implementing, but not
limited to, Hadoop and EDW. As an example, the one or more servers 101 may include, but not
limited to, Microstrategy servers, Tableau servers, and EM server. In another embodiment, the one
or more servers 101 may be Business Intelligence (BI) servers also referred to as Business
Intelligence tools. Further, the SMAS 105 may monitor the status of one or more servers 101 and
updates the status of the one or more servers 101 in SMAS DB 107. For example, the SMAS DB
107 may be, but not limited to, DB2, MYSQL server, and SQL server. During monitoring, the
SMAS 105 may determine or identify at least a potential issue in one or more servers 101. The one
or more potential issues may include, but not limited to, repository down issue, server not
responding, low disk space, process failure, speed of data engine being low, process of file store
being low, and low gateway service and coordination service. Upon monitoring, the SMAS 105
may provide a trigger using the SMAS Application Programming Interface (API) 109 to get a
session. The trigger may indicate the potential issues identified in one or more servers 101. Also,
for example the workflow in SMAS 105 may use API such as JAVA API, Web API, other BI tools
interface and the like to provide trigger and start a session. Once the session starts, an application
runs a shell script in the server 101 for which the potential issues are identified. Further, the status
of the one or more servers 101 for which the potential issues are identified 101 are checked and
the one or more servers 101 are restarted. Further, the SMAS 105 may provide a second trigger
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using an API to get another session. Upon sending the second trigger, the application runs a report
in the server and checks for the status of the one or more servers 101. Once the check is performed,
the SMAS 105 creates a script of one or more servers 101 to restart the services for which the alert
was provided. The SMAS 105 may provide one or more alerts to the administrators or the users of
the one or more servers 101 to indicate which of the services in one or more servers 101 are
affected, through the APIs. Finally, the user runs the report and fetches the result in the form of
solution to the affected service, which indicates the reduced time in restoring the one or more
servers 101 to perform its normal operation.
[0031]

In an embodiment, the SMAS 105 may provide alerts to the users, where the alerts

include the one or more affected services in one or more servers 101. For example, the alerts may
include, but not limited to, repository down alerts, VSAT alerts, Disk space alerts, Process failure
alerts, data engine down alerts, file store process down alerts, gateway-coordination service alerts
and warning level checks.
[0032]

In another embodiment, the functionalities performed by SMAS 105 may also include,

but not limited to, checking the status of all BI servers, restarting one or more services on one or
more servers 101, checking availability of metadata database, creating and mailing the log dumps
for the crashes, and restarting the services immediately after termination, which reduces the server
downtime. Also, the SMAS 105 of the present research work is simple, light weight and can be
integrated with several BI tools.
[0033]

FIG.2 shows a flow diagram that illustrates a method of monitoring and alerting one or

more servers for BI tools, in accordance with some embodiments of the present disclosure.

[0034]

As illustrated in FIG. 2, the method 200 comprises one or more blocks implemented for

monitoring and alerting issues in one or more servers 101 of BI tools. The method 200 may be
described in the general context of computer executable instructions. Generally, computer
executable instructions can include routines, programs, objects, components, data structures,
procedures, modules, and functions, which perform specific functions or implement specific
abstract data types.
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[0035]

The order in which the method 200 is described is not intended to be construed as a

limitation, and any number of the described method blocks can be combined in any order to
implement the method. Additionally, individual blocks may be deleted from the methods without
departing from the spirit and scope of the subject matter described herein. Furthermore, the method
can be implemented in any suitable hardware, software, firmware, or combination thereof.

[0036]

The steps of the method shown may be carried out by the Server Monitoring and

Alerting System (SMAS) 105. At block 201, initially the SMAS 105 monitors the status of one or
more servers 101 received from the server optimizer 103. For monitoring, the method includes
gathering the availability status of the one or more data sources associated with one or more servers
101. In some embodiments, the gathered status of the one or more servers 101 is updated in the
status table of the SMAS DB 107. At block 203, the SMAS 105 may provide a trigger to initiate a
session, when one or more potential issues are identified in one or more servers 101 during the
monitoring process. In some embodiments, the workflow of SMAS 105 may use API to provide
the trigger. At block 205, based on the trigger provided by the SMAS 105, an application runs a
one or more scripts in one or more servers 101 and in-turn checks the status of the one or more
servers 101 for which the potential issues are identified. As an example, the one or more scripts
may be shell scripts for instance in linux environment, batch scripts for instance in Windows
Operating System (OS), command line script and the like. If the status of the one or more servers
101 is determined to be in server termination state, then the SMAS 105 may automatically restart
the identified one or more servers 101. In some embodiments, server termination may occur due
to various instances, such as, user/report may crash services which causes the termination, patching
activity may cause termination of services, security remediations may cause termination of
services, maintenance activity may require termination of servers, particular user request
exceeding available resource capacity may cause termination of services, and the like. At block
207, another trigger may be provided by the SMAS 105 to initiate another session. Also, the
workflow of SMAS 105 may use an API to provide the trigger. At block 209, upon generation of
second trigger, an application runs a report in the server and checks for the status of the one or
more servers 101 for which the triggers were provided. Also, SMAS 105 may create a script of
one or more servers 101 to immediately restart the services if the one or more servers 101 are
determined to be terminated. At block 211, a user may run a report and fetch the results after the
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completion of restart of the one or more servers 101. Finally, the method disclosed in the present
disclosure helps in determining that the immediate and automatic restart of the one or more servers
101 leads to a reduced server downtime. The server downtime may be the time during which the
server may be low. Hence the SMAS 105 of present disclosure ensures improved server uptime
and working status by resolving and alerting about the one or more issues in the services offered
by the one or more servers 101 at early stages.

[0037]

FIG.3A-FIG. 3H shows exemplary illustrations of alerts provided to several service

issues in one or more servers, in accordance with some embodiments of the present disclosure.
[0038]

FIG. 3A shows an exemplary scenario illustrating repository down alerts, in accordance

with some embodiments of the present disclosure.
[0039]

The SMAS 105 monitors one or more potential issues in the one or more servers 101

and provides certain alerts which includes several logs which indicates the service failures in one
or more servers 101. Particularly, FIG.3A illustrates an alert which is provided when the repository
is down. The alert provided by the SMAS 105 includes several logs that indicate the failure of the
repository. The log comprises several details such as the day, month, year and time at which the
issue had occurred.
[0040]

FIG. 3B shows an exemplary scenario illustrating SMAS alerts provided when server

is not in running state, in accordance with some embodiments of the present disclosure.
[0041]

FIG. 3B illustrates the alert message provided by the SMAS 105 to indicate that the

server is not in a running state. The alert message includes the details of a particular server which
is not running along with steps attempted to log into the server and a server down indication
obtained during the login session.
[0042]

FIG. 3C shows an exemplary scenario illustrating Disk space alerts, in accordance with

some embodiments of the present disclosure.
[0043]

As illustrated in FIG. 3C, the alert message is provided to indicate the low disk space

on one or more servers. The alert message may indicate the details of the server node on which the
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disk space is low and also a detailed information of the space usage and the remaining usage left
on the disk. Also, the alert message may indicate the maximum value of warning level and critical
level to provide an alert based on the current diskspace.
[0044]

FIG. 3D shows an exemplary scenario illustrating process failure alerts, in accordance

with some embodiments of the present disclosure.
[0045]

As illustrated in FIG. 3D, the alert message is provided to indicate the process failures

in one or more servers 101. The SMAS 105 may provide a file which includes the list of errors
occurred during the execution of a process in one or more servers 101.
[0046]

FIG. 3E shows an exemplary scenario illustrating data engine down alerts, in

accordance with some embodiments of the present disclosure.
[0047]

As illustrated in FIG. 3E, the SMAS 105 may provide alerts when the data engine is

down. The alert message may comprise one or more logs which includes details of day, month,
date and year along with the data engine number of a particular server for which the status is low
or down.
[0048]

FIG. 3F shows an exemplary scenario illustrating file store process down alerts, in

accordance with some embodiments of the present disclosure.
[0049]

As illustrated in FIG. 3F, the SMAS 105 may provide alerts when the process of file

storage is down in a particular server. The alert message may comprise one or more logs indicating
the time and date at which the failures have occurred during the file storing process in a server.
[0050]

FIG. 3G shows an exemplary scenario illustrating gateway and coordination service

alerts, in accordance with some embodiments of the present disclosure.
[0051]

As illustrated in FIG. 3G, the SMAS 105 may provide alerts when the gateway and

coordination services are down. The alert message may comprise one or more logs which includes
the date and time of a particular gateway and coordination service for which the status is down in
a server.
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[0052]

FIG. 3H shows an exemplary scenario for performing warning level checks, in

accordance with some embodiments of the present disclosure.
[0053]

As illustrated in FIG. 3H, the SMAS 105 may provide warning level checks to indicate

that the disk space is not below the warning level in the server. The alert message comprises several
details such as the server number, the space used and the space remaining in the disk for the storage
purpose and the like.

[0054]

Finally, the language used in the specification has been principally selected for

readability and instructional purposes, and it may not have been selected to delineate or
circumscribe the inventive subject matter. Accordingly, the disclosure of the embodiments of the
disclosure is intended to be illustrative, but not limiting, of the scope of the disclosure.
[0055]

With respect to the use of substantially any plural and/or singular terms herein,

those having skill in the art can translate from the plural to the singular and/or from the singular to
the plural as is appropriate to the context and/or application. The various singular/plural
permutations may be expressly set forth herein for sake of clarity.
[0056]

Although the invention has been described in detail for the purpose of illustration based

on what is currently considered to be the most practical and preferred embodiments, it is to be
understood that such detail is solely for that purpose and that the invention is not limited to the
disclosed embodiments, but, on the contrary, is intended to cover modifications and equivalent
arrangements that are within the spirit and scope of the description. For example, it is to be
understood that the present invention contemplates that, to the extent possible, one or more features
of any embodiment can be combined with one or more features of any other embodiment.
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MONITROING AND ALERTING SYSTEM FOR BUSINESS INTELLIGENCE (BI)
TOOLS AND METHOD THEREOF
ABSTRACT
The present disclosure relates to a monitoring and alerting system for BI tools. In the present
disclosure, initially the Server Monitoring and Alerting System (SMAS) 105 gathers the status of
one or more servers 101 through server optimizer 103. Further, the SMAS 105 may monitor the
status of the one more servers 101 and initiates a trigger to start a session to provide an alert to
indicate the potential issues in one or more servers 101. Once the trigger is provided, an application
runs a shell script in the one or more servers 101 to check the status of the one or more servers 101
and restarts the one or more servers 101 in case server termination is determined. Further, the
SMAS 105 may initiate another trigger using an API 107. Once triggered, the application runs a
report in one or more server 101 and checks the status of one or more servers. Also, the SMAS
105 creates a script of one or more servers 101 to restart services. Finally, the user runs the report
and fetches the result to achieve reduced server downtime.

FIG. 2
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FIG. 3B
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FIG. 3F

FIG. 3G
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