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Realistic Hamiltonians for quantum spin liquids often exhibit a large separation of energy scales between
their elementary excitations. At low but experimentally relevant temperatures, some excitations are in a low-
temperature regime where they are sparse and hop coherently across the lattice, while others are thermally excited
and behave as a dense, stochastic ensemble. We study the interplay of these quasiparticles in the case where it is
driven solely by their nontrivial mutual statistics rather than by direct interaction energy terms. Specifically, we
consider toy models for Z2 quantum spin liquids, where the two species of excitation (dubbed spinons and visons)
are mutual semions. Our results show an intriguing feedback mechanism, akin to the Nagaoka effect, whereby
the spinons become localised on patches of expelled visons whose typical diameter increases as temperature is
reduced. We comment on the direct consequences of this phenomenon on the average density of excitations, as
well as on transport and thermodynamic properties of the system. In particular, the combination of localisation
and fractionalisation of the spinons leads to hysteretic behaviour in the density of excitations when performing
closed temperature cycles. We argue that these effects can be measured in experiments and provide new avenues
for obtaining evidence of quantum spin liquid behaviour.
Introduction.—Topologically ordered phases of matter have
attracted much attention over the past few decades [1–4] thanks
to their unusual behaviour, which is of fundamental interest and
has potential applications in quantum information storage and
processing [1, 5, 6]. Such states are characterised for example
by subleading corrections to the ground state entanglement
entropy [7, 8], and by a ground state degeneracy that depends
on the genus of the space on which the system resides [9].
Their low-energy excitations often take the form of pointlike,
fractionalised quasiparticles with anyonic statistics [10].
While concrete and unambiguous experimental evidence
for these unusual ground state properties remains in general
unavailable, the exchange statistics of the quasiparticles and
their fractional quantum numbers offer one of the most promis-
ing routes to unique and experimentally accessible signatures
of topological order. Examples of such excitations include
the Laughlin quasiparticles of the fractional quantum Hall ef-
fect [11], the Majorana fermions in Kitaev-like materials [12],
or the magnetic monopoles of (quantum) spin ice [13, 14].
In the context of quantum spin liquids (QSLs)—the topo-
logically ordered phases that arise in frustrated magnets at
low temperatures [14–16]—we reflect on the fact that realistic
Hamiltonians that exhibit QSL behaviour are often charac-
terised by: (i) a large energy constraint that projects the Hilbert
space onto a suitable extensive set of local tensor product
states; and (ii) quantum fluctuations, which act perturbatively
within this set, inducing a coherent superposition of such states
and endowing the system with quantum topological properties.
As a result, there are excitations (that we dub spinons) that
violate the constraint; these have a large energy cost ∆s and
smaller but significant hopping matrix elements of magnitude
ts < ∆s (typically of the order of the quantum fluctuation—
e.g., exchange—terms present in the system). There are also
gapped excitations, which we dub visons, that disturb the quan-
tum phase coherence amongst the constrained states, whose
energy cost ∆v is perturbative in ts/∆s and thence much smaller
than both ∆s and ts . Typically, the characteristic magnitude of
their hopping matrix elements is smaller still, tv < ∆v .
In this scenario, it is of experimental interest to consider the
temperature range where
tv < ∆v . T  ts < ∆s . (1)
Upon cooling the system, it is the highest temperature at which
one can hope to observe signatures of QSL behaviour [17].
Any precursor diagnostics in this temperature regime would be
greatly beneficial before attempting to reach challengingly low
temperatures where both quasiparticle species behave quantum
coherently (T < tv). In the temperature range given by Eq. (1),
visons are thermally populated with a finite density, whereas
spinons are sparse and hop coherently across the system on a
timescale O(1/ts) that is fast with respect to the stochastic mo-
tion of visons, which occurs on a time scale O(1/tv) or longer.
It is then natural to take a Born–Oppenheimer perspective and
treat the visons as static quasiparticles when considering the
motion and equilibration of spinons.
We focus on the case of a Z2 topological spin liquid, where
there are no direct interactions between spinons and visons
that exchange their energy. However, their semionic mutual
statistics implies that the spatial arrangement of the visons
affects the quantum kinetic energy of the spinons, which in turn
mediates an effective, nonlocal interaction amongst the visons.
We find that this interplay leads to the localisation of spinons
on patches of the system—similar to quantum wells—from
which the visons have been expelled in a manner comparable
to the Nagaoka effect [18–20].
We provide an effective analytical modelling of these
patches that traces their origin to a balancing act between
vison configurational entropy and spinon kinetic energy. A
remarkable consequence of this behaviour is that the self-
localisation of spinons leads to a nonthermal, cooling-rate-
dependent spinon density, which manifests itself for instance
in the behaviour of the spin susceptibility of the system as it is
cooled from high temperatures. This behaviour is inherently
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2related to both the fractionalised nature and the nontrivial mu-
tual statistics of the excitations in the system, and it is therefore
an important precursor of the QSL behaviour expected at lower
temperatures.
Model.—We consider for concreteness a toric-code-inspired
toy model of a Z2 QSL. A possible microscopic derivation
of the model is discussed in the supplemental information
(SI) [21], whereas we present here only the essential features
of the model in the temperature regime of interest. It can be
summarised as a tight-binding model of bosonic spinons with
energy cost ∆s and hopping amplitude ts on the sites of a square
lattice. The visons live on the plaquettes of the lattice, with
energy cost ∆v and occupation numbers np = 0 or 1. Since
the spinons and visons are mutual semions, the latter act as
sources of flux of magnitude pi, i.e., Φp = pinp ,
Hs({np}) = −ts
∑
〈i j 〉
eiAij b†i bj + ∆s
∑
i
b†i bi , (2)
where bi , b
†
i obey the usual hardcore bosonic statistics, Ai j =−Aji , and (∇ × A)p = Φp. Within the Born–Oppenheimer
approximation, the spinons remain in their instantaneous eigen-
states, with energy Es({np}), as different visons configurations
{np} are sampled stochastically, therefore providing an effec-
tive energy for the latter. Both spinons and visons are created
or annihilated in pairs by virtue of their fractionalised nature.
Generally, one expects spinons in a random pi-flux back-
ground to be weakly localised (for a recent study, see Ref. 22).
At the temperatures considered in this manuscript, the spinons
are sparse and the hardcore constraint makes it reasonable on
energetic grounds that they will be localised far away from one
another. It is therefore sensible in the first instance to inves-
tigate the problem of a single isolated spinon. We will later
discuss how the results may be extended to the thermodynamic
limit with a finite density of spinons.
In order to gain insight into the behaviour of the system, we
perform parity-conserving Monte Carlo (MC) simulations of
the stochastic ensemble of visons, {np}, on a square lattice
containing L × L sites with periodic boundary conditions, com-
bined with exact diagonalisation of the spinon tight-binding
Hamiltonian Hs({np}) (further details are given in the SI [21]).
Results.—The behaviour of the system is most intuitively
illustrated by a snapshot of the vison configuration and of
the corresponding spinon ground state probability density in
thermodynamic equilibrium at temperature T , as shown in
Fig. 1. The spinons are clearly localised in circular patches
from which the visons have been totally expelled. We can
understand this phenomenon in terms of a competition between
the spinon kinetic energy, which favours regions with a low
vison density [22], and the vison mixing entropy, which favours
a uniform vison density. At finite temperature the balance
produces regions of the system from which the visons are
expelled, thus providing most of the support for the spinon
wave function. In the complementary region, the spinon wave
function is exponentially suppressed [23–26] and the visons
are in a trivial, noninteracting state.
To confirm this intuition, we propose a toy one-spinon model
consisting of an empty circular patch of radius ξ, to which the
(a) Vison configuration, {np }. (b) Spinon density.
FIG. 1. Typical vison configuration and the corresponding spinon
ground state density from the MC simulations at T/ts = 10−3 for
a system of size L2 = 202 with periodic boundary conditions. The
visons form an empty circular patch surrounded by a disordered
background. The inner dashed line corresponds to the saddle point
radius ξ∗ of the effective free energy (3), while the outer dashed line
equals the characteristic extent of the spinon wavefunction, ξ∗ + ξ0.
spinon is confined, while the exterior of the disc is thermally
populated with visons, i.e., p(np)∝e−npβ∆v . The characteristic
free energy F(ξ) of the system as a whole is then given by [27]
F(ξ) = j
2
0 ts
(ξ + ξ0)2 + piTξ
2 ln
(
1 + e−β∆v
)
. (3)
The first term describes the kinetic energy of the spinon, while
the latter corresponds to the entropy of the exterior vison con-
figurations. The prefactor j20 ts is set by the ground state energy
of an infinite circular well, where j0 denotes the first zero of
the Bessel function J0(x). The energy gap between the ground
state and the first excited state of the quantum well is much
larger than the temperature of interest, and thus we assume
the spinon to be in the ground state [28]. The parameter ξ0
represents effectively the penetration depth of the spinon wave
function into the vison-rich region. We extract ξ0 numerically
by plotting the energy E(ξ) = j20 ts(ξ + ξ0)−2 as a function of
disc radius ξ, averaged over exterior vison configurations (see
SI [21]). There are then no adjustable parameters left in the
model.
Minimising (3) with respect to ξ yields the typical patch size
ξ∗∼T−1/4 when ξ∗  ξ0. To capture fluctuations in the radius
ξ, we estimate ξ∗ using [29],
ξ2∗ ≡ 〈ξ2〉 =
1
Z
∫ R
0
dξξ2 e−βF(ξ), Z =
∫ R
0
dξe−βF(ξ), (4)
where R is a cut-off that captures the effect of finite system size
in the MC simulations. Other observables may be computed in
the same vein.
In Fig. 2 we show the MC data for the average vison den-
sity 〈np〉 and the typical patch radius ξ∗ for a system of size
L2 = 202. The vison density is a monotonic function of temper-
ature, and it becomes vanishingly small below a characteristic
temperature T∗: As the temperature is lowered, the spinon
kinetic energy becomes dominant in the free energy and the
vison-depleted patch grows. This behaviour continues until
the size of the patch becomes comparable to the size of the
system. We find good agreement between the MC simula-
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FIG. 2. Average vison density per plaquette, 〈np〉 (blue circles, left
vertical scale) and typical vison-depleted patch radius
√
〈ξ2〉 (red
squares, right vertical scale) as a function of temperature, calculated
using MC on a system of size L2 = 202 satisfying periodic boundary
conditions. The numerical data are compared with the predictions
(dashed lines) of the circular patch free energy given in Eq. (3). As
temperature is lowered, the system makes a transition to a system-
spanning strip state (see SI [21]) at a temperature Tds , and becomes
vison-free below T∗. The solid lines through the MC data are a guide
to the eye. The inset shows a scaling collapse of 〈np〉 as a function of
T(L/2)4/ts for L = 16 (green), 18 (red), 20 (blue).
tion and the toy model for T > T∗. In our MC simulations,
there exists a competing vison configuration in which, rather
than forming a disc, the spinon density (and the corresponding
vison-depleted region) forms a strip that wraps around the torus
in one direction. Such a configuration typically has a lower
vison density and is responsible for the kink observed in the
data at the temperature Tds (see SI [21]).
The connected correlator Cρ(rp, rp′) = 〈npnp′〉 − 〈np〉〈np′〉
is plotted for a range of separations rp − rp′ in Fig. 3. The
overall agreement between the numerical results and the toy
model over a range of distances and temperatures demonstrates
that our intuitive picture is indeed correct. The visons remain
correlated over a characteristic distance 2ξ∗, the typical diame-
ter of the vison-depleted patch, which shrinks with increasing
temperature (see the SI [21] for details of the calculations using
the disc model, Eq. (4)).
The toy model (3) predicts that ξ∗ ∝ T−1/4. In a finite
system of size L2, this means that the vison density vanishes
below a critical temperature T∗∼ tsL−4, as we indeed observe
in the scaling collapse in the inset of Fig. 2. By contrast, a
thermodynamically large system always contains a nonzero
density ρs of spinons. In this case, we expect the visons to form
a density ρs of independent empty circular patches [30]. This
construction applies to the dilute limit where the patch size is
significantly smaller than the average distance between spinons,
ξ∗  ρ−1/2s . Since the thermal spinon density ρs ∼ e−β∆s
vanishes exponentially fast as T decreases [31], whereas ξ∗
increases only algebraically, the condition is expected to hold
in the temperature window of interest (1).
Discussion.—The self-localisation of spinons has a number
of interesting consequences. Suppose we initialise the sys-
tem in thermodynamic equilibrium at some finite temperature
T
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FIG. 3. Connected vison correlator Cρ(r), r = (x, y), at two tem-
peratures (marked for reference also in Fig. 2), T1/ts = 2.3 10−3
(left panels) and T2/ts = 9.6 10−3 (right panels) for a system of size
L2 = 202 and periodic boundary conditions. The upper panels cor-
respond to the MC data, while the lower panels correspond to the
predictions of the empty disc model. As temperature is increased, the
typical size of the vison-depleted patch shrinks and the length scale
over which the visons are correlated is correspondingly reduced.
T0, where the condition discussed above, ξ∗ < ρ
−1/2
s , is satis-
fied [32]. Let us then lower the temperature at a constant rate
and follow the evolution of the spinon density ρs . The largest
energy scale relevant to spinons is their cost ∆s , and one there-
fore expects ρs ∼ e−β∆s if the process is adiabatic. However,
the spinons are localised in well-separated patches. To remain
in equilibrium as the temperature is lowered, the spinons must
annihilate with one another pairwise to reduce their density.
They have two annihilation pathways: via tunnelling between
two patches—a process which is suppressed in distance due to
the localisation of the spinon wave function—or via motion of
the patches. The latter process is also slow since it requires a
coordinated change in the vison configuration without any en-
ergetic driving. Hence, if the cooling rate is sufficiently large,
spinon annihilation processes cannot maintain equilibrium and
ρs develops a plateau.
On the other hand, as the temperature is lowered, the patches
continue to grow at a comparatively fast rate, since the pro-
cess merely requires the (energetically favourable) pairwise
annihilation of visons at the edge of each patch. This will
progress until the patches eventually come within reach of one
another and the spinon annihilation can resume on timescales
that are fast compared to the temperature variation. This hap-
pens at the threshold T∗ ∼ tsρ2s. From this time onwards, the
spinon density ρs resumes its decay; however, it is kinemat-
ically locked to the temperature via the relation T ∼ tsρ2s. In
other words, the spinon density now decreases at an anomalous,
out-of-equilibrium rate, ρs∼
√
T [33].
Notice that, at this point, if one were to reverse the direction
of the temperature variation, upon increasing T the patches
shrink and the spinon density ρs again remains fixed at a value
4FIG. 4. Schematic illustration of the nonequilibrium spinon density
(top panel) and the corresponding behaviour of the vison-depleted
patches in real space (lower panels, the patches are qualitatively repre-
sented by the solid circles and identified by the colour of their Voronoi
cell). The system is initially prepared in equilibrium at temperature
T1. If temperature is then lowered at a sufficiently large rate, ρs falls
out of equilibrium—the patches grow in diameter but their diffusive
motion is slow. At T2, the typical separation of the patches becomes
comparable to their radius, and the closest pairs begin to annihilate.
The density then remains kinematically locked to the density 1/ξ2(T)
as pairs continue to annihilate. If the direction of temperature varia-
tion is then reversed at T3, ρs develops another plateau as pairwise
annihilation of the spinons ceases and the diameter of the patches
shrinks. This continues until a sufficiently high temperature, T4, is
reached at which thermodynamic equilibrium is restored.
that is much higher than its equilibrium counterpart. This
plateau persists until the temperature Tth is reached, where ρs'
e−∆s/Tth , at which point the density resumes increasing along
the adiabatic curve. One can therefore engineer corresponding
hysteretic loops, illustrated schematically in Fig. 4.
We note that the plateaux in ρs not only signal a thermo-
dynamic quantity being invariant, but also indicate to a large
extent that the positions of the spinons (vison-depleted patches)
do not change (their drift motion being a slow process), leading
to remarkable memory effects. Any experimental techniques
that provide access to the spinon density or its spatial correla-
tors will likely measure signatures of this hysteretic, nonequi-
librium behaviour. For instance, the spinon density ρs can be
directly related to the magnetic susceptibility, χ∼ ρs [34]. In
thermal equilibrium, ρs is exponentially suppressed due to the
large spinon gap. However, if the system is cooled rapidly, the
aforementioned nonthermal evolution of the spinon density ρs
manifests itself in an enhancement of χ with respect to the
equilibrium value, which may be detected in experiments.
Our results can also be expected to have significant reper-
cussions on transport properties where visons and/or spinons
contribute (e.g., thermal transport [35]). The largest effect will
likely be from the vison density (and thence their flux), which
is reduced by a factor 1 − piρs 〈ξ2〉 due to the spinon patches,
and correspondingly acquires a modified temperature depen-
dence. On the other hand, we have already discussed how the
spinon motion is expected to be slow, either via tunnelling
from one patch to another area of the system that happens to be
sufficiently vison-depleted, or via patch drift. This behaviour
is in stark contrast with the regime in which the visons are
sparse or absent and spinons can propagate freely throughout
the system.
Conclusions.—We studied the implications of nontrivial mu-
tual statistics and fractionalisation on excitation densities and
their correlations in toric-code-inspired Z2 quantum spin liq-
uids at finite temperature. We considered a temperature regime
of particular experimental interest in which the low-energy
visons are populated thermally, while the energetically costly
spinons hop coherently. The balance of spinon kinetic energy
and vison configurational entropy leads to the emergence of
vison-depleted patches in which the spinons remain localised,
similar in spirit to the Nagaoka effect. The size of the patches
is determined by temperature, with a typical radius that scales
as T−1/4.
We highlighted important consequences of this phenomenon
in the nonequilibrium behaviour of the system in response
to temperature ramps. The diffusive motion of the patches
is slow, whilst the rate at which they can grow or shrink is
energy-driven and hence significantly faster. Since the spinons
must annihilate pairwise, this means that the spinon density
ρs readily falls out of equilibrium upon cooling the system
and becomes kinematically locked to ρs∼
√
T . The excess of
spinons with respect to their equilibrium density at the same
temperature directly affects experimentally relevant quantities
such as the magnetic susceptibility and transport properties.
Since the effect is inherently due to the combination of non-
trivial mutual statistics and fractionalisation of the excitations,
its observation constitutes strong evidence of QSL behaviour.
Furthermore, the localisation of spinons would also serve as a
signature for the visons, which have hitherto remained elusive
in experiments [36].
So far we have ignored for simplicity any interaction terms
between the quasiparticles. While these terms are generally
expected, so long as they do not cause the quasiparticles to
condense into an ordered state, they only affect the phenomena
we discuss quantitatively and not qualitatively. In particular,
we note that short-ranged interactions between spinons are
altogether negligible in the regime where the size of their
patches exceeds the characteristic interaction length scale.
We expect our results to be directly applicable to gapped
Z2 spin liquid candidate materials. For the gapless Z2 spin
liquids hosted by Kitaev materials, there exists a temperature
regime similar to Eq. (1), where the spinons remain quantum
coherent whereas the visons are thermally populated. It would
be interesting to examine to what extent our results may be
generalised to this case.
Another interesting and open question is the role of disorder,
in particular on transport properties, if it is capable of localising
the spinons or pinning the visons in a way that significantly
alters the circular shape of the patches.
5Finally, in our simulations we observed an instability in the
shape of the patches at low temperature (from circular to strip-
like, see the SI [21]). While in our case it is merely a finite size
effect due to the spinon wave function overlapping with itself
across the periodic boundary conditions, it nonetheless sug-
gests that a similar instability may occur in a thermodynamic
system when the patches approach one another. Investigating
this instability is an interesting future direction, as it affects
the spectral properties of the spinons, and possibly alters in a
measurable way the response properties of the system.
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I. DERIVATION OF THE MICROSCOPIC MODEL
We focus our attention on a classical Z2 lattice gauge theory
perturbed by a small, transverse magnetic field h. The model
is composed of spin-1/2 degrees of freedom, σi , which live
on the bonds (labelled by the index i) of a square lattice with
N = L × L sites (labelled by the index s) wrapped around a
cylinder
H = −J ∑
s
As − h
∑
i
σzi , As =
∏
i∈s
σxi . (S1)
Here i ∈ s denotes the four spins that reside on the bonds
surrounding the lattice site s. The coupling constant J ( h)
is positive by convention. Treating the magnetic field h pertur-
batively, we arrive at the following ring-exchange Hamiltonian
in the ground state sector:
H(0)eff = −J
∑
s
As − 516
h4
J3
∑
p
Bp (S2)
≡ −∆s
2
∑
s
As − ∆v2
∑
p
Bp , (S3)
up to a constant energy shift that arises due to the virtual cre-
ation and annihilation of excitations. The plaquette operator
Bp is defined as Bp =
∏
i∈p σzi , where i ∈ p denotes the four
spins surrounding the plaquette p. The toric code Hamilto-
nian [S1] is generated perturbatively and lifts the macroscopic
degeneracy of the classical Z2 theory.
The ground state of the effective model (S3) is characterised
by eigenvalues +1 for all (commuting) operators As and Bp
(and has a topological degeneracy that is immaterial for the
purpose of the present work). Excitations correspond to states
in which plaquette operators Bp and/or star operators As have
negative eigenvalues. We will refer to the energetically costly
star defects as spinons, and to the lower-energy plaquette de-
fects as visons (h4/J3  J, since J  h by construction).
Let us then consider the two spinon sector, relevant for the
intermediate temperatures of interest, T  h, J. The magnetic
field h makes the spinons dynamical
H(2)eff = 4J − h
∑
〈ss′〉
(
b†sσ
z
ss′bs′ + h.c.
)
, (S4)
where 〈ss′〉 denotes neighbouring sites on the square lattice,
and σss′ is the spin on the bond connecting sites s and s′.
Since the magnetic field is applied parallel to the z axis, the
vison configuration remains precisely static. The operators
bs, b
†
s are hardcore bosons representing the spinon excitations,
which live on the sites of the lattice. Note that the spins σxss′
and the operators bs are not independent: As = eipib
†
sbs . Cru-
cially, each spinon hopping event is accompanied by a spin
flip in the σx basis. In order to derive an effective tight-
binding model, we make a gauge choice by fixing the string,
S(γi) = ∏〈k` 〉∈γi σzk` , used to defined the state corresponding
to a spinon residing on site i; the path γi ends on site i. Choos-
ing a different string S(γ˜i) may lead to an additional phase:
eiφ = 〈S(γi)S(γ˜i)〉, φ = 0 or pi. Having made this choice, the
hopping matrix element between adjacent sites i, j is given by
ti j = −h〈S(γi)S(γj)σzi j〉, where γi ∪ γj and the bond 〈i j〉 form
a closed loop. Moving a spinon around a plaquette p, whose
bonds are indexed by 〈i j〉 ∈ p, the spinon acquires a phase
h−4
∏
〈i j 〉∈p
ti j =
〈 ∏
〈i j 〉∈p
σzi j
〉
= 1 − 2np . (S5)
The string operators do not appear in (S5) since S(γi)2 = 1.
Hence, for a given vison configuration, and when considering
gauge invariant quantities, we can map (S4) onto a nearest
neighbour tight-binding model
H(2)eff ({φss′}) = 4J − h
∑
〈ss′〉
(
b†se
iφss′ bs′ + h.c.
)
(S6)
≡ ∆s
∑
s
b†sbs − ts
∑
〈ss′〉
(
b†se
iAss′ bs′ + h.c.
)
,
(S7)
where the Peierls phases φss′ = −φs′s are, according to (S5),
determined by the positions of the visons—each vison con-
tributing a pi-flux threading the plaquette on which it resides.
With a cylindrical geometry, it is possible to choose a gauge
in which the hopping amplitudes are real and uniform in
one direction and acquire an appropriate minus sign in the
orthogonal direction, according to the specific vison realisa-
tion [S2]. Imposing periodic boundary conditions, the total
flux threading all plaquettes must be an integer multiple of 2pi,
i.e.,
∑
p(∇ × A)p = 0 (mod 2pi).
II. MONTE CARLO SIMULATIONS
In the limit β∆v  1, the vison energy cost can be safely
neglected, and the thermal average of some observable O as-
sumes the form
〈O〉 = 1
Z
∑
{np }
O tr exp[−βHs({np})] , (S8)
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2where Hs({np}) is the spinon tight binding Hamiltonian (S7),
and the trace is over the spinon degrees of freedom, given a
vison configuration {np}; Z = ∑{np } tr e−βHs ({np }) is the parti-
tion function of the system. We have indeed checked explicitly
that including a small vison chemical potential contribution
in the energy of the system does not alter quantitatively our
results.
Averages of the form (S8) can be evaluated efficiently us-
ing Markov chain Monte Carlo (MC) applied to the vison
degrees of freedom {np}. The proposed updates of the system
must however respect the constraint (when imposing periodic
boundary conditions) that the total flux threading the lattice,
Φt =
∑
p pinp, equals an integer multiple of 2pi (equivalently,
the total number of vison excitations must be even). We make
use of the following discrete update, which explicitly preserves
the parity of the total vison excitation number:
(i) choose two plaquettes p, p′ at random, and propose the
corresponding update to the vison configuration:
np → n′p ≡ 1 − np ;
np′ → n′p′ ≡ 1 − np′ ;
(ii) construct the new spinon tight binding Hamiltonian
H ′s ≡ Hs({n′p}) by drawing a string γpp′ between the
two flipped plaquettes, i.e., setting Ass′ → Ass′ + pi along
the path, 〈ss′〉 ∈ γpp′ ;
(iii) diagonalise the new spinon Hamiltonian H ′s to obtain the
full energy spectrum;
(iv) accept the proposed update according to the Metropolis
acceptance probability: min(1, tr e−βH′s/tr e−βHs ).
The initial state of the system is set using a random distribution
of visons living on the plaquettes with density ρv = 1/2 (using
even system sizes only, such that ρvL2 is even, in order to
respect the constraint). The system is then gradually cooled
using O(104)MC sweeps (one MC sweep being equal to L2/2
MC steps). For example, in our simulations of a system of
size L = 20, decreasing temperatures Tn are taken between
T/ts = 0.1 and T/ts = 2.5 10−4, in 27 increments, with an
equilibration time tn = d4 exp(α/Tn)e, where α is chosen such
that
∑
n tn∼104. Measurements are then made after this time
at each temperature Tn. Finally, the results are averaged over
512 independent cooling histories.
III. SPINON GROUND STATE ENERGY
The empty patch model assumes that the spinon energy E(ξ),
corresponding to a disc of radius ξ surrounded by disordered
visons, can be parametrised as
E(ξ) = j
2
0 ts
(ξ + ξ0)2 . (S9)
The numerator j20 ts is fixed by the large ξ behaviour—in this
limit, the energy should be described asymptotically by that
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FIG. S1. Average ground state energy of a spinon subjected to a
vison distribution in which there exists an empty disc of radius ξ (blue
circles), or the vison-depleted region forms a strip of width 2ξ that
wraps around the torus in one direction (red triangles), surrounded by
a disordered region of pi-fluxes with average density 1/2. The data are
averaged over 250 flux realisations in a system of size L2 = 402, and
the error bars denote the standard deviation of the energy at a given
disc radius, not the error in the mean energy. The parametrisation
chosen for E(ξ) on the vertical axis is merely a matter of convenience.
of an infinite circular well of radius ξ. Hence, j0 is the first
zero of the Bessel function J0(x). The parameter ξ0 represents
effectively the penetration depth of the spinon wavefunction
into the disordered vison background surrounding the empty
patch.
In order to obtain a concrete value for ξ0, we sample con-
figurations of visons in which there exists an empty disc of
radius ξ, and in the complementary region the visons appear
randomly with probability 1/2 per plaquette:
p(np) =
{
0 if |rp | < ξ ,
1
2 otherwise .
(S10)
The resulting ground state energy of the spinon is then averaged
over the exterior vison configurations. The resulting averaged
energy is plotted in Fig. S1, and a fit to the function (S9) is
performed, leading to the value ξ0 = 1.64(2). This value does
not exhibit significant variation with system size L.
The same method may be applied to the strip vison config-
uration (see SI Sec. V), also shown in Fig. S1, in which the
spinon wavefunction wraps around the torus in one direction.
There are two such configurations in a square system with
periodic boundary conditions. The energy of a strip of width
2ξ may be parametrised as
E(ξ) = pi
2ts
4(ξ + ξ˜0)2
. (S11)
Fitting the numerical data with this function gives a value
ξ˜0 = 1.565(3).
3IV. EFFECTIVE DROPLET MODEL
The average area of the vison-depleted patch at a given
temperature T = β−1 may be calculated using the disc free
energy (S16):
pi〈ξ2〉 = pi
Z
∫ R
0
dξ ξ2e−βF(ξ) , (S12)
where Z =
∫ R
0 dξ e
−βF(ξ). Since for temperatures satisfying
T  ∆v the exterior region has a vison density of 1/2, the
average vison density over the system as a whole is
〈np〉 = 12
(
1 − 〈ξ
2〉
R2
)
. (S13)
Further, since the model assumes that the vison occupation
numbers are perfectly correlated within the empty patch, and
uncorrelated outside, we may approximate the connected vison
correlator in the following way. For two plaquettes separated
by the vector r, with r = |r|, the number of correlated pairs
that reside within the patch of radius ξ is given by
A(r; ξ) = Θ(2ξ − r)
[
2ξ2 arccos
(
r
2ξ
)
− r
2
√
4ξ2 − r2
]
,
(S14)
i.e., the area of intersection of two circles, each with radius
ξ, whose centres are separated by a distance r. Θ(x) is the
Heaviside step function. As required, A(r; ξ) vanishes for
r > 2ξ, and A(0; ξ) = piξ2. The density correlator may then be
approximated as the cylindrically symmetric function
Cρ(r) ' 〈A(r; ξ)〉A(r; R) −
〈ξ2〉2
R4
. (S15)
The predictions of the expressions (S13) and (S15) are plotted
in Figs. 2 and 3 in the main text, respectively. In Fig. S2 we
compare the analytical expression for the correlator Cρ(r) as
a function of temperature, for a range of distances r , with the
corresponding MC data.
V. COMPETING STRIP CONFIGURATION
As presented in the main text, the free energy of a spinon
confined to a disc of radius ξ surrounded by disordered visons
is given by
Fd(ξ) =
j20 ts
(ξ + ξ0)2 + piTξ
2 ln
(
1 + e−β∆v
)
. (S16)
Neglecting the effects of nonzero ξ0, and for temperatures
satisfying T  ∆v , one arrives at the following expression for
the radius ξ∗ which minimises the disc free energy:
ξd∗ =
(
j20 ts
piT ln 2
)1/4
. (S17)
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FIG. S2. Vison density correlator Cρ(r) as a function of temperature
at distances r = 1, 3, . . . , 9 for a system of size L2 = 202, from (S15)
using the disc free energy (S16) (top panel), and the corresponding
MC data (lower panel). The solid lines through the MC data are a
guide to the eye.
For ξ  ξ0, the disc model then predicts that the system will
become completely free of visons at a temperature
Td∗ '
16 j20
pi ln 2
ts
L4
. (S18)
In a square system of finite size with periodic boundary
conditions, we observe an instability in our MC simulations
whereby the shape of the depleted patch changes upon ap-
proaching Td∗ from a disc to a strip wrapping around the sys-
tem. This is a finite size effect where the spinon wave function
overlaps with itself across the periodic boundary conditions. It
can be readily understood in light of the competition between
the disc free energy and the free energy of a strip of width 2ξ
in a system of size L × L, with the corresponding vison strip
free energy:
Fs(ξ) = pi
2ts
4(ξ + ξ˜0)2
+ 2TξL ln
(
1 + e−β∆v
)
. (S19)
Notice that the strip width that minimises this free energy is,
for ξ  ξ˜0 and T  ∆v ,
ξs∗ =
(
pi2ts
4TL ln 2
)1/3
, (S20)
and the temperature at which the system becomes entirely free
of visons is given by
T s∗ '
2pi2
ln 2
ts
L4
. (S21)
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FIG. S3. Dependence of the diffusion constant, D, on the vison-
depleted patch radius ξ in equilibrium at temperature T , obtained
from MC simulations, where time is measured in units of MC sweeps.
The MC data in Fig. 2 of the main text are used to map between
temperature and patch radius ξ. The solid line through the MC data is
a guide to the eye. The inset shows that D(ξ) is consistent with power
law behaviour for sufficiently large ξ: D∼ξ−2∼√T .
In order to determine whether or not the system makes a
transition from the disc state at high temperature to the strip
state at low temperature, we compare the two free energies Fd
and Fs. Solving for Fd(T) = Fs(T), we find that the two free
energies coincide at a temperature
Tds =
1
4
(
4
3
)6 j60
pi ln 2
ts
L4
, (S22)
and that the disc free energy is lower than the strip one for
T > Tds. All of Td∗ , T s∗ , and Tds scale with system size as
∝L−4, and therefore the O(1) prefactors determine whether or
not an instability between the two vison configurations occurs.
We find that Td∗ ,T s∗ < Tds , which implies that at the level of the
saddle point approximation one expects a transition from the
disc to the strip state at a temperature given by (S22), before
the visons are eventually expelled from the system altogether
below T s∗ .
Incidentally, the L−4 scaling with system size is indeed
confirmed by the numerics in the inset of Fig. 2 in the main
text, where the data for the vison density 〈np〉 are shown to
collapse for various system sizes L when plotted as a function
of TL4/ts .
VI. DIFFUSIVE PATCHMOTION
In this section we study the dynamics of the vison-depleted
patches as a function of temperature. Since there is no preferred
direction for the motion of the patches, one generally expects
them to perform an unbiased random walk across the system.
Notice however that the motion of a patch over one lattice
spacing requires the coordinated rearrangement of a number of
visons which scales with the size of the patch. Hence, one ex-
pects the diffusion constant, D, (equivalently, the characteristic
time scale) of the patch to decrease (grow) with decreasing tem-
perature, as it involves the rearrangement of a larger number
of visons.
Let us define the centre of the patch, rp, using the maxi-
mum of the spinon ground state wavefunction: |ψ0(rp)|2 =
maxr |ψ0(r)|2. Asymptotically, one expects that 〈r2p(t)〉 ' 2Dt.
This behaviour is indeed observed in the MC simulations, and
the resulting values of D as a function of patch size ξ are shown
in Fig. S3.
Treating the patches as classical particles that satisfy the
reaction-diffusion equation A + A
 ∅, one may write down
an equation for the evolution of the spinon density in the long-
wavelength limit [S3, S4]
∂ρs
∂t
+ ∇ · J = −Kρ2s + η(r, t) , (S23)
where the current J = −D∇ρs , the annihilation constantK∝D,
and η(r, t) is a temperature-dependent source term that repre-
sents pairwise creation of the spinons at nonzero temperatures
(with appropriate spectral properties). The rate of spinon anni-
hilation in equilibrium is given by 〈Kρ2s〉.
In order for the system to fall out of equilibrium as discussed
in the main text, the cooling rate must be greater than the
rate at which spinons can annihilate in order to remain in
equilibrium, i.e., dρs(T(t))/dt & 〈Kρ2s〉. At the mean field
level (i.e., neglecting spatial fluctuations of the spinon density
ρs), one may estimate the required cooling rate:dTdt  & DT2∆s e−∆s/T . (S24)
Once again we see that, thanks to the exponentially small den-
sity of spinons in equilibrium at low temperature, this condition
is likely to be easily (if not unavoidably) accessible experimen-
tally in the study of quantum spin liquid materials.
VII. EFFECTIVE PATCH GROWTHMODEL
Here we present an effective model of the growth of ran-
domly distributed vison-depleted patches. The model repre-
sents a caricature of the dynamics of the system between tem-
peratures T1 → T2 → T3 in Fig. 4 in the main text, capturing
both the plateau in the density of spinons between T1 → T2
and the kinematically-locked regime between T2 → T3.
Suppose that the initial density of patches is ρ0 (equal to the
equilibrium spinon density), and that their positions are random
and uncorrelated. We assume that the centres of the patches
remain stationary, whereas their radii are monodispersed at
the typical equilibrium value, ξ, at temperature T . Then, the
patches will grow as temperature is reduced until any two
patches overlap, at which point the corresponding spinons
annihilate. This process is described by the following mean
field theory in the dilute limit, ρξ2  1. When changing
ξ → ξ + dξ one can infer from geometric arguments that the
reduction in the patch density is dρ = −8piρ2ξdξ. One can
5FIG. S4. Numerical simulations of the effective patch model: as the
radius ξ is increased, all neighbouring pairs of patches separated by a
distance 2ξ or less are removed from the system. The centres of the
patches remain fixed. The dashed line corresponds to the analytical
result (S25), valid in the dilute limit ρξ2  1, and the solid line
corresponds to the numerical results. The data correspond to 25 000
randomly distributed patches, averaged over 20 histories. The Voronoi
diagrams show representative configurations of patches at densities
ρ0, ρ0/10, and ρ0/102 (left to right).
then solve for the resulting density
ρ(ξ)
ρ0
=
1
1 + 4piρ0ξ2
. (S25)
In the limit ρ0ξ2  1, the density remains essentially constant
and unresponsive. This regime corresponds to the plateau
between T1 → T2 in Fig. 4. The density begins to decay
appreciably once a significant number of the patches start to
touch, i.e., ρ0ξ2 ∼ 1. This condition defines the temperature
T2, which represents the crossover between the plateau and the
kinematically-locked regime. In the opposite limit, ρ0ξ2  1,
the density of patches decays as ρ∼ξ−2, corresponding to the
kinematically-locked regime between temperatures T2 → T3 in
Fig. 4. Equation (S25) implies however that piξ2ρ = 1/4 in this
regime, which no longer satisfies the condition of diluteness
that underpinned our simple modelling. Numerical simulations
of the above effective model of patch growth (Fig. S4) show
that the relationship ρ ∝ ξ−2 predicted by (S25) does indeed
hold in the regime ρ0ξ2  1, but with a modified prefactor,
piξ2ρ ' 1/6.
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