Abstract. We present an approximation algorithm for the problem of finding a minimum-cost k-vertex connected spanning subgraph, assuming that the number of vertices is at least 6k 2 . The approximation guarantee is six times the kth harmonic number (which is O(log k)), and this is also an upper bound on the integrality ratio for a standard linear programming relaxation.
1. Introduction. Let G = (V, E) be an undirected graph, let each edge e ∈ E have a nonnegative cost c e , and let k be a positive integer. The minimum-cost kvertex connected spanning subgraph (mincost k-VCSS) problem is to find a spanning subgraph H of minimum cost such that H is k-vertex connected. (A graph is called k-vertex connected if it has at least k +1 vertices, and the removal of any k −1 vertices leaves a connected graph.) The problem is NP-hard for k ≥ 2, and for k = 1 it is the minimum spanning tree problem. Our paper addresses the "special case" of the problem where the graph has order |V | ≥ 6k 2 ; this too is NP-hard for k ≥ 2. (So for a fixed k, our method handles all graphs except a finite set of "small" graphs, and our method fails on each of the "small" graphs.) Our approximation guarantee is six times the kth harmonic number, which is O(log k). Also, this is an upper bound on the integrality ratio for a standard linear programming relaxation. Several previous papers have attacked the mincost k-VCSS problem (without restrictions on |V |), with the goal of improving on the approximation guarantee (see the references). An approximation guarantee of more than k/2 has been presented in [11] ; also, an upper bound of O(k) on the integrality ratio was known [4, 5] . Better results were not known for our "special case," but we mention that our results may not improve on previous results for small k (k = 2, 3, 4, . . .). (An O(log k) approximation guarantee was claimed earlier in [15] , but subsequently an error has been found, and that claim has been withdrawn; see [16] .) For more discussion on related problems and results, see the introduction of [3] .
Our algorithm is based on two results: (1) a polynomial-time algorithm of Frank and Tardos [5] for finding a minimum-cost k-outconnected subdigraph of a digraph (directed graph), and (2) an upper bound on the order of 3-critical graphs by Mader [12] . The Frank-Tardos algorithm has been applied earlier to the mincost k-VCSS problem by several authors, starting with Khuller and Raghavachari [10] ; see also [1, 2, 11] . The scaling trick used in Lemma 3.2 below has been used earlier by [8, 9] .
2. Notation and preliminary results. Throughout, we assume that the input graph G = (V, E) is k-vertex connected. Let n denote |V |.
2.1. A linear programming relaxation. Let H * denote a k-VCSS of minimum cost, and let z * = c(H * ) = e∈E(H * ) c e denote its cost. The following linear program (LP) P (k) gives a lower bound z(k) on z * (Frank discusses this LP in [4] ). There is a variable x e , 0 ≤ x e ≤ 1, for each edge e in G. The intention is that the edge incidence vector of every k-VCSS H (possibly H = H * ) forms a feasible solution for
denote the set of all edges in G that cover W . If W t contains at least one vertex, say, p, and W h contains at least one vertex, say, q, then note that H has at least k − (n − |W t ∪ W h |) edges in δ(W ), because on removing the vertices in V − (W t ∪ W h ) from H, the resulting graph has at least this number of openly disjoint paths between p and q, and each of these paths contributes one (or more) distinct edges to δ(W ). (Two paths are called openly disjoint if every vertex that belongs to both paths is an end vertex of both paths.) Let S denote the set of all setpairs (W t , W h ) such that W t = ∅ and W h = ∅. It is convenient to keep a parameter ℓ, where ℓ is a positive integer, and write the LP relaxation P (ℓ) for the mincost ℓ-VCSS problem.
Lemma 2.1. Let z * (ℓ) be the minimum cost of an ℓ-VCSS. Then z * (ℓ) ≥ z(ℓ).
k-outconnected subgraphs.
A graph is said to be k-outconnected from a so-called root vertex r if there exist k openly disjoint paths from r to v for each vertex v, v = r. The mincost k-OC problem is as follows: given an undirected graph G = (V, E), a root vertex r ∈ V , and nonnegative costs on the edges, find a minimumcost subgraph H of G such that H is k-outconnected from r. This problem is NP-hard for k ≥ 2.
Theorem 2.2 (see [5, 10] ). Let G = (V, E), r, and c : E → R + be as above. There is a 2-approximation algorithm for the mincost k-OC problem. Moreover, the subgraph found by this algorithm has cost at most 2z(k).
Proof. In the directed version G of G, each edge e of G is replaced by two oppositely oriented arcs, and each of these two arcs has cost c e . Here is an LP relaxation (in fact, an LP formulation) P of the directed mincost k-OC problem on G (with any vertex r as the root): There is a variable x a for each arc a in G; let R denote the set of all setpairs W = (W t , W h ) such that the root r is in W t and W h = ∅; and for W ∈ R letδ(W ) denote the set of arcs (u, v) 
This LP P has an integer optimal solution (see [4, Theorems 2.1, 2.2]). The FrankTardos algorithm solves the directed mincost k-OC problem on G by finding a minimum-cost subdigraph H that is k-outconnected from r, and the cost c( H) equals the optimal value of P . (The arc incidence vector of H forms an optimal solution of P .) Finally, we claim that the optimal value of P is at most 2z(k); hence the undirected version of H satisfies the theorem. (It is a subgraph of G that is k-outconnected from r, and it has cost at most 2z(k).) To see that the optimal value of P is at most 2z(k), observe that the LP relaxation of the directed mincost k-VCSS problem on G has optimal value at most 2z(k) (because a feasible solution x of P (k) (the k-VCSS LP on G) gives a feasible solution of the directed k-VCSS LP on G by assigning the value x e to each of the two arcs corresponding to each edge e). Moreover, an optimal solution of the directed k-VCSS LP on G is also a feasible solution of P . Our claim follows.
Remark. Our algorithm may apply this result to find a solution to the mincost ℓ-OC problem that has cost at most 2z(ℓ), where 1 ≤ ℓ ≤ k.
3-critical graphs.
For a graph G, let κ(G) denote the vertex connectivity, i.e., the minimum number of vertices whose removal results in a disconnected graph or the trivial graph (namely, K 1 ). An ℓ-separator of a connected graph is a set of ℓ vertices whose removal results in a disconnected graph.
A graph G = (V, E) is called 3-critical if the vertex connectivity decreases by |S| on removing the vertices in any set S of at most three vertices, that is, if κ(G − S) = κ(G)−|S| for all S ⊆ V , |S| ≤ 3. If G is not 3-critical, then note that there exists a set S of three vertices such that no κ(G)-separator contains all the vertices in S. Mader gives an upper bound on the order of 3-critical graphs [12] . (The proof is written in German, and the result is discussed (without proof) in two survey papers written in English [13, 14] .) Theorem 2.3 (see Mader [12] ). A 3-critical graph with vertex connectivity k has fewer than 6k 2 vertices.
3. The algorithm and its analysis. The algorithm starts with i := 1 and a minimum-cost spanning tree H 1 . Each iteration i = 1, 2, . . . , augments H i to H i+1 by adding edges from E(G) − E(H i ) such that the vertex connectivity increases by at least one, and the "augmenting cost" c(H i+1 ) − c(H i ) is approximately minimum. A detailed description of an iteration follows. Let ℓ = κ(H i ). If ℓ = k, then we stop and output H i as the desired k-VCSS. Now, suppose ℓ < k. For each edge in H i , we change the cost to zero (the other edges keep the original costs). By Mader's theorem (and the fact that n is at least 6k
2 ), there exist three vertices such that no ℓ-separator of H i contains all three vertices. We find three such vertices r 1 , r 2 , r 3 by exhaustively checking for each vertex set S of cardinality three whether κ(H i − S) > ℓ − 3. For each of these three vertices, we apply the Frank-Tardos algorithm with root r j (j = 1, 2, or 3) and the modified edge costs to find a supergraph H i,j of H i that is (ℓ + 1)-outconnected from r j . We take (the edge set of) H i+1 to be the union of (the edge sets of) H i,1 , H i,2 , and H i,3 .
Lemma 3.1. At every iteration i = 1, 2, . . . , we have κ(
Then H i+1 has an ℓ-separator C, C ⊂ V . Now, H i is not 3-critical by Mader's theorem, since n ≥ 6k 2 > 6ℓ 2 . Hence, there exist three vertices in H i such that for each ℓ-separator of H i , at least one of these three vertices is absent from the ℓ-separator. The algorithm finds three such vertices r 1 , r 2 , r 3 . Without loss of generality, r 1 is absent from C. The graph H i,1 , which is a subgraph of H i+1 , is (ℓ + 1)-outconnected from r 1 . Hence H i+1 has (ℓ + 1) openly disjoint paths between r 1 and v, for every other vertex v, and one of these paths survives in H i+1 − C. We have a contradiction, since H i+1 − C is connected. The lemma follows.
Lemma 3.2. At every iteration i = 1, 2, . . . , we have c(
Proof. Note that ℓ < k. We will prove that for each of the three supergraphs H i,j (j = 1, 2, or 3) of H i , the augmenting cost c(
Then the lemma follows immediately.
Let x : E → R + be an optimal solution to the LP P (k); note that the cost of x (with respect to the original edge costs c) is z(k).
Recall that (during the construction of H i,j , j = 1, 2, 3) the edge costs are modified such that an edge already in H i has zero cost, while the other edges have the original costs. Let x ′ : E → R + be given by
Clearly, x ′ has modified cost at most z(k)/(k − ℓ). We claim that x ′ is a feasible solution to the LP P (ℓ + 1). Then, by Theorem 2.2, the Frank-Tardos algorithm finds an (ℓ + 1)-outconnected supergraph of H i with augmenting cost at most 2z(k)/(k − ℓ).
To see the claim, consider any setpair W ∈ S and its constraint in the LP P (ℓ+1),
where q = n − |W t ∪ W h |. First, suppose that H i has no edges in δ(W ). Then since H i is ℓ-vertex connected, we have q ≥ ℓ. If q ≥ ℓ + 1, then, obviously, x ′ satisfies this constraint. Otherwise, if q = ℓ, then x ′ satisfies this constraint because (i) x satisfies the constraint of W in the LP P (k), namely, e∈δ(W ) x e ≥ k − ℓ, and (ii) each edge e ∈ δ(W ) has x ′ e = x e /(k − ℓ). Now, suppose that H i has p ≥ 1 edges in δ(W ). If p < (ℓ + 1) − q, then delete ≤ p vertices from W t and W h to obtain a new setpairŴ such thatŴ t = ∅ =Ŵ h and H i has no edges in δ(Ŵ ), and then apply the previous reasoning toŴ to infer that x ′ satisfies the constraint ofŴ and hence also of W . If
Thus the claim holds.
Theorem 3.3. Suppose that the input graph G = (V, E) is k-vertex connected and has order |V | ≥ 6k
2 . Then the algorithm terminates with a k-VCSS that has cost at most 6(1 + (Note that the minimum spanning tree H 1 is an optimal solution to the mincost 1-OC problem (with any vertex as the root), and an optimal solution x of the LP P (k) gives a feasible solution k .) To see the running time, note that each iteration i (1 ≤ i < k) runs the FrankTardos algorithm at most three times and tests κ(H i − S) for at most n 3 sets of vertices S of cardinality three. Gabow's algorithm [7] tests the vertex connectivity κ in time O((n + κ 2.5 ) · κn), and there is a version of the Frank-Tardos algorithm, due to Gabow, that runs in time O(k 2 n 2 |E|) [6, Theorem 4.5].
