This article rigorously analyzes the meeting time between pursuers and evaders performing random walks on digraphs. There exist several bounds on the expected meeting time between random walkers on graphs in the literature, however, closed-form expressions are limited in scope. By utilizing the notion that multiple random walks on a common graph can be understood as a single random walk on the Kronecker product graph, we are able to provide the first analytic expression for the meeting time in terms of the transition matrices of the random walkers when modeled by either discrete-time Markov chains or continuous-time Markov chains. We further extend the results to the case of multiple pursuers and multiple evaders performing independent random walks. We present various sufficient conditions for pairs (or tuples) of transition matrices that satisfy certain conditions on the absorbing classes for which finite meeting times are guaranteed to exist.
Introduction

Problem description and motivation
In this paper, we examine the meeting time between two groups of random walkers. This problem is motivated by a group of pursuers trying to intercept a group of evaders. The meeting time, in the context of this paper, describes the average time till a first encounter occurs between one of the pursuers and one of the evaders given initial positions of the pursuers and the evaders. This notion of two adversarial mobile groups wherein one of the groups is trying to intercept members of the other group appears under several names: pursuit-evasion games [48] , predator-prey interactions [13] , cops and robbers games [7] and princess-monster games [4] . Our primary motivation is the design of stochastic surveillance strategies for quickest detection of mobile intruders. Single and multi-agent surveillance strategies appear in environmental monitoring [17, 40] , minimizing emergency vehicle response times [6] , traffic routing and border patrol [39, 45] . More broadly random walks on networks appear in many areas of research: they are used to describe effective resistance in electrical networks [16, 46] , for link-prediction and information propagation in social networks [5, 22] , and in designing search algorithms on networks [34, 43] . Aside from our proposed application to stochastic surveillance, the meeting time has direct applications to information flow in distributed networks [19] , selfstabilization of tokens [27] and measuring similarity of objects [28] .
Literature review
Early interest in meeting times was motivated by applications to self-stabilizing token management schemes [47] . In a token management scheme, only one of the many processors on a distributed network is enabled to change state or perform a particular task, and this processor is said to possess the token. If two tokens meet then they collapse into a single token. Israeli and Jalfon suggest a scheme in which the token is passed randomly to a neighbor [27] . In a general connected, undirected, n-vertex graph they were able to obtain an exponential bound for the meeting time of two tokens in terms of the maximum degree and the diameter of the graph. Coppersmith et al [14] improved the bound to be polynomial in the number of nodes by bounding the meeting time in terms of the pairwise hitting time from the starting nodes of the tokens to hidden vertices. In [14, 27, 47 ] the notion of the meeting time involves the tokens being moved asynchronously by an adversary whose objective is to maximize meeting time by playing only one of the two tokens. Bshouty et al [9] obtain a bound on the meeting time of several such tokens in terms of the meeting time of two tokens. Bounds for meeting times of two identical independent continuous-time reversible Markov chains in terms of the pairwise hitting times of the chain are mentioned in the work by Aldous [3] . Several variations of "cat-mouse" games are discussed in [2] wherein bounds are obtained in terms of the pairwise hitting time or the variation-threshold time (a measure of rate of convergence to stationary distributions) depending on the Markov chains being discrete-time or continuous-time.
Several other metrics have been used to describe single and multiple random walks of graphs. Here we describe three of the most relevant quantities. A closely related metric is the hitting time which is the time taken by a single random walker to travel between nodes of a graph. The hitting time of a finite irreducible Markov chain first appeared in [29] , however, it was rediscovered for finite reversible Markov chains in [8] . Several bounds have been obtained for the hitting time for various graph topologies [26, 31] . Many closed-form formulations exist to compute the hitting time for a single random walker [26, 30, 41] . The authors in [42] obtain a closed-form solution for the hitting time of multiple random walkers. Another related notion is that of cover times which is the expected time taken by random walkers to hit every node on the graph [8, 18] . There are several works relating the cover time to the hitting times of a Markov chain [36] ; many of these works bound the cover time in terms of worst-case pairwise hitting times. Finally, the coalescence time of multiple random walkers is a quantity which is widely studied especially in the context of voter models [12, 15] . Two random walks coalesce into one when they share the same node. Bounds for the coalescence time in terms of the worst case pairwise hitting times are discussed in [2] . More recently, Cooper et al bounded the coalescence time using the second largest eigenvalue of the transition matrix [12] .
Stochastic vehicle routing strategies have the desirable property that an intruder can not predictably plan a path to avoid surveillance agents. The authors in [23, 44] use Markov chain Monte Carlo methods to design surveillance strategies. Minimizing the mean hiting time by introducing a novel convex optimization formulation is used to design strategies in [41] . The notion of group hitting time for multiple random walkers is used in optimizing transition matrices for multiple agents in [42, 11] . In [1] the mean hitting time in conjunction with multiple parallel CUSUM algorithms at various nodes of interest in the graph are used to describe a policy which ensures quickest average time to detection of anomalies. In the strategies mentioned in these works the intruder/anomaly is assumed to be stationary. The policies for surveillance derived in this paper are for mobile intruders modeled by Markov chains.
Contributions
Given the above, there are several contributions in this paper. First, we provide a set of necessary and sufficient conditions which characterize when the meeting times between a single pursuer and a single evader is finite for arbitrary Markov chains. To the best of our knowledge the bounds in the literature were obtained for meeting times between ergodic Markov chains where the meeting times are guaranteed to be finite. However we extend the notion to generic transition matrices as opposed to equal neighbor models which are studied in many of the works mentioned above, and we discuss at length when the meeting times are finite based on the existence of walks of equal length to common nodes. Second, we provide a closed-form solution to the meeting time of two independent Markov chains by utilizing the Kronecker product of the transition matrices. Both these results are obtained using a technical approach which takes advantage of the properties of Kronecker products of graphs. We further use this closed-form expression to perform comparisons with existing bounds in the literature. Indeed we see that the bounds are very conservative for most graphs. Third, we provide a set of sufficient conditions in terms of the absorbing classes of the pursuer and evader chains which guarantee finite meeting times. Fourth, we extend the treatment to multiple pursuers and multiple evaders. Finally, we obtain conditions for the meeting times between two continuous-time Markov chains to be finite and provide closed-form results for this case, and further extend it to multiple pursuer and evader groups when dictated by multiple transition rate matrices.
To the best of our knowledge, this paper provides the first closed-form solutions for the computation of the meeting time between two Markov chains for both discrete-time and continuous-time time indices. Two closely related references are as follows: first, a system of equations for computing meeting times for independent identical random walks on graphs with irreducible transition matrices, where the transition matrices are limited to equal-neighbor weights, were obtained using Laplace transform techniques in [38] . Second, Kronecker products and vectorization techniques have been used to compute the Simrank of information networks which has interpretations in terms of meeting times [32] . Our work is different in several ways. First, we consider absolutely generic transtion matrices which need not be identical. Second, we present expressions here which are valid for reducible transition matrices. Third, we present meeting time expressions for the case of multiple pursuers which would correspond to multiple infecting particles in [38] . Finally, we provide insight into when meeting times are finite by connecting this notion to the existence of walks on the Kronecker graph.
Organization
This paper is organized as follows. In Section 2 we introduce notation that is used throughout the paper and review useful concepts. In Section 3 we introduce our formulation for the meeting times of pairs of Markov chains, and also define sets of pairs of matrices for which finite meeting times exist. In Section 4 we extend the notion of the meeting time to multiple pursuers and evaders. In Section 5 we obtain closed-form expressions for continuous-time Markov chains. Finally, in Section 6 we present conclusions.
Notation
In this section we define various useful concepts and notation. We provide an overview of some facts and results on Markov chains and introduce notation that will be used throughout the paper to deal with vectors and matrices, the Kronecker product, and discuss Markov chains on graphs.
Markov chains
A Markov chain is a sequence of random variables taking value in the finite set {1, . . . , n} with the Markov property, namely that the future state depends only on the present state.
Let X k ∈ {1, . . . , n} denote the location of a random walker at time k ∈ {0, 1, 2, . . . }, then a discretetime Markov chain is time-
n×n is the transition matrix of the Markov chain. By definition, each transition matrix P is row-stochastic, i.e., P 1 n = 1 n . The period of a state is defined as the greatest common divisor of all t such 
n×n is the transition matrix of the Markov chain. The evolution of the continuous-time Markov chain is determined by the solution to the first-order differential equation P (t) = P (t)Q, where P (t) = p t i,j and Q is a transition rate matrix which satisfies Q1 n = 0 n . For more details on continuous-time Markov chains refer [37, Chapters 2 & 3] . A continuous-time Markov chain is said to be ergodic if it is irreducible.
Consider two states i and j belonging to a Markov chain. We say i communicates with j if p t i,j = 0 for some t > 0. For a subset of states X ⊂ {1, . . . , n}, we say that X forms a communicating class if for every state i, j ∈ X the states communicate with each other, i.e P[X t = j | X 0 = i] = 0 and P[X t = i | X 0 = j] = 0 for some t, t ≥ 0. An absorbing class A of a Markov chain is a communicating class such that the probability of escaping the set is zero, i.e p 
Matrix notation
We use the notation A = [a i1...i l ,j1...jm ] to denote the matrix generated by elements a i1...i l ,j1...jm , where the rows of A are determined by cycling through indices i l followed by i l−1 and so on until i 1 , and the columns of A are determined by cycling through indices j m followed by j m−1 and so on until j 1 . For example, consider i 1 , i 2 , j 1 , j 2 ∈ {1, . . . , n}, then Let I n ∈ R n×n denote the identity matrix of size n, 1 n ∈ R n×1 denote the vector of ones of size n, and e 1 , e 2 , . . . , e n ∈ R n×1 denote vectors with unity in the row indicated by the subscript. We define a generalized Kronecker delta function δ i1i2...i l ,j1j2...jm , by
We use the subscript p, e or superscript (p), (e) to delineate between quantities associated with pursuers and evaders.
We are now ready to review some useful facts about Kronecker products. The Kronecker product, represented by the symbol ⊗, of two matrices A ∈ R n×m and B ∈ R q×r is an nq × mr matrix given by
The Kronecker product is bilinear and has many useful properties, two of which are summarized in the following Lemma; see [25, Chapter 4] for more information.
Lemma 1 (Properties of the Kronecker product) Given the matrices A, B, C and D, the following relations hold for the Kronecker product.
where it is assumed that the matrices are of appropriate dimension when matrix multiplication or addition occurs.
Markov chains on graphs
In this paper, for discrete-time Markov chains we consider weighted digraphs G = (V, E, P ) with node sets V := {1, . . . , n}, edge set E ⊂ V × V , and associated transition matrix P = [p i,j ] with the property that p i,j ≥ 0 if (i, j) ∈ E and p i,j = 0 otherwise. The weight of the edge (i, j) is interpreted as the weight associated with the probability of transition from node i to node j. The nodes of the graph are equivalent to the states of the Markov chain. We say there exists a walk of length from node i 1 to node i l if there exists a sequence of nodes i 2 , . .
In this paper, for continuous-time Markov chains we consider weighted digraphs G = (V, E, Q) with node sets V := {1, . . . , n}, edge set E ⊂ V × V , and associated transition rate matrix Q = [Q i,j ] with the property that q i,j ≥ 0 if (i, j) ∈ E, q i,j = 0 otherwise and q i,i = − j∈V q i,j . The weight of the edge (i, j) is interpreted as the rate of transition from node i to node j. One could also look at the entry −1/q i,i as the average time at which the walker leaves node i and 1/q i,j as the average time for a jump from i to j. We say there exists a walk from node i 1 to node i l if there exists a sequence of nodes i 2 , . . . , i −1 such that q i l ,i l+1 > 0 for 1 ≤ l ≤ − 1.
Single pursuer and single evader
In this section, we formulate the meeting time between two discrete-time Markov chains. We provide necessary and sufficient conditions for the finiteness of the meeting times given any initial starting positions on the graph. We specify certain sets of pairs of transition matrices where finite meeting times are guaranteed to exist and discuss when it is appropriate to define the notion of a mean meeting time. Finally, we compare the exact values obtained with this expression to some of the bounds from the literature on meeting times.
The meeting time of two Markov chains
Consider the pursuer and evader performing random walks on a set of nodes V := {1, . . . , n} with digraphs G p = (V, E p , P p ), G e = (V, E e , P e ), edge sets E p , E e ⊂ V × V , and transition matrices P p , P e . The matrix
Similarly P e satisfies similar properties to be a well-defined transition matrix on G e .
Let X (p)
t , X (e) t ∈ {1, . . . , n} be the location of the two agents at time t ∈ {0, 1, 2, . . . }. For any two start nodes i, j, the first meeting time from i and j, denoted by T i,j , is the first time that both random walkers meet when starting from nodes i and j, respectively. More formally,
Note that the first meeting time can be infinite. It is easy to construct examples in which the two agents never meet. Let m i,j = E[T i,j ] be the expected first meeting time starting from nodes i and j. For the sake of brevity, we shall refer to the expected first meeting time as just the meeting time.
Theorem 1 (The meeting time of two Markov chains) Consider two Markov chains with transition matrices P p and P e defined on a digraph G with nodeset V = {1, . . . , n}. The following statements are equivalent:
(i) for each pair of nodes i, j, the meeting time m i,j from nodes i and j is finite,
(ii) for each pair of nodes i, j, there exists a node j and a length such that a walk of length exists from i to k and a walk of length exists from j to k, (iii) for each pair of nodes i, j, there exists a walk in the digraph associated with the stochastic matrix P p ⊗ P e from (i, j) to a node (k, k), for some k ∈ {1, . . . , n}, and (iv) the sub-stochastic matrix (P p ⊗ P e )E is convergent and the vector of meeting times is given by
where M ∈ R n×n and E ∈ R n 2 ×n 2 is a binary diagonal matrix with diagonal entries 1 n 2 − vec(I n ).
Proof For the nodes i and j, the first meeting time satisfies the recursive formula
Taking the expectation we have
Note that the entries of M can be written as
Figure 2: The pursuer-evader pair in (i) has finite meeting times as every node has a walk to the common nodes (1, 1) and (2, 2) in the Kronecker graph. However, in (ii) there exists no walks to common nodes from (1, 2) and (2, 1).
where M d ∈ R n×n is a diagonal matrix with only the diagonal elements of M . We have used the property that (ABC) i,j = k A i,k l B k,l C l,j to obtain the equation in matrix form. Rewriting the equation in vector form and using Lemma 1 gives
If the matrix I n 2 − (P p ⊗ P e )E is invertible then we have a unique solution to the meeting times. We shall now show that the finiteness of meeting times as in (i) is equivalent to the existence of walks of equal length to common nodes as mentioned in (ii) and in (iii), which guarantees invertibility of I n 2 − (P p ⊗ P e )E in (iv).
We start by proving that (i) =⇒ (ii). If we assume that (i) =⇒ (ii), then there exists a pair of nodes i and j such that the meeting time is finite and there exists no walk of equal length to any node in V . However if there exists no walk of equal length to a common node, then the agents never meet and the meeting time is always infinite. Hence by contradiction (i) =⇒ (ii).
Next, we show that (ii) ⇐⇒ (iii). The Kronecker product of the transition matrices gives a joint transition matrix for the agents over the set of nodes V ×V . The (i, j) entry of the matrix P p ⊗ P e corresponds to the states X (p) = i and X (e) = j [49] . The statement (ii) ensures the existence of a node k for every pair (i, j) which is reachable by a walk of equal length from i in P p and j in P e . This condition is equivalent to the node (k, k) being reachable from the pair (i, j) on the Kronecker product of the two Markov chains [24, Proposition 1].
Next, we show (iii) =⇒ (iv). The stochastic matrix P p ⊗ P e has a walk from any node (i, j) to some node (k 1 , h 1 ) where
Note that post-multiplying the square matrix P p ⊗ P e by E corresponds to setting the columns associated with nodes of the form (k, k) to 0 n 2 . Thus the row associated with (k, h) has row-sum less than 1. Therefore every node (i, j) has a walk to a node whose row-sum is less than 1 which implies that the matrix (P p ⊗ P e )E is convergent by virtue of Lemma 2 (see Section 7) .
From this we obtain equation (1). Since (iii) guarantees the existence of (I n 2 − (P p ⊗ P e )) −1 , we prove that (iii) =⇒ (iv).
Note that the existence of vec(M ) in (iv) gives (iv) =⇒ (i). Thus we have shown that (i) =⇒ (ii) ⇐⇒ (iii) =⇒ (iv) =⇒ (i). Hence the four conditions are equivalent.
The above necessary and sufficient conditions give the most general set of pairs of matrices for which finite meeting times exist. These conditions are in practice difficult to use for designing transition matrices. Hence, we introduce a few sets of pairs of matrices for which the meeting times are guaranteed to be finite.
Sufficient conditions for finiteness
Consider the following sets of pairs of matrices:
P finite : finite meeting times. Let P finite be the set of pairs of transition matrices P p , P e satisfying the conditions stated in Theorem 1 and therefore having finite meeting times.
P all-overlap : Markov chains with all-to-all overlapping absorbing classes. Let P all-overlap be the set of pairs of transition matrices P p , P e with the following property: P p has multiple absorbing classes A
q , and P e has multiple absorbing classes A r , and for each q ∈ {1, . . . , q} and r ∈ {1, . . . , r}, A
(e) r ) = 1. P SA-overlap : single absorbing Markov chains with overlapping absorbing classes. Let P SA-overlap be the set of pairs of transition matrices P p , P e with the following property: P p has a single absorbing class A (p) with period d (p) , and P e has a single absorbing class A (e) with period d (e) , and
(e) ) = 1.
P one-ergodic : one ergodic Markov chain. Let P one-ergodic be the set of pairs of transition matrices P p , P e such that one of the matrices P p or P e is ergodic.
Given the above definitions the following theorem holds.
Theorem 2 (Sufficient conditions for finite meeting times) The sets of pairs of transition matrices P finite , P all-overlap , P SA-overlap , P one-ergodic satisfy (P one-ergodic ∪ P SA-overlap ) ⊂ P all-overlap ⊂ P finite .
P finite P SA-overlap P all-overlap P one-ergodic Proof Before we prove the statement in the theorem we prove a minor result. Consider two Markov chains, each with transition matrices P p , P e ∈ R n×n defined on a digraph G with nodeset V = {1, . . . , n}. Let the absorbing classes of P p be A q + v 1 to the node k for all u 1 ≥ U 1 , for some U 1 ∈ N sufficiently large and some
q . Similarly, since k also belongs to the absorbing class A
To prove P all-overlap ⊂ P finite we utilize statement (iii) in Theorem 1 to show that for every pair of nodes (i, j), where i, j are nodes in the Markov chain associated with P p , P e , there must exist a walk to a common node of the form (k, k). Consider a pair of Markov chains (P p , P e ) ∈ P all-overlap . The states of the Markov chain associated with the transition matrix P p can be split into a set of absorbing classes A Now we will use this result to prove P all-overlap ⊂ P finite . We shall show that for pairs of matrices belonging to P all-overlap the meeting times are finite by concluding that statement (iii) of Theorem 1 is satisfied. Consider a pair of Markov chains (P p , P e ) ∈ P all-overlap . The states of the Markov chain associated with the transition matrix P p can be split into a set of absorbing classes A t . For statement (iii) in Theorem 1 to be satisfied, for every pair of nodes (i, j), where i, j are nodes in the Markov chain associated with P p , P e , there must exist a walk to a node of the form (k, k). To do so we shall initially consider pairs of states belonging to the absorbing classes of both chains, followed by the transient classes of both chains, and finally, transient states of one chain paired with absorbing classes from the other chain, and show that in each case we show a common node exists to which there is a walk of equal length using the proven result. 
for every s ∈ {1, . . . , s} and t ∈ {1, . . . , t} there exists walks to a node of the form (k, k). q . Thus once again we can apply the earlier stated result for nodes (i, j) ∈ T (p) s × A (e) r for every s ∈ {1, . . . , s} and r ∈ {1, . . . , r}. Similarly, the case of nodes belong to absorbing classes in P p and transient classes in P e also follows.
Thus we have exhausted all pairs (i, j) in P p ⊗ P e and for each pair found a node of the form (k, k). Therefore P p and P e satisfy the conditions stated in statement (iii) of Theorem 1, hence guaranteeing finite meeting times and proving that P all-overlap ⊆ S. To show that P all-overlap = S, we present a counter-example Figure 4 : The periods associated with the pair of Markov Chains shown here are not co-prime; P p is a period 4 chain and P e is a period 2 chain. However, the meeting times are finite as they satisfy conditions in Theorem 1.
in Figure 3 .2. This concludes the proof for P all-overlap ⊂ P finite . Now, we prove P SA-overlap ⊂ P all-overlap . The pairs of matrices (P p , P e ) ∈ P SA-overlap is obtained by considering the subset of matrices which only have a single absorbing class. Thus P SA-overlap ⊂ P all-overlap .
Finally, to prove P one-ergodic ⊂ P all-overlap let us assume without loss of generality that P p is irreducible and aperiodic. This would imply that the entire nodeset V is an absorbing state and d (p) = 1. One can see that P p paired with any other matrix P e belongs to P all-overlap . Thus P one-ergodic ⊂ P all-overlap .
Mean meeting time and relation to hitting times
Before we define the mean meeting time for two random walkers, we introduce a minor result.
Remark 1 Consider two random walkers moving with transition matrices P p , P e starting from nodes i, j respectively, then the meeting time
Note that the expression above is a direct result of equation (1).
We are now in a position to define the mean meeting time of two random walkers. Stationary distributions are well-defined for both P p and P e when each transition matrix has a single absorbing class. Further the meeting times for matrices with this property are finite only if the absorbing classes overlap and the periods are co-prime as is the case for pairs of transition matrices in P SA-overlap . Hence we have the following result.
Corollary 1 (Mean meeting time) Consider two transition matrices P p , P e with stationary distributions π p , π e . The mean meeting time
where M is the matrix of meeting times, is finite if the pair of transition matrices (P p , P e ) ∈ P SA-overlap .
Proof The mean meeting time can be obtained from the meeting times as
Further as the following result shows, the hitting times of a Markov chain are equal to the meeting times for the case of a mobile pursuer and stationary evader.
Corollary 2 (Connection to hitting times and meeting times with stationary evader) Consider a stationary evader with distribution π e and a pursuer with an irreducible transition matrix P p and stationary distribution π p , then the following properties hold:
(i) the meeting times between the stationary evader and the pursuer are equal to the pairwise hitting times of P p and are given by
where h i,j is the expected time to travel from node i to node j and (ii) the mean meeting time between the stationary evader and the pursuer is given by
Proof A stationary evader can be described by the transition matrix I n . However, note that the identity matrix has non-unique stationary distribution hence the evader stationary distribution can be arbitrarily defined given that
Since P is irreducible, the pair of matrices (I n , P ) belongs to P one-ergodic and hence meeting times are finite. Further the expression for meeting times in this context is identical to that of pairwise hitting times [42, Theorem 2.3(i)]. The mean first meeting time in such a case is
When the stationary distribution of the evader is equal to the stationary distribution of the pursuer the expression for the meeting time is identical to the mean first passage time of the Markov chain P p [42, Theorem 2.3(i)].
Comparison to existing bounds
In this section we provide comparisons with existing bounds from literature, a summary of which is presented in Table 3 .4. We present numerics for a variety of graphs and compare the exact value of the worst meeting time, denoted as M max , with bounds on the same quantity from refs. [12, 14] and with the worst hitting time computed using the formula in [42] and also a bound on the worst hitting time as described in [33] . Most of the bounds discussed here are for random walks i.e., equal probability of transition from a node to every neighbor. The bounds by Aldous [3] also hold for all reversible Markov chains. Hence in this section we consider transition matrices only corresponding to random walks. We include self-loops in all transition matrices to ensure aperiodicity. In general meeting times for transition matrices can be significantly smaller than the values discussed here. For example, using transition matrices which are permutation matrices one could obtain O(n) meeting times on all graphs.
Bounding the worst meeting time as discussed in [3] in terms of the worst pairwise hitting time gives estimates which are of the same order. The computational complexity of exactly obtaining the worst hitting time is O(n 3 ) [42, Theorem 2.3(i)] as compared to O(n 6 ) for computing worst meeting times. Thus for small to medium graphs the worst hitting time can be a useful proxy.
The polynomial bound from Coppersmith et al [14, Theorem 3] is for sequential motion of the tokens i.e, one of the two tokens moves followed by the other. In order to compare this bound with the expression in equation (1) which is for simultaneous motion of the two random walkers, we divide the bound by two. This bound while easy to compute only provides a maximal estimate of the worst case meeting times.
The bound from Lovász [33, Corollary 3.3 ] is a bound for the worst hitting time. The bounds from Cooper et al [12, Theorem 1] and Lovász, both of which involve the spectral gap of the transition matrix, behave similarly in most cases. In general the estimates tend to be one or two orders of magnitude off. The complexity of computing the spectral gap can be cost-effective as this operation can be performed in worst-case O(n 3 ) and for certain types of matrices in O(n 2 ).
Meeting time
Hitting time Quantity M max Bound by Cooper et al [12] Bound by Coppersmith et al [14] H max [42] Bound by Lovász [33] 
Multiple pursuers and multiple evaders
In this section we extend the results obtained for the single evader and single pursuer case to a group of evaders and a group of pursuers. The mathematical treatment for the finiteness and the closed-form expression of the meeting time for groups follows in similar fashion to the case for the single evader and single pursuer.
Finite meeting time between groups
Now consider L pursuers and M evaders. Let X Let the transition matrices associated with the L pursuers be P
and the transition matrices associated with the M evaders be P 
For the sake of brevity, we shall refer to the first expected meeting time in this context as the group meeting time.
Theorem 3 (The group meeting time of multiple Markov chains) Consider Markov chains with transition matrices P (1)
e , . . . , P (M ) e defined on a digraph G with nodeset V = {1, . . . , n}. The following statements are equivalent:
(ii) for every i 1 , i 2 , . . . , i L , j 1 , j 2 , . . . , j M ∈ {1, . . . , n}, there exists a node k and a length such that a walk of length exists from one of the nodes i 1 , i 2 , . . . , i L to k in one of the transition matrices
and a walk of length exists from one of the nodes j 1 , j 2 , . . . , j M to k in one of the transition matrices in P
(1) e , P (2) e , . . . , P (M ) e , (iii) for every i 1 , i 2 , . . . , i L , j 1 , j 2 , . . . , j M ∈ {1, . . . , n}, there exists a walk in the digraph associated with the stochastic matrix P
(1)
e . . . ⊗ P (M ) e from a node (i 1 , i 2 , . . . , i L , j 1 , j 2 , . . . , j M ) to a node of the form (i 1 , i 2 , . . . , k, . . . , i L , j 1 , j 2 , . . . , k, . . . , j M ), for some k ∈ {1, . . . , n}, and (iv) the substochastic matrix P E is convergent and the vector of group meeting times is given by
where
e . . . ⊗ P
Proof For the nodes i 1 , i 2 , . . . , i L , j 1 , j 2 , . . . , j M , the group meeting time satisfies the recursive formula
Note that the symbol ka =h b is a summation over the indices
ia,k )) indicates the probability that one of the pursuers will move to node k and
indicates the probability that one of the evaders will move to node k. Therefore
is the probability that one of the pursuers encounters one of the evaders at a common node.
where we have rewritten the summation ka =h b in terms of the generalized kronecker delta function. This equation can be written in vector form as
If the matrix I n L+M − P E is invertible then we have a unique solution to the meeting times. We shall now show that the finiteness of group meeting times as in (i) is equivalent to the existence of walks of equal length to common nodes as mentioned in (ii) and in (iii), which leads to invertibility of I n L+M − P E in (iv). We start by proving (i) =⇒ (ii). If we assume that (i) =⇒ (ii) then there exists an L-tuple of nodes i 1 , i 2 , . . . , i L and an M -tuple of nodes j 1 , j 2 , . . . , j M such that the group meeting time between groups of agents starting from these positions is finite and there exists no walk of equal length to a common node for any possible pursuer-evader pairs. However if there exists no walk of equal length from one of the nodes in i 1 , i 2 , . . . , i L and one of the nodes in j 1 , j 2 , . . . , j M to a common node, then none of the agents ever meet and the group meeting time is infinite. Hence by contradiction (i) =⇒ (ii).
Next we show that (ii) =⇒ (iii). The Kronecker product of the L pursuer transition matrices and the M evader transition matrices gives a joint transition matrix for the agents. The node (i 1 , i 2 , . . . , i L , j 1 , j 2 , . . . , j M ) corresponds to the states X
Statement (ii) ensures that there exists a node k to which there is a walk of length from one of the nodes i 1 , i 2 , . . . , i L in a pursuer transition matrix P L p and from one of the nodes j 1 , j 2 , . . . , j M in an evader transition matrix P M e . Starting from any node i l for any l ∈ {1, . . . , L} there exists a node i l such that there exists a walk of length from i l to i l in the transition matrix P 
. . , and j M → j M . Using Lemma 3 (see Section 7) there exists a walk from (i 1 , i 2 , . . . , i L , . . . , i L , j 1 , j 2 , . . . , j M , . . . , j M ) to a node of the form (i 1 , i 2 , . . . , k, . . . , i L , j 1 , j 2 , . . . , k, . . . , j M ), thus proving (ii) =⇒ (iii).
Next, we show (iii) =⇒ (iv). Note that post-multiplying the Kronecker product of all transition matrices P (1)
by E sets columns associated with nodes of the form (i 1 , i 2 , . . . , k, . . . , i L , j 1 , j 2 , . . . , k, . . . , j M ) to 0 n L+M . Therefore every node has a walk to a node whose row-sum is less than 1 which implies that the matrix P E is convergent. From this we obtain equation (6) . Since (iii) guarantees the existence of (I n L+M − P E) −1 , we prove that (iii) =⇒ (iv). Note that the existence of vec(M ) in (iv) gives (iv) =⇒ (i). Thus we have shown that (i) =⇒ (ii) =⇒ (iii) =⇒ (iv) =⇒ (i). Hence the four conditions are equivalent.
The above necessary and sufficient conditions give the most general set of tuples of matrices for which finite meeting times exist. Similar to the single pursuer and single evader case, we present sufficient conditions on the transition matrices which ensure that the meeting times between two groups is finite.
Sufficient conditions for finiteness and mean group meeting time
Consider the following sets of L + M -tuples of matrices:
finite : finite group meeting times. Let P L,M finite be the set of L + M -tuples of transition matrices P (1)
e , . . . , P (1)
e , . . . , P 
p , P
p , . . . , P
e , P (2) e , . . . , P such that one of the transition matrices is ergodic.
Given the above, we are now in a position to define the mean group meeting time of two sets of random walkers, L pursuers and M evaders. The group meeting times for matrices with single absorbing classes are finite when the L + M -tuple (P
SA-overlap . Hence, we have the following result.
with stationary distributions π
where M is the matrix of group meeting times, is finite if the L + M -tuple of transition matrices (P
A word on the computational complexity for the multiple pursuer-evader case: since the general expression for the group meeting time among groups of pursuers and evaders involve extensive use of the Kronecker product, the memory and computational resources necessary are significantly affected by the curse of dimensionality. The matrix (P
elements. Inversion of a full matrix would require O(k 3 ) operations lending an undesirable complexity of O(n 3(L+M ) ) [10] . Most practical solutions to the transition matrices benefit from the sparse nature of the graphs. A sparse system of equations can be solved with complexity O(nnz) where nnz is the number of non-zero elements. For the Kronecker product of L + M transition matrices defined on the same graph the number of non-zero elements is |E| (L+M ) , and with a sparse solver the group meeting time can be computed in O(|E| (L+M ) ) operations. For further details see [21] .
Meeting times for continous-time Markov chains
In this section we formulate the meeting time between two continuous-time Markov chains. The essence of the proof is to use the fact that the meeting time of two continuous-time Markov chains is equivalent to the hitting time on the joint transition matrix generated by the Kronecker product of the digraphs associated with the two chains.
The meeting time of two continuous-time Markov chains
Consider the pursuer and evader performing random walks on a set of nodes V := {1, . . . , n} with digraphs
, G e = (V, E e , Q e ), edge sets E p , E e ⊂ V × V , and transition rate matrices Q p , Q e . Let P p (t), P e (t) denote the transition matrices of the purser and evader at time t. Let m i,j denote the expected first meeting time for a pursuer starting from node i and an evader starting from node j, which shall be referred to simply as the meeting time. Then the following theorem holds.
Theorem 4 (The meeting time of two continuous-time Markov chains) Consider two Markov chains with transition rate matrices Q p and Q e defined on a digraph G with nodeset V = {1, . . . , n}. The following statements are equivalent:
(i) for each pair of nodes i, j, the expected first meeting time m i,j from nodes i and j is finite,
(ii) for each pair of nodes i, j, there exists a node k such that a walk exists from i to k and a walk exists from j to k, (iii) for each pair of nodes i, j, there exists a walk in the digraph associated with the transition rate matrix Q p ⊗ I n + I n ⊗ Q e from (i, j) to a node (k, k), for some k ∈ {1, . . . , n}, and (iv) the matrix E(I n 2 − (Q p ⊗ I n + I n ⊗ Q e )) − I n 2 is invertible and the first meeting times are given by the unique solution to
Proof Consider the joint evolution of the two continuous-time Markov chains on the Kronecker product graph given by the Kronecker product P p (t) ⊗ P e (t). The transition rate matrix for this Markov chain is easy to derive. Consider
where we have used the product rule for derivatives and Lemma 1 to obtain the joint transition rate matrix as
The n × n block entries of the joint transition rate matrix
The meeting times for the two transition rate matrices correspond to hitting times from nodes on the joint transition rate matrix Q p ⊗ I n + I n ⊗ Q e to the set of common nodes of the form (k, k). The solution to hitting times for continuous-time Markov chains is given in [37, Theorem 3.3.3] . We restate the result here for the sake of completeness. Given a transition rate matrix Q = [q a,b ] defined on a set of nodes A and a subset S ⊂ A, the expected meeting times starting from a node a ∈ A to the set S denoted by h 
The meeting times can be obtained as the solution to the system of equations above with transition rate matrix given by Q p ⊗ I n +I n ⊗ Q e and S = {(k, k) | k ∈ V }. Denoting Q p ⊗ I n +I n ⊗ Q e and S = {(k, k) | k ∈ V } by Q eff and S common , respectively, the system of equations in (9) can be written as m i,j = 0 for (i, j) ∈ S common − k∈V h∈V Q eff (i,j),(k,h) m k,h = 1 for (i, j) / ∈ S common .
These equations can be re-written in vector form as −EQ eff vec(M ) = E1 n 2 , (E − I n 2 ) vec(M ) = 0 n 2 .
(ii) for every i 1 , i 2 , . . . , i L , j 1 , j 2 , . . . , j M ∈ {1, . . . , n}, there exists a node k such that there exists a walk from one of the nodes i 1 , i 2 , . . . , i L to k in one of the transition rate matrices Q
(1) p , Q
p , . . . , Q (L) p and a walk exists from one of the nodes j 1 , j 2 , . . . , j M to k in one of the transition matrices in Q , i 2 , . . . , i L , j 1 , j 2 , . . . , j M ) to a node of the form (i 1 , i 2 , . . . , k, . . . , i L , j 1 , j 2 , . . . , k, . . . , j M ), for some k ∈ {1, . . . , n}, and (iv) the matrix E(I n L+M − Q) − I n L+M is invertible and the expected first meeting time is given by vec(M ) = (E(I n L+M − Q) − I n L+M ) −1 1 n L+M ,
where M ∈ R We state this result without proof as it utilizes the same technique as in the proof of Theorem 4. The proof of this result involves constructing the joint transition rate matrix of all agents on the Kronecker digraph and then computing the hitting time to the set of (L + M ) tuples of nodes such that one of the first L entries is the same as one of the next M entries. The complexity of computing meeting times using equation (10) for continuous-time Markov chains is O(n 3(L+M ) ) as it involves inversion of a matrix which has n L+M elements, which is identical to the discrete-time case.
Conclusions
We have studied the meeting time of multiple random walkers on a graph and have presented necessary and sufficient conditions for finiteness and novel closed-form expressions for the expected time to meeting between a single pursuer and a single evader, multiple pursuers and multiple evaders, and extended the treatment to continuous-time chains. We also provide sufficient conditions for certain pairs (or tuples) of Markov chains that satisfy conditions on their absorbing classes to have finite meeting times. Finally, we discuss connections to other metrics relevant to Markov chains such as the hitting time.
Several future directions of interest are left open by this work. Though we provide closed-form expressions here, the complexity involved in the calculation makes the computation expensive for large number of agents and on graphs with large number of nodes. It would be of practical interest to devise a formulation which has lower complexity. The literature on computationally efficient methods to calculate the SimRank of nodes on a graph might provide alternative formulations [32] . An extension of the work discussed here would be to consider walkers moving with travel times similar to the case of doubly weighted graphs described in [41] . Finally, it would be interesting to see if the notion of walks on Kronecker product graphs, which is extensively used in this paper, can be utilized to provide closed-form formulations of other quantities such as the expected time to capture of all evaders.
Appendix
For completeness we include the following lemmas which are necessary for the proof of Theorem 1 and Theorem 3.
Lemma 2 (Convergence of substochastic matrices) Let P ∈ R n×n be a substochastic matrix with at least one row-sum n j=1 P i,j < 1. If for every node there exists a walk to a node with row-sum less than 1, then P is convergent.
Lemma 3 (Existence of walks on Kronecker products) Let P 1 , P 2 , . . . , P N ∈ R n×n be stochastic matrices. If there exists a walk from i 1 → j 1 in P 1 , i 2 → j 2 in P 2 , . . . , and i N → j N in P N of equal length, then there exists a walk from (i 1 , i 2 , . . . , i N ) to (j 1 , j 2 , . . . , j N ) in P 1 ⊗ P 2 ⊗ . . . ⊗ P N .
