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ABSTRACT
A major aim in geophysics is to extend the power of available 
data to constrain Earth structure. Brune (1964) used body wave data to 
derive information about free oscillations of higher overtone number 
than so far observed by direct methods. His technique, however, was not 
designed to cope with the presence of discontinuities in the upper mantle.
As a result higher mode data derived by him and Brune and Gilbert (1974) 
are unable to detect the solotone effect, a persistent oscillatory 
component in the eigenfrcquency spacing of high overtone data, which, as 
McNabb et at. (1976) have shown, is a consequence of the existence of
internal discontinuities. This thesis is mainly concerned with an 
examination of the constraining power of high overtone eigenfrequencies, 
and with an extension of Brune's method to include the cases of internal 
discontinuities.
At the beginning of the present work, a computational study 
was carried out to show that the solotone effect in torsional oscillations 
could be derived from the summations of multiple reflections of SH waves 
from internal discontinuities recorded at small epicentral distances, 
using Brune's equation. Subsequently, a technique was developed to verify 
this result mathematically by deriving the McNabb et at. result from these 
summations. This was accomplished firstly for the case of a single 
discontinuity, and the analysis was then generalized to include'an arbitrary 
number of discontinuities. The results of the above study were used to 
examine the relationship between the solotone effect and the depths and 
magnitudes of discontinuities.
Finally, the overtone behaviour of radial oscillations were 
investigated computationally. The differences between the solotone effects 
produced by discontinuities and by transition layers were examined, in 
order to determine the constraining power of these oscillations on the fine
V  .
structure at the core-mantle and inner-outer core boundaries as well as 
in the upper mantle.
vi.
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CHAPTER 1
GENERAL INTRODUCTION
1.1 AIMS
Virtually all the direct information about the structure of 
the Earth's interior has been derived from measurements of the times, 
amplitudes and periods of seismic waves. Studies of body and surface 
waves have provided a great deal of information about the distributions 
of compressional and shear wave velocities (a, and 3) in the Earth's 
interior. However, the diversity in the calculated velocity distributions 
has been a major problem. In addition, the determination of density from 
velocity distributions was impossible without an appeal to plausible 
assumptions concerning chemical and phase homogeneity in layers with 
smooth velocity profiles.
Since the differential equations for the free oscillations of 
the Earth explicitly involve p, a and 3 (or p, k and y, where k and y 
are the bulk and rigidity moduli), important additional direct constraints 
on the solution of these problems have been provided by the observed 
eigenfrequencies (or eigenperiods) of the Earth. The first indisputable 
free oscillation data were those presented at an international meeting 
in Helsinki in 1960 (Bullen, 1975, p. 301). Using improved techniques 
of data acquisition, the set of free oscillation data has been greatly 
enlarged by Pekeris (1966), Derr (1969), Dziewonski and Landisman (1970), 
Mendiguren (1973), Dziewonski and Gilbert (1972, 1973), Brune and Gilbert 
(1974) and Gilbert and Dziewonski (1975). The chief contribution of 
these data has been in the refinement of existing Earth models and thus 
in substantially reducing the diversity of Earth models. However, the 
existing set of free oscillation data (consisting mainly of eigenperiods 
of low overtone numbers) is incapable of resolving fine structure in the
2.
Earth. For example, using the same refinement technique and the same set 
of free oscillation data, Gilbert and Dziewonski (1975) obtained two 
different Earth models, 1066A and 1066B, from different starting models. 
The differences between these models are mainly concerned with limited 
structural features such as discontinuities and rapid transition regions 
in the upper mantle, such that 1066A has a 'continuous' upper mantle, 
and 1066B a 'discontinuous' upper mantle.
Free oscillations are defined such that their wavelengths 
decrease with increasing overtone number. As a consequence, it is not 
possible to distinguish between continuous and discontinuous models 
( such as 1066A and 1066B) unless free oscillation data of sufficiently 
large overtone number are available. It is therefore clear that, in order 
to obtain better resolution of the Earth's fine structure, free 
oscillation data of high overtone number are required. These data are 
related to body waves (e.g., Sato et. al.} 1963), but have not yet been 
observed directly due to attenuation effects.
Applying the constructive interference condition for body waves 
of the same apparent phase velocity, Brune (1964) devised a phase 
correlation method (reviewed in §2.3) which makes possible the evaluation 
of normal modes of high overtone number directly from body wave pulses 
in seismograms. As pointed out by Ben-Menaham (1964), Brune's method 
represents an application of a ray-mode duality to the representation of 
the Earth's displacement field. His method is, however, strictly 
applicable only to continuous Earth models, and requires modification 
in order to be applied to discontinuous ones.
As Cleary and Anderssen (1978) have pointed out, further 
development of background theory for free oscillation data inversion is 
needed. In particular, the relation between free oscillation eigen- 
frequencies and Earth structure requires more explicit formulation
along the lines initiated by Anderssen and Cleary (1974).
3 .
In accordance with the above considerations, this thesis is
chiefly concerned with
1. an examination of Brune's strategy for supplementing available 
observed eigenfrequencies (especially of high overtone number).
This is done by showing that the equation derived by McNabb, 
Anderssen and Lapwood (1976) for the asymptotic behaviour of 
overtone eigenfrequencies can be derived by an adaptation of 
Brune1s method to almost vertical SH waves multiply-reflected 
in discontinuous Earth models;
2. the development of background theory which describes explicitly 
the dependence of free oscillation overtone eigenfrequencies
on Earth structure. To this end, the effects of discontinuities 
and transition regions in the Earth's interior on the free 
oscillation eigenfrequencies have been investigated theoretically 
and by model studies.
1.2 HISTORICAL BACKGROUND
For spherically symmetric, non-rotating, elastic and isotropic
(SNREI) Earth models, the free oscillation eigenfrequencies G7 with
Yl
overtone number n and angular order number Z are defined (e.g., Alterman,
Jarosch and Pekeris, 1959) by the differential eigenvalue problem
Z(Z;1) V ) U = 0 rz (1 .1)
0 = 0 7, U = U (r) , y = p (r) , p = p(r) , R < r < R
Yl  1, C O
with boundary conditions
y (^- - —) = 0, r = R and r = Rdr r c 0
where y is rigidity, p is density, and R and R are the radii of thec 0
core and the Earth's surface respectively.
In addition to the numerous investigations of the interdependence 
of free oscillation eigenfrequencies and Earth structure along the lines 
initiated by Backus and Gilbert (1967, 1968, 1970) (c.f. Gilbert and
Dziewonski, 1975), a number of recent studies have concentrated on the 
properties of the asymptotic overtone eigenfrequencies. Anderssen, Osborne 
and Cleary (1974) found that the spacings between torsional eigenfrequencies
0- of successive overtone numbers n and fixed angular order number l contain 
n l
information about the structure of SNREI Earth models. Subsequently, the 
effect of discontinuities in the Earth's interior on eigenfrequency spacings 
has been studied by various authors (Anderssen and Cleary, 1974; Lapwood, 
1975; McNabb, Anderssen and Lapwood, 1976; Anderssen, Cleary and 
Dziewonski, 1975; Gilbert, 1975). The central conclusion of these studies 
is that, for fixed small 2- and sufficiently large n, discontinuities in 
the Earth's interior cause a persistent oscillatory component, called the 
solotone effect, in the spacings.
In particular, McNabb, Anderssen and Lapwood (1976) derived 
an equation for the asymptotic behaviour of the eigenfrequencies of a 
Sturm-Liouville system (reduced from Eq. (1.1)) with discontinuous 
coefficients. For SNREI Earth models with N discontinuities between the 
Earth's surface and the core-mantle boundary, their equation can be 
written as
sin (ao) = Z B. sin(b.0) (1.2)
i-i 3 3
where a is the shear wave radial travel time from the Earth's surface
to the core-mantle boundary, and B. and b . are constants which dependD 3
on the parameters defining the discontinuities. The constants B and 
have not been determined explicitly except for the cases where N=1 
(Anderssen, 1977) and N=2 (Lapwood and Sato, 1977). The solotone effect 
can be interpreted in terms of Eq. (1.2).
5 .
1.3 THESIS OUTLINE
The dependence of the solotone effect on parameters defining 
the discontinuities in the Earth interior is investigated and a physical 
explanation of the solotone effect is sought in Chapter 2. It is found, 
for the case of torsional free oscillations, that some properties of 
the solotone effect vary systematically with the depths and the magnitudes 
of discontinuities, and that the solotone effect can be interpreted in 
terms of SH waves multiply-reflected from discontinuities.
For an Earth model with a single discontinuity between the 
surface and the core-mantle boundary, the basic equation (Eq. (1.2)) for 
the asymptotic behaviour of the torsional overtone eigenfrequencies is 
derived in Chapter 3, by summing almost vertical SH multiple reflections 
in the model by a ray analysis strategy and then adapting Brune's method 
to the summations. In Chapters 4 and 5, the ray analysis strategy is 
extended to Earth models with N discontinuities, and Eq. (1.2) is derived 
(with constants determined) using this extended strategy. This 
provides a theoretical proof that the solotone effect arises from 
multiple reflections between the Earth's surface, the core-mantle 
boundary and discontinuities between them, and establishes a basis for 
a ray-mode duality for discontinuous models.
The properties of the solotone effect summarised in Chapter 2 
are derived in Chapter 6 from Eq. (1.2) for Earth models with (i) a 
single discontinuity which is either small or near the surface, or 
(ii) more than one small discontinuity. This connects the theoretical 
and model studies in the earlier chapters.
Finally, the effect on the radial free oscillations of the 
transition regions at the core-mantle and inner-outer core boundaries, 
and in the mantle, has been investigated by model studies. It has been 
established that the distribution of eigenfrequencies of low overtone
6 .
number Yi reflects the overall spherically symmetric structure of the 
Earth, while that of eigenfrequencies of high n tends to reflect vertically 
limited Earth structures such as discontinuities and very rapid transition 
regions. The details of this study are given in Chapter 7.
The results of the thesis are discussed in Chapter 8.
1.4 IDENTIFICATION OF MODE NUMBERS
The normal modes of the Earth can be grouped into two classes: 
spheroidal modes yC’Z and torsional modes Y\}"Zm Since the deformation of 
the Earth's surface can be expressed uniquely in terms of the spherical 
harmonic functions [P^ (cos G)cos m\] (where G is the latitude and X the 
longitude; 1- 0,1,... and m= 0,!,...£), the integers Z (called the angular 
order number or simply order number) and m define the pattern of surface 
displacement with regard to the source of disturbance. The remaining 
integer n (called the overtone number) defines the overtone pattern, i.e., 
the pattern of displacements as a function of depth. If Earth models are 
assumed to be non-rotating and spherically symmetric, the set (n, Z, m) 
is degenerate and can be replaced by (n, Z) , since the deformation of the 
Earth's surface is now uniquely describable in terms of the zonal harmonics 
(cos G)] (Z- 0,1,...). Under such conditions, there are Z(Z= 0,1,...)
lines of nodal lattitude in the surface pattern for spheroidal modes n l
and Z-l (Z= 1,2,...) lines for torsional modes T?. If, in addition, the
Yl U
Earth models are assumed to be solid, both S7 and T7 modes have n nodaln i n i
surfaces in the Earth's interior (MacDonald and Ness, 1961). It is noted 
that the qS^ and modes do not exist since they involve changes in 
linear and angular momentum respectively.
The study of the Earth's free oscillations is complicated by 
the presence of a liquid outer core which consequently does not permit the 
transmission of shear waves. This complication does not affect the usual
7 .
interpretation (cf. MacDonald and Ness, 1961) of the notation if
attention is restricted to the torsional free oscillations in the mantle 
(in this case, n is the number of nodal surfaces between the surface and 
the core-mantle boundary). However, n in the notation S? no longer 
denotes the number of nodal surface in the Earth's interior if it is 
assigned according to sequentially decreasing period for a given Z.
This leads to various difficulties (Anderssen, Cleary and Dziewonski, 1975). 
For example, if a new mode is discovered, it is often necessary to change 
the identification of some others. This makes the prediction of new modes 
and the study of the distribution of spheroidal overtone eigenfrequencies 
difficult.
For high eigenfrequencies of a small fixed angular order number
Z, Anderssen, Cleary and Dziewonski (1975) have classified the spheroidal
modes into three sequences equivalent to the following three body wave
types: PKIKP, (ScS)^ or Jy (shear waves in the inner core). For K= PKIKP,
(ScS)y or Jy, -the symbol (K) was introduced by them to identify the
normal modes corresponding to the body wave type K. As a consequence, the
standard meaning of overtone number n ( cf. MacDonald and Ness, 1961) is
retained. However, such an identification does not apply to normal
modes with small n and large Z.
In this thesis, the classification of Anderssen, Cleary and
Dziewonski (1975) is used for spheroidal normal modes, since we deal with
normal modes of small Z. Spheroidal normal mode eigenfrequencies
corresponding to the different sequences are written as CJ- (k ) and
Yl U
torsional eigenfrequencies as (ScS ). However, in Chapters 2 through
Yl ts H
7 the notation is used when there is no ambiquity.
Yl U
CHAPTER 2
ASYMPTOTIC OVERTONE STRUCTURE IN EIGENFREQUENCIES OF 
TORSIONAL NORMAL MODES OF THE EARTH: A MODEL STUDY
2.1 INTRODUCTION
Asymptotic behaviour of eigenfrequencies of normal modes of the 
Earth has been the subject of some investigation in the past few years 
(§1.2). The main conclusion of the investigation has been that 
discontinuities in the interior of a SNREI Earth model will produce a 
persistent oscillatory component (the solotone effect) in the asymptotic 
spacings between successive overtone eigenfrequencies. In order to 
understand this phenomenon, a model study is useful since the factors 
which may produce it can be studied separately. The present chapter 
shows that the oscillations in the solotone effect result from multiple 
reflections from discontinuities in the Earth's interior, and that the 
frequencies and amplitudes of the oscillations vary systematically with 
the depths and magnitudes of the discontinuities.
In this chapter the changes produced in the solotone effect 
by discontinuities at different depths and of different magnitudes are 
first examined for various Earth models. The asymptotic overtone structure 
in eigenfrequencies computed from synthetic SH-wave seismograms by Brune's 
(1964) phase correlation method is then constructed, to show that the 
solotone effect can be reproduced by summation of relevant multiple 
reflections from the discontinuities.
Earth models B497 (Gilbert, Dziewonski and Brune, 1973;
Dziewonski and Gilbert, 1973, Appendix Al) and variations, including 
B497C, B497D and B497DC (Fig. 2.1), are used throughout the study. B497 
is continuous except for a large discontinuity in density and wave 
velocity at 10 km depth; its construction was based on,among other
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constraints, certain eigenfrequencies (Brune and Gilbert, 1974) computed 
by Brune's phase correlation method. B497D was derived from B497 by the 
addition of a 0.77 km/s discontinuous increase in shear velocity at 
600 km depth. The radial travel times for SH-waves from the Earth's 
surface to the core-mantle boundary for these two models were constrained 
to be the same. B497C and B497DC are the same, respectively, as B497 and 
B497D, except for the absence of the crustal layer.
2.2 ASYMPTOTIC FORMULA, ASYMPTOTIC BEHAVIOUR OF OVERTONE EIGENFREQUENCIES, 
AND THE SOLOTONE EFFECT
The free oscillation eigenfrequencies for overtone number n
and angular order number 1 for SNREI Earth models are defined by Eq. (1.1).
Using the variational method of Backus and Gilbert (1967), Gilbert wrote
a computer program MODE to compute eigenfrequencies G? from Eq. (1.1).
Yl is
Throughout this thesis MODE is used for the investigation of the behaviour
of the overtone structure in the eigenfrequencies.
Under the assumption that the coefficients in Eq. (1.1) contain
no discontinuities, Anderssen and Cleary (1974) derived from Eq. (1.1),
using the Sturm-Liouville transformation, the following asymptotic
formula for 0-,n l
n l
2 -2 -2 -2 -2 -3(mr) y + Ay + By n + 0 (n ) (2.1)
for fixed l and suitably large n (n>10 was sufficient for the models used
in this study), where y is the radial travel time for (ScS) wavesH
between the Earth's surface and the core-mantle boundary and A and B are 
constants independent of n. The formula
n^ l it (2n  +  l ) 1 / 2 (
2 2 - 1/2 Ö-7 “ Ö-, )n+l l n l (2.2)
follows from Eq. (2.1), whenever n assumes values such that the leading 
term in Eq. (2.1) dominates the other non-constant terms and the second
11,
and higher order effects can be neglected. With fixed Z, ^Y^ is expected
to approach an asymptote for a continuous Earth model as n increases
(Anderssen, Osborne and Cleary, 1974; Anderssen and Cleary, 1974). The
behaviour of Y7 is quite different for models containing discontinuities; 
Yl U
for these models Y7 will oscillate about the asymptote in a persistent 
Yl Is
manner. This phenomenon is the solotone effect (McNabb, Anderssen and 
Lapwood, 1976).
Curves 1, 2 and 3 in Fig. 2.2 show the asymptotic overtone 
structures ( Y7 'n  curves) in the eigenfrequencies of Eq. (1.1) for models
Yl U
B497C, B497 and B497D (Fig. 2.1) respectively. Curve 1 (B497C) shows 
that the Y value quickly approaches its asymptote, the constant value of 
which is the radial travel time for SH waves from the surface of the 
model Earth to the core-mantle boundary. This is the characteristic 
asymptotic behaviour of the normal mode eigenfrequencies for a continuous 
Earth model.
It can be seen in Fig. 2.2 that the solotone effect is in the 
form of an oscillation about a value of Y which depends on the model.
By analogy with more common forms of oscillation we may describe the 
effect in terms of frequency (in units of cycles per step of increase 
inn) and amplitude (in units of seconds).
Curve 2 shows the effect produced by the 10 km discontinuity 
(crust-mantle boundary) of B497, and curve 3 the composite effect of the 
10 and 600 km discontinuities of B497D. The 10 km discontinuity of B497 
causes the low-frequency oscillation of curve 2, while the 600 km 
discontinuity of B497D causes the high-frequency oscillation of curve 
3 about curve 2.
The amplitude of the oscillation in the solotone effect 
increases, for a fixed depth, with the magnitude of the discontinuity 
(Fig. 2.3), while the frequency of the oscillation is closely related
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to the radial travel times and from the Earth's surface and the 
core-mantle boundary, respectively, to the discontinuity. When the 
discontinuity is moved down from the Earth's surface towards the core­
mantle boundary, the frequency of the solotone oscillation (Figs. 2.4A 
and 2.4B) increases as x^ increases until x^ = x^r and then decreases 
as decreases (Figs. 2.4G and 2.4H). When the absolute value of 
(x^ - x^) becomes small, there is observed, in addition to the frequency 
mentioned above, a superposed frequency in the solotone effect (Figs.
2.4C-F) which is a function of both x^ and x^. A theoretical verification 
of these results can be found in Anderssen (1977) and Chapter 6.
2.3 BRUNE'S PHASE CORRELATION METHOD
Brune (1964) has presented a method which permits the evaluation 
of overtone eigenfrequencies from pairs of body wave pulses of equal 
apparent phase velocity dA/dT = 1/p (where p is the ray parameter), 
e.g. [ (ScS) ^ , (2Sc S)2^] or [(S)^, (SS)^], where the first and second
phases of the pairs are recorded at distances A and 2A respectively.
The method is particularly well suited to SH waves since there are no 
P/SV conversions at interfaces to complicate the result.
The pair [(ScS)^, (2ScS)2^] is taken as an example and this method 
is reviewed briefly. Since (ScS) and (2ScS) have the same phase velocity, 
they can be represented approximately by the superimposition of normal 
modes having that phase velocity. The component frequencies satisfying 
the following constructive condition then correspond to overtone normal 
modes
(J> (to) + 2tt7T = ^(to) + (T - A-dT/dA) *w (2.3)
or
n [ (T - A*dT/dA) *0) - g(to)] / 2TT; g (to) = (j) (to) - $ (to) (2.3a)
15.
A
B
C
D
E
F
G
H
472.0
470.0
466.0
I I I I I I I I
50 60
6 173 
5 873
300 1000 2000  2 886
6.205 
5 905
il . Ii
6 00  200 0  2886
6 .2 4 7  
5.94 7
1000 2000 2886
6 295 
5 995
i l l __ I i__ ll_
1291 2000 2881
6 .3 0 5  
6 005
i ■ I ■ , I,
1000 1586 2886
6 341 
6.041
■ h ■ I.
1000 1900 2886
6 380 
6 080
6 410 
6 110
r
__ I___l  —A, 1 1 „
1000 12U6
"too
r
i i. -I__L_li_
1000 2586
DEPTH (km)
Fig. 2.4 Dependence of the frequency of the oscillation in the solotone effect 
on a small shear velocity discontinuity of a fixed magnitude of 0.3 km/s. 
Models used are of constant density 4.5 g/cm^ and have shear velocity 
functions shown at the right (the depths of the discontinuities are 300, 
600, 1000, 1291, 1586, 1900, 2286 and 2586 km respectively).
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where (u)) and are Fourier transform phases of (ScS)^ and ( 2 S c S ) ,
respectively, and T is the difference between the arrival times of 
(2ScS) ^ and (ScS)^. To avoid ambiguity ö is used for the eigenfrequencies 
of Eq. (1.1) and U) for angular frequencies of waves recorded at the 
receiver. If T is chosen correctly such that g (to) is restricted to the 
range ±tt, n corresponds to an overtone number of the Earth's free 
oscillations.
2.4 ASYMPTOTIC BEHAVIOUR OF EIGENFREQUENCIES COMPUTED FROM SH WAVE 
SEISMOGRAMS BY BRUNE'S PHASE CORRELATION METHOD
The advantage of Brune's method as formulated above is the 
removal of the source effect, but a disadvantage is the restriction of the 
application only to body wave pulses having the same apparent phase velocity. 
It will be shown that the solotone effect arises from the superposition of 
multiple reflections from discontinuities in the Earth's interior, and 
these reflections have apparent phase velocities which are not identical 
to those of the primary phases. The derivation of y values from Brune's 
(1964) and Brune and Gilbert's (1974) calculations of eigenfrequencies 
from SH data showed no solotone effect (Anderssen, Osborne and Cleary,
1974; Anderssen and Cleary, 1974), because the time window used by them 
would have excluded any such reflections from the analysis. The evaluation 
of eigenfrequencies from body-wave pulses including the multiple reflections 
from the discontinuities is therefore not strictly covered by the Brune 
formulation. This problem is not examined here, but it is assumed that, 
for small epicentral distances, changes in apparent phase velocity do not 
perturb the solution seriously.
The determination of values from eigenfrequencies of normal
modes obtained from body-wave seismograms using Brune's (1964) method is, 
as noted previously, independent of the source function. Only the model 
Earth response functions are therefore used for synthetic seismogram
calculations. The output of the synthetic seismogram program
can then be considered to be a sequence of 6-functions; this
considerably simplifies the discussion of the solotone effect
in terms of multiply-reflected body waves.
Figs. 2.5A and 2.5B represent some of the ray paths
and the corresponding response functions for Earth models
B497DC and B497D. They and their equivalents are considered
to be the largest contributors to the solotone effect. The
study is restricted to A<10° and E q . (2.3a) is used as an
approximation formula (Table 2.1 shows the p values and
arrival times for the rays at A = 5° and 10° for B497DC).
In Eq . (2.3a) T is taken as the difference between (2ScS)2^
and (ScS)^ arrival times, dT/dA = p for (ScS)^ and ( 2 S c £ ) ^ ,
and (J) ((a)) , (j) ((a)) are the Fourier transform phases of the1 *■
summations of relevant pulses (Fig. 2.5) recorded at A and 
2A with respect to the (ScS)^ and (2ScS)^ arrival times.
For a given epicentral distance A, the frequencies (a) are 
determined by varying (a) until n is an integer (the 
corresponding g((A)) are denoted by g ( (a)) ) . The relation 
(Brune and Gilbert, 1974)
Z + 1/2 = w d T / d A  (2.4)
is used to give the angular order number Z for the given 
A and each n a r e  designated by in Fig. 2.6). The
frequencies for which Z is an integer are
determined by interpolation (Fig. 2.6) from 0) values
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Fig. 2.5 The ray paths and the corresponding model Earth response functions 
used in this chapter for models B497DC(A) and B497D(B). These response 
functions (at A =  £) are the output of the computer program written by 
Wiggins and Ilolmbcrger (1974) using Lhe Cagniard-do Hoop algorithm.
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Fig. 2.6 Interpolation method used in this chapter to evaluate, from the
synthetic SH-wave pulses shown in Fig.2.5, the eigenfrequencies for
which l is an integer. • represents the Wy values for which n is an
Yl Is
integer (using Eq. (2.3a)in the text) and t (using Eq. (2.4)) is not. 
x represents the interpolated 0^)^  values for which both n and l are integers.
for different A; ten distances (A = 1°, 2°,...10°) are used for this 
purpose. Eq. (2.2) is then used to construct the asymptotic structures 
for these eigenfrequencies.
Since (T - AdT/dA) is almost the same for small A (i.e. for 
small l ) , from Eqs. (2.2) and (2.3a) it is clear that if g (go) =  0 for 
all (a), the distribution of overtone eigenfrequencies is even, and there 
is no oscillation in the asymptotic structure • The solotone effect 
can therefore be interpreted in terms of the behaviour of g(w).
The Fourier transform pairs for a delta function with amplitude 
A^ at time T are
An 6 (t - T. ) £+ Än exp (-iüOT ) . (2.5)1 1 X 1
If only the pair of pulses [(ScS)^, (2ScS)2^] is considered, the phase
difference g(^ U)) of (2.3a) will be zero (Fig 2.7A); hence the overtone 
structure will be smooth (Fig. 2.7B). This corresponds to the continuous 
model B497C, and is equivalent to curve 1 of Fig. 2.2. When arrival 
pulses from crust/mantle discontinuities are included in the calculations, 
the phase functions become much more complex.
In the case of discontinuous models, where multiply-reflected 
arrivals from crust/mantle discontinuities must be considered, we can 
generalize Eq. (2.5) and write
OO — — P 00 — _£ A . 6 (t — T ,) ■*-*■ £ A. exp (-iwx.)
j=i 3 3 j=i 3 3
(2.6)
where A_. is the amplitude of the pulse arriving at time . It can also 
be seen from Fig. (2.5) and Table 2.1 that the time separations from 
ScS and 2ScS for the multiply-reflected paths are almost of equal magnitude 
for small A. We will use this simple model to demonstrate the behaviour
of g(w) for a discontinuous Earth model.
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A
B o  475.0
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Fig. 2.7 The phase difference functions g(^ U3) of Eq. (2.3a) and the asymptotic
overtone structures ( curves), based on eigenfrequencies computed
Yl U
using Eqs. (2.3a) and (2.4), for models B497C (A and B) and B497DC (C-F). 
See Fig. 2.1 for the models. Only the [(ScS)^, (2ScS)2 ]^ pairs are used
for B497C. See Fig. 5A for pulses used for B497DC.
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For the case of B497DC (with only one discontinuity at 600 km 
depth, of. Fig. 2.1), since we have limited the number of rays to the 
most simple paths (Fig. 2.5A), the series in Eq. (2.6) is finite. This, 
of course, assumes that Eq. (2.6) converges rapidly. The frequency 
domain representations associated with the summations of relevant 
multiple reflections at A and 2A (Fig. 2.5A), respectively, are
F = Aq[1 + 2k^exp(-iwt^) + J^exp(-iwt^)] (2.7)
F2 = B [1 + 3k exp(-iü)t ) + 2k2exp (-iwt2) ] (2.7a)
where t = t - t^ (t is twice the radial travel time for Sll waves 
from the Earth's surface to the core-mantle boundary, and t is twice 
the radial travel time from the surface to the 600 km discontinuity);
Aq and Bq are the amplitudes of ScS (at A) and 2ScS (at 2A) respectively; 
and k^(k2) as rat-*-° amplitude of the first multiple (single)
reflection from the top (bottom) of the discontinuity to A^ at A(or to 
Bq at 2A).
Since k^ and k^ are an order of magnitude smaller than 1 for 
the model, we can write Eqs. (2.7) and (2.7a) as
-  -2 -  -1F^ = Aq[1 - k^exp(-iwt )] [l - k2exp(-iwt2)] (2.7b)
F2 - Bq [1 - k1exp(-iwt1)]3 [1 - k2exp(-iwt2)]2. (2.7c)
Dividing F^ by F2, we get 
A
f 1/F2 = —  [1 - k^exp (-iuyt^  ) ] [1 - i^exp (-iüJt2) ] . (2.8)
We compute the phase difference g (03) of Eq. (2.3a) by taking the ratio 
of the imaginary and real parts of F^/F2
24 .
g(w) = -arc tan [ (k^ sinoot^ + k^inu) 12 - k^k^sin wt )/
(1 - k cos 03t - k cos OJt + k k cos wt ) ] . (2.9)
4- 4. ^ _L Z U
We can simplify Eq. (2.9) and write
g (OJ) = -arc tan [k^ sin U)t^  + k^ sin wt^] . (2.10)
For a large discontinuity such that we cannot evaluate the phase difference 
g (oo) by summation of a small number of paths (e.g. the crust-mantle 
discontinuity for models B497 and B497D), Eqs. (2.8) and (2.9) still hold 
(Chapter 3). Eq. (2.9) together with Brune's phase correlation equation, 
(2.3a), corresponds to McNabb, Anderssen and Lapwood's (1976) equation, 
(1.2), for evaluating the asymptotic torsional overtone eigenfrequencies 
of the Earth models with only one discontinuity (Chapter 3):
0 -  2 1sin —  (j0 = k sin --------- w, (2.11)
2 2
where k is a function of k^ and k^•
Eqs. (2.9) and (2.10) demonstrate that g (03) will oscillate with 
a frequency related to t^ and t^ , and will have an amplitude determined 
by k^ and k^. The addition of more discontinuities to the Earth model 
will result in a complex superposition of frequencies to g(w). This 
effect will also be demonstrated experimentally here. See Chapter 5 for 
the general formulation and a rigorous verification of the correspondence 
between McNabb, Anderssen and Lapwood's (1976) result and the representation 
of multiple reflections from discontinuities in the Earth's interior.
The effect on g ( ^ w )  of arrival pulses at A = 5° from the 600 km 
discontinuity reflections (Fig. 2.5A) is shown in Fig. 2.7C-E for comparison 
with the overtone structure (Fig. 2.IF) for model B497DC. Fig. 2.7C shows 
the effect when only pulses (a) and (c) and their equivalents (together 
with ScS and 2ScS) at A and 2A, respectively, are included in the
25.
calculations. Fig. 2.7D shows the effect when only pulses (b) and (d) 
are included. These figures show that the multiple reflections from the 
top and the bottom of the discontinuity havd the same effect. Fig. 2.7E 
shows the superposition of the effect from these two types of pulses.
Fig. 2.7F shows computed from Eq. (1.1) superimposed on that derived
from eigenfrequencies evaluated by Brune1s phase correlation equation,
(2.3a), with the phase difference g ( w) shown in Fig.2.7E. It should 
be recalled that ten distances (A = 1° through 10°) are used for this 
purpose, and Fig. 2.7E is only an example for A = 5°. The close agreement 
between the results from the two techniques is clearly demonstrated. This 
result suggests that the approximations we have made have not seriously 
affected the body-wave solutions. It demonstrates very well that the 
higher frequency oscillation in the solotone effect (curve 3 in Fig. 2.2) 
results from the multiple reflections from the 600 km discontinuity of 
model B497D.
Figs. 2.8A and 2.8B show the phase difference function g (^U3)
(at A = 5°) and ^Y^ for model B497D when only the pulses (al) - (alO) 
and (dl) - (dlO) (Fig. 2.5B) and their equivalents (together with ScS 
and 2ScS) at A and 2 A , respectively, are included in the calculations.
Since the crust-mantle discontinuity of model B497D is quite large, and 
only a small number of paths are considered in the calculations of 
eigenfrequencies (those reflected from bottom of the 10 km discontinuity 
are neglected), the amplitude of the oscillation in the solotone effect 
(solid line in Fig. 2.8B) is smaller than that derived from eigenfrequencies 
computed from (1.1) (dotted line in Fig. 2.8B). Yet it demonstrates very 
well the low-frequency oscillation of curve 2 of Fig. 2.2. It can be seen 
here that Y7 computed from body waves is tending to the solution obtained 
by Eq. (1.1). Since the effect of the crustal layer is not apparent at 
lower numbers, we have not attempted to improve this fit. T11 the ease
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Fig. 2.8 The phase difference functions g(nw ) of Eq. (2.3a) and the asymptotic 
overtone structures n curves), based on eigenfrequencies computed
using Eqs. (2.3a) and (2.4), for model B497D. See the text for description.
where y7 is determined from body waves, the apparent frequency of the 
YL is
oscillations in y7 remains fixed, but the amplitude of these oscillations 
Yl is
is a function of the number of ray paths which were considered.
Figs. 2.8C and 2.8D demonstrate the superposition of the 
solotone effect from the two discontinuities of model B497D - using the 
paths shown in Fig. 2.5B. Although there is some discrepancy in these 
results, they are the result of a failure to include a sufficient number 
of multiple-reflections from the crust-mantle discontinuity; the more 
interesting test is that of the existence of a discontinuity in the 
mantle, and it has been shown that a few simple ray paths should be 
sufficient for that application.
2.5 DISCUSSION
Observations of normal modes of the Earth's free oscillations 
have provided a useful constraint in the construction of gross Earth 
models, and in recent years wo have witnessed a rapid obsolescence of 
earlier models as more normal mode data come to hand. To date, however, 
the data have not provided significant information about upper mantle 
structure. The use of Brunc's method permitted the derivation of 
frequencies of torsional oscillation modes of higher order number than 
have so far been directly observable. The data sample lengths used by 
Brune (1964) and Bruno and Gilbert (1974) in their frequency analysis 
of body waves of ScS and SS type were too short, however, to include 
arrivals reflected from upper mantle discontinuities (Brune, private 
communication). This study has indicated that these reflected arrivals 
are responsible for the solotone effect. Thus, although the Brune and 
Gilbert data were included in the data set of Gilbert and Dziewonski 
(1975), from which the alternative models 1066A and 1066B (respectively 
continuous and discontinuous in the upper mantle) were derived, those
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data are biased towards a continuous model. This is made clear in Table 2, 
in which the y values derived from the Brune and Gilbert data (Anderssen, 
Osborne and Cleary, 1974) are compared with the corresponding values from 
models 1066A and 1066B. Apart from the presence of a baseline change
(which reflects the local nature of Brune and Gilbert's observations, the 
y values from model 1066B scatter about the mean significantly more than 
those from 1066A.
One of the major aims of the present study has been to ascertain 
what modifications of the Brune method are required to obtain upper mantle 
data in normal mode form. It is apparent, first of all, that the 
formulation of Brune is appropriate only for continuous models, and that 
some modification is therefore necessary. At the same time, the results 
indicate that, for small epicentral distances, deviations in phase velocity 
are not significant to the computation of the solotone effect. The study 
shows also that the window used in the Fourier analysis of body-wave 
phases of ScS type must have a length of at least 700 s if the relevant 
reflections from the supposed 600 km discontinuity are to be included.
Such a procedure might be complicated by the necessity of avoiding the 
inclusion of other phases in the window, and for this reason other
refinements to the technique might be necessary before the method becomes 
practicable.
The results also support the conclusion of Anderssen and Cleary 
(1974) that determination of torsional oscillations of high (beyond 10) 
overtone number n could yield useful information about upper mantle 
structure. It is possible that high-gain, long-period digital 
seismographs (see e.g. Berger et al. 1976) will eventually provide such 
data. It should be pointed out, however, that lateral variations in 
the depths of upper mantle discontinuities might be sufficient to smooth 
out the solotone effect. Consequently, the more localized information 
potentially available from Brune's method might prove to be of more value.
29
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CHAPTER 3
RAY-MODE DUALITY FOR SH WAVES IN EARTH MODELS 
WITH CRUST AND MANTLE DISCONTINUITIES:
I. THE CASE OF ONE DISCONTINUITY
3.1 INTRODUCTION
Ben-Menahem (1964) constructed a theoretical derivation of 
Brune1s (1964) formulation (reviewed in §2.3) for the evaluation of 
overtone eigenfrequencies of the Earth from body wave pulses, and pointed 
out that Brune's method represents a ray-mode duality of the Earth's 
displacement field. However, he did not explicitly examine its 
ramifications with respect to the possible existence of internal 
discontinuities.
As pointed out in Chapter 1, McNabb, Anderssen and Lapwood (1976) 
derived an equation, (1.2), for the asymptotic behaviour of torsional 
overtone eigenfrequencies of discontinuous SNREI Earth models and the 
solotone effect can be interpreted in terms of it. For Earth models with 
a single discontinuity between the surface and the core-mantle boundary, 
their equation can be written as
sin(aö) = B sin (b^O), (3.1)
where a is the shear wave radial travel time from the Earth's surface 
to the core-mantle boundary; b is the difference between the shear 
wave travel times from the model Earth's surface and the core-mantle 
boundary, respectively, to the discontinuity between them; and B is 
the reflection coefficient at the discontinuity for rays incident 
normally from the bottom of the discontinuity (of. Anderssen, 1977).
By synthetic SH seismograms and Brune's method, it has been 
shown in Chapter 2, for discontinuous Earth models, that the solotone 
effect arises from multiple reflections from discontinuities in the Earth's
interior, and can be reconstructed from these multiple reflections. That
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these two different approaches (the technique for summing SH multiple 
reflections from discontinuities and the analysis of a Sturm-Liouville 
system) yield the same result is consistent with a ray-mode duality for 
the representation of the displacement field in a SNREI Earth, and 
indicates that it is possible to derive the solotone effect and associated 
information about the Earth's structure directly from body wave pulses 
in seismograms. As a step towards the final goal of using the properties 
of the solotone effect as constraints in Earth modelling, the aim of 
this chapter is to verify that Eq. (3.1) can also be derived by applying 
Brune's (1964) phase correlation method to the summation of approximately 
vertically incident SH multiple reflections between the model Earth's 
surface, the core-mantle boundary and the discontinuity between them.
This establishes a basis for a ray-mode duality for SNREI Earth models 
with a single discontinuity. A general derivation of Eq. (1.2) for 
Earth models with N discontinuities between the Earth surface and the 
core-mantle boundary is given in Chapter 5.
3.2 PRELIMINARIES
3.2.1 Application of Brune's Phase Correlation Method for Small 
Epicentral Distances
It has been shown in Chapter 2 that, for discontinuous Earth 
models, the solotone effect arises from multiple reflections from 
discontinuities between the Earth's surface and the core-mantle boundary. 
At least these multiple reflections should be included in the evaluation 
of the Earth's normal modes. But they have phase velocities which 
differ from those of the primary phases, e.g., (ScS)^ and (2ScS)2 .^ 
Therefore the evaluation of normal modes is not strictly covered by 
Eq. (2.3a) when discontinuities are present.
Until this method is extended to include body wave pulses of 
different phase velocities, it is necessary to limit attention to the
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seismic wave pulses recorded at small epicentral distances (i.e., A<5°).
At such distances, all the rays corresponding to kScS (a pulse which 
travels k times the ray path of ScS) and the above-mentioned multiple 
reflections from discontinuities can be treated as vertically incident, 
for their phase velocities are all very large, so that dT/dA=0. Then 
since the second term on the right-hand side of Eq. (2.3a) includes a 
factor which is the product of A and dT/dA, it can be neglected if only 
such wave pulses are taken into account and there is no need to consider 
the different phase velocities corresponding to different rays. 
Consequently, instead of using pairs of single body wave pulses, we can 
equally well use pairs [h^(t), h^(t)] of wave trains of appropriate body 
wave pulses, corresponding to almost vertically incident rays, recorded 
at distances A and 2A respectively. Thus, Eq. (2.3a) becomes
TU)-2mT = g (go) ; g (a)) = <J> (w) - <J> (w) (3.2)
where T is the difference between the starting times of (t) and (t), 
and  ^(to) and 4>2 (w) are the Fourier transform phases of h^(t) and h^ (t) , 
respectively.
Since g(w) of Eq. (3.2) is independent of the source functions, 
h^(t) and h^(t) can be represented by series, f^ (t) and f^(t) , of 
6-functions (with each 6-function representing a ray) to simplify our 
discussion. It is seen in Eq. (3.2) that if g(w) = 0 for any angular 
frequency (jO, the distribution of overtone eigenfrequencies is even. g (üo) 
is thus the term which produce the perturbation of the eigenfrequency 
distribution. If we let (oo) and F2 (w) be Fourier transforms of f^(t) 
and f2 (t), then g(w) can be computed by taking the ratio of the imaginary 
and real parts of F^ (o>)/F^ (oj) ; i.e.
g (to) = -arc tan[lm (F^/F^/Re (F-^F^ ] . (3.3)
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For Earth models with only one discontinuity between the surface 
and the core-mantle boundary, it will be shown that Eq. (3.1) can be 
derived from Eq. (3.2) if, starting from the onsets of (£scS)^ and 
((ß+ljScS)^ pulses (where k>l) in seismograms recorded at distances A and 
2A respectively, h^ (t) and h^(t) are taken as the sums of m(m>l) successive 
multiple reflections between the Earth's surface and the core-mantle 
boundary and all the associated multiple reflections from the discontinuity 
between them.
3.2.2 Crust and Mantle Models with a Single Discontinuity
Since we restrict attention to almost vertical rays between 
the Earth's surface and the core-mantle boundary, Earth models with plane 
boundaries and interfaces are sufficient for our purposes. It is assumed 
that the models are transversely isotropic and that the attenuation of 
waves in continuous media and the effect of transition zones between 
interfaces can be neglected. Under such conditions, only the reflections 
and transmissions of rays at the Earth's surface, the discontinuity 
and the core-mantle boundary have to be considered. Therefore, only the 
values of the densities and shear wave velocities just above or below 
the interfaces are important to the displacement amplitudes of the rays.
The Earth models used in this study, with only one discontinuity between 
the surface and the core-mantle boundary, are shown in Fig. 3.1, where 
and S.(i=0, 1, 2) represent the discontinuity and the ith interface 
respectively, p^ and 3^ (p* and 3*) are density and shear wave velocity 
just above (below) , and
= reflection coefficient at for the vertical up-coming rays
p V  - p"3'
= — -- HP+3+ + P~3~i i  l i
34 .
Fig. 3.1 Crust and mantle models with only one discontinuity
between the Earth's surface and the core-mantle boundary. 
See the text (§3.2.2) for further description.
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(u)
reflection coefficient at for the vertical down-going rays
p‘B" - pV1 1  1 1
^  = -R1 P B + p B
1 1  1 1
transmission coefficient at S for the vertical up-coming rays
2PVl l
P+3+ + P 3i i  i i
transmission coefficient at for the vertical down-going rays
2p 3l l
P 3 + P+3+i i  i i
We assume R (u) 1 and R,(d) 1.0 2 
For convenience, the following constants are defined:
= R (u) -R,
= 1
= - 1 .
(3.4)
3.2.3 Combinatorial Lemmas for the Summation of Multiple Reflections 
from Discontinuities
The following two lemmas are necessary in the formulation for 
summing multiple reflections from the Earth's surface, the core-mantle 
boundary and the discontinuity between them.
LEMMA_3_l2_l3-A (Bose-Eisteine statistics, e.g. , Sears, 1950, P.320; 
or Hron, 1972, Appendix A)
The number of possible ways of distributing k(k=0, 1, 2,...) 
identical balls into m(m£l) distinct pockets (some of which can be empty)
A* m + k - A '  2 ^
m+k-iCk = <m+k-1>: / [ (m-1) :it: ].
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LEMMA_3^2^3-B (e.g., Knopp, 1956, P.151)
For complex number z with modulus less than 1 (|z|<1) and a 
positive integer q we have
£
k=0 q+k-1
1
(l-z)q
(3.5)
3.3 ANALYSIS OF RAYS
In the literature two independent strategies for ray analysis 
have been given; namely by Hron (1971, 1972), in setting up the criteria 
for selection of phases in synthetic (theoretical) seismograms for layered 
media, and by Backus (1959), in deriving a filter to eliminate wave 
reverberations in a water layer. Their approaches, however, are not 
convenient for the formulation of the required series f^(t) and f^ (t) 
defined in §3.2.1. To facilitate the discussion in this chapter, a 
different strategy of ray-analysis using fundamental ray components, 
defined below for Earth models shown in Fig. 3.1, is adopted.
DEFINITION 3.3
A fundamental ray component r^(i^j; i=0,l,2; j=0,l,2) is a 
subset of a ray, which starts at interface S^, travels without reflection 
to interface , and is reflected there, and then returns without further 
reflection to S^; it includes two reflections, at (its starting point)
and S., and transmissions across any interfaces between S. and S. in
—  ---------------------------------------------------------------------------------------------------------------------  1  —  3 —
travelling from tc) S_. and back to S_^ .
A fundamental ray component is not necessarily composed of 
adjacent segments of a ray. Fig. 3.2 shows the six fundamental ray 
components for models containing only one discontinuity, where '.'
denotes reflections and 'x' transmissions.
Fig. 3.2 The six fundamental ray components for Earth models 
containing only one discontinuity. The definition of 
a fundamental ray component is in S3.3 and the Earth 
models are described in §3.2.2 and shown in Fig. 3.1
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3.3.1 Ray Decomposition
For Earth models with only one discontinuity (Fig. 3.1), we 
are interested only in the almost vertically incident rays corresponding 
to the multiple reflections between the Earth's surface, the core-mantle 
boundary and the discontinuity between them, which are recorded at small 
epicentral distances. For simplification, we treat these rays as vertically 
incident and all the ray segments as straight lines.
In this chapter, a 'ray' is defined as the stationary time path 
between sources and receiver which has a realizable sequence of reflections 
and transmissions at specified boundaries (e.g., SQ , and in Fig. 3.1). 
For convenience, the points at which these transmissions and reflections 
occur (together with source and receiver) will be referred to as ray 
junctions. To facilitate the discussion and manipulation below, we assume 
that (i) both source and receiver are at the Earth's surface, (ii) every 
ray starts with a reflection (although this is an artifact, it does
not affect the result since R^U  ^ was assumed to be unity), and (iii) every 
ray includes at least one kScS path (k£l). Vie make this last assumption 
because of the definition of our required series, f ^ (t) and f^ (t) (§3.2.1),
of wave pulses.
Since the travel times and amplitudes of rays are the only two 
properties we are interested in, our strategy for ray decomposition is to 
decompose the ray into fundamental ray components (as shown in Fig. 3.2) 
which have in total the same length and the same set of reflections and 
transmissions as the original ray.
it as a linear combination of the six fundamental ray components shown 
in Fig. 3.2, i.e.
r = 1° r° + l2 r2 + 1° r° + l (3.6)2 2 0 0 1 1 0 0 2 2 1 1
3 9 .
w i t h  t h e  c o n s t r a i n t s  ( s e e  A ppend ix )
, Z°  +  V  =  m°
2 0 2
;z° +  Z 1 = m°
i o 1
( 3 . 7 )
Z 1 +  Z 2 =  m 1
2 1 2 *
S i n c e  e v e r y  r a y  c o n s i s t s  o f  a t  l e a s t  o n e  kScS p a t h  (k > l )  , we a s sum e  m ^ O .
L e t  t ^ ( i ^ j )  be  t h e  s h e a r  wave t r a v e l  t i m e  a l o n g  r f ,  and
^Ä _ . ( i ^ j )  b e  t h e  p r o d u c t  o f  c o e f f i c i e n t s  o f  r e f l e c t i o n s  an d  t r a n s m i s s i o n s
w h i c h  d e f i n e  r ^ .  T h en ,  b e c a u s e  r ^  an d  r ?  h a v e  t h e  same l e n g t h  an d  t h e  
1 D i
same s e t  o f  r e f l e c t i o n s  a t  and t r a n s m i s s i o n s  a c r o s s  t h e  i n t e r f a c e s ,  i t  i s  
c l e a r  t h a t  t ^  = t"? and ‘"'A. = ^A . .  S i n c e  t h e  t r a v e l  t i m e  and a m p l i t u d e  a r e
3 1 3 1
t h e  o n l y  p r o p e r t i e s  o f  i n t e r e s t ,  r^  an d  r ^  a r e  e q u i v a l e n t  and t h e r e  i s  
no n e e d  t o  c o n s i d e r  them  a s  s e p a r a t e  e n t i t i e s .  T h e r e f o r e ,  we d i s c u s s  
t h e  p r o p e r t i e s  o f  r a y s  i n  t e r m s  o f  m ^ / m^ and  m ^ .
F o r  s i m p l i f i c a t i o n ,  we d e n o t e  r ^  an d  r ^  a s  r ^  ( i < j )  and  r e f e r  
t o  them  a s  f u n d a m e n t a l  r e f l e c t i o n s  b e t w e e n  S. and S . .  I t  i s  c l e a r  t h a t
---------------------------------------------------------------------------------------------- -L j
nr  ( i < j )  a r e  t h e  numbers  o f  f u n d a m e n t a l  r e f l e c t i o n s  r 1 .
3 3
U s i n g  f u n d a m e n t a l  r e f l e c t i o n s ,  we r e w r i t e  Eq.  ( 3 . 6 )  a s
0 0 0 , 1 ^ 1m r  + m r  + m r .  
2 2  1 1  2 2
( 3 . 8 )
To d i s c u s s  t h e  p r o p e r t i e s  o f  r a y s  i n  t e r m s  o f  t h e  p r o p e r t i e s  o f  t h e  
f u n d a m e n t a l  r e f l e c t i o n s ,  we d e f i n e  t h e  t r a v e l  t i m e  and a m p l i t u d e  o f
t h e  f u n d a m e n t a l  r e f l e c t i o n s  r .  a s
3
t 1 S = t j
3 3 1
i r
( 3 . 9 )
. . .  _ Ä. = 3 A. ( i<  j ) .
3 3 1
The s h e a r  wave t r a v e l  t i m e  f o r  t h e  r a y  o f  Eq.  ( 3 . 8 )  i s  o b v i o u s l y
0 . 0  , 0 +.0 . m i 4.1m t  + m t  + m t
2 2 1 1 2 2
( 3 . 1 0 )
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If we define the amplitude of a ray as the ratio of the amplitude of a 
signal recorded at the receiver to the amplitude of the signal in the 
ray direction at the source/ then it is twice the product of ^A^ for 
all the fundamental reflections the ray possesses (twice because the 
boundary condition of a free surface requires the Earth's surface 
displacement at the receiver to be the sum of displacements of the incident 
and reflected waves, and = 1; of. Nuttli, 1961)’, i.e.,
A 0 0 1 C n0, m o, m i_ m A = 2 A 2 A i A 2 (3.11)
2 1 2
(Wo neglect the energy dissipation and the effect: of transition zones when 
rays pass through a continuous medium). Therefore the travel time and 
amplitude of a given ray are uniquely determined by the ordered set 
(m^/ m^, m^) in terms of Eqs. (3.10) and (3.11).
3.3.2 Summation of Equivalent Rays
Although the travel time and amplitude of a given ray are 
uniquely and completely described by the ordered set (m*^ , , m^) (Eqs.
(3.10) and (3.11)), an ordered set (m^, , m^) does not uniquely
determine a ray (Fig. 3.3 shows the two rays which have the same ordered 
set (1, 1, 0)). Instead, a set of equivalent rays whose definition 
follows will share it.
D E F I N I T I O N S ^
Two rays having the same source and receiver are equivalent if 
their respective decompositions are defined by the same ordered set
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Source Receiver Source Receiver
Surface
C/M Boundary-----
Fig. 3.3 The two rays which have the same ordered set (1,1,0).
They have the same length and the same set of reflections 
at and transmissions across the interfaces.
Since all the equivalent rays have the same expression of travel
time, Eq. (3.10), and amplitude, Eq. (3.11), we have therefore proved 
THEOREM_3^3^2=A
All equivalent rays have the same travel time and amplitude.
To facilitate our summation of multiple reflections, we need 
to calculate the amplitude of the set of equivalent rays determined by the 
ordered set (nrj, m^, m^), which is the sum of all the amplitudes of the 
equivalent rays in the set. Since all the equivalent rays have the same 
amplitude, it is therefore the product of the number M(m^, m^, m^) of 
equivalent rays in the set and the amplitude of any one of the equivalent 
rays.
To get an explicit expression for M(m^, m^, m^) we have to
construct all the equivalent ray paths for a given ordered set (m^, m^, m^).
Since the ordered set (m^, m^, m*) is the immediate result of our ray
decomposition strategy and any ray which consists of m° r^, m^ r^ and 
1 1  0 0 1
m2 r2 (w^ere r2' ri anc^  r2 are fundamental reflections) is an equivalent
0 0 1ray for the ordered set (m2, m , m ), our strategy for finding 
M(m2, m^, m^) is to put these fundamental reflections together in all 
the possible ways which lead to rays with both source and receiver at 
the Earth's surface. Under such a strategy, one may adopt r^ or r^  
or both (where r^ and r^ are fundamental ray components) in constructing 
a ray so long as their total number is nr ; and there may exist several 
possible procedures which specify detailed steps to construct the 
equivalent rays.
We present one such procedure here:
0 0(i) Initially, put (m = 1, 2,...00) fundamental ray components
r2 between interfaces SQ and S . There is only one way to do
4 3 .
( ü )
(iii)
this. Fig. 3.4A shows the situation for = 2 (with m^ = 0 
and = 0 at this stage, which corresponds to 2ScS.
Next, introduce m^ (m^ = 0, 1, . . .°°) fundamental ray components 
r^ between interfaces SQ and S . We distribute them into the 
(m^ + 1) junctions at SQ (designated by in Fig. 3.4A)
of the ray set up step (i). According to LEMMA 3.2.3-A we
C . 0have 0 0 L 0 equivalent ways to distribute these m„m 2 + m m 1 J 1
fundamental ray components. Each of the equivalent ways 
represents one equivalent ray. Fig. 3.4B shows one of the ten
p 0LL-.) possible equivalent rays for the situation when m_ = 2 5 3 2
and m^ = 3 (with m^ = 0 at this stage) .
1 -2 Finally, put m2 fundamental ray components r^ between S and
S2 . We distribute them into the junctions at (designated
by 'x' in Figs. 3.4A and 3.4B) of the ray set up in step (ii).
(The number of junctions at S2 is not affected by step (ii),
therefore they are the same junctions of the ray in Fig. 3.4A).
The number of the available junctions is m^. According to
LEMMA 3.2.3-A, we have 0 1 f 1 equivalent ways to putm + m - l^m
1 A A A -2 these m2 fundamental ray components r^. This means that,
from each ray in (ii), we can construct 0 1 f 1
m2 +  m2 -  1 m2
equivalent rays. The total number of possible equivalent
rays for the ordered set (m^, , m2) is, therefore, the product
of 0 0 C 0 and 0 1 f 1. Fig. 3.4C shows one ofm2 + ml m2 + m2 - 1 m2
the twenty (,_C--, «oC-, ) possible equivalent rays for the situation 5 3 2 1
when m2 = 2, in^  = 3 and = 1. This step is independent of 
step (ii), therefore the order of steps (ii) and (iii) is
reversible.
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S ur face- ^ 06 Receiver
C /M  Boundary
Surface
C /M  Boundary
Surface-
C/M  Boundary
So
S,
s2
So
S,
S2
So
S,
S2
Fig. 3.4 The construction of one of the equivalent rays determined
by the ordered set (2,3,1). This demonstrates the procedure 
described in §3.3.2 for obtaining an explicit expression for
the number, Mfm^/m^m^) , of all the equivalent rays determined
by the ordered set (m^,m^,m^). denotes (in Fig. A) the
positions into which the fundamental ray components r^ can be
distributed and 'x' (in Figs. A and B) those into which the
-2fundamental ray components r^ can be distributed.
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Since the ordered set / ni , m^) uniquely determines a set
0 0 1of equivalent rays, the number of which, M(m2, m^, m^) is independent 
of the procedures we use to construct it. In fact we have proved that
M(m°, m°, m1) = ( o, o C 0) ( o, l , C l).2 i 2 m + m m m + m -  l m (3.12)l l
If we define the travel time of the set of equivalent rays 
determined by the ordered set (m^, m^, m^) as the travel time of any 
equivalent ray in the set, then obviously it is expressed by Eq. (3.10). 
Now we have proved
THEO|EM=3^3^2-l
The total amplitude of the set of all equivalent rays determined 
by a given ordered set (m^, m^, m^) can be written as
m° m ° >A m 2 (3.13) 2S(m“' m ° ' = 2(m 0+mo C m o) (m°+m1 -i C m 1 > °A2 °A,
2 1 1  2 2 2
while the travel time of the set can be written as Eq. (3.10)
3.4 FORMULATION OF f (t) AND f (t) AND THEIR FOURIER TRANSFORMS
To facilitate our formulation of f^(t) and f^tt), we group all 
the rays into different sets according to the numbers, m^, m^ and m^, of 
fundamental reflections between S^ (the Earth's surface), S^ (the 
discontinuity) and S^ (the core-mantle boundary) (Fig. 3.1). Then 
each set is a set of equivalent rays determined by an ordered set 
(m^, m^, m^). Now, to formulate f^ (t) and f^ (t), we need only to sum 
these sets of equivalent rays.
By their definition in §3.2.1 and Eq. (3.13) (THEOREM 3.3.2-B), 
f (t) and f2(t) can be written as
4 6 .
A A
k-*-™-1 OO OO n  „ , f n ^ „ „ n , ,
f l  ( t )  = E E E S (m° ,m° ,1a1) 6 { t - [ (m°-k) t 0+m°t°+m11 1 ] }
„ o a  mo_n 1 n 2 1 2  2 2 1 1 2 2
i t i2 —k  irij —Ü m 2 —ü
(3 . 1 4 )
A A
k+m
f  ( t )  = Z Z Z S (m° ,m° , i r r ) 6 { t - [  ( m - k - l )  t ° + m ° t ° + m 1t 1 ] } .  (3 . 1 4 a)
2 0 . 0 n 1 n 2 1 2  2 2 1 1 2 2m 2= k+ l  mi=0 m2=0
0 0 ^ 0 ^The r e a s o n  why we w r i t e  t h e  c o e f f i c i e n t s  b e f o r e  t ^  a s  (m^-k) an d  ( m ^ - k - l )  
i s  t h a t  f ^ ( t )  an d  f^  ( t )  s t a r t  f rom kScS a n d  ( k + l ) S c S  p u l s e s  i n  
s e i s m o g r a m s  r e s p e c t i v e l y .  T h e i r  F o u r i e r  t r a n s f o r m s  a r e
A A
a k+m-1
F (w) -  2 0A E E Z ( 0 0  C. 0) ( 0 1 , C 1) w
1 2 0 , 0 ~ 1 ~ m +m u n  m + m - 1  m
m = k  m =0  m =0 2 1 1 2 2
2 1 2
/ \  / \
. . 0 (k+1 ) v 2? 9? . r  \ / r  \F (ai) = 2 A Z ^ Z Z ( 0, 0 C 0) ( 0, 1 , C 1)2 2 o T , ,  0 ~ 1 ~ m +m m m + m - l mm = k + l  m =0 m =0 2 1  1 2 2  2
2 1 2
, 0 A v 0 1o„ (m2-k) o„ n\i 1 m2
(3 . 1 5 )
ow ( m 8 - k - l )  ow mf i w
2 1 2
(3 . 15a)
w h e r e  ^W_. ( i < j  ; i = 0 , l ;  j = l , 2 )  = ^A^ exp ( - i u ) t  ^ ) .
3 . 5  DERIVATION OF F (0J) /F ^  (W)
•B e fo re  we ca n  u s e  Eq.  (3 . 2 ) an d  (3 . 3 ) t o  d e r i v e  Eq.  (3 . 1 ) ,  we 
h a v e  t o  o b t a i n  an e x p l i c i t  e x p r e s s i o n  f o r  F^ (co)/F (co) f r om  E q s .  (3 . 1 5 ) and 
(3 . 1 5 a ) .  T h u s ,  we h a v e  t o  s i m p l i f y  F^ (w) and F^ (ui) f i r s t .  As w i l l  be  
shown i n  t h i s  s e c t i o n ,  E q s .  (3 . 1 5 ) and (3 . 15 a), and t h e r e f o r e  t h e  e x p r e s s i o n  
f o r  F^ (ui)/ F ^  (w) , can  be  g r e a t l y  s i m p l i f i e d  by t h e  u s e  o f  Eq.  (3 . 5 )
(LEMMA 3 . 2 . 3 - B ) .
S i n c e  F^ (00) an d  F^ (go) h a v e  t h e  same m a t h e m a t i c a l  f o r m ,  we 
d e r i v e  F^ (w) f i r s t .  We n e e d  o n l y  a  l i t t l e  m o d i f i c a t i o n  o f  F^ (00) t o  
g e t  F^ (00) . S i n c e  t h e  e x p r e s s i o n  t o  be  summed i n  Eq.  (3 . 1 5 ) c a n  be  
e x p r e s s e d  i n  t h e  fo r m  p ^ m ^ m ^ )  P 2 (m2 ' m2 ) P3 (m2 ) '  E q * (3 *1 5 ) c a n  be
r e d u c e d  t o
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p k+m-1 o i 5 ;
f (w) = 2°Ak >: A [ >: ( o o C m o ) ° w * IJ11 ] [ t. ( o i C  m i ) l w 2 2 ] ° w  m?'~l 2 o ,  o ^ n \ + m  m i i _ m + m - l m  z 2m = k m =0 i i i 2 1 m =0 2 22
Because | °W | (: R (d)|) <1 and | 1W | (= | XA | = |r (u)2 2 11 • ’ 1 1 
using LEMMA 3.2.3-B (Eq.(3.5)) we simplify Eq. (3.16) as
(3.16) 
< 1,
F (co) 1
C~ k+m-1
2°A l „2 0 , m =k 2
°W (m2_k)
o v (m +1) i m (1- W ) 2 (1- W ) 21 2
(3.17)
F^ (oo) cannot be further simplified. We now derive an expression for F (ou)
Comparing Eqs. (3.15) and (3.15a), it is clear that (oo) can be obtained
by adding 1 to summation limits of Eq. (3.17) and multiplying Eq. (3.17)
0 ,0by A2/ W2 :
A A
/ F . x k+m
F (CO) = 2°A k+ X a
2 2 m°= k+12
°w (rV k-1)
2
n ° r 7 s (m +1) ., 1T7 ,m°(1- W ) 2 (1- W ) 21 2
(3.17a)
Now we divide Eq. (3.17) by Eq. (3.17a) to get F^ (oo) /F2 (00) :
F (co)_l___
F (00) 2
(1-°W ) (1-1W )
[l+k exp (-ioot0) ] [l-k exp(-ioot1)] (3.18)
where k^ = ^A^(= -R-j^ ) = ^A2 (=R^U^). It is interesting that Eq. (3.18) 
is dependent of m, the number of the successive multiple reflections 
between the Earth's surface and the core-mantle boundary which we summed 
to get F^ (oo) and F2 (oo) , and k, which indicates that the series of wave
/spulses used for F^ (oo) was started from kScS, and that for F2 (oo) from
(k+1)ScS.
4 8 .
3 . 6  DERIVATION OF EQ . ( 3 . 1 )  FROM BRUNE'S FORMULATION
Now we can derive Eq. ( 3 . 1 )  from Eqs. ( 3 . 2 ) ,  
Substituting Eq. ( 3 . 1 8 )  into Eq. ( 3 . 3 ) ,  we get
k s i n ( o i t ° ) - k  s i n  (oat1 ) - k 2 s i n  (u i t0) 
g (oi) = a r c  t a n  ----------- --------------------------—— --------------------  .
1+k c o s ( o i t ° ) - k  c o s  (ui t1) - k 2 c o s  (ui t0)
1 1 1  2 1 2
S u b s t i t u t i n g  Eq.  ( 3 . 1 9 )  i n t o  Eq.  ( 3 . 2 )  w i t h  T = t ^ , t a k i n g  
b o t h  s i d e s ,  m u l t i p l y i n g  by  c o s t u i t ^ )  an d  t h e  d e n o m i n a t o r  
s i d e ,  we g e t  a f t e r  r e a r r a n g e m e n t
s i n ( u i t ° )  = k [ s i n  (cot0) c o s  (oot0) -  c o s  (ui t0) s i n  (ui t0 ) 1 
2 1 1 2  1 2
-  k [ s i n  (ui t1) c o s  (cot0) -  c o s  (cot1) s i n  (u it0) 1 
1 2 2 2 2
k s i n  [oj ( t ° - t 0 ) ] -  k s i n [ o j ( t 1-  t ° ) ]  
1 1 2  1 2 2
W ith  t ^  = t ^  + t ^ , Eq.  ( 3 . 2 0 )  c a n  b e  r e d u c e d  t o
t °  t °  t °  t ° - t l
2 s i n  (00-77-) c o s  (ui-^-) = 2k c o s  (01-77-) s i n  (uy—^-r——)
2 2 1 2 2
w h ic h  i s  s i m p l y
t° t ^ t 1
s i n  (u>~) = k s i n  (oi—- - - —) 
2 1 2
0
t 2
i f  c o s  (co—2—) 7* 0 .  Eq.  ( 3 . 2 2 )  i s  t h e  same f o r m u l a  a s  
k^  = B^,  t ° / 2  = a,  an d  ( t °  -  t * ) / 2  = b ^
Eq.
3 . 3 )  a n d  ( 3 . 1 8 ) .
( 3 . 1 9 )
t h e  t a n g e n t  o f  
o f  t h e  r i g h t - h a n d
( 3 . 2 0 )
( 3 . 2 1 )
( 3 . 2 2 )  
( 3 . 1 )  i f  we l e t
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APPENDIX EXPRESSION OF A RAY IN TERMS OF FUNDAMENTAL RAY 
COMPONENTS
Here we prove that if a given ray possesses pairs of 
transmissions T^^ and T.|U  ^/ reflections R^^ and m^ reflections 
R^U  ^, then the following linear combination of fundamental ray 
components
£° ;° + £2 ;2
2 2  o o
+ V ru + Vl o + £ 2 r2l (a)
with the constraints
£° + V  
2 o
£° + Zll o
‘£ 1 + ZL2 1 (b)
has (i) the same length and (ii) the same set of transmissions and 
reflections as the given ray.
To prove property (i), we only have to prove that (a) and the 
given ray have the same number (n^ ) of pairs of ray segments between 
Sq and and the same number (n^ ) of pairs between and (Fig. 3.1) 
(these ray segments must be of even number since the ray starts and 
finishes at S^). For (a), these two numbers can be expressed in terms 
£*(x^y; x=0,1,2; y=0,l,2):
n° = £° + £1 + £° + V
Z1 + £ 2 + £° + £ 2 .
2 1 2  0
(c)
Substituting (b) into (c) we arrive at
0 4-m + m 
1 2
m 1 + m° (d)
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which are clearly the same numbers for the given ray, since an R
(u)
(d)
represents a pair of ray segments between SQ and , and an
represents a pair of ray segments between and S^ , while a
pair of and T.|U  ^ represents a pair of ray segments between SQ
and and a pair between and S^-
Since all the rays which have the same number of pairs of 
ray segments between SQ and and the same number of pairs between 
and have the same number of reflections R^U  ^ and the same number 
of reflections R ^ ^  , to prove property (ii) we only have to prove that 
(a) has the same number of pairs of and , the same number of
reflections R ^ ^  and the same number of reflections R.|U  ^ as the given
ray. For (a), we denote these numbers as m ^ , m^ and m^. Since only
r^ or r^ has a pair of and , only r^ or r^ has a reflection
R ^  , and only r^ or r^ has a reflection R ^  , m*(x<y; x=0,l; y=l,2) 
can be expressed in terms of Z ^ :
rm 02 z° +2
z° +
1
z1
z1 + z2 . (e)
It is clear that property (ii) has been proved by (b) and (e).
CHAPTER 4
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A STRATEGY FOR THE SUMMATION OF SEISMIC SIGNALS
MULTIPLY-REFLECTED AT INTERNAL DISCONTINUITIES
4.1 INTRODUCTION
In seismological research it is often desirable to sum multiple 
reflections of waves or signals between discontinuities in a medium.
Examples are the derivation of a ray-mode duality for seismic waves in the 
Earth and the derivation of mathematical filters for removing multiply- 
reflected waves between discontinuities from the records. In such cases 
a suitable strategy for ray analysis is required such that the summations 
of multiple reflections can be formulated in terms of a set of independent 
integral parameters and simplified by summing over these parameters.
As mentioned earlier, Backus (1959) and Hron (1971, 1972) have 
presented two independent strategies for ray analysis. Their approaches, 
however, are not convenient for this purpose, since they each adopted 
a set of integral parameters which are not independent of one another.
In deriving the ray-mode duality for SH waves in Earth models with a single 
discontinuity between the surface and the core-mantle boundary, a novel 
strategy for the summation of almost vertical multiple reflections of 
waves between discontinuties was described in Chapter 3. The present 
chapter aims to extend this strategy to the general case of a medium with 
N discontinuities between two boundaries.
Since the main purpose of this chapter is to provide a basis 
for a more generalized analysis of the ray-mode duality for almost vertically 
incident SH waves in discontinuous Earth models, we deal here only with 
these waves. The application of the strategy, however, can be extended to 
different situations if the constants used are suitable modified. As an 
example the mathematical filter devised by Backus (1959) to eliminate wave 
reverberations in water layer is re-interpreted and extended to a general
case.
52.
4.2 EARTH MODELS AND TERMINOLOGY
Since we restrict attention to almost vertical rays between the
Earth's surface and the core-mantle boundary, Earth models with plane
boundaries and interfaces are sufficient for our purposes. As in Chapter
3 we assume transversely isotropic models (Fig. 4.1) which have plane
interfaces. We denote the discontinuities by D^ (i = 1, 2, ...N) and
the interfaces by S, (j = 0, 1, ...N+l). Except for the Earth's surface
(S ) and the core-mantle boundary (S , ), the interfaces S. correspond 0 N+l l
to the discontinuities D . These interfaces define N+l layers in whichi
the density and elastic properties are continuous and functions of depth 
only. To simplify the discussion, we neglect the attenuation of waves 
in continuous media and the effect of transition layers between interfaces. 
As far as the properties (travel times and amplitudes) of rays are 
concerned, we need only to consider the reflections and transmissions 
of rays at the interfaces under such conditions. In Fig. 4.1, R^U  ^
and t |U  ^ represent coefficients of reflection at and transmission across 
for up-coming rays, and R and T^^ the coefficients for down-going 
rays.
In this chapter, a 'ray' is defined as the stationary time path 
between source and receiver which has a realizable sequence of reflections 
and transmissions at specified boundaries (e,g. , , ... and in_
Fig. 4.1). The points at which these transmissions and reflections 
occur (together with source and receiver) will be referred to as ray 
junctions (or simply junctions). As in Chapter 3, we assume that (i) 
both source and receiver are at the Earth's surface, (ii) every ray 
starts with a reflection R^U  ^ (which does not affect our results, since 
R^U  ^ = 1), and (iii) every ray includes at least one kScS path (k^l).
In Chapter 3, we defined fundamental ray components and
fundamental reflections in the strategy for ray analysis for Earth models
Surface
53 ,
Fig. 4.1 Earth models used in this chapter. See the 
text in §4.2 for detailed descriptions.
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with a single discontinuity between the surface and the core-mantle 
boundary. For convenience we extend the definitions to Earth models with 
N discontinuities.
DEFINITION 4.2-A
-iA fundamental ray component r (i ^ j; i = 0, 1, ... N+l; 
j = 0, 1, ... N+l) is a subset of a ray, which starts at interface
S., travels without reflection to interface S., and is reflected there,
! -------------------------------------------------------  1 -------------------------------
and then returns without further reflection to S .; it includes two------------------------------------------------------------------ l ---------------------
reflections, at (its starting point) and S ., and transmissions across 
any interfaces between S. and S. in travelling from S. to S. and back to— i-------------------  i ----  j -------------------------- i —  j ---------------
S. .l
Fig. 4.2 shows the twelve fundamental ray components for models 
containing two discontinuities, where denotes reflections and 'x'
transmissions.
Let t1 (i^j) be the shear wave travel time along r'l", and ^A. 
D D D
(i^j) be the product of coefficients of reflections and transmissions
which define r"*". Then, because r^ and r"? have the same length and the D
same set of reflections at and transmissions across the interfaces, it
Since the travel time and amplitudei ”1 iis clear that t. = t;j and A. = ^A^
are the only properties of interest, r^ and r^ are equivalent and there 
is no need to consider them as separate entities.
DEFINITION 4.2-B
A fundamental ray component r^ oir r^
reflection r
(i<j) is called a fundamental
For convenience we define the travel time and amplitude of
a fundamental reflection r^ as
J
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•H4 - P  -
j = j i
llA . = XÄ. = -’Ä
(i<j) »
R.(U,(T«> T (">) 1 1+1 1+1 (T(d> t !“?) R <d> :-i 3-i :
(4.1)
(4.1a)
A fundamental reflection is not necessarily composed of adjacent 
segments of a ray.
4.3 RAY DECOMPOSITION
4.3.1 Properties of Rays
In order to express rays and their properties in terms of a 
set of independent integral variables, we need to decompose the rays 
into suitable components. Our strategy for ray decomposition is to 
decompose the ray into fundamental reflections under the constraint 
that a fundamental reflection r^ (r^ or r"? , i<j) can be decomposed 
only when it is an integral part of the ray to be composed (for a reason 
to be given later).
Under such a strategy, any given ray has a unique ray 
decomposition (see APPENDIX for proof)
0 0m , r , + N+l N+l
, 0 0 ^ 1 1 , (m r + m r , ) N N N+l N+l
, 0 0  ^ 1 1  
(mirl + m2r2 +
N N s 
mN+irN+l) (4.2)
0 iwhere m^+^ = 1, 2, . . and other m_. = 0, 1, 2, ...°°. The shear wave 
travel time for the ray of Eq. (4.2) is obviously
0 0
V i'n+i + (m°t° + m1 t1 N N N+l N+l
0 0m i \  + 1 1m2t2 + « +1>- (4-3)
If we define the amplitude of a ray as the ratio of the amplitude of a 
signal recorded at the receiver to the amplitude of the signal in the ray 
direction at the source, then it is twice the product of ^A^ for all the 
fundamental reflections the ray possesses. {of. Nuttli, 1961); i.e.,
57 .
A 2( °An ^ ' ) ( X N ' A ^ - H  ) . . . ( °a my 'A?' NA "lf3+ |n N +  l (4.4)
Therefore the travel time and amplitude of a given ray are uniquely
determined by the ordered set (mf ; m^, np ; --; tcP , nu, ••• )N+l N N+l 1 2 N+l
in terms of Eqs. (4.3) and (4.4). For brevity we denote the ordered 
set (m^+1; m^, m*+1; ...; m°, m^, ... m^+1) by (mjb^, where the subscript 
indicates that the ordered set applies to the case of N discontinuities.
The reason why we need the constraint that a fundamental 
reflection can be decomposed only when it is an integral part of the ray 
to be decomposed is that otherwise some rays do not have the unique 
decomposition of Eq. (4.2). Fig. 4.3 shows Iwo rays which have the same 
set of ray segments and the same set of reflections at and transmissions 
across interfaces. Under this constraint these two rays are represented 
by the ordered sets (1; 1, 1; 0, 0, 0) (Fig. 4.3A) and (2; 0, 0; 0, 1, 0) 
(Fig. 4.3B) respectively. If this constraint is removed, the ordered 
set for either ray is not unique, since, after the reorganization of 
ray segments as well as reflections at and transmissions across interfaces, 
the ray in Fig. 4.3A can be converted to that in Fig. 4.3B, and vice versa. 
Since the ray segments which constitute a fundamental reflection and are 
separated by other fundamental reflections will be joined together after 
the removal of these separating fundamental reflections, this constraint 
does not conflict with our previous statement that the fundamental 
reflection is not necessarily composed of continuous ray segments.
4.3.2 Equivalent Rays
An ordered set (m“*") does not uniquely determine a ray (Fig. 3.3 D N
shows two rays which have the same ordered set (1 ; 1, 0) for Earth models 
with only one discontinuity). Instead, it uniquely determines a set of
equivalent rays defined below.
R
ec
ei
ve
r 
So
ur
ce
 
R
ec
ei
ve
58.
CO CN COCO CO
Fi
g.
 4
.3
 T
he
 t
wo
 r
ay
s 
wh
ic
h 
ha
ve
 t
he
 s
am
e 
se
t 
of
 r
ay
 s
eg
me
nt
s 
an
d 
th
e 
sa
me
 s
et
 o
f 
re
fl
ec
ti
on
s 
at
 a
nd
 t
ra
ns
mi
ss
io
ns
 a
cr
os
s 
in
te
rf
ac
es
, 
ye
t 
be
lo
ng
 t
o 
th
e 
di
ff
er
en
t 
or
de
re
d 
se
ts
 
(1
;1
,1
;0
,0
,0
)(
Fi
g.
 A
) 
an
d 
(2
;0
,0
;0
,1
,0
)(
Fi
g.
 B
).
5 9 .
D E F I N I T I O N ^ ^ ^ J -A
Two r a y s  h a v in g  t h e  same s o u r c e  and  r e c e i v e r  a r e  e q u i v a l e n t
i f  t h e i r  r e s p e c t i v e  d e c o m p o s i t i o n s  a r e  d e f i n e d  by t h e  same o r d e r e d  s e t
( m 1 ) .
3 N
S in c e  a l l  t h e  e q u i v a l e n t  r a y s  h a v e  t h e  same e x p r e s s i o n s  f o r  
t r a v e l  t i m e ,  Eq. ( 4 . 3 ) ,  and a m p l i t u d e ,  Eq. ( 4 . 4 ) ,  we h a v e  t h e r e f o r e  
p r o v e d
THEOREM 4 . 3 . 2 - A
A l l  e q u i v a l e n t  r a y s  h av e  t h e  same t r a v e l  t im e  and  a m p l i t u d e
4 . 4  SUMMATION OF EQUIVALENT RAYS
From t h e  ab o v e  d i s c u s s i o n  i t  i s  c l e a r  t h a t  i f  wo c a n  e x p r e s s
t h e  sum m ation  o f  a l l  t h e  e q u i v a l e n t  r a y s  d e t e r m i n e d  by  t h e  o r d e r e d  s e t
(m S i n  t e r m s  o f  iru , t ^  and  *A. ,  t h e  sum m ation  o f  r a y s  o f  i n t e r e s t  
3 N 1 3  3
s i m p ly  becom es t h e  sum m ation  o f  s e t s  o f  e q u i v a l e n t  r a y s .
O b v i o u s l y ,  t h e  sum m ation  o f  a l l  t h e  e q u i v a l e n t  r a y s  i n  t h e
s e t  d e t e r m i n e d  by  t h e  o r d e r e d  s e t  (m^ ") h a s  a  t r a v e l  t im e  e x p r e s s e d  byj  N
Eq. ( 4 . 3 )  and  an a m p l i t u d e  w h ich  i s  t h e  p r o d u c e  o f  t h e  a m p l i t u d e  (Eq. ( 4 . 4 ) )
o f  any  o n e  o f  t h e  e q u i v a l e n t  r a y s  and  t h e  n u m b er ,  M [ ( n u ) ^ ] ,  o f  e q u i v a l e n t
r a y s  i n  t h e  s e t .  The c o n s t r u c t i o n  o f  M[(m^)N] i s  t h e r e f o r e  o u r  m ain  t a s k
i n  summing t h e  e q u i v a l e n t  r a y s .
S in c e  t h e  o r d e r e d  s e t  (rru) i s  t h e  im m e d ia te  r e s u l t  o f  o u r
3 N
r a y  d e c o m p o s i t i o n  s t r a t e g y ,  o u r  s t r a t e g y  f o r  f i n d i n g  M[(m_.)N] f o r  a 
g i v e n  o r d e r e d  s e t  i s  t o  p u t  t o g e t h e r  a l l  t h e  f u n d a m e n t a l  r e f l e c t i o n s  
c o r r e s p o n d i n g  t o  t h i s  o r d e r e d  s e t  i n  a l l  t h e  p o s s i b l e  ways w h ic h  l e a d  
t o  r a y s  w i t h  b o t h  s o u r c e  and  r e c e i v e r  a t  t h e  E a r t h ' s  s u r f a c e .  To e n s u r e  
t h a t  we c o n s t r u c t  o n l y  t h e  r a y s  c o r r e s p o n d i n g  t o  t h e  g i v e n  o r d e r e d  s e t ,
60.
we need the constraint that a fundamental reflection can be inserted in
a ray at only one ray junction. Under such a strategy, one may adopt
r^ or rl or both as appropriate in constructing a ray so long as their
total number is ml, and there may exist several possible procedures
which specify detailed steps to construct the equivalent rays.
We want to define here one such procedure in which all the
fundamental reflections r^ will be put together in the order of numbers
nu in the ordered set [i.e., m^ , r^ , are introduced first, then m^rP 3 L N+l N+l N N
and”W i rN+l' et°-: rememberin,3 that <mJ)N = <"Wl; V  “N+l'' •••’
mi' m2' ’’’ mN+l^ suc^ that there is a single ray construction 
corresponding to each equivalent ray. This requires the exclusion of 
the possibility that an equivalent ray can be constructed in more than 
one way (Fig. 4.4 shows two ways for constructing the same ray). This 
requirement can be met if the fundamental reflections are distributed 
only into the non-equivalent ray junctions defined below:
— = = = = = = — = = = = = = = =
Two ray junctions are non-equivalent for a fundamental
reflection r^ if the insertion of an r^ (rl or r! as appropriate; i<j) ---------- 1 ---------------------- D 1 —  i --------------
in one ray junction and of an r . in the other produce different rays.
4.4.1 Numbers of Non-Equivalent Junctions
For l£i<j<N, all the fundamental reflections which are associated
with S. and S. and have a longer length than r| can be classified into the 
i 1 1
three types shown in Fig. 4.5, according to the distribution of
reflections at and transmissions across S. and S.. Since an r^ has a
i J J
reflection at its starting point, it can be inserted in a ray only in
such a way that, after the insertion of the r^, the ray changes direction 
at the starting point of the newly introduced rl. For fundamental
61.
Fig. 4.4 The two ways of constructing the same ray with an ordered 
set (1;0,1;0,1,0) from a ray with an ordered set (1;0,1;
0,0,0). One way is to put an r^ at junction 1 (Fig. A),
- 2 Zand the other is to put an r^  at junction 2 (Fig. B).
6 2 .
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reflections of type A shown in Fig. 4.5y we can only insert an r^ at
junction 2 (or 4') or insert an r^ at junction 4 (or 2'). Junctions 2
and 4 (or 2' and 4') are non-equivalent for rf, therefore for each
fundamental reflection of type A, we have two non-equivalent junctions
at which to put r ^ . For fundamental reflections of type B, we can put
an r^ at junction 6 or put an r;j at junction 7. But junctions 6 and 7
are equivalent for r ^ . Therefore we can choose only one non-equivalent
junction from them (we choose the first one, i.e., junction 6). Similarly,
we can only choose one non-equivalent junction (junction 9) for r^ from
junctions 9 and JO for each fundamental reflection of type C. Thus, the
number of total available non-equivalent junctions at and S. into which
the itu fundamental reflections r^ can be distributed is 1 D
i-1 N+l i-1 N+l
2 1 E m X  +  E m X  +  l m 1
x=0 y=j + l y x=0  ^ y=j+l ^
(l<i<j <N). (4.5)
Since all the fundamental reflections which are associated with
S. (i = 1, 2, . ..N) and S , (the core-mantle boundary) and have a length l N+l
longer than r^+  ^ belong to type C in Fig. 4.5, following the discussion in 
the last paragraph we can take all the non-equivalent junctions for r^+  ^
as the ray junctions at S Their number can be expressed as
i-1
T. m*+1 (i = 1, 2, ...N) 
x=0
(4.6)
All the fundamental reflections which reach SQ (the Earth's 
surface) and transmit across (j = 1, 2, ...N) can be described by 
Fig. 4.6. It is clear that we can choose the non-equivalent junctions 
as the ray junctions (including both source and receiver) at , and
their number is
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_ N+l 0 „ 0E m + 1 (j = 1, 2, ...N).
J y=j+i Y
(4.7)
Since we initiate the building of a ray by putting m^+  ^ fundamental
reflections r^ , between source and receiver, and there is only one way to do N+l
so, we therefore define
N+l 1. (4.8)
I’!' can be written as J  . (J D J+i 1, 2, ...N+l; i = 0, 1, ...
N-J+l) , and an important property of . is that I1 . are functions ofJ+i J+i
only those with J>J.
4.4.2 Construction of Equivalent Rays
To simplify the notation in our discussion, we let
'J+i (Ij+i + mj+i - 11 c mj+i (4.9)
Then according to LEMMA 3.2.3-A and Eq. (4.9) we have the following 
theorem:
THEOREM 4.4.2-A
The numbers of all possible ways to put m,.. (J = 1, 2, ..’ J + 1
i = 0, 1, ...N-J+l) fundamental reflections J  . into the 1^ . non-------------------------  J + i -------- J+i ------
.N+l;
equivalent junctions are KJ+i*
Now we can define our procedure for constructing all the
equivalent rays determined by the ordered set (m° ; m°, m1 ; ... ;N+l N' N+l
mj, m^/ ... m^+1) by the following algorithm:
(a) The fundamental reflections are introduced in the order of numbers
■jml in the ordered set, as stated above. All the numbers m. in the  ^ 3
ordered set can be expressed in the form m"^  . (J = 1, 2, ...N+l;J+i
66.
i = 0, 1, ...N-J+l) and classified into N+l classes according to 
the number of J (each class is referred to as the Jth class, which 
has N-J+2 elements). If all the numbers m^ are arranged as a 
triangular pyramid (Figs. 4.7A-a and 4.7B-a) with each class of 
nr represented by a row of the pyramid, then the order of nr in 
the ordered set is the order of the elements of the triangular 
pyramid, counting from the left-most element to the right-most 
element of each row and from the top to the bottom row of the 
pyramid;
(b) All the fundamental reflections between and S.(j= 1, 2, . ..N) 
are taken as r^ and distributed into ray junctions at of the 
ray being set up, while all the fundamental reflections between S.l
-N+l(i = 1, 2, ...N) and S^+  ^are taken as r^ and distributed into 
the ray junctions at S^+ ;^
(c) The fundamental reflections between and S. (i<j; i =1, 2, ...N-l; 
j = 2, 3, ...N) arc distributed into the non-cquivalcnt junctions 
shown in Fig. 4.5 (designated by brackets) and taken as r!" or r^
as appropriate.
MODELS WITH TWO DISCONTINUITIES
Following this procedure, we first built up the number 
0 0 1 0  1 2M(m0; m2, m^; m^, m^ , m^) for models with only two discontinuities 
between the Earth's surface and the core-mantle boundary, and then extend 
the result to the general case of N discontinuities. We construct all 
the equivalent rays corresponding to the ordered set (m^ ; m^, m^; m^, m2, m^)
in the following steps: 
Step (1):
Initially put m^ (m^  = 1, 2, ...°°) fundamental ray components r^ 
between S^ (the Earth's surface) and S^ (the core-mantle boundary). There
67 .
A. TWO DISCONTINUITIES
(a) Cb)
3rd class -► 1
2nd class -> K° K*---> * 2
1st class -► 0 1 2m, m2 m3 K° k'2 I
B. N DISCONTINUITIES
(a) ( b )
(N+i)th class —► m N+i 1
Nth class —► m° rrVN+1 k°n
(N-l)th class-► m°_, m'N m*.,
•
—  ^ If® Ifl VC^
^ N - |  *|
•
•
1st class _—1 m N - l  _ Nim —>m rrt • • • rn m
2 N N+l
••
if0 K1 • • • lfN-1 KN
K | * 2  K n  K N d
[ K i =( i S * m;-i f ™ \ J
Fig. 4.7 The triangular pyramids of the numbers m . (Figs. A-au  I -L- •
and B-a) and the corresponding numbers K_ . (Figs.
• • u I X I
A-b and B-b) of ways of distributing mj+^rj+£ into 
non-equivalent junctions of the ray being built up. The 
product of all the elements of the pyramid of IC"*- . is• u • 1
the number M[(m_.)^]. Fig. A is for a special case of two 
discontinuities and Fig. B for a general case of N
discontinuities. See the text for the definitions of I
. and M[(m1) ].J+i 3 N
J + i '
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is only one way to do this. Fig. 8A shows the situation for m = 1 
(with other m| = 0 at this stage) which corresponds to ScS. #
Step (2) :
Distribute fundamental ray components r^ into the 1^
(= m 3+l) ray junctions at SQ (designated by 'A' in Fig. 4.8A) of the
ray set up in step (1) (according to THEOREM 4.4.2-A, we have ways
1 -3to do so), and then distribute m^ fundamental ray components r^ into
the 1^ (= m^) ray junctions at (designated by in Fig. 4.8.A;
we have ways to do so). The introductions of m^ and m^ r^ into
the ray set up in Step (1) are independent, therefore their order is
reversible. Since each way of ray construction represents an equivalent
ray, we have equivalent rays at this stage. Fig. 4.8B shows one
of the three (^C2 • pC-^ equivalent rays for the situation when m^ = 1 ,
ITU = 2 and rru = 1 (with other itu = 0 at this stage) . #z i j
Step (3):
For each of the equivalent rays set up in Step (2), we distribute
m i ri an*'° (= m3 + m2 + ^  raY junctions at S^ (designated by ' . '
in Fig. 4.8B), m^ (each r^ can be taken at r^ or r^ as appropriate) into
the 1^ (= 2m^ + m^ + m^) non-equivalent junctions at S^ and S^ (designated
2- 3  2 0 1by in Fig. 4.8B), and m^ r2 into the (= m^ + m^) ray junctions at
S^. These three kinds of fundamental reflections can be introduced into 
the ray set up in Step (2) independently; therefore they can be put in 
simultaneously.
According to THEOREM 4.4.2-A, we can construct K? . . K^1 2  3
equivalent rays from each of the equivalent rays set up in Step (2). The
total number of equivalent rays determined by the ordered set 
0 0 1 0  1 2U ; m , m ; m , m , m ) is therefore 
3 £ 3 ±. Z 3
, 0 0 1 0 1  2X 0 1 M(m3; m2, m3; ^  » m2 ' "V = . K2 . 0 1K . K 2 3 (4.10)
GO.
Surface
C/M Boundary—
50
51
52
Fig. 4.8 The construction of the equivalent rays determined by the ordered
set (1;2,1;1,2,1). This demonstrates the procedure for obtaining
, . . . ^ , , . 0 0 1 0 1 2 . an explicit expression for the number, M(m ;m ,m ;m ,m ,m ), of
3 2 3 1 2  03 0 1all the equivalent rays determined by the ordered set (m ;m ,m ;
0 1 2  3 m ,m ,m ). 'A', and 'x' denote the non-equivalent
junctions for r^ r  r^, r^, r^ and r^ respectively.
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Fig. 4.8C shows one of the 360 . 6C2 • 2CX • 3C2 • equivalent rays
_ , . . , 0 0 1  0 1 2 for the situation when m^ = 1, m2 = 2 ' m3 = 1 = 1/ m2 = 2 and m = 1.
-0 -2Fig. 4.8C results from Fig. 4.8B by putting one r^ at junction 1, one r^
at junction 2, one r^ at junction 3 and one r^ at junction 4. #
Corresponding to the triangular pyramid of m^ shown in Fig. 4.7A-a, 
we build a triangular pyramid (Fig. 4.7A-b) of the numbers of possible ways 
to put ITU fundamental reflections r^ in a ray. Since the element in the 
first row of the pyramid in Fig. 4.7A-b is unity, and the product of the 
elements in each other row of the pyramid in Fig. 4.7A-b can be expresses as
-3
2-J+l
i=0 J+i
where J(J = 1, 2) indicates the (2-J+2)th row of the pyramid and IT denotes 
series multiplication, Eq. (4.10) can be rewritten as
, 0 0 1 0 1 2. j? 2-J+lM  (m ;
m2 ' ^y  ni, / / m ) = 111 J=1
][
i=0
where KJ+i are defined by Eq. (4,.9) .
'J+i (4.11)
MODELS WITH N DISCONTINUITIES
Now we extend the result to a general case of N discontinuities 
between the Earth's surface and the core-mantle boundary. Following the 
procedure stated and demonstrated above, we need N+l steps to construct 
all the equivalent rays determined by the ordered set (i t u ) ^ ,  with each 
step distributing the fundamental reflections corresponding to the numbers 
rru in a row of the triangular pyramid shown in Fig. 4.7B-a. Corresponding 
to the pyramid of itu shown in Fig. 4.7B-a, the pyramid of the numbers of 
possible ways to put the iru fundamental reflections r^ in a ray is shown 
in Fig. 4.7B-b. The element of the first row of the pyramid of Fig. 4.7B-b 
is unity, and the product of the elements in each other row of the pyramid
in Fig. 4.7B-b can be expressed as
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N-J+l
i=0 'j+i
where J (J = 1, 2, ...N) indicates the (N-J+2)th row of the pyramid. Since 
each way of constructing the equivalent rays corresponding to the ordered 
set (mj)N represents an equivalent ray, the total number M of the equivalent 
rays determined by the ordered set can be written as 
N N-J+l .
M [<m.)N] n k
J=1 i=0 J+i*
(4.12)
Since the ordered set (m )^ uniquely determines a set of equivalent 
rays, the total number of the equivalent rays in the set is independent of 
the procedures we use to construct it, and is therefore proved to be 
defined by Eq. (4.12). Now we have proved (by Eqs. (4.4) and (4.12)
THEOREMS.4.2-B
The total amplitudes of the summation of all equivalent rays 
determined by a given ordered set (nr)^ can be written as
S [ K ) „ ]  = 21 n n
J J=1 i=0
N N-J+l . . i . A rnP ,
"A ^  )] W . (4.13)
4.5 SUMMATION OF MULTIPLE REFLECTIONS OF SIGNALS
To facilitate the summation of the required rays, we first group
the rays into different sets according to the numbers nu of fundamental
reflections between discontinuities. Then, each set is a set of equivalent
rays determined by an ordered set (m^)^. Now, to get the summation f(t) of
the multiple reflections, we need only to sum these sets of equivalent rays.
Since the travel time of any ray in the set of equivalent rays
determined by the ordered set (m'*') is the same, it is clear that f(t) canj N
be formulated in the following way:
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f(t) = S [ )N1 f(t-t+c)
m .D
(4.14)
where t is expressed in Eq. (4.3) and £ in Eq. (4.13); c is a constant
related to the starting time of the series of multiple reflections on
records; f is a time function related to the travel time € of any ray
in the set of equivalent rays (f can be represented by a 6-function if
the source function is not of interest); and the summation is over the
related rru. If the source or receiver are not at the Earth's surface,1
some appropriate modification of Eq. (4.14) is required.
Examples of immediate application of the developed strategy for 
ray analysis can be seen in Chapter 5 Cor deriving a ray-mode duality for 
SH waves in discontinuous Earth's models. As an illustration of another 
application, in the next section the mathematical filter of Backus (1959) 
for removing wave reverberations in water layers from the record is 
re-interpreted and extended to a general case.
4.6 RE-INTERPRETATION AND EXTENSION OF A FILTER FOR REMOVING
REVERBERATIONS IN WATER LAYER
Let T be the two-way travel time for vertically incident P-waves 
in the water layer, and b the reflection coefficient at bottom of the 
water layer for down-going waves. If the shot and receiver are assumed 
to be on the water surface, the series of (vertical) wave reverberations 
in the water layer can be written (with the reflection coefficient at the 
water surface assumed to be -1) as
1 - b6(t - T) + b26(t - 2T) - b3 6(t - 3T) + ... (4.15)
and its Fourier transform is
1 - bz + b2z2 - b3z3 + ... = 1/(1 + bz) (4.16)
where z = exp(-iu)T) and oo is the wave frequency.
According to Backus (1959) and Robinson (1967, p.136) the water
layer effect on signals which arrive at the water surface only once from 
an interface below the bottom of the water layer can be regarded as a linear 
filter. These signals pass through the water layer twice, once downward and 
once upward. Therefore the water layer effect can be considered as the 
transfer function
K(U>) = 1/(1 + bz)2, (4.17)
and the filter for removing the wave reverberations in the water layer is
H(w) = (1 + bz)2. (4.18)
The physical significance of Eqs. (4.17) and (4.18) is not .immediately 
obvious. Therefore, a re-interpretation of the reverberation filter in 
terms of equivalent rays may be useful.
In this section we derive the mathematical filter for elimination 
of the wave reverberations (in water layer) associated with a wave which 
arrives at the water surface j times from the deep interfaces (i.e., those 
below the bottom of water layer). Eq. (4.18) will be interpreted as a 
simple case of the derived filter.
To facilitate our mathematical manipulation, we assume that the 
source and receiver are at the water surface. We are interested only in 
rays corresponding to a wave which arrives the water surface j times from 
the deep interfaces and the associated wave reverberations in the water 
layer. Any of these rays can be written in the form
r = r, + mr, (4.19)3
where r, is the ray path arriving the water surface j times from deep 
interfaces, r is a fundamental reflection (defined in §4.2), or wave 
reverberation, in the water layer, m is the number of fundamental
reflections r. The travel time and amplitude of the ray in Eq. (4.19) are
obviously
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✓ s. / \
t = t . + ml 
3
/N. /SA = A . (~b) ,
(4.20)
(4.20a)
where T is the travel time of r, b is the reflection coefficient at
bottom of the water layer for down-going vertically incident P waves and
A. and t. are the amplitude and travel time of r..3 3 3
We group all the rays of interest into different sets according
to the number m. Then each set is a set of equivalent rays determined
by the ordered pair (j, m). Since the m fundamental reflections r can
be distributed into the (j + 1) non-equivalent junctions for r (Fig. 4.6
and Eq. (4.7)), according to Eqs. (4.9) and (4.12) the total amplitude
(Eq. (4.13)) of the set of equivalent rays determined by the ordered pair 
(j,m) can be written as
S(D. ») - A. [j+mC m <-b> ] (4.21)
✓s,If we start the series of wave pulses from t , we can represent 
the summation f(t) (Eq. (4.14)) of the above-mentioned arriving wave
Apulses (with c = t_.) as
f(t) = E S(j,m) 6 (t - mi). 
m=0
The Fourier transform of f(t) is
(4.22)
F (go) = E S(j,m) exp (-ioomT) 
m=0
(4.23)
(where 'i' represents a complex number) which is simply (by Eq. (3.5))
F (go) = Aj / (1 + bz) j+1 (4.24)
where z = exp(-iooi). Therefore, the filter for removing wave reverberation is
(1 + bz) j + 1 (4.25)
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Equation (4.18) is the same as Eq. (4.25) when j = 1. It is clear 
from the above discussion that the simple forms of filters represented by 
Eqs. (4.18) and (4.25) result from the fact that the rays associated with 
wave reverberations in the water layer can be grouped into different sets 
of equivalent rays, and these sets, in turn, can be summed in the form 
of Eq. (3.5). Since in Eq. (4.21) the number j+mCm of equivalent rays in 
the set determined by the ordered pair (j,m) is the number of ways of 
distributing the m wave reverberations in the water layer into the (j+1) 
non-equivalent junctions (junctions at S^, Fig. 4.6), the index of the 
filter in Eq. (4.25) arises from the fact that the wave reverberations in 
the water layer can occur at any of the (j+1) non-equivalent junctions.
Fig. 4.9 shows that the term is squared in Eq. (4.18) because wave 
reverberations in the water layer can occur at the two non-equivalent 
junctions for r (designated by ' .'), each at one side of the deep reflection.
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surface
water bottom
water
deep
reflection
a reflecting horizon
Fig. 4.9 Diagram showing that the wave reverberations
in the water layer associated with a reflection 
from an interface below the water bottom can 
occur at both sides of the reflection.
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APPENDIX UNIQUENESS OF RAY DECOMPOSITION OF EQ. (4.2)
We want to prove here that any given ray has a unique ray
decomposition of Eq. (4.2) under our strategy for ray decomposition.
Since a ray is assumed to include at least one ScS path
(i.e., r^ ), it reaches the core-mantle boundary (S ) at least once. N+l N+l
All the fundamental reflections can be written in the form r . (JJ+i 1 ,
2, ...N+l; i = 0, 1, ...N-J+l). The segments of the fundamental 
reflections of larger J can be separated by the fundamental reflections 
of smaller J, but the converse is not true. Therefore, if we decompose 
all the r^ . first, then all the r^ ... and then all the r^ ., every 
fundamental reflection decomposed is an integral part of the ray just 
before the decomposition of the fundamental reflection, since after all 
the fundamental reflections r^+_^ of a given J have been removed from the 
ray, all the fundamental reflections rj+^+j_ are integral parts of the 
remanent ray. The remanent ray, after the removal of all rj^ +^, belongs 
to multiple ScS, which obviously can be decomposed into with
V i * 1-
Since every fundamental reflection rJ+_^ includes a pair of
successive reflections R.U  ^ and R ^ ^ , decomposing an r^ . (no matterl J+i J+i
whether rj+  ^or r^ *"*") means removing this pair of reflections (together 
with the associated ray segments) from the ray. For a given ray, the 
number of pairs of successive R^U^and R^^ is unique, no matter how 
these reflections are paired. Therefore, every m^+_^ is unique. After 
removing all the r^+  ^from the ray, the number of pairs of successive 
R ^  and is unique, therefore every irn . is unique. If we continuel 2+i 2+i
this process of argument until m^+  ^ is proved to be unique, then we
prove that every m^ . is unique under the above-mentioned procedure for U +1
decomposing the ray.
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The above procedure for decomposing the ray does not lose 
generality. Our strategy for ray decomposition includes a constraint 
that a fundamental reflection can be decomposed only when it is an 
integral part of the ray to be decomposed. Even if we decompose the 
fundamental reflections randomly under this constraint, the fundamental 
reflections r^+_^ (J is given) whose ray segments are separated by the 
fundamental reflections r^, (J'<J) can become integral parts of the
ray only when these fundamental reflections rj.+  ^have been removed.
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CHAPTER 5
RAY-MODE DUALITY FOR SH WAVES IN EARTH MODELS WITH CRUST AND 
MANTLE DISCONTINUITIES: II. THE CASE OF N DISCONTINUITIES
5.1 INTRODUCTION
It has been shown in Chapter 3 that McNabb, Anderssen and Lapwood's 
(1976) equation (Eq. (1.2)) for the asymptotic behaviour of torsional overtone 
eigenfrequencies of discontinuous SNREI Earth models can be derived, for 
models with a single discontinuity between the surface and the core-mantle 
boundary, from an adaptation of Brune's (1964) method to summations of almost 
vertical SH waves multiply-reflected in the Earth's interior. The strategy 
of ray analysis was extended in Chapter 4 to a general case of Earth models 
with N discontinuities. By the developed ray-analysis strategy, this chapter 
aims to derive Eq. (1.2) for Earth models with N discontinuities, with all 
the constants defined explicitly in terms of Earth model parameters : the 
shear wave radial travel times between the Earth's surface, the core-mantle 
boundary and the discontinuities between them, and the reflection coefficients 
for vertically-incident SH waves at the discontinuities. To make our 
discussion clear, throughout this paper examples or demonstrations of steps 
in the derivation of Eq. (1.2) from summation of rays, for Earth models with 
only two discontinuities, are given where necessary.
5.2 THE SUMMATIONS f (t) AND f (t)
Earth models used for this chapter were described in §4.2 and
shown in Fig. 4.1. In Fig. 4.1, the Earth's surface (S^ ) and the core-mantle
boundary (S ,) are assumed to be perfect reflectors for SH waves, i.e.,N+l
R^U  ^ = 1 and R^^ = 1. To facilitate the discussion in this chapter, the 
following constants are defined:
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fki (i = 1, 2, ...tO (u) -R (d)
:o s x '
W i  = ~1*
It is clear that
T (d) T (U> = 1 - k2 1 1  1
(5.1)
(5.2)
Since we restrict attention to almost vertical kScS (k>l) rays 
and multiple reflections of SH waves from crust and mantle discontinuities, 
the pair [h (t) , h2 (t)J of wave trains of body wave pulses recorded at 
epicentral distances A and 2A respectively will be adapted to Eq. (3.2) 
to derive Eq. (1.2).
As pointed out earlier, since g (ea) of Eq. (3.2) is independent 
of the source functions, h^ (t) and h2 (t) can be represented by series, 
f^(t) and f^ (t) , of 6-functions (with each 6-function representing a ray) 
to simplify the discussion. This chapter aims to show that, for Earth 
models with N dicontinuities between the Earth's surface and the core­
mantle boundary, Eq. (1.2) can be derived from Eq. (3.2) if, starting from
/S Athe onsets of (kScS)^ and ((k+ljScS)^ pulses (where k>l) in seismograms 
recorded at distances A and 2A respectively, f^(t) and f^(t) are taken
A /\as the sums of m(m>l) successive multiple reflections between the Earth's 
surface and the core-mantle boundary and all the associated multiple 
reflections from the discontinuities between them.
5.3 FORMULATION OF f (t), f (t) AND THEIR FOURIER TRANSFORMS
To facilitate the formulation of f^(t) and f2 (t), we express 
the ray in the form of Eq. (4.2), and then group all the rays into different
sets according to the numbers, m_. (i<j ; i = 0, 1, ...N; j = 1, 2, ...N+l), 
of fundamental reflections between the Earth's surface, the discontinuities
and the core-mantle boundary (Fig. 4.1). Then each set is a set of
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equivalent rays (defined in 04.3) determined by an ordered set
, 0 0 1(m , ; m . m , ; N+l N N+l
0 1mx , m2 , ... N ,m , ) . Now, N+l ' to formulate f^(t) and
f ( k ) / we need only to sum these sets of equivalent rays.
By its definition in §5 .2 and Eq. (4,. 13) , f^(t) can be written
as
/\ /V
k+m-1
.. S )f, (t) = E ( E E ) ... ( E E .
0 * m , =k N+l 0 n 1 nm =0 m =0N N+l 0 „ 1 m^=0 m2=^ N'Vl=0
S6{t - [ E 
J=1
N-J+l
E
i=0 (mj+i tj+i)
+ (mN+l - k)
0 , , 
V i 11 (5.3)
where each E denotes a summation, and the E's in each bracket are over all
m^ . for a given J. Since 1^ . (Eqs. (4.5) through (4.8)) and therefore
K"^  . (Eq. (4.9)) are functions of only those m^ , . with J'>J, the summationsJ+i J'+i
must be carried out over m^ . of lower J first. The reason why we writeJ+i
0 0the coefficients before t , as (m ,-k) is that f (t) starts from theN+l N+l 1
A
kScS pulse in a seismogram. From the fact that the Fourier transform of 
A.6(t-t.) is A. exp (-icot. ) , the Fourier transform of fn (t) can be writtenl i i i  1
as
F1 (W)
/s
2exp(iwkt
/N /\
k+m-1 OO OOE [( £ E
0 0 1nwrk in = 0  rn , , N N+l 0
OOE )
=0
N N-J+l( n n
J=1 i=0 'J+i
H; J+i)i °L! N+1" T-L’ ; 'N+lJ+i (5.4)
where XW (x<y; x = 0, 1, ...N, y = l ,  2, ...N+l) = XA exp (-iwtX ) (they y y
symbol *i * in the argument of the exponential function denotes a complex
number).
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To simplify our discussion, using the expression in [] of
G(nw >
we define a function G(it^ ° ) (where m^ , = 1, 2, N+l ' ...) with
oo OO CO OO OO OO 00 OO( E E ) ( E E E ) . ..( E E E )
0 ^ 1 0 . 1 _ 2 0 l _ Nm  =0 m =N N+l 0 V - r 0 hi =0 m =0N N+l m =0 m =0 1 2 in , =0 N+l
N N-J+l . . m
<n n Kj+i Uj+i1) -
J=1 i=0
(5.5)
where all Kj+^ are functions of m^+^. Then F (u)) can be written as
0
0, ,mN+l-k+m-1v ”= 2 1 j ^ i1 x+r]-
m =k N+l
(5.6)
Similarly, using its definition in §5.2 and following the same procedure, 
we can write the Fourier transform F^ (oa) of (t) as
^ 0 k+m
F (w) = 2 exp [io) (k+1) t ] E
1 0
"Wi
o
r . 0 . O l  I N+l ,
[G<”W  WN+1 t (5.6a)
=k+l
5.4 THE EXPRESSION F (oo) /¥ 2 (a))
In order to use Eqs. (3.2) and (3.3) to derive Eq. (1.2), we have
to obtain an explicit expression for F^(w)/F^(w) from Eqs. (5.6) and (5.6a)
Eqs. (5.6) and (5.6a) include a common factor G(m^+ ^). Thus, to get
F’l'/F2 we have to simplify G(m^+ )^ first.
To facilitate the simplification of G(m° ), we adopt theN+l
following notations:
V i = 1 - V i (i = ° ' l( •••N) (5.7)
(5.7a)
j d = j D j + 1D - j e j + 1E jWJ+j (J-l)+j J + j (J-l)+j J+j J+j
(J = 2 , 3, ...N; j =0, 1, ...N-J+l),
with
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K+S 1 when K = 1, 2K-2 K-d+s-1
11 (xSs+1 X D,d=l d+x ) when K = 3, 4, . . . N , (5.7b)
where s = 0, 1, ...( N - K + l ) . Then it can be shown (APPENDIX A) that Eq.(5.5) 
can be simplified to
Or 0 , l c
n,J> \ _ / *“N -N I IG (m ) - (— )N+l 0-n»
^N
, N+l, N+l . UN, { ---- } (--- )D FUN+1 LN
(5.8)
under the conditions that I , .I < 1 (this is satisfied since I^ A, .|<1) andl+i1 1 l+i1
<1+iEJ+i/1+iDj+i> HjJ+il< i (5.9)
where J = 2 , 3, ...N; i = 0, 1, ...N-J+l. From Eq. (5.8) we know that 
(go) and F^ (w) (Eqs. (5.6) and (5.6a)) are geometric series. Thus we 
have
?2 V i  °en V i
(5.10)
Eq. (5.10) is independent of m and k. Since in the following 
section (§5.5) we want to derive Eq. (1.2) with the coefficients expressed
in terms of k and t ., we express Eq. (5.10) in the following notations: x 3
For integers J (11J£N) and j (01jlN-J+l), let; . = {j, 1+j, 2+j, ...J+j};J + 3
(r,s) be an element of Z = { (i , i^) /• (i^/i^)/ * * * ^ 2z-l' ^ 2z^ which is
derived from a subset Z ' = (i.., i- • i-/ + „/ ••• ,/ ) of . with1 2 3 4  2z-l 2z J+j
j ^ i ^ < i 2 < . . . < i 2z_1 < i 2 z <J+j; P(JCj+_.) be the set of all non-empty, 
even-number-elemented subsets of ; andJ+D
J+j 1 + ZZ 1 e P (JC .) J+3
[ n
(r,s)e Z
k k exp (-iu)t ) 1 , r s s (5.11)
which has 2J terms since the set P(^C, .) has 2J -1 elements (this isJ+i
clear from the fact that . has J+l elements and from the combinatorialJ+3
formula (of. Spiegel, 1968, p.4) : ,C + , C + , C + ...J  ^ J+l 0 J+l 2 J+l 4 2J ).
Then we can write Eq. (5.10) as (APPENDIX C)
The conditions of (5.9) are satisfied if (APPENDIX E)
(a) When N = 2, |k | + |k2 | + lk 1k 2 i 1 *
(b) When N > 2, ,°K^ 1\ _ 1 < 2 /
1 2 K , < 2 ,N+l N
where
1 + Z
Z ' e p(1CJ+i)
II k k ./ x „ r s' (r ,s) tZ
(5.12)
(5.13)
(5.13a)
(5.13b)
(5.13c)
5.5 DERIVATION OF EQ. (1.2) FROM BRUNE'S FORMULATION
In this section, we derive Eq. (1.2) from Eqs. (3.2), (3.3)
and the expression of F^/F2 *
The most straightforward way to derive Eq. (1.2) is to substitute
Eq. (5.12) into Eq. (3.3) to get g (co) , then substitute g (ca) into Eq. (3.2)
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and simplify Eq. (3.2). But, since Eq. (5.12) is quite complicated when it 
is expressed in terms of k and t^, it is not practical to do so. Instead, 
we study the role of each term of Eq. (5.12) in Eq. (3.2), and then organize 
the terms of Eq. (5.12) to simplify Eq. (3.2).
We express Eq. (5.12) in this form:
1 ~—  = 1 + E K .exp(-iwT.) , (5.14)
F2 i 1
/ \  /V
(where and T_ are constants) with each term being a term in Eq. (5.12). 
Then substituting Eq. (5.14) into Eq. (3.3) we get
g (w) arc tan
E K. sin (got . )
1 + E K . cos (got .). l ll
(5.15)
Substituting Eq. (5.15) into Eq. (3.2), taking the tangent of both sides, 
multiplying by cos ((OT) and the denominator of the right-hand side, we get 
after rearrangement of terms
/\ A A
sin(toT) = E [sin (got^) cos (GOT) - c o s(got )^ sin(ooT)] 
i
= E K. sin [go (t . - T)]. (5.16)
i
The role of each term of Eq. (5.14) (and therefore Eq. (5.12)) in Eq. (3.2) 
is clear from Eq. (5.16). The term of unity produces the term on the left-
hand side of Eq. (5.16), while each other term containing in the argument
/\
of exponential function a time factor T_^  k T generates a term on the right-
A
hand side of Eq. (5.16). Those terms containing the time factor T^ = T
/\
contribute nothing to Eq. (3.2) since the terms with t  ^ = T vanish from 
the summation of Eq. (5.16).
We now organize the terms of Eq. (5.12) in such a way that,
^  /V 1when and are replaced by explicit expressions of k^ and t_., Eq. (5.16)
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can be simplified to Eq. (1.2) by the use of formulas of sum, difference 
and product of trigonometric functions. Substituting
°U = 1u + (°U - 1U )N N N N
Vl = \ + (\ +l - V
into Eq. (5.12), we get
(ii)
where
(5.17)
(°u -  1u ) + (1u , -  1u ) + 1uN N N+l N N (5.18)
From APPENDIX D (Eq. (D.l)), Expression (ii) of Eq. (5.17) can be written
(V - V) (1o - \)N N N+l N (V + 15n exp (_l“t2+i)' (5.19)
where is the conjugate of Since the coefficient of exponential
function on the right-hand side of Eq. (5.19) is a constant of real 
number and t^+  ^ = T, Expression (ii) of Eq. (5.17) contributes nothing 
to Eq. (3.2) (or Eq. (5.16)). Thus, to derive Eq. (1.2) we need only 
to replace the terms of Eq. (5.16) by those corresponding to the terms
1 A
of U F (when it is expressed in terms of k and t .), and then simplify N x j
Eq. (5.16).
Now to facilitate our simplification of Eq. (5.16) in the form 
1of Eq. (5.14) we write U F asN
1UN F = 1 + (F - 1) + (1UN - 1) F, (5.20)
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where (F - 1) and 
to Eq. (5.20), Eq.
1( U - 1) F contain no terms of unity. N
(5.16) can be written as
Corresponding
sin(U)T) = SNF (F - 1) + S N F t ^ U  - 1)F], (5.21)
with
SNF(F-l) = 2c o s (oA  SN(°C) - cos (u£) SN (1C ) - sin((Ä C N ^ C  ), (5.22)2 N 2 N 2 N
S N F ^ U  -1) F] = cos(ü£) SN (XC ) - sin (üig) C N ^ C  ) + 2CN(1C ) SN(°C ). (5.23)1 N 2 N 2 N N N
A
(See APPENDIX F for proof of Eqs. (5.22) and (5.23)) where SNF(F - 1) 
includes all the terms (on the right-hand side of Eq. (5.16)) corresponding
/\ 1 S'
to the terms in (F - 1) , SNF I( U - 1) Fl includes those corresponding toN
1 ^the terms in ( U - 1) F, and N
SN (1C ) (i = 0, 1) = 1 . {( n k k ) sin [co ( £ tr-^-)]} (5.24)
N Z'fP(1CN ) (r,s)€Z r 5 <r,s)«Z S 2
CN^C ) = Z {(II k k ) cos[w( £ tr - y) ]} (5.24a)
N Z'eP(1C ) (r,s)*Z r S (r,s)«z SN
(see §4 for definitions of Z, Z', '*'C.T and P ^ C  )).N N
and (5.23) into Eq. (5.21), and using the relation 
we get after rearrangement of terms
Substituting Eqs. (5.22)
T Tsin(wT) = 2sin (u>^-) cos (oo^-) ,
2sin(ü>g-) [cos(W^-) + CN (^C ) ] = 2 [cos (0)^-) + CN (^C ) ] SN (^C ) (5.25)2 2 N 2 N N
which is simply
sin(u£) = SN(°C ) (5.26)2 N
if cos (u)j) + CN(1c n ) % 0. The right-hand side of Eq. (5.26) has (2 - 1)
0 Nterms since P( C ) includes (2 - 1) non-empty elements. This completes our
derivation of Eq. (1.2) from the summation of multiple ScS pulses and
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associated multiple reflections from discontinuities, since Eq. (5.26)
Tis the same as Eq. (1.2) if we let —  = a , and the constants defining the
terms of SN ( C ) by B. and b .. See APPENDIX G for demonstration of N i l
the procedure stated in this paragraph for Earth models with two 
discontinuities between the surface and the core-mantle boundary.
Using the definition of Eq. (5.24), we can write Eq. (5.26) (or 
Eq. (1.2)) in simple algebraic form for the cases of Earth models with two
and three internal discontinuities (t_. are two-way shear wave radial travel
times between interfaces S. and S. (Fig. 4.1), and k. are defined inl j l
Eq. (5.1)).
(i) When N = 2, °C2 = {0,1,2} and °P2 = {z'} = {{0,l},{o,2},{1,2}} . 
Thus
sin(u>^) = k0k1sin[o)(t°-|-) ] + k ^ s i n  [oo (t°- ~) ] + k ^ s i n  [oa (t*-^] , (5.27)
with T = t^ (S^ is the core-mantle boundary).
(ii) When N = 3, °C3 = {0,1,2,31 and °P3 = {z'} = {{ o ,l } ,{ 0 ,2},{ 0 ,3} ,
{1,2},{1,3},{2,3},{0,1,2,3}}. Thus,
sin (u>^-)
with T
= k0klSin[u)(t°-|)] + k0k 2sin[u(t°-|)] + k0k3sin[o)(t3-|)]
+ klk2Sin[“ (t2"}>] + k ^ s i n  ] + k2k3sin[io(tt|)]
+ k 0k lk2k 3Sin W^ t^ l + t M ) ! ' (5.28)
= t^ (S is the core-mantle boundary). 4 4
5.6 DISCUSSION
For the case of SH waves, in Chapter 2 it was 
shown by a model study that the solotone effect arises from the multiple 
reflections of waves from the Earth's surface, the core-mantle boundary,
and the discontinuities between them. Because the solotone effect is the
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immediate result of Eq. (5.26) or Eq. (1.2), the present study has shown 
theoretically that the above-mentioned multiple reflections are responsible 
for the solotone effect. Since there is no P-SV conversion at discontinuities 
for vertically incident waves, the derived formula (i.e., Eq. (5.26)) for 
the asymptotic behaviour of torsional overtone eigenfrequencies for 
discontinuous Earth models is also valid for the case of SV waves, and the 
technique used in this paper could be extended to study the solotone effect 
for PKIKP waves.
Although in this chapter we did not explicitly restrict attention 
to high frequency waves, Eq. (5.26) is a formula for high eigenfrequencies. 
There are two reasons for this: (i) The effect of transition zones was
neglected: for waves with very short wavelengths (compared with the 
thickness of the transition zone) this effect is negligible; when the 
wavelength increases, the reflections and phase shifts of waves at transition 
zones should be taken into account (e.g., Wolf, 1937 and Richards, 1972).
(ii) Earth models with plane boundaries and interfaces were used: for waves 
at very high frequencies, the coefficient matrices (Eqs. (15) and (16) of 
Gilbert, 1975) for spherically stratified and plane stratified media are 
the same in the case of vertically incident rays, because in this case both 
p (the ray parameter for the former medium) and q (the horizontal wave 
slowness or the reciprocal of phase velocity for the latter medium) are 
equal to zero; when the frequency of waves decreases, the effect of sphericity 
should be taken into account. Since the observation of eigenfrequencies is
easier when the overtone numbers of the eigenfrequencies are smaller, the 
study of eigenfrequency behaviour in which the above-mentioned effects of 
transition zones and sphericity of Earth models are involved is desirable.
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APPENDIX A SIMPLIFICATION OF EQ. (5.5)
Before we attempt to simplify Eq. (5.5), we examine the
A
property of the following mathematical expression E:
E = (E E . £ ) (Z £...£ ) e;L (ilt i2,
^  jX j2 jy
v V V •••y
S2 (11 ' 12 ' i ) , (Al)x
where e^ is a function of two sequences of integral 
variables while e^ is a function of a single sequence, and 
the first two brackets group the summation symbols E over 
integral variables of different sequences into two sets.
Since e^ is not a function of the sequence [j ^ , ...j ], 
Eq. (Al) can be written as
E = E E ...E A(i , i , ...i ) e (i , i , ...i ), (A2)1 2  x 2 1 2 x
1 2  x
where
A (i.
’2 '
i ) x E E
jl j2
el(ll' V  " ‘V  jl' j2'
(A3)
i xSince K . in Eq. (5.5) are not functions of m , (J'<J),J+i J'+x
to facilitate our simplification of Eq. (5.5), by repeatedly
A
using the property of E stated above we introduce a sequence 
Y , , ***y n each member Y^ (J = 1 , 2, ...N) of the
sequence being defined as follows:
°° 99■ E E ...
0 1
{n [k *+1 <1w 1 + i ) m x+i] }, (A4)
m^=0 m ^ O 1=0 ^=0 N+l
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V V V  r N-J+l r i . i m 1
YJ ■ o 1 "• l J+1 { J-i .n tKj+i ‘ wj+i' J+ll)’0 ^ 1  . N-J+l _ 1=0m =0 m r =0 m , =J J+1 N+l tAA .(A4a)
when J£2.
It is clear that Eq. (5.5) can be simply written as
G (m , ) = Y . N+l N (A5)
Thus, if we can simplify Y first, and then Y , Y . .., the0 2 3
simplified form of G(m^^), as a member Y^ of the sequence, 
can be obtained. To do so we need only to prove that 
Eqs. (A4) and (A4a) can be simplified to the following 
relations:
N T *
11 <-r-i— )
i=0 D1+i
N-J+l 1E . I1 . N-J 1 + 1D . I1T n J + 1 i [ n (t — ---— ) J + 1 + 1 '
i=0 J+i
• n 1+i 1=0 EJ+i
(A6)
(A6a)
(when J=2, 3, . . .N) under the conditions of (5.9).
Since each in Eqs. (A4) and (A5) is independent
of all the n+J+x for x*i (Eqs. (4.5) through (4.9)), the 
following formula is used in this proof:
£ ...£ B(ni)B(n2) . . .R(nk) = |T, Rfn^HT. B (n.,) 1 . . . (T. B (nR) ] . 
2 k 1 2 ~ k
(A7)
After applying Eq. (A7) to Eqs. (A4) and (A4a), Eqs. (A4) and 
(A4a) can be simplified by the use of the following formula 
(e.g., Knopp, 1956, P.151)
k=0 q+k-lCkZ
l/(l-z)q , (A8)
where z is a complex number with modulus less than 1 (|z|<l) 
and q is a positive integer. Adopting our notations 
defined so far, we can rewrite Eq. (A8) as
mj+ i=0
m .r 1 , , J+lntKJ+i(Z) 1 l/(l-z) J+i (A8a)
By the following induction, we prove now that Eqs. 
(A4) and (A4a) can be simplified to Eqs. (A6) and (A6a). 
(i) When J = 1 , applying Formulas (A7) and (A8a) to Eq. (A4) 
we get Eq. (A6).
(ii) VJhen J=2 , from Eqs. (A4a) and (A6) we have
? ... ? {[n (T-i— ) 1+iiY2 = E
m°=0 iru =0 m^ ^=0 1 ° Dl+i 2 3 N+l
N-l . . m
S + i < \ +i> ]>1=0
(A9)
By APPENDIX B, Eq. (A9) can be reduced to
N-l[ n (-2 L. ' i 1+i1=0 D- D_ .l+i 2+1
I0 j . N-2 .2+ 1-, r „ ,1+1 '3+i-,] [ n r  d ) -]
i=0
0 1 „ m ^ O  m^=0 N-im , =0 N+l
N-l
. E { n
i=0
2 + i
2 + i i l + i -) 2 + i]h (A10)
l+i 2+i
Applying Formulas (A7) and (A8a) to Eq. (A10) we get, under
the conditions that I ^ W_ ,/(^D. . .) I<1,2 + 1 l + i 2+i '
, I * .  N-2 I*(r_l_j 2+i] [ „ (1+1D 2 + .) 3+1] .
D2+ i 1=0
N-l
y2 = [ n
i=0
(All)
Bq. (All) is the same as Eq. (A6a) for the case of J = 2 since 
1E1+i = 1 and ^ 2+i = 1 (Ec3. (5.7b)) .
(iii) Assuming Eq. (A6a) is true for J = j (2<j<N-l), we want to 
prove that Eq. (A6a) is also true for J = j+1. For J = j,
Eq. (A6a) can be written as
Y . 
1
N-j + 1
[ n
i=0
j + i,
j+i
N-j
] [ n
i=0
1+i
j + i,
1+i
'j+i
1 j+l+i-j (A12)
Using the relations among 
Eq. (A12) as
(APPENDIX B), we can rewrite
Y.D
N-j
[ II
i=0
iE. . 1+iE-^n ,- (I*,,.. + ^ , • ), J + 1 1+1+J- v 3+1+1 3+1+1 ,
i 1+i ' J
Dj+i Dj+l+i
N-j-l . I * .  N-j 1+V  ..
[ n  (lV i ' +  ) 3 ] [ n (r +- - 3- -  3 1 h -  (M3)
1=0 Ej+l+i 1=0 Ej+i
From Eq. (A4a) we have
N-j . . m . ,.°o 00 OO 1 1 +- 3 +- 1Y. = E E E {Y. n k ! , .(Si. , .) 3 1+1 }
3+1 o n 0 A N-j A 3 i=0 3+1+1 3+1+1
" j + F 0 mj+2=0 ”W F 0
(A14)
Substituting Eq, (A13) into Eq, (A14) and then summing
Eq. (A14) over + we 9et/ under the conditions of (5.9),
N-j[ n (-j+l L." 'i J i=0 Dj+l+i
i 1+i 1+i iE . . E , . D . I .3 + i 3 + 1 + 1 j + l 3 + 1+1-,
1 + i ’ 1E . .3+i
[V 1 (iV,^ 1^^ .) Ij+2+i 
«  ‘V i
]. (A15)
Since (see end of this appendix for proof)
1+i 1 + i
Jj+i "j+l+i 3 + i _ i.
1+i j+l+i
*j+i
(A16)
for 21jlN-l, Eq. (Al5) is the same as Eq. (A6a) for J=j+1.
To prove Eq. (A16), we need only to prove it for the 
case of i=0, since for any value of i (CKi£N-j-l), the 
procedure of proof is the same.
If we deploy °E . , ^E. , and ^E. (defined in Eq.(5.7b))3 3+1 3
in the following form, then the proof of Eq. (A16) becomes a 
straightforward matter.
0 , 1 2  E. = ( D D 3 2 3
j-2 . ,1 2
Dj-1K  * *< °j-2 Dj-1> j-1
Jj + 1
2 3
( °3 °4 3 1D.) . . . (2D. 3D.)3 3-1 3
,2 3 j-2( D3 D4 ... D > . . . j"l
It is clear that the left-hand side of Eq. (A16) (for the 
case of i=0) can be reduced to
(1D2 2d3 -  jV  ••• (1d 3-2 S - l  W  ‘Dj
which is E_.+  ^ (defined in Eq. (5.7b) ) .
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APPENDIX B PROPERTIES OF IJ+i
Here we list and prove the relations among IJ+^*
For N>2 and 1<J<N, we have the following relations among I^t
(i)
(ii)
T0 , 0
XJ+1 mj + l ’
rN-J+l
N + l
(iii) For 1  ^ i < N-J
tn-j + mN“J XN+1 mN + l ’
j+i-( 5 + i  + mj+[> + I ij + mj+ i+1) - l i t . .
i-1
[proof] 
(i)
J+i+1-
( B 1 ) 
(B 1 a)
(B1 b)
N + 1 0( Z m u) + 1
y = j + i y
N+l
[ ( 1 m ) + 1 ] + m^ 
y=J+2 Y J+1
t° . 0
z j + i + mj+i-
(by Eq. (4-7))
(ii) N-J + l N + l
N-J„ x
A “WX=0 
N-J- 1
(J o  + m
jn+i + " vr
(by Eq. (4-6 ) )
N-J
N+l
(iii) 1. When i=l 
T1
. = iJ i.
y=J+2 y'J+l
N+i
2( Z nr ) + m°JtI
N+l 
+ I
y=J+2 y 
N
y=J+2 y
(by Eq. (4.5) )
N+1 0 0 N+1 0 1[( Z m u ) + 1] + m “ _ + [ Z (mU + m 1) ] -1
y=J + 2 Y J+1 — 7+9 y y
r t° ^ 0
1 5 + i  + mj+i
Similarly, 
*J + 2 = I T 0 . 01 5 + 2  + mj+2
0 1] + [ Z (m^ + nt“) ] - 1 
y=J+2 y y
N+1 0 1] + [ Z (m^ + nt“) ] - 1
y=J+3 y y
(B2)
(B 3 )
Substracting Eq. (B3) from Eq. (B2) we have, after rearragement, 
.1 . _0 n .1
J+2J+l [ x j + i + mj+i) + [ 1 + JS+ 2-J+2
2. When i=N-J
N-J N-J-l N-J- 1
2( 1 %  + 1) + ( E mN ) + mN+l (by E q * (4’5) }x = 0 
N-J-2 
[2 ( Y, m
N-J 
N+l
x “ x v . N-J-l N-J N-J-l, N-J-l
x=0
N-J-2
X-Q N + 1)+^ Q mN )+ mN + r Xl+mN^l+mNfl ^+mN
, TN-J-1 N-J-l. , . N-J ,
( XN + %  > + % + l  + m
N-J-l
‘n +i '* (B4)
From (ii) we have
N-J _ N-J-l N-J-l ,D_.
*N + 1 *N + 1 N+l * (B5)
Substracting Eq.(B5) from E q . (B4) we get, after rearrangement,
IN-J N-J-l N-j-i N-J N-J N-J-l
N 1 N + mN J + [ JN+1 + V u l "  XN+1 •
3. When l<i<N-J
. i-1 N+l i-1 N+l
I . = 2 T. T. m* + E m* . + T. m 1 (by Eq.(4.5))
J+1 x=0 y=J+i+l y x=0 J+1 y=J+i+l y
i-2 N+l i-2 N+l L
=  12 E E m + E m* . , +  E m | + m , . T
x=0 y=J + i + 1 y x = 0 J4,+1 y=J + i + l * J + 1
N + l
+ E
y=J+i+l y
(m* + m*y
( 4:1+ ■&> +y=J+i+l y y (B6)
Similarly,
—i _ , i-l i_i N+l • . .
J+i+1" ( IJ+i+l+mj+i + i) + 2  (« ~  )
y=J+i+2 Y y
Substracting Eq. (B7) from Eq. (B6), we get after rearrangement
(B7)
J+i" ( 1 J+i + mj+i) + ( 1.t + 14-1 + I+ mJ+i+l^~ IJ+i+l*
APPENDIX C VERIFICATION OF EQ. (5.12)
We prove here that in terms of Eq.(5.ll); Eq. (s.lO) can be 
express as Eq. (5.12).
To complete this proof, we need only to prove
3,
J+j _ j,
JJ+j J+j'
(Cl)
since °D„/°E„ and ^ D „ / ^ E „ ., are special cases when J=N, and N N N+l N+l
j=0 and j=l respectively. Because the procedures of proving 
Eq. (Cl) for different values of j and a given value of J are 
the same, we need only to prove Eq. (Cl) for a given value of j 
(I) When J=1 
3,
l + j
j, 1  -
3t
'1 + 3
1 + 3
1 + k ^ k ^ e x p  (-iü)t^ + j ) (C2)
(It should be recalled that CW =XA exp(-iwtX ) and XA isy y y y
defined in Eq.(4.ia)), which is a special case of Eq. (Cl) for J=1 
(II) Assuming Eq. (Cl) is true for J=L (l^L^N-1), i.e.,
3,
3,
L+j _ j. L+j'
L+j
we have to prove that
3,
3,
L+l+j. = 3, L+l + j'
(C3)
(C4)
L+l+j
From Eqs. (5.7) through (5.7b) and Eqs. (A16) and (C3) , we have
 ^°L+1 +j
X + l  + j
= (X + j
X +j
1+X + 1+j
1+X + i + j
1 + jE3W ) ___  L+l
L+1+i 1+^d . .L+J
= (X +j 1+X +1+j - X +i+j>/1+X + r (C5)
Substituting X + j + (iuL+j - i+j“L+:» (C6)
and l + jUL+l+j + ‘1+X +1+j - 1+X +j> (C6a)
into Eq.
^°L+1+j
X + l  + j
(C5), we get
= (X +j - 1+\ +j> ♦ I < X + j  - l+j UL+j
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<1+jUL+1 +j
since (APPENDIX D)
[ (juL+j l + j,JL+j
-  1 + j,
■l+j,
W  - iwL+l+jJ/1+juL+j-
L+l + j l  + j, JL+j ) "
(C7)
] / 1 + j u.
kjkL+l + jeXp(‘i“tL+H-j) 1 + ]0L+j'
(Where 1+^uL+j Is a complex conjugate of
! V i ± i  = j„
l + j, L+j
j,“'L+l + j
L+j + 1+ iu L+l + j -  l  + j, L+j
1 + 1mkjkL+l + jeXp(_ia)tL+l + j) UL+j'
L+l + j ‘ ' L+j
(C8)
) , Eq. (C7) becanes 
(C9)
which i s  the same as Eq. (C4) in  the l ig h t  o f  the fo llowing explanation.
Each term contained in the l a s t  expression in  Eq. (C9) i s  o f  the form
i i. i
k j kL+l + j e x p ( - l ü , t L + l + i ) [ki ki e x P ( i w t . ) ] [k . k e x p ( i w t . 3 )]
J 1 2 x 2 x 3 X4 x 4
* * • [k 2 x - l k 2xe x p ( l u , t 2^ ) J ' (CIO)
where j <±1<i 2 <. • •;*’2 x - l<^2x ^ l + j  3111:3 x = 0 , l , 2 , . . . .  Since
i .  i
tj* , ,.-[t. -t. +,L+l+3 x2 i4 t.2«"1] t?  + t . 2 + l l  X3 ^ + 3  (C11)
j
[k 2xkL + l+ j eXp(_1W tL + l + j)] *
(when x = 0 ,  t h e  o n l y  term  l e f t  on t h e  r i g h t - h a n d  s i d e  i s  t ^ + l + j ^ 1
E x p r e s s io n  (CIO) can  be r e w r i t t e n  a s
[kj k e x p ( - lu J t i  ) ]  [k k exp  (— ioi t . 2 ) ] . . .
1 1 x2 x 3
1 2 x  . .
(C12)
I t  i s  c l e a r  now t h a t  a l l  t h e  ter m s c o n t a i n e d  in  t h e  l a s t  
e x p r e s s i o n  i n  Eq. (C9) c o r r e s p o n d  t o  t h e  s e t  o f  a l l  t h e  s e t s  
{ ( j , i ^ ) ,  ( i 2 , i 2 ) ,  • • • ( i 2 x>L + l + j ) }  w h ich  a r e  d e r i v e d  from t h e
s u b s e t s  ( j ,  i . ^  i 2 , i 3 , . . . i 2 x , J + l + j )  o f  { j , j + l ,  j + 2 ,  . . . J + j ,
J + l + j }  w i t h  j + l < i 1 < i 2 < . . .  i 2 x iJ + j  (when x = 0 ,  { ( j , i ^ ) , ( i 2 , i. )^
{ ( j ,  L+l  + j ) } ) ....<i2x, L+l+j)}
U ( E q . ( s - l l ) ) ,  i t  i s  c l e a r  t h a t ,From the definition of 
except for those discussed in the last paragraph, all the terms 
of 3UL+^+jform the same set of terms in 3uL+j + 1+^UL+l+j
l+ j ,
'L+j*
APPENDIX D A PROOF OF RELATION (C8)
We prove here the relation of Eq. (C8) Multiplying both 
sides of Eq. (C8) by 1 + -*UL+j and expressing 3wL+3+j as 
-Rj U - k j +1) (l-k^+2)...(l-k^+j) kL+1+joxp(-iMt^+1+j), wo can
write Eq. (C8) as
‘V j  - 1+3uL+j)(1+juL+i+j - 1+3< W  + k: ll_kl+j) (1_k2+j)
...(1 kLfj)kL+1+jexp( 1wt^+1+j)
lt’l,W i ,kikLH*je’‘P|-M W * i l ' 
where j and L are given integers. Since
(Dl)
ti , tu2 + ... + tU2x-2= t3 , . V 1 +t"3 .....t"2- 1),
U1 u3 U2x-1 L+1 + ;l U2 U4 h l j (D2)
where u. and x are integers and 1+j < u L 4. u2 < -- £ u2x-l- L+3
each term of (jU,+j - 1+jUL+j) <1+X + l  + j ' can be
written in the form
U1 ..U3 2x-l
;jku1ku2---ku2x_1eXp(-iWtL+l + 3)CXplia)(tu2 +tu4 + -‘-+tL+l + j) 1
k k . . . k 
V 1 V2 V2y
V V1 ..3 2y-l
_1kL+l + jeXp["iw(tv 2 +tv 4 + * * * +tL+l+j ) ] , (D3)
where v^ and y are integers and l + j i v ^ K  v 2 < • . • < v2y_i - L+3* 
Thus, in order to express Eq. ( Dl) in terms of k^ and t^, 
we define the following notations:
Let B= { 1+j, 2+j,..., L+j}, (r,s ) be an element of
X={(ix,i2)/ (i3,i4)r...(i2z-i'L+1+j)} which is derived from a
subset of X 1 = {i^, i2 • ^3» ^4'*’*^2z-l^ ® with l+j ^
100.
i-2 < ••• * ^ z - l  ^  L+j ' ar*d Q (B) be the set of all the 
odd-number-elemented subsets o f B .
If U and V are sets in the form of X, and U ’, V  sets in
the form of X'f then, dividing Eq. ( Dl) by k .k exp (-itotj . .)3 Ij»'1 + 3 L+l + j
and using the notations defined above, we can write Eq. ( Dl) as
I-------------(i)---------
51 [ fl k^k^xp (iwt^) ]
U*«Q(B) ( r , s)« U_____________
kL+l+j
i r
} {
2 [ 
V« Q(n)
---- (ii)----------------
FI k k exp(-imtr)]r s s
(r, s)> V_____________ _
kL+l+j
I-------------(iii)
L+j 1+j, L+j (D4)
To build up this proof, we need only to prove the relation of 
Eq. ( D4). This relation can be proved by comparing the terms on 
both sides (all the terms are expressed in terms of k^ and t^, 
and each term in the product of Expressions (i) and (ii) corresponds 
to a pair of sets U and V, where U produces a term in Expression (i) 
and V produces a term in Expression (ii) of Eq. (D4)). Before 
the comparision of terms, to make our discussion clear we represent 
graphically the terms in Expressions (i) and (ii) on the left-hand 
side and in  ^+ and  ^+ ^ UL+j °n t*le side of Eq. ( d 4)
In Expression (i), the term corresponding to the set U= 
{(u^,u2), (u^, ) , . . . (u2x_^ tL+1+j)} can be written in the form
(k k 
U1 U2 2x-l
)exp[i.(tV^+...+t“2x-l)]. (D5)
As shown in Fig. 5.1A-(a) , we represen this expression by a series 
of disconnected links (except for the last link, each link 
including a thick solid line, a hurdle and two dots), with each 
link denoting a pair of values in U. The thick solid line u^u^ 
and the accompanying hurdles represent exp(imt^3 ), and the dot
101 .
Figure 5.1 Representations of terms in Expression (i) (Figure
A-(a)), Expression (ii) (Figure A-(b)), 1 + . (Figure
1+"j k 3B-(a)) and JU . (Figure B-(b)) of Equation (D4), and L+j
representations of the product (Figure A-(c)) of terms 
represented by Figures A-(a) and A-(b) (which produces 
a term of the product of Expressions (i) and (ii))and the 
product (Figure B-(c)) of terms represented by Figures 
B-(a) and B-(b) (which produces a term on the right-hand 
side of Equation (D4)). See the text for detailed 
description.
at u. represents ku . Notice that the last link must finish at 
i
point (L+l+j), and that between points 1+j and L+j (end-points 
included) there are an odd number of dots (dots must be situated 
at points representing integers).
In Expression (ii), the term corresponding to the set V=
{ (V 1 »v 2 ) ^ ) , . . . (V2 y_^ / L+1 + j ) } can be written in the form
(k k 
V1 v2 S y - l )eXPt‘i“ (^  + S 3 +" ' + h'+l+j* * ' (D6)
and represented by a series of reversed links shown in Fig.
5-1 A— (b) , with the dots at representing kv and the thick solid
line vav^ and the accompanying reversed hurdle representing
exp(-iiot ). The product, shown in Fig. 5.1A-(c) , of the two terms 
b
represented by Figs.5-1& - (a) and5.1A-(b) can be written as
k exp(iut ), k being the product of all the coefficients of P P P
Expressions ( D5) and ( d 6) and
u. u _ u 0 - V. V-, v„ ,
t =(t 1 +t 3 +...+t ^*“*) - (t 1 +t 3 +...+tT?Y7*) P u2 u4 L+l+3 v 2 v 4 L+1+j ' (D7)
Notice that the corresponding parts of solid lines in Fig.s.lA-(a) 
and Fig.S-lA-(b) cancel each other. We situate the dots from Fig. 
5!A-(a) above the axis line and those from Fig.5-lA-(b) below the 
axis line, though they all represents k^.
Similarly, in . the term corresponding to the set
l +D
{ (ax,a2) , (a3,a4) , . . . (a2r-i'a2r) * (with l + j ± a 1 c a? . . .
<. L+^  is represented by a series of links shown in
Fig. 5-IB-(a) , while in1 + ^ UL+  ^ the term corresponding to 
{(b1,b2), (b3,b4) ,. . . (b2s_1,b2g) } (with l+j £ b ± * t>2 *...
4 b2s i L+j) is represented by a series of reversed links shown
i n  F i g . 5.1 B - ( b ) . U n l i k e  F i g s  . 5.1 A - ( a )  a n d 5 l A - ( b ) ,  e i t h e r  F i g . 5- l B - (a )  
o r  F i g . 5» lB-(b )  i s  o f  e v e n - n u m b e r  o f  d o t s  b e t w e e n  1+ j  and  L+j 
( e n d - p o i n t s  i n c l u d e d ) , an d  t h e  l a s t  l i n k  c a n  f i n i s h  a t  an y  p o i n t  
o f  i n t e g e r  d e p e n d i n g  on t h e  s e t  o f  p a i r s  o f  i n t e g e r s  
we c h o o s e .  The p r o d u c t  o f  t h e  two t e r m s  r e p r e s e n t e d  
by  F i g s  . 5 . IB - ( a )  and5.1B- (b)  i s  shown i n  F i g . 5.16- ( c ) , w h e r e  
a d o t  a b o v e  t h e  a x i s  l i n e  r e p r e s e n t s  a k^ f ro m  F i g .  5.I B - ( a )  , 
an d  a d o t  b e l o w  t h e  a x i s  l i n e  a k^ f ro m F i g . 5 .1B - ( b )  .
We now c o m p a r e  t h e  t e r m s  on b o t h  s i d e s  o f  E q . ( D 4 ) :
(A) Bo t h  s i d e s  c o n t a i n  a t e r m  o f  u n i t y .
(B) E x c e p t  f o r  u n i t y ,  on  t h e  r i g h t - h a n d  s i d e ,  a l l
t h e  t e r m s  c o n t a i n i n g  no e x p o n e n t i a l  p a r t  ( i . e .  c o n s i s t i n g
2 2 2 2o f  p r o d u c t  o f  k . o n l y )  a r e  o f  t h i s  f o r m  k k . . . k  k
1 C1 c 2 c 2 z - l  c 2z
( p r o d u c t  o f  an  e v e n  number  o f  s q u a r e s  o f  k ^ ) . The t e r m s
o f  t h i s  k i n d  a r e  p r o d u c e d  by t h e  p r o d u c t s  o f  two t e r m s ,  o re  i n
1+>uL+j a n d  t h e  o t h e r  i n
1 + 3 UI + j ,  c o r r e s p o n d i n g  t o  t h e  same
s e t  o f  p a i r s  o f  v a l u e s .  No t e r m  c o n t a i n i n g  o n l y  p r o d u c t
k .1
l  + j
o f  an odd  numb er  o f  s q u a r e s  o f  ^ i s  p e r m i t t e d  t o  e x i s t ,
s i n c e  e a c h  t e r m  i n  ^+ -^ UL+j UT , . c o n s i s t s  o f  an  e v e nl+d
n um be r  o f  k ^ .  On t h e  l e f t - h a n d  s i d e ,  t h e  o n l y  t e r m s
2c o n t a i n i n g  no e x p o n e n t i a l  p a r t  a r e  a l s o  o f  t h e  f o r m  k
2 2 2 1 k . . . k  k . They come f ro m  E x p r e s s i o n  ( i i i )  an d
C2 c 2 z - 1  c 2z
a r e  o n e - t o - o n e  c o r r e s p o n d e n t  t o  t h o s e  t e r m s  m e n t i o n e d  
a b o v e .  The p r o d u c t  o f  E x p r e s s i o n s  ( i )  an d  ( i i )  p r o d u c e s  
some t e r m s  w h i c h  a r e  p r o d u c t s  o f  an odd n um be r  o f  s q u a r e s  
o f  k^ an d  a r e  c a n c e l l e d  by  t e r m s  o f  t h e  same f o rm  b u t  o f  
d i f f e r e n t  s i g n  f r o m  E x p r e s s i o n  ( i i i ) .
(C) F o r  t h e  t e r m s  o t h e r  t h a n  t h o s e  m e n t i o n e d  a b o v e ,  we
d e f i n e  h e r e  a t e r m - t o - t e r m  c o r r e s p o n d e n c e  b e t w e e n  t h e  r i g h t -  
h a n d  s i d e  and  t h e  l e f t - h a n d  s i d e  o f  Eq.  (D4), On t h e  l e f t -  
h a n d  s i d e ,  an y  t e r m  o f  t h i s  k i n d  c a n  be  r e p r e s e n t e d  by an
ordered pair [U,V] = [{(u^,u2), (u^  , ) , . . . (v^ , / L+1 + j ) },
1 'V 2 ^ 3 ,v4 ^ ' * • •  ^v2y_j / Ij+1 +j ) ) 1 of different sets, with
the first set producing a term of Expression (i) and the
second set producing a term of Expression (ii)? and 
l+j<ulf <u2<. . . <u2x_i-L+'j ; 1 +j~v1<v2< • • • <v2y_i- L+i •
On the right-hand side of Eq. (d 4), any term of this kind
can be represented by an ordered pair [{(a^,a2), (a^,a^),...
a^2r-l,a2r^' {(^'b2 '^ *b3'b4*' ••• (b2s-l'b2 s ^  °f
different sets, with the first set producing a term of
 ^+ -*ÜL+jand the second set producing a term of  ^+
and 1+j<a1<a2<...<a2r<L+j; 1+j<bL<b2<...<b2s<L+j.
Therefore, if we define in the following steps a 
one-to-one correspondence between the ordered pairs 
producing the terms on the left-hand side of Eq. (D4)
and the ordered pairs producing the terms on the right- 
hand side, the term-to-tcrm correspondence between the 
left-hand side and the right-hand side of Eq. ( D4) is 
clear.
(I) We represent U and V in the pair [U,V] in the
form of Figs. 5.1 A-(a) and5.1A-(b); then :
(A) When u .*v2x-l 2y-l:
(a) if u2x-l^v2y-l' fU 'V l corresponds to
f{ (u1*u2) , ( V V  ' ' • * (U2x-3'U2x-2) ' (u2x-l,
V2y-1)}' v2y-2)}] which
produces a term in +^^ L+jb+-^UL+j (Fig. 5.2A- (a)) ;
(b) if u2x_1> v2y_i lU 'V ] corresponds to
ltul-u2>' (U3'U4>'---(U2X-3'U2X-2))'((V1'V2)'
(v3, v4) .... < v2y-3' V2y-2) ' (V2y-l' u 2x-i > 1 (Fig.MA-(b)). 
When u>x_i=V2 \ ' we search from the right to the left
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Figure 5-2 The correspondence of an ordered pair [ll,V] of different 
sets (upper pair of each figure) which produces a term on the 
left-hand side of Equation (D4) to an ordered pair (lower pair 
of each figure) which produces a term on the right-hand side.
The upper pair is in the form of Figures 5-iA-(a) and5-iA-(b), and 
thelower is in the form of Figures 5-iB-(a) and 5-iB- (b) . The pairs 
enclosed by broken lines show how the upper pair is changed to 
become a lower pair. Figures A-(a), A-(b), B-(a), B-(b), C-(a) 
and C-(b) illustrate steps (I)-A-(a), A-(b), B-(a), B-(b), C-(a) 
and C-(b) for defining the one-to-one correspondence of the 
upper ordered pairs to the lower ones mentioned above.
a lo n g  t h e  a x e s  o f  and (tw o  a x e s  t o g e t h e r )  t o  f i n d  t h e  
f i r s t  ( i . e . ,  t h e  l a r g e s t )  num ber x a t  w h ic h  o n ly  o n e  d o t
appears (on ly  in  th e  a x is  o f  u . or o n ly  in  th e  a x is  o f  v , ) .  Then
B - ( a ) . I f  x  = u~ , i . e . ,  i t  i s  th e  second elem ent o f  a p a ir  
1
U^2w1-1 '  u2wl ) in  U, £ U, V] = £{ ( 1^,  u2) , (u3 , u4 ) , . . .
(u2wr l ' ■” (u2 x - l '  L+1+3 ^ '  ^ v i '  v 2 >' (v3, v 4) ,  . . .
(v2w1- l '  V2w3>> ' . . ( v 2y _ i'  b t l+ j)} j l (where i s  th e  number
(in  V) which i s  sm a ller  than and c lo s e s t  to  ) corresponds
to  [ { (u^ , u2) ,  (u3, u4 ) ,  u2w1-f-l^  ' • •■(u2x-2' u2 x - l ’ *
( ( V  v2>' (V3' V '  • • • {V2w1- l '  ^ V2w1+1>' •••
(v2y-2’ V2y-1)}]  (Fig- 5-2B-(a));
I f  X = V i  i . e . , i t  i s  the second element o f a pair
(v2w2-1 ' ) in  V, ( U, V] = ( { (uL, u2) , (u3> u4>' ■ • • tu2w2- l '
U2w2> ' * * * (u2 x - l ' L+1+i ) } ' {(v i '  v 2} ' (v3' V4'...........<V2w2-1 '
v2w2' ' . . .  (v2y_1 / L+1+j)} ] (where u ^  i s  the
5 number (in U)
which i s  sm a ller  than and c lo s e s t  to  ) corresponds to
[ ( (Up'  u2 } ' (u3' U4 )f  (u2w -1’U2w2) ' (v2w2 ' U2w2+ 1) } 
(F ig .d -2 B -(b )) ;
C -(a ). I f  51 = u„ . ,  i . e . , i t  i s  the f i r s t  elem ent o f  a p air  
i.
(u2w -1 ' u2w * 111 U' tU' ^  = ^ (ul '  u2} ' (u3' u4) '
(u2w3-1 ' U2w3>' • • • <U2x- 1' W 1+j)>' {<V V2>' lv3' V4> ' —
(v2w3-1 ' v2w3>' " *' (v2 y - l'  Ltl+:il)1 <uhere v2w3-1 i s  ^  nuInber 
(in  V) which i s  sm aller than and c lo s e s t  to  _^) corresponds
107 .
to {(u^ / u2) i (^ 3/ ' •••<"2-3-3- u2w 3-2:*' U^2w 3' U2w 3+1
(u2x-2' "2X-111' ( (vr  v2>, (v3, v4),•••(v2w 3-1' U2w 3-1}'
(v2w,' V2w 3H> ....(v2y-2' v2y-l ) }] (Fig. 5.2C- (a) ) ;
If St = V2“4-l’ i.e ., it is the first element of
a pair <V2wr l' V2*74
in V, (U,V] = ({ (uL, u2)
(u3, u4)--- (U NJ £ 1 c 2w> ' '’' <L‘2x-l' L+l+j)),
{ (vL, v2), (v3' V " * •(V2Ä4-1' V 2w„4 (v2y-l-
L+l+j)}] (where u2w _3 is the number (in U) which 
4
is smaller than and closest to v2* _j) corresponds
4
to [((ux, u2), (u3, u4)'•••(u 2w 4-1' V2^4-l)'(u 2w 4'
u2w< + l » " - - (u2x-2' U2x-In ' {(vl- v2> ' (v3' V " ”4
(v2ß.-3' V2ft.-2} ' (v2w.' V2Q + 1} '* ** (v2y-2' V2y-1))]4 4 4 4
(Fig. 5.20(b)).
(II) The correspondence of the ordered pairs [{(a^, a2),
(a3' a4)' •••(a2r-l' a2r^  1' ^ bl' b2*' b^ 3' b4 ^ * ^ b2s-l' 
b2s)}] to the ordered pairs [U, V] can be defined similarly.
APPENDIXE A PROOF OF RELATION (5.9)
We prove here that under Conditions (5.13) , (5.13a) and 
(5.13b) Relation (5.9) holds.
(A) when N=2:
we prove that
|°w2/(°Di \ ) \  < 1 and |1W3/(1D92D3) I < 1
(°E^ and ^E^ are unity) under Condition (5.13) , i.e., under the 
condition
(Eq.
|kj + |k2 l + Ik1k2 I < 1- <E1)
1 0 1 I iMultiplying | | and using the definition of
(5.7)), the inequality | ( D ) | <1 can be written as
< I (i-°w )(i-1w2)I . (E2)
(It should be recalled that W = -kY x
2 x(1-k ,) k exp (— loot ), where x<y) .y-i y y
(E2) can be rewritten as
(1-k2 ) (1-k2 ) ...x+1 x+2
Then the inequality
| k 0 ( l - k 2 ) k 2ex p ( - i ü ü t 2 ) I < 11+k^k^ e x p ( - i w t ° )  + k k ^ x p f - i w t * )
+ k0klk2exp(~iWt2^ ' (E3)
which is satisfied if (substituting k =1)
|k2 | (l-k*)< 1 - |k1| - I k ^ l  - kJ |k2 |, (E4)
since the right-hand side of (E4) is smaller than or equal
2to the right-hand side of (E3), and (1-k )>0. After the
rearrangement of (E4), we get (El), This proves that 
I / (^D )| < 1 under Condition (El).
I 1 1 2Similarly, we can prove that | W /( D^)|<1 under
Condition (El), since k^ = -1 (S^ is the core-mantle boundary 
for the case of two discontinuities).
(B) when N>2 :
We prove that (5.9) holds for J=3,4,...N and i=0,1 , . . . 
N-J+l, under Conditions (5.13a) and (5.13b) .
We prove that
(\ A  ) (V/VjV iN-l N-l N N N < 1
under Condition (22a). Multiplying 
and using Eg. (Cl), we rewrite (E5)
(E5)
(°Dm /°E .)(1D /1E )N-l N-l N N
as
) I 10  1 Iw < u , uN' ' N-l N (E6)
Since 1 - I K. < 1+Z K. exp(-iü)T.) (where K. and T.. 1 l* 1 l l ' l ll
are constants of real numbers) and (°K "^ K -1) is term-to-N-l N
term correspondent to (°U .V  “1), each term of which isN-l N
of the form K. exp(-ioJT.), we havel l
1 - ' Vi V 11 2 I Vi UN! (E7)
From (E7) we know that inequality (E6) is satisfied if
- 1 ) . (E8)
After rearrangement, (E8) can be rewritten as
110.
1 -1- VJ I ,  _K K + W < 2. N-l N 1 N 1 (E9)
Since (end of this appendix)
1+i Ii I i 1+iK , . K . + W . = K . K .J-l + l J + .1 1 J+i1 J+i J-l+i, (E10)
(E9) is Condition (5.13a) . This proves that (E5) holds under 
Condition (5.13a) .
i l l  2 2Similarly, we can prove that ( E / D )( E / D )N N N+l N + I
^W^+^|<1 under Condition (s.nb) . Using the same procedure 
which we adopted to prove (E5), we know that (5.9) holds for 
J=3,4,...N if
2K .1 + 1K .< 2 .J+i J-l+i (Ell)
Since (see §5.4 for definition of C .)J+l
(a) when J+i<N, ^C , is a subset of °C andJ + l N
'L + ^ C , , is a subset of ^C , , thereforeJ-l+i N-l
1K .^  + ^ K , <2 (from Condition (513a));J+i J-l+1 v
(b) when Jij=N+l, ^C . (j> 1) is a subset of ^CJ+j N+l
1 + i 2and C , . is a subset of c , thereforeJ-l+j N
 ^K . ^  + ^ K n . < 2 (from Condition (5.13b) ) ,J+D J-l+3
(Ell) always holds under Conditions (5.13a) and (5.13b) . Thus, 
we have proved (5.9) for J=3,4,...N.
From Eqs. (C4) and (C5) r we have
i 1 + i i i 1+i
Uj-l+i UJ+i ” WJ+i UJ+i UJ-l+i' (E12)
To prove Eq. (E10), we need only to prove that the riqht- 
hand sides, and also the left-hand sides, of Eqs. (E10) 
and (E12) have a term-to-term correspondence. From the 
definitions of (Eq. (5.11)) and '^K (Eq. (5.13c))
and from
I'S« 1 =  I k  . k  . I1 1 J+11 (1-ki+l> (1-ki+2)'•
and =  k . k1 J+i (1-ki+l)(1-ki+2'--
these term-to-term correspondences are clear.
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APPENDIX F PROOFS OF RELATIONS (5.22) AND (5.23)
For simplicity, we adopt the following notations:
Let X =  {(0,i^), (i^ , i^), — ^2x-2' ^2x-l^ wh ich is derived from a 
subset X ’ = {0, iy i2> i3, •••i2x_2' i2x-l^ of 0cN = *0, 1' 2' **-N* 
with If i^* i^< ...  ^-*-2x-l' N ‘ Let p (^CN ) t i^e Set
A 0 Anon-empty subsets X ’ of C^. Besides, if V is a sum with each
A A Aterm of the form K^exp(-iwT^), let SNF(V) denote a sum of terms 
on the right-hand side of Eq. (5.16) , which correspond to the
A
terms of V.
We first prove Relation (5.22) . From Eq. (5 18) , F - 1 can be 
written as
f - 1 = i°uN - \ >  + d v x  - + < \  - i) (FI)
Corresponding to Eq. (FI) we write SNF(F - 1) as 
SNF(F-l) = SNF(°Un - + SNF(1Un+1 - 1Un )+SNF(3Un - 1). (F2)
Now, we discuss the SNF's on the right-hand side of Eq. (F2) 
separately.
Using Eq. (5.16) and the notations defined above, we can write 
S N F ^  - 1UN) = E (( n krks)sin[a)( E t^-T)]l. (F3)L
* A .0X'fcP ( Cjj) (r, s)«X (r, s)« X
Since there is a term-to-term correspondence between ( UN 
and ( \ +1 - 1UN ), i.e.,
k k. k. ...k. exp[-iw(t^ + t.2 + ...t.2* 2)] 4---- >
U X1 *2 2x-l 1 3 2x-l
ki.ki +1 2 2x-l 2 3
- U )
Vi= ‘ko3,10 L,+ h.+ — W2x-l T - {t? + t.2 + ,ti2x-2)12x-l
(it should be recalled that t^+3 = T), using Eq. (5.16) we can write
snf(1V i - H >33
] 1 3 .
SNF(luN+l " \ } = E ( n k k ^ s i n M  Z t | )  ] } .  (F4)
X'< rq0^ )  (r , s)< X (r , s)« X
Using th e  r e la t io n
sin[o)(T -  T) ] + sin((jjx) = 2cos (cj^ ) s in  [o (t -  ] ,  (F5)
we can sum Eqs. (F3) and (F4) to  g e t
SNF(0uN -  \ >  + SNf (\ +l  -  V
= 2 o o s((4 ) 1 { ( I I  k k )s in [w ( 1 t r - | ) ] } .  (IT.)
1  *  A 0  A r  S  *  S  Z
X' fP(  C )^ (r,  S)«X (r , S )ex
Using th e  n o ta t io n s  d efin ed  in  Eqs. (5-24) and(5.24a) and the formula
fo r  d if fe r e n c e  o f  tr igon om etric  fu n c tio n s , we w r ite  (see  d e f in it io n s  
o f  Z, Z ', and P (1Cj) in  §5-4
SNF(^U^ -  1) = Z { (  II krkg )s in [w ( Z t g -  T) ]}
Z'( P ( ^ j,j) (r / s)< Z (r , s ) t  Z
= o o s (w|)S N (1CN) -  s in fu ^ C N ^ c y . (F7)
S in ce
n \ )  + p <1(y  = P (°CN) ' (F8)
i t  i s  c le a r  fron  Eqs. (F 6), ( F7 ) and (F8) th a t  Eq. (F2) can be reduced
to  Eq. (5-22) a f t e r  rearrangem ent o f  term s.
we now turn to  prove R e la tio n  (5.23). Using Eq. (5.18) we w r ite
( \  -  1)P = ( \  -  l)  + l \  -  l)  (°uN -  \ )
+ -  1) ( \ +1 -  + < \  -
and
SNPtl1^  -1)F] = SNFlHjjj -  l )  + s n f k Hjjj - l H 0^  - 1uN) ]
+ S N F [ ( \  -  1 ) ( \ +1 -  \ > ]  + SWF[(1un -  l M 1^  -  1)1 . (F10)
Since SMF(1un - 1) has been discussed (Eq. (F7)) , we need only to 
discuss the other SNF's on the right-hand side of Eq. ( F10) . Let 
K^expl-iwT^) be a term of - D  and K..exp(-iwx ^) a term of ( ’
Then, corresponding to K^ K^ exp[-ia)(xi + x^ )] the term in 
SNF[ (\j - 1) (°UN - UN) ] can be written as
K.K.sin[u)(x. + x • - T) ].I D  1 D
Since there is a term-to-term correspondence between (°UN - 1UN) and
(^ j - ) using a similar procedure in which we get the terms of
N+l N 1 0 1
Eq. ( F4) and corresponding to the above term in Sll (( ~ ^  ^ ^  ^
we have in SNF [ ( -  D  (*^+1 ~ a tenn
A A . ,- K.K .sin [ui(x. - x. ) ] .ID 1 J
Using the formula for difference of trigonometric functions, we get
SNF[ (\ ~ 1) ( \  - \) 1 + SNH (\ - 1) ( \ +1 ~ \))
= 2CN(1Cn) Z {( n y k J s i n M  Z t* “ |) 1) » ( FID
X,«P(°CN) (r, s)t X (r, s)«X
where CN(1CN) is defined in Eq.(5.24a).
If we let k^expf-iwx^) be one term, and K2exp(-iwx2) another term
in (1UN - 1), corresponding to 
k^expl-iw^ + t2)]
we have a term in SNF [ - D  " D  1
K-^sint (tx + x2 - T)]
= Kik2 s i n M ^  - ]cos[(jj(x2 - )^ ] + cos[w(x1 - ^)]sin[w(x2 - ] .
(Fl2)
From Eq. (Fl2) we can write
a ^ [ ( \  - 1)<\ - 1)1 = SNI^lCNl1^ ) + O K ^ I S N ^ )
= 2CN(1CN)f.N(1CN) . (FID)
From Eqs. (F7), (F8), (Fll) and (F13), it is clear that
Eq. (F10) can be reduced to Eq. (5-23) .
APPENDIX G DERIVATION OF EQ.(l.2) FOR MODELS WITH TOO DISCONTINUITIES
We demonstrate here the procedure stated in  §5.5 fo r  s im p l i fy in g  Eq. (3.2)
( o r  Eq.(5.16)) to  Eq.(i .2) fo r  E a r th 's  models w ith  two d is c o n t in u i t ie s .  In  
t h is  case,
° u 2 = 1 + k 0k i e x p ( - i u ) t j )  + k ^ e x p f - i w t * )  + k ^ e x p  ( - i w t ® )  , (G l )
XU3 = 1 + k 1k 2e x p ( - i (i) t 2 ) + k ^ e x p  ( - i w t ^ )  + k ^ e x p  ( - i w t * )  , ( 3 1 a )
X° 2  = 1 + k 1k 2e x p ( - i a ) t 2 ) . (G ib )
(see Eq.(5.11) f o r  d e f in i t io n  o f  \ h ) . Thus, using Eq.(5.18) fo r  N=2 and the
re la t io n s  k Q = - k 3 = 1, t °  = T ,  t *  =T -  t °  and t 3 = T -  t °  we can w r i t e
SNF ( f  -  1) = k 1 { s i n [ u ( t j  -  T)] -  s i n ( c o t j ) }  + k ^ s i n l w U ®  -  T) ]
-  s i n  ( u)t2 ) ) + k 1k 2s i n  [a) ( t 2 -  T) ]
= 2 c o s ( w | )  S N ( ° C 2 ) -  k 1k 2 (c o s  (o)|)  s i n [ w ( t 2 -  | )  )
+ s i n ( w j )  cos [u) ( 1 2 -  ^) ] } ,  (G2 )
where
S N ( ° C 2 ) = k Ls i n t  a > ( t j - | )  ] + k 2 s i n [  ü)(t2- | )  ] + k ^ s i n  [ u ( t 2" | )  1 , (G2a)  
and
SNF [(*1^-1) F ] = k 1k 2 s i n  [w ( t 2~T) ] + k ^ ^  k^ { s i n  [w ( t ® + t  2~ T ) - s i n  [ cj ( t j - t  2 ) ] }
+ k 2 { s in [ « J( t “+ t J - T ) ] - s i n ( l0 ( t “ - t ^ ] ) | +  [a. ( 2 t^ -T>  ]
= k 1 k 2 { o o s ( « , | )  s i n [ U < t * - § ) ]  -  s i n ( u | )  c o . [ « . < d - 2 ) l >
 ^ 2 2
+ 2 C O S  ( w ( t 2 - | )  ] S N ( ° C 2 ) .  (G3)
S u b s t i tu t in g  Eqs. (G2) and (G3) in to  Bq.(5.21) we g e t  a f t e r  rearrangement 
o f  terms
2 s i n ( t u j )  { co s  (hy~ ) + k 1k 2cos [ cj ( t 2 ~ | )  ] }
= 2 { c o s ( w | )  + k 1k 2 cos [ u ) ( t 2- | )  ] } S N ( ° C 2 ) ,  (G4)
which i s  simply
s i n ( u | )  = S N ( ° C 2 )
k 1 s i n  [a) ( t^ -^ - )  ] + k 2 s i n  [w ( t 2~ | )  ] + k ^ s i n  [<u ( t 2 ~ | )  ] ( g 5) 
t  I ti f  c o s ( i i ) l )  + k 1k 2cos  [o> ( t 2 - ^ )  ]% 0 .  Eq. (G5) i s  t h e  same as E q .^ 5 .2 6 )  
o r  Eq.(i .2) fo r  the case o f  two d is c o n t in u i t ie s .
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CHAPTER 6
THE EFFECT OF CRUST AND MANTLE DISCONTINUITIES ON THE 
ASYMPTOTIC SPACING BETWEEN SUCCESSIVE TORSIONAL OVERTONE 
EIGENFREQUENCIES OF THE EARTH
6.1 INTRODUCTION
As indicated in §1.2, McNabb, Anderssen and Lapwood (1976) 
derived an equation (Eq. (1.2), with constants determined explicitly only 
for the cases of one and two internal discontinuities) for the asymptotic 
behaviour of torsional overtone eigenfrequencies from a Sturm-Liouville 
system associated with torsional free oscillations of the discontinuous 
SNREI Earth. The same equation (Eq. (5.26), with constants determined 
for all cases) has been obtained in Chapters 3 and 5 from the summation 
of SH multiple reflections from discontinuities. As mentioned earlier, 
the solotone effect can be interpreted in terms of this equation.
Some properties of the solotone effect, which vary systematically 
with the depths and magnitudes of discontinuities, have been investigated 
in Chapter 2. Some of these properties have been quantitatively verified 
by Anderssen (1977) for small discontinuities about half-way (in terms of 
the shear wave radial travel time) between the Earth's surface and the core­
mantle boundary. This chapter aims to summarise the properties of the 
solotone effect and to show that these properties can be mathematically 
derived from Eq. (5.26) for the asymptotic behaviour of torsional overtone 
eigenfrequencies when the SNREI Earth models contain between the surface 
and the core-mantle boundary (i) a single discontinuity which is either 
small or near the surface; or (ii) more than one small discontinuity.
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6.2 PROPERTIES OF THE SOLOTONE EFFECT INVESTIGATED FROM MODEL STUDIES
As mentioned in §2.2, Gilbert wrote computer program MODE to
compute eigenfrequencies of SNREI Earth models from Eq. (1.1). In Chapter
2 the properties of the solotone effect were studied by examining the
behaviour of the Y n-n curves (where yn = T\ (2 n + l)*2 ( , . - ö?n)  ^;n & n X, n + 1 ß n Z
 ^ is an eigenfrequency) derived from torsional eigenfrequencies computed 
by MODE for various Earth models, because of the advantage that the baseline 
of a Yn-n curve is an estimate of the shear wave radial travel time between 
the Earth's surface and the core-mantle boundary (Anderssen and Cleary, 1974). 
Since the solotone effect is virtually a persistent oscillatory component 
in the asymptotic spacings
nl n+l°Z n°Z (6 .1)
between eigenfrequencies of successive overtone numbers n and a fixed small 
angular order number £, any proper function of n (e.g., ^y^ mentioned above) 
which is associated with discontinuous SNREI Earth models and contains n X,
as a factor will contain an oscillatory component.
In order to simplify the mathematical manipulation, we will deal
with the properties of the solotone effect exhibited in curves
YL X/
instead of in Yn“^ curves. Since the solotone effect is an oscillatory 
Yl X/
component in r„, it can be described in terms of frequency (in units of 
Yl Xy
cycles per step of increase in overtone number n) and amplitude (in units 
of radians per second).
In this study the properties of the solotone effect are re-examined 
in the -^n curves derived from torsional eigenfrequencies computed by 
MODE. It is found that the properties exhibited in the ^-n curves and 
those exhibited in the nY<i~n curves of Chapter 2 are the same. These 
properties can be summarized as follows:
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I. EARTH MODELS WITH A SINGLE DISCONTINUITY
(i) If we defined the magnitude of a discontinuity as the absolute 
value of the reflection coefficient for vertically incident SH 
waves at the discontinuity, then, for a discontinuity at a 
fixed depth, the amplitude of the solotone effect increases with 
the magnitude of the discontinuity (Fig. 2.3);
(ii) If and T^ denote the shear radial travel times from the
Earth's surface and the core-mantle boundary, respectively, to 
the discontinuity, then, as the depth of a discontinuity of a 
fixed magnitude increases, the amplitude of the solotone effect 
increases as increases until T = and then decreases as
decreases (Fig. 6.1);
(iii) As the depth of a discontinuity increases, the frequency of the
solotone effect increases as increases until T^ » and then
decreases as T ^ decreases (Fig. 6.1);
(iv) There is an observed superposed frequency in the solotone effect 
if a discontinuity is not close to the Earth's surface or the 
core-mantle boundary (Figs. 6.1C through 6.IF).
II. EARTH MODELS WITH MORE THAN ONE DISCONTINUITY
For Earth models with only small discontinuities, the composite 
solotone effect caused by the discontinuities can be described as the 
superposition of the solotone effects caused by individual discontinuities. 
For models with large discontinuities the above statement is still true, 
except for some second-order interferences.
Except for I.(ii), these properties have already been summarized 
in Chapter 2 and by Anderssen (1977). Properties I.(i), I.(iii) and 
II have been quantitatively verified by Anderssen (1977) for the cases 
of one and more small discontinuities about half-way between the Earth's
surface and the core-mantle boundary.
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Fig. 6.1 1^' -ft curves for Earth models with a discontinuity of
the same magnitude. These curves show how the properties of the 
solotone effect vary with the depth of a discontinuity. Models 
used are the same as those shown in Fig. 2.4. Each model contains 
a discontinuity of 0.3 km/soc in shear wave velocity (as shown at 
the right) and is of a constant density of 4.5 g/cmL
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6.3 THE FORM OF SOLUTIONS OF EQ. (5.26)
To derive mathematically the properties of the solotone effect 
summarized in the last section, we have to solve Eq. (5.26) for ö which is 
a function of n , and then substitute 0 into Eq. (6.1). We limit our 
discussion to the condition that
Z I n k k I < 1 (6.2)
Z'« P(°C ) (r,s)« Z r SN
(see §5.4 for definitions of Z, Z', and P(^C ), and Eq. (5.1) for
definitions of k_^ ) . Then, since the time factor in the argument of every 
sine function on the right-hand side of Eq. (5.26) is smaller than T/2, 
the solutions of Eq. (5.26) can be written in the form
a = 2 [n + h(n)jTr/T, (6.3)
where | h (w) | <1s - The expression 2h(n)7T/T is the perturbation from evenly 
distributed overtone eigenfrequencies, which is contained in the right- 
hand side of Eq. (5.26). In Fig. (6.2) we illustrate the meaning of h(n) 
for an Earth model with a single discontinuity. Substituting Eq. (6.3) 
into Eq. (6.1) we get
2 TT
nl  = T  [1 + h(n+1) " h <n >l- (6-4)
From Eq. (6.4) it is clear that h(n+l) - h(n) is responsible for the
solotone effect. In Eqs. (6.3) and (6.4) the dependence of ö and T’ on
Yl X/
angular order number £ is neglected, since we are dealing with eigen-
frequencies and r„ of fixed small £ (say £<10) and large n, and then £
dependence of eigenfrequencies and  ^on a fixed £ decreases as n increases. 
Fig. 6.3 shows, for an Earth model with a homogeneous mantle (including 
crust), the departure of overtone eigenfrequencies computed by MODE from 
2ft7T/T. From Fig. 6.3 it is clear that the dependence of V on £ decreases
Yl. X/
more rapidly with n than the dependence of ^cr^, and the dependence of 
(i.e., £ = 1) can be neglected when n^. 10.n .1
2h(
n)
TT
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6.4 MATHEMATICAL DERIVATION OF PROPERTIES OF THE SOLOTONE EFFECT
In this section we derive the properties of the solotone effect 
summarized in §6.2 from Eqs. (5.26) and (6.4). This involves solving 
Eq. (5.26) for ö. Since the derivation of exact solutions of Eq. (5.26) 
is impossible or difficult, the derivation of properties of the solotone 
effect will be pursued only for Earth models containing (i) a single 
discontinuity which is either small or near the surface or (ii) more 
than one small discontinuity, based on approximate solutions of Eq. (5.26).
6.4.1 Earth Models with a Single Discontinuity
In this case, if we let kQ = 1 Eq. (5.26) can be written as
0 1 t -t
sin(|c) = k^sin (— ---(6.5)
where T = t^ = t^ + t^, t^ and t^ are twice the shear wave radial travel
times from the Earth's surface and the core-mantle boundary, respectively,
to the discontinuity, and k^ is the reflection coefficient for up-coming
SH waves incident vertically at the discontinuity.
Eq. (6.5) contains a sine function of both t^ and t^. From the
relation that t^ + t^ = T, Eq. (6.5) can also be written in forms such
that only t^  or only t^ is involved in the equation. Since some of the
0properties of the solotone effect are described in terms of t^ only when
t° £ T/2 and of t^ only when t^ < T/2, we write Eq. (6.5) in two other 1 2 z
forms such that only t^ is involved in one form and t^ is involved in the 
other. Substituting the relation (t^  - t^)/2 = - T/2 into Eq. (6.5),
applying the formula sin (a-b) = sin (a) cos (b) - cos (a) sin (b) to the 
right-hand side, and then dividing both sides by 1 + k^  cos(t^ö), we get 
after rearrangement of terms
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tan(^ö) = k^sin(t^ö) / [1 + k^cos(t^O)]. (6 .6)
Similarly, substituting the relation (t -
we get
tan (^o) = -k sin (t^ö) / [1 “ k ^ o s  (t^ CJ) ] •
t^ ) / 2 = T/2-t2 into Eq. (6.5)
(6.6a)
For convenience in the discussion, we use Eq. (6.6) when t^ < T/2 and 
Eq. (6.6a) when t^ < T/2.
6.4.1.1 A Small Discontinuity
In this case |k^| << 1, and Eqs. (6.6) and (6.6a) can be written as
(6.7)T 0 0 Ttan(^<J) = k^sin (t^ CJ) ; £  —
and
tan(^O) = -k^sin (t^Q); t ^ < y. (6.7a)
We assume |h(n)| << 1 in this case (this is clear from Fig. 6.2).
Substituting Eq. (6.3) into Eqs. (6.7) and (6.7a), respectively, with
tan(h(n)7T) = h(n)TT we get 
0k 2t
h(n) = sin(-^nTT) ; t ° * |  (6.8)
and
kl 2t2 1 Th (n) i  —  sin(— -ni\)t < — . (6.8a)* 7T T 2 2
Substituting Eqs. (6.8) and (6.8a) into Eq. (6.4), respectively,
we get
ir£ ^ 7 { l t  ITsin(T 7r) cos[~T1(n + 7)1Th ; t° < f (6.9)
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and
rn l *
2k. 2t;
sin (— 71) cos [~~~{n + ~) ir|} 1 Tt < —2 2 (6.9a)
The coefficient k in Eqs. (6.9) and (6.9a) reflects Property I.(i) of the
solotone effect, while the sine functions reflect Property I.(ii) and 
cosine functions Property I.(iii). Figs. 6.4A and 6.4B show, for Earth 
models shown in Figs. 6.1A and 6.1C respectively, the comparison of the 
asymptotic spacings evaluated from eigenfrequencies computed by MODE
(solid lines) with those evaluated from eigenfrequencies calculated from 
Eq. (6.9) (designated by '+').
Property I. (iv) arises from the fact that  ^ values are evaluated 
only at discrete points along n- coordinate (i.e., only at points where n 
is an integer). When the discontinuity is near the Earth's surface or 
the core-mantle boundary such that 2t^/T or 2t^/T is about the order of 
0.1 or smaller, this kind of frequency does not appear (e.g., Figs. 6.1A 
and 6.1H) because there are enough points on the n-coordinate to produce 
gradual change of the cosine functions of Eqs. (6.9) and (6.9a) with n.
Substituting the relation t^ = T/2 + (t^ - t ^ ) /2 into Eq. (6.9) 
or substituting t^ = T/2 - (t^ - t^) /2 into Eq. (6.9a), we get
2k t? - t° - t1■p . 2lTr / .?'Z + l 1 r 1 2 "I . r 1 2, l. i . .T = —  {l+(-l) ---  cos — ----- t t] sin I --------  [n+ — ) TT . (6.10)n l T TT L 2T J 1 T 2 J
From Eq. (6.10) it is clear that when the discontinuity is about half-way 
(in terms of shear wave radial travel time) between the Earth's surface 
and the core-mantle boundary such that |(t^ - t^) |/T is of the order of 0.1 
or smaller, there are enough points along the n-axis to produce the sine 
function in Eq. (6.10), and therefore the oscillations of the observed 
superposed frequency (Property I.(iv)) appear as the envelope of the rapid
xT
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solotone oscillations (Fig. &■ ID andG-lE) . Eq. (6.10) is equivalent to 
Eq. (15) of Anderssen (1977) if we let cos[(t^ - t ^ ) 7T/2]-l. Since the 
second term of Eq. (6.10) changes sign for almost each incremental step 
of n, the solotone oscillations (Property I. (iii)) of high frequency 
do not contain information about the depth of the discontinuity. Instead, 
this information is contained in the slowly-changing envelope.
For a discontinuity which is not close to the Earth's surface or 
the core-mantle boundary or half-way between them, the observed superposed 
oscillations (Property I.(iv)) may provide misleading information because 
they look like the solotone effect caused by another discontinuity near the 
Earth's surface or the core-mantle boundary (Figs. 6.1C and 6.IF). It is 
not difficult to show, from Eqs. (6.9) and (6.9a), that the superposed 
frequency can be estimated by 
0T - Kt
sin (2 I------|wi) = 0; (t < — ) (6.11)
T
or
T - Kt ^
sin (2 I------—\ni\) = 0; {t2< |) (6.12)
T
where K is the integer closest to T/t^ (when t^ < T/2) or T/t^ (when t^ < T/2).
6.4.1.2 A Discontinuity near the Earth's Surface
For a discontinuity near the Earth's surface and a discontinuity 
near the core-mantle boundary, the mathematical derivation of properties 
of the solotone effect is similar. But since no geophysical evidence 
has so far been observed for the existence of discontinuities near the 
core-mantle boundary, we treat here only the case of a discontinuity
near the Earth's surface.
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In this case |t^/T|<< 1 . Substituting Eq. (6.3) into Eq. (6.6)
we get
0k^ sin (2t^mr/T)
h {n) t - arc tan | - - - - - - - — - - J .  (6.12)
1 + k^cos (2t^n7T/T)
Substituting Eq. (6.12) into Eq. (6.4), using the trigonometric relation
X-Yarc tan(X) - arc tan(Y) = arc tan (---- ) (6.13)1+XY
and the relations arc tan (0) = 0, sin (0) = 0 and cos (0) = 1-0 when 
0<<1, we can write Eq. (6.4) as
Ton a
2I fl 2ki h
T  {1 + ~ T
cos\2 (n + ^) t^ TT /T I + k^
1 + 2 k^cos [2 (n + ~) t^ tt /T] + k^
(6.14)
Note that when k^<<l, Eq. (6.14) can be reduced to Eq. (6.9). The 
coefficient of the second term of Eq. (6.14) reflects Properties I.(i) 
and I.(ii) of the solotone effect, while the cosine functions reflect 
Property I.(iii). Property I.(iv) does not exist in this case.
It is clear from Eq. (6.14) that the solotone oscillations caused 
by small discontinuities (i.e., k^<<l) near the Earth's surface are 
negligible, and only those caused by large discontinuities are important 
in this case. The solotone effect caused by a large discontinuity near the 
Earth's surface can no longer be represented by a simple sinusoidal function 
of n , since the second and third terms of the denominator of Eq. (6.14) 
cannot be neglected. For the Earth model shown in Fig. 6.5A, Fig. 6.5B 
shows the shape of the curve derived from eigenfrcqucncies computed
by MODE and Fig. 6.5C shows the comparison of part of these  ^values
(solid line) with those evaluated from Eq. (6.14) (designated by '+').
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Fig. G.5 For an Earth model shown in Fig. A, Fig. B shows the shape 
of the yY -n curve derived from eigenfrequencies computed
by MODE, and Fig. C the comparison of part of these Tn 1
values (solid line) with those evaluated from Eq. (6.14) 
(designated by '+').
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6.4.2 Earth Models with more than One Small Discontinuity
We derive here Property II (§6.2) of the solotone effect only 
for the case of N small discontinuities such that
N
£ I k. I « 1. (6.15)
i=l 1
Substituting kQ = 1 and neglecting the terms consisting of coefficient of 
second or higher order of k^, we can rewrite Eq. (5.26) as
N t° - t1 1
sin (— a) ¥ £ k sin (--1- — ^-a) . (6.16)
i=l
If we substitute Eq. (6.3) into Eq. (6.16) and follow the same procedure 
by which we derived Eqs. (6.9) and (6.9a), it is not difficult to show 
that
J 2k. t° 2t°
F0 = —  {l + E — — sin (-—  tt) cos (n + —) tt]n l T  . , tt T l T  2 1i=l
N 2k. t1 2t1
- E — -  sin ( - ^  tt) cos in + h  tt]}, (6.17)
i=J+l
where J is the number of discontinuities above the half-way (in terms of 
the shear wave radial travel time) between the Earth's surface and the 
core-mantle boundary.
From Eq. (6.17) it is clear that in the case of small discontin­
uities the composite solotone effect is the superposition of the effects 
corresponding to individual discontinuities. For a model shown in Fig. 
6.6A which includes two discontinuities in shear wave velocity at depths 
of 400 km and 600 km respectively, Fig. 6.6B shows the composite
solotone effect exhibited in the I" - n curve derived from torsionaln 1
eigenfrequencies computed by MODE, and Fig. 6.6C shows the comparison
A
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effect exhibited in the F -n curve derived fromn 1
eigenfrequencies computed by MODE, and Fig. C the comparison
of part of these F values (solid line) with those evaluated n 1
from Eg. (6.17) (designated by ' + ')•
1-3 2 .
of part of the values shown in Fig. 6.6B (solid line) with those
evaluated from Eq. (6.17) (designated by '+').
For Earth models with large discontinuities, it is difficult 
to obtain approximate solutions of Eq. (5.26) for G, so computational 
solutions were used. For the Earth model shown in Fig. 6.7A, we compare 
in Fig. 6.7B  ^ values (solid line) derived from eigenfrequencies
computed by MODE with those (designated by '+') derived from solutions 
of Eq. (5.26) calculated by a computer with the BISECTION algorithm 
(e.g., Pennington, 1970, p. 274). The almost exact coincidence, except 
for small n' s , of these two sets of data is clear. This proves 
indirectly not only that the solotone effect is controlled by Eq. (5.26), 
but also that the variational method of Backus and Gilbert (1967) is 
highly accurate in calculating eigenfrequencies of the Earth models.
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Fig. 6.7 For an Earth model shown in Fig. A, Fig. B shows the comparison 
of r values (solid line) derived from eigenfrequencies
computed by MODE with those (designated by ’+') derived 
from solutions of Eq. (5.26) calculated by a computer with 
the BISECTION algorithm.
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CHAPTER 7
EFFECT OF EARTH STRUCTURE ON RADIAL OSCILLATIONS 
7.1 INTRODUCTION
So far, only the effect of discontinuities in the Earth's crust 
and mantle on torsional free oscillations has been discussed in this 
thesis. Transition regions in the Earth are important structural 
features, but their effect on the Earth's free oscillations has not 
yet been examined in sufficient detail. However, at least for torsional 
oscillations, it is clear that in this case the solotone effect is 
modified such that its amplitude decreases with increasing overtone 
number. This is a consequence of the fact that the amplitudes of waves 
reflected from transitions of finite width decrease as the frequency of 
the incident wave increases (cf. Wolf, 1937). This point is illustrated 
in Fig. 7.1.
Since (Anderssen, Cleary and Dziewonski, 1975) the differential 
equation for radial free oscillations can be written as a Sturm-Liouville 
system of the type examined by McNabb, Anderssen and Lapwood (1975), 
the above results should remain valid for radial oscillations. Anderssen, 
Cleary and Dziewonski (1975) showed that the spacings between observed 
radial (and, for Z - 1, spheroidal) eigenfrequencies of successive 
overtone numbers contain an oscillatory component. In this chapter 
the effects of the core-mantle (C/M) and inner-outer core (I/O) boundaries, 
and of the crust and upper mantle structure, on radial oscillations 
are studied, in order to confirm that results for torsional free 
oscillations are applicable to radial oscillations, and to provide a 
general basis for further Earth modelling.
Anderssen, Cleary and Dziewonski (1975) also showed, in their 
figure 1, that the spacings between observed normal modes and between the
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corresponding eigcnfrcqucnci.es of model 1066A or 1066B (Gilbert and 
Dziewonski, 1975) have some minor differences. We have examined the 
sensitivity of these differences to changes in the structure of the 
core boundaries, and the possibility of obtaining further information 
of the Earth's structure from the observed radial normal modes.
We restrict attention to radial oscillations, since they 
correspond to vertical PKIKP rays with no P/SV conversion at interfaces.
The results show that each of the structural regions considered produces an 
oscillation of a particular period in the spacings between eigen- 
frequencies of successive overtone numbers. The period is determined 
by the location of the region, whereas the amplitude of the oscillation 
is closely related to the velocity and density contract across the region 
and decreases at a rate related to its width.
7.2 TERMINOLOGY
7.2.1 Y .7 Curves
The effect of Earth structure on free oscillations is
exhibited in the spacing of eigenfrequencies. Therefore, any proper
parameter which depends on the overtone eigenfrequency spacing will
reflect the effect of Earth structure. For fixed angular order number
one such parameter is Y7 (K) =TT/ [ G-, (k ) - G7 (k )], where G? (k ) are
Yl U Yl + ± L Yl L Yl Is
the eigenfrequencies of any of the (ScS) , (ScS) , PKIKP and JH V V
sequences (§1.4). This parameter was first used by Anderssen, Cleary 
and Dziewonski (1975) and has the advantage that, when l is small, the 
baseline for the ^y^ (K) - n curve yields a reliable estimate of the 
radial travel time for PKIKP waves (from oscillations of PKIKP type, 
such as radial oscillations) or for S waves between the surface and the 
core-mantle boundary (from oscillations of S1I or SV type, such as 
torsional free oscillations). Since we are dealing here mainly with
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free oscillations equivalent to PKIKP waves, for brevity we simply 
use y 7 for Y-, (PKIKP) and CJY for (PKIKP) except where otherwise
Yt Is Yl Is Yl Is Yl Is
stated. It should be noted that the parameter y^ differs slightly
from the parameter ^y^ defined by Eq. (2.2), which also yields a valid
estimate of radial travel times.
In order to examine the effect of Earth structure on y.,, itsn l
values are normally plotted as a function of n. This chapter is concerned 
mainly with the effects on ^y^ of discontinuities and transition layers.
These effects occur as oscillations in the y n curves, which are describedn l
in terms of amplitude (in unit of seconds) and frequency (in cycles per 
unit n) or period (in units of n).
7.2.2 Magnitudes of Discontinuities and Transition Layers
We define a transition layer as a spherically symmetric region
of limited thickness in the Earth's interior, in which the density and
the congressional and shear wave velocities are monotone functions of
depth. It is clear that a discontinuity is the limiting case where a
transition layer has zero thickness. In order to be consistent with
normal terminology, however, we will restrict the case of the term
'transition layer' to regions of finite thickness.
The radial free oscillations are equivalent to vertically
incident PKIKP waves. If the results for torsional eigenfrequencies
are applicable to radial free oscillations, the amplitude of the oscillation
in the Y curve caused by a discontinuity is related to the reflectionn 0
coefficient for these waves at the discontinuity, which in turn is
-toe-
related to^ magnitude of the discontinuity which is defined as the absolute
value of the reflection for vertically incident P waves, i.e. -------------------- - ---- -^------------- --------------------
Ip+a+ - p a  |/(p+a+ + p a ) (7.1)
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where (p ,ot ) and (p , a  ) are pairs of density and P wave velocity on 
opposite sides of the discontinuity. This can be generalized to the
case of a transition layer. Since the reflection coefficient for these 
waves at a transition layer is closely related to the contrast in the 
acoustic impedance (product of density and velocity) at the two ends of 
the transition layer (of. Wolf, 1937), we define the magnitude of a 
transition layer to be (7.1), where (p+ , a + ) and (p~,cT)  denote the pairs 
of density and P wave velocity values at the two ends of the transition 
layer.
Let R(u),d) denote the absolute value of the reflection coefficient 
for waves of angular frequency w normally incident at a transition layer 
with thickness d. Then R(G0,d) approaches (7.1) as GO approaches zero, 
and, generally speaking, R(G0,d) decreases as GO increases. The rate of 
decrease is closely associated with d: the larger d, the more rapid the 
decrease in R(t0,d) (of. Wolf, 1937). This implies that, for waves with 
wavelengths much greater than d, the transition layer can be treated as 
a discontinuity, while the reflection of waves with wavelengths much 
smaller than d at the transition layer is neglible.
7.3 EFFECTS OF CORE BOUNDARIES
The effects of the I/O and C/M boundaries will be studied by 
systematic replacement of either or both of the I/O and C/M discontinuities 
by linear transition layers as shown in Fig. 7.2.
7.3.1 Earth Models Used
Models 1066A (Fig. 7.3A; Gilbert and Dziewonski, 1975) and 
HOMO (with homogeneous mantle, outer core and inner core; Fig. 7.3B), 
and a set of models derived from them by systematic replacement of 
either or both of the I/O and C/M discontinuities by linear transition 
layers, are used in this section.
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Fig. 7.2 Diagram showing how a discontinuity in a parameter is 
replaced by a linear transition layer.
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Fig. 7.3 Models 1066A (Fig. A) and HOMO (Fig. B) and some other 
models ACxIy and IlCxIy derived from them. See text for 
descriptions of ACxIy and HCxIy.
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Model 1066A is continuous except at the crust-mantle, I/O and 
C/M boundaries, where the discontinuities in density and elastic wave 
velocities are large. It has been confirmed experimentally that, compared 
to the effects of the core boundaries, the effect of the crust-mantle 
discontinuity on the radial free oscillations is negligible for 1066A.
It is therefore not necessary to take its existence into account. For 
convenience the Earth models derived from 1066A are referred to as 
ACxly, where ACxIy contains a linear transition layer ACx of thickness 
x at the C/M boundary and a linear transition layer Aly of thickness y 
at the I/O boundary. Model ACOIO corresponds to 1066A. Some other 
examples of ACxly are shown in Fig. 7.3A. Although it is known from 
the observations of short period reflections such as PcP and PKiKP that 
the changes in elastic properties at both core boundaries are quite 
abrupt, for the purposes of this investigation models with transition 
layers of several hundred km at the core boundaries have been included.
The simple model HOMO was constructed from model PEM 
(Dziewonski, Hales and Lapwood, 1975) by taking the average values of 
density, P and S wave velocities for the mantle (including the crust), 
the outer core and the inner core, in the sense that total mass and the 
P and S wave radial travel times are preserved. The models derived 
from HOMO are referred to as HCxIy, where HCxIy, like ACxly, is a model 
with a C/M transition layer of thickness x and an I/O transition layer 
of thickness y.
7.3.2 Result
Our results show that the curves for models 1066A andn 0
HOMO contain, for high overtone numbers (say, n>20), two distinct 
oscillations with periods of 5.5 and 2.4, which are produced by the I/O 
and C/M discontinuities respectively. If either of the discontinuities
is replaced by a linear transition layer, the amplitude of the corresponding
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oscillation decreases as the overtone number n increases. The rate of 
the decrease is closely related to the thickness of the transition 
layer : the thicker the transition layer, the more rapid the amplitude 
decrease. This is related to the above-mentioned property that, for 
a fixed value of d, R((t,d) decreases as U) increases. We now discuss 
separately the effects at the core boundaries.
7.3.2.1 Effect of a Discontinuity or Transition Layer at the I/O
Boundary
Figs. 7.4 and 7.5 show the q curves constructed from ACxIy 
and HCxIy, respectively, with varying thickness y. The ^y curves in 
the right-hand column of each figure contain, for n>20, an oscillation 
with period 5.5. Except for small n, these curves have a negligibly 
small C/M boundary effect, because the C/M discontinuity has been 
replaced by an 800 km transition layer. They are much simpler than 
those in the left-hand columns, where the discontinuity has been retained
In both Figs. 7.4 and 7.5, when y\0 the amplitude of the 
oscillation with period 5.5 in the y curve decreases with increasing n3 
and the rate of the decrease is closely associated with the value of y.
In addition, there is a close agreement in behaviour, as y increases, 
between the corresponding curves in Figs. 7.4 and 7.5. For y>200 km, 
the decrease in the amplitude of the oscillation is restricted to the 
range 0<n<20, except for a slowly-decreasing ripple (with a period 
of about 8) in Fig. 7.4, which is produced by the transition zone in 
the upper mantle of 1066A.
It is therefore clear that the oscillation in Figs. 7.4A and 
7.5A having a period of 5.5 arises from the I/O discontinuity. It 
follows that the oscillation having a period of 2.4 in the left-hand 
columns of Figs. 7.4 and 7.5 is produced by the C/M discontinuity, since 
in both 1066A and HOMO the only two dominant structural features which
143.
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Fig. 7.4 n ^ Q ~ n curvos constructed from ACxIy with varying y and fixed 
x values of 0 km (left column) and 800 km (right column).
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Fig. 7.5 0 ~ n  curves constructed from HCxIy with varying y and fixed 
x values of 0 km (left column) and 800 km (right column).
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can cause large amplitude oscillations in the Yq curves are the I/O 
and C/M discontinuities.
7.3.2.2 Effect of a Discontinuity or Transition Layer at the C/M 
Boundary
Figs. 7.6 and 7.7 show ^Yq curves constructed from models ACxIy
and HCxIy, respectively, with varying x values. The effect of the I/O
boundary on the ^Yq curves in the right columns of Figs. 7.6 and 7.7 is
greatly reduced when n is large, since it is replaced by a 300 km thick
transition layer. For n>20, these y~ curves contain an oscillationn' 0
with period 2.4. As the C/M transition layer is extended to 800 km,
the amplitude of this oscillation is significantly reduced. It can
therefore be identified as the effect of the C/M transition layer.
As x increases, the change in the form of the Y~ curves isn 0
more complex for ACxIy than for HCxIy. The character of the change 
common to both 1066A and HOMO is: when x = 0 (i.e., the C/M boundary 
is a discontinuity), the oscillation with period 2.4 is persistent 
(cf. Figs. 7.6A and 7.7A), whereas when x } 0 (i.e., the C/M boundary 
is a transition layer), the amplitude of this oscillation decreases 
with increasing n (cf. Figs. 7.6D through 7.6G and 7.7B through 7.7G).
The rate of decrease is closely related to the value of x.
In addition, the character of the change for ACxIy has the 
following two properties:
(i) The amplitude of the oscillation with period 2.4 increases with 
increasing x (cf. the right-hand curves of Figs. 7.6B through 
7.6D for the range 10<Yz£30). This increase corresponds to an 
increase in the magnitude of the C/M transition layer when x is 
increased. Such an increase in magnitude will occur for most 
existing Earth models. The dependence of this magnitude on x 
is shown in Fig. 7.8 for models 1066A, 1066B (Gilbert and Dziewonski,
1975), B497 (Dziewonski and Gilbert, 1973, Appendix Al), PEM
1 4 6 .
6 6 0 . 0
6 4 0 - 0
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AC 013006 2 0 . 0
6 0 0 . 0
5 8 0 . 0
5 6 0 . 0
6 6 0 . 0
AC 5010
AC50I3Q0
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60 0 .1 )
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AC 10010
AC 1001300
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AC 2001300
O  60 0  . 0
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AC 4001300
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1 1 J_i Li i 1 M il  1 i i  1 i 1. i—1-1 1 L i l l  1 L.i _i
10 ? 0  30 40  60  60
Fig. 7.6 curves constructed from ACxIy with varying x and fixed
y values of 0 km (loft column) and 300 km (right column).
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Fig. 7.7 Y - y i curves constructed from HCxIy with varying x and fixed n 0
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Fig. 7.8 The dependence of the magnitude of the C/M transition layer 
on the thickness of the layer for different Earth models.
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(Dziewonski, Hales and Lapwood, 1975) and C2 (Anderson and 
Hart, 1976).
(ii) The amplitude of the oscillation with period 2.4 increases with 
increasing n; in particular, for n>10 when x = 50 km, and for 
10<n<45 when x = 100 km. Its connection with any special 
characteristic of the C/M boundary is unknown.
Because of (i) and (ii), the decrease (with n) of the amplitude 
of the oscillation with period 2.4 is much slower for ACxIy than for 
HCxIy.
7.4 EFFECT OF THE CRUST AND UPPER MANTLE STRUCTURE
From §7.3 it follows that a discontinuity or a transition
layer will produce in the ^Yq curve an oscillation with a particular
frequency determined by its position. The oscillation produced by a
discontinuity is persistent, whereas the amplitude of the oscillation
produced by a transition layer decreases with n at a rate closely related
to the thickness of the transition layer. In this section the effect of
crust and upper mantle structure on the Y^ curve will be discussedn 0
based on this conclusion.
The upper mantle (extending from the base of the crust to a 
depth of about 1000 km) is the region where the density and P and S wave 
velocities are most complicated and where the existing Earth models differ 
most. These Earth models can be divided into two classes : those 
containing a discontinuous upper mantle, which generates a persistent
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oscillation in the curve, and those containing a continuous upper
mantle, which generates an oscillation with decreasing amplitude. To 
illustrate, the effect of the continuous upper mantle of 1066A and that 
of the discontinuous upper mantle of 1066B are compared in Fig. 7.9. The 
curves for models 1066A and 1066B (constructed from the same set ofn ' 0
geophysical data) are also compared in Fig. 7.10.
The oscillation corresponding to the upper mantle structure 
has a period of 8 (approximately). Except for discontinuities, the 
effect of upper mantle structure on the y^ curve is mainly restricted 
to n<20 (Fig. 7.9). Therefore, for n>20, the oscillation only corresponds 
to the upper mantle discontinuities and rapid transition layers. For 
example, the slowly-decreasing ripples marked by arrows in Figs. 7.4 and 
7.6 arise from the transition region in the upper mantle. Since the 
discontinuities and rapid transition layers generate oscillations with 
similar periods, their individual properties cannot be separated. Thus 
the effects of the 421 km and 671 km discontinuities in model 1066B 
combine to form an oscillation with period 8 (Figs. 7.9 and 7.10).
For torsional oscillations, it has been shown in Chapter 6 
that the amplitude of the solotone effect corresponding to a discontinuity 
in the upper mantle or crust is proportional to k^sin(t^TT/a) while the 
period of the solotone effect is a/t^, where k^ is the reflection 
coefficient at the discontinuity for normally incident SH waves, and 
t and a are the shear wave radial travel times from the Earth's surface 
to the discontinuity and the core-mantle boundary respectively. Numerical 
experimentation has indicated that this result can be extended to radial 
oscillations. Thus the oscillation generated by a discontinuity or 
transition layer in the upper mantle or crust will have a period z^/z^ 
and an amplitude closely associated with the product of the magnitude 
of the discontinuity or transition layer and sin (z^ TT/z^ ) , where z  ^ and z() 
are the P wave radial travel times from the Earth's surface to the
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Fig. 7.10 Comparison of r^ Q ~ n curves for models 1066A (solid line) 
and 1066B (dashed line) .
discontinuity or transition layer and the Earth's center respectively. 
Therefore, as a discontinuity or a transition layer in the upper mantle 
is moved toward the surface of a model Earth, the oscillation in the 
nYQ curve corresponding to it becomes smaller in amplitude and longer in 
period.
Accordingly, an oscillation corresponding to a discontinuity 
or transition layer in the crust will have a very long period and a very 
small amplitude, since z /z will be very small. In particular, for a 
discontinuity at a depth less than 40 km and with a magnitude less 
than 0.5, the corresponding oscillation will have a peak-to-peak amplitude 
less than 10s.
It follows from the above that although the dominant effects 
in nY0 curves from radial oscillations of PKIKP type are produced by 
the C/M and I/O discontinuities (as indicated by Anderssen, Cleary and 
Dziewonski, 1975), it may be possible to separate out upper mantle 
effects on the basis of period.
7.5 COMPARISON BETWEEN OBSERVED AND SYNTHETIC DATA
Fig. 7.11B shows the differences between y^ values for modeln 0
1066A (Curve 1) and for observed free oscillation data (designated by 'x').
It can be seen that 1066A fits the observed y values well for n<2 and
n 0
that, in general, when n increases, the fit becomes worse. This trend 
indicates that the differences in ^y^ values could be reduced by changing 
the parameter values concerning discontinuities and/or rapid transitions 
in the model.
Shown in Fig. 7.11A (Curves 2 and 3) are two perturbed models 
of 1066A which fit, except for ^Yq / the observed ^y^ values better than 
1066A. Fig. 7.11 confirms that the radial normal mode data for small 
overtone numbers cannot distinguish an Earth model with discontinuous 
core boundaries from an Earth model with continuous ones. Although the
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Fig. 7.11 Error ranges (designated by triangles) and comparison of observed 
y values (designated by 'x') and those constructed from 1066A (curve 1) 
an§ two perturbed models of 1066A (curves 2 and 3). One perturbed model 
is derived from 1066A by shifting the C/M and I/O discontinuities toward 
the Earth's surface by 10 and 70 km respectively, and the other by replacing 
the discontinuities by 20 and 140 km thick transition layers in the way shown.
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perturbed models are not realistic, the results show that the differences 
between values derived from observed data and eigenfrequencies of
1066A are sensitive to the changes in parameter values defining the 
core boundaries, and indicate that if sufficiently refined normal mode 
data, including high overtone numbers, can be obtained, the Earth model 
can be improved significantly.
Fig. 7.11 B also shows the error ranges (designated by triangles) 
of the observed ^Yq values, based on the observation errors listed by 
Gilbert and Dziewonski (1975). It is clear from these that, in addition 
to data of higher overtone number, a refinement of the present data is 
required for satisfactory constraint on the Earth's fine structure.
If lateral variations in the radius of the C/M boundary exist, 
as suggested, for example, by Hide and Horai (1968), then because of 
the averaging properties of free oscillations, the effect of these 
variations would be similar to that of a transition layer at the boundary. 
It follows from the above results that such variations would not be 
detectable by the present radial oscillation data.
7.6 CONCLUSIONS
The above results may be summarized as follows:
(1) A riYQ curve comprises a baseline component whose value is determined 
by the P wave radial travel time from the surface to the centre of the 
Earth, and an oscillatory component which reflects the structure in the 
Earth's interior, including gradual slopes, transition layers and 
discontinuities;
(2) The effect of a discontinuity on the ^YQ curve is seen as a 
persistent oscillation, while the effect of a transition layer is seen 
as an oscillation whose amplitude decreases with n at a rate closely 
associated with the thickness of the layer. The amplitude of the
oscillation is closely related to the magnitude of the discontinuity or
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transition layer, while the period is related to its position. A 
consequence of this is that the effects of gradual slopes on the 
curve are limited to small overtone numbers (say n<20) only;
(3) It is known from the observation of short period waves that the 
I/O and C/M boundaries are discontinuities or very rapid transition 
layers of large magnitudes, therefore their effects on the Earth's 
radial oscillations are persistent or almost persistent oscillations 
in the ^Yq curve having periods of about 5.5 and 2.4 respectively.
Except for very rapid transition layers or discontinuities, the effect 
of upper mantle structure is mostly restricted to n<-20. The
oscillation corresponding to the structure of the upper mantle has
a period of about 8. The effect of crustal structure on the radial 
oscillations is seen as an oscillation of very long period and very small 
amplitude (less than 10s from peak-to-peak);
(4) As a consequence of the above, the oscillations of very small
n (say, n<5) in the ^Yq curve are a composite effect of all the Earth's 
interior structures (gradual slopes, transition layers and discontinuities), 
i.e., they reflect the overall spherically symmetric structure of the 
Earth. When n increases, the oscillations tend to reflect local structures 
such as very rapid transitions and discontinuities, i.e., their effects 
are proportionally greater. When n>20, the oscillations are mostly 
the effects of these very rapid transition layers and discontinuities;
(5) The exact manner in which the effects of all the structural features 
of the Earth on the radial free oscillations are composed still requires
a detailed study. By neglecting the minor effects and the interference
among the effects of major structural features, however, we can represent
the overall composite effect of the Earth's structure as the sum of all
the individual oscillations in the y^ curve. Fig. 12 shows the
n ' 0
comparison of ^Yq (1066a ) (solid line) and [^Yq (AC800I0) + ^Yq
y _ (AC800I800)] (designated by 'x') structures, wheren ' 0(AC0I800)
puD (V99C
H
) 0. U
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(6) A comparison between observed and synthetic ^Yq values confirms 
that the radial normal mode data for small overtone number cannot 
distinguish a continuous Earth model from a discontinuous one. Because of 
the large error ranges of the observed ^Yq values and the nature of 
free oscillations of low overtone number, information about the fine 
structure of the Earth and lateral variations in the radius of the
C/M boundary cannot be detected by the present radial oscillation data.
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CHAPTER 8
GENERAL DISCUSSION
A major aim in geophysics is to extend the power of available 
data to constrain Earth structure. This can be achieved in a number of 
ways:
(i) by improvising the quantity and quality of data;
(ii) by developing theory which permits a more sophisticated 
interpretation of existing data, and
(iii) by developing theory which indicated the type of additional 
data that should, if possible, be collected.
This thesis has been mainly concerned with this last aspect as well as 
the development of a technique which will facilitate the accomplishment 
of (i) in that it has centred around an examination of the constraining 
power of free oscillation data of high overtone number which are not yet 
available, and the refinement of a technique by which such data might 
be obtained indirectly.
In particular, the thesis has been directed towards extending 
Brune's method of deriving higher overtone eigenfrequency information from 
body wave data to include the effect of internal discontinuities in the 
Earth. The initial insight into this problem came from model studies which 
showed that the solotone effect for torsional oscillations could be derived 
by the summation of SH waves reflected at internal discontinuities. This 
highlighted the problem that Brune's method in its original form was not 
applicable to discontinuous models. In fact the window lengths used by 
Brune (1964) and Brune and Gilbert (1974) in obtaining data excluded 
reflections from such discontinuities, and consequently the resulting data 
were incapable of constraining the fine structure of the upper mantle in 
the studies by Gilbert, Dziewonski and Brune (1973) and Gilbert and 
Dziewonski (1975). An associated point, concerning the size of 
the errors associated with the neglect of discontinuity effects, has
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recently been made in an independent study by Kennett and Nolet (1978) , 
where the solotone effect was examined by relating the high frequency 
torsional mode dispersion to the intercept time as a function of 
slowness derived from SH travel times, using an approach of Pekeris (1965) 
as formalized by Woodhouse (1978).
A theoretical framework was then developed to establish the 
validity of the results obtained from the model experiments. In the 
course of this, it was shown that, for the case of one discontinuity in 
the crust or mantle, the equation derived by McNabb, Anderssen and 
Lapwood (1976) for the asymptotic behaviour of torsional overtone 
eigenfrequencies can be obtained from an extension of Brune's equation 
to summations of SH waves recorded at small distances and multiply-reflected 
at the Earth's surface, the core-mantle boundary, and the internal 
discontinuity. Following this, the study was generalized to include an 
arbitrary number of discontinuities. A geophysical interpretation of 
the constants in the McNabb et at. formulation was obtained, and the 
ray-mode duality established for discontinuous Earth models.
The effect of the magnitudes and depths of the discontinuities 
on the solotone oscillations was examined in some detail. Independent 
work on the same problem has recently been published by Sato and Lapwood 
(1977a,b) and Lapwood and Sato (1977) where, for homogeneous spherical 
layers, the solotone effect was examined using eigenfrequencies evaluated 
from an exact frequency equation, in terms of spherical Bessel functions, 
and some asymptotic formulae.
The overtone behaviour of radial eigenfrequencies was investigated 
computationally in a manner similar to that used for the torsionals. The 
differences between the solotine effects produced by discontinuities and by 
transition layers were examined, as a means of determining the constraining 
power of these oscillations on the resolution of fine structure at the 
core-mantle and inner-outer core boundaries, as well as in the upper mantle.
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It was found that the solotone effect produced by a transition layer 
decayed in amplitude as the overtone number increased. The study 
confirmed that presently available data are unable to detect lateral 
variations in core radii of the type proposed, for example by Hide and 
Horai (1968).
Gilbert and Dziewonski (1975) have indicated that it is possible, 
using their stacking and stripping procedures, to obtain free oscillation 
data of higher overtone number than has been so far observed. It is 
clear that such data would be useful if it could be extended to sufficiently 
high overtone number with sufficient precision of measurement. In practice, 
however, such information might be obtained more readily by a careful 
application of an extended Brune technique at short epicentral distances.
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