Classical conditions for ensuring the robust stability of a linear system in feedback with a sector-bounded nonlinearity include small gain, circle, passivity, and conicity theorems. In this work, we present a similar stability condition, but expressed in terms of relations defined on a general semi-inner product space. This increased generality leads to a clean result that can be specialized in a variety of ways. First, we show how to recover both sufficient and necessary-and-sufficient versions of the aforementioned classical results. Second, we show that suitably choosing the semi-inner product space leads to a new necessary and sufficient condition for weighted stability, which is in turn sufficient for exponential stability.
y 1 = Ge 1 (1d) Figure 1 : Two interconnected systems. We assume in this work that G is linear and Φ is a sector-bounded nonlinearity.
be defined as holding pointwise in time (see for example [13, §6.1] and [8, §1] ). Results can also be formulated in discrete or continuous time. Finally, one can use a different notion of stability. For example, recent works have developed conditions that guarantee robust exponential stability. Under mild assumptions, input-output stability automatically implies exponential stability [12, 22] . However, constructing an exponential rate via a gain bound is conservative in general [2] . Less conservative sufficient conditions appeared in [2, 10] but it is not known whether these conditions are also necessary. These issues arose in the context of analyzing iterative algorithms [7, 15] , where it is desirable to have tight bounds on worst-case convergence rates.
Main contribution. Our main contribution is a robust stability theorem that unifies and generalizes many of the aforementioned classical results by distilling them down to their fundamental components (Theorem 1). We work in a general semi-inner product space (See Section 2), we define G and Φ as relations rather than operators, and our result is both necessary and sufficient. The added generality we provide leads to a clean result that avoids the usual technicalities associated with the extended spaces L 2e and 2e . Indeed, our setting need not include a notion of time, so there is no need to worry about causality, boundedness, or even well-posedness.
In Section 3, we show how classical results in 2e , including sufficient-only cases, follow directly from Theorem 1. We also clarify exactly how and when causality, boundedness, and well-posedness come into play. In Section 4, we use Theorem 1 to obtain a new weighted stability result that is both necessary and sufficient.
Related work. Several prior works have also provided unified versions of classical robust stability results. We cite two examples: the extended conic sector theorem, which can handle the case where G is unstable [3] , and a loop-shifting transformation that relates passivity, smallgain, and circle theorems [1] . Nevertheless, the present work is unique in its use of semi-inner product spaces and its ability to address exponential stability.
There are also generalizations to cases where G is nonlinear or Φ is not sector-bounded. Examples include dissipativity theory [30] , integral quadratic constraints [18, 21] , and graph separation theorems [23, 26] . These efforts lie beyond the scope of the present work.
Finding necessary and sufficient stability guarantees has been a point of interest in different applications, including robotics [5, 24] , robust control [33, p. 212] , [20, p. 158] , and in finding tight upper bounds for the convergence rate of iterative optimization algorithms [15, §7] .
Main result
Semi-inner products. A semi-inner product space is a vector space X equipped with a semi-inner product ·, · . This is identical to an inner product except that it lacks definiteness. In other words, the associated seminorm x 2 := x, x satisfies x ≥ 0 but x = 0 need not imply that x = 0. We say the semi-inner product space is nontrivial if the set {x ∈ X | x > 0} is nonempty. We refer the reader to [6] for further details.
Relations.
A relation R on X is a subset of the product space R ⊆ X × X . We denote the set of all relations on X as R(X ) := 2 X ×X . We write Rx to denote any y ∈ X such that (x, y) ∈ R. A relation L ∈ R(X ) is linear if it has the property that (λ 1 x 1 + λ 2 x 2 , λ 1 y 1 + λ 2 y 2 ) ∈ L for all (x 1 , y 1 ), (x 2 , y 2 ) ∈ L and λ 1 , λ 2 ∈ R. We define L to be the set of all linear relations, so L ∈ L ⊆ R(X ).
We define X 2 to be the augmented vectors u =: ( u1 u2 ) where u 1 , u 2 ∈ X . We overload matrix multiplication to have an intuitive interpretation in X 2 . Specifically, for any ξ, ζ ∈ X 2 and any matrix N ∈ R 2×2 ,
Likewise, inner products in X 2 have the interpretation
The closed-loop system of Figure 1 defines relations:
R uy := (u, y) ∈ X 2 × X 2 | (1) holds for some e ∈ X 2 R ue := (u, e) ∈ X 2 × X 2 | (1) holds for some y ∈ X 2
We call a set of relations C ⊆ R(X ) feedback-invariant if {(u i , y j ) | (u, y) ∈ R uy } ∈ C for all G, Φ ∈ C and for all i, j ∈ {1, 2}. We call C complete if given any x, y ∈ X , there exists Φ ∈ C such that (x, y) ∈ Φ.
Theorem 1 (Main result). Let X be a nontrivial semiinner product space, let M = M T ∈ R 2×2 be given and let C ⊆ R(X ) be complete and feedback-invariant. Suppose G ∈ L ∩ C. The following are equivalent.
then for all (u, y) ∈ R uy , the following bound holds
Proof. See Appendix A for a detailed proof.
Remark 2. Equation (5) can be stated in terms of (u, e) instead of (u, y). Specifically, it is easy to show that (5) holds for all (u, y) ∈ R uy if and only if there exists somē γ > 0 such that e ≤γ u holds for all (u, e) ∈ R ue .
Theorem 1 applies to a general semi-inner product space, which need not include a notion of time. Therefore, the notions of causality, boundedness, stability, and well-posedness do not come into play.
Specializing the main result
In this section, we specialize Theorem 1 to recover a variety of classical results. We restrict our attention to discrete-time results in the interest of space, though continuous-time extensions are straightforward.
Recall the extended space 2e , which is the real vector space of semi-infinite sequences Z + → R m . Also recall the square-summable subset 2 ⊂ 2e . Specifically,
Here, the indices [k] play the role of time. We now recall some standard definitions. For any x ∈ 2e , we define the truncated signal x T ∈ 2 as follows.
An operator G is said to be causal if for any T ≥ 0 and f ∈ 2e , we have (Gf ) T = (Gf T ) T . We will now apply Theorem 1 to the 2e space equipped with a particular semi-inner product defined as Remark 3. It is not fruitful to specialize Theorem 1 to X = 2 because (3) and (4) would imply y 1 , y 2 ∈ 2 ; we would be assuming the very thing we are trying to prove. We will instead specialize Theorem 1 to X = 2e .
Causality and well-posedness. A possible concern in assessing stability of an interconnected systems in the form of Figure 1 is existence and uniqueness of solutions e and y for all choices of u. One solution is to use relations [14, 23, 25, 27, 28, 31] , which avoids the issue entirely since all maps are invertible when viewed as relations. This amounts to using C = R(X ). Alternatively, one can assume that both G and Φ are causal operators [8, 18, 28, 32, 33] rather than relations, which implies that if the closed-loop map exists, it must be causal as well [27, Prop. 1.2.14] . To work with causal operators, it is generally required to assume a notion of well-posedness. In the 2e case, well-posedness requires the map u → (e, y) to exist and be unique. Viewed through the lens of Theorem 1, if we let C be the set of causal operators, then our assumption of invariance precisely corresponds to assuming well-posedness. Meanwhile, our assumption of completeness is a technical condition that is automatically satisfied in 2e .
Definition 4 (cumulative semi-inner product). Define
·, · T to be the sum of the component-wise inner products up to time T . That is, x, y T := x T , y T . Also define the associated semi-norm x 2 T := x, x T . We now state a specialization of Theorem 1 to the extended space 2e , which we prove in Appendix B.
0 be given 1 and suppose G : 2e → 2e is a causal linear operator. The following statements are equivalent:
such that for all ξ ∈ 2e and T ≥ 0, G satisfies
(ii) There exists γ > 0 such that for all causal Φ : 2e → 2e where the interconnection of G and Φ is wellposed, if the following statement holds for all T ≥ 0:
then for all (u, y) ∈ R uy with u ∈ 2 ,
Recovering necessary and sufficient results
Corollary 5 may now be applied to a variety of different scenarios by appropriately choosing M, N ∈ R 2×2 .
Remark 6 (sign convention). Although we used the positive feedback sign convention in Figure 1 , using the negative feedback convention instead simply amounts to replacing N byÑ in Theorem 1 and Corollary 5, where
1 The condition M 0 is only required to prove (ii) =⇒ (i). The case M 0 also corresponds to (7) being degenerate.
Consider the classical passivity result by Vidyasagar (which is a sufficient-only result), and may be found in [28, Thm. 6.7.3.43 ].
Theorem 7 (Vidyasagar). Consider the system
Suppose there exist constants ε 1 , ε 2 , δ 1 , δ 2 such that for all ξ ∈ 2e and for all T ≥ 0
Then the system is 2 -stable if δ 1 +ε 2 > 0 and δ 2 +ε 1 > 0.
To obtain a corresponding necessary and sufficient result using Corollary 5, compare (6)- (7) to (9) , which yields the following values ofÑ , N , and M (refer to Remark 6) .
Applying Corollary 5, we require M + N ≺ 0; thus δ 1 + ε 2 > 0 and δ 2 + ε 1 > 0, which recovers Theorem 7. Similar specializations of Corollary 5 apply to the small-gain theorem [13, Thm. 5.6] , extended conic sector theorem [3] , circle criterion [11] , and other versions of passivity such as Vidyasagar [28, Thm. 6.6.58] and Khong & Van der Schaft [14] . See Table 1 for a summary of these results. The conditions of Corollary 5 such as (6) can be checked via semidefinite programming [29] .
Remark 8. Many results in the literature assume one of the systems is memoryless. As we will discuss in Section 3.2, this makes Corollary 5 sufficient-only. Nevertheless, M and N are the same in both cases.
Recovering sufficient-only results
Here we discuss sufficient-only results from the literature that can also be obtained from Corollary 5 via a suitable relaxation. We discuss two such relaxations.
Memoryless systems. If we restrict Φ : 2e → 2e to be time-invariant and memoryless, it is equivalent to an operator φ : R m → R m that operates pointwise in time. Consequently, if Φ satisfies a sector bound of the form
then Φ also satisfies the cumulative relationship (7) for all T . Therefore, if we define condition (iii) to be the same as condition (ii) from Corollary 5, except (7) is replaced by (10), then we have (i) ⇐⇒ (ii) =⇒ (iii). So in general, if (i) fails to hold, there must exist some Φ satisfying (7) such that (8) fails, but such a Φ need not be time-invariant or memoryless. Examples of this case in the classical literature include [4, 20] .
Nested sector bounds. Another possible relaxation of Corollary 5 is to consider nested sectors for one of the systems. For example, define (i') to be the same as (i) except N is replaced by someN N . Similarly, define (ii') to be the same as (ii) except M is replaced by someM M . Then, we have the implications: (i') =⇒ (i) ⇐⇒ (ii) =⇒ (ii'). The implication (i') =⇒ (ii') cannot be reversed in general, and is therefore a sufficient-only condition.
Weighted stability result
In this section, we present a specialization of Theorem 1 that leads to a new necessary and sufficient condition for weighted stability, which in turn is sufficient for exponential stability. For a fixed ρ ∈ (0, 1], define the set ρ
This can be thought of as enforcing that x converge to zero exponentially fast. Define the corresponding semiinner products as x, y ρ,T := then for all (u, y) ∈ R uy with u ∈ ρ 2 , we have y ρ ≤ γ u ρ .
The weighted stability guarantee (13) in Corollary 9 states that when inputs to the system tend to zero exponentially quickly (in the sense that lim k→∞ ρ −k u k = 0 for some ρ ∈ (0, 1]), then so do the outputs y. Under additional assumptions about G, this condition implies exponential stability, as detailed in Proposition 10.
Proposition 10 ([2, Prop. 5]). Suppose G is a discretetime LTI system and has a minimal realization with state x[k]. If the interconnection in Figure 1 has weighted stability with weight ρ ∈ (0, 1], then there exists some c > 0 such that for any initial x[0] and with u = 0, we have
for k = 0, 1, . . .
The converse of Proposition 10, that exponential stability implies weighted stability, does not hold in general. For example, if G = 0 then we have exponential stability for any Φ. Proving such a converse result typically requires stronger assumptions on Φ such as Lipschitz continuity [28, §6.46].
Conclusion
In this paper, we introduced a robust stability theorem (Theorem 1) framed in a general semi-inner product space. Our result unifies many existing results, including passivity, small-gain, and circle theorems. This includes both necessary-and-sufficient as well as sufficient-only versions, and relation-based as well as operator-based notions of systems. Our theorem also leads to a new result on weighted stability (Corollary 9).
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A Proof of Theorem 1
Sufficiency: (i) =⇒ (ii). In other words, we show that (3) and (4) imply (5) . This part of the proof resembles [17, Thm. 1]. Pick any (u, y) ∈ R uy and let e be an associated signal such that (u, y, e) satisfies (1). Let ξ = e 2 in (4) and let ξ = e 1 in (3). Using (1) to eliminate e 1 , e 2 , Equations (4) and (3) become:
Sum the inequalities above and collect terms to obtain
Since M + N ≺ 0 by assumption, There exists η > 0 such that M + N −ηI. Applying this inequality together with Cauchy-Schwarz, we obtain:
where r := N12 M11 N22 M21 2 and q := N22 0 0 M11 2 are standard spectral norms in R 2×2 . Dividing (14) by u 2 and viewing the left-hand side as a polynomial in y / u , we observe that it always has two real roots and the inequality in (14) implies the bound y ≤ 1 η r + r 2 + ηq u .
Necessity: (ii) =⇒ (i). This part of the proof is based on the S-lemma, which relates sets of points defined by quadratic inequalities. See [11, 19] and references therein. We use a generalization of the S-lemma to semi-inner product spaces based on a Hilbert space version due to Hestenes [9, Thm. 7.1, p. 354 ] and similar to [14] . This relies on the following notion of quadratic form. 
a < b, and either δ = 0, ∆ > 0 or δ > 0, ∆ = 0.
Extended conic sector thm.
[3, Thm. 3.1, all parts of Case 2] 
Definition 11. Let V be a real vector space. A quadratic form Q is a function Q : V → R that has associated with it a functionQ : V × V → R such that the following properties hold for all x, y, z ∈ V and a, b ∈ R.
Lemma 12. Let V be a real vector space and let S ⊆ V be a subspace. Let σ 0 and σ 1 be quadratic forms. The following statements are equivalent.
(S1) For all x ∈ S, we have σ 1 (x) ≥ 0 =⇒ σ 0 (x) ≤ 0.
(S2) There exists τ ≥ 0 such that for all x ∈ S, we have σ 0 (x) + τ σ 1 (x) ≤ 0.
Proof. Omitted. A similar result on Hilbert spaces is proved in [9, Thm. 7.1, p. 354] and extends immediately to semi-inner product spaces. In our version, both inequalities in (S1) are non-strict, which means the standard regularity conditions are no longer required.
We can now prove our result. We will use Θ to denote a generic tuple (u, y, e) ∈ (X 2 ) 3 . Define the sets:
Note that S Φ depends on Φ but S does not. Since G is linear by assumption, it follows that S is a subspace. Moreover, Φ∈C S Φ = S. To see why, first observe that S Φ ⊆ S for all Φ by definition. To prove the opposite inclusion, given any Θ ∈ S, there exists Φ ∈ C such that y 2 = Φe 2 , which is possible because C is complete. Define the quadratic forms on S → R:
Item (ii) from Theorem 1 states that for all Φ ∈ C which satisfy σ 1 (Θ) ≥ 0 for all Θ ∈ S Φ , we have σ 0 (Θ) ≤ 0. But since Φ∈C S Φ = S, Item (ii) is equivalent to the statement that for all Θ ∈ S, we have σ 1 (Θ) ≥ 0 =⇒ σ 0 (Θ) ≤ 0. Since S is a subspace, we may apply Lemma 12 and conclude that there exists τ ≥ 0 such that
Substituting the definitions of σ 0 and σ 1 into (15) yields
LetS ⊆ S be the subspace of S with u = 0. Restricting (16) toS, we have y 2 = e 1 and e 2 = y 1 = Ge 1 . Making these substitutions results in:
Ge 1 2 + e 1 2 + τ Ge 1 e 1 , M Ge 1 e 1 ≤ 0, for all e 1 ∈ X . If τ = 0, then from nontriviality of X , the above inequality clearly cannot hold for all e 1 , a contradiction. Therefore it must be the case that τ > 0. Rearranging and dividing by τ , we obtain:
Ge 1 e 1 ≥ 0 for all e 1 ∈ X .
Define N := − 1 τ I −M . Then we have M +N = − 1 τ I ≺ 0, which is (3) and so we have proven (i) of Theorem 1.
B Proof of Corollary 5
To prove (i) =⇒ (ii), suppose (6) and (7) hold. For each T ≥ 0, apply Theorem 1 with X = 2e and the semiinner product ·, · T and choose C to be the set of causal operators. From the proof of Theorem 1, γ only depends on the choice of M and N , and not on the choice of semiinner product. Well-posedness (feedback invariance of C) also does not depend on the semi-inner product, so fixing Φ and u ∈ 2 always yields the same R uy regardless of T . Therefore, we have y T ≤ γ u T for all T ≥ 0 and γ, y are independent of T . Since u ∈ 2 , letting T → ∞ implies y ∈ 2 and we obtain (8) .
To prove (ii) =⇒ (i), suppose (7) and (8) hold. Since C is the set of causal operators, the map u → y is causal, which implies that y T ≤ γ u T holds for all T ≥ 0 (see, e.g. [28, Lem. 6.2.11] for a proof). Apply Theorem 1 as before to obtain (6) . It remains to show that the same N can be used for all T ≥ 0. We provide an outline. From the proof of Theorem 1, we obtain a τ T from which N T = − 1 τ T I − M . It is straightforward to show that any τ ≥ τ T may be used in the place of τ T . One can also show that if M 0, the sequence {τ T } T ≥0 is uniformly bounded so we can pick N = sup T ≥0 − 1 τ T I − M .
