Abstract. In this article the problem of determination of such coefficients a1, a2, ..., an and eigenvalues s1, s2, ..., sn of the characteristic equation which yield required extremal values of the solution x(t) at the extremal value τ of time is solved. The extremal values of x(τ ) and τ are treated as functions of the roots s1, s2, ..., sn. The analytical formulae enable us to design the systems with prescribed dynamic properties. For solution of the problem the properties of symmetrical equations are used. The method is illustrated by an example of the equation of 4-th degree. The regions of the different kinds of the roots: real, with one pair of complex and two pairs of complex roots are illustrated. A practical problem is shown.
Introduction
The oscillations can be observed both in the mechanical and in the electrical systems. These oscillations are caused mainly by the exchange of the kinetic and potential energy in the system. Great oscillations of the suspension of the car can lead to its destruction.
In the article an analytic method is proposed, which enables the design of the system with prescribed values of the amplitude and period of the oscillations.
Statement of the problem
Calculation of conditions and extremum of the extreme value of the dynamic error [1] .
Case 1
Let us consider the differential equation determining the dynamic error in a linear control system of n-th order with lumped and constant parameters:
n−1 x dt n−1 + ... + a n−1 dx dt + a n x = 0.
The initial conditions are determined by the force function and the system's parameters. Let us assume in general, that x (i) (0) = c i+1 = 0 for i = 0, 1, ....., n − 1.
We assume further that the characteristic equation of Eq. (1) has m different real roots and 2p different complex roots. It is evident that m + 2p = n.
We denote by s k real roots and α k + jω k = r k , α k − jω k = r k , (k = 1, 2, ...., p).
The solution of Eq. (1) takes the form
where A k , B k , C k , s k , α k , ω k are real numbers.
The necessary conditions for the dynamic error x(t) to attain an extreme value at t = τ is given by the relation:
The constants are determined from 
The extreme value of the dynamic error is
[B k cos (ω k τ ) + C k sin (ω k τ )] e α k τ .
The extremum of extreme value of the dynamic error given by Eq. (5), computed with regard to the parameters s k , α k , ω k , is obtained by putting the respective partial derivatives of x(τ ) equal to zero.
Denoting by
the partial derivatives of expression (5) for the constant τ we may write
However, we have from Eq. (3) ∂x(τ ) ∂τ = 0 and therefore
We obtain the following conditions:
In this way we have a system of n linear and homogenous equations with n unknowns
The determinant of system (8) must vanish if there are not to be all zero solutions. The same determinant (after being reflected about one of the main diagonals) is:
where D and A are matrices determined by the following equations:
for all other cases (11) Finally, we have
and system (8) yields for unknown τ (after some algebraic manipulations) the following equation:
Case 2
It might be asked whether the time τ , corresponding to the extreme value of the dynamic error, attains an extreme value with respect to the parameters s k , α k , ω k . To investigate this we assume that
We compute the partial derivatives of Eq. (8), taking into account Eq. (14).
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Equations (15)- (17) yield, after by equating the determinant to zero
From (20) it results that
or, using Vieta's formulae
The set of Eqs. (17) gives also another necessary condition, which was presented in [2] . In the paper [2] another necessary condition was found, i.e.:
After substituting τ = a n−1 a n into (23) we obtain the relation between initial conditions c i+1 , i = 0, 1, ..., n − 1 and coefficients
Solution of the problem
It is a very difficult problem to determine the roots s 1 , s 2 , ..., s n which fulfill the necessary conditions τ = a n−1 a n and D n = 0. The solution of algebraic equation with n higher than n = 4 is possible only using an additional assumption [3] . For that reason we use the properties of symmetrical algebraic equations. From the theoretical point of view such equations can be solved up to 9-th degree, which is satisfactory for practical applications.
Symmetrical algebraic equations.
In what follows we use the equations
in which the coefficients of all terms in equal distance from the beginning and from the end are equal. It is easy to see that if the equation has a root z k , then it also has a root 1 z k .
Let the degree be even, n = 2k. Divide Eq. (25) by z k and arrange the appropriate terms to obtain
Putting
we obtain that
Hence we have
In particular, for the equation of the 4-th degree we must solve three equations of the second degree: one for the determination of the values of y and two for determination the values of unknown z. The equation of the odd degree n = 2k + 1 has always the root equal to z = −1. After dividing the equation
by (z + 1) we obtain the equation of the even degree
where
...
3.2. Determination of the curves bounding the regions with different kinds of roots. We apply the well-known relation for the discriminant of Eq. (25):
where V n is the Vandermonde determinant. In the paper [4] there is presented an example of the 3-rd degree.
We illustrate the method by an example of equation of the 4-th degree.
Particular example, n = 4
Let us consider the differential equation
with initial conditions
The characteristic equation of (34) is
We assume that the roots s 1 , s 2 , s 3 , s 4 have negative real parts. We want to obtain simple analytic formulae for s i by using symmetrization of Eq. (34).
We put
Then we obtain the equation
We denote
and assume that
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Then Eq. (37) takes a form
which is symmetric.
We observe that the extremal time for Eq. (35) is
with the necessary condition
After symmetrization we have for Eq. (40) that
The condition (42) has the form 
and obtain
The roots of (47) are
From Eq. (46) we have
Substitution of (48) to Eq. (49) gives the roots of Eq. (40)
Knowing the roots of Eq. (40) we can calculate the discriminant (33)
From Eq. (51) we obtain that
or
For the stability of the system, the Hurwitz determinant H must be positive
From (56) we obtain the following stability conditions
The limit of stability is for b 2 = 2. From (57) it follows that the case (54) is not allowed.
In Fig. 1 we illustrate the regions for different kinds of roots according to the values of the discriminant (51), that means ∆ 4 < 0, ∆ 4 > 0 and p < 0 or p > 0, q < 0, q > 0. 
Different regions of the roots
The equation
Substituting
to Eq. (58) gives
where 
The limit of stability is for
In particular, for b 2 = 2, b 1 = 4 √ 3 we have r = 0.
Using the curves which are determined by relations (69), (70), (71) and (72) we can establish Fig. 1 and Table 1 , illustrating the different regions of the roots. 
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In particular we have that: In conclusion we see that there are three different regions which include two pairs of complex-conjugate roots, one region with one pair of complex roots and two real roots and finally one region with four real roots.
The determination of the coefficients b 1 and b 2 from the necessary conditions (45) and (3) is very difficult. For that reason we calculate from these equations the initial conditions c 2 c 1 ,
Equation (1) in this case is as follows:
The solution of Eq. (74) takes a form
The derivative
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The necessary condition for extremal τ is dz dt τ = 0.
From the technological point of view we require the values of τ and x(τ ).
According to (22) we know that for Eq. (74) τ = b 1 , and we assume the value of
Assuming the values of b 2 we can calculate the three ini- (45), (75) and (76).
In the special, very interesting case when c 2 = 0, which gives the minimum of z(τ ), we need only two equations, namely (45) and (76)
with the variable coefficients b 1 and b 2 .
In the Table 2 there are the calculated values 
for the region of the real roots. These relations are illustrated in Fig. 2 . One representative example is shown in Fig. 3 . Fig. 2 . Calculated values of c3 c1 and c4 c1 as a function of b2 for desired b1 = τ (the region of real roots) Fig. 3 . The response of the system for b1 = τ = 7, b2 = 14, c2 = 0, c1 = 1 and calculated c3 and c4 (the region of real roots) 
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From (86) using (87) we obtain
Similarly we get
and finally
Assuming τ d 2 we can calculate k 2 and then, from the relation (87), the coefficient k 1 .
In general the problem of the location poles and zeroes is in [6] .
Conclusions
Using the method of the symmetrical equations, analytical results are obtained. In particular, all the possible cases of the different roots and the extremal time τ and the extremal value of x(τ ) for the differential equation of the 4-th order have been considered. The extension to the equations of higher order can be obtained immediately as shown in the paper.
Remark 1
It is also possible to enlarge the formula (22) on the system with time-delay using the method described in [7] [8] [9] [10] .
Let us consider a differential equation with time delay h > 0.
We assume that the observable and controllable conditions are fulfilled [8] .
ax(t) + bx
(1) (t) + x(t − h) = 0.
With the points initial conditions 
After premultiplying by e sh it is evident that the main term exist and is equal bse sh . In consequence the necessary condition is fulfilled. We apply the Theorem 3 proved in [7] . The relation between coefficients and the roots of the quasipolynomial equations of the type (R1) is given by the following formula:
We calculate first derivative with respect to s
We have that 
The formula (R8) represents generalization the formula (22) in the case of the infinite number of the roots.
Remark 2
Investigation of the extremal time τ as the function of the initial conditions were presented in [11] . A solution of the problem of the extremal τ (s) in the case of one multiple roots may be found in [12] .
