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Part I
Introduction
4Quantum mechanics was originally formulated for microscopic systems. In many
textbook the theory is still referred to closed systems, underlying reversible Hamiltonian
evolutions. The time evolution of closed systems is described by a one parameter (i.e.
time) unitary group, satisfying the usual Scho¨dinger equation. Real systems are actually
never isolated from their environment. At least a weak interaction with the environment
should always be taken into account, in order to model realistic physical system, such as
those realized in the laboratories. Environment effects derive from non negligible cou-
plings to surrounding degrees of freedom. The presence of a measurement apparatus can
as well couple the system with external degrees of freedom. A quantum system inter-
acting with its environment is called an open quantum system. An environment with an
infinite number of degrees of freedom is usually called reservoir. In this case the fre-
quencies of the reservoir modes form a continous set and the theromodynamic limit is
performed. This limit gives us an irreversible time evolution. Indeed, information (e.g.
von Neumann entropy) flows from the system to the infinite environment which behaves
as a sink without giving back the complete information. Furthermore, bath or heat bath
will refer to a reservoir in thermal equilibrium at temperature T = 1kBβ .
A brute force approach to find the time evolution of a system interacting with an en-
vironment is to solve the microscopic Hamiltonian dynamics. Typical environments in
laboratories, e.g. the surrounding molecules at the room temperature, are huge systems.
The approximation of infinite degrees of freedom is highly plausible. Therefore, the so-
lution of the microscopic dynamics is a very hard or impossible task within nowadays
techniques. Even in the unlikely scenario of solvable microscopic dynamics, it may be
useless to compute it. Indeed, we are interested only in the system dynamics and how it
is influenced by the environment. We do not care of all the microscopic details, which
include much more information than we need. Thus, solving the microscopic dynamics is
an unnecessary and a computationally too expensive task. In order to overcome this diffi-
culties, we can look for an effective description of the reduced state dynamics, pertaining
only to the system. The time-evolution of the reduced state is computed averaging out the
irrelevant environmental degrees of freedom. One of the standard and most developped
approach is to find a dynamical equation, whose solution represents the reduced quantum
state of the system. This equation is called master equation. In the case of Hamiltonian
dynamics, it reduces to the usual Schro¨dinger equation. This is a useful tool to avoid to
compute the microscopic dynamics. However, only when the coupling between system
and environment is weak, a master equation can be derived, in the most general case one
needs other approaches.
Over the years the theory of open quantum systems has gained interest and enthusi-
asm in many fields of physics. Since the very beginning high energy physics has been
representing a source of applications and inspiration, e.g. inelastic collisions [116, 117],
quantum cosmology [122, 123, 124], subnuclear physics (see references in [98]). More
recently, quantum optics [85] has offered a test ground, because of the growing accuracy
of experiments. Two of the most recent optical applications are ions trapped in an external,
and possibly periodic, potential and atoms in a cavity (cavity QED). In these cases eviron-
mental degrees of freedom may be given by impurities, fluctuations of the external poten-
5tial or a non perfectly isolated cavity. Chemistry and biology have as well encountered the
need to describe real systems as open quantum systems [146, 167, 171]. In the last years,
one of the most intriguing and promising development in atomic physics and statistical
physics is the description of the Bose-Einstein condensates (BEC) [43, 45, 46, 47, 48], i.e.
many identical Bosons filling the same ground state of an external potential. BEC repre-
sent an appealing benchmark for several physical phenomena, such as quantum coherence
in macroscopic or mesoscopic systems. Indeed, BECs are very interesting also from the
point of view of open quantum systems. A BEC may be considered an environment of a
smaller system. Furthermore, a BEC may feel environmental effects, due to imperfections
of the potential or to the presence of non condensed particles due to its evaporation.
One of the most discussed phenomena induced by the interaction with an environment
is decoherence. Decoherence is the damping of the off-diagonal elements of the density
matrix, that describes the state of the system. The name is justified by the fact that quan-
tum coherence is encoded in the off-diagonal elements. Once they are damped to zero,
any quantum coherence is lost and the state becomes a purely statitical mixture of eigen-
vectors whose probabilities are the eigenvalues. Indeed, the decoherence and the loss of
quantum coherence are base dependent. The basis developping decoherence depends on
the interaction with the environment [88, 97]. Some enviroments cause decoherence of
a quantum particle in the overcomplete basis of coherent states. This phenomenon is re-
lated to the problem of quantum to classical transition, since the coherent state are those
closest to the points in classical phase-space. The role of decoherence in the emergence
of classicality in quantum systems is discussed in [88, 97, 121]. However, this discussion
is still open. A generalization of coherent states can be defined also for finite dimensional
systems [10]. However, the environment does not only destroy quantum features. It can
also enhance them, especially at small times. An example is the generation of entangle-
ment due to the pure dissipation. Quantum features, such as entanglement, may be also
protected at large times, e.g. if there are decoherence-free subspaces. Entanglement and
other quantum features, such as non locality due to the indinguishability of identical par-
ticles, are behind quantum information protocols improving classical performances. As
an example of these quantum protocols we shall discuss quantum metrological schemes.
Thus, it is important to protect those features, enhance them or correct their dissipation
in a noisy dynamics. To this purpose, much attention has been paid to engineering and
controlling environments in the recent years. These researches are known as quantum
control and quantum error correction [55, 101].
In order to implement these proposals, physical systems, e.g. those mentioned above,
are usually modelled using several settings. Qubits, namely two level systems, are the
simplest finite dimentional systems. Due to the simplicity of their structures, e.g. the
small Hilbert space and the algebra of observables, much is known about the entan-
glement. Moreover, the simplest states describing infinite dimensional systems are the
coherent, or Gaussian, states. Because they are defined by a finite number of free param-
eters, they are simple to deal with and many properties, e.g. pertaining entanglement, are
known. In this framework a special role is played by dynamics that preserve Gaussian-
ity. They are pratically quadratic Hamiltonian, i.e. harmonic oscillators, and quadratic
6noises. Models of identical particles has been recently studied. For instance, ultracold
atomic gases [49, 50, 51] are used to engineer and simulate many physical phenomena,
such as BEC [41, 43, 45, 46, 47, 48], superfluidity [41, 43, 45, 46, 47, 51], supercon-
ductivity (BCS theory) [41, 44, 45], BEC/BCS crossover [45, 50, 51], quantum phase
transitions [42]. Quantum gases consist of identical particles. A lot of efforts have been
done in this field, although some theoretical features, such as entanglement, are less un-
der control than in the above mentioned systems. Several real systems can be modelled in
terms of qubits, harmonic oscillators, and identical particles. We find instances in atomic,
molecular, nano physcs and optics. Therefore, we shall focus on the effects of quantum
noises in these three models. For instance, we shall describe the environment induced
entanglement generation of two qubits and two harmonic oscillators and the decoherence
in generalized coherent states for identical Bosons.
Let us turn back to the description of open quantum systems. As mentioned above,
master equations can be found only under some assumptions. The first assumption is to
consider an initial state which is completely uncorrelated (technically called simply sep-
arable) between the system and the environment. This condition is sufficient to get a time
evolution which acts linearly on the reduced state. With this unique assumption, only
few dynamics have been derived exactly. In the special case of a quantum register (N
qubits) in a purely dephasing dynamics [125], the exact reduced dynamics is computed.
Exact master equations have been derived for the evolution of a Brownian particle linearly
coupled to a harmonic oscillator bath, for instance via path integral methods [122, 124]
or phase-space and Wigner function computations [113, 126]. Analogous results are de-
rived by means of quantum trajectories, either exactly or in weak coupling approximation
[130, 141, 142, 36, 37]. In the framework of path integral methods, master equations have
been derived both for states initially correlated to the environment [128, 129], and for un-
correlated initial states in the case of weak non linear interactions [123]. In general, all
these master equations cover only few cases and are not simple to solve. Other techniques
provide the time evolution of the reduced state without passing through a master equation
and in some cases even for states initially correlated to the environment: e.g. path integral
computations [102] and phase-space quasi-distributions [9, 136]. Recent works provide
non linear master equations for a quantum system interacting with a classical nonequilib-
rium environment, by means of a thermodynamical approach [172, 173, 174, 175].
We need further working assumptions in order to compute master equations. The most
common are rather technical and we shall discuss them later. Weak couplings with the
environment allow perturbation expansions. Environmental correlations decaying faster
than the typical time scale of the system allow us to neglect correlations between the en-
vironment and the system at any time. Markovian approximations hold at large times and
neglect memory and short time effects. Markovian dynamics are the one that are preva-
lently discussed in the literature. Their mathematical structure is much more known and
one can define them adopting an axiomatic approach. Different approximations, Marko-
vian or non Markovian, may give different master equations with different descriptions of
the same phenomena [87]. In the case of composite systems, a crucial distinction is be-
tween local and global environment. Local environments can not correlate non-interacting
7systems, global ones can. For this reason we will be more interested in global environ-
ments. Morever, there are several Markovian approximations. The most used one, known
as weak coupling (a´ la Davies), describes the dynamics at a very large time scale, i.e. by
means of a very rough coarse graining time. They behave as local environments. It is
challenging to develop Markovian approximations at earlier time scales and finer coarse
graining, as we shall show. These new approximations describe new phenomena as cor-
relation, e.g. entanglement, generation between different qubits or harmonic oscillators.
The landscape of non Markovian approximations is even more complicated. Moreover, in
many practical cases a master equation is assumed phenomenologically. Thus, it is crucial
to guess the right structure and approximation which capture the interesting phenomena.
To this purpose, it is very useful to find some experimentally feasable procedures in or-
der to estimate the parameters of a Markovian or non Markovian master equation and to
discriminate and to test different approximations.
Many features of open quantum systems are discussed and reviewed in [83, 84, 85,
88, 87, 89, 92, 93, 95, 98, 99, 100]. Markovian approximations are treated in [83, 89, 92,
98, 99], in particular [98] focuses on the role of complete positivity. Dissipative dynamics
of harmonic oscillators are reviewed in [93, 94, 95]. Dissipative dynamics induced by
collisions with environmental particles are discussed in [100]. Quantum optics applica-
tions are described in [85], while the environment induced emergence of classicality is
described in [88]. A wide variety of connected issues are discussed in [84, 87].
The main body of the thesis is divided in three parts. The first part consists of two
introductory chapters: chapter 1 about dissipative quantum dynamics and chapter 2 about
entanglement. The topics of these chapters are standard ones in the theory of open quan-
tum systems, respectively quantum information theory. However, we will discuss some
open problems, like the difference between the Markovian and the non-Markovian noisy
dynamics and the validity of some Markovian approximations at large times; more in
general, we shall intoduce an algebraic definition of entanglement with applications to
identical particles. In the second part of the thesis, some original results are discussed. In
chapter 3, we shall consider the generation of entanglement between two two-level atoms
induced by the interaction with a common environment. We shall derive a new Markovian
approximation which, unlike the usual Markovian dynamics, captures the entanglement
generation between unequal atoms. In chapter 4, we shall study some experimental pro-
cedures based on symplectic tomography, that serve to reconstruct the parameters char-
acterizing the Gaussian dissipative dynamics of a harmonic oscillator. In chapter 5, we
shall deal with quantum metrology, namely quantum enhancement of experimental esti-
mations, in relation to spin inequalities and spin squeezing. We shall show that a quantum
enhancement of metrological protocols with identical Bosons comes from several sources
of non-locality, avoiding the need of an entangled initial state. The third part summarizes
the results and in appendices some useful tools are briefly reviewed.
Chapter 1
Environments and quantum noise
In this chapter, we shall review the mathematical description of quantum states and
their dynamics.
1.1 Density matrix
The mathematical framework for a quantum system is a Hilbert space H . The best
description of the quantum system, called pure state, is a normalized element belonging
to the Hilbert space: |ψ〉 ∈ H and 〈ψ|ψ〉 = 1. We call B(H) the space of bounded linear
operators acting on H . Any pure state |ψ〉 can be equivalently described by a rank-one
projector |ψ〉〈ψ| ∈ B(H). Mixed states are defined as statistical distributions of rank-one
projectors: ρ =
∑
j p j|ψ j〉〈ψ j|, p j > 0 and ∑ j p j = 1. The normalization of |ψ j〉, i.e.
〈ψ j|ψ j〉 = 1, implies the normalization of the mixed state, i.e. Trρ = 1. A pure state is
a particular mixed state, whose p j’s are all vanishing but one. An operator ρ is called
density matrix, or density operator.
Definition 1.1.1. An operator X† = X ∈ B(H) is positive semi-definite if
〈φ|X|φ〉 > 0 ∀ φ ∈ H , (1.1)
and we write X > 0.
Any density operator is positive semi-definite. Moreover, any positive operator ρ > 0
can be written by means of its spectral decomposition as ρ =
∑
j λ j| j〉〈 j|, where λ j are
the eigenvalues and | j〉 the normalized eigenvectors. Since ρ is positive, λ j > 0. If ρ
is normalized Trρ = 1 then
∑
j λ j = 1. Thus any positive semi-definite and normalized
operator is a density matrix.
Quantum observables are given by Hermitian operators X = X† ∈ B(H). The average
of an observable X with respect to a state ρ =
∑
j p j|ψ j〉〈ψ j| is given by
〈X〉ρ = Tr(ρX) =
∑
j
p j〈ψ j|X|ψ j〉. (1.2)
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The previous definitions constitute the bulk of the statistical interpretation of quantum
mechanics.
Density operators form a convex subset S ⊂ B(H) which we shall refer to as the state-
space. Namely, combining different mixtures σ j ∈ S with weights λ j > 0, ∑ j λ j = 1, into
the convex combination
∑
j λ jσ j, the latter also belongs to S. Pure states are extremal
elements of S, that is they can not be convexly decomposed, while with them, by linear
convex combinations, one generates the whole of the state-space.
1.2 Closed systems
The dynamics of isolated systems described by pure states is given by the Schro¨dinger
equation [15]
d
dt
|ψ(t)〉 = − i
}
H(t)|ψ(t)〉, (1.3)
which straightforwardly turns into the Liouville-von Neumann for mixed states
d
dt
ρ(t) = − i
}
[H(t), ρ(t)]. (1.4)
For sake of generality, we have chosen a time dependent Hamiltonian. The found solution
of these equations is
|ψ(t)〉 = Ut,t0 |ψ(t0)〉, ρ(t) = Ut,t0ρ(t0)U†t,t0 , Ut,t0 = Te−
i
}
∫ t
t0
ds H(s) (1.5)
where |ψ(t0)〉 and ρ(t0) are the initial states and T is the time ordered product. We define
the Hamiltonian generator on the state-space as follows
L(t)[ρ(t)] = − i
}
[H(t), ρ(t)], (1.6)
so that the dynamics is the exponential of the generator
ρ(t) = γt,t0[ρ(t0)] = Te
∫ t
t0
dsL(s)[ρ(t0)]. (1.7)
Since the Hamiltonian is Hermitian H†(t) = H(t), the dynamics is unitary: U−1t,t0 = U
†
t,t0 .
If the Hamiltonian is time independent, the dynamics reads
Ut,t0 = Ut−t0 = e
− i} (t−t0)H, γt,t0 = γt−t0 = e
(t−t0)L. (1.8)
In this case, the evolution operators form a one parameter group: Ut Us = Ut+s and γt γs =
γt+s ∀ t, s ∈ . This feature implies the reversibility of the dynamics, since U−t = U−1t
and γ−t = γ−1t , setting s = −t in the group property.
We can pass from the Schro¨dinger picture, discussed until now, to the Heisenberg
picture, by means of the duality relation
Tr
(
γt,t0[ρ]X
)
= Tr
(
ρ γ∗t,t0[X]
)
, (1.9)
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where
γ∗t,t0[X] = U
†
t,t0ρt0Ut,t0 = Te
∫ t
t0
dsL†(s)[X] (1.10)
is the solution of
d
dt
X(t) =
i
}
[H(t), X(t)]. (1.11)
For time independent Hamiltonian, the Heisenberg time evolution reads γ∗t,t0 = γ−t =
e−(t−t0)L. In the Schro¨dinger picture density operators evolve in time while observables are
fixed, vice versa in the Heisenberg picture.
1.3 Master equation approach
We now consider a quantum system interacting with an environment. The Hilbert
space of the whole system is the tensor product HS ⊗ HE and its state is described by a
density operator ρS +E ∈ B(HS ⊗HE). The system alone is described by the reduced state
ρS = TrE(ρS +E), obtained by tracing out the environmental degrees of freedom. TrE(·) =∑
j〈e j| · |e j〉 is the partial trace over the Hilbert space HE and |e j〉 are an orthonormal
basis of HE. In order to get a dynamical equation for the reduced state, we trace the
environmental degrees of freedom in the Liouville-von Neumann equation of the whole
systen:
d
dt
ρS (t) = − i
}
TrE[H(t), ρS +E(t)]. (1.12)
In general, the right hand side can not be easily written as an operator acting on the
reduced evolved state ρS (t):
d
dt
ρS (t) = L[ρS ]. (1.13)
To this purpose, some assumptions are required. We can write the dynamical equation in
the Heisenberg picture, by means of the duality relation (1.9):
d
dt
X(t) = L∗[X]. (1.14)
Maps describing dynamics should satisfy some mathematical properties, according
to the assumptions. One special instance is given by time independent generators L.
The corresponding dynamical maps γt = etL satisfy the semigroup property γt γs = γt+s
∀ t, s > 0, and are termed quantum dynamical semigroups. They are linear maps and
the time evolution does not depend on the initial state at any time. The strong continuity
in time of a quantum dynamical semigroup is necessary for the existence of a generator
[13]. Moreover all quantum dynamical maps must preserve the Hermiticity and the trace
of the reduced density matrix. It is necessary in order to send density matrices into density
matrices. These conditions suffice to fix the generator of a quantum dynamical semigroup.
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Theorem 1.3.1. Let γ∗t : B(HS ) 7→ B(HS ), t > 0, form a time-continuous semigroup of
Hermiticity preserving and trace preserving linear maps. Then, the semigroup has the
form γt = etL in the Schro¨dinger picture and γ∗t = e
tL∗ in the Heisenberg picture whose
generators are
L[ρS ] = −i[H, ρS ] +
n2−1∑
i, j=1
Ci j
(
F†jρS Fi −
1
2
{
FiF
†
j , ρS
})
, (1.15)
L∗[X] = i[H, X] +
n2−1∑
i, j=1
Ci j
(
FiXF
†
j −
1
2
{
FiF
†
j , X
})
. (1.16)
where n is the dimension ofHS , the matrix of coefficient Ci j, called Kossakowski matrix, is
Hermitian, H = H†, and the so-called Lindblad operators F j are such that Fn2 = 1n/
√
n
and Tr(F†j Fk) = δ jk, 0 6 j, k 6 n
2, while { , } represents anticommutation.
This theorem is proved in [106].
Another important condition that all the dynamical maps should satisfy is the positiv-
ity, defined in the following definition.
Definition 1.3.1. A map γ : B(H) 7→ B(H) is positive if it sends positive operators into
positive operators:
X > 0⇒ γ[X] > 0. (1.17)
Positivity is required in order to maintain the probability interpretation of quantum me-
chanics. Indeed, the spectrum of any time-evolving density matrix must remain positive
at all times, and this is guaranteed if the dynamics is positive. A complete characteri-
zation of positive maps is a challenging task. Sufficient conditions for positive quantum
dynamical semigroups are known [103, 135, 139, 140], while necessary conditions are
still unknown.
A much more stringent condition is the complete positivity, which is essential for
quantum dynamical semigroups. This condition prevents physical inconcistencies when
the system is coupled to an arbitrary auxiliary one. A map is completely positive if its
action combined to the identity operation I on an auxiliary system is positive [13] (pag.
155 Definition 8.5).
Definition 1.3.2. A linear map γ : B(H) 7→ B(H) is completely positive, if and only if
γ ⊗ I is positive on B(H) ⊗ Mm() for all m > 1.
Actually, in the case of finite-dimensional H it is enough to check the posivity for m =
dim(H) [13] (pag. 156 Theorem 8.8)
Theorem 1.3.2. IfH = m, then a linear map γ : B(H) 7→ B(H) is completely positive,
if and only if γ ⊗ I is positive on B(H) ⊗ Mm().
Furthermore, the most general form of completely positive maps is known [13, 58].
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Theorem 1.3.3. A linear map γ B(H) 7→ B(H) is completely positive, if and only if it is
expressible in Kraus-Stinespring form
γ[X] =
∑
α
V†αXVα, (1.18)
where Vα ∈ B(H) are such that ∑α V†αVα converges. If it converges to 1n, γ is termed
unital.
Suppose one has a linear map on B(H) given in the form
γ[X] =
∑
α,β
CαβW†αXWβ, (1.19)
with Wα ∈ B(H) and Cαβ making a hermitian matrix of coefficients such that ∑αβ CαβW†αWβ
converges. By diagonalizing [Cαβ] = U†diag(d1, d2, . . .)U, one recovers (1.18) if and only
if [Cαβ] is positive definite and thus di > 0; indeed, Cαβ =
∑
j d jU∗jαU jβ and this serves to
redefine V j =
∑
α
√
d jU∗jαWα.
Complete positivity is fully characterized in quantum dynamical semigroup by the
positivity of the Kossakowski matrix.
Theorem 1.3.4. The semigroup {γt}t>0 consist of completely positive maps if and only if
the Kossakowski matrix is positive definite.
This theorem is proved in [106] for finite dimensional Hilbert spaces H and in [107] for
infinite dimensional Hilbert spacesH and bounded generators.
1.3.1 Markovian vs non-Markovian dynamics
Quantum dynamical semigroups are referred to Markovian dynamics. In fact, they
transform density operators into density operators without any memory of the earlier evo-
lution. They act linearly on any initial density operator. Generalization of such master
equations are time dependent generators acting locally in time ρS 7→ Lt[ρS (t)] and gen-
erators with a convolution integral L[ρS ] =
∫
dsLt−s[ρS (s)]. We note that the literature
about non-Markovian master equations may lead to some ambiguity. Indeed, some au-
thors classify as Markovian those master equations with convolutionless local in time
generators and as non-Markovian only those master equations whose generator contains
a convolution integral. It has recently been proved in [170] that these latter generators
can be mapped into convolutionless ones, following a so-called local approach. Non-
Markovianity becomes then characterized by the dependence of the convolutionless gen-
erator on t − t0 where t0 is the initial time. According to this approach a time-dependent
convolutionless generator could be considered as the generator of a Markovian reduced
dynamics. A sensible definition of (non-)Markovian master equation may come as a gen-
eralization of (non-)Markovian processes in probability theory. A Markovian process is a
(discrete or continuous) chain of random variables where the transition probabilities be-
tween two consecutive variables do not depend on on the previous variables, otherwise the
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process is called non-Markovian. This definition has a natural generalization in quantum
processes. Generators, namely the time derivative of the quantum process, which are local
in time, either time independent and time dependent, give Markovian master equations.
Generators containing convolution integrals give non-Markovian master equations. How-
ever, following a consistent part of literature, e.g. [122, 113, 126, 141, 142, 123, 143],
we will term non-Markovian also time-evolutions generated by convolutionless time-
dependent generators.
The simplest case of quantum dynamical semigroup is the only one which is discussed
within a general theory [83, 98]. Several approximation techniques leading to quantum
dynamical semigroup from a microscopic Hamiltonian are well known [87, 89, 98, 100].
Notwithstanding, only few Markovian dynamics are analytically solved and general dis-
cussions are constrained by asymptotic or short time evolutions or by numerical tools.
Since only few non-Markovian exact master equations are known, it would be highly
desirable to find an approximation scheme fully capturing non-Markovian features. Stan-
dard techniques are described in [87]. In [137], a method based on superoperator alge-
bra allows to solve the non-Markovian Brownian motion. In [90, 147, 150] projection
operator techniques have been employed to generalize the Lindblad approach to the non-
Markovian case. In [151, 165], it is discussed an approximation on the system-bath inter-
action allowing a completely positive time evolution. In general, different approximations
may lead to physically different dynamics [87].
Linear master equations come from the almost ubiquitous assumption of no initial
correlations between the system and the environment. The linearity corresponds to a
unique dynamical map for any possible initial reduced state. Among the initial states,
one must always consider the possibility of compound states involving auxiliary systems,
these latter are left unchanged by the time evolution. This is the physical motivation for
requiring complete positivity. Careless Markovian approximation may not satisfy neces-
sary properties such as complete positivity or even positivity [98]. Rather than checking
a posteriori the complete positivity, it is desirable to find approximations a priori provid-
ing completely positive dynamics. Such an approximation is the so called weak coupling
limit [83, 87, 98, 104, 105, 109]. We shall develop and discuss another one which is, in a
sense, finer. On the other hand, a general derivation of non-Markovian master equations is
missing. A recent work [164] discusses the structure of generators involving convolution
integrals which give rise to completely positive dynamics.
If initial correlations between the system and the environment are allowed, complete
positivity is not required any more [160]. The lack of complete positivity implies the
lack of positivity during the evolution of initial states which are entangled with some
auxiliary system. If the system is initially correlated with the environment, it can not be
too much correlated with another system [63, 67]. This is the physical reason for relaxing
the assumption of complete positivity.
1.3.2 Brownian motion: damped harmonic oscillator
In this section, we shall discuss a class of Gaussian Shape Preserving (GSP) master
equations with unknown coefficients modeling a one-dimensional damped harmonic os-
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cillator. It is a solvable model which serves as an example of the previous discussions.
We focus on the following general master equations:
dρ(t)
dt
= L
[
ρ(t)
]
= − i
}
[
H, ρ(t)
]
+
1
2}
∑
j
([
V j(t)ρ(t),V
†
j (t)
]
+
[
V j(t), ρ(t)V
†
j (t)
])
, (1.20)
where ρ(t) is the reduced density operator of the system. The master equation (1.20) is
a straight generalization of the Markovian dynamics (1.15), where the non-unitary time
evolution of a quantum system is described by (1.20) dropping the time-dependence in the
operators V j [91, 106, 107]. Microscopic derivations of master equations give Markovian
time-independent behaviour only within some approximations [83, 85, 87, 92, 93, 98].
Thus, more realistic systems may be described by a time-dependent dissipative generator,
even though the microscopic Hamiltonian does not depend on the time. The interaction
with the environment may also contribute with a Hamiltonian correction, called Lamb
shift. The time-dependence which may be introduced by the Lamb shift term has been
neglected. This is typically justified as most of the times either the Lamb shift is negligible
or the Hamiltonian part of the dissipative generator reaches its asymptotic value on a much
shorter timescale compared to the non unitary part [87]. We shall show that equation
(1.20) is formally solvable if the Lindblad operators V j and the system Hamiltonian H are,
respectively, at most first and second degree polynomials in position q and momentum p
coordinates.
For systems like a harmonic oscillator or a field mode in an environment of harmonic
oscillators (i.e. collective modes or a squeezed bath), H can be chosen of the general
quadratic form
H = H0 +
δ
2
(qp + pq) , H0 =
1
2m
p2 +
mω2
2
q2, (1.21)
where δ is the strength of the bilinear term in q and p, m is oscillator mass, and ω its
frequency. The operators V j, which model the environment, are linear polynomials in q
and p:
V j(t) = a j(t)p + b j(t)q, j = 1, 2, (1.22)
with a j(t) and b j(t) complex numbers. The sum goes from 1 to 2 as there exist only two
linear independent operators V1(t), V2(t), in the linear space of first degree polynomials
in p and q. We can safely omit generic constant contributions in V j(t) as they do not
influence the dyamics of the system.
Given this choice of operators, the Markovian master equation (1.20) can be rewritten
as:
dρ(t)
dt
= − i
}
[
H0, ρ(t)
] − i(λ(t) + δ)
2}
[
q, ρ(t)p + pρ(t)
]
+
+
i(λ(t) − δ)
2}
[
p, ρ(t)q + qρ(t)
] − Dpp(t)
}2
[
q, [q, ρ]
]
+
−Dqq(t)
}2
[
p, [p, ρ(t)]
]
+
Dqp(t)
}2
([
q, [p, ρ(t)]
]
+
[
p, [q, ρ(t)]
])
,
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(1.23)
where λ(t) = −Im ∑ j=1,2 a∗j(t)b j(t) is the unknown friction constant and
Dqq(t) =
}
2
∑
j=1,2
|a j(t)|2, Dpp(t) = }2
∑
j=1,2
|b j(t)|2, Dqp(t) = −}2Re
∑
j=1,2
a∗j(t)b j(t) (1.24)
are the unknown diffusion coefficients. The master equation in (1.23) represents a natural
generalization of the time-independent master equation discussed in [95, 116, 117] which
describes a GSP evolution of a quantum state. In the time-dependent case a wide range
of models obeys a GSP master equation of the form (1.23) [113, 124, 126, 128, 129, 141,
142, 36, 37]. The friction and diffusion coefficients of the Markovian, time-independent,
generators satisfy the following constraints which ensure the complete positivity of the
time evolution [95, 116, 117]:
Dqq > 0, Dpp > 0, DqqDpp − D2qp > λ2}2/4. (1.25)
If the same conditions hold for the coefficients of a convolutionless non-Markovian gen-
erator, at any time, the generator gives a so-called Lindblad type dynamics [143].
Markovian GSP master equations of the form equation (4.9) are used in quantum op-
tics and nuclear physics [114, 115, 118], and in the limit of vanishing ω can be employed
for a phenomenological description of quantum Brownian motion [111, 145, 154]. Also,
in the case of a high-temperature Ohmic environment the time-dependent master equa-
tion derived in [122, 126] can be recast in this time-independent shape. It must be noted
however that in the high-temperature limit the third constrain in (1.25) seems to be vio-
lated. Nevertheless, even if Dqq = 0, Dqp = 0 and λ , 0, Dpp diverges only linearly with
temperature. Therefore, we can recover the complete positivity by means of a suitable
renormalization. This renormalization consists in adding a suitable subleading term Dqq
(e.g. Dqq ∝ T−1). Otherwise, we can consider an high frequency cut-off for the environ-
ment [122, 126]. In this way the master equation is not Markovian anymore. Anyway,
since it involves only regular functions, it should give a completely positive dynamics (as
the microscopic unitary group does).
Even though Markovian evolutions have been extensively investigated (see e.g. [83,
85, 87, 92, 93, 95, 98]), in general real noisy dynamics are far from being Markovian.
Exact non-Markovian master equations have been derived for a Brownian particle lin-
early coupled to a harmonic oscillator bath via e.g. path integral methods [122, 124] or
phase-space and Wigner function computations [113, 126]. Analogous results have been
obtained employing quantum trajectories, either exactly or in weak coupling approxima-
tion [130, 141, 142, 36, 37]. In the framework of path integral methods, master equations
have been derived both for initially correlated states [128, 129], and for factorized initial
states in the case of weak non linear interactions [123].
Gaussian states evolution
We now investigate the evolution of an initial Gaussian state according to the equation
(1.23). In particular we derive invertible expressions for the cumulants of the state at
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a time t in terms of the parameters of the master equation. Due to the Gaussian shape
preservation, the evolved state at time t is completely determined by its first and second
order momenta. Due to the linearity of the V j(t)’s in phase-space, the time-evolution of
the first and second order cumulants can be decoupled. We then obtain the following two
sets of solvable equations:
d
dt
〈q〉t = −(λ(t) − δ)〈q〉t + 1m〈p〉t
d
dt
〈p〉t = −mω2〈q〉t − (λ(t) + δ)〈p〉t
, (1.26)

d
dt
∆q2t = −2(λ(t) − δ)∆q2t +
2
m
σ(q, q)t + 2Dqq(t)
d
dt
∆p2t = −2(λ(t) + δ)∆p2t − 2mω2σ(q, p)t + 2Dpp(t)
d
dt
σ(q, p)t = −mω2∆q2t +
1
m
∆p2t − 2λ(t)σ(q, p)t + 2Dqp(t)
. (1.27)
Equations (1.26)-(1.27) can be expressed in compact matrix form as
d
dt
S (t) = (M − λ(t)12) S (t), (1.28)
d
dt
X(t) = (R − 2λ(t)13) X(t) + D(t), (1.29)
where 12(3) is the 2(3)-dimensional identity matrix. The vectors S (t) and X(t) correspond,
respectively, to the first and second order cumulants
S (t) =
1√
}

√
mω〈q〉t〈p〉t√
mω
 , X(t) = 1}
 mω∆q
2
t
∆p2t /(mω)
(σq,p)t
 , (1.30)
the matrices M and R contain the Hamiltonian parameters
M =
(
δ ω
−ω −δ
)
, R =
 2δ 0 2ω0 −2δ −2ω−ω ω 0
 (1.31)
and, finally, D(t) is the diffusion vector
D(t) =
2
}

mωDqq(t)
Dpp(t)
mω
Dqp(t)
 . (1.32)
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The dynamical evolution of the first cumulants (1.28) depends only on λ(t) also entering,
together with the diffusion coefficients, the second order cumulants equation (1.29). By
carrying out a formal integration one obtains the following expression
S˜ (t) = e
∫ t
0 dt
′λ(t′)12S˜ (0), (1.33)
where we have gathered the first cumulants in the vector
S˜ (t) = e−tMS (t). (1.34)
Analogously, (1.29) can be rewritten as
d
dt
X˜(t) = D˜(t), (1.35)
where
X˜(t) = e2
∫ t
0 dt
′λ(t′)e−tRX(t), D˜(t) = e2
∫ t
0 dt
′λ(t′)e−tRD(t). (1.36)
It can be shown [95, 116, 117] that the transformations in (1.34) and (1.36) are always
invertible, provided one sets the quantity η ≡ √δ2 − ω2 to iΩ whenever η2 < 0. The
formal solution of (1.35) is given by
X˜(t) = X˜(0) +
∫ t
0
dt′D˜(t′). (1.37)
Inverting the transformation in (1.36), one can write
X(t) = etRe−2
∫ t
0 dt
′′λ(t′′)X(0) +
∫ t
0
dt′e−2
∫ t
t′ dt
′′λ(t′′)e(t−t
′)RD(t′). (1.38)
The dynamical evolution of the first cumulants, equation (1.28), only depends on the
friction coefficient λ(t) whereas that of the second cumulants, equation (1.29), depends
on the whole set of coefficients.
1.3.3 Long time scales
Despite the growing interest in non-Markovian dynamics in optics [85, 131], chemical
physics [146, 171], biology [167, 171] and mathematical physics [164], they are much
more complicated and much less known than Markovian dynamics. Furthermore, there
are still some open problems with Markovian approximations. Indeed, they hold on large
time-scales, where memory effects are negligible. Some subtle problems concern these
time scales and whether they correctly approximate the asymptotic state.
We consider a system, interacting with its environment whose coupling constant is λ.
The standard weak coupling approximation provides a dynamical semigroup eλ
2t L(2) and
holds for small λ and times scaling as 1
λ2
[104, 105, 87, 98, 99]. The time scaling should
be large enough to neglect the non-Markovian memory effects. The error between the
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weak coupling limit and the exact dynamics is of the order of O(λ2), for any finite time
t ∈ [0,∞) and λ ∈ [0,Λ] [104, 105, 110, 112, 119]: under suitable hypotesis, it is proved
[110, 112] that ∥∥∥∥ρ(t) − eλ2t L(2)ρ(0)∥∥∥∥ 6 λ2β2(λ2t) sup
s∈[0,t]
∥∥∥∥eλ2t L(2)ρ(0)∥∥∥∥ , (1.39)
where ρ(t) is the exact evolution and β2(·) is a positive and bounded function on a compact
set. Therefore, the approximation gets closer to the exact dynamics when λ approaches
zero. In this limit, the time scale is pushed forward. However, if the environment is
at temperature T , for any even small λ there is a temperature T below which the weak
coupling limit is not applicable. For small λ, a perturbation expansion in λ has been
obtained whose first order is the standard weak coupling limit [110, 112, 119]. This
expansion consists in two kinds of corrections to the weak coupling limit. The first one
is a correction to the generator of the semigroup et
∑∞
j=1 λ
jL(2 j) . This correction does not
change the magnitude of the approximation but pushes the time scale of the approximation
forward: for instance, under some hypotesis [110, 112]∥∥∥∥ρ(t) − eλ2t(L(2)+λ2L(4))ρ(0)∥∥∥∥ 6 λ2(a + bλ4t) sup
s∈[0,t]
∥∥∥∥eλ2t(L(2)+λ2L(4))ρ(0)∥∥∥∥ , (1.40)
where a and b are constants, for any finite time t ∈ [0,∞) and λ ∈ [0,Λ]. The latter
estimation shows that this refined approximation holds at times scaling as 1
λ4
. The second
kind of correction to the weak coupling limits deviates from the property of exponential
semigroup:
(
1 +
∑∞
j=1 λ
jN(2 j)(t)
)
et
∑∞
j=1 λ
jL(2 j)
(
1 +
∑∞
j=1 λ
jM(2 j)(t)
)
. The terms N(2 j)(t) and
M(2 j)(t) rapidly reach their asymptotic values N(2 j)(∞) and M(2 j)(∞). Thus, they carry
non-Markovian effects. In particular, the terms M(2 j)(t) are responsible for a slippage
of the initial state ρ(0), and the terms N(2 j)(t) give non-Markovian oscillations on a fast
time scale. Adding the first non-Markovian corrections, the error of the approximation is
estimated, under suitable hypotesis, by [110, 112]
∥∥∥∥ρ(t) − (1 + λ2N(2)(t)) eλ2t(L(2)+λ2L(4)) (1 + λ2M(2)(t)) ρ(0)∥∥∥∥ 6
6 λ4β4(λ2t) sup
s∈[0,t]
∥∥∥∥eλ2t(L(2)+λ2L(4))ρ(0)∥∥∥∥ , (1.41)
where β4(·) is a positive and bounded function on compacts, for any finite time t ∈ [0,∞)
and λ ∈ [0,Λ]. This estimation shows that the non-Markovian corrections restore the
earlier time scale 1
λ2
, but improve the performance of the approximation: O(λ4) instead of
O(λ2).
In order to get a better approximation and to describe a longer time scale, we can
consider either smaller values of λ or additional terms in the expansion. However, all the
estimations hold for times in compact sets. The problem of whether the weak coupling
limit or its refinements capture the right asymptotic time behaviour is still open. In the
following we will tackle the opposite problem. The weak coupling limit mainly captures
the behaviour on the times scaling as 1
λ2
. Therfore, some phenomena might not emerge, as
1.3 Master equation approach 19
if they already approached the asymptotic behaviour. The phenomenon we will look for is
the entanglement generation between unequal qubits or harmonic oscillators induced by a
common environment. We will develop a refinement of the weak coupling limit suitable
to time scales shorter than 1
λ2
. The time scaling is fixed by a phenomenological parameter,
which describes the amplitude of the time interval we want to resolve in a coarse graining
approach. The standard weak coupling limit is restored for infinitely large intervals.
Chapter 2
Entanglement
Entanglement is one of the most intriguing features of quantum mechanics. It was first
discussed by Einstein, Podolsky and Rosen in [23] and then by Scho¨dinger in [24]. In the
last decades, entanglement has found applications in the foundation of quantum mechan-
ics, in quantum information theory and quantum computing and communication. It is not
clear whether entanglement is really necessary for the speed up of quantum processing
compared to the classical processing. However, almost all efficient quantum computation
protocols are helped by entanglement. The vast majority of works on quantum protocols
deal with distinguishable qubits or distinguishable continuous variable systems [55, 62].
In the present thesis, we shall consider quantum metrology with identical particles as an
application of entanglement.
In this chapter we shall review some concepts regarding entanglement. We shall start
with the usual notion of entanglement, based on the tensor product structure of the Hilbert
space and of the states. This definition is natural for distinguishable particles. In the last
section, we shall present a generalized definition of entanglement, based on subalgebras
of observables. This generalization is more suitable for identical particles, where each
single particle is not addressable and the tensor product structure is either unphysical or
virtual.
2.1 Definition and properties
We consider a quantum system made up of n parties. A general state |ψ〉, belongs to
the Hilbert space H = ⊗Nj=1H j. H j are Hilbert spaces pertaining to each party. The
tensor product structure of the Hilbert space reflects the structure of the states and plays a
crucial role for the entanglement definition.
Definition 2.1.1 (separable and entangled pure states). A pure state |ψ〉 ∈⊗Nj=1H j is sep-
arable if there are states |ψ j〉 ∈ H j, j = 1, 2, . . . , n, such that |ψ〉 =
⊗N
j=1 |ψ j〉. Otherwise,
the state is called entangled.
Entanglement is fully encoded in the eigenvalues of the reduced density matrices of the
subsystems. Conversely, the reduced density matrices characterize uniquely the entan-
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glement of pure states. The reduced density matrix of each subsystem describes a pure
state if and only if the global pure state is separable. Otherwise, if at least one of the re-
duced density matrices is a statistical mixture, the total pure state is entangled. This is the
Schro¨dinger’s characterization of entanglement: the subsystems of entangled pure states
can not be described independently of each other. One of the mathematical properties of
this physical feature is the following theorem, known as Schmidt decomposition [55].
Theorem 2.1.1 (Schmidt decomposition or biorthonormal decomposition). For any pure
state |ψ〉 ∈ H = HA ⊗ HB, there are two orthonormal basis, {|lA〉} and {|lB〉}, respectively
spanning the Hilbert spacesHA andHB, such that
|ψ〉 =
∑
l
√
λl|lA〉 ⊗ |lB〉, (2.1)
where λl are non-negative real numbers satisfying
∑
l λl = 1, known as Schmidt coeffi-
cients.
The states {|lA〉} and {|lB〉} are the eigenvectors of the reduced density matrices ρA =
TrB|ψ〉〈ψ| and ρB = TrA|ψ〉〈ψ|, whose eigenvalues are λl.
Such a decomposition can be generalized to systems with more than two parts, but in
general the states involved are no longer an orthonormal basis of the local Hilbert spaces
[55, 56].
Up to now, we have dealt with pure states. We now switch to mixed states. The
following definition generalized the notion of entanglement to mixed states.
Definition 2.1.2 (separable and entangled mixed states). A mixed state ρ ∈ B(H), H =⊗N
j=1H j, is separabile if there are states ρ j ∈ B(H j), j = 1, 2, . . . ,N and a probability
distribution {pk}, such that
ρ =
∑
k
pk
N⊗
j=1
ρ
( j)
k . (2.2)
Otherwise the state is entangled.
In other words a mixed state is separable if it is a convex combination of separable pure
states, otherwise it is entangled. This definition cover the definition 2.1.1, when dealing
with pure states. As a special case of separable mixed state we introduce the following
definition.
Definition 2.1.3 (simply separable mixed states). A mixed state ρ ∈ B(H),H = ⊗Nj=1H j,
is simply separabile if there are states ρ j ∈ B(H j), j = 1, 2, . . . ,N , such that
ρ =
N⊗
j=1
ρ( j). (2.3)
For global mixed states, entanglement is not clearly encoded in the eigenvalues of the
reduced density matrices. Indeed, the degree of mixedness of the global state as well
contributes to the mixedness of the reduced density matrices. For instance the completely
mixed state is separable, even if each of its reduced density matrices completely mixed.
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2.1.1 Local operators
The so-called local operations recur quite frequently in the theory of entanglement.
Since entanglement is a global feature of the state, it is expected that operations acting
locally on each part of the systems can not increase the entanglement.
Definition 2.1.4 (local operators). An operator O ∈ B(H),H = ⊗Nj=1H j, is called local
if it can be written as O =
⊗N
j=1 O j, O j ∈ B(H j). If O j are unitary operators, O is termed
unitary local operator.
The following corollary is a direct consequence of the Schmidt decomposition.
Corollary 2.1.1. Any unitary local operator U ∈ B(H) preserves the eigenvalues of all
the reduced density matrices.
Thus, any unitary local operator preserves the entanglement and the mixedness of every
global states. A non-unitary local operator tipically increases the mixedness and decreases
the entanglement of the global state.
2.1.2 Partial trasposition
A useful tool to detect bipartite entanglement is the so-called partial transposition.
This technique does not require to compute the reduced density matrix. We consider a
bipartite Hilbert spaceHA ⊗HB and its basis | jA〉 ⊗ | jB〉, being | jA,B〉 a basis of the Hilbert
spaceHA,B. We now define the partial trasposition, i.e. the trasposition only on the Hilbert
space of one party.
Definition 2.1.5 (Partial trasposition). The partial trasposition on the first subsystem of a
bipartite state ρ ∈ B(HA ⊗HB) is defined as
〈lA| ⊗ 〈lB|T ⊗ I[ρ] | jA〉 ⊗ | jB〉 = 〈 jA| ⊗ 〈lB| ρ |lA〉 ⊗ | jB〉. (2.4)
Analogously for ther second subsystem
〈lA| ⊗ 〈lB| I ⊗ T[ρ] | jA〉 ⊗ | jB〉 = 〈lA| ⊗ 〈 jB| ρ | jA〉 ⊗ |lB〉. (2.5)
The following theorem gives a sufficient criterion for the entanglement.
Theorem 2.1.2. If a state is separable ρ =
∑
m pm ρ
(A)
m ⊗ ρ(B)m ∈ B(HA ⊗ HB), than it
remains positive under partial trasposition:
T ⊗ I[ρ] > 0, I ⊗ T[ρ] > 0. (2.6)
The latter theorem holds for any dimension of the Hilbert spaces HA,B [65]. The same
condition is also necessary for low dimensions dim(HA ⊗ HB) 6 6, that is dim(HA) =
dim(HB) = 2, or dim(HA,B) = 2 and dim(HB,A) = 3 [66].
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Theorem 2.1.3. If a state ρ ∈ B(HA ⊗ HB), dim(HA ⊗ HB) 6 6, remains positive under
partial trasposition:
T ⊗ I[ρ] > 0, I ⊗ T[ρ] > 0, (2.7)
that the state is separable ρ =
∑
k pk ρ
(A)
k ⊗ ρ(B)k ∈ B(HA ⊗HB).
The transposition is a positive but not completely positive map. Indeed, the trans-
position of the whole Hilber space preserves positivity. However, the transposition on
a subsystem, i.e. partial transposition, does not preserve the positivity of some entan-
gled states. Thus, transposition is not a completely positive map. The transposition is a
prototypical example of positive but not completely potive map, that is useful to detect
entanglement.
2.2 Environment induced entanglement generation
An interesting application of partial trasposition is the criterion for the entaglement
generation induced by Markovian environment at short times [138, 155]. We shall focus
on the entanglement generation capability at small times of the dynamics generated by
the equation (1.15). We shall consider the dissipative dynamics of two qubits, i.e. two
two-level systems. Considering a local Hamiltonian H0 = H
(1)
0 ⊗ 1(2)2 + 1(1)2 ⊗ H(2)0 , an
interaction Hamiltonian Hint =
∑
j H
(1)
j ⊗ H(2)j and the Pauli matrices acting on each qubit
{σ(α)i }α=1,2i=1,2,3, the generator of a Markovian master equation (1.15) can be written as
L[ρ] = −i[H0 + Hint, ρ(t)] +
2∑
α,β=1
3∑
i, j=1
C(αβ)i j
[
σ
(β)
j ρ(t)σ
(α)
i −
1
2
{
σ(α)i σ
(β)
j , ρ(t)
}]
. (2.8)
We are interested in the generation of entanglement induced by the interaction of two
independent qubits with a common environment. We neglect direct interactions between
the qubits, such that all the emerging correlations come from the interaction mediated by
the environment. In other words, the microscopic interactions which underlie the master
equation (2.8) do not include the two body interaction between the qubits and the three
body interaction among the qubits and the environment. Therefore, the interaction Hint is
mediated by the environment and the Lindblad operators in (2.8) are just Pauli matrices
pertaing single qubits.
Then, without loss of generality, one can limit the considerations to pure, separable
initial states, and therefore take:
ρ(0) = |ϕ〉〈ϕ| ⊗ |ψ〉〈ψ| , (2.9)
with |ϕ〉, |ψ〉 given single qubit states; indeed, if the dynamics is unable to create entangle-
ment out of pure states, it will certainly not correlate their mixtures. Since we are dealing
with a couple of two-level systems, one can use partial transposition as a criterion for en-
tanglement creation. More precisely, the dynamics is able to create entanglement between
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the two atoms if and only if the operation of partial transposition spoils the positivity of
the state ρ(t).
The presence of negative eigenvalues in the partially transposed reduced density ma-
trix ρ(t) can be ascertained by looking at the sign of the average
Q(t) = 〈χ|ρ(t)|χ〉, (2.10)
with |χ〉 a four-dimensional vector. Indeed, choose |χ〉 to be orthogonal to |ϕ〉 ⊗ |ψ〉, so
that the above average initially vanishes, Q(0) = 0. Then, the two atoms, initially pre-
pared in a state ρ(0) as in (2.9), will surely become entangled if |χ〉 can be further chosen
so that ∂tQ(0) < 0. From this condition, a simple test for entanglement creation involv-
ing the elements of the Kossakowski matrix Cα,βi, j and of the interaction Hamiltonian Hint
can then be extracted [138, 155]. We define the matrices
[
Cα,βi, j
]
i, j
and three-dimensional
vectors u, v ∈ 3 containing the information about the starting factorized state (2.9) with
components
ui = 〈ϕ|σi|ϕ⊥〉, vi = 〈ψ⊥|σi|ψ〉, (2.11)
where |ϕ⊥〉 and |ψ⊥〉 are the orthonormal complements to the initial qubit states |ϕ〉 and
|ψ〉, respectively. A sufficient condition for environment induced entanglement generation
explicitly reads (
u,C(11)u
) (
v,
(
C(22)
)T
v
)
<
∣∣∣∣(u,Re (C(12) + iHint) v)∣∣∣∣2 , (2.12)
where T means matrix transposition. Therefore, the Markovian dynamics generated by
(2.8) will be able to initially entangle the two qubits if there exists an initial state of the
form (2.9) for which the inequality (2.12) is satisfied. On the other hand, if the opposite
inequality holds for every vectors u, v(
u,C(11)u
) (
v,
(
C(22)
)T
v
)
>
∣∣∣∣(u,Re (C(12) + iHint) v)∣∣∣∣2 , (2.13)
i.e. if ∂tQ(0) > 0 for every initial states, then the dynamics can not entangle the two
qubits. Finally, if the relation (2.12) holds with the equality sign, we should look at
higher derivatives of Q(t), in order to possibly detect entanglement generation.
2.3 Algebraic entanglement
The notion of entanglement can be defined and extended in an algebraic way. This
algebraic definition is useful in several cases. In the following we first discuss exam-
ples where such a generalization is needed to capture some peculiar features in a more
compact formalism. The first example shows that even for distinguishable particles en-
tanglement is relative to the experimentally addressable degrees of freedom. This is due
to the non-uniqueness of the tensor product structure and to the possibility to define vir-
tual subsystems, that are non-local with respect to the original ones. The second example
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shows that one cannot directly extend the notion of separability from distinguishable to
indistinguishable particles. This is essentially due to the fact that the tensor product (local)
structure, that is naturally associated with distinguishable particles, loses its meaning for
indistinguishable particles. Then, we shall argue that one can consistently define separa-
bility not in terms of tensor products, but in terms of commuting subalgebras of operators.
In chapter 5, in the light of this definition, we shall examine some results concerning the
metrological use of the Fisher information and of spin squeezing that, though obtained in
the case of N distinguishable spin, have been used, by naive and direct extrapolation, to
the case of N indistinguishable spins.
Notice that the definition of separability 2.1.2 is strictly dictated by the natural tensor
product structure for the N-body system H = ⊗Nj=1H j. This tensor product structure
reflects the multi-partition of the system into its N parts and the identification of local
operations.
2.3.1 Relative entanglement of distinguishable particles
We shall point out some subtleties about entanglement that are already known in lit-
terature [30], and are naturally captured by the algebraic definition we will state later.
We can describe the states in terms of some quantum numbers, that are eigenvalues of a
complete set of commuting observables [30, 31, 60, 61]. For composite systems, different
choices of quantum numbers induce different tensor product structures. For instance, the
ground state of the hydrogen atom can be factorized in the product of a function of the
center of mass and a function of the relative degree of freedom [28]. The same wave
function can not be written as a product of two functions, pertaining respectively to the
electron and the proton variables. Another concrete example concerns the representation
of Bell states as separable states [31, 60].
The Hilbert space of two qubits is 4. It can be represented as a tensor product of
local Hilbert spaces: 4 = H1 ⊗ H2, where H j = span{|0〉 j, |1〉 j} = 2 and {|0〉 j, |1〉 j} are
the eigenstates of the Pauli matrix σ( j)3 with eigenvalues +1 and −1 respectively. The Bell
states
|ψ±〉 = |1〉1 ⊗ |0〉2 ± |0〉1 ⊗ |1〉2√
2
, |φ±〉 = |0〉1 ⊗ |0〉2 ± |1〉1 ⊗ |1〉2√
2
, (2.14)
are entangled with respect to the chosen tensor product structure. We can describe the
Bell state with respect to the quantum numbers of the observables σ(1)1 ⊗ σ(2)1 , σ(1)1 ⊗ σ(2)2 ,
σ(1)3 ⊗σ(2)3 and σ(1)2 ⊗σ(2)3 . The first two operators act on the relative sign of the Bell states,
while the other operators act on the number of excitations (the number of 1 (modulo 2)).
This reminds to what is done when one deals with the addition of angular momenta
and writes the states in terms of the eigenstates of two different complete sets of com-
muting operators and thus two different sets of quantum numbers. In our case, instead of
choosing the complete complete set of commuting operators {1(1)⊗σ(2)3 , σ(1)3 ⊗1(2)}we look
at the common eigenstates of the complete set of commuting operators {σ(1)1 ⊗σ(2)1 , σ(1)3 ⊗
σ(2)3 }. Since the eigenvalues of these operators are ±1, we define the labels η = +,− and
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λ = +,−:
σ(1)1 ⊗ σ(2)1 |η, λ〉 = λ|η, λ〉, σ(1)3 ⊗ σ(2)3 |η, λ〉 = η|η, λ〉. (2.15)
We relabel η = + and η = − respectively as χ = φ and χ = ψ and the previous eigenvector
equations become
σ(1)1 ⊗ σ(2)1 |ψ,±〉 = ±|ψ,±〉, σ(1)1 ⊗ σ(2)1 |φ,±〉 = ±|φ,±〉,
σ(1)3 ⊗ σ(2)3 |ψ,±〉 = −|ψ,±〉, σ(1)3 ⊗ σ(2)3 |φ,±〉 = +|φ,±〉. (2.16)
The eigenstates are exactly the Bell states (2.14): |χ, λ〉 = |χλ〉. Similarly to the case
of addition of angular momenta, the common eigenstates of a complete set of commut-
ing operators are a linear combination of the eigenstates of a different set of commuting
operators.
Therefore, relative to these quantum numbers we can formally write the Bell states as
factorized states |χ〉⊗˜|λ〉, where χ = ψ, φ and λ = +,−. The symbol ⊗˜ is the tensor product
in a different representation 4 = Hχ⊗˜Hλ, where Hχ = span{|ψ〉, |φ〉} = 2 and Hλ =
span{|+〉, |−〉} = 2 are the local Hilbert spaces with respect to the new representation.
The relative entanglement is a consequence of looking at observables which are non-local
with respect to the original tensor product structure.
It is interesting to notice that the operator σ(1)1 ⊗σ(2)1 acts as an identity operator on the
quantum number χ and as an operator σ3 on the degree of freedom λ, and σ
(1)
3 ⊗ σ(2)3 acts
as an operator σ3 on χ and as an identity operator on λ. Furthermore, σ
(1)
1 ⊗ σ(2)2 acts as
an identity operator on χ and as an operator σ2 on λ, σ
(1)
2 ⊗ σ(2)3 acts as an operator σ2 on
χ and as an identity operator on λ, 1(1) ⊗ σ(2)3 acts as an identity operator on χ and as an
operator σ1 on λ, σ
(1)
1 ⊗ 1(2) acts as an operator σ1 on χ and as an identity operator on λ:
σ(1)1 ⊗ σ(2)2 |ψ,±〉 = ± i |ψ,∓〉, σ(1)1 ⊗ σ(2)2 |φ,±〉 = ± i |φ,∓〉,
σ(1)2 ⊗ σ(2)3 |ψ,±〉 = − i |φ,±〉, σ(1)2 ⊗ σ(2)3 |φ,±〉 = + i |ψ,±〉,
1(1) ⊗ σ(2)3 |ψ,±〉 = |φ,±〉, 1(1) ⊗ σ(2)3 |φ,±〉 = |ψ,±〉,
σ(1)1 ⊗ 1(2)|ψ,±〉 = |ψ,∓〉, σ(1)1 ⊗ 1(2)|φ,±〉 = |φ,∓〉. (2.17)
Therefore, we can identify
1(1) ⊗ σ(2)3 = 1(χ)⊗˜σ(λ)1 , σ(1)1 ⊗ σ(2)2 = 1(χ)⊗˜σ(λ)2 σ(1)1 ⊗ σ(2)1 = 1(χ)⊗˜σ(λ)3 ,
σ(1)1 ⊗ 1(2) = σ(χ)1 ⊗˜1(λ), σ(1)3 ⊗ σ(2)3 = σ(χ)2 ⊗˜1(λ), σ(1)3 ⊗ σ(2)3 = σ(χ)3 ⊗˜1(λ). (2.18)
All the Hilbert spaces H1,2,χ,λ are isomorphic to 2. Thus, choosing this common
representation we get the isomorphism between the two different representations of the
Bell states:
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|ψ±〉 = |1〉1 ⊗ |0〉2 ± |0〉1 ⊗ |1〉2√
2
=
1√
2

0
±1
1
0
 , |φ±〉 = |0〉1 ⊗ |0〉2 ± |1〉1 ⊗ |1〉2√2 = 1√2

1
0
0
±1

|ψ〉⊗˜|+〉 = 1√
2

1
0
0
0
 , |ψ〉⊗˜|−〉 = 1√2

0
1
0
0
 , |φ〉⊗˜|+〉 = 1√2

0
0
1
0
 |φ〉⊗˜|−〉 = 1√2

0
0
0
1

(2.19)
and
H1 ⊗H2 3 |χλ〉 =

0 0 1 1
1 −1 0 0
1 1 0 0
0 0 1 −1
 |χ〉⊗˜|λ〉 ∈ Hχ⊗˜Hλ. (2.20)
2.3.2 What happens with identical particles
In general, the density matrix (2.2) is not an allowed quantum state for indistinguish-
able particles. For sake of simplicity, we shall consider two indistinguishable particles: if
one could assign a density matrix ρ(1) to the first particle and ρ(2) to the second one, then
the two would be effectively distinguishable by means of their states. Even states of the
form ∑
k
pk ρk ⊗ ρk · · · ⊗ ρk (2.21)
are not acceptable as states of indistinguishable particles, despite all particles being de-
scribed by the same density matrix. The reason is that, according to the standard rules of
quantum mechanics, a pure states |ψN〉 of N identical particles must be symmetric or anti-
symmetric combinations of tensor products of N single-particle vector states, while mixed
states, i.e. density matrices, must be linear convex combinations of projectors |ψN〉〈ψN |
onto such symmetrized or anti-symmetrized states. The latter constraint is due to the fact
that mixed states are mixtures (linear convex combinations) of pure states (projections).
This excludes that the distinguishability of particles that is intrinsic in a state as (2.2)
could be cured by simply symmetrizing the superscript ( j). Indeed, this would in the end
always be a mixture of states where particles can be distinguished. In the formalism of
second quantization, mixtures of N indistinguishable particles must consist of projections
onto vector states of the N-particle sector of the appropriate Fock space.
Therefore, the usual notion of separability is no longer applicable in the case of a
system of identical particles. This problem has already been addressed and discussed
in the literature, in several physical contexts (e.g. see [59, 60, 64, 71, 72, 73, 74, 31,
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79, 80, 82] and reference therein). The way out resides in a dual point of view, where
emphasis is given to the algebra of observables, instead of the set of states; the connection
between these two points of view is given by the expectation value map that allows to
express the average of an observable O as its trace with the corresponding density matrix,
〈O〉 = Tr(Oρ).
As a concrete instance, consider the case of two qubits. The Hilbert space of two
distinguishable qubits is four dimensional, 2 ⊗ 2. Instead, the Hilbert space for two
indistinguishable qubits is a symmetric 3-dimensional subspace in the case of Bosons,
or an anti-symmetric 1-dimensional subspace for Fermions. Given an orthonormal basis
{| ↓1↓2〉, | ↓1↑2〉, | ↑1↓2〉, | ↑1↑2〉} in 4, the symmetric sector is spanned by
| ↓1↓2〉 , | ↑1↑2〉 , | ↓1↑2〉 + | ↑1↓2〉√
2
, (2.22)
while the anti-symmetric one by
| ↓1↑2〉 − | ↑1↓2〉√
2
. It is easy to show that in general the
state (2.2) for two indistinguishable qubits is not an allowed state. In fact, the density
matrix (2.2) is ∑
k
pk ρ
(1)
k ⊗ ρ(2)k , (2.23)
If (2.23) has rank greater than three (one), it cannot be interpreted as the state of two
indistinguishable qubits. A simple example is given by
ρ(1) ⊗ ρ(2), where ρ(1) =
(
r1 0
0 1 − r1
)
, ρ(2) =
(
r2 0
0 1 − r2
)
. (2.24)
The rank of ρ(1) ⊗ ρ(2) is 4, unless one of the two states is a projection (r1 = 0, 1 or
r2 = 0, 1). If this is not the case, (2.24) can be written as the convex combination of 4
independent one dimensional projectors
ρ(1) ⊗ ρ(2) =

r1r2 0 0 0
0 r1(1 − r2) 0 0
0 0 (1 − r1)r2 0
0 0 0 (1 − r1)(1 − r2)
 , (2.25)
while the spectral decomposition of a state of two indistiguishable qubits must use only
three (one) projectors onto symmetrized (anti-symmetrized) orthogonal vectors.
The symmetrization or anti-symmetrization of states is automatically guaranteed by
the formalism of second quantization. Before describing the more general algebraic no-
tion of separable states which can be applied to indistinguishable particles, we set the
framework for N Bosons in second quantization and shortly comment on certain aspects
of locality. Let |0〉 be the vacuum state and a†1, a†2 the creation operators of a particle in
the states | ↓〉 and | ↑〉, that is a†1|0〉 = | ↓〉, a†2|0〉 = | ↑〉. Together with the annihilation
operators a1|0〉 = a2|0〉 = 0, they obey the canonical commutation relations
[a j, a
†
l ] = δ j,l. (2.26)
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In other words, we are considering the second quantization of a single-particle with
Hilbert space 2 which effectively describes N ultra-cold atoms confined by a double-
well potential in the Bose-Hubbard approximation [43, 46, 47, 48, 49, 50]. Then, | ↓〉
corresponds to one atom being being located within the left well and | ↑〉 within the right
one. The Fock space of this two-mode system is in general infinite dimensional and
generated by orthonormal vectors of the form
|n,m〉 = (a
†
1)
n(a†2)
m
√
n!m!
|0〉, n,m > 0 . (2.27)
However, in the case of N Bosons in a double-well potential, if the total number is con-
served by the dynamics, then the corresponding super-selection rule, constrains the sys-
tem to an N + 1 dimensional symmetric Hilbert space generated by orthogonal vectors of
the form
|k,N − k〉 = (a
†
1)
k(a†2)
N−k
√
k!(N − k)! |0〉, 0 6 k 6 N . (2.28)
Notice that, by considering all polynomials P1 in a1, a
†
1, respectively P2 in a2, a
†
2 and,
technically speaking, their norm closures, one obtains two commuting subalgebras A1
andA2, [A1,A2] = 0, of the algebra of all bounded Bosonic operators on the Fock space
spanned by (2.27). This commutativity provides a notion of locality for indistinguishable
particles that generalizes the tensor product structure for distinguishable particles. We
shall refer to the pair {A1,A2} as an algebraic bipartition: a natural step is to speak of
locality only relative to a chosen algebraic bipartition.
2.3.3 Algebraic definition
We are ready to define entanglement in an algebraic framework. This algeraic defi-
nition is justified by the experimental addressability of only some observables, and is a
natural approach in quantum statistical mechanics. Thus, entanglement should be related
to the degrees of freedom and the observables we can measure. Let us consider a system
of particles whose pure states span the Hilbert space H and denote by B(H) the alge-
bra of all bounded operators on it; the observables of the system clearly belong to this
algebra. We shall introduce the notion of (bipartite) separability by considering couple of
commuting subalgebras of B(H) instead of focusing on partitions of the system states.
We then introduce the following definitions:
Definition 2.3.1. (Algebraic entanglement).
• An algebraic bipartition of the algebra B(H) is any pair (A1,A2) of commuting
subalgebras of B(H).
• An element (operator) of B(H) is said to be local with respect to the bipartition
(A1,A2) if it is the product A1A2 of an element A1 ofA1 and another A2 ofA2.
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• A state ω on the algebra B(H) will be called separable with respect to the bi-
partition (A1,A2) if the expectation ω(A1A2) of any local operator A1A2 can be
decomposed into a linear convex combination of products of expectations:
ω(A1A2) =
∑
k
λk ω
(1)
k (A1)ω
(2)
k (A2) , λk > 0 ,
∑
k
λk = 1 , (2.29)
whereω(1)k andω
(2)
k are states onB(H); otherwise the stateω is said to be entangled
with respect to the bipartition (A1,A2).
Notice that the two subalgebras A1 and A2 need not reproduce the whole algebra
B(H), i.e. in general A1 ∪ A2 ⊆ B(H). In this respect, the term bipartition is not
strictly appropriate and has been adopted for sake of simplicity. However, in the case of
the system discussed below, the considered mode partitions actually generate the whole
algebra B(H). On the other hand, we can straightforwardly generalize this definition to
an algebraic multipartition, identifying many commuting subalgebras {A j}, [A j,Al] ⊆
δ j,lA j.
As we shall see in the following sections, this generalized definition of separability
results meaningful both for systems composed of distinguishable particles and for those
made of identical ones.
2.3.4 Applications
Distinguishable particles
We now show that the algebraic notion of entanglement recovers the usual definition,
for distinguishable particles. We consider the Hilbert space H = ⊗Nj=1H j and the alge-
braic multipartition {A j} j=1,·,N , whereA j = {1(1) ⊗ · · · ⊗ 1( j−1) ⊗O( j) ⊗ 1( j+1) ⊗ · · · ⊗ 1(N)}. It
is easy to apply the definition 2.3.1, getting the usual notion of separable states 2.1.2 and
local operators 2.1.4.
We move back to the possibility of writing Bell states as separable states, in the light
of the algebraic definition of entanglement. Consider the Hilbert space 4 = 2 ⊗ 2 and
the subalgebras A1 = {O(1) ⊗ 1(2)}, A2 = {1(1) ⊗ O(2)}, B1 = {1(1) ⊗ 1(2), 1(1) ⊗ σ(2)3 , σ(1)1 ⊗
σ(2)2 , σ
(1)
1 ⊗σ(2)1 } = {1(χ)⊗˜O(λ)},B2 = {1(1)⊗1(2), σ(1)1 ⊗1(2), σ(1)2 ⊗σ(2)3 , σ(1)3 ⊗σ(2)3 } = {O(χ)⊗˜1(λ)}.
According to the definition 2.3.1, the Bell states (2.14) are entangled with respect to the
algebraic bipartition (A1,A2) while they are separable with respect to the algebraic bipar-
tition (B1,B2), as explicitely shown in 2.3.1. The change in the entanglement properties
comes from the non-local transformation connecting the two algebraic bipartitions.
N two-mode Bosons confined in a double well potential
We apply the previous definition to the case of identical particles, focussing on N
two-mode Bosons. This system is quite simple and is able to model ultracold Bosonic
atoms trapped in a double well potential. In the following we shall study applications in
quantum metrology, and the role of entanglement there.
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The dynamics of cold atoms confined in an optical trap can be very well approximated
by a Bose-Hubbard type Hamiltonian; in the case of a double-well potential, it reads:
HBH = 1a
†
1a1 + 2a
†
2a2 + U1(a
†
1)
2a21 + U2(a
†
2)
2a22 − T (a†1a2 + a1a†2), (2.30)
where a1,2, a
†
1,2 annihilate and create atom states in the first, second well, respectively, and
satisfy the Bose commutation relations [ai , a
†
j] = δi j, i, j = 1, 2. Of the contributions to
HBH, the last one corresponds to a hopping term depending on the tunneling amplitude
T , the first two are due to the trapping potential and are proportional to the depth 1,2 of
the wells. Finally, the remaining terms, quadratic in the number operators a†i ai, take into
account repulsive Coulomb interactions inside each well.
We are using here a formalism of second-quantization, where the creation operator
ψˆ†(x) of an atom at position x can be decomposed in general as
ψˆ†(x) =
∞∑
i=1
φ∗i (x) a
†
i , (2.31)
and a†i creates an atom in the state |φi〉 = a†i |0〉 with wavefunction φi(x) = 〈x|φi〉; the set{|φi〉}∞i=1 is therefore a complete set of orthonormal single-particle atom states. The Bose-
Hubbard Hamiltonian (2.30) results from a tight binding approximation, where only the
first two of the basis vectors are relevant; in this case φ1,2(x) are orthogonal functions, φ1
localized within the first well, φ2 within the second one.
The total number N of atoms is conserved by (2.30). Therefore, the Hilbert space of
the system is N + 1-dimensional and can be spanned by Fock states of the form (2.28)
describing the situation in which the first well is filled with k atoms, while the other one
contains N − k particles. They are obtained by the action of the creation operators on the
vacuum. These states turn out to be eigenstates of the Bose-Hubbard Hamiltonian when
the tunneling term can be neglected, i.e. in the Mott insulator phase (U1,2/T  1).
Notice that in this formalism, symmetrization of the elements of the Hilbert space, as
required by the identity of the particles filling the two wells, is automatically guaranteed
by the commutativity of the two creation operators. Furthermore, all polynomials in a1,
a†1 and similarly all polynomials in a2, a
†
2 (together with their respective norm closures),
form two algebras, A1, respectively A2, that result commuting: [A1, A2] = 0; they are
subalgebras of the algebra A of all operators on the Fock space spanned by the states
(2.28). Strictly speaking, polynomials in Bosonic creation and annihilation operators are
not bounded, and the so-called Weyl algebras of the corresponding exponentials should
be used; however, the following discussion is not affected by working with algebras of
unbounded operators. According to the definition introduced in the previous section, they
define a bipartition ofA and therefore can be used to provide the notion of separability for
the states describing the identical atoms in the trap, generalizing the one usually adopted
for distinguishable particles.
With respect to this natural mode bipartition, (A1,A2), the Fock states (2.28) turn
out to be separable states. Indeed, for any polynomial operator A1(a1, a
†
1) ∈ A1 and
A2(a2, a
†
2) ∈ A2, the expectation value of the product A1A2 on such states can always be
2.3 Algebraic entanglement 32
written as the product of the separate averages of A1 and of A2; explicitly, one has:
〈k,N − k|A1A2|k,N − k〉 = 1k!(N − k)!〈0|a
k
1 A1 (a
†
1)
k|0〉 〈0|aN−k2 A2 (a†2)N−k|0〉
= 〈k|A1|k〉 〈N − k|A2|N − k〉 , (2.32)
where |k〉 ≡ (a†1)k/
√
k!|0〉 and |N−k〉 ≡ (a†2)N−k/
√
(N − k)!|0〉 are single-mode Fock states.
As a consequence, separable with respect to the bipartition (A1,A2) are also those
mixed states that are diagonal with respect to the Fock basis (2.28), i.e. density matrices
of the form:
ρ =
N∑
k=0
pk |k,N − k〉〈k,N − k| , pk > 0 ,
N∑
k=0
pk = 1 . (2.33)
Actually, all states separable with respect to the bipartition (A1,A2) must be in di-
agonal form with respect to the Fock basis. An abstract proof of this fact can be easily
given. In fact, one first observes that the algebra generated by the polynomials in the
operators a1, a
†
1 and a2, a
†
2 coincides with the whole algebra of operators A. Then, being
pure projections, the states |k,N − k〉〈k,N − k| are the only extremal ones in the convex
set of states satisfying the separability condition (2.29); thus, all others are necessarily a
convex combination of them.
Nevertheless, a more direct proof can also be explicitly worked out. A generic density
matrix representing a state for a two-mode system of N identical Bosons is of the form:
ρ =
N∑
k,l=0
ρkl |k,N − k〉〈l,N − l| , ρkk > 0 ,
N∑
k=0
ρkk = 1 . (2.34)
Assume now the state ρ to be separable with respect to the bipartition (A1,A2); this means
that for any local operator A1A2, with A1 ∈ A1 and A2 ∈ A2, one must have:
Tr[ρ A1A2] =
∑
m
λmTr[ρ(1)m A1] Tr[ρ
(2)
m A2] , (2.35)
where ρ(i)m , i = 1, 2, are density matrices of the generic form (2.34). Choose now A1 =
(a†1)
m an1, with m < n and A2 = (a
†
2)
r as2, with s < r and m + r = n + s; then, each factor in
the sum above identically vanish. Indeed, one finds:
Tr[ρ(1)m A1] =
N∑
k,l=0
ρ(1)m,kl 〈k,N − k|A1|l,N − l〉 =
N∑
k=0
ρ(1)m,kk 〈k|A1|k〉 ≡ 0 , (2.36)
and similarly, Tr[ρ(2)m A2] ≡ 0. However, using (2.34), one also have:
Tr[ρ A1A2] =
N∑
k,l=0
ρkl 〈k|A1|l〉 〈N − k|A2|N − l〉 =
N−s∑
k
ρk,k−n+m αm,n(k) βr,s(k) , (2.37)
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where the coefficients α and β are explicitly given by:
αm,n(k) =
[
k(k − 1) · · · (k − n + 1) · (k − n + 1)(k − n + 2) · · · (k − n + m)
]1/2
,
βr,s(k) =
[
(N − k)(N − k − 1) · · · (N − k − s + 1)
×(N − k − s + 1)(N − k − s + 2) · · · (N − k − s + r)
]1/2
.
Since Tr[ρ A1A2] vanishes by hypothesis, by choosing n = N − s, one finally gets the
condition:
ρnm
[
m! n! (N − m)! (N − n)!
]1/2
= 0 , m < n ; (2.38)
a similar condition holds for the case m > n. As a consequence, ρmn = 0 for all m , n,
and thus the original density matrix in (2.34) results diagonal in the Fock representation.
Furthermore, one easily checks that the states (2.33) satisfy the separability criterion for
continuous variable systems introduced in [68].
Up to now we discussed entanglement shared by an algebraic bipartition induced by
the modes, that we call mode-entanglement. We shall now discuss how the usual en-
tanglement shared by the partition induced by the identification of the paricles changes
for identical particles, and its relation with the mode-entanglement. For identical Bosons
(Fermions), the projection S (A) of the states onto the completely symmetized S(H)
(anti-symmetrized A(H)) subspace, where H = ⊗Nj=1H , is required. The symmetriza-
tion and anti-symmetrization give rise to unavoidable correlations which violates the
separability conditions (2.1.1) and (2.1.2). Thus, we need to rediscuss the definition of
particle-entanglement as it is usually formulated for distinguishable particles within the
formalism of first quantization. For a slightly different discussion of the following defi-
nition, see [72, 74]. We will focus on the case of two particles, since the general case is
not well addressed yet. We don’t need to go beyond the case of two particles to show the
peculiar feature of the entanglement shared by identical particles and its relation with the
mode-entanglement.
Definition 2.3.2 (Particle-entanglement). A pure state of two identical Bosons (Fermions)
|ψS 〉 ∈ S(H) (|ψA〉 ∈ A(H)) is separable if there are two orthonormal states |ψ j〉 ∈ H ,
〈ψ j|ψl〉 = δ j,l, j = 1, 2 and |ψ〉 = |ψ1〉 ⊗ |ψ2〉 ∈ H , such that |ψS 〉 = S|ψ〉 (|ψA〉 = A|ψ〉).
Otherwise, the state is called entangled.
A mixed state of identical Bosons (Fermions) ρS ∈ B(S(H)) (ρA ∈ B(A(H))) is separa-
bile if it is a convex combination of separable pure states |ψSk 〉 (|ψAk 〉):
ρS =
∑
k
pk|ψSk 〉〈ψSk |, ρA =
∑
k
pk|ψAk 〉〈ψAk |. (2.39)
Otherwise the state is entangled.
The orthogonality condition 〈ψ1|ψ2〉 = 0 always holds for Fermions but not for Bosons:
every antisymmetrization of the product of two states is equal to the antisymmetrization of
the produt of two orthogonal states; it is not true for symmetrized states. There is a physi-
cal reason to exclude correlations induced by the symmetrization and anti-symmetrization
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from the definition of particle-entaglement. Indeed, identical particles which have never
interacted are described by symmetrized or anti-symmetrized states. However, physical
corralations such as entanglement should arise from interactions.
Let us get back to mode-entanglement and its relation with particle-entanglement.
Mode-entanglement shared by the algebraic bipartition (A1,A2) reveals a non-locality
between two different preparations of a state, for instance the spatial modes discussed
above. A Bogolubov transformation, as
a1 =
b1 + b2√
2
, a2 =
b1 − b2√
2
, (2.40)
corresponds to a change of basis in the single particle Hilbert space, from the one of
spatially localized states, to the one of
b†1|0〉 =
1√
2
(| ↓〉 + | ↑〉), b†2|0〉 =
1√
2
(| ↓〉 − | ↑〉). (2.41)
Physically speaking, such states are eigenstates of the single particle Hamiltonian in the
Bose-Hubbard approximation with a highly penetrable barrier. The change to the energy
bipartition (B1,B2) is non-local with respect to the spatial bipartition (A1,A2). It corre-
sponds to a locally unitary and completely symmetric transformation
⊗N
j=1 U ∈ B(H),
in a first quantized formalism. This kind of transformation leaves unchanged the entan-
glement shared by the particles. However, mode-entanglement is not invariant under Bo-
golubov transformation: it can be created or destroyed. Hence, the mode-entanglement is
not a straightforward consequence of the particle-entanglement: it may come either from
the particle-entanglement and from the symmetrization (anti-symmetrization) of the first
quantized states. In general, we state the following proposition
Proposition 2.3.1. A state of two identical particles exhibits mode-entanglement under
any Bogolubov transformation if and only if it exhibits particle-entanglement.
Proof. Since entangled mixed states are mixtures of some entangled pure states, we just
need to prove the proposition for pure states. Any symmetrization or anti-symmetrization
of products of orthogonal states in first quantization is equivalent to a Fock state of some
commuting modes in second quantization. The proposition staightforwardly follows.
Part II
Results
Chapter 3
Environment induced entanglement
between two atoms
The result discussed in this chapter are published in [162, 166]. Quantum systems
can be considered isolated from their environment only if the coupling with it can be
neglected; if this is weak but not negligible, a reduced dynamics can be obtained by elim-
inating the degrees of freedom of the environment and by subsequently performing a so-
called Markovian approximation [83, 87, 92, 98, 104, 105]. These systems are known as
open quantum systems and their reduced dynamics is irreversible and satisfies a forward-
in-time composition law: it is described by a so-called quantum dynamical semigroup that
incorporates the dissipative and noisy effects due to the environment. Usually, the latter
acts as a source of decoherence: in general, the corresponding reduced dynamics generi-
cally and irreversibly transforms pure states (one-dimensional projections) into mixtures
of pure states (density matrices).
One of the most intriguing aspects of quantum coherence is entanglement [62], that
is the existence of purely quantum mechanical correlations, which has become a central
topic in quantum information for its many applications as a physical resource enabling
otherwise impossible information processing protocols. With reference to the entangle-
ment content of a state of two qubits embedded in the same heat bath, it is generally
expected that it would be depleted by decoherence effects. However, this is not the only
possibility: if suitably engineered, the environment can entangle an initial separable state
of two dynamically independent systems; the reason is that, although not directly inter-
acting between themselves, there can be an environment mediated generation of quantum
correlations between two systems immersed in it.
This possibility has been demonstrated analytically for two qubits with the same os-
cillation frequency [134, 144, 161] and two identical harmonic oscillators [148] evolving
according to a reduced master equation of the typical Lindblad form [91, 106, 107], ob-
tained via the so-called weak-coupling limit, while for harmonic oscillators in a heat bath
of other oscillators it has been derived from the exact time-evolution [157, 159]. This
technique is based on the fact that the time-scale over which the dissipative effects are
visible is so large that the free dynamics of the embedded systems can be averaged out
[83, 87, 98, 104, 105], thus eliminating too rapid oscillations.
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Noticeably, such a prescription guarantees that, unlike for reduced dynamics of Red-
field type (see [98, 109]), the resulting quantum dynamical semigroups consist of com-
pletely positive maps [83, 91, 92, 104, 105]. Complete positivity ensures that the open
quantum evolution is consistent with entanglement in the sense that not only the positivity
of any initial density matrix of the open system is preserved in time, but also that of any
initial state of the open system coupled to any other possible ancillary system external to
the environment. Indeed, only complete positivity can guarantee the full physical consis-
tency of the Markovian approximations that one may use to describe an open quantum
dynamics; in other words, without complete positivity, it always occurs that at least one
initial state carrying entanglement between the given system and an ancilla will assume
negative eigenvalues in the course of time [98].
It turns out that, when two qubits or two harmonic oscillators embedded in the same
environment have different oscillation frequencies ω1 , ω2, no matter how small the
difference ω2 − ω1 is, the elimination of too rapid oscillations destroys the generation
capability that the environment possesses when ω1 = ω2.
In the following, we study this behavior in the case of two qubits weakly interacting,
via a Ohmic coupling, with a Bose heat bath of free Bosons at temperature T = 1/β.
In many physical instancies, atoms can be treated in a non-relativistic approximation,
as independent finite-level systems, with negligibly small size. On the other hand, the
environment can be modeled by a set of weakly coupled quantum fields, typically the
electromagnetic field or the phononic field, in a given temperature state. Although ignor-
ing the internal atom dynamics and the full vectorial structure of the quantum field, this
simplified setting is nevertheless perfectly adequate for studying the behaviour of phys-
ical systems like ions in traps, atoms in optical cavities and fibers, impurities in phonon
fields [11, 14, 96].
We shall first relate the sharp dependence of the entanglement capability of the envi-
ronment on the oscillation frequencies of the two qubits to the time coarse-graining un-
derlying the derivation of the reduced dynamics and then show how a more refined time
coarse-graining can guarantee both complete positivity and the entanglement generation
capability of the environment even when ω1 , ω2. In this refined framework the sharp
dependence on the atom frequencies of the entanglement capability of the environment
mentioned above looks more like a mathematical artifact than a real physical effect.
3.1 Coarse graining approach
As explained above, we shall study the behaviour of a system composed by two,
unequal two-level atoms, that start interacting at time t = 0 with an environment made of
a collection of independent, massless, scalar quantum fields at temperature 1/β. We are
interested in the evolution of the atoms as open quantum systems and not in the details
of their internal dynamics; therefore, we shall model them, in a nonrelativistic way, as
simple qubits, described in terms of a two-dimensional Hilbert space.
In absence of any interaction with the external fields, the single atom internal dynam-
ics can thus be taken to be driven by a generic 2 × 2 hamiltonian matrix. As a result, the
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total atom Hamiltonian HS can be expressed as:
HS = H
(1)
S + H
(2)
S , H
(α)
S =
ωα
2
~n · ~σ(α) ≡ ωα
2
3∑
i=1
ni σ
(α)
i , α = 1, 2 , (3.1)
where σ(1)i = σi⊗1 and σ(2)i = 1⊗σi are the basis operators pertaining to the two different
atoms, with σi, i = 1, 2, 3 the Pauli matrices, ni the components of a unit vector, while ωα
represent the gaps between the two energy eigenvalues of the two atoms.
As mentioned in the introductory remarks, the coupling of the atoms with the external
fields is assumed to be weak. In our simplifying settings that ignore spinorial indices, the
interaction term can then be described by a Hamiltonian H′ that is linear in both atom and
field variables:
H′ =
3∑
i=1
(
σ(1)i ⊗ Φi[ f (1)] + σ(2)i ⊗ Φi[ f (2)]
)
. (3.2)
The operators Φi(t, ~x) represent the set of external quantum fields, which evolve in time
as free fields with a Hamiltonian HB. The atoms are assumed to have a spatial extension
described by the two functions f (α)(~x), α = 1, 2. To be more specific, we shall choose for
the atoms a common profile f (~x) of spherically symmetric shape, with size ε:
f (~x) =
1
pi2
(ε/2)[|~x|2 + (ε/2)2]2 , (3.3)
and position the first atom at the origin of the reference frame, so that f (1)(~x) ≡ f (~x),
while the second is displaced by an amount ~` with respect to it, f (2)(~x) = f (~x + ~` ). Since
the atom-field interaction takes place on the whole region occupied by the atoms, the field
operators entering the interaction Hamiltonian above are smeared over the atom spatial
extension:
Φi[ f (α)] =
∫
d3x f (α)(~x ) Φi(0, ~x ) , α = 1, 2 . (3.4)
The total Hamiltonian H describing the complete system, the two atoms together with
the external fields Φi, can thus be written as
H = HS + HB + λH′ ≡ H0 + λH′ , (3.5)
with λ a small coupling constant. Through the standard Liouville-von Neumann equa-
tion, ∂tρtot(t) = −i[H, ρtot(t)], it generates the evolution in time of the state of the total
system, described in general by a density matrix ρtot, starting at t = 0 from the initial
configuration: ρtot(0).
We shall assume the atom and the fields to be initially prepared in an uncorrelated
state, with the fields in the temperature state ρβ and the atoms in a generic initial state ρ(0),
so that ρtot(0) = ρ(0) ⊗ ρβ. The reduced time evolution of the two atoms is then obtained
by integrating over the unobserved field degrees of freedom and is formally given by the
transformation map: ρ(0) 7→ ρ(t) ≡ TrB[ρtot(t)]. This map is in general very complicated,
because of nonlinearities and memory effects; nevertheless, it can be approximated by
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a linear, memoryless map when the coupling with the environment is small and its own
internal dynamics is sufficiently fast [83, 87, 91, 92, 98, 99]. Indeed, in such cases the
details of the internal environment dynamics result irrelevant, being the time scale of the
subsystem evolution typically very long compared with the decay time of the correlations
in the bath.
In order to derive the equation obeyed by the reduced density matrix ρ(t) in the case
at hand, it is convenient to work in the interaction representation
ρ˜tot(t) = eitH0 ρtot(t) e−itH0 , (3.6)
so that
∂ρ˜tot(t)
∂t
= −iλ
[
H′(t), ρ˜tot(t)
]
, H′(t) = eitH0 H′ e−itH0 . (3.7)
One then focuses on the changes of the reduced state ρ˜(t) ≡ TrB[ρ˜tot(t)] over a time interval
∆t; by taking the trace over the field variables of the integrated version of the equation
(3.7) one gets (to lowest order in λ):
ρ˜(t + ∆t) − ρ˜(t)
∆t
=
1
∆t
∫ t+∆t
t
ds
∂ρ˜(s)
∂s
= −λ
2
∆t
∫ t+∆t
t
dt1
∫ t1
t
dt2 TrB
([
H′(t1),
[
H′(t2), ρ˜tot(t)
]])
+
+O(λ4) . (3.8)
One notices that the variation of ρ˜(t) starts to become relevant at order λ2, i.e. on time
scales of order τ = λ2t. Then, one can equivalently write:
ρ˜(t + ∆t) − ρ˜(t)
∆t
=
1
∆t
∫ τ+λ2∆t
τ
ds
∂ρ˜(s/λ2)
∂s
, (3.9)
so that in the limit of small λ and for (finite) ∆t such that λ2∆t  1 one can readily
approximate the r.h.s. of (3.9) with ∂tρ˜(t). Indeed, the error is bounded by λ2∆t. At this
point, one further observes that the environment, containing an infinite number of degrees
of freedom, is much larger than the subsytem immersed in it, so that its dynamics is hardly
affected by its presence. Further, if ∆t is chosen much larger than the decay time τB of
the environment two-point time-correlation functions, one may approximate in the double
integral of (3.8) ρ˜S B(t) with the uncorrelated state ρ(t) ⊗ ρβ, taking the initial state ρβ as
a reference state for the bath [83, 87, 91, 92, 99]. Therefore, if τB  ∆t, one gets the
following approximated master equation (in interaction representation):
∂tρ˜(t) = −λ
2
∆t
∫ t+∆t
t
dt1
∫ t1
t
dt2TrB
([
H′(t1) ,
[
H′(t2), ρ˜(t) ⊗ ρβ
]])
. (3.10)
Returning to the Schro¨dinger representation, one finally gets the following linear,
Markovian master equation for the two-atom state ρ(t):
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∂ρ(t)
∂t
= −i[HS , ρ] +D[ρ(t)] , (3.11)
where the bath-dependent contribution D[ρ(t)] contains both the Hamiltonian and the
dissipative term
D[ρ(t)] = −i[H12, ρ(t)] +L[ρ(t)] , (3.12)
with
H12 =
iλ2
2∆t
∫ ∆t
0
ds1
∫ ∆t
0
ds2 θ(s1 − s2) TrB
(
ρβ
[
H′(s1), H′(s2)
])
, (3.13)
L[ρ(t)] = λ
2
∆t
TrB
[
L
(
ρ(t) ⊗ ρβ) L − 12{L2, ρ(t) ⊗ ρβ}
]
, L =
∫ ∆t
0
ds H′(s), (3.14)
the curly brackets representing the anticommutator, while θ(s) is the step function. A
discussion on the validity of this so-called Markovian approximation is reported in [120].
There, a non-Markovian weak coupling approximation of the reduced dynamics is also
introduced; it leads to a two-parameter family of dynamical maps, with a time-dependent
generator [83]. We stress that this approach is completely different from the one discussed
below, which instead describes the reduced two-atom dynamics in terms of a Markovian,
one parameter semigroup. In particular, while in [120] the standard weak coupling limit
can be reached only in the asymptotic, long-time regime, in the treatment presented below
it can always be obtained for any time by letting the coarse-graining parameter become
large.
It is important to observe that, for any interval ∆t, the master equation (3.11)-(3.14)
generates a quantum dynamical semigroup of completely positive maps. Indeed, the gen-
erator in the r.h.s. of (3.12), besides the Hamiltonian piece, contains a dissipative term
which turns out to be itself completely positive, being the composition of two completely
positive maps, the trace over the environment degrees of freedom and a linear operator on
the total system, written in canonical (1.18) Kraus-Stinespring form [13, 58]. Notice that,
on the contrary, in the usual weak coupling limit approach to the derivation of a Marko-
vian master equation, complete positivity is ensured by an ergodic average prescription
that eliminates fast oscillating terms [104, 105, 109].
The physical meaning of ∆t is that of a time-coarse graining parameter naturally as-
sociated to the slow dissipative time-scale τ = tλ2. More precisely, significant variations
of the system density matrix due to the presence of the environment can only be seen
after a time ∆τ = λ2∆t has elapsed. Given the coupling constant λ  1, the dissipative
time-scale is set and actual experiments cannot access faster time-scales; furthermore, if
∆τ  1 on the scale of τ, then the experimental evidences are consistently described
by a master equation as in (3.10). The weak-coupling limit consists in letting λ → 0
[83, 87, 99]; then, variations of the system density matrix as in (3.10) are actually visible
only if ∆t → +∞. This allows one to average out all fast oscillations through the time
ergodic average as in the standard weakcoupling limit approach [104, 105, 109]. Instead,
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if the system-environment coupling λ is small, but not vanishingly small, then ∆t cannot
be taken as infinitely large thus allowing one to keep contributions that would otherwise
be washed out. In such cases, the usual weak-coupling limit techniques provide an ap-
proximation which is too rough to properly describe the dissipative time-evolution and
one needs a more refined approach.
3.2 Phononic bath
The problem we are going to address in the following regards whether two non-
interacting qubits with Hamiltonian
HS =
ω1
2
σ(1)3 +
ω2
2
σ(2)3 (3.15)
can become entangled when weakly coupled to free spinless Bosons in thermal equilib-
rium via a (finite volume) interaction of the form
H′ = λ Φ[ f ]
(
σ(1)1 + σ
(2)
1
)
, Φ[ f ] =
∑
k
(
f (k) a†k + f
∗(k) ak
)
, (3.16)
where a†k and ak denote the creation and annihilation operators of Bose modes with mo-
mentum k and energy ω(k), f (k) is a one-particle Bose state in momentum representation,
while σ(1)1,3 = σ1,3 ⊗ 1 and σ(2)1,3 = 1 ⊗ σ1,3 represent the first and third Pauli matrices for
the two qubits. For sake of simplicity, we consider the two qubits located at a same point
in space. With respect to the notation introduced in the previous section, it corresponds to
the choice ~l = 0, that is f (1) = f (2), for the operators (3.4). The total system Hamiltonian
will then be
H = HS + HB + H′, HB =
∑
k
ω(k) a†k ak. (3.17)
This model is commonly used to describe two-level atoms immersed in a phononic bath
[41]. In the interaction picture we write
H′(t) = λ Φt[ f ]
(
σ(1)1 + σ
(2)
1
)
, Φt[ f ] =
∑
k
(
f (k)eitω(k)a†k + f
∗(k)e−itω(k)ak
)
. (3.18)
In the Schro¨dinger representation, (3.10) yields the following memoryless master
equation (see [120, 132, 156]) of Kossakowski-Lindblad type [83, 87, 98]:
∂tρ(t) = −i
[
HS + λ2 H∆t , ρ(t)
]
+ D∆t[ρ(t)] . (3.19)
The environment contributes to the generator of the reduced dynamics with a Hamiltonian
H∆t and a purely dissipative term D∆t[ρ(t)]; both of them depend on the environment
through the two-point time-correlation functions
G(t2 − t1) = Tr
(
ρβΦt1[ f ] Φt2[ f ]
)
= G(t1 − t2)∗ . (3.20)
3.2 Phononic bath 42
The bath-induced Hamiltonian H∆t contains a bath-mediated spin-spin interaction
Hint∆t =
∑
i, j=1,2
hi j(∆t)σ
(1)
i σ
(2)
j , (3.21)
where the 2×2 matrix h∆t = [hi j(∆t)] is real, but not necessarily Hermitian. It is convenient
to introduce the following matrices [Ψε j] =
1
2
(
1 i
1 −i
)
, ε = ±1; then h∆t = Ψ† H(12)∆t Ψ +(
Ψ† H(21)
∆t Ψ
)T
, where H(ab)
∆t = [H
(ab)
εε′ (∆t)], a, b = 1, 2, with
H(ab)εε′ (∆t) = −
i
2∆t
∫ ∆t
0
dt1
∫ ∆t
0
dt2ei(εωat1−ε
′ωbt2)sign(t2 − t1)G(t2 − t1) , (3.22)
where XT denotes matrix transposition. Instead, the purely dissipative part can be written
as
D∆t[ρ(t)] =
∑
a,b=1,2;i, j=1,2
(Ψ† D(ab)
∆t Ψ)i j
(
σ(a)i ρ(t)σ
(b)
j −
1
2
{
σ(b)j σ
(a)
i , ρ(t)
})
, (3.23)
where D(ab)
∆t = [D
(ab)
εε′ (∆t)] with
D(ab)εε′ (∆t) =
1
∆t
∫ ∆t
0
dt1
∫ ∆t
0
dt2ei(εωat1−ε
′ωbt2) G(t2 − t1) . (3.24)
The 4×4 Kossakowski matrix C∆t formed by the 2×2 blocks C(ab)∆t = Ψ†D(ab)∆t Ψ, a, b = 1, 2,
involves the Fourier transforms of the correlation functions (3.20) and is automatically
positive definite; this fact guarantees that the master equation (3.19) generates a semi-
group of dynamical maps γ∆tt on the two-quibit density matrices which are completely
positive [83, 87, 98, 92, 104, 105], whence, as discussed in the introduction, fully physi-
cally consistent.
3.2.1 Environment induced entanglement generation
Given two qubits weakly interacting with their environment, a sufficient condition
for them to get entangled at small times by the completely positive reduced dynamics
has been derived in [138, 155] and biefly reviewed in the section 2.2. It is based on the
properties of the generator in (3.19), that is on the interaction Hamiltonian (3.21) and the
dissipative contribution (3.23). We shall focus on an initial two qubit state of the form
ρ(0) = | ↓〉〈↓ | ⊗ | ↑〉〈↑ |, where σ3| ↑, ↓〉 = ±| ↑, ↓〉; then, the condition is as follows:
δ = D(11)−− (∆t) D
(22)
++ (∆t) −
∣∣∣D(12)
∆t + iH (12)∆t
∣∣∣2 < 0 , (3.25)
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where, from (3.22) and (3.24),
D(12)
∆t =
D(12)−− (∆t) + (D
(12)
−− (∆t))∗
2
(3.26)
H (12)
∆t = H
(12)
−− (∆t) + H
(21)
++ (∆t) . (3.27)
If δ > 0, such a separable state cannot get entangled by the environment at small times
[155].
We are interested in the capacity of the environment to generate entanglement, at least
at small times with respect to the dissipative time-scale. Because of the positivity of the
Kossakowski matrix C∆t the diagonal block matrices C
(aa)
∆t and D
(aa)
∆t , a = 1, 2, are positive
definite; therefore, the dissipative entanglement generation depends on the quantityD(12)
∆t ,
but also on how it interferes withH (12)
∆t in (3.25). In the case at hand, it turns out that∣∣∣D(12)
∆t + iH (12)∆t
∣∣∣2 = ∣∣∣D(12)
∆t
∣∣∣2 + ∣∣∣H (12)
∆t
∣∣∣2 . (3.28)
Indeed, using (3.20), one can check by explicit computation that the quantities
e−i(ω2−ω1)∆t/2D(12)
∆t , e
−i(ω2−ω1)∆t/2H (12)
∆t (3.29)
are both real. We shall thus concentrate on the purely dissipative entanglement generation,
that is on the difference
δ˜ = D(11)−− (∆t) D
(22)
++ (∆t) −
∣∣∣D(12)
∆t
∣∣∣2 . (3.30)
If δ˜ is negative, then also δ in (3.25) is negative.
We shall consider (infinite volume) Ohmic correlation functions [125]
G(t) =
∫ +∞
0
dω e−ω/ωc ω
(
coth
βω
2
cosωt − i sinωt
)
, (3.31)
where ωc is a Debye cut-off; then, setting sinc(x) =
sin x
x
and (a, ε) = (1,−), (2,+), one
explicitly gets
D(aa)εε (∆t) =
ε∆t
2
∫ +∞
−∞
dωω
e−|ω|/ωc
eεβω − 1sinc
2
(
(ω − ωa)∆t
2
)
(3.32)∣∣∣∣D(12)∆t ∣∣∣∣ = ∆t2
∫ +∞
−∞
dωω e−|ω|/ωc coth (βω/2) ·
·sinc
(
(ω − ω1)∆t
2
)
sinc
(
(ω − ω2)∆t
2
)
. (3.33)
The weak-coupling limit amounts to ∆t → +∞; since lim
α→+∞
α
2pi
sinc(α(x− x0)) = δ(x− x0),
one finds
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lim
∆t→+∞
D(aa)εε (∆t) = 4piε
ωa e−ωa/ωc
eεβωa − 1 (3.34)
lim
∆t→+∞
∣∣∣∣D(12)∆t ∣∣∣∣ = 2piδω1ω2 ω2 e−ω2/ωc coth βω22 . (3.35)
If ω1 = ω2, the difference (3.30) is always negative: δ˜ = −4pi2 ω22 e−2ω2/ωc; instead, if
ω1 , ω2, δ˜ = D
(11)
−− (∆t) D
(22)
++ (∆t) > 0. Thus, in the latter case, the initial separable state
|−〉 ⊗ |+〉 cannot get dissipatively entangled by the environment at small times, while it
can when ω1 = ω2.
Such a sharp dependence of the entanglement capability of the environment on the
frequency difference 0 < δω = (ω2 − ω1)/2 can be explained as follows: when the
coupling of the qubits to the environment is so weak that effectively λ → 0, then the
dissipative time-evolution of the qubit density matrix occurs over time intervals ∆t that are
also so long that all off-resonant oscillations depending on δω are averaged out. However,
this also means that, if λ is small, but not negligibly small, then the qubit density matrix
effectively varies over times ∆t < +∞; consequently, terms of order 1/∆t like
∣∣∣∣D(12)∆t ∣∣∣∣ ' pi sinc(δω∆t) 2∑
a=1
ωa e−ωa/ωc coth(βωa/2) (3.36)
can become relevant and can make δ˜ become negative even when δω , 0. Indeed, for
high temperatures βω1,2  1 and large cut-offs ω1,2/ωc  1, expanding (3.34) and (3.36)
yields
δ˜ ' 16pi
2
β2
(
1 − βδω − sinc2(δω∆t)
)
. (3.37)
If the qubit frequency difference δω and the coupling strength λ are such that δω∆t  1
then a further expansion of the sinc function yields
δ˜ ' −16pi
2
β2
(
βδω − (δω)
2(∆t)2
3
)
, (3.38)
which is negative when
1
ω1,2
 β > δω(∆t)
2
3
.
In conclusion, the fact that the environment may generate two-qubit entanglement
only if the qubit frequencies are equal, is a consequence of the weak-coupling limit; in
such a case, the coupling constant λ → 0 so that the time intervals ∆t over which the
qubit density matrix effectively changes due to the presence of the environment become
so large that all off-resonant phenomena are averaged out. By going to a finer time coarse-
graining, that is to finite time-resolutions ∆t, one may keep track of finer effects and save
the possibility of dissipative entanglement generation. However, in order these effects
to be physically accessible, the finite time coarse-graining parameter ∆t must be com-
patible with the overall dissipative time-scale which goes as λ−2. In other words, the
experimental visibility of environment-induced entanglement when the two qubits have
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different frequencies asks for a coupling constant λ that is small but not vanishing so that
dissipative time-variations of the two-qubit state may occur over times ∆t  1/δω.
3.3 Electromagnetic bath
In this section we shall investigate a more complex case, which models two two-level
atoms interacting with an electromagnetic field through a dipole coupling [98]. The quan-
tum fields Φi(t, ~x) are taken to be spinless and massless, evolving in time as free relativistic
fields with a standard Hamiltonian [12]. A more explicit expression for the generator in
(3.12) can be obtained by recalling (3.2) and (3.4). Indeed, after straightforward manipu-
lations, the master equation driving the dissipative dynamics of the two atoms state takes
the following Kossakowski-Lindblad form [91, 106, 107]
∂ρ(t)
∂t
= −i[Heff, ρ(t)] +L[ρ(t)] , (3.39)
with
Heff = HS − i2
2∑
α,β=1
3∑
i, j=1
H(αβ)i j σ
(α)
i σ
(β)
j , (3.40)
and
L[ρ] =
2∑
α,β=1
3∑
i, j=1
C(αβ)i j
[
σ
(β)
j ρσ
(α)
i −
1
2
{
σ(α)i σ
(β)
j , ρ
}]
. (3.41)
The coefficients of the Kossakowski matrix C(αβ)i j and of the effective Hamiltonian Heff are
determined by the field correlation functions in the thermal state ρβ:
G(αβ)i j (t − t′) =
∫
d3x d3y f (α)(~x) f (β)(~y) 〈Φi(t′, ~x)Φ j(t, ~y)〉 , (3.42)
through their Fourier,
G(αβ)i j (z) =
∫ ∞
−∞
dt e−izt G(αβ)i j (t) , (3.43)
and Hilbert transform,
K (αβ)i j (z) = −
∫ ∞
−∞
dt sign(t) e−izt G(αβ)i j (t) =
P
pii
∫ ∞
−∞
dw
G(αβ)i j (w)
w − z , (3.44)
respectively (P indicates principle value).
More specifically, one finds that the Kossakowski matrix reads:
C(αβ)i j = λ
2 ∆t
2pi
∑
ξ,ξ′={+,−,0}
3∑
k,l=1
ei(ξωα+ξ
′ωβ)∆t/2 ψ
(ξ)
ki ψ
(ξ′)
l j ·
·
∫ ∞
−∞
dω G(αβ)kl (ω)sinc
[
(ξω − ωα)∆t/2]sinc[(ξ′ω + ωβ)∆t/2] , (3.45)
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where
ψ(0)i j = ni n j , ψ
(±)
i j =
1
2
(
δi j − ni n j ± ii jknk) , (3.46)
are the components of auxiliary three-dimensional tensors, giving the free evolution of
the atom operators:
σ(α)i (t) = e
itHSσ(α)i e
−itHS =
∑
ξ={+,−,0}
3∑
j=1
eiξωαt ψ(ξ)i j σ
(α)
j .
The 6 × 6 matrix C(αβ)i j turns out to be non-negative, since, as already mentioned, the
evolution generated by 3.39 is completely positive. On the other hand, let us remark that
direct use of the standard second order perturbative approximation (e.g. see [14, 96]) often
leads to physically inconsistent results [98, 152, 153], giving a finite time evolution for
ρ(t) that in general does not preserve the positivity of probabilities. An expression similar
to the one in (3.45) holds also for H(αβ)i j in (3.40), with G(αβ)kl (ω) replaced by K (αβ)kl (ω).
For simplicity, the fields giving rise to the environment are taken to be independent
and further assumed to obey a free evolution; in this case, one finds:
〈Φi(x)Φ j(y)〉 ≡ Tr[Φi(x)Φ j(y)ρβ] = δi j G(x − y) , (3.47)
where G(x−y) is the standard four-dimensional Wightmann function for a single relativis-
tic scalar field in a state at inverse temperature β [12], that, with the usual iε prescription,
can be written as:
G(x) =
∫
d4k
(2pi)3
θ(k0) δ(k2)
[(
1 +N(k0)) e−ik·x +N(k0) eik·x]e−εk0 , (3.48)
where
N(k0) = 1
eβk0 − 1 . (3.49)
Although the iε prescription, assuring the convergence of the integral in (3.48), originates
from causality requirements, in the present setting it can be related to the finite size of
the two atoms. Indeed, the correlations in (3.42) actually involve the Fourier transform
fˆ (~k) =
∫
d3x ei~k·~x f (~x) of the shape function f (~x) in (3.3); it can be easily computed to be
fˆ (~k ) = e−|~k |ε/2. Inserting it back in (3.42), this contribution can be conveniently attached
to the definition of the Wightmann function G(x), so that the integrand in (3.48) gets an
extra e−εk
0
overall factor.
Using (3.48) and (3.49), the Fourier transform in (3.43) can now be explicitly evalu-
ated; taking for simplicity the limit of pointlike atoms, (the size ε can be taken to vanish
since it does not play any more the role of a regularization parameter), one gets:
G(αβ)i j (ω) = δi j G(αβ)(ω) , (3.50)
with:
G(11)(ω) = G(22)(ω) = 1
2pi
ω
1 − e−βω ,
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G(12)(ω) = G(21)(ω) = 1
2pi
ω
1 − e−βω
sin(`ω)
`ω
, (3.51)
where ` denotes the modulus of the displacement vector ~`; then, recalling (3.44), for the
Hilbert transform one similarly finds:
K (αβ)i j (z) = δi j K (αβ)(z) , K (αβ)(z) =
P
pii
∫ ∞
−∞
dw
G(αβ)(w)
w − z . (3.52)
With these results and taking into account that
∑
k ψ
(ξ)
ki ψ
(ξ′)
k j = ψ
(−ξ)
i j δ(ξ + ξ
′), the Kos-
sakowski matrix takes the more explicit form:
C(αβ)i j = C
(αβ)
+ δi j − iC(αβ)−
3∑
k=0
i jk nk +
[
C(αβ)0 −C(αβ)+ ] ni n j , (3.53)
where
C(αβ)± = I
(αβ)
± cos
(
ωαβ ∆t/2
)
+ i I(αβ)∓ sin
(
ωαβ ∆t/2
)
, ωαβ ≡ ωα − ωβ , (3.54)
with
I(αβ)± =
∆t
4pi
∫ ∞
−∞
dω
[
G(αβ)(ω)±G(αβ)(−ω)
]
sinc
[
(ω−ωα)∆t/2] sinc[(ω−ωβ)∆t/2] , (3.55)
while
C(αβ)0 ≡ I(αβ)0 =
∆t
4pi
∫ ∞
−∞
dω
[
G(αβ)(ω) + G(αβ)(−ω)
]
[sinc (ω∆t/2)]2 . (3.56)
Only the following combinations G(αβ)± (ω) ≡ G(αβ)(ω) ± G(αβ)(−ω) actually occur in the
previous integrals, and from the explicit expressions in (3.51) one obtains:
G(11)+ = G(22)+ = ω2pi
[1 + e−βω
1 − e−βω
]
, G(12)+ = G(21)+ = ω2pi
[1 + e−βω
1 − e−βω
]
sinc(ω`) , (3.57)
G(11)− = G(22)− = ω2pi , G
(12)
− = G(21)− = ω2pi sinc(ω`) ; (3.58)
they contain the dependence on the bath temperature 1/β and on the separation ` between
the two atoms. Because of the presence of the Boltzmann factors, the integrals I(αβ)±,0 in
(3.55, 3.56) can not in general be expressed in terms of elementary functions. However,
in the case of a bath at high temperature (i.e. for small β), the square bracket in (3.57)
behaves as 2/βω and the above integrals can be explicitly evaluated (see the Appendix
A). In the physical situation for which ` 6 3∆t, one finds:
I(αβ)+ =
1
piβωαβ ∆t
{
sinc
(
`ωα/2
)
sin
[(
ωα
(
1 − `/∆t) − ωβ)∆t2
]
+sinc
(
`ωβ/2
)
sin
[(
ωα − ωβ(1 − `/∆t))∆t2
]}
, (3.59)
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I(αβ)− =
1
pi` ωαβ ∆t
sin
[ωαβ(∆t − `)
2
]
sin
[`(ωα + ωβ)
2
]
, (3.60)
I(αβ)0 =
1
4piβ
(
2 − `
∆t
)
. (3.61)
The condition ` 6 3∆t assures that the two atoms actually feel the presence of the quantum
fields; indeed, due to relativistic causality [12], the fields would not be able to interact with
the atoms in the time interval ∆t if they were too far apart. Inserting these results back in
(3.54) and (3.56), one finally obtains the explicit expression for the Kossakowski matrix
C(αβ)i j , in the large temperature limit. Since this is an approximated result, positivity of
the matrix is not a priori guaranteed and should be formally imposed in order to preserve
the properties of the exact expression (3.45). In particular, positivity of the two diagonal
submatrices C(αα)i j , requires βωα/2 6 1, which are satisfied by the requirement of β small.
Coming now to the Hamiltonian contribution to the master equation, one sees that the
effective Hamiltonian Heff in (3.40) can be split into two parts, Heff = H˜S + H
(12)
eff , the
first is just a renormalization of the starting system Hamiltonian, while the second one
represents an environment induced direct coupling term for the two atoms. The term H˜S
has the same form as the Hamiltonian in 3.1 but with redefined frequencies
ω˜α = ωα − i ∆t2pi
∫ ∞
−∞
dω
[
K (αα)(ω) − K (αα)(−ω)
] [
sinc
[
(ω − ωα)∆t/2]]2 . (3.62)
Recalling the definition of K (αα)(ω) in (3.52), one sees that it can be split as:
K (αα)(ω) = 1
2pi2i
P
∫ ∞
0
dz
z
z − ω +
1
2pi2i
P
∫ ∞
0
dz
z
1 − eβz
(
1
z + ω
− 1
z − ω
)
, (3.63)
into a vacuum and a temperature-dependent piece. Although not expressible in terms of
simple functions, the temperature dependent second term is a finite, odd function of ω; on
the contrary, the remaining, vacuum contribution in (3.63) results divergent, and therefore
so are the shifted frequencies ω˜α. As a consequence, the definition of effective Hamilto-
nian Heff requires the introduction of a suitable cutoff and a renormalization procedure.
This is not a surprise: the appearance of the divergences is due to the non-relativistic
treatment of the two-level atoms, while any sensible calculation of energy shifts would
have required the use of quantum field theory techniques [11]. In order to make Heff
well defined we follow a simple prescription: perform a suitable temperature independent
subtraction, so that the expressions in (3.62) reproduce the correct quantum field theory
result, obtained by considering the external fields in the vacuum state.
The induced two-atom interaction term H(12)eff can instead be expressed as
H(12)eff =
3∑
i, j=1
H (12)i j σ(1)i ⊗ σ(2)j , (3.64)
where
H (12)i j =
(
cos
[
ω12∆t
2
]
δi j +sin
[
ω12∆t
2
] 3∑
k=0
εi jk nk
)
J+ +
(
J0−cos
[
ω12∆t
2
]
J+
)
nin j , (3.65)
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with
J+ = −i ∆t4pi
∫ ∞
−∞
dω
[
K (12)(ω) +K (12)(−ω)
]
·
·sinc[(ω − ω1)∆t/2] sinc[(ω − ω2)∆t/2] , (3.66)
J0 = −i ∆t8pi
∫ ∞
−∞
dω
[
K (12)(ω) +K (12)(−ω)
]
[sinc (ω∆t/2)]2 . (3.67)
Also K (12)(ω) can be split as in (3.63) into a temperature dependent term, odd in ω, and
a vacuum piece. Clearly, only this second contribution enters the above integrals J+,0; it
is finite (for non vanishing atom separation) and with the help of (3.57) can be explicitly
computed:
K (12)(ω) +K (12)(−ω) = P
2pi2i
∫ ∞
−∞
dz
z
z + ω
sinc `z =
1
2pii
cos `ω
`
. (3.68)
Inserting this result in (3.66) and (3.67), one finally obtains, again for ` 6 ∆t (see Ap-
pendix A):
J+ = − 12pi`ω12∆t cos
[(ω1 + ω2)`
2
]
sin
[ω12(∆t − `)
2
]
, (3.69)
J0 =
1
8pi
( 1
∆t
− 1
`
)
. (3.70)
We are now ready to discuss the entanglement properties of the time evolution generated
by the master equation (3.39-3.41).
3.3.1 Environment induced entanglement generation
We want to investigate whether entanglement can be created by dissipation at small
times. We apply to the case at hand the sufficient condition (2.12) reviewed in the sec-
tion 2.2 and derived in [138, 155]. In order to obtain a manageable expression for it, we
first note that, without loss of generality, the unit vector ~n that defines the atom Hamilto-
nian in (3.1) can be oriented along the third axis. Further, as initial atom state we shall
choose ρ(0) = | ↓〉〈↓ | ⊗ | ↑〉〈↑ |, constructed out of the eigenstates of the single atom
Hamiltonian, σ3 | ↑, ↓〉 = ±| ↑, ↓〉. As a consequence, recalling (2.11), one finds that the
three-dimensional vector |u〉 has components ui = {1,−i, 0}, and further vi = ui. Then,
using the explicit expressions for the elements of the Kossakowski matrix C(αβ)i j and of the
induced interaction Hamiltonian H(12)eff , the inequality (2.12) reduces to(
1 − βω1
2
)(
1 +
βω2
2
)
< pi2β2
[(
I(12)+
)2
+ 4
(
J+
)2]
. (3.71)
Notice that the l.h.s. of this expression is positive, since as discussed in the previous
section, complete positivity requires βωα/2 6 1.
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As already remarked, the parameter ∆t identifies the time scale over which the pres-
ence of the environment is felt by the system of the two atoms; clearly the weaker the
coupling with the environment is, the longer one needs to wait for the bath induced ef-
fects to become apparent. In the weak coupling limit approximation, one actually let
the coupling constant λ to approach zero, so that changes in the two-atom density ma-
trix become visible only for infinitely large ∆t. In this limit however, the two integrals
on the r.h.s. of (3.71) become vanishingly small, unless ω1 = ω2. Indeed, in the limit
∆t → 0 both integrals vanish since, for ω1 , ω2, the two functions sinc[(ω − ω1)∆t/2]
and sinc[(ω−ω2)∆t/2] have disjoint supports. Thus, for atoms with unequal frequencies,
the inequality can never be satisfied, and thus no entanglement is generated.
On the contrary, when the two frequencies coincide, ω1 = ω2 = ω, the condition
(3.71) becomes:
1 −
(
βω
2
)2
<
[sin (ω`)
ω`
]2
+
β2
4
[cos (ω`)
`
]2
. (3.72)
This result generalizes the one discussed in [144], where the contribution of the envi-
ronment induced interaction Hamiltonian (the second term in the r.h.s. of (3.71)) was
neglected. In particular, one sees that, in this case, for any given (small) inverse tempera-
ture β, there is always an atom separation ` below which the inequality (3.72) is satisfied,
and therefore entanglement created between the two atoms. This phenomenon is forbid-
den only for infinitely large separation or infinitely large temperature, in which case the
environment induced decoherence and noisy effects dominate.
The sharp dependence of the entanglement capability of the environment on the atom
frequencies in the weak coupling limit approach is however striking; it originates in the
elimination of fast oscillating terms in the reduced two-atom dynamics through an ergodic
average, a procedure that is justified only in the limit of a vanishing λ and very fast decay
of correlations in the environment.
Instead, if the coupling of the atoms to the bath is weak, but not infinitesimally small,
environment induced changes in the atom density matrix ρ(t) can be seen on finite time
intervals ∆t. In this case, it is the full condition (3.71) that regulates the entanglement
capability of the thermal bath. One can check that indeed this inequality can be satisfied
even for ω1 , ω2, and therefore that a bath made of thermal quantum fields can correlate
two unequal atoms.
In order to show this, let us first note that the dissipative and Hamiltonian contribu-
tions in the r.h.s. of (2.12) can destructively interfere making the inequality harder to be
satisfied and thus reducing the entanglement power of the environment. However, the
Hamiltonian contribution in (3.71), being positive, can only enhance entanglement gen-
eration; this is the result of the hermiticity of the induced coupling term H(12)eff in (3.64).
One can therefore limit the considerations to a simpler inequality, in which the term J2+ is
neglected; when this reduced condition is satisfied, also the full one in (3.71) will clearly
be. Recalling (3.59), and keeping for simplicity only first order terms in `, the condition
for environment assisted entanglement generation reduces to:(
1 − βω1
2
)(
1 +
βω2
2
)
<
[sin (ω12 ∆t/2)
ω12 ∆t/2
]2
−
(
`
∆t
) sin (ω12 ∆t)
ω12 ∆t
. (3.73)
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For given bath temperature and atom frequencies, this condition is satisfied provided a
sufficiently small time interval ∆t results from the coupling with the environment. Further,
the smaller the atom separation is, the easier the condition of (3.73) will be met.
In the high temperature case (i.e. β small) and arbitrary ∆t, we have explicitly shown
that this conclusion holds because of the condition (3.73). Similarly, in situations allowing
a large but finite ∆t, a different approximation of the full entanglement condition (2.12)
can be given; it can be obtained using techniques and procedures analogous to the ones
discussed in the previous sections. Neglecting again the Hamiltonian contribution, one
explicitly finds:(
1 − R1
)(
1 + R2
)
<
1
4
[sin (ω12 ∆t/2)
ω12 ∆t/2
]2 [(ω1
ω2
R2
R1
)1/2
S 1 +
(
ω2
ω1
R1
R2
)1/2
S 2
]2
, (3.74)
where
Rα =
1 − e−βωα
1 + e−βωα
, S α = sinc (ωα`) , α = 1, 2 . (3.75)
It is a further generalization of the condition discussed in [144] in the case of identical
atoms, to which it reduces for ω1 = ω2 and ∆t infinite. Although valid only for large (but
finite) ∆t, it can always be satisfied with suitably chosen β and `. In particular, (3.74) is
always true in the zero temperature case, i.e. in the limit β → ∞; in other words, a bath
made of quantum fields in the vacuum state is always able to generate entanglement, for
any finite spatial separation of the two atoms.
Finally, note that, in contrast to the situation encountered in the weak coupling limit
approximation, here there is no sharp change between the regime of entanglement gener-
ation and the one of solely decoherence; the transition is smoothly regulated by the coarse
graining parameter ∆t, i.e. ultimately by the strength of the coupling of the atoms to the
environment.
Chapter 4
Reconstruction of master equation
parameters
This chapter is a revision of the results discussed in [163, 168, 169]. The dissipative
evolution of a quantum system interacting with an environment represents a phenomenon
of paramount importance in quantum information science and beyond, as it addresses a
fundamental issue in quantum theory. In general a complete microscopic description of
the dynamical evolution of a system coupled to the environment (or bath) is a complex
many-body problem which requires the solution of a potentially infinite number of cou-
pled dynamical equations. According to an open system approach, this issue is tackled
by retaining only basic information about the environment and describing the system dy-
namics in terms of a master equation [85, 87]. The basic information is given by the
Hamiltonian pertaining to the environment and the integraction between the environment
and the system, via the spectral density [87, 102] or the correlation functions [87, 98]
and the scattering matrix [87, 89], and by the initial state, e. g. via the temperature for a
Gibbs state for the environment. The lack of a complete knowledge about the bath leads
to master equations coefficients (MECs) which may be either unknown, or obtained from
a microscopical derivation carried out within some approximation scheme. Recent in-
vestigations [132, 156, 162, 166] provide a more accurate approximation than the weak
coupling limit, due to a more fine coarse grained dynamics. This approximation gives
a family of Markovian master equations, parametrized by a quantity that represents the
time coarse-graining that is the largest time interval unaccessible within the approxima-
tion. Again we have a phenomenological master equation whith unkown coefficients. As
a matter of fact it would then be highly appealing to devise a procedure allowing to re-
trieve the MECs starting from experimentally accessible quantities. This would in fact
both give access to otherwise unknown quantities and provide a strong indication about
the validity of the adopted theoretical framework.
So far two main dynamical regimes, Markovian and non-Markovian, can usually be
distinguished according to the timescale of environment dynamics (respectively shorter
or longer than that of the system). We present some experimentally feasible procedures
that exploit symplectic tomography and which, under the assumption of Gaussian noise,
allows to reconstruct the unknown MECs. Thus, our key ingredient are Gaussian shape
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preserving (GSP) master equations and Gaussian states as probes. Even though the as-
sumption of Gaussian noise might be seen as an idealization, it is actually well fitted
for a significant number of models [85, 87]. Also, small deviations from Gaussianity
would introduce small and controllable errors. We also note that Gaussian probes are
quite straightforward to produce [52]. The advantage of using Gaussian probes to inves-
tigate a dissipative dynamics arises also within a statistical perspective. One could in fact
wonder whether, due to experimental errors, a violation of the uncertainty principle might
be observed. This may happen if measurements are performed on states almost saturat-
ing the Robertson-Schro¨dinger inequality, i.e. on the minimum uncertainty states which
are pure. However, our measurements are performed on states undergoing a dissipative
evolution i.e. on states typically far from being pure hence from saturating the inequality.
Furthermore any additional noise of statistical origin will have the effect of moving the
reconstructed state further away from the boundary, as noted in [35].
We then focus on the time evolution of the first and second cumulants of a Gaussian
state, which completely determine its dynamics. Given a master equation governing the
evolution of the density matrix of the system ρ(t), the dynamical equations for the first
two cumulants formally read
〈q〉t = Tr (ρ(t)q),
〈p〉t = Tr (ρ(t)p),
∆q2t = Tr (ρ(t)q
2) − 〈q〉2t ,
∆p2t = Tr (ρ(t)p
2) − 〈p〉2t ,
σ(q, p)t = Tr
(
ρ(t)
qp + pq
2
)
− 〈q〉t〈p〉t. (4.1)
The explicit form of these equations depends on the adopted master equation whose co-
efficients, in general, are either unknown or derived by means of phenomenological as-
sumptions. Inserting into equation (4.1) the explicit expression of ρ(t) and then solving
for the MECs, allows to write these coefficients (or the differential equations they satisfy)
as a function of the first two cumulants of a Gaussian probe. Hence, by measuring these
two quantities, one can gain indirect experimental information about the MECs. To this
purpose, symplectic quantum tomography arises naturally as a key tool to perform the
required measurements. In particular we will use the symplectic transform [18], that finds
its natural implementation in experiments with massive particles, as for example those to
detect the longitudinal motion of neutrons [32] and to reconstruct the transverse motional
states of helium atoms [27]. We also note that the symplectic transform is equivalent to
the Radon transform [40] which is experimentally implemented by homodyne detection
in the context of quantum optics [34].
The tomographic analysis is based on a probabilistic approach towards physical sys-
tem investigation, allowing to reconstruct the state or some other properties of classical
and quantum physical systems [18]. In particular, its key ingredient is the Radon trans-
form [19]. Given the phase-space of the system, this invertible integral transform allows
to retrieve the marginal probability densities of the system, i.e. the probability density
along straight lines. However, while in the classical regime the state of the system can be
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fully described by means of a probability distribution on its phase space, this is no longer
the case of quantum systems. Indeed, due to the Heisenberg uncertainty relation, it is not
possible to write a probability distribution as a function of both momentum and position.
In this case, the Wigner function [21, 25] can be employed as a quantum generalization of
a classical probability distribution. This function is a map between phase-space functions
and density matrices. Even if the Wigner function can take on negative values, by inte-
grating out either the position or the momentum degrees of freedom, one obtains a bona
fide probability distribution for the conjugated variables. From this point of view, the
Wigner function corresponding to a quantum state can be regarded as a quasi-probability
distribution and interpreted as a joint probability density in the phase space [29]. See
appendix B for some details.
4.1 Cumulants reconstruction through tomography
In this section we introduce a procedure based on symplectic tomography in order to
measure the first and second cumulants of a Gaussian wave packet at an arbitrary time t.
This will allow us to indirectly measure the MECs, them being functions of the evolved
cumulants at an arbitrary time (see next sections). The tomographic approach is very
useful when dealing with phenomenological GSP master equations, as the dependence
of the MECs from the physical parameters may be unknown. In fact, the dynamical
evolution of a Gaussian state is completely determined by the evolution of its first and
second order cumulants, which are measurable quantities. The unknown master equation
coefficients enter the dynamical equations of the cumulants, hence can be retrieved by
simple inversion, once the latter are measured. The cumulants can be obtained by using
symplectic tomography.
Indeed our aim is further supported by recent work [33, 38, 39], in which it has been
proved that it is in principle possible to make tomographic measurements of the probabil-
ity densities associated to every quadrature in phase space (for example in quantum optics
it could be realized by means of homodyne detection). Other methods to measure the co-
variance matrix of Gaussian states have been discussed in [35]. However in this case the
amount of required measurements is much higher, the focus being on the reduction of
experimental errors.
We now introduced a procedure that allows to relate the cumulants to points on tomo-
grams, via a small number of detections. Tomograms $(X, µ, ν) are the integrals of the
Wigner function of a quantum state along one direction X − µq − νp = 0 of the quan-
tum phase-space (q, p). See appendix B for some details on the Wigner function and the
symplectic tomography. In the following, we will refer to the mentioned procedure as the
tomograms-cumulants (T-C) procedure. Let us consider the tomograms corresponding to
a Gaussian state and two different directions in phase space, i.e. to two different couples
of parameters (µ, ν), e. g. X = q and X = p. These lines in phase-space are associated
respectively to the position and momentum probability distribution functions:
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$(X, 1, 0) =
1
∆qt
√
2pi
exp
[
− (X − 〈q〉t)
2
2∆q2t
]
, (4.2)
$(X, 0, 1) =
1
∆pt
√
2pi
exp
[
− (X − 〈p〉t)
2
2∆p2t
]
. (4.3)
From equations (4.2)-(4.3) we see that the tomographic map depends only on a single
parameter X. This reduces the dimensionality of the problem with respect to the Wigner
function, that is a function of both p and q. The lines selected by the choices (µ, ν) = (1, 0)
and (µ, ν) = (0, 1) correspond to tomograms depending on the time average and variance
respectively of position and momentum. In order to determine the latter quantities we
have to invert equations (4.2) and (4.3) for different values of X, i.e. for a given number
of points to measure along a tomogram. Thus, our first goal is to determine the number
of tomograms required to measure the cumulants of our Gaussian state.
To answer this question, we first focus on the direction µ = 1, ν = 0. In figure 4.1 we
plot the Wigner function of our system at a generic time t and some straight lines along
the considered direction. In figure 4.2 we plot the GSP tomogram defined by equation
(4.2). Inverting equation (4.2), we obtain:
(X − 〈q〉t)2 = 2∆q2t ln
1
$(X, 1, 0)∆qt
√
2pi
. (4.4)
Using the value of the tomogram $(0, 1, 0) we can get 〈q〉t as a function of ∆qt:
〈q〉t = ±∆qt
√
2 ln
1
$(0, 1, 0)∆qt
√
2pi
. (4.5)
If we know the sign of 〈q〉t then we need only the value of the tomogram $(0, 1, 0) to get
〈q〉t, otherwise we need another point. Using equation (4.5), equation (4.2) becomes an
equation for ∆qt only, and it can be rewritten as
2∆q2t ln
1
$(X, 1, 0)∆qt
√
2pi
=
X ∓ ∆qt
√
2 ln
1
$(0, 1, 0)∆qt
√
2pi

2
. (4.6)
This equation is trascendental, therefore we will solve it numerically. We can graphically
note in figure 4.3 that for each X and corresponding $(X, 1, 0) there may be two values
of ∆qt satisfying the previous equation. In order to identify one of the two solutions, it
is enough to consider two points, {(X1, $(X1, 1, 0))} and {(X2, $(X2, 1, 0))}, and to choose
the common solution for the variance. This is made clear by figure 4.3, where the ratio
between right and left side of equation (4.6) for two different values of X is plotted. The
common solution (i.e. when both ratios are equal to 1) is labeled ∆qt. As a consequence,
whether we know or not the sign of the average 〈q〉t, we need three or four points to
determine 〈q〉t and ∆qt in equation (4.2). Analogously, we need other three or four points
for 〈p〉t and ∆pt in equation (4.3).
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Figure 4.1: Wigner function, W(q, p, t), of equation (B.8) and some straight lines along the direction
µ = 1 and ν = 0 on the plane qp. ∆q2t ∆p
2
t − σ(q, p)2t = 0.64∆q2t ∆p2t . WM = 12pi√∆q2t ∆p2t −σ(q,p)2t .
Figure 4.2: Tomogram, $(X, 1, 0), of equation (4.2) for the direction µ = 1 and ν = 0.
HDqLt
HDqLt
1.5
0.5
1
ratio
Figure 4.3: The ratio between right and left side of equation (4.6) for two different values of X with
µ = 1 and ν = 0 is plotted as a function of ∆qt/∆qt. Values used: 〈q〉t = 3 and X1 = 4.5 (continuous line)
and X2 = 2.5 (dashed line). The values of $(X, 1, 0) are computed using ∆qt = 1 to simulate what one
would get experimentally. Continuous line shows how equation (4.6) with X1 = 4.5 and $(4.5, 1, 0) can
be satisfied (ratio=1) by two values of ∆qt. The comparison with a second case with X2 = 2.5 allows to
determine which value of ∆qt is the right one.
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Let us now compute the covariance σ(q, p)t. To this purpose, we consider the tomo-
gram:
$
(
X,
1√
2
,
1√
2
)
=
1√
pi
√
∆q2t + ∆p2t + 2σ(q, p)t
exp
−
(
X − 〈q〉t+〈p〉t√
2
)2
∆q2t + ∆p2t + 2σ(q, p)t
 . (4.7)
This is a Gaussian whose average value is already determined. Indeed, according to
the previous steps, we need two more points of this tomograms to determine the spread
(∆q2t + ∆p
2
t )/2 + σ(q, p)t, from which we can retrieve σ(q, p)t.
Hence, we have shown that by means of eight or at most ten points belonging to three
tomograms, the first and second order momenta of a Gaussian state can be measured at an
arbitrary time t. One can then use these measured cumulants in order to infer the master
equation parameters describing the system under investigation. We note also that we can
reasonably infer that the number of tomograms needed to reconstruct the system density
operator is minimized by employing Gaussian wave packets as a probe. Indeed these
states have minimum uncertainty, and are the only states having positive Wigner function
[2].
4.1.1 An alternative procedure
Here we propose an alternative time-dependent procedure to compute the second cu-
mulants of a Gaussian state, by means of tomograms, given the knowledge of the first
cumulants time evolution. To this purpose we need to consider the following three tomo-
grams:
$1 = $(〈p〉t, 0, 1) = 1√
2pi∆pt
$2 = $(〈q〉t, 1, 0) = 1√
2pi∆qt
$3 = $
(〈p〉t + 〈q〉t√
2
,
1√
2
,
1√
2
)
=
=
1√
2pi
√
∆q2t /2 + ∆p2t /2 + σ(q, p)t
. (4.8)
Inverting the previous equations one can infer ∆qt, ∆pt and σ(q, p)t from the knowledge
of $1, $2 and $3. However, this procedure presents two drawbacks. In fact, the evolved
averaged values 〈q〉t and 〈p〉t are required and we need tomograms evaluated on time-
dependent variables. These problems do not arise in the time-independent procedure,
based only on tomograms for which no a priori knowledge on the Gaussian state is re-
quired. Nevertheless, in this alternative time-dependent scheme only three tomograms are
required.
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4.2 Markovian master equations
In this section, we will focus on the class of Markovian, time-independent, GSP mas-
ter equations. Equation (1.23) reads [95, 116, 117]
dρ(t)
dt
= − i
}
[
H0, ρ(t)
] − i(λ + δ)
2}
[
q, ρ(t)p + pρ(t)
]
+
+
i(λ − δ)
2}
[
p, ρ(t)q + qρ(t)
] − Dpp
}2
[
q, [q, ρ]
] − Dqq
}2
[
p, [p, ρ(t)]
]
+
+
Dqp
}2
([
q, [p, ρ(t)]
]
+
[
p, [q, ρ(t)]
])
.
(4.9)
The time-evolved cumulants (1.33)-(1.38) can be straightforwardly derived [95, 116], al-
lowing to obtain them as a function of the MECs λ,Dqq,Dpp,Dqp. We now show how to
invert these relations in order to express the parameters λ,Dqq,Dpp,Dqp as a function of
the evolved cumulants at an arbitrary time. The equations (1.33) now read
〈q〉t = e−λt
[
〈q〉0
(
cosh ηt +
δ
η
sinh ηt
)
+ 〈p〉0 1mη sinh ηt
]
〈p〉t = e−λt
[
− 〈q〉0 mω
2
η
sinh ηt + 〈p〉0
(
cosh ηt − δ
η
sinh ηt
) ]
,
(4.10)
where η2 = δ2 − ω2. If η2 < 0 we can set η = iΩ and the previous equations hold again
with trigonometric instead of hyperbolic functions. The coefficient λ can then be obained
by inverting equations (4.10). The diffusion coefficients can be retrieved from the second
cumulants (1.38)
X(t) = (TeKtT )X(0) + T K−1(eKt − 1)T D, (4.11)
where
T =
1
2η
δ + η δ − η 2ωδ − η δ + η 2ω−ω −ω −2δ
 ,
K =
−2(λ − η) 0 00 −2(λ + η) 00 0 −2λ
 . (4.12)
From the invertibility of matrices T (T 2 = 1) and K˜ = K−1
(
eKt − 1
)
(invertible for
bounded K also if some of its eigenvalues are 0), we can derive the expression of Dqq,
Dpp and Dqp using the equation (4.11):
D = T K˜−1T
(
X(t) − (TeKtT )X(0)
)
,
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(4.13)
K˜ = K−1(eKt − 1) =
=

1 − e−2(λ−η)
2(λ − η) 0 0
0
1 − e−2(λ+η)
2(λ + η)
0
0 0
1 − e−2λ
2λ

. (4.14)
We emphasize that the time t at which we are considering the cumulants is completely
arbitrary. For instance, the expression of the coefficients Dqq,Dpp,Dqp in terms of the
asymptotic second cumulants and the parameter λ reads:
Dqq = (λ − δ)∆q2∞ −
1
m
σ(q, p)∞,
Dpp = (λ + δ)∆p2∞ + mω
2σ(q, p)∞,
Dqp =
1
2
(
mω2∆q2∞ −
1
m
∆p2∞ + 2λσ(q, p)∞
)
.
(4.15)
Equations (4.10) and (4.11) give the MECs in terms of the cumulants at time t. Ap-
plying the T-C prodecure we can measure all the cumulants at the same time with at most
ten tomographic detections, reconstructing the MECs. We should strongly stress the very
small number of needed detections.
This result leads to some interesting applications. Once retrieved the unknown master
equation coefficients, it is possible to compute the dynamical evolution of any physical
quantity whose analytical expression is known. The indirect-measurement scheme we
propose could be then employed to make predictions on system loss of coherence due to
the external environment. In order to perform this kind of analysis one can consider some
quantities such as the spread and the coherence length in both position and momentum
[133], provided their analytical expressions are available for an arbitrary time t (e.g. see
[154]). Working in the coherent state representation, the evolution of the system of inter-
est from an arbitrary initial state can be in principle predicted. Therefore, it is possible
to perform the proposed indirect analysis of the decoherence processes. For example,
if we consider an initial Schro¨dinger-cat state, highly interesting due to its potentially
long-range coherence properties and its extreme sensitivity to environmental decoherence
[127], we can re-write it as a combination of four Gaussian functions. Therefore, due
to the linearity of the master equation, it can be possible to derive analytically the state
evolution and to analyze its loss of coherence by means of the procedure we propose.
4.3 Convolutionless non-Markovian master equations
When dealing with a time-dependent generator one can face two, in principle distinct,
kinds of problems. On one hand, taking for granted the functional form of the dissipative
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generator, one might be interested in retrieving the time-independent parameters (TIPs)
which characterize it, as for example the system-bath coupling, temperature and bath fre-
quency cut-off. On the other hand, one might be interested in the more general problem
of reconstructing the functional form of the dissipative generator itself. This might be
the case either because the time-dependence of the dissipative generator is completely
unknown or because one wants to test the validity of the theoretical assumptions at the
basis of the dissipative model. Indeed, even if we assumed a wrong time-depenence for
the MECs, we could find numerical values for the TIPs that almost fit with the experimen-
tal data. A complete reconstruction is more accurate. Moreove, it may serve as a check
for the assumed time-dependence, once we have determined the TIPs consecutively im-
plementing the two reconstructions. We propose two alternative procedures aiming at
reconstructing the TIPs or the MECs by means of symplectic tomography.
Integral approach Here we introduce an approach based on formal integration of the
dynamical equations (1.33) and (1.38). We can rewrite the latter equations as
Λ(t) ≡
∫ t
0
dt′λ(t′) = ln
(
S˜ j(0)
S˜ j(t)
)
, (4.16)
where the suffix j = 1, 2 labels the two components of the vector S˜ (t), and∫ t
0
dt′e−2Λ(t,t
′)e(t−t
′)RD(t′) = X(t) − etRe−2Λ(t)X(0), (4.17)
where Λ(t, t′) =
∫ t
t′ dt
′′λ(t′′).
The right hand side of both equations involves experimental inputs (S (t) and X(t))
and known Hamiltonian parameters (M and R). The left hand sides can be regarded as
functions of the MECs we want to reconstruct. Hence the set of MECs can be in principle
obtained by inverting these relations. From equation (4.16) the friction coefficient can be
retrieved. Afterward, we exploit this reconstruction to get the diffision coefficients from
equation (4.17). Unfortunately, in general, an analytical inversion of (4.16) and (4.17)
may represent a highly involved task. In facts, even if we assume a known MECs time-
dependence, we could be unable to either compute analytically the integrals on the right
hand side of (4.16) and (4.17), or to invert the equations or even both. All these problems
can be anyway overcome by resorting to numerical computation.
We note that the integral approach is also feasible in case of time-dependent Hamil-
tonian parameters (i.e. m(t), ω(t), δ(t)) as long as the generator remains GSP. In general
this kind of generators requires a numerical evaluation of the integrals in equations (1.28)
and (1.29).
Differential approach The tomographic T-C procedure allows us to measure not
only the cumulants of a given Gaussian state but also their first time derivatives. Indeed,
we can estimate the derivative through the incremental ratio by measuring each cumulant
4.3 Convolutionless non-Markovian master equations 61
at two different times t and t + δt. For instance
d
dt
∆q2t ∼
∆q2t+δt − ∆q2t
δt
, (4.18)
where the amount of time δt is defined as the smallest time interval which allows to
experimentally distinguish two different values of the given cumulant. Once we substitute
derivatives with their approximations, the two sets of equations (1.28) and (1.29) are not
differential anymore. Being the cumulants and their approximate derivatives at given
times experimental inputs, the two sets of equations (1.28) and (1.29) reduce to algebraic
equations which can always be solved, at least numerically, for retrieving the MECs λ(t)
and D(t) (and in case m(t), ω(t), δ(t)) or the TIPs. Hence from equations (1.28) and (1.29)
we obtain the desired experimentally accessible estimations for the MECs
λex(t) ' δ + 1〈q〉t
(
1
m
〈p〉t −
〈q〉2t+δt − 〈q〉2t
δt
)
' −δ − 1〈p〉t
(
mω2〈q〉t +
〈p〉2t+δt − 〈p〉2t
δt
)
, (4.19)
Dexqq(t) ' (λ(t) − δ)∆q2t −
1
m
σ(q, p)t
+
∆q2t+δt − ∆q2t
2δt
, (4.20)
Dexpp(t) ' (λ(t) + δ)∆p2t + mω2σ(q, p)t
+
∆p2t+δt − ∆p2t
2δt
, (4.21)
Dexqp(t) '
m
2
ω2∆q2t −
1
2m
∆p2t + λ(t)σ(q, p)t
+
σ(q, p)2t+δt − σ(q, p)2t
2δt
. (4.22)
Due to this simplification, this approach is also suitable when dealing with more compli-
cated generators than the one considered here in equation (1.23), e.g. when the Lamb shift
contribution is explicitly taken into account such that the Hamiltonian parameters become
time-dependent (m(t), ω(t), δ(t)), as long as the generator remains GSP. We note that the
two sets (1.28) and (1.29) consist of five equations which must be fulfilled at any chosen
time. Therefore, considering them at different times, we can derive a system made up
of an arbitrary number of equations. Otherwise, we can consider the evolution equations
for higher order cumulants, e.g. Tr(ρ(t)q3) and Tr(ρ(t)p3). This would not increase the
number of experimental measurements, since the higher order moments and cumulants
of Gaussian states are completely determined by the first and the second cumulants. The
number of equations must then be chosen as the minimum amount of equations needed to
uniquely determine the MECs or the TIPs.
In the following, we will show how to apply the two procedures to a benchmark model
to reconstruct either MECs and TIPs and we will discuss the differences and their different
advantages.
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4.3.1 A benchmark model
Here we refer to a specific model of a quantum Brownian particle discussed in [143].
We will show how to apply in this specific case the two general procedures presented
in the previous section. The model consists of an Ohmic reservoir made of harmonic
oscillators, linearly coupled to a single harmonic oscillator of frequency ω (our system
particle) through the coupling constant α, with a Lorentz-Drude cut-off [87] ωc and at
temperature T . Starting from a superoperatorial version of the Hu-Paz-Zhang master
equation [122], in the weak-coupling limit (up to the second order in α) and using a
secular approximation (also called rotating wave approximation or ergodic average, i.e.
an average over the rapidly oscillating terms), a generator of the form of equation (1.23)
can be obtained [143] with the following coefficients:
δ = 0, Dqp = 0,
mωDqq
}
=
Dpp
}mω
=
∆(t)
2
,
λ(t) =
α2ω2cω
ω2c + ω
2
{
1 − e−ωct
[
cos(ωt) +
ωc
ω
sin(ωt)
]}
, (4.23)
∆(t) =
2α2ω2c
ω2c + ω
2
kT
}
{
1 − e−ωct
[
cos(ωt) − ω
ωc
sin(ωt)
]}
, (4.24)
the last having this form for high temperatures T . This master equation is of Lindblad-
type when the coefficients ∆(t) ± λ(t) are positive at all times. The border between the
Lindblad-type and the non-Lindblad-type master equations as a function of the temper-
ature T and the frequency cutoff ωc has been analyzed in [143]. As Gaussianity is pre-
served, by choosing a Brownian particle initially in a Gaussian state, the T-C procedure
can be employed at any time. The coefficients λ(t) and ∆(t) reach stationary values for
t  1/ωc
λ(t)→ α
2ω2cω
ω2c + ω
2 , ∆(t)→
2α2ω2c
ω2c + ω
2
kT
}
. (4.25)
In this specific model, the unknown TIPs are the coupling constant α, the temperature
T and the frequency cut-off ωc. Usually, when studying quantum Brownian motion, one
assumes ωc/ω  1, corresponding to a Markovian reservoir, with ωc → ∞. In this limit,
the thermalization time [143] is inversely proportional to the coupling strength, while for
an out-of-resonance engineered reservoir with ωc/ω  1 (i.e. highly non Markovian),
the thermalization process is slowed down. Microscopic derivations of Master Equations
usually give a time dependent renormalization of Hamiltonian parameters (m, ω, δ). How-
ever, they are negligible for this benchmark model in the considered limits.
4.3.2 Time independent coefficients
In this section, we assume that the MECs λ(t),Dqq(t),Dpp(t) and Dqp(t) have a known
functional form. This implies that the non-Markovian master equation with certain ex-
pressions for the MECs has been previously derived within some approximation scheme
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(e.g. by means of a microscopic derivation and subsequent dynamical assumptions). The
time-dependent MECs are thus function of a set of time-independent parameters (TIPs)
whose value is a priori unknown.
We now apply the integral and the differential approaches previously introduced to the
benchmark model discussed in 4.3.1.
Integral approach: benchmark model Here we apply the integral procedure to the
benchmark model. In this case the left hand side of (1.32) is not simply analytically
computable. Thus we must use (4.16) to reconstruct all the TIPs it involves, and then
numerically integrate the left hand side of (1.32).
The left hand side of (4.16) is given by the theoretical value
Λ(t)th =
α2ω2cω
2
(ω2c + ω2)2
{
ωt
ω2c + ω
2
ω2
− 2ωc
ω
+e−ωct
[
2
ωc
ω
cos(ωt) +
ω2c − ω2
ω2
sin(ωt)
]}
. (4.26)
By using (4.16) and (4.26) we obtain the coupling strength α as a trascendental function
of the cut-off ωc
α2 = ln
(
S˜ j(0)
S˜ j(t)
)
(ω2c + ω
2)2
ω2cω
2
{
ωt
ω2c + ω
2
ω2
− 2ωc
ω
+e−ωct
[
2
ωc
ω
cos(ωt) +
ω2c − ω2
ω2
sin(ωt)
]}−1
, (4.27)
where the ratio S˜ j(0)/S˜ j(t) is the experimentally measurable quantity. Hence, by per-
forming two distinct measurements of this ratio we can evaluate (4.27) at two different
times. We thus obtain a system of two numerically solvable equations, which allows us
to retrieve the time-independent parameters α and ωc. To provide a concrete evidence of
the validity of this procedure, we show two numerical examples in figure 4.4. Indeed we
retrieve the TIP α2 = 0.01 in two different dynamical regimes, respectively close to the
Markovian (figure 4.4(a)) and non-Markovian (figure 4.4(b)) limit.
The last missing parameter is the temperature T entering the coefficient ∆(t). By using
(1.32), we obtain the following equation:
kT
}ω
=
[
X j(t) − e−2
∫ t
0 dt
′′λ(t′′)
(
etRX(0)
)
j
] ω2c + ω2
2α2ω3
{∫ t
0
dt′e−2
∫ t
t′ dt
′′λ(t′′) ·
·
2∑
l=1
(
e(t−t
′)R
)
j,l
{
1 − e−ωct′
[
cos(ωt′) − ω
ωc
sin(ωt′)
]} }−1
, (4.28)
where j = 1, 2, 3 denotes the vector components, and
(
e(t−t
′)R
)
j,l
are the matrix elements
of the matrix e(t−t
′)R. The explicit expression of the integral appearing on the first line of
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Figure 4.4: We show how to indirectly measure the time independent parameters ωc and α2, in two
different regimes respectively close to the Markovian (figure 4.4(a)) and non-Markovian dynamics (figure
4.4(b)). Each line refers to an experimental measure of ln
(
S˜ j(0)/S˜ j(t)
)
at a specific time ωt. In both
regimes, the time independent parameter values are found at the intersection of the two lines. In the example
close to the Markovian regime (figure 4.4(a)) if we measure 3.03·10−3 atωt1 = 0.5 (solid line) and 9.70·10−2
at ωt2 = 10 (dashed line), we retrieve α2 = 0.01 and ωc/ω = 10. Analougsly, for the example close to the
non Markovian regime (figure 4.4(b)) if we measure 4.55 · 10−5 at ωt1 = 0.5 (solid line) and 1.84 · 10−2 at
ωt2 = 10 (dashed line), we retrieve α2 = 0.01 and ωc/ω = 0.5.
(4.28) is provided in (4.26). In general, the remaining integrals are not analytically com-
putable. However, since all the parameters involved have been previously reconstructed,
these integrals can be computed numerically.
Number of tomographic measurements Let us now explicitly compute the num-
ber of tomograms needed to apply the integral approach to the benchmark model. To
reconstruct α and ωc each of the quantities S˜ 1,2(t) =
(
e−tMS
)
1,2
(t) must be measured once
but not at the same time, as shown by (4.27) and figure 4.4. Each S˜ 1,2(t) is a function of
the first cumulants of both position and momentum. According to the T-C procedure, the
reconstruction of a first cumulant involves at most four tomographic points. Thus α and
ωc can be obtained via, in the worst case, sixteen measures. Furthermore, being e−tM an
orthogonal transformation, e−tMS j(t) is by itself a first cumulant along a time-dependent
direction in phase-space. Hence, if time-dependent tomographic measurements (i.e. mea-
surements in a frame rotating as e−tM) are allowed, the number of required tomograms
decreases to eight, as we would only need a single first cumulant (S˜ 1(t) or S˜ 2(t)).
To measure T we should evaluate one of the second cumulants at a given time. Follow-
ing the T-C procedure this amounts to two tomographic points. However, the required
second cumulant has been already obtained when reconstructing the corresponding first
cumulant, hence the temperature can be retrieved without further effort. This argument
also holds for time-dependent measurements. In facts, the reconstruction formula (4.28)
has been derived from (1.32), which can be recast in terms of the variances in the ro-
tating frame. The temperature can be then obtained using the variance along the same
time-dependent direction of the measured first cumulant.
In conclusion, in order to implement the integral approach in the benchmark model,
according to whether we can perform time-dependent measurements or not, we need eight
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or at most sixteen tomographic points.
Differential approach: benchmark model We now skip to the differential procedure.
In (4.23) the dependence on α2 and ωc is factorized, hence using (1.28) one gets
α2 ∼ 1〈q〉t
(〈p〉t
m
− 〈q〉t − 〈q〉t+δt
δt
)
ω2c + ω
2
ω2c
1
ω
{
1 − e−ωct
[
cos(ωt) +
ωc
ω
sin(ωt)
]}−1
.
(4.29)
Since α2 and ωc are time-independent, they can be determined by solving (4.29) for two
different times t1 and t2, and looking at the intersection of the two different solutions.
This procedure requires to measure the cumulants 〈q〉t, 〈q〉t+δt and 〈p〉t at t = t1, t2 and to
solve (4.29) numerically, as shown in figure 4.5. In other words, the first two TIPs, α2
and ωc, can be determined by measuring six quantities. As for the integral procedure, we
retrieve the TIP α2 = 0.01 in two cases, corresponding to the extreme dynamical regimes,
Markovian ωc/ω  1 in figure 4.5(a), and the highly non-Markovian, ωc/ω  1, in
figure 4.5(b).
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Figure 4.5: As for the integral approach we obtain an indirect measure of the time-independent parameters
ωc and α2, both in the almost Markovian (figure 4.5(a)) and in the almost non-Markovian regime (figure
4.5(b)). Each line refers to an experimental measure of 1
ω〈q〉t
( 〈p〉t
m − 〈q〉t−〈q〉t+δtδt
)
at a specific time ωt. In the
almost Markovian example shown in figure 4.5(a), if we obtain 9.52 · 10−3 at ωt1 = 0.5 (solid line) and
9.90 · 10−3 at ωt2 = 10 (dashed line), we retrieve α2 = 0.01 and ωc/ω = 10. Analogously, for the almost
non-Markovian case in figure 4.5(b), if we measure 2.59 · 10−4 at ωt1 = 0.5 (solid line) and 2.01 · 10−3 at
ωt2 = 10 (dashed line), we retrieve α2 = 0.01 and ωc/ω = 0.5.
Again, we are left with determining the temperature T appearing in (4.23). To this
end, we consider one of the equations of system (1.32), e.g. that for (2/~)mωDqq(t),
which according to (4.18) we reformulate as:
kT
}ω
∼ 1
}
m ∆q2t+δt − ∆q2tδt + 2λ(t)∆q2t
 − 2σ(q, p)t ·
·ω
2
c + ω
2
2α2ω2c
{
1 − e−ωct
[
cos(ωt) − ω
ωc
sin(ωt)
]}−1
. (4.30)
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Equation (4.30) allows to retrieve T once the cumulants ∆q2t , ∆q
2
t+δt and σ(q, p)t are mea-
sured and both α2 and ωc are known from the previous steps. As an example, at time
ωt = 1 the same value of temperature, kT = 10}ω may correspond to different measured
values of the quantity
1
}
m ∆q2t+δt − ∆q2tδt + 2λ(t)∆q2t
 − 2σ(q, p)t , (4.31)
according to different dynamical regimes. For instance, by setting ωc/ω = 10 close to the
Markovian regime one would measure 0.198 as output whereas, setting ωc/ω = 0.5 close
to the non-Markovian case, the output corresponding to the same T is 0.067.
Number of tomographic measurements We now count the number of tomographic
measurements to apply the differential approach to this example. The reconstruction of
both α and ωc is based on (4.29), which must then be evaluated at two different times
t1 and t2, see figure 4.5. Each evaluation of (4.29) requires two measurements of the
average position, at times ti and ti + δt, and one of the average momentum at time ti,
where i = 1, 2. This implies reconstructing six first cumulants. As each first cumulant
requires four tomographic points, the total amount of needed tomographic points amounts
to twenty-four.
The reconstruction of temperature T is based on equation (4.30). We need the variance
of the position at time t and at time t+δt, and the covariance of q and p at time t. However,
according to the T-C procedure, the variance is required to obtain the position average.
This implies that the second cumulant has been already measured during the previous
reconstruction, and there is no need to measure it again. Retrieving the covariance requires
two more tomographic points.
In conclusion, in order to implement the differential approach in the benchmark model,
we need twenty-six tomograms.
Comparison between the two approaches Let us now briefly compare the two pro-
cedures described in this section. On one hand the differential approach requires more
experimental measurements compared to the integral one while, on the other, the latter
procedure is more involved from a computational point of view. Indeed, it may hap-
pen that to compute the first members of equations (4.16) and (4.17) some numerical or
analytical approximations are needed, thus reducing the accuracy of the reconstruction.
In this case, the differential approach should be preferred as it is very simple from the
point of view of analytical computation. Clearly, if the computation of the integral func-
tions in equations (4.16) and (4.17) does not present remarkable difficulties, the integral
procedure proves better as, requiring less measurements, it involves a lower number of
interactions with the physical system. For example, in our benchmark model, the differ-
ential approach requires twenty-six measurements, while the integral approach requires
sixteen time-independent measurements or only eight time-dependent measurements.
One could summarize by saying that the integral procedure is more advantageous in
terms of number of measurements, but requires the ability of solving potentially involved
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analytical expressions. The differential approach, instead, is more advantageous from the
point of view of versatility, as it allows to deal in a straightforward way with complex
generators, at the expenses of a higher number of measurements.
In conclusion, the choice between the two strategies strictly depends on the specific
model under investigation.
4.3.3 Master equation parameters
We now discuss the ful reconstruction of the MECs in equation (1.23). Our strategy
is made up of three main steps:
1. use the T-C procedure to get indirect measurements of the evolved cumulants at
different times;
2. use these measurements to retrieve the values of the MECs (or functions of them)
at those times exploiting the connection between MECs and first cumulants of a
Gaussian probe, obtained by employing the dynamical equations (4.1);
3. starting from the obtained discrete and finite set of values, reconstruct the full ex-
pression for the MECs by applying proper sampling theorems.
In particular, useful for our purposes will be the Nyquist-Shannon theorem [4, 5] and
one of its more sophisticated generalizations involving an additive random sampling [4,
6, 8]. In principle we can distinguish two different applications of the reconstruction
procedure: check of the a priori assumed time-dependence of MECs (Case I) or complete
reconstruction of MECs with no a priori assumptions (Case II).
Case I: we assume a priori a certain time dependence of the MECs as a consequence,
for example, of a microscopical derivation of the master equation. In this perspective,
we are interested in experimentally reconstructing the MECs to check the validity of the
approximations made. A mismatch between the assumed and the measured MECs would
in fact provide a strong evidence of the breakdown of the adopted approximation scheme.
In this case a full knowledge of the MECs is assumed, including that of the TIPs in-
volved, such as the bath frequency cut-off, system-bath coupling, etc. The TIPs can be
either assumed or previously reconstructed. In this case, given the prior knowledge of
the bandwidth associated to the function to be reconstructed (i.e. the width of its Fourier
transform), the suitable sampling theorem can be chosen accordingly. If the function is
band-limited then to obtain an exact reconstruction it is enough to apply the simplest sam-
pling theorem, i.e. the Nyquist-Shannon theorem (see the appendix C). The function can
hence be reconstructed starting from a discrete set of values spaced according to the width
of its Fourier transform. If the bandwidth is not limited one could truncate it and still ap-
ply the same procedure, which would then be affected by the so-called aliasing error. To
minimize it one can perform a proper truncation. Alternatively a more general additive
random sampling, that avoids the aliasing error (see the appendix C), can be employed.
Case II: here we want to fully reconstruct the MECs, or derived functions, with no
previous assumption on the dynamics, i.e. the MECs are fully unknown. In general,
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this implies no prior knowledge of the bandwidth associated to the function to be recon-
structed. In this case we must resort to an additive random sampling (see the appendix C).
If on one hand this procedure involves function averages with respect to the probability
of drawing n sampling times (i.e. more involved measurements), on the other it does not
require prior knowledge of the bandwidth and is an alias-free sampling. To obtain the
averages of the function we should in principle perform measurements over a continuous
interval of time, as the reconstruction is proposed with continuous random processes. In
practice, every experimental apparatus employed to record and process the data has a dead
working time, such that the random process will be discrete in time, no matter how dense,
thus introducing an intrinsic source of error in the procedure.
We note that in both cases the set of measurements required turns out to be discrete but
in principle infinite, as the reconstruction should be performed over the whole real axis.
This number can be made finite by invoking the largely reasonable physical condition of
a finite observation time.
To provide an example of how to implement the proposed integral and differential
procedures, we apply both to the benchmark model introduced in 4.3.1 i.e. within the
perspective of Case I.
Integral approach: benchmark model Following the steps of the integral approach
we solve equation (4.16) using equations (4.23) and we get the theoretical value (4.26).
The obtained function does not belong to the functional space L2((R)) thus not matching
the condition for the applicability of the Nyquist-Shannon theorem (see the appendix C).
However, as we are interested in a finite time interval, we can restrict the support of Λth(t)
to [0, t¯] and define:
Λ˜th(t) ≡
Λth(t) t ∈ [0, t¯]0 else . (4.32)
The function Λ˜th(t) is in L2(R) thus can be reconstructed by the Nyquist-Shannon theorem.
The discontinuity at t¯, by inducing the Gibbs phenomenon (i. e. a finite Fourier sum
overshoots at the jump), might at this point constitute a source of error. This problem
can be anyway overcome by slightly restricting the domain in which the reconstruction of
Λ˜th(t) can be trusted to [0, t¯ − ξ] with ξ > 0.
Performing the Fourier transform of Λ˜th(t) we obtain
F [Λ˜th](s) = α
2ωω2c
s2[ω2 − (s + iωc)2](ω2c + ω2)2
{
− (ω2c + ω2)2 +
+iet¯(is−ωc)
[
(s + iωc)2 − ω2
] (
iω2 + ω2st¯ + iω2c + ω
2
c st¯ − 2ωcs
)
+
+et¯(is−ωc)s2
(
ω2 + 2iωcs − 3ω2c
)
cos(ωt¯) +
+et¯(is−ωc)s2
[
3ωωc − ω
3
c
ω
+ i
ω2c − ω2
ω
s
]
sin(ωt¯)
}
. (4.33)
From the above equation we note that Λ˜th(t) is not band limited, i.e. F [Λ˜th](s) is not
defined on a compact support. Nevertheless, since it is symmetrically decreasing around
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Figure 4.6: Comparison Λ˜ex(t) (dotted) and i Λ˜th(t) (continuous), in the Markovian regime, i.e. ωc/ω =
10. The support of Λ˜th(t) is [0, 12/ωc] and the reconstruction is trusted in [0, 10/ωc], with α = 0.1 and
T = 10(}ω)/kB. In figure 4.6(a), contributions smaller than 0.1% of the maximum value of the Fourier
transform are neglected (bandwidth W = 19.4/2pi, 7 reconstruction points) while in figure 4.6(b), those
below 0.01% (bandwidth W = 196/2pi, 74 reconstruction points).
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Figure 4.7: Comparison between Λ˜ex(t) (dotted) and Λ˜th(t) (continuous) in the non-Markovian regime,
i.e. ωc/ω = 0.1. The support of Λ˜th(t) is [0, 12/ωc], with ωc/ω = 0.1, and the reconstruction is trusted
in [0, 10/ωc], with α = 0.1 and T = 10(}ω)/kB. In figure 4.7(a), contributions smaller than 0.1% of the
maximum value of the Fourier transform are neglected (bandwidth W = 0.16/2pi, 6 reconstruction points)
while in figure 4.7(b), those below 0.01% (bandwidth W = 1.66/2pi, 64 reconstruction points).
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s = 0 (modulo a negligible oscillating behavior for higher frequencies), we can define an
effective limited bandwidth and apply the Nyquist-Shannon theorem by truncating its sup-
port to a symmetric interval around zero. In figures 4.6 and 4.7 we compare Λ˜th(t) and the
experimental estimation Λ˜ex(t) (obtained by applying the reconstruction formula (C.1)) in
both the Markovian (ωc/ω = 10) and the non-Markovian (ωc/ω = 0.1) limit. To respect
the conditions of weak coupling and high temperature, in both plots α is set to 0.1 and
T to 10(}ω)/kB. The reconstruction of Λ˜ex(t) is trusted in [0, t¯ − ξ = 10/ωc]. As already
mentioned, the truncation of the Fourier transform required by the Nyquist-Shannon the-
orem is the source of the so-called aliasing error in the reconstruction. In order to provide
evidence of this phenomenon we compare the results obtained for two different effective
supports of the Fourier transform: in figures 4.6(a) and 4.7(a) we consider only contri-
butions higher than 0.1% of the maximum value, whereas in figures 4.6(b) and 4.7(b)
those higher than the 0.01%. As expected, the second case returns a better approximation
and the aliasing error becomes negligible, thus not requiring the application of additive
random sampling. For more involved Fourier transforms, a more general truncation cri-
terion would be taking as effective support the region where the integral of the Fourier
transform is greater than a chosen threshold value. We skip the reconstruction of the re-
maining MECs as the procedure is analogous, the only difference being that the integrals
on the left hand side of equation (4.17) require a numerical evaluation.
Differential approach: benchmark model Let us now apply the differential procedure
to our model. We note that in this specific example, as the four MECs to be reconstructed
effectively reduce to two (λ(t), ∆(t)), we could in principle allow for time dependent
Hamiltonian parameters (m(t), ω(t)) without increasing the number of equations. How-
ever, to be consistent with the previous sections and with Ref. [143], we will consider
time-independent Hamiltonian parameters. For our model, equations (4.19) and (4.22)
read
λex(t) ' 1〈q〉t
(
1
m
〈p〉t −
〈q〉2t+δt − 〈q〉2t
δt
)
' − 1〈p〉t
(
mω2〈q〉t +
〈p〉2t+δt − 〈p〉2t
δt
)
, (4.34)
∆ex(t) ' 2}mωλ(t)∆q2t − 2}ωσ(q, p)t + }mω
∆q2t+δt − ∆q2t
δt
' 2
}mω
λ(t)∆p2t +
2ω
}
σ(q, p)t +
1
}mω
∆p2t+δt − ∆p2t
δt
. (4.35)
Once again we restrict ourselves to a compact support [0, t¯] (trusting the reconstruction in
[0, t¯ − ξ]) by defining
λ˜ex(t) ≡
λex(t) t ∈ [0, t¯]0 else , ∆˜ex(t) ≡
∆ex(t) t ∈ [0, t¯]0 else . (4.36)
The Fourier transforms of the restricted functions read:
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F [λ˜ex](s) = α
2ω2c
k
[
ω2 − (s + iωc)2] (ω2 + ω2c) ·
·
{
iω
[
ω2 + ω2c + e
(is−ωc)t¯
(
(s + iωc)2 − ω2
)]
+
+et¯(is−ωc)sω(2ωc − is) cos(t¯ω) +
et¯(is−ωc)s
[
ωc(ωc − is) − ω2
]
sin(t¯ω)
}
, (4.37)
F [∆˜ex](s) = 2kTα
2ω2c
sω
[
ω2 − (s + iωc)2] (ω2 + ω2c) ·
·
{
iω
[
ω2 + ω2c + e
t¯(is−ωc)
(
(s + iωc)2 − ω2
)]
+
+et¯(is−ωc)sω(2ωc − is) cos(t¯ω)
+ et¯(is−ωc)s
[
ωc(ωc − is) − ω2
]
sin(t¯ω)
}
. (4.38)
As in the previous section, the supports of both F [λ˜ex](s) and F [∆˜ex](s) are not compact,
such that we need to truncate them. Having already reconstructed Λ˜ex(t) in the previ-
ous section, we focus here on the remaining MEC. In figures 4.8 (Markovian regime)
and 4.9 (non-Markovian regime) the reconstructed function, ∆˜th(t), (obtained by applying
the reconstruction formula (C.1)) is compared with the theoretical curve ∆˜th(t) (equation
(4.24)) within the time interval [0, t¯−ξ = 10/ωc]. As in the previous section, the coupling
constant and the temperature are set to α = 0.1 and T = 10(}ω)/kB. Again, in order
to provide an indication of the sensitivity of the differential procedure to different trunca-
tions of the Fourier transform (aliasing error), in figures 4.8(a) and 4.9(a) the contributions
smaller than 0.1% of its maximum value have been neglected, whereas in figures 4.8(b)
and 4.9(b) those smaller than the 0.01%. Analogously to what happened for the integral
procedure, the truncation to 0.01% returns a better reconstruction and the aliasing error
becomes almost negligible (thus not requiring additive random sampling).
Comparison between the two approaches Let us now briefly compare the two pro-
cedures described in this section. The differential approach requires more experimental
measurements compared to the integral approach, whereas the latter might result more in-
volved from a computational point of view. For example, within the frame of Case I, the
computation of the first member of equations (4.16) and (4.17) might require some nu-
merical or analytical approximations. As any kind of approximation in principle reduces
the accuracy of the reconstruction, the differential approach would be a better choice. On
the other hand, if the computation of the integral functions in equations (4.16) and (4.17)
does not exhibit remarkable difficulties, the integral procedure should be preferred, since
it requires a lower number of interactions with the physical system.
In Case II, the integral approach could be employed to reconstruct the left hand sides
of equations (4.16) and (4.17), which are functionals of the unknown MECs. By means
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Figure 4.8: Comparison between ∆˜ex(t) (dotted) and ∆˜th(t) (continuous) in the Markovian regime, i.e.
ωc/ω = 10. The support of ∆˜ex(t) is [0, 12/ωc] and the trusted interval is [0, 10/ωc] with α = 0.1 and
T = 10(}ω)/kB. In figure 4.8(a), contributions smaller than 0.1% of the maximum value of the Fourier
transform are neglected (bandwidth W = 19.5/2pi, 7 reconstruction points) while in figure 4.8(b), those
below 0.01% (bandwidth W = 73/2pi, 34 reconstruction points).
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Figure 4.9: Comparison between the reconstructed function ∆˜ex(t) (dotted) and its theoretical behavior
∆˜th(t) (continuous) in non-Markovian regime, i.e. ωc/ω = 0.1. The support of ∆˜ex(t) is [0, 12/ωc] and
the trusted interval is [0, 10/ωc] with α = 0.1 and T = 10(}ω)/kB. In figure 4.9(a), contributions smaller
than 0.1% of the maximum value of the Fourier transform are neglected (bandwidth W = 1.32/2pi, 50
reconstruction points) while in figures 4.9(b), those below 0.01% (bandwidth W = 3/2pi, 114 reconstruction
points.)
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of time derivatives and linear operations on the reconstructed functions, the MECs can fi-
nally be retrieved. However, the time derivatives may amplify the error of the reconstruc-
tion. For instance, the Nyquist-Shannon theorem requires a truncation of the Fourier’s
frequencies, thus inducing an oscillating behavior of the reconstructed functions, i. e. in-
troducing the so-called aliasing error (see the appendix C). Even if the oscillations around
the mean (true) functions are small, the time derivative may increase them. Hence, either
one performs a better reconstruction (e.g. a larger truncation or a random additive sam-
pling requiring a larger number of measurements) or one adopts the differential approach,
thus directly reconstructing the MECs.
In general, one could say that the integral procedure is more advantageous in terms of
number of measurements, but requires the ability of solving potentially involved analyti-
cal expressions. The differential approach, instead, is more advantageous from the point
of view of versatility, as it allows to deal in a straightforward way with complex genera-
tors (i.e. exhibiting time-dependent Hamiltonian parameters), at the expenses of a higher
number of measurements. Therefore, which of the two proposed approaches proves bet-
ter, strictly depends on the specific case under investigation.
Chapter 5
Quantum metrology
In the following, we discuss and enlarge the results presented in [196, 197]. Quan-
tum interferometry is one of the most useful measurement techniques used in quantum
metrology: it exploits the high sensitivity of certain quantum systems to small changes
of external conditions, due to their intrinsic quantum coherence. Although various imple-
mentations of this general measurement procedure have been realized, the aim is always
that of estimating the relative phase between the two arms of the interferometer and great
efforts have been pursued to enhance the accuracy of this phase determination [53, 54].
The accuracy of the whole estimation procedure [177, 178, 57, 179, 180] depends on
the number of resources at disposal, i.e. on the total number N of particles involved in the
interferometric measure. It turns out that the minimum uncertainty in the phase estimation
that can be achieved by feeding the interferometer with “classical” states can not exceed
the shot noise limit, also called the standard quantum limit, where the precision scales as
1/
√
N.
Various strategies have been devised in order to beat this limit, typically adopting
non-standard measurement protocols that make use of quantum correlated (entangled),
non-classical states. In this way, at least in line of principle, the so called Heisenberg
limit can be reached, where the uncertainty in the phase estimation scales as 1/N rather
than 1/
√
N.
A particularly promising implementation of an interferometer that could reach such a
high sensitivity is that based on a Bose-Einstein condensate (BEC) [43, 46, 47, 48, 49, 51]
trapped in a double-well optical potential. Although similar to more traditional construc-
tions that use beams of particles travelling along separate paths, this new realization of
the interferometry paradigm allows a precise control on the preparation and dynamics of
the system.
The clear advantage in using BEC-based interferometers is that all particles in the
apparatus, being in a condensed phase, share the same quantum state; this fact, together
with the possibility of preparing them in a suitably entangled state, have been shown to
lead to the possibility of phase estimation with sub-shot-noise accuracy [181, 184, 185,
69, 70, 77, 78, 193]. However, these particles, being spatially confined Bosons, behave
as identical particles, a fact that seems to have not been properly taken into account in the
derivation of the above mentioned results.
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Purpose of the present investigation is to study the effects of particle indistinguishabil-
ity in relation to the metrological use of BEC-based interferometers for phase estimation.
Since entanglement appears to be a fundamental resource in reaching sub-shot-noise ac-
curacies, we shall apply the generalized algebraic notion of entanglement discussed in
section 2.3 to states describing identical particles in the case of a BEC confined in a
double-well trap (see the discussion and the notation in subsections 2.3.2 and 2.3.4). In
the light of this discussion, we shall critically re-examine the theoretical results concern-
ing the use of the notion of spin squeezing and quantum Fisher information in getting
sub-shot-noise accuracies in quantum metrological phase estimation. In appendix E, some
basic introduction on estimation theory and Fisher information is presented.
5.1 Interferometry
Ultracold atoms trapped in a double-well optical potential realize a very accurate inter-
ferometric device: indeed, state preparation and beam splitting can be precisely achieved
by tuning the interatomic interaction and by acting on the height of the potential barrier.
The combination of standard Mach-Zhender type interferometric operations, i.e. state
preparation, beam splitting, phase shift and subsequent beam recombination, can be ef-
fectively described as a suitable rotation of the initial state ρ0 by a unitary transformation
[183, 187]:
ρ0 7→ ρθ = Uθ ρ0 U†θ Uθ = eiθ J~n . (5.1)
The phase change is induced by the generator
J~n ≡ nx Jx + ny Jy + nz Jz , n2x + n2y + n2z = 1 , (5.2)
i.e. by a general combination of the following collective bilinear operators
Jx =
1
2
(
a†1a2 + a1a
†
2
)
, Jy =
1
2i
(
a†1a2 − a1a†2
)
, Jz =
1
2
(
a†1a1 − a†2a2
)
, (5.3)
satisfying the S U(2) algebraic relations:[
Jx, Jy
]
= iJz ,
[
Jy, Jz
]
= iJx ,
[
Jz, Jx
]
= iJy . (5.4)
In practice, the state transformation ρ0 7→ ρθ inside the interferometer can be effectively
modeled as a pseudo-spin rotation along the unit vector ~n = (nx, ny, nz), whose choice
depends on the specific realization of the interferometric apparatus and of the adopted
measurement procedure.
We consider the commuting subalgebras A1 and A2, [A1,A2] = 0, consisting of all
polynomials in a1, a
†
1, and a2, a
†
2 respectively. It is interesting to notice that, although the
operators in (5.3), being linear combinations of both a1, a
†
1 and a2, a
†
2, are clearly non-
local with respect to the bipartition (A1,A2), their exponentials are not all so. While eiθJx
and eiθJy , θ ∈ [0, 2pi], are non-local, the exponential of Jz turns out to be local:
eiθJz = eiθa
†
1a1/2 · e−iθa†2a2/2 , eiθa†1a1/2 ∈ A1 , e−iθa†2a2/2 ∈ A2 . (5.5)
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Further, by changing the bipartition of the algebra of all operators, one can transfer this
property to another of the operators in (5.3). For instance, let us introduce a new set
of creation and annihilation operators b†i , bi, i = 1, 2 through the following Bogolubov
transformation:
b1 =
a1 + a2√
2
, b2 =
a1 − a2√
2
, (5.6)
and their hermitian conjugates. Correspondingly, the three operators in (5.3) can be equiv-
alently rewritten as:
Jx =
1
2
(
b†1b1 − b†2b2
)
, Jy =
1
2i
(
b1b
†
2 − b†1b2
)
, Jz =
1
2
(
b1b
†
2 + b
†
1b2
)
. (5.7)
In analogy with what has been done before, one can now define a bipartition (B1,B2) of
the full algebra using the mode operators b†i , bi instead of a
†
i , ai. In this case, it is the
exponential of the operator Jx that now turns out to be local:
eiθJx = eiθb
†
1b1 · e−iθb†2b2 , eiθb†1b1 ∈ B1 , e−iθb†2b2 ∈ B2 . (5.8)
This explicitly shows that an operator, local with respect to a given bipartition, can result
non-local if a different algebraic bipartition is chosen.
From the point of view of the states, the above Bogolubov transformation corresponds
to a change of basis in the Hilbert space, from the one consisting of spatially localized
states (a†i and ai create and destroy particles in the two wells), to the one spanned by
their (spatially non-local) superpositions, as, for instance, b†1|0〉 =
[
a†1|0〉 + a†2|0〉
]
/
√
2 and
b†2|0〉 =
[
a†1|0〉−a†2|0〉
]
/
√
2, which are energy eigenstates of the Bose-Hubbard Hamiltonian
in the limit of a highly penetrable barrier. As a consequence, the Fock states in (2.28)
results entangled with respect to this new bipartition (B1,B2); indeed, one finds:
|k,N − k〉 = 1
2N/2
1√
k!(N − k)!
k∑
r=0
N−k∑
s=0
(
k
r
)(
N − k
s
)
(−1)N−k−s(b†1)r+s (b†2)N−r−s |0〉 , (5.9)
so that |k,N−k〉 is a combination of (B1,B2)-separable states. A similar conclusion applies
to the mixed states (2.33). This explicitly shows that in the case of systems of identical
particles, the notion of separability can not be given abstractly, but must be associated to
a specific bipartition of the full algebra of operators. Because of their physical meaning,
in the following we shall refer to the (B1,B2) bipartition as the energy bipartition, and
call spatial bipartition the original (A1,A2) one. We shall now apply these considerations
to the problem of phase estimation in quantum interferometry with systems of identical
particles.
If the particles were distinguishable, then the operators Jx,y,z and the corresponding
rotations are sums of single particle spin operators, J( j)x,,y,z, i.e.
Jx,y,z =
N∑
j=1
J( j)x,y,z , e
iθx,y,z Jx,y,z =
N⊗
j=1
eiθx,y,z J
( j)
x,y,z . (5.10)
The latter are local operators with respect to tensor product structure in (2.2).
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5.2 Spin inequalities
In this section, we show that spin-squeezing inequalities that are derived for distin-
guishable qubits can not directly be used as entanglement witnesses in the context of
identical qubits. Since the use of spin-squeezed states for metrological purposes have re-
cently become the focus of much theoretical [181, 184, 185, 69, 70, 193] and experimental
[192, 194, 195] investigations, we now discuss the impact of particle indistinguishability
on such an issue.
5.2.1 Collective spin inequalities and entanglement
Based on (5.10), the variance ∆2J~n of the collective spin J~n = nx Jx + ny Jy + nz Jz
along the unit spatial direction ~n = (nx, ny, nz), with respect to separable vector states
|Ψ〉 = ⊗Nj=1 |ψ j〉 results
∆2J~n = 〈Ψ|J2~n |Ψ〉 − 〈Ψ|J~n|Ψ〉2 =
=
N∑
j,l=1
〈ψ j| ⊗ 〈ψl|J( j)n J(l)n |ψ j〉 ⊗ |ψl〉 −
N∑
j,l=1
〈ψ j|J( j)n |ψ j〉〈ψl|J(l)n |ψl〉 =
=
N∑
j=1
〈ψ j|
(
J( j)n
)2 |ψ j〉 − N∑
j=1
(
〈ψ j|J( j)n |ψ j〉
)2
=
=
N
4
−
N∑
j=1
(
〈ψ j|J( j)n |ψ j〉
)2
6
N
4
. (5.11)
Indeed
(
J( j)n
)2
= 1/4, therefore, ∆2J~n is an entanglement witness for pure states, in the
sense that if ∆2J~n > N/4 then the pure state |Ψ〉 cannot be fully separable.
This is no longer the case for N identical Bosonic qubits. Indeed, consider the number
states |k,N − k〉 in (2.28); using (5.3), one gets
〈k,N − k|J~n|k,N − k〉 = nz2 (2k − N) (5.12)
〈k,N − k|J2~n |k,N − k〉 =
N + 2k(N − k)
4
+ n2z
N(N − 1) − 6k(N − k)
4
(5.13)
∆2 J~n = 〈k,N − k|J2~n |k,N − k〉 − 〈k,N − k|J~n|k,N − k〉2 =
=
1 − n2z
4
(
N + 2k(N − k)
)
. (5.14)
Therefore, if k , 0,N, for all ~n that satisfy
n2z <
2k(N − k)
N + 2k(N − k) 6 1 ,
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the states |k〉, though (A1,A2)-separable, nevertheless yield ∆2 J~n > N/4; therefore, ∆2 J~n
is not an entanglement witness for pure states of Bosonic qubits.
In greater generality, inequalities for mean values and variances of collective spin
operators with respect to any (mixed) separable state of distinguishable qubits (2.2) have
been derived in [77, 78]; these are called spin squeezing inequalities and read
〈J2~n1〉 + 〈J2~n2〉 + 〈J2~n3〉 −
N(N + 2)
4
6 0 , (5.15)
∆2J~n1 + ∆
2J~n2 + ∆
2J~n3 −
N
2
> 0 , (5.16)
〈J2~n1〉 + 〈J2~n2〉 −
N
2
− (N − 1)∆2J~n3 6 0 , (5.17)
(N − 1)(∆2J~n1 + ∆2J~n2) − 〈J2~n3〉 −
N(N − 2)
4
> 0 , (5.18)
where ~n1,2,3 denotes any triplet of unit vectors corresponding to orthogonal spatial direc-
tions and 〈X〉 the mean value of an operator X. In [77, 78], these inequalities are derived
with respect to the standard triplet ~n1 = xˆ, ~n2 = yˆ, ~n3 = zˆ. The result easily extends to
more general triplets.
Moreover, almost all the values of the first and the second moments of the total spin
satisfying the inequalities correspond to separable states. The number of entangled states
satisfying the inequalities is negligible for large N and is exactly zero under some special
conditions. In this sense these inequalities are said to be complete. Indeed, for large N,
the first and the second moments of the total spin do not suffice to prove entanglement.
Indeed, the inequalities (5.11,5.15-5.18) have been proved by using the decomposition
of the collective operators Jα, α = x, y, z, in terms of single-particle pseudo-spin: Jα =∑
i J
(i)
α , where J
(i)
α refers to the i-th particle inside the trap. This is possible only if the
particles are distinguishable. In the case of identical particles, single-particle operators
like J(i)α are not addressable, otherwise one would be able to distinguish the particles by
means of them: only observables that are symmetric with respect to all permutations of
the N Bosons, like the Jα’s, are in fact permitted.
It is thus interesting to study whether these inequalities are also satisfied by (A1,A2)-
separable states (2.33) of N identical qubits. Let ka ≡ ∑Nk=0 pk ka, a = 1, 2, denote first and
second moments of the N + 1-valued stochastic variable k with respect to the probability
distribution pi = {pk}k=0,··· ,N . Using (5.12-5.14), mean-values and variances of collective
spin operators J~n with respect to the states in (2.33) read
〈J~n〉 = nz2
(
2k − N
)
(5.19)
〈J2~n〉 =
N
(
1 + 2k
)
− 2k2
4
+
n2z
4
(
N(N − 1) − 6N k + 6k2〉
)
(5.20)
∆2J~n =
N
(
1 + 2k
)
− 2k2
4
+
n2z
4
(
6k2 − 2k
(
N + 2k
)
− N
)
. (5.21)
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From the orthogonality of the triplet ~n1,2,3, it follows that n21z + n
2
2z + n
2
3z = 1; one can thus
check that all inequalities but (5.17) are satisfied by (A1,A2)-separable states. Concern-
ing (5.17), its left hand side reads
δ =
N
2
(
∆2k − k
(
N − k
))
+
n23z
2
(
(N + 2)k
(
N − k
)
− 3N∆2k
)
, (5.22)
where ∆2k ≡ k2 − k2 is the variance of k with respect to pi = {pk}Nk=0. If pi is chosen such
that a ≡ k
(
N − k
)
> N∆2k, then δ becomes positive and thus (5.17) results violated by
the corresponding (A1,A2)-separable states (2.33) for all orthogonal triplets with
1 > n23z >
N(a − ∆2k)
(N + 2) a − 3 N ∆2k . (5.23)
Consider the pure states |l,N − l〉 in (2.28) with l , 0,N; in such a case, pk = δk,l, 〈k〉 = l
and ∆2k = 0, so that (5.17) is violated for 1 > n23z > N/(N + 2).
The preceding discussion shows that the spin inequalities (5.12-5.14) are not an en-
tanglement witness for states of identical Bosons. Indeed, inequalities witnessing mode-
entanglement for multi-mode Bosons are found in [75, 76]. They are different from (5.12-
5.14), hold also when the number of particles is not fixed and depend on the mode we ex-
ploit to describe the state, i.e. on the Bogolubov transformation we perform to change the
modes. The simplest inequelity derived for two-mode Bosons and related to the S U(2)
Lie algebra (5.3) is
∆2Jx + ∆2Jy >
〈a†1a1 + a†2a2〉
2
=
N
2
⇔ ∣∣∣〈ab†〉∣∣∣2 6 〈a†1a1a†2a2〉. (5.24)
Indeed, the latter inequality implies that (5.11) is violated for separable states, unless
∆2Jx = ∆2Jy = N/4 i.e. for the states |0,N〉 and |N, 0〉. The second form of this in-
equality can be generalized to inequalities involving arbitrary powers of the creation and
annihilation operators: ∣∣∣〈a j1(a†2)l〉∣∣∣2 6 〈(a†1) ja j1(a†2)lal2〉 (5.25)
Therefore, in order to witness mode-entanglement, one should apply these latter inequal-
ities, as done in [81], instead of (5.12-5.14) or the spin squeezing criteria discussed
in the following, that hold only for distinguishable particles, as wrongly suggested in
[192, 194, 195].
5.2.2 Spin-squeezing
For any orthogonal triplet of space-directions ~n1,2,3, the Heisenberg uncertainty rela-
tions for the SU(2) operators J~n read
∆2J~n1∆
2J~n2 >
1
4
〈J~n3〉2 . (5.26)
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One speaks of spin-squeezing when one of the variances can be made smaller than 12
∣∣∣∣〈J~n3〉∣∣∣∣.
The relevance of states satisfying this condition for achieving otherwise unavailable ac-
curacies has been studied in relation to the measure of an angle θ by interferometric tech-
niques. These are based on a rotation of an input state ρ0 (5.1) around ~n2 and upon mea-
suring on ρθ the collective spin J~n1 , where ~n2 ⊥ ~n1. By choosing the remaining orthogonal
unit vector ~n3 such that 〈J~n3〉 = Tr(ρ0 J~n3) , 0, by error propagation, the uncertainty δθ in
the determination of θ can be estimated by [185]
δ2θ =
∆2J~n1(
∂θ〈J~n2〉θ
∣∣∣∣
θ=0
)2 = ∆2J~n1〈J~n3〉2 = ξ
2
W
N
, (5.27)
in terms of the spin-squeezing parameter
ξ2W ≡
N∆2J~n1
〈J~n3〉2
. (5.28)
The value δ2θ = 1/N is called shot-noise limit; in the case of distinguishable qubits, it
gives the lower bound to the attainable accuracies when the input state ρ0 is separable.
Indeed, in such a case one finds ξ2W 6 1. This result follows from the inequality ξ
2
W > ξ
2
S
where the new spin-squeezing parameter
ξ2S ≡
N∆2J~n1
〈J~n2〉2 + 〈J~n3〉2
, (5.29)
has been introduced in [69, 70]; by means of the local structure of the collective spin
operators Jx,y,z, one can prove that ξ2S is always > 1 for separable states of distinguishable
qubits. Therefore, using distinguishable qubits, the shot-noise limit can be beaten, namely
accuracies better than 1/N can be achieved only if ξ2S < 1, that is only by means of
entangled states. For sake of completeness, we mention the first spin-squeezing parameter
ξ2KU =
4∆2ρJ~n1
N
, (5.30)
that was defined in[184]. The inequality 〈Jn〉2 6 N/2 implies ξKU 6 ξW . The equality
holds if and only if 〈J~n2〉2ρ = N/2, whence ∆2ρJ~n1 = N/4 and ξ2KU = ξ2W = 1. Furthermore,
N
2
(N
2
+ 1
)
> 〈J2~n2〉ρ + 〈J2~n3〉ρ > 〈J~n2〉2ρ + 〈J~n3〉2ρ ⇒ ξ2KU <
N + 2
N
ξ2S . (5.31)
The first inequality saturates if and only if 〈J2
~n1
〉ρ = 0. The second inequality is never
saturated. It is equivalent to ∆2ρJ~n2 + ∆
2
ρJ~n3 > 0. The equality would hold only if ∆
2
ρJ~n2 =
∆2ρJ~n3 = 0, which is impossible since it corresponds to a common eigenstate of J~n2 and
J~n3 . Some features of spin-squeezing are reviewed in [181]. Summarizing, the relations
between the spin-squeezing parameters are as follows
ξ2S 6 ξ
2
W , ξ
2
KU 6 ξ
2
W , ξ
2
KU <
N + 2
N
ξ2S . (5.32)
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Let us instead consider N identical Bosonic qubits in the (A1,A2)-separable pure
states |k,N − k〉 and any triplet of orthogonal spatial directions ~n1,2,3 with ~n1 , zˆ. Using
(5.12-5.14) and n21z + n
2
2z + n
2
3z = 1, one computes
ξ2S =
N∆2J~n1
〈J~n2〉2 + 〈J~n3〉2
= N
1 − n21z
n22z + n
2
3z
N + 2k(N − k)
(2k − N)2 =
N(N + 2k(N − k))
(2k − N)2 > 1 , (5.33)
where 0 6 k 6 N. In the case of the (A1,A2)-separable density matrices (2.33), first
observe that, thanks to the Cauchy-Schwartz inequality, one has
∑N
k=0 pk〈J~n〉2k > 〈J~n〉2,
where 〈X〉2k denotes the mean-value of X with respect to the number state |k,N − k〉. Then,
ξ2S > N
∑N
k=0 pk ∆
2
k J~n1
〈J~n2〉2 + 〈J~n3〉2
=
1 − n21z
n22z + n
2
3z
∑N
k=0 pk N
(
N + 2k(N − k)
)
(∑N
k=0 pk (N − 2k)
)2 >
>
∑N
k=0 pk
(
k − N2
)2(∑N
k=0 pk
(
k − N2
))2 , (5.34)
where the last inequality follow from (5.33). A further application of the Cauchy-Schwartz
inequality to the right hand side of the last inequality yields ξ2S > 1 for all (A1,A2)-
separable states when n1 , z.
If one chooses ~n1 = zˆ, in the case of (A1,A2)-separable mixed states, one finds ∆2Jz ,
0 and 〈J~n2,~n3〉 = 0; therefore, ξ2S (and ξ2W) diverges. Instead, for (A1,A2)-separable pure
states |k,N − k〉 also ∆kJz = 0 whence ξ2S (and ξ2W) are not defined and must thus be
computed by means of suitable limiting procedures.
Let us consider the (A1,A2)-entangled vector state
|Ψ〉 =
N∑
k=0
√
qk |k,N − k〉, (5.35)
with real coefficients from a probability distribution pi = {qk}k=0,··· ,N over the stochastic
variable k. Then, from (5.12-5.14) it follows that 〈Jy〉 = 0 and ∆2Jz = ∆2k; therefore
ξ2S = ξ
2
W and
ξ2W =
N ∆2Jz
〈Jx〉2 =
N ∆2k(∑N
k=1
√
k(N − k + 1) √qk qk−1
)2 , (5.36)
ξ2KU =
4 ∆2Jz
N
=
4 ∆2k
N
. (5.37)
In the case of a Gaussian distribution peaked around k = ` , 0,N,
qk =
1
Z
exp
(
− (k − `)
2
σ2
)
, Z =
N∑
k=0
exp
(
−(k − `)
2
σ2
)
, (5.38)
5.2 Spin inequalities 82
one finds
ξ2W =
2N(√
(` + 1)(N − `) + √`(N − ` + 1)
)2 + O (e− 2σ2 ) , (5.39)
ξ2KU =
8
N
e−
1
σ2 + O
(
e−
2
σ2
)
. (5.40)
Thus, for sufficiently small σ, ξ2S = ξ
2
W < 1 for all ` , 0,N. Chosing ` =
N
2 , one computes
ξ2W = ξ
2
S =
2
N+2 + O
(
e−
2
σ2
)
. As σ → 0, the state |Ψ〉 goes to a twin Fock state |N/2,N/2〉
and the parameters ξ2W = ξ
2
S are much smaller than one for large N. For ` = 0,N, we get
ξ2W = 1 + O
(
e−
2
σ2
)
, ξ2KU =
4
N
e−
1
σ2 + O
(
e−
2
σ2
)
. (5.41)
On the other hand, by choosing
|Ψ〉 = p
N
N∑
k=0 , k,N/2
|k,N − k〉 + (1 − p)
∣∣∣∣∣N2 , N2
〉
, 0 < p < 1 , (5.42)
it turns out that ∆2k = p(N + 2)(N + 1)/12 so that (5.36) yields
ξ2W =
N(N + 1)
12
( √
1 − p + q
)2 , (5.43)
ξ2KU =
p(N + 2)(N + 1)
3N
. (5.44)
where
q =
√
p
N2(N + 2)
∑
k,N/2,N/2+1
√
k(N − k + 1) . (5.45)
Letting p→ 0 one gets |Ψ〉 → ∣∣∣N2 , N2 〉 and, if N > 3,
ξ2W →
N(N + 1)
12
> 1 . (5.46)
The above two examples show that, when ~n1 = zˆ, the spin-squeezing parameters
ξW,S are not well-defined: different values for ξ2W,S can be obtained by approaching a state
|k,N−k〉 via different limit procedures. This fact is also of practical importance: indeed, in
[192], approximations to Fock states |k,N − k〉 have been experimentally constructed that
are characterized by spin-squeezing parameters shows ξ2W < 1. This property arises from
the fact that the approximations are (A1,A2)-entangled states. The previous discussion
shows that some care has to be taken in constructing the perturbations of |k,N−k〉; indeed,
not all (A1,A2)-entangled states arbitrarily close to it automatically ξ2W,S > 1. Therefore,
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the spin-squeezing parameters ξ2W,S are not always useful for metrological applications, a
better quantity is the so-called quantum Fisher information [186, 188], which as we shall
see below, is continuous and well defined for all Bosonic qubits.
Up to now we have perturbed the Fock states with superpositions of states. We notice
that as soon as we superpose Fock states we get an (A1,A2)-entangled pure state. Thus, in
order to regularize the limit of the spin squeezing we need entanglement which vanishes
in the limit leaving some residual effects. In order to model a more realistic perturbation
induced by some noise, we consider mixed states converging to pure Fock states. As a
first preliminary example, we choose (A1,A2)-separable mixed states:
ρ =
N∑
k=0
pk|k,N − k〉〈k,N − k|. (5.47)
Varying the weights {pk}k=0,··· ,N , this states can reach any Fock state, when one of the
weights goes to 1 and the others vanish. This states satisfy 〈Jx,y〉ρ = 0, while ∆2ρJz , 0 for
a proper mixture. Therefore, the spin-squeezing parameters with ~n1 = zˆ are ξ2S = ξ
2
W
ξ2W → ∞, (5.48)
ξ2KU =
1
N
N∑
k=0
pk (2k − N)2 − 1N
 N∑
k=0
pk (2k − N)
2 . (5.49)
The parameter ξ2KU goes continuously to zero as pk → δk,k′ , while the other parameters
are still affected by a pathological behaviour.
In order to get a non pathological spin squeezeing we need (A1,A2)-entangled mixed
states, such as
ρ = (1 − p)|k,N − k〉〈k,N − k| + p ρ′, (5.50)
where ρ′ is and (A1,A2)-entangled state. The spin-squeezing parameters read (~n1 = zˆ,
~n2 = xˆ, ~n3 = yˆ)
ξ2W =
N
p
(
k − N2
)2
+ 〈J2z 〉ρ′ + 2
(
k − N2
)
〈Jz〉ρ′
〈Jx〉2ρ′
+ O(1) >
>
N
p
(
k − N2 + 〈Jz〉ρ′
)2
〈Jx〉2ρ′
+ O(1), (5.51)
ξ2S =
N
p
(
k − N2
)2
+ 〈J2z 〉ρ′ + 2
(
k − N2
)
〈Jz〉ρ′
〈Jx〉2ρ′ + 〈Jy〉2ρ′
+ O(1) >
>
N
p
(
k − N2 + 〈Jz〉ρ′
)2
〈Jx〉2ρ′ + 〈Jy〉2ρ′
+ O(1), (5.52)
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ξ2KU =
4p
N
((
k − N
2
)2
+ 〈J2z 〉ρ′ + 2
(
k − N
2
)
〈Jz〉ρ′
)
+ O(p2) >
>
4p
N
(
k − N
2
+ 〈Jz〉ρ′
)2
+ O(p2). (5.53)
The spin-squeezing of the state ρ depend on the spin-squeezing of ρ′ even for small p.
For instance, if k = N/2, we get
ξ2W =
N
p
〈J2z 〉ρ′
〈Jx〉2ρ′
+ O(1) > N
p
∆2ρ′Jz
〈Jx〉2ρ′
, (5.54)
ξ2S =
N
p
〈J2z 〉ρ′
〈Jx〉2ρ′ + 〈Jy〉2ρ′
+ O(1) > N
p
∆2ρ′ Jz
〈Jx〉2ρ′ + 〈Jy〉2ρ′
, (5.55)
ξ2KU =
4p 〈J2z 〉ρ′
N
+ O(p2) > 4p ∆
2
ρ′ Jz
N
, (5.56)
which are bounded by the the spin-squeezing parameters of ρ′, apart a factor p, and the
equalities hold if 〈Jz〉ρ′ = 0. However, the parameter ξ2KU continuously converges to zero
while the parameters ξ2W and ξ
2
S diverge, as p→ 0.
The most general regularization we can consider is the following state
ρ = (1 − p)|ψk(χ)〉〈ψk(χ)| + p ρ′, (5.57)
where |ψk(χ)〉 → |k,N − k〉 as χ → 0, and χ may be a multivariate variable. If we first
perform the limit χ→ 0, we get the same spin-squeezing parameters of the previous case.
If we first perform the limit p→ 0, we retrieve perturbations of Fock states given by pure
states. Thus, any proper mixture does not provide a well defined regularization.
5.3 Quantum Fisher information
Quantum estimation theory allow a precise determination of the accuracy with which
the phase change of an interferometer can be measured: the accuracy δθ with which the
phase θ can be obtained in a rotation (5.1) involving the operator J~n and the initial state
ρ0 is limited by the following inequality [177, 178, 179, 188]:
δ2θ >
1
F[ρ0, J~n]
, (5.58)
where the quantity F[ρ0, J~n] is the so-called quantum Fisher information. A brief discus-
sion on quantum estimation theory is presented in appendix E. One can show that the
quantum Fisher information is a convex function of the quantum state ρ0, see appendix E,
and in general [188]
F[ρ0, J~n] 6 4
(
∆ρ0 J~n
)2
, (5.59)
where ∆2ρ0 J~n ≡ 〈J2~n〉 − 〈J~n〉2 is the variance of the operator J~n in the state ρ0, the equality
holding only for pure initial states, ρ0 = |ψ〉〈ψ|.
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Given the interferometer, i.e. given the operator J~n to be measured, one can optimize
the precision with which θ is determined by choosing an initial state that maximizes the
corresponding quantum Fisher information.
In the case of distinguishable particles, it has been shown that for any separable state
ρsep =
∑
k
pk
N⊗
j=1
ρ
( j)
k (5.60)
the quantum Fisher information is bounded by N [193]:
F
[
ρsep, J~n
]
6 N . (5.61)
The proof of the latter inequality directly follows from (5.11) and (5.59). Indeed, the
inequality involving F[ρ0, J~n] given below (and similarly the set of inequalities discussed
in section 5.2.1 and [77, 78]) has been proved by using the decomposition of the collective
operators Jα, α = x, y, z, in terms of single-particle pseudo-spin: Jα =
∑
i J
(i)
α , where
J(i)α refers to the i-th particle inside the trap. This is possible only if the particles are
distinguishable. In the case of identical particles, single-particle operators like J(i)α are not
addressable, otherwise one would be able to distinguish the particles by mean of them:
only observables that are symmetric with respect to all permutations of the N Bosons,
like the Jα’s, are in fact permitted. This means that by feeding the interferometer with
separable initial states, the best achievable precision in the determination of the phase
shift θ is bounded by the so-called shot-noise-limit (also called the standard-quantum-
limit):
δ2θ >
1
N
. (5.62)
On the other hand, quite in general, one finds
F
[
ρ, J~n
]
6 N2 , (5.63)
so that an accuracy in phase estimation better than the shot-noise-limit is in principle
allowed, eventually reaching the so-called Heisenberg limit, δ2θ > 1/N2, obtained when
in (5.63) the equality holds. And indeed, many efforts have been devoted in order to
find suitable input states ρ0 and detection protocols that would allow such an ultimate
sensitivity [181, 184, 185, 192, 193, 194, 195]. Notice that, because of (5.61), these states
must be entangled. Actually, one can turn the argument around and use the quantum
Fisher information for entanglement detection [193]; indeed, if for a state ρ one finds that
F
[
ρ, J~n
]
> N, than the state is surely entangled.
In the previous section, it is showed that the spin-squeezing parameters are not well
defined for (A1,A2)-separable states of identical Bosons. In full generality, the relation
between spin-squeezing and quantum Fisher information is
F[ρ, J~n1] ∆
2J~n2 > 〈J~n3〉2 , (5.64)
where ~n1,2,3 is a triplet of orthogonal spatial directions. In order to directly prove (5.64),
we consider the measurement of the observable J~n2 . λ are the eigenvalues of J~n2 , p(λ, θ)
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is the probability of measuring the value λ with the state ρθ = eiθJ~n1ρe−iθJ~n1 , and 〈J~n2〉ρθ =
Tr(ρθJ~n2) is the mean value of the operator J~n2 with respect to the state ρθ. Deriving by θ
the relation
∫
dλ
(
λ − 〈J~n2〉ρθ
)
p(λ, θ) = 0, we get
(
∂θ〈J~n2〉ρθ
)2
=
(∫
dλ
(
λ − 〈J~n2〉ρθ
)
∂θp(λ, θ)
)2
6
6
(∫
dλ
(
λ − 〈J~n2〉ρθ
)2
p(λ, θ)
) (∫
dλ
1
p(λ, θ)
(∂θp(λ, θ))2
)
, (5.65)
where we have used the Cauchy-Schwartz inequality. By the definition of quantum Fisher
information (see appendix E.2),
F[ρ, J~n1]∆
2
ρθ
J~n2 > ∆
2
ρθ
J~n2
∫
dλ
1
p(λ, θ)
(∂θp(λ, θ))2 >
(
∂θ〈J~n2〉
)2 , (5.66)
which reduces to (5.64) for θ = 0. The inequality (5.64) is termed generalized uncertaitny
relation: for pure state inequality (5.59) reduces to an equality and (5.64) is the standard
Heisenberg principle. If 〈J~n3〉 , 0, one gets the following relation between the quantum
Fisher information and the squeezing parameter ξ2W in (5.28):
1
F[ρ, J~n1]
6
∆2J~n2
〈J~n3〉2
=
ξ2W
N
. (5.67)
The inequality (5.67) is easy to understand if we recall that 1/F[ρ, J~n1] is the best accu-
racy δ2θ and ξ2W/N is an attainable accuracy. In the case of distinguishable qubits, from
(5.58) and (5.67) it follows that spin-squeezing, namely ξ2W < 1, opens the possibility of
achieving δ2θ < 1/N, thus of beating the shot-noise limit. There is no direct connection
between the Sorensen’s spin-squeezing parameter ξ2S and the quantum Fiser information.
In the case of identical qubits and of (A1,A2)-separable states, the right hand side of
the above inequality diverges if ~n1 = zˆ as 〈J~n3〉 = 0, while it does not make sense if ~n2 = zˆ
for then also ∆2J~n2 = 0 whence, as already observed, ξ
2
W is not defined. However, the
quantum Fisher information is always well-defined.
5.3.1 Sub-shot-noise
When dealing with identical particles, as in the case of the condensed Bosonic atoms
confined in a double-well optical trap, these conclusions need to be re-qualified. When
identical Bosons are enough far away from each other so that their wavefunctions do not
spatially overlap, they effectively behave as distinguishable particles, and no symmetriza-
tion of the total wavefunction is needed [79]. However, this situation is hardly applicable
to a gas of condensed ultracold atoms, where all particles share the same quantum state.
As shown earlier, with respect to the bipartition (A1,A2), a generic separable mixed state
ρ is diagonal in the Fock basis (2.28), and can thus be written as in (2.33). For such a
state, the quantum Fisher information can be explicitly computed, by means of equation
5.3 Quantum Fisher information 87
(E.28) in the appendix E:
F
[
ρ, J~n
]
= (1 − n2z )
[
N + 2
N∑
k=0
pk k(N − k) − 4
N∑
k=0
pk pk+1
pk + pk+1
(k + 1)(N − k)
]
. (5.68)
In particular, in the case of a pure state, ρk = |k,N − k〉〈k,N − k|, this expression results
proportional to the variance of J~n (see (5.59)),
F
[
ρk, J~n
]
= (1 − n2z )
[
N + 2k(N − k)] , (5.69)
which is greater than N for
0 6 n2z <
2k(N − k)
N + 2k(N − k) < 1. (5.70)
More specifically, when ~n lays in the plane orthogonal to the z direction, so that n2z = 0,
one finds that F
[
ρk, J~n
]
> N for k , 0,N. Recalling (5.58), this implies that in this case the
phase uncertainty δθ is smaller than 1/
√
N, thus beating the shot-noise-limit. Actually,
when the two wells are filled by the same number of particles, so that the system is in the
state ρN/2 = |N/2,N/2〉〈N/2,N/2|, one can even get close to the Heisenberg limit, since
in this case:
F
[
ρN/2, J~n
]
=
N2
2
+ N . (5.71)
Therefore, unlike in the case of distinguishable particles, the quantum Fisher information
can attain a value greater than N even with initial states that are separable with respect
to the spatial bipartition. As a consequence, in general, the inequality (5.61) does not
play any more the role of a separability condition when dealing with systems of identical
particles.
In spite of this, we have just seen that the accuracy with which the phase change
can be determined in interferometers fed with such separable states can still beat the
shot-noise-limit, provided that the rotation involved in the apparatus is not directed along
the z axis. When ~n = zˆ, the quantum Fisher information (5.68) vanishes. From the
physical point of view, this results follows from the fact that the Fock states in (2.28) are
eigenstates of the operator Jz, so that separability is preserved by rotations generated by
it: eiθJz |k,N − k〉 = eiθ(2k−N)|k,N − k〉. In other words, in order to take advantage of the
improvement in the accuracy of the phase determination, one has to use an experimental
setup for which ~n , zˆ. As observed before, such rotations are realized by operators
that are non-local with respect to the spatial bipartition. In fact, only the exponential
of Jz happens to be a (A1,A2)-local operator, as shown in (5.5). Therefore, given the
(A1,A2) bipartition, it is not the entanglement of the states fed into the interferometer
that help overcoming the shot-noise-limit in the phase estimation accuracy; rather, it is
the non-local character of the rotations operated by the apparatus on initially separable
states that allows δ2θ to be larger than 1/N, with the possibility of closely approaching the
Heisenberg 1/N2 limit.
This result can be physically interpreted in another, equivalent way, which will shed
further light on the notion of separability when dealing with identical particles. The idea is
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to change description (and thus bipartition) through a suitable Bogolubov transformation,
following the discussion at the end of the previous Section.
Take the unit vector ~n to lay in the plane orthogonal to the z axis, so that one can write
~n = (cosϕ, sinϕ, 0), ϕ ∈ [0, 2pi]. Then, the generator J~n in (5.2) assumes the form:
J~n =
1
2
(
e−iϕ a†1a2 + e
iϕ a1a
†
2
)
, (5.72)
which clearly shows that its exponential is non-local in the (A1,A2) bipartition. Never-
theless, it can become local in a different, suitably chosen bipartition. To this aim, let us
introduce a new set of mode operators b†i , bi, i = 1, 2 through the following Bogolubov
transformation, that slightly generalizes the one in (5.6):
b1 =
a1 + e−iϕa2√
2
, b2 =
a1 − e−iϕa2√
2
, (5.73)
together with their hermitian conjugates. In this new representation, one has:
J~n =
1
2
(
b†1b1 − b†2b2
)
, (5.74)
so that the unitary operator that implements the rotation around ~n,
eiθJn = eiθb
†
1b1/2 e−iθb
†
2b2/2 , eiθb
†
1b1/2 ∈ B1 , e−iθb†2b2/2 ∈ B2 , (5.75)
is indeed local with respect to the new bipartition (B1,B2), where B1 is the subalgebra of
polynomials in b†1, b1, while B2 is the one of polynomials in b†2, b2. In this new language,
the state |N/2,N/2〉 representing the situation of equal filling of the two wells, is no longer
separable with respect to this new bipartition; in fact, one finds (see (5.9)):∣∣∣∣∣N2 , N2
〉
=
eiNϕ/2
2N/2(N/2)!
N/2∑
k,l=0
(
N/2
k
)(
N/2
l
)
(−1)N/2−l (b†1)k+l (b†2)N−k−l|0〉 , (5.76)
while, as seen in the previous Section, any pure (B1,B2)-separable state must be a Fock
state of the form b†1
m
b†2
n|0〉.
Despite these changes, the value of the quantum Fisher information for the initial state
|N/2,N/2〉 and the observable Jn is unchanged and still given by (5.71), since it does not
depend on the representation used to compute it. This means that if one is able to build an
experimental setup, together with a suitable measure procedure, which can be modelled
in terms of the energy modes b†i , bi instead of the original spatial modes a
†
i , ai, then the
accuracy δθ with which the phase θ may be determined can still approach the Heisenberg
limit. In such a case, the improvement in sensitivity with respect to the standard shot-
noise-limit is due to the (B1,B2)-entanglement of the initial state |N/2,N/2〉 and not to
the non-locality of the transformation that takes place inside the apparatus.
Notice that even approximating a number state |`,N − `〉 by an experimentally more
realistic superposition |Ψ〉 = ∑Nk=0 √qk |k,N − k〉 of states |k,N − k〉 with coefficients as in
(5.38), may beat the shot noise limit. Indeed, one computes
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F
[
|Ψ〉 〈Ψ| , Jy
]
= 4 ∆2Jy = N + 2`(N − `) + O
(
e−
1
σ2
)
, (5.77)
which can be kept > N by suitably small σ. As a side remark, we notice that the quantum
Fisher information and the Wineland’s spin-squeezing parameter give the same accuracy,
for the Gaussian superposition |Ψ〉 with ` = N/2 at the lowest order of σ. Indeed, the
equality holds in (5.67) at the lowest order of σ, with ~n1 = yˆ, ~n2 = zˆ and ~n3 = xˆ. Thus, the
spin-squeezing give the best accuracy for such states, that may model the state the authors
of [192] prepared tempting to generate a twin Fock state |N/2,N/2〉.
Instead, making the quantum Fisher information larger than N is impossible without
(A1,A2)-non-locality; indeed, F[ρ`, Jz] = 4 ∆2Jz = 0. Even considering the (A1,A2)-
entangled perturbation |Ψ〉 does not help; indeed,
F
[|Ψ〉 〈Ψ| , Jz] = 4 ∆2Jz = 8e− 1σ2 + O (e− 2σ2 ) . (5.78)
Therefore, the lower bound to the error in (5.58) becomes arbitrarily large when σ→ 0.
When dealing with (A1,A2)-separable mixed states ρA−sep (2.33), the quantum Fisher
information is (5.68). Thus, if F[ρ`, J~n] > N holds for a certain `, then, by continuity,
F[ρA−sep, J~n] > N for a probability distribution pi = {pk}k=0,··· ,N suitably peaked around
k = `, hence able to overcome the shot-noise limit. On the other hand, from the previous
section we know that for all such mixed states ξ2W > ξ
2
S > 1; therefore, based on this lower
bound to the squeezing parameter, we would wrongly discard such states as not useful for
metrological applications.
5.4 Heisenberg limit
In this section, we address the problem to achieve exactly the Heisenberg limit, that is
δ2θ = 1/N2. From (5.58), in order to get the Heisenberg limit the quantum Fisher infor-
mation has to be maximum F[ρ, J~n] = N2 (see equation (5.63)). Since the quantum Fisher
information is a convex function of ρ, as proved in the appendix E, its maximun is reached
for pure states. Moreover, the quantum Fisher information is invariant under Bogolubov
transformations. For pure states the quantum Fisher information is proportional to the
variance of J~n: F[ρ, J~n] = 4∆2ρJ~n. In order to maximize the variance of J~n, we chose an
equal weighted superposition of an eigenvector of J~n attaining the minimum eigenvalues
and of an eigenvector of J~n attaining the maximum eigenvalues. For convenience, we can
fix this freedom such that the operator J~n generates a local interferometer ~n = zˆ. Thus, the
most general states that achieves the Heisenberg limit are the so-called N00N states
|N00Nφ〉 ≡ 1√
2
(
(a†1)
N + eiφ(a†2)
N
)
|0〉 = |N, 0〉 + e
iφ|0,N〉√
2
, (5.79)
F
[
|N00Nφ〉〈N00Nφ|, Jz
]
= N2. (5.80)
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5.5 Fluctuating particle number
Until now, we focused on a system with a fixed number of identical Boson. These
systems are described by states without coherent superposition among states with different
numbers of particles. In this section we will focus on some interesting results, that arise
when we allow superposition of states with different numbers of particles.
Before starting the discussion, it is useful to shed light into the definition of shot-noise
for a system of N fixed identical Bosons in order to generalize it. The shot-noise is the
best accuracy we can get with “classical” states. Since the best accuracy is equivalent
to maximize the quantum Fisher information that is convex (E.25), we can refer only
to pure states. The classical states of one-dimensional particles, or single modes with an
unconstrained number of particles, e.g. in quantum optics, are the standard coherent states
(D.1). The classical states of the S U(2) Lie algebra, defined by (5.3), are the so-called
coherent-like states:
|ξ, ϕ; N〉 = 1√
N!
( √
ξ ei
ϕ
2 a†1 +
√
1 − ξ e−i ϕ2 a†2
)N |0〉. (5.81)
Some of their properties are stated in the appendix D, see also [10, 3, 26]. Therefore, the
shot-noise of a system with N fixed identical Bosons, is defined by the minimal accuracy,
i.e. the maximal quantum Fisher information, achievable with a coherent-like state.
The quantum Fisher information of any coherent-like state is actually bounded by N.
It is enough to show that the quantum Fisher information is bounded by N for J~n = Jz and
any coherent-like state. Indeed, the rotation that transforms the operator Jz into a general
operator J~n is a Bogolubov transformation
b1 =
√
ζ e
α
2 a1 +
√
1 − ζ e− α2 a2, b1 = −
√
1 − ζ e α2 a1 +
√
ζ e−
α
2 a2. (5.82)
Any Bogolubov transformation moves coherent-like states into coherent-like states, chang-
ing the parameters ξ and ϕ. The quantum Fisher information is
F
[|ξ, ϕ; N〉〈ξ, ϕ; N |, Jz] = 4Nξ(1 − ξ) 6 N, (5.83)
where the inequality holds because 0 6 ξ 6 1. The coherent-like states are also the
most stable against noises [158]. It means that any other state affected by a dissipative
dynamics deviates from itself much more than the coherent-like states. Therefore, the
states that are harder to be destroied in the experiments can not beat the shot-noise.
Now, consider coherent superpositions of states with different numbers of two-mode
Bosons:
∑
n,m∈
cn,m
(a†1)
n(a†2)
m
√
n!m!
|0〉,
∑
n,m∈
∣∣∣cn,m∣∣∣2 = 1. (5.84)
These coherent superpositions can be forbidden by imposing the superselection rule that
the total number of particles be conserved, so that any quantum state is a statistical mix-
ture of eigenstates of the operator N12 = a
†
1a1 + a
†
2a2 and all meaningful observables must
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commute with it. Indeed, the operator N12 is effectively a c-number that is conserved
in each eigenspace, and at most incoherent fluctuation are allowed. Allowing the states
(5.84) is equivalent to breaking the superselection rule. This fact has two physical con-
sequences: the first one is to allow quantum fluctuations of the total number of particles,
the second one is the existence of a second phase reference frame corresponding to a sec-
ond party. Let us consider two observers relative to two different reference frames for
the phase conjugated to the total number of particles, where φ is the angle relating them.
If the first observer prepares the state |ψ〉, the second observer describes the same state
as eiφN12 |ψ〉 in his reference frame, where eiφN12 is the phase-shift needed to change the
reference frame. The existence of reference frames is implied by the addressability of any
phase-shift eiφN12 . The phase φ can be completely controlled and measured by means of
operators which do not commute with N12. On the other hand, if the second observer does
not have any information about the phase relating the two reference frames, he describes
the state as an incoherent unbiased average
ρ =
∫ 2pi
0
dφ
2pi
eiφN12 |ψ〉〈ψ|e−iφN12 =
∫ 2pi
0
dφ
2pi
∑
N,N′
eiφN PN |ψ〉〈ψ|PN′e−iφN′ =
∑
N
PN |ψ〉〈ψ|PN ,
(5.85)
where PN is the projector onto the eigenspace of N12 with eigenvalue N. Biased averages
are allowed for partial knowledge of φ. Therefore, the lack of a refecence frame is equiv-
alent to forbidding coherent superpositions of states belonging to different eigenspaces of
N12. Moreover, being restricted to states (5.85) means that all meaningfull observables
commute with N12. Such observables are O =
∑
N ON PN , and can not distinguish between
the state |ψ〉〈ψ| and ρ:
〈ψ|O|ψ〉 =
∑
N
〈ψ|PNON PN |ψ〉 = Tr (ρO) . (5.86)
However, there is a wide-spread belief that the number of particles should be con-
served forbidding fluctuations, at least in a non-relativistic regime. Indeed, we can restore
the superselection rule of the total number of particles adding additional modes, which
play the role of a reference frame [61]. Let us consider a third mode (a3, a
†
3) and the
following eigenstate of the total number of particles NT = a
†
1a1 + a
†
2a2 + a
†
3a3
∑
n,m∈
06n+m6N
cn,m
(a†1)
n(a†2)
m(a†3)
N−n−m
√
n!m!(N − n − m)! |0〉 =
∑
n,m∈
06n+m6N
cn,m|n,m,N − n − m〉123. (5.87)
We used the eigenvalues of the operators a†1a1, a
†
2a2 and a
†
3a3 as quantum numbers in order
to write the states (5.87). We can choose the eigenvalues of the operators a†1a1, a
†
2a2 and
NT as quantum numbers, writing the same state as∑
n,m∈
06n+m6N
cn,m|n,m, 〉12|N〉T . (5.88)
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As discussed in sections 2.3.1, 2.3.4 and [31, 60], this change of quantum numbers
corresponds to a change of the tensor product structure from PNF123PN to
(⊕N
M=0 PMF
12PM
)
⊗
, where PN is the projector onto the subspace of N fixed particles, F123 is the Fock space
of a three-mode system, F12 is the Fock space of a two-mode system, and  is the uni-
dimensional Hilbert space spanned by the vector |N〉T . In this section, we consider a
tensor product structure which identifies the mode degrees of freedom in the formalism
of the second quantization. It should not be confused with the more usual tensor product
structure which identifies the particles in the formalism of the first quantization. Since
the third quantum number is the total number of particles, it has the same value for every
state. Therefore, tracing out the third quantum number gives the state (5.84). For a review
on superselection rules, see [61] and reference therein.
In the light of these remarks, there are several possible choices states of two-mode
Bosons without superselection rules which are closest to classical states. The first one are
the standard two-mode coherent states |α1〉|α2〉, where
a j|α j〉 = α j|α j〉, |α j〉 = eα ja
†
j−α¯ ja j |0〉 = e− |α j |
2
2
∞∑
n=0
αnj(a
†)n
n!
|0〉, j = 1, 2. (5.89)
The second one is the embedding of the standard two-mode coherent states into a three-
mode state with a fixed number of particles:
|α1, α2; N〉 = e−
|α1 |2+|α2 |2
2
∞∑
06n,m6N
αn1α
m
2√
n!m!
|n,m〉|N − n − m〉, (5.90)
The third choice is a generalization of coherent-like states (5.81) for three-mode Bosons:
up to a global phase,
|ξ1,2, ϕ1,2; N〉 = 1√
N!
( √
ξ1 ei
ϕ1
2 a†1 +
√
ξ2 ei
ϕ2
2 a†2 +
√
1 − ξ1 − ξ2 a†3
)N |0〉. (5.91)
We now look for the sharp upper bound of quantum Fisher information evaluated for these
classical states and an operator Jn, which defines the shot-noise. The quantum Fisher
information for the states (5.89) and (5.90) is
F [|α1〉|α2〉〈α1|〈α2|, Jn] = 〈α1|〈α2|N12|α1〉|α2〉, (5.92)
F [|α1, α2; N〉〈α1, α2; N |, Jn] = 〈α1, α2; N|N12|α1, α2; N〉. (5.93)
On the other hand, it is enough to compure the quantum Fisher information for states as
in (5.91) and the operator J~n = Jz. The rotation that transforms the operator Jz into a
general operator J~n is a Bogolubov transformation (5.82), which transforms coherent-like
states into coherent-like states, changing the parameters ξ1,2 and ϕ1,2. The quantum Fisher
information is
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F
[|ξ1,2, ϕ1,2; N〉〈ξ1,2, ϕ1,2; N |, Jz] =
= 〈ξ1,2, ϕ1,2; N |N12|ξ1,2, ϕ1,2; N〉 − 4N 〈ξ1,2, ϕ1,2; N |Jz|ξ1,2, ϕ1,2; N〉
2 6
6 〈ξ1,2, ϕ1,2; N |N12|ξ1,2, ϕ1,2; N〉. (5.94)
Therefore, a quantum state ρ beats the shot-noise if F[ρ, Jn] > Tr(ρN12), i.e. δ2ϑ <
1/Tr(ρN12).
The main result of this section is to show that a (A1,A2)-separable state can reach
the sub-shot-noise even with the (A1,A2)-local interferometer generated by Jz, when we
extend our analysis to superpositions of states with different numbers of particles. As an
example, we consider the state
|ψ〉 = 1
2
(a†1)n√
n!
+
(a†1)
m
√
m!
  (a†2)n√
n!
+
(a†2)
m
√
m!
 |0〉 = 12 (|n〉 + |m〉) (|n〉 + |m〉) , (5.95)
whose mean total number of particles is 〈ψ|N12|ψ〉 = n + m. The quantum Fisher informa-
tion evaluated with the operators Jx,y,z reads
F
[|ψ〉〈ψ|, Jx] = F [|ψ〉〈ψ|, Jy] = n + m + (n + m)22 = 〈N12〉 + 〈N12〉22 , (5.96)
F
[|ψ〉〈ψ|, Jz] = (n − m)22 =
(〈N12〉 − 2n)2
2
=
(〈N12〉 − 2m)2
2
. (5.97)
The (A1,A2)-nonlocal interferometers generated by Jx,y give a quantum Fisher informa-
tion which scales as O
(
〈N12〉2
)
. The (A1,A2)-local interferometer generated by Jz as well
does, if 2n  〈N12〉 or 2m  〈N12〉. Even if an (A1,A2)-local interferometer beats the
shot-noise once fed with (A1,A2)-separable states, there is still a kind of non locality in
the game. Indeed, once we add a third mode to restore the superselection rule, the state
(5.95) becomes
|ψ˜〉 = 1
2
(
(a†1)
n(a†2)
n(a†3)
N−2n + (a†1)
m(a†2)
m(a†3)
N−2m +
+
(
(a†1)
n(a†2)
m + (a†1)
m(a†2)
n
)
(a†3)
N−n−m)|0〉 =
=
1
2
(
|n, n〉|N − 2n〉 + |m,m〉|N − 2m〉 + (|n,m〉 + |m, n〉)|N − n − m〉). (5.98)
Therefore, the nonlocal resource is the entanglement between the two modes describing
the double well and the third mode representing the reference frame.
5.6 Localization and identification of particles 94
5.6 Localization and identification of particles
In the previous sections, we stressed the difference between distinguishable qubits and
identical two-mode Bosons. In this section, we want to discuss how to switch between
the two cases. This issue is interesting since interferometric experiments with BEC are
discussed according to the theory of spin squeezing and quantum metrology applied to
distinguishable particles [192, 194, 195]. Results that hold for distinguishable qubits are
then naively extended to identical two-mode Bosons. Therefore, it makes sense to discuss
how identical particles turn into distinguishable, in order to see which relations remain
valid and which do not in the transition. Identical particles are not addressable: their
formal label is a dummy index and every state and operator must be symmetric under any
permutation of that index. In order to make them distinguishable, we need an additional
degree of freedom. After performing some operations, the new degree of fredom may
play the role of a label. A similar analysis is discussed in [79].
Let us start with a general state of N identical Bosons. In the formalism of the first
quantization, it reads
|ψ〉 =
∑
{x j,σ j}
c{x j,σ j}
N⊗
j=1
|x j〉 ⊗ |σ j〉,
∑
{x j,σ j}
∣∣∣c{x j,σ j}∣∣∣2 = 1, (5.99)
where x j and σ j label two degrees of freedom of the j-th particle, for instance the position
and the hyperfine level, for instance in a system of ultacold atoms trapped by a two-
well potential. The coefficients c{x j,σ j} are completely symmetric under any simultaneous
permutation of {x j} and {σ j} (i.e. of the dummy index j labelling but not addressing the
particles). In the second quantization, the previous state reads
|Ψ〉 =
∑
nx,σ∑
x,σ nx,σ=N
C{nx,σ}
∏
x,σ
(a†x,σ)
nx,σ |0〉,
∑
nx,σ∑
x,σ nx,σ=N
∣∣∣C{nx,σ}∣∣∣2 = 1, [ax,σ, a†x′,σ′] = δx,x′δσ,σ′ ,
(5.100)
where x and σ label the degrees of freedom of the single particle, and nx,σ counts the
number of particles in the mode (x, σ). In some experiments with BEC [194, 195], the
useful information for quantum metrology is encoded in the hyperfine degree of freedom
σ. Thus, the position x may be used to localize and distinguish the particles. When all the
modes in the state |Ψ〉 share the same spatial mode, we get a state with a single effective
degree of freedom:
|Ψ〉 =
∑
nσ∑
σ nσ=N
C˜{nσ}
∏
σ
(a†σ)
nσ |0〉, aσ =
∑
x
fx ax,σ, (5.101)
where fx is any function auch that
∑
x | fx|2 = 1. The latter state can not distinguish the
particles. The states exploited in the experiments with BEC [194, 195] belong to this class.
On the other hand, if there are some correlations between the two degrees of freedom
x = x(σ), e.g. x(σ) , x(σ′) if σ , σ′, then the particles are effectively localized and then
spatially distinguishable.
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Since we are going to discuss the transition between identical and distinguishable
particles, it is more convenient to adopt the formalism of the first quantization. In order to
distinguish the particles we have to correlate the two degrees of freedom, such that one,
let say the spatial one x, may serve as a label. Thus, we have to confine the particles in not
overlapping regions V j. This localization is performed by spatial measurement described
by the symmetrized projector
PsymV =
∑
P
N⊗
j=1
PVP( j) =
∑
P
N⊗
j=1
|VP( j)〉〈VP( j)|,
|V j〉 =
∑
x∈V j
gx|x〉, V j ∩ V j′ = δ j, j′V j. (5.102)
where we summed over all permutations P of the index j and gx is any function such
that
∑
x∈V j |gx|2 = 1 ∀ j. The latter operator need to be symmetric, i.e. invariant under any
permutation of particles, since it acts on a state of identical particles. The result of the
localization is the state
PsymV |ψ〉 =
∑
P
∑
{σ j}
 ∑
{x j∈VP( j)}
c{x j,σ j}
N∏
j=1
g¯x j
 N⊗
j=1
|VP( j)〉 ⊗ |σ j〉. (5.103)
If we want to use the spatial localization as a way to address each single particle, as far as
the hyperfine levels are concerned, we have to consider only the following operators
span
∑P
N⊗
j=1
(
PVP( j) ⊗ ΛP( j)
)
{Λ j}
, (5.104)
where Λ j is an operator acting on the hyperfine states. If all the operators Λ j’s are the
identity, we recover the operator of localization PsymV (5.102). The operator (5.104) is
still symmetric, as it must be since it acts on states of identical particles. Moreover, the
product of two operators of the form (5.104) still belongs to the same class
∑
P
N⊗
j=1
(
PVP( j) ⊗ ΛP( j)
)∑
P
N⊗
j=1
(
PVP( j) ⊗ Λ′P( j)
)
=
∑
P
N⊗
j=1
(
PVP( j) ⊗ ΛP( j)Λ′P( j)
)
, (5.105)
because the regions {V j} do not overlap, PV j PV j′ = δ j, j′PV j . Now, we notice that we
have introduced correlations between the two degrees of freedom: any operation on the
hyperfine levels of the j-th unaddressable particle is locally performed in the spatial region
V j. The outcomes of a localization experiment are the expectation values of operators
of the form (5.104) with respect to the state |ψ〉. Since the operators (5.104) and the
states |ψ〉 are both symmetric, we get the same result if we compute the expecations of⊗N
j=1 PVP( j) ⊗ΛP( j) with respect to the state |ψ〉 for any fixed permutation P. Alternatively,
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exploiting the property (5.105) and the symmetry of both the operators and the state |ψ〉,
we get
Λ ∈ span
∑P
N⊗
j=1
(
PVP( j) ⊗ ΛP( j)
)
{Λ j}
⇒
⇒ 〈ψ|Λ|ψ〉 = 〈ψ|PsymV ΛPsymV |ψ〉 = 〈ψ|
N⊗
j=1
PVP( j)Λ
N⊗
j=1
PVP( j) |ψ〉, (5.106)
for any fixed permutation P. Thus, we can effectively consider a not symmetrized local-
ized state
N⊗
j=1
PVP( j) |ψ〉 =
∑
{σ j}
 ∑{x j∈VP( j)} c{x j,σ j}
N∏
j=1
g¯x j
 N⊗
j=1
|VP( j)〉 ⊗ |σ j〉. (5.107)
In other words, we can localize the particles and act locally on their hyperfine levels.
This is equivalent to use the states |V j〉 to label and identify the particles. In the formalism
of the second quantization, This procedure corresponds to consider only the subalgebra
generated by the operators {aV j,σ, a†V j,σ}, where aV j,σ =
∑
x∈V j gxax,σ. Since [aV j,σ, a
†
V j′ ,σ′] =
δ j, j′δσ,σ′ , we are considering sectors of the Fock space, corresponding to not overlapping
regions V j, as if they were generated by different vacua.
In conclusion, once we allow only operations (5.104), the actual state of the system is
either (5.103) or (5.107), which are equivalent as soon as we identify the spatial degrees
of freedom {V j} with particle labels. In the physical situation of localized particles we can
apply the standard notion and criteria of entanglement for distinguishable particles to the
states (5.103) or (5.107), getting the same properties. Following the definition 2.3.1, the
commuting subalgebras which identify non-locality among particles are
A j =
∑P 1(1) ⊗ · · · ⊗ 1( j−1) ⊗
(
PVP( j) ⊗ ΛP( j)
)
⊗ 1( j+1) ⊗ · · · ⊗ 1(N)
 , (5.108)
where 1(l) is the identity matrix on either the spatial and the hyperfine degrees of freedom
of the l-th particle.
Part III
Conclusions
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The focus of this thesis is upon coherent and decoherent effects in quantum many-
body systems. A many-body system can play the role of an environment, whose effects
on the coherence and entanglement of a smaller system deserve to be investigated. On the
other hand, one can look at how the coherent and non-local features of the many-body sys-
tem are affected by reversible transformations. In the part I, we outlined the motivations
of the thesis, introduced some basic notion relative to the dissipative dynamics induced
by the interaction with an environment, and then briefly reviewed the phenomenon of
quantum entanglement.
In chapter 3, we have seen that two atoms, initially prepared in a separate state, can
get entangled as a result of their independent interaction with a common bath made of
thermal quantum fields even when their internal frequencies are unequal. This result is
based on a novel Markovian approximation of the reduced atom dynamics, that allows to
exhibit an explicit dependence on the time scale ∆t, measuring the interval over which
the atoms feel the presence of the environment. This conclusion contrasts with the one
obtained through the usual weak coupling limit approach to the atom reduced dynamics;
in that case, the entanglement power of the external environment is reduced to zero for
atoms with unequal frequencies as a consequence of the procedure of taking the ergodic
average. In the light of the discussed results, this conclusion appears however a math-
ematical artifact, originating in letting λ go to zero and ∆t to infinity, conditions hardly
met in actual physical situations. Because of the Riemann-Lebegue lemma, the ergodic
average, on which the so-called “rotating wave approximation” is based, is strictly jus-
tified only in the limit λ → 0 and ∆t → ∞. Instead, for weakly coupled baths with
finite ∆t, environment assisted entanglement generation is always allowed, and can be
controlled through the external parameters, the bath inverse temperature β and the atom
spatial separation `. All the above considerations are based on the condition (2.11) for
entanglement enhancement; when satisfied, it assures that quantum correlations among
the two atoms are generated as soon as t > 0. It is however unable to determine the fate
of this quantum correlations as time increases and in particular in the asymptotically long
time regime. On general grounds, one expects that the effects of decoherence and dis-
sipation that counteract entanglement production be dominant at large times, so that no
entanglement is left in the end. There are however instances in which the entanglement
generated at the beginning of the evolution persists also for asymptotically long times
[98, 148, 149]. In order to fully clarify this situation, a complete study and classifica-
tion of the set of the steady states of the refined master equation (3.11-3.14) is necessary.
Only partial results on the classification the steady states of completely positive quantum
dynamical semigroups have been so far obtained [92, 108].
In chapter 4, we have proposed an approach to the study of open quantum systems
based on quantum symplectic tomography. In many contexts the reduced dynamics of a
system coupled with its environment is modeled by phenomenological master equations
with some general features, but with unknown parameters. Hence, it would be highly
appealing to find a way to assign some values to these parameters. We have tackled this
problem for a wide class of Markovian and non-Markovian Gaussian-shape-preserving
master equations. The key point of our approach lies in using Gaussian states as probes,
99
as information on the dissipative dynamics can be inferred via a limited number of to-
mograms. For the non-Markovian master equations, we have proposed two alternative
procedures, integral and differential, to reconstruct the unknown quantities. In order to
provide an explicit example of how these different approaches work, we have applied them
to a benchmark model made up of a harmonic oscillator coupled to a Bosonic bath, whose
unknown parameters are the coupling constant, the temperature and the bath frequency
cut-off.
Besides measuring unknown parameters, our procedure proves useful also in case
those are already known. Indeed, it could be employed as a preliminary consistency
test for the adopted master equation, when the reconstruction procedure assumes that the
time-dependent master equation coefficients are previously known functions of a set of
time-independent quantities. This is for example the case of a microscopical derivation
(and related approximations) of the master equation. In this perspective, the agreement
between the measured and theoretically expected time-independent parameters provides a
necessary validity condition for the adopted approximation scheme. Along the same line
of thought, we also extended this approach to the reconstruction of the whole set of time-
dependent master equation coefficients. This provides a sound, reliable and complete
experimental check of the goodness of the approximation scheme underlying a master
equation.
This result leads to some interesting applications. Once retrieved the unknown master
equation coefficients, it is possible to compute the dynamical evolution of any physical
quantity whose analytical expression is known. The indirect-measurement scheme we
propose could be then employed to make predictions on system loss of coherence due to
the external environment. In order to perform this kind of analysis one can consider some
quantities such as the spread and the coherence length in both position and momentum
[133], provided their analytical expressions are available for an arbitrary time t (e.g. see
[154]). Working in the coherent state representation, the evolution of the system of inter-
est from an arbitrary initial state can be in principle predicted. Therefore, it is possible
to perform the proposed indirect analysis of the decoherence processes. For example,
if we consider an initial Schro¨dinger-cat state, highly interesting due to its potentially
long-range coherence properties and its extreme sensitivity to environmental decoherence
[127], we can re-write it as a combination of four Gaussian functions. Therefore, due
to the linearity of the master equation, it can be possible to derive analytically the state
evolution and to analyze its loss of coherence by means of the procedure we propose.
Furthermore, our procedure might also prove useful to test the theoretical predictions
associated to a given model, such as the crossing of the Lindblad-non Lindblad border in-
vestigated in [143]. Our proposal opens up several interesting questions which are going
to be the subject of further future investigation. In facts how our approach can be recast
within an estimation theory perspective represents a relevant open scenario. Another rele-
vant point to investigate is whether the proposed protocol can be enhanced by employing
entangled Gaussian states as a probe. Finally, whether or not the proposed procedure can
be generalized and employed in presence of memory kernels is a challenging question. In-
deed, reconstructing the unknown parameters of Gaussian noisy evolutions with memory
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represents both a highly involved and interesting task.
In chapter 5, the standard notion of separability, holding for a many-body system made
of N distinguishable particles, is replaced by a generalized one for a system of identical
particles, that makes use of a “dual” language, focusing on the algebra A of operators of
the system instead of the set of its quantum states. One fixes a partition of A in terms
of a set of commuting subalgebras and defines as separable those states for which the
associated expectation values of any factorized element of this partition can be written as
a convex combination of products of expectation values. The notion of separability is thus
linked to a specific partition of A, so that a given many-body state can be separable with
respect to one partition, but result entangled with respect to a different one. Nevertheless,
this generalized definition of separability reduces to the familiar one expressed in terms
of the single-particle tensor product structure in the case of a system of distinguishable
particles.
We have applied these considerations to the specific case of a system of N ultracold
atoms trapped in an optical double-well potential, whose dynamics is very well captured
by a two-mode Bose-Hubbard Hamiltonian. As we have seen, the second quantized lan-
guage makes the application to this case of the new, generalized notion of separability
very transparent and further allows the discussion of various related issues in quantum
metrology. In fact, through state preparation and trapping potential control, this system
has been shown to realize a highly sensitive Mach-Zhender interferometer, able to mea-
sure phase differences with a very high accuracy. Quite in general, the square error δ2θ
in the determination of the phase difference θ accumulated inside the interferometer is
bounded by the inverse of the quantum Fisher information F, whose value can not exceed
N2. This gives the smallest possible error in the estimation of the phase, δθ > 1/N, the
Heisenberg limit, which, for large N, is a huge improvement with respect to the standard
shot-noise-limit, δθ > 1/
√
N.
In the case of a system of distinguishable particles, it has been proven that in order
to beat the shot-noise-limit in the accuracy of the phase determination one needs to feed
the interferometer with suitably N-body entangled states. Indeed, one can show that for
all separable states one has: F 6 N; as a consequence, the condition F > N signals
the presence of entanglement and at the same time allows δθ to be smaller than 1/
√
N.
When the interferometer is filled with identical particles, the condition F > N is no
longer a univocal signal of state entanglement. Indeed, we have explicitly seen that in this
case a quantum Fisher information larger than N may be obtained either via a non-local
operation on separable states or via local operations on entangled states. Notice, however,
that the notion of locality vs. non-locality and that of separability vs. entanglement need
always to be referred to given algebraic bipartitions of the full algebra of observables.
Many-body entanglement has also been related to spin squeezing [181, 184, 185, 69,
70, 192, 193, 194, 195]. For instance, in the case of distinguishable particles, a state
for which the inequality N (∆Jz)2 > 〈Jx〉2 + 〈Jy〉2 is violated is surely entangled and spin
squeezed. Actually, a complete set of inequalities obeyed by all separable states have been
discussed in [77, 78]: violation of just one of them is enough to signal entanglement. Let
us remark that in the case of a system of identical particles, some of these inequalities are
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violated even for separable states, thus loosing their role as entanglement witness. In this
respect, when dealing with systems of identical particles, spin squeezing does not seem
an unambiguous, useful resource for quantum metrology.
More specifically, in relation to the actual realization of a BEC-based interferomet-
ric experiment with a double-well optical trap, beam-splitting is usually implemented
through lowering and raising of the inter-well potential barrier, while the subsequent phase
estimation is obtained through number counting of particles inside the two wells. The al-
gebraic bipartition that is relevant in this case is thus the spatial bipartition (A1,A2),
where local observables are those that can be expressed as the product of operators per-
taining to the first and second well, respectively. A sub-shot-noise accuracy in the de-
termination of the phase difference θ can then be obtained by acting with a non-local
operation, i.e. a transformation generated by Jx or Jy, on mode-separable states, e.g. the
balanced Fock state |N/2,N/2〉. Nevertheless, as shown in section 5.3.1, a different point
of view can be equivalently adopted: it is based on an alternate measurement protocol, in
which the energy bipartition (B1,B2) becomes relevant. In this case, a local operation suf-
fices to get a sub-shot-noise phase estimation accuracy, provided it acts on an entangled
initial state. The practical realization of such a new type of BEC-based interferometer is
surely an interesting experimental challenge.
Appendix A
Some integrals
We indicate here how to compute the integrals that appear in the expressions of the
Kossakowski matrix C(αβ)i j , (3.55) and (3.56), and in that of the effective Hamiltonian inter-
action term H(12)eff , (3.66) and (3.67). In the high temperature case, the explicit evaluation
of (3.55) involves the computation of integrals of the following two types:
I1 =
∫ +∞
−∞
dx sin(c x) sinc(x − a) sinc(x − b) , (A.1)
I2 =
∫ +∞
−∞
dx sinc(c x) sinc(x − a) sinc(x − b) , (A.2)
with a, b, c positive constants. By decomposing the products of trigonometric functions
in terms of linear combinations of sines and cosines, one can split e.g. I1 into the sum of
three simpler integrals:
I1 = I0 + I(c) − I(−c) , (A.3)
with
I0 =
cos(a − b)
2
∫ +∞
−∞
dx
sin(c x)
(x − a)(x − b) , (A.4)
I(c) =
1
4
∫ +∞
−∞
dx
sin
[
(2 − c)x − a − b]
(x − a)(x − b) . (A.5)
By first changing the integration variable to y = (2 − c)x − a − b in I(c), with c 6 2, and
then reducing the denominators in partial fractions in both integrands, one can express I0
and I(c) as combinations of the following integral (e.g. see [1]):∫ +∞
−∞
dx
sin(α x)
x + z
= pi cos(αz) , α > 0 . (A.6)
Explicitly, one finds:
I0 = −picos(a − b)a − b sin
[
(a + b)c/2
]
sin
[
(a − b)c/2] , (A.7)
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I(c) =
pi
4(a − b)
(
cos
[
a(c − 1) + b] − cos [a + b(c − 1)]) , (A.8)
so that, recalling (A.3), one finally obtains:
I1 = pi sin
[(a + b)c
2
] sin [(a − b)(1 − c/2)]
(a − b) . (A.9)
This result holds for c 6 2; when c > 2, one is forced to use a different integration variable
in the expression of I(c) in (A.4)-(A.5), y′ = (c − 2)x + a + b, and as a result ends up with
a vanishing value for I1. As a function of the parameter c, the integral I1 is however
continuous, since the expression in (A.9) also vanishes at the boundary point c = 2.
From the result (A.9), one further obtains:
lim
c→0
( I1
c
)
=
∫ +∞
−∞
dx x sinc(x − a) sinc(x − b) = pi
(a + b
2
)
sinc(a − b) . (A.10)
The integral I2 in (A.2) can be evaluated using similar manipulations. When c 6 2,
one explicitly finds
I2 =
pi
a − b
(sin(ac/2)
a
sin
[
a(1 − c/2) − b] + sin(bc/2)
b
sin
[
a − b(1 − c/2)]) , (A.11)
while for c > 2, a simpler expression holds:
I2 = pi sinc a sinc b . (A.12)
Here again one sees that I2 is a continuous function of c, since the expression in (A.11)
reduces to the one in (A.12) at the boundary value c = 2. Further, from the expression in
(A.11), one easily obtains the following limiting results:
lim
c→0
( I2
c
)
=
∫ +∞
−∞
dx sinc(x − a) sinc(x − b) = pi sinc(a − b) . (A.13)
and similarly,
lim
a,b→0
I2 = c
∫ +∞
−∞
dx sinc(c x) (sincx)2 = pi c
(
1 − c
4
)
. (A.14)
The integrals appearing in the evaluation of the Hamiltonian contribution H(12)eff can
instead be all reduced to expressions of the form:
J =
∫ +∞
−∞
dx cos(c x) sinc(x − a) sinc(x − b) . (A.15)
With the help of manipulations similar to the one used above, J can be reduced to combi-
nations of the following integral [1]:∫ +∞
−∞
dx
cos(α x)
x + z
= pi sin(αz) , α > 0 . (A.16)
When c 6 2, the integral in (A.15) can be cast in the following form:
J = pi cos
[ (a + b)c
2
] sin [(a − b)(1 − c/2)]
(a − b) , (A.17)
while it vanishes for c > 2. In the limit of vanishing a and b, it reduces to J = pi(1 − c/2).
Appendix B
Weyl-Wigner-Moyal representation
In this appendix the basic definitions of the representation of quantum states in the
phase-space are sketched. For a review on the Weyl-Wigner-Moyal representation and
its properties see [16]. In 1927, Weyl proposed a correspondence between functions on
the phase-space and quantum mechanical operators [20]. Given a function A(q, p) in its
Fourier expansion
A(q, p) =
∫
dx dk e
i
} (xq+kp)α(x, k), (B.1)
we associate the quantum mechanical operator by excanching the exponential function
with the Weyl operator e
i
} (xqˆ+kpˆ). The operator reads
Aˆ(q, p) =
∫
dx dk e
i
} (xqˆ+kpˆ)α(x, k). (B.2)
In 1932, Wigner derived a representation of quantum states on the phase-space which
has given rise of a lot of works and applications [21]. Even if Wigner stated a phase-space
analogous only for density matrices, it can be defined for every operators as follows
WA(q, p) =
1
pi}
∫ +∞
−∞
dy exp
(
i2py
}
)
〈q − y|Aˆ|q + y〉, (B.3)
being the Wigner original formula if A is a density operator.
In 1949, Moyal proved that the Weyl and the Wigner correspondences are equivalent
[25]: A(q, p) = WA(q, p). Therefore Wigner solved the inverse of the Weyl’s problem.
Indeed, the Wigner function can be recast in terms of the so called characteristic function
Tr(Aˆ e
i
} (xqˆ+kpˆ)):
WA(q, p) =
1
(2pi})2
∫
dx dk e−
i
} (xq+kp)Tr(Aˆ e
i
} (xqˆ+kpˆ)), (B.4)
Tr(Aˆ e
i
} (xqˆ+kpˆ)) =
∫
dq dp e
i
} (xq+kp)WA(q, p). (B.5)
An explicit inverse formula of (B.3) is
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Aˆ(q, p) =
∫
dx dk
dq dp
(2pi})2
e
i
} (xqˆ+kpˆ)e−
i
} (xq+kp)WA(q, p). (B.6)
B.1 Symplectic tomography
Given a time-evolving quantum state ρ(t) its Wigner function defines a generalization
on phase-space of a classical probability distribution [21, 25] and is defined as
W(q, p, t) =
1
pi}
∫ +∞
−∞
dy exp
(
i2py
}
)
ρ(q − y, q + y, t). (B.7)
If the system dynamics is described by a GSP master equation, and the initial state is
Gaussian, the Wigner function preserves the Gaussian form of the state. Indeed, it can be
expressed as a function of its first and second order momenta:
W(q, p, t) =
1
2pi
√
∆q2t ∆p2t − σ(q, p)2t
·
· exp
[
− ∆q
2
t (p − 〈p〉t)2 + ∆p2t (q − 〈q〉t)2 + 2σ(q, p)t(q − 〈q〉t)(p − 〈p〉t)
2[∆q2t ∆p2t − σ(q, p)2t ]
]
.
(B.8)
Given the Wigner distribution of a quantum system, the Radon transform [19] represents
the key ingredient to perform a tomographic analysis. This invertible integral transforma-
tion allows to retrieve the marginal probability densities of the system, i.e. the probability
density along straight lines in phase space:
X − µq − νp = 0. (B.9)
The formal expression of the Radon transform, for a generic quantum state, is then given
by
$(X, µ, ν) = 〈δ (X − µq − νp)〉 =
∫
R2
W(q, p, t)δ (X − µq − νp) dqdp.
(B.10)
From equation (B.8) it follows that for a Gaussian wave packet the Radon transform can
be explicitly written as:
$(X, µ, ν) =
1√
2pi
√
∆q2t µ2 + ∆p2t ν2 + 2σ(q, p)tµν
·
· exp
[
− (X − µ〈q〉t − ν〈p〉t)
2
2[∆q2t µ2 + ∆p2t ν2 + 2σ(q, p)tµν]
]
, (B.11)
with the following constraint on the second cumulants:
∆q2t µ
2 + ∆p2t ν
2 + 2σ(q, p)tµν > 0. (B.12)
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This constrain is obeyed for each value of the parameters µ and ν if and only if ∆q2t ∆p
2
t −
σ(q, p)2t > 0. This inequality is the Robertson-Schro¨dinger relation [22], that is a gener-
alization of the Heisenberg principle.
Equation (B.10) also implies a homogeneity condition on the tomographic map, i.e.
|c|$(cX, cµ, cν) = $(X, µ, ν). This condition can be used in the choice of parameters µ, ν.
In fact, if one uses polar coordinates (r, θ), i.e. µ = r cos θ, ν = r sin θ, the homogeneity
condition can be used to eliminate the parameter r. From equation (B.9) it emerges that
the coordinates of the phase space need to be properly rescaled in order to have the same
dimensions. For instance, we can set q → √mω
}
q and p →
√
1
}mω p. In particular if
ω = 0, i.e. for a free particle interacting with the environment, we can choose the same
rescaling with a fictitious frequency defined by }ω¯ = ∆p20/2m, imposing q → ∆p0√2}q and
p → 1√
2∆p0
p. In general, every rescaling assigning the same dimensions to q and p is
suitable for our purpose.
Appendix C
Sampling theorems
Here we provide some details about the Nyquist-Shannon and the additive random
sampling theorems, for a full review on this topic see [4, 5]. The simpler sampling theo-
rem, known as Nyquist-Shannon theorem, deals with functions whose Fourier transform
has a compact support. The theorem allows these functions to be reconstructed starting
from a discrete and infinite set of values. The theorem is stated as follows:
Theorem C.0.1 (Nyquist-Shannon theorem). If a function F(t) has no frequency higher
than W, that is the support of its Fourier transform is contained in [−2piW, 2piW], then it is
completely determined by giving its ordinates at a series of points spaced 12W apart. The
reconstruction formula is
F(t) =
∞∑
n=−∞
F
( n
2W
) sin pi(2Wt − n)
pi(2Wt − n) . (C.1)
The most frequent sources of error are the truncation error, the aliasing error, the
round-off error and the jittering error. The truncation error arises from considering a finite
sampling instead of an infinite one, as in practice it is unfeasible to sample and store an
infinite number of values (unless some regular behavior of the function to reconstruct can
be postulated). The aliasing error occurs whenever a function which is not band-limited is
reconstructed by means of procedures suitable for band-limited functions which is often
the case since band-limited functions are very peculiar. Whenever a truncation or an
aliasing error occurs, it means that there are different functions matching the exploited
sampling, anyway there exist conditions to bind this kind of errors [4, 5]. Whereas the
two previous errors are sampling-related, whereas the round-off and the jittering error are
linked to the precision of the experimental apparatus. In particular, the round-off error
is caused by errors affecting the sampling values and, finally, the jittering error is due to
errors affecting the sampling times.
A remarkable generalization of the sampling theorem is developed in [6, 8] and re-
quires an additive random sampling. The function is sampled at additively randomly
chosen points tn = tn−1 + γn, where {γn} is a family of independent identically distributed
random variables, whose probability distribution p(t) obeys the following constraints
p(t) ∈ L2(), p(t) = 0 for t < 0, E[γn] = h < ∞, (C.2)
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where E[·] is the expected value and h is the average spacing of the sampling. Additive
random samplings may be alias-free, namely they may provide reconstructions without
any aliasing error. As a consequence, non band-limited functions may as well be recon-
structed. Examples of alias-free samplings are discussed in [6, 8]. The following theorem
provides the condition for an additive sampling to be alias-free:
Theorem C.0.2 (Additive random sampling). An additive random sampling is alias-free
if the characteristic function φ(ω) = E[eiωt] takes no values more than once on the real
axis.
Conversely, if the characteristic function φ(ω) takes the same value at two different
points of the open upper half-plane, then aliasing occurs with an additive random sam-
pling.
The probability distribution pn(t) of tn is defined by the relations:
pn(t) =
∫ ∞
−∞
dupn−1(t − u)p(u)
=
∫ ∞
0
dupn−1(t − u)p(u),
p1(t) = p(t). (C.3)
Since the functions pn(t) are linearly independent [6], we can apply the orthogonalization
procedure to them thus obtaining the orthonormal set {qn(t)}n:∫ ∞
0
dτqn(t)qm(t) = δn,m. (C.4)
The function qn(t) can be expressed as a linear combination of pn(t):
qn(t) =
n∑
m=1
bn,m pn(t). (C.5)
To reconstruct the function F(t), we define the averages
fn =
∫ ∞
−∞
dτpn(t)F(t) =
∫ ∞
0
dτpn(t)F(t), (C.6)
where we have used pn(t) = 0 (equation (C.2)). From equation (C.5), we get
βn =
∫ ∞
0
dτqn(t)F(t) =
n∑
m=1
bn,m fn. (C.7)
The reconstruction formula can then be written as
F(t) =
∞∑
n=1
βnqn(t), (C.8)
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where the sum converges in the L2-norm. We emphasize that in this case the input sam-
pling is not a countable set of values but rather a countable set of averages (C.6) as the
sample spacing is a random variable itself and we make an average over all possible spac-
ings. If the spacing distribution is highly picked on h, i.e. p(t) = δ(t − h), the spacing
variance vanishes E[γ2n] = E
2[γn], and the reconstruction procedure recovers the usual one
with equally spaced samplings. If the spacing variance is comparable with its mean value
E[γ2n] − E2[γn] ∼ h2, then all spacings are highly probable and we get an effective con-
tinuous sampling. An unavoidable source of error in the implementation of this sampling
theorem is that it involves functions defined on arbitrarily small times [6, 8] whereas any
experimental apparatus exhibits a dead working time interval to record and process data.
Finally we note that we want to reconstruct functions defined only for t > 0 hence we do
not encounter any lower truncation error. The upper truncation error can be also avoided
by reconstructing slightly different functions: F(t)(1 − θ(t − t¯)) instead of F(t). The dif-
ferences arise from the integral transforms involved in the reconstruction formula, but if
we are interested in reconstructing functions in the experimentally accessible timescales,
values greater than the threshold t¯ of experimentally reachable times can be neglected.
The same trick can be exploited to avoid errors due to a finite input size for an additive
random sampling. Indeed if the sampling probability is well localized, each pn(t) is local-
ized as well. The probabilities pn(t) localized at times larger than the threshold t¯ do not
contribute and the corresponding fn vanish.
Appendix D
Coherent states
In this appendix the definition and some properties of coherent states of the Heisen-
berg and the S U(2) or U(2) Lie algebras are stated. For a general review on coherent states
of Lie groups and Lie algebras, see [10]. In the next section, we will show that, when the
number of particles is large, the richer U(2) Lie algebra contracts in the Heisember Lie
algebra and the corresponding coherent states identify with each other.
Standard coherent states for one mode are defined by one of the following equations
a|α〉 = α√
}
|α〉, |α〉 = e αa
†−α¯a√
} |0〉 = e− |α|
2
2}2
∞∑
n=0
αn(a†)n
n!}
n
2
|0〉, (D.1)
where a† and a are respectively the creation and the annihialation operator of a single
particle. Coherent states are not orthogonal: indeed
〈β|α〉 = e− |α|
2+|β|2
2} +
αβ¯
} , |〈β|α〉|2 = e− |α−β|
2
} . (D.2)
In order to get a completeness relation we need to normalize their integral by a factor
pi:
1
pi
∫
d2α|α〉〈α| = 1, (D.3)
where we put d2α = d Reα d Imα.
We shall develop some similarities between coherent states and coherent-like states of
N identical Bosons, defined as
|ξ, ϕ; N〉 = 1√
N!
( √
ξ ei
ϕ
2 a†1 +
√
1 − ξ e−i ϕ2 a†2
)N |0〉. (D.4)
The first similarity we shall show concerns the action of annihilation operators on the
coherent-like states. One can straightforwardly compute
a1|ξ, ϕ; N〉 =
√
Nξ ei
ϕ
2 |ξ, ϕ; N − 1〉, (D.5)
a2|ξ, ϕ; N〉 =
√
N(1 − ξ) e−i ϕ2 |ξ, ϕ; N − 1〉. (D.6)
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Coherent-like states pertaining to subspaces with a different number of particles are ac-
tually orthogonal: 〈ξ, ϕ; N − 1|ξ, ϕ; N〉 = 0, whenever N is finite. However, if N goes to
infinity, the subspaces with N and N−1 particles become isomophic. Physically speaking,
adding the N-th particle to N − 1 Bosons in the same superposition state do not abruptly
change the global features of the state. Therefore, coherent-like states behave as if they
were eigenstates of the annihilation operators. This feature exactly holds for standard
coherent states.
Coherent-like states are not orthogonal:
〈η, ϑ; N |ξ, ϕ; N〉 =
(
ξη + (1 − ξ)(1 − η) + 2 √ξη(1 − ξ)(1 − η) cos(ϑ − ϕ)) N2 ·
·eiN tan
(
ϑ−ϕ
2
) √ξη−√(1−ξ)(1−η)√
ξη+
√
(1−ξ)(1−η) . (D.7)
Coherent-like states as well form an overcomplete basis. In order to get a complete-
ness relation, we need to normalize their integral by a suitable factor:
N + 1
2pi
∫
dξ dϕ |ξ, ϕ; N〉〈ξ, ϕ; N | = 1. (D.8)
Furthermore, the ground state of a quadratic Hamiltonian in a1,2 and a
†
1,2 is a coherent-
like state. Such a Hamiltonian makes coherent-like states evolve into coherent-like states.
The Bose-Hubbard model provides a generic quadratic Hamiltonian, in the superfluid
phase (U1,2/T  1), neglecting the interaction term U. These features are satisfied by
standard coherent states with respect to quadratic Hamiltonian in their creation and anni-
hilation operators (alternatively in position and momentum).
For all these reasons, coherent-like states are good candidates to play the same role as
standard coherent states, in the limit of large N.
D.1 Contraction of the Lie algebra U(2) to the Heisen-
berg Lie algebra h(4)
The similarities between standard coherent states and coherent-like states are conse-
quences of a deeper algebraic connection, discussed in [3, 26]. The coherent-like states,
termed coherent atomic states in [26], belong to the Fock space of N identical Bosons,
spanned by the Fock states (2.28). The subalgebra of quadratic polynomials in the cre-
ation and annihilation operators a1,2, a
†
1,2 which preserve the number of particles is the
evelop of
Jx =
1
2
(
a†1a2 + a1a
†
2
)
, Jy =
1
2i
(
a†1a2−a1a†2
)
, Jz =
1
2
(
a†1a1−a†2a2
)
, 1. (D.9)
1 is the identity operator. The number operator
(
a†1a1 + a
†
2a2
)
might as well be considered.
However, it acts on the Fock space of N (fixed) identical Bosons as the identity does.
Furthermore, we define the ladder operators
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J± = Jx ± iJy. (D.10)
The sets {Jx, Jy, Jz} and {J+, J−, Jz} are representations of the Lie algebra S U(2), while
the sets {Jx, Jy, Jz, 1} and {J+, J−, Jz, 1} are representations of the Lie algebra U(2), with
respect to the following Lie brackets[
Jx, Jy
]
= iJz ,
[
Jy, Jz
]
= iJx ,
[
Jz, Jx
]
= iJy ,
[
Jx,y,z, 1
]
= 0 , (D.11)[
J+, J−
]
= 2Jz ,
[
Jz, J±
]
= ±J± , [J±,z, 1] = 0 . (D.12)
Consider the following transformation
h+
h−
h3
1
 = A

J+
J−
Jz
1
 , A =

c 0 0 0
0 c 0 0
0 0 1 12c2
0 0 0 1
 . (D.13)
As soon as c ∈ (0,∞), the transformation A is singular and we can define its inverse
A =

c 0 0 0
0 c 0 0
0 0 1 − 12c2
0 0 0 1
 . (D.14)
The operators {h+, h−, h3, 1} are a Lie algebra, satisfying the relations[
h+, h−
]
= 2c2h3 − 1 , [h3, h±] = ±h± , [h±,3, 1] = 0 . (D.15)
When c is finite, the transformation is invertible and the transformed Lie algebra is iso-
morphic to the original one. When c → 0, the transformation A becomes singular andh
its inverse fails to exist. Nevertheless, the commutation relations (D.15) are well defined
and identical to the commutation relations of the Heisenberg Lie algebra h(4). Such a
transformation is called contraction of a Lie algebra. Thus, the original Lie algebra U(2),
{J+, J−, Jz, 1}, is contracted into the Heisenberg Lie algebra h(4), {h+, h−, h3, 1}, with re-
spect to the usual Lie brackets (i.e. commutators). We can now identify
h+ ↔ a†, h− ↔ a, h3 ↔ a†a, 1↔ 1. (D.16)
In a slightly different and more general approach to contractions of Lie algebra (see[3]),
we can define new Lie brackets as
[X,Y]c = A−1 [AX, AY] . (D.17)
The new Lie brackets of the U(2) Lie algebra reads[
J+, J−
]
2 = 2c
2Jz − 1 , [Jz, J±] = ±J± , [J±,z, 1] = 0 . (D.18)
We have moved the effects of the transformation A from the operators to the Lie brackets.
As c → 0, the new Lie brackets are identical to the usual Lie brackets (commutators) of
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the Lie algebra h(4). Thus, we can state that the original U(2) Lie algebra, {J+, J−, Jz, 1},
endowed with the usual Lie brackets (commutators) is contracted into the Heisenberg Lie
algebra h(4), {J+, J−, J3, 1}, with respect to the new Lie brackets [X,Y]′ = limc→0 [X,Y]c.
By consistency with the physical interpretation of the Heisenberg Lie algebra h(4), i.e.
a quantum harmonic oscillator, we require that the lowest eigenvalues of h3 vanishes. The
latter condition corresponds to c = 1/
√
N [26]. After the singular transformation A, as
c→ 0, the coherent-like states become the usual coherent states of the contracted Heisen-
berg Lie algebra h(4) [26]. This limit corresponds to an infinite number N of Bosons.
Several properties of the standard coherent states holds for coherent-like states [3, 26],
satisfying more involved relations due to the greater complexity of the Lie algebra U(2).
In conclusion, the standard coherent states and the coherent-like stares are equivalent un-
der the discussed Lie algebra contraction.
Appendix E
Estimation theory
In this appendix, we shall briefly review quantum estimation theory. Some seminal
works and useful reviews on this topics are [176, 177, 178, 57, 179, 180, 182, 186, 188].
The goal of quantum estimation theory is to estimate parameters and physical quan-
tities, even those not corresponding to Hermitian operators. Examples are time, phases,
position both in quantum mechanics and quantum field theory, coupling constants, tem-
perature, entanglement monotones, parameter governing unitary and dissipative dynam-
ics. We can distinguish two kinds of theries. The global estimation theory looks for a
POVM (Positive Operator Valued Measurement, i.e. a generalized not necessarily pro-
jective measurement [55]) minimizing a suitable cost function, averaged over all possible
values of the parameters to be estimated. The resulting estimation is invependent on the
parameters one try to estimate. On the other hand, the local estimation theory minimizes
the accuracy (e.g. the variance) of the estimation, once the parameters are fixed. Local es-
timation theory provides hopefully better performance, since the parameters are fixed, but
the best estimation and its (minimal) accuracy depend on them. Quantum estimation the-
ory provides generalized uncertainty relation, exploiting many generalized measuremente
(POVM), as it happens in data analysis and classical statistics (e.g. maximun likehood and
minimum squares methods). In the following, we shall focus on local estimation theory
with a single parameter.
E.1 Classical estimation theory
Here, we state the classical estimation theory, which gives the basis for the quantum
generalization. The parameter to be estimated is λ. We call λest its estimation. The estima-
tion depends on a set {x j}1,·M of results of M measurements. The conditioned probability
to measure x j given the value λ is p(x j|λ). We define the average over all measurement as
〈·〉λ =
∫ (
·
) M∏
j=1
dx j p(x j|λ). (E.1)
We can define four different quantities giving the accuracy δ2λ of the estimation λest:
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〈
(λest − 〈λest〉λ)2
〉
λ
, (E.2)〈
(λest − λ)2
〉
λ
, (E.3)〈 λest∣∣∣ d〈λest〉λ
dλ
∣∣∣ − 〈λest〉λ
2〉
λ
, (E.4)
〈 λest∣∣∣ d〈λest〉λ
dλ
∣∣∣ − λ
2〉
λ
. (E.5)
The quantity (E.2) has two drawbacks. First it does not give a good accuracy for biased
estimations, i.e. if 〈λest〉λ , λ. Then it gives a wrongly scaled accuracy for an estima-
tion λest that has a different unit of measurement compared with the parameter λ. To
correct the first drawback we can compare λest directly with λ, instead of 〈λest〉λ. This
is done in the quantity (E.3). To correct the second drawback we can re-scale the esti-
mation, as done in (E.4). The quantity (E.5) corrects both the drawbacks. For unbiased
estimations, i.e. 〈λest〉λ = λ, the previous quantities are all equivalent. For sake of sim-
plicity, we shall deal with unbiased estimation. Thus, the accuracy of the estimation is
δ2λ =
〈
(λest − 〈λest〉λ)2
〉
λ
.
Defining ∆λ = λest − 〈λest〉λ, the following identity is trivial
0 =
∫
∆λ
M∏
j=1
dx j p(x j|λ). (E.6)
Differentiating by λ, we get∫  M∏
j=1
dx j p(x j|λ)

 M∑
l=1
∂
∂λ
ln p(xl|λ)
 ∆λ = ddλ〈λest〉λ = 1. (E.7)
Applying the Cauchy-Schwartz inequality, we get
∫
 M∏
j=1
dx j p(x j|λ)

 M∑
l=1
∂
∂λ
ln p(xl|λ)
 ∆λ

2
6
6
∫  M∏
j=1
dx j p(x j|λ)
 (∆λ)2 ∫
 M∏
j=1
dx j p(x j|λ)

 M∑
l=1
∂
∂λ
ln p(xl|λ)
2 . (E.8)
Furthermore,
∫  M∏
j=1
dx j p(x j|λ)

 M∑
l=1
∂
∂λ
ln p(xl|λ)
2 = M∑
l=1
∫
dxl p(xl|λ)
(
∂
∂λ
ln p(xl|λ)
)2
+
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+
∑
l,k
∫
dxl p(xl|λ) ∂
∂λ
ln p(xl|λ)
∫
dxk p(xk|λ) ∂
∂λ
ln p(xk|λ) =
=
M∑
l=1
∫
dxl p(xl|λ)
(
∂
∂λ
ln p(xl|λ)
)2
+
∑
l,k
∫
dxl
∂
∂λ
p(xl|λ)
∫
dxk
∂
∂λ
p(xk|λ) =
= M
∫
dxp(x|λ)
(
∂
∂λ
ln p(x|λ)
)2
. (E.9)
Finally, we find the Crame´r-Rao bound
δ2λM Fcl[p(x j|λ)] > 1, (E.10)
where the classical Fisher information Fcl[p(x|λ)] is defined as
Fcl[p(x|λ)] =
∫
dxp(x|λ)
(
∂
∂λ
ln p(x|λ)
)2
=
∫
dx
1
p(x|λ)
(
∂
∂λ
p(x|λ)
)2
. (E.11)
This bound is sharp and is saturated for M → ∞ by the maximum likehood estimation.
For finite M, the bound is saturated only for some special distributions p(x|λ). The Fisher
information is a convex function of the conditioned distribution p(x|λ) [7], that is
Fcl[p(x|λ)] 6
∑
k
qkFcl[pk(x|λ)], (E.12)
if
p(x|λ) =
∑
k
qk pk(x|λ), pk(x|λ) > 0,
∫
dxpk(x|λ) = 1, qk > 0,
∑
k
qk = 1.
(E.13)
E.2 Quantum estimation theory
In quantum mechanics a measurement is implemented by a POVM. A POVM is de-
fined by a set of positive operators {Ex}x, such that Ex > 0 and
∫
dxEx = 1. Given
a quantum density operator ρ, to measure the outcome x corresponds to the operation
ρ → √Ex ρ
√
Ex and the probability to get the outcome x is p(x) = Tr(Exρ). If we want
to estimate a parameter λ in a quantum context, we perform measurements on a family of
states depending on λ, ρλ. Thus, the conditioned probability of the outcome x given the
value λ is p(x|λ) = Tr(Exρλ). We define the symmetic symmetric logarithmic derivative
as a Hermitian operator Lλ such that
∂
∂λ
ρλ =
1
2
{Lλ, ρλ} . (E.14)
With these definitions we get
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∂
∂λ
p(x|λ) = Tr
(
Ex
∂
∂λ
ρλ
)
= Re (Tr (ρλExLλ)) , (E.15)
and the following expression for the Fisher information
Fcl[p(x|λ)] =
∫
dx
(Re (Tr (ρλExLλ)))2
Tr(ρλEx)
. (E.16)
The Fisher information depends on the parameter λ, via the state ρλ, and on the probability
distribution of our outcomes, i.e. the POVM.
We now maximize the Fisher information over all possible POVMs. Instead of per-
forming the maximization, we straightforwardly compute a sharp upper bound.
Fcl[p(x|λ)] 6
∫
dx
∣∣∣∣∣∣∣Tr(ρλExLλ)√Tr(ρλEx)
∣∣∣∣∣∣∣
2
=
∫
dx
∣∣∣∣∣∣∣Tr
 √ρλ√Ex√
Tr(ρλEx)
√
ExLλ
√
ρλ

∣∣∣∣∣∣∣
2
6
6
∫
dxTr (ExLλρλLλ) = Tr (LλρλLλ) = Tr
(
ρλL2λ
)
= Tr
(
Lλ
∂
∂λ
ρλ
)
≡
≡ FQ[ρλ]. (E.17)
The first inequality of the previous formula is saturated if and only if Tr(ρλExLλ) ∈ .
The second inequality comes from the Cauchy-Schwartz inequality
|Tr(A†B)|2 6 Tr(A†A)Tr(B†B), where A = √Ex√ρλ and B = √ExLλ√ρλ,
(E.18)
and is saturated if and only if A = B. Both the inequalities are saturated if {Ex} is the set
of eigenprojector of Lλ. It is a sufficient not necessary condition, as shown in [189]. The
quantity FQ[ρλ] is called quantum Fisher information and together with the Crame´r-Rao
inequality gives a sharp, attainable, bound for the accuracy of our quantum estimation
known as quantum Crame´r-Rao bound or generalized uncertainty relation:
δ2λM FQ[ρλ] > 1. (E.19)
The symmetric logarithmic derivative and the quantum Fisher information define the
best accuracy of the estimation. They also define the measurement that minimize the
accuracy and a possible unbiased estimator Oλ = λ1 + LλFQ[ρλ] . Indeed, since Tr(ρλLλ) =
∂
∂λ
Trρλ = 0, we get Tr(ρλOλ) = λ and Tr(ρλO2λ) = λ
2 + 1FQ[ρλ] . Therefore, the average of the
operator Oλ with respect to the state ρλ is an optimal unbiased estimation of the parameter
λ, whose variance is Tr(ρλO2λ) − (Tr(ρλOλ))2 = 1FQ[ρλ] .
Explicit basis-independent formulas for the symmetric logarithmic derivative and the
quantum Fisher information are
Lλ = 2
∫ ∞
0
dte−ρλt
(
∂
∂λ
ρλ
)
e−ρλt, FQ[ρλ] = 2
∫ ∞
0
dtTr
(
e−ρλt
∂
∂λ
ρλ
)2
. (E.20)
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writing the spectral decomposition of the desity matrix ρλ =
∑
n pn(λ)|ψn(λ)〉〈ψn(λ)|, we
get
Lλ = 2
∑
n,m
〈ψm(λ)| ∂∂λρλ|ψn(λ)〉
pn(λ) + pm(λ)
|ψm(λ)〉〈ψn(λ)|, (E.21)
FQ[ρλ] = 2
∑
n,m
|〈ψm(λ)| ∂∂λρλ|ψn(λ)〉|2
pn(λ) + pm(λ)
, (E.22)
where the sums are defined only for indices corresponding to pn + pm , 0.
The quantum Fisher information is convex, as a consequence of the convexity of the
classical Fisher information. Let’s call E¯x the POVM that maximaxes the classical Fisher
information: Fcl[p(x|λ)] 6 FQ[ρλ] = Fcl[p¯(x|λ)], where p¯(x|λ) = Tr(ρλE¯x). Since the
classical Fisher information is convex, we compute
Fcl
[
Tr(ρλE¯x)
]
6
∑
k
qkFcl[Tr(ρk,λE¯x)], (E.23)
if
ρλ =
∑
k
qkρk,λ, ρk,λ > 0, Trρk,λ = 1, qk > 0,
∑
k
qk = 1. (E.24)
The POVM that maximizes the classical Fisher information pertaining the state ρk,λ is
E¯(k)x : Fcl
[
Tr(ρk,λEx)
]
6 Fcl
[
Tr
(
ρk,λE
(k)
x
)]
= FQ
[
ρk,λ
]
. The POVM E¯(k)x is in general
different from E¯x, but by definition of quantum Fisher information Fcl
[
Tr(ρk,λE¯x)
]
6
Fcl
[
Tr
(
ρk,λE
(k)
x
)]
. Thus, from (E.23) we get
FQ
[
ρλ
]
= Fcl
[
Tr(ρλE¯x)
]
6
∑
k
qkFcl
[
Tr
(
ρk,λE¯(k)x
)]
=
∑
k
qkFQ
[
ρk,λ
]
. (E.25)
E.2.1 Unitary paths of states
In this section, we focus of unitary paths of states
ρλ = e−iλ(h−χ)ρ0eiλ(h−χ),
∂
∂λ
ρλ = −i[h, ρλ], (E.26)
where h = h† is a Hermitian operaton, χ is a c-number and no choise of χ affects the
path. This path changes the eigenvectors |ψ(λ)〉 = e−iλ(h−χ)|ψ(0)〉 of the states, but not
its eigenvalues and its rank: ρλ =
∑
n pn|ψn(λ)〉〈ψn(λ)|. The explicit formulas for the
symmetric logarithmic derivative and the quantum Fisher information read
Lλ = 2
∑
n,m
〈ψm(0)|h − χ|ψn(0)〉 pn − pmpn + pm |ψm(λ)〉〈ψn(λ)|, (E.27)
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FQ[ρλ] = 2
∑
n,m
(pn − pm)2
pn + pm
〈ψm(0)|h − χ|ψn(0)〉2. (E.28)
For pure states ρλ = |ψ(λ)〉〈ψ(λ)|, these formulas are very simplified. Exploiting ρλ =
ρ2λ, we get
∂
∂λ
ρλ =
∂
∂λ
ρ2λ =
{
ρλ,
∂
∂λ
ρλ
}
, (E.29)
thus Lλ = 2 ∂∂λρλ and
FQ[ρλ] = Tr
(
Lλ
∂
∂λ
ρλ
)
= −2Tr
(
[h, ρλ]2
)
= 4〈ψ(λ)|h2|ψ(λ)〉 − 4〈ψ(λ)|h|ψ(λ)〉2 =
= 4∆2λh = 4〈ψ(0)|h2|ψ(0)〉 − 4〈ψ(0)|h|ψ(0)〉2 = 4∆20h. (E.30)
The quantum Fisher information of pure states is the variance of the generator h, indepen-
dent on λ. The quantum Fisher information of mixed states is bounded by the variance of
h. Choosing χ = Tr(ρλh) in (E.28), we get
FQ[ρλ] 6 2
∑
n,m
(pn + pm)〈ψm(0)|h − Tr(ρλh)|ψn(0)〉2 =
= 4Tr(ρλh2) − 4 (Tr(ρλh))2 = 4∆2λh =
= 4Tr(ρλh2) − 4 (Tr(ρλh))2 = 4∆20h. (E.31)
The Crame´r-Rao bround (E.10) now reads as an uncertainty relation
δ2λ∆2λh >
1
4M
, (E.32)
being the bound sharp for pure states.
E.2.2 Generalizations
There are some interesting generalizations of the above discussed quantum Fisher in-
formation. For instance, there are different definitions of Fisher informations, connected
different distances in the Hilbert space [57, 180, 190]. The definition discussed above
is connected to the Bures distance [186]. Moreover, different equivalent formulas of
classical Fisher information give inequivalent quantum analogues [191]. There is also
a generalization of the quantum Fisher information for multiple parameters. In this case,
the quantum Fisher information becomes a matrix. However, the definition based on the
symmetric logarithmic derivatives is no longer in general a sharp, attainible, bound for
the covariance matrix of the estimation [179, 191].
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