Abstract: Several identification and control problems present nonlinearities that cannot be neglected and are often approximated by polynomials. In some previous works optimal set of interpolation nodes that minimizes the uncertainties of the approximation have been derived for the Vandermonde base that, however, can lead to ill-conditioned numerical problems. In this paper the conditions under which polynomial bases, used for representing static nonlinear blocks, derived by linear transformation from the Vandermonde base preserve the optimal worst case design features of the Vandermonde base are investigated. Explicit meaningful geometrical and analytical conditions to which the transformation matrix must satisfy in order to allow the new base to maintain the optimal sampling schedule of the Vandermonde matrix are derived.
INTRODUCTION
In control problems the identification of static nonlinear systems in which the output is a linear combination of given functions of the the input signal is often needed. This happens, for example, in a direct and explicit way when particular control devices, such as actuators and transducers, need to be characterized taking into account their (possible) nonlinear behavior. Similarly, in robotics performances are often enhanced identifying systematic errors, that are then accounted for and corrected through input or output manipulation (Sartori S., 1995) . In other cases the structure of the particular dynamic model adopted contains nonlinear relations like in the case of Hammerstein and Linear Parameter Varying (LPV) models. Cost reduction considerations and issues of guaranteed performance achievement often require optimal identification strategies. To this extent the problem of optimal sampling schedules minimizing the worst case parameter uncertainties in the context of set membership error has been studied. In (Belforte G., 1999) and (Belforte G., 2000a) it has been shown that optimal experiment design for Hammerstein and linear parameter varying (LPV) models requires the solution of the optimal experiment design for the underlying standing alone nonlinear static relation. In (Belforte G., 1987) , beside describing a procedure for extracting the set of optimal samples out of a finite element set of candidate measurements, it has been shown that such optimal sampling set and its size are not invariant to base changes. Moreover the number m of optimal samples minimizing the worst case parameter uncertainties has been shown to be bounded by p ≤ m ≤ p 2 where p is the total number of parameters to be estimated. Systems for which the particular lucky case in which m = p holds are referred to as minimal worst case systems. Some sufficient condition for a system to be minimal worst case can be found in literature (Belforte G., 1987) (C.A., 1988) . In (Belforte G., 1987) it has been shown that static nonlinear systems described by polynomials in the Vandermonde (Taylor) base are minimal worst case while in (Belforte G., 2000b) closed form optimal sampling schedules have been derived for such systems. While the use of polynomial bases to represent nonlinear static relations is widely accepted, it is well known that the Vandermonde base is ill conditioned so that other bases, mostly orthogonal, are usually preferred in practical applications. This fact however can lead to worst case optimal sampling schedules that are different from the one of the Vandermonde base and the considered system can eventually be not minimal worst case.
In this paper the conditions under which polynomial bases derived by linear transformation from the Vandermonde base still preserve its optimal sampling schedule are investigated. Explicit meaningful geometrical and analytical conditions to which the transformation matrix must satisfy in order to allow the new base to maintain the optimal sampling schedule of the Vandermonde matrix are derived. The presented results, beside being relevant for the identification of input-output nonlinear static relations, can also be applied to the case in which a time function y(t) = Φ(t) must be identified from a suitable number of measures y(t 1 ), y(t 2 ), . . . collected at different times. The optimal choice of the sampling times is referred to as optimal experiment design. In the following the notation and the used terminology refers to this case, however it is straightforward to convert the results for the case in which the independent variable is the input u of the nonlinear block instead of the time t so that y(u) = Φ(u). 
PROBLEM FORMULATION
where y ∈ R m is the measurement vector, θ ∈ R p is the parameter vector, e ∈ R m is the error vector and A ∈ R m×p is a generalized rectangular Vandermonde matrix
The measurement error vector e is assumed to belong to a given hypercubic error set Ω e e ∈ Ω e = {e ∈ R m : | e i |≤ E, i = 1, . . . , m} (4) where E is a known quantity.
When dealing with set membership estimation the parameter admissible set D θ (τ ) is defined as
which is the set of all parameters consistent with the given system matrix A(τ ), the error set Ω e and the measurement vector y. From relation (5) it follows that the uncertainty set D θ (τ ) is a polytope described by a subset of the 2m inequalities
obtained from relation (2) and (4). Since the exact description of D θ (τ ) is, in general, rather complex, the D θ (τ ) set can be conveniently bounded by a tight orthotope B θ (τ ) defined by
, whose edges are the parameter uncertainty intervals P UI i θ (τ ) defined as
where 
represent the "size" of these uncertainties. Any point in D θ (τ ) can, in principle, be an estimate of the parameter vector while the "size" of D θ (τ ) is a measure of the parameter reliability. The location, the shape and the "size" of the D θ (τ ) set depend on the error realization e. In order to get rid of this dependence it is common practice to refer to the worst parameter admissible set, in terms of its "size". Such worst case set is not unique and is achieved whenever the error e belongs to the range space of the regression matrix A(τ ). In such case, relation (2) can be rewritten as
where θ * is a nominal parameter value, biased by the error whenever e = 0. The worst case set is centered around θ * (thus depends on e) but its shape is independent from the error and is usually a priori derived assuming e = 0 and y = 0. This worst case set is hereafter denoted asD(τ ). In the following any other quantity relative to theD(τ ) set, such as the outbounding orthotope, the parameter uncertainty intervals etc., will be identified by the symbol·, asB(τ ),P UI i θ (τ ), etc. Remark that whenever m = p measurements only are considered, the error e can be interpolated by the model and so it always belongs to the range space of the regression matrix. For polynomials in the Vandermonde parameterization it has been shown in (Belforte G., 1987) and (C.A., 1988 ) that the optimal sampling schedule τ ∞ opt minimizing the W (P UI θ ) of all the parameters consists of only p optimal sampling times τ
In (Belforte G., 2000b) it has been derived that they are the points at which the 1st kind Chebyshev polynomial T p−1 (t) of degree p − 1 associated with the interval [t a , t b ] achieves its extremal (maximal and minimal) values, i.e. 
Let now the parameter vector
where Q is a suitable full rank p × p matrix. Relation (2) can then be rewritten as
and the admissible parameter set D ν (τ ), for the ν parameters, using the τ = {τ 1 , τ 2 , . . . , τ m } measurements is
In the following, the dependence on the sampling set τ will be omitted and the pedex referring to the considered parameter set will be dropped whenever not important.
As previously remarked, optimal sampling schedules are not, in general, invariant to base changes.
In the following a class of transformation matrices Q (i.e. a class of polynomial bases) is derived for which the optimal sampling schedule τ ∞ opt minimizing the l h norm, 1 ≤ h ≤ ∞, diameter ofD θ also minimizes the l h norm, 1 ≤ h ≤ ∞, diameter ofD ν . To this extent the following additional notation is needed.
Let Γ be the convex cone in the θ parameter space
CHANGE OF PARAMETERIZATION
The main result of this paper is introduced in this section where the conditions that matrix Q must satisfy in order to ensure that the sampling τ ∞ opt minimizes the diameter ofD ν in any norm are derived. Such conditions on Q are first given in a geometrical setting and then in an analytical one. To derive the results the following four Lemmas, that introduce some technicalities, are needed. However they are of some interest by their own.
Let θ * be the parameter vector on a vertex of 
Proof.
The vertexθ
set, which is also the vertex of the coneΓ, belongs toD(τ ) for any τ (see Lemma 1), then the intersection ofΓ andD(τ ) is never empty, whatever τ is considered. 
. It follows that the intersection of this half space with the coneΓ is a convex set containingθ
. Let now τ be any sampling schedule such that
is the regressor associated to the sampling time t i ∈ τ i = 1 . . . p, thenΓ ∩D(τ ) is the intersection ofΓ with p suitable half spaces, associated with the sampling times t i ∈ τ , definingD(τ ). Since the intersection of each one of these half spaces withΓ is a convex set containingθ
Lemma 3. Let P be a pencil of planes defined by p − 1 linear independent vectors not belonging to the cone Γ. Let P * be the plane of the pencil P that passes throughθ is also not tangent to any setD(τ ). Consider now that the planẽ P * , at the maximum distance from the origin among all the planes of the pencilP for which P ∩D(τ ) = ∅, needs to be tangent to at least one setD(τ ),
. . , p and intersect all the others.

WhenP
* is tangent to a setD(τ ), this implies thatP * passes through a vertex (or an edge that however includes vertices) ofD(τ ). It follows that We can now introduce the first theorem that, with its corollary, states the geometrical conditions the Q matrix must satisfy in order to ensure that the sampling schedule τ The size of such edge can be obtained evaluating the maximum distance from the origin (i.e. the center ofD ν (τ ) and B ν (τ )) that a plane, perpendicular to ν i , can achieve being its intersection withD ν (τ ) not empty. The pencil of planes perpendicular to ν i is defined by the p − 1 versors ν j , j = 1, . . . , p with i = j. If a linear transformation is performed θ = Qν, it is possible to operate on the transformed planes and sets. In the θ space, the vectors corresponding to the versors ν j , j = 1, . . . , p are the columns of Q and the pencil of planes perpendicular to ν i is transformed into the pencil of planes defined by the p − 1 columns q (j) , j = 1, . . . , p, j = i, of Q. Let P * be the plane perpendicular to ν i which achieves the maximum distance from the origin, being 
). Since P * belongs to the pencil defined by the q (j) , j = 1, . . . , p, j = i, columns of Q from Lemma 3 the if part of the theorem is proved, while Lemma 4 proves the only if part.
When p = 2 there are only two parameters. In such condition it is easy to prove that the
, has two more vertices in ± [E, 0] T . These last vertices are also vertices of any set
T . In this last case P * is however tangent to any setD To get the second, more analytical characterization of matrix Q that ensures the optimality of τ ∞ opt also for the new base represented with the ν vector, remark that the transformation matrix Q describes a new base {L 0 (t), L 1 (t), . . . , L p−1 (t)} in the space of the polynomials of degree p − 1. Recalling relation (9), that can be rewritten in extended form as
it is easy to see that each element L i (t) of the new base can be expressed as
are the interpolating polynomials in the θ and ν parameterizations respectively.
Similarly, the measurement vector y = V p (τ )Q ν can be expressed as follows
We can now introduce now the following theorem that gives analytical conditions on the Q matrix in order to ensure that the sampling τ ∞ opt minimizes the diameter ofD ν in any norm. 
Proof.
Let the vector θ νj = Qν j be the image, in the θ parameterized space, of the versor ν j .
Since relation (11) can be rewritten as follows Γ = {θ ∈ R p : 
From relation (12) it follows that
and so the condition in (13) can be rewritten as
From Theorem 1, the optimal sampling schedule τ This corollary is a straightforward consequence of Corollary 1 and Theorem 2.
In the following, some criteria to build polynomial bases satisfying Theorem 2, thus preserving the optimal sampling schedule τ ∞ opt , are reported. Since the linear independence of the polynomials L i (t) is, in general, rather difficult to verify beside by exhaustive computation, attention is restricted to the case in which L i (t) = p i (t), with p i (t) a polynomial of order i, so that the linear independence is guaranteed.
Since the first p − 1 polynomials L i (t) have at most i < p − 1 real distinct zeros, they satisfy the conditions of Theorem 2 that must be verified only for the L p (t) polynomial. Hence, any base of this kind has theP UI uncertainty of at least one parameter minimized by the optimal sampling schedule τ Due to their interesting properties (G., 1975) , orthogonal bases {L 1 (t), L 2 (t), . . . , L p (t)} of polynomials have been adopted in several identification and control problems. For this kind of bases the following corollary holds.
Corollary 3. Any orthogonal base {L 1 (t), L 2 (t), . . . , L p (t)} of polynomials has theP UI related to at least one parameter minimized by the sampling schedule τ ∞ opt . Proof.
Since the cone Γ belongs to an orthant of the R p parameter space, then any orthogonalized base can have, at most, one versors laying in Γ. From this, using Corollary 2, it follows that the optimal sampling schedule τ ∞ opt minimizes theP UI of at least one parameter. Q.E.D.
