We consider a single-input-single-output nonlinear system which can be represented globally by an explicit, input-output model. The system is inputout,put, linearizable by feedback and is required to satisfy a minimum phase condition. The nonlinearities are not required to satisfy any global growth condition. The model depends linearly on unknown parameters which belong to a known compact convex set. We design a semiglobal adaptive output feedback controller which ensures that the output of the system traeks any given reference signal which is bounded and has bounded derivatives up to the (n + 1)th order, where 71 is the order of the system. The reference signal and its derivatives are assumed to belong to a known c0mpac.t set. It is also assumed to be sufficiently rich to satisfy a persistence of excitation condition. The design process is simple. First we assume that the output and its derivatives are available for feedback and design the adaptive. controller as a state feedback controller in appropriate coordinates. Then we saturate the controller outside a domain of interest and use a high-gain observer to estimate the derivatives of the output. We prove, via asymptotic analysis, that when the speed of the high-gain observer is sufficiently high, the adaptive output feedback controller recovers the performance achieved under the state feedback one.
Introduction
We consider a class of single-input singleoutput nonlinear systems with unknown constant parameters.
The class of systems includes as a special case the nonlinear systems treated in [4,6] for output feedback adaptive control and the linear systems treated in the traditional adaptive control literature, e.g., [l, 7, 91.
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Following [IO] we extend the dynamics of the system by adding a series of integrators at the input side, and represent the augmented system by a state-space model where the states are the input, the output. and a number of their derivatives. We assume that the derivatives of the output are available for feedback and proceed to design an adaptivestate feedback controller that achieves tracking of a given reference signal. This state feedback control works globally. For a given set of initial conditions, we estimate the region of interest of the states and saturate the control and the right-hand side of the adaptation rule outside this set. Then we use a high-gain observer to estimate the derivatives of the output and implement the controller using only measurement of the output. We use asymptotic analysis to prove that the output feedback controller recovers the performance achieved under the state feedback controller. A persistence of excitation condition ensures convergeo-e of the tracking error and the parameter estimation error under both the state and output feedback. The result we obtain using output feedback is semiglobal in the sense that we can include any given compact set in the region of attraction. When applied to the nonlinear systems of [4, 61 and the linear systems of [l, 7, 91, our method produces a new adaptive controller.
Problem Statement
We consider a singleinputsingleoutput nonlinear system represented globally by the nth-order differential equation where = u(y)u, U is the control input, y is the measured output, y ( ' ) denotes the ith derivative of y, and m < n. The nonlinearities f; and U are known smooth nonlinearities with u(y). # 0 for all y E RI and f, could depend on y, y('), . . ., y("-'), 11, ?I('), . ., 7 1 (~-' ) . The constant parameters go to gp are known, while the constant parameters 8 1 to 8 , are unknown, but the vector 8 = [81,...,8p]T belongs to a, a known compact convex subset of RP. The objective of this paper is to design an adaptive output feedback controller which guarantees boundedness of all variables of the closed-loop system, and tracking of a given reference signal yr(t). To state this objective precisely, we assume that y,(t) is bounded and has bounded derivatives up to the ( n + 1)th order. Let
and Y and YR be any given compact subsets of R" and Rn+', respectively. Our objective is to design the adaptive output feedback controller such that for all y(0) E Y , for all y~( t ) E YR, and for all 8 E Q, all variables of the closed-loop system are bounded for all t 2 0, and
The compact sets Y , YR, and R are arbitrary, but we assume that they are known.
Throughout the paper we represent an extended version of (1) by a state-space model. We augment a series of m integrators at the input side of the system.
We denote the states of these integrators by z1 = 71, z2 = 71(l), up to zm = q("-'), and set = TI(^)
as the control input of the augmented system. The actual control input U can be calculated from q using 11 = q / a ( y ) . By taking 11 = y, z2 = y(l), up to I, = y("-'), we can represent the augmented system by the st>ate-space model t-CO Assumption 1 implies that the augmented system (2) I:, input-output linearizable by full state feedback for every B E 52. It also guarantees that for every B E R.
there is a globally defined normal form for (2) . In Imrticular. the change of variables transforms the last ni state equations of (2) into which, together with the first n state equations of (2), define the global normal form. Setting 2 = 0 in (4) results in the zero dynamics of (2), as defined in [ 3 , 4.31. This leads to the following assumption which is a minimum-phase condition. 
Assumption

IJsing (3) to define E ( t ) as it can be verified that z l ( t ) = U ( t ) is the steady-st,ate solution of the mth-order tlifferent,ial equat,ion t h t results from (1) when y(t) E y,.(t). It can he also seen that & ( t ) = $ -l i ( t ) .
State Feedback Control
Assuming that the full state (2:-Z ) is available for feedback, we proceed to design an adapt,ive st,at,e f e d back controller. Taking 
where ( A , b ) and ( A z , b 2 ) are controllable canonical pairs Choose a matrix Ii such that A,,, = A -611 I\ Hurwitz, and rewrite equation (6) a and sett,ing we can rewrite the expression for V as
The parameter adaptation rule should be chosen to ensure that Pr-l[e -1-41 o (11) and i ( t ) E R for all t 2 0. This can be achieved by standard adaptation rules with parameter projection. We use the smoothed projection idea of [SI. We will give two choices of the adaptation rule for the cases when R is a closed ball and a convex hypercube, respectively. Suppose R = {OTO < k} and let 0 6 = {OTO < k + 6) for some 6 
&4.-
On the other hand, suppose R is the convex hyper-
We strengthen Assumption 1 to
The adaptation rule is taken as
It can be verified that this rule satisfies ( l l ) , 
The control input v = $ ( e , Z l y R 1 6 ) defined by (9) and the vector q5(e,z,YRI6) defined by (10) are smooth functions of e , y R I t, and 6. 
where we have QBTr-'B 5 c2. Hence
w ( t ) = f(e(t),Yr(t),Z(t)) + g"f!'(e(t), z ( t ) , y R ( t ) ) e ( t ) )
On the boundary V = c3 we have V 5 0 whenever c3 > c2 + c k / q . Since c3 was chosen strictly greater than c1+ c2, we conc!ude that for sufficiently small t , the set {V 5 c3) n { e E na) is a positively invariant set. Inside this set e E E. Since 
e ( t ) , t ( t ) , i ( t ) )
under output feedback approach their corresponding trajectories tinder state feedback as E -+ 0, uniformly in t for all t 2 t l for any fixed t l > 0.
We can now summarize our conclusions in the following theorem. 
Conclusions
This paper has extended the theory of adaptive control for nonlinear systems using output feedback. We have relaxed some of the restrictions imposed in [4] and [6] . In particular, we have allowed the right-hand side of (1) to depend nonlinearly on the term a ( y ) u instead of the linear dependence used in [4] . We have also relaxed the requirement that the zero dynarnic.s be linear and exponentially stable. Similar to [4] and [6] we do not impose global growth conditions on the nonlinearities. However, while the results of [4] and [6] are global, our results are only semiglobal.
