Introduction
Many words have two or more very distinct meanings. For example, the word pen can refer to a writing implement or to an enclosure. Many natural language applications, including information retrieval, content analysis and automatic abstracting, and machine translation, require the resolution of lexical ambiguity for words in an input text, or are significantly improved when this can be accomplished.
1 That is, the preferred input to these applications is a text in which each word is "tagged" with the sense of that word intended in the particular context. However, at present there is no reliable way to automatically identify the correct sense of a word in running text. This task, called word sense disambiguation, is especially difficult for texts from unconstrained domains because the number of ambiguous words is potentially very large. The magnitude of the problem can be reduced by considering only very gross sense distinctions (e.g., between
the pen-as-implement and pen-as-enclosure senses of pen, rather than between finer sense distinctions within, say, the category of pen-as-enclosure--i.e., enclosure for animals, enclosure for submarines, etc.), which is sufficient for many applications. But even so, substantial ambiguity remains: for example, even the relatively small lexicon (20,000 entries) of the TRUMP system, which includes only gross sense distinctions, finds an average of about four senses for each word in sentences from the Wall Street Journal (McRoy, 1992) . The resulting combinatoric explosion demonstrates the magnitude of the lexical ambiguity problem.
Several different kinds of information can contribute to the resolution of lexical ambiguity.
These include word-specific information such as morphological information, part of speech (the syntactic category of the word), relative sense frequency (preferred sense, either generally of for the determined domain), semantic features (the semantic components, often drawn from a potentially large set of primitives, that contribute to meaning); as well as contextual information such as syntactic role (e.g., a particular sense may be the only one allowed as the object of a given preposition), role-related preferences (selectional restrictions defining relations between a noun and verb), semantic relations (most usually, senses of or associations with surrounding words), etc. It has recently been suggested that an effective word sense disambiguation procedure will require information of most or all these types (McRoy, 1992) . However, most methods utilize only one or two of the potential information sources listed above. One common approach follows in the case-based tradition of Fillmore (1968) and Schank (1975) , and involves matching role restriction specifications with semantic features in order to choose the appropriate senses for other words in the sentence (for example, the AGENT role for a given verb must have the feature ANIMATE) (see, for example, Fass, 1988) . Another approach to word sense disambiguation uses semantic context as an indicator of sense, and involves the traversal of semantic networks that indicate word and/or concept associations, typically utilizing marker-passing techniques (Charniak, 1983; Hirst, 1987; Norvig, 1989) . A similar approach implements connectionist models of human meaning representation based on semantic features, using a spreading activation strategy (Cottrell and Small, 1983; Waltz and Pollack, 1985) .
All of these techniques require the prior creation of a potentially complex lexical and/or semantic knowledge base, which poses theoretical and practical problems. Designing rolerelated systems and identifying appropriate feature sets for unrestricted language is not straightforward in the state of the art. In any case, it is often impractical to manually encode this information for a lexicon of substantial size 2 . As a result, several studies have attempted to use ready-made information sources such as machine-readable versions of everyday dictionaries (Lesk, 1986; and word-aligned bi-lingual corpora (Gale, Church, and Yarowsky, to appear) for word sense disambiguation, in order to avoid the high costs of creating large lexical and semantic knowledge bases.
We describe here a method for word sense disambiguation that builds upon both connectionnist models and the work of Lesk and Wilks. We automatically construct very large neural networks from definition texts in machine-readable dictionaries, and therefore no hand coding of large-scale resources is required. Further, the knowledge contained in the network therefore potentially covers all of English (90,000 words), and as a result, this information can potentially be used to help disambiguate unrestricted text. Creation of the networks requires only minimal pre-processing of definition texts, involving the elimination of non-content words and lemmatization. There are nodes in the network for the root forms of all words appearing in the dictionary, linked to concept nodes corresponding to their senses. Concept nodes are in turn linked to the root forms of words appearing in their definitions. The fundamental assumption underlying the semantic knowledge represented in these networks is that there are significant semantic relations between a word and the words used to define it. The connections in the network reflect these relations. There is no indication within the network of the nature of the relationships, although the presence of words with important and relatively fixed semantic relations to their headwords in dictionary definitions is well-known, and much work has been applied to identifying and extracting this information (see, for instance, Amsler, 1980; Calzolari, 1984; Chodorow, Byrd and Heidorn, 1985; Markowitz, Ahlswede and Evens, 1986; Byrd et al., 1987; Véronis and Ide, 1991; Nakamura and Nagao, 1988; Klavans, Chodorow, and Wacholder, 1990; . Such information is not systematic or even complete, and its extraction from machine-readable dictionaries is not always straightforward. However, it has been shown that in its base form, information from machine-readable dictionaries can be used, for example, to find subject domains in texts (Walker and Amsler, 1986) . More importantly, it is not clear that knowing the nature of the relationships would significantly enhance the word sense disambiguation process.
Input to the network consists of words from running text. There is no requirement for complex processing of the input text, which means that the method can be applied to unrestricted text. This is in contrast to the role-related approach, which demands the a priori identification of syntactic elements, a costly process which in the current state of the art is almost impossible for unrestricted text. We apply a spreading activation strategy which ultimately identifies the sense of each input word that shares the most relations with other input (context) words. As such, our work, like the semantic network and connectionnist approaches mentioned above, relies on semantic context for disambiguation, and thus follows from work in lexical cohesion which shows that in order to create text unity, people repeat words in a given conceptual category or which are semantically associated (Halliday and Hasen, 1976; Morris and Hirst, 1991 The most general and well-known attempt to utilize information in machine-readable dictionaries for word sense disambiguation is that of Lesk (1986) , which computes the degree of overlap--that is, number of shared words--in definition texts of words that appear in a ten-word window of context. The sense of a word with the greatest number of overlaps with senses of other words in the window is chosen as the correct one. For example, consider the definitions of pen and sheep from the Collins English Dictionary (CED°, the dictionary used in our experiments, in figure 1.
If these two words appear together in context, the appropriate senses of pen (2.1:
enclosure) and sheep (1: mammal) will be chosen because the definitions of these two senses have the word domestic in common. However, with one word as a basis, the relation is tenuous and wholly dependent upon a particular dictionary's wording. The method also fails to take into account less immediate relationships between words. As a result, it will not determine the correct sense of pen in the context of goat. The correct sense of pen (2.1: enclosure ) and the correct sense of goat (1: mammal ) do not share any words in common in their definitions in the Collins English Dictionary; however, a strategy which takes into account a longer path through definitions will find that animal is in the definition of pen 2.1, each of mammal and animal appear in the definition of the other, and mammal is in the definition of goat 1.
Similarly, Lesk's method would also be unable to determine the correct sense of pen (1.1:
writing utensil ) in the context of page, because seven of the thirteen senses of pen have the same number of overlaps with senses of page. Six of the senses of pen share only the word write with the correct sense of page (1.1: leaf of a book). However, pen 1.1 also contains words such as draw and ink, and page 1.1 contains book, newspaper, letter, and print. These other words are heavily interconnected in a complex network which cannot be discovered by simply counting overlaps. Wilks et al. (forthcoming) build on Lesk's method by computing the degree of overlap for related word-sets constructed using cooccurrence data from definition texts, but their method suffers from the same problems, in addition to combinatorial problems that prevent disambiguating more than one word at a time.
pen 1 n. 1. an implement for writing or drawing using ink, formerly consisting of a sharpened and split quill, and now of a metal nib attached to a holder. goat n. 1. any sure-footed agile bovid mammal of the genus Capra, naturally inhabiting rough stony ground in Europe, Asia, and N Africa, typically having a brown-grey colouring and a beard. Domesticated varieties (C. hircus) are reared for milk, meat, and wool. 2. short for Rocky Mountain goat 3 . Informal. a lecherous man. 4. a bad or inferior member of any group (esp. in the phrase separate the sheep form the goats). 5 . short for scapegoat. 6 . act (or play) the (giddy) goat. to fool around. 7. get (someone's) goat. Slang. to cause annoyance to (someone) page 1 n. 1. one side of one of the leaves of a book, newspaper, letter, etc. or the written or printed matter it bears. 2. such a leaf considered as a unit 3. an episode, phase, or period 4. Printing. the type as set up for printing a page. ~vb. 5. another word for paginate. 6. (intr.; foll. by through) to look through (a book, report, etc.); leaf through.
page 2 n. 1. a boy employed to run errands, carry messages, etc., for the guests in a hotel, club, etc. 
Connectionnist approaches
Previously suggested connectionnist models proposed by Cottrell and Small (1983) and Waltz and Pollack (1985) use a local representation of word meaning. In such representations, each node (or "neuron") represents one word or one concept. Activatory links connect words and the concepts to which they are semantically related, and lateral inhibitory links connect competing concept nodes corresponding to the various senses of a given word. 3 For example, the word pen is represented by a word node connected by activatory links to (at least) two concept nodes, PEN-AS-WRITING-IMPLEMENT and PEN--6 -AS-ENCLOSURE, which are in turn connected to each other by inhibitory links. The connections in these networks and their weights are constructed manually; it is not within the scope of these studies to consider how such configurations might be learned.
These models use recurrent networks over which a relaxation process is run through a number of cycles, after the spreading activation and lateral inhibition strategy introduced by McClelland and Rumelhart (1981) . Initially, the nodes corresponding to the words in the sentence to be analyzed are activated. These words activate their concept node neighbors in the next cycle, and, in turn, the neighbors activate their immediate neighbors, and so on. Concept nodes that correspond to different senses of the same word inhibit each other. These nodes can be considered to be "in competition", since the more active one sense node becomes, the more it will tend to decrease its neighbors' activation levels.
The total amount of activation received by any node at any cycle is the sum of the activation and inhibition received from all of its neighbors. As the cycles progress, activation and inhibition cooperate in a "winner-take-all" strategy to activate increasingly related word and sense nodes and deactivate the unrelated or weakly related nodes.
Eventually, after a few dozen cycles, the network stabilizes in a configuration where the only nodes activated in the output layer are the sense nodes with the strongest relations to other nodes in the network. Because of the "winner-take-all" strategy, at most one sense node per word is ultimately activated.
Earlier experiments with neural network approaches to word sense disambiguation have demonstrated the promise of the approach. However, the models described above suffer several drawbacks. First, the networks used so far are hand-coded and thus necessarily very small (at most, a few dozen words and concepts). Due to a lack of real-size data, it is not clear that the same neural net models will scale up for realistic application. A second problem concerns the way context is handled. Early approaches rely on priming "contextsetting" concept nodes to force the correct interpretation of the input words. For example, the concept node WRITING must be primed to help select the corresponding sense of pen.
However, context-setting nodes must be artificially primed by the experimenter, and it is not clear how they could be automatically activated in a text processing system. As Waltz and Pollack (1985) point out, the word immediately corresponding to a contextually important concept (e.g., the word writing) may not be explicitly present in the text under analysis, although the concept can usually be inferred from other words in the text (e.g., page, book, ink, etc.).
To solve this problem, Waltz and Pollack (1985) and Bookman (1987) page, paper. The definition of paper contains write and print; and so on. All of these connections obviously form a dense cluster of semantically related words.
Because several dictionaries are available in machine readable form, we have used them to build large networks of words and concepts. We exploit the existing structure of dictionaries, in which each word is connected to one or more senses (roughly equivalent to concepts), and each sense is in turn connected to the words in its definition. If the words pen and page are fed to such a network containing all the connections in the CED, we can expect that the appropriate senses of both pen and page will be triggered because of the activation they receive through their mutual, direct connections to the word write, as well as numerous other indirect paths (through ink, paper, etc.). Conversely, the sense of pen as enclosure, which contains words like enclosure, domestic, and animal, should receive no reinforcement and eventually die off because of the inhibition sent from the more activated sense of pen. The sheer density of the connections between the two related senses of pen and page should override other spurious connections (e.g., page → (to)bear → animal → pen) between other senses of the two words.
The network is constructed by a straightforward automatic procedure that does not require hand coding or sophisticated analysis of definitions. Definition texts from the CED are simply pre-processed to remove function words and frequent words, and all remaining words are morphologically normalized (see figures 1 and 2). A simple program then scans the pre-processed definition texts, creates the appropriate nodes and links, and assigns weights.
p e n 1 . 1 implement write draw ink sharp split quill metal nib attach holder. p e n 1 . 2 write end implement nib. p e n 1 . 3 style write. pen1.4
write occupation write word. p e n 1 . 5 long horn internal shell squid. p e n 1 . 6 write compose. pen2 1 enclosure domestic animal keep. p e n 2 . 2 place confinement. p e n 2 . 3 dock service submarine. p e n 2 . 4 enclose keep pen. p e n 3 penitentiary. p e n 4 female swan. Ideally, the network we build would include the entire dictionary. However, the resulting network for the CED would be enormous, and so for practical reasons we currently limit the size of the network to a few thousand nodes and 10 to 40 thousand non-null weighted links. We do this by building only the portion of the network that represents the input words, the words in their definitions, and the words in these words' definitions in turn (as well as the intervening sense nodes). Thus for each set of input words, a potentially different network is constructed.
Network architecture
Our network consists of two layers: the input layer, consisting of word nodes, and an output layer consisting of sense nodes (figure 3). Each word defined in the CED is represented by a word node in the input layer. For each word node a number of sense nodes in the output layer represent the different senses (definitions) of this word in the CED. Thus, for the lexical entry pen, 12 sense nodes exist, one corresponding to each of the 12 senses of pen given in the CED (figure 1). The two layers are fully interconnected:
there are feedforward links from the input layer to the output layer, and feedback links from the output to the input layer (the weight on a link might be null) as well as between nodes of the output layer as lateral inhibition. This network is therefore a recurrent network (as opposed to a multilayer, feedforward network), as in McClelland and Rumelhart (1981) and Hopfield (1982 Hopfield ( , 1984 . Its two-layer architecture bears some similarity to the ART network proposed by Grossberg and Carpenter (1988) , in which the continually modified input vector is passed forwards and backwards (resonated) between the layers in a cyclic process.
When entries are scanned in creating the network, positive weights are assigned to links between the word node for the headword and its sense nodes, thus creating excitatory links. Positive weights are also assigned to links between a sense node and the nodes corresponding to the words that appear in its definition. Lateral inhibitory links between sense nodes of the same word node are assigned negative weights. Finally, for each connection from a node i to a node j, the same weight is assigned to the reciprocal connection from node j to node i, thus creating a symmetrically weighted network.
In early experiments, weights were the same for all excitatory links, but we discovered that "gang effects" appear due to extreme imbalance among words having few senses and hence few connections, and words containing up to 80 senses and several hundred connections, and that therefore dampening is required. In our current experiments, connection weights are normalized by a simple decreasing function of the number of outgoing connections from a given node.
The activation strategy
We can describe the activation strategy in mathematical terms as follows. At any instant t, a node i in the network has an activation level a i (t) with a real value. If a node has a positive activation level, it is said to be active. If the node receives no input from its neighbors, it tends to return to a resting level r i , more or less quickly depending on decay rate θ i . The active neighbors of a node affect its activation level either by excitation or inhibition, depending on the nature of the link. Each connection towards a given node i from a node j has a weight w ji , which has a positive value for excitatory links and a negative value for inhibitory links (note that for each link to node i from a node j there is a reciprocal link in the network from i to j, and w ij = w ji ). At any cycle, the total input n i (t) of input from its neighbors on node i is the inner product of the vector of the neighbors' activation levels by the connection weight vector:
This input is constrained by a "squashing function" σ which prevents the activation level from going beyond a defined minimum and maximum: a node becomes increasingly difficult to activate as its level approaches the maximum, and increasingly difficult to inhibit as it approaches the minimum. In mathematical terms, the new activation level of a node i at time t + ∆t corresponds to the activation of this node at time t, modified by its neighbors' effect and diminished by the decay θ i (a i (t) -r i ):
Finally, each node is affected by a threshold value τ i , below which it remains inactive.
Experiment

Method
Ultimately, the input to the network would be taken from a window of unanalyzed, raw text, subjected to minimal processing to remove grammatical function words and to identify root forms; or it may consist of syntactically related words (e.g., the verb and the noun-head of PP) from a partially analyzed text. However, in order to test the network, we have used a simplified case in which the input is restricted to two words only: a "context word" and a second ambiguous word. Using only two words as input enables us to better understand the behavior of the network, although with only one word of context, the disambiguation task may be more difficult. After the spreading activation algorithm is run, only one output sense node attached to each input word node is active in the network. This node should identify the CED sense that is intended in the given context. We tested this strategy with 23 clearly ambiguous words, such as ash, bay, cape, etc., in different contexts (figure 4). For each of these words, at least two homographs (with unrelated etymologies--for example, ash 1 as residue and ash 2 as tree) exist in the CED. In turn, each homograph may have several different senses (ash 2 , for instance, has a sense defining the ash tree itself and another defining the wood of that tree). On average, each word in our list has 2.9 homographs and 6.7 senses.
For each of the 23 words, we constructed 2 groups of 3 context words, using examples from the Brown Corpus of American English (Kucera and Francis, 1967) whenever possible. Each of the two groups is semantically related to one homograph. Therefore, the final experimental corpus consists of 138 word pairs.
In these experiments, we were concerned with identifying the correct homograph, rather than the correct sense within a homograph. Sense distinctions within a homograph are very often too subtle to be differentiated by the network in experiments with only one word of context, and may even be impossible for humans to distinguish. For example, the CED gives three senses for the second homograph of ash: (1) the tree, (2) the wood of that tree, and (3) any of several trees resembling the ash. In the context of the word tree alone, it is not clear, even for a human, which sense of ash is intended. Furthermore, most language processing applications would not require this level of fine semantic distinction.
Because we were not interested in the exact sense selected with a homograph, we created a bias that favors the senses which appear first within each homograph (these senses are typically the most basic or common; other senses are often qualifications of the first, or metonymic uses, synecdoches, etc.--e.g., "the pen" as a style of writing). This bias is achieved with a decreasing function applied to the weights of the links between a word and its sense nodes within each homograph.
Quantitative results
The network can settle in two possible states: it can identify a disambiguated sense for the input word, or all sense nodes can "die off" after a number of cycles, thus giving no answer. We therefore need to evaluate both the efficiency of the method (the ratio of correct answers to the total numer of word pairs) and its reliability (the percentage of correct answers to the total number of actual answers). We do not expect 100% efficiency, and this method will probably have to be combined with other sources to achieve perfect results. 4 However, combining sources is possible only if each is very reliable. Therefore, it is obviously better for the network to give a "don't know" answer than to give an erroneous result.
The behavior of the network was very sensitive to parameter tuning (e.g., threshold values, decay rate, etc.). In the experiments with the best results, the correct homograph was indentified in 85% of the cases (118 word pairs), which is much better than chance (39%).
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In 12% of the cases (16 word pairs), the network failed to identify any homograph as the correct one, because the appropriate links between words were not found. Because the purpose of dictionaries is to define individual lexical entries, much broad contextual or world knowledge is not represented in dictionary definition texts. For instance, it is interesting to note that there is no direct path between lawn and house in the Collins English Dictionary, although it is clear that the connection is part of human experience.
In 3% of the cases (4 word pairs) a wrong result was given because good connections exist between the wrong sense pairs. For example, the network identified the wrong sense of ash when given the pair ash-tobacco, because the connections between the "tree" sense of ash and tobacco are more direct (both are plants) than those between the "residue"
sense of ash and tobacco. On logical grounds, the connection between the "tree" sense of ash and tobacco is not "wrong"; it is simply that world knowledge based on the experience of most human beings provides a stronger connection to the "residue" sense of ash. As in the case of lawn-house, this piece of knowledge is not directly represented in the dictionary.
Detailed example
Figures 5 and 6 show the state of the network after being run with pen and goat, and pen and page, respectively. The figures represent only the most activated part of each network after 100 cycles. Over the course of the run, the network reinforces only a small cluster of the most semantically relevant words and senses, and filters out the rest of the thousands of nodes. The correct sense for each word in each context (pen 2.1 with goat 1, and pen 1.1 with page 1.1) is the only one activated at the end of the run.
Sense 1.1 of pen would also be activated if it appeared in the context of a large number of other words--e.g., book, ink, inkwell, pencil, paper, write, draw, sketch, etc.--which have a similar semantic relationship to pen. For example, figure 7 shows the state of the network after being run with pen and book. It is apparent that the subset of nodes activated is similar to those which were activated by page.
Discussion
Although our model is only preliminary, the results are promising. The network's efficiency is good (85%, or 118 correct answers out of 138 cases); its reliability is also very good (97%, or 118 correct answers out of 122 actual answers).
Our results are particularly encouraging because we can see that further improvements to the network are possible without the need for substantial processing or manual encoding.
We can, for instance, further analyze definition texts to identify part of speech for each word using straightforward procedures with good efficiency (see, for example, Church, 1988; DeRose, 1988) . Syntactic tags are often all the information that is needed for sense discrimination, since many words which can be used in two or more syntactic categories are unambiguous within any one category. For example, the word bear is ambiguous only without part of speech information; distinguishing the noun bear and the verb bear eliminates the ambiguity. The identification of syntactic categories within the network would remove many spurious connections, such as the connection mentioned above between page and pen through the word bear.
Other kinds of information could be added to the network with low processing cost. For example, the network could be augmented to provide information about genus relations, which several studies have shown to be of special importance for language understanding and disambiguation (Fass, 1988; Iverson and Helmreich, 1992; McRoy, 1992) . In our network, links between a sense and a genus word appearing in its definition could be more heavily weighted, in order to make them bear more importance in the process of sense identification. Unlike other semantic relations, genus terms can be extracted from dictionary definitions with good accuracy using a straightforward procedure requiring no sophisticated parsing (Chodorow, Byrd, and Heidorn, 1985) .
Similarly, links could be created between senses of words that appear together in collocations on the basis of data extracted from corpora.
It is also possible to add weight to links between a word and its preferred sense or senses, by exploiting a source such as the COBUILD Dictionary (which exists in machine readable form as a part of the Vassar/CNRS database). This dictionary, constructed on the basis of word use in a 20 million word corpus of British English, lists all word senses in order of decreasing frequency of use. Domain-specific senses could also be identified using information about domain relevance such as that contained in the Longman's Dictionary of Contemporary English (also part of the Vassar/CNRS database). This would require the addition to the network of "domain" nodes, and/or the creation of links between word senses sharing a common domain.
Apart from adding information to the network, increasing its size can also improve its performance, since many of the failures in these experiments result from too-remote relations between the input words. As noted above, in our current implementation, the content of the network is limited to the input words, the words in their definitions, the words in the definition of these words, and the intervening sense nodes. The results may be improved with additional iterations or, ideally, with a single network covering the entire dictionary. For example, in the case of lawn-house, garden is not included in the network.
However, since the definition of garden contains house, and at the same time shares the words grass and area with the definition of lawn, there would be a straightforward path between lawn and house if the entire dictionary were used. We are currently working on a large-scale implementation which would enable us to experiment with the use of a network built from an entire dictionary.
In general, our results show that a connectionist model embodying information about word associations can contribute significantly to the process of automatic word sense disambiguation. Our model and method seem to at least partially overcome many of the shortcomings of the word association/semantic context approach, often criticized for revealing too many false paths between words or concepts, because of the "winner-takeall" strategy and the ability to adjust link weights and network parameters. Nonetheless, we realize that the approach has its limitations, and with McRoy, we believe that the best strategy will ultimately prove to to be one that utilizes multiple knowledge sources.
However, we are more optimistic than McRoy about the possibilities for automatic word sense disambiguation without the cost of creating massive semantic knowledge bases.
McRoy herself states that their studies show the most important sources of information for word sense disambiguation are syntactic tags, morphology, collocations, and word associations. Our network currently includes two of these four sources of information (morphology and word associations), and could be augmented to include syntactic tags with little processing cost. We expect that the network with some augmentation of this kind could perform significantly better. 
Conclusion
We construct networks of words and concepts from machine readable dictionaries in order to achieve word sense disambiguation. This enables real-size experiments with models proposed previously (Cottrell and Small, 1983; Waltz and Pollack, 1985; Bookman, 1987) . The good success rate in our results demonstrates the validity of the approach, and suggests that used in conjunction with other knowledge sources, it can be used effectively to disambiguate words in unrestricted text. We also show that there is no need for an additional layer of microfeatures to provide contextual information, as proposed in Waltz and Pollack (1985) and Bookman (1987) . The high density of connections in a network build from dictionaries can provide adequate contextual information, especially if the entire dictionary were to be represented in the network.
Notes
