In text-independent speaker verification, unsupervised mode can improve system performance. In traditional systems, the speaker model is updated when a test speech has a score higher than a particular threshold; we call this unsupervised model training. In this paper, an unsupervised score normalization is proposed. A target speaker score Gauss and an impostor score Gauss are set up as a prior; the parameters of the impostor score model are updated using the test score. Then the test score is normalized by the new impostor score model. When the unsupervised score normalization, unsupervised model training and factor analysis are adopted in the NIST 2006 SRE core test, the EER of the system is 4.29%.
INTRODUCTION
In the recent NIST speaker recognition evaluation (SRE) [1] , unsupervised mode is allowed. The participants can use the previous test speech to update speaker models. In most cases [2, 3] , the researchers set up a threshold. When the test speech score is higher than the threshold, they use the test speech to update the GMM or SVM models' parameters. In [4] , the maximum a posterior (MAP) algorithm is adopted to update the speaker models. At the occurrence of a new test utterance, this utterance is used to update all the speaker models. This process can be defined as unsupervised model training. Although unsupervised model training can improve the system performance, this algorithm needs to re-train the speaker model with the test utterance. It is a time-consuming process.
Score normalization can be addressed to reduce the effects of both speaker-dependent and speaker-independent modifications on a speech signal. The most commonly used normalization algorithms are zero normalization (Znorm) and test normalization (Tnorm) [5] . Znorm attempts to align intra-speaker differences of imposter scores' distributions. In practice, a speaker model is tested against a set of speech uttered by some impostors, resulting in an impostor similarity score distribution. Speaker-dependent mean and variance can be estimated from the distribution. Tnorm attempts to remove inter-speakers bias of imposter scores distributions. In Tnorm, the incoming speech signal is traditionally compared with claimed speaker model as well as with a set of impostor models to estimate impostor score distribution and normalization parameters consecutively. So Tnorm differs from Znorm by the use of impostor models instead of test speech signals.
In NIST SRE 2006 , each speaker model is tested by a set of test utterances. The sequence of the trials is predefined for unsupervised mode. Participants cannot use other speaker model information. This process is very similar to the Znorm process. So we can use previous test scores to update the Znorm parameters dynamically. We call this process the unsupervised score normalization. When the unsupervised score normalization is addressed, the system performance can improve significantly. Furthermore, unsupervised score normalization can be integrated with unsupervised model training to further improve recognition performance. .
The factor analysis [6, 7, 8] has been found to be very effective in reducing the channel bias in the Gaussian mixture models and universal background models (GMM-UBM) system [6] . In this paper, we use factor analysis to reduce channel bias. Compared with the traditional GMM-UBM system, the score normalization process will greatly improve the system recognition rate after factor analysis.
The remainder of this paper is organized as follows. In section 2 we describe the factor analysis algorithm used in this paper. The unsupervised score normalization is discussed in Section 3. In section 4 we present experiments and results of the proposed algorithms using the NIST SRE 2006 core test corpora. Finally, conclusion is given in Section 5.
FACTOR ANALYSIS
In the GMM_UBM framework, the speaker model λ is depicted as: Averagely, the value of R c is 30-50. The calculation of U, y(s), x h (s) and its usage in speaker recognition can be found in [6, 8] .
THE UNSUPERVISED SCORE NORMALIZATION
The Znorm parameters are estimated from scores derived by scoring a set of imposter utterances through each speaker model. We can use the previous test scores of the same claimed speaker to update the normalization parameters. However, in the test process, some scores belong to the target speaker and some belong to the impostors. We should only use the impostors' score to update the normalization parameters. It is important to judge whether a score belongs to the impostors or not. A score threshold can be set up to finish this work, but its performance can be improved. We set up two score Gaussian models in this paper. If we can produce a development corpus similar to the test corpus, we can obtain the target speakers' scores and imposters' scores for all the test utterances. These two scores distributions can form two Gaussian models: Γ impostor and Γ target . The mean and variance {μ imp ， δ imp },{μ tar ， δ tar }of these two Gaussian models can be calculated. These two Gaussian models are addressed as a prior score distributions of the impostor and target speaker. These two score distributions are depicted in Figure 1 .
In each speaker test process, we can use some utterance to get the imposters score distribution Λ impostor of this speaker, this process is the same as the Znorm. The mean and variance of Λ impostor is { } In the test process, each utterance can produce a score S. We use (4) to determine the probabilistic alignment of this score into the two score Gauss Λ impostor and Λ target .
p(S|Λ impostor ) and p(S|Λ target ) are the Gaussian probabilities. The mean of Λ impostor can be updated using equation (5), which is the standard MAP process. Because there is only one score for each time, it is unreasonable to update the variance of Λ impostor . τ is the relevance factor. In our experiments, we set τ=48.
Finally, the score of next test utterance is normalized by (6), just as Znorm. 
EXPERIMENTS
Speaker verification experiments are carried out on the NIST SRE 2006 1con4w-1con4w corpus (core test). This corpus consists of 810 target speaker models. There are 51448 trials for all 810 speaker models. Each train and test conversation has an average duration of 5 minutes, with 2.5 minutes of speech on average after silence removal. Although there are speakers of both genders in the corpus, no cross-gender trials are defined.
The NIST SRE 2004 corpus is selected to train channel space U in (2). The NIST SRE 2004 corpus is a multilanguage channel balance corpus. It is very good for UBM model training and channel matrix training. There are 310 speakers in NIST 2004 corpus. We only select utterances longer than 30 seconds from the original recording. As a result, 5450 utterances are selected from 310 subjects.
The NIST SRE 2004 1side-train corpus is adopted as the Tnorm corpus. The NIST SRE 2005 1side-train corpus is adopted as the Znorm corpus.
Front end processing
We use MFCC acoustic features in our experiments. The speech is pre-emphasized with a factor of 0.97 and segmented into frames by a 20-ms Hamming window shifting at a 10-ms frame rate. Each speech signal is parameterized using the first 13 MFCCs, and their first and second derivatives, forming a 39-dimension feature vector. RASTA filtering is used to remove linear channel convolution effects. Energy based VAD detector is addressed to discard silence frames from data files. The CMS and Gaussianization is applied to all the MFCCs.
Channel space training
As there are no cross-gender trials, the female and male trials are processed gender-dependently. The NIST SRE 2004 1side corpus is used to train the UBM models. The GMM of UBMs is 512.
The channel space for female and male are trained gender-dependently. The NIST SRE 2004 corpus is used to train the channel space matrix U. After 6 iterations, we can get a stable channel matrix U. The factor number is 30. In this paper, we use almost the same algorithm as [8] .
System description
We set up seven systems in our experimrnts. The first system is the standard GMM-UBM. Systems 2 to 7 are factor analysis based GMM-UBM systems. These systems are as following.
(1) The first system is the standard GMM-UBM. This system is same with the system in [9] . The number of GMM is 2048. The MAP is adopted to train the speaker model. Tnorm is adopted to improve the performance.
(2).The second system is the factor analysis based GMM-UBM system. The number of GMM is 512.
(3).The third system is almost same as the second system except for TZnorm. (4) .The difference between the fourth system and the third system is that the unsupervised score normalization is used to replace the Znorm algorithm in the third system. In the unsupervised score normalization, we use equation (4) to align the probabilities of the score against the two score models.
(5).In system 5, we does not use equation (4) to align the probabilities. Instead, we set a threshold 3.5. In test process, the log-likelihood ratio of the test score is first processed by Tnorm. If the value of the score is below the threshold, the P impostor in (5) is set to 1; and equation (5) is addressed to update the parameters of the impostor score distribution. If the score is larger than the threshold, the parameters of the impostor score distribution will not be updated.
(6).System 6 is used to compare with system 4. The algorithm in [2] is addressed in our unsupervised model training process. We also set threshold 3.5. In test process, the log-likelihood ratio of the test score is first processed by Tnorm. If the score is larger than the threshold, the acoustic feature of the test utterance will be used to modify the GMM of the speaker model. For simplicity, we use the original training utterance and the test utterance to re-train the speaker model. (7) .In system 7, both unsupervised model training and unsupervised score normalization are adopted to improve performance.
Experimental results and analysis
The equal error rate (EER) and the minimum decision cost value (minDCF) are addressed to evaluate system performance [1] . The EER and minDCF (without Cnorm) of the experiments is shown in Table 1 .
From table 1, factor analysis can improve the performance significantly against the baseline GMM-UBM system. Furthermore, after factor analysis processing, the normalization technique can reduce the EER from 6.13% to 5.08% (system 2 to system 3). This is because the factor analysis can remove the channel bias, the normalization can remove the intra-speaker bias and enhance the inter-speaker difference. System 4 and system 6 achieve almost the same EER and minDCF. System 4 adopts unsupervised score normalization, system 6 adopts unsupervised model training. The computation load of system 4 is much less than system 6. This is the advantage of the unsupervised score normalization, making it useful in on-line system application. System 5 can also improve the performance to some extent.
Finally, the best performance can be obtained if both unsupervised model training and unsupervised score normalization are used as in recognition system 7. 
CONCLUSION
The unsupervised mode is very useful in on-line speaker recognition. Through unsupervised mode, the speaker model can become more and more stable. The speaker model includes GMM model and normalization parameters. We propose the unsupervised score normalization in this paper. The unsupervised score normalization can be treated as a dynamic Znorm, but the unsupervised score normalization can get better performance than the ZTnorm. Furthermore, the unsupervised score normalization can be combined with unsupervised model training to improve the performance.
