One-point, two-point and k-point crossover can be viewed as special cases of uniform crossover, where genetic material is chosen each locus of either parent with equal probability [8]. This paper generalizes uniform crossover to "non-uniform crossover" using "mask" vectors whose elements are real numbers E [O, 11, representing problem-specific knowledge that improves performance by biasing the selection of alleles from either parent. This knowledge based non-uniform crossover (KNUX) is applied to two NP optimization problems: graph partitioning and soft-decision decoding of linear block codes [5]. Simulation results show orders of magnitude improvement of this operator over two-point and uniform crossover. An appropriate schema theorem is also developed.
Introduction
Traditional genetic algorithms (GA's) are widely applicable weak methods, but are deficient in that they do not use prior knowledge about the problem at hand. Instead, knowledge could be incorporated into almost every stage of a genetic algorithm. For instance, Grefenstette showed hov knowledge could be incorporated into the crossover operator for the Travelling Salesperson Problem, by using ;he cost of tour edges in the construction of offspring [2] . We first present a new crossover operator called Knowledge Based Nonuniform Crossover ( K N U X ) . Later sections show its applicability in two NP-hard problems: soft-decision decoding and graph partitioning.
The School of Hard KNUX
Uniform crossover can be viewed as generalizing k-point crossover, where 0 5 k 5 chromosome length; k-point crossover can be understood in terms of a bit-vector called a "crossover mask" [SI. The i f h bit of the offspring is inherited from one parent if the iih bit in the mask is 0, and from the second parent otherwise. For instance, the mask 000011110000 represents a two-point crossover with the crossover points being positions 4 and 8. If a particular uniform crossover application was such that only the first, third, fourth, and last bits were inherited from the first parent, the corresponding mask is 010011111110, which can also be viewed as 4-point crossover at positions 1,2,4, and 11.
In uniform crossover masks, each bit is 1 or 0 with equal probability. In KNUX, the crossover mask is a string of real numbers E [0, 1] . Each member of the string denotes a bias (probability) towards selecting genetic material from either parent. This probability depends on the position of the bit in the string and on problem dependent This operator bridges some of the gap between GA's and evolutionary programs, since problem-specific knowledge is used to generate bias probabilities, and the 'environment' and current population play a role in controlling genetic expression. KNUX can be used to incorporate problem-specific knowledge in genetic search, to speed up search and enhance the quality of the results.
Schema Theorem
We now consider the disruptive effect of KNUX on a schema S , assuming ranking selection inst,ead of fitness proportionate selection [l] . Individuals are assigned a rank based on their fitness and we can interpret this rank as an assigned fitness value [9] . We use the following definitions.
o(S) = number of fixed positions in schema S. pmUt = bit mutation probability; mutation is applied immediately to the offspring generated by each crossover.
p , = crossover probability. $ ( S , t ) = number of strings in population matched by schema S in generation t .
If S is a schema that has a defined bit with value Si in position i, then P,(S. i) = probability that the i'h bit of the offspring resulting from a crossover has the value si. Pd(s, i ) = 1 if s i is undefined'.
The probability that schema S survives KNUX is at least Hi P,(S, i); we call this the survival-probability of S. The reproductive growth equation takes the form:
$(S, i) increases exponentially if ni P,(S, i)is large and if the contribution of the mutation term, (1 -pmut)"ts)
is small. This allows us to re-interpret the building block hypothesis as saying that, "above average, low-order, high survival probability schema are allocated an exponentially increasing number of trials." The building blocks for the evolutionary process are low-order, high survival probability schema. Algorithm KNUX-DECODE(r', first parent U , second parent b)
end Algorithm KNUX-DECODE.
Soft-Decision Decoding of Linear Block Codes
A k-bit message is encoded and modulated into a code vector E { -1 , l ) " which is corrupted by a noisy communication channel into a received vector E %". Generally, the number of code words 2' < 2*, and redundant bits allow error-correction. The decoding problem consists of mapping a received real vector r = (PI, ..., r,,) into a codeword (cl, ..., c,,) that minimizes C;=l(rj -~j )~. "Hard decision" decoding involves quantizing each component of the received vector independently to the nearest value E { -1 , l ) and then moving to the code-vector nearest to the resulting sequence; this is analogous to gradient descent. "Soft-decision" decoding algorithms utilize received vector components, not just their quantized estimates. High magnitude components in a received vector can be considered more reliable: if r is the received vector, then r' is the vector consisting of its h most reliable independent components. In a GA-based approach, each chromosome is a vector a E {-1, l}', and fitness of a is measured by the distance of the received vector to encoded(a). KNUX is ideally applicable to this problem since the received vector components can determine the elements of the crossover mask. The relevant crossover operator is defined in Algorithm KNUX-DECODE. The results obtained using GADEC with KNUX are excellent [5] : the ratio of the bit error probability to the maximum likelihood decoding lower bound, is as low as 1.65 to 2.2 after 100 generations. Some of these errors would necessarily be made by a maximum likelihood decoder (MLD) as well and reflect ,cases where a codeword other than the transmitted codew0r.d was found to be closer to the received vector. T . This "lower bound" is also presented. Simulation results show that it is possible to obtain a lower bit error probability and Pb/A/ILD ratio, a t the expense of more computation. Figure 1 exhibits the relation between bit-error probability and the signal-to-noise ratio, after 100 generations.
Algorithm A* is probably the best performing soft-decision decoding algorithm for linear block codes of large block length [3] . The bit error probability values obtained for the [104, 52] code using a suboptimal version of algorithm A* are almost indistinguishable from those of our genetic algorithm using KNUX after 100 generations of search. In addition, the dB difference for the A* algorithm is atmost 0.25 with 6 = 0 (delta is a pruning parameter) and 0.50 dB with 6 = 0.25 as compared with GADEC using KNUX which has a dB difference of atmost 0.35 after 100 generations. The performance of algorithm GADEC using KNUX is therefore seen to be better than that of A* with 6 = 0.25 and very close to that of A* with 6 = 0.0. The genetic algorithm also has very low memory complexity O ( k N ) , as opposed to O ( 7~2~) for algorithm A*. Unlike A*, genetic algorithms are scalably parallel, suitable for implementation on a wide range of parallel architectures. Table 1 compares results obtained for the decoding problem using KNUX, uniform crossover (UX), and two point crossover (2PTX). The performance of two-point crossover and uniform crossover is unacceptably poor. By using KNUX it is possible to achieve a performance comparable with that of one of the best known decoding algorithms. KNUX is superior to UX and 2PTX by at least an order of magnitude. 4 
Graph Partitioning
The nodes in a graph need to be assigned to various (roughly) equal-sized partitions while minimizing the number of edges that cannect nodes in distinct partitions (cut size). This problem has applications in several areas including parallel data and task mapping and circuit partitioning for VLSI design. Several heuristic methods have been suggested for finding good sub-optimal solutions to the graph partitioning problem, such as the Index Based Partitioner (IBP) [7] that obtains a one-dimensional projection while attempting to preserve proximity between n-dimensional samples.
There have been a large number of GA's developed for graph partitioning, such as [4], [6] . In the genetic algorithm we develop, each chromosome is a vector indicating possible partition-labels for each node in the graph. The KNUX operator uses a locality information heuristic obtained using an algorithm such as IBP. The ith component of a mask vector is obtained by examining the current partition-membership of the nearest neighbors of the ith node neighborhood of a graph node. When the number of partitions > 2, the mask vector is a "bias" matrix B , whose element B [i] [j] represents the probability with which an offspring would place the j i h node in the ith partition. The following algorithm illustrates the appropriate implementation of KSUX for this problem.
Results
We present the results of partitioning each of 4 graphs, having 66, 144, 167 and 258 nodes into 2 , 4 , 8 partitions.
An initial estimate of a solution was obtained using the index based partitioning heuristic [7] . Other heuristics may also be used instead to estimate the locality property, i.e., which nodes are near which nodes. Many experiments were conducted on different graphs of different sizes. KKUX performed better than two-point, and uniform crossover in every case. Figure 2 exhibits the avergae of the results of 5 experiments. Note that when the number of partitions required was 8, only KNUX was able to achieve a solution of quality significantly better -set cj = aj with probability Pj and cj = bj with probability 1 -Pj.
return offspring (cl, . . . , c, )
end Algorithm KNUX-GRAPH. 
Conclusions
We have introduced a new class of crossover operators that generalizes uniform crossover to introduce a bias in allele inheritance. KNUX depends on estimating a good, fast heuristic solution to the optimization problem and using it to greatly enhance genetic search. KNUX reduces to uniform crossover in the absence of any prior knowledge; performance is also degraded if the heuristic is of poor quality. So far, we have applied KNUX to two NP-hard optimization problems with great success, demonstrating its use as a means of incorporating problemspecific knowledge in genetic search. We have given a schema theorem for KNUX which shows that the building blocks for the evolutionary process are low-order, high survival probability schema. KNUX may be incorporated into other optimization problems by heuristically estimating a good solution to the problem and using it to build a set of bias probabilities that influence the inheritance of genetic material in the entire population.
