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1. Introduction
e traditional approach to electron dynamics in a lattice is based on the very robust
framework of (non-interacting) band theory. Its development was initiated already in 1928
by Bloch [1] who considered in particular metallic systems. In general, band theory de-
scribes lattice electrons through extended states which are characterized by the wave vec-
tor k and the band index m. e corresponding wavefunctions are obtained by solving
the Schrödinger equation of a single electron in an external potential accounting for the
electron-lattice and in particular the electron-electron interactions. Such a theory obvi-
ously treats these interactions only in an averaged fashion and consequently belongs to
the class of (static) mean-field theories (Hartree-Fock approximation). Further develop-
ments of band theory, such as the local density approximation (LDA) are closely related
conceptually because they are also based on an effective single-particle picture and the cor-
responding Schrödinger equation. As a result of its effective single-particle foundation,
band theory yields a very simple and transparent picture of solids describing the electrons
as non-interacting fermions which occupy the continuum of available (k;m) states de-
scribed by a certain dispersion k;m. A central prediction of such single-electron theories
is that a system will always be metallic if it does not contain an even number of electrons
per lattice site, simply because the Fermi-levelEF lies within an (partially) occupied band.
Otherwise the system will be an insulator in which EF lies on top of a band.
Despite the tremendous successes of such single-particle theories for the description of
semiconductors and simple metals such as aluminum, it was recognized early on that the
treatment of the electron-electron interaction within the frame of (static) mean-field the-
ory systematically neglects important qualitative properties of such interacting systems as
discussed, e.g., by Mott in Ref. [2]. e classic example that demonstrates the drastic fail-
ure of band theory is given by thematerial class of so calledMott insulators which includes
many transition metal oxides (see de Boer and Verwey, Ref. [3]) as particularly important
examples. Mott insulating compounds do not necessarily possess an even electron number
per lattice site but still exhibit insulating behavior, in contradiction to the predictions of
band theory. e most prominent and well-studied system that exhibits Mott insulating
behavior is NiO [4] which was studied since the 50s of the 20th century. e interest re-
garding the general physics of Mott insulators was renewed with the discovery of high-Tc
superconductors in 1986 by Bednorz and Müller [5]. ese compounds are doped Mott
insulators and belong to the most interesting and heavily studied systems in which the
electron-electron interaction plays the essential role.
e Mott metal-to-insulator transition is characterized by a dominance of the electronic
interaction energyEint over the kinetic energyEkin [6, 7, 8]. Because of its intrinsic corre-
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lated many-body nature this type of phase transition provides the most direct example for
the failure of (non-interacting) band theory and can be considered the ultimate effect of
strong electron-electron interactions. However, even for lower interaction strengths, i.e.,
for metallic systems below theMott transition the limitations of the single-electron picture
remain obvious even on a qualitative level. One central problem of the mean-field treat-
ment of the electron-electron interaction lies in the fact that it provides no means for the
system to relax from an excited states back to the ground state. at means that once an
electron is raised above the Fermi-level, it would stay in this state infinitely. e physical
reality of any material is of course quite distinct in that interactions will cause a decay of
the excited state into successively lower lying electron-hole excitations. On one hand, it
is clear that in order to describe such lifetime effects one has to take into account the in-
trinsic many-body nature of interacting electronic systems. On the other hand there is the
puzzling fact that non-interacting band theory works so well in many cases.
is dichotomywas solved by Landau in 1957-1959 with the development of the Fermi liq-
uid theory [9, 10, 11] which explains the surprising stability of the properties of the (non-
interacting) Fermi gas against the perturbative effect of electron-electron interactions. e
theory is built upon two basic insights, namely the concept of adiabatic continuity and the
Pauli exclusion principle. e starting point for Fermi liquid theory is the non-interacting
Fermi gas. Landau argued that by “adiabatically” switching on the interaction, the ground
state of the non-interacting gas would continuously bemapped onto the ground state of the
interacting system. Similarly, low-lying excited states of the Fermi gas would continuously
be mapped in a one-to-one fashion onto the low-lying excitations of the interacting sys-
tem1. Since these low-lying excitations of the interacting system need not be eigenstates,
but rather decay through scattering processes into ever lower lying particle-hole excita-
tions, they generally attain a finite lifetime  . is means that adding an electron above the
Fermi level, i.e., the operation
cyk j 0i ; (1.1)
generates a state which has a finite decay time  in the interacting system whereas its life-
time is infinite in the non-interacting system. If the interactions are slowly turned on, the
properties of the single-particles states become “renormalized”. If these single-particle ex-
citations are sufficiently long-lived one refers to them as (Landau) quasiparticles because
of the adiabatic connection to the non-interacting system. Landau’s second key insight was
that the Pauli exclusion principle severely limits the possible final states for these quasipar-
ticle scattering processes at low excitation energies2 k and temperatures T . e lifetime
can qualitatively be calculated using Fermi’s golden rule to yield
 1k / 2T 2 + (k   )2 : (1.2)
1It should be noted that this adiabatic connection between the Fermi gas and the interacting Fermi liq-
uid rules out the possibility of level crossings at a certain interaction strength. Since such crossings are
characteristic for phase-transitions, adiabaticity explicitly rules out the possibility of phase transitions.
2In this context we measure energies w.r.t. the Fermi energy EF
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is result is of central importance for the justification of the theory because it tells that the
lifetime of the excitations diverge when the Fermi level is approached so that the quasipar-
ticle picture becomes valid in the low-energy sector. Since the system is excited by adding
an electron (hole) above (below) the Fermi level, the Green function3 formalism is espe-
cially well suited to establish the quasiparticle picture on amicroscopic basis. For a general
interacting (single-band) system, the Green function takes the following form
G(!;k) =
1
!   k +   (!;k) ;
where (!;k) is the (retarded) self-energy. In general, the self-energy is a complex vari-
able, which accounts for the interaction-induced renormalization of the single-particle en-
ergies according to
k ! k + Re(!;k) (1.3)
as well as lifetime effects through Im(!;k)  0.
Within the Green function formalism the quasiparticle picture is motivated by the special
form of the self-energy of Fermi-liquids around the renormalized Fermi momentum4,5 fkF
and ! = 0which suggests a decomposition of the full many-body Green function into two
parts
G(k; !) = Gqp(k; !) +G
0(k; !) : (1.4)
e first part Gqp(k; !) takes an analogous form to the free electron Green function and
it possess a sharp peak at ! = k    + Re(!;k). is resonance is identified as the
quasiparticle discussed above. e second term in Eq. (1.4) contains the remaining spec-
tral weight and describes more complicated many-body processes in particular at higher
excitation energies. One obtains Eq. (1.4) by decomposing the Green function G(k; !) 1
and around the renormalized FermimomentumfkF and! = 0which ultimately gives [12]
G(k; !) =
Zk
!   k + + i=k(!) +G
0(k; !) ; (1.5)
where Zk is the so called quasiparticle weight
Zk =
1
1  @! Re(!;k)j!=k
(1.6)
3e (retarded) Green functionG(!;k) directly gives the density of states for adding/removing particles.
4e renormalized Fermi wavenumber is defined by the condition
fkF   + Re(!; fkF ) = 0 ;
which is the generalization of the free case kF    = 0.
5In an anisotropic lattice system fkF can be different from kF
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and
1
k(!)
=  Im(!;k) : (1.7)
e expansion leading to Eq. (1.5) yields a sensible description of the low-energy physics
of interacting (“correlated”) systems if the self-energy fulfills the Fermi-liquid properties
encoded in Eq. (1.2), corresponding to [12]
Re(!;kF ) / ! (1.8)
 Im(!;kF ) / !2 : (1.9)
ese properties and the decomposition (Eq. 1.5) of the Green function in a coherent part
Gqp(k; !) and an incoherent part G(k; !) establish the applicability of the quasiparticle
picture: as the imaginary part of the self-energy goes to zero the Green function becomes
identical to that of free particles with a renormalized, i.e., effective massm
m
m
= ZkF :
Since the low-energy sector is decisive for the properties of solids, the quasiparticle picture
turned out to be extremely successful for a wide range of interacting metallic systems. It
should be stressed, however, that the foundation of the theory, namely the principle of
adiabatic continuity and the vanishing phase space for scattering at the Fermi level are
rather far-reaching assumptions which need not necessarily be fulfilled. For example, in
two dimensions the Pauli principle is far less effective in restricting the allowed phase space
for scattering. Consequently, high-TC superconductors, (quasi) two dimensional systems,
are not properly described using the Fermi-liquid framework.
As a result of several recent developments [13-25] in the field of strongly correlated met-
als , there is an increasing interest in the physics beyond the Fermi-liquid regime. First,
there is the emergence of a series of compounds like Ca2 xSrxRuO4[13] and iron selenide
superconductors like AxFe2 ySe2 (A=K, Rb) [14, 15] and FeO and CoO under pressure
which are discussed or shown to exhibit non Fermi-liquid behavior and still possess metal-
lic properties. is is simply because they violate either one or both of the assumption of
Fermi-liquid theory. On the other hand, the experiment and here in particular angular
resolved photoemission spectroscopy (ARPES) allows6 one to excite solid-state systems in
an very similar way as Landau devised his theory by inserting electrons above the Fermi
level. In this way one can experimentally determine the effective dispersion Eq. (1.3) also
in an energy regime beyond the range of validity of Fermi-liquid theory.
In a series of such ARPES experiments (see,e.g., Damascelli, Hussain, and Shen, Ref. [18]
for an early review) on various strongly correlated compounds, the effective dispersion
was shown to exhibit so called kinks, i.e., rapid changes in its slope at a certain energy !?.
6At least in principle because the method probes primarily the surface and bulk measurements sometimes
only work reliably in certain momentum directions.
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Figure 1.1.: Kink within the DMFT solution for the pd-model (Emery model) solved us-
ing the NRG. e model and the DMFT mapping is discussed in Refs. [16, 17]. e
density plot shows the spectral density A(!;k). e red line shows the numerically ex-
tractedmaxima of the spectral density which (approximately) correspond to the effective
dispersion Eq. (1.3) while the black line shows the extrapolated linear behavior of the ef-
fective dispersion. e two curves rather abruptly diverge which amounts to a kink. On
a qualitative scale this behavior is quite universal for systems (real materials or models)
in which kinks are observed.
e basic insight obtained by these experiments corresponds to a linear effective disper-
sion for ! < !?, indicating the validity of the Fermi-liquid picture (Eqs. 1.8 and 1.9) and
its breakdown for ! > !?. Such kinks in the dispersion are traditionally considered to
arise because of strong electron-phonon interaction [19, 20, 21] or the coupling to another
external bosonic mode like magnons [22, 23]. In Ref. [24] it was shown by Byczuk et al.
that such kinks can arise also within a purely electronic system, i.e., without any reference
to additional external bosonic degrees of freedom which couple to the electrons. Subse-
quently these kinks were explained by Grete, Schmitt, Raas, Anders and Uhrig [25, 26], to
arise due to spin fluctuations , i.e., a bosonic mode which is generated by the interacting
electronic system itself. Such purely electronic kinks are very important because they di-
rectly indicate the termination point for the applicability of Fermi-liquid theory and thus
mark the low-energy scale. Since the low-energy sector is the most important one, these
kinks and the corresponding scale !? are vital for the characterization of the properties of
the system. In Figure (1.1) we exemplify the typical (and quite universal) situation of kinks
in ARPES measurements of strongly interacting Fermi-liquids: As the system is excited to
successively higher energies one first observes a linear behavior of the effective dispersion
Eq. (1.3) characteristic for Fermi-liquids. However, at a certain excitation energy !?the ef-
fective dispersion starts to deviate quite abruptly from the linear behavior, thereby defining
an important low-energy scale of the system.
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1.1. Hubbard model
e theoretical study of strongly correlatedmaterials was plagued from its beginning in the
1920s by the intrinsic complexity of solid-state systems. Such complex situations typically
ask for simplifications which in turn allow to discuss the dominant physics of interest and,
most importantly, obtain a physical understanding of the underlying processes. In fact,
even it were possible, it might be not a sensible approach to treat the full many-body prob-
lem without applying proper simplifications since the relevant physics would be hidden in
an overwhelming amount of details. In this context, the development and study of such
approximate systems, i.e.,model Hamiltonians becomes vital for a deeper understanding of
the relevant physics. In the field of strongly correlatedmaterials the Hubbardmodel (Hub-
bard [27], Gutzwiller [28], Kanamori [29]) and its derivatives occupy such a central role.
e Hubbard model is based on a simple but extreme approximation: the Coulomb inter-
action between electrons is taken to be local in position space (i.e., constant in momentum
space). is drastic approximation is physically justified by the fact that correlated be-
havior generally occurs in materials which include transition metals (e.g., transition metal
oxides) and where the conduction bands7 are formed by the d or f orbitals. Since d and f
orbitals are much more localized than the more spread out s or p orbitals, the interaction
(correlation) between two electrons occupying the same d or f orbital is much stronger. In
this sense, the Hubbardmodel takes the point-like nature of the interaction to the extreme.
To motivate the Hubbard model on a heuristic level, let us consider the full Hamiltonian
H of a interacting lattice system withNe electrons andNn nuclei:
H =  
X

r2
2M
+
1
2
X
 6=0
ZZ0
jr   r0j  
X
;
Zq
jr   rj  
X

r2
2me
+
1
2
X
 6=0
q2
jr   r0j ;
(1.10)
wherer (r) denotes the (dynamical) position vectors of the nuclei (electrons)with charge
Z (q) andmassM (me). Note that we set ~ = 1 in Eq. (1.10). In the Born-Oppenheimer
approximation [30] the electronic part of the Hamiltonian decouples from the nuclear part
and one obtains a purely electronic Hamiltonian
H =  
X

r2
2me
+
1
2
X
6=0
q2
jr   r0j  
X
;
Zq
jr   rj : (1.11)
Note that the position vectors of the nuclei r in the last term are now no longer dynamical
variables but just a set of fixed parameters which describe the now static lattice potential.
e system can be written as interacting electrons moving in a static external potential
V (r):
H =  
X

r2
2me
+
1
2
X
6=0
q2
jr   r0j +
X

V (r) ; (1.12)
7We consider here materials which would be metallic within non-interacting band theory.
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where
V (r) =  
X

Zq
jr   rj : (1.13)
In second quantization the Hamiltonian Eq. (1.12) takes the form of the sum between a
non-interacting (kinetic) partH0 and an interacting partHint
H = H0 +Hint ; (1.14)
where
H0 =
X


dr	y(r)

  r
2

2me
+ V (r)

	(r) (1.15)
Hint =
1
2
X
;0

drdr0	y(r)	
y
0(r
0)
q2
jr   r0j	0(r
0)	(r) : (1.16)
Here 	(y) (r) denotes the field operators which annihilate (create) electrons of spin  at
position r. Since the external potential V (r) reflects the periodicity of the lattice, i.e.,
V (r) = V (r+Ri) (with primitive lattice vectorsRi), the non-interactingHamiltonianH0
is diagonalized by the Bloch eigenfunctions mk(r) with lattice momentum k and quan-
tum numberm.
Now, since the Bloch functions k(r) are totally delocalized they are not especially well
suited to describe the local interactions between electrons in d or f orbitals. Here,Wannier
functions provide a better description of the system because they are mainly localized at
the lattice site ri:
wm(r   ri) = 1p
Nn
1:BZX
k
e ikrimk(r) ;
whereNn is the number of lattice sites. In this basis the field operators take the form
	(y) (r) =
X
i;m
w()m (r   ri)a(y)im (1.17)
while the inverse transformation reads
a
(y)
im =

drw()m (r   ri)	(y) (r) : (1.18)
e operators a(y)im are the annihilation (creation) operators for an electron on site i with
orbital characterm. Using this representation, the Hamiltonian Eq. (1.14) can be cast onto
the following form
H =  
X
i;j;mm0;
tm;m
0
i;j a
y
imajm0+
1
2
X
mm0;nn0
X
ij;kl
X
;0
V mm
0;nn0
ij;kl a
y
ima
y
jm00akn00aln ; (1.19)
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where the matrix elements are given by
tm;m
0
i;j =

drwm(r   ri)

  r
2

2me
+ V (r)

wm0(r   rj)
V mm
0;nn0
ij;kl =

drdr0wm(r   ri)wm0(r   rj)
q2
jr   r0jwn(r   rk)wn0(r   rl) :
Up to this point Eq. (1.19) involves no approximations except for the Born-Oppenheimer
approximation. e system Eq. (1.19) contains an infinite number of parameters which
precludes its use as a model system. A suitable model Hamiltonian has to include the basic
essence of Eq. (1.19), namely the competition between itinerancy and localization (H0 is
best described in the delocalized Bloch basis while Hint has a strong local character). We
therefore take a rather radical approach by restricting ourselves to nearest neighbor (NN)
hopping only and only assume only one Wannier orbital per identical site (e.g., a model
lattice of hydrogen atoms), i.e.,
tm;m
0
i;j =
(
tmm0m1 if i; j NN
0 otherwise
:
For the interaction matrix elements we keep exclusively the on-site Coulomb matrix ele-
ment, i.e., we assume a perfectly local interaction:
V mm
0;nn0
ij;kl = Ui;jiki;lmm0nn0mn0m1 :
We finally arrive at the one-band Hubbard model:
H =  t
X
<i;j>;

ayiaj + h:c:

+ U
X
i
ayi"ai"a
y
i#ai# : (1.20)
Despite the tremendous reduction in complexity as compared to Eq. (1.19), the Hubbard
model Eq. (1.20) still belongs to the great unsolved problems of theoretical physics. An ex-
act analytical solution only exists in one dimension by Lieb andWu [31] and a numerically
exact approach for infinite-dimensional systems (Metzner and Vollhardt, 1989, [32]). e
latter case is represented by Dynamical Mean-Field eory (DMFT) on which large parts
of the work are based upon.
1.2. Outline
In this thesis we investigate the low-energy physics of several correlated model systems
in a metallic phase. First we concentrate on the properties of multi-band Fermi-liquid
systems and consider the properties of the scale !? and obtain a more general picture of
kinks within DMFT by going beyond the well-studied single-band case [24, 25, 26] (see
Chapter 5). Secondly, we analyze themetallic properties of the orbital-selectiveMott phase
8
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(OSMP), a concept first introduced by Ansimov et al., [13]. is phase represents a heavily
studied case [33, 34, 35, 36, 37, 38] of a metallic system that is not a Fermi-liquid because it
violates the assumption of adiabatic continuity underlying Fermi-liquid theory. To these
two ends we utilize two Hamiltonian based solvers working on real frequencies, namely
the numerical renormalization group (NRG) introduced byWilson [39, 40, 41] (see Chap-
ter 3) as well as our further development and adaption of the dynamical density matrix
renormalization group (DDMRG) (Ramasesha et al. [42]; Kühner and White [43]) based
on a Gaussian representation (see Chapter 4.1). In the following chapter we introduce and
derive the basic equations for the DMFT.
9

2. Dynamical Mean-Field Theory
(DMFT)
As discussed in the introduction (Chapter 1.1), the study of strongly correlated electron
systems involves a whole array of difficulties due to the interplay between the delocalized
kinetic energy term Hkin and the local interaction term Hint. Now, the kinetic term is
best expressed in the delocalized Bloch basis while for the (local) interaction terms one
preferably uses the localized Wannier basis.
ese circumstances are most compactly expressed by the fact that the two terms do not
commute:
[Hint; Hkin] 6= 0 ; (2.1)
i.e., Hkin and Hint cannot be diagonalized simultaneously. It is this correlation between
localized and delocalized degrees of freedomwhich leads to the great multitude of strongly
correlated physics but at same time precludes an easy solution of even the simplest strongly
correlated electron system. Moreover, strong correlations lead to amixing between low and
high energy degrees of freedomwhich oen severely limits the applicability of perturbative
approaches.
Significant progress towards a non perturbative treatment of strongly correlated electron
systems was made by Metzner and Vollhardt [32] who showed that diagrammatic pertur-
bation theory greatly simplifies in the limit of infinite coordination number z !1, so that
the self-energy (!;k) becomes momentum independent, i.e., local (Müller-Hartmann,
1989, Ref. [44]), so that
(!;k)! (!) :
is fundamental insight provided the key foundation for the development of the Dy-
namical Mean-Fieldeory (DMFT) by Georges and Kotliar [45] as an numerically exact
solution of Hubbard type models in the the limit of infinite dimensions d or equivalently,
coordination number z (Metzner and Vollhardt, Ref. [32]). Due to its non-perturbative
nature, the DMFT applies both to weakly and strongly interacting systems. As an exact so-
lution in the limit z !1, the DMFT is a conserving approximation which ensures ther-
modynamic consistency. Moreover, the theory is formulated in the thermodynamic limit
and thus free from finite-size effects. is quite unique combination of advantages sets
DMFT apart from the vast majority of alternative (approximate) approaches for strongly
correlated electron systems.
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Bath
Figure 2.1.: DMFT maps the lattice problem onto a single site coupled to a self-consistent
fermionic bath while fully preserving the local interaction. For the single-bandHubbard
model this mapping yields the single-impurity Anderson model with a self-consistent
hybridization function.
Applied to finite-dimensional systems, DMFT gains the enormous advantage over many
other approximate methods in that it is a controlled approximation in the small control
parameter 1=z. is makes the theory an appealing starting point for the study of strongly
correlated systems already for d = 3 because even here, the coordination number can
become quite large. For example one has z = 6 for simple cubic (sc) lattices, z = 8 for
body centered cubic (bcc) lattices and z = 12 for face centered cubic (fcc) lattices.
e theory became a viable numerical tool as soon as it was realized byGeorges andKotliar
in 1992 [45] that in its core consists of the self-consistent mapping of the original lattice
problem onto an Anderson-type impurity model, a class of correlated systems for which
a series of numerical methods were already available. Within DMFT the material/lattice
model under study is then viewed as an ensemble of lattice sites, coupled to a dynami-
cal self-consistent medium which is embodied by a specific (self-consistent) hybridization
function(!) (see Fig. 2.1). e central feature of DMFT is that the mapping to an effec-
tive impuritymodel renders the original lattice problem amenable for a numerical solution
using so called “impurity solvers”. e extension and application of such an diagonaliza-
tion based impurity solver, namely the Dynamical DensityMatrix Renormalization Group
(DDMRG) is one of the central topics of this work. We note that DMFT also stimulated
a wide variety of further methodological extensions which apply to model systems as well
as real materials. ese further developments of the method are still a very active and
promising field of research and we give merely an introductory overview of these branches
below.
From a model-centered perspective, cluster methods such as the dynamical cluster ap-
proximation (DCA) by Hettler et al. [46, 47, 48, 49] and the cellular dynamical mean-field
theory (CDMFT) by Kotliar et al. [50] are important developments to improve upon the
basic limitation of DMFT, namely its purely local nature. DCA andCDMFT aim to include
short ranged correlations by mapping the original lattice problem onto an impurity model
with an internal structure, i.e., a small cluster embedded in a self-consistent medium. Both
these cluster methods recover (to a certain degree) the momentum-dependence of the lat-
tice self-energy (!;k). A particular focus of DCA and CDMFT is the study of the two-
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dimensional Hubbard model which is generally considered pivotal for the understanding
of high-Tc (cuprate) superconductors.
e other important extension of the basic method focuses on the study of real materi-
als by combining the established density functional theory (DFT) (Hohenberg and Kohn,
Ref. [51]) in the local density approximation (LDA) (Kohn and Sham, Ref. [52]) with
DMFT.is combined approach is termed LDA+DMFTandwas first introduced byAnisi-
mov et al. [53, 54, 55, 56, 57]. It enables the study of real, strongly correlated materials by
offsetting the disadvantages of both LDA which treats correlations only on the Hartree
level and DMFT which depends on (generally unknown) model parameters like the in-
teraction strength U or the electron filling n. LDA+DMFT thus represents a predictive
numerical approach which circumvents these deficiencies by combining the strengths of
the two complementary methods.
2.1. Derivation of the DMFT equations
ecentral insight that led to the development of theDMFT is the fact that the competition
between kinetic and interaction energy Eq. (2.1) has to remain preserved in order to be able
define a nontrivial limit z !1 of the Hubbard model
H =  
X
i;j;
ti;jc
y
i;cj; + U
X
i
ni"ni# : (2.2)
It was shown by Metzner and Vollhardt [32] that such a sensible limit requires the scaling
of the of the hopping integral ti;j ! ti;j according to1
ti;j =
ti;jp
z
ji jj : (2.3)
e scaling is required due to the local nature of the Coulomb interaction which makes
the interaction part of Eq. (2.2) independent of the coordination number z. To derive the
DMFT equations, it is convenient to express the partition function of Eq. (2.2) within the
path integral formalism closely following the derivation of the DMFT equations outlined
in Georges, et al., Ref. [58]:
Z =
 Y
i;
DciDcyie S (2.4)
S =
 
0
d
"X
i;
cyi;()(
@
@
  )ci;() 
X
i;j;
ti;jc
y
i;()cj;()+
U
X
i
ni"()ni#()
#
: (2.5)
1e exponent ji   jj in Eq. (2.3) denotes the “Manhattan distance” between the sites i and j. It will for
example take the value 1 for the case of nearest neighbor (NN) hopping.
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e first step for the derivation of the DMFT equations is to select a certain lattice site
which we denote by the index i = 0 and to decompose the action Eq. (2.5) into three parts,
i.e.,
S = S0 +S + S
(0) (2.6)
e first part
S0 =
 
0
d
"
cy0;()(
@
@
  )c0;() + U
X
i
n0"()n0#()
#
(2.7)
only includes the local degrees of freedom for the selected site while the second part
S =
 
0
d
X
j;
h
t0;jc
y
0;()cj;() + tj;0c
y
j;()c0;()
i
(2.8)
treats the the hopping processes between the site and the surrounding lattice. Finally, the
last part, the so called “cavity action”,
S(0) =
 
0
d
"X
i6=0;
cyi;()(
@
@
  )ci;() 
X
i6=0;j 6=0;
ti;jc
y
i;()cj;()+
U
X
i6=0
ni"()ni#()
#
contains the remaining terms, i.e., the lattice without site 0 and the corresponding cou-
plings. We define
S() 
X
j;
h
t0;jc
y
0;()cj;() + tj;0c
y
j;()c0;()
i
so that the partition function can be written
Z =
 Y

Dc0Dcy0e S0
 Y
i6=0;
DciDcyi exp

 S(0)  
 
0
d S()

: (2.9)
e exponential in Eq. (2.9) can be expanded w.r.t. to the integral overS()which yields
Z =
 Y

Dc0Dcy0e S0
 Y
i6=0;
DciDcyi exp
  S(0)


1 
 
0
d S() +
1
2!
 
0
d1
 
0
d2TS(1)S(2) + : : :

; (2.10)
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where T is the usual imaginary time ordering operator. We now introduce the average
over the cavity action S(0) according to
h:::i(0)  1
Z(0)
 Y
i6=0;
DciDcyi exp
  S(0) (: : :) ; (2.11)
where Z(0)   Qi6=0; DciDcyi exp   S(0). Using Eq. (2.11), the partition function
Eq. (2.10) becomes
Z =
 Y

Dc0Dcy0e S0Z(0)


1 
 
0
dhS()i(0) + 1
2!
 
0
d1
 
0
d2hTS(1)S(2)i(0) + : : :

:
(2.12)
Since the odd terms appearing in the expansion Eq. (2.12) must vanish identically due to
particle number conservation, the lowest nontrivial term reads
1
2!
 
0
d1
 
0
d2
X

cy0;(1)
X
i;j
ti0t0jhTci(1)cyi(2)i(0)c0;(2) : (2.13)
Introducing the 2-point cavity Green function according to
G
(0)
ij;(1   2) =  hTci(1)cyi(2)i(0) ; (2.14)
the expression Eq. (2.13) can be rewritten to yield
1
2!
 
0
d1
 
0
d2
X

cy0;(1)
X
i;j
ti0t0jG
(0)
ij;(1   2)c0;(2) :
Similarly, the higher order terms appearing in Eq. (2.12) can be expressed in terms of 2n-
point unconnected cavityGreen functions. Up to this point the preceding steps involved no
approximations and are simply an exact reformulation of the partition function Eq. (2.4).
To map the problem onto an impurity problem we integrate out the “bath”, i.e., the degrees
of freedom of the lattice with site 0 removed,
1
Zeff
e Seff [c
y
0; ;c0; ] =
1
Z
 Y
i6=0;
DciDcyie S : (2.15)
e effective action Seff allows to access all possible local correlation functions of site 0
in an exact manner [58]. Employing the linked cluster theorem the effective action can
now be expressed in terms of connected cavity Green functions to yield an infinite series
involving many-body correlation functions
Seff =S0 + const:+
1X
n=1
X
i1::jn
X


di1 : : : dindj1 : : : djn ti10 : : : tin0 t0j1 : : : t0jn
 cy(i1) : : : cy(in)G(0)i1:::jn(i1 ; : : : ; in ; j1 ; : : : ; jn)c(j1) : : : c(jn) : (2.16)
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Note the constant in Eq. (2.16) merely leads to an overall normalization constant in the
corresponding partition function and can thus be ignored. At this stage the effective action
Seff is still exact and represents simply an alternative formulation of the problem. As
mentioned above a sensible large d limit requires the rescaling of the hopping amplitudes
according to Eq. (2.3). is leads to remarkable simplifications of the problem in that only
the n = 1 term in the expansion Eq. (2.16) survives [58]. e resulting effective action
then reads:
Seff =  
 
0
d
 
0
d 0
X

cy0()G
 1
0 (  0)c0( 0)+U
 
0
d n0"()n0#() : (2.17)
e function
G 10 (    0) =  (
@
@
  )(    0) 
X
i;j;
ti;0t0;jG
(0)
i;j;(    0) (2.18)
corresponds to the dynamical quantum analogue of the classicalWeiss field which emerges
in the (static) mean-field treatment of, e.g., the ferromagnetic Ising model [58]. e dy-
namical nature of the Weiss field can be directly seen aer Fourier transforming to Mat-
subara frequencies:
G 10 (i!n) = i!n +  
X
i;j;
ti;0t0;jG
(0)
i;j;(i!n) : (2.19)
To obtain a closed set of equations we still have to connect the cavity Green functionG(0)i;j
with the Green function Gi;j of the original lattice model. In the limit of infinite coordi-
nation number this relation reads [58]
G
(0)
i;j = Gij  
Gi;0G0;j
G00
: (2.20)
Due to the local nature of the self-energy (i!n) in the limit z ! 1, the lattice Green
function in momentum representation reduces to
G(i!n;k) =
1
i!n +   k   (i!n) : (2.21)
e momentum dependence of G(i!n;k) is exclusively introduced through the disper-
sion k =
P
i;j e
ik(i j)ti;j , i.e., the Fourier transform of the hopping amplitudes. Finally,
eliminating the cavity Green functionG(0)i;j;(i!n) in Eq. (2.19) using the relation Eq. (2.20)
yields aer some manipulations (Ref. [58])
G 10 (i!n) = (i!n) 
1
G00(i!n)
: (2.22)
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G00(i!n) is the local lattice Green function which we will denote only G(i!n) in the fol-
lowing; it is defined through
G(!) =
X
k
G(i!n;k)
=
X
k
1
i!n +   k   (i!n) : (2.23)
Equation (2.22) is the central equation of the DMFT method. It expresses the dynamical
quantumWeiss field through lattice quantities of interest, i.e., the self-energy and the local
Green function.
2.2. Impurity representation of the effective action
For practical calculations a Hamiltonian formulation which corresponds the effective ac-
tion Seff Eq. (2.17) is oen highly desirable. is is in particular true for the purpose of
this thesis, namely to extract dynamical properties at low (vanishing) temperatures from
Hubbard type models. Such an effective Hamiltonian has to include the local degrees of
freedom of the site c(y)0; as well as bath degrees of freedom which couple to the site 0. e
latter is only possible by including auxiliary non-interacting fermionic degrees of freedom
which describe the bath. e most widely used Hamiltonian which reproduces [45] the
effective action Seff from Eq. (2.17) is the single impurity Anderson model (SIAM)2
H =
X
k;
kc
y
kck
+
X
k;
Vk
h
cy0ck + c
y
kc0
i
  
X

cy0c0
+ Un0;"n0;# : (2.24)
is can be seen by writing down the corresponding action
S = Sloc + Sloc$bath ; (2.25)
where
Sloc =
 
0
d

cy0;() (
@
@
  )cy0;() + Un0;"()n0;#()

Sloc$bath =
 
0
d
X
k;

cyk()(
@
@
+ k)ck() + c
y
0()Vkck() + c
y
k()Vkc0()

2e identification of the effective action Seff Eq. (2.17) with the SIAM involves of course some arbitrari-
ness and in particular is not unique. Another, fully equivalent, system which mimics Seff would, for
example, be the Wolff model [59, 58].
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and realizing that S is quadratic in the bath degrees of freedom c(y)k. at means that
Sloc$bath can be written as a quadratic form
Sloc$bath = cyMc+ cyJ + Jc ;
whereM  (@=@ + k)(    0) acts on the fields c(y)  c(y)k() while J ()  c(y)0Vk are
source terms. Here the standard result for Gaussian Grassmann integrals yields

DcDcye cyMc cyJ Jc = detM exp(JM 1J) ;
leading to the final result
Z = det(
@
@
+ k)
 Y

Dc0Dcy0e Sloc exp
  
0
d cy0
X
k
jVkj2
@=@   k c0
!
:
e first factor is simply the partition function for the non-interacting conduction elec-
tronswhereas the other terms forman effective actionwhich is fully analogous toEq. (2.17).
If we transform into the Fourier space we obtain the following expression for the corre-
sponding the Weiss field
G 10 (i!n) = i!n +  (i!n) ;
where
(i!n) =
X
k
jVkj2
i!n   k
is the so called hybridization function which defines the conduction/bath degrees of free-
dom of impurity models and assumes a crucial role within DMFT and any impurity solver.
2.3. Self-consistent solution of the DMFT equations
Being able to calculate the local Green function G(1   2) =  hTc0(1)cy0(2)i(0)
either by solving the effective action Eq. (2.17) directly or through the solution of the as-
sociated impurity model enables the self-consistent solution of the closed set of DMFT
equations (Eqs. 2.26, 2.28 and 2.30). is property makes DMFT a practical numerical
method.
We first consider the Fourier transform local (lattice) Green function on the imaginary axis
G(i!n) =
X
k
1
i!n +   (i!n)  k (2.26)
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and note that this summation process can in principle be inverted [58] in that there exists
a (complex) function R(: : :) with the property
R[G(i!n)] = i!n +   (i!n) : (2.27)
We can thus eliminate the self-energy from Eq. (2.22) and consequently express the Weiss
field exclusively through the Green function
G 10;(i!n) = i!n +  
1
G(i!n)
 R[G(i!n)] : (2.28)
is Weiss field defines an associated effective action Seff which can be used to calculate
(directly or via the impurity representation) the corresponding (impurity) Green function
for example through
Gimp () =  
1
Z

Dc0Dcy0 c0()cy0()e Seff (2.29)
Gimp (i!n) =
 
0
ei!nGimp () : (2.30)
is set of equations becomes self-consistent when the lattice Green function equals the
impurity Green function, i.e.,
G(i!n) = G
imp
 (i!n) : (2.31)
In practical situations, self-consistency is achieved by iterating through Eqs. (2.26), (2.28)
and (2.30) until convergence. To this end one usually starts with a initial guess for the self-
energy, e.g., (i!n) = 0 and calculates the corresponding local Green functionG(i!n)
by evaluating the lattice k-sum (Eq. 2.26). is yields the initial Weiss field Eq. (2.28)
which fully defines the initial impurity model and allows to calculate3 the corresponding
impurity Green functionGimp (i!n) by means of a so called “impurity solver”. e Dyson
equation
(i!n) = G
 1
0;(i!n) Gimp (i!n)
gives the new self-energy which is used as the input for the next iteration. ese steps are
are repeated until the condition (2.31) is fulfilled.
2.4. Multi-band Hubbard models
With the notable exception of high-Tcmaterials, single-band effectiveHubbardmodels can
only sensibly describe a small subset of the multitude of correlated materials. In fact, most
materials and their correlated behavior can only realistically be described by taking into
account their intrinsic multi-orbital nature. Here, of course, materials with 3d transition-
metal ions in a certain crystal-field environment (see Fig. 2.2) occupy a central role in the
study of strongly correlated systems. Obviously, the reduction of such five-orbital systems
to only one (correlated) orbital will generally be a very rough approximation even from a
qualitative viewpoint.
3is is typically the by far the most computationally demanding step in the DMFT self-consistency cycle.
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Figure 2.2.:e degeneracy of the five 3d states of an isolated transition metal atom (le)
is (partially) lied in the crystal environment. e actual details of this so called crystal
field splitting depend on the specific symmetry of the lattice. We take cubic and hexag-
onal crystal environments as an example.
ese deficiencies and shortcomings of the single-band Hubbard model motivated the in-
troduction ofmulti-orbital generalizations starting with an incompletemodel by Roth [60]
the first methodically proper and complete derivation of the model was performed by Oleś
[61]. As compared to the single-bandHubbardmodel, the obtained Hamiltonian becomes
quite a formidable beast
H =
X
ij;mm0;
tmm
0
ij c
y
imcjm0 +
X
i;m
Ummnim"nim#
+
X
i;m<m0;
[Umm0nimnim0  + (Umm0   Jmm0)nimnim0]
+
X
i;m 6=m0
h
Jmm0c
y
im"c
y
im0#cim#cim0" + J
0
mm0c
y
im"c
y
im#cim0#c
y
im0"
i
: (2.32)
Here c(y)im annihilates (creates) an electron at the lattice site i in orbital m and with spin
; tmm
0
ij represents the usual tight binding hopping integral. e first term describes the
kinetic energy of the system in the usual the usual tight-binding approximation. e sec-
ond term is the natural extension of the Hubbard interaction in the single-band case to the
multi-band case and describes to the Coulomb (repulsion) between between two electrons
in the same orbital.
e interaction parameters Umm0 , Jmm0 , J 0mm0 are given by the intrasite interaction inte-
grals (Coulomb integrals)
Umm0 =

drdr0w?m(r   ri)w?m00(r0   ri)
e2
jr   r0jwm00(r
0   ri)wm(r  ri) ;
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and (form 6= m0)
Jmm0 =

drdr0w?m(r   ri)w?m00(r0   ri)
e2
jr   r0jwm0(r
0   ri)wm0(r  ri) ;
J 0mm0 =

drdr0w?m(r  ri)w?m(r0   ri)
e2
jr   r0jwm00(r  ri)wm00(r  ri) :
Note that in full analogy to the single-band Hubbard model the much weaker intersite
interactions have been neglected in Eq. (2.32).
In the following discussion we will specifically consider d orbitals in a cubic lattice envi-
ronment. Due to crystal field effects, the five degenerate d-states split into three degenerate
t2g states and two degenerate eg states (see Fig. (2.2) for a typical example). In these cases
it is oen an acceptable approximation to restrict oneself to the two-orbital t2g and three-
orbital eg manifold (depending on which orbital is relevant for the low-energy sector). It
is then usually possible to construct a model for one of the two sets of degenerate orbitals.
Due to the equivalence of degenerate orbitals, the interaction integrals become indepen-
dent of the orbital index, so that
Umm U ;
Umm0 U 0 (m 6= m0) ;
Jmm0 J (m 6= m0) ;
J 0mm0 J (m 6= m0) :
In both cases the Hamiltonian Eq. (2.32) simplifies significantly [7, 62, 63, 64] and contains
only the five processes depicted in Fig. (2.3):
H =
X
ij;mm0;
tmm
0
ij c
y
imcjm0 + U
X
i;m
nim"nim#
+
X
i;m<m0;
[U 0nimnim0  + (U   3J)nimnim0]
+J
X
i;m<m0
h
cyim"c
y
im0#cim#cim0" + c
y
im"c
y
im#cim0#cim0" + h:c:
i
: (2.33)
At this point we stress that multi-band systems as defined by Eqs. (2.32) and (2.33) are
indeed very distinct from single band models even on a qualitative level. is is due to the
additional spin-spin interaction, i.e., Hund’s rule coupling which adds a completely new
quality to the system and is absent in the single-band case (see Chapters 5 and 6)
2.5. DMFT for the multi-band Hubbard model
We further specify the system Eq. (2.33) by excluding inter-orbital hopping terms (tmm
0
ij =
mm0t
m
ij ). In the momentum representation the dispersions become band-diagonal k;m so
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Figure 2.3.: Electron-electron interaction processes in the multi-orbital case: (i) intra-
orbital Coulomb repulsion, (ii) and (iii) inter-orbital density-density term, (iv) spin-flip
term and (v) pair-hopping process.
that the kinetic energy term takes the formX
ij;mm0;
tmm
0
ij c
y
imcjm0 !
X
km;
k;mc
y
kmckm : (2.34)
Employing these specializations, we obtain the most oen studied class of multi-band
Hubbard-type models which is generally referred to as “the” multi-band Hubbard model.
Alternatively, for non-degenerate bands, it is always possible to diagonalize the kinetic en-
ergy term in the so called “molecular-orbital basis” (see for example Ref. [65]).
Due to the purely local nature of the interaction and the band-diagonal dispersion the
mapping to the effective impurity for the DMFT becomes straightforward and fully anal-
ogous to Chapter 2.3: For the n-band Hubbard model one obtains n (self-consistent)
single-impurity Anderson models which are coupled locally by the (unmodified) inter-
action term, i.e.,
H =
X
m;
~k;mc
y
kmckm +
X
m;
0md
y
mdm
+
X
m;

Vk;md
y
mckm + h:c:

+Hint ; (2.35)
where the interactionHint is given by
Hint = U
X
m
nm"nm# +
X
m<m0;
[U 0nmnm0  + (U   3J)nmnm0]
+ J
X
m<m0
h
dym"d
y
m0#dm#dm0" + d
y
m"d
y
m#dm0#dm0" + h:c:
i
: (2.36)
e annihilation (creation) operators for the auxiliary bath electrons for each of the n or-
bitals are denoted c(y)km (m = 1; : : : ; n) and have to be distinguished from the correspond-
ing local fermionic operators d(y)m which describe the “physical” degrees of freedom of the
original lattice model. e on-site energies of the system are denoted 0m and control in
particular the filling of the system. As usual nm  dymdm denotes the number operator
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for them-th orbital with spin . Note that the dispersions ~k;m in (2.35) which belong to
them-th electron bath are different from the non-interacting dispersions
k;m =
X
i;j
tmij e
ik(ri rj)
of the original lattice problem. Besides that, the ~k;m are modified during the DMFT self-
consistency cycle and have no direct physical meaning other than defining the structure of
the auxiliary electron baths or more precisely by the hybridization function (see below)
e self-consistency condition for the system then is the matrix-valued equivalence of
Eq. (2.31) and simply reads (see for example Held et al. [66] for an in-depth discussion)
GImp(!) = GLatt(!) ; (2.37)
with
GLatt(!) =
X
k
1
!1  k  E0  (!) (1 = m;m
0) (2.38)
and 
GImp(!)

m;m0 = hhdm;; dym0;ii! ; (2.39)
where m and m0 denote the band indices. Note that equation (2.38) generally involves
inversions of nnmatrices. However, in the present case with diagonal hopping integrals
(tmm
0
ij = mm0t
m
ij ) all constituents become band-diagonal, i.e.,
E0 = m;m0
0
m (2.40)
(!) = m;m0m(!) (2.41)
GImp(!) = m;m0

GImp(!)

m;m0 (2.42)
GLatt(!) = m;m0 [GLatt(!)]m;m0 (2.43)
Again we stress the difference between the dispersion term k = mm0k;m in Eq. (2.38)
and the dispersion terms ~k;m of the auxiliary bath degrees of freedom in Eq. (2.35).
In analogy to the single-band case in Chapter 2.3, the equations of motion for the single-
particle Green function in Eq. (2.39) yield
GImp(!) =
1
!1 E0  (!) (!) ; (2.44)
where we introduced the hybridization function (matrix) whose elements are given by
[(!)]m;m0 = m;m0
X
k
jVk;mj2
!   ~k;m : (2.45)
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Note that knowledge of the hybridization(!) is sufficient to determine suitable ~k;m and
Vk;m by the process outlined inAppendixA. From the equations ofmotion one also obtains
an explicit expression for the self-energy matrix [67]
[(!)]m;m0 = mm0
hh[dm;; HInt]; dym;ii!
hhdm;; dym;ii!
: (2.46)
Finally, we note that there are several cases in which a diagonal representation of the single-
particle quantities and in particular the hybridization function(!) is not possible. is
includes in particular cases in which there is an inter-orbital hopping between degenerate
band which prevents the usage of the molecular orbital basis so that the (complex sym-
metric) matrices(!),GImp(!) andGLatt(!) attain non-zero off-diagonal elements. Also
spin-orbit coupling leads to nonzero off-diagonal elements in the hybridization matrix.
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(NRG)
Wilson’s Numerical Renormalization Group (NRG) [39, 40, 41, 68] represents one of the
great breakthroughs in modern physics. In its original formWilson’s NRGwas introduced
to address thermodynamic quantities of impurity models, concentrating in particular on
the longstanding Kondo problem [69]. emethod was later on [40, 41] extended to study
the more general class of Anderson impurity models. One particular advantage (among
others) of the method is that it does not rely on any assumptions regarding the properties
of the ground state. It thus enables the (assumption-free) investigation of quantum phase
transitions (see for example Hofstetter and Schoeller, Ref. [70]) which makes it superior
to mean-field treatments of impurity models. Later developments led to extensions of the
method, enabling to calculate dynamical quantities and transport properties of impurity
models [71, 72, 73, 74, 75, 76, 77].
To be explicit we explain the method on the basis of the single impurity Anderson model
(SIAM) [78] already introduced inChapter 2 during our derivation of theDMFT equations
for the single-band Hubbard model. e generalization to the two-channel two-impurity
Anderson model1 (and more complicated cases) is straightforward, although numerically
demanding. e SIAM describes a single impurity level coupled to a non-interacting bath
of spin-1=2 electrons with dispersion k;. It represents the prototypical fermionic quan-
tum impurity model and consists of three parts: A term describing the (non-interacting)
bath degrees of freedom (Hbath), a second one for the impurity degrees of freedom (Hloc)
and a hybridization term (Hhyb), describing the coupling between the impurity and the
bath. e system reads:
H = Hbath +Hloc +Hhyb (3.1)
Hbath =
X
k;
kc
y
k;ck; (3.2)
Hloc =
X

dd
y
d + Ud
y
"d"d
y
#d# (3.3)
Hhyb =
X
k;

Vkd
y
ck; + h:c:

; (3.4)
1e two-channel two-impurity Anderson model, for example, involves two localized fermionic degrees
of freedom, say dy1; (d1;) and d
y
2; (d1;) and two types of conduction electrons, say c
y
1;k (c1;k) and
c
(y)
2;k (c2;k).
25
Chapter 3 Numerical Renormalization Group (NRG)
the operators dy, c
y
k; (d, ck;) denote creation (annihilation) operators for the impurity
electrons in the localized state with  ="; # and the bath electrons in the Bloch state (k; ).
e coupling strength between the impurity and the bath degrees of freedom is described
by Vk. e parameter U models the strength of the Coulomb repulsion between two im-
purity electrons of opposite spin. e dispersion of the bath electrons is described by k.
e bath degrees of freedom form a free conduction band which is characterized by the
non-interacting density-of-states (DOS)
() =
X
k
(  k) : (3.5)
Despite its apparent simplicity, the model represents a fully interacting many-body system
that resisted a non-perturbative solution because states of all energies couple to the impurity
throughHhyb and become thus relevant even for the low-energy properties.
3.1. Green functions for the single-impurity Anderson
model (SIAM)
e full local Green function2 GImp(!) represents the key quantity for the dynamics of the
SIAM. If is defined by (suppressing spin indices)
GImp(!)  hhd; dyii!
and/or the corresponding self-energy3 (!). Here we consider the equations of motion
for the SIAM, expressingGImp(!) in terms of (!) and the hybridization function
(!) =
X
k
jVkj2
!   k : (3.6)
e equation of motion for the local Green function for the SIAM reads
!hhd; dyii! = hfd; dygi| {z }
=1
+ hh[d; H]; dyii! : (3.7)
Evaluating the commutator gives
[d; H] = dd + Ud
y
 d d +
X
k
Vkck; ; (3.8)
inserting into Eq. (3.7) and defining
F (!)  hhdy d d; dyii! ;
2Also referred to as impurity Green function.
3e self-energy, e.g., represents the crucial quantity that has to be determined in order to perform DMFT
26
3.2 NRG method
Using F (!), the equation of motion takes the following, intermediate form
(!   d)GImp(!) = 1 + UF (!) +
X
k
Vkhhck;; dyii! : (3.9)
e term involving Vk can be eliminated using the equation of motion for the Green
functionhhck;; dyii!:
!hhck;; dyii! = 1 + khhck;; dyii! + V kGImp(!) :
Solving for hhck;; dyii! and inserting into Eq. (3.9) yields
(!   d)GImp(!) = 1 + U F (!) +
X
k
jVkj2
!   k| {z }
=(!)
GImp(!) (3.10)
where we naturally obtained the hybridization function as defined in Eq. (3.6). Finally we
consider the general definition of the self-energy [67] and apply it to the current problem
hhdy; H  H0 ; dii!  (!)GImp(!)
= Uhhdy d d; dyii! ; (3.11)
whereH0 denotes the non-interacting Hamiltonian (U = 0). is leads to (Bulla, Hewson
and Pruschke [79])
(!) = U
F (!)
GImp(!)
:
Inserting into Eq. (3.10) yields the final result
GImp(!) =
1
!   d   (!) (!) : (3.12)
We note that the impurity problem is already fully defined by the hybridization function
(!) alone in the sense that knowledge of(!) allows to obtain a fully equivalent effective
model (seeAppendixA) by defining k andVk. Moreover, since the real and imaginary part
of(!) are connected by Kramers-Kronig relations, the actual knowledge of, say, Im(!)
is sufficient to fully define(!) and thus the impurity Hamiltonian (see Appendix A). We
will thus in the following typically refer only to the imaginary part of the hybridization
function without explicitly writing Im(!).
3.2. NRGmethod
Wilson’s ingenious insightwhich allows to numerically tackle the inherently non-perturbative
problem of interacting impurities in a non-interacting host is centered around the trade-
off between some knowledge of high excitation energies versus the ultimate goal, namely
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a good description of the low-energy physics and. in particular, the ground state proper-
ties. Wilson achieved this through the logarithmic discretization of the conduction band
(see Appendix A for details), introducing the discretization parameter  > 1 and the sub-
sequent mapping of the discretized system onto a semi-infinite chain (“Wilson chain”).
Within the logarithmic discretization scheme, the conduction band of bandwidth 2D is
divided into subintervals centered around the the Fermi level
In = [D n;D n 1] ; (3.13)
where n = 0; 1; 2; : : : ; N . Note that the limit  ! 1, N ! 1 then recovers the con-
tinuum of bath states. Very oen, however, the method still yields very accurate results
regarding low excitation energies, even for comparably large values of  (e.g.,  . 3) and
a finite N . Since the intervals become exponentially smaller, a finite number of intervals
describe the bath continuum with exponentially increasing energy resolution as the Fermi
level is approached.
Having set-up the discretization, the continuous bath degrees of freedom c(y)k in Eq. (3.1)
are Fourier expanded using the following complete set of orthonormal functions
 n;l() =
(q
1
dn
ei!nl  2 In
0 otherwise
;
defined in each logarithmic interval In . e corresponding fundamental frequency for
each interval is given by [39]
!n =

2
n
1   1 : (3.14)
Using this basis, the Anderson model can be reformulated as a linear chain Hamiltonian
(see Appendix A for details). To achieve this Wilson introduced the new fermionic oper-
ator
f0;  1
V
X
k;
Vkck; ; (3.15)
where the normalization is determined by
V =
sX
k;
jVkj2 (3.16)
and ensures fermionic commutator relations ff0;; f y0;g = 1. With this new fermionic
degree of freedom, the hybridization partHhyb of the Hamiltonian Eq. (3.1) can be signif-
icantly simplified:
Hhyb = V
X

h
dyf0; + f
y
0;d
i
: (3.17)
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Figure 3.1.:e Wilson chain is a semi-infinite chain Hamiltonian in which the impu-
rity (described by Hloc) is located on one end. e bath degrees of freedom f
(y)
i; (i =
0; : : : ;1) are non-interacting fermionic operators.
Note that Equation (3.17) encodes the coupling between the impurity and the bath con-
tinuum in a compact form, and includes states of all energies. Using the state
j0; i = f y0: jvaci
as the starting point of a Lanczos procedure the hermitian operatorHbath (Eq. 3.2) is tridi-
agonalized unitarily to yield (see Appendix A for details)
Hbath !
X
;n=0

nf
y
n;fn; + tn(f
y
n;fn; + h:c:)

: (3.18)
As described in detail in Appendix A, the on-site energies n and hoppings tn are deter-
mined by solely by knowledge of(!) (in fact knowledge of Im(!) is sufficient). With
the new operators fn; the Anderson impurity model takes the form of a semi-infinite
chain (see Fig. 3.1):
HN =Hloc + V
X

h
dyf0; + f
y
0;d
i
+
N 1X
;n=0

nf
y
n;fn; + tn(f
y
n;fn+1; + h:c:)

: (3.19)
Note that Eq. (3.19) recovers the original continuum limit for N ! 1 and  ! 1. We
stress that the whole procedure which leads to the general form of Eq. (3.19) only affects
the operators for the conduction electrons c(y)k; and leaves the impurity degrees of freedom
unaltered. It thus applies to any single-channel quantum impurity model. As a result the
mapping is quite independent of the formofHloc (see Fig. 3.1). With Eq. (3.19)we obtained
a specific one-dimensional representation of the impurity model under study, e.g., a single
interacting fermionic degree of freedom in a three-dimensional non-interacting host.
Finallywenote that due to the logarithmic discretization, the effectiveHamiltonianEq. (3.19)
has the special feature that the hopping matrix elements tn fall off exponentially [80, 68]
tn /  n=2 : (3.20)
for large n. us, for large enough N , the addition of another site (i.e., the procedure
HN ! HN+1) can be considered a small perturbation to the original systemHN [39]. is
is the central consequence of the logarithmic bath discretization which ultimately enables
the solution of the system bymeans of an iterative diagonalization scheme discussed in the
next section.
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Figure 3.2.: Iterative diagonalization: In each step an additional site is coupled to the
Hamiltonian HN . e basis of the new Hamiltonian HN+1 is formed from the basis
of HN and a basis of the newly added fermionic degree of freedom f
(y)
N+1;. For single-
impurity Anderson models, the iteration is typically started using the matrix which rep-
resents the two-site cluster made up of d(y) and f
(y)
0;.
3.2.1. Iterative diagonalization
In this section we describe the actual solution of the hopping Hamiltonian Eq. (3.19). To
this end we define a sequence of rescaled Hamiltonians
HN = 
N=2HN ; (3.21)
so that the full (semi-infinite) chain Hamiltonian is given by the limit
H = lim
N!1
 
 N=2 HN

: (3.22)
e factorN=2 in Eqs. (3.21) and (3.22)makes the coupling tN 1 between the last two sites
of the order ofO(1). is is especially crucial for the stability of the subsequent numerical
diagonalization of the system.
Equation (3.22) can be viewed as a sequence of Hamiltonians (see Fig. 3.2) in which two
successive Hamiltonians are related by the following recursion:
HN+1 =
p
HN +
N=2
X

h
N+1f
y
N+1;fN+1; + tN(f
y
N;fN+1; + h:c:)
i
: (3.23)
e starting point of the recursion is given by the two-site cluster formed by the impurity
site and the first bath site f (y)0
H0 =
p

"
Hloc + V
X


dyf0; + f
y
0;d
#
: (3.24)
e implications of the recursive construction of the Hamiltonian on the numeric treat-
ment can best be understood by considering the corresponding Hilbert spaces: Let us de-
note the basis states of H0 with jk0i0 and the local bases of the added bath site i with jsiii.
en the sequence of operators
H0 ! H1 ! H2 ! : : :
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corresponds to a sequence of suitable Hilbert spaces which can naturally be expressed in
the form of direct products:
jk0i0 ! jk0i0 
 js1i1 ! jk0i0 
 js1i1 
 js2i2 ! : : : : (3.25)
We can now in principle set up a scheme to iteratively diagonalizeHN :
1. e local part H0 is expressed as a matrix
H0

k;l
=0 hkj H0jli0
and then (numerically) diagonalized
H0 =
X

E0 ji0 0hj ;
i.e., U y0 H0U0 = E

0 0
2. By adding the site 1 to the system ( H0 ! H1) the matrix dimension grows by a
factor of 4. Within the iterative diagonalization scheme the corresponding matrix is
expressed within the product basis formed by the eigenstates ji0 of H0 and the four
(local) states js1i1 of the added site:
j0i1 (3.26)
j"i1 = f y1;" j0i1 (3.27)
j#i1 = f y1;# j0i1 (3.28)
j"#i1 = f y1;"f y1;# j0i1 : (3.29)
A suitable basis for the system can then be formed through
j; s1i  ji0 
 jsi1 : (3.30)
If we denote the diagonal 16 16matrix of the eigenvalues of H0 with
E0 =
X
;0
E0 ;0 ;
we obtain,
E1 = diag( E0; E0; E0; E0) (3.31)
which describes H0 in the new basis. e other constituents of the recursion relation
(Eq. 3.23) can easily be expressed in this way:
1=21
X

f y1;f1; = 
1=2diag(0; 1; 1; 1) (3.32)
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and4
1=2
X

h
t0(f
y
0;f1; + h:c:)
i
= 1=2t0
0BB@
0 ~f0;" ~f0;# 0
~f0;" 0 0 ~f0;#
~f0;# 0 0   ~f0;"
0 ~f0;#   ~f0;" 0
1CCA ; (3.33)
where ~f0; is thematrix representation of the “recalculated” operatorU
y
0f0;U0. Adding
the threematrices Eq. (3.31), (3.32) and (3.33) finally yieldsH1 in the basis Eq. (3.30).
e iterative diagonalization process now (in principle) consists in repeating the above
steps: diagonalization of H1, adding the next site of the Wilson chain and setting up the
corresponding fermionic operator f1;. eprocess (diagonalization, adding the newbath-
site f2; and setting up the next Hamiltonian, etc.) is repeated until convergence.
We summarize the scheme from a slightly different perspective by first assuming that we
have already arrived at theN-th iteration and are thus in possession ofHN in matrix form.
A full diagonalization yields the associated eigenstates jiN and eigenvalues EN . e cor-
responding transformation matrix UN is then given by
UN =
X

jiN Nhj
with U yNHNUN = E

N0 . In full analogy to Eq. (3.30) a suitable base for the next Hamil-
tonianHN+1 in the series is constructed using the local basis vectors
j0iN+1 (3.34)
j"iN+1 = f yN+1;" j0iN+1 (3.35)
j#iN+1 = f yN+1;# j0iN+1 (3.36)
j"#iN+1 = f yN+1;"f y1;# j0iN+1 ; (3.37)
of the the new fermionic degree of freedom f (y);N+1:
j; siN+1  jiN 
 jsiN+1 : (3.38)
Subsequently, the corresponding Hamiltonian matrix representingHN+1 is prepared em-
ploying the model dependent equivalents of Eqs. (3.31), (3.32) and (3.33). e procedure
allows to obtain the matrix elements ofHN+1 in the new basis
N+1h; sjHN+1j; siN+1 : (3.39)
4e elements of the matrices in Eq. (3.31), (3.32) and (3.33) are all themselves 16  16 matrices, e.g.,
Eq. (3.31) can be written in a more explicit way:
E1 =
0BB@
j0i1 j"i1 j#i1 j"#i1
j0i1 E0 0 0 0
j"i1 0 E0 0 0
j#i1 0 0 E0 0
j"#i1 0 0 0 E0
1CCA :
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Figure 3.3.:Within NRG single- and two-channel problems [(a) and (b)] are treated in an
similar fashion; the difference lies in the local dimension of the bath-sites, i.e., d = 16 for
two-channel problems instead of d = 4 for the single-channel case. at means that in
the two-channel case one iteratively adds a composite two-site object to the systemHN
which encodes the two fermionic degrees of freedom f (y)N+1; and g
(y)
N+1; simultaneously.
Diagonalization of the Hamiltonian matrix Eq. (3.39) provides the new eigenstates and
eigenenergies, jwiN+1 and EwN+1 and yields the unitary transformation which relates the
bases j; siN+1 and jwiN+1 5
jwiN+1 =
X
;s
UN+1(w; ; s)j; siN+1 : (3.40)
At that point one proceeds to the next iteration until convergence or until a low enough
energy “shell” with energy' !N has been reached. In order to obtain a proper description
of the low-energy physics and the ground state properties the scale !N should be much
smaller than the lowest scale (e.g. the Kondo temperature TK) of the system.
We note that the presented scheme can, at least in principle, be easily generalized other
impurity models, i.e., to models with a different form of Hloc and/or more than one bath,
i.e., “multi-channel problems”. In that case one starts the iteration with a different matrix
representation of H0, and, in the case of multichannel models one would use the corre-
sponding generalizations of Eqs. (3.34-3.37). In a two-channel situation, e.g., denoting the
two fermionic baths species with, say, f (y)i; and g
(y)
i; . is amounts to replacing the four
local states with the sixteen spanned by f (y)N+1; and g
(y)
N+1;:
j0iN+1
j"; 0iN+1 = f yN+1;" j0iN+1 :
...
...
j"#; "#iN+1 = f yN+1;"f yN+1;#gyN+1;"gyN+1;# j0iN+1 :
5UN+1 is the transformation which brings the Hamiltonian matrix to diagonal form.
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Also the recursion scheme HN ! NN+1 has to be adapted by taking into account two
different hopping constants tN and t0N as well as two different on-site energies for the 
f
N+1
and gN+1 describing the two fermionic baths (see Fig. 3.3b).
Since the dimensionality of the sequence (3.25) grows exponentially, the described itera-
tive (full) diagonalization will quickly become impractical if, e.g., N exceeds O(5) which
corresponds to a Hilbert space dimension ofO(1000). Wilson addressed this problem by
introducing a very simple and radical truncation scheme: aer the diagonalization of the
HamiltonianHN+1 one only keeps theNs lowest lying eigenstates and uses that truncated
Hamiltonian as the input for the next iteration.
e applicability of the Wilson truncation scheme is centered around the concept of the
“separation of the energy scales”. is means that adding an extra site to HN , i.e., pro-
ceeding with the recursionHN ! HN+1, represents only a small perturbation toHN and
will predominantly affect its low-lying states which means that truncating the high energy
states gives a very good approximationwhen focusing on the low-energy physics. us, the
iterative diagonalization becomes possible due to the logarithmic discretization enforcing
the separation of the energy scales for each iteration step.
In an actual implementation of the NRG generally a much more refined approach is em-
ployed in which the intrinsic symmetries of the impurity Hamiltonian are utilized. is al-
lows to exploit the block-matrix structure of theHamiltonian, thereby speeding-up the nu-
merical calculation (see Fig. D.1 in Appendix D). Besides the increased performance, sym-
metries also prevent potential artificial symmetry breakings which might be introduced
by the NRG truncation. e modified algorithm for the case of U(1)charge  SU(2)spin
symmetry, relevant for impurity models in the absence of a magnetic field is presented in
Appendix B.
3.3. Calculation of Dynamical Quantities
e Numerical Renormalization Group allows to calculate dynamical quantities such as
single-particle and higher order (retarded) impurity Green functions. e accurate cal-
culation of such quantities is of crucial importance when using the NRG as an impurity
solver for DMFT which is the central focus of this work. To exemplify the calculation of
dynamical quantities, we concentrate here specifically on the single impurity Anderson
model and the single-particle Green function G(!). e extension to other Green func-
tions and/or more involved models follows through direct generalizations. G(!) is the
Fourier transformation of the retarded single-particle Green function
G(t) =  i(t)h fd(t); dy(0)g i : (3.41)
In the Lehmann representation Eq. (3.41) takes the form
G(t) =
1
Z
X
m;m0
hmjd(t)jm0ihm0jdy(0)jmi(e Em + e Em0 ) ; (3.42)
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where jmi denotes the eigenstate of the (full) system corresponding to the eigenenergyEm
and Z =
P
m exp( Em) is the partition function. Performing a Fourier transformation
gives
G(!) =
1
Z
X
m;m0
hmjdjm0ihm0jdyjmi
!   (Em0   Em) + i0+ (e
 Em + e Em0 ) : (3.43)
We consider first the T = 0 case and concentrate on the imaginary part of the Green
function, i.e., the corresponding spectral function A(!) which then takes the form of a
sum of -peaks due to the finite nature of the Wilson chain. Denoting j0i as the ground
state of the system and E0 = 0 the ground state energy, the spectral function reads
A(!) =
1
Z
X
m
h0jdjmihmjdyj0i [!   (Em   E0)]
+
1
Z
X
m
hmjdj0ih0jdyjmi [!   (E0   Em)] : (3.44)
Our goal now is to approximately evaluate such expressions from the truncated informa-
tion we actually obtain from the iterative diagonalization ofH . To this end we consider the
sequence of impurity spectral functions AN(!) corresponding to the sequence of Hamil-
toniansHN (N = 0; 1, : : :):
AN(!) =
1
Z
X
m
jNhmjdyj0iN j2 (!   ENm)
+
1
Z
X
m
jNh0jdyjmiN j2 (! + ENm) ; (3.45)
where (ENm , jmi) denotes them-th eigenpair ofHN corresponding toHN jmi = ENm jmi.
Before discussing the calculation of the matrix elements Nh0jdyjmiN in Chapter 3.3.2, we
explain how the spectra AN(!) are combined to yield an approximation of the full spec-
trum A(!).
Due to the truncation of the high lying states, the Hamiltonian HN possesses a bounded
excitation spectrum. e possible excitation energies have magnitudes that lie in the in-
terval [0; : : : ; K()!N ], whereK() is some constant which depends on both  and the
actual number of kept states6. Since !N (Eq. 3.14) describes the lowest scale at the N-th
iteration, Eq. (3.45) is valid only in the interval [!N ; : : : ; K()!N ]. e spectra at lower
excitation energies are calculated (more accurately) at later stages of theNRG iteration. We
stress that the state j0iN is the estimate ground state of the Hamiltonian in theN-th NRG
iteration which, in the early phases of the NRG iteration, is only a very bad approximation
for the real ground state.
6Typically,K() = O(10) for  ' 2:0 andNs ' 1000 kept states [68]. Note thatK()! 1 for ! 1.
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Within this approach the full spectrum A(!) is assembled using the sequence AN(!),
whose frequency resolution increases exponentially with increasing N . Note that in this
work we use a more modern approach [76] to calculate spectra by employing the full den-
sity matrix NRG (FDM-NRG) by Weichselbaum and van Del [76] which is explained in
some detail in Chapter 3.4.
3.3.1. Broadening of spectral functions
At this stage, the combined spectrum A(!) consists of a series of discrete -peaks
A(!) =
X
i;N
vNi (!   ENi ) +
X
i;N
wNi (! + E
N
i ) ; (3.46)
characteristic for finite systems such as the underlying Wilson chain. To connect to the
experiment or use the NRG as an impurity solver for DMFT we have to obtain smooth
spectra. is is achieved by replacing the -peaks in Eq. (3.46) by smooth distributions
(peak functions) P(!) with a certain width  so that
lim
!0
P(!) = (!) :
emost direct and obvious approach would be to employ Lorentzian broadening simply
by replacing i0+ in the Lehmann sum Eq. (3.43) with a finite value, i.e., i0+ ! i. It turns
out, however, that Lorentzian peak functions possess unfavorable properties due to their
long tails. In practice, the discrete peak-spectra obtained from Eq. (3.46) are therefore
usually broadened by means of Gaussian peak-functions
P(!) =
1

p

exp
"
 

!

2#
(3.47)
which exhibit an exponentially fast decay and thus provide a much better approximation
for the  function. Another commonly used choice is the logarithmicGaussian distribution
which was introduced by Sakai et al. [72]
Pb(!  ENr ) =
e b
2=4
bE
p

exp
"
 

ln(!=ENr )
b
2#
: (3.48)
is distribution suppresses low energies more than high energies, thereby reflecting the
logarithmic frequency resolution of the NRG due to the logarithmic discretization.
e characteristic scale of the N-th iteration !N represents the natural choice (see Bulla,
Costi and Pruschke, Ref. [68]) for the width of the distributions (3.47) and (3.48) account-
ing for the exponentially increasing energy resolution of the NRG iteration. As a result,
each of the discrete spectra AN(!) is individually broadened with exponentially decreas-
ing peak widths. Typically one uses  = 0:3!N   0:8!N for the Gaussian (Eq. 3.47) and
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Figure 3.4.:NRG spectra for the interacting SIAM with constant hybridization functions
and increasing broadening levels (a)-(c). e plots demonstrate the tradeoff between
high resolution (small broadening b) and the appearance of unphysical finite-size os-
cillations in the NRG spectra. Note that in all cases (a)-(c) the discrete peak spectrum
Eq. (3.46) is identical. e black line in (d) represents the non-interacting value of the
spectral function A0(0) = ()
 1. For sufficiently strong broadening (e.g., b = 0:7,
b = 1:0) the interacting spectral functions fulfill the pinning conditionA(0) = () 1.
b = 0:3 0:7 for the logarithmic Gaussian distribution (Eq. 3.48). We note that the choice
of the broadening parameter involves the tradeoff between resolution and the occurrence
of (artificial) finite-size features in the spectra. Here the broadening parameter has to be
chosen in such a way that the spectra allow to resolve physical features and yet be large
enough to suppress unphysical finite-size oscillation. We exemplify these circumstances
for the case of the SIAM with constant hybridization function in Fig. (3.4).
e lower bound for the broadening parameter is primarily determined by the length of
the Wilson chain, i.e., by value of the logarithmic discretization parameter . Here the
so-called interleaved NRGmethod by Oliveira, Oliveira and Luiz [81] provides an elegant
way to improve upon this lower bound (to some extend) by eliminating the finite-size os-
cillations for smaller broadening parameters and thereby obtain a better approximation of
a infinite system. emethod thus allows to access better resolved spectra and is discussed
in more detail in Chapter 3.5.
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3.3.2. Matrix elements of impurity operators
Besides the eigenenergies ENi , the matrix elements Nhmjdyjm0iN form the basic ingre-
dient for the actual calculation of AN(!) by means of the Lehmann sum Eq. (3.44). To
calculate matrix elements of impurity operators one uses the unitary transformations UN
which relate between the basis sets of the systems HN 1 and HN according to Eq. (3.40).
is yields the following recursion relation [68]
Nhmjdyjm0iN =
X
s;p;p0
UN(m; ps)N 1hmjdyjm0iN 1 UN(m0; p0s) (3.49)
between the current matrix elements Nhmjdyjm0iN and the matrix elements of the previ-
ous iteration hmjdyjm0iN 1. e recursion is initializedwith thematrix elements 0hmjdyjm0i0
in the basis of the initial Hamiltonian, e.g., the two-site cluster H0 in Eq. (3.24). Matrix el-
ements for other impurity operators, e.g., the impurity spin operator Sz = 12(d
y
"d"  dy#d#)
which are for example needed to calculate the impurity spin-susceptibility sp(!) are ob-
tained in a fully analogous way.
In Appendices B, C and D we outline the procedure for the case SU(2)
U(1) symmetry7
(“QS symmetry”). Here our focus lies in particular on the implementation of the so called
self-energy operator
Oi; = [HJ ; di;] (3.50)
of the two-bandHubbardmodel studied inChapters 5 and 6. e operatorHJ in Eq. (3.50)
denotes the rotationally invariant Kanamori-type interaction and d(y)i; (i = 1; 2) describes
the two local fermionic impurity degrees of freedom.
3.4. Full density matrix NRG
every basicmethod fromChapter 3.3 for obtaining dynamical quantities outlined in the
previous section works by composing parts of the spectra AN(!) at iteration N into the
total spectral function A(!). Each iteration contributes a certain frequency range around
the characteristic energy scale !N . is approach of combining the overlapping spectra
AN(!) into a singleA(!) evidently introduces double-counting ambiguities about how to
combine data from successive NRG iterations as noted for example by Costi in Ref. [82].
Another severe limitation of the presented scheme of Chapter 3.3 is the fact that the ground
state j0iN in the Lehmann sum Eq. (3.45) represents the ground state of the current NRG
iterationN but not of the full system. Equation (3.45) thus ignores the fact the the ground
state will be significantly refined in the later stages of the NRG iteration.
7is symmetry applies to impurity models in the absence of a magnetic field.
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Figure 3.5.: As states are truncated (number of states Ns), the transformation matrices at
NRG stage N can be decomposed in the depicted form. For the SIAM the sub-matrix
UNKK containing the kept states has dimensionNsNs while the entire matrix possesses
the dimension 4Ns4Ns. In the traditional NRG approach the submatricesUNDK ,UNKD
UNDD are simply discarded or not even calculated while in the FDM-NRG they are used
to construct the complete Anders-Schiller basis. Note that states are sorted in ascending
order.
As a direct consequence of these ambiguities and limitations the spectraA(!)will typically
violate the physically relevant sum rules, such as 1
 1
A(!)d! = 1 ;
by a few percent (see Žitko and Pruschke, Ref. [83] for an in-depth discussion). e reason
for these deviations can be traced back to the fact that the set of basis states (spanning all
iterations) which contribute to the compiled spectrumA(!) do not form a complete basis.
It turns out, however, that such a complete basis (“Anders-Schiller basis”) [84] for the full
Wilson chain Hamiltonian H can easily be obtained by concentrating onto the discarded
states instead of the kept states. To motivate this basis we first note that the states of the
initial NRG Hamiltonian H0 of course form a complete set of eigenvectors. During the
NRG iteration, the completeness property is lost as soon as the truncation scheme takes
effect, say, for all N > N0. At any given iteration N > N0, the discarded states (DN
subspace) are obviously orthogonal to the kept states (KN subspace). As a result, all states
(kept and discarded) of later iterations m > N are also orthogonal to the DN subspace
because they are exclusively derived fromKN (see Fig. 3.6).
e set of theDi subspaces (with all states of the final NRG iterationL being considered as
discarded) forms the Anders-Schiller basis. It represents the best approximation on-hand
to describe the full Wilson chainH , and, at the same time it fulfills the completeness prop-
erty [84]. Denoting the states jsiXN withX = K ,D as the elements of the kept/discarded
subspaceKN orDN of theN-th iteration, the completeness relation reads [76]
1 =
LX
N>N0
X
s
jsiDN DNhsj : (3.51)
e decomposition of the states which generated during the NRG iteration into kept and
discarded states leads to the decomposition of the corresponding unitary transformations
39
Chapter 3 Numerical Renormalization Group (NRG)
U
L−1
KK
U
L−1
DD
U
3
DD
U
2
DD
U
3
KK
U
2
KK
U
1
KK
U
1
DDU
0
KK
D1
D2
D3
DL−1
DL
Figure 3.6.: Iterative construction of the complete Anders-Schiller basis from the unitary
matrices UNXY generated by the NRG. Discarded/kept states are labeled with indices
0D0,
0K 0 respectively. e final (iteration L) basis is the aggregate of all the discarded states
fU1DD; : : : ; ULDDg marked in green. All states of the last iteration are considered dis-
carded and thus added to the basis in the entirety.
UN into into the four submatrices UNKK U
N
DK , U
N
KD and U
N
DD. We note that the traditional
NRG only focuses only on theKK-subspace while the FDM-NRG takes into account also
the discarded states, thereby constructing the complete Anders-Schiller basis. is decom-
position is depicted in Fig. (3.5).
To calculate spectral functions we need to express local operators A (operators which act
nontrivially only on sites up toN0) in terms of the Anders-Schiller basis. Using Eq. (3.51),
the operator A is constructed iteratively according to
A =
LX
N>N0
6=KKX
X;X0
ANXX0 ; (3.52)
where XX 0 = fDD; KD; DKg. e restricted sum excludes the KK terms because
these states will be obtainedmore accurately in the next stage (N+1) of the NRG iteration
where a better approximation for the low-energy sector becomes available, i.e.,
ANKK =
X
X;X0
AN+1XX0 =
X
s;s0
X
X;X0
jsiXN+1 [AN+1XX0 ]s;s0 X
0
N+1hs0j : (3.53)
is allows to obtain the operatorsANXX0 at each NRG iteration using the following recur-
sion relation in analogy to the traditional approach Eq. (3.49)
ANXX0

ss0 =
h 
UNXK
y
AN 1KK
 
UNKX0
i
: (3.54)
To calculate thermal averages h:::iT = Tr(:::) needed for the calculation of correlation
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functions, we construct the densitymatrix in theAnders-Schiller basis according toRef. [76]
 =
X
N>N0
X
s
jsiDN
e E
N
s
Z
D
Nhsj (3.55)
=
X
N>N0
wN
N
DD ; (3.56)
where the weighing factors wN take the form8 wN = dL NZDN =Z (with
P
N wN = 1)
while ZDN is defined as a sum over the discarded eigenenergies at iterationN :
ZDN =
DX
s
e E
N
s :
e weighting factors serve the purpose of selecting and weighing the relevant contribu-
tions to  of the various iterations for a given temperature T . It is a smooth, peaked which
spans 5   10 iterations around the iteration eN that has the characteristic scale ! eN clos-
est to 1=. is scheme generalizes the previous “single shell” approaches [85, 75, 68]
which correspond to wN = N;LT , i.e., by terminating the chain at a length N = LT with
T '   12 (LT 1) and consider only the last site for the calculation of the density matrix.
Using the FDM-NRG scheme thermal averages (including spectral functions at finite tem-
perature) take the form
h: : :iT =
X
N
wNh: : :iN
and thus a spectral function A(!) =  1= ImhhA;Bii!
A(!) =
LX
N>N0
wNAN(!) ; (3.57)
where the averages h: : :iN and the spectral functions AN(!) are obtained using only NDD
of the N-th shell only. We note that Eq. (3.57) rigorously solves the ambiguities that arise
when combining the contributions of the NRG iterations into a single spectrum A(!)
which plagued the traditional approaches to spectra using NRG.e spectraAN(!)which
enter Eq. (3.57) are obtained within the FDM-NRG approach according to
AN(!) =
LX
M>N0
X
ss0
6=KKX
XX0
h
BMX0X
[M;L]
XX
i
s0s

AMXX0

ss0 (!   EMs + EMs0 )
which is simply a sum of -peaks with weight
h
BMX0X
[M;L]
XX
i
s0s

AMXX0

ss0 in an analogous
fashion to Eq. (3.43). e density matrices [M;L]XX (with M < L) are calculated iterating
8e factor depends on the number of channels (electron baths) in the systems, i.e., one has d = 4 for
single-channel problems and d = 16 for two-channel problems.
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backwards starting from the final NRG iteration:h

[LL]
DD
i
ss0
= s;s0
e E
L
s
ZL
:
e other density matrices [M;L]KK (withM < L) are calculated recursively using the trans-
formation matrices, i.e.,

[M;L]
KK = U
M+1
KK : : : U
N
KD
[LL]
DD
 
UNDK
y
: : :
 
UM+1DK
y
:
3.5. Improvement of the spectral resolution
From the data presented in Fig. (3.4), it is clear that the construction of the Wilson chain
as a finite system imposes severe restrictions on the quality and resolution of spectra ob-
tained by theNRGmethod: If the broadening parameter is too small (“under broadening”)
the spectra will attain unphysical features (finite-size oscillations) which have no physical
meaning in the thermodynamic limit. In the opposite case (“over broadening”), physi-
cal features at higher energy like the Hubbard bands simply become “washed out”. ese
problems are illustrated in Fig. (3.4).
As a result, the choice of the discretization parameter  determines the resolution of a
NRG calculation as it dictates certain upper and lower bounds to the broadening parame-
ter. However, approaching the thermodynamic limit simply by decreasing (thus allowing
for smaller broadening parameters) quickly leads to a prohibitive increase in the required
computation time. is problem arises because smaller increase the length of theWilson
chain and, more importantly, lead to an exponential increase in the required numberN of
the kept states [81, 68] to achieve a comparable accuracy. Since the complexity of a numer-
ical diagonalization grows roughly/ N3 such an approach quickly becomes prohibitively
expensive computationally.
e z-averaging method by Oliveira et al. [81] solves this problem to a certain extend
[68] by repeated sampling of the conduction band. e method works by introducing the
parameter z 2 [0; : : : ; 1) and modifying the logarithmic discretization grid according to
(see Fig. 3.7 and Appendix A)
xn = 
 n !  n+z : (3.58)
where x0 = 1 independently of z.
Apart from this modification of the discretization grid, the mapping to an semi-infinite
chain is performed in a fully analogous fashion to the standard method (see Appendix A).
One obtains in this way for each value of z a different Wilson chain Hz , each of which
representing a fully adequate discretization of the impurity model under study. e fi-
nal (“z-averaged”) spectrum is then obtained by averaging over the NRG results for the
individual chains.
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D2
Figure 3.7.: Bath discretization within the interleaved NRG for Nz = 2. e vertical blue
lines in top figure indicate the discretization grid xn for z = 1=2 while the red lines in
the bottom figure represent the xn for z = 2=2.
In practice one chooses an (integer) oversampling parameter Nz (typically multiples of 2
or 4) and sets z = i=Nz with i = 0; : : : ; Nz   1. en one performs a NRG calculation
for each of theNz different Hamiltonians, e.g., to obtain the spectral function Az(!). e
final resultA(!) is simply the average over all these independently calculated spectra, i.e.,
A(!) =
1
Nz
Nz 1X
z=0
Az(!) : (3.59)
Depending on the value ofNz this averagingmethod yields smooth spectraA(!) although
the individual Az(!) might exhibit pronounced finite size oscillations. By increasing Nz
one can thus perform spectral function calculations using smaller broadening parameters
for the individual NRG calculations, leading to an increased resolution of the final spec-
trum. In many cases even moderate values likeNz = 2 orNz = 4 can lead to significantly
improved results [68]. Another advantage lies in the fact that one can use larger values of
 (up to  = 10 in some instances) and still obtain relatively accurate results.
In Fig. (3.8) we exemplify the scheme for the single impurity Andersonmodel with a semi-
elliptic hybridization function of bandwidthW
Im(!) =
1
W 28
p
W 2=4  2
using the typical value Nz = 4. e figures (3.8a, b) show the spectral functions Az(!)
for z = 0 and z = 1 as representative examples. While the individual functions Az(!)
display very strong finite-size oscillations and violate in particular the pinning condition
A(0) = 1=((0)) as is obvious from the figures. e z-averaged spectral function (3.8c)
lacks these oscillation almost entirely and yields
A(0)W = 1:2730 : : :
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Figure 3.8.: Spectral functions for the SIAM with semi-elliptic hybridization function
(!) = 1=8
p
1=4  2 and bandwidth W = 1 as the energy unit. e spectra are
calculated within the interleaved method (Nz = 4) using the FDM-NRG at low tem-
peratures (T = 10 6W ). e individual spectra (a, b) for z = 0 and z = 3=4 exhibit
substantial finite-size oscillations while the z-averaged result (c) yields a smooth, physi-
cal result that fulfills the expected Fermi-liquid behavior in close to! = 0 (c.f. Ref. [86]).
Note that the features in the quasiparticle peak at! ' W=2 are due to the band edges in
(!) at ! = W=2 (also c.f. Chapter 4.4.3 for an especially highly resolved calculation
for the same system).
which is a mere 0:2 permill deviation from the analytic result
A(0)W = 4= ' 1:2732 : : : :
e example Fig. (3.8) shows that even quite moderate oversampling parameters enable a
significant increase of the spectral resolution up to the point where features at finite fre-
quency become obvious (see Fig. 3.8c). We note that in some cases (see Ref. [83] andChap-
ter 4.4.5) very large oversampling has9 been employed (for exampleNz = 32 orNz = 64)
to achieve even higher resolution also at large excitation energies of the order of U=2. Fi-
nally, we stress that the method does not provide an approximation-free approach to the
true thermodynamic limit ( ! 1) despite the dramatic improvements of the quality of
the spectra [68].
9In that specific case, it allows to identify a substructure in the Hubbard bands seen also by other methods
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e density-matrix renormalization group (DMRG) [87, 88] is a numerical technique for
the efficient treatment of (quasi) one-dimensional interacting quantum systems. It was in-
troduced in 1992 by Steven R. White and belongs to the class of variational methods, but
still relies strongly on NRG ideas. Unlike the many other variational methods it does not
rely on a priori assumptions about the form of the underlying physics. In practical cal-
culations the method can thus find the best possible approximation for the wavefunction
for the given set of numerical parameters. Although the obtained wavefunction represents
only an approximation, the accuracy of which is totally under control by the DMRG pa-
rameters. Because of this property, the DMRG can be considered an essentially exact nu-
merical method for the determination of the ground-state. In addition, the DMRG is oen
capable of accurately treating very large systems with several hundred lattice sites which is
important for the study of the thermodynamic limit. Although, DMRG is most powerful
for one-dimensional systems [89], there also exist a number of interesting extensions to
higher-dimensional systems (see, e.g., [90, 91, 92]).
In its original form, the DMRG represents a method for the variational approximation of
the ground state and a few low-lying states of (quasi) one-dimensional systems. Since its
introduction the basicDMRG scheme has been extended extensively (see Refs. [93, 94, 89])
and found several applications beyond condensed matter physics such as computational
chemistry [95], statistical mechanics [89], the physics of small metallic grains [96] and
even nuclear physics [97].
Although themethodwas originally intended to accurately describe the ground state prop-
erties, there have been a series of significant developments to describe dynamical and
non-equilibrium properties of low-dimensional systems. For our purpose, i.e., obtaining
spectral functions of impurity systems, we focus here on the class of so called dynami-
cal DMRG (DDMRG) algorithms [93, 42, 43, 98, 86, 99, 89]. ese further developments
of the method enable the calculation of dynamical correlation functions within DMRG.
With these extensions [93, 42, 43, 86, 99, 89] the DMRG becomes an attractive impurity
solver which can, e.g., be used for DMFT calculations (see Nishimoto, Gebhard and Jeck-
elmann [100]; and Refs. [86, 99] for an incomplete list of early references). We note that
applying the DMRG as an impurity solver for DMFT is currently an extremely dynamic
and promising field and a significant amount of experience with different approaches is
currently generated.
In the following sections we develop our own version of the DDMRG method and test it
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on single- and multi-band Hubbard models within DMFT as well as the underlying quan-
tum impurity models. To this end we utilize an available public domain code [101] which
implements the basic DMRG algorithm. We note that a more elaborate discussion regard-
ing the details of such codes is beyond the scope of this thesis. However, we want to put
forward a highly simplified view of the DMRG method which suffices for our purpose.
Within this view DMRG can be seen as a form of “optimized exact diagonalization” which
uses the information provided by the (reduced) density matrix to select the most relevant
states required to represent a number of so called “target states1” j ii . In effect, the al-
gorithm yields a projected (effective) HamiltonianHeff with a much lower dimensionality
than the full system H . Due to the variational nature of the method this is achieved in a
(quasi) optimal fashion. Similarly to the NRG the number of kept local statesN allows full
control over the dimensionality of the effective HamiltonianHeff and thus the accuracy of
the approximation. Usually the dimension of Heff is still very large and dealing with the
full matrix representation of Heff is oen impractical but also unnecessary2. Instead, the
DMRG method is generally implemented in a “matrix-free” fashion3, i.e., one only calcu-
lates the action of the Hamiltonian or another operator on a given vector j i.
As a last point we describe the actual implementation of themulti-impuritymodels used in
this thesis. Within the framework offered by typical (fermionic) DMRG implementations
of the (quasi) one-dimensional Hubbardmodel, the realization of the local Kanamori-type
interaction of the following (simplified) form
HInt =U
X
m
nm"nm#
+
X
m<m0;
[U1nmnm0  + (U1   J)nmnm0]
+J
X
m6=m0
h
dym"d
y
m0#dm#dm0" + d
y
m"d
y
m#dm0#d
y
m0"
i
(4.1)
turns out to be surprisingly simple. To this end, we first note that DMRG implementations
of the (standard) single-band Hubbard model necessarily provide the following SU(2) in-
variant operators:
1. e hopping operator between site (neighboring) i and j
hij =
X

h
dyi;dj; + h:c:
i
(4.2)
2. e electron occupancy of site i
Ni =
X

dyi;di; (4.3)
1In the original DMRG algorithm one would for example only take the ground-state vector as a target
vector.
2ere are, however, exceptions like Peters’ approach to spectral functions within DMRG [102].
3In computational mathematics, matrix-free methods refer to algorithms that do not rely on an explicit
matrix representation of an operatorA, but only involve the action ofA on a vector b.
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Figure 4.1.: Geometry for the TIAM within DMRG. In contrast to the NRG the DMRG is
capable to solve the above system in which the impurity (marked orange) is located in
the center. Note that HLoc[d
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3. e double occupancy of site i
Di =ni;"ni;# : (4.4)
To be specific, let us consider the case of two orbitals as the simplest non-trivial example.
Already in this case, writing out the interaction HInt in the fashion of Eq. (4.1) leads to a
pretty complicated expression:
HInt =UD1 + UD2
  U1

dy2;#d
y
1;"d2;#d1;" + d
y
2;"d
y
1;#d2;"d1;#

+ (J   U1)dy2;#dy1;#d2;#d1;# + (J   U1)dy2;"dy1;"d2;"d1;"
+ J

 dy2;#dy2;"d1;#d1;" + dy2;#dy1;"d2;"d1;# + dy2;"dy1;#d2;#d1;"   dy1;#dy1;"d2;#d2;"

;
(4.5)
where d1;, d
y
1;, d2; and d
y
2; with  ="; # describe the two fermionic impurity degrees of
freedom, However, using the operators defined in Eqs. (4.2-4.4), it is possible to writeHInt
in a much more compact and also transparent fashion:
HInt = UD1 + UD2
+ U1N1N2
+
J
2
(h12)
2   J
2
(N1 +N2)
us the rotationally invariant multi-orbital interaction term HInt merely amounts to ap-
plying the hopping terms h12 and the one-site terms N1 and N2 twice instead of once.
Using this form, the two-channel Anderson impurity model can be readily implemented
through the corresponding chain representation as shown in Fig. (4.1). Here the bath de-
grees of freedom are described by the fermionic operators f (y)1;i; and f
(y)
2;i; while d
(y)
1; and
d
(y)
2; describe the (interacting) impurity degrees of freedom.
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Figure 4.2.: Ladder-like geometry used for the three-impurity model. e couplings HInt
(Eq. 4.6) between the tree impurity orbitals are marked by the orange triangle. Note that
the fermionic degrees of freedom d(y)4; and f
(y)
4;0;; : : : f
(y)
4;N; marked in gray are merely
“dummy” orbitals which are decoupled from the system. e increase in complexity as
compared to Fig. (4.1) is similar to the increase in complexity when going from single-
channel NRG to two-channel NRG.
e three impurity case, which is of high relevance for the purpose of realistic DMFT cal-
culations for materials, can be implemented in an analogous fashion4. Using the operators
in Eqs. (4.2-4.4) again leads to a compact expression:
HInt = UD1 + UD2 + UD3
+ U1(N1N2 +N1N3 +N2N3)
+
J
2
(h12)
2 +
J
2
(h21)
2 +
J
2
(h13)
2   J(N1 +N2 +N3 +N4) : (4.6)
e full impurity model is then represented by the ladder-like geometry represented in
Fig. (4.2).
4We note that in this case, writing out the interaction as in Eq. (4.5) would not be a practical matter due to
the enormous increase in terms.
48
4.1 Gaussian DDMRGmethod (G-DDMRG)
4.1. Gaussian DDMRGmethod (G-DDMRG)
As introduced in the previous section, the density-matrix renormalization provides an es-
tablished, quasi-exact method to calculate the ground states of one-dimensional systems
at zero temperature. Moreover, the DMRG can be extended to the so called Dynamical
Density Matrix Renormalization Group (DDMRG) [93, 42, 43, 86, 99, 89] which enables
the calculation of dynamical quantities, i.e., in particular spectral functions A(!). ese
features qualify the method in principle as an interesting impurity solver since the effec-
tive Wilson chain representations of impurity models are just special examples of such
(quasi) one-dimensional systems. Despite these appealing characteristics, DDMRG usu-
ally [86, 103, 104] involves various deconvolution schemes because the method cannot
calculate spectral functions purely at the real axis, i.e., it allows only the calculation of
broadened spectra
G(! + i) =  
 1
 1
d!0
A(!0)
(!   !0)2 + 2 ;
where  is a constant finite quantity, the “broadening parameter”. e reconstruction of
A(!) from the calculated quantityG(! + i) by means of deconvolution methods is gen-
erally needed because the convergence DDMRG becomes problematic for lower values of
.
In the DDMRG one typically considers the so called “correction vector” (see below), the
basic ingredient of the resolvent representation ofGA;B(!) = hhA;Bii!. At T = 0 it takes
the following form5:
GA;B(!) = G
>
A;B(!) +G
<
BA(!)
where
G>A;B(!) =

E0
A 1! + i  H + E0B
E0 (4.7)
G<A;B(!) =

E0
B 1! + i +H   E0A
E0 : (4.8)
e purpose of this chapter is to extend the existing correction vector approach in order
to develop a numerical method that yields spectral functions which match the quality of
NRG results and does not require a deconvolution step. Our method is motivated by the
idea that was put forward by Peters in Ref. [102].
e approach [102] exploits the property of the DMRG to automatically generate effective
basis sets that allow to represent the targeted states in an optimal way. Using these op-
timized bases an effective (projected) Hamiltonian is generated which possesses a much
lower dimension than the (full) Fock space of the studied Hamiltonian.
5e lesser/greater Green functionG<B;A(!) andG
>
A;B(!) describe only the part of the full spectral func-
tion for negative/positive excitation energies, respectively.
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e idea put forward in Ref. [102] is to perform a DDMRG calculation, i.e., to target the
ground state jE0i as well as the correction vector
jCV i = 1
! + i  H + E0B jE0i (4.9)
and to directly analyze the corresponding effective Hamiltonian by fully diagonalizing it.
In a similar fashion to the NRG the procedure yields the full information about the states
that contribute to the Green function6 G>A;B(!) at the fixed frequency !. To see that, we
expand jCV i using the (optimized) eigenbasis jEii of the effective Hamiltonian7
1
! + i  H + E0B jE0i (4.10)
=
X
i
jEii hEij 1
! + i   Ei + E0B jE0i : (4.11)
To keep the discussion concise, we focus now on the single particle Green function with
fermionic operators A = d and B = dy, i.e.,
G> (!)  G>d ;dy(!)
G< (!)  G<d ;dy(!)
and note that the following treatment can trivially be extended to general operatorsA and
B. In the limit  ! 0, the spectral function A> (!) =  1=ImG> (!) can then be ex-
pressed as a sum over -peaks with weights jwij2 = jhE0j d jEiij2:
A> (!) =  
1

Im hE0 jdjCV i
=   1

X
i
jhE0j d jEiij2 Im

1
! + i   Ei + E0


X
i
jwij2 [!   (Ei   E0)] : (4.12)
Instead of calculating only A> (!) at one fixed frequency, the complete diagonalization of
the generated effective Hamiltonian directly yields the contributing states jEii and allows
to extract the corresponding weights jwij2. In a practical calculation, i.e, for finite , it is
still possible to define a peak-spectrum according to Eq. (4.12). However, each peak will
be represented by a finite-width Lorentzian instead of a Dirac -function.
us themethod fromRef. [102] consists of a a typical correction vector calculation, where
the spectral function A> (!k) is sampled at discrete frequencies !k 2 I = f!1; :::!ng.
6G<A;B(!) is treated analogously.
7Note that the DDMRG procedure yields a separate optimized basis projections for each frequency !. For
simplicity we omit the frequency index, for example wewrite jEii instead of the proper expression jEii! .
Also for the projected Hamiltonian we simply writeH instead ofH! .
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Subsequently, each corresponding effective Hamiltonian is fully diagonalized and the as-
sociated peak-spectrum is calculated. Finally, each peak pi(Ei; !k) due to the eigenstate
jEii and for the frequency !k is transformed according to
Pi(Ei; !k) =
1
Z


1
[!k   (Ei   E0)]2 + 2
pi(Ei; !k) : (4.13)
Accumulating all peaks Pi(Ei; !k) finally yields a spectrum that approximates the contin-
uous spectral functionA> (!) in a very similar fashion to the NRG.e constant factor Z
in Eq. (4.13) normalizes the final result, i.e., it enforces the sum rule

A(!)d! = 1
for the spectral function.
e obtained peak structure Pi(Ei; !k) represents a very good approximation [102] to a
full deconvolution of the correction vector result. It is obtained directly within the DMRG
basis and does not require any additional assumptions or methods.
e great advantage of the method is that an arbitrary broadening function can be used to
broaden the discrete peak structure. is freedom allows to circumvent the unfavorable
properties of Lorentzian broadening functions, increasing the resolution of the spectral
function without requiring a deconvolution step. For this purpose Gaussian broadening is
used, i.e.,
(!   E)! 1
b
p

exp
"
 

  E
b
2#
: (4.14)
e results for the spectral functionA(!) of single impurity Andersonmodel are shown in
Fig. (6) in Ref. [102] and indeed exhibit a marked improvement over the direct correction
vector results. Despite these significant refinements the method is problematic in several
aspects:
1. e sum rules for the spectral function have to be enforced by the normalization
constant Z in Eq. (4.13).
2. Since the value of Z depends on the broadening parameter  and the equidistant
spacing d = !k+1   !k between consecutive frequencies, the algorithm in the
presented form does not allow for non-equidistant sampling and/or non-constant
broadening.
3. Close to the Fermi-level the results shown in Fig. (6) in Ref. [102] are quite differ-
ent from the NRG results which can be expected to be very accurate in this limit.
In particular the method fails to describe the correct value of A(! = 0) and the
correct width of the quasi-particle peak, i.e., it gives an incorrect prediction of the
low-energy scale (Kondo-temperature) of the system.
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4. e full diagonalization of the effective Hamiltonian can become very demanding
or even prohibitive unless the impurity is located at the boundary of the chain (open
boundary conditions provided) or by strongly truncating the le and right block and
combining them without a single block in between [75]. is need for a comparably
small effective basis set describing the whole chain limits the accuracy of themethod
as compared to the traditional DDMRG.
Despite these inconsistencies the method provides an important stimulus for our devel-
opment of an extension to the standard DDMRG. For this purpose we perform the steps
leading from Eq. (4.10) to Eq. (4.12) in a backward fashion. is time, however, we employ
the Gaussian definition of the -function (Eq. 4.14):
A> (!) =
X
i
jwij2 [!   (Ei   E0)]
'
X
i
jhE0j d jEiij2 1
b
p

exp
"
 

  (Ei   E0)
b
2#
=
1
b
p

hE0j d exp
"
 

  (H   E0)
b
2#
dy jE0i : (4.15)
In view of Eq. (4.15) the method [102] increases the resolution of the DDMRG without
deconvolution by replacing the resolvent operator by a operator-valued function, i.e., by
1
! + i  H + E0  ! F (!   (H   E0); b) :
Since real and imaginary parts of Green functions are related by the Kramers-Kronig (KK)
relations, we can easily identify F (x; b) as being essentially the Faddeeva function8 w(x).
To see that, we consider the KK transformation of A> (!)
G> (!) =

d
A> ()
!   + i0+
=
1
b
p

X
i
jwij2

d
1
!   + i0+ exp
"
 

  (Ei   E0)
b
2#
: (4.16)
Employing the integral representation of w(x), leads to
G> (!) =
1
b
p

X
i
jwij2

d
1
!   + i0+ exp
"
 

  (Ei   E0)
b
2#
=   i
b
p

X
i
jwij2w

!   (Ei   E0)
b

:
8Restricting ourselves to real x and using the integral representation, the Faddeeva function can be written:
w(x) =
i

 1
 1
dt
exp( t2)
x  t+ i0+ :
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Using Gaussian broadening on the peak-spectrum therefore corresponds to the following
(generalized) correction vector
jCV 0i =   i
b
p

w

!   (H   E0)
b

dy jE0i ; (4.17)
replacing the operator inversion in Eq. (4.9) by a matrix-valued Faddeeva function.
Finally we note that in the original approach presented in Ref. [102], all calculations are
performed in a basis which is optimized to represent the standard correction vector as de-
fined by Eq. (4.9) and not by Eq. (4.17), i.e., not in a fully optimal way. e result (4.17)
prompts the question whether it is possible to extend the standard DDMRG approach
(based on Lorentzian broadening and deconvolution) into a deconvolution-free method
based on Gaussian broadening, avoiding the inconsistencies of the method presented in
Ref. [102].
4.2. Spectral broadening proportional to energy
eexponentially increasing resolution is one of the central aspects ofNRGspectra, thereby
reflecting the properties of the logarithmic discretization of the hybridization function
(!). is is achieved by choosing the broadening factor proportional to the (exponen-
tially decreasing) characteristic scale !N of theN-th NRG iteration (see Chapter 3.3.1). In
effect, the set of -peaks9 which contribute to AN(!) are broadened approximately pro-
portional to their distance from ! = 0. is form of broadening allows for example to
represent a Mott gap in a spectral function very accurately because of the very small “spec-
tral smearing” close to the Fermi level. Another closely related property of such broaden-
ing is that, e.g., the greater spectral function A> (!) does not leak spectral weight towards
negative frequencies. e spectral leakage will also lead to violations of the Fermi-liquid
properties of the system, i.e., A(0) will deviate from its non-interacting value.
It is in fact quite easy to incorporate these properties into our generalized correction vector
approach and hence obtain spectra which possess characteristics that compare favorably
to the NRG results. To achieve this one merely has to broad each spectral peak according
to its distance from the Fermi level10. Performing the steps leading to Eq. (4.15) with this
modified broadening scheme directly yields a modified version of the generalized correc-
tion vector (Eq. 4.17):
jCV 0i =   i
b(H   E0)
p

w

!   (H   E0)
b(H   E0)

dy jE0i : (4.18)
9ese peaks lie in the interval [!N ; : : : ; K()!N ]. (see Chapter 3.3.1).
10Within the NRG method, this corresponds to the limitK() ! 1 which applies to the continuum limit
(! 1).
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Figure 4.3.: Comparison between constant broadening and proportional broadening. e
graph (a) shows the overall behavior of the corresponding spectral functions. Graphs
(b) and (c) show the low-energy behavior of Im(!) and Re(!). e data demon-
strate that only proportional broadening allows to reproduce the correct Fermi-liquid
properties for vanishing excitation energies, namely pinning of the spectral function
(A(0) = A0(!)) and the quadratic behavior Im(!) /  !2. Note in particular that the
kink in Re(!) [plot (c)] is only clearly reproduced.
In the following we consider a more general for of the generalized correction vector which
incorporates both forms (Eqs.4.17 and 4.18):
jCV 0i =   i
[b(H   E0) + b0]
p

w

!   (H   E0)
b(H   E0) + b0

dy jE0i ; (4.19)
where b0 is in this work usually just a small offset (e.g., b0 = 0:002W ) that facilitates the
numerical evaluation of Eq. (4.19). In Figs. (4.3a-c) we compare constant broadening (b =
0) with the performance of proportional broadening (using the small offset b0 = 0:002W )
for the SIAMwith semi-elliptic hybridization function (W  1). Note that the specifics of
these calculations will be detailed in Chapter 4.4.
e differences between these two broadening schemes are quite noticeable. For constant
broadening, the impurity spectral function (Fig. 4.3a) does not exhibit proper pinning to
the non-interacting valueA0(! = 0). is is contrasted by results using energy dependent
broadening which comes very close to the expected value A0(0). Also the imaginary part
of the self-energy Fig. (4.3b) deviates from the expected low-energy behavior (Im(!) /
 !2) for the case of constant broadeningwhile energy-dependent broadening yields a very
good description of the quadratic low-energy asymptotics.
We note that the benefits of this broadening scheme regarding the low-energy regime be-
come especially obvious for the real part of the self-energy (see Fig. 4.3c) which is known
to exhibit kinks. In Fig. (4.3c) only the proportional broadening is able to resolve this es-
sential low-energy feature whereas the result for constant broadening looks quite different
and also exhibits a different slope, e.g., leading to a wrong quasiparticle renormalization
Z 1. Finally in Fig. (4.4) we compare the G-DDMRG results using proportional broad-
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Figure 4.4.:e direct comparison between the NRG and the G-DDMRG shows that both
methods yield practically identical results in the low-energy sector. For the NRG we use
 = 2 for the discretization parameter while for the G-DDMRG we employ  = 2:5.
ening with the corresponding NRG results and obtain basically a perfect match at low en-
ergies between the two methods. is is in particular true because for the NRG results in
Fig. (4.4) we intentionally employ a very different set of discretization parameters. With
these results we can conclude that the G-DDMRGwith proportional broadening (and log-
arithmic discretization) yields results which closely match the quality of NRG spectra in
the low-energy sector. e method can thus be considered a suitable replacement for the
NRG.
4.3. Krylov subspace methods
In this subsection we discuss the practical question of how to integrate the modified cor-
rection vector defined by Eq. (4.17) into a working (Lorentzian-based) DDMRG code. e
first and most direct option would be to consider Krylov subspace methods for the evalu-
ation11 of
f(A)b ; (4.20)
where A 2 Cnn is a matrix, b 2 Cna vector of unit length kbk = 1 and f is an analytic
function12.
Krylov subspace approximations of Eq. (4.20) employ the Arnoldi process [107] which
generates the orthonormal basis
Vm = [v1; : : : ;vm]
of the Krylov space
Km = span
 
b; Ab; : : : ; Am 1b

11See for example [105, 106] for good surveys of methods for the approximation of matrix-valued functions.
12Note that Equation (4.20) is formally analogous to Equation (4.17).
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and the Hessenberg matrixHm = V TmAVm of dimensionm with matrix elements
hi;j = v
T
i Avj
such that
AVm = VmHm + hm+1;mvm+1em ; (4.21)
whereem 2 Rn is them-th unit coordinate vector. eArnoldi approximation of Eq. (4.20)
then reads
f(A)b ' fm = Vmf(Hm)V ymb = Vmf(Hm)e1 : (4.22)
is approximation only involves the repeated application of the matrixA on the vector b
to built the Krylov space Km, the Hessenberg matrix Hm and the basis Vm. As a matrix-
free method13 it becomes very appealing for the DMRG which is built upon applying a
state j i on the HamiltonianH , i.e., the basic operation
j 0i = Hj i :
Indeed, extensions of the basic scheme Eq. (4.22) are successfully employedwithinDMRG,
e.g., to evaluate the time-development of a vector j (t)i:
j (t+ ti = e iHtj (t)i ;
where H typically describes a (quasi) one-dimensional system. is success is partially
rooted in the availability of efficient and dedicated Krylov spacemethods for the evaluation
of thematrix exponential [108] due to the existence of exact error bounds and convergence
criteria [109].
In our numerical experiments to evaluate Eq. (4.17) we employed a related method, the
restarted Krylov scheme from Ref. [110] employing Weidemann’s elegant approximation
for the complex error function [111]. e results using these rather directmethods forWil-
son chainswere not quite satisfactory: In particular for small excitation energies around the
Fermi level, the required Krylov space dimensionm quickly became unmanageably large.
is problem was compounded by the absence of closed-form error bounds which made
the determination of convergence problematic. Nevertheless this direct methodmight still
be advantageous for other models or different (non-logarithmic) bath discretizations.
4.3.1. Rational function approximation
We provide here an alternative approach which is especially well suited for our purpose,
namely to replace the Lorentzian representation of the Dirac -function with a Gaussian
13Such methods do not require full knowledge of the matrix A (which is very oen and in particular in the
present case prohibitively big) but only the action of A on a vector b, i.e., the evaluation of the matrix-
vector product Ab.
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representation. We stress that the central motivation for this replacement is to obtain a
suitable peak function which lacks the wide tails inherent to the Lorentz function. It is thus
not necessary to consider an especially accurate representation of the Faddeeva function
w(z) in the modified correction vector (Eq. 4.17)
jCV 0i =   i
b
p

w

~!
b

dy jE0i ~! = !   (H   E0);
as long as the imaginary part of iw(x) is a reasonable approximation for the Gaussian
function and, additionally, that its real and imaginary parts are related to each other by a
Kramers-Kronig transformation14. In other words we only need an approximate expres-
sion for the Faddeeva function f(z) ' w(z) which provides a good representation for the
peak function as long as the matrix-valued function f(A)b is evaluated with sufficiently
high accuracy. ese demands are met in a controlled way by rational approximations
w(z) '
NX
i=1
ai
z   bi (4.23)
for the Faddeeva function, where ai and bi are appropriately chosen complex coefficients.
To obtain near optimal coefficients we employ the Carathéodory-Fejér (CF) rational ap-
proximation15 [112]. e CF approximation yields near optimal coefficients ai and bi and
provides a very good representation of the Faddeeva function already for small expansion
orders (e.g., N = 8). e coefficients used to calculate the spectra in this thesis are given
Tab. (4.1) and a comparison between the approximation Eq. (4.23) and the exact Faddeeva
function is presented in Fig. (4.5).
We note that the method is also advantageous because it can easily be integrated into an
existing DDMRG code based on Lorentzian functions: In both cases one has to solve the
matrix equation
Ax = b (4.24)
for the unknown vector x given a vector b and a complex symmetric matrix A with
A = !  (E0  H) + i
14e latter property guarantees that the real and imaginary parts of Green functions obtained employing
the modified correction vector are related to each other by Kramers-Kronig relations.
15We use the code to approximate the real function exp( x2) (x 2 R) which yields a result of the form
exp( x2) =
NX
i=1
ai
x  bi +
NX
i=1
a?i
x  b?i
;
whereN = 8. Taking only the first sum (which describes a complex function) we find
w(x) /
NX
i=1
ai
x  bi :
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Re ai Im ai Re bi Im bi
i = 1 0.1775011331 -0.0225808672 -1.9263329335 -2.0758276885
2 -0.0102506088 -0.0030506314 -2.5756316484 -2.0748274914
3 -0.8469790668 0.6808007320 -1.3270653365 -2.0532835600
4 0.0001214607 0.0000518171 -3.3403181624 -2.0484507377
5 0.7570233066 -2.8262987868 -0.7475462755 -2.0030622888
6 1.5730969053 3.3512257461 -0.1623709168 -1.9157248177
7 -1.9439059568 -0.6916154178 0.4654297814 -1.7733022978
8 0.2933928266 -0.2070487005 1.2256570493 -1.5391979741
Table 4.1.:Near optimal coefficients for the rational approximation of the Faddeeva func-
tion of orderN = 8 calculated using the code [112].
for the traditional (Lorentzian-based) DDMRG, and
A = a 1i
!  (E0  H)
b
  bi
for the G-DDMRG using the rational expansion with coefficients ai and bi while
b = dy jE0i :
Note that both cases represent equivalent expressions. In our implementation we use the
generalized minimal residual method (GMRES) developed by Saad and Schultz [113] to
solve Eq. (4.24)for x. Other possibilities to invert Eq. (4.24) would be the biconjugate
gradient methods (Bi-CG) [114] by developed by Fletcher or, preferably, van der Vorst’s
stabilized biconjugate gradient (Bi-CGSTAB) [115].
Of course this inversion operation has to be repeated N times, i.e., the expansion order
in Eq. (4.23). Additionally, the problem is usually “stiffer” than for the Lorentzian case
because ai and bi in Eq. (4.23) are general complex constants. Mathematically, the problem
is guaranteed to solvable becauseA is a complex symmetricmatrix due to (real) symmetric
nature of theHamiltonians under consideration here. Finally, we stress that the coefficients
presented in Tab. (4.1) are by nomeans definite and for certain cases (like gapped systems)
other rational expansions of the Faddeeva function might be more appropriate.
4.4. Application to single-impurity models
In this subsection we present first benchmarks of our G-DDMRGmethod based on ratio-
nal function approximations. Although this thesis is centered on the low-energy physics
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Figure 4.5.: (a) Comparison between the analytic Faddeeva functionw(!) and the rational
approximation wCF (!) of order N = 8 using the coefficients from Table (4.1). Plot (b)
shows the real and imaginary part of the difference function(!) = w(!)  wCF (!)
of Hubbard-type models within DMFT, it is sensible to demonstrate the accuracy of our
method also at high energies, providing a significant improvement over the NRG at these
high frequencies. ese improvements are achieved by the following measures as well as
the intrinsic properties and advantages of the DMRG:
1. As in the high resolution NRG study [83] we use the z-trick [81] with comparably
high values ofNz (Nz = 16 and 32). is allows to systematically increase the reso-
lution of the spectra while at the same time keeping the (logarithmic) discretization
parameter  at rather high values (e.g.  = 1:8-2), keeping the size L of the Wilson
chain easily tractable (L < 50).
2. eDMRG treats the low and high lying states of the systemon the same footing, i.e.,
states of high energy are not simply discarded as in the NRG.is property reduces
the truncation error of theNRG, leading to the systematic deviations ofNRG-spectra
at high frequencies.
3. Unlike to the NRG, the DMRG is not built around the concept of the separation of
energy scales which is artificially introduced through the logarithmic discretization,
usually employing a rather high discretization parameter  = O(2). Consequently,
the DMRG permits the use of substantially smaller values of  and thus enables
better access to the true continuum limit ! 1 without increasingNz , but leading
to longer Wilson chains.
4. Although not exploited in this thesis, the DMRG permits the use of entirely dif-
ferent (non-logarithmic) discretization schemes such as equispaced bath discretiza-
tions [86, 104, 116] which might be more appropriate for other specific systems and
problems. is will be pursued in future work.
5. e use of Gaussian broadening leads to a better reproduction of sharp spectral fea-
tures like band edges or (Mott) gaps as compared to the Lorentzian broadening with
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its problematically long tails.
6. In contrast to the NRG, the DMRG does not require the impurity to be located at
the boundaries of the Wilson chain. is allows, e.g., to use a chain of twice the size
to treat two channel impurity models such as the two-impurity Anderson model
without the exponential increase of the Hilbert space dimension as for the case of
the NRG (compare Fig. 3.3b with Fig. 4.1). In addition, a ladder geometry with an
impurity cluster at center can be used to treat models with up to four-channels, in
some cases still with a tractable number of states16 (see Fig. 4.2).
ese flexibilities and features make the DDMRG a very attractive impurity solver which
entails several of the advantageous features of the NRG and improves upon some its limita-
tions, namely its low resolution at high energies and the restriction to typically 1-2 orbital
models. Whenever possible, we compare ourmethodwith the correspondingNRG results.
To this end we restrict ourselves to logarithmic discretization ( = 1:5  2:5) and employ
the z-trick withNz = 4  32.
In the following sectionswe apply ourmethod to impuritymodels of increasing complexity
(1-3 orbital models with the general multi-orbital interaction Eq. 2.32) and focus on the
low-energy sector.
4.4.1. Representation of non-interacting Green functions
We apply the G-DDMRG to the non-interacting single impurity Anderson model (SIAM)
H =
X
k;
kck;c
y
k; +
X
k;
 
Vkd
y
ck; + h:c:

+
X

dd
y
d : (4.25)
is allows to compare the analytic Green function with the numerical results obtained
from the logarithmic discretization of a (given) hybridization function
(!) =
X
k
jVkj2
!   k + i0+
using the z-trick and employing the proportionally broadened representation of the peak
function Eq. (4.19). In the non-interacting limit (i.e., for(!) = 0) the Green function of
the SIAM reads (see Eq. 3.12)
G(!) =
1
!   d  (!) ; (4.26)
where d denotes the on-site energy of the non-interacting impurity and the (complex)
hybridization function. eWilson chain representation of Eq. (4.25) takes the form
16e number of states scales roughly exponentially with the number of ladder legs. is increase can be
related to the growth of complexity of a two-channel NRG calculation as compared to the single-channel
case.
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Hz = Vz
X

h
dyc0; + c
y
0;d
i
+
X
;n

n;zc
y
n;cn; + tn+1;z (cn;cn+1; + cn+1;cn;)

+
X

dd
y
d : (4.27)
ecoefficientsVz , tn;z and n;z are calculatedwithin the typicalNRGdiscretization scheme
(see Appendix A). Note that we included the index z = 1; ::; Nz in Eq. (4.27) to emphasize
that the z-trick yieldsNz different realizations of theWilson chain for a given hybridization
function(!) (see Chapter 3.5).
We consider the particle-hole symmetric case in which we have d = 0 and i;z = 0 [68].
en, in the Bogoliubov representation the matrix form forHz becomes
[Hz]i;j =
0BBBBB@
d  Vz 0
 V;z 0;z  t0;z
 t0z 1;z  t1;z
. . . . . . . . .
0
1CCCCCA : (4.28)
With the operator dy and the Fock vacuum jVaci a localized one-fermion state jdi at the
impurity site can be expressed as
jdi = dy jVaci :
Suppressing the spin index, the corresponding impurity Green function for positive fre-
quencies becomes
G>z (!) =

d
 1!  Hz + i
 dy
=

1
!   [Hz] + i

1;1
; (4.29)
where  ! 0+. In the particle-hole symmetric case, the full Green function is
Gz(!) = G
>
z (!)  [G>z ( !)]? : (4.30)
Just as in Eq. (4.7), the definition of G>(!) in Eq. (4.29) naturally embodies Lorentzian
broadening for finite . To compare with our G-DDMRG method we utilize the result
(4.17) replacing Lorentzian with Gaussian broadening and obtain for the greater Green
function (an analogous expression holds forG<z (!))
G>z (!)!

  i
b
p

w

!  Hz
b

1;1
: (4.31)
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For proportional broadening Eq. (4.19) we obtain
G>z (!)!

  i
bHz
p

w

!  Hz
bHz

1;1
: (4.32)
Averaging (c.f. Eq. 3.59) over allNz Wilson chain realizations yields the final Green func-
tion
G(!) =
1
!   d  (!) '
1
Nz
NzX
z=1
Gz(!) : (4.33)
Concentrating on the non-interacting system Eq. (4.27), we use the analytic results for
the Green function to assess the impact of the various approximations that enter the fi-
nal DDMRG spectra. To this end we calculate the Green function Eq. (4.26) using three
different methods:
1. We estimate the impact of the discretization error and the performance of z-averaging
(alleviating the discretization error) by investigating the quality of the approxima-
tion Eq. (4.33).
2. Comparing the analytic result Eq. (4.26) with the z-averaged Green function calcu-
latedwith theG-DDMRGmethod allows to estimate the additional error introduced
by the G-DDMRG.
3. We contrast these data with the results from the NRG (applied to identical Wilson
chainsHz) to demonstrate the advantages of the G-DDMRGover the NRG at higher
excitation energies.
To be specific we consider the semi-elliptic DOS [58]
() =
1
2t2
p
4t2   2 (4.34)
and choose the bandwidth W = 4t2 as our energy unit (W  1). e corresponding
(non-interacting) Green function is obtained by the Hilbert transform [58]
G(!) =
1
2t2
(!  p!   2tp! + 2t) : (4.35)
and in this case the hybridization function is given by [58]
(!) =
1
2
p
1=4  !2 (4.36)
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Figure 4.6.: Direct calculation of the z-averaged spectral function A(!) (ReA(!) 
 1=ReG(!)) for the non-interacting SIAM using the rational approximation
Eqs. (4.32), (4.33) for  = 1:5 and  = 3. e plots demonstrate how the z-trick
(Nz = 32) allows to achieve a high resolution at high energies (! ' W ) despite the rel-
atively large  in (b), (b’). e high resolution is marked by the very good reproduction
of the sharp band-edges of the analytic resultGan(!) = (2t2) 1(! 
p
!   2tp! + 2t)
whereW = 4t2. e small deviations (which are most pronounced around the band-
edges) become only visible using proper magnification [plots (a’), (b’)].
From this hybridization function the logarithmic discretization (Appendix A) using the
z-trick yields the on-site energies z;i and hopping constants17 tj;z . is definesNz Wilson
chains and Hamiltonian matrices [Hz]i;j according to Eq. (4.28). e resulting Hamilto-
nian matrices are then directly inserted into Eq. (4.32) to calculateGz(!). In Fig. (4.6) we
compare the numerically obtained and z-averaged (Nz = 32) spectral function 1=G(!)
from Eq. (4.33) with the analytic result (Eq. 4.34). To assess the impact of the logarithmic
discretization on the resolution of the spectra we consider two quite different values of the
discretization parameter ( = 1:5, 3) and chain lengths (N = 60, 18). We stress that
these two parameter sets (; N ) are intentionally chosen to be very different. is allows
to directly asses the impact of the discretization on the quality of the spectra.
17With z = 1; : : : ; Nz , i = 0; : : : ; N   1 and j = 0; : : : ; N   2.
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Figure 4.7.: (a) Comparison between the impurity spectral function AImp(!) obtained
using the G-DDMRG, discretized result Adisc(!), and the analytic spectral function
ALatt(!) =
1
2t2
p
4t2   2 (Nz = 4). (b) Shows the same spectrum obtained using the
FDM-NRG at low temperatures (T = 10 6W ). e parameters for the NRG calculation
are  = 1:75, the comparably high value Nz = 16 and N = 4000 kept states without
counting multiplicities (U(1)charge
SU(2)spin symmetry).
e obtained results Fig. (4.6) demonstrate the power of the interleaved scheme (z-trick)
in combination with logarithmic discretization in that the two parameter sets lead to es-
sentially the same results for G(!) and exhibit only very small broadening effects at the
band edges. us, even very short Wilson chains and relatively large s can be employed
to calculate highly resolved spectra that capture sharp features even at higher frequencies.
We note that for  = 3 (Fig. 4.6b) the broadening had to be moderately increased as
compared to  = 1:5 to remove the finite size oscillations inG(!).
4.4.2. Non-interacting Green functions
e next natural step is to employ the G-DDMRG to recalculate the data from Fig. (4.6)
using identical parameters. In this case the data in Fig. (4.6) serves as an upper limit in
terms of quality and resolution achievable using the G-DDMRG. In this case, evaluating
Eq. (4.33) involves the following approximations:
1. e logarithmic bath discretization required for the construction of the individual
Wilson chainHz (Eq. 4.28).
2. e representation of the -function by means of a Gaussian (Eq. 4.32) with propor-
tional broadening.
3. e approximation of the thermodynamic limit using the z-trick.
Solving theWilson chainsHz using theG-DDMRG introduces additional approximations:
1. e DDMRG error (predominately due to truncation).
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2. e error due to the rational approximation of the Gaussian Eq. (4.23).
3. Performing thematrix inversions in Eq. (4.23) bymeans of a linear solver (see Chap-
ter 4.3).
e comparison between
1. the analytic spectral function, ALatt(!) = 12t2
p
4t2   2, i.e., Eq. (4.34),
2. the discretized result, Adisc(!) as obtained using Eq. (4.33),
3. the (impurity) spectral function AImp(!) obtained using G-DDMRG,
thus allows to estimate the impact of the series of approximations which are at the core of
the G-DDMRG and provides an important benchmark to assess the quality of interacting
spectra.
To this end we consider the discretization parameter  = 1:75, chains of length N = 30
and the moderate value Nz = 4. We show the results of these calculations in Fig. (4.7a).
Besides the expected deviations between ALatt(!) and AImp(!) at higher frequencies and
in particular at the band edges (! = W=2) due to finite broadening, our solver achieves
very good agreement with the analytic result even at higher frequencies. e impact of the
G-DDMRG approximations on the spectra is very small as there is hardly any difference
betweenAdisc(!) andAImp(!). In Fig. (4.7b) we present the results of the analogous calcu-
lation performed with the NRG ( = 1:75) but with a significantly larger value Nz = 16.
Here the impurity spectral functions shows significant deviations from the analytic result
even close to the Fermi-level (! = 0). e spectra also exhibit significant finite-size oscil-
lations which could be eliminated with larger broadening. Note, however, that bymeans of
Bulla’s self-energy trick one can still obtain reasonable self-energies using this (impurity)
Green function.
For completeness the corresponding real parts, i.e., ReA(!) =  1=ReG(!) are shown
in Fig. (4.8). e kinks of the analytic result ReALatt(!) at ! = W=2 emphasizes the
increased resolution of the G-DDMRG data.
4.4.3. Interacting spectral functions for the single-impurity
Andersonmodel
Weapply theG-DDMRG to the interacting SIAMwith semi-elliptic hybridization function
and consider the comparably strong interaction strengthU = W . In particular, we directly
compare our method with the deconvolved DDMRG data available from Ref. [86]. To this
end we employ logarithmic discretization ( = 2) as well as the z-trick with Nz = 32.
is combination of a very high value of Nz and a moderate  allows to directly to asses
the overall performance of our method to reach a high resolution also a higher excitation
energies despite utilizing logarithmic discretization and comparably short Wilson chains
of length L = 26. Specifically we consider here the spectral functions obtained by the
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Figure 4.8.: Real parts (ReA(!) =  1=ReG(!)) of the data from Fig. (4.7). Identical
parameters are used in the G-DDMRG as well as the NRG data.
G-DDMRG, i.e., the quantities
A(!) =   1
N
X
z
ImGz(!) ; (4.37)
where
Gz(!) = hE0;z jdjCV 0z i (4.38)
and (using the proportional broadening scheme)
jCV 0iz =  
i
[b(Hz   E0;z) + b0]
p

w

!   (Hz   E0;z)
b(Hz   E0;z) + b0

dy jE0;zi : (4.39)
e comparison between theG-DDMRGand the deconvolved (Lorentzian)DDMRGspec-
tra from Ref. [86] is provided in Fig. (4.9). e data basically agree on all energy scales.
Small deviations only appear at comparably high excitation energies in the order of half the
bandwidth (Fig. 4.9b). We note that the origin of these (essentially negligible) deviations
could stem from either method. Finally, in Fig. (4.10) we compare the G-DDMRG results
with the NRG and obtain perfect agreement at low energies while the results at higher ex-
citation energies differ as expected because of the truncation inherent to the NRGmethod.
Finally we calculate the sum-rule18
 1
 1
A(!)d! ' 1:996
18Weactually consider hereA(!) = A"(!)+A#(!) because the spin degeneracy (SU(2) symmetry) implies
A"(!) = A#(!).
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Figure 4.9.: Comparison between the deconvolution-free G-DDMRG data (red) and the
deconvolved DDMRG results extracted from Ref. [86] (blue) for the SIAM with semi-
elliptic hybridization function. e z-trick withNz = 32 and logarithmic discretization
with  = 2 is employed in the calculation; we consider Wilson chains of length L = 24.
Broadening parameters for the G-DDMRG are b = 0:01, b0 = 0:0002W .
which deviates from the analytic result
1
 1A(!)d! = 2 by merely ' 2h which is an
extremely good19 agreement. e reason for these deviations is predominantly due to the
finite number of points with which the spectral function is sampled (here we useN = 248
sampling points and evaluate the integral using linear interpolation).
4.4.4. Higher-order correlation functions
In many situations the information provided by (dynamical) single-particle quantities is
not sufficient to describe the behavior of correlated systems in a transparent manner. One
striking example for such a case is given in Chapter 6. Higher-order correlation functions
are also of prime interest tomake contact with the experiment which usually probe various
response functions like spin- or the charge-susceptibilities. Regarding the implementation
of the DMFT, the explicit calculation of the self-energy is crucial for accurate results. For
the single-bandHubbardmodel in DMFT this requires the calculation of the higher Green
function (see Chapter 3.1)
F(!) = hhdy d d; dyii! : (4.40)
corresponding generalizations exist for multi-band Hubbard-type models and the under-
lying more complicated impurity problems. For these reasons, and to simply demonstrate
the versatility of the G-DDMRG method, we illustrate here the calculation of such quan-
tities. To this end we consider the the SIAM with semi-elliptic hybridization function and
19Note that the deviations within a standard NRG calculation (excluding sum-rule conserving methods like
FDM-NRG) is of the order of a few percent [68].
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Figure 4.10.: Comparison between a high resolutionNRGcalculation and the deconvolved
DDMRG results from Ref. [86]
concentrate on the Green function F (!) given in Eq. (4.40) as well as the (impurity) spin-
susceptibility
sp(!) = hhSz; Szii! : (4.41)
We first note that F (!) can be obtained with only minimal numerical effort when calcu-
lating the single-particle Green function
G>(!) = hE0 jdjCV 0i (4.42)
within G-DDMRG (c.f. Eq. 4.38) involving the scalar product between the (generalized)
correction vector jCV 0i and hE0j d, where the calculation of jCV 0i is by far the most
demanding step in the G-DDMRG procedure. In terms of the correction vector the higher
Green function F(!) reads
F>(!) =
D
E0
dy d dCV 0E : (4.43)
Since the correction vector jCV 0i in both equations (4.42) and (4.43) is the same quantity,
obtaining F (!) only involves the additional (minor) computation of the vector
hE0j dy d d :
In Fig. (4.11)we present the corresponding data and compare it withF (!) as obtainedwith
the NRG. At low frequencies the data agree almost perfectly while at high frequencies the
G-DDMRG result is more peaked. is discrepancy is simply due to the higher resolution
of the presented G-DDMRG data and can be eliminated by choosing larger broadening
parameters. We note that the function F (!) (and its multi-orbital counterparts) provide
an essential ingredient in the DMFT calculations of Chapters 4.4.5, 4.4.5 and 4.5.
Next, we consider response functions and take the (local) spin-susceptibility (Eq. ) as an
representative example. Here, the generalized correction vector simply reads
jCV 0i =   i
[b(H   E0) + b0]
p

w

!   (H   E0)
b(H   E0) + b0

Sz jE0i :
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Figure 4.11.: Comparison between the G-DDMRG (green) and the NRG (red) results for
the higher Green function F(!) = hhdy d d; dyii!. At low energies we obtain al-
most perfect agreement, whereas the G-DDMRG yields more peaked spectra at higher
energies due to it higher resolution in the present calculation.
Consequently one has
>sp(!) = hE0 jSzjCV 0i :
In Fig. (4.12) we compare the corresponding G-DDMRG results with the NRG and find
practically perfect agreement.
4.4.5. High resolution Dynamical Mean-Field Theory spectra
In the previous sectionswe considered (non self-consistent) impuritymodels. Suchmodels
are characterized by a predefined hybridization function (!). Usually, these hybridiza-
tion functions contain only few features, such as in the case of the “standard” SIAM with
Im(!) = const: or in the previously considered cases with a semi-elliptic hybridization
function. e presence of only a few features in(!) naturally raises the question whether
the logarithmic discretization is able to resolve the various features20 which are introduced
into the hybridization function by the DMFT self-consistency cycle and appear at different
energy scales. In this case, the G-DDMRG in combination with the z-trick and a low value
of the logarithmic discretization (e.g., = 1:5) can be expected to yield spectra which rep-
resent more trustful results and better resolution at high frequencies as compared to the
NRG [83] as well the (deconvolved) DDMRG spectra [99]. In Fig. (4.13) we plot the self-
consistent DMFT results for the single-band Hubbard model using the G-DDMRG as an
impurity solver for DMFT. We employ the semi-elliptic DOS with bandwidthW  1 as
the energy unit. Our particular goal is to investigate the dependence of the high-energy
20For the single-band Hubbard model in DMFT this would be the quasiparticle peak at small energies, the
Hubbard bands and, approaching theMott metal insulator transition, sub-features in the Hubbard bands
at intermediate energies.
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Figure 4.12.: Comparison between the G-DDMRG (green) and the NRG (red) results for
the spin-susceptibility sp(!) = hhSz; Szii!. We obtain almost perfect agreement.
sector on the discretization parameter  and to assess the quality of the solver by the de-
gree in which the DMFT self-consistency condition (see Eq. 2.31) AImp(!) = ALatt(!) is
fulfilled. We perform these investigations in Fig. (4.13) and obtain two central results:
1. Despite the usage of the z-trick with the comparable highNz = 16 and consequently
small broadening parameters, the Hubbard bands in Fig. (4.13a) and (b) do exhibit
sizable and unphysical finite-size oscillations. For the given set of broadening pa-
rameters these only disappear for  ' 1:5 Fig. (4.13c).
2. In all cases Fig. (4.13a-c) the DMFT self-consistency, i.e., the approximate (numeri-
cal) equality
AImp(!) ' ALatt(!)
is adequately fulfilled and matches the quality of the self-consistency condition in a
typical high-resolution NRG calculation (see Fig. 4.14 for a comparison). Note that
withinNRG, the latticeGreen function is generally considered to be of higher quality
(see the discussion of Bulla’s self-energy trick in Ref. [68]).
Moreover we note that in accordance to the two studies [99, 83] we also find the pres-
ence of a small resonance in the lower part of the Hubbard bands (red arrow in Fig. 4.13c)
which persists for smallers. Since this feature is observed using three rather independent
approaches it probably represents a physical reality that should be investigated in further
studies. e independence of the low-energy sector of the discretization parameter  and
thus the chain lengths is studied in detail in the next subsection.
4.4.6. Resolution at low energies
In the following subsection we will apply the G-DDMRG to solve a three-channel impurity
model whichmaps onto to a ladder-type quasi one-dimensional lattice that has to be solved
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Figure 4.13.: G-DDMRG applied to the single-band Hubbard model (DMFT) with
U=W = 1:2 with the semi-elliptic DOS using values of the logarithmic discretization
parameter  ( = 2:5, 2:0, 1:5) in figures (a, b, c).
by theDMRG (see Fig. 4.2 for the corresponding geometry). In particular for such systems,
the lengthN of theWilson chains representing the corresponding hybridization functions
i(!) becomes a critical limitation for the solvability of the impurity problem and should
be kept as short as possible.
Since ourmain focus lies in the low-energy properties of thesemodels it seems tempting to
keep the number of bath sites limited by using a comparably large discretization parameter
of, say,  = 2:5 and to compensate for the low number of bath degrees-of-freedom by
employing the z-trick with a large Nz . us, we assess the implications on the quality of
the spectra at low energies when increasing the discretization parameter  and reducing
the number of bath sites.
is is performed in Fig. (4.15) where we provide a magnified view into low-energy region
of the data presented in Fig. (4.13). Despite the significant differences at high excitation
energies (Fig. 4.13), the low-energy spectra exhibit a remarkably weak  and N depen-
dence. e calculated Green functions and self-energies behave basically indistinguishable
for the wide range of used parameters (1 = 2:5,N1 = 18, 2 = 2:0,N2 = 28, 3 = 1:7,
N3 = 38, and, 4 = 1:5, N4 = 58) up to excitation energies ! . 0:3W . We thus con-
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Figure 4.14.:NRG results corresponding to FIG. (4.13) as obtained within a typical high-
resolution NRG calculation.
clude that already quite short chains allow a precise description of the low-energy physics
of impurity models.
Since the sufficiently good agreement applies to the Green functions as well as the self-
energies (both fully self-consistent), it becomes possible to perform DMFT calculations
which are accurate at low-energies by using shortWilson chains, e.g., (1 = 2:5,N1 = 18).
Consequently, short chains allow the precise description of the effective dispersion and self-
energy kinks, at least for frequencies above a certain low-energy cutoffwhich is determined
by (i,Ni).
In Fig. (4.15d) we further exemplify the good description of Re(!) that can be achieved
using short chains by comparing itwith a (computationally quite demanding) high-resolution
NRG calculation. e almost perfect agreement again verifies the above results. Compar-
ing Fig. (4.13)with Fig. (4.15) demonstrates the possibility to trade off precision specifically
at high energies with a significant decrease of the chain lengthN and to still accurately de-
scribe the low-energy sector. is result is of vital importance for the application of the
G-DDMRG to three-channel impurity problems which are at the core of three-band Hub-
bard models within DMFT. is is discussed in Chapter 4.5.
72
4.5 Application to multi-channel problems
Λ = 1.5
Λ = 1.7
Λ = 2.0
Λ = 2.5
0
0.5
1
1.5
-0.2 -0.1 0 0.1 0.2
ω/W
U = 1.2W
(a)
Λ = 1.5
Λ = 1.7
Λ = 2.0
Λ = 2.5
-0.6
-0.3
0
0.3
0.6
-0.2 0 0.2
ω/W
(b)
Λ = 1.5
Λ = 1.7
Λ = 2.0
Λ = 2.5
-0.6
-0.3
0
-0.2-0.15-0.1-0.05 0 0.05 0.1 0.15 0.2
ω/W
(c)
NRGΛ = 1.8
G-DDMRGΛ = 2.5
-0.6
-0.3
0
0.3
0.6
-0.2 0 0.2
ω/W
(d)
Figure 4.15.: Low-energy dynamics of the single-band Hubbard model (DMFT) with
U=W = 1:2 [same parameters as in Fig. (4.13)]. Note that the real part of the self-energy
(b) exhibits marked kinks. In (d) we demonstrate the reproducibility of the G-DDMRG
by comparing it with the corresponding NRG result for the real part of the self-energy.
Both methods yield very similar data in the low-energy sector. Note that the results
match very well despite the significant difference in the ’s.
4.5. Application to multi-channel problems
With its ability to properly describe the low-energy physics of the SIAM using comparably
short chains, our method becomes interesting for the investigation of more complicated
multi-channel impurity problems which are at the heart of multi-orbital DMFT.
In themulti-channel case the advantageous properties of theDMRGover theNRGbecome
manifest quite directly because the impurity is not required to be located on the lemost
position as is the case with the NRG. us a (simple) chain of twice the size will already
describe the effective model for a two-channel impurity model21. is feature is illustrated
in Fig. (4.1) for the two-channel case with two impurity orbitals.
We benchmark our approach directly taking the self-consistent solution of the two-orbital
21In DMRG the computational cost increases roughly exponentially with number of legs in a ladder while
increasing its length usually is much less costly, i.e., the cost grows roughly linear with the length of the
chain.
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Figure 4.16.:We compare the spectral functions of the two-band Hubbard model in the
orbital-selective Mott phase within DMFT between the NRG (a) and the G-DDMRG
(b). Both methods yield practically identical results. Model parameters are given in
Fig. (4.17). e system is treated in detail in Chapter 6.
Hubbard model in the Orbital selective Mott phase (OSMP) as a highly non-trivial ex-
ample. Since the properties of this system will elaborated in detail in Chapter 6, we will
restrict ourselves here on comparing the NRG results with the results obtained from the G-
DDMRG. Systems in the OSMT exhibit metallic and insulating properties at the same time
(see Chapter 6). is feature constitutes a significant challenge for any impurity solver due
to the difficulty of reproducing a true gap using a finite representation of the -function.
In this case the NRG can be considered as a numerical “gold standard” due to the ex-
ponential increase in resolution as the Fermi-level is approached. We will thus test the
G-DDMRG against our implementation of the two-band Hubbard model within the NRG
(see Ref. [117] and Chapters 5, 6).
e comparison between the NRG and the G-DDMRG is shown in Figs. (4.16) and (4.17).
Here bothmethods yield practically the same results and themarginal differences at higher
excitation energies are due to the limited number (N = 202) of sampling points in the G-
DDMRG data and the different representation of the Dirac -function (Log Gaussian in
the NRG data versus Gaussian in the G-DDMRG).
Finally we consider the spectral sum-rule
 1
 1
Ai(!)d! = Ni
withNi = 2. In the present case we find
 1
 1
A1(!)d! ' 1:999
 1
 1
A2(!)d! ' 1:997 :
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Figure 4.17.:Metallic self-energies corresponding to the spectral functions fromFig. (4.16)
calculated within the NRG (a) and the G-DDMRG (b). Model parameters are given in
(a).
We thus obtain very small errors in the range of a few permill. ese errors are predomi-
nately due to the discrete number of sampling points (N = 202) of the spectral functions.
Finally we consider the three-band Hubbard model within DMFT. e underlying the
three-channel impurity model with the local interaction given by Eq. 4.6. e resulting
geometry is shown in Fig. (4.2). Due to the enormous numerical cost of such G-DDMRG
calculations we consider here only the degenerate system, i.e.,
GLatt,1(!) = GLatt,2(!) = GLatt,3(!) :
As in the previous calculations, we consider semi-elliptic densities of states
1(!) = 2(!) = 3(!) =
1
2t2
p
4t2   2
and restrict ourselves to half-filling. Since our main interest lies in the low-energy physics
we can utilize the preparatory work of Chapter 4.4.6, i.e., we use the comparably large
discretization parameter  = 2:5 and correspondingly short Wilson chains N = 18 for
each of the three electron baths. With these simplifications the system becomes tangible
for the currently available computing infrastructure.
e resulting (lattice) spectral function is shown in Fig. (4.18). e spectral sum-rule for
the (lattice) spectral functions yields
 1
 1
Ai(!)d! ' 1:996 ;
i.e., again a deviation of a few permill (the impurity spectral functions exhibit in this case
an even smaller deviation). Note that we discuss the low-energy physics of this system in
more detail in Chapter 5.6.1.
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Figure 4.18.: Spectral function for the three-bandHubbardmodel (DMFT) solvedwith the
G-DDMRG.eHund’s rule coupling leads to amuchmore sharply peaked quasiparticle
resonance as compared to the case J = 0, i.e., the single-band Hubbard model (c.f.
Ref. [118]).
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scale close to the orbital-selective
Mott transition
In this chapter we investigate ‘kinks’1 in the effective dispersion Ek of the two-band Hub-
bard model using DMFT. is work which is primarily based on Ref. [117] extends pre-
vious work on kinks in the single-band Hubbard model [24, 25, 26]. e central result of
Ref. [24] was the discovery of kinks in Ek with a purely electronic origin. is means that
such kinks do not require any coupling to external bosonic degrees of freedom, but origi-
nate from the correlated behavior of interacting many body systems. For the single-band
model the Fermi-liquid scale !? can be connected to the width of the quasiparticle peak
of the local spectral functionA(!) (see Ref. [24]). Moreover, it was demonstrated [25, 26]
that the energy scale !? is linked to the characteristic energy scale !sp of spin fluctuations
(i.e., the Kondo scale).
Going to the two-orbital case allows to explore the origin and characteristic energy scale
of kinks in the effective electronic dispersion in a more general context. To achieve this,
we consider the metallic (paramagnetic) phase close to orbital-selective Mott transition
(OSMT) [119, 120]. is specific system is characterized by the fact that charge excita-
tions have a definite band-dependent energy which can be tuned by the ratios between the
Coulomb interaction and the bandwidths, i.e., by U=W1 and U=W2 (see Chapter 5.1 for
more details). At the same time the system allows to directly influence on the strength of
interorbital spin-excitation through the Hund’s rule coupling J . us, by considering a
more complex and general system (with more parameters) as compared to the single-band
Hubbard model, it becomes possible to directly disentangle the scales of charge- and spin-
excitations in each band and obtain a more direct understanding of the nature of kinks
within DMFT. As a consequence we also obtain important information on the low-energy
dynamics close to the OSMT. To this end we construct a minimal model (see Chapter 5.5)
that captures the low-energy physics close to the OSMT within the DMFT approximation
and enables a transparent insight into the dynamics of the DMFT solution at (and below)
the energy scale of the kinks !?.
1Also see the discussion in the introduction.
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5.1. The two-band Hubbard model within Dynamical
Mean-Field Theory
Asdiscussed above, we consider a two-bandHubbardmodelwith twodifferent bandwidths
(W1 andW2) which is the simplest system that exhibits an OSMT. e (local) interaction
is given by the (simplified) Kanamori form Eq. (4.5). e system possesses the same on-
site repulsion U for both bands. An interorbital repulsion U1 and a ferromagnetic Hund’s
rule spin exchange J introduce a coupling between the bands. We solve the system by
employing the DMFT. e system is described by the following model Hamiltonian
H =
X
ijm
tij;md
y
imdjm +Hint ; (5.1)
Hint = U
X
im
nim"nim# +
X
i0
(U1   0J)ni1ni20
+
J
2
X
im
dyim(d
y
i mdim + d
y
imdi m)di m ;
where= "; #denotes spin index andm=1; 2 the orbital index. Note that a bar over an in-
dex denotes the opposite spin or orbital. We stress that the two bands do not hybridize but
are coupled exclusively by the interorbital interactionsU1 and J , i.e., by two-particle terms.
We consider U , U1 and J as independent parameters which can take arbitrary values2. We
concentrate on half-filled (n1 = n2 = 1), particle-hole symmetric systems throughout this
chapter.
As in the single-band case the correlation strengths of the two bands may be roughly
parametrized by the (unequal) ratios U=W1 and U=W2, defining the energy scale of in-
traorbital charge excitations. Due to this difference in the relative interaction strengths an
orbital-selectiveMott transition3 (OSMT) occurs upon increase ofU [36, 122, 123, 35, 124,
34, 125, 126]. As in the previous chapters we assume semi-elliptic densities of states,
m() =
8
W 2m
p
(Wm=2)2   2 ;
with bandwidthsW1 <W2.
Within DMFT the lattice model with local interactions is mapped onto the following two-
impurity Anderson model (TIAM) [125, 127] (also see Chapter 4.1)
HTIAM =
X
km
kmc
y
kmckm +
X
m
mnm
+
X
km
 
Vkmc
y
kmdm + h.c.

+H locint ; (5.2)
where the local interactionH locint has the same form asHint, but without the index i.
2ephysically relevant choice forU1 in the case of d electrons is less general and readsU1 =U 2J [121].
3Note that Mott transitions are primarily induced by charge excitations.
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5.2. Importance of two-particle spectra
Already at this stage, it is possible to draw far-reaching conclusions about the character of
the system (Eq. 5.1) within the DMFT approximation: e absence of inter-orbital hop-
ping terms in Eq. (5.2) is reflected by diagonal single-particle quantities (Green functions
G(!), self-energies (!) and hybridization functions(!)). e diagonal form of the
single-particle quantities thus reflects the absence of inter-orbital coupling through single-
particle (hopping) processes4. Off-diagonalmatrix elements, i.e., indicators of inter-orbital
processes, only appear in two-particle (and higher-order) Green functions on account for
the inter-orbital coupling due to HInt which proceeds via two-particle processes of spin-
spin and charge-charge type. To investigate this behaviormore closely we consider here the
corresponding two-particle Green functions, i.e., (local) spin and charge-susceptibilities:
chm;m0(!) =  
1

ImhhNm; Nm0ii! (5.3)

sp
m;m0(!) =  
1

ImhhSz;m; Sz;m0ii! ; (5.4)
wherem;m0 = 1; 2 and
Nm =
1
2
(dym;"dm;" + d
y
m;#dm;#)
Sz;m =
1
2
(dym;"dm;"   dym;#dm;#) :
We express the correlation functions Eqs. (5.3) and (5.4) through their equations ofmotion
!hhSz;m; Sz;m0ii! = h[Sz;m; Sz;m0 ]i+ hh[Sz;m; HTIAM]; Sz;m0ii!
and
!hhNm; Nm0ii! = h[Nm; Nm0 ]i+ hh[Nm; HTIAM]; Nm0ii! ;
where
[Sz;m; HTIAM] = J(1  22;m)
 
S+1 S
 
2   S+2 S 1

+
1
2
X
k
Vkm
h
 cyk;m;"dm;" + dym;"ck;m;" + cyk;m;#dm;#   dym;#ck;m;#
i
and
[Nm; HTIAM] =  J(1  22;m)

dy1;"d
y
1;#d2;#d2;#   dy2;"dy2;#d1;#d1;#

+
1
2
X
k
Vkm
h
 cyk;m;"dm;" + dym;"ck;m;"   cyk;m;#dm;# + dym;#ck;m;#
i
:
4Being provided with such single-particle quantities, it is consequently not directly possible to discern
whether it belongs to real two-orbital system with a complicated inter-orbital coupling through H locint
or just an ensemble of two decoupled single-orbital systems.
79 79
Chapter 5 Emergence of a common energy scale close to the OSMT
Note that the interorbital repulsion U1 does not enter the equations of motion directly
because it commutes with nm;  dym;dm;. is is contrasted by the special role of the
Hund’s rule coupling J which induces a mixed term with respect to the orbital indices.
As a result the correlation functions Eqs. (5.3) and (5.4) cannot be diagonal in the orbital
indices for J 6= 0.
e single-particle Green functions5 Gm;m0(!) = hhdm;; dym0;ii!, however, can easily be
shown to be diagonal, i.e., Gm(!)  Gm;m(!) and Gm;m0(!) / m;m0 . e equations of
motion for the single-particle Green functions read
!hhdm;; dym;ii! = 1 + mhhdm;; dym;ii! + hh[dm;; H locint ]; dym;ii!
+
X
k
Vkmhhck;m;; dym;ii! (5.5)
and
!hhd1;; dy2;ii! = 1hhd1;; dy2;ii! + hh[d1;; H locint ]; dy2;ii! +
X
k
Vk1hhck;1;; dy2;ii!
(5.6)
!hhd2;; dy1;ii! = 2hhd2;; dy1;ii! + hh[d2;; H locint ]; dy1;ii! +
X
k
Vk2hhck;2;; dy1;ii! :
(5.7)
e k-dependent Green function hhck;m;; dym;ii! in Eq. (5.5) can be eliminated using its
equation of motion:
!hhck;m;; dym;ii! = Vkmhhdm;; dym;ii! + kmhhck;m;; dym;ii! : (5.8)
Solving Eq. (5.8) for hhck;m;; dym;ii! and inserting into Eq. (5.5) yields
Gm(!) =
1
!   m   m(!) m(!) : (5.9)
Here we introduced the diagonal self-energies m(!) according to (see Refs. [67, 68])
m(!)  Fm(!)
Gm(!)
;
where
Fm(!) = hh[dm;; H locint ]; dym;ii! :
e calculation of this correlation function within the NRG using symmetries is detailed
in Appendix D.e hybridization functionsm(!) are obtained from Eqs. (5.5) and (5.8)
in the expected form (c.f. Eq. 2.45)
m(!) =
X
k
jVkmj2
! + i0  km : (5.10)
5We suppress the spin indices because of the SU(2) symmetry of the Hamiltonian Eq. (5.2).
80 80
5.3 Special properties of the two-band model
Due to the (complex) symmetry of the Green function matrix, i.e.,
[G(!)]m;m0 = [G(!)]m0;m
and the form of the diagonal Green functions in Eq. (5.9), it follows that the demand
hhd1;; dy2;ii! = hhd2;; dy1;ii!
for all values of m and Vkm can only be fulfilled if the off-diagonal single-particle Green
function vanish identically. As a result the hybridization and the self-energy matrices be-
come diagonal, i.e.,
[(!)]m;m0 / m;m0 and [(!)]m;m0 / m;m0 :
Due to the diagonal form of the single-particle quantities, the DMFT self-consistency con-
ditions which demand that the band energies km and hybridizations Vkm are determined
such that the (impurity)Green functions and self-energies of (5.2) equal the corresponding
local lattice quantities,
Gm(!) =

d
m()
! + i0  m   m(!)   ; (5.11a)
m(!) = ! + i0  m   1
Gm(!)
 m(!) ; (5.11b)
take the same form as for two decoupled one-band models.
5.3. Special properties of the two-bandmodel
We note that despite the higher complexity of the Hamiltonian compared to the single
band Hubbard model, the system allows a more direct analysis of the metallic physics at
low-energies as compared to the single-band Hubbard model. is applies in particular to
the connection between self-energy kinks and spin-excitations:
1. e higher number of parameters (U , J , U1,W1,W2) facilitates (partially) indepen-
dent control over the underlying physical processes. In particular it allows to tune
the correlation strength, i.e., the scale of charge-excitations in an orbital selective
fashion by tuning the bandwidthsW1 6= W2 independently.
2. Due to the vanishing inter-orbital hopping, dynamical single-particle quantities and
in particular the DMFT self-consistency become band-diagonal. us, on a single-
particle level the system behaves analogous to two decoupled Hubbard models and
any communication (”hybridization”) between the orbitals must proceed through
two-particle or higher-order processes.
3. e strength of the Hund’s rule coupling parameter J enables direct control over the
inter-orbital spin-spin interaction.
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Figure 5.1.: Single-band Hubbard model in DMFT at two different correlation strengths,
i.e., U=W = 1 . e corresponding spectral functions A(!) are depicted in (a). Note
that the MIT occurs at U ' 1:49W when approaching the transition from the metallic
side (see e.g. Ref. [83]).
5.4. Results
We solve the impuritymodel using theNumerical RenormalizationGroup (NRG).e full
densitymatrixNRG (seeChapter 3.4) proceeds as in the single-bandHubbardmodel [128],
but with a local dimension of 16 for the impurity and the chain sites [129, 128]. Unless
noted otherwise the NRG discretization parameter is  = 2:5, and we keep on the order
of 105 [U(1)
SU(2)] states, including multiplicities of irreducible subspaces, in each NRG
iteration. Although we focus on the low-energy region we employ Oliveira’s [81] z-trick
(Nz = 4) to improve the spectra at higher energies. As in the previous chapterswe calculate
the self-energy my means of the correlation function [79]
Fm(!) = hh[dm;; H locint ]; dym;ii!
according to the expression m(!) = Fm(!)=Gm(!) .
We compute the spectral functions Am(!) =  Im[Gm(!)]=, self-energies m(!), and
spin susceptibilities spm(!) = hhSm;Smii! for the two bands and concentrate on themetal-
lic phase close to the OSMT. Our main interest lies in the low-energy behavior of these
spectra as a function of the Hund’s rule coupling J . e different correlation strengths of
the orbitals lead to different behavior of the spectral functions and self-energies which are
shown in Figs. (5.2) and (5.3).
e overall behavior corresponds to that of two Fermi liquids with different mass renor-
malizations, reminiscent of two uncoupled one-band Hubbard models with different lo-
cal interactions. e corresponding data, i.e., for the single-band Hubbard model with
two different bandwidth/correlation strengths (U=W = 1:0, U=W = 1:3) is provided in
Fig. (5.1). In this representative example for the uncoupled case, the quasiparticle reso-
nance in A(!) becomes more peaked as the U=W ratio is increased (see Fig. 5.1a) and
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Figure 5.2.: For J = 0 and U1 6= 0 the difference in the correlation strength of the two
bands is observed not only in the shape of the spectral function Am(!) (a), but also in
the corresponding band-resolved Kondo temperatures and widths of the Fermi-liquid
regime (b, b0). e behavior is qualitatively similar to two decoupled Hubbard models
(Fig. 5.1).
the system gets closer to the MIT. e effect, namely the decrease of the low-energy scale
with increasing interaction strength is reflected by the self-energies Re(!) (Fig. 5.1b,c) as
well as the spin-susceptibilities sp(!) (Fig. 5.1b’,c’). For the self-energy Re(!) this low-
energy scale can be obtained from the frequency !? where the characteristic (self-energy)
kink occurs while the low-energy scale !sp for the susceptibilities is determined by their
extrema. e central statement of (5.1) is that the low-energy scale decreases with increas-
ing U=W and that this can be observed in the low-energy behavior of quasiparticle peak
in A(!), the kinks in Re(!) and the extrema insp(!).
In the (genuine) two-band case (Figs. 5.2 and 5.3), we obtain a very similar behavior in
the single-particle spectra A1(!) and A2(!). e spectral functions differ significantly
due to the different bandwidths and exhibit a quite comparable behavior to two decoupled
Hubbard models with different correlation strengths (Fig. 5.1a). Quantum-Monte Carlo
results [125, 38, 130, 131, 35] suggest that atT = 0 the low-frequency behavior of Rem(!)
and spm(!) then also reflects the different behavior of the the spectral functions Am(!) in
analogy to the decoupled case. Fig. (5.2) shows that this is indeed the case — but only for
J = 0 and U1 6= 0.
However, if the direct spin-spin coupling is taken into account (J 6= 0, Fig. 5.3), the system
exhibits fundamentally different metallic properties. is is reflected by the qualitatively
different low-energy behavior of Rem(!) and spm(!) as compared to the case J = 0.
Namely, as the system approaches the OSMT we find that at low energies these quantities
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Figure 5.3.: In the metallic phase close to the OSMT a striking proportionality, Re[1] /
Re[2] and 
sp
1 / sp2 (panels b, b0, d, d0) is seen to emerge for J > 0, which is in marked
contrast to the decoupled behavior in Fig. (5.2). Very close to the OSMT (d, d0) even a
weak exchange coupling J leads to a common low-energy scale. Note that U1 has little
influence on the qualitative low-energy behavior.
become proportional6, i.e.,
Re1(!) / Re2(!)

sp
1 (!) / sp2 (!) :
As illustrated in Figs. (5.3b), (5.3b0), (5.3d), (5.3d0) this striking result cannot be inferred
from the spectral functions Am(!) since the shape and the characteristic energy scales of
the latter differ considerably and thus suggest a decoupled behavior in the sense that the
different U=Wm-ratios are reflected by different low-energy scales in the two bands. We
note that this behavior represents a true multi-band effect which cannot be inferred from
the single-band Hubbard model even on a qualitative level.
e characteristic energy scale of the spin fluctuations, i.e., the locations !spm of the extrema
in the spin susceptibilities spm(!), allow one to define the typical scale of low-energy spin-
fluctuations (= Kondo temperature) for each band. e proportionalities discussed above
6A similar proportionality is found for the imaginary part of the self-energy, Im[1(!)] / Im[2(!)], in
the same interval as for its real part. Furthermore, the off-diagonal susceptibility sp1;2(!) = hhS1;S2ii!
can be scaled on to 1 and 2 (see supplement), and hence also the triplet susceptibility + [Eq. (5.13)],
which is a linear combination of these three.
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Figure 5.4.: Scheme for the extraction of the kink positions from Rem(!). e le plot
shows Re1(!) while the right plot shows Re2(!). e red arrows represent the fre-
quency !m at which Rem(!) deviates by 20% from the linear extrapolation (shown as
black lines). We use the same parameters as in Fig. (5.3b). Note the different vertical
scales of the two plots. It would thus be very hard to see the kinks in both self-energies
simultaneously when plotting the two functions in one graph (unless, e.g., Re2(!) is
rescaled accordingly).
imply that the system has identical Kondo temperatures (!sp1 = !
sp
2 ), Fermi-liquid energy
scales and kinks (!1 = !

2 ), irrespective of the different correlation strengths of the bands.
Furthermore, the self-energy kinks and the strongest spin fluctuations occur at the same
energy in each band, !m ' !spm (as observed also in the single-band case [25]). is ap-
proximate equality of the scales is indicated by the black arrows in Figs. (5.3 b,b’ and c,c’).
e observation corresponds to the emergence a single common low-energy scale for kinks
and spin fluctuations in both bands as the OSMT is approached.
To have a reproducible and automated measure for the kink scale !m we define it here
as the energy for which the extrapolated linear dispersion near the Fermi energy deviates
from Re[m(!)] by 20%, i.e., we solve the following equation
!m
@Re[m(!)]
@!

!=0
  Re[m(!m)] = 0:2Re[m(!m)]
for !m using the numerical data. e procedure gives results which agree well with the
perceived location of the kinks in Figs. 5.3b,d. We exemplify the scheme in Fig. (5.4)
taking the self-energies from Fig. (5.3b) as an example. e corresponding momentum-
resolved spectral function Ak(!) and effective dispersions Ekm are shown in the contour
plot Fig. (5.5).
We observe that although the slope of the Fermi-liquid dispersion is very different for the
two bands, the linear regimes terminate at the same energy scale, which however slightly
deviates from !m due to band structure effects.
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Figure 5.5.: Intensity plot of the total momentum-resolved spectral function Ak(!) deep
inside the central peaks as a function of k and ! for the same parameters as in
Fig. (5.3a,b). e effective dispersion Ek;m is given by the local maxima in Ak(!) (blue
line for the wide band, lighter red line for the narrow band). It is linear (dashed lines)
in the Fermi-liquid regime close to the Fermi surface and has kinks at the same energy
 0:0025W1 for both bands (solid horizontal lines).
By comparing the results for J = 0 in Fig. (5.2) with J 6= 0 in Figs. (5.3b-c) it is clear that
the interorbital repulsion U1 is not responsible for the common energy scale. e effect
only appears in the presence of the Hund’s rule coupling J , whereas U1 merely leads to
quantitative modifications. We will therefore consider only U1 = 0 in the following in
order to better resolve the effect of the Hund’s rule coupling J .
We investigate the effect of J on the low-energy sector in more detail in Fig. (5.6). Starting
from J = 0 we study the continuous evolution of the two initially uncoupled Hubbard
models into the ‘locked’ regime characterized by !sp1 = !
sp
2 and !

1 = !

2 . To this end
we consider the J-dependence of the Kondo scales !spm(J) and self-energy kinks !

m(J)
for the two orbitals for two different values of U=W1. e corresponding data is plotted in
Figs. (5.6a-b).
As J is increased both orbital-resolved energy scales approach each other and finallymerge
into a single scale. Note that the dynamical correlation functions plotted in Fig. (5.3) are
representative examples for this situation. Comparing Figs. (5.6a and b), we observe that
this common low-energy scale appears at a threshold value which decreases for increas-
ing U . We also notice the very close correspondence between kink energies and Kondo-
temperatures, especially in the more strongly correlated case (Fig. 5.6b). is observation
can be understood in terms of Nozières’ local Fermi-liquid theory [132]: Since the binding
energy of the Kondo singlet is approximately given by the Kondo temperature, the linear
regime must terminate at ! ' !sp; see Refs. [25, 26] for a discussion of the single-band
case.
In the vicinity of the OSMT the characteristic energies !spm(J) and !

m(J) represent equiv-
alent energy scales and hence contain the same physical information. In order to explain
the J dependence it suffices to discuss one of them, and we will focus on !spm(J) in the
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Figure 5.6.: (a,b) Orbitally resolved kink energies !1;2(J) and Kondo temperatures
!
sp
1;2(J) as calculated within DMFT for different Hubbard interactions U . Sufficiently
large U leads to !m(J) = !
sp
m(J) and sufficiently large J leads to !

1 (J) = !

2 (J) and
!
sp
1 (J) = !
sp
2 (J). e dashed lines in (b) mark the single-band estimates for !

m [24]
whichmatchwell for the narrow but not thewide band (see text). (c) A simplifiedAnder-
son impurity model and, (d), a related two-impurity Kondomodel, both with a behavior
similar to the DMFT solution. Note that the system in (b) enters the OSMT phase at ap-
proximately J = 0:2U . For these very low-energy features O(5500) states (excluding
multiplicities) were kept andNz = 2.
following. To explain the locking of the low-energy scales for the two bands we proceed
in two steps; see Figs. (5.6c) and (5.6d). First we establish that the locking is an intrinsic
property of the underlying TIAM Hamiltonian and is only quantitatively modified by the
DMFT self-consistency equations (5.11a), i.e., by a structure in the hybridization functions
m(!). en we compare with the results for a Kondo-type model that allows us to iden-
tify the competing couplings and elementary excitations. For the first step we solve the
impurity model (5.2) with different but constant hybridization functions
2(!) = 1:41(!) = const:
and extract the scales !spm(J) from the maxima of the spin susceptibilities. e result is
depicted in Fig. (5.6c) for two values of U , showing very good qualitative agreement with
theDMFT results in Figs. (5.6a, 5.6b). In particular, the common low-energy scale emerges
at a value of J which decreases with increasingU in a similar fashion. We conclude that the
DMFT self-consistency induces only minor modifications as long as the system remains in
the metallic phase.
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5.5. Minimal model
Based on the previous consideration we now focus on the low-energy spin dynamics close
to the OSMT which allows to obtain a minimal model that captures the basic physics of
the observed behavior and allows to obtain a transparent description of the underlying
processes. In the low-energy regime charge excitations are strongly suppressed while spin
excitations become the dominant processes. In analogy to the results of de’Medici,Mravlje,
and Georges (Ref. [118]), we thus consider the Kondo limit of (5.2). which captures the
low-energy spin dynamics of the TIAM in Fig. (5.6c). In this limit the Hamiltonian (5.2)
reduces to a two-impurity Kondo model (2IKM) [133, 134, 135],
H2IKM =
X
km
kmc
y
kmckm +
X
m
Jmsm  Sm   JS1  S2 : (5.12)
Here J > 0 is the Hund’s exchange interaction of (5.2), while the antiferromagnetic cou-
plings Jm stem from superexchange processes7 and decrease with increasing U . We take
J22(0) = 1:4 J11(0)
to obtain different Kondo temperatures for J = 0, i.e.,
!
sp
1 (0) 6= !sp2 (0) :
For J = 0 this setup corresponds to two single-impurity Anderson models with different
hybridization strengths as in Fig. (5.6c).
e J dependence of !spm(J) is shown in Fig. (5.6d). e qualitative agreement among the
results obtained for all three models (DMFT, TIAM with constant hybridization, 2IKM)
confirms that (5.12) already describes the essential processes that lead to the emergence
of the joint low-energy scale. In the 2IKM the spins will align for low-excitation energies
and form a composite spin-1 state [133] due to the effects of the ferromagnetic Hund’s rule
coupling between the spins. is happens roughly when the energy gain !sp1 (J) + !
sp
2 (J)
due to Kondo screening of the two impurities is overcome by J=4, the approximate energy
gain due to the ferromagnetic exchange. Hence the locking of the low-energy scales sets
in at about
J  !spm(J)=8 ;
as seen in Fig. (5.6a) (J  0:2W1) and (5.6b) (J  0:1W1). We conclude that the low-
energy spin dynamics of the two impurity spins (and thus the two bands of the correspond-
ing lattice model in DMFT) exhibit joint fluctuations and thus have equal Kondo scales if
J dominates the individual Kondo scales !spm and are essentially independent otherwise.
Regarding the influence of U , we note that the antiferromagnetic couplings between the
7For the SIAM with constant hybridization function one would get an antiferromagnetic coupling J /
 V 2=U in the large U limit.
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Figure 5.7.:e correlation functions +sp(!) (a) and 
 
sp(!) (a’) indicate the creation of a
composite spin-1 state for largeJ . Note the different vertical scales in (a) and (a’) and that
the green curves (J = 0) in (a) and in (a’) have about the same magnitude. Accordingly,
the partial spectral weight fraction +part:=
 
part: in (b) grows strongly with J and is only
quantitatively affected by the upper limit !. Here !0 =max[!
sp
1 (J); !
sp
2 (J)].
spins and the baths decrease with increasing interaction, i.e., more correlated systems ex-
hibit stronger locking of their spins and their low-energy scales so that, within DMFT, the
effect becomes most pronounced as the OSMT is approached. us J couples the low-
energy scales more effectively for stronger correlations, as seen in Fig. (5.6a-c).
To explicitly verify the physical picture described abovewe investigate the correlation func-
tions
sp(!) = hhS1  S2jS1  S2ii! (5.13)
in the fully self-consistent DMFT solutions. ey describe the dynamics of the compos-
ite local triplet (+(!)) and the ‘residual’ singlet ( (!)), respectively, and are plotted in
Fig. (5.7a).
As expected, for both susceptibilities the positions of their maxima decreases with increas-
ing interaction. However, only the triplet susceptibility shows a resonance that also in-
creases in amplitude. In Fig. (5.7b) we plot the integrated weight
part =
 !
0
(!)d! (5.14)
as a function of J for several values of the upper limit !. In particular, for larger values of
J the residual spin contributes only little to the total low-energy spin response sp1 + 
sp
2
of the system, which is thus well described by +(!). is establishes the formation of the
composite spin-1 state as the physical origin for the emergence of the common energy scale.
Namely, as theOSMT is approached by increasingU , the antiferromagnetic superexchange
of the narrow and wide band both decrease until J becomes the dominating scale, at least
for the spins in the narrow band. e spins align and exhibit joint low-energy dynamics,
leading to the proportionalities of Re[m(!)] and spm(!) for the two bands. Note that the
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upper limit ! in Eq. (5.14) has only a quantitative effect on the values part. We measure
the upper integration limit ! in terms of !0 = max[!
sp
1 (J); !
sp
2 (J)], i.e., the larger of the
two low-energy scales. For finite J one quickly obtains !sp1 (J) ' !sp2 (J).
5.6. Conclusions
In this chapter, we explored the physical mechanism responsible for the appearance of
kinks in the self-energy by studying a two-band model with different bandwidths but the
same local charge interactions as well as the Hund’s rule spin exchange. Our study was
facilitated by the very specific properties of systems which exhibit anOSMTwhich allow to
disentangle and control inter-orbital spin- and charge-excitations in a quite direct fashion.
We find that the physical picture developed previously for single-band systems close to
the Mott transition is significantly modified for strong Hund’s rule coupling, due to the
formation of a local spin-1 state close to the OSMP.
As a consequence, a common low-energy scale emerges for the two bands. is common
scale manifests itself through the same kinks in the two self-energies and identical posi-
tions of maxima in the two diagonal spin susceptibilities. Remarkably, these quantities for
the two bands are proportional to each other over a wide frequency range. Hence if the
angle-resolved photoemission spectrum (ARPES) of a real system shows kinks at the same
binding energy8 in bands with different correlation strengths, this suggests that the system
is close to the orbital-selective Mott transition so that J is sufficiently large to lock these
energy scales.
5.6.1. DMFT based interpretation of kinks
e above results also allow to obtain a transparent physical interpretation of kinks in the
self-energy and the effective dispersion9
k + Re(!;k) (5.15)
holding within the frame of the DMFT approximation. ese results allow establish an
unified view on the phenomenon of kinks within DMFT, directly relating to the nature of
the local quasiparticle, i.e. the local Fermi-liquid. To be specific we consider here explicitly
8Note that in the ARPES terminology energies below the Fermi-level are called “binding energies” because
it minimally takes this amount of energy to remove the corresponding electrons from the crystal, i.e., to
raise them above the Fermi-level.
9We consider here only the single-band systems which is is the most fundamental case and facilitates a
physically transparent discussion.
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the single-band case, described by the single-impurity Anderson model
H =
X
k;
kc
y
kck
+
X
k;
Vk
h
dyck + c
y
kd
i
  d
X

dyd
+ Udy"d"d
y
#d# ; (5.16)
where c(y)k; (d
(y)
 ) describes the conduction (impurity) electrons. ehybridization between
the impurity and the conduction degrees of freedom is described by Vk. We restrict our-
selves only to the half-filled case in which one has
d =  U
2
and consider the following ansatz for the (Kondo) singlet ground-state wave function for
the Hamiltonian Eq. (5.16) (Varma and Yafet, Ref. [136]):
j 0i = A
 
1 +
1p
2
X
k;
kd
y
ck;
!
j0i ; (5.17)
where j0i represents the Fermi sea of the non-interacting conduction electrons, i.e.,
j0i =
Y
k;
cyk; jVaki :
Minimizing the energy expectation value
E0 = h 0 jHj 0i
determines the variational parameters A and k. e central result is that the energy E0
is always lower than the energy of the doublet
j i = dy j0i :
e energy difference between E0 and h  jHj i reads
E = h 0 jHj 0i   h  jHj i
=  W
2
exp

  jdj
2(0)V 2

; (5.18)
whereW is the bandwidth of the conduction electrons and (0) their density of states (per
spin direction) at the Fermi-level. e energy difference E < 0 describes the energy
release due to Kondo screening of the doublet j i, i.e., due to the formation of the Kondo
singlet j 0i. e scaleE is identical to the Kondo temperature TK . e central point of
the above discussion is that the Kondo singlet embodies a bound state with the associated
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+ . . .++
Interactions
Figure 5.8.: Illustration of the perturbative expansion (Eq. 5.19) of the state
 N+1k; 
(Ref. [137]).
binding energy TK . In terms of local Fermi-liquid theory, it follows that the formation of
the quasiparticle involves the release this binding energy and the scale of which is simply
the Kondo temperature TK .
Following the discussions of this chapter and Refs. [25, 26] it was shown that the scale of
kinks in the DMFT self-energy and the corresponding effective dispersion (Eq. 5.15) is
simply the Kondo temperature TK . DMFT thus predicts that the scale of kinks in ARPES
experiments represents the binding energy of the local quasiparticle.
Since the above discussion applies to impurity models and thus metallic DMFT solutions
(with self-consistent hybridization function) and because the DMFT is used for finite-
dimensional systems, we propose a straightforward generalization of the above impurity
consideration to the finite-dimensional case on a purely qualitative level to further elabo-
rate on the above physical interpretation of experimentally observed kinks. Wewill mainly
argue in terms of the finite-dimensional analogies to Eqs. (5.17)-(5.18), thereby our pro-
posed idea relies on the predictive power of DMFT.
We start with the quasiparticle wave function (Varma, Nussinov and Saarloos, Ref. [137])
for a finite-dimensional correlated electron system with repulsive interactions (e.g. for the
three-dimensional Hubbard model): N+1k;  = Z1=2k cyk;  N+ 1V 3=2 X
k1;k2;k3
X
1;2;3
k11k22k33c
y
k11
ck22c
y
k33

 k;k1 k2+k3(; 1; 2; 3)
 N+ : : : : (5.19)
Here c(y)k; are the bare particle annihilation (creation) operators of the interacting elec-
tron system comprised of N particles and
 N its Fermi sea. e Kronecker ’s express
momentum and spin conservation while k11k22k33 are model-dependent coefficients.
Equation (5.19) describes the wave function that results from adding an electron in the
state (k; ) to a Fermi-see. e interactions between the added electron and the electrons
which comprise the Fermi sea raise electrons from below the Fermi level to excited states,
thereby generating holes below the Fermi level. is process is constrained by conservation
laws of charge, particle number, momentum as well as spin. e idea behind the pertur-
bative expansion Eq. (5.19) is illustrated in Fig. (5.8). As discussed in Chapter 1 the state N+1k;  is not an eigenstate of the Hamiltonian but decays with a finite lifetime (defined in
Eq. 1.7) with
k !1
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Figure 5.9.: Real part of the self-energy Rei(!) (top) and spin-susceptibility 
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i (!) (bot-
tom) of the degenerate three-band Hubbard model with semi-elliptic DOS. e end of
the linear regime in Rei(!)matches closely with the extrema in Rei(!).
as its energy


 N+1k; jH j N+1k;

approaches the Fermi level. In a similar fashion to the
local Fermi-liquid, the state
 N+1k;  forms spontaneously aer adding an electron with
quantum numbers (k; ) to the Fermi sea, i.e.,
cyk;
 N  !
Interactions
 N+1k;  :
It will thus have a lower energy than the state cyk;
 N, i.e.,
(E)k; =


 N+1k; jH j N+1k;
  D N ck;H cyk; NE < 0 : (5.20)
In an analogous sense to Eq. (5.18), the quasiparticle Eq. (5.19) can thus also be considered
a bound state.
In the light of the analogy between the approximate, i.e., local description of the Fermi-
liquid within DMFT and the actual quasiparticle Eq. (5.19) one obtains a very generic and
simple physical picture of kinks observed in ARPES experiments: As the system is excited
by photons of increasing energy ! the excited quasiparticles attain increasingly more ener-
getic states and initially, i.e., for low excitation energies, the quasiparticle picture will stay
essentially valid. However, if the photon energy exceeds the binding or “cohesive” energy
(E)k; the (heavy) quasiparticle will (partially) break down. is internal scale of the
quasiparticle is marked by a kink in the effective dispersion at the energy' (E)k;. We
stress that the quasiparticle picture is thus not valid above the kink energy.
Finally, we present here data for the self-energy and dynamical spin-susceptibility of the
particle-hole symmetric three-band Hubbard model with degenerate semi-elliptic densi-
ties of states within DMFT.e spectral densities for this model were already presented in
Chapter 4.5. We note that the three-band Hubbard model possesses significantly more lo-
cal degrees of freedom than the comparably simple two-bandmodel studied in this chapter
which will come into play in the non-degenerate case, i.e., for different densities of states
and/or different band fillings. For this reason and because of the enormous numerical cost
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of such calculations, the following spectra should be considered merely as an outlook for
future work. We present the data for Rei(!) and 
sp
i (!) in Fig. (5.9). e main result
is that the end of the linear regime in Rei(!) is approximately indicated by the extrema
in the spin-susceptibility. is is analogous to the single-band Hubbard model so that the
above discussion also applies to the present case.
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6. Orbital-selective Mott phase from a
two-particle perspective
6.1. Introduction
is chapter is based on Ref. [138], extending the study of the previous chapter to address
the metallic properties of the two-band Hubbard model well within the orbital-selective
Mott phase (OSMP). Here we investigate how the Hund’s rule coupling changes the quali-
tative aspects of such metallic systems in the sense that they can no longer be described by
Fermi-liquid theory. e concept of the OSMPwas first introduced to explain the metallic
properties of Ca2 xSrxRuO4 [13] and describes cases inwhich certain bands becomeMott-
insulatingwhile the electrons of the remaining bands stay itinerant and need not be close to
localization. As such, the phase provides an interesting chimera between a metal andMott
insulator, making it an important target for model-based studies [33, 34, 35, 36, 37, 38].
Besides that, the phase received significant attention from materials centered viewpoints.
Here the manganite compound La1 xSrxMnO3 with its localized/metallic t2g/eg electrons
is seen as one of the prototypical realizations of the phase as noted by Georges, de’ Medici
andMravlje in Ref. [139]. Other examples are FeO andCoO under pressure [140, 141] and
V2O3 [142, 143]. Of particular interest is the recent observation ofOSMPs in iron selenides
like AxFe2 ySe2 (A=K, Rb) [14, 15] and FeSe0:42Te0:58 [144], indicating the relevance of
“orbital-selective physics” inmicroscopicmodels for the pnictides/selenides [14, 145, 146].
In view of this recently revived interest in the phase we will in this chapter systematically
explore the low-energy physics of the OSMP in its most basic and direct form, i.e., the
two-band Hubbard model with vanishing inter-orbital hybridization and different non-
interacting densities of states (DOS) solvedwithinDynamicalMean-Fieldeory (DMFT)
[123, 35]. As in the previous chapter we utilize the NRG as an impurity solver.
6.2. Model Hamiltonian
Since the NRG allows to study the physics at vanishing energies and enables access to
dynamical two-particle quantities, we investigate here a regime and quantities which are
especially hard to reach with conventional methods, i.e., Quantum Monte Carlo (QMC)
methods, hereby complementing the significant body of results for that system. is allows
us to investigate the question of the stability of the phase at T = 0 and fully characterize
its known non-Fermi-liquid properties (Biermann, de’ Medici and Georges [123]).
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Figure 6.1.:esingle-particle quantities, i.e., spectral functions (a) and self-energies (b,c),
in the OSMP appear qualitatively identical to the single-band Hubbard model in the
metallic resp. insulating phase. Note that A2(0) is pinned to its non-interacting value.
e parameters for (a-c) are given in (c).
Following the above discussion, we consider interacting electrons described by the two-
band Hubbard model introduced in Eq. (5.1). e Hamiltonian consists of two Hubbard
models which are locally coupled on each site i exclusively by HJ through the spin- and
charge-channel, i.e., the Hund’s rule coupling J and the interorbital repulsion U1. Due
to the absence of interorbital hopping, the system exhibits band-diagonal single-particle
Green functionsGi(!) and self-energies i(!) whereas only two-particle (and higher or-
der) spectra attain general matrix form (see Chapter 5.2 for details). As we will show in the
following, these higher Green functions become especially important to characterize the
ground state properties of Eq. (5.1) in the OSMP and to address the question of its stability
[123, 35].
As in the previous chapter we will treat U1 and J as independent variables accounting for
the different type of processes they induce: U1 is a density-density type interaction while
J couples spin degrees-of-freedom. Our final results however also apply e.g. to the case
U1 = U   2J valid for d electrons. Half-filling and a fixed bandwidth ratioW2=W1 = 2
is assumed throughout.
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Figure 6.2.: Spin-susceptibilities in the OSMP (same parameters as Fig. 6.1) for large (a)
and vanishing frequencies (b). Note that the susceptibilities becomedivergent for! ! 0.
Note that the low-frequency cutoff for the spectra in this calculation is !c ' 10 8W1.
6.3. Qualitative results
Within the OSMP we calculate the single-particle spectral functions
Ai(!) =  1=ImGi(!) ;
self-energies i(!) and spin-susceptibilities

sp
i;j(!) =  1=Im hhSz;i; Sz;jii! ;
setting (spi;i  spi ). As exemplified in Fig. (6.1a) the spectral functionsAi(!) in theOSMP
behave qualitatively like two separateHubbardmodels in themetallic resp. Mott insulating
state [128] despite the significantly different form of the interaction in Eq. (5.1). A similar
behavior to the single-band Hubbard model is also observed in the self-energies i(!)
shown in Figs. (6.1b,c). In further analogy to Ref. [128], our NRG results yield
Im2(0) = 0
and thus a pinned metallic spectral function A2(!).
e analogy to the single-bandHubbardmodel, however, immediately breaks down for the
spin-susceptibilities depicted in Fig. (6.2). ey exhibit a fundamentally different behavior
in that they all show one dominating low-frequency response around! = 0. is behavior
is absent in the single-band Hubbard model in the metallic as well as the Mott insulating
phase and represents a true multi-band effect induced byHJ .
We analyze the central response of spi;j(!) in more detail in Fig. (6.2b) by presenting a
highly magnified view into its low-frequency behavior, exploiting the exponentially in-
creasing frequency resolution for ! ! 0 intrinsic to the NRG.e data provide numerical
evidence that the susceptibilities become divergent at ! = 0 which is strongly indicative
of quantum criticality, i.e., an instability of the OSMP.
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Since this striking behavior can only stem from the coupling part HJ of the Hamilto-
nian, it is instructive to further specify whether it originates from the Hund’s rule cou-
pling J and/or the interorbital repulsion U1. is is easily realized by comparing the spin-
susceptibilities for the general case J 6= 0, U1 6= 0 with J = 0, U1 6= 0 and J 6= 0,
U1 = 0.
For J = 0, U1 6= 0 the susceptibilities shown in Fig. (6.3b) behave qualitatively identical
to two decoupled Hubbard models in the metallic/Mott-insulating phase, marked by finite
peaks in sp2 (!) at ! = !0 and a spin-gap in sp1 (!). In that sense the system can be seen
as a superposition between a Mott-insulator (band 1) and a Fermi-liquid (band 2). e
gaps in A1(!) and 
sp
1 (!) imply that the Mott-localized spins of the insulating band are
decoupled from the rest of the system for small excitation energies. In further analogy to
two decoupledHubbardmodels, the off-diagonal susceptibilitysp12(!) vanishes identically
as follows directly from its equation of motion, using
[Sz;1; HJ ] =  [Sz;2; HJ ] = J(S+1 S 2   S+2 S 1 ) :
In contrast, for J 6= 0 and U1 = 0 one again obtains divergent susceptibilities and the
system can no longer be seen as a superposition between a metal and a Fermi-liquid. is
implies that the underlying processes responsible for the divergence stem from J and the
eventual presence ofU1merelymodifies quantitative aspects of the spin-response, but does
not introduce the characteristic divergence. We will thus restrict ourselves in the following
to the case J 6= 0,U1 = 0. However, our final results will be explicitly tested on the general
case, i.e., for nonzero U1 and J .
6.4. Minimal model
To investigate the numerically diverging behavior of the susceptibilities in Figs. (6.2) and
(6.3d), it is useful to consider a minimal model-description of the low-lying spin degrees-
of-freedom in the OSMP. To achieve this, we first investigate whether the behavior is
induced by the DMFT self-consistency or is a property of a more general class of two-
impurity Anderson models (TIAM) [117, 118] which share the characteristic feature of
the OSMP, namely the localization of one of the two impurity spins. is property is due
to the gap in the Mott-insulating band, implying a gap in the corresponding hybridization
function1(!). Apart from that the specific !-dependence of the hybridization functions
i(!)will then only affect quantitative aspects of the system. Tomodel such a situation we
consider the TIAM defined by the following hybridization functions (negative imaginary
parts):
1(!) = 0 [1  (0  Gap)(jd0j   !)] (6.1)
2(!) = 0 ; (6.2)
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Figure 6.3.: Comparison between the cases J = 0, U1 6= 0 (a, b) and J 6= 0, U1 = 0 (c, d).
e parameters for (a) and (b) are given in (c) resp. (d).
where we choose for the width of the (pseudo)gap d0 = 2:50 (see inset Fig. 6.4[a]). Other
realizations for the basic form of Eqs. (6.1, 6.2) were verified to yield the same results. is
system allows to describe the continuous evolution of the standard TIAM (Gap = 0) into
a fully gapped situation (Gap = 0) and represents a highly reduced abstraction of the
OSMP within DMFT.
We characterize the low-energy behavior of the spin-susceptibilities through the charac-
teristic energy-scales of spin-fluctuations !spi;j defined by the extrema of 
sp
i;j(!) and the
corresponding peak-amplitude maxi;j  spi;j(!spi:j) as a function of   0=Gap, i.e., the
strength of the pseudogap in 1(!). e corresponding results are shown in Fig. (6.4).
Both quantities exhibit a marked exponential dependence on the strength of the pseudo-
gap described by . Since the quantities !spi describe the low-energy scales of the TIAM
(FL coherence scales), we can draw two important conclusions about the system: (i) the
scales !spi of both “bands” vanish exponentially with the opening of a gap in only one of
the two hybridization functions, and (ii) this is associated with an exponential increase
of the corresponding peak amplitudes maxi . Both observations suggest that for  = 1
the system exhibits a vanishing low-energy scale and diverging spin-susceptibilities, i.e.,
!
sp
i ! 0+ and spi (0+)!1.
In Fig. (6.5) we plot Im1(!), Ai(!) and 
sp
ij (!) for the fully gapped case, i.e.,  = 1.
From a qualitative perspective these quantities exhibit a remarkable resemblance to the
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Figure 6.4.: Exponential decay of the quasiparticle coherence scale !spi as a function of the
pseudogap strength   0=Gap (a), and (b) the corresponding amplitude maxi of the
spin-susceptibilities. e inset in (a) shows the hybridization functions Eqs. (6.1) and
(6.2). Energies are expressed in terms of the energy unit0.
corresponding DMFT results in the OSMP shown in Figs. (6.1) and (6.3), including di-
verging spin-susceptibilities. Other choices regarding the interorbital interactions J , U1
(not shown) lead to the same qualitative behavior. e only critical ingredients are the
presence of the central gap in1(!) and a nonvanishing Hund’s rule coupling J .
e behavior of spij (!) is naturally explained within the Kondo-limit of the TIAM, i.e.,
through [118, 117]:
H =
X
k;;m
k;mnkm + J1s1  S1 + J2s2  S2   JS1  S2: (6.3)
In this expression Sm describes the spin degrees-of-freedom of the impurity orbitalm =
1; 2; sm is the spin of the corresponding electron bath at the impurity site. e antiferro-
magnetic coupling strength between Sm and sm is given by Jm > 0; the ferromagnetic
coupling due to the Hund’s rule coupling in Eq. (5.1) reduces to the term JS1  S2.
By exclusively concentrating on the low-lying excitations, i.e., spin-fluctuations, the model
(6.3) facilitates an especially transparent analysis of the low-energy behavior of spij (!) as a
function of : e formation of the central gap in1(!), i.e., !1 is reflected by a van-
ishing antiferromagnetic coupling J1 / Gap between the spin S1 and its corresponding
bath. Since the spins interact ferromagnetically the system will then minimize its energy
by forming a composite spin-1 object (triplet) S = S1 + S2 for any nonzero J > 0. is
composite spin-1 is coupled to the electrons from bath 2(!) but decoupled from bath
1(!), i.e., it is only partially screened. is basic low-energy behavior also occurs in the
corresponding DMFT solution because the gap in the self-consistent bath 1(!) implies
that the spins from the insulating band A1(!) are only coupled to the rest of the system
through the Hund’s rule coupling. In analogy to the above case, the energy is minimized
through triplet formation between the spin-degrees-of-freedom of band 1 and 2.
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Figure 6.5.: Spectral functionsAi(!) (a), insulating self-energy Im1(!) (b), metallic self-
energy Im2(!) (c) and spin-susceptibilities 
sp
i;j(!) (d) for the fully gapped TIAM, i.e.,
for  = 1. e quantities possess all qualitative features of the self-consistent DMFT
results in the OSMP shown Figs. (6.1) and (6.2). Note the peculiar form of Im2(!)
typical for singular Fermi-liquids.
In both cases (gapped TIAM/OSMP in DMFT) this situation is described by an under-
screened spin-1 Kondo-type model (Nozieres, and Blandin, Ref. [147]; also see appendix
E)which is distinguished by its intrinsic instability towards ferromagnetism. is quantum
critical behaviormanifests itself through divergent spin-susceptibilities [148, 149, 150], i.e.,
the density of states for magnetic excitations becomes infinite at at ! = 0. In contrast to
a standard (local) FL, the metallic properties of such underscreened models are character-
ized by a vanishing coherence scale and are referred to as a “singular Fermi-liquids” (SFL)
[137, 151]. e metallic self-energy of SFLs is described by the following low frequency
form [150]
ImSFL(!) = a1 log
 2 j!=bj+O(log 4 j!=bj) (6.4)
contrasting the !2 behavior of standard Fermi-liquids.
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Figure 6.6.: Representative low-energy behavior of themetallic self-energy Im2(!) in the
OSMP (a) and the corresponding fits to the SFL expression Eq. (6.4). Note the contrast
to the case J = 0 in (b); here Im2(!) is described by a Fermi-liquid, i.e., by quadratic
low-! asymptotics.
Equation (6.4) allows to explicitly verify the SFLproperties of the fullDMFT solution (U , J ,
U1). In Fig. (6.6)a we fit Eq. (6.4) to the metallic self-energy 2(!) of the DMFT solution,
directly elucidating the SFL character of the OSMP.
6.5. Interpretation of the instability
Within DMFT eachMott-localized orbital carries the considerable entropy of log 2 per lat-
tice site. e system then generally chooses to eliminate this entropy by antiferromagnetic
ordering (provided it is allowed by the lattice symmetry). is tendency towards antiferro-
magnetism is generic for Mott-localized orbitals and applies to selectively Mott-insulating
orbitals [152, 139] as well and it is only quantitatively modified by an eventual presence
of a spin-spin term in the interaction. We note that the possibility of such a symmetry
broken ground state has to be explicitly offered to the system and does not show up as a
divergent susceptibility within single-site DMFT. For (J 6= 0) we revealed the presence of
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an additional criticality towards ferromagnetic ordering (leading to spin-polarized Green
functions G"(!) 6= G#(!)) which competes with the aforementioned antiferromagnetic
ordering. Since it is an intrinsic property within single-site DMFT it directly shows up
through divergent susceptibilities. We note that in both cases the symmetry broken state
has to be offered explicitly to the system in a static mean-field like fashion which is not the
focus of the current study. For example, to obtain ferromagnetism one would have to add
an infinitesimal symmetry breaking magnetic field leading to spin-polarized Green func-
tions. e ultimate fate of the system is determined by the ground state with the lowest
energy and whether for example frustration prohibits antiferromagnetism.
6.6. Conclusions
In summary, the above study reveals the SFL nature of the metallic state of the two-band
Hubbard model in the OSMP. We directly investigated its quantum critical properties and
the instability towards ferromagnetism [123] by means of the effective minimal model
(Eq. 6.3), i.e., by exclusively concentrating on the low-lying spin degrees of freedom of
the system within the DMFT approximation.
e possibility of such a magnetic instability of the OSMP at T = 0 was first conjectured
aer approximating the original lattice model in the OSMP through a double-exchange
Hamiltonian [123]. e instability is thus not exclusively introduced by theDMFT approx-
imation. Within DMFT the criticality towards ferromagnetism is induced by any non-zero
Hund’s rule coupling J as follows from the general properties of the underlying impurity
model and is thus only quantitatively modified by specifics of the non-interacting DOS.
e obtained one-to-one correspondence between the OSMP and a ferromagnetic insta-
bility thus casts doubt on the existence of a pure OSMP at T = 0 also in more realistic
multi-band Hubbard models and real systems. In general systems a non-vanishing inter-
band hybridization is to be expected, replacing the OSMP with a Fermi-liquid with a low
coherence scale depending on the inter-band hybridization strength. Such systems will ex-
hibit an orbital-selective Mott transition (OSMT) upon increasing temperature which has
been observed/confirmed experimentally in the iron selenide RbxFe2 ySe2 [14, 15]. e
studied form of the OSMP can thus be seen as the limiting case of systems of vanishing
inter-band hybridization and marked orbital differentiation (“selective Mottness” [145]),
providing an important starting point for the description of iron-based superconductors
like RbxFe2 ySe2.
6.7. Temperature-induced OSMPs
Although the instability of the OSMP obtained above rules out the possibility of a purely
interaction-driven orbital-selective Mott transition at T = 0, there still remains the strong
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experimental observation of OSMPs in several selenide superconductors [14, 15] upon in-
creasing temperature. Such selenide systems are distinguished by a strong orbital selectiv-
ity/differentiation [139], i.e., strongly differing U=Wi values while still remaining metal-
lic systems. e orbital selectivity manifests itself in particular through highly orbital-
dependent mass renormalizationsmi =me and is thus very similar to the situation close to
the orbital-selective Mott transition considered in Chapter 5. Taking the mass renormal-
ization as a rough measure for the band-resolved correlation strength, it follows that some
bands can be considered strongly correlated while the remaining bands are only moder-
ately renormalized [14, 15]. Owing to this significantly stronger correlation strength1 the
lifetimes of quasiparticles in the more strongly correlated bands are in general much more
susceptible to increasing temperature than for the weakly/moderately renormalized bands.
Within this simple physical picture it follows that a system will exhibit typical metallic be-
havior at low temperatures because several orbitals are present near the Fermi level EF .
If the temperature is sufficiently raised, the more strongly correlated bands will become
strongly depleted aroundEF while the weakly/moderately correlated band remain largely
unaffected and thus behave essentially temperature independent. Such behavior was di-
rectly observed in ARPES studies [14] on the selenide compound AxFe2 ySe2 (A=K, Rb).
e validity of these results were verified in bulk-sensitive experiments on RbxFe2 ySe2
[15].
We present the corresponding experimental data [14] obtained using ARPES in Fig. (6.9a).
e plot shows the band resolved spectral weight integrated around the Fermi level as a
function of the temperature: At low temperatures the compound exhibitsmetallic behavior
due to contributions of spectral weight from all three t2g orbitals (dxy, dxz and dyz) near
the Fermi level the other two d orbitals are only of minor importance in the current system
[15]. Raising the temperature depletes predominantly the spectral weight of the dxy band
close toEF while the dxz/dyz bands remain largely unaffected by T and thus stay metallic.
e experimental system can thus be interpreted to undergo an (incomplete) crossover to
an OSMP.
6.7.1. Minimal model for the temperature induced OSMP
With our implementation of the two-bandHubbardmodel withinDMFT aminimalmodel
for temperature induced OSMPs can easily be realized. We note that the above scenario
corresponds to the situation close to the OSMP (at T = 0) described in Chapter 5. Since
both bands of the studied system are metallic but possess vastly different mass renormal-
izations, it is clear that the system represents the simplest realization for the above scenario
of strong orbital differentiation. Our particular aim is to reproduce the experimental data
from Ref. [14] in a qualitative fashion and to show that the experimentally observed be-
havior can indeed be expected in such strongly orbitally differentiated systems close to
1We adhere to a somewhat traditional definition of the correlation strength which is perfectly suitable for
our present purpose. A more refined approach to the quantification of correlation strength based on
quantum information can be found if Ref. [153].
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Figure 6.7.: Temperature dependent evolution of the spectral functions A1(!) and A2(!)
of the two-band Hubbard model close to the (interaction-induced) OSMT. e narrow
and is highly susceptible of the effects of increasing T while the wide band remains ba-
sically unaffected. Note that this is,strictly speaking, not a crossover to a selectively in-
sulating state but rather a bad metallic state.
the OSMP. We perform the corresponding finite-temperature calculation using the FDM-
NRG (see Chapter 3.4). is enables access to finite, yet low temperatures. Again we con-
sider semi-elliptic densities of states with bandwidthsW2 = 2W1 and concentrate in par-
ticular on the total spectral density
A(!;k; T ) =
2X
m=1
Ai(!;k; T )
=   1

2X
m=1
Im

1
!   m;k   em   m(!; T )

(6.5)
which is the primary quantity obtained by ARPES measurements. To identify the two
bands in the spectral densitymore easily we slightly dope the system away fromhalf-filling,
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Figure 6.8.: Total spectral densityA(!;k; T ) of the two-band model. As the temperature
is increased, the contributions from themore strongly renormalized band vanishes while
less correlated band remains largely unaffected. is can be interpreted as an incomplete
OSMT. Note that the bands cross the Fermi-level at different energies k=W1 because the
system is not particle-hole symmetric.
i.e.,
n1 '0:989
n2 '1:044
by adjusting the on-site energies2 e1 and e2. Note that this does not affect the qualitative
aspects of the discussed physics, but merely aids the plotting of our results.
We present the temperature-dependent spectral functionsAi(!; T ) (i = 1; 2) in Fig. (6.7).
e spectral function A1(!; T ) exhibits a marked temperature-dependence and its spec-
tral weight around the Fermi-level is depleted significantly depleted upon increasing T .
is is contrasted by the spectral function A2(!; T ) which remains essentially unaffected.
e peak height of A1(0; T ) decreases3 by a factor of ' 3 already for the comparably low
temperature T = 0:012W1. We note that this behavior is not a OSMT in the strict sense,
but a crossover to a orbitally-selective bad-metallic state. In Fig. (6.8) we present the cor-
responding spectral density Eq. (6.5). Here the orbital-selective depletion can appears to
be much more pronounced: While the contributions stemming from A1(!;k; T ) around
the Fermi-level almost disappear completely, the density from A2(!;k; T ) stays almost
unaffected. Fig. (6.8) thus reproduces the ARPES experiment Ref. [14] on a qualitative
level.
In analogy to the experimental data from Ref. [14] we investigate the temperature depen-
dence of the band-resolved integrated spectral weights of the spectral functions Ai(!; T )
(i = 1; 2) around the Fermi-level
ni(T ) =
 +!0
 !0
d! Ai(!; T ) ; (6.6)
2Here we keep the filling constant which yields slightly temperature-dependent on-site energies. However,
the effect is too small to be seen in Fig. (6.8).
3Compare Fig. (6.7a) and Fig. (6.7c)
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Figure 6.9.: Comparison of the (normalized) orbitally resolved spectral weight around the
Fermi-level ni(T )=ni(T0) between the experiment [14] (a) and our model calculation
(b). e data for (a) is extracted from Ref. [14], Fig. (3e).
where the (uncritical) integration bound is taken4 to be !0 = 0:02W1. e data corre-
sponding to Eq. (6.6) is plotted in Fig. (6.8b). We obtain very good qualitative agreement
with the corresponding experimental data Fig. (6.8a).
In conclusion it follows that our model indeed provides a minimal multi-band model for
the temperature-dependent crossover to an orbitally-selective bad-metallic state, where
the more strongly renormalized electrons react much more susceptible to changes in tem-
perature while the remaining bands remain largely unaffected. Our model calculations
indeed capture the qualitative effects of the behavior seen in the ARPES experiment [14]
on the selenide compound AxFe2 ySe2 (A=K, Rb). Finally we stress that the density plot
Fig. (6.8b) is somewhat biased towards indicating an OSMT although the (local) spectral
function A2(!; T ) in Fig. (6.7b) still possesses significant weight around the Fermi-level.
is problem is aggravated since spectral densities obtained by ARPES feature a significant
background noise which has to be subtracted from the data so that the detection of a strict
OSMT using ARPES becomes a difficult task.
4Other values of !0 yield the same qualitative results.
107 107

7. Conclusion and outlook
e physics of orbital selective metallic systems represents an especially active direction in
the field of strongly correlated electron systems. ese efforts are sparked in particular by
the enormous recent interest in iron-based superconductors from experimental as well as
theoretical viewpoints. Several challenges add to the significant difficulty to theoretically
describe and understand such systems:
1. ey are oen strongly correlated and therefore perturbative schemes cannot be ap-
plied in a reliable fashion.
2. eir multi-band nature leads to a dramatic increase in complexity compared to the
single-band Hubbard model.
3. As strongly correlated metallic systems, they oen possess a small coherence scale,
so that the theoretical investigation of their metallic properties requires access to
very low energies and temperatures.
4. As a result of theirmulti-bandnature the interaction acts not only through the charge
but also the spin-channel, due to Hund’s rule coupling J .
5. e effective bandstructure oen exhibits pronounced orbital-selectivity, i.e., corre-
lation effects like the mass enhancement or the electronic lifetime become strongly
band-dependent.
To emphasize the importance of the Hund’s rule coupling in this broad range of materials,
they are oen classified as “Hund’s metals” [154], i.e., strongly correlated, itinerant systems
in which Hund’s rule coupling is of essential importance for strong correlations.
In this work we concentrated on the metallic properties of such orbital selective metallic
systems from amodel-based viewpoint. To this end, we considered the two-bandHubbard
model within Dynamical Mean-Fieldeory (DMFT) using the Numerical Renormaliza-
tion Group (NRG) as an impurity solver. is method allows one to address the above
points with very high accuracy especially at low energies, i.e., the decisive energy region
for Hund’s metals. Our primary focus concerned the effect of Hund’s rule coupling J in
metallic systems with a pronounced orbital selectivity.
In Chapter 5 we studied the low-energy properties of the two-band Hubbard close to the
orbital-selectiveMott phase (OSMP)withinDMFT-NRG.e system is described byFermi-
liquid theory but exhibits a common low-energy scale as soon as theHund’s ruleJ becomes
sufficiently strong. is common low-energy scale applies to both bands irrespective of
their different U=Wi ratios. We found that the scale coincides with the energy scale of
the kinks in the real parts of the self-energies Rem(!). e emergence of this common
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low-energy scale marks a fundamental departure from the much simpler single-band case
or the two-band model in which only charge-charge interactions are taken into account.
We thus showed that Hund’s rule coupling does indeed introduce qualitatively new aspects
and complexity into the physics of correlated systems.
Our particular focus concerned the study of kinks, i.e., the abrupt changes in the electronic
dispersion in multi-band systems. Here Hund’s rule coupling enabled control over the
interorbital spin-spin interactionwhich allowed us to directly identify the scale of the kinks
with the scale of spin fluctuations, i.e. the Kondo scale, in the more general context of
multi-band systems. is led to an interpretation of the kink scale within DMFT as the
binding energy of the local quasiparticle (Chapter 5.6.1). Our results were obtained by
analyzing the the DMFT solution from a viewpoint based on impurity physics. Similar
effective models can be used to analyze other phenomena observed in DMFT.
In Chapter 6 we studied the effect of Hund’s rule coupling in the OSMP. Here, even vanish-
ingly small values of J were shown to have a pronounced effect due to quantum criticality,
i.e., by destabilizing the paramagnetic phase towards ferromagnetism. is instability adds
to the antiferromagnetic instability of Mott insulators within DMFT which is also seen in
the single-band case. In Section 6.7 we showed how the increase of temperature can in-
duce the crossover from an orbital-selective Fermi-liquid to anOSMP bymeans of amodel
calculation. is behavior has been observed experimentally in the iron-based supercon-
ductor AxFe2 ySe2 (A=K, Rb) [15].
e qualitatively different physics of multi-band Hubbard models, as compared to the
single-band case, can be traced to the fact that the local Coulomb interaction acts not
only through the charge but also the spin-channel. We were able to show that Hund’s
rule coupling attains an outstanding role over charge-charge interactions like the interor-
bital repulsion U1 or the on-site interaction U . erefore the traditional quantitative mea-
sure for the correlation strength of local interaction over bandwidth, U=W , is no longer
a good indicator for strong correlations. is is seen also in many iron-based supercon-
ductors, which provide a prominent and important example of Hund’s metals: On one
hand, they are increasingly considered [139] to be strongly correlated because they exhibit
typical strongly correlated behavior like a small coherence scale and a significant mass en-
hancement. On the other hand these compounds possess only a moderate density-density
interaction strength U which would traditionally indicate only a moderately correlated
system. e further development and application of quantitative measures for the corre-
lation strength [153] becomes therefore a necessity because the traditionally used U=W
ratio clearly fails to include the various aspects of the multi-band interaction.
As an outlook, it will be an important step to extend impurity solvers based on the renor-
malization group to the three-band case and incorporate them into material-specific cal-
culations. is provides the required high resolution at low energies and very low tem-
peratures which are hard to reach with quantum Monte Carlo methods. In Chapter 4 we
took a first step to address this challenge by developing a DMRG-based impurity solver
which already allows one to treat three-band models within DMFT. However, the numer-
ical costs in the three-band case are currently very high. Possible future perspectives in-
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clude the kernel polynomial expansion [155] and a variational principle [98] which yields
dynamical correlation functions. But also the single-bandHubbardmodel requires further
study. here, the microscopic origin of the resonances in the Hubbard bands (Fig. 4.13) are
largely unknown. is requires further investigations for which we already developed the
appropriate machinery in Chapter 4.
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Appendix A.
Logarithmic discretization
e key ingredient in the employed renormalization methods (NRG, DMRG) to solve the
impurity problem is the logarithmic discretization of the hybridization function1
(!) =
X
k
jVkj2
!   k :
is process ultimately leads to the effective chain Hamiltonians amenable to the NRG
(DMRG). Here we follow the general outline of the derivation presented by Bulla [156, 68,
80], Hofstetter [77] and Sindel [157].
To be specific, we consider here the single level Anderson impurity model (SIAM) with the
following general Hamiltonian
HImp = HLoc +
X
k;
kc
y
k;ck;| {z }
HBath
+
X
k;
Vk

dyck; + c
y
k;d

| {z }
HHyb
: (A.1)
We note that the application to multichannel models with diagonal hybridization matrix
(!) follows from the straightforward generalization of the steps presented the following
treatment.
e system consists of three terms, the conduction term HBath, the coupling term HHyb
between the local electronic degrees-of-freedom d(y) and the conduction electrons c
(y)
k;
and the local partHImp can be kept general in the following consideration.
To proceed with the transformation of Eq. (A.1) onto the effective chain Hamiltonian, we
replace the discrete k-sums in Eq. (A.1) with a continuous energy representation. Intro-
ducing a one-dimensional (isotropic) energy representation for the conduction band, we
1Without loss of generality, we assume that the hybridization function is nonzero only within the interval
[ D;D]. Since D is the natural energy scale of the conduction-band, we use D = 1 as energy unit.
Consequently the energy-dependent density of states (DOS) of the conduction band() =
P
k ( k)
has finite support only for jj  1.
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Figure A.1.: Schematic illustration of the mapping to theWilson chain. e hybridization
termHHyb =
P
k; Vk

dyck; + c
y
k;d

can be represented by means of a “star geom-
etry” where the impurity degrees of freedom couple to the bath sites as exemplified in
the in the top le figure. e star geometry then is mapped into the equivalent Wilson
chain. In terms of Hamiltonian matrices the corresponding procedure is illustrated in
the bottom figure. Note that the mapping does not affect the local Hamiltonian HLoc
indicated by the orange rectangle.
obtain (c.f. Bulla, Pruschke and Hewson [80]
HBath =
X

 1
 1
d g()cy;c; (A.2)
HHyb =
X

 1
 1
d h()
 
dyc; + c
y
;d

; (A.3)
where we introduced the generalized dispersion g() and hybridization function h(). e
new (continuous) electronic degrees-of-freedom fulfill the canonical anticommutator rules
fcy;; c0;0g = ;0(   0). To reproduce the same action on the impurity degrees-of-
freedom the functions g and h have to fulfill [80]
(!) = 
dg 1(!)
d!
h[g 1(!)]2 ; (A.4)
where g 1(!) is the inverse of g(!).
Using the energy representation [Eqs. (A.2) and (A.3)] the system (A.1) can now con-
veniently be cast into a logarithmically discretized form. To this end we introduce the
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discretization parameter2  > 1 and the corresponding discretization points
xn =  n n = 0; 1; :::
to split the conduction bandwidth [ 1; 1] into subintervals of exponentially decreasing
width dn = xn   xn+1. Within each interval Im = [ n; n 1] we now set up a
(complete) Fourier series
 n;l() =
(q
1
dn
ei!nl  2 In
0 otherwise
;
where
!n =
2
dn
is the characteristic frequency of the n-th interval and l an integer index ranging from 1
to1. We now express the conduction electron operators c; in the new basis
c; =
X
n;l
 
a+n;l; 
+
n;l() + a
 
n;l; 
 
n;l()

; (A.5)
where the new operators an;l; are defined by
an;l; =
 1
 1
d  n;l()c; :
Concentrating on the hybridization termHHyb we thus obtain
HHyb =
X

 1
 1
d h()
 
dyc; + h:c:

(A.6)
=
X
;n;l
 1
 1
d h()
 
dya
+
n;l; 
+
n;l() + d
y
a
 
n;l; 
 
n;l()

+ h:c:

(A.7)
=
X
;n;l

dy

a+n;l;
 xn
xn+1
d h() +n;l() + a
 
n;l;
  xn+1
 xn
d h() -n;l()

+ h:c:

(A.8)
Taking the generalized hybridization function to be constant (e.g. = h) within each of the
intervals In gives
In
d h() n;l() =
p
dnh0;l : (A.9)
2Note that the limit  ! 1 restores the continuum limit. In practical calculation one usually takes  =
1:5  3
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Such a form of h() yields a crucial simplification because it ensures that the impurity
orbital only couples to the l = 0 components of the conduction degrees-of-freedom, i.e.,
to s-waves only [77]. We utilize this property following the proposal of Bulla, Pruschke
and Hewson [80] by taking the generalized hybridization function h() to be piecewise
constant, i.e.,
h() = hn  2 In ;
where we choose the values hn as the averaged hybridization function (!) within each
interval In :
hn =
s
1
dn

In
d
1

(): (A.10)
Note that choice does not lead to additional approximations because we can shi the re-
maining -dependence into g(), still fulfilling Eq. (A.4). Using Eq. (A.9), the hybridization
term (A.8) becomes
HHyb =
X
;n
h
dy

a+n;l=0;
p
dnh
+
n + a
 
n;l=0;
p
dnh
 
n

+ h:c:
i
:
Finally we introduce n =
q
In
d() and the new fermionic operator
f0; =
1p
0
X
n

+n a
+
n; + 
 
n a
 
n;

(A.11)
with the normalization
0 =
X
n
h 
+n
2
+
 
 n
2i
=
 1
 1
d() :
e hybridization termHHyb is thus simplified substantially:
HHyb =
r
0

X


dyf0; + h:c:

: (A.12)
ekey feature of Eq. (A.12) is that the impurity orbitald only couples to a single fermionic
degree-of-freedom instead of infinitelymany as in the original systemdescribed byEqs. (A.1)
and (A.6), respectively. Note that the fermionic operator f (y)0; represents the fist bath site
of the Wilson chain (see Fig. A.1) and that the prefactor is usually denoted V 
q
0

.
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In the next step we apply Eq. (A.5) to the conduction band termHBath and obtain
HBath =
X

 1
 1
d g()cy;c;
=
X
;n;l;l0
 1
 1
d g()

a+n;l;
y 
 +n;l()
?
a+n;l0; 
+
n;l0()+

a n;l;
y 
  n;l()
?
a n;l0; 
 
n;l0()

(A.13)
Restricting to the l = l0 = 0 term and dropping the angular momentum index l in the
operators an;l; yields the following approximation
HBath =
X
n;
h
+n

a+n;
y
a+n; + 
 
n

a n;
y
a n;
i
; (A.14)
where n = 1=dn

In
d g(). To justify the approximation leading to Eq. (A.14) Wilson
showed in Ref. [39] that the higher terms (l; l0) 6= (0; 0) in Eq. (A.13) vanish in the limit
! 1 and that the approximation still yields a very good description of the bath degrees of
freedom form  = 2. Note that the approximation yields adequate results even for higher
values of , e.g.,  = 3 (see for example Krishna-murthy, Wilkins and Wilson, Ref. [40]).
e final step is to map the discretized Hamiltonian onto a chain Hamiltonian using a
unitary transformation:X
n;
h
+n

a+n;
y
a+n; + 
 
n

a n;
y
a n;
i
!
X
n;

nf
y
n;fn; + tn(f
y
n;fn+1; + hc:)

:
(A.15)
e operators f (y)n are the new fermionic degrees of freedom generated by the transforma-
tion and n (tn) describe the corresponding on-site energies (hopping amplitudes) of the
obtained Wilson chain. We write the unitary transformation in the following form
fn; =
X
m
(un;ma
+
m; + vn;ma
 
m;) (A.16)
with real coefficients un;m and vn;m. e inverse transformation reads
a+n; =
X
m
um;nfm; (A.17)
a n; =
X
m
vm;nfm; : (A.18)
e coefficients un;m and vn;m are determined recursively by a Lanczos tridiagonalization.
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To this endwe compare Eq. (A.16)with Eq. (A.11) anddirectly obtain the initial coefficients
u0;m =
+mp
0
v0;m =
 mp
0
:
Inserting the operators a+n; and a
 
n; into the le side of Eq. (A.15) yields the following
relationX
n
h
+n umn

a+n;
y
+  n vmn

a n;
yi
= nf
y
n; + tnf
y
n+1; + tn 1f
y
n 1; :
Form = 0 this reduces toX
n
h
+n u0n

a+n;
y
+  n v0n

a n;
yi
= 0f
y
0; + t0f
y
1; : (A.19)
Anticommuting both sides of Eq. (A.19) with f0; yields 0 as
0 =
X
n

+n (u0n)
2 +  n (v0n)
2
=
1p
0
X
n
h
+n
 
+n
2
+  n
 
 n
2i
:
e initial hopping constant t0 is obtained by calculating the anticommutatorn
0f
y
0; + t0f
y
1;; 0f
y
0; + t0f
y
1;
o
= 20 + t
2
0
which gives
t20 =
1p
0
(X
n
h 
+n
2  
+n
2
+
 
 n
2  
 n
2i X
n
h
+n
 
+n
2
+  n
 
 n
2i)
:
In order to carry on with the recursion we express u1m and v1m in terms of the already
known coefficients and Eq. (A.19). is gives
u1m =
u0m(
+
m   0)
t0
v1m =
v1m(
 
m   0)
t0
:
In analogy to the above discussion the general on-site energies and hopping constants are
given by
n =
X
m

+n (unm)
2 +  n (vnm)
2
t2n =
X
m
h 
+n
2
(unm)
2 +
 
 n
2
(vnm)
2
i
  t2n 1   2n
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and
un+1m =
1
tn
 
+n   n

unm   tn 1un 1m

vn+1m =
1
tn
 
 n   n

vnm   tn 1vn 1m

:
We note that the procedure has to be performed with high precision arithmetic, say 100 
1000 digits for typical chain lengths.
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Appendix B.
Iterative diagonalization within QS
symmetry
We first concentrate on the single impurity Anderson model and consider the isolated im-
purity
HLoc =
X

dd
y
d +
1
2
U
 X

dyd   1
!2
: (B.1)
Since the system possesses U(1)charge 
 SU(2)spin (QS) symmetry, the (excess) charge1 Q
and the spin S are a good quantumnumbers which characterize the eigenstates of Eq. (B.1).
e full Hamiltonian matrix becomes block-diagonal :
HLoc jQ =  1; S = 0i1 =
U
2
jQ =  1; S = 0i1 (B.2)
HLoc
Q = 0; S = 12

1
= d
Q = 0; S = 12

1
(B.3)
HLoc jQ = 1; S = 0i1 =

2d +
U
2

jQ =  1; S = 0i1 ; (B.4)
where the index 1 indicates that the states belong to a single fermionic level. We note
that since each subspace has multiplicity (2S + 1) the state
Q = 0; S = 1
2

1
possesses
multiplicity (2S + 1) = 2. Counting it twice recovers the dimensionDLoc = 4 of the full
Hilbert space of Eq. (B.1).
e central part of the NRG is the iterative construction of the chain Hamiltonian by suc-
cessively adding sites to the system. It is therefore instructive to first consider the system
HN with a Hilbert space dimension DN , i.e., the Wilson chain with N bath sites and ap-
pend the single fermionic level f (y)N+1; (see Fig. B.1)
HN+1 = 
1=2HN +
N=2
X

h
N+1f
y
N+1;fN+1; + tN(f
y
N;fN+1; + h:c:)
i
| {z }
HNI
: (B.5)
1Q is measured with respect to half-filling.
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HN
D = DN −→ 4×DN
Hloc f
†
0,σ
−→
tNtN−1t1
HN
V t0
f
†
1,σ f
†
2,σ f
†
N,σ f
†
N+1,σ
HN+1
Figure B.1.: Adding one site to the system HN corresponds to a fourfold increase in the
Hilbert space dimension.
e system now possesses the Hilbert space dimension DN+1 = DN  4. Let us sup-
pose that the system HN has been (iteratively) diagonalized. Reintroducing the quantum
number Sz the eigenstates of HN can be denoted by the vectors jQ;Sz; S; riN . Note that
the quantum numbers (Q;Sz; S) correspond to a so called “irreducible subspace” with
dimensionDQ;Sz ;S  1 which fulfillX
Q;Sz ;S
DQ;Sz ;S = DN :
To label these states the additional index r = 1; : : : ; DQ;Sz ;S has to be introduced to la-
bel the vectors jQ;Sz; S; riN . A suitable orthonormal basis for HN+1 is obtained [40] by
constructing the following states
jQ;S; Sz; r; 0iN+1 = 1 jQ;Sz; S; riN (B.6)
jQ;S; Sz; r; "iN+1 = f yN+1;" jQ;Sz; S; riN (B.7)
jQ;S; Sz; r; #iN+1 = f yN+1;# jQ;Sz; S; riN (B.8)
jQ;S; Sz; r; "#iN+1 = f yN+1;"f yN+1;# jQ;Sz; S; riN : (B.9)
Note that the states jQ;S; Sz; r; iiN+1 (i = f0, ", #, "#g) span the DN  4 dimensional
Hilbert space of HN+1 and can be written as a direct product, e.g., jQ;S; Sz; r; "iN+1 =
jQ;Sz; SiN 
 j"iN+1 with j"iN+1 = f yN+1;" j0iN+1 etc. Due to the SU(2) invariance of
the problem all states with quantum number S and different Sz are degenerate2 and form
spin multiplets. We note that this property allows to eliminate the quantum number Sz in
a later stage using the Wigner-Eckart eorem.
Using these states a new basis of HN+1 is formed whose elements can also be labeled ac-
2For example the two-fold degenerate (multiplicity 2) state
Q = 0; S = 12 in Eq. (B.3) can be writtenQ = 0; Sz =  12 ; S = 12 withHImp Q = 0; Sz =  12 ; S = 12 = s Q = 0; Sz =  12 ; S = 12.
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cording to total spin S, its z-coordinate Sz and the charge3 Q [40]:
jQ;S; Sz; r; 1iN+1 = jQ+ 1; S; Sz; r; 0iN+1 (B.10)
jQ;S; Sz; r; 2iN+1 =
r
S + Sz
2S
Q;S   12 ; Sz   12 ; r; "

N+1
+
+
r
S + Sz
2S
Q;S   12 ; Sz + 12 ; r; #

N+1
(B.11)
jQ;S; Sz; r; 3iN+1 =
r
S   Sz + 1
2S + 2
Q;S + 12 ; Sz   12 ; r; "

N+1
+
+
r
S + Sz + 1
2S + 2
Q;S + 12 ; Sz + 12 ; r; #

N+1
(B.12)
jQ;S; Sz; r; 4iN+1 = jQ  1; S; Sz; r; "#iN+1 : (B.13)
Note that the states Eqs. (B.10)-(B.13) are linear combinations with the same quantum
numbers (Q;S), but with different values of Sz . We can thus suppress the index Sz in the
following. By construction and due to the SU(2)-symmetry of the Hamiltonian the states
(B.10)-(B.13) are still eigenstates of the smaller systemHN , i.e.,
HN jQ;S; r; 1iN+1 = EN(Q+ 1; S; r) jQ;S; r; 1iN+1
HN jQ;S; r; 2iN+1 = EN(Q;S  
1
2
; r) jQ;S; r; 2iN+1
HN jQ;S; r; 3iN+1 = EN(Q;S +
1
2
; r) jQ;S; r; 3iN+1
HN jQ;S; r; 4iN+1 = EN(Q  1; S; r) jQ;S; r; 4iN+1 :
We note that this scheme works because states with different quantum number Sz are de-
generate. At this point, the remaining task to obtain a matrix representation ofHN+1 is to
calculate thematrix elements ofHNI in the basis Eqs. (B.10)-(B.13) as detailed in Ref. [40].
e procedure finally yields the new Hamiltonian in a block matrix representation (one
matrix for each invariant symmetry sector with multiplicity 1)
H(r; i; r0; i0) =N+1 hQ;S; r; ijHN+1jQ;S; r0; i0iN+1 : (B.14)
We finally note that the usage of QS-symmetry is computationally especially efficient be-
cause each of these subspaces possesses the multiplicity 2S+1 so that the effective dimen-
sion of the Hamiltonian blocks (Eq. B.14) is (2S + 1)-times larger than the object in the
computer memory. Diagonalization of Eq. (B.14) yields the new unitary transformation
jQ;S;wiN+1 =
X
i;r
UQS(w; r; i) jQ;S; r; iiN+1
mediating4 between jQ;S;wiN and jQ;S;wiN+1.
3at means that they are also eigenstates ofQ, S2 and Sz . Note S andQ denote the total spin and charge
of the two-site Hamiltonian.
4Indirectly via Eqs. (B.10)-(B.13)
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Appendix C.
Recursion relations for
creation/annihilation operators
Concentrating on single channel problems, we review for the calculation of creation/annihilation
operators during the NRG iteration closely following Ref. [40]. e main purpose of this
section is to provide an introduction to our own implementation of the self-energy opera-
tors ([Hint; di;], i = 1; 2) for two-impurity (two-channel)models inAppendixD.Creation
and annihilation operators are of essential importance for the calculation of the single-
particle Green functionGi;(!) = hhd; dyii! and thus central when using the NRG as an
impurity solver for the DMFT. Here we follow closely Ref. [79].
In the course of the NRG iteration the Hamiltonian blocks belonging to the invariant sym-
metry sector (QS)
H(r; i; r0; i0) = hQ;S; r; ijHN+1jQ;S; r0; i0iN+1
are separately diagonalized. e eigenstates are obtained according to the unitary trans-
formation (Appendix B)
jQ;S;wiN+1 =
X
i;r
UQS(w; r; i) jQ;S; r; iiN+1 ; (C.1)
where the states jQ;S; r; iiN+1 are defined in Eqs. (B.10)-(B.13) (for single-channel prob-
lems). Reinserting the quantum number Sz temporarily, the matrix elements of dy take
the form
hQ;S; Sz; r; ijdyjQ0; S 0; S 0z; r0; i0iN+1 : (C.2)
Only subspaces with S = S 0  1=2 Q = Q0 + 1 Sz = S 0z +  are coupled by dy and
thus non-zero. To investigate the transformation properties of the creation operator, we
introduce
W
1=2
1=2 = d
y
"
W
1=2
 1=2 = d
y
#
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p; p0 NhQ;Sj jQ0; S 0iN CQ;S;p;p0
1; 1 Q+ 1; S Q; S   1
2
1
2; 2 Q;S   1
2
Q  1; S   1  1
2; 3 Q;S   1
2
Q  1; S   1
2S+1
3; 3 Q;S + 1
2
Q  1; S   1  2
p
S2+S
2S+1
4; 4 Q  1; S Q  2; S   1
2
1
p; p0 NhQ;Sj jQ0; S 0iN CQ;S;p;p0
1; 1 Q+ 1; S Q; S + 1
2
1
2; 2 Q;S   1
2
Q  1; S  2
p
S2+S
2S+1
3; 2 Q;S + 1
2
Q  1; S  1
3; 3 Q;S + 1
2
Q  1; S   1 1
2S+1
4; 4 Q  1; S Q  2; S + 1
2
1
Table C.1.: Recursion coefficients CQ;S;p;p0 for creation operators. e table is a compact
representation of Eqs. (C.4)-(C.13)
and the spin operators,
S+ = dy"d#
S  = dy#d"
Sz =
1
2
(f y"f"   f y#f#) :
e two operatorsW 1=2q (q = 1=2) transform as
[S;W 1=2q ] =
r
3
4
  q(q  1)W 1=2q1
[Sz;W 1=2q ] = qW
1=2
q :
is implies that we can apply theWigner-Eckarteorem and split off the Sz dependence
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from the the matrix elements in Eq. (C.2):
hQ;S; Sz; r ijW 1=2q jQ  1; S 
1
2
; Sz   q; r0i0iN+1
= hQ;S; r ijjdyjjQ0; S 0; S 0z; r0i0iN+1hS 0; S 0z;
1
2
; qjS; Szi :
Here hQ;S; r ijjdyjjQ0; S 0; r0i0iN+1 denotes the reducedmatrix elements and hS 0; S 0z; 12 ; qjS; Szi
Clebsch-Gordan coefficients. Using Eq. we can now recursively relate the matrix elements
for the iterationN + 1 with the ones of the previous iteration:
N+1hQ;S;wjjdyjjQ0; S 0; w0iN+1 =
X
r;r0
4X
p;p0=1
UQS(w; rp) (C.3)
N+1hQ;S; rpjjdyjjQ0; S 0; r0p0iN+1UQ0S0(w0; r0p0) :
e reduced matrix elements hQ;S; rpjjdyjjQ0; S 0; r0p0iN+1 are given by
hQ;Sr1jjdyjjQ  1; S   1
2
r01iN+1 = hQ+ 1; SrjjdyjjQ;S   1
2
r0iN (C.4)
hQ;Sr2jjdyjjQ  1; S   1
2
r02iN+1 =  hQ;S   1
2
; rjjdyjjQ  1; S   1r0iN (C.5)
hQ;Sr2jjdyjjQ  1; S   1
2
r03iN+1 =  1
2S + 1
hQ;S   1
2
rjjdyjjQ  1; Sr0iN (C.6)
hQ;Sr3jjdyjjQ  1; S   1
2
r03iN+1 =  2
p
S2 + S
2S + 1
hQ;S + 1
2
rjjdyjjQ  1; S   1r0iN (C.7)
hQ;Sr4jjdyjjQ  1; S   1
2
r04iN+1 = hQ  1; SrjjdyjjQ  2; S   1
2
r0iN (C.8)
hQ;Sr1jjdyjjQ  1; S + 1
2
r01iN+1 = hQ+ 1; SrjjdyjjQ;S + 1
2
r0iN (C.9)
hQ;Sr2jjdyjjQ  1; S + 1
2
r02iN+1 =  2
p
S2 + S
2S + 1
hQ;S   1
2
rjjdyjjQ  1Sr0iN (C.10)
hQ;Sr3jjdyjjQ  1; S + 1
2
r03iN+1 =  hQ;S + 1
2
; rjjdyjjQ  1; S + 1r0iN (C.11)
hQ;Sr3jjdyjjQ  1; S + 1
2
r03iN+1 = 1
2S + 1
hQ;S + 1
2
rjjdyjjQ  1; S + 1r0iN (C.12)
hQ;Sr4jjdyjjQ  1; S + 1
2
r04iN+1 = hQ  1; SrjjdyjjQ  2; S + 1
2
r0iN (C.13)
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ese recursion relations and the corresponding coefficients CQ;S;p;p0 are summarized in
Tab. (C.1).
Using these preparatory results the transition to two-channel problems becomes relatively
easy. Here one has to account for the fact that the Fock space dimension grows by a factor
of sixteen as the two additional chain sites are appended, i.e., during each NRG iteration.
is specifically affects the indices (p; p0) in Eq. (C.3) which run now from 1 to 16 and gives
rise to even more complicated recursion relations (see Tabs. C.2 and C.3)
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p; p0 NhQ;Sj jQ0; S 0iN CQ;S;p;p0
1; 1 (Q+ 2; S) (Q+ 1; S   1
2
) 1
2; 2 (Q+ 1; S   1
2
) (Q;S   1)  1
2; 3 (Q+ 1; S   1
2
) (Q;S)   1
1+2S
3; 3 (Q+ 1; S + 1
2
) (Q;S)   2(S+1)p
4S2+8S+ 1
S
+5
4; 4 (Q+ 1; S   1
2
) (Q;S   1)  1
4; 5 (Q+ 1; S   1
2
) (Q;S)   1
1+2S
5; 5 (Q+ 1; S + 1
2
) (Q;S)   2(S+1)p
4S2+8S+ 1
S
+5
6; 6 (Q;S) (Q  1; S   1
2
) 1
7; 7 (Q;S) (Q  1; S   1
2
) 1
8; 8 (Q;S) (Q  1; S   1
2
) 1
9; 9 (Q;S   1) (Q  1; S   3
2
) 1
9; 10 (Q;S   1) (Q  1; S   1
2
)
q
1
2S2 S
q
1  2
2S+1
10; 10 (Q;S) (Q  1; S   1
2
)
p
4S2 1
p
1  2
2S+1
+S(2S 1)p
S(S+1)(4S2 1)
10; 11 (Q;S) (Q  1; S + 1
2
) 1p
(S+1)(2S+1)
11; 11 (Q;S   1) (Q+ 1; S + 1
2
)
q
S(4S(S+2)+3)
S+1
2S+1
12; 12 (Q  1; S   1
2
) (Q  2; S   1)  1
12; 13 (Q  1; S   1
2
) (Q  2; S)   1
1+2S
13; 13 (Q  1; S + 1
2
) (Q  2; S)   2(S+1)p
4S2+8S+ 1
S
+5
14; 14 (Q  1; S   1
2
) (Q  2; S   1)  1
14; 15 (Q  1; S   1
2
) (Q  2; S)   1
1+2S
15; 15 (Q  1; S + 1
2
) (Q  2; S)   2(S+1)p
4S2+8S+ 1
S
+5
16; 16 (Q  2; S) (Q  3; S   1
2
) 1
Table C.2.: First part of the recursion relations for creation (“doublet”) operators in the
two-channel case.
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p; p0 NhQ;Sj jQ0; S 0iN CQ;S;p;p0
1; 1 (Q+ 2; S) (Q+ 1; S + 1
2
) 1
2; 2 (Q+ 1; S   1
2
) (Q;S)  2
p
S(S+1)
2S+1
3; 2 (Q+ 1; S + 1
2
) (Q;S) 1
1+2S
3; 3 (Q+ 1; S + 1
2
) (Q;S + 1)  1
4; 4 (Q+ 1; S   1
2
) (Q;S)  2
p
S(S+1)
2S+1
5; 4 (Q+ 1; S + 1
2
) (Q;S) 1
1+2S
5; 5 (Q+ 1; S + 1
2
) (Q;S + 1)  1
6; 6 (Q;S) (Q  1; S + 1
2
) 1
7; 7 (Q;S) (Q  1; S + 1
2
) 1
8; 8 (Q;S) (Q  1; S + 1
2
) 1
9; 9 (Q;S   1) (Q  1; S   1
2
) (2S   1)
q
  S+1
S 4S3
10; 9 (Q;S) (Q  1; S   1
2
)   1p
S(2S+1)
10; 10 (Q;S) (Q  1; S + 1
2
) S(2S+3)p
S(S+1)(4S(S+2)+3)
11; 10 (Q;S + 1) (Q  1; S + 1
2
)   1p
(S+1)(2S+1)
11; 11 (Q;S + 1) (Q  1; S + 3
2
) 1
12; 12 (Q  1; S   1
2
) (Q  2; S)  2
p
S(S+1)
2S+1
13; 12 (Q  1; S + 1
2
) (Q  2; S) 1
1+2S
13; 13 (Q  1; S + 1
2
) (Q  2; S + 1)  1
14; 14 (Q  1; S   1
2
) (Q  2; S)  2
p
S(S+1)
2S+1
15; 14 (Q  1; S + 1
2
) (Q  2; S) 1
1+2S
15; 15 (Q  1; S + 1
2
) (Q  2; S + 1)  1
16; 16 (Q  2; S) (Q  3; S + 1
2
) 1
Table C.3.: Second part of the recursion relations for creation (“doublet”) operators in the
two-channel case.
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Appendix D.
Self-energy of the two impurity
Andersonmodel within NRG
To be able to performNRG calculations for the two bandHubbardmodel within NRG, it is
essential for the numerical performance and accuracy to utilize to use as many symmetries
as possible. at means in particular that one should exploit the full rotational invariance
(SU(2)spin-symmetry) of the multi-orbital Kanamori type interaction as well as its charge
conserving nature (U(1)charge-symmetry). We note that SU(2)spin-symmetry is conceptu-
ally much more demanding [see Appendix C and B] but provides a significant reduction
of the numerical complexity of the problem because certain subspaces will have an integer
multiplicity M > 1. e results of this Appendix provide the basis for our treatment of
the two-band Hubbard model (see Chapters 5 and 6) using the DMFT(NRG).
In the following treatment we extend the results [79] for the explicit calculation of the
self-energy (!) within SU(2)spin 
U(1)charge (QS) symmetry to the two-orbital case. In
particular we present details of the calculation of the dynamical correlation function
Fi;(!) = hh[HInt; di;]; dyi;ii! ;
where i = 1; 2 denotes the impurity orbital andHInt the (local) interaction part of the two
impurity Anderson model. In analogy to the single-band case, the self-energy then reads
i;(!) =
Fi;(!)
Gi;(!)
:
To be specific we consider here the (local) Kanamori type interaction used in the DMFT
calculation of Chapter 2.4, i.e.,
HJ =
X
m
U nm"nm#0+X
0
(U1   0J)n1n20+X
m
1
2
Jdym

dymdm + d
y
md m

d m ; (D.1)
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where the indexm = 1; 2 represents the orbital index while  and 0 are the spin indices.
Equation (D.1) leads to
[HJ ; d1;"] =J(d
y
2;#d2;"d1;#   dy1;#d2;#d2;")  U1dy2;#d2;#d1;"
+(J   U1)dy2;"d2;"d1;"   Udy1;#d1;#d1;"
[HJ ; d1;#] =(J   U1)dy2;#d2;#d1;#   U1dy2;"d2;"d1;#
+J

dy2;"d2;#d1;" + d
y
1;"d2;#d2;"

+ Udy1;"d1;#d1;"
[HJ ; d2;"] =U1d
y
1;#d2;"d1;# + (U1   J)dy1;"d2;"d1;"
 Udy2;#d2;#d2;"   J

dy2;#d1;#d1;" + d
y
1;#d2;#d1;"

[HJ ; d2#] =Ud
y
2;"d2;#d2;" + J(d
y
2;"d1;#d1;"   dy1;"d2;"d1;#)
+(U1   J)dy1;#d2;#d1;# + U1dy1;"d2;#d1;" :
In full analogy to Ref. [79] we proceed by introducing the following operators
V
1=2
1=2 =  [HJ ; d1;#]
V
1=2
 1=2 = [HJ ; d1;"]
W
1=2
1=2 =  [HJ ; d2;#]
W
1=2
 1=2 = [HJ ; d2;"] :
which transform according to
[S+tot; V
1=2
1=2 ] =0 (D.2)
[S+tot; V
1=2
 1=2] =V
1=2
1=2 (D.3)
[S tot; V
1=2
1=2 ] =V
1=2
 1=2 (D.4)
[S tot; V
1=2
 1=2] =0 (D.5)
[Sztot; V
1=2
1=2 ] =
1
2
V
1=2
1=2 (D.6)
[Sztot; V
1=2
 1=2] = 
1
2
V
1=2
 1=2 (D.7)
and
[S+tot;W
1=2
1=2 ] =0 (D.8)
[S+tot;W
1=2
 1=2] =W
1=2
1=2 (D.9)
[S tot;W
1=2
1=2 ] =W
1=2
 1=2 (D.10)
[S tot;W
1=2
 1=2] =0 (D.11)
[Sztot;W
1=2
1=2 ] =
1
2
W
1=2
1=2 (D.12)
[Sztot;W
1=2
 1=2] = 
1
2
W
1=2
 1=2 : (D.13)
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Here Sztot and S

tot denotes the spin operators for the composite impurity spin Stot = S1 +
S2), i.e.,
S+tot =(S
x
1 + S
x
2 ) + i(S
y
1 + S
y
2 ) =
1
2
X
i=1;2
(dyi;#di;" + d
y
i;"di;#)
S tot =(S
x
1 + S
x
2 )  i(Sy1 + Sy2 ) =
i
2
X
i=1;2
(dyi;#di;"   dyi;"di;#)
Sztot =(S
z
1 + S
z
2) =
1
2
X
i=1;2
(dyi;"di;"   dyi;#di;#) :
In order to utilize the Wigner-Eckart eorem we may write the transformation rules
Eqs. (D.2-D.13) according to
[Stot; V
1=2
q ] =
r
3
4
  q(q + 1)V 1=2q1
[Sztot; V
1=2
q ] = qV
1=2
q1
[Stot;W
1=2
q ] =
r
3
4
  q(q + 1)W 1=2q1
[Sztot;W
1=2
q ] = qW
1=2
q1
with q = 1=2. us, we obtain same transform rules as for the single-orbital case (see
Ref. [79]). Applying the Wigner-Eckart eorem yields
hQ;S; Sz; wjV 1=2q jQ0; S 0; S 0z; w0i = hQ;S;wjjV 1=2q jjQ0; S 0; w0i

S 0; S 0z;
1
2
; qjS; Sz

e analogous expression holds forW 1=2q . In our adaption of the ”NRG Ljubljana” code by
Žitko [158] the reducedmatrix elements hQ;S;wjjV 1=2q jjQ0; S 0; w0i and hQ;S;wjjW 1=2q jjQ0; S 0; w0i
are calculated recursively starting with the four site cluster
H0 =
p

"X

d1d
y
1d1; +
X

d2d
y
2d2; +
X

f1f
y
1f1; +
X

f2f
y
2f2; +HJ
+V1
X


dy1f1; + f
y
0;d1

+ V2
X


dy2f2; + f
y
2;d2
#
(D.14)
as the initial step of the NRG iteration. Here, f (y)i; denotes the first bath site of the i-th bath,
Vi and fi are determined from the i-th hybridization functioni(!).
For two self-energy operators (V 1=2q andW
1=2
q ) the recursion proceeds along the lines of
Eqs. (C.4)-(C.13) and is summarized in Tab. (D.1) and Tab. (D.2).
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Figure D.1.: Self energies for the (particle-hole symmetric) two-impurity Andersonmodel
with degenerate and constant hybridization functions 1(!) = 2(!) = const: e
number of kept states for the case of U(1)charge 
 SU(2)spin (QS) symmetry (exclud-
ing multiplicities of the irreducible subspaces) is N = 2000. In contrast, using only
U(1)charge 
 U(1)spin (QSz) symmetry requires N = 6000 kept states to yield a qual-
ity comparable to the calculation employing QS-symmetry. On six processors one full
NRG iteration (including calculation of the spectra) took TSU(2) = 5000sec: utilizing
QS-symmetry while forQSz symmetry one iteration took TU(1) ' 60000sec: For both
calculation the data are obtained using the z-trick (here Nz = 4) and the same broad-
ening parameter.
In Fig. (D.1) we present the self-energy of the two-channel, two-impurity Andersonmodel
with degenerate baths (i.e.,1(!) = 2(!)) and the full interactionHJ using this scheme.
In the plot we compare the results of aQS-symmetric calculationwith the results of aQSz-
symmetric1 (U(1)charge
U(1)spin-symmetric) calculation. For both symmetries we obtain
basically identical results for the self-energy, validating the correctness of our implementa-
tion of the self-energy operators withinQS-symmetry. e small deviations are due to the
inevitable symmetry violations due to the NRG truncation within QSz-symmetry. Note
in particular the enormous performance gain of theQS-symmetric calculation.
1Within QSz symmetry the self-energy operators are much more easily implemented as compared to the
case ofQS-symmetry. is is so because the operators V 1=2q andW
1=2
q transform just like annihilation
operators withinQSz-symmetry and are thus easily included into theNRG (especially into the employed
code [158])
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p; p0 NhQ;Sj jQ0; S 0iN CQ;S;p;p0
1; 1 (Q+ 2; S) (Q+ 3; S   1) 1
2; 2 (Q+ 1; S   1) (Q+ 2; S   2)  1
2; 3 (Q+ 1; S   1) (Q+ 2; S)   1
1+2S
3; 3 (Q+ 1; S + 1) (Q+ 2; S)   2(S+1)p
4S2+8S+ 1
S
+5
4; 4 (Q+ 1; S   1) (Q+ 2; S   2)  1
4; 5 (Q+ 1; S   1) (Q+ 2; S)   1
1+2S
5; 5 (Q+ 1; S + 1) (Q+ 2; S)   2(S+1)p
4S2+8S+ 1
S
+5
6; 6 (Q;S) (Q+ 1; S   1) 1
7; 7 (Q;S) (Q+ 1; S   1) 1
8; 8 (Q;S) (Q+ 1; S   1) 1
9; 9 (Q;S   2) (Q+ 1; S   3)
q
1
2S 1
p
2S   1
9; 10 (Q;S   2) (Q+ 1; S   1)
q
1
2S2 S
q
1  2
2S+1
10; 10 (Q;S) (Q+ 1; S   1)
p
4S2 1
p
1  2
2S+1
+S(2S 1)p
S(S+1)(4S2 1)
10; 11 (Q;S) (Q+ 1; S + 1) 1p
(S+1)(2S+1)
11; 11 (Q;S + 2) (Q+ 1; S + 1)
q
S(4S(S+2)+3)
S+1
2S+1
12; 12 (Q  1; S   1) (Q;S   2)  1
12; 13 (Q  1; S   1) (Q;S)   1
1+2S
13; 13 (Q  1; S + 1) (Q;S)   2(S+1)p
4S2+8S+ 1
S
+5
14; 14 (Q  1; S   1) (Q;S   2)  1
14; 15 (Q  1; S   1) (Q;S)   1
1+2S
15; 15 (Q  1; S + 1) (Q;S)   2(S+1)p
4S2+8S+ 1
S
+5
16; 16 (Q  2; S) (Q  1; S   1) 1
Table D.1.: Second part of the recursion relations for self-energy operators in the two-
channel case.
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p; p0 NhQ;Sj jQ0; S 0iN CQ;S;p;p0
1; 1 (Q+ 2; S) (Q+ 3; S   1) 1
2; 2 (Q+ 1; S   1) (Q+ 2; S   2)  1
2; 3 (Q+ 1; S   1) (Q+ 2; S)   1
1+2S
3; 3 (Q+ 1; S + 1) (Q+ 2; S)   2(S+1)p
4S2+8S+ 1
S
+5
4; 4 (Q+ 1; S   1) (Q+ 2; S   2)  1
4; 5 (Q+ 1; S   1) (Q+ 2; S)   1
1+2S
5; 5 (Q+ 1; S + 1) (Q+ 2; S)   2(S+1)p
4S2+8S+ 1
S
+5
6; 6 (Q;S) (Q+ 1; S   1) 1
7; 7 (Q;S) (Q+ 1; S   1) 1
8; 8 (Q;S) (Q+ 1; S   1) 1
9; 9 (Q;S   2) (Q+ 1; S   3)
q
1
2S 1
p
2S   1
9; 10 (Q;S   2) (Q+ 1; S   1)
q
1
2S2 S
q
1  2
2S+1
10; 10 (Q;S) (Q+ 1; S   1)
p
4S2 1
p
1  2
2S+1
+S(2S 1)p
S(S+1)(4S2 1)
10; 11 (Q;S) (Q+ 1; S + 1) 1p
(S+1)(2S+1)
11; 11 (Q;S + 2) (Q+ 1; S + 1)
12; 12 (Q  1; S   1) (Q;S   2)  1
12; 13 (Q  1; S   1) (Q;S)   1
1+2S
13; 13 (Q  1; S + 1) (Q;S)
q
S(4S(S+2)+3)
S+1
2S+1
14; 14 (Q  1; S   1) (Q;S   2)  1
14; 15 (Q  1; S   1) (Q;S)   1
1+2S
15; 15 (Q  1; S + 1) (Q;S)   2(S+1)p
4S2+8S+ 1
S
+5
16; 16 (Q  2; S) (Q  1; S   1) 1
Table D.2.: Second part of the recursion relations for self-energy operators in the two-
channel case.
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Underscreened Kondo effect
An important result of Nozières and Blandin [147] is that the traditional Kondo effect of
an spin S impurity requires the (antiferromagnetic) coupling to n = 2S screening chan-
nels/conduction bands. e ground state properties of such fully screened models are de-
scribed by a local Fermi liquid [132]. which dictates the physics at low-energies of metallic
(conventional Fermi-liquids) systems within the DMFT approximation (in particular at
half-filling [26] and close to the MIT).
However, for n < 2S the impurity spin can no longer be fully compensated by the conduc-
tion channels because the Pauli principle implies that the largest spin that can be formed
by conduction electrons at the origin is n=2, thus leading to a non-zero (unscreened) mag-
netic moment at T = 0. In the absence of a magnetic field this “residual” spin S   n=2
gives rise to a (2S   n)-fold degenerate ground state and an impurity contribution to the
entropy of log(2S n). It is convenient to discuss such underscreened models in terms of
the effective one-dimensional representation, i.e., a spin S impurity coupled to nWilson
chains representing the conduction channels/electron baths (see Fig. E.1). We restrict the
consideration toS = 1 andn = 1whilemore general systems can be discussed in a similar
way. In this case the antiferromagnetic interaction between the impurity and the zeroth
site of the Wilson chain traps an electron with antiparallel orientation with respect to the
impurity spin. is process leaves an unscreened remaining spin S 0 = 1=2. Note that the
resulting Kondo doublet S 0 is a composite object which involves the impurity as well as
the zeroth Wilson site.
We can gain an intuitive understanding of the situation by considering the possible Kondo
effects between the residual spin S 0 = 1=2 and the remaining bath sites. e effective in-
teraction between S 0 and the remaining conduction electrons due to virtual second order
hopping between the zeroth and first Wilson site can be seen to be weakly ferromagnetic:
In the configuration shown in Fig. (E.1) the Pauli principle ensures only ’up’-electrons on
the first Wilson site can participate in these virtual hopping processes and have their en-
ergy minimized. e coupling between the S 0 = 1=2 and the remaining bath degrees-
of-freedom is thus ferromagnetic and the residual spin will not undergo any additional
screening.
Underscreened behavior along the lines of the above discussion is also found in the more
general class of k-channel Anderson impurity models with l impurity orbitals [150] with
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SImp
Figure E.1.:e underscreened S = 1 Kondo effect can be discussed by means of the cor-
responding effectiveWilson chain. e antiferromagnetic interaction (Kondo coupling)
between the impurity spinSimp and the the conduction electrons amounts to the antipar-
allel alignment between Simp and the zeroth site of the Wilson chain f
(y)
0;. e impurity
and f (y)0; thus form a composite spin S
0 = 1=2 marked with the red box in the figure.
e Pauli principle permits only electrons with opposite spin direction as compared to
the impurity spin to occupy the zeroth Wilson chain site which amounts to an effective
ferromagnetic interaction.
(typically) k < l. Although theDMFTmapping generally leads to Anderson type impurity
modelswithk = l, the possibility on anorbital-selectiveMott phase can reduce the number
of “active” screening channels in the low-energy sector and thus lead to underscreening as
shown in Chapter 6.
e low-energy dynamics of such underscreened models were investigated in [151, 150,
148] and are described by an exotic state, a so-called singular Fermi liquid (SFL). Like
traditional Fermi-liquids, SFLs are characterized by the vanishing of the imaginary part of
the self-energy at the Fermi level, i.e.,
ImSFL(! = 0) = 0 : (E.1)
Equation (E.1) holds because singular Fermi-liquids exhibit purely elastic scattering [148]
at the Fermi level, i.e., for ! ! 0. However, the low-energy asymptotics [150] of SFLs are
significantly different from conventional Fermi-liquids1 [151, 148, 150, 137]:
ImSFL(!) =
a
ln2(!=T0)
+O(ln 4(!=T0)) (E.2)
ReSFL(!)  ReSFL(0) = b
ln3(!=T0)
+O(ln 5(!=T0)) : (E.3)
e effective energy scale T0 in Eqs. (E.2) and (E.3) can be viewed as a Kondo scale of un-
derscreened models as it takes a similar role as TK in conventional Kondo-type models.
In analogy to the Kondo scale of fully screened impurity models it can be extracted from
NRG calculations of the impurity contribution SImp (TN) to the total entropy2 S(TN). e
quantity SImp(TN) is obtained by performing an additional NRG calculation with the im-
purity removed. is additional calculation yields the entropySBath(TN) of the conduction
electrons alone, i.e., of the “clean” system (see Refs. [39, 40, 68])
SImp(TN) = S(TN)  SBath(TN) : (E.4)
1In Fermi-liquids one has Im(!) / !2 and [Re(!)  Re(0)] / !.
2TN marks the effective temperature of theN -th NRG iteration.
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ln 3
ln 2
SImp
0
1
2
3
10−7 10−5 0.001 0.1 1
T/∆
(a)
ImΣSFL/∆
ImΣ/∆
-0.4
-0.3
-0.2
-0.1
0
-0.008 0 0.008
ω/∆
(b)
T
Fit
0
≃ 0.12∆
ReΣSFL/∆
ReΣ/∆
-0.4
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
0.4
-0.008 0 0.008
ω/∆
U = 5∆
J = U/4
U1 = U/2
(c)
Figure E.2.: (a) Impurity contribution to the entropy SImp(T ) obtained from the NRG iter-
ation for the underscreened two-impurity Anderson model with constant hybridization
function (a). As described in the main text SImp(T ) exhibits the sequence of crossovers
SImp = ln 16 ! ln 3 ! ln 2 upon “cooling” of the system. e red arrow indicates
the temperature T0 where SImp(T ) drops to 0:90 [see the definition Eq. (E.5)] which is
very close to the real crossover temperature in this calculation. e figures (b) and (c)
show fits to the analytic expressions Eqs. (E.2) and (E.3) with fitparameter T Fit0 ' 0:12.
Model parameters for the System are given in (c).
FromSImp(TN)one possibledefinitionof the scaleT0 can thenbe obtained from the crossover
temperature to the residual entropy, i.e., the transition from log(2S n+1) to log(2S n).
Within that choice, the energy scale T0 would then for example be the solution of
SImp(T0) = 1=2 [log(2S   n+ 1) + log(2S   n)] ; (E.5)
i.e., just midway in between the two values of the entropy. For S = 1 n = 1 one would for
example define the scale as the temperature where SImp(T ) drops to 1=2 [log 3 + log 2] '
0:90.
To be specific and to allow direct contact with the DMFT calculations within the orbital-
selectiveMott phase (Chapter 6) we illustrate the dynamical low-energy properties of such
underscreened impuritymodels bymeans of explicit calculations of single- and two-particle
Green functions. To this end we concentrate on underscreened one channel Anderson im-
puritymodelswith two impurity orbitals and constant hybridization function(s) Imi(!) =
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const. For the intra- and inter-orbital interaction we utilize the general local Kanamori
form of the local interaction defined by Eq. (2.36). Apart from the smaller number of elec-
tron baths and the non self-consistent hybridization functions, the Hamiltonian is identi-
cal to the underlying impurity problem for two-band DMFTwith a diagonal hybridization
function.
H =
X
km
kmc
y
kmckm +
X
m
mnm
+
X
km
 
Vkmc
y
kmdm + h.c.

+H locint ; (E.6)
where  = "; # denotes spin index andm= 1; 2 the orbital index. e operatorH locint is the
usual Kanamori interaction, i.e.,
H locint = U
X
m
nm"nm# +
X
0
(U1   0J)n1n20
+
J
2
X
im
dym(d
y
mdm + d
y
md m)d m :
In the present case we have
Vk;2 = 0
k;2 = 0
and Vk;1, k;1 such that the corresponding hybridization function fulfills
Im1(!) = Im
X
k
jVk;1j2
!   k;1 + i0+ = const:
In Fig. (E.2a) we present a calculation of the impurity contribution to the entropy SImp(T )
and the real as as well as imaginary part of the metallic self-energy (Fig. E.2b,c) for the
Hamiltonian Eq. (E.6). e temperature dependence of the entropy provides a physi-
cally intuitive and transparent insight into the behavior and the corresponding local en-
ergy scales of the impurity at decreasing excitation energies: In the high temperature limit
(T ! 1) all 42 = 16 impurity states are occupied with equal probability so that the en-
tropy takes the maximal value log 16 ' 2:77. As the temperature is lowered the entropy
drops to reach the value log 3 at T1 ' 0:25. is behavior corresponds to the crossover
from two independent spins into a composite spin-1 object and is a direct consequence
of the (ferromagnetic) Hund’s rule coupling. e behavior below T1 closely follows the
intuitive picture outlined in the beginning of the chapter by means of the underscreened
spin-1 Kondo model. It consists of a single screening process which turns the triplet into
a doublet. No further screening events are found to take place in the limit T ! 0+. is
leaves a residual (unscreened) spin-1=2 which is two-fold degenerate and gives rise to the
finite residual entropy SImp(0+) = log 2, indicative of a two-fold degenerate ground state.
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e low-energy behavior of the metallic self-energies(!) is shown in Figs. (E.2b) and (c)
and provide direct insight into the typical behavior of SFLs at low-energies. e low-energy
asymptotics of the functions Im(!) and Re(!) shown in Figs. (E.2b) and (c) mark the
deviation from the conventional (local) Fermi-liquid behavior (with quadratic resp. linear
!-dependence) in an especially drastic way. We fit the analytic SFL expressions SFL(!)
[Eqs. (E.3) and (E.2)] to the numerical data for (!) and obtain excellent agreement. e
fits provide an alternative to the (somewhat arbitrary3) definition of T0 from Eq. (E.5). e
scale is indicated by the arrow in Fig. (E.2a).
3is is because T0 is defined from as a crossover temperature which naturally introduces some degree of
arbitrariness.
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