Convolutional neural networks (CNNs) have been successfully applied to medical image classification, segmentation, and related tasks. Among the many CNNs architectures, U-Net and its improved versions based are widely used and achieve state-of-the-art performance these years. These improved architectures focus on structural improvements and the size of the convolution kernel is generally fixed. In this paper, we propose a module that combines the benefits of multiple kernel sizes and apply it to U-Net its variants. We test our module on three segmentation benchmark datasets and experimental results show significant improvement.
INTRODUCTION
In recent years, the rapid development of deep learning technology(DL) represented by CNNs has greatly promoted the advancement of computer vision research fields such as classification, detection, segmentation and tracking. Many excellent CNN models like AlexNet [1] , VGG [2] , GoogleNet [3] , ResNet [4] , etc. have been proposed and achieved good results since 2012. In addition, researchers have also established datasets such as ImageNet [5] , COCO [6] , etc. which have also greatly promoted the development of related research. Initialization using pre-trained model parameters on these datasets also greatly increases the efficiency of the study. In view of the great success of DL in the field of computer vision, researchers have applied it to medical images such as Computer Tomography (CT), ultrasound, X-ray and Magnetic Resonance Imaging (MRI), in which the development of automatic segmentation technology has effectively reduced the time and cost of manual labeling and it is also the objects of this study. A big difference between medical images and natural scene images is that medical images are difficult to obtain. The scarcity of data leads to the inability to train deeper neural networks, and the domain gap of medical images and natural images also leads to bad performance on models pre-trained on ImageNet, COCO and other natural scene datasets. In this case, U-Net and different improved versions based on it are proposed and achieve good segmentation performances with relatively few datasets. These variants focus on improvements in network architecture, such as the integration of recurrent neural networks into U-Net, etc. In this paper, we study the effect of the convolution kernel size to the performance of the model and propose a new module named MixModule. We expect different sizes of convolution kernels to capture different levels of information since they have different receptive fields and the fusion of these information plays an extremely important role in improving network performance.
RELATED WORK
Semantic segmentation which classifies each pixel in the image individually is an important research area in computer vision. Before the advent of DL revolution, traditional methods mostly rely on manual extraction of features to predict the category of each pixel. Even in the early days of DL, researchers mainly use patch-wise training [7] [8] [9] which classifies pixels by using an image block around the pixel as input to feed into the CNN. This method is not only inefficient since the content of adjacent pixel blocks is basically repeated but also limits the sensing area due to the pixel block size, so it is difficult to achieve good results. The FCN method proposed by Long et al. [10] that uses a fully convolutional network structure and applies fully convolutional training has completely changed the situation and became the basis of subsequent research. The deeplab series of studies [11] [12][13] [14] based on FCN propose Atrous convolution and other operations to further improve the accuracy of semantic segmentation. On the basis of semantic segmentation, instance segmentation study is developed which not only predicts the pixel class, but also predicts the class individuals to which the pixel belongs. Mask RCNN [15] method based on Faster RCNN [16] and PANet [17] method based on FPN [18] have achieved the state-of-the-art performance on the instance segmentation task. Although aforementioned methods have achieved impressive results, they are based on pre-trained features on public datasets such as ImageNet [5] . Due to the domain gap between medical images and natural scene images and the scarcity of medical images, the above methods cannot be well transferred to the medical image segmentation task. In response to the characteristics of medical images, Olaf et al. propose U-Net [19] , which achieves competitive performance using a relatively small number of medical images. On the basis of U-Net, researchers have successively proposed R2U-Net [20] , Attention U-Net [21] , etc., which further promote the development of medical image segmentation research. This paper proposes MixModule from the perspective of convolution kernel size and demonstrates its contribution to the performance of U-Net and its variants.
PROPOSED METHOD

MixModule
MixModule contains multiple sizes of convolution kernels to capture different ranges of semantic information which is crucial for medical images that emphasize the details of the underlying image. Let W
where n is the total number of kernels used.
In this paper, we let n equals 4 and choose three convolution kernel sizes which are 3 × 3, 5 × 5 and 7 × 7. Figure 1 and Figure 2 show the details of the modules. Figure 1 is the basic modules used in U-Nnet and its variants and Figure 2 is the corresponding MixModule version. Fig. 3 . Basic Architecture and MixModule Architecture
Neural Network Architecture
We use MixModule to replace the single-size convolution kernel in the original U-Net and its variants. In this paper, we use U-Net [19] , R2U-Net [20] and Attention U-Net [21] (AttU-Net for short) for experiments, whose network structures are shown in the Figure 3 and the brown module indicates the location of the replacement.
EXPERIMENT AND RESULTS
To demonstrate the effects of MixModule, we performe experiments on two different medical image datasets which include 2D images for skin lesion segmentation and retina blood vessel segmentation (DRIVE and CHASE DB1). We use PyTorch [22] framework to implement all the experiments on a single GPU machine with an NIVIDIA Quadro P6000. 
Dataset
Skin Lesion Segmentation
Quantitative Analysis
To make a detailed comparison and analysis of the model performance, several quantitative analysis metrics are considered, including accuracy (AC)(3), sensitivity (SE)(4), specificity (SP)(5), precision (PC)(6), Jaccard similarity (JS) (7) and F1-score (F1) (8) which is also known as Dice coefficient (DC). Variables involved in these formulas are: True Positive (TP), True Negative (TN), False Positive (FP), False Negative (FN), Ground Truth(GT) and Segmentation Result (SR). In the experiments, we utilize these metrics to evaluate the performance of the proposed approaches against existing ones. 
Results
All three datasets are processed by subtracting the mean and normalizing according to the standard deviation. We use Adam optimizer, set the initial learning rate to 0.001 which is reduced by ten times if the training set loss does not drop during 10 consecutive epochs. We augment data using rotation, crop, flip, shift, change in contrast, brightness and hue. We set batch size to 4 for Skin Dataset and 32 for DRIVE and CHASE DB1 whose patch size is relatively smaller. For each model we train 50 epochs and the result is shown in Table 1 . Models with MixModule have better performance than those not and the best performance in each metric all comes from MixModule-based models. We also show some outputs of the networks in Figure 4 .
CONCLUSION
In this paper, we propose a new module named MixModule that can combine different ranges of features and can be embedded into different network structures of medical image segmentation tasks . We apply MixModule to U-Net and its two variants R2U-Net and Attention U-Net, get MixU-Net, MixR2U-Net and MixAttU-Net. These models are evaluated using three datasets including skin lesion segmentation and retina blood vessel segmentation. Experimental results show network models with MixModule has better performance than original ones in medical image segmentation tasks on all three datasets, which indicates MixModule has great development and application potential in medical image segmentation field.
