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Zusammenfassung 
Vor dem Hintergrund der Zunahme unstrukturierter Daten für Unternehmen befasst 
sich dieser Beitrag mit den Möglichkeiten, die durch den Einsatz der Business Intelli-
gence für Unternehmen bestehen, wenn durch gezielte Analyse die Bedeutung dieser 
Daten erfasst, gefiltert und ausgewertet werden können. Allgemein ist das Ziel der 
Business Intelligence die Unterstützung von Entscheidungen, die im Unternehmen 
(auf Basis strukturierter Daten) getroffen werden. Die zusätzliche Auswertung von 
unstrukturierten Daten, d.h. unternehmensinternen Dokumenten oder Texten aus dem 
Web 2.0, führt zu einer Vergrößerung des Potenzials und dient der Erweiterung des 
Geschäftsverständnisses der Verbesserung der Entscheidungsfindung. Der Beitrag 
erläutert dabei nicht nur Konzepte und Verfahren, die diese Analysen ermöglichen, 
sondern zeigt auch Fallbeispiele zur Demonstration ihrer Nützlichkeit. 
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1 EINFÜHRUNG 
Seit vielen Jahren unterstützt die Business Intelligence (BI) Manager und Analysten 
dabei, mit Hilfe analytischer Informationssysteme fundierte Entscheidungen zu treffen 
(vgl. CHAUDHURI ET AL. (2011), S. 88; Fachgruppe Business Intelligence (2011), S. 5). 
Die Verfahren der BI sammeln, verarbeiten, konsolidieren und untersuchen relevante 
Daten eines Unternehmens und generieren daraus Informationen, die in den jeweili-
gen Entscheidungssituationen genutzt werden (vgl. GLUCHOWSKI ET AL. (2008), S. 90; 
KEMPER ET AL. (2006), S. 8).  
In klassischen BI-Systemen stammen die entscheidungsrelevanten Daten einerseits 
aus bestehenden, operativen Informationssystemen des Unternehmens, andererseits 
auch aus externen Datenquellen (vgl. CHAUDHURI ET AL. (2011), S. 89f.; KEMPER ET AL. 
(2006), S. 10f.); in beiden Fällen handelt es sich dabei um strukturierte Daten, wie sie 
üblicherweise in relationalen Datenbanken vorkommen (vgl. BAARS & KEMPER (2008), S. 
132). Diese strukturierten Daten können direkt verarbeitet und von Analyseverfahren 
ausgewertet werden. In Tabellen, Diagrammen und Grafiken lassen sich im Rahmen 
des Reporting z.B. finanzielle Kennzahlen aufbereiten, um das Rechnungswesen mit 
konsolidierten Informationen zu versorgen (vgl. BAARS & KEMPER (2008), S. 132; KEMP-
ER ET AL. (2006), S. 110). Komplexere Analyseverfahren erkennen Muster in vergan-
genheitsbezogenen Daten und können daraus z.B. auf das zukünftige Verhalten von 
Kunden schließen – solche Verfahren werden u.a. dazu eingesetzt, Kündigungswahr-
scheinlichkeiten von Kunden in der Telekommunikationsbranche zu berechnen (vgl. 
CHAUDHURI ET AL. (2011), S. 89 und S. 97). 
Schätzungen in der Literatur gehen jedoch davon aus, dass die große Mehrheit der 
Daten im Unternehmen, d.h. ca. 80%, nicht in strukturierter Form vorliegt (vgl. FELDEN 
ET AL. (2006), S. 1). Unstrukturierte Daten wie Dokumente, E-Mails usw. enthalten je-
doch ebenfalls wichtige Informationen, die Entscheidungen beeinflussen können (vgl. 
HALPER (2013), S. 29; HEYER ET AL. (2006), S. 1, RUSSOM (2007), S. 1). Ein aussagekräf-
tiges Beispiel liefern CHAUDHURI ET AL. (2011), S. 98 mit der Betrachtung einer Umfra-
ge: Diese enthält zwar einerseits strukturierte Informationen (z.B. eine Skala von 1-5 
als Antwortmöglichkeit auf eine Frage), aber ebenso freie Textfelder, in denen der Be-
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fragte seine Antwort mit eigenen Worten formulieren kann; diese Felder enthalten oft 
wertvolle Informationen, die das Unternehmen – bspw. im Rahmen der Produktent-
wicklung – voranbringen. Diese Situation verstärkt sich noch mit der Entwicklung des 
World Wide Web zum Web 2.0, da nun Kunden ihre Erfahrungen mit Produkten und 
Dienstleistungen eines Unternehmens veröffentlichen und so anderen Nutzern zur 
Verfügung stellen (vgl. KAISER (2009), S. 90). Diese Erfahrungen können ebenfalls aus-
gewertet und für die marktorientierte Produktentwicklung herangezogen werden. Viele 
Autoren betonen deshalb die Wichtigkeit der Auswertung unstrukturierter Daten sowie 
deren Integration in BI-Systeme, denn durch die Kombination der Analyse von struktu-
rierten und unstrukturierten Daten kann ein erweitertes Geschäftsverständnis realisiert 
werden (vgl. BAARS & KEMPER (2008), S. 133; GLUCHOWSKI ET AL. (2008), S. 326ff.; 
HIPPNER & RENTZMANN (2006b), S. 100). Anwendungsfelder lassen sich vor allem im 
Rahmen des Customer Relationship Management (CRM), bei der Wettbewerbsanaly-
se oder der Produktentwicklung identifizieren (vgl. BAARS & KEMPER (2008), S. 142ff.; 
CHAUDHURI ET AL. (2011), S. 98; THORLEUCHTER ET AL. (2010), S. 440ff.).  
Vor diesem Hintergrund untersucht der vorliegende Beitrag auf Basis des aktuellen 
Forschungsstandes die Potenziale der Textanalyse im Rahmen der BI. In diesem Kon-
text ist unter der Bezeichnung Text Mining ein Forschungsfeld entstanden, das Verfah-
ren und Erkenntnisse aus anderen Disziplinen kombiniert, um unstrukturierte Massen-
daten zu verarbeiten (vgl. MEHLER & WOLFF (2005), S. 5). Der Beitrag betrachtet in Ab-
schnitt 2 zunächst das grundlegende Zusammenspiel der Komponenten eines BI-
Systems und nimmt darauf aufbauend die Einordnung von Text Mining vor (Abschnitte 
2.2 und 2.3). Anschließend wird das Forschungsfeld selbst vorgestellt, indem zunächst 
verdeutlicht wird, welche Wissenschaftsdisziplinen ihre Erkenntnisse im Rahmen von 
Textanalyseverfahren und -konzepten einbringen (Abschnitt 3.1); daran anknüpfend 
definiert Abschnitt 3.2 den Begriff Text Mining. Abschnitt 3.3 stellt im Anschluss ein 
Prozessmodell aus der Literatur vor, das anhand von Phasen und Aktivitäten darstellt, 
wie bei Text-Mining-Projekten vorzugehen ist (Abschnitt 3.3). Abschnitt 4 zeigt ab-
schließend an zwei Fallbeispielen auf, wie Informationen aus Texten zur Entschei-
dungsunterstützung verwendet werden können.  
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2 BUSINESS INTELLIGENCE 
Die BI als Disziplin der Wirtschaftsinformatik beschäftigt sich mit der betrieblichen 
Entscheidungsunterstützung (vgl. GLUCHOWSKI ET AL. (2008), S. 90; KEMPER ET AL. 
(2006), S. 8). Dazu werden relevante Daten des Unternehmens gesammelt, in einer 
zentralen Datenbank integriert und anwendungsspezifisch ausgewertet. Auf Basis die-
ser Auswertungen können sowohl strategische als auch operative Entscheidungen im 
betrieblichen Umfeld unterstützt werden (Fachgruppe Business Intelligence (2011), S. 
4). Die nächsten Abschnitte legen eine konkrete Definition des Begriffs fest und erläu-
tern vor allem die analyseorientierte Sichtweise auf die BI, der im Anschluss der For-
schungsbereich Text Mining zugeordnet wird. 
2.1 DEFINITION 
Zur Definition von BI finden sich in der Literatur unterschiedliche Angaben, die von den 
Autoren der Fachgruppe Business Intelligence (2011), S. 2f. zusammengefasst wer-
den. Die identifizierten Beschreibungen können verschiedenen Gruppen zugeordnet 
werden. Die einen bezeichnen mit BI eine IT-Architektur bzw. IT-Systeme (vgl. MOSS & 
ATRE (2003), S. 4; NEGASH (2004), S. 178), andere sehen darin einen Sammelbegriff für 
Technologien und Konzepte entscheidungsunterstützender Systeme (vgl. GLUCHOWSKI 
ET AL. (2008), S. 91; KEMPER ET AL. (2006), S. 8). Weitere Autoren wiederum fokussie-
ren sich in ihren Definitionen auf den analytischen Charakter der BI und heben die Ab-
leitung neuen Wissens aus vorhandenen Informationen hervor (vgl. CHAUDHURI ET AL. 
(2011), S. 88; GOLFARELLI ET AL. (2004), S. 1).  
Trotz der verschiedenen Sichtweisen auf den Begriff der BI wird als Zweck aber ein-
heitlich die Unterstützung von Entscheidungen gesehen. Die Autoren der Fachgruppe 
verstehen unter BI daher „Informationssysteme für alle Phasen betrieblicher Entschei-
dungsprozesse“ (Fachgruppe Business Intelligence (2011), S. 5) und subsumieren da-
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runter sowohl Architektur- als auch Konzept- bzw. Technologieaspekte. Dieser Defini-
tion wird im Rahmen des vorliegenden Beitrags gefolgt.  
2.2 ORDNUNGSRAHMEN 
Die deutschsprachige BI-Forschung wird bis heute stark von Kemper und Gluchowski 
geprägt, die unter dem Begriff BI sämtliche Technologien und Konzepte zur Entschei-
dungsunterstützung verstehen. KEMPER & UNGER (2002), S. 665 haben daher einen 
Ordnungsrahmen entwickelt, der die unterschiedlichen Komponenten von BI-
Systemen und der BI-Architektur zusammenfasst (siehe Abbildung 1).  
 
 
Abbildung 1: Ordnungsrahmen nach KEMPER & UNGER (2002), S. 665f.  
Nach KEMPER ET AL. (2006), S. 10ff. beziehen BI-Systeme ihre Daten aus operativen 
Datenbanksystemen, in denen Informationen zu Prozessen, Abläufen usw. gespei-
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chert werden. Diese Informationen werden mit Hilfe eines ETL1-Prozesses in ein zent-
rales Data Warehouse (DWH) übertragen, das die Daten für Analysesysteme bereit-
stellt. Die Analysesysteme generieren aus diesen Daten neue Informationen, indem 
sie in Kennzahlensystemen umgerechnet oder mit modellgestützten Verfahren unter-
sucht werden. Über ein Portal kann der Nutzer das Ergebnis der Berechnungen einse-
hen und bei seinen Entscheidungen berücksichtigen.  
Unter Verwendung von geeigneten Konzepten und Technologien lassen sich mit Hilfe 
des Ordnungsrahmens unternehmensspezifische BI-Systeme erstellen (vgl. KEMPER ET 
AL. (2006), S. 10). Diesem Beitrag dient der Rahmen später zur Positionierung und Ein-
ordnung von Text Mining. 
2.3 ANALYSEORIENTIERTE BI UND DATA MINING 
In Ergänzung zum Ordnungsrahmen aus Abschnitt 2.2 unterscheidet GLUCHOWSKI 
(2001), S. 7 drei Sichtweisen auf die BI, um Definitionen und Technologien voneinan-
der abzugrenzen (siehe Abbildung 2).  
Neben dem engen und dem weiten BI-Verständnis2 existiert demnach die analyseori-
entierte BI, bei der vorhandene Daten mit Hilfe von speziellen Anwendungen gezielt 
ausgewertet werden, um neue Informationen zu generieren (vgl. GLUCHOWSKI ET AL. 
(2008), S. 90). Diese Anwendungen lassen sich den Analysesystemen der Informati-
onsbereitstellungsschicht im Ordnungsrahmen von KEMPER & UNGER (2002) zuordnen.  
 
                                               
1 Die Abkürzung ETL steht für die Schritte Extraktion, Transformation und Laden; der ETL-
Prozess extrahiert die Quelldaten aus den Vorsystemen, transformiert diese in ein einheitliches 
Format und lädt sie in das DWH (vgl. CHAUDHURI ET AL. (2011), S. 90). 
2 Gluchowski unterscheidet neben dem analyseorientieren BI-Verständnis auch eine enge bzw. 
eine weite Sichtweise: BI i.e.S. umfasst demnach nur Anwendungen für multidimensionale 
Auswertungen bzw. Darstellungen, z.B. Online Analytical Processing (OLAP); dagegen zählen 
zur BI i.w.S. sämtliche Komponenten, die Daten sammeln, aufbereiten, auswerten und präsen-
tieren können, z.B. das DWH oder die ETL-Prozesse (vgl. GLUCHOWSKI ET AL. (2008), S. 90f.; 
GLUCHOWSKI (2001), S. 6ff.). 
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Abbildung 2: Abgrenzung des BI-Verständnisses in Anlehnung an GLUCHOWSKI ET AL. (2008), S. 92 
und GLUCHOWSKI (2001), S. 7 
Leistungsfähige BI-Anwendungen für diese Schicht sind u.a. Data-Mining-Systeme, die 
mit modellgestützten Analyseverfahren komplexe Auswertungen ermöglichen (vgl. 
KEMPER ET AL. (2006), S. 102). Auch wenn der Begriff Data Mining in der Literatur oft 
mit dem Prozess der Wissensgenerierung gleichgesetzt wird (vgl. KEMPER ET AL. 
(2006), S. 106), ordnet FAYYAD (1996), S. 9 Data Mining als Schritt in diesen überge-
ordneten Prozess des Knowledge Discovery in Databases (KDD) ein: „Data Mining is a 
step in the KDD process consisting of particular data mining algorithms that […] pro-
duces a particular enumeration of patterns“. Ziel von Data-Mining-Verfahren ist dem-
nach, Muster – wie z.B. Regelmäßigkeiten und Auffälligkeiten – in den zugrundelie-
genden Daten zu entdecken und dadurch Strukturzusammenhänge abzubilden (vgl. 
BAUER & GÜNZEL (2004), S. 109; CHAUDHURI ET AL. (2011), S. 90; GLUCHOWSKI ET AL. 
(2008), S. 191). Den übergeordneten Prozess zur Entdeckung dieser Muster beschreibt 
FAYYAD (1996), S. 6 wie folgt: „Knowledge Discovery in Databases is the non-trivial 
process of identifying valid, novel, potentially useful, and ultimately understandable 
patterns in data“. Ziel des KDD-Prozesses ist demnach die Ableitung neuen Wissens, 
das sinnvoll – d.h. entscheidungsunterstützend – genutzt werden kann. Abbildung 3 
zeigt ein generisches Vorgehensmodell des beschriebenen Prozesses, der sich in 
mehrere, aufeinander folgende Schritte aufteilt (vgl. FAYYAD (1996), S. 6; KURGAN & 
MUSILEK (2006), S. 9ff.). 
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Abbildung 3: Der KDD-Prozess in Anlehnung an FAYYAD (1996), S. 6 
Im ersten Schritt werden die Daten ausgewählt, die für die Analyse relevant sind. Die 
Grundvoraussetzung zur Anwendung der Data-Mining-Verfahren ist dabei eine struktu-
rierte Datengrundlage auf Basis einer Datenbank oder eines Data Warehouse (vgl. 
BAARS & KEMPER (2008), S. 132; HAN & KAMBER (2006), S. 10; VOSSEN (2008), S. 528). 
Die Daten aus diesen Systemen sind anschließend gegebenenfalls aufzubereiten, 
bspw. bei Unterschieden in der Datenstruktur. Im nächsten Schritt findet eine (verfah-
rensspezifische) Vorverarbeitung der selektierten Daten statt, indem z.B. aus den be-
stehenden Attributen neue Variablen gebildet werden. Im Anschluss werden Data-
Mining-Verfahren auf die vorbereitete Datenbasis angewendet, die als Ergebnis die 
Beziehungszusammenhänge zwischen den Daten aufdecken. Nach Evaluation und 
Interpretation der Resultate gehen diese in Wissen über (vgl. FAYYAD (1996), S. 10f.; 
KURGAN & MUSILEK (2006), S. 9ff.; PETERSOHN (2005), S. 11ff.). Zur Aufdeckung dieser 
Beziehungszusammenhänge im Teilschritt Data Mining stehen unterschiedliche Me-
thoden zur Verfügung, die sich in voraussagende und beschreibende Verfahren klassi-
fizieren lassen (vgl. BAUER & GÜNZEL (2004), S. 109; KEMPER ET AL. (2006), S. 108; VOS-
SEN (2008), S. 527): 
 Zu den voraussagenden Verfahren gehören unter anderem die Klassifikation 
und die Regression. Während die zu untersuchenden Daten bei der Klassifikati-
on (z.B. mit Hilfe eines Entscheidungsbaums) in vorab definierte Klassen ein-
geordnet werden, beschreibt die Regression Ursache-Wirkungs-
Zusammenhänge zwischen einzelnen Merkmalen der zugrundeliegenden Da-
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ten. Solche Verfahren werden z.B. bei der Berechnung der Kreditwürdigkeit 
eingesetzt (vgl. GLUCHOWSKI (2001), S. 9).  
 Die Clusterbildung und die Assoziationsanalyse sind dagegen den beschreiben-
den Verfahren zuzuordnen. Bei der Clusterbildung werden die Daten zu ähnli-
chen, vorher unbekannten Gruppen zusammengefasst; die Assoziationsanalyse 
hingegen deckt Beziehungen zwischen den Ausprägungen der Variablen auf 
und bildet sie als Regeln ab. Während die Clusterbildung dazu eingesetzt wird, 
Kundensegmente zu bestimmen, kann die Assoziationsanalyse der Analyse von 
Warenkörben und damit der Layoutplanung von Supermärkten dienen (vgl. 
GLUCHOWSKI (2001), S. 9).  
Für einen detaillierteren Einblick in die Verfahren des Data Mining sei an dieser Stelle 
auf entsprechende Literatur wie FAYYAD (1996), HAN & KAMBER (2006), PETERSOHN 
(2005) oder RUNKLER (2010) verwiesen.  
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3 TEXT MINING 
Für die modellgestützte Auswertung sind relevante Daten jedoch nicht nur in struktu-
rierter Form verfügbar, sondern liegen häufig auch als semi- oder gar unstrukturierte 
Texte vor (vgl. BAARS & KEMPER (2008), S. 132f.). Auch HEYER ET AL. (2006), S. 1 beto-
nen: „Text ist ein bedeutender Wissensrohstoff, der im Zeitalter des Internet in gro-
ßen Mengen in digitaler Form zur Verfügung steht“. Allerdings können unstrukturierte 
Daten nicht ohne Weiteres analysiert werden (vgl. HAN & KAMBER (2002), S. 428; 
HOTHO ET AL. (2005), S. 19). Text-Mining-Werkzeuge sind auf diese Besonderheit der 
Datengrundlage spezialisiert und erlauben es – analog zu Data-Mining-Verfahren –, aus 
Texten Informationen und Zusammenhänge zu extrahieren (vgl. HEYER ET AL. (2006), S. 
1; WEISS ET AL. (2010), S. 1). Dadurch und durch eine Reihe anderer Funktionen, z.B. 
das Erkennen inhaltlicher Strukturen oder Ähnlichkeiten zwischen Begriffen, eignet 
sich Text Mining besonders zur Wissensakquisition aus Texten (vgl. HEYER ET AL. 
(2006), S. 6f.). 
Wie die Nachbardisziplin Data Mining (siehe Abschnitt 2.3) zielt Text Mining darauf ab, 
Wissen aus vorhandenen Daten zu generieren. Im Gegensatz zu Data-Mining-
Verfahren, die auf Basis strukturierter Daten agieren, können Text-Mining-Algorithmen 
jedoch unstrukturierte Daten verarbeiten. Text-Mining-Tools sind daher ebenfalls zur 
analyseorientierten BI bzw. zu den Analysesystemen des BI-Ordnungsrahmens zu zäh-
len. Die folgenden Abschnitte befassen sich zunächst mit einer Abgrenzung des For-
schungsfeldes im Hinblick auf andere Disziplinen. Im Anschluss wird der Begriff Text 
Mining definiert und ein Prozessmodell für Text-Mining-Vorhaben dargestellt und erläu-
tert.  
3.1 BERÜHRUNGSPUNKTE MIT ANDEREN DISZIPLINEN 
Das Forschungsfeld Text Mining kombiniert Techniken zur Verarbeitung und Analyse 
von Texten, die ihren Ursprung in unterschiedlichen Disziplinen haben (vgl. MINER ET 
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AL. (2012), S. 30f.). Wie bereits erwähnt, spielt das Forschungsfeld Data Mining in die-
sem Kontext eine große Rolle: Um Muster in (strukturierten) Massendaten erkennen 
zu können, werden bspw. ähnliche Datensätze gruppiert; solche Data-Mining-
Verfahren werden auch im Text Mining angewendet (vgl. HOTHO ET AL. (2005), S. 30ff.; 
HUSSAIN ET AL. (2012), S. 9). Die Voraussetzung dafür ist jedoch, dass die zunächst un-
strukturierten Textdaten in eine strukturierte Form überführt werden.  
Diese Funktion steuert das Natural Language Processing (NLP) bei, ein Teilbereich der 
Computerlinguistik, der ebenfalls einen großen Beitrag im Rahmen des Text Mining 
leistet (vgl. MEHLER & WOLFF (2005), S. 9f.; MILLER (2005), S. 106f.). Mit Hilfe von NLP-
Verfahren wird eine umfassendere Analyse der Texte ermöglicht, indem grammatikali-
sche Regeln, Thesauren, Lexika und weitere linguistische Konzepte eine Strukturie-
rung des Textes vornehmen: Dadurch können u.a. bestimmte Satzelemente (z.B. Sub-
stantive, Adjektive, usw.) identifiziert und gesondert untersucht werden (vgl. HOTHO ET 
AL. (2005), S. 25ff.; KAO & POTEET (2007), S. 1; WEISS ET AL. (2010), S. 16ff.). Während 
sich die Computerlinguistik mit der computerbasierten Verarbeitung von Text und 
Sprache beschäftigt (vgl. KÖHLER (2005), S. 1), nutzt Text Mining diese Erkenntnisse 
und wendet sie auf unstrukturierte Massendaten an, um neuartige Erkenntnisse aus 
den Texten zu gewinnen und daraus Handlungsmaßnahmen abzuleiten (vgl. HEARST 
(1999), S. 4f.; HIPPNER & RENTZMANN (2006a), S. 287; MEHLER & WOLFF (2005), S. 9). 
MEHLER & WOLFF (2005), S. 9 betonen dabei auch, dass beide Disziplinen voneinander 
lernen können, indem sie miteinander interagieren: Text-Mining-Ergebnisse können 
durch die Integration linguistischer Erkenntnisse verbessert werden, und linguistische 
Erkenntnisse können durch den Einsatz in Text-Mining-Projekten validiert werden.  
Wie die Ausführungen zeigen, sind die Computerlinguistik und Data Mining in diesem 
Bereich die beiden wichtigsten Nachbardisziplinen. Aufgrund der Verarbeitung von 
großen Datenmengen kommt aber auch der Statistik eine wichtige Rolle zu; außerdem 
haben einige Verfahren ihre Wurzeln im Feld der Künstlichen Intelligenz bzw. im In-
formation Retrieval (vgl. MINER ET AL. (2012), S. 31). 
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3.2 DEFINITION 
In Abhängigkeit der Perspektive (siehe Abschnitt 3.1) wird auch der Begriff Text Mi-
ning auf unterschiedliche Weise betrachtet. HOTHO ET AL. (2005), S. 22f. erläutern drei 
Auffassungen: Text Mining im Sinne der Informationsextraktion, Text Mining im Sinne 
von textbasiertem Data Mining und Text Mining im Sinne eines (KDD-)Prozesses.  
Als Werkzeug zur Informationsextraktion kann Text Mining eingesetzt werden, um 
Passagen aus einem Text zu extrahieren und mit bestimmten Attributen zu versehen; 
bspw. können dadurch (teil-)automatisiert Personen sowie deren jeweilige Funktion in 
einem Unternehmen identifiziert werden (vgl. HOTHO ET AL. (2005), S. 45ff.).  
Die zweite Auffassung sieht den Begriff Text Mining – wie Data Mining – als Bezeich-
nung für Verfahren zur computergestützten Analyse und (semi-)automatischen Struktu-
rierung von Texten (vgl. HE (2013), S. 501; HEYER ET AL. (2006), S. 3; HOTHO ET AL. 
(2005), S. 23).  
Abschließend wird der Begriff Text Mining von einigen Autoren auch als Prozess zur 
Wissensgenerierung betrachtet (vgl. FELDMAN & DAGAN (1995), S. 112; HIPPNER & 
RENTZMANN (2006a), S. 287; HOTHO ET AL. (2005), S. 23). Wie in Abschnitt 2.3 erläutert 
wurde, wird dieser Prozess im Rahmen des Data Mining KDD genannt; in Analogie 
dazu prägten FELDMAN & DAGAN (1995), S. 112 den Begriff Knowledge Discovery in 
Textual Databases (KDT).  
Der vorliegende Beitrag folgt der dritten Auffassung und versteht Text Mining als ana-
lytischen Prozess zur computergestützten Wissensgenerierung aus Textdaten. Daher 
fokussiert das Verständnis von Text Mining nicht nur auf die Analyseverfahren selbst, 
sondern auch auf die vor- und nachgelagerten Schritte des Prozesses wie die Samm-
lung und Aufbereitung der relevanten Daten sowie die Interpretation und Verwertung 
der Ergebnisse. Ein Modell dieses Prozesses wird bei HIPPNER & RENTZMANN (2006a), 
S. 288 diskutiert und im folgenden Abschnitt aufgegriffen.  
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3.3 PROZESSMODELL NACH HIPPNER & RENTZMANN (2006a) 
Wie im vorigen Abschnitt erläutert wurde, verstehen auch HIPPNER & RENTZMANN 
(2006a), S. 287ff. Text Mining als Prozess zur Datenanalyse. In ihrem Beitrag beschrei-
ben die Autoren ein anwendungsneutrales Vorgehensmodell für Text-Mining-Projekte 
und gliedern diesen iterativen Prozess in die nachfolgend beschriebenen Schritte (sie-
he Abbildung 1). Die Aktivitäten vieler Schritte decken sich dabei mit den Ausführun-
gen zu Data Mining in Abschnitt 2.3; in der Phase der Dokumentaufbereitung unter-
scheiden sich die beiden Disziplinen jedoch besonders. 
 
Abbildung 1: Der Text-Mining-Prozess nach HIPPNER & RENTZMANN (2006a), S. 288 
3.3.1 Aufgabendefinition 
Im ersten Schritt erfolgt die Aufgabendefinition, indem betriebswirtschaftliche Prob-
lemstellungen bestimmt und daraus Text-Mining-Ziele abgeleitet werden. Dazu gehö-
ren u.a. die Marktforschung (vgl. DAVIS & OBERHOLTZER (2008), S. 1ff.; KAISER (2009), S. 
90), die Wettbewerbsanalyse (vgl. BAARS & KEMPER (2008), S. 144ff.; FENG & FUHAI 
(2012), S. 467ff.) oder die Produktentwicklung (vgl. KAISER (2008), S. 229ff.; THOR-
LEUCHTER ET AL. (2010), S. 440ff.). Dies ist bereits eine wichtige Phase, da sich die ge-
setzten Ziele auf Aufgaben und Verfahren in den darauffolgenden Phasen – vor allem 
bei der Dokumentaufbereitung und beim Text Mining selbst – auswirken.  
3.3.2 Dokumentselektion 
Im Anschluss an die Zieldefinition erfolgt die Identifizierung der potenziell entschei-
dungsrelevanten Dokumente. HIPPNER & RENTZMANN (2006a), S. 288 beschreiben da-
bei, dass – analog zu einem DWH in klassischen BI-Systemen – ein Document Wa-
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rehouse3, das verschiedene Daten- und Dokumenttypen beinhaltet, von Nutzen sein 
kann. Dabei können die vorhandenen Daten aus verschiedenen Quellen zusammenge-
führt werden. Je nach Anwendungsfall könnten im Document Warehouse bzw. der 
Datenbank bspw. einerseits unternehmensinterne Texte wie Schriftverkehr mit Kun-
den, aber andererseits auch unternehmensexterne Daten aus dem Web gespeichert 
werden; auch eine Integration von internen und externen Daten wäre denkbar.  
3.3.3 Dokumentaufbereitung 
Aufgrund ihrer Beschaffenheit müssen die unstrukturierten Daten – anders als im Da-
ta-Mining-Prozess – gesondert aufbereitet und dadurch in eine strukturierte Form ge-
bracht werden (vgl. HOTHO ET AL. (2005), S. 19). Dieser Schritt erfolgt in der Dokumen-
taufbereitung und kann aufgrund seiner Bedeutung über den Erfolg des Text-Mining-
Projektes entscheiden. Ziel dieser Phase ist die Extraktion von Termen aus den Tex-
ten; diese Terme sind Grundlage für die anschließende Analyse und werden mit ver-
schiedenen Techniken aus dem Forschungsfeld des NLP bestimmt (vgl. HIPPNER & 
RENTZMANN (2006a), S. 288; MILLER (2005), S. 106).  
Der erste Ansatz ist die morphologische Analyse, die einzelne Wortformen und Wort-
bestandteile betrachtet. Dabei werden die Terme in den Texten nicht nur als Zeichen-
ketten betrachtet, sondern es wird versucht, sie als bestimmte, konjugierte Form ei-
nes Wortes zu erkennen (vgl. FERBER (2003), S. 40f.). Bei diesem Vorgang wird zwi-
schen der Grundformenreduktion und der Stammformenreduktion unterschieden. Die 
Grundformenreduktion bzw. Lemmatisierung beschreibt die Zurückführung von einzel-
nen Wörtern auf ihre Grundform, wie beispielsweise von Substantiven auf den Nomi-
nativ Singular und von Verben auf den Infinitiv. Die Stammformenreduktion, auch 
Stemming genannt, beschreibt hingegen die Zurückführung der einzelnen Wörter auf 
ihren Wortstamm. Als Beispiel kann die Zeichenkette „fand“ und „Gefundenes“ auf 
denselben Stamm „finden“ zurückgeführt werden (vgl. FERBER (2003), S. 41); je nach 
Verfahren können die Terme durch die Wortgruppierung zwar stark reduziert werden, 
                                               
3  In einem DWH werden üblicherweise Daten aus unterschiedlichen, operativen Systemen 
konsolidiert gespeichert (vgl. KEMPER ET AL. (2006), S. 17ff.). Ein Document Warehouse enthält 
demnach entscheidungsrelevante Dokumente des Unternehmens in analyseorientierter Spei-
cherung (vgl. TSENG & CHOU (2006), S. 728). 
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jedoch leidet darunter unter Umständen die Interpretierbarkeit der Daten (vgl. NA-
TARAJAN (2005), S. 34; SANJUAN & IBEKWE-SANJUAN (2006), S. 1533).  
Eine weitere Technik des NLP ist die syntaktische Analyse, die eine Annotation einzel-
ner Satzbausteine vornimmt. In diesem Zusammenhang wird unter einer Annotation 
eine Textauszeichnung – im angloamerikanischen Raum auch als Part-of-Speech-
(POS)-Tagging bezeichnet – verstanden, die bestimmte Textbestandteile markiert, lexi-
konbasiert kategorisiert und damit Adjektive, Substantive, Verben und Eigennamen 
identifiziert (vgl. LOBIN (2004), S. 51). Darüber hinaus wird beim Parsing der Satzbau 
analysiert und somit jedes Wort entsprechend seiner Stellung im Satz als Subjekt, Ob-
jekt usw. untersucht und gekennzeichnet (vgl. CIRAVEGNA & LAVELLI (1999), S. 102ff.). 
Die syntaktische Analyse birgt großen Nutzen, da dadurch eine gezielte Extraktion von 
Informationen aus bestimmten syntaktischen Einheiten möglich ist.  
Die semantische Analyse ist die dritte Technik des Natural Language Processing, die in 
Ergänzung kontextuelles Wissen verarbeitet. Dabei wird ein Satz in bedeutungsabhän-
gige Einheiten zerlegt und die einzelnen Wörter dem Kontext entsprechend analysiert 
(vgl. HOTHO ET AL. (2005), S. 29). Ziel dabei ist zu erkennen, ob beispielsweise das Wort 
„Bank“ eine Sitzgelegenheit oder ein Geldinstitut bezeichnet.  
Die genannten NLP-Verfahren können je nach Aufgabenstellung auch kombiniert wer-
den. Welche der Ansätze zur Anwendung kommen, hängt jedoch vor allem von den 
Dokumenten und den Analysezielen ab.  
Neben den NLP-Verfahren können in dieser Phase weitere Schritte zur Aufbereitung 
unternommen werden. Dazu zählen einerseits Term-Filtering-Verfahren, mit deren Hil-
fe die Menge an Termen und damit – wie bei der morphologischen Analyse – die Di-
mensionalität reduziert wird (vgl. HOTHO ET AL. (2005), S. 25; TSENG ET AL. (2007), S. 
1222). Andererseits gehören dazu auch Verfahren, die die Datenbasis transformieren; 
üblich ist in diesem Kontext die Repräsentation der Dokumente in Form eines Vektor-
raummodells bzw. einer Term-Dokument-Matrix: In den Zeilen der Matrix sind dabei 
die Dokumente angeordnet, während in den Spalten die in den Texten vorkommenden 
Terme gespeichert sind; die Zellen der Matrix enthalten binäre Werte (Term kommt im 
Dokument vor oder nicht), Häufigkeitszahlen (Term kommt x-mal im Dokument vor) 
oder andere Kennzahlen zur Abbildung der Beziehung zwischen Dokument und Term 
(vgl. HIPPNER & RENTZMANN (2006a), S. 289; HOTHO ET AL. (2005), S. 25). 
3 Text Mining  
 
 Seite | 17 
Nachdem mittels der verschiedenen Techniken die Terme des Textes extrahiert wur-
den, können diese als Variablen für die weitere Analyse verwendet werden. Die Aus-
führungen machen deutlich, dass an dieser Stelle die Weichen für sinnvoll interpretier-
bare Analyseresultate gestellt werden.  
3.3.4 Text-Mining-Methoden 
Im Anschluss an die Dokumentaufbereitung liegen die textuellen Daten in einer struk-
turierten Form vor, sodass auch Data-Mining-Verfahren angewandt werden können. 
Dazu zählen sowohl Klassifikationsverfahren, die die Texte in vorgegebene Kategorien 
einordnen (vgl. HOTHO ET AL. (2005), S. 30ff.; HUSSAIN ET AL. (2012), S. 9), als auch 
Segmentierungsverfahren, die ähnliche Texte in vorher unbekannte Gruppen zusam-
menführen (vgl. SOMMER ET AL. (2012), S. 10ff.; SANJUAN & IBEKWE-SANJUAN (2006), S. 
1537), als auch Abhängigkeitsanalysen, welche das gemeinsame Auftreten von Ter-
men untersuchen (vgl. DELGADO ET AL. (2002), S. 142ff.; NATARAJAN (2005), S. 36; 
TSENG ET AL. (2007), S. 1223). Inzwischen sind jedoch textspezifische Analyseverfahren 
entstanden, die versuchen, den Text auch inhaltlich zu erfassen. Dazu zählen u.a. Ver-
fahren zur Meinungsanalyse (vgl. ARCHAK ET AL. (2011), S. 1490; PANG & LEE (2008), S. 
1ff.), zur Zusammenfassung von Texten (vgl. CHOUDHARY ET AL. (2009); SARAVANAN & 
RAJ (2003), S. 465) oder zur Trendanalyse (vgl. CHOUDHARY ET AL. (2009), S. 731; HEIN-
RICH ET AL. (2012), S. 1145ff.).  
3.3.5 Interpretation / Evaluation 
Die Resultate der Textanalyse werden anschließend interpretiert und hinsichtlich ihrer 
Relevanz im Sinne des Analyseziels aus der ersten Phase bewertet. Genügen die Er-
gebnisse den Anforderungen bzw. der Zielstellung nicht, müssen die vorangegange-
nen Phasen erneut durchlaufen und die Parametrisierung der eingesetzten Verfahren 
angepasst werden (vgl. CHOUDHARY ET AL. (2009), S. 730). 
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3.3.6 Anwendung 
Sofern die Evaluation der Ergebnisse zufriedenstellend ausgefallen ist, folgt deren An-
wendung: Als Abschluss des Prozesses müssen die Erkenntnisse aus der Analyse in 
Handlungsempfehlungen oder Maßnahmen umgesetzt werden (vgl. HIPPNER & RENT-
ZMANN (2006a), S. 289); erst dadurch wird die Entscheidungsunterstützungsfunktion 
der BI erfüllt.  
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4 POTENZIALE DER TEXTANALYSE 
Die Anwendung des Text Mining und die Umsetzung der Resultate sind vor allem in 
Bereichen sinnvoll, in denen viele Dokumente vorliegen und Wissen eine große Rolle 
spielt (vgl. HIPPNER & RENTZMANN (2006a), S. 289). Hierzu zählt u.a. das CRM, weil 
durch die Analyse von Schriftverkehr, digitalisierten Gesprächen oder sonstigen un-
strukturierten Daten Kundeninformationen ergänzt oder gar validiert werden können. 
Inzwischen werden jedoch auch Meinungen aus Kundenrezensionen ausgewertet, um 
z.B. Verkaufszahlen eines Produktes abzuschätzen. An diesen beiden, ausgewählten 
Anwendungsfeldern erläutern die folgenden Abschnitte die Potenziale der Textanalyse 
im Rahmen der BI. 
4.1 ERWEITERUNG DES CRM 
Das CRM bzw. Kundenbeziehungsmanagement ist vor allem ein Teilgebiet des Marke-
ting und bezeichnet die Ausrichtung des Unternehmens am Kunden (vgl. GNEISER 
(2010), S. 95f; THOMMEN & ACHLEITNER (2003), S. 123). Bei der Sammlung, Verwaltung 
und Auswertung von Kundeninformationen wird das CRM von (analytischen) Informa-
tionssystemen unterstützt, wodurch sich das Forschungsfeld auch in der Wirt-
schaftsinformatik etabliert hat (vgl. BAARS & KEMPER (2008), S. 143f.; STAHLKNECHT & 
HASENKAMP (2005), S. 326). In Verbindung mit der BI liegt der Anwendungsbereich 
insbesondere beim analytischen CRM (siehe auch Abbildung 2 in Abschnitt 2.3). Ge-
genstand ist hierbei die Analyse der gespeicherten Daten, um die Kunden besser ken-
nenzulernen und deren Verhalten vorhersagen zu können (vgl. FAYERMAN (2002), S. 
64). Data-Mining-Verfahren sind z.B. in der Lage, den Kundenstamm zu segmentieren, 
d.h. in heterogene Zielgruppen einzuteilen, und dadurch Kundenprofile zu erstellen 
(vgl. CHANG ET AL. (2009), S. 1433). Weitere Anwendungsgebiete sind die Prognose 
von Kündigungswahrscheinlichkeiten oder die Ableitung von Cross-Selling-Potenzialen 
aus der Einkaufshistorie (vgl. HIPPNER & RENTZMANN (2006b), S. 99).  
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In einem analytischen CRM-System nimmt das mitunter als Customer Data Wa-
rehouse bezeichnete DWH die Position der zentralen Datenbank ein, in der die Kun-
dendaten gespeichert sind (vgl. BAARS & KEMPER (2008), S. 143). Diese konsolidierte 
Datenbasis ist Ausgangspunkt für die anschließende Analyse der Kunden und stellt 
daher bereits besondere Anforderungen an die BI: Um ein möglichst umfassendes Bild 
der Kunden erhalten zu können, müssen die Daten meist aus unterschiedlichen Sys-
temen zusammengetragen werden (vgl. BAARS & KEMPER (2008), S. 143). Da gerade in 
diesem Kontext häufig auch Informationen aus dem Schriftverkehr oder Kundenmei-
nungen aus Online-Plattformen eine große Rolle spielen, schließt dies auch unstruktu-
rierte Daten mit ein (vgl. BAARS & KEMPER (2008), S. 143f.; HIPPNER & RENTZMANN 
(2006b), S. 100). Wie in Abschnitt 1 erwähnt wurde, bieten nutzergenerierte Inhalte 
besondere Potenziale, Informationen über die Kunden des Unternehmens zu sammeln 
und im Hinblick auf Zielgruppen- oder Profilbildung auszuwerten. BAARS & KEMPER 
(2008), S. 144 schlagen in diesem Zusammenhang vor, wie die Integration unstruktu-
rierter Daten in das Customer Data Warehouse idealerweise umgesetzt werden sollte 
und welche Chancen sich dadurch für das Unternehmen ergeben.  
HIPPNER & RENTZMANN (2006b), S. 99ff. greifen diese Chancen auf und beschreiben 
einen konkreten Anwendungsfall in der Bankenbranche. Die Autoren analysierten in 
ihrem Beitrag die Transaktionsdaten von Bankkunden und dabei insbesondere deren 
Verwendungszwecke. Neben den Verwendungszwecken, die Freitexte enthalten, ste-
hen dabei auch strukturierte Daten für die Analyse zur Verfügung: Kontoinhaber, Bank-
verbindung und Betrag (vgl. HIPPNER & RENTZMANN (2006b), S. 100). Durch die Auswer-
tung der Verwendungszwecke in Kombination mit den strukturierten Angaben erhoff-
ten sich die Autoren, den Kunden und sein Verhalten besser beschreiben zu können. 
Dazu wurden im Rahmen des Projekts nur die Daueraufträge der Bankkunden analy-
siert, um möglichst belastbare Erkenntnisse zu gewinnen. 
Bei der Aufbereitung der Texte wurden die identifizierten Terme mit Hilfe von NLP-
Verfahren verarbeitet; dazu wurden kontextspezifische Wörterbücher und Ontologien 
entwickelt, um die Terme auf ihren Wortstamm zurückführen sowie synonym ge-
brauchte Begriffe bestimmen und zusammenfassen zu können. Anschließend wurde 
die Datenbasis in ein Vektorraummodell überführt, sodass sich für die Auswertung 
klassische Data-Mining-Verfahren einsetzen ließen. Im skizzierten Anwendungsfall 
wurden wichtige Terme extrahiert, hinsichtlich ihrer Aussagekraft zur Beschreibung 
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des Kunden bewertet und daraus entsprechende Handlungsempfehlungen abgeleitet; 
davon sollen beispielhaft zwei Ergebnisse genannt werden (vgl. HIPPNER & RENTZMANN 
(2006b), S. 104f.): 
 Aus Termen wie Haushaltsgeld / Taschengeld / Unterhalt schlussfolgern die 
Autoren u.a. Hinweise auf die Haushaltsstruktur. Weitere Analysen, wie z.B. 
die Angaben zum Namen des Gegenkontoinhabers lassen demnach Rück-
schlüsse auf Kinder des Kunden zu; auch die Angabe der Gegenbank kann 
Handlungsmaßnahmen nach sich ziehen, um mit speziellen Konditionen sämtli-
che Familienmitglieder als Kunden bei der Bank zu gewinnen. 
 Beim Term Bausparvertrag können in Verbindung mit Assoziationsanalysen au-
ßerdem zusätzliche Erkenntnisse gewonnen werden. Auch hier ist die Gegen-
bank eine wichtige Angabe, um Kunden mit maßgeschneiderten Angeboten 
auf Produkte des eigenen Hauses aufmerksam machen zu können.  
Das Fallbeispiel zeigt auf, wie durch die Untersuchung von Texten Kundendaten er-
gänzt werden können – im Customer Data Warehouse könnte bspw. nach dieser Ana-
lyse die Information gespeichert werden, ob der Kunde einen Bausparvertrag bei einer 
Fremdbank besitzt – und sich daraus konkrete Handlungsempfehlungen für die Kun-
denansprache entwickeln lassen, z.B. indem solche Kunden mit gezielten Offerten 
beworben werden.  
4.2 ALTERNATIVE ZUR MARKTFORSCHUNG  
Ein weiteres Fallbeispiel demonstriert die Potenziale der Textanalyse im Rahmen der 
Marktforschung. DAVIS & OBERHOLTZER (2008), S. 1f. merken an, dass die Analyse von 
unternehmensexternen Texten als Ergänzung zur traditionellen Marktforschung dienen 
kann. Die Autoren beziehen sich darauf, dass immer mehr Kunden ihre Erfahrungen 
mit Produkten und / oder Dienstleistungen eines Unternehmens im Web 2.0 veröffent-
lichen und dadurch vielen anderen (vor allem potenziellen) Kunden zur Verfügung stel-
len (vgl. KAISER (2009), S. 90; MISHNE & GLANCE (2005), S. 1; PANG & LEE (2008), S. 1ff.). 
Bewertungen in Form von kurzen Texten werden in Onlineshops, z.B. bei Amazon, 
oder Bewertungsportalen, z.B. bei Ciao.de, von den Konsumenten genutzt und beein-
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flussen direkt die Kaufentscheidung, da die Eigenschaften des Produkts vor dem Kauf 
transparenter werden (vgl. MISHNE & GLANCE (2005), S. 1). LIU (2008), S. 4f. beschreibt 
unter dem Begriff Opinion Mining – auch Sentiment Analysis genannt (vgl. Archak et 
al. 2011), S. 1486) – Verfahren, mit deren Hilfe Meinungen aus solchen Bewertungen 
extrahiert werden können. Dazu müssen einerseits die Produkteigenschaften (soge-
nannte „features“) in den Texten erkannt und andererseits die zugehörige Polarität 
(d.h. positiv, neutral oder negativ) bestimmt werden (vgl. Archak et al. 2011), S. 1490); 
dafür eignen sich besonders Adjektive und Adverbien (vgl. BENAMARA ET AL. (2007), S. 
1ff.), die mit Hilfe von POS-Tagging-Verfahren identifiziert werden können (siehe Ab-
schnitt 3.3.3). Die Auswertung dieser Texte liefert ein aggregiertes Meinungsbild der 
Unternehmensleistungen im Web 2.0. Da sowohl positive als auch negative Eigen-
schaften sichtbar sind, lassen sich Maßnahmen für die folgende Produktserie oder die 
Preispolitik ableiten (vgl. THORLEUCHTER ET AL. (2010), S. 440ff.). 
In diesem Kontext betrachten GRUHL ET AL. (2005) in ihrem Beitrag Kundenmeinungen 
zu Büchern, die in Weblogs veröffentlicht wurden, und vergleichen diese mit den rea-
len Verkaufszahlen dieser Bücher im Online-Shop von Amazon. Durch ihre Erkenntnis-
se bei der Zeitreihenanalyse konnten sie auf Basis der Meinungen und Erfahrungen 
Spitzenwerte bei den Verkaufszahlen des beschriebenen Buches vorhersagen (vgl. 
GRUHL ET AL. (2005), S. 86).  
MISHNE & GLANCE (2005) haben ebenfalls Erfolge bei der Vorhersage von Produktver-
kaufszahlen erzielt. In ihrem Beitrag zeigen die Autoren, wie sie auf Basis von Stim-
mungen in Weblogs Verkaufszahlen von Filmen vorhersagen können. Zum Aufbau des 
Modells wurden Angaben der Internet Movie Database mit Texten aus Blog-Beiträgen 
in Verbindung gebracht und ausgewertet. Die Autoren konnten zeigen, dass ein Zu-
sammenhang zwischen positiven Bewertungen in Weblogs und dem finanziellen Er-
folg der betrachteten Filme besteht (vgl. MISHNE & GLANCE (2005), S. 4).  
Die Erkenntnisse aus der Meinungsanalyse ermöglichen dabei zum einen die Bildung 
eines Modells zur Prognose des Produkterfolgs – mit diesem Wissen lässt sich z.B. die 
Marketing-Strategie anpassen, um das Produkt positiv zu präsentieren. Zum anderen 
tragen diese Erkenntnisse aber auch dazu bei, im Rahmen der Produktentwicklung 
bestehende Produkte zu verbessern oder neue Produkte stärker an den Kundenwün-
schen auszurichten.  
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5 FAZIT UND AUSBLICK 
Die Analysesysteme der BI sind in der Lage, mit Daten unterschiedlichen Strukturie-
rungsgrades umzugehen. Strukturierte Daten werden schon seit vielen Jahren mit 
Data-Mining-Verfahren ausgewertet, um Erkenntnisse aus ihnen abzuleiten (siehe Ab-
schnitt 2.3).  
In neuerer Zeit ist daraus die Nachbardisziplin Text Mining entstanden, die die Auswer-
tung unstrukturierter Daten ermöglicht. Text Mining führt dazu Verfahren aus ver-
schiedenen Forschungsfeldern zusammen, allen voran Data Mining und Computerlin-
guistik (siehe Abschnitt 3.1), und nutzt diese Verfahren zur Strukturierung und an-
schließender Auswertung von Texten (siehe Abschnitt 3.2). Das Vorgehen bei Text-
Mining-Projekten ist dabei an den KDD-Prozess angelehnt, unterscheidet sich jedoch in 
einigen Teilschritten – z.B. in der Phase der Datenaufbereitung – stark von diesem Da-
ta-Mining-spezifischen Ansatz (siehe Abschnitt 3.3).  
Wie der Beitrag weiterhin zeigt, lassen sich durch Text Mining in vielen Anwendungs-
bereichen Potenziale realisieren (siehe Abschnitt 4). Insbesondere durch die stetige 
Zunahme von unternehmensexternen, nutzergenerierten Texten im Web 2.0 liegen 
entscheidungsrelevante, unstrukturierte Daten vor, die mit speziellen Verfahren ge-
sammelt und verarbeitet werden müssen. Dies betrifft viele Bereiche der BI, deren 
reibungsloses Zusammenwirken überhaupt erst wertvolle Analysen erlaubt. For-
schungsbedarf lässt sich daher z.B. für ETL-Prozesse ableiten, die auf die Extraktion 
von Texten aus Webseiten ausgerichtet werden müssen, aber auch für DWHs, die 
unstrukturierte Daten aufnehmen und integrieren sollen, oder Analyseverfahren, die 
ständig weiterentwickelt werden, um der Vielfalt der gesprochenen Sprache gewach-
sen zu sein.  
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