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Abstract 
The personal virtual mannequin is very important in electronic made to measure (eMTM) system. There is one new 
easy method to generate personal virtual mannequin. First, the characteristic information of customer’s body is got 
from two photos. Secondly, some human body part templates corresponding with the customer are selected from the 
templates library. Thirdly, these templates are modified and assembled according to certain rules to generate a 
personalized 3-dimensional human, and then the virtual mannequin is realized. Experimental result shows that the 
method is easy and feasible. 
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1.  Introduction  
MTM (Made to Measure) tailored approach is a fully customer-centric way of clothing, it combines 
anthropometry, style selection, size analysis, costume design etc. in order to achieve fast and efficient 
production of customized clothing[1].Therefore, MTM meet clothing fitness requirements, not only meet 
fitness requirements of the integral entity but also meets fitness requirements of the individual entity. 
However, due to the fact that process of production of each MTM is relatively independent, there is no way 
to form a complete industrial production chain, and some parts are still in manual production stage, for 
example, in MTM a key step--- in the control of the site to find out differences and get a model swap 
manual changes to the decision-making behavior in which operators rely on their own knowledge structure 
and work experience, which limits its industrial applications. Therefore, the industrialized production of 
MTM garment has now become an important issue to be addressed in digital garment industry 
development.  
EMTM (Electronic Made to Measure) combines body measurement, size analysis, style selection, 
costume design, clothing purchase and clothing production to achieve fast and efficient digital clothing 
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production chain using modern 3-Dimensional body scanning technology, computer technology and 
network technology. As a new mode of clothing production, eMTM has become the focus of research in 
the field of clothing production at home and abroad, and will be an important direction of development to 
the future of digital clothing production. 
2. Research  Background  
At present, in Europe there have more than 20 institutions and more than a dozen large-scale garment 
manufacturing enterprises which participated in the study eMTM system [2]. Japan and America have 
developed their own eMTM system respectively and the system has begun trial run into the market. At 
home, Donghua University [3] , Beijing Institute of Clothing Technology[4][9], Tianjin Polytechnic 
University[5], Xi'an Engineering Science and Technology Institute[6], Zhejiang Academy of 
Engineering[7], Sichuan University[8] and many other academies and institutions are researching eMTM 
system , and a number of prototype systems have been developed. 
In eMTM system, there has an important feature which is online Virtual Dressing. Customers can see 
the effect of wearing tailored clothing online, and that needs implement 3-Dimensional virtual human body. 
Over the past decade, many countries and areas have carried out the research of 3-Dimensional virtual 
mannequin and there had mature technology already. These techniques are mainly classified into three 
categories: One is measuring customers with 3-Dimensional body measurement and then generating 
personalized three-dimensional human body directly. One is getting the customers’ personalized 3D 
mannequin through the parameters which based on a sample of the human body with 3-Dimensional body 
measurement. And the last is rebuilding personalized 3D mannequin using body information which can be 
obtained from photos or other ways. The first method depends on 3-Dimensional body measurement, but 
the equipment is expensive, and the request of the test environment and object tested is also harsh, so 3-
Dimensional body measurement can not be used extensively in eMTM application of customer oriented 
although it is used usually in human body research and body measurement. While it doesn’t need customer 
oriented 3-Dimensional body measurement, the second method has subjectivity and needs manual 
adjustment, and it is difficult to generate automatically 3-Dimensional human body. Because of its simple 
facility and means such as photos etc., the third method is easy to promote and it has become the research 
focus at present. 
Institute of Automation, Chinese Academy of Sciences used a total of four orthogonal body images 
which include right-side, side and the back image to remodel the body template and then a personalized 
virtual human body with clothing texture can be generated. The body template uses cross-section ring as 
the basic geometric elements, and the cross-section ring will be expressed as the function of body skeleton. 
and then establish the relationship between cross-section ring  and 2-Dimensional image of body model 
through the correspondence between skeleton of 3-Dimensional body model and body skeleton of 2-
Dimensional image, and get basic shape parameters of cross-section ring from 2-Dimensional image, and 
finally parameterized remodel cross-section ring , then generate personalized body model. Zhejiang 
University, using standard 3-Dimensional body model as a template, comparing 2-Dimensional orthogonal 
projection images of standard 3-Dimensional body model which got from camera projection matrix with 
live orthogonal photos ( a total of 3 images), got the relationship of the corresponding characteristic points 
between the two silhouettes, and then using deformation relations of 2-Dimensional orthogonal image 
calculated displacement of the corresponding 3-dimensional characteristic vertexes between the standard 3-
dimensional virtual and real 3-dimensional virtual body model, and according to the relative deformation 
matrix between characteristic points transformed corresponding coordinates for all the vertexes on block of 
standard 3-dimensional virtual human model, then loaded the information which extracted from real 
human’s texture information to 3-dimensional model, and obtained the 3-dimensional virtual body model 
having real human texture and similar morphological characteristics. Donghua University, with the support 
of the international co-operative research projects of Shanghai Science and Technology Commission, 
"China-EU cooperation Electronic Made to Measure -eMTM key technology research", has realized how 
to generate automatically 3-dimensional virtual mannequin using two right-side and side photos and using 
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human body part assembly technology on the basis of 3-dimensional human part template. Compared with 
the first two methods, in this method photos are from 4 to 2, and an ordinary camera can be used , the 
operation is more simple ,and it has realized the automatic generation. 
3. Our Research 
3.1 The Definition of Human Body Parts 
Every human body, whether male or female human body, has the same geometric structure which 
composed of head, trunk and limbs, and the trunk can be divided into bust, waist and hip part. Based on the 
decomposed parts, we can decompose farther every part into a group of related key cross-sections. The 
combination of these key cross-sections reflects the geometric figure of the corresponding part and these 
parts and cross-sections can be called as human body parts shown in figure 1. 
For human body parts, a same part of different human body is different. But the geometric 
characteristic information of human body’s figure determines they are similar. So any human body can get 
the most similar body part from the group of similar human body according to its geometric characteristics 
to build human body. 

Figure 1. Human body parts 
3.2 The Positioning and Assembly of the Body Parts 
However, only with the body’s part and the cross-section and other parts we can not assemble a normal 
human body. It is also necessary to determine the correct position of each component. We need the 
silhouette information of human body to position. The centerline and outline of the human body’s 
silhouette can be the positioning benchmark. The positioning assembly framework of body parts will be 
formed when the personal right-side, side position silhouettes are put into the coordinates. And then the 
assembly will be finished after we place the different parts and cross-sections into the corresponding 
location of the framework. Every 3-dimensional virtual human body can be modified and built using the 
template of human body parts in accordance with the human body’s silhouette. 
3.3 How to Generate 3-dimensional Virtual Human Body 
The concrete steps are as follows: Classifying body samples collected by 3-dimensional scanner by 
figure characteristics, then building human body parts template library; 
1) Processing two personal right-side, side 2-dimensional digital photos, and then getting the human 
body figure silhouette information and geometric characteristic information of the figure; 
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2) Choosing each posture cross-section parts template from human body parts template library which 
is corresponding to geometric characteristics of personal figure; 
3) On the basis of personal characteristics information of the human body’s figure, adjusting selected 
body part template to make the cross-section silhouette characteristic parameters meet geometric 
characteristics of personal figure; 
4) Positioning and assembling the modified body part template according to personal body silhouette 
information which extracted before; 
5) Using NURBS surface fitting techniques, generating the corresponding 3-dimensional virtual 
human body by modified and positioned human body part template. 
Figure 2 shows the flow chart of generating 3-dimensional virtual human body is as follows. 

Figure 2. The flow of generating 3D virtual human body                
4. Experimental verification 
4.1 Establishing the Body Parts Template Library 
A series of human body samples have been collected through scanning more than 900 female bodies 
with 3-dimensional scanner of the United States [TC] 2  company. These samples are figure characteristic 
analyzed using cluster analysis method which based on genetic algorithms and then human parts template 
library is established [10]. Some samples are shown as figure 3. 
Figure 3. Some records in  human body parts template library 
The human boy parts templates are classified as “Y,A,B,C” by national size classification criteria, then 
classified respectively as three types of " round, medium, flat" by the ratio of the width of the principal 
section to the thickness of its three postures (bust, waist, hip). And bust-sections are classified further as 
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three types of “high, medium, low” by the breast depth. So a total of 4 categories, 60 female body part 
templates can be obtained, and every category is composed of 9 busts, 3 waists, 3 hip postures. 
4.2 The Human Body Figure Characteristic Information Got from Photos 
To obtain these information, the photos must show clearly that human body’s positive, lateral systemic 
images when customers are shot [11]. After photos are shot, firstly processing the two right-side, side 
digital photos using digital image processing methods like as gray-scale treatment, edge extraction, 
boundary smoothing, binarization treatment , then its right-side, side figure silhouette can be got. The next 
step is using the proportion of various body parts and projection curves about human characteristics of 
cross-section preliminary which formulated at national standards <Location and method of anthropometric 
surveys for garment> automatically locating the key cross-section of human body. The next is adjusting the 
position depending on geometrical features of various body parts, and finally human body’s figure 
characteristic information can be obtained according to the position. Using the intersection of right-side, 
side characteristic curves cross body silhouette, radius vector ratios which corresponds to characteristic 
horizontal cross-section of some parts can be calculated. And then the next is template matching. The 
information mentioned before are shown in table I. 
TABLE I. THE SAMPLE OF  THE HUMAN BODY FIGURE CHARACTERISTIC INFORMATION
Body height:162.0 unit(cm) 
Human 
 body 
Heigh
t
Weight 
(elevation)
Edge
1
Edg
e2
Weigh
t
(latera
l)
Edg
e3
Edg
e4
Necklineback -136 9.9 -3.8 6.1 12.7 -7.9 4.8
Necklinefront -134 13.8 -5.7 8 13 -8.6 4.5
Shoulderpointli
ne
-131 31.7 -14.1 17.6 14.4 -12 2.4
Upperbustline -118 28.7 -13.8 14.9 22.3 -13.7 8.6
Bustline -113 27.1 -13.4 13.8 23.7 -12.7 11
Underbustline -110 26 -12.6 13.4 22.3 -12 10.3
Waistline -102 24.8 -12.2 12.6 20.3 -10 10.3
Abdomenline -94 24.8 -12.2 12.6 19.2 -8.6 10.6
Hipline -86 29 -14.9 14.1 21.6 -10.3 11.3
Baseline -78 29.8 -15.7 14.1 22.3 -12 10.3
4.3 Body Parts Template Matching 
After got the ratios of width to thickness of customers’ principal section of various posture, first is 
matching the ratio of width to thickness of principal section of corresponding posture template from parts 
template series and choosing the nearest one. If the posture is bust, then it is necessary to decide farther the 
selected bust part template on breast depth. Every selected posture parts include a group of cross-section 
parts: three postures and ten key corresponding cross-sections. The following is a matching algorithm. 
The following mathematical formula shows the nearest template which matches the input parameters: 
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In the above expression, mi dd1  shows that one part has m  templates; n  represents the number of 
parameters described the part; jv shows the value of the no. j parameter; and jw  represents the weight that 
the no. j parameter of the template occupies when matching, so ¦  t 1,0 jj ww Ϩ )1( nj dd  ; jx shows the value of  
the no. j parameter of the template when actual measuring. 
Using (1) the template matching has transformed into a question about how to get the extreme value of 
the above expression. In calculating, jw  as the weight of the template parameter can be adjusted, for 
example, while matching shoulder part, the weight of radius vector ratio described shoulder width cross-
section is relatively big. The weight settings of various parts are listed in appendix 2; It must be noted that 
if some parameter can’t get its value when measured, then 0 jx .
4.4 Human Body Parts Modification, Positioning and Assembly 
  Based on the body’s figure characteristic information provided by customers, according to  width and 
thickness of various key cross-section of the customer’s body posture, first is reproducing the 
corresponding cross-section of selected part template by scaling to make the section silhouette 
characteristic parameter of parts template be a fit for customer’s geometric figure characteristic information.
  Figure 5 shows that bust, waist and hip, three principal sections selected and modified from part 
template series when building a customer’s virtual body. 

Figure 4. Example of three principal sections 
The next step is human body part’s positioning and assembly for the body part template modified 
according to the customer’s right-side, side position (curve) silhouette. And using NURBS surface fitting 
technology the 3-dimensional virtual human body can be generated.  
4.5 Experiment System's Development 
The main system’s development uses the Java3D technology, and 3-dimensional virtual body generated 
is saved as VRML format. Figure 5 shows personalized three dimensional human body model generate for 
the customer.  
Figure 5. Personal 3D virtual human model 
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5. Conclusion 
Experiments show that the method of getting human body characteristic information from front body 
photo and side body photo, and generating 3-dimensional virtual body using parts assembly is feasible. 
And this method can improve the operability of the system greatly, and it is easy to promote, and it 
accumulated useful experience for eMTM application’s further promotion. 
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