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NEW EXAMPLES OF LOCAL RIGIDITY OF ALGEBRAIC
PARTIALLY HYPERBOLIC ACTIONS
ZHENQI JENNY WANG1
Abstract. This is the first in a series of papers exploring rigidity prop-
erties of exceptional algebraic actions. We show C∞ local rigidity for a
class of new examples of solvable algebraic partially hyperbolic actions
on G = G1 × · · · × Gk/Γ, where G1 = SL(n,R), n ≥ 3. These ex-
amples include rank-one partially hyperbolic actions and actions enjoy
minimal hyperbolicity. The method of proof is a combination of KAM
type iteration scheme and representation theory. The principal differ-
ence with previous work that used KAM scheme is very general nature
of the proof: no specific information about unitary representations of G
or G1 is required.
1. Introduction
1.1. Algebraic actions and rank one actions. SupposeA is a group. Let
G be a connected Lie group, S ⊆ G a closed subgroup which is isomorphic
to A, and Γ a (cocompact) torsion free lattice in G. Then S acts by left
translation on the compact space X = G/Γ, which is called an algebraic A-
action. Coarse Lyapunov distributions of a (partially) hyperbolic A-action
are defined as minimal non-trivial intersections of stable distributions of
various action elements.
Definition 1.1. An A-action α is a non-trivial rank one action, if there is a
proper rank one subgroup A′ of A such that the coarse Lyapunov foliations
for α(A) is the same as for action α(A′).
1.2. History of the rigidity problem. Significant progress has been made
over the past decades in the study of C∞ local rigidity for higher rank ac-
tions. For algebraic Anosov actions the problem was successfully resolved
in the mid-1990s [8]. Similar questions to partially hyperbolic algebraic
actions are much more difficult and are not completely resolved. Most ex-
isting rigidity results for partially hyperbolic algebraic actions require that
the actions satisfy the genuinely higher-rank condition: the projection of
the acting group to each simple factor of G at least has rank two; some
of the highlights are [6], [4], [36], [37], [34], [35]. We call the following ac-
tions exceptional actions: higher rank but not genuinely higher-rank actions,
1 Based on research supported by NSF grants DMS-1700837 and DMS-1845416.
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non-trivial rank one actions, and parabolic actions (actions totally absence
of hyperbolicity). Rigidity results for exceptional actions are substantially
more difficult to obtain. As a result, much less is known about them. The
difficulty is from two aspects. Firstly, the tools and theories developed so
far rely on the strong geometric robustness of coarse Lyapunov foliations to
provide a Ho¨lder conjugacy. Generally, the strong geometric condition (like
genuinely higher-rank condition) is more restrictive than the higher rank
assumption. In [1] only a special example of non-trivial rank one actions
is considered; and it seems unlikely to extend the result to other types of
homogeneous spaces. Secondly, in the smoothing step, generally the higher
rank condition is essential to show that the Ho¨lder conjugacy obtained is
C∞.
It is natural to ask whether C∞ local rigidity holds or not for exceptional
actions. One potential method to treat these actions is the adapted KAM
scheme, which was first introduced in [5]. In that paper an approach based
on classical KAM-type iteration scheme [24] was used to prove C∞ local
rigidity for higher rank partially hyperbolic automorphisms on torus. The
approached was further applied in [7] to prove weak C∞ local rigidity for
parabolic R2 actions on SL(2,R) × SL(2,R)/Γ. It provides a useful and
general scheme proving local rigidity for algebraic actions. For example,
in [30] the C∞ (weak) local rigidity results for higher rank parabolic flows
(maps) are claimed on Heisenberg nilmanifolds by using this adapted KAM
scheme. There are two key steps in the scheme:
(i) classifying obstructions to solving the linearized conjugacy equation
(which decomposes into (twisted) cohomological equations over the algebraic
action) and obtaining tame estimates for the solutions;
(ii) finding a good approximation of an almost (twisted) coboundary by
a (twisted) coboundary. An approximation is good if its Sobolev norms are
quadratically small with respect to those of the error in each iterative step.
This the most difficult part of the scheme.
Both steps need the representation theory of G, which limited the poten-
tial application of the scheme only to some special models. In [5] Fourier
analysis on torus allowed explicit computation in the dual space. In [7]
and [30], the unitary dual of SL(2,R) and Heisenberg groups were used
respectively. However, the application of the KAM scheme even to the
most basic semisimple situations other than SL(2,R) looked very problem-
atic. In general, the unitary dual of many higher rank simple Lie groups
is not completely classified, and even when the classification is known, it
is too complicated to apply. For example, unitary dual of SL(3,R) is well-
understood [31], but there was no known way to make use of it in the KAM
scheme. Another problem with the scheme was that it required consid-
eration of simple Lie groups case-by-case. Probably, specific information
from representation theory would be needed that may be available for some
semisimple Lie groups and not for others. Only in the present work new
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insights and tools that are developed in analysis and representaiton theory
make possible applications of the KAM scheme to all semisimple and vari-
ous other cases. The results and techniques are of independent interest and
have wide applicability.
1.3. Method of the paper. The main result of this paper presents local
C∞ rigidity for a large class of higher-rank but not genuinely higher-rank
actions, see Theorem 2.4; and non-trivial rank one actions of semisimple
types, see Theorem 2.3 and 2.5. Further, examples of Theorem 2.5 failing to
satisfy the generic condition: the coarse Lyapunov foliations generate the
tangent space. So far, all C∞ rigidity results on semisimple type homoge-
neous spaces rely on this condition.
The method of proof is a combination of KAM type iteration scheme and
representation theory. Step (i) was resolved by the author in a series of
papers studying (twisted) cohomology over various flows considered in the
paper [38], [39], [40] by representation theory. To obtain a good approxima-
tion of a set of almost (twisted) coboundaries described in Step (ii), firstly
we make a new study of the irreducible representations of SL(2,R)⋉R2 by
using K-finite vectors, which is totally different from the method in [38].
We carry out explicit computation both to the partially hyperbolic and the
unipotent flows. This is the analytic novelty of the paper.
Based on the analysis, we construct the approximations inside various
suitable subgroups instead of the whole group G. The main technical prob-
lem we face is that if an approximation is constructed inside a subgroup, then
probably it is only smooth inside the subgroup instead of globally smooth.
This is the reason in previous work the representation theory of the whole
group G has to be considered. One main innovation from representation
theory is a construction of smoothing operators based on projection-valued
measure, which is used to obtain a globally smooth approximation from one
which is only smooth inside a subgroup. Section 11.1, where the smoothing
operators are defined and their properties are studied, and Sections 12 and
13, how the smoothing operators work, are the heart and the main technical
part of the present paper.
1.4. Comments on the application of method in the paper. After
some modifications the results of the paper can be extended to the cases
where G1 is of the following type: SL(n,R), SOo(m,m), E6(6), E7(7) and
E8(8), n ≥ 3, m ≥ 4. The method of the paper only relies on the unitary
representation theory of semidirect product SL(2,R)⋉R2 and SL(2,R)×R
instead of that of the entire G. These subgroups build up all simple Lie
groups listed above for G1 up to local isomorphisms. Due to the length
restriction, we only study the case of SL(n,R) in the current paper. It is
known that there are only finite types of semidirect products composing
all higher-rank simple Lie groups. Then it is reasonable to expect that the
method can be applied to all semisimple situations after a study of various
types of semidirect products.
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The treatment of unipotent actions needs a further development of rep-
resentation theory and the modification of KAM scheme, which will appear
in another paper [41].
2. Background, definition, and statement of results
In this paper, G denotes a higher-rank semisimple Lie group without
compact factors satisfying: G = G1×· · ·×Gk, where G1 = SL(n,R), n ≥ 3.
Γ is a cocompact irreducible lattice of G. For any subgroup A of G we use
αA to denote the the action of A by left translations on X = G/Γ. We use g
to denote the Lie algebra of G, Φ1 to denote the set of roots of G1 and uφ to
denote the root space of φ ∈ Φ1. We note that each uφ is one-dimensional.
Set hφ = [uφ, u−φ].
Definition 2.1. We say that z ∈ g is nilpotent (resp. semisimple) if adz is
nilpotent (resp. z is in a split Cartan subalgebra).
Definition 2.2. We say that αA is C
∞,ℓ0,∞ locally rigid, i.e., for any C∞
perturbation A-action α˜ which is sufficiently Cℓ0 close to αA on a compact
generating set of A, there is h ∈ Diff∞(X ) such that for any x ∈ X and
a ∈ A we have
h(α˜(a, x)) = αA(i(a), h(x)),
where i is an automorphism of A.
2.1. Statement of the results. Fix X ∈ hφ, φ ∈ Φ1. Set d1 = {X, uµ :
µ(X) > 0} and d2 = {uµ1 , uµ2 : µ1(X) = µ2(X) = 0 and ± µ1 ± µ2 /∈ Φ1}.
Let Ai be the subgroup of G1 with its Lie algebra spanned by elements in
di, i = 1, 2.
Theorem 2.3. Suppose G = G1 = SL(n,R), n ≥ 6. Let A be the subgroup
generated by A1 and A2. Then there is ℓ0 ∈ N such that the action αA is
C∞,ℓ0,∞ locally rigid.
Suppose G 6= G1 and G2 × · · · × Gk = G3 × · · · × Gl, where each Gi
is semisimple, 3 ≤ i ≤ l. Suppose Xi is in a R-split Cartan subalge-
bra of Gi with its projection to each simple factor of Gi is non-trival,
3 ≤ i ≤ l. Then we has the eigenspace decomposition for adXi
∣∣∣
Lie(Gi)
:
Lie(Gi) =
∑
µ∈∆(Xi) gµ,Xi , where ∆(Xi) is the set of eigenvalues and gµ,Xi
is the eigenspace for eigenvalue µ.
Theorem 2.4. (G 6= G1 type I) Let Ai be the subgroup generated by Xi and∑
µ>0 gµ,Xi , i ≥ 3. Set A = A1 × A3 × · · · × Al. There is ℓ0 ∈ N such that
the action αA is C
∞,ℓ0,∞ locally rigid.
Theorem 2.5. (G 6= G1 type II) Suppose Gi = SL(n, k), i ≥ 2 n ≥ 4,
k = R or C; and Aj+1 is a maximal abelian subgroup of Gj, j ≥ 2. Set
A = A1×A3× · · · ×Al. There is ℓ0 ∈ N such that the action αA is C∞,ℓ0,∞
locally rigid.
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Remark 2.6. Actions in all these theorems are exceptional. It is known
that any maximal abelian subgroup in SL(n,k), n ≥ 4 is unique (up to
automorphisms), and is unipotent [18]. Then the actions in Theorem 2.3
and 2.5 are non-trivial rank one actions.
The paper is organized as follows: The crucial step in proving the main
results of the paper is Theorem 13.1. After a detailed study of the co-
homological equation over the partially hyperbolic flow (see Section 6 to
Section 10) we can reduce Theorem 13.1 to Θ-finite vectors. This part is
based on the analysis in irrecusable components of SL(2,R) ⋉ R2. From
the study of the cohomological equation over unipotent flows, we construct
new smoothing operators, by which we can further reduce Theorem 13.1
to various Θ-finite small vectors (see Section 11, 12). This part is based
on group algebra. Finally, these smoothing operators provide the desired
approximation by acting on the approximation which is only smooth inside
a subgroup.
3. Preliminaries on unitary representation theory
3.1. Sobolev space and elliptic regularity theorem. Let π be a unitary
representation of a Lie group G with Lie algebra G on a Hilbert space
H = H(π).
Definition 3.1. For k ∈ N, Hk(π) consists of all v ∈ H(π) such that the
H-valued function g → π(g)v is of class Ck (H0 = H). For X ∈ G, dπ(X)
denotes the infinitesimal generator of the one-parameter group of operators
t→ π(exp tX), which acts on H as an essentially skew-adjoint operator. For
any v ∈ H, we also write Xv := dπ(X)v.
We shall call Hk = Hk(π) the space of k-times differentiable vectors for
π or the Sobolev space of order k. The following basic properties of these
spaces can be found, e.g., in [25] and [26]:
(1) Hk = ⋂m≤kD(dπ(Yj1) · · · dπ(Yjm)), where {Yj} is a basis for G, and
D(T ) denotes the domain of an operator on H.
(2) Hk is a Hilbert space, relative to the inner product
〈v1, v2〉G,k : =
∑
1≤m≤k
〈Yj1 · · · Yjmv1, Yj1 · · ·Yjmv2〉+ 〈v1, v2〉
(3) The spacesHk coincide with the completion of the subspaceH∞ ⊂ H
of infinitely differentiable vectors with respect to the norm
‖v‖G,k =
¶
‖v‖2 +
∑
1≤m≤k
‖Yj1 · · · Yjmv‖2
© 1
2 .
induced by the inner product in (2). The subspace H∞ coincides
with the intersection of the spaces Hk for all k ≥ 0.
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(4) H−k, defined as the Hilbert space duals of the spaces Hk, are sub-
spaces of the space E(H) of distributions, defined as the dual space
of H∞.
We write ‖v‖k := ‖v‖G,k and 〈v1, v2〉k := 〈v1, v2〉G,k if there is no confusion.
Otherwise, we use subscripts to emphasize that the regularity is measured
with respect to G. If we want to consider the restricted representation on
a subgroup S of G we use HkS to denote the Sobolev space of order k with
respect to S.
For any u1, u2, · · · ∈ Hk set ‖u1, u2, · · ·‖k = max{‖u1‖k, ‖u2‖k, · · · }. For
any set O ⊂ Rn, ‖·‖(Cr ,O) stands for Cr norm for functions having con-
tinuous derivatives up to order r on O. We also write ‖·‖Cr if there is no
confusion.
We list the well-known elliptic regularity theorem which will be frequently
used in this paper (see [28, Chapter I, Corollary 6.5 and 6.6]):
Theorem 3.2. Fix a basis {Yj} for G and set L2m =∑Y 2mj , m ∈ N. Then
‖v‖2m ≤ Cm(‖L2mv‖+ ‖v‖), ∀m ∈ N
where Cm is a constant only dependent on m and {Yj}.
Suppose Γ is an irreducible torsion-free cocompact lattice in G. Denote
by O the regular representation of G on H(O) = L2(G/Γ). Then we have
the following subelliptic regularity theorem (see [17]):
Theorem 3.3. Fix {Yj} in G such that commutators of Yj of length at
most r span G. Also set L2m =
∑
Y 2mj , m ∈ N. Suppose f ∈ H(O). If
L2mf ∈ H(O) for any m ∈ N, then f ∈ H∞(O) and satisfies
‖f‖ 2m
r
−1 ≤ Cm(‖L2mf‖+ ‖f‖), ∀m ∈ N(3.1)
where Cm is a constant only dependent on m and {Yj}.
3.2. Extended representation. The adjoint representation of G is iso-
morphic to a subset of dim(G)× dim(G) matrices. Let G(H) denote the set
of (dim(G) × 1) matrices with entries from H. Then the adjoint represen-
tation of G has a natural action on G(H). For any ξ ∈ G(H), we can write
ξ = (ξ1, · · · , ξdim(g)). Then the unitary representation π has a natural exten-
sion on G(H) by acting on each coordinate: π(ξ) =
Ä
π(ξ1), · · · , π(ξdim(G))
ä
.
We say that ξ ∈ G(H)s, if ξi ∈ Hs, 1 ≤ i ≤ dim(G). Set ‖ξ‖s =
max1≤i≤dim(g)‖ξi‖s. For any subgroup S of G, ξ ∈ G(H)sS and ‖ξ‖S,s are
defined similarly.
3.3. Direct decompositions of Sobolev space. For any Lie group G of
type I, there is a decomposition of π into a direct integral π =
∫
Z πzdµ(z) of
irreducible unitary representations for some measure space (Z, µ) (we refer
to [42, Chapter 2.3] or [23] for more detailed account for the direct integral
theory). All the operators in the enveloping algebra are decomposable with
respect to the direct integral decomposition. Hence there exists for all s ∈ R
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an induced direct decomposition of the Sobolev spaces Hs = ∫Z Hszdµ(z)
with respect to the measure dµ(z).
The existence of the direct integral decompositions allows us to reduce our
analysis of the cohomological equation to irreducible unitary representations.
This point of view is essential for our purposes.
3.4. Weak containment and tempered representation. (π,H) is said
to be strongly Lp if there is a dense subset V of H such that for any u and
v in V , the matrix coefficient g → 〈π(g)v,w〉 lies in Lp(G). We say π is
strongly Lp+ǫ if it is strongly Lq for any q > p.
Suppose G is semisimple with finite center. π is said to be tempered if π
strongly L2+ǫ. If G is semisimple of non-compact type, then it is well-known
that every tempered representation of G has a spectral gap (i.e. tempered
representations are outside a fixed neighborhood of the trivial representation
in the Fell topology). For example, if S = SL(2,R), then the discrete series
and principal series representations are tempered, while the complementary
series representations are not (see [15]). The following follows from (the
proof) of [3, Lemma 14], [12, Theorem 2.4], [13, Lemma 6.2]:
Theorem 3.4. Suppose π =
∫
Z πxdµ(x) is a unitary representation of G,
then π is tempered if and only if πz is for almost all z ∈ Z.
At the end of the section, we recall the Howe-Moore theorem [14] which
will be frequently used in the paper: if G is a sesimple Lie group with finite
center and π is a unitary representation of G such that the restriction of π to
any simple factor of G has a spectral gap. The for any closed non-compact
subgroup M of G, π has no M -invariant vector.
4. Preparatory steps and notations
We will use notations from this section throughout subsequent sections.
So the reader should consult this section if an unfamiliar symbol appears.
In what follows, C will denote any constant that depends only on the given
group G, the manifolds X and the action A. Let g denote the Lie algebra of
G. Cx,y,z,··· will denote any constant that in addition to the above depends
also on parameters x, y, z, · · · .
4.1. Conjugacy problem and linearization. The main part of the proof
of our theorem is carried out via a KAM-type iteration scheme. Now we
proceed to deduce linearized conjugacy equation over αA, the algebraic A-
action. We follow the procedure outlined in a general form in [6]. Let
X = G/Γ, where Γ is an irreducible cocompact lattice in G.
Set Vect∞(X ) to be the space of C∞ vector fields on X . Suppose o =
(o1, · · · , od) is a basis of Lie(A). We consider smooth A-action α˜A generated
by vectors fields E˜o = (E˜o1 , · · · , E˜od), namely E˜oi = ddt
∣∣∣
t = 0
α˜(exp(toi), x).
Suppose αA is generated by vectors fields Eo = (Eo1 , · · · , Eod). Then we
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have the regenerating relations: for 1 ≤ i, j ≤ d
[Eoi , Eoj ] = ao,i,jEoi(j) , where [oi, oj ] = ao,i,joi(j).(4.1)
We note that i(j) = 1 and ai,j = 0 if [oi, oj ] = 0. We also write E =
(E1, · · · , Ed) or E = (o1, · · · , od) if there is no confusion. It is clear that
we can identify these vector fields with elements E1, · · · , Ed ∈ g, which
generate the group A. For any linear map T = (Ti,j)d×d on Rd and any
smooth A-perturbation α˜A of the action αA generated by vector fields E˜o =
(E˜o1 , · · · , E˜od), we have a new basis of Lie(A): To := ((To)1, · · · , (To)d),
where (To)i =
∑d
j=1 Ti,joj; and a generating vector fields TE˜To := ((TE˜To)(To)1 ,
· · · , (TE˜To)(To)d), where (TE˜To)(To)i =
∑d
j=1 Ti,jE˜oj . Then T incudes a co-
ordinate change for E˜o. We note that if the induced linear map T on Lie(A)
is a Lie algebra homomorphism, then TE˜To still satisfy the regenerating
relations in (4.1), i.e.,
[TEoi , TEoj ] = ao,i,jTEoi(j) , where [Toi, T oj] = ao,i,jToi(j).
On the other hand, any linear map T on Lie(A) induces a T = (Ti,j)d×d
with respect to the basis o.
We write E˜ = E + p (with coordinates E˜k = Ek + pk, 1 ≤ k ≤ d) on
X satisfying [E˜i, E˜j ] = ai,jE˜i(j). A diffeomorphism h : X → X induces
a map h∗ on Vect∞(X ), the space of C∞ vector fields on X : (h∗Y )(x) =
(Dh)h−1(x)Y ◦ h−1(x), x ∈ X . Define operators L and M in the following
way:
Vect∞(X ) L→ Vect∞(X )d M→ Vect∞(X )d×d, where
h
L→ h∗E = (h∗E1, · · · , h∗Ed), and
Y = (Y1, · · · , Yd) M→
Ä
Mi,j(Y ) = [Yi, Yj ]− ai,jYi(j)
ä
d×d,
if h = exp(h). Obviously, M ◦ L = 0. Denote by L → M the nonlinear
sequence of operators defined as above. Linearizing the sequence L → M
at h = 0 and at E = (E1, · · · , Ed) ∈ Vect∞(X )d the linearized sequence is
given as follows: Vect∞(X ) L→ Vect∞(X )d M→ Vect∞(X )d×d, where
h
L→ (LE1h, · · · ,LEdh),
p = (p1, · · · , pd) M→
Ä
Mi,j(p) = LEipj − LEjpi − ai,jpi(j)
ä
d×d.
To emphasize the dependence of M and M on o we also write Mo, Mo,i,j
and Mo, Mo,i,j. It is clear that M ◦ L = 0. For any Y1, Y2 ∈ Vect∞(X ) we
have
‖[Y1, Y2]‖Ct ≤ Ct(‖Y1‖Ct‖Y2‖Ct+1 + ‖Y1‖Ct+1‖Y2‖Ct), t ≥ 0.(4.2)
For any Y ∈ Vect∞(X ) set Ave(Y ) to be the vector in g by taking the
averages of coordinates
∫
X Yi(x)dx, 1 ≤ i ≤ dim(g) with respect to the Haar
measure dx. As a direct consequence of (4.2) we have
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Lemma 4.1. If V˜p = E + p ∈ Vect∞(X )d, where p is a basis of Lie(A)
(probably p 6= o) satisfies [pi, pj ] = ao,i,jpi(j) for some i, j, then
‖Mo,i,j(p)‖Ct ≤ Ct‖p‖C0‖p‖Ct+1 , t ≥ 0 and
‖Mo,i,j(Ave(p) + E)‖ ≤ C‖p‖C0‖p‖C1 .
4.2. Partial operators. We define partial operators M¯ over the actions A
described in Section 2.1. For the case of G 6= G1 type I: set M¯i,j =Mi,j if
Ei and Ej are both in Lie(G)k with one of them Xk, 3 ≤ k ≤ l; or Ei and
Ej are in different Lie(G)k; or Ei and Ej are both in G1, otherwise zero.
For the case of G 6= G1 type II and G = G1: set M¯ =M.
4.3. Smoothing operators and some norm inequalities. There exists
a collection of smoothing operators st : Vect
∞(X )→ Vect∞(X ), t > 0, such
that for any s ≥ s′ ≥ 0, the following holds:
‖stY ‖Cs+s′ ≤ Cs,s′ts
′‖F‖Cs , ‖(I − st)Y ‖Cs−s′ ≤ Cs,s′t−s
′‖F‖Cs .(4.3)
Sobolev embedding theorem on compact manifolds X shows that: there exists
β > 0 (which is only dependent on X ) such that for any Y ∈ Vect∞(X )
‖Y ‖s ≤ Cs‖Y ‖Cs ≤ Cs,1‖Y ‖Cs+β , ∀ s ≥ 0.(4.4)
4.4. Various subgroups of G. Let G1 denote the subgroup of G1 gener-
ated by the root groups of uL1−L2 and uL2−L1 inside G1, which is isomorphic
to SL(2,R). We use X, U, V where U ∈ uL1−L2 and V ∈ uL2−L1 to denote
the basis of G1 as in (6.1). Set Θ = U−V . Let g⊥1 = {v ∈ g : [v, u±(L1−L2)] =
0} and let G⊥1 be the connected subgroup with Lie algebra g⊥1 . It is clear
that G2×· · ·×Gk is a subgroup of G⊥1 . We use g1 to denote the Lie algebra
of G1. Fix an inner product on g. Let g
1 be the set of unit vectors in g.
There exists subgroups S1, · · · , Sq of G1 isomorphic to SL(2,R)⋉R2 such
that G1 is inside each Si, and Lie(Si), 1 ≤ i ≤ q, as well as Lie(G⊥1 ∩ G1)
span g1. Let uφi and uψi denote the root spaces corresponding to the R
2
part of Si, i.e., φi(X) = 1 and ψi(X) = −1. Set si = {Y1,i, Y2,i}, where
Y1,i ∈ uφi ∩g1 and Y2,i ∈ uψi ∩g1 such that {X, U, V, Y1,i, Y2,i} span a basis
of Lie algebra of Si as described in Section 7.1. We define subsets of Φ1:
D1 = {L1 − Lj : 3 ≤ j ≤ n}, D2 = {Lj − L2 : 3 ≤ j ≤ n},
F1 = {L1 − Lj : 3 ≤ j ≤ 4}, F2 = {L1 − Lj : n− 1 ≤ j ≤ n},
F3 = {Lj − L2 : 3 ≤ j ≤ 4}, F4 = {Lj − L2 : n− 1 ≤ j ≤ n}.
If G 6= G1 set B0 = {v}, where v is semisimple or nilpotent inside the Lie
algebra of G2 × · · · ×Gk. If G = SL(n,R), n ≥ 6, set B0 = {v1,v2}, where
v1 ∈ uL3−L4 ∩ g1 and v2 ∈ uLn−1−Ln ∩ g1. Set
Bi = {Y1,j : φj ∈ Di}, B = ∪i≥0Bi;
Ei = {Y2,j : φj ∈ Di}, Hi = {Y1,j , Y2,j : φj ∈ Fi}.
For the case of G1 = SL(n,R): set U = B1∪E1, U1 = U\H1, U2 = U\H2,
V = B2 ∪ E2, V1 = V\H3, V2 = V\H4;
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for all cases: It is harmless to assume that X and elements in B span
Lie(A1) and elements in B0 span Lie(A2). We use (G
⊥
1 )
1 to denote the
subgroup generated by S = G⊥1 × G1 and exp(V). If |B0| = 1, set S0 =
G; if |B0| = 2, set S0 to be the subgroup generated by G1 and the one
parameter groups {exp(±tv1)}t∈R and {exp(±tv2)}t∈R, which is isomorphic
to SL(2,R)× SL(2,R)× SL(2,R).
A basis of Lie(A): For G = SL(n,R), o = (X,U, Y1,1, · · · , Y1,q,v1,v2);
for G 6= G1 type I: the coordinate vectors for o are: X,U, Y1,1, · · · , Y1,q,
Xi, 3 ≤ i ≤ l, uµj ,1, · · · , uµj ,dim gµj ,Xk , for all k, j where uµj ,i ∈ gµj ,Xk with
µj > 0 (see Theorem 2.4);
for G 6= G1 type II: the coordinate vectors for o are: X,Y1,1, · · · , Y1,q,
uj,i, for all 3 ≤ i ≤ l, where {u1,i, u2,i · · · } is a basis of Lie(Ai).
4.5. Change of coordinates. For a set of vectors S = (v1, v2, · · · , vl) and
c ≥ 0, we define ‖S‖ = ∑li=1‖vi‖. We say that S′ = (v′1, v′2, · · · , v′l) is
a c-perturbation of S if ‖S′ − S‖ = ∑li=1‖vi − v′i‖ ≤ c. For G 6= G1
type I: we say that a perturbation o′ is standard if (X ′, U ′, Y ′1,1, · · · , Y ′1,q) =
(X,U, Y1,1, · · · , Y1,q), X ′i = Xi, 3 ≤ i ≤ l, and u′µj ,i ∈ gµj ,Xk for all j, i. For
G 6= G1 type II and G = G1, we say that a perturbation o′ is standard if
o′ = o. We postpone the proof the next lemma to Appendix A.
Lemma 4.2. There is δ > 0 such that for any standard δ-perturbation o′
of o and any c-perturbation o′′ of o′, c < δ, if ‖M¯o(o′′)‖ < γ (see Section
4.2), there is a coordinate change T of A with ‖T − I‖ ≤ Cc such that
M¯o(T o′) = 0 and ‖T o′′−o1‖ < Cγ1 for some standard o1, where γ1 = γ+c2.
5. Important results for cohomological equations
In this part we review some important results concerning cohomological
equations in semisimple Lie groups which will serve as ready references later.
We also use these results to obtain Sobolev estimates for extended represen-
tations. In this section, G denotes a semisimple Lie group of non-compact
type with finite center and Γ is an irreducible lattice of G. Fix an inner
product | · | on G = Lie(G). Let G1 be the set of unit vectors in G. The
following result is quoted from [20], which is derived from [9], [21] and [29].
Theorem 5.1. Suppose G = P1 × · · · × Pk where Pi, 1 ≤ i ≤ k is a simple
factor of G. Then the restriction of L20(G/Γ), the subspace of L
2(G/Γ)
orthogonal to constants, to each Pi, 1 ≤ i ≤ k has a spectral gap (outside a
fixed neighborhood of the trivial representation of Pi in the Fell topology).
5.1. Cohomological equations over unipotent flows. Below, we sum-
marizer conclusions from [27] and [38] for cohomological equations over
unipotent flows.
Definition 5.2. For any nilpotent element v ∈ G1, pick up an element v′ ∈
G such that {v, v′, [v, v′]} span a three-dimensional Lie algebra gv isomorphic
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to sl(2,R) (the Jacobson-Morosov theorem asserts the existence of such an
element). We use Gv to denote the subgroup with Lie algebra gv.
For any semisimple element v, set An(adv) = {∑ni=1 δiλi : λi is an eigen-
value of adv, δi ∈ {0,±1}.
Remark 5.3. Generally, gv is not unique. Since G1 is simple and R-split,
for any 0 6= v ∈ uφ, there is a unique v′ ∈ u−φ such that {v, v′, [v, v′]} span
a three-dimensional Lie algebra gv isomorphic to sl(2,R). We refer to this
unique gv if G = G1 and v is in a root space.
Lemma 5.4. (Proposition 6.5 of [38]) Suppose v ∈ G1 is nilpotent and
(π,H) is a unitary representation of G such that the restriction of π to each
simple factor of G has a spectral gap. Set G′ = Gv×S, where S is a subgroup
of G with its Lie algebra spanned by non-compact vectors. If f ∈ HsG′ , s ≥ 3
satisfies the cohomological equation vf = g, then ‖f‖G′,t ≤ Ct‖g‖G′,t+2, for
any 0 ≤ t ≤ s− 2.
Lemma 5.5. (Theorem B’ of [27]) Suppose v ∈ G1 is nilpotent. Then there
exist a set of vectors {ui : 1 ≤ i ≤ k} in G1 whose commutators span G
such that: for any unitary representation (π,H) of G that the restriction of
π to each simple factor of G has a spectral gap, if f ∈ Hs, s ≥ 3 satisfies
the cohomological equation vf = g, then
‖umi f‖ ≤ Cm‖g‖m+2, 1 ≤ i ≤ k, m ≤ s− 2.
The next result provides global estimates for the solution of the regular
representations, follows from the above lemma and Theorem 3.3:
Theorem 5.6. Suppose v ∈ G1 is nilpotent. If Γ is a cocompact irreducible
lattice and H = L20(G/Γ), then there are constants s1 > 0 and s2 > 1 depen-
dent only on G and Γ such that if f ∈ Hs, s ≥ s1 satisfies the cohomological
equation vf = g, then ‖f‖t ≤ Ct‖g‖s2t+s1 , for any 0 ≤ t ≤ s−s1−1s2 .
We note that the estimates of the solution in Theorem 5.6 are not tame.
The next result shows that for some special types of G the solution enjoys
tame estimates. From Theorem 6.6 in [38] and Lemma 5.4 we get the fol-
lowing result by noting that G1 is generated by subgroups isomorphic to
SL(2,R)⋉R2 and SL(2,R)⋉R:
Theorem 5.7. Suppose G = G1 and (π,H) is a unitary representation of G
without non-trivial G-invariant vectors. Then for any l > 0 exists δ(l) > 8
dependent only on l and G such that for any v ∈ G1 inside a root space and
g ∈ Hs, s ≥ δ, if the cohomological equation vf = g, has a solution f ∈ H,
then f ∈ Hl and satisfies the Sobolev estimate
‖f‖t ≤ Ct‖g‖t+8, t ≤ l.
On the other hand, if the cohomological equation vf = g has a solution
f ∈ Hs, s ≥ 9, then f satisfies
‖f‖t ≤ Ct‖g‖t+8, t ≤ s− 9.(5.1)
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Corollary 5.8. Suppose G = P1 × · · · × Pk, where P1 = G1 and (π,H) is
a unitary representation of G such that the restriction of π to P1 has no
non-trivial P1-invariant vectors. Let v ∈ G1 inside a root space of P1. Then
for any l > 0 exists δ1(l) > 0 dependent only on l and P1 such that for any
g ∈ Hs, s ≥ δ1, if the cohomological equation vf = g, has a solution f ∈ H,
then f ∈ Hl and satisfies the Sobolev estimate
‖f‖t ≤ Ct‖g‖t+9. t ≤ l.(5.2)
On the other hand, if the cohomological equation vf = g, has a solution
f ∈ Hs, s ≥ 10, then f satisfies
‖f‖t ≤ Ct‖g‖t+9, t ≤ s− 10.(5.3)
Proof. Set δ1(l) = δ(l+1) + (l+1), where δ(l+1) is as defined in Theorem
5.7. Let G denote the Lie algebra of P2 × · · · × Pk. Suppose u ∈ G ∩ G1
is non-compact, i.e., the one-parameter subgroup Hu with Lie algebra u is
non-compact. We consider the subgroup S = G1 ×Hu. Irreducible unitary
representations of S are of the form ρ ⊗ ζa, where (ρ,O) is an irreducible
unitary representation of G1 and ζa, a ∈ R is an irreducible unitary rep-
resentation of R: ζa(t) = e
iat. The discussion in Section 3.3 allows us to
reduce our analysis of the cohomological vf = g to each irreducible compo-
nent (ρ⊗ ζa,O) (note that O ⊗ C = O) that appears in π. By assumption,
we can assume that ρ has non-trivial G1-invariant vectors. Suppose in ρ⊗ζa
the equation has the form: vfρ,a = gρ,a. Then
v(ukfρ,a) = v((ia)
kfρ,a) = (ia)
kgρ,a = u
kgρ,a, k ∈ N,(5.4)
If k ≤ l + 1, then ukgρ,a ∈ ρδ(l+1). Then it follows from Theorem 5.7 that
‖ukfρ,a‖G1,t ≤ C‖ukgρ,a‖G1,t+8, t ≤ l + 1. Hence we have
‖ukf‖G1,t ≤ C‖ukg‖G1,t+8 ≤ C‖g‖k+8+t, k ≤ l + 1, t ≤ l + 1.
We note that the Lie algebra of P2×· · ·×Pk can be spanned by non-compact
vectors. Then (5.2) follows from the above estimates and Theorem 3.2. Then
we finish the proof of the first part.
For the second part, from (5.4) we see that for any k ≤ s − 9, it follows
from Theorem 5.7 that
‖ukf‖ ≤ C‖ukg‖8 ≤ C‖g‖k+8.(5.5)
Then (5.3) follows from the above estimates, (5.1) of Theorem 5.7 and The-
orem 3.2. Hence we finish the proof.

Remark 5.9. The “centralizer trick” presented in the above proof will be
frequently used in next sections. We will consider different types of direct
products S1 ×Hu, where S1 stands for SL(2,R) or SL(2,R)⋉R2.
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5.2. (Twisted)-cohomological equations over partially hyperbolic
flows. In this part we suppose v ∈ G1 is inside a split Cartan subalgebra.
Lemma 5.10. Suppose (π,H) is a unitary representation of G such that
the restriction of π to each simple factor of G has a spectral gap. Then
there exists a constants s3 > 0 dependent only on G and v such that for
any g, f ∈ Hs, s ≥ s3, if they satisfy the (twisted) cohomological equation
(v + a)f = g, a ∈ A3(adv) (see Definition 5.2), then
‖f‖t ≤ Ct‖g‖t+s3 t ≤ s− s3.
Proof. The case of a = 0: by Corollary 4.3 of [40], there is σ > 0 such that
if s ≥ σ, then
‖f‖t ≤ Ct‖g‖t+σ t ≤ s− σ.(5.6)
The case of a 6= 0: We will use the following fact: (∗) for any ω ∈ H and
any s ∈ R\0, the twisted equation (v+s)ψ = ω has a unique solution ψ ∈ H
with ‖ψ‖ ≤ |s|−1‖ω‖. We postpone the proof to the end.
G has the eigenspace decomposition for ad(v): G =
∑
µ∈∆(v) gµ where
∆(v) is the set of eigenvalues and gµ is the eigenspace for eigenvalue µ. For
any t ≤ s− σ and u ∈ gµ⋂G1 we have
(v + a− tµ)utf = ut(v + a)f = utg.
If a− tµ = 0, then from we have (5.6) we have
‖utf‖ ≤ ‖utg‖σ ≤ ‖g‖t+σ .
If If a− tµ 6= 0, then from (∗) we have
‖utf‖ ≤ |a− tµ|−1‖utg‖ ≤ |a− tµ|−1‖g‖t.
Then the estimates for f follow directly from the above estimates and The-
orem 3.2.
Proof of (∗): For the one-parameter subgroup {exp(tv)}t∈R we have a
direct integral decomposition
ϕ =
∫
R̂
ϕχdu(χ), ∀ϕ ∈ H.
where u is a regular Borel measure; and π(exp(tv))ϕ =
∫
R̂
χ(t)ϕχdu(χ). Set
ψχ = (s+ χ
′(0))−1ωχ, χ ∈ “R.
We see that ψ =
∫
R̂
(s+χ′(0))−1ωχdu(χ) is a formal solution of the equation
(v + s)ψ = ω. Next, we will show that ψ ∈ H. Since χ′(0) ∈ iR,
|s+ χ′(0)| ≥ |s|, ∀χ ∈ “R.(5.7)
Then
‖ψ‖2 =
∫
R̂
|s+ χ′(0)|−2‖ωχ‖2du(χ) ≤ |s|−2
∫
R̂
‖ωχ‖2du(χ) = |s|−2‖ω‖2.
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This shows that ψ ∈ H. On the other hand, if (v + s)ψ = 0 with ψ ∈ H,
then we have
(s+ χ′(0))ψχ = 0
for almost every χ ∈ “R with respect to u. Then from (5.7) we see that
ψχ = 0 for almost every χ ∈ “R. This means that ψ = 0. Hence we showed
the uniqueness of the solution of the twisted equation. This completes the
proof of (∗).

5.3. (Twisted)-cohomological equations over vector fields. In this
part we focus on the study of (extended) regular representations of G. The
following summarizes results from previous sections:
Corollary 5.11. Suppose Γ is a cocompact irreducible lattice and H =
L20(G/Γ). If Z ∈ g1 is nilpotent or semisimple, there exist σ1, σ > 0 such
that for any u, w ∈ Hs, s ≥ σ satisfying the cohomological (Z + λ)u = w,
the following estimates hold:
‖u‖t ≤ Ct‖w‖σ1t+σ, t ≤ s− σσ1 ,(5.8)
where λ ∈ A3(adv). We note that σ1 = 1 if Z is semisimple; or Z is inside
a root space of G1.
We can obtain corresponding results for extended regular representations:
Lemma 5.12. There exists σ2 > 0 such that for any u, v ∈ g(H)s, s ≥ σ2
satisfying the equation
(Z + adZ + λ)u = v, λ ∈ A3(adv).(5.9)
(1) If Z is semisimple: we have ‖u‖t ≤ Ct‖v‖t+σ, t ≤ s− σ;
(2) If Z is nilpotent: we have ‖u‖t ≤ Ct‖v‖γt+σ2 , t ≤ s−σ2γ , where γ = σdim(g)1 .
If Z is inside a root space of G1 then σ1 = 1.
Proof. For the case of Z semisimple. Equation (5.9) splits into finitely
many equations of the form (Z+λ)u = w, where u, w ∈ Hs and λ ∈ A3(adv).
Then the conclusion follows directly from Corollary 5.11.
For the case of Z nilpotent. Choose a basis in which adZ has its Jordan
normal form. Note that all eigenvalues of adZ are 0. Let JZ = (zi,j) be
an m × m matrix which consists of blocks of adZ ; i.e., let zi,i = 0 for all
i = 1, · · · ,m and zi,i+1 = ∗i ∈ {0, 1} for all i = 1, · · · ,m − 1. Then the
m-th equation of (5.9) is Zum = vm. Then the estimates
‖um‖t ≤ Ct‖vm‖σ1t+σ, t ≤ s − σσ1
follow from Corollary 5.11. The (m− 1)-th equation in (5.9) is
Zum−1 + ∗m−1um = vm−1.
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Then we obtain Zum−1 = vm−1−∗m−1um. By Corollary 5.11, the following
estimates hold: for any t ≤ s−(σ1+1)σ
σ2
1
,
‖um−1‖t ≤ Ct‖vm−1 − ∗m−1um‖σ1t+σ ≤ Ct‖v‖σ21t+(σ1+1)σ .
Set p0(σ1, σ) = σ. We can obtain a sequence p1(σ1, σ), · · · , pm−1(σ1, σ)
using a recursive rule:
pi+1(σ1, σ) = σ1 · pi(σ1, σ) + σ.(5.10)
Inductively, we can show that for 1 ≤ k ≤ m− 1 we have
‖uk‖t ≤ Ct‖v‖σm−k+11 t+pm−k(σ1,σ), t ≤
s− pm−k(σ1, σ)
σ
m−k+1
1
.
Hence we finish the proof on JZ . If repeated for all Jordan blocks we get
the result. It is clear that σ2 is the maximum of pm−1(σ1, σ) where pm−1
ranges over all Jordan blocks. Hence we finish the proof for the case of Z
nilpotent. If Z is inside a root space of G1 then clearly, we have σ1 = 1.

The next result follows immediately from Lemma 5.4 and the proof of the
above lemma by changing G to G′:
Corollary 5.13. Suppose v ∈ G1 is nilpotent and (π,H) is a unitary rep-
resentation of G such that the restriction of π to each simple factor of G
has a spectral gap. Set G′ = Gv × S, where S is a subgroup of G with its
Lie algebra spanned by non-compact vectors. There exists σ2 > 0 such that
for any f ∈ g(H)sG′, s ≥ σ2 and g ∈ g(H) satisfy the cohomological equation
vf = g, we have ‖f‖G′,t ≤ Ct‖g‖G′,t+σ2 , t ≤ s− σ2.
Remark 5.14. We use the same σ2 as in Lemma 5.12 to simplify notations.
6. The twisted equation (X + n)f = g in SL(2,R)
6.1. Unitary dual of SL(2,R). We recall the conclusions in [15] and [11].
We choose as generators for sl(2,R) the elements
X =
Ç
1 0
0 −1
å
, U =
Ç
0 1
0 0
å
, V =
Ç
0 0
1 0
å
.(6.1)
The Casimir operator is then given by  := −X2 − 2(UV + V U), which
generates the center of the enveloping algebra of sl(2,R). The Casimir op-
erator  acts as a constant u ∈ R on each irreducible unitary representation
space and its value classifies them into three classes except the trivial rep-
resentation. For Casimir parameter u of SL(2,R), let ν =
√
1− u be a
representation parameter. We denote by (πν ,Hν) the following models for
the principal series (ν ∈ iR) complementary series (ν ∈ (−1, 1)\0), discrete
series (ν ∈ Z) representation spaces. We use ρd to denote the trivial rep-
resentation. In this paper, we only consider principal series and discrete
series (see the explanation in Section 8). For discrete series sometimes we
only state results about holomorphic case. The results for anti-holomorphic
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case can be derived correspondingly because there is a complex antilinear
isomorphism between two series of the same Casimir parameter.
6.2. Orthogonal basis and sobolev norms. Set Θ = U − V . There
exists an orthogonal basis {uk} in Hν , basis of eigenvectors of the operator
Θ and hence of the Laplacian operator ∆ = − 2Θ2, satisfying:
Θuk = ikuk, ∆uk = (u+ 2k
2)uk;(6.2)
and the norms of the uk are given recursively by
‖uk‖2 =


‖uk−2‖2, ν ∈ iR
|k| − 1− ν
|k| − 1 + ν ‖uk−2‖
2, ν ∈ R,(6.3)
see [10] (here we make a slight change of the normalizations of the basis in
[10]. For example for the spherical series, uk here is indexed by 2Z while
in [10] is indexed by Z). We write uν,k to emphasize dependence on the
parameter ν if needed.
Let Iν = 2Z or 2Z + 1 if µ parametrizes the principal series, or let Iν =
[n,∞] ⊂ Z+ or Iν = [−∞, n] ⊂ Z− if µ parametrizes the discrete series.
For the principal series we write (π+ν ,H+ν ) (resp. (π−ν ,H−ν )) emphasize the
spherical model (resp. non-spherical model). For the discrete series we
write (π+ν ,H+ν ) (resp. (π−ν ,H−ν )) emphasize the holomorphic case (resp.
anti-holomorphic case). u±ν,k and I
±
ν are defined similarly.
By defining Πν,k = Π
k
j=iν
|k|−1−ν
|k|−1+ν , for any integer k ≥ iν = 1 + |ℜ(ν)|
(Empty products are set equal to 1; hence, if k = iν , then Πν,k = 1 in
all cases) we get that ‖uk‖2 = |Πν,|k||. Then the Sobolev norm of a vector
f =
∑
k∈Iν fkuk ∈ Hsν is:
‖f‖s =
Ä∑
k∈Iν
(1 + u+ 2k2)s|Πν,k||fk|2
ä 1
2 .(6.4)
6.3. Twisted equations. In this part we review results concerning (twisted)
cohomological equation (X +m)g = f , m ∈ R of the classical geodesic flow.
The action of operator X on the basis element {uk} is given by:
Lemma 6.1. (Lemma 3.4 of [10]) We have
(X +m)uk =
k + 1 + ν
2
uk+2 +muk − k − 1 − ν2 uk−2, ∀ k ∈ Iν .
For ν = n− 1 and k = n, the above equation must be read as (X +m)un =
mun + nun+2.
Let f =
∑
k fkuk and g =
∑
k gkuk. So the twisted equation becomes
fk = −k + 1− ν2 gk+2 +mgk +
k − 1 + ν
2
gk−2(6.5)
for all k ∈ Iν ; for ν = n−1 (discrete series) and k = n equation (6.5) should
be read as fn = mgn − gn+2.
For any irreducible representation (π,H) of SL(2,R) let H−kX−m = {D ∈
H−k : LX−mD = 0}. For any f =∑k∈Iν fkuk ∈ Hν and n ∈ Z\0, set
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f |n =


0, n /∈ Iν ;∑
k∈Iν , k≥n
fkuk, n ∈ Iν , n > 0;
∑
k∈Iν , k≤n
fkuk, n ∈ Iν , n < 0;
and f(n) =
®
0, n /∈ Iν ;
fnun, n ∈ Iν .
Set S+ν = {0, 2} (resp. S−ν = {−1, 1}) if ν ∈ iR; and S+ν = {ν + 1} (resp.
S−ν = {ν − 1}) if ν ∈ Z+ ∪ 0 (resp. ν ∈ Z− ∪ 0).
Theorem 6.2. (Theorem 2.2 of [39]) In any non-trivial irreducible represen-
tation (πδν ,Hδν), δ = ±, ν ∈ iR∪Z of SL(2,R), there exists Dδ,mν,n ∈ (Hδν)−
|m|+8
2
X−m
where n ∈ Sδν such that for any f ∈ (Hδν)s, s ≥ 0 we have
(1) if s ≥ |m|+82 , ‖Dδ,mν,n (f)un‖t ≤ Cm‖Θ
|m|+8
2 f‖t, for any 0 ≤ t ≤ s −
|m|+8
2 ;
(2) if s ≥ |m|+82 , the equation (X +m)g = f +
∑
n∈Sδν Dδ,mν,n (f)un has a
solution g ∈ (Hδν)s−
|m|
2
−3 with estimates
‖g‖t ≤ Cm‖f‖t+ |m|
2
+3
, t ≤ s− |m|
2
− 3.
Furthermore, if we write g =
∑
n∈Iν gnun ∈ Hν we have
‖g|n‖t ≤ Cm‖Θ
|m|+5
2 (f |n+∗n2)‖t, t ≤ s− |m|2 − 3
where Θ = U − V , and ∗n = 1 if n > 0 and ∗n = −1 if n ≤ 0;
(3) if the equation (X+m)g = f has a solution g ∈ H
|m|+8
2
ν then for any
n ∈ Sδν , Dδ,mν,n (f) = 0.
The cases of m = 0 is also proved in [19]. Set
Rδ,mν (f) =
∑
n∈Sδν
Dδ,mν,n (f)un.(6.6)
The following result is from Theorem 2.3 of [39]:
Theorem 6.3. Suppose f ∈ (Hν)s, ν ∈ iR ∪ Z, s ≥ |m|2 + 8. For any n ∈ Z
there exists a linear map
Fm,n(f) =


0, if n /∈ Iν or |n| < |ℜ(ν)|+ 3;
a1un + a2un−2; if n ∈ Iν , n ≥ |ℜ(ν)|+ 3
b1un + b2un+2, if n ∈ Iν , n ≤ −(|ℜ(ν)|+ 3),
where a1, a2, b1, b2 ∈ C such that the equation
(X +m)g = f |n −Fm,n(f) = f |n −Fm,n(f |n)
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where |n| ≥ |ℜ(ν)| + 3, has a solution g ∈ (Hν)s − |m|2 − 3 satisfying g = g|n
with estimates
‖g‖t ≤ ‖f |n‖ |m|+6
2
, t ≤ s− |m|
2
− 3; and
‖Fm,n(f)‖t ≤ Cm‖f |n‖ |m|+8
2
, t ≤ s− |m|
2
− 4.
6.4. Constructions in tempered unitary representation of SL(2,R).
Set K to be the compact subgroup of SL(2,R) with its Lie algebra spanned
by Θ. Let Kˆ denote the unitary dual of K. Note that we can identify
Kˆ with Z. For any unitary representation (π,H) of SL(2,R) we have the
decomposition H = ⊕
µ∈KˆHµ, where Hµ is π(K)-invariant and the action
of K on Hµ is equivalent to nµ where n is an integer or +∞, called the
multiplicity of µ in H.
Definition 6.4. Call a vector v =
∑
µ∈Kˆ vµ ∈ H Θ-finite (or l-Θ-finite) if
there is l ∈ N such that vµ = 0 if |µ| ≥ l + 1.
Suppose (π,O) is a tempered unitary representation of SL(2,R). By
general arguments in Section 3.3, there is a direct decomposition of O =∫
Z Ozdµ(z) of irreducible unitary representations of SL(2,R) for some mea-
sure space (Z, µ). By Theorem 3.4 Oz = H∗zp(z) where p(z) ∈ iR∪Z for each
z and ∗z ∈ {+,−}. This allows us to apply results in Section 6.1. For any
f =
∫
Z fzdµ(z) ∈ O and any l ∈ Z\0, ℓ ≥ 2 set
f |l =
∫
Z
fz|ldµ(z), f(l) =
∫
Z
(fz)(l)dµ(z), Dℓ(f) =
∫
Z
gzdµ(z),
where
gz =
®
0, if ℓ > |ℜ(p(z))|+ 1 or ± ℓ /∈ Ip(z);
fz; if ℓ ≤ |ℜ(p(z))|+ 1, and ℓ ∈ Ip(z) or − ℓ ∈ Ip(z),
(6.7)
for any z ∈ Z. We note that Dℓ(f) only contains the components of discrete
series with the parameter ν+1 ≥ ℓ or ν−1 ≤ −ℓ. It follows from arguments
in Section 3.3 and (6.4) that
Lemma 6.5. If f ∈ Os, s ≥ 0, then: for 0 ≤ t ≤ s we have
‖f |l, f(l)‖t ≤ ‖f‖t, ‖f |l, f(l)‖s−t ≤ |l|−t‖f‖s, ‖Dℓ(f)‖t ≤ ‖f‖t.
The next result follows from arguments in Section 3.3 and Theorem 6.2
Lemma 6.6. If f ∈ Os, s ≥ |m|+82 , and the equation (X +m)g = f has a
solution g ∈ O |m|+82 , then g ∈ Os − |m|2 − 3 with estimates
‖g‖t ≤ Ct‖f‖t+ |m|
2
+3
, t ≤ s− |m|
2
− 3.
Furthermore, if we denote ∗l = 1 if l > 0 and ∗l = −1 if l ≤ 0, then we have
‖g|l‖t ≤ Ct‖Θ
|m|+6
2 (f |l+∗l2)‖t, t ≤ s− |m|2 − 3.
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For any f ∈ Os, s ≥ 5, n ∈ {±1, 0, ±2, ±3, ±4} set
D(n)(f) =
∫
Z
Rδ,n
p(z)(fz)dµ(z) and D
(n)
ℓ (f) =
∫
Z
Rδ,n
p(z)(gz)dµ(z)
(see (6.7) and (6.6)). It follows from arguments in Section 3.3 and Theorem
6.2 that
Lemma 6.7. If f ∈ Os, s ≥ 6, then
(1) D(n)(f), D(n)ℓ (f) ∈ Os−6 with estimates
‖D(n)(f), D(n)ℓ (f)‖t ≤ Ct‖f‖t+6, t ≤ s− 6;
(2) the equation (X + n)g = f + D(n)(f) has a solution g ∈ Os−6 with
estimates ‖g‖t ≤ Ct‖f‖t+5, t ≤ s− 6;
(3) if the equation (X+n)g = f has a solution g ∈ O6, then D(n)(f) = 0;
(4) the equation (X + n)g = Dℓ(f) + D(n)ℓ (f) has a solution g ∈ Os−6
with estimates ‖g‖t ≤ Ct‖f‖t+5, t ≤ s− 6;
(5) if the equation (X + n)g = Dℓ(f) has a solution g ∈ O6, then
D(n)ℓ (f) = 0.
For any f ∈ Os, s ≥ 10, n ∈ {±1, 0, ±2, ±3, ±4} and l ∈ Z with
|l| ≥ 5 set Fn,l(f) =
∫
Z Fn,l(fz)dµ(z). The next result follows immediately
by arguments in Section 3.3, Theorem 6.3 and Lemma 6.7:
Lemma 6.8. If f ∈ Os, s ≥ 10, then Fn,l(f) ∈ Os−6 with estimates
‖Fn,l(f)‖t ≤ Ct‖f‖t+5, ∀ t ≤ s− 6.
Further, the equations
(X + n)g1 = f |l −
Ä
D|l|(f)
ä∣∣∣
l
−Fn,l(f) and
(X + n)g2 = f |l −
Ä
D(n)|l| (f)
ä∣∣∣
l
−Fn,l(f)
have solutions g1, g2 ∈ Os−6 such that g1 = g1|l and g2 = g2|l with estimates
‖g1, g2‖t ≤ ‖f |l‖t+5, t ≤ s− 6.
7. D(n)|l| and unipotent flows in SL(2,R) ⋉R2
In this section, we make a further study of D(n)|l| , as well as other linear
operators defined in Section 6.4, and cohomological equation over unipo-
tent flows in SL(2,R) ⋉ R2, whose roles will be clear from the subsequent
development.
We recall the unitary dual of SL(2,R) ⋉R2 with no non-trivial R2-fixed
vectors computed in [38]. Write the group in the form
Ç
a b v1
c d v2
å
, whereÇ
a b
c d
å
∈ SL(2,R) and
Ç
v1
v2
å
∈ R2.
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Lemma 7.1. The irreducible representations of SL(2,R)⋉R2 without non-
trivial R2-fixed vectors are parameterized by t ∈ R and the group action is
defined by
ρt : SL(2,R) ⋉R
2 → B(Et)
ρt(v)f(x, y) = e
(v2x−v1y)
√−1f(x, y),
ρt(g)f(x, y) = e
bt
√−1
x(dx−by)f(dx− by,−cx+ ay);
and ‖f‖Et = ‖f‖L2(R2), where (g, v) =
(Ça b
c d
å
,
Ç
v1
v2
å )
∈ SL(2,R)⋉R2.
If t = 0, the representation is called the degenerate series. We choose
a basis for sl(2,R) as in (6.1) and a basis for R2 to be Y1 =
Ç
1
0
å
and
Y2 =
Ç
0
1
å
. Then we get
X = −x∂x+y∂y, U = x−2t
√−1− y∂x, V = −x∂y
Y1 = −y
√−1, Y2 = x
√−1; and
t
√−1 = Y 21 V − Y 22 U − Y1Y2X.(7.1)
Observation 7.2. For any l ∈ N and f ∈ Et, the equation (Y 21 + Y 22 )lg =
Y 2l1 f has a unique solution g ∈ Et with the estimate ‖g‖ ≤ ‖f‖. We denote
g by
Y 2l1 f
(Y 21 +Y
2
2 )
l .
7.1. K-eigenvector space decomposition. By using polar coordinates r
and θ: x = r cos θ and y = r sin θ, the vector fields in Lemma 7.1 are
X = − cos 2θr∂r + sin 2θ∂θ, U = t
√−1
r2 cos2 θ
+ sin2 θ∂θ − 12 sin 2θr∂r,
V = − 1
2
sin 2θr∂r − cos2 θ∂θ, Y1 = −r sin θ
√−1, Y2 = r cos θ
√−1,
and ‖f‖2Et =
∫ 2π
0
∫∞
0 |f(r, θ)|2rdrdθ. Set E = L2(R+, rdr).
We recall that Θ = U − V . Direct computation shows that the n Θ-
eigenvectors in Et has the form:
f(r)einθe−itr
−2 tan θ, where f ∈ E.
Furthermore, for any n and f ∈ E set
Kn(f) = f(r)einθe−itr−2 tan θ.(7.2)
It is clear that Kn is a bijection between E and n Θ-eigenvectors in Et; and
it is an isometry. For any f ∈ Et, we can write
f(r, θ) =
∑
n∈Z
fn(r)e
inθe−itr
−2 tan θ;(7.3)
and ‖f‖2Et =
∑
n∈Z‖fn‖2E. Then we have
Lemma 7.3. If f ∈ Est , then ‖f(l), f |l‖R2,t ≤ ‖f‖R2,t, for any t ≤ s.
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Observation 7.4. For any unitary representation (π,H) of G satisfying
Howe-Moore, if ξ ∈ H is ℓ-Θ finite and Z ∈ g, then:
(1) if Z commutes with Lie(G1), from the proof of Corollary 5.8 (also see
Remark 5.9) we see that Zξ is also ℓ-Θ finite;
(2) if Z is inside a root space of G1, then Lie(G1) and Z either span a subal-
gebra isomorphic to sl(2,R)×R; or they are inside a subalgebra isomorphic
to sl(2,R) ⋉ R2. For the former case, Zξ is also ℓ-Θ finite; for the latter
case, the Θ-eigenvector analysis and polar coordinate vector fields show that
Zξ is (ℓ+ 1)-Θ finite;
(3) if Z = X, Lemma 6.1 shows that Zξ is (ℓ+ 1)-Θ finite.
For any n ∈ Z and t ∈ R set operators pn,t and qn,t on E as follows:
pn,t = − 1
2
r∂r +
n
2
− tr−2 and qn,t = − 1
2
r∂r − n
2
+ tr−2.
By the polar vector coordinates vector fields, direct computation shows that
for any g ∈ E
(X +m)(Kn(g)) =Kn+2(pn,t(g)) +mKn(g) +Kn−2(qn,t(g)).(7.4)
Remark 7.5. We note that pn,t = q−n,−t. To study the (twisted) coho-
mological equation (X +m)g = f (a detailed study will be carried out in
Section 8) it suffice to consider (ρt, Et), t ≥ 0.
7.2. Cohomological equation over the unipotent flow. Below we study
the cohomological equation Y1ω = ξ by using the polar coordinate vector
fields. Suppose ξ ∈ Et is Θ-finite. We say that ξ satisfies condition (⋆): if∑
j∈Z ξ2j(r) = 0 and
∑
j∈Z ξ2j+1(r) = 0.
Lemma 7.6. Suppose ξ ∈ Et ism-Θ-finite,m ≥ 2. Set ξ{0} = K0(
∑
j∈Z ξ2j(r))
and ξ{1} = K1(∑j∈Z ξ2j+1(r)).
(1) If the equation η · sin θ = ξ has a solution η ∈ Et, then it is unique
and is (m − 1)-Θ-finite. Further, if ξ satisfies condition (⋆), then
the equation η · sin θ = ξ has a solution η ∈ Et with estimates ‖η‖ ≤
C‖Θ2ξ‖.
(2) If ξ satisfies condition (⋆), and ξ(r, θ) = 0 if r ≤ a for some a > 0.
then the equation Y1ω = ξ has a solution ω ∈ Et satisfying ω(r, θ) = 0
if r ≤ a with estimates ‖ω‖ ≤ Ca−1‖Θ2ξ‖.
(3) If the equation η · sin θ = ξ has a solution η ∈ Et, then ξ satisfies
condition (⋆).
(4) If the equation Y1ω = ξ has a solution ω ∈ E1t , then ξ satisfies
condition (⋆) and is (m− 1)-Θ-finite.
(5) The equation η · sin θ = ξ−ξ{0}−ξ{1} has a (m−1)-Θ finite solution
η ∈ Et with estimates ‖η‖ ≤ C‖Θ2ξ‖.
(6) Suppose ξ(r, θ) = 0 if r ≤ a for some a > 0. Then the equation
Y1ω = ξ− ξ{0}− ξ{1} has a (m− 1)-Θ finite solution solution ω ∈ Et
satisfying ω(r, θ) = 0, r ≤ a with estimates ‖ω‖ ≤ Ca−1‖Θ2ξ‖.
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Proof. (1): The first part is obvious. To prove the second part, set ηn =
2i
∑
j≥0 ξn+2j+1(r). If n ≥ 0, then
‖ηn‖E ≤ 2
∞∑
j=0
‖ξn+2j+1(r)‖E ≤ 2(n+ 1)− 54
∞∑
j=0
(n+ 2j + 1)−
3
4 ‖Θ2ξn+2j+1(r)‖E
≤ C(n+ 1)− 54 ‖Θ2ξ‖.
Here in the last step we use cauchy-schwarz inequality.
If n < 0, by assumption ηn = −2i∑j<0 ξn+2j+1(r). Similar to the above
arguments, we also have
‖ηn‖E ≤ C(|n|+ 1)− 54 ‖Θ2ξ‖, n < 0.
Set η =
∑
j∈Z ηj(r)eijθe−itr
−2 tan θ. The above estimates show that
‖η‖2 =
∑
n∈Z
‖ηn‖2E ≤ C
∑
n∈Z
Ä
(|n|+ 1)− 54‖Θ2ξ‖
ä2 ≤ C1‖Θ2ξ‖2.
Hence we have ‖η‖ ≤ C‖Θ2ξ‖. It is clear that η · sin θ = ξ. Hence we get
the result.
(2) Let ω = η
r
, where η is as defined in (1). We note that η(r, θ) = 0 if
r ≤ a. Then the result follows immediately.
(3): Since ξ is Θ-finite,
∑
n∈Z|nξn(r)|2 < ∞ for almost all r ∈ (0,∞),
from cauchy-schwarz inequality we see that
∑
n∈Z|ξn(r)| <∞ for almost all
r ∈ (0,∞). This shows that ξ(r, ·) ∈ C0[0, 2π] for almost all r ∈ (0,∞).
Then η = ξsin θ ∈ Et implies that ξ(r, 0) = 0 and ξ(r, π) = 0 for almost all
r ∈ (0,∞). Hence we get the result.
(4): We have (−√−1ω ·r) sin θ = ξ. Since −√−1ω ·r ∈ Et by assumption,
the result follows from (3) and (1).
(5) and (6): are direct consequence of the above arguments. 
Observation 7.7. For any ℓ-Θ-finite ξ ∈ Et, set
Pt(ξ) =
∑
m∈Z
(2|2m|Y 2m1 ξ(2m)
(Y 21 + Y
2
2 )
m
)
(0)
+
∑
m∈Z
(2|2m|Y 2m1 ξ(2m+1)
(Y 21 + Y
2
2 )
m
)
(1)
.
By using the polar coordinate vector fields, we see that Pt(ξ) = ξ{0} + ξ{1}.
7.3. Discrete series in non-degenerate series. We recall notations in
Section 6.1. The Whittaker model shows that restricted on SL(2,R) we
have a direct integral decomposition of (ρt, Et):
ρt =


∫
ν∈iR
π+ν dµ
+(ν) +
∫
ν∈iR
π−ν dµ
−(ν) +
∑
ν∈Z+
π+ν , t > 0
∫
ν∈iR
π+ν dµ
+(ν) +
∫
ν∈iR
π−ν dµ
−(ν) +
∑
ν∈Z−
π−ν , t < 0,
∫
ν∈iR
π+ν dµ
+(ν) +
∫
ν∈iR
π−ν dµ
−(ν), t = 0,
(7.5)
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see [2], [32] and [33].
Remark 7.8. The decomposition shows that if t = 0, ρt only contains
principal series; if t > 0 (resp. t < 0) ρt contains principal series and
holomorphic series ν ≥ 1 (resp. anti-holomorphic series ν ≤ −1), and each
series appears only once.
Next we carry out explicit computation for the discrete series.
Lemma 7.9. (1) if t > 0, for n ≥ 2 and m ≥ 0, the (n + 2m) Θ-
eigenvector of π+n−1 in Et has the following form up to a constant:
r−ne−tr
−2
Pn,m(tr
−2)ei(n+2m)θe−itr
−2 tan θ
where Pn,m is a polynomial of degree m.
(2) if t < 0, for n ≤ −2 and m ≤ 0, the n + 2m Θ-eigenvector of π−n+1
in Et has the following form up to a constant:
rnetr
−2
Qn,m(tr
−2)ei(n+2m)θe−itr
−2 tan θ
where Qn,m is a polynomial of degree m.
Proof. By (7.4) we note that Kn(f), f ∈ E is an n Θ-eigenvector of π+n−1
(resp. π−n+1) if and only if qnf = 0 (pnf = 0). This implies that f =
cr−ne−tr
−2
(resp. f = crnetr
−2
)), c ∈ C. Hence we see that f ∈ E if and
only of n ≥ 2 (resp. n ≤ −2).
Set Pn,m,t = pn+2m,t · · · pn+2,tpn,t andQn,m,t = qn+2m,t · · · qn−2,tqn,t. Then
Kn(g) is an n + 2m K-eigenvector of π+n−1 (resp. π−n+1) if and only if
g = Pn,m,t
Ä
cr−ne−tr
−2
ä
, (resp. g = Qn,m,t
Ä
crnetr
−2
ä
), c ∈ R. Then the
results follow immediately.

Lemma 7.10. Suppose f ∈ Est , s ≥ 6+ l, l ≥ 0 and ℓ ∈ N, ℓ ≥ max{2(s−6)3 +
2, 3}. Then D(n)ℓ (f) ∈ H
2(s−6)
3 with estimates
‖Θ k2 + l(D(n)ℓ (f)) · rk‖ ≤ Ck,l‖f‖ 3k
2
+6+l, 0 ≤ k ≤ 2(s− 6 − l)3 .
Proof. From decomposition 7.5 we have
D(n)ℓ (f) =


∑
ν≥ℓ−1
D+,nν,ν+1(f+ν )uν+1, t > 0,
∑
ν≤−(ℓ−1)
D−,nν,ν−1(f−ν )uν−1, t < 0,
0, t = 0.
By Lemma 7.9 we see that
uν±1 =
r−|ν±1|e−|t|r−2ei(ν±1)θe−itr
−2 tan θ
‖r−|ν±1|e−|t|r−2‖E
.(7.6)
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For any n ≥ 3 we have: for 1 ≤ k ≤ n− 2,
2
k
2 |t| k2∏
n+k−1
j=n
(j − 2) 12
‖r−ne−|t|r−2‖E = ‖r−n+ke−|t|r−2‖E.(7.7)
Next we will give the estimates of D(n)ℓ (f) for t > 0. The case of t < 0
follows in a similar way. For t > 0 and k ≤ 2(s−6−l)3 we have
‖Θ k2 + l(D(n)ℓ (f)) · rk‖2 =
∑
ν ≥ ℓ− 1
(ν + 1)k+2l|D+,nν,ν+1(f+ν )|2‖uν+1 · rk‖2
(1)
≤
∑
ν ≥ ℓ− 1
Ck(ν + 1)
2l|t|k
∣∣∣D+,nν,ν+1(f+ν )∣∣∣2‖uν+1‖2
=
∑
ν ≥ ℓ− 1
Ck(ν + 1)
2l‖D+,nν,ν+1(|t|
k
2 f+ν )uν+1‖2
= Ck
∥∥∥ΘlÄD(n)ℓ (|t|k2 f)ä∥∥∥2 (2)≤ Ck,l‖|t| k2 f‖26+l (3)≤ Ck,l‖f‖23k
2
+6+l
.
Here (1) follows from (7.6) and (7.7) by noting that ℓ ≥ 3; (2) follows from
(1) of Lemma 6.7; and in (3) we use (7.1) of Lemma 7.1. 
Corollary 7.11. Suppose (π,H) is a unitary representation of SL(2,R)⋉R2
without non-trivial R2-fixed vectors. If f ∈ Hs, s ≥ 0, then
(1) ‖f(l), f |l‖R2,t ≤ ‖f‖R2,t, for any t ≤ s.
(2) If k ∈ N, k ≤ 2(s−12)3 and ℓ ≥ k+3, then D
(n)
ℓ (f) ∈ Hk with estimates∥∥∥∥Θ k+102 ÄD(n)ℓ (f)ä
∥∥∥∥
k
≤ Ck‖f‖ 3k
2
+12.
Proof. By arguments in Section 3.3 it suffices to assume π = ρt. Then (1) is
clear from Lemma 7.3. To prove (2), by Remark 7.5 it suffices to consider
ρt, t ≥ 0. It follows from Lemma 7.10 that∥∥∥∥Θ k+102 ÄD(n)ℓ (f)ä
∥∥∥∥
R2,k+1
≤ Cℓ‖f‖ 3k
2
+12,
for any 0 ≤ k ≤ 2(s−12)3 . From (1) of Lemma 6.7 we have∥∥∥∥Θ k+102 ÄD(n)ℓ (f)ä
∥∥∥∥
SL(2,R),k+1
≤ Cℓ‖f‖ 3k
2
+12.
for any 0 ≤ k ≤ 2(s−12)3 . Then (2) follows from Theorem 3.2. 
Remark 7.12. f + D(n)(f) is a traditional approximation of the twisted
equation. Similar constructions appeared in [7]. However, Lemma 7.9 shows
that D(n)(f) /∈ E1t even though f ∈ E∞t because D(n)ℓ (f) /∈ Est , if s ≥ ℓ − 1.
Then the natural idea is that we split f into two parts:
(f − f ||l| − f ||l+1| − f |−|l| − f |−|l+1|) + (f ||l| + f ||l+1| + f |−|l| + f |−|l+1|).
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For the second part, D(n)(f) would enjoy high Sobolev regularity if |l| is
large enough. This is the reason that we introduced the operator Fn,ℓ. The
study of cohomological equations over unipotent flows in Section 7.2 serves
as preparative steps for treating ℓ-Θ finite vectors.
8. The twisted equation (X + n)f = g in SL(2,R) ⋉R2
From Section 7.3, we see that any representation (π,H) of SL(2,R)⋉R2
without non-trivial R2-fixed vectors, π |SL(2,R) is tempered. This allows us
to use the construction and results in Section 6.4. The subsequent discussion
in this section will be devoted to the proof of the following result:
Theorem 8.1. Suppose f ∈ H is Θ-finite and m ∈ 2N, m ≥ 24. Also sup-
pose f ∈ H∞SL(2,R) and f ∈ H2mR2 . For any l ∈ Z set al,m = ‖f |l+∗l2‖SL(2,R),m+5+
‖f |l+∗l2 · rm‖K,m2 +5, where ∗l = 1 if l > 0 and ∗l = −1 if l ≤ 0. Then:
(1) Suppose |l| ≥ 5 and D(n)|l| (f) = 0. Then Fn,l(f) ∈ Hm−2 with esti-
mates ‖Fn,l(f)‖m−2 ≤ Cmal,m. Further, the equation
(X + n)g = f |l −Fn,l(f)(8.1)
has a solution g = g|l ∈ Hm−2 with estimates ‖g‖m−2 ≤ Cmal,m.
(2) Suppose (X + n)g = f has a solution g ∈ H6SL(2,R). Then we have
‖g|l‖m−2 ≤ Cm‖f |l+∗l2‖ 3m
2
+5.
(3) If |l| ≥ m+ 3, then Fn,l(f) ∈ Hm−2 with estimates
‖Fn,l(f)‖m−2 ≤ Cm‖f‖ 3m
2
+12.
Further, the equation
(X + n)g = f |l −
Ä
D(n)|l| (f)
ä∣∣∣
l
−Fn,l(f)
has a solution g = g|l ∈ Hm−2 with estimates ‖g‖m−2 ≤ Cm‖f‖ 3m
2
+12.
From Section 8.1 to Section 8.3 we will give a detailed study of the the
equation (X + n)g = f . As we explained in Remark 7.5 we only consider
the irreducible representations (ρt, Et), t ≥ 0. The crucial step in proving
Theorem 8.1 is:
Proposition 8.2. Suppose f ∈ Et, t ≥ 0 and f is Θ-finite. Also suppose
f ∈ (Et)∞SL(2,R) and f · rm ∈ Et for some m ∈ N. For the the equation: (∗)
(X + n)g = f |l −Fn,l(f), we have
(1) If l ≤ −5, then Fn,l(f) · rm ∈ Et. Moreover, the equation (∗) has a
solution g ∈ (Et)∞SL(2,R) with g · rm ∈ Et.
(2) If l ≥ 5 and Dnl (f) = 0, then Fn,l(f) · rm ∈ Et. Moreover, the
equation (∗) has a solution g ∈ (Et)∞SL(2,R) with g · rm ∈ Et.
(3) If |l| ≥ 5 and the equation (X + n)g = f |l − Fn,l(f) has a solution
g ∈ (Et)6SL(2,R). Then g ∈ (Et)∞SL(2,R) with g · rm ∈ Et.
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(4) If f is ℓ-Θ-finite for some ℓ ≥ 2 and the equation (X + n)g = f has
a solution g ∈ (Et)6SL(2,R), then
‖zl,t(g(l)) · rm‖ ≤ Cℓ‖f |l+∗l2 · rm‖
where zl,t stands for pl,t or ql,t or identity. Here ∗l = 1 if l > 0, and
∗l = −1 if l ≤ 0.
Remark 8.3. From Remark 7.8 we see that if t = 0, Dnℓ (f) = 0 for any
ℓ ≥ 0. If t > 0 since ρt only has holomorphic series, Dnℓ (f) = 0 implies that
D+,nν,ν+1(f+ν ) = 0 for any ν + 1− ℓ ∈ 2Z+ ∪ 0.
8.1. Operators qn,t and pn,t, t ≥ 0. From (7.4), we see that the study of
these two operators is as a first step towards the proof of Proposition 8.2.
Lemma 8.4. Suppose f ∈ E and f · rs ∈ E, s ≥ 0. If n ≤ −2, the equation
qn+2,t(g) = f has a unique solution g ∈ E with estimates
‖g · rs‖E ≤ 2|n− s| − 1‖f · r
s‖E; and
‖pn+2,t(g) · rs‖E ≤ (1 + 2s|n− s| − 1)‖f · r
s‖E.
Proof. Uniqueness of the solution: For any l ∈ Z we note that the solution
of the equation ql,t(φ) = 0 has the form
φ = cr−le−tr
−2
c ∈ C.(8.2)
If l ≤ 0, then φ ∈ E if and only if φ = 0. This implies the uniqueness.
Construction of the solution: From the decomposition (7.5) we see that
Kn(f) =
∫
ν∈iR
(Kn(f))δνuδν,ndµδ(ν),
where δ = + if n ∈ 2Z and δ = − if n ∈ 2Z+ 1. Let
g˜ =
∫
ν∈iR
− 2
n+ 1− ν (Kn(f))
δ
νu
δ
ν,n+2dµ
δ(ν); and
w˜ =
∫
ν∈iR
−n+ 3 + ν
n+ 1− ν (Kn(f))
δ
νu
δ
ν,n+4dµ
δ(ν).
It is clear that w˜, g˜ ∈ Et with estimates
‖g˜‖ ≤ 2|n| − 1‖f‖, ‖w˜‖ ≤ ‖f‖.(8.3)
From (6.5) it is clear that Xg˜ = Kn(f) + w˜. Let g = K−1n+2(g˜). By (7.4) the
above equation implies that
qn+2,t(g) = f and K−1n+4(w˜) = pn+2,t(g).(8.4)
Then for s = 0, the result follows immediately from (8.3) since Kl are
isometries for all l ∈ Z.
Sobolev estimates of the solution: If f · rs ∈ E the above arguments show
that the equation
qn+2−s,t(g1) = f · rs(8.5)
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has a solution g1 ∈ E with estimates
‖g1‖E ≤ 2|n− s| − 1‖f · r
s‖E and ‖pn+2−s,t(g1)‖E ≤ ‖f · rs‖E.(8.6)
We note that g · rs satisfies the equation (8.5). By (8.2) we have
g · rs = g1 + cr−(n+2−s)e−tr−2 ,
which gives g = g1 ·r−s+cr−(n+2)e−tr−2 . Since
∫∞
1 |g(r)−g1(r)·r−s|2rdr <∞
we can conclude that c = 0. This proves that g · rs = g1. Hence we finish
the proof of the first inequality. To prove the second one, we note that
pn+2,t(g) · rs = pn+2−s,t(g · rs) + sg · rs = pn+2−s,t(g1) + sg · rs
= pn+2−s,t(g1) + sg1.
From (8.6) we have ‖pn+2,t(g) ·rs‖E ≤ (1+ 2s|n−s|−1)‖f ·rs‖E. Hence we finish
the proof.

Lemma 8.5. Suppose t > 0. Also suppose f ∈ E and f · rs ∈ E, s ≥ 0.
If n ≥ 3, the equation pn−2,t(g) = f has a solution g ∈ E if and only if
the following solvable condition holds: (∗) ∫
R+
f(r)r−ne−tr
−2
rdr = 0. If the
solution g ∈ E exists, then it is unique with estimates
‖g · rs‖E ≤ max
¶
2
n+ s− 1 ,
1√
n + s− 2
©
‖f · rs‖E
‖qn−2,t(g) · rs‖E ≤
Ä
1 + max
¶
2s
n+ s − 1 ,
s√
n+ s− 2
©ä
‖f · rs‖E.
Proof. Uniqueness of the solution: For any l ∈ Z we note that solutions of
the equation pl,t(φ) = 0 have the forms
φ = crletr
−2
, c ∈ C.(8.7)
If l ≥ 0 then φ ∈ E if and only if φ = 0. This implies the uniqueness of the
solution once the solution in E exists.
Solvable condition of the solution: Suppose g ∈ E is the solution of the
equation pn−2,t(g) = f . Then the discrete series components for Kn−2(g)
and Kn(f) have the following forms respectively:∑
1≤m≤n−22
g+n−2m−1,n−2u
+
n−2m−1,n−2; and
∑
0≤m≤n−22
(Kn(f))+n−2m−1,nu+n−2m−1,n.
If n = 3, the first one reads as 0. Comparing (7.4) and the equations in
Lemma 6.1, we see that pn−2,t(g) = f implies that
(1) (n−m− 1)g+n−2m−1,n−2 = (Kn(f))+n−2m−1,n, 1 ≤ m ≤ n−22 ;
(2) (n − m − 1)g+n−2m−1,n−2 = (Kn(f))+n−2m−1,n, which is equivalent to
the solvable condition (∗) by Lemma 7.9.
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Construction of the solution: Suppose condition (∗) holds. Let
g˜ =
∫
ν∈iR
2
n− 1 + ν (Kn(f))
δ
νu
δ
ν,n−2dµ
δ(ν)
+
∑
1≤m≤n−22
1
n−m− 1(Kn(f))
+
n−2m−1,nu
+
n−2m−1,n−2; and
w˜ =
∫
ν∈iR
−n− 3 − ν
n − 1 + ν (Kn(f))
δ
νu
δ
ν,n−4dµ
δ(ν)
+
∑
2≤m≤n−22
− m− 1
n −m− 1(Kn(f))
+
n−2m−1,nu
+
n−2m−1,n−4,
where δ = + if n ∈ 2Z and δ = − if n ∈ 2Z+ 1. If n ≤ 5 the discrete series
components for w˜ reads as 0. We note that
1
n−m− 1‖u
+
n−2m−1,n−2‖
(1)
= 1√
(n−m− 1)m
‖u+n−2m−1,n‖
≤ 1√
n− 2‖u
+
n−2m−1,n‖, and
m− 1
n−m− 1‖u
+
n−2m−1,n−4‖
(1)
=
√
m− 1√
n−m− 1
√
n−m− 2√
m
‖u+n−2m−1,n‖
≤ ‖u+n−2m−1,n‖.
Here in (1) we use (6.3). Then it follows that w˜, g˜ ∈ Et with estimates
‖g˜‖E ≤ max
¶
2
n− 1 ,
1√
n− 2
©
‖f‖E and ‖w˜‖E ≤ ‖f‖E.(8.8)
Since condition (∗) implies (Kn(f))+n−1,n = 0, by (6.5) we have Xg˜ = f˜ + w˜.
Let g = K−1n−2(g˜). As a direct consequence of (7.4) we have
pn−2,t(g) = f and K−1n−4(w˜) = qn−2,t(g).
Then for s = 0, the result follows immediately from (8.8).
Sobolev estimates of the solution: Condition (∗) is equivalent to condition
(∗∗): ∫
R+
(f(r)·rs)r−(n+s)e−tr−2rdr = 0. By Lemma 7.9 condition (∗) means
(Kn+s(f · rs))+n+s−1,n+s = 0. Since f · rs ∈ E and satisfies the solvable
condition (∗∗), the above arguments show that the equation
pn−2+s,t(g1) = f · rs(8.9)
has a solution g1 ∈ E with estimates
‖g1‖E ≤max
¶
2
n+ s − 1 ,
1√
n+ s− 2
©
‖f · rs‖E and
‖qn−2+s,t(g1)‖E ≤ ‖f · rs‖E.(8.10)
We note that g · rs also satisfies equation (8.9). By (8.7) we see that
g · rs = g1 + crn−2+setr−2 , c ∈ R.
It is clear that g = g1 ·r−s+crn−2etr−2 . Since
∫∞
1 |g(r)−g1(r) ·r−s|2rdr <∞
we conclude that c = 0. This proves that g · rs = g1. Hence we finish the
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proof of the first inequality. To prove the second one, we note that
qn−2,t(g) · rs = qn−2+s,t(g · rs)− sg · rs = qn−2+s,t(g1)− sg1.
This with (8.10) show that
‖qn−2,t(g) · rs‖E ≤
Ä
1 + max
¶
2s
n+ s − 1 ,
s√
n+ s− 2
©ä
‖f · rs‖E.
Hence we finish the proof. 
Corollary 8.6. Suppose t = 0. Also suppose f ∈ E and f · rs ∈ E, s ≥ 0.
If n ≥ 2, the equation pn−2,t(g) = f has a solution g ∈ E. Furthermore, the
solution is unique with estimates
‖g · rs‖E ≤ 2
n+ s − 1‖f · r
s‖E
‖qn−2,t(g) · rs‖E ≤ (1 + 2s
n+ s− 1 )‖f · r
s‖E.
Proof. We follow the proof line of Lemma 8.5. By noting that if t = 0
then (Kn(f))+ν = 0 for any ν ∈ Z+, we see that the solution of the equation
pn−2,t(g) = f exists and is unique. The estimates is a directly consequence of
(8.10) by getting rid of 1√
n+s−2 , which is from the discrete series components.

At the end of this section, we list the following results which are useful
for later proofs.
Remark 8.7. Suppose ℓ ≥ 2. If g has the following expression
g(r, θ) =
ℓ∑
k=0
g−ℓ+2k(r)ei(−ℓ+2k)θe−itr
−2 tan θ,
and satisfies the equation (X + n)g = f , from (7.4) we have the recursive
relations:
pℓgℓ = fℓ+2, pℓ−2gℓ−2 = fℓ − ngℓ
pℓ−2kgℓ−2k = fℓ−2(k−1) − qℓ−2(k−2)gℓ−2(k−2) − ngℓ−2(k−1),
for 0 ≤ 2k ≤ ℓ− 1; and
q−ℓg−ℓ = f−ℓ−2, q−ℓ+2g−ℓ+2 = f−ℓ − ng−ℓ
p−ℓ+2kg−ℓ+2k = f−ℓ+2(k+1) − q−ℓ+2(k+2)g−ℓ+2(k+2) − ng−ℓ+2(k+1),
for 0 ≤ 2k ≤ ℓ.
8.2. Proof of Proposition 8.2. Proof of (1) and (2): For l < 0 (resp.
l > 0) by Lemma 6.8 and Remark 8.3 the equation (X + n)g = f |l−Fn,l(f)
has a solution g = g|l ∈ (Et)∞SL(2,R). Since f is Θ-finite, by Lemma 6.6 there
exists −ℓ < l (resp. ℓ > l) such that gk = 0 if k ≤ −ℓ (resp. k ≥ ℓ).
We note that
Ä
Fn,l(f)
ä
q
= 0 if q 6= l, l + 2 (resp. if q 6= l, l − 2). From the
recursive relations of the second part (resp. the first part) of Remark 8.7, by
keeping using Lemma 8.4 (resp. Lemma 8.5) we see that (zn,tgn) · rm ∈ Et,
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for −ℓ ≤ n ≤ l (resp. l ≤ n ≤ ℓ), where zn,t stands for pn,t or qn,t or identity.
This shows that g · rm ∈ Et. Further, from the recursive relations we have
pl,tgl = −
Ä
Fn,l(f)
ä
l+2
, ngl = fl − pl−2,tgl−2 −
Ä
Fn,l(f)
ä
l
,Ä
resp. ql,tgl = −
Ä
Fn,l(f)
ä
l−2, ngl = fl − ql+2,tgl+2 −
Ä
Fn,l(f)
ä
l
ä
we see that Fn,l(f) · rm ∈ Et.
Proof of (3): From (1), we only need to consider the case of ℓ > 0. The
assumption implies that the equation (X + n)g1 = Dℓ(f) has a solution
g1 ∈ (Et)6SL(2,R). From (5) of Lemma 6.7 we see that Dnℓ (f) = 0. Then the
result follows directly from (2).
Proof of (4): By Lemma 6.6 we see that g is (ℓ− 1)-Θ-finite. For gn, n ≥ 1
(resp. n ≤ 0) from the recursive relations in the first part (resp. the second
part) of Remark 8.7, by letting 0 ≤ 2k ≤ ℓ−1−n (resp. 0 ≤ 2k ≤ ℓ−1+n)
and keeping using Lemma 8.5 (resp. Lemma 8.4), we get the result for the
case of n ≥ 1 (resp. n ≤ 0).
8.3. Proof of Theorem 8.1. By arguments in Section 3.3 it suffices to
assume π = ρt. By Remark 7.5 it suffices to consider ρt, t ≥ 0.
(1): By Lemma 6.8 the equation (8.1) has a solution g = g|l ∈ (Et)∞SL(2,R).
Further, Proposition 8.2 shows that both Fn,l(f) and g are in (Et)2mR2 . Then
it follows from Theorem 3.2 that both Fn,l(f) and g are in (Et)2m. By the
commutator relations XY1 − Y1X = Y1 and XY2 − Y2X = −Y2, from (8.1)
we see that Y 2k1 Y
m−2k
2 g where 0 ≤ k ≤ m2 satisfies the equation
(X + n+m− 4k)(Y 2k1 Y m−2k2 g) = Y 2k1 Y m−2k2 (f |l −Fn,l(f)).
We will use the following facts: (τ) Y 2k1 Y
m− 2k
2 (h − h|l + ∗l2)
∣∣∣
l + ∗l(m+ 2)
= 0
for any h ∈ Et; and (τ1) (Fn,l(f))q = 0 if q 6= l, l − ∗l2. It follows from
Lemma 6.6 that∥∥∥(Y 2k1 Y m−2k2 g)|l+∗lm∥∥∥ (1)≤ Cm∥∥∥ÄY 2k1 Y m−2k2 (f |l)ä∣∣∣l+∗l(m+2)
∥∥∥
K,m
2
+5
(2)
= Cm
∥∥∥ÄY 2k1 Y m−2k2 (f |l+∗l2)ä∣∣∣l+∗l(m+2)
∥∥∥
K,m
2
+5
≤ Cm,1‖f |l+∗l2 · rm‖K,m2 +5.
In (1) we use both (τ) and (τ1); and in (2) we use (τ). By noting that
rm = (r2 sin θ2 + r2 cos θ2)
m
2 =
∑
0≤k≤m2
Ckm
2
(−1)m2 Y 2k1 Y m−2k2 ,
It follows from the above estimates that
‖g · rm|l+∗lm‖ ≤ Cm
∑
0≤k≤m2
∥∥∥(Y 2k1 Y m−2k2 g)|l+∗lm∥∥∥
≤ Cm,1‖f |l+∗l2 · rm‖K,m2 +5.(8.11)
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From (8.1) and fact (τ1), by Lemma 6.6 we have
‖g|l+∗lm‖SL(2,R),s ≤ Ct‖f |l+∗l(m+2)‖SL(2,R),s+5, s ≥ 0.
This together with (8.11) show that
‖g|l+∗lm‖m
(1)
≤ Cm‖f |l+∗l(m+2)‖SL(2,R),m+5
+Cm‖f |l+∗l2 · rm‖K,m2 +5
(2)
≤ Cmal,m.(8.12)
Here in (1) we use Theorem 3.2; in (2) we use Lemma 6.5.
Set g˜ = g − g|l+∗lm. Then we have (X + n)g˜ = f˜ , where
f˜ = f |l −Fn,l(f) + (X + n)(g|l+∗lm).
We note that g˜ is |l + ∗lm|-Θ finite. Next, we suppose l > 0. By (4) of
Proposition 8.2, for 0 ≤ k ≤ m2 we have
‖(zl+2k,tgl+2k) · rm−1‖ ≤ Cm‖f˜ |l+2 · rm−1‖
(1)
≤ Cm‖f |l+2 + (X + n)(g|l+m)‖m−1
(2)
≤ Cm,1al,m(8.13)
for 0 ≤ k ≤ m2 , where zn,t stands for pn,t, qn,t and identity. Here in (1) we
use (τ1); in (2) we use (8.12).
The above estimates together with (8.11) gives
‖g|l · rm−1‖ ≤ Cm,2al,m.(8.14)
Further, from (7.4) we see that
(Fn,l(f))l−2 = ql,tgl, (Fn,l(f))l = ngl + ql+2,tgl+2.
Then it follows from (8.13) that
‖Fn,l(f) · rm−1‖ ≤ Cm,3al,m.(8.15)
Then the result is an immediate consequence of (8.14), (8.15), Lemma 6.8
(providing estimates inside SL(2,R)) and Theorem 3.2. The proof of the
case of l < 0 follows in a similar way.
(2): From (4) of Proposition 8.2 we see that g ∈ (Et)2mR2 and is Θ-finite.
From Lemma 6.6 we have g ∈ (Et)∞SL(2,R). Following the same proof line
in (1), we can also get (8.14). This together with Lemma 6.6 (providing
estimates inside SL(2,R)) and Theorem 3.2 gives the result.
(3): Set f˜ = f |l − D(n)|l| (f)|l. We note that D
(n)
|l| (f˜) = 0 and Fn,l(f˜) =
Fn,l(f). From 2 of Corollary 7.11 and (1) of Lemma 6.7 we have
‖f˜ |l+∗l2‖SL(2,R),m+5 + ‖f˜ |l+∗l2 · rm‖K,m2 +5 ≤ Cm‖f‖ 3m2 +12.
Then the result follows from (1) immediately.
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9. Global estimates of constructions from G1
In this section, we assume that (π,O) is a unitary representation of G
such that the restriction of π to each simple factor of G has a spectral gap.
By Howe-Moore for any 1 ≤ i ≤ q, the restricted representation π|Si has
no-nontrivial R2-fixed vectors. By arguments at the beginning of Section 8
we see that π|G1 is tempered. If ξ ∈ O6, then for l ∈ Z\0 and ℓ ≥ 2 we can
define ξ(l), ξ|l, D(n)(ξ), D(n)ℓ (ξ), Fn,l(ξ) as described in Section 6.4.
Lemma 9.1. Set S = G1 ×G⊥1 . If ξ ∈ Os, s ≥ 6, then:
(1) D(n)(ξ) ∈ Os−7S with estimates ‖D(n)(ξ)‖S,t ≤ Ct‖ξ‖S,t+7, t ≤ s − 7;
further, the equation (X+n)η1 = ξ+D(n)(ξ) has a solution η1 ∈ Os−7S
with estimates ‖η1‖S,t ≤ Ct‖ξ‖S,t+7, for any t ≤ s− 7;
(2) ξ(l), ξ|l are in Os−1 with estimates ‖ξ(l), ξ|l‖t ≤ Ct‖ξ‖t+1, t ≤ s− 1;
(3) if s ≥ 48 and |l| ≥ s2 + 3, D(n)|l| (ξ) and Fn,l(ξ) are in O
s
2
−3 with
estimates ‖D(n)|l| (ξ), Fn,l(ξ)‖ s2−3 ≤ Ct‖ξ‖ 3s4 +12;
further, the equation (X + n)η2 = ξ|l −
Ä
D(n)|l| (ξ)
ä∣∣∣
l
− Fn,l(ξ) has a
solution η2 = η2|l ∈ O s2−3 with estimates ‖η2‖ s2−3 ≤ Cs‖ξ‖ 3s4 +12;
(4) if s ≥ 48 and (X + n)ω = ξ has a solution ω ∈ H6G1. For any l ∈ Z,
if we denote ∗l = 1 if l > 0, and ∗l = −1 if l ≤ 0, then we have
‖ω|l‖ s2−3 ≤ Cs‖ξl+∗l2‖ 3s4 +5.
Proof. From the proof of Corollary 5.8 (also see Remark 5.9), we see that
for any non-compact v ∈ g⊥1 ∩ g1 and any v ∈ O we have vkp(v) = p(vkv),
for any k ≥ 0, where p stands for all the linear operators mentioned at the
beginning of this section. Then by Lemmas from 6.5 to 6.8 we have
‖vk(ξ(l)), vk(ξ|l)‖ ≤ C‖vkξ‖, and∥∥∥∥vk(D(n)(ξ)), vk(D(n)|l| (ξ)), vk(Fn,l(ξ)), vkφ
∥∥∥∥ ≤ Ct‖vkξ‖G1,6
for any k ≤ s− 6, where φ stands for ηi, i = 1, 2 and ω|l.
We also note that g⊥1 can be spanned by non-compact vectors. Hence if
we use P to denote G⊥1 , then we have
‖ξ(l), ξ|l‖P,k ≤ C‖ξ‖P,k, and(9.1)
‖D(n)(ξ), D(n)|l| (ξ), Fn,l(ξ), φ‖P,k ≤ Ct‖ξ‖S,6+k.(9.2)
Lemmas from 6.5 to 6.8 show that the above estimates still hold if P denotes
G1. Then (1) is a direct consequence of (9.2) and Theorem 3.2.
Choose Si, 1 ≤ i ≤ q; and we use Si|R2 to denote the R2 part of Si. We
consider the restricted representation of π on Si. Then it follow from (1) of
Theorem 8.1 that
‖ξ(l), ξ|l‖Si|R2 ,t ≤ ‖f‖Si|R2 ,t, t ≤ s.(9.3)
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Since the Lie algebras of the R2 part of each Si, 1 ≤ i ≤ q, as well as Lie
algebras of G1 and G
⊥
1 span g, (2) follows (9.1), (9.3) and Theorem 3.2.
From Theorem 8.1 for |l| ≥ s2 + 3 we have
‖D(n)|l| (ξ), Fn,l(ξ)‖Si, s2−2 ≤ Cs‖ξ‖Si, 3s4 +12, and(9.4)
‖ω|l‖Si, s2−2 ≤ Cs‖ξ|l+∗l2‖Si, 3s4 +5, l ∈ Z;(9.5)
and the equation (X + n)η2 = ξ|l−D(n)|l| (ξ)−Fn,l(ξ) has a solution η2 = η2|l
with estimates ‖η2‖Si, s2−2 ≤ Cs‖ξ‖Si, 3s4 +12. (9.4) together with (9.2) gives
the first part of (3) as a direct consequence of Theorem 3.2.
(4) follows directly from (9.2), (9.5) and Theorem 3.2. 
10. Estimates from almost twisted hp-coboundaries
We use π to denote the regular representation of G on the homogeneous
space O = L20(G/Γ) this this section. We note that π satisfies Howe-Moore,
see Theorem 5.1. In this section suppose Z ∈ g1 such that:
estimates (5.8) hold for the cohmological equation(Z + λ)u = w,(10.1)
λ ∈ A3(adv). The purpose of this section is to prove the following result:
Proposition 10.1. Suppose Z commutes with Lie(G1). Also suppose p, v, w
are in g(O)s, s ≥ max{50, 6 + 2σ2} satisfying
(Z + adZ)p− (X + adX)v = w.(10.2)
Then there exist η, RX(p) in g(O) s2−3 with estimates
‖η, RX(p)‖t ≤ Ct‖p‖ 3t
2
+48, t ≤ s − 62 ; and
‖RX(p)‖t ≤ Ct‖w‖ 3
2
γt+σ6
, t ≤ s − 6− 2σ2
2γ
,
where σ6 =
3σ2
2 + 48, such that if we set p
′ = p− (X + adX)η −RX(p), then
p′ is ⌊ s2 + 5⌋-Θ finite, where ⌊·⌋ is the floor function.
The next two results are dedicated to the proof of the above proposition.
Lemma 10.2. For any u ∈ g(O)s, s ≥ 2 and any ǫ > 0, there exists Θ-finite
vector uo ∈ g(O)s−2 such that ‖u− uo‖s−2 ≤ ǫ.
Proof. We choose sufficiently large m ∈ N such that ‖u‖s
m
≤ ǫ1, where ǫ1
satisfies 4lsǫ
1
s−1
1 max{1, ‖u‖s} ≤ ǫ, where ls comes from (10.3) below (ls
depends only on s and X ). By Lemma 6.5 for any k ∈ Z with |k| ≥ m we
have
‖u|k‖ ≤ |k|−1‖u‖1 ≤ ǫ1.
By (2) of Lemma 9.1 we have u|k ∈ g(O)s−1 with estimates ‖u|k‖s−1 ≤
Cs‖u‖s. Then by interpolation inequalities (see [16]) we have
‖u|k‖s−2 ≤ ls‖u|k‖1−
s−2
s−1 · ‖u|k‖
s−2
s−1
s−1 ≤ lsǫ
1
s−1
1 max{1, ‖u‖s} ≤ ǫ4(10.3)
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Set uo = u− (u|m + u|m+1 + u|−m + u|−(m+1)). Then uo is Θ-finite and the
estimate follows from above inequality. 
Lemma 10.3. Suppose p, v, w are in g(O)s, s ≥ 48 satisfying
(X + adX − a)v− p = w,(10.4)
where a is an eigenvalue of adX . If p is ℓ-Θ finite, then there is (ℓ − 1)-Θ
finite vo ∈ g(O)s−1 such that
‖vo − v‖ s
2
−3 ≤ Ct‖w‖ 3s
4
+6; and ‖vo − v‖t ≤ ‖v‖t+1, t ≤ s− 1.
Proof. Since adX is semisimple, Equation (10.4) splits into finitely many
equations of the form (X + λi − a)vi = wi + pi, where vi, wi, and pi are
coordinate functions of v, w and p respectively, in the basis in which adX
is in its diagonal form, and λi is the i-th eigenvalue of adX . We note that
λ = 0, ±1, ±2. Then for any l ∈ Z with |l| ≥ ℓ we have
‖vi|l‖ s
2
−3
(1)
≤ Ct
∥∥∥(wi + pi)|l+∗l2|∥∥∥ 3s
4
+5
= Ct
∥∥∥wi|l+∗l2|∥∥∥ 3s
4
+5
(2)
≤ C‖wi‖ 3s
4
+6.
In (1) we use (4) of Lemma 9.1; in (2) we use (2) of Lemma 9.1.
Set voi = vi − vi|ℓ − vi|−ℓ − vi|ℓ+1 − vi|−ℓ−1. Then voi is (ℓ − 1)-Θ finite.
Set vo to be the vector with coordinates voi . Hence we proved the first part
of the result. Then second part is a direct consequence of (2) of Lemma 9.1.
Hence we finish the proof. 
Proof of Proposition 10.1: By Lemma 10.2 it suffices to assume that
p, v are Θ-finite and are in g(O)s−2. We continue to use notations in the
proof of the Lemma 10.3. Set l = ⌊ s2 + 5⌋ + 2. For any Θ-finite z ∈ g(O)
with coordinate functions zi and k ∈ Z with |k| ≥ 3, we set D(λ)|k| (z) (resp.
Fλ,k(z)) to be the vector with coordinate functions D(λi)|k| (zi) (resp. Fλi,k(zi)).
It follows from (3) of Lemma 9.1 that∥∥∥D(λ)|k| (z), Fλ,k(z)∥∥∥t ≤ ‖z‖ 3t2 +48, t ≤ s2 − 3,(10.5)
where z stands for p or w and k = ±(l + 1), ±l; and the equation
(X + adX)η = p|l + p|−l + p|l+1 + p|−l−1 −D(λ)l (p)−D(λ)l + 1(p)
−Fλ,l(p)−Fλ,−l(p) −Fλ,l+1(p)−Fλ,−l−1(p)
has a solution η ∈ g(O) s2−3 with estimates ‖η‖t ≤ Ct‖p‖ 3t
2
+48, t ≤ s2 − 3.
From (10.2) we have
D(λ)k
Ä
(Z + adZ)p
ä
−D(λ)k
Ä
(X + adX)v
ä
= D(λ)k (w), k = l, l + 1
(1)
=⇒D(λ)k
Ä
(Z + adZ)p
ä
= D(λ)k (w)
(2)
=⇒ (Z + adZ)D(λ)k (p) = D(λ)k (w)
(3)
=⇒
∥∥∥D(λ)k (p)∥∥∥
t
≤ Ct‖D(λ)k (w)‖γt+σ2
(4)
≤ Ct‖w‖ 3γt+3σ2
2 + 48
, t ≤ s− 6− 2σ2
2γ
.
(1) is from (3) of Lemma 6.7; following the proof line of Corollary 5.8 we
have (2); in (3) we use (10.1) and in (4) we use (10.5).
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Set RX(p) = D(λ)l (p) + D(λ)l + 1(p). Then it is clear that p′ is ⌊ s2 + 5⌋-Θ
finite. Hence we finish the proof.
We end this section with a result whose role will be clear from the subse-
quent section.
Corollary 10.4. Suppose p, v are in g(O)lS (see Section 4.4), l ≥ σ2 satis-
fying
(Z + adZ)p− (X + adX)v = w.(10.6)
there exist η, R in g(O) such that p− (X + adX)η = R with estimates
‖η, R‖S,t1 ≤ Ct‖p‖S,t1+7; and ‖R‖S,t2 ≤ Ct‖m‖S,γt2+σ2 ,
where t1 ≤ l − 7 and t2 ≤ l−1−σ2γ .
Proof. We continue to use notations in the proof of the Lemma 10.3. For
any z ∈ g(O) with coordinate functions zi, we set D(λ)(z) to be the vector
with coordinate functions D(λi)(zi). From (1) of Lemma 9.1 we see that
‖D(λ)(z)‖S,t ≤ Ct‖z‖S,t+7, t ≤ l − 7.
where z stands for p and w. Further, the equation (X+λi)ηi = pi+D(λi)(pi)
has a solution ηi ∈ Ol−7S with estimates
‖ηi‖S,t ≤ Ct‖pi‖S,t+7, t ≤ l − 7.
Let η be the vector with coordinate functions ηi. Then we get the first part
of the result. From (10.6) we have
D(λ)
Ä
(Z + adZ)p
ä
−D(λ)
Ä
(X + adX)v
ä
= D(λ)(w)
(1)
=⇒D(λ)
Ä
(Z + adZ)p
ä
= D(λ)(w) (2)=⇒ (Z + adZ)D(λ)(p) = D(λ)(w)
(3)
=⇒‖D(λ)(p)‖t ≤ Ct‖D(λ)(w)‖γt+σ2 , t ≤ l − 1− σ2γ .
(1) is from (3) of Lemma 6.7; following the proof line of Corollary 5.8 (also
see Remark 5.9) we have (2); (10.1) gives (3).
Set R = D(λ)(p). Then we finish the proof. 
11. Global estimates of constructions from Si, 1 ≤ i ≤ q
In Section 11 and 12 we will center on the study cohomological equations
over unipotent flows. Results in Section 7.2 suggests that for equation Y1ω =
ξ, we split ξ into two parts: ξ = f(r)ξ + (f(r) − 1)ξ, where f ∈ C∞(R+)
is a characteristic function with support inside [0, 1]. This part realizes this
idea by using representation theory.
We assume notations at the beginning of Section 9. We consider the
restriction of π on Si. By general arguments in Section 3.3, from Observation
7.2 and 7.7, and Lemma 7.6 we have
Lemma 11.1. Suppose ξ ∈ O is ℓ-Θ finite. Then:
(1) If the equation Y1,iω = ξ has a solution ω ∈ O1, then Pi(ξ) = 0.
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(2) for any l ∈ N the equation (Y 21,i+Y 22,i)lg = Y 2l1,iξ has a unique solution
g ∈ O with the estimate ‖g‖ ≤ ‖ξ‖. We denote g by Y
2l
1,iξ
(Y 21,i+Y
2
2,i)
l .
(3) set Pi(ξ) = ∑m∈Z (2|2m|Y 2m1,i ξ(2m)(Y 21,i+Y 22,i)m
)
0
+
∑
m∈Z
(
2|2m|Y 2m1,i ξ(2m+1)
(Y 21,i+Y
2
2,i)
m
)
1
, then
‖Pi(ξ)‖ ≤ Cℓ‖ξ‖, 1 ≤ i ≤ q. Further, the equation
Y1,iω = ξ − Pi(ξ)(11.1)
has a (ℓ− 1)-Θ solution ω ∈ H with the estimate ‖ω‖ ≤ Cℓ‖ξ‖.
Generally, even though ξ ∈ O∞ the global smoothness of g, Pi(ξ), ω can’t
be guaranteed. Next, we will construct smooth solution of the equation
(11.1) based on the study of group algebra.
11.1. Group algebra of unipotent subgroups. In this part we construct
new operators based on nilpotent vectors by using group algebra; and we
obtain the Sobolev regularity. The applications of these operators will be
presented in Sections 11.2 and 11.3.
We assume notations at the beginning of Section 5. We say that a
subgroup of G is of unipotent type if its Lie algebra is spanned by nilpo-
tent vectors. Let S be an abelian closed subgroup of G of unipotent type
which is isomorphic to Rm. Fix a set of generators u = {u1, · · · , um} of
Lie(S). We use exp(u) to denote S. For any t = (t1, · · · , tm) ∈ Rm, set
exp(t) = exp(t1u1 + · · · + tmum) and π(t) = π(exp(t)).
Definition 11.2. Fix 0 < a < b. For f ∈ C∞(Rm), we say that f is (a, b)-
related to u if f(t) = 1 for
∑m
i=1 t
2
i ≤ a and f(t) = 0 for
∑m
i=1 t
2
i ≥ b. We say
that f is (a, b)-reversely related to u if f = 1− g, where g is (a, b)-related
to u.
Choose f ∈ C∞(R) satisfying f(x) = 1 if x ≤ a and f(t) = 0 if x ≥ b. We
say that f is (a, b)-uniformly related (resp. reversely uniformly related) to
u (with respect to f) if f(t) = f(
∑m
i=1 t
2
i ) (resp. f(t) = 1− f(
∑m
i=1 t
2
i )).
For ξ, η ∈ H, consider the corresponding matrix coefficients of π |S :
φξ,η(t) = 〈π(t)ξ, η〉, t ∈ Rm. There exists a regular Borel measure µ on
R̂m, called the associated measure of π (with respect to R̂m), such that ξ =∫”Rm ξχdµ(χ), and
φξ,η(t) =
∫
”Rm χ(−t)〈ξχ, ηχ〉dµ(χ).(11.2)
Note that χ(t) = eia·t for some a ∈ Rm. Hence we can identify Rm and R̂m.
We use S(Rm) to denote the Schwartz space of Rm. The representation
π |S extends to a ∗-representation on S(Rm): for any f(x) ∈ S(Rm), πu(f)
is the operator on H for which¨
πu(f)ξ, η
∂
= 1
(
√
2π)m
∫
Rm
f(t)φξ,η(t)dt, ∀ξ, η ∈ H.
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Further we have¨
πu(f)ξ, η
∂
= 1
(
√
2π)m
∫
Rm
f(t)〈π(t)ξ, η〉dt(11.3)
= 1
(
√
2π)m
∫
Rm
∫
”Rm f(t)χ(−t)〈ξχ, ηχ〉dµ(χ)dt
=
∫
”Rm〈ξχ, ηχ〉
Ä
1
(
√
2π)m
∫
Rm
f(t)χ(−t)dt
ä
dµ(χ)
=
∫
”Rm fˆ(χ)〈ξχ, ηχ〉dµ(χ).(11.4)
This shows that ‖πu(f)‖ ≤ ‖fˆ‖∞ for any f ∈ S(Rm). We define πˆu(f) =
πu(fˆ) for any f ∈ S(Rm). Then
‖πˆu(f)‖ ≤ ‖f‖∞, ∀ f ∈ S(Rm),(11.5)
which allows us to extend πˆu from S(Rm) to L∞(Rm) by taking strong
limits of operators and pointwise monotone increasing limits of non-negative
functions (see [22] for a detailed treatment). Hence πˆu is a homomorphism
of L∞(Rm) to bounded operators on H. It is easy to check that the following
property holds:
πˆu(f1)πˆu(f2) = πˆu(f1f2), ∀ f1, f2 ∈ L∞(Rm).(11.6)
Definition 11.3. v ∈ H is a (a, b)-u small vector if πˆu(f)v = v, for any f
(a, b)-related to u. If S = {e} or u = ∅ then any vector is (a, b) small.
Observation 11.4. If πˆu(f)v = v, where f is (a, b)-related to u. Then
(11.6) shows that v is (b, c)-A small for any c > b and any A ⊂ u.
Lemma 11.5. If f ∈ S(Rm) and ξ ∈ H. Then πu(f)ξ ∈ H∞S with estimates
‖πu(f)ξ‖S,l ≤ Cf,l‖ξ‖, l ≥ 0.
Proof. From (11.4) we see that
uk11 · · · ukmm (πˆu(f)ξ) = πˆu(fk1,··· ,km)ξ(11.7)
where fk1,··· ,km(t) = f(t)(−t1i)k1 . . . (−tmi)km for any ki ≥ 0, 1 ≤ i ≤ m.
Hence the result follows immediately. 
Set S˜(Rm) = {f ∈ C∞(Rm) : ∂j1t1 · · · ∂jmtm f ∈ L∞(Rm),∀ ji ≥ 0, 1 ≤ i ≤ m}.
Lemma 11.6. Suppose ξ ∈ Hs, s ≥ 1. If f ∈ S˜(Rm) then πu(f)ξ ∈ Hs with
‖πu(f)ξ‖ℓ ≤ Cf,ℓ‖ξ‖ℓ, 0 ≤ ℓ ≤ s.
Proof. Since ui, 1 ≤ i ≤ m are nilpotent, (adui)dimG = 0, 1 ≤ i ≤ m. Set
Bl,i =
∑dimG−1
j=0
(−1)j lj
j! ad
j
ui
, 1 ≤ i ≤ m, l ∈ R. Then we can write
Bt1,1 · · ·Btm,m =
∑
0≤j1,··· ,jm
≤dimG− 1
cj1,··· ,jmt
j1
1 · · · tjmm adj1u1 · · · adjmum .
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We note that vπ(t)ξ = π(t)(Bt1,1 · · ·Btm,m(v))ξ, v ∈ G. Then we have¨
v(πˆu(f)ξ), η
∂
= 1
(
√
2π)m
∫
Rm
¨
fˆ(t)v(π(t)ξ), η〉dt
= 1
(
√
2π)m
∫
Rm
¨
fˆ(t)π(t)(Bt1,1 · · ·Btm,m(v))ξ, η
∂
dt
= 1
(
√
2π)m
∑
0≤j1,··· ,jm
≤dim G−1
cj1,··· ,jm
∫
Rm
¨
fˆ(t)tj11 · · · tjmm π(t)(adj1u1 · · · adjmum(v)ξ), η
∂
dt
(1)
=
∑
0≤j1,··· ,jm
≤dimG−1
c′j1,··· ,jm
¨
πˆu(∂
j1
t1 · · · ∂jmtm f)(adj1u1 · · · adjmum(v)ξ), η
∂
where c′j1,··· ,jm = cj1,··· ,jm i
∑
m
i=1
ji and f ∈ S(Rm). Here in (1) we use (11.3).
This shows that for any v ∈ G and any f ∈ S(Rm) we have
v(πˆu(f)ξ) =
∑
0≤j1,··· ,jm
≤dimG−1
c′j1,··· ,jm πˆu(∂
j1
t1 · · · ∂jmtm f)(adj1u1 · · · adjmum(v)ξ).(11.8)
Inductively we can show that for any vectors vi ∈ G, 1 ≤ i ≤ ℓ, ℓ ≤ s we
have
vℓ · · · v2v1(πˆu(f)ξ) =
∑
0≤j1,1,··· ,jm,1,··· ,j1,m,··· ,jm,m
≤dimG−1
cj1,1,··· ,jm,1,··· ,j1,m,··· ,jm,m
· πˆu(∂j1t1 · · · ∂jmtm f)(vj1,1,··· ,jm,1 · · · vj1,m,··· ,jm,m)ξ,(11.9)
where jl =
∑ℓ
k=1 jl,k and vj1,l,··· ,jm,l = ad
j1,l
u1 · · · adjm,lum (vl), 1 ≤ l ≤ m, which
gives ‖vℓ · · · v2v1(πˆu(f)ξ)‖ ≤ Cf,ℓ‖ξ‖ℓ, ℓ ≤ s, for any vi ∈ G1, 1 ≤ i ≤ ℓ. By
arguments below (11.5), we can extend (11.9) from S(Rm) to S˜(Rm). Hence
we finish the proof. 
Observation 11.7. From (11.9) and (11.6) we see that if ξ is (a, b)-u small,
then for any v ∈ G, vξ is also (b, c)-u small for any c > b.
11.2. Application I: smoothing operators. In this part we will show
how to obtain a globally smooth vector from a vector that is only smooth
inside a subgroup. This part plays a crucial role in the construction of the
approximation in Section 13.
Corollary 11.8. Suppose Q and Q1 are subgroups of G and S is an abelian
subgroups of G of unipotent type which is isomorphic to Rm. Set u to be
a set of generators of Lie(S). Suppose ξ ∈ HsQ1, s ≥ 0. If Lie(Q) =
Lie(Q1)⊕Lie(S) (in the sense of linear space sum), then for any f ∈ S(Rm),
ξ′ = πu(f)ξ ∈ HsQ with estimates
‖ξ′‖Q,t ≤ Cf,t‖ξ‖Q1,t, t ≤ s.
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Proof. For any v ∈ Lie(Q1), from (11.9) of Lemma 11.6 we have
vπu(f) =
∑
0≤j1,··· ,jm
≤dimG−1
cj1,··· ,jmπu(fj1,··· ,jm)vj1,··· ,jm + πu(f)v,
where fj1,··· ,jm ∈ S(Rm) and vj1,··· ,jm = adj1u1 · · · adjmum(v), where u1, · · · um
are elements in u,
∑m
k=1 jk ≥ 1.
From the above relation, (11.7) and we have the observation: the vector
v1v2 · · · vkπu(f)ξ, where vi ∈ Lie(Q)∩G1, is a linear combination of vectors
of the forms: πu(fi)(u1 · · · ulξ) and πu(fn)(ξ), where fi, fn ∈ S(Rm) and
uj ∈ Lie(Q1), 1 ≤ j ≤ l with l ≤ k. By Lemma 11.6
‖v1v2 · · · vkπu(f)ξ‖ ≤
∑
i,l
‖πu(fi)(u1 · · · ulξ)‖+
∑
n
‖πu(fn)(ξ)‖ ≤ Cf,k‖ξ‖Q1,k.
Hence we finish the proof. 
Corollary 11.9. Suppose f is (a, b)-related to U; and g is (a, b)-related to
V. If ξ ∈ HsS , s ≥ 0, then:
(1) ξ′ = πV(f)ξ ∈ Hs(G⊥1 )1 with estimates ‖ξ
′‖(G⊥1 )1,t ≤ Ct,f‖ξ‖S,t, t ≤ s;
(2) ξ′′ = πU(g)ξ′ ∈ Hs with estimates
‖ξ′′‖t ≤ Ct,g‖ξ′‖(G⊥1 )1,t ≤ Ct,f,g‖ξ‖S,t, t ≤ s.
Proof. We note that Lie((G⊥1 )1) = Lie(S) ⊕ V and g = Lie((G⊥1 )1) ⊕ U.
Then the results follow directly from Corollary 11.8. 
Assume |B0| = 2. Suppose fi is (a, b)-related to Vi, i = 1, 2. It is clear
that fi is also (a, b)-related to Ui. Set Ui, i = 1, 2 to be the subgroup
generated by S0 and exp(Ci), where C could V or U. Then:
Corollary 11.10. (1) Suppose ξ ∈ HsS0, s ≥ 0. Then ξ′ = πCi(fi)ξ ∈
HsUi with estimates ‖ξ′‖Ui,t ≤ Ct,fi‖ξ‖S0,t, t ≤ s.
(2) Suppose ξ ∈ HsS, s ≥ 0. Then ξ′ = πV1(f1)πV2(f2)ξ ∈ Hs(G⊥1 )1 and
ξ′′ = πU1(f1)πU2(f2)ξ′ ∈ Hs with estimates: ‖ξ′‖(G⊥1 )1,t ≤ Ct,f1,f2‖ξ‖S,t,
t ≤ s; and ‖ξ′′‖t ≤ Ct,f1,f2‖ξ‖S,t, t ≤ s.
Proof. (1): it is a direct consequence of Corollary 11.8 by noting that Ui =
S0 ⋉ Ci. (2): It follows from Corollary 11.9 by noting that πC1(f1)πC2(f2) =
πC(f1f2). 
The next result plays an essential role in studying the global smoothness
of the operators Pi (Lemma 11.1), which is the central part of Section 11.3.
Lemma 11.11. Suppose ξ ∈ Hs, s ≥ 0 and b > a > 0. Also suppose
u = (u1, u2) and f is (a, b)-reversely related to u.
(1) For any m ∈ N the equation (u21 + u22)mg = u2m1 ξ has a solution
g ∈ H with estimates ‖g‖ ≤ ‖ξ‖. We denote g by u2m1 ξ
(u21+u
2
2)
m .
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(2) If πˆu(f)ξ = ξ, then for any m ∈ N the equation (u21 + u22)mg = u2m1 ξ
has a solution g ∈ Hs with estimates ‖g‖t ≤ Cf,t,m‖ξ‖t, t ≤ s.
Proof. Set F (t) =
t2m1
(t21+t
2
2)
m . From (11.5) πˆu(F )ξ ∈ H with estimates ‖πu(F )ξ‖ ≤
‖ξ‖. Set g = πu(F )ξ. From (11.4) we see that g =
∫“R2 χ2m1(χ21+χ22)m ξχdµ(χ) and:
(u21 + u
2
2)
mg =
∫
“R2 χ2m1(χ21 + χ22)m · (−χ21 − χ22)mξχdµ(χ)
=
∫
“R2(−χ21)mξχdµ(χ) = u2m1 ξ,
which gives (1).
(2): Set F (t) = f(t) · t2m1
(t21+t
2
2)
m . It is clear that F ∈ C∞(R2) satisfying
∂j1t1 ∂
j2
t2 f ∈ L∞(R2),
∑2
i=1 ji ≥ 0. By Lemma 11.6 πˆu(F )ξ ∈ Hs with esti-
mates ‖πu(F )ξ‖ℓ ≤ Cf,ℓ,m‖ξ‖ℓ, ℓ ≤ s. Set g = πu(F )ξ. It is clear that g is a
solution of the equation. Hence we finish the proof. 
11.3. Application II: reduction to small vectors. In this part we make
a further study of the equation (11.1) in O.
Lemma 11.12. Suppose ξ ∈ Os, s ≥ 0 and is ℓ-Θ-finite. Suppose f is (a, b)-
(reversely) uniformly related to si (see Section 4.4) with respect to f. Then
πˆsi(f)ξ is also ℓ-Θ-finite, 1 ≤ i ≤ q with estimates ‖πsi(f)ξ‖t ≤ Cf,t‖ξ‖t,
t ≤ s.
Proof. We consider the restriction of π on Si. By general arguments in Sec-
tion 3.3, there is a direct decomposition ofO = ∫Z Ozdµ(z) of irreducible uni-
tary representations of SL(2,R)⋉R2 without nontrivial R2-fixed vectors for
some measure space (Z, µ). Then Oz = Ep(z), where p(z) ∈ R for all z ∈ Z.
Then we can write ξ =
∫
Z ξzdµ(z), where ξz =
∑
j ∈ Z(ξz)j(r)e
ijθe−ip(z)r
−2 tan θ
(see (7.3)). From the polar coordinates vector fields in Lemma 7.1 we see
that for πˆsi(f)ξ =
∫
Z(πˆsi(f)ξ)zdµ(z), where
(πˆsi(f)ξ)z =
∑
j ∈ Z
f(r2)(ξz)j(r)e
ijθe−ip(z)r
−2 tan θ.
Since ξ is ℓ-Θ-finite, ξz is also ℓ-Θ-finite for almost all z. Then it is clear
that (πˆsi(f)ξ)z is also ℓ-Θ-finite for almost all z. Hence πˆsi(f)ξ is ℓ-Θ-finite.
The estimates follow directly from Lemma 11.6. 
Lemma 11.13. Suppose ξ ∈ Os, s ≥ 0 and is ℓ-Θ-finite.
(1) If f is (a, b)-reversely uniformly related to si and πˆsi(f)ξ = ξ, then
Pi(ξ) ∈ Os−1 satisfying ‖Pi(ξ)‖t ≤ Cf,t,ℓ‖ξ‖t+1, for any 0 ≤ t ≤
s− 1, 1 ≤ i ≤ q.
(2) If s ≥ δ1(l) + 1 (see Corollary 5.8), then equation (11.1) has a solu-
tion ω ∈ Ol with estimates ‖ω‖t ≤ Cf,t,ℓ‖ξ‖t+9, for any 0 ≤ t ≤ l.
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Proof. (1): it is a direct consequence of Lemma 6.5 and (2) of Lemma 11.11.
(2): (6) of Lemma 7.6 shows that the equation (11.1) has a solution ω ∈ O.
Then the result follows from Corollary 5.8.

Remark 11.14. We can extend various constructions in Sections 9 and 11
to the extended representation g(O) by considering the coordinate vectors.
We will use the same notations since there is no confusion in doing so.
Next, we study almost cohomological equations. We assume notations in
Corollary 11.10 an recall notations in Section 4.4.
Lemma 11.15. Assume |B0| = 2. Suppose pi, w ∈ g(O)s, s ≥ 2σ2 + 2, pi
is (a, b)-C small vectors, and hi is (b, c)-related to Ci, b < c, i = 1, 2. If
(v1 + adv1)p2 − (v2 + adv2)p1 = w,(11.10)
and p1 = (v1 + adv1)η +R, where η ∈ g(O)sS0, then we have
pi = (vi + advi)πC2(h2)πC1(h1)η +Ri, i = 1, 2,
with estimates ‖R1, R2‖S0,t ≤ Ct,h1,h2‖w,R‖S0,t+2σ2+2, if t ≤ s− 2σ2 − 2.
Proof. We note that: (∗) vi commutes with Ci, i = 1, 2. Since p1 is (a, b)-C
small, we have
p1
(1)
= πC1(h1)p1
(2)
= (v 1 + adv1)πC1(h1)η + πC1(h1)R.(11.11)
Here in (1) we use Observation 11.4, in (2) we use (∗). Set
p2 − (v2 + adv2)πC1(h1)η = R′.(11.12)
By substituting the above expressions for pi, i = 1, 2 into (11.10) we have
(v1 + adv1)R′ = (v2 + adv2)
Ä
πC1(h1)R
ä
+w.
By Corollary 5.13 and (1) of Corollary 11.10, the above equation gives
‖R′‖S0,t ≤ Ct,h1‖w,R‖S0,t+σ2+1, t ≤ s− σ2 − 1.(11.13)
From (11.12), similar to (11.11) we have
p2 − (v2 + adv2)πC2(h2)πC1(h1)η = πC2(h2)R′.(11.14)
Set R2 = πC2(h2)R′. Then it follows from (1) of Corollary 11.10 and (11.13)
we have
‖R2‖S0,t ≤ Ct,h1,h2‖w,R‖S0,t+σ2+1, t ≤ s− σ2 − 1.(11.15)
Set p1 − (v1 + adv1)πC2(h2)πC1(h1)η = R1. By substituting the expressions
for pi, i = 1, 2 from the above and (11.14) into (11.10) we have
(v2 + adv2)R1 = (v1 + adv1)R2 −w.
By Corollary 5.13 and (11.15) we have∥∥∥R1∥∥∥
S0,t
≤ Ct‖w,R2‖S0,t+σ2+1 ≤ Ct,h1,h2‖w,R‖S0,t+2σ2+2,
for any t ≤ s− 2σ2 − 2. Hence we finish the proof.
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
12. Almost coboundaries over unipotent flows
We assume notations of at the beginning of Section 10 until the end of
the paper. Next, we will obtain estimates from almost coboundaries over
nilpotent vectors in O, as well as in the extended space g(O).
Lemma 12.1. Fix l, ℓ ≥ 2. Suppose Z commutes with Lie(Si) for some
1 ≤ i ≤ q and f is (a, b) reversely related to si. Also suppose u, v are ℓ-Θ
finite in Os+1, s ≥ δ1(l+1)+1 (see Lemma 11.13); and satisfy πˆsi(f)v = v,
where v stands for u, v, ω. If
(Z + λ1)u− Y1,iv = ω(12.1)
where λ1 is an eigenvalue of adZ then there exists (ℓ − 1)-Θ finite η ∈ Ol
with estimates
‖η‖t ≤ Cf,t,ℓ‖u‖t+10, t ≤ l,
such that both v − (Z + λ1)η and u− Y1,iη are ℓ-Θ finite with estimates
‖v−(Z + λ1)η, u− Y1,iη‖t ≤ Cf,t,ℓ‖ω‖σ1t+σ+1, t ≤ min{ s − 1− σσ1 , l}, and
‖v − (Z + λ1)η, u− Y1,iη‖t ≤ Cf,t,ℓ‖u, ω‖t+10, t ≤ l.
Proof. It is clear that ω ∈ Os. From (12.1) we have
Pi
Ä
(Z + λ1)u
ä
− Pi(Y1,iv) = Pi(ω) (1)⇒ Pi
Ä
(Z + λ1)u
ä
= Pi(ω)
(2)⇒ (Z + λ1)Pi(u) = Pi(ω).
Here (1) is from (12.1); following the arguments in the proof of Corollary
5.8 we have (2). Then (10.1) gives
‖Pi(u)‖t ≤ Ct‖Pi(ω)‖σ1t+σ ≤ Cf,t,ℓ‖ω‖σ1t+σ+1, t ≤ s − 1− σσ1 .
Here in the last inequality we use (1) of Lemma 11.13. Further, (2) of
Lemma 11.13 shows that the equation Y1,iη = u − Pi(u) has a (ℓ − 1)-Θ
finite solution η ∈ Ol with estimates
‖η‖t ≤ Cf,t,ℓ‖u‖t+10, t ≤ l + 1.
By substituting u = Y1,iη + Pi(u) into (12.1) we obtain
Y1,i
Ä
(Z + λ1)η − v
ä
= ω − (Z + λ1)Pi(u) = ω − Pi(ω).
Observation 7.4 shows that (Z + λ1)η − v is ℓ-Θ finite. Corollary 5.8 shows
that
‖v − (Z + λ1)η‖t ≤ Ct‖ω − Pi(ω)‖t+9 ≤ Cf,t,ℓ‖ω‖t+10
for any t ≤ l. Here in the last inequality we use (1) of Lemma 11.13. Hence
we finish the proof.

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For any l > 0, we can obtain a sequence ln by using a recursive rule:
l0 = l and ln+1 = max{δ1(ln + 1) + 1, σn1 ln + pn(σ1, σ + 1), l + 1} for any
n ≥ 1 (see (5.10) of Lemma 5.12).
Proposition 12.2. Fix l, ℓ ≥ 2. Suppose Z commutes with Lie(Si) for
some 1 ≤ i ≤ q and f is (a, b)-reversely related to si. Suppose p, v are ℓ-Θ
finite in g(O)s+1, s ≥ ldim(g). Also suppose πˆsi(f)o = o, where o stands for
p, v, w, if
(Z + adZ)p− (Y1,i + adY1,i)v = w,(12.2)
then there exists (ℓ− 1)-Θ finite η ∈ g(O)l with estimates
‖η‖t ≤ Cf,t,ℓ‖p, v‖t+10 dim(g), t ≤ l
such that v−(Z+adZ)η = R(v) and p−(Y1,i+adY1,i)η = R(p) with estimates
‖R(v), R(p)‖t ≤ Cf,t,ℓ‖w‖γt+σ3 , and
‖R(v), R(p)‖t ≤ Cf,t,ℓ‖p, v,w‖t+10 dim(g),
t ≤ l, where σ3 is a constant only dependent on G.
Proof. Choose a basis in which Y1,i has its Jordan normal form. Let JY1,i =
(uk,j) be an m×m matrix which consists of blocks of Y1,i, i.e., let uk,k = 0
for all k = 1, · · · ,m and uk,k+1 = ∗k ∈ {0, 1} for all k = 1, · · · ,m − 1.
Let JZ = (zk,j) be the corresponding block of adZ where zk,k = χ for all
k = 1, · · · ,m (χ is an eigenvalue of adZ) and zk,j = 0 for all m ≥ k > j ≥ 1.
Then because of the fact that adY1,i and adZ commute, by simply comparing
coefficients, it is easy to obtain the following relation which the coefficients
of adZ must satisfy: (♭) ∗jzk,j = ∗kzk+1,j+1 for any fixed k between 1 and
m− 1 and for all j = k + 1, · · · ,m− 1.
(12.2) splits into m equations. For the m-th equation we have
(Z + χ)pm − Y1,ivm = wm.
Then by Lemma 12.1 we have
vm = (Z + χ)ηm +R(vm), pm = Y1,iηm +R(pm),(12.3)
where ηm is (ℓ− 1)-Θ finite satisfying the estimates
‖ηm‖t ≤ Cf,t,ℓ‖p, v‖t+10, t ≤ l(dim(g)−1);
and ‖R(vm), R(pm)‖p ≤ Cf,t,ℓ‖w‖σ1p+σ+1,
‖R(vm), R(pm)‖t ≤ Cf,t,ℓ‖p, v,w‖t+10,
for any t ≤ l(dim(g)−1) and p ≤ min{ ldim(g)−σ−1σ1 , l(dim(g)−1)} = l(dim(g)−1) by
assumption. For every k = 1, · · · ,m− 1 we have the following equation:Ä
(Z + χ)pk +
∑
k + 1 ≤ j ≤ m
zk,jpj
ä
− (Y1,ivk + ∗kvk+1) = wk.(12.4)
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Now we proceed by induction. Fix k between 1 and m− 1 and assume that
for all j = k + 1, · · · ,m we already have the the following
vj = (Z + χ)ηj +
∑
j + 1 ≤ l ≤ m
zj,lηl +R(vj),
pj = Y1,iηj + ∗jηj+1 +R(pj),(12.5)
where ηj is (ℓ− 1)-Θ finite satisfying the estimates
‖ηj‖t ≤ Cf,t,ℓ‖p, v‖t+10(m−j+1);
‖R(vj), R(pj)‖t ≤ Cf,t,ℓ‖p, v,w‖t+10(m−j+1) ;
‖R(vj), R(pj)‖t ≤ Cf,t,ℓ‖w‖σm−j+11 t+pm−j(σ1,σ+1)(12.6)
for any t ≤ l(dim(g)−(m−j+1)).
By substituting from (12.3) and (12.5) the expressions for vj and pj for
all j = k + 1, · · · ,m into (12.4), we have
(Z + χ)(pk − ∗kηk+1)− Y1,i(vk −
∑
k + 1 ≤ j ≤ m
zk,jηj) +R
= wk −
∑
k + 1 ≤ j ≤ m
zk,jR(pj) + ∗kR(vk+1).
whereR =∑mj=k+1 ∗jzk,jηj+1−∗k∑mj=k+2 zk+1,jηj. By using (♭) we see that
R = 0. Then by Lemma 12.1 we obtain ηk which is (ℓ− 1)-Θ such that
vk = (Z + χ)ηk +
∑
k + 1 ≤ j ≤ m
zk,jηj +R(vk),
pk = Y1,iηk + ∗kηk+1 +R(pk)
with estimates following from (12.6)
‖ηk‖t ≤ Cf,t,ℓ‖p, v‖t+10(m−k+1) and
‖R(vk), R(pk)‖t ≤ Cf,t,ℓ‖p, v,w‖t+10(m−k+1) ,
for any t ≤ l(dim(g)−(m−k+1)); and
‖R(vk), R(pk)‖t ≤ Cf,t,ℓ‖w‖σm−k+11 t+pm−k(σ1,σ+1),
for any t ≤ min{ l(dim(g)−(m−k))−pm−k+1(σ1,σ+1)
σm−k+11
, l(dim(g)−(m−k+1))} = l(dim(g)−(m−k+1)).
Hence we finish the case of k. We repeat the above arguments to all Jordan
blocks. It is clear that σ3 is the maximum of pm−1(σ1, σ + 1) where pm−1
ranges over all Jordan blocks. Hence we get η, R(p) and R(v) which sat-
isfy the conditions and the estimates in the statement by noting that the
maximal size of a Jordan block of Y1,i is less than dim(g). 
Proposition 12.3. Fix l, ℓ ≥ 2 and b > a > 0. Suppose Y1,i ∈ C ∩ B,
1 ≤ i ≤ p = |C|2 , where C could be U or V. Also suppose vi, vz ∈ g(O)s+1,
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1 ≤ i ≤ p, z ∈ B0, s ≥ (l + 1)dim(g) are ℓ-Θ finite and satisfy the almost
cohomological equations
(Y1,i + adY1,i)vj − (Y1,j + adY1,j )vi = wj,i and(12.7)
(Y1,k + adY1,k)vz − (z + adz)vk = wz,k, if [Y1,k, z] = 0.(12.8)
Set ‖w‖t = maxi,j,z{‖wi,j‖t, ‖wz,i‖t} and ‖v‖t = maxi,z{‖vi‖t, ‖vz‖t}. Then
there exists (ℓ− 1)-Θ finite η ∈ g(O) with estimates
‖η‖t ≤ Ct,ℓ,a,b‖v‖t+10 dim(g)
for any t ≤ l, such that
vi − (Y1,i + adY1,i)η = zi +Ri, for any Y1,i ∈ C ∩B,
where zi and Ri are all ℓ-Θ finite with estimates
‖Ri‖t1 ≤ Ct1,ℓ,a,b‖w‖γt1+σ4 , and ‖zi‖t2 ≤ Ct2,ℓ,a,b‖v‖t2 ,
where t1 ≤ l, t2 ≤ s and σ4 = γ(σ2+1)+σ3. Furthermore, all zi are (a, b)-C
small vectors (see Definition 11.3).
Proof. We can assume that C is non-empty and C∩B = (Y1,1, Y1,2, · · · , Y1,p)
for the convenience of notations. Fix h which is (1, 2)-reversely uniformly
related to s1. It is clear that: (∗) g(t) = h( 2pta ) is ( a2p , ap)-reversely uniformly
related to si, 1 ≤ i ≤ p. Next we will prove: (∗∗) for any 1 ≤ k ≤ p, there
exists (ℓ−1)-Θ finite ωk with estimates ‖ωk‖t ≤ Ch,t,ℓ‖v‖t+10 dim(g), t ≤ l+1
such that for
Ri,k = vi − vi,k − (Y1,i + adY1,i)ωk, 1 ≤ i ≤ p,(12.9)
we have ‖Ri,k‖t ≤ Ch,t,ℓ‖w‖γt+σ4 , t ≤ l, where vi,k = πˆsk(1 − g) · · · πˆs1(1 −
g)vi, 1 ≤ k ≤ p. We prove (∗∗) by induction. (12.8) gives
(Y1,1 + adY1,1)(πˆs1(g)vz)− (z + adz)(πˆs1(g)v1) = πˆs1(g)wz,1,
where z ∈ B0 commuting with Lie(Si). By Proposition 12.2, Lemma 11.12
and (∗) we have: there exists (ℓ− 1)-Θ finite η1 ∈ g(O)l+1 with estimates
‖η1‖t ≤ Ch,t,ℓ,a‖v‖t+10 dim(g)
for any t ≤ l + 1, such that
πˆs1(g)v1 − (Y1,1 + adY1,1)η1 = Ω1,1(12.10)
with estimates
‖Ω1,1‖t ≤ Ch,t,ℓ,a‖w‖γt+σ3 , t ≤ l + 1.(12.11)
From (12.7), we have
(Y1,i + adY1,i)πˆs1(g)v1 − (Y1,1 + adY1,1)πˆs1(g)vi = πˆs1(g)w1,i, 2 ≤ i ≤ p.
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Set Ri,1 = πˆs1(g)vi − (Y1,i + adY1,i)η1, 2 ≤ i ≤ p. By substituting from the
expression for πˆs1(g)v1 in (12.10) into the above equations we have
−(Y1,1+adY1,1)Ri,1 = πˆs1(g)w1,i − (Y1,i + adY1,i)Ω1,1
⇒ ‖Ri,1‖t
(1)
≤ Ch,t‖w1,i, (Y1,i + adY1,i)Ω1,1‖t+σ2
(2)
≤ Ch,t,ℓ,a‖w‖γt+σ4(12.12)
for any t ≤ l. Here in (1) we use Lemma 5.12 and Lemma 11.6; in (2) we
use (12.11).
Set ω1 = η1, vi,1 = πˆs1(1 − g)vi, 1 ≤ i ≤ p and R1,1 = Ω1,1. By Lemma
11.12, Observation 7.4 and (∗), Ri,1 and vi,1, 1 ≤ i ≤ p are all ℓ-Θ finite;
and the estimates follow from the above analysis. Thus we proved (∗∗) for
k = 1. Suppose the statement holds for k ≥ 1. From (12.8) we have
(Y1,k+1 + adY1,k+1)v
′
z − (z + adz)πˆsk+1(g)vk+1,k = w′z,k+1,
where z ∈ B0 commutes with Sk+1; and
u′ = πˆsk+1(g)πˆsk (1− g) · · · πˆs1(1− g)u,(12.13)
here u stands for vz, wz,k+1 and wi,j. Then by Proposition 12.2, Lemma
11.12 and (∗) we see that there exists (ℓ− 1)-Θ finite ηk+1 with estimates
‖ηk+1‖t ≤ Ch,t,ℓ,a‖v‖t+10 dim(g)
for any t ≤ l + 1, such that
πˆuk+1(g)vk+1,k − (Y1,k+1 + adY1,k+1)ηk+1 = Ωk+1,k+1(12.14)
with estimates ‖Ωk+1,k+1‖t ≤ Ch,t,ℓ,a‖w‖γt+σ3 , t ≤ l + 1.
From (12.7), we have the following equations (qi), 1 ≤ i ≤ p, i 6= k + 1:
(Y1,i + adY1,i)πˆsk+1(g)vk+1,k − (Y1,k+1 + adY1,k+1)πˆsk+1(g)vi,k = w′k+1,i,
(w′k+1,i is defined in (12.13)). Set Ωi,k+1 = πˆsk+1(g)vi,k − (Y1,i+adY1,i)ηk+1,
i 6= k + 1. By substituting the expressions for πˆsk+1(g)vj,k from above and
(12.14) into equations (qi) we have
− (Y1,k+1 + adY1,k+1)Ωi,k+1 = w′k+1,i − (Y1,i + adY1,i)Ωk+1,k+1,
similar to (12.12) which gives ‖Ωi,k+1‖t ≤ Ch,t,ℓ,a‖w‖γt+σ4 , t ≤ l, i 6= k + 1.
Set ωk+1 = ηk+1 + ωk, Ri,k+1 = Ri,k + Ωi,k+1. By Lemma 11.12 and
Observation 7.4 and (∗), Ri,k+1 and vi,k+1, 1 ≤ i ≤ p are all ℓ-Θ finite; and
the estimates follow from the the above analysis and induction assumption.
Then we proved the case of k + 1. Further, from (12.9) for 1 ≤ i ≤ p we
have
Ri,k =vi − πˆsk+1(g)vi,k − πˆsk+1(1− g)vi,k − (Y1,i + adY1,i)ωk
⇒Ri,k+1 = vi − vi,k+1 − (Y1,i + adY1,i)ωk+1.
Hence (∗∗) is proved. Set η = ωp, Ri = Ri,p and zi = vi,p, 1 ≤ i ≤ p. Then
we get the result. 
LOCAL RIGIDITY 47
Lemma 12.4. Suppose Z commutes with C, where C could be U or V. Also
suppose vj, w ∈ g(O)s, j = 1, 2, s ≥ 0 and satisfy the almost cohomological
equation
v1 − (Z + adZ)v2 = w.
If πˆC(f)v1 = v1, where f is (a, b)-related to C and v2 is ℓ-Θ finite, then
v2 = v2,1+v2,2, where v2,2 is ℓ-Θ finite and is (b|C|, c)-C small (see Definition
11.3) for any c > b|C| and the following estimates hold:
‖v2,1‖t ≤ Ct,a,b‖w‖γt+σ2 , t ≤ s − σ2γ and ‖v2,2‖t ≤ Ct,a,b‖v2‖t, t ≤ s.
Proof. We assume notations in proof of Proposition 12.3. Set r(t) = h( t
b
)
and u′ = πˆsp(1−r)πˆsp−1(1−r) · · · πˆs1(1−r)u for any u ∈ g(O). Observation
11.4 shows that v1 = v
′
1. It is clear that u
′ is (b, 2bp)-related to C, hence is
(b|Cǫ|, c)-C small by Observation 11.4. Since Z commutes with C we have
v′1 − (Z + adZ)v′2 = w′ ⇒ −(Z + adZ)(v2 − v′2) = w−w′
⇒‖v2 − v′2‖t
(1)
≤ Ch,t,b‖w−w′‖γt+σ2
(2)
≤ Ch,t,b,1‖w‖γt+σ2 , t ≤ s − σ2γ .
Here in (1) we use (10.1) and in (2) we use Lemma 11.6. Set v2,1 = v2 − v′2
and v2,2 = v
′
2. Lemma 11.12 shows that v2,2 is also ℓ-Θ finite with estimates
‖v2,2‖t ≤ Ct,h,b‖v2‖t, t ≤ s. Hence we finish the proof.

Corollary 12.5. Fix l, ℓ ≥ 2. There exist s0(l), σ5, γ1 ≥ 0 such that: for
any ℓ-Θ finite vectors pX,1, pv,1, v ∈ B in g(O)s, s ≥ s0+ (σ+1) satisfying
relations
(v + adv)pX,1 − (X + adX − a)pv,1 = wX,v,1(12.15)
where v ∈ B with [X, v] = av, there exist ηi, Rv,i ∈ g(O)l, i = 2, 3, v = X
or v ∈ B with estimates
‖ηi‖t ≤ Ct,ℓ‖p‖t+σ5 , ‖Rv,i‖t ≤ Ct,ℓ‖w‖γ1t+σ5
for any 0 ≤ t ≤ l, where ‖p‖t = max{‖pv,1‖t : v = X or v ∈ B} and
‖w‖t = max{‖wX,u‖t : u ∈ B}, such that for i = 2, 3
pv,i = pv,i−1 − (v + adv)ηi +Rv,i, v = X or v ∈ B,
are ℓ-Θ finite satisfying: pv,2 are (1, 2)-U-small vectors and pv,3 are (1, 2)-
V-small vectors, with estimates
‖pv,i‖t ≤ Ct,ℓ‖p‖t+σ5 , t ≤ l, v = X, or v ∈ B.
Proof. We prove: (∗) for any v1, v2 ∈ B with [v1, v2] = 0, if we write
(v1 + adv2)pv2,1 − (v2 + adv2)pv1,1 = wv2,v1,1,(12.16)
then ‖wv2,v1,1‖t ≤ Ct‖w‖t+σ+1, t ≤ s− σ − 1.
48 LOCAL RIGIDITY
We suppose [X, vi] = aivi, i = 1, 2. From (12.15) we have
− (X + adX − a1 − a2)
Ä
(v2 + adv2)pv1,1 − (v1 + adv1)pv2,1
ä
= (v2 + adv2)wX,v1,1 − (v1 + adv1)wX,v2,1.
Then (∗) follows from Lemma (5.12).
We suppose s0 ≥ (l + 1)dim(g) + 1. Let c = |U|. By (12.15) and (12.16)
it follows from Proposition 12.3 that there exists (ℓ− 1)-Θ finite η2 ∈ g(O)
with estimates
‖η2‖t ≤ Ct,ℓ‖p‖t+10 dim(g), t ≤ l(12.17)
such that: pv,1− (v+adv)η2 = pv,2+Rv,2, where pv,2 and Rv,2 are both ℓ-Θ
finite for any v ∈ U ∩B with estimates
‖Rv,2‖t ≤ Ct,ℓ‖w‖γt+σ4 and ‖pv,2‖t ≤ Ct,ℓ‖p‖t, t ≤ l;(12.18)
furthermore, all pv,2 are (
1
2·(4c)3 ,
1
(4c)3 )-U small vectors. Set
p′v,2 = pv,1 − (v + adv)η2, v ∈ B\U, or v = X.
Choose v ∈ U ∩B. From (12.15) we have
(v+ adv)p
′
X,2 − (X + adX − 1)pv,2 = wX,v + (X + adX − 1)Rv,2.
By Observation 11.7, (X + adX − 1)pv,2 is ( 1(4c)3 , 2(4c)3 )-U small. By Lemma
12.4 we have a decomposition p′X,2 = pX,2 +RX,2, where pX,2 is ℓ-Θ finite
and is (1, 2)-U small; and
‖pX,2‖t ≤ Ct‖p′X,2‖t
(1)
≤ Ct,ℓ‖p‖t+10 dim(g)+1, and
‖RX,2‖t ≤ Ct‖w,Rv,2‖γt+σ2+1
(2)
≤ Ct,ℓ‖w‖γ2t+σ′4 ,
σ′4 = γ(σ2 + 1) + σ4, t ≤ l − 1. Here in (1) and (2) we also use (12.17) and
(12.18) respectively.
For any u ∈ B\U, there is u ∈ U ∩ B such that [u,u] = 0. From (12.16)
we have (u+ adu)p
′
u,2 − (u+ adu)pu,2 = wu,u + (u+ adu)Ru. Similarly, we
have a decomposition p′u,2 = pu,2 +Ru,2, where pu,2 is (ℓ + 1)-Θ finite and
is ( 1(4c)2 ,
2
(4c)2 )-U small, and for any t ≤ l − 1,
‖pu,2‖t ≤ Ct,ℓ‖v‖t+10 dim(g)+1, and ‖Ru,2‖t ≤ Ct,a,b‖w‖γ2t+σ′4 .
We use C to stand for U or V. We note that for any v ∈ B\C, there is
u ∈ C ∩B, such that [u, v] = 0. This implies that the above arguments still
holds if we change U to V. Hence we can let s0 be sufficiently large and keep
repeating the above process to get the result. 
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13. Construction of tame splittings
Theorem 13.1. For any l ≥ 2 there exist constants γ2, γ3 > 0 dependent
only on G; and s¯ ≥ max{50, 6 + 2σ2, 2s0(l0) + 10} + σ + 1, where l0 >
σ2 + γ(8 + σ2) + γ
2(σ2 + 1+ l) + 8 such that: for any pv ∈ g(O)s¯, v ∈ B or
v = X, if
(v + adv)pX − (X + adX − a)pv = wX,v(13.1)
where v ∈ B with [X, v] = av, there exist ω, RX , Rv ∈ g(O), such that
pX = (X + adX)ω +RX
with estimates: for t ≤ l
‖ω‖t ≤ Ct,s‖p‖ 3t
2
+γ2
, and ‖RX‖S0,t ≤ Ct,s‖w‖γ3t+γ2 , and
‖Rv‖t ≤ Ct‖RX , wX,v‖t+σ+1, v ∈ B
where ‖p‖t = max{‖pv‖t : v = X or v ∈ B} and ‖w‖t = maxu∈B{‖wX,u‖t}.
13.1. Proof of Theorem 13.1 when G 6= G1. In this case, B0 = {v}.
Sometime we still write v ∈ B0 instead of v for the purpose of parallel
extension to the proof for G = G1. We note that:
v commutes with X and all elements of U and V.(13.2)
Step 0: By (13.1) it follows from (∗) of Corollary 12.5 that
(v1 + adv1)pv2 − (v2 + adv2)pv1 = wv2,v1(13.3)
where v1, v2 ∈ B with [v1, v2] = 0 with ‖wv2,v1‖t ≤ Ct‖w‖t+σ+1, t ≤ s¯ −
σ − 1. Set s = s¯− σ − 1.
Step 1: Reduction to ⌊ s2 + 5⌋-Θ-finite vectors. From (13.1) and (13.2)
we have
(v + adv)pX − (X + adX)pv = wX,v, v ∈ B0.
By Proposition 10.1 there exist η1, RX,1 in g(O) s2−3 with estimates
‖η1, RX,1‖t1 ≤ Ct1‖p‖ 3t1
2
+48
, ‖RX,1‖t2 ≤ Ct2‖w‖ 3
2
γt2+σ6
(13.4)
for t1 ≤ s2 − 3, and t2 ≤ s−6−2σ22γ , such that
pX,1 = pX − (X + adX)η1 −RX,1(13.5)
is ⌊ s2 + 5⌋-Θ finite. Set
p′v,1 = pv − (v + adv)η1, v ∈ B.(13.6)
By substituting from the above expressions for pX and pv v ∈ B into (13.1)
we have
(v + adv)pX,1 − (X + adX − a)p′v,1 = wX,v − (v + adv)RX,1
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where v ∈ B with [X, v] = av. By Observation 7.4 (v+adv)pX,1 is ⌊ s2 +6⌋-Θ
finite. Hence it follows from Lemma 10.3 there are ⌊ s2 + 5⌋-Θ finite pv,1 ∈
g(O) s2−4, v ∈ B such that
‖pv,1 − p′v,1‖t ≤ ‖p′v,1‖t+1, t ≤ s2 − 4; and(13.7)
‖pv,1 − p′v,1‖t ≤ Ct
∥∥∥wX,v − (v + adv)RX,1∥∥∥ 3t
2
+42
≤ Ct‖w, RX,1‖ 3t
2
+43
(1)
≤ Ct‖w‖ 9γt
4
+σ7
, t ≤ s
3γ
− σ8(13.8)
where σ7 =
129
2 γ + σ6, σ8 =
6+2σ2
3γ + 30. Here in (1) we use the second part
of (13.4). Set
(v + adv)pX,1 − (X + adX − a)pv,1 = wX,v,1(13.9)
where v ∈ B with [X, v] = av; and
(v1 + adv2)pv2,1 − (v2 + adv2)pv1,1 = wv2,v1,1(13.10)
where v1, v2 ∈ B with [v1, v2] = 0; and
Ru,1 = pu,1 − (pu − (u+ adu)η1), u ∈ B or u = X;(13.11)
and ‖w1‖t = max{‖wv,u,1‖t : v = X or v, u ∈ B}, ‖p1‖t = max{‖pv,1‖t :
v = X or v ∈ B} and ‖R1‖t = max{‖Rv,1‖t : v = X or v ∈ B}. In the later
part, ‖wi‖t, ‖pi‖t and ‖Ri‖t, i ≥ 2 are defined accordingly.
The above analysis shows that pu,1 are ⌊ s2 +5⌋-Θ finite, u ∈ B or u = X,
and the following estimates hold:
‖p1‖t
(1)
≤ Ct‖p′1, pX − (X + adX)η1 −RX,1‖t+1
≤ Ct‖p, η1,RX,1‖t+2
(2)
≤ Ct‖p‖ 3t
2
+51,(13.12)
for any 0 ≤ t ≤ s2 − 5; and
‖w1‖t ≤ Ctmax
v∈B
‖w, pv,1 − p′v,1,RX,1‖t+1
(3)
≤ Ct‖w‖ 9γ(t+1)
4
+σ7
(13.13)
for any 0 ≤ t ≤ s3γ − σ8 − 1; and
‖w1‖t ≤ Ct‖p1‖t+1
(4)
≤ Ct‖p‖ 3t
2
+52(13.14)
for any 0 ≤ t ≤ s2 − 6; and
‖R1‖t
(5)
≤ Ctmax
v∈B
‖pv,1 − p′v,1,RX,1‖t
(6)
≤ Ct‖w‖ 9γt
4
+σ7
(13.15)
for any 0 ≤ t ≤ s3γ − σ8.
Here in (1) we use (13.5) and (13.7); in (2) we use (13.4); in (3) and (6) we
use second part of (13.4) and (13.8); (4) is from (13.12); (5) is from (13.5)
and (13.6).
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Step 2: Reduction to (1, 2)-V and U-small vectors. By Corollary
12.5 there exist ηi, Rv,i ∈ g(O)l0 , i = 2, 3, v = X or v ∈ B with estimates
‖ηi‖t ≤ Ct,s‖p1‖t+σ5 , ‖Rv,i‖t ≤ Ct,s‖w1‖γ1t+σ5(13.16)
for any 0 ≤ t ≤ l0, i = 2, 3, such that
pv,i = pv,i−1 − (v + adv)ηi +Rv,i, v = X or v ∈ B,(13.17)
is ⌊ s2 + 5⌋-Θ finite satisfying: (∗) pv,2 are (1, 2)-U-small vectors and pv,3 are
(1, 2)-V-small vectors, where v = X, or v ∈ B with estimates
‖pv,i‖t ≤ Ct,ℓ‖p1‖t+σ5 , t ≤ l0.(13.18)
For j = 2, 3 set
(v + adv)pX,j − (X + adX − a)pv,j = wX,v,j(13.19)
where v ∈ B with [X, v] = av; and
(v1 + adv1)pv2,j − (v2 + adv2)pv1,j = wv2,v1,j(13.20)
where v1, v2 ∈ B with [v1, v2] = 0. The above analysis shows that
‖wj‖t ≤ Ct max
2≤i≤7
‖m1,Ri‖t+1 ≤ Ct,s‖w1‖γ1(t+1)+σ5(13.21)
for any 0 ≤ t ≤ l0 − 1, j = 2, 3.
Step 3: Existence of S tame splitting for v ∈ B0. From (13.19) we
have the equation
(v + adv)pX,3 − (X + adX)pv,3 = wX,v,3, v ∈ B0.(13.22)
By Corollary 10.4, we can find η, RX in g(O)l0−7S such that
pX,3 − (X + adX)η = RX
with estimates
‖η, RX‖S,t1 ≤ Ct‖p3‖t1+7, and ‖RX‖S,t2 ≤ Ct‖m3‖γt2+σ2 ,(13.23)
for any 0 ≤ t1 ≤ l0 − 7 and any 0 ≤ t2 ≤ l0−1−σ2γ . Set
Ev = pv,3 − (v + adv)η, v ∈ B0.(13.24)
By substituting the above expression for pv,3, v ∈ B0 into (13.22) we have
−(X + adX)Ev = wX,v,3 − (v + adv)RX , v ∈ B0.
Then it follows from (3) of Lemma 6.7 and (1) of Lemma 9.1 that
‖Ev‖S,t ≤ Ct‖wX,v,3 − (v + adv)RX‖S,t+7 ≤ Ct‖m3‖γt+σ9(13.25)
for any 0 ≤ t ≤ l0−1−σ2
γ
− 7 and v ∈ B0, where σ9 = σ2 + 8γ.
Step 4: Existence of (G⊥1 )1 tame splitting for v ∈ B0. Recall
B0 = {v}. Fix g which are (1, 2)-related to V. From (13.24) we have
πˆV(g)Ev (1)= πˆV(g)pv,3 − (v+ adv)πˆV(g)η
(2)
= pv,3 − (v+ adv)πˆV(g)η.(13.26)
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Here in (1) we use (13.2) and (11.9) of Lemma 11.6; in (2) we use the fact
that pv,3 is (1, 2)-V small (see (∗) in Step 2). Hence we showed that
pv,3 = πˆV(g)Ev + (v+ adv)πˆV(g)η = (v+ adv)ηo +Rv,o,(13.27)
where we set ηo = πˆV(g)η and Rv,o = πˆV(g)Ev. Set σ10 = γ1(σ9 + 1) + σ5.
Then for any t ≤ l0−1−σ2
γ
− 7, we have
‖Rv,o‖(G⊥1 )1,t
(1)
≤ Ct‖Ev‖S,t
(2)
≤ Ct,s‖m1‖γγ1t+σ10 ,(13.28)
Here in (1) we use (1) of Corollary 11.9; in (2) we use (13.25) and (13.21).
Similarly, we have
‖ηo‖(G⊥1 )1,t ≤ C‖η‖S,t
(3)
≤ Ct,s‖p1‖t+σ5+7(13.29)
for any t1 ≤ l0 − 7. Here in (3) we use (13.23), (13.18) and (13.16).
Step 5: Existence of global tame splitting for v ∈ B0. From (13.17)
we have
pv,2 = pv,3 + (v+ adv)η3 −Rv,3 (1)= (v+ adv)(η3 + ηo) +Rv,o −Rv,3
Here in (1) we use (13.27). We note g is also (1, 2)-related to U. Since pv,2
is (1, 2)-U small, by following the same proof line as in Step 4 we have
pv,2 = (v+ adv)
Ä
πˆU(g)ηo + πˆU(g)η3
ä
+ πˆU(g)Rv,o − πˆU(g)Rv,3
= (v+ adv)η−1 +Rv,−1,(13.30)
by letting η−1 = πˆU(g)(ηo + η3) and Rv,−1 = πˆU(g)(Rv,o −Rv,3).
Then by (2) of Corollary 11.9 and Lemma 11.6, for t ≤ l0−σ2
γ
− 7 we have
‖Rv,−1‖t ≤ Ct(‖Rv,o‖(G⊥1 )1,t + ‖Rv,3‖t)
(1)
≤ Ct,s‖m1‖γγ1t+σ10 .(13.31)
Here in (1) we use (13.28) and (13.16). We also have
‖η−1‖t ≤ Ct(‖ηo‖(G⊥1 )1,t + ‖η3‖t)
(2)
≤ Ct,s‖p1‖t+σ5+7(13.32)
for any 0 ≤ t ≤ l0 − 7. Here in (2) inequality we use (13.29) and (13.16).
We set ω = η1 + η2 + η−1 and Rv = Rv,−1 −Rv,2 −Rv,1. From (13.17)
for i = 2 and (13.11) we have
Rv = pv − (v+ adv)ω, with estimates(13.33)
‖ω‖t
(1)
≤ Ct,s(‖p‖ 3t
2
+48 + ‖p1‖t+σ5+7)
(2)
≤ Ct,s,1‖p‖ 3t
2
+σ11
(13.34)
for any 0 ≤ t ≤ l0 − 7, where σ11 = 3(σ5+7)2 + 51; and
‖Rv‖t
(3)
≤ Ct,s(‖m1‖γγ1t+σ10 + ‖w‖ 9γt
4
+σ7
)
(4)
≤ Ct,s,1‖w‖γ′3t+σ12 ,(13.35)
for any 0 ≤ t ≤ l0−1−σ2
γ
−7, where γ′3 = 9γ2γ14 , σ12 = 9γ(σ10+1)4 +σ7. Here in (1)
we use (13.32), (13.16), (13.4); in (2) we use (13.12); in (3) we use (13.31),
(13.16), (13.15); in (4) we use (13.13).
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Step 6: Existence of global tame splitting for v ∈ B or v = X. Set
Rv = pv − (v + adv)ω, v ∈ B or v = X.
By substituting from (13.33) the expression for Rv into (13.1) we have
(v+ adv)RX = wX,v + (X + adX)Rv.
It follows from Lemma 5.12 and (13.35) that
‖RX‖t ≤ Ct‖w,Rv‖γt+σ2+1 ≤ Ct,s‖w‖γ3t+γ2 ,(13.36)
for t ≤ l0−1−σ2
γ2
− 8+σ2
γ
, where γ3 = γ
′
3γ and γ2 = max{γ′3(σ2 + 1) + σ12, σ11}.
By assumption we see that min{ l0−1−σ2
γ2
− 8+σ2
γ
, l0 − 7} ≥ l + σ2 + 1. From
(13.1) again, we have
(X + adX − a)Rv = (v + adv)RX −wX,v,
where v ∈ B with [X, v] = av. By Lemma 5.12 and (13.36), we have
‖Rv‖t ≤ Ct‖RX , wX,v‖t+σ+1, v ∈ B(13.37)
for any 0 ≤ t ≤ l. Hence this together with (13.34) finishes the proof.
13.2. Proof of Theorem 13.1 when G = SL(n,R), n ≥ 6. We repeat
Step 0 to Step 3 in Section 13.1. Fix f which is (2, 4)-related to U1. We
note that f is also (2, 4)-related to Ui and Vi, i = 1, 2.
Step 4: Existence of (G⊥1 )1 tame splitting for v ∈ B0. From (13.24)
and (13.20), by noting that pvi,3 is (1, 2)-V small, i = 1, 2, as a direct
consequence of Lemma 11.15 we have
pvi,3 − (vi + advi)πˆV1(f)πˆV2(f)η = Ri,3, i = 1, 2(13.38)
with estimates ∥∥∥Ri,3∥∥∥
S0,t
≤ Ct‖w3, Ev2‖S0,t+2σ2+2
(1)
≤ Ct,s‖m1‖t+σ13 ,(13.39)
i = 1, 2, for any t ≤ l0− 3σ2− 9, where σ13 = σ9+2σ2+3+ σ5. Here in (1)
we use (13.25) and (13.21) by noting that γ = γ1 = 1. Further, we have
‖πˆV1(f)πˆV2(f)η‖(G⊥1 )1,t
(1)
≤ Ct‖η‖S,t, t ≤ l0 − 7.(13.40)
Here in (1) we use (2) of Corollary 11.10.
By substituting from (13.38) the expressions for pvj ,3, j = 1, 2 into (13.17)
for i = 3 we have
R1,3 −Rv1,3 = pv1,2 − (v1 + adv1)η′3, and
R2,3 −Rv2,3 = pv2,2 − (v2 + adv2)η′3,(13.41)
where η′3 = η3 + πˆV1(f)πˆV2(f)η with estimates
‖η′3‖(G⊥1 )1,t ≤ Ct,s‖p1‖t+σ5+7, t ≤ l0 − 7.(13.42)
Here we use (13.40), (13.16), (13.23) and (13.18).
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Step 5: Existence of global tame splitting for v ∈ B0. From (13.41)
and (13.20), by noting that pvi,2 is (1, 2)-U small, i = 1, 2, as a direct
consequence of Lemma 11.15 we have
pvi,2 = Ri,2 + (vi + advi)η−1, i = 1, 2,(13.43)
where η−1 = πˆU1(f)πˆU2(f)η
′
3; and for any t ≤ l0 − 5σ2 − 11∥∥∥Ri,2∥∥∥
S0,t
≤ Ct,s‖w2, R1,3 −Rv1,3‖S0,t+2σ2+2
(1)
≤ Ct,s‖m1‖σ13+2σ2+3+σ5 ,(13.44)
i = 1, 2. Here in (1) we use (13.21) and (13.39). Further, we have
‖η−1‖t
(1)
≤ Ct‖η′q0+4‖(G⊥1 )1,t
(2)
≤ Ct,s‖p1‖t+σ5+7, t ≤ l0 − 7.(13.45)
Here in (1) we use (2) of Corollary 11.10; in (2) we use (13.42).
We set ω = η1 + η2 + η−1 and Rvi = Ri,2 −Rvi,2 −Rvi,1, i = 1, 2. From
(13.43), (13.17) for i = 2 and (13.11) we have Rvi = pvi− (vi+advi)ω, with
estimates
‖ω‖t
(1)
≤ Ct,smax{‖p1‖t+σ5+7, ‖p‖ 3t
2
+48}
(2)
≤ Ct,s,1‖p‖ 3t
2
+σ14
, and
‖Rvi‖S0,t
(3)
≤ Ct,smax{‖m1‖σ13+2σ2+3+σ5 , ‖w‖ 9t
4
+σ7
}
(4)
≤ Ct,s,1‖w‖ 9t
4
+σ15
for t ≤ l0 − 5σ2 − 11, where σ14 = 3(σ5+7)2 + 51, σ15 = 9(σ13+2σ2+4+σ5)4 + σ7.
Here in (1) we use (13.45), (13.16), (13.4); in (2) we use (13.12); in (3) we
use (13.44), (13.16), (13.15); in (4) we use (13.13).
Finally, we repeat Step 6 of Section 13.1. Similar to (13.36), where we
use Corollary 5.13 instead of Lemma 5.12, we have
‖RX‖S0,t ≤ Ct‖w,Rv1‖S0,t+σ2+1 ≤ Ct,s‖w‖ 9t
4
+σ15+
9(σ2+1)
4
for t ≤ l0 − 6σ2 − 12; and further we also get (13.37). Let γ2 = max{σ14, σ15}
and γ3 =
9
4 . By assumption we see that l0 − 6σ2 − 12 ≥ l. Hence we finish
the proof.
Remark 13.2. From the proof we see that if we change B to any finite set
containing B, the result still holds.
14. Convergence
14.1. Iterative step and the error estimate. In the following proposi-
tion we use indices n and n+ 1 which is parallel to the iterative step of the
construction of conjugacy. These same notations are used in the conver-
gence proof in the next section. What is in fact proved here is that, given
a perturbation of the action αA satisfying a certain set of conditions, one
constructs a conjugacy such that the new family of actions satisfies another
set of conditions. Suppose αA is as described in Section 2.1. We recall
notations in Section 4.5.
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Proposition 14.1. There exist 0 < c¯ < 1 such that the following holds: for
any l ≥ r0 = max{3β+σ+1, 3(β+σ+3)2 +γ2} and tn > 1, any perturbation α˜A
of αA generated by C
∞ vector fields E˜(n)on = Edn +p(n), where dn is standard
with ‖dn‖ ≤ 2 and M¯o(on) = 0. If ‖p(n)‖C0 ≤ c¯, there exists a linear map
Tn on Lie(A) and hn ∈ Vect∞(X ) such that for hn = exp(hn) and
E˜(n+1)on+1 = (hn)∗(TnE˜(n)) = Edn+1 + p(n+1),
where on+1 = Tnon, we have:
(a) ‖hn‖Cl ≤ Clt
l
2 + r0
n ‖p(n)‖Cl and ‖hn‖C1 ≤ Cl‖p(n)‖r0+ 32 ;
(b) ‖Tn − I‖ ≤ C‖p(n)‖C0 , ‖log hn‖C1 ≤ Cl‖p(n)‖r0+ 32 and M¯o(on+1) = 0
and dn+1 is standard with
‖dn+1 − dn‖ ≤ C‖p(n)‖C0‖p(n)‖C1 + C‖p(n)‖C0 ;
(c) ‖p(n+1)‖Cl ≤ Clt
l
2 + r0
n ‖p(n)‖Cl and
‖p(n+1)u ‖C0 ≤ Clt
r0
2 +
r2
0
l
n
(
(‖p‖2Cr0 + t−(l−r0)n ‖p‖Cl)
l−r0
l ‖p‖
r0
l
Cl
+ ‖p‖2
Cr0+3
(1 + ‖p(n)‖C1) + Clt−(l−r0)n ‖p‖Cl
)
+C‖p(n)‖C0‖p(n)‖C1 .
Proof. We write p
(n)
u = stnp
(n)
u + (I − stn)p(n)u , u ∈ dn. Set p′u = stnp(n)u −
Ave(stnp
(n)
u ). We write
Lvp′X − LXp′v + ap′v = wX,v(14.1)
where v ∈ dn with [X, v] = av. Then for r ≤ l:
‖w‖Cr ≤ Cr‖M¯o(stnp(n))‖Cr + ‖M¯o(Ave(stnp(n)))‖
≤ Cr(‖M¯o(p(n))‖Cr + ‖M¯o((I − stn)p(n))‖Cr )
+ C(‖M¯o(Ave(p(n)))‖ + ‖M¯o(Ave((I − stn)p(n)))‖)
(0)
≤ Cr‖p(n)‖C0‖p(n)‖Cr+1 + Cr,lt−(l−r)n ‖p(n)‖Cl ,
for any m ∈ N. Here in (0) we use Lemma 4.1 and (4.3).
Then from (14.1), we see that there exist ω, Rv, RX ∈ g(O), v ∈ dn such
that p′v = Lvω +Rv with estimates: for any r ≤ l,
‖ω, Rv,RX‖Cr
(1)
≤ Cr‖ω, Rv,RX‖r+β
(2)
≤ Cr,l‖p′‖ 3(r+β+σ+3)
2
+γ2
(3)
≤ Cr,lmin{t
r
2 + r0
n ‖p(n)‖Cr , ‖p(n)‖ 3r
2
+r0
};(14.2)
‖RX‖C2β+σ+1
(1)
≤ C‖RX‖r0
(4)
≤ C‖RX‖
l−r0
l ‖RX‖
r0
l
l
(2)
≤ Cl‖w‖
l−r0
l
γ2 ‖RX‖
r0
l
l
(5)
≤ Cltn
r0
2 +
r2
0
l
Ä
‖p(n)‖C0‖p(n)‖Cr0 + t−(l−r0)n ‖p(n)‖Cl
ä l−r0
l (‖p(n)‖Cl)
r0
l ;
‖Rv‖C0
(1)
≤ C‖Rv‖β
(2)
≤ C‖RX , w‖β+σ+1
(1)
≤ C‖RX , w‖C2β+σ+1
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(6)
≤ Cltn
r0
2 +
r2
0
l
Ä
‖p(n)‖C0‖p(n)‖Cr0 + t−(l−r0)n ‖p(n)‖Cl
ä l−r0
l ‖p(n)‖
r0
l
Cl
+C‖p(n)‖C0‖p(n)‖Cr0 + Clt−(l−r0)n ‖p(n)‖Cl .
Here (1) is from (4.4); (2) is from Theorem 13.1 and Remark 13.2; (3) is
from (4.3); in (4) we use interpolation inequalities; (5) is from (0), (3); (6)
is from (5), (0).
Next, we consider the coordinate change. Since M¯o(on) = 0 and M¯o(dn) =
0 (since dn is standard), by Lemma 4.1 we have
‖M¯o(Ave(p(n)) + Edn)‖ ≤ C‖p(n)‖C0‖p(n)‖C1 .(14.3)
It follows from Lemma 4.2 that there exists a linear map Tn on Lie(A) such
that: (∗) ‖Tn − I‖ ≤ C‖Ave(p(n))‖ ≤ C‖p(n)‖C0 ; (∗∗) M¯o(Tnon) = 0 and
Tnon is appropriate; and there is dn+1 standard satisfying
‖Edn+1 − Tn
Ä
Ave(p(n)) + Edn
ä
‖ ≤ C‖M¯o(Ave(p(n)) + Edn)‖+ C‖Ave(p(n))‖2
(7)
≤ C‖p(n)‖C0‖p(n)‖C1 .
Here in (7) we use (14.3) and Lemma 4.1. Hence we have
‖Edn+1 − Edn‖ ≤ ‖Edn+1 − Tn
Ä
Ave(p(n)) +Edn
ä
‖+ ‖Tn(Ave(p(n)))‖
+ ‖(I − Tn)Edn‖
(8)
≤ C‖p(n)‖C0‖p(n)‖C1 + C‖Ave(p(n))‖.
Here in (8) we use (7) and (∗). Then we set hn = ω, hn = exp(hn). Then
(a) and (b) follow from the above discussion immediately. We assume that
c¯ is sufferably small such that hn is inventible. For r ≤ l we have
‖p(n+1)‖Cr ≤ ‖(hn)∗(TnE˜(n))− Tn
Ä
Ave(p(n)) + Edn
ä
‖Cr
+ ‖Tn
Ä
Ave(p(n)) + Edn
ä
− Edn+1‖
(9)
≤ C1‖(hn)∗(Edn + p(n))− (Ave(p(n)) + Edn)‖Cr + C‖p(n)‖C0‖p(n)‖C1
≤ C1‖(hn)∗Edn − Edn + (hn)∗p(n) −Ave(p(n))‖Cr + C‖p(n)‖C1
(10)
≤ Crt
r
2 + r0
n ‖p(n)‖Cr .
Here (9) is from (∗∗); in (10) we use (14.2). Hence we get the C l norm of
(c). Further, (9) shows that to get the C0 norm of (c) it suffices to get the
C0 norm of Q = (hn)∗(Edn + p(n))− (Ave(p(n)) +Edn), which we rewrite as
Q = Edn + p
(n) + [ω,Edn ] + [ω, p
(n)]− (Ave(p(n)) + Edn) + EL
= R−Ave
Ä
(I − stn)p(n)
ä
+ EL + [ω, p
(n)] + (I − stn)p(n),
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where EL = (hn)∗(Edn + p(n))− (Edn + p(n))− [ω, (Edn + p(n))], the error of
linearization. We have
‖EL‖C0 ≤ C‖ω‖C1‖ω‖C2‖Edn + p(n)‖C2
(11)
≤ Cl‖p(n)‖Cr0+3‖p(n)‖C 32+r0 (1 + ‖p
(n)‖C2), and
‖[ω, p(n)]−Ave
Ä
(I − stn)p(n)
ä
+ (I − stn)p(n)‖C0
(12)
≤ Cl‖p(n)‖2r0+ 32 + Clt
−l
n ‖p(n)‖Cl
Here in (11) we use (14.2), (12) is from (4.2), (14.2) and (4.3).
Then the bound of C0 norm is a direct consequence of the above estimates,
(11), (12), (∗∗) and (6).

14.2. The iteration scheme and convergence. We consider the action
αA as described in Theorem 2.3. In what follows we set an iterative scheme
and show the convergence of the process to a smooth conjugacy between
the initial perturbation α˜A and αA up to a coordinate change. We assume
notations in Section 14.1. To set up the iterative process we first let: p(0) =
p, α˜(0) = α˜ and h(0) = I.
For a start, let ǫ < c¯ and set ǫn = ǫ
( 95 )
n
such that ‖p‖C0 ≤ ǫ0, ‖p‖Cℓ0 ≤
ǫ−110 , where ℓ0 > 218(r0 + 2), and E = o. The proof proceeds by induction.
Suppose: ‖p(n)‖C0 ≤ ǫn, ‖p(n)‖Cℓ0 ≤ ǫ−11n , tn = ǫ
− 665ℓ0
n and dn standard with
‖dn − dn−1‖ ≤ ǫ
1
2
n .
Set a = r0+4
ℓ0
. By assumption a < 1218 . By interpolation inequalities we
have
‖p(n)‖r0+3 ≤ Cℓ0‖p(n)‖
ℓ0−(r0+3)
ℓ0
C0
‖p(n)‖
r0+3
ℓ0
Cℓ0
< ǫ1−12an ≤ ǫ
9
10
n .(14.4)
By Proposition 14.1 and (14.4) we have the following estimates:
(1) ‖Tn − I‖ ≤ C‖p(n)‖C0 < ǫ
1
2
n ; ‖log hn‖C1 ≤ Cℓ0‖p(n)‖r0+ 32 < ǫ
9
10
n ; and
‖dn+1 − dn‖ ≤ Cǫnǫ1−12an + Cǫn < ǫ
1
2
n ;
(2) ‖p(n+1)‖Cℓ0 ≤ Cℓ0ǫ
− 665ℓ0 (
ℓ0
2 + r0)
n ǫ−11n < ǫ
− 665 ( 12 )−a
n < (ǫ−11n )
9
5 = ǫ−11n+1; and
‖p(n+1)u ‖C0 ≤ Cℓ0ǫ
− 665ℓ0 (
r0
2 +
r2
0
ℓ0
)
n
(
(ǫ2−24an + ǫ
(ℓ0−r0) 665ℓ0
n ǫ
−11
n )
ℓ0−r0
ℓ0 ǫ
− 11r0
ℓ0
n
+ 2ǫ2−24an + Cℓ0ǫ
(ℓ0−r0) 665ℓ0
n ǫ
−11
n
)
+ Cǫ2(1−12a)n .
Since ǫ
(ℓ0−r0) 665ℓ0
n ǫ−11n < ǫ
(2− 24a)
n and
ǫ
(2− 24a)(1− a)− 11a− 33a5 − 66a
2
5
n = ǫ
10.8a2 − 43.6a+ 2
n < ǫ
9
5
n ,
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it follows that
‖p(n+1)‖C0 ≤ Cℓ0ǫ−
33a
5 − 66a
2
5
n
Ä
(2ǫ2−24an )
1− aǫ−11an + 3ǫ
2−24a
n
ä
≤ Cℓ021−aǫ(2− 24a)(1− a)− 11a−
33a
5 − 66a
2
5
n + Cǫ
2(1−12a)
n < ǫ
9
5
n = ǫn+1.
Hence we can obtain an infinite sequence p(n) inductively. Recall that hn =
exp(log hn). Set Hn = hn ◦ · · · ◦ h0 and ιn = Tn ◦ · · · ◦ T0. Then (1) shows
that Hn converges in C
1 topology to a C1 conjugacy h between α˜A and
αA; ιn converges to an invertible linear map ι of Lie(A); and dn converges
to a standard basis d of Lie(A). The convergence step shows that: for any
x ∈ X , t ∈ R, 1 ≤ i ≤ d
h ◦ α˜A
Ä
exp(t(ιoi)), h
−1x
ä
= αA(exp(tdi), x).
This equation shows that ι and d determine an automorphism i of A such
that
h ◦ α˜A(i(a), h−1x) = αA(a, x), for all a ∈ A, x ∈ X .
To see that the constructed conjugacy h is of class C∞, interpolation in-
equalities are applied exactly as in [5, end of Section 5.4] and [24]. This
completes the proof of Theorem 2.3, 2.4 and 2.5.
Appendix A.
We assume notations in Theorem 2.4. Suppose G = G3. We choose
a basis uµ,1, · · · , uµ,dim gµ of gµ,X3 ∩ Lie(G3)1 for each µ ∈ ∆(X3) where
Lie(G3)
1 denotes the set of unit vectors in Lie(G3). Then:
Lemma A.1. (1) If v ∈ g0,X3 and [v, u] = 0 for any u ∈
∑
µ>0 gµ,X3
then v = 0.
(2) Suppose γ > 0. If v ∈ g0,X3 and ‖adv|gµ,X3‖ ≤ γ for any µ > 0, then‖v‖ ≤ Cγ.
(3) Suppose γ > 0 and v ∈ Lie(G3) and µ ∈ ∆(X3). If ‖[X3, v]− µv‖ ≤
γ, then ‖v − v|gµ,X3‖ < Cγ.
(4) There is c > 0 such that for any γ > 0, any v ∈ Lie(G3) and any
set of vectors S = {X ′3, u′µ,j : µ ∈ ∆(X3), 1 ≤ j ≤ dim gµ} with
‖u′µ,j − uµ,j‖+ ‖X3 −X ′3‖ ≤ c, for any µ ∈ ∆(X3), 1 ≤ j ≤ dim gµ,
if ‖[v, u]‖ ≤ γ for any u ∈ S then ‖v‖ ≤ Cγ.
(5) We assume conditions in (4). If further, ‖[X ′3, u′µ,j ] − µu′µ,j‖ ≤ γ
for all µ > 0, 1 ≤ j ≤ dim gµ,X3 , then there is g ∈ G3 with ‖g −
I‖ ≤ Cc such that ‖u′′µ,j − u′′µ,j |gµ,X3‖ + ‖X3 − X ′′3 ‖ < Cγ, where
u′′µ,j = Adg(u
′
µ,j) and X
′′
3 = Adg(X
′
3).
Proof. (1): It is harmlesss to assume that G3 is simple. Suppose [v, u] = 0
for any u ∈ ∑µ>0 gµ,X3 but v 6= 0. By Poincare`-Birkhoff-Witt theorem
any element in U(Lie(G)), the universal enveloping algebra of Lie(G), is
a linear combination of the following vectors h1 · · · htu1 · · · us, where hi ∈
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∑
µ≤0 gµ,X3 , ui ∈
∑
µ>0 gµ,X3 . Then we see that cv ∈
∑
µ≤0 gµ,X3 for any c ∈
U(Lie(G)), which contradicts the irreducibility of the adjoint representation.
(2): By (1) we see that: ad : g0,X3 → End(
∑
µ>0 gµ,X3) is injective. This
gives the result.
(3): The result is obvious.
(4): From (2) we see that the centralizer of A in G is trivial. Then if c is
small enough, then the centralizer of S is also trivial. This implies (4).
(5): Up to an inner automorphism of Lie(G3), we can write X
′
3 = x3 +
n + k for 3 commuting elements, where k is compact, x3 and X3 are in the
same split Cartan algebra, n is nilpotent. Let a = min{|µ − µ1| : µ, µ1 ∈
∆(X3), µ 6= µ1}. We can choose c so small such that:
(i)
∑
j gµj ,x3 = gµ,X3 , where µj ∈ (µ − a3 , µ + a3 ) ∩∆(X3)+;
(ii) ‖u′µ,j |gµ,X3‖ ≥ 12 , 1 ≤ j ≤ dim gµ,X3 , and these u′µ,j |gµ,X3 form a basis
of gµ,X3 .
The above two claims and the assumption implies that ‖(adx3−µI)|gµ,X3‖ <
Cγ, if µ > 0, which gives ‖ad(x3−X3)|gµ,X3‖ < C1γ and ‖ad(n+k)|gµ,X3‖ < C1γ,
if µ > 0. By (2) we can assume x3 = X3, which gives ‖u′′µ,j−u′′µ,j|gµ,X3‖ < Cγ
by (3). Hence we get the result. 
For G = SL(n, k), k = R or C, we use ui,j to denote the n × n matrix
with all entries 0 except the (i, j) entry to be 1. We use V to denote the
subspace spanned by u1,j , 3 ≤ j ≤ n and D to denote the subspace spanned
by uj,2, 3 ≤ j ≤ n.
Case I: Let o = (X,U, u1,3, · · · , u1,n, u3,2, · · · , un,2). For a c-perturbation
o′ = (X ′, U ′, u′1,3, · · · , u′1,n, u′3,2, · · · , u′n,2) of o, we say that o′ is appropriate
if X ′ = X, U ′ = U , u′1,i ∈ V , 3 ≤ i ≤ n and u′i,2 ∈ D, 3 ≤ i ≤ n. It is
clear that for o, the nontrivial commutator relations are: [X,U ] = 2U ,
[X,u1,i] = u1,i, [X,ui,2] = ui,2, [u1,i, ui,2] = U , 3 ≤ i ≤ n.
Case II: Let o = (X,U, u1,3, · · · , u1,n, u3,2, · · · , un,2,v1,v2). For a c-
perturbation o′ = (X ′, U ′, u′1,3, · · · , u′1,n, u′3,2, · · · , u′n,2,v′1,v′2) of o, we say
that o′ is appropriate if X ′ = X, U ′ = U , u′1,i ∈ V , 3 ≤ i ≤ n and
u′i,2 ∈ D, 3 ≤ i ≤ n, and v′1 = v1, v′2 = v1. Compared to o, there are 4
more nontrivial commutator relations: [v1, u1,3] = −u1,4, [v1, u4,2] = u3,2,
[v2, u1,n−1] = −u1,n, [v2, un,2] = un−1,2.
Case III: o = (· · · , ui,j, · · · ) where ui,j generate a maximal abelian subal-
gebra in sl(n,k), n ≥ 4.
For all cases, let A be the subalgebra spanned by o. For the proofs of
Lemma A.2 and A.3 we center on case I; and modifications for case II are
added in corresponding parts. We prove case III separately in Section A.1.
Lemma A.2. There is δ > 0 such that for any appropriate c-perturbation
o′ of o satisfying ‖Mo(o′)‖ < γ, where c < δ, there is a coordinate change
T of A with ‖T − I‖ ≤ Cc such that Mo(T o) = 0 and ‖T o′ − o‖ < Cγ1,
where γ1 = γ + c
2.
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Proof. Since o′ is appropriate, there is g ∈ g0,X with ‖g − I‖ ≤ Cc such
that Adg(o
′) is appropriate and Adgu′1,i = u1,i, 3 ≤ i ≤ n. It is clear that
Mo(o′) = Mo(Adg(o′)). Then it is harmless to assume that u′1,i = u1,i,
3 ≤ i ≤ n. For any u′i,2, write u′i,2 =
∑n
j=3 ajuj,2. Since ‖[u′i,2, u1,j ]‖ < Cγ
for any j 6= i, we have |aj | < Cγ for any j 6= i. Since ‖[u′i,2, u1,i] +U‖ < Cγ
we have |ai − 1| < Cγ. Hence we can assume u′i,2 = ui,2, 3 ≤ i ≤ n. This
implies the result (for case II, we need to show that ‖Adgv1−v1‖+‖Adgv2−
v2‖ < Cγ. Since the commutator relations show that ‖adAdgv1−v1 |gµ,X‖ +
‖adAdgv2−v2 |gµ,X‖ < Cγ for all µ > 0, and Adgvi ∈ g0,X , i = 1, 2, the claim
follows directly from (2) of Lemma A.1).

For G = SL(n,R), we have a more simpler observation compared to (2)
of Lemma A.1: (a) if v ∈ g0,X and ‖[v, U ]‖ + ‖adv|V ‖ ≤ γ, then ‖v‖ ≤ Cγ.
Lemma A.3. There is δ > 0 such that for any c-perturbation o′ of o, c < δ,
if ‖Mo(o′)‖ < γ, there is a coordinate change T of A with ‖T − I‖ ≤ Cc
such that Mo(T o) = 0 and ‖T o′ − o‖ < Cγ1, where γ1 = γ + c2.
Proof. We can assume c < 1/2. By (5) of Lemma A.1 there is g ∈ G with
‖g−I‖ ≤ Cc such that we can assume that Adg(X ′) = X, Adg(U ′) = U and
u′1,i, u
′
i,2 ∈ V +D, 3 ≤ i ≤ n. (For case II, we add v′1, v′2 ∈ g0,X . Further,
we note that there is there is g ∈ g0,X with ‖g − I‖ ≤ Cc such that Adg
fixed X, U and Adg(u
′
1,i|V ) = u1,i, 3 ≤ i ≤ n. Hence we can assume that
u′1,i|V = u1,i, 3 ≤ i ≤ n. We have the observation: (∗) for any v ∈ g0,X ,
[v, V ] ⊆ V , [v, L] ⊆ L. This implies that ‖ad
v
′
i
−vi |V ‖ ≤ Cγ, i = 1, 2. We
also note that ad
v
′
i
−vi(U) = 0, i = 1, 2. Hence by (a) we can assume that
v′i = vi, i = 1, 2.).
Next, we want to show that: for 1 ≤ k ≤ n − 2 we have Tk with
‖Tk − I‖ ≤ Cc1 such that Mo(Tko) = 0; and for o(k) = Tk(o′), we have
‖Mo(o(k))‖ < Cγ, and o(k) = (X,U, u(k)1,3 , · · · , u(k)1,n, u(k)3,2 , · · · , u(k)n,2) (for case
II, o(k) = (X,U, u
(k)
1,3 , · · · , u(k)1,n, u(k)3,2 , · · · , u(k)n,2,v1,v2)), where u(k)1,3 , · · · , u(k)1,k+2 ∈
V . We proceed by induction.
By assumption there are ai ∈ k with |ai| ≤ c1, 3 ≤ i ≤ n such that
u′1,3 −
∑n
i=3 aiu
′
i,2 ∈ V . Set u(1)1,3 = u′1,3 −
∑n
i=3 aiu
′
i,2; u
(1)
1,i = u
′
1,i − aiu′3,2;
and u
(1)
i,2 = u
′
i,2 (for case II we need to add v
(1)
1 = v1 and v
(1)
2 = v2)
and denote this new base by o(1) and the corresponding coordinate change
by T1. Then we have ‖Mo(o(1))‖ < Cγ and ‖Mo(T1o)‖ = 0. (For case
II, we need to check the condition ‖Mo(o(1))‖ < Cγ. We further write
u′1,3 =
∑n
i=3 aiu
′
i,2+
∑n
i=3 biu1,i. Since ‖[u′1,3,v1]−u′1,4‖ < Cγ, we can assume
that u′1,4 = b3u1,4− a4u′3,2. Then we can assume that u′1,4 = b3u1,4 − a4u3,2,
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by noting that ‖a4u3,2 − a4u′3,2‖ < Cc2. We have
[u′1,3, u
′
1,4] =
n∑
i=3
[aiu
′
i,2, u
′
1,4] +
n∑
i=3
[biu1,i, b3u1,4 − a4u3,2].
By using ‖Mo(o′)‖ < Cγ, we have ‖−a4U − a4b3U‖ < Cγ1, which gives
|a4| < Cγ1. Hence we can assume that: (∗)′ u(1)1,4 = u′1,4 ∈ V . This justifies
the relations involving v1. For v
(2)
1 , we need to show that |an| < Cγ. Since
‖[u′1,3,v2]‖ = ‖[u(1)1,3+
∑n
i=3 aiu
′
i,2,v2]‖ < γ, we have ‖[u(1)1,3,v2]−anu′n−1,2‖ <
Cγ. Since u
(1)
1,3 ∈ V , by (∗) we see that
(1− c)|an| ≤ ‖anu′n−1,2|D‖ = ‖[u(1)1,3,v′2]|D − anu′n−1,2|D‖ < Cγ,(A.1)
which gives |an| < Cγ). Hence we prove the case of k = 1.
Suppose it holds for k. (For case II, the induction begins with k ≥ 2.
By (∗′) we set o(2) = o(1).). We write u(k)1,k+3 = v +
∑n
i=3 bnu
(k)
i,2 , where
v ∈ V . By the assumption ‖Mo(o(k))‖ < Cγ, we have ‖[u(k)1,k+3, u(k)1,i ]‖ < Cγ,
3 ≤ i ≤ k + 2. This implies that ‖bi‖ ≤ Cγ, 3 ≤ i ≤ k + 2 by noticing
that u
(k)
1,3 , · · · , u(k)1,k+2 ∈ V . Then it is harmless to assume that bi = 0,
3 ≤ i ≤ k+ 2. Set u(k+1)1,k+3 = u(k)1,k+3 −
∑n
i=k+3 biu
(k)
i,2 ; u
(k+1)
1,i = u
(k)
1,i − biu(k)k+3,2,
k + 4 ≤ i ≤ n; u(k+1)i,2 = u(k)i,2 , 3 ≤ i ≤ n; (for case II we need to add
v
(k+1)
1 = v1 and v
(k+1)
2 = v2); and denote this new base by o
(k+1). Then
we have ‖Mo(o(k+1))‖ < Cγ and ‖Mo(Tk+1o)‖ = 0 (For case II, for 5 ≤
k+3 < n− 1, to check the condition ‖Mo(o(k+1))‖ < Cγ1, for the relations
involving v1 and v2 we need to show that |b4| + |bn| < Cγ1, which follows
the similar way as in (A.1). If k + 3 = n − 1, the relations involving v1 is
clear; for v2, following the case way as we treat k = 1 we can show that
|bn| < Cγ1 and we can assume u(k+1)1,n ∈ V . Then we prove the case of k+1.
Finally, set o(n−2) = o(n−3). Thus we finish the proof.). Hence we prove the
case of k + 1.
Then for o(n−2) = (X,U, u(n−2)1,3 , · · · , u(n−2)1,n , u(n−2)3,2 , · · · , u(n−2)n,2 ) (for case
II o(n−2) = (X,U, u(n−2)1,3 , · · · , u(n−2)1,n , u(n−2)3,2 , · · · , u(n−2)n,2 ,v1,v2), we have u(n−2)1,3 ,
· · · , u(n−2)1,k ∈ V . Similarly, we can show that: for 1 ≤ k ≤ n − 2 we have
Tn−2+k with ‖Tn−2+k − I‖ ≤ Cc1 such that Mo(Tn−2+ko) = 0; and for
o(n−2+k) = Tn−2+k(o′), we have ‖Mo(o(n−2+k))‖ < Cγ1, and o(n−2+k) =
(X,U, u
(n−2+k)
1,3 , · · · , u(n−2+k)1,n , u(n−2+k)3,2 , · · · , u(n−2+k)n,2 ) (for case II, o(n−2+k) =
(X,U, u
(n−2+k)
1,3 , · · · , u(n−2+k)1,n , u(n−2+k)3,2 , · · · , u(n−2+k)n,2 ,v1,v2)), where u(n−2+k)3,2 ,
· · · , u(n−2+k)k+2,2 ∈ D, and u(n−2+k)1,i ∈ V , 3 ≤ i ≤ n. Since T2(n−2)(o′) is appro-
priate, the result follows from Lemma A.2.

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A.1. Proof of Lemma A.3 for case III. We say that (i, j) is a pair if
i 6= j. We say that a pair (i, j) is good if i is odd and j is even. By Remark
2.6 we can assume that A is spanned by ui,j, where (i, j) is good. We note
that for any t ∈ k and a pair (i, j),
‖Adtui,jo′ − o′ − tadui,jo‖ ≤ C‖o′ − o‖2, if |t| ≤ ‖o− o′‖.
Then it is harmless do the following: (∗) substitute o′ by o′ + tadui,jo, if
|t| ≤ ‖o− o′‖ ≤ c.
We write u′i,j = ui,j+pi,j; and write pi,j =
∑
k,l pi,j,k,luk,l. The assumption
shows that: for good pairs (i, j) and (k, l)
(∗∗) |[ui,j , pk,l]− [uk,l, pi,j ]| ≤ C(‖M(o′)‖+ ‖o′ − o‖2).
We note that the image of adu1,2 is spanned by {u1,3, · · · , u1,n, u3,2, · · · , un,2, u1,1−
u2,2}. Then by (∗) we can assume that: (∗′) p1,2,k,l = 0 mod A if l = 2 or
k = 1 if k 6= l; and p1,2,2,2 = p1,2,3,3.
We note that the image of adu1,i , i ≥ 3 includes the space spanned by
{u1,3, · · · , u1,n}; and [u1,i, ui,j ] = u1,j and [ui,j , u1,2] = 0 if j ≥ 3. Then by
(∗) we can assume that: p1,i,1,j = 0 mod A, if i ≥ 4 and j ≥ 3. This together
with (∗′) show that: (∗′′) p1,2,k,2 = 0 mod A if 2 6= k; and p1,i,1,j = 0 mod
A, if i ≥ 2, j ≥ 2; and p1,2,2,2 = p1,2,3,3.
Fix a good pair (i, j). Next, we will obtain useful information from (∗∗)
by choosing different good pairs (k, l).
1. Choose k 6= i and l 6= j. By checking the coefficient of uk,l in (∗∗), we
conclude that it is harmless to assume pi,j,k,k = pi,j,l,l.
2. We note that for any pair (p,m) not good with p 6= i and m 6= j, there
is a good pair (k, l) such that [uk,l, up,m] is not the in image of adi,j. This
shows that it is harmless to assume pi,j,p,m = 0.
3. For any pairs (i, p) and (j,m) with p odd andm even, set (k, l) = (p,m).
By checking the coefficient of ui,m in (∗∗), we conclude that it is harmless
to assume pi,j,i,p = −pp,m,j,m.
4. For any pair (i, p) with p odd, set (k, l) = (p, j). By checking the
coefficient of ui,j in (∗∗), we conclude that it is harmless to assume pi,j,i,p =
pp,j,i,i− pp,j,j,j. This together with 3 also gives: −pp,m,j,m = pp,j,i,i − pp,j,j,j,
p 6= i, m 6= j.
5. For any pair (l, j) with l even, set (k, l) = (i, l). By checking the
coefficient of ui,j in (∗∗), we conclude that it is harmless to assume pi,j,l,j =
−pi,l,i,i + pi,l,j,j.
Next, we begin the arguments by using the above facts. From 4 we have:
p1,m,j,m = p1,2,j,2 = 0 if j 6= 2. We also have
−p1,m,2,m (a)= p1,2,i,i − p1,2,2,2 (b)= 0.
Here in (a) we use 4; in (b) we use (∗′′) and 1. By 2 we have form ≥ 2, p1,m =∑
l p1,m,l,lul,l mod A. Further, by 5 we have 0 = −p1,j,l,j = p1,l,1,1 − p1,l,j,j,
l 6= j; and by 4 we have 0 = p1,m,j,m = p1,j,i,i − p1,j,j,j, 1 6= i, m 6= j. These
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together with 1 give p1,j,1,1 = p1,j,i,i for any i. Hence p1,j,i,i = 0 for any i.
Then we have p1,m = 0 mod A, m ≥ 2.
By 3 we have 0 = p1,j,1,p = pp,m,j,m, p 6= 1, m 6= j; and pi,j,i,p =
−pp,m,j,m = 0, p 6= i, m 6= j. By 1 we have pi,j = ∑l pi,j,l,lul,l mod
A. Further, by 4 we have 0 = −pi,j,l,j = pi,l,i,i − pi,l,j,j, l 6= j; and by 4
0 = pi,j,i,p = pp,j,i,i − pp,j,j,j, p 6= i. These with 1 show that pi,j,l,l = 0 for
any l. Hence we have pi,j = 0 mod A. Since A is abelian we get the result.
A.2. Proof of Lemma 4.2. For G = SL(n,R) the result is from Lemma
A.3; for G 6= G1 type II the result is from Lemma A.3, (4) and the fact that
Ai, i ≥ 3 is maximal abelian; for G 6= G1 type I the result is from Lemma
A.3, (4), (5).
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