Abstract. This article is concerned with modulus of continuity of Brownian local times. Specifically, we focus on 3 closely related problems: (a) Limit theorem for a Brownian modulus of continuity involving Riesz potentials, where the limit law is an intricate Gaussian mixture. (b) Central limit theorems for the projections of L 2 modulus of continuity for a 1-dimensional Brownian motion. (c) Extension of the second result to a 2-dimensional Brownian motion. Our proofs rely on a combination of stochastic calculus and Malliavin calculus tools, plus a thorough analysis of singular integrals.
Introduction
Let {B t , 0 ≤ t ≤ 1} be a standard linear Brownian motion defined on some complete probability space (Ω, F , P). In the sequel, we denote by L t (x) the local time of B at a given point x ∈ R, defined for t ∈ [0, 1]. A nice combination of stochastic calculus, stochastic analysis and evaluation of singularities associated with heat kernels have recently led to a number of interesting limit theorems for quantities related to the family {L t (x); t ∈ [0, 1], x ∈ R}. Let us quote for instance the use of Malliavin and stochastic calculus tools in order to get suitably normalized limits for L 2 modulus of continuity (see [5, 13] ) or third moment in space (cf [6] ) of Brownian local time. Malliavin calculus tools have also been essential in order to generalize the notion of self-intersection local time [4, 7] and to obtain central limit theorems for additive functionals [8] of fractional Brownian motion.
The current article proposes to take another step into the relationships between Brownian local time and stochastic analysis. Specifically, we shall handle the following problems: (1) One of the motivation alluded to in [13] for the renormalization of L 2 modulus of continuity of local times comes from the study of the Hamiltonian
which is involved in the definition of some non-folding polymers. However, one might wish to consider a slightly weaker repelling self-interaction of the polymer by introducing the following family of Hamiltonians indexed by γ ∈ (0, 1):
For this modified Hamiltonian, we shall prove the following limiting theorem: 
and W is a standard Brownian motion independent of B.
Apart from the physical interpretation of the Hamiltonian (2), which can be related to the definition of Brownian filaments (see [2] for a detailed definition of these objects), Theorem 1.1 exhibits an interesting phenomenon in terms of limiting behavior. Indeed, the reader can easily observe that the limiting process in the right-hand side of (3) does not depend on the parameter γ in (3/4, 1), the only difference lying in the normalizing quantity c γ h 7/2−2γ . Furthermore, it was shown in [5, 13] that relation (3) still holds true in the limiting case γ = 1. This means that the process W α , which can be seen as a Gaussian mixture, might also be considered as a rather canonical object.
At a methodological level let us also mention that, contrarily to [5] , our proof of Theorem 1.1 relies heavily on Fourier analysis techniques. This is obviously classical in studies related to local times for Gaussian processes, but we would like to stress the fact that those Fourier type methods will feature in a crucial way throughout the paper. (2) Go back now to the Hamiltonian H h t (B) defined by (1) and related to L 2 modulus of continuity of the Brownian local time. As mentioned above, it has been shown in [5, 13] Putting together the results of [5] and our Theorem 1.2, we thus get the following picture: on the one hand one can renormalize the process H h (B) by h 3/2 in order to get a limit which is a mixture of Gaussian processes (a non central type limit theorem). On the other hand, each projection J n (H h (B)) can be properly renormalized (by h 2 [ln(1/h)] 1/2 ) so as to obtain a limiting object which is a weighted Brownian motion (corresponding to a central limit theorem). Nevertheless the sum of the weights σ 2 n obtained by projection is divergent. To the best of our knowledge, this interesting limiting behavior is exhibited here for the first time. (3) Finally we consider a suitable generalization of Theorem 1.2 to a 2-dimensional Brownian motion B. Namely, we shall obtain the following convergence result: 1/2 ). Theorem 1.1 will also be a consequence of limit theorems for martingales according to the behavior of their bracket process. (b) An important contribution comes from stochastic analysis techniques: our chaos decompositions are obtained through repeated applications of Stroock's formula and we use representations of Brownian local times by means of Watanabe distributions. We also derive central limit theorems on chaoses by analyzing contractions of kernels for multiple Wiener integrals, as assessed in [10, 11] . (c) After application of the high level tools mentioned above, our results are reduced to rather elementary (though intricate) computations, for which we resort to Fourier analysis and thorough analysis of singularities for integrals defined on simplexes. All those ingredients are detailed in the corresponding sections.
In the remainder of the paper, each section is devoted to the proof of one of the Theorems given above. Specifically, Section 2 handles the non central limit Theorem 1.1 for Riesz type potentials. Section 3 is concerned with the central limit Theorems 1.2 for L 2 modulus of 1-dimensional local time on chaoses, while Section 4 deals with generalizations (Theorem 1.3) to the 2-dimensional case.
L 2 modulus of continuity of Brownian Riesz potentials
This section is devoted to the proof of Theorem 1.1. We shall first reduce our problem thanks to an application of Clark-Ocone's formula, and then identify the limiting process with a combination of Fourier analysis and stochastic calculus tools.
2.1. Reduction of the problem. In order to proceed with our computations, let us first settle some useful notation: Notation 2.1. The Gaussian heat kernel on R is denoted by p t (x), namely
For β ∈ (0, 1), we call f β : R * → R * the function defined by f β (x) = |x| −β . For β ∈ (0, 1) and 0 ≤ r ≤ t ≤ 1, we also consider the quantity (2) . Then
with β = 2γ − 1.
Proof. Start from expression (2) and write
Next expand the product inside the integral, apply Fubini in order to integrate with respect to the variable x first and apply the identity f γ * f γ = c γ f 2γ−1 . Our claim is easily deduced from these elementary manipulations.
We shall now see that Theorem 1.1 can be reduced to the following: 
Here, c β is a deterministic constant depending only on β, and the process W α has been introduced at equation (3) .
Proof of the equivalence between Theorem 1.1 and Thorem 2.3. Following expression (7), set 
where the process Q h,β is defined at Notation 2.1. This finishes the proof of our equivalence.
With this equivalence in hand, the remainder of the section is now devoted to the proof of Theorem 2.3. As mentioned in the introduction, our strategy to show this result makes use of some convenient simplifications offered by a Fourier-transform version of the problem. As a last preliminary step, let us thus write an alternative expression for the quantity Q h,β t,r : Lemma 2.4. Let β ∈ (1/2, 1) and
where ψ : R → R stands for the function defined by ψ(ξ) := sin 2 (ξ/2).
Proof. It is well known that for all x ∈ R * we have
Plugging this identity into (6) 
Then the following proposition identifies a first vanishing term:
Proposition 2.5. Let A h be the process defined by (11) , and for t ∈ [0, 1] set
There exists p ≥ 1 and α > 0 such that for all 0 ≤ s < t ≤ 1 and every h ∈ (0, 1),
for some constant c p depending only on p.
(iii) As a consequence, we haveÃ
Proof. Let us prove the three items separately:
Furthermore, for u < v < r < t we have
Now integrate this inequality in u and invoke the fact that ψ(z) ≤ c z 2 in order to get
where
To see that the integral in the right-hand side of (12) is indeed finite, observe first that
for any a > 0 and β ∈ (0, 1). Thus
In the same way, since β ∈ (0, 1) we also have
Plugging these estimates into (12) and taking into account the fact that β ∈ (0, 1), we end up with
which yields our first claim (i).
(ii) In order to bound the incrementÃ
Then it is readily checked that 
By using successively Burkholder-Davies-Gundy and Cauchy-Schwarz inequalities, we get
with
which can also be expressed as
We can then rely on the uniform estimate
, and the fact that
Plugging this estimate into (14) we end up with
The bound forÃ h,2 s,t can be derived from a similar procedure. Observe for instance that
and invoking this bound for ε := (1 − β)/3 one obtains that inequality (15) also holds true forÃ h,2 s,t . Going back to (13), we see that the bounds onÃ
s,t easily yield our claim (ii). The assertion (iii) is now a standard consequence of (i) and (ii).
Let us go back to expression (9) , as well as the decomposition (10) and (11) for Q h,β . Proposition 2.5 allows to reduce our study to an analysis ofQ h,β,1 defined byQ
dB r , where Q h,β,1 is given by (10) . In order to identify another negligible term withinQ h,β,1 , let us resort to Itô's formula applied to the (backward) Brownian motionB r = {B r − B u ; 0 ≤ u ≤ r} and f (x) := e ıξx . This gives
and plugging this identity into (10) we get Q
, with
We now prove the following Proposition:
Proposition 2.6. Let D h be the process defined by (17), and for t ∈ [0, 1] set
Then the conclusions of Proposition 2.5 hold true forD
h .
Proof. The proof goes along the same lines as for Proposition 2.5, and is left to the reader for the sake of conciseness. Let us just highlight the following decomposition:
Remark 2.7. With Proposition 2.5 and Proposition 2.6 in hand, Theorem 2.3 now boils down to the following property:
where Q h,β,2 is the process defined by (18). It should be observed that M h is now a Brownian martingale, for which specific limit theorems are available.
2.3. Study of the martingale term. Our strategy towards (19) is based on the martingale argument summed up in [3, Theorem A.1] . Using the latter result, the proof of (19) reduces to showing that, as h → 0, we have simultaneously
To this aim, let us start by recasting M h in a suitable way. Indeed, thanks to a stochastic Fubini theorem we have:
In the course of the reasoning, we shall appeal to the following key properties of g h :
Lemma 2.8. It holds that:
(ii) Recalling that p t stands for the Gaussian heat kernel defined by (5), we have for every t ∈ (0, 1]:
(iii) The function g h can also be written as
In particular,
Proof. By Fourier isometry,
which gives (i). In order to prove (ii) use Fourier isometry again, which according to (22) yields
where the sinc function refers to sinc(x) =
. Thus, using the fact
which clearly leads to (24). Now we can use (24) in order to prove (iv):
By symmetry of g h , this finishes our proof.
Let us develop now the strategy for the convergence of the martingale term, which has been summarized in (20). We shall prove the first claim of (20), namely:
where c t is a uniformly bounded function of t ∈ [0, 1].
Proof. According to (19) and (21), one has
and furthermore
, and thus
from which our claim is easily deduced.
Before we proceed with the proof of (20) 
Proof. By applying Tanaka's formula to the backward Brownian motionB, we get, for all x ∈ R,
and the first assertion immediately follows. The second assertion of our Lemma can be derived from [1, item (ii)].
We are now ready to prove the second part of assertion (20) 
where α is the self-intersection local time defined by (4).
Proof. Let us start by applying again the backward Itô formula (16) in order to get the decomposition
We shall now divide our proof in two steps.
Step 1:
Furthermore, using the fact that g h is positive (Lemma 2.8 item (iii)), we have, for fixed 0 < s < u < r 2 < r 1 < t,
where we have used Lemma 2.8 item (i), and
with the help of Lemma 2.8 item (ii). Going back to (28), the result easily follows.
Step 2: Limit of N h,1 . We will show the following property:
where c β is the constant defined at Lemma 2.8. To this aim, observe that according to the occupation density formula we have
where Z is the process defined by
Next we decompose ∆ h as ∆
h , where
We now estimate those two terms separately. The term ∆ 1 h can be bounded as follows: owing to Lemma 2.8 item (i), we have
Owing to Lemma 2.10, we thus get
for some constant ε ∈ (0, 1). As far as ∆ 2 h is concerned, invoke Lemma 2.8 item (iv) in order to conclude that for any ε > 0 such that β > 1 2 + ε and every h ≤ 1/4, we have
where we have appealed to Lemma 2.10 for the last inequality.
Step 3: Conclusion. Putting together the bounds on ∆ 1 h and ∆ 2 h , we have proved our assertion (29), which easily yields
In order to prove (27), we now just have to observe that
This concludes our proof. 
From the classical uniform estimate sup y∈R |p and all 0 ≤ t 1 < s < t < t 2 , one has
and for any λ ∈ (0, 1),
The proof of Theorem 1.2 is decomposed in four main steps: after some preliminary material, we write an explicit chaos decomposition for each H h t (B). Then we study the asymptotic behavior of the variance in each chaos, and the central limit theorem for the finite-dimensional distributions of J n (H h . (B)) is obtained by analyzing the contractions of its sequence of kernels. Finally, we study the tightness of the process {J n (H h t (B)); t ∈ [0, 1]} properly normalized.
3.1. Stochastic analysis preliminaries. We will consider here the Brownian motion B as an isonormal process B ≡ {B(h); h ∈ H} defined on (Ω, F , P), with H = L 2 ([0, 1]). Recall that it means that B is a centered Gaussian family with covariance function E[B(h 1 )B(h 2 )] = h 1 , h 2 H . We also assume that F is generated by B.
At this point, we can introduce the Malliavin derivative operator on the Wiener space (Ω, H, P). Namely, we first let S be the family of smooth functionals F of the form
where h 1 , . . . , h n ∈ H, n ≥ 1, and f is a smooth function having polynomial growth together with all its partial derivatives. Then the Malliavin derivative of such a functional F is the H-valued random variable defined by
We still denote by D the closure of this operator, whose domain is usually denoted by D 1,p and is defined as the completion of S with respect to the norm
We shall also denote by
Consider the n th Hermite polynomial H n defined on R, that is
and let H n be the closed linear subspace of L 2 (Ω) generated by the random variables {H n (B(h)); h ∈ H, h H = 1}. Then H n is called Wiener chaos of order n, and L 2 (Ω) can be decomposed into the orthogonal sum of the H n : we have
In the sequel we denote by J n (F ) the projection of a given random variable F ∈ L 2 (Ω) onto H n for n ≥ 0, with J 0 (F ) = E[F ]. In this context Stroock's formula (see [14] ) states that, whenever F ∈ D ∞,2 , one can compute J n (F ) explicitly as follows for n ≥ 1:
where I n (f n ) stands for the multiple Itô-Wiener integral of f n with respect to B. We also label the value of H 2m (0) here for further use: for m ≥ 1 we have
Let now f n be a symmetric function in L 2 ([0, 1] n ). The contraction of order p of f n is the function defined on [0, 1] 2(n−p) as follows:
With this definition in hand, let us state the following theorem (borrowed from [10] ), which will be crucial in order to establish the convergence of our renormalized local times:
); h > 0} be a family of random variables belonging to a fixed Wiener chaos H n , for which we assume that the kernels f n,h are symmetric. We also suppose that
In order to obtain convergence in law for processes we shall also invoke a CLT for multidimensional vectors in a fixed chaos, originally proved in [11] : (B) . In order to compute the chaos decomposition of H h t (B), we first recall a relation taken from [5] , whose proof is similar to our identity (7): we have
Proposition 3.4. Consider a family of d-dimensional random variables {F h ; h > 0} with
where we recall that δ 0 (B v − B u + h) has to be understood as a distribution on the Wiener space. Let us also give an elementary yet useful lemma:
Lemma 3.5. Let p t be the Gaussian kernel defined by (5) , and N be a real valued random variable such that N ∼ N (h, σ 2 ) with h ∈ R and σ 2 > 0. Then for all n ≥ 0 we have
Proof. Taking into account the analytic form of expected values with respect to N,
Furthermore, elementary relations for convolutions and the semi-group property for p yield:
t+σ 2 , from which relation (38) is easily deduced.
Recall now that the projection J n (F ) of a L 2 random variable F onto a fixed chaos H n has been defined at Section 3.1. 
and where we recall that the function Φ h has been defined at Notation 3.1.
Proof. We divide this proof in two steps:
Step 1: Computation of the projection. Let us first compute the chaos decomposition of δ 0 (B v − B u + h). To this aim, recall that, as a distribution on the Wiener space, we have δ 0 (B v − B u + h) = lim ε→0 p ε (B v − B u + h) for the Gaussian kernel p ε defined at (5). Furthermore, according to Stroock's formula (34) we have
We now compute E[p
by means of formula (38), which yields
Taking limits as ε → 0 we end up with J n (δ 0 (B v − B u + h)) = I n (ϕ n ), where
The same kind of computations is valid for δ 0 (B v − B u − h) and δ 0 (B v − B u ) and thus going back to (37), we have obtained:
where we recall that S 2 t stands for the simplex of order 2 on [0, t] (see Notation 3.1). Moreover, observe that p
v−u (0) ≡ 0 when n is odd, which yields the first claim in (39). Therefore only even ns are considered from now on.
Step 2: Simplification of the expression for the projection. Notice first that, since we are dealing with a linear Brownian motion B, one can write X
Let us transform now the expression p
v−u (0). First, since n is an even number and p is symmetric, we have
Then write
Plugging this expression into (42) and symmetrizing again, relation (39) easily follows. 
Our aim is to prove the following:
for some strictly positive universal constant c.
The strategy for the proof of Proposition 3.7 is rather simple. Namely, with the expression (43) in mind, our calculations will be decomposed into the following facts:
is of order at most h 4 as h tends to 0, and thus is negligible with respect to h 4 ln(1/h).
+ ) scales as in relation (44). Let us thus start by identifying the negligible terms:
Lemma 3.8. Fix m ≥ 1, and recall that for every t > 0, g h,t = g h,t,2m is defined by (41).

Then there exists a constant c m such that for every
and the bound is then easily derived from (30).
We can now turn to the proof of the main proposition of this section:
Proof of Proposition 3.7. Thanks to Lemma 3.8, we only have to focus on
A h (s, t) ≡ f h · 1 [0,t] 2m , f h · 1 [0,s] 2m L 2 (R 2m + ) .
An easy integration over the simplex gives
Then, using the classical formula for the 2m-th derivative of p t , that is
where H 2m is defined by (33), we deduce that
Perform the change of variable t 2 − t 1 = τ and t 1 = σ, which yields
Finally let u = h/τ 1/2 , so that we end up with
It is now readily checked that the main singularity in the integral defining a(h) is due to a term u −3 u 2 = u −1 integrated close to 0, so that for small h, a(h) is of order ln(1/h). In order to quantify this fact, let us apply l'Hopital's rule to a(h)/ ln(1/h). We get
It is now easily seen that b
2 in a neighborhood of the origin, so that a second application of l'Hopital's rule to
In order to conclude recall that
, and thus with the value of H 2m−2 (0) in mind (see (35)) we end up with (H t (B) ) given at (39). Those contractions are evaluated in the following proposition: Proposition 3.10. Fix n = 2m ≥ 2, and recall that f h , g h,t also depend on n as highlighted in (40)-(41). Then for every r ∈ {1, . . . , n − 1}, one has
as h tends to 0.
Proof. Due to Lemma 3.8, the proof of Proposition 3.7 and thanks to the fact that
it is readily checked that as h tends to 0,
We are thus reduced to prove that
In order to compute
, let us consider the following general problem: fix an integrable function ϕ defined on S 2 t and compute the contraction norm:
where we have set
Note that R n,r (ϕ) can also be written as
In order to evaluate this integral, the following simple transformations can be performed:
(ii) Integrate on simplexes such as 0 < s 1 < · · · < s r < t. For 2 ≤ r ≤ n − 2, this simplifies the above expression into
We now recall that f h is defined by (40), which means that we shall apply identity (48) to the function ϕ = Φ h where Φ h is introduced at Notation 3.1. Towards this aim, observe that one can write
Thanks to the expression (45) we have already recalled for p (n−2) w we thus get
Plugging this relation into (48), we obtain that for 2 ≤ r ≤ n − 2,
This kind of integral will be handled in Lemma 5.1, which allows to conclude that
Hence relation (47) obviously holds true, which in turn implies (46).
We have thus proved relation (46) for n ≥ 4 and 2 ≤ r ≤ n − 2. The remaining possibilities can be treated applying the same reasoning: in the case (n ≥ 4, r ∈ {1, n−1}) we have
and we recognize here the second (finite) integral involved in Lemma 5.1. Finally, the case (n = 2, r = 1) reduces to
so that we can conclude with Lemma 5.1 as well.
Summarizing our considerations up to now, we have obtained the following convergence in law for the finite-dimensional distributions of X 2m,h : 
Proof. We shall simultaneously apply Propositions 3.3 and 3.4 to the random vector
(ii) For each fixed t i , one can write X 2m,h t i
We can thus combine Propositions 3.3 and 3.4 so as to conclude.
3.5. Tightness. Now endowed with Proposition 3.11, the proof of Theorem 1.2 reduces to showing that the sequence of processes {h
. This is the contents of the following proposition: 
(ii) The family {h
In order to prove Proposition 3.12, recall that X
with f h , g h defined by (40)-(41). We will also use the following additional property of g h , which can be readily checked with the help of (31) 
Proof of Proposition 3.12. We prove the two claims of the proposition separately:
Step 1: Proof of assertion (i). Let us write
The second term of this decomposition can be treated with Lemma 3.13. As for the first term, we clearly have 
Then by (30), one has for any small ε > 0,
As far as A 
The three terms above are handled easily, and along the same lines, thanks to (30). For the first one, we get for instance
for any small ε > 0. Gathering now our estimates on A h s,t and B h s,t , we have proved our claim (50).
Step 2: Proof of assertion (ii). With inequality (50) in hand, the tightness result is easily deduced. Indeed, the random variable X
Kolmogorov criterion is therefore verified for every p such that εp > 1, which finishes our proof.
L 2 modulus of 2-dimensional local time on chaoses
We now carry on the task of proving Theorem 1.3 for projections of the quantity H h t (B) defined by (1) when B is a 2-dimensional Brownian motion. For the sake of simplicity, we shall take up most of the notations introduced at Section 3, starting from the fact that our Hamiltonian is written H h t (B) independently of the fact that B is a one-dimensional or a two-dimensional Brownian motion. Like in [6] , we shall also invoke the following important representation formula for H h t (B):
Remark 4.1. The reader should be aware of the fact that expression (51) is formal, since the self-intersection local time is a divergent quantity for a 2-dimensional Brownian motion. Notice however that only projections on fixed chaoses will be considered in the sequel, and all projections of the random distribution defined by (51) are well-defined.
Next we introduce the equivalent of the functions Φ introduced at Notation 3.1. In the 2-d case, we will let this set of functions appear in a Fourier transform procedure, as follows:
n and every h ∈ R 2 , we define a function Φ i (t 1 , t 2 ) as
Remark 4.3. In order to draw a link between Φ i and the function Φ = Φ 1-d introduced at Notation 3.1, observe that, at least for n = 2m even (the only cases of interest in our study), one can also write Φ 1-d as
where we have used the Fourier representation
The continuity properties of the functions Φ i , mimicking ( 
max i∈{1,2} 2m
The strategy of the proof for Theorem 1.3 is now similar to the one-dimensional case of Theorem 1.2: exact computation of the chaos decomposition, analysis of the variance and contraction properties for H h t (B). This is why we shall skip some details below, and mainly stress the differences between the 1-d and the 2-d case. 
Formula (57) follows by symmetrization. 
We can now compute the correct order of E[X 
Proof. Recall that
and thanks to Lemma 4.7, we only have to focus on the sum of the terms
) . An integration over the simplex gives
The change of variables t 2m − t 1 = τ and t 1 = σ easily leads us to
Setting e h ≡ h |h| , the change of variable u = |h|/τ 1/2 now gives
By using (52), one can check that |h|
2 du → 0 as h → 0, so that the main contribution will come from the termŝ
Now write
and observe that i∈{1,2} 2m
. Thus, thanks to Lemma 4.6 and using Fubini theorem, we deduce that
where ϕ h is defined as
easily follows from the fact that ϕ satisfies relation (60) for some small ε > 0, and this achieves the proof.
4.4.
Contractions. We now turn to the contractions estimation for the functions f h , g h , where our 2-dimensional contractions are defined by (56). The following is of course an analog of Proposition 3.10 in our 2-d setting:
Proposition 4.9. For every r ∈ {1, . . . , n − 1}, one has 
Now, plugging the bound (52) (uniformly over (k i , l j )) into the latter expression yields, similarly to (49): for any small ε > 0, By Lemma 5.1, we know that this integral is finite for ε > 0 small enough, which achieves the proof of the proposition in the case (2m ≥ 4, 2 ≤ r ≤ 2m − 2). The two situations (2m ≥ 4, r ∈ {1, 2m − 1}) and (2m = 2, r = 1) can also be handled with the same arguments as in the proof of We only focus on (66), since (64) and (65) can be treated with similar arguments (see Remark 5.3 at the end of the proof). In order to ease notations, we shall also change our time indices and set (σ . Remark 5.3. This reduction of the problem, based on a block representation of the integral, can be easily adapted to prove the convergence of (64) (resp. (65)), by working with blocks in {1, . . . , 4} (resp. {1, . . . , 6}) made of at least two (resp. three) elements. Thus, for relation (64) (resp. (65)), one can check that the situation reduces to the sole consideration of two (resp. three) easy-to-handle integrals on specific simplexes.
