We study a class of tame theories T of topological fields and their extension T * δ by a generic derivation. The topological fields under consideration include henselian valued fields of characteristic 0 and real closed fields. For most examples, we show that the associated expansion by a generic derivation has the open core property (i.e., there are no new open definable sets). In addition, we show various transfer results between tame properties of T and T * δ , including relative elimination of field sort quantifiers, NIP, distality and elimination of imaginaries, among others. As an application, we derive consequences for the corresponding theories of dense pairs. In particular, we show that the theory of pairs of real closed fields (resp. of p-adically closed fields and real closed valued fields) admits a distal expansion. This gives a partial answer to a question of P. Simon.
Introduction
The study of topological fields with a derivation has been traditionally divided in two main branches. The first branch, as studied in [1, 32, 34, 35] , treats the case where some compatibility between the derivation and the topology is assumed (e.g., continuity). The second branch, as studied in [14, 15, 29, 38, 41] , deals with the case where no such compatibility is required but rather a generic behaviour of the derivation occurs. An example of such a generic behaviour arises in existentially closed ordered differential fields, a class studied and axiomatized by Singer in [38] . Each branch seems to tackle different aspects of differential fields and has its own applications.
The purpose of this article is to further develop the study of generic derivations and show that many tame properties of theories of topological fields transfer to their expansions by such derivations. Examples of the topological fields under consideration include real closed fields and henselian valued fields of characteristic 0. We adopt a uniform treatment and development of such topological fields in the spirit of Mathews [25] and Pillay [28] , which we consider interesting on its own. As an application of generic derivations, we derive consequences for the corresponding theories of dense pairs of topological fields (as studied in [2, 12, 23, 33, 43] , to mention a few), supporting the idea that this framework is a useful tool to study such pairs of structures.
The following section gathers a more detailed overview of our main results.
Main results
The article is divided into two main parts. The first part is devoted to the study a particular class of theories of topological fields which we call open theories of topological fields. Informally, an open theory of topological fields is a first order topological theory of fields in the sense of Pillay [28] (i.e., the topology is uniformly definable) in which definable sets are finite boolean combinations of Zariski closed sets and open sets. This being said, we will allow multi-sorted structures in our setting and restrict the above conditions to the field sort. The formal definition will be given in Section 2. Examples include complete theories of henselian valued fields of characteristic 0 and the theory of real closed fields.
We show various tameness properties for open theories of topological fields including the fact that the topological dimension defines a dimension function in the sense of van den Dries [42] (later Corollary 2.4.5) and that they eliminate the field sort quantifier ∃ ∞ (Proposition 2.4.1). Of special interest for us is a cell decomposition theorem analogous to the recent cell decomposition theorem proven for dp-minimal topological structures by P. Simon and E. Walsberg in [37] . This corresponds to the following theorem:
Theorem (Later Theorem 2.7.1). Let T be an open theory of topological fields and K be a model of T . Let X be a definable subset of K n . There are finitely many definable subsets X i with X = X i such that X i is, up to permutation of coordinates, the graph of a definable continuous m i -correspondence f : U i ⇒ K n−d i , where U i is a definable open subset of K d i , for some 0 d i n, m i ≥ 1.
Correspondences are simply multi-valued functions. A crucial input of the proof of the previous theorem consists in showing that a definable correspondence on an open set is continuous almost everywhere (i.e., outside of a set of lower dimension). This is the content of Proposition 2.6.10. When the topology on a model K of T is given by a valuation and Γ is the value group of K, a similar result is proven for Γ-valued correspondences (see Proposition 2.6.11). The proof presented here closely follows Simon and Walsberg's argument, adapting it to the present setting. It is worthy to point out that, in contrast with other cell decompositions results for topological fields such as in Mathews [25] , Simon and Walsberg's proof is almost purely combinatorial and does not make use of an implicit function theorem on definable functions.
The results of this first part will also play an essential role in the second part of the article.
Let T be a first order topological L-theory of fields, again in the sense of Pillay. Let L δ denote the extension of L by a symbol δ for a derivation, and T δ be the theory T together with axioms stating that δ is a derivation on the field sort. The second part of the article focuses on the study of models of an L δ -extension T * δ of T δ . Informally, models of T * δ satisfy the following property: for any unary differential polynomial P , if the ordinary polynomial associated with P has a regular solution a, then one can find differential solutions of P arbitrarily close to a. A derivation δ on a model K of T is called generic if (K, δ) is a model of T * δ . The above property implies that the derivation is highly non-continuous.
When T is the theory of real closed fields, the theory T * δ corresponds to the theory of closed ordered differential fields CODF as originally introduced and axiomatized by M. Singer in [38] . The idea behind CODF has been generalized to many different contexts including work by M. Tressl [41] and N. Solancki [39] in the framework of large fields, and by N. Guzy and the second author in [14, 15] . As in [14, 15] , we will closely follow Singer's original axiomatization. The main difference in the present setting with respect to previous work is the explicit allowance of multi-sorted languages. This permits us to include complete theories of henselian valued fields of characteristic 0 by studying them in a multi-sorted language as defined by J. Flenner [11] , where they admit relative quantifier elimination.
Most of our results concerning topological fields with a generic derivation are proven in the particular case when T is an open theory of topological fields as defined in part 1. For such a theory T , we show several transfer results from T to T * δ . Some of these results, such as the transfer of quantifier elimination, NIP or distality, were known in the one-sorted case and we present adapted arguments in the multi-sorted setting. New results include the following transfer of elimination of imaginaries, whose proof is based on an unpublished argument of M. Tressl in the case of CODF.
Theorem (Later Theorem 4.0.5). Let T be an open theory of topological fields. Let G be a collection of sorts of L eq and L G denote the restriction of L eq to the sorts in G. Suppose that T admits elimination of imaginaries in L G and that the theory T * δ has L-open core. Then the theory T * δ admits elimination of imaginaries in L G δ . Recall that T * δ has L-open core if every open L δ -definable set is already L-definable. We provide a general criterion, both in the ordered and valued case, to show that T * δ has L-open core (see later Theorem 6.0.7). Here the cell decomposition theorem proven in the first part plays a crucial role. Using this criterion, we show that the theory T * δ has L-open core in the following cases:
Theorem (Later Theorem 6.0.8). Let T be either: ACVF 0,p , RCVF, pCF d or the L RV -theory of a henselian valued field of characteristic 0, as defined in [11] , with value group either a Z-group or a divisible ordered group. Then, the theory T * δ has L-open core. As a consequence of the previous two theorems we obtain the following corollary:
Corollary (Later Corollary 4.0.7). Let L G denote the geometric language of valued fields as defined in [16] . The theories (ACVF 0,p ) * δ , RCVF * δ and pCF * δ have elimination of imaginaries in L G δ . One can also use the above transfer of elimination of imaginaries to give another proof of the fact that CODF has elimination of imaginaries. This result was first proved by the second author in [29] and later reproved in [6] . The argument here presented corresponds to Tressl's argument.
Last but not least, we illustrate how the theory T * δ provides a useful setting to study dense pairs of models of a one-sorted open L-theory of topological fields T . Let L P be the expansion of L by a unary relation P and let T P be the theory of dense elementary pairs of models of T . If K |= T * δ , then the pair (K, C K ), where C K is the subfield of constants of K, is a dense elementary pair of models of T (see later Lemma 5.2.2) . Using this observation, we derive various consequences for the theory T P . Among them, we show that if T * δ has L-open core, then T P has L-open core (Theorem 5.2.4), providing a new proof that the theory T P has L-open core when T is either RCF, ACVF 0,p , pCF d and RCVF. We also deduce that the theory T P admits a distal expansion (namely T * δ ) whenever T is a distal theory (see later Corollary 5.2.6) . In particular, we show that T P admits a distal expansion when T is RCF, pCF d and RCVF. It is worthy to note that even when T is a distal theory, the theory T P is not in general distal [17] . Our result gives a positive answer to a particular case of a question of P. Simon who asked if the theory of dense pairs of an o-minimal structure (extending a group) has a distal expansion (see [27] for a discussion). T. Nell provided a positive answer in the case of ordered vector fields [27] . Our result extends to pairs of real closed fields.
The paper is laid out as follows. Open theories of topological fields are studied in Section 2: dimension properties are considered in Section 2.4; correspondences are studied in Sections 2.6 and 2.6.1; and the cell decomposition theorem is presented in Section 2.7. Topological fields with a generic derivation are introduced in Section 3: consistency results are presented in Section 3.3; relative quantifier elimination is given in Section 3.4 and its consequences are gathered in Section 3.5. In Section 4 we show the transfer of elimination of imaginaries under the assumption of the open core property. The applications to dense pairs are presented in Section 5. Finally, the open core property is studied in Section 6. Some transfer proofs which were known in the one-sorted case (such as the transfer of NIP and distality) are gathered in the Appendix.
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Open expansions of topological fields
2.1. Preliminaries.
Model theory.
We will follow standard model theoretic notation and terminology. Lowercase letters like a, b, c and x, y, z will usually denote finite tuples and we let ℓ(x) denote the length of x. We will sometimes usex to denote a tuplex = (x 1 , . . . , x n ) where each x i is a tuple. Let L be a possibly multi-sorted language and M be an L-structure. For a sort S in L, we let S(M ) denote the elements of M of sort S. For a single variable x, we let S x denote the sort of the variable x. Given a tuple of variables x = (x 1 , . . . , x n ) we let
We let L(M ) denote the extension of L by constants for all elements in M . By an L-definable set of M we mean definable with parameters, that is, of the form ϕ(M ) for an L(M )-formula ϕ. Given a complete L-theory T we let U denote a monster model of T .
We let acl denote the model-theoretic algebraic closure operator on M . Given a sort S in L, we let acl S denote the model-theoretic algebraic closure restricted to S, that is, for any subset C ⊆ S(M ), we let acl S (C) = acl(C) ∩ S(M ). Note that acl S is a closure operator on S(M ).
For a subset X ⊆ R × T where R and T are finite products of sorts in L, and for a ∈ R, the fiber of X over a is denoted by X a := {b ∈ T : (a, b) ∈ X}.
2.1.2. Topological fields. Throughout this article, every topological field will assumed to be non-discrete and Hausdorff.
Let K be a field and τ be a topology on K making it into a topological field. The topological closure of a set X ⊆ K n will be denoted by X and its interior by Int(X). The frontier of X, denoted Fr(X), is equal to the set X \ X. The topological dimension of a non-empty subset X ⊆ K n , denoted dim(X), is defined as the maximal ℓ n such that there is a projection π : K n → K ℓ such that Int(π(X)) = ∅ (and equal to −1 if X = ∅).
We let L ring denote the language of rings {·, +, −, 0, 1} and L field := L ring ∪ { −1 } denote the language of fields. We treat every field is an L field -structure by extending the multiplicative inverse to 0 by 0 −1 = 0. Let L be a (possibly multi-sorted) language extending the language of rings and suppose M is an L-structure. We say τ is an L-definable field topology if there is an L-formula χ τ (x, z) with x a single variable of field sort such that {χ τ (M, a) : a ∈ S z (M )} is a basis of neighbourhoods of 0. For example, if M is an ordered field and the order is Ldefinable, then the order topology on M is an L-definable field topology. Similarly, if (M, v) is a valued field and the relation {(x, y) ∈ M 2 : v(x) v(y)} is L-definable, then the valuation topology on M is an L-definable field topology.
When K is a dp-minimal field, the following result of W. Johnson [21] guarantees the existence of a definable field topology Theorem ([21, Theorem 1.3]). Let (K, +, ·, · · · ) be an infinite field, possibly with extra structure. Suppose K is dp-minimal but not strongly minimal. Then K can be endowed with a non-discrete Hausdorff definable field topology such that any definable subset of K has finite boundary. Furthermore, the topology is always induced either by a non-trivial valuation or an absolute value.
For more on dp-minimal fields, we refer to reader to [20] and [21] .
2.2.
Open expansion of topological fields. We will work in a first-order setting of topological fields which follows the same spirit of [42, Section 2], [25] and [14] . The main new ingredient of the present account is that we explicitly allow multi-sorted structures.
Let L r be a relational extension of L field . For the rest of the article we will work in a possibly multi-sorted language L extending L r such that L and L r coincide on the field sort, and every new sort is a sort in L eq r . When L is multi-sorted and K is an L-structure, we will abuse of notation and identify K with the field sort and write any other sort of K as S(K) (for S a sort in L).
Let K 0 be a field of characteristic 0 endowed with an L-structure and an L-definable field topology. Let T be its L-theory. Any such theory will be called an L-theory of topological fields. They are first order theories of topological structures in the sense of Pillay [28] . We will further impose the following two conditions on T which will be hereafter referred to as assumption (A):
(i) T eliminates field sort quantifiers in L and (ii) for every tuple x of field sort variables, every field sort quantifier free L-formula ϕ(x)
is equivalent modulo T to a formula
where I is a finite set, each J i is a finite set (possibly empty), P ij ∈ Q[x] \ {0} and θ i (x) defines an open set in every model of T . Any L-theory of topological fields satisfying assumption (A) will be called an open L-theory of topological fields. Note that any open L-theory of topological fields T is a complete L-theory.
For K a model of T , when L is one-sorted and both the relations of L r and their complement are interpreted in K by the union of an open set and a Zariski closed set, such a model K is also a topological L-field as defined in [14] .
2.2.1.
Examples. The theory T = Th(K 0 ) is an open L-theory of topological fields in the following cases:
(1) when K 0 is a real closed field and L is L of the language of ordered fields L field ∪ {<}.
The definable topology is given by the order topology. We use in this case RCF for T . (2) When K 0 is an algebraically closed valued field of characteristic 0 and L is the onesorted language of valued fields L div = L field ∪ {div}. The definable topology corresponds to the valuation topology. We use in this case ACVF 0,p for T , where p is a prime number or 0. (3) When K 0 is a real closed valued field and L = L ovf is the language of ordered valued fields L of ∪{div}. We use in this case RCVF for T . The definable topology corresponds to both the order and the valuation topology (which coincide). (4) When K 0 is a p-adically closed field of p-rank d and L is
as defined in [31] . The definable topology corresponds to the valuation topology. We use in this case pCF d for T . (5) When K 0 is a henselian valued field of characteristic 0 and L is the multi-sorted L RVlanguage as defined in [11] (having L field in the field-sort). The definable topology corresponds again to the valuation topology. Examples include classical fields such as C((t)), R((t)) and more generally any Hahn power series field k((t Γ )), where k is a field of characteristic 0 and Γ is an ordered abelian group.
Remark. If T = Th(K 0 ) is an open L-theory of topological fields, then T eq is an L eqopen theory of topological fields. In fact, if (K 0 , L ′ ) is an extension by definitions of a reduct of (K 0 , L eq ), then the L ′ -theory of K 0 is an L ′ -open theory of topological fields. For example, if K 0 is an algebraically closed valued field of characteristic 0, its theory in the two-sorted language of valued fields with a new sort for the value group also satisfies assumption (A).
2.2.2.
Remark. Observe that most but not all theories in Examples 2.2.1 are dp-minimal. Indeed, while theories in (1)-(4) are dp-minimal, there are various henselian fields of equicharacteristic 0 which are not dp-minimal. By a result of F. Delon [9] combined with results of Y. Gurevich and P. H. Schmitt [13] , the Hahn valued field k((t Γ )) is NIP if and only if k is NIP (as a pure field). Even assuming NIP, by a result of A. Chernikov and P. Simon in [7] , when k is algebraically closed, the field k((t Γ )) is dp-minimal if and only if Γ is dp-minimal. However, there are ordered abelian groups which are not dp-minimal, as follows by a characterization of pure dp-minimal ordered abelian groups due to F. Jahnke, P. Simon and E. Walsberg in [20, Proposition 5.1].
Question.
Is there any open L-theory of topological fields whose topology does not come from an order or a valuation?
In the remainder of the section we prove various tameness properties of open theories of topological fields. To begin with, we will prove that such theories eliminate the field sort quantifier ∃ ∞ and are algebraically bounded in the sense of [42, Definition 2.6] . This implies that acl K induces a dimension function on definable sets in the sense of [42] which we show that agrees with the topological dimension (Section 2.4). In particular, when L is a one-sorted language, T is a geometric theory in the sense of [2] . We will finish the section by showing that definable functions (and more generally definable correspondences) are continuous almost everywhere and that definable sets are finite unions of correspondences as in the cell decomposition theorem proved by Simon and Walsberg for non-strongly minimal dp-minimal fields in [37, Proposition 4.1] (see Section 2.7). We start with some notation preliminaries together with some basic but crucial lemmas from commutative algebra.
2.3. Some auxiliary lemmas from commutative algebra. Through this section, K will denote any field of characteristic 0. Let x = (x 1 , . . . , x n ) be a tuple of variables and y be a single variable. We will need to present Zariski closed subsets of K n+1 as finite unions of locally Zariski closed sets with further properties on formal derivatives. It will thus be useful to work with presentations of ideals rather than with the ideals themselves. Let us introduce some notation.
Throughout Section 2.3, we let A be a finite subset of K[x, y] and R ∈ K[x, y]. We let 
Proof. If |A y | = 1 there is nothing to prove, so suppose that |A y | > 1. By induction, it suffices to show that Z R A (K) is the union of finitely many sets of the form Z S B (K) with S ∈ K[x, y] and B such that deg y (B) deg y (A) and |B y | < |A y |. We proceed by a second induction on d A . Let P 1 ∈ A y max and P 2 ∈ A y be such that
, by Euclid's algorithm (see [19, Lemma 2.14] ), there is a positive integer ℓ and Q,
Letting 
. We proceed by induction on deg y (A) = deg y (P ). First, note that for
has already the desired form, it suffices to show that Z R A 0 is the union of finitely many locally closed sets as in the statement. By Euclid's algorithm, there is a positive integer ℓ and Q,
is the union of finitely many locally closed sets Z S B with |B y | = 1, S ∈ K[x, y] and d B d A 2 < d A 0 , so the result follows by induction for each such set. It remains to show the result for Z R A 1 (K). Setting 
where x = (x 0 , . . . , x n−1 ), y a single variable, and for each j ∈ J, θ j is an L(K)-formula that defines an open subset of K n , S j ∈ K[x, y], and either Recall that an integral domain D is algebraically bounded (in the sense of [42] ) if for every definable subset X ⊆ D n+1 there exist non-zero polynomials P 1 , . . . , P m ∈ D[x 1 , . . . , x n , y] such that for every a ∈ D n , if X a is finite, then X a ⊆ Z P i (a,y) (D) for some i ∈ {1, . . . , m}.
Being algebraically bounded implies that the algebraic dimension algdim, in the sense of van den Dries [42, Lemma 2.3] , defines a dimension function on definable subsets of D [42, Proposition 2.7]. Given a definable set X ⊆ K n , algdim(X) is the maximal integer k for which there is a ∈ X(U) such that the field extension K(a)|K has transcendence degree k. When acl K has the exchange property, we let dim acl K denote the induced dimension function.
2.4.1. Proposition. The field sort of every model of T is algebraically bounded. The algebraic dimension algdim on the field sort coincides with dim acl K and defines a dimension function in the sense of [42] . In particular, T eliminates the field sort quantifier ∃ ∞ . When L is a one-sorted language, T is thus a geometric theory.
Proof. Since open sets are infinite, algebraic boundedness follows directly from assumption (A). It also follows from assumption (A) that algdim coincides with dim acl K . That algdim defines a dimension function as defined in [42] follows by [42, Proposition 2.15] . The remaining properties are straightforward.
Proof. By induction on n. For n = 1, we have that Z P (K) is finite and the result is clear. Suppose the result holds for all k < n + 1, let y be a single variable and
Suppose for a contradiction that Z P (K) contains an open set U × V where U ⊆ K n and V ⊆ K. For a ∈ U , if d i=1 c i (a) = 0, then the fiber Z P (K) a would be finite, contradicting that it contains the infinite set V . Therefore, for every a ∈ U we have is open and dense in K n with respect to the ambient topology.
Proposition. For every n
1 and every definable subset X ⊆ K n , dim(X) = dim acl K (X).
Proof. Suppose X is defined over C ⊆ K and that dim acl K (X) = k. Let a ∈ X(U) be such that (a i 1 , . . . , a i k ) is an algebraically independent tuple over C. Let I = {i 1 , . . . , i k } and π I : K n → K k be its corresponding projection. Letting π(x) := (x i 1 , . . . , x i k ), by assumption (A), π I (X) is defined by
where each P ij is a non-zero polynomial with coefficients in C and θ i (π I (x)) defines an open subset of K k . If for every i ∈ I, the set J i = ∅, then (a i 1 , . . . , a i k ) would be algebraically dependent over C. Thus, there is i ∈ I such that J i = ∅. This shows Int(π I (X)) = ∅ and therefore dim acl K (X) dim(X). Conversely, suppose dim(X) = d and let π I : K n → K d be such that π I (X) has non-empty interior. It suffices to show that the open set Int(π I (X)) contains (in U) an algebraically independent tuple. This follows by compactness and Corollary 2.4.3.
2.4.5.
Corollary. The topological dimension satisfies the following properties for definable sets X, Y ⊆ K n :
(1) dim(X) = 0 if and only if X is finite and non-empty, 2.5. Uniform structures. In Sections 2.6 and 2.7 we will closely follow various results from [37] . For the reader's convenience, and to make easier the comparison with [37] , we will recall part of their setting and notation. A basis for a uniform structure on a set A is a collection B of subsets of A 2 satisfying the following:
(1) the intersection of the elements of B is the diagonal of Suppose M is an L-structure for some first-order language L. Let S be a sort in L and suppose S(M ) = A. We say B is a definable uniform structure on S (or a definable basis for a uniform structure on S) if there is an L-formula ϕ(x, y, z) with ℓ(x) = ℓ(y) = 1 variables of sort S such that
Let K be a field endowed with an L-structure and an L-definable topology τ . Let χ τ (x, z) be an L-formula defining a basis of open neighbourhoods of 0. The collection
} is a definable uniform structure on K having τ as its induced topology.
We will also need to equip certain ordered abelian groups extended by an infinitely large element ∞ with a definable uniform structure. Let Γ := (Γ, +, −, 0, <) be an ordered abelian group and Γ ∞ := Γ ∪ {∞} for ∞ a new element satisfying, for all γ ∈ Γ:
• γ < ∞,
• −∞ = ∞. Let L og = {+, −, 0, <} be the language of ordered groups and L ∞ og be L og extended by a new constant symbol ∞. Let L be a language extending L ∞ og and Γ ∞ be an ordered abelian group equipped with an L-structure. For γ ∈ Γ ∞ we let |γ| denote γ if γ 0 or −γ otherwise. Consider the following L og -definable family
Let Γ be an ordered abelian group which is either divisible or discrete. Then, the collection B Γ is a definable uniform structure on Γ ∞ .
Proof. Conditions (1)-(3) are straightforward and hold for any group Γ.
For condition (4), suppose first Γ is divisible and fix two strictly positive elements γ, ξ ∈ Γ.
Now suppose Γ is discrete and let 1 denote the minimal strictly positive element of Γ. Then, for any strictly positive elements γ, ξ ∈ Γ we have that
The induced topology on Γ ∞ by B Γ is the order topology extended by open sets of the form (γ, ∞] for every γ ∈ Γ.
2.6. Almost continuity of definable correspondences. In the absence of finite Skolem functions, we need to deal with the more general concept of correspondence which we now recall (see also [37, Section 3.1]).
The set {y ∈ K ℓ : (x, y) ∈ graph(f )} is also denoted by f (x). For a positive integer m, we say
Note that a 1-correspondence can be trivially identified with a function. The following lemma is a reformulation of [37, Lemma 3.1].
In addition, if f is definable, we can further choose V and the functions g i to be definable.
2.6.3.
Convention. Let f : U ⊆ K m ⇒ K n be a correspondence. If m = 0, we identify graph(f ) with a finite subset of K n . If U is an open subset and n = 0, then we identify graph(f ) with the set U .
2.6.4. Convention. Given a definable set X, we say that a property holds almost everywhere on X if there is a definable subset Y ⊆ X such that dim(X \ Y ) < dim(X) and the property holds on Y .
The following result is a reformulation of [37, Proposition 3.7] in which we isolate the components of its proof in an axiomatic way. Recall that a family of sets F is said to be directed if for every
2.6.5. Proposition ([37, Proposition 3.7]). Let T be an L-theory of topological fields (not necessarily satisfying assumption (A)) and K be a model of T . Suppose K satisfies the following properties
directed family and a∈K m C a has non-empty interior, then, there is a ∈ K m such that C a has non-empty interior. (4) There is no infinite definable discrete subset of K n . Then, for V ⊆ K n a definable open set, every definable correspondence f : V ⇒ K ℓ is continuous on an open dense subset of V , and thus is continuous almost everywhere on V .
Proof. The proof is a word by word analogue after replacing [37, Lemma 2.6] by condition (1), [37, Corollary 2.7] by condition (2), [37, Lemma 3.5] by condition (3) and [37, Lemma 3.6] by condition (4).
We will now show that all four conditions in Proposition 2.6.5 hold for open theories of topological fields. Note that condition (2) already follows from Corollary 2.4.5.
For the remaining of this section we assume T is an open L-theory of topological fields and let K be a model of T . 2.6.7. Lemma. Suppose C ⊆ K m+n is a definable set inducing a definable family {C a : a ∈ K m } which is directed. If a∈K m C a has non-empty interior, then there is a ∈ K m such that C a has non-empty interior.
Proof. Let ϕ(x, y) with ℓ(x) = m and ℓ(y) = n be an L(K)-formula defining C. Let Y ⊆ K n denote the definable set a∈K m C a . By hypothesis, Int(Y ) = ∅. Since the family {C a : a ∈ K m } is directed, we may assume there are infinitely many different C a in the family (as otherwise the result follows directly from Corollary 2.4.5).
For y = (y 1 , . . . , y n ), we letỹ denote the tuple (y 1 , . . . , y n−1 ). By Corollary 2.3.5 applied to the formula ϕ(x, y) with respect to the variable y n , ϕ(x, y) is equivalent to a finite disjunction
defines an open subset of K m+n and either
Collect all the subformulas of the disjunction of form (1) (resp. form (2) ) and denote by ϕ 1 (x, y) (resp. ϕ 2 (x, y)) their disjunction. We have that ϕ(x, y) = ϕ 1 (x, y) ∨ ϕ 2 (x, y).
Note that if A i = ∅ for some i ∈ I, then each fiber C a contains the open set θ i (a, K) and has therefore non-empty interior. Thus, we may assume that A i = ∅ for all i ∈ I. We proceed by induction on n. Let d be the maximum of the degrees (in y n ) of the polynomials occurring in all A i 's.
Assume n = 1. Suppose first that A i ⊆ K[x] for some i ∈ I. Then, the fiber C a contains an open set whenever Z S A i (a, K) = ∅. If Z A i (a, K) = ∅ for every a ∈ K m , then we remove the corresponding member from the disjunction. Therefore, we are left with the case where ϕ(x, y) = ϕ 2 (x, y). We show this case cannot happen. First, note that in this situation each fiber C a has finite cardinality bounded by d|I|. Since the family {C a : a ∈ K m } is directed, there is a 0 ∈ K m such that ϕ(a 0 , K) = Y . But this contradicts that Y contains an open set (and is thus infinite). This concludes the case n = 1. Now assume n > 1. Let π : K n → K n−1 denote the projection onto the first n − 1 coordinates. For (a, u) ∈ K m × K n−1 we denote by C a,u the fiber (C a ) u = {b ∈ K : (a, u, b) ∈ C}. By the form of each formula ϕ i , each fiber C a,u either contains a non-empty open subset or is finite (and bounded by d|I|). We uniformly partition the projection π(C a ) of each fiber C a into sets π(C a ) 1 and π(C a ) 2 where
Since the definition is uniform, we have
As Y contains an open set, so does π(Y ). Therefore, by Corollary 2.4.5, either
contains an open set.
2.6.8. Claim. The set π(Y ) 1 must contain an open set.
Suppose for a contradiction dim
By Corollary 2.4.5, Y 1 or Y 2 contains an open subset. By construction, we have that π(Y 1 ) = π(Y ) 1 and, by assumption, dim(π(Y ) 1 ) < n − 1. Therefore dim(Y 1 ) < n. Hence we must have that dim(Y 2 ) = n. By the additivity of the dimension function (Corollary 2.4.5), there must be u ∈ π(Y 2 ) such that the fiber (Y 2 ) u is infinite. In particular, there are k ∈ N and a 1 , . . . , a k ∈ K m such that k j=1 C a j ,u has cardinality bigger than d|I|. Since the family {C a,u : a ∈ K m } is directed, there is a ∈ K m such that k j=1 C a j ,u ⊆ C a,u , which contradicts the fact that the fiber C a,u has cardinality smaller or equal than d|I|. This completes the claim.
Consider the directed family {π(C a ) 1 : a ∈ K m }. By the claim, π(Y ) 1 = a∈K m π(C a ) 1 contains a non-empty open set. Therefore, by induction, there is a ∈ K m such that π(C a ) 1 contains an open subset, say U ⊆ K n−1 . For each i ∈ I, set
contains an open set, namely, V . By Lemma 2.4.2, Z B (a, K) = K n−1 , and thus Z A i (a, K) = K n (as a subset of K n ). Therefore, the fiber C a contains the open set
This is indeed open, as the set defined by the formula 2.6.1. Almost continuity of definable functions to the value group. In this section we let K be a model of an open L-theory of topological fields, where L is a language extending the language of valued fields L div containing a sort for the value group Γ ∞ . We will prove a result analogous to Proposition 2.6.10 for definable functions f :
We will show such a result when: ( †) there is a model K ′ of T for which Γ(K ′ ) is a divisible ordered abelian group in which every infinite L-definable set has an accumulation point;
Observe that when Γ(K ′ ) is a pure divisible ordered abelian group, every infinite definable set contains a non-empty interval, and therefore ( †) is satisfied. Similarly, when Γ(K ′ ) is a pure Z-group, then ( † †) is satisfied. This covers most examples listed in Examples 2.2.1. In addition, by Lemma 2.5.1, we have an L-definable uniform structure on Γ ∞ in both contexts.
Since Γ ∞ is totally ordered, every Γ ∞ -valued definable correspondence can be definably decomposed into finitely many definable Γ ∞ -valued functions. Thus, we do not need to work with definable correspondences but only with definable functions.
2.6.11. Proposition. K be a model of an open L-theory of topological fields, where L is a language extending the language of valued fields L div containing a sort for the value group
Proof. Since the property stated in the proposition is an elementary property, we may suppose K is a model of T as in ( †) (resp. ( † †)). The proof follows the same strategy as in [37, Proposition 3.7 ]. However, since there are two uniform structures at play, namely the uniform structure on K and the uniform structure on Γ ∞ , we include a proof for the reader's convenience. We let B K be the uniform structure of K and B Γ be the uniform structure of Γ (as defined in 2.5). Suppose for a contradiction there are a definable open set V ⊆ K n and a definable function f : V → Γ ∞ which is discontinuous at every point in V . Let n be minimal with this property.
Assume 
This contradicts the assumption as there are arbitrary close elements (s,ȳ) to (t,z) such that (f (t,z), f (s,ȳ)) / ∈ W .
2.6.12. Remark. One may also replace in the above proposition the assumption that K is a model of an open L-theory of topological fields by assuming that the theory of K is dp-minimal. As shown in [37] , all conditions used in the proof are also satisfied under the assumption of dp-minimality.
2.7. Cell decomposition. We finish this section with the cell decomposition theorem for open L-theories of topological fields. It is an exact analogue of the cell decomposition [37, Proposition 4.1] proved for dp-minimal fields.
Theorem. Let
T be an open L-theory of topological fields and K be a model of T . Let X be a definable subset of K n . There are finitely many definable subsets X i with X = X i such that X i is, up to permutation of coordinates, the graph of a definable continuous m icorrespondence f :
Proof. One can argue exactly as in the proof of [ We proceed by induction on (n, dim(X)). If n = 1, the statement is directly implied by assumption (A). If dim(X) = 0, then X is finite and the statement also holds. This shows the base case (n, 0) for each n. Suppose the result has been shown for all (k, m) with k < n + 1 and that dim(X) > 0. Let x = (x 1 , . . . , x n ), y be a single variable and ϕ(x, y) be an L(K)-formula defining X ⊆ K n+1 . By Corollary 2.3.4, X is a finite union of sets defined by formulas of the form
, or A y = {P } and ∂ y P ) divides S. Without loss of generality, we may assume X is defined by a formula as in (2.7.2). If A = ∅, then X is open and we are done, so suppose A = ∅. We split in cases depending on whether Let π : K n+1 → K n denote the projection onto the first n coordinates. By the case assumption, π(X) = 1 i d Y i . It suffices to show the result for each π −1 (Y i ) ∩ X. So fix some i ∈ {1, . . . , d}. By induction hypothesis, Y i is a finite union of sets {Z j } j∈J each of which is the graph of a continuous definable ℓ j -correspondence g j : V j ⇒ K n−m j . Once more, it suffices to show the result for π −1 (Z j ) ∩ X for each j ∈ J, so fix j ∈ J. If m j = 0, then V j is finite and therefore π −1 (Z j ) ∩ X is finite too, so we are done. Suppose m j > 0 and consider the iℓ j -correspondence h j : V j ⇒ K n−m j +1 whose graph precisely corresponds to π −1 (Z j ) ∩ X. It remains to take care of continuity. By Proposition 2.6.10, h j is continuous on an open dense subset U j of V j . Since the set π −1 (V j ) ∩ X is the union of π −1 (U j ) ∩ X and π −1 (V j \ U j ) ∩ X, it suffices to show the result for these two sets. The former is the graph of a continuous definable correspondence. For the latter, note that dim(V j \ U j ) < dim(U j ), which implies that
Thus, the result holds for π −1 (V j \ U j ) ∩ X by the induction hypothesis.
Theories of topological fields with a generic derivation
Let T be an L-theory of topological fields and L δ be the language L extended by a symbol for a derivation (in the field sort). The second part of the article focuses on the study of an L δ -extension T * δ of T . The derivation δ of any model of T * δ will be called a generic derivation. Every such a derivation is highly non-continuous. The theory T * δ will be defined in Section 3.2. In Section 3.3 we show various examples of theories T for which the theory T * δ is consistent. Then, in Sections 3.4 and 3.5 we further investigate the theory T * δ when T is an open L-theory of topological fields, showing that many tame properties transfer from T to T * δ . Before defining T * δ , let us fix some notation and recall the needed background on differential algebra.
3.1. Differential algebra background. Let (K, δ) be a differential field of characteristic 0, that is, a field K of characteristic 0 endowed with an additive morphism δ : K → K which satisfies Leibnitz's rule δ(ab) = δ(a)b + aδ(b). Such a function is called a derivation on K. We let C K denote the field of constants of K, namely, C K := {a ∈ K : δ(a) = 0}. It is a subfield of K.
For m 0 and a ∈ K, we define
andδ m (a) as the finite sequence (δ 0 (a), δ(a), . . . , δ m (a)) ∈ K m+1 . Similarly, given an element a = (a 1 , . . . , a n ) ∈ K n , we will writeδ m (a) to denote the element (δ m (a 1 ), . . . ,δ m (a n )) ∈ K n(m+1) . For notational clarity, we will sometimes use ∇ m instead ofδ m , especially concerning the image of subsets of K n . For example, when A ⊆ K, we will use the notation ∇ m (A) for {δ m (a) : a ∈ A} instead ofδ m (A). Likewise for A ⊆ K n , ∇ m (A) := {δ m (a) : a ∈ A} ⊆ K n(m+1) . 1 We will always assume our tuples of variables are ordered, as for example x = (x 0 , . . . , x n ). Moreover, as a convention, given a variable y, the tuple (x, y) is ordered such that y is bigger than x n (and similarly when y is an ordered tuple of variables). Given x = (x 0 , . . . , x n ), we let K{x} be the ring of differential polynomials in n + 1 differential indeterminates x 0 , . . . , x n over K, namely it is the ordinary polynomial ring in formal indeterminates δ j (x i ), 0 i n, j ∈ N, with the convention δ 0 (x i ) := x i . We extend the derivation δ to K{x} by setting δ(δ i (x j )) = δ i+1 (x j ). By a rational differential function we simply mean a quotient of differential polynomials.
3.1.1. Order and separant of a differential polynomial. For P (x) ∈ K{x} and 0 i n, we let ord x i (P ) denote the order of P with respect to the variable x i , that is, the maximal integer k such that δ k (x i ) occurs in a non-trivial monomial of P and −1 if no such k exists. We let the order of P be For R ∈ K{x}, we write ord x i (A, R) for ord x i (A ∪ {R}).
Suppose ord(P ) = m. Forx = (x 0 , . . . ,x n ) a tuple of variables with ℓ(x i ) = m + 1, we let P * ∈ K[x] denote the corresponding ordinary polynomial such that P (x) = P * (δ m (x)).
Suppose ord xn (P ) = m 0. Then, there are (unique) differential polynomials c i ∈ K{x} such that ord xn (c i ) < m and
The separant s P of P is defined as s P := ∂ ∂δ m (xn) P ∈ K{x}. We extend the notion of separant to arbitrary polynomials with an ordering on their variables in the natural way, namely, if P ∈ K[x], the separant of P corresponds to s P := ∂ ∂xn P ∈ K[x]. By convention, we induce a total order on the variables δ j (x i ) by declaring that
This order makes the notion of separant for differential polynomials compatible with the extended version for ordinary polynomials, i.e., s P * = s * P . 3.1.2. Minimal differential polynomials. Let F ⊆ K be an extension of differential fields. Recall that an ideal I of F {x} is a differential ideal if for every P ∈ I, δ(P ) ∈ I. For a ∈ K, let I(a, F ) denote the set of differential polynomials in F {x} vanishing on a. The set I(a, F ) is a prime differential ideal of F {x}. Let P ∈ I(a, F ) be a differential polynomial of minimal degree among the elements of I(a, F ) having minimal order. Any such differential polynomial is called a minimal differential polynomial of a over F . Let P denote the differential ideal generated by P and I(P ) := {Q(x) ∈ F {x} : s ℓ P Q ∈ P for some ℓ ∈ N}. 3.1.2. Lemma. If P is a minimal differential polynomial for a over F , then I(a, F ) = I(P )
Proof. See [24, Section 1].
Rational prolongations.
We define an operation on K{x} sending P → P δ as follows: for P written as in (3.1.1)
A simple calculation shows that
3.1.4. Lemma-Definition. Let x = (x 0 , . . . , x n ) be a tuple of variables and y be a single variable. Let P ∈ K{x, y} be a differential polynomial such that m = ord y (P ) 0. There is a sequence of rational differential functions (f P i ) i 1 such that for every a ∈ K n+1 and b ∈ K
and
We call the sequence (f P i ) i 1 the rational prolongation along P .
Proof. It suffices to inductively define the polynomials Q i . By (3.1.3), if δ(P (x, y)) = 0 we obtain that δ m+1 (y) = −P δ (x, y) s P (x, y) ,
Setting Q 1 = −P δ , the rational differential function f 1 = Q 1 s P satisfies the required property. Now suppose Q i has been defined and that f i = Q i (s P ) ℓ i satisfies δ m+i (y) = f i (x, y). By applying δ on both sides we obtain
By replacing instances of δ m+i (y) in δ(Q i (x, y)) and δ(s P (x, y)) by f i (x, y), we obtain in the numerator a differential polynomial of order m with respect to y. Setting Q i+1 as such numerator shows the result. The last assertion is a straightforward calculation. Recall that a subset X ⊆ K n is called Kolchin closed if there is a finite subset A ⊆ K{x} such that X = Z A (K). It is called locally Kolchin closed if X = Z R A (K) for some R ∈ K{x}. For the rest of Section 3.1.4, we let x = (x 1 , . . . , x n ), y be a single variable, A be a finite subset of K{x, y} and R ∈ K{x, y}. We let Proof. We proceed by induction on ord y (A). If ord y (A) = −1, then A ⊆ K{x} and there is nothing to show. By Lemma 3.1.7, we may suppose there is P ∈ A such that A(ord y (A)) = {P } and s P divides R. Letting D = A \ {P }, we have that ord y (D) < ord y (A). Thus, by induction,
where J is a finite set and for each j ∈ J the set Z S j B j satisfies the conclusion of the lemma. The result follows by setting C j := B j ∪ {P }, T j := s P S j and noting that
We let the reader verify that the order bounds hold for this family of locally Kolchin closed sets. Note that if B j ⊆ K{x} then P C j = P , and otherwise P C j = P B j .
3.1.9. Lemma. Suppose there is a unique P ∈ A(k A ) and that 0 ord y (P ) < ord y (A). Then, there is a finite subset B of K{x, y} such that (1) ord y (B) = ord y (P ), 
Clearing out the denominator by multiplying T by the required power of s P , we obtain a differential polynomial ‹ Q(x, y) with ord y ( ‹ Q) k and ord x j ( ‹ Q) ord Proof. We proceed by induction on ord y (A). If ord y (A) = −1 there is nothing to show. So suppose ord y (A) 0. By Lemma 3.1.8, we may suppose that there is P ∈ A such that A(k A ) = {P } and s P divides R. If k A = ord y (A), then we are done. Otherwise, if k A < ord y (A), by Lemma 3.1.9 there is a finite subset C of K{x, y} such that Z R A (K) = Z R C (K) and
(1) ord y (C) = ord y (P ), (1) ord x i (C) ord x i (A) + ord y (A) − ord y (P ), for each 1 i n, Since ord y (C) < ord y (A) we can apply the induction hypothesis to Z R C (K). So suppose Z R C (K) is a finite union of locally Kolchin closed sets Z s B B (K) as in the statement. Let us show that each Z S B B (K) satisfies the needed bounds with respect to Z R A (K). First, by (1) and (2) 
3.2.
The theory T * δ . Let T be an L-theory of topological fields. Let L δ be the language L extended by a unary field sort function symbol δ. Denote by T δ the L δ -theory T together with the usual axioms of a derivation, namely, ∀x∀y(δ(x + y) = δ(x) + δ(y)) ∀x∀y(δ(xy) = δ(x)y + xδ(y)).
3.2.1.
Notation. Let x be a tuple of field sort variables and w be a tuple of variables of other sorts. Let ϕ(x, w) be a field sort quantifier free L δ -formula. Then, there is an L-formula ψ such that
Note that we use here the assumption that the restriction of L to the field sort is a relational extension of L field . We define the order of ϕ as the minimal integer m such that ϕ is equivalent to ψ(δ m (x), w) for a field sort quantifier free L-formula ψ. Even if ψ is not unique, we will denote some (any) such L-formula by ϕ * .
We will now describe a scheme of L δ -axioms generalizing the axiomatization of closed ordered differential fields (CODF) given by M. Singer in [38] . Let χ τ (x, z) be an L-formula providing a basis of neighbourhoods of 0. Abusing of notation, when x is a tuple of field sort variables x = (x 1 , . . . , x n ) we let χ τ (x, z) denote the formula n i=1 χ τ (x i , z).
3.2.2.
Definition. The L δ -theory T * δ is the union of T δ and the following scheme of axioms (DL): given a model K of T δ , K satisfies (DL) if for every differential polynomial P (x) ∈ K{x} with ℓ(x) = 1 and ord x (P ) = m 1, for field sort variables y = (y 0 , . . . , y m ) it holds in K that As usual, by quantifying over coefficients, the axiom scheme (DL) can be expressed in the language L δ .
The theory RCF * δ is CODF.
3.3.
Consistency. The main result of this section is Theorem 3.3.2 which shows that if T is a complete theory of henselian valued fields of characteristic 0, then T * δ is consistent. As a consequence we obtain the consistency of T * δ for all theories T described in Examples 2.2.1. For some of such theories, the consistency of T * δ has already been proved. Indeed, the consistency of CODF was proved in [38] and was later generalized in [14] to a broader class of theories. Although we will follow a very similar strategy to the known proofs, our argument is based on henselizations rather than using explicitly a notion of largeness (or topological largeness) for the fields under consideration.
Let us start by a general criterion to show that T * δ is consistent. 3.3.1. Proposition. Let T be a complete L-theory of topological fields and χ τ (x, z) be the L-formula defining a basis of neighbourhoods of 0. Suppose that for every model K of T and every derivation δ on K the following holds ( * ) for every P ∈ K{x} (ℓ(x) = 1) of order m 1 for which there is a ∈ K m+1 such that P * (a) = 0 and s * P (a) = 0, there is a differential field extension (F, δ) of (K, δ) such that F is in addition an L-elementary extension of K and there is b ∈ F such that P (b) = 0, s P (b) = 0 and for every c ∈ S z (K)
Then, for every model K of T and every derivation δ on K, there is an extension K ≺ L L and an extension of δ to L making (L, δ) into a model of T * δ . In particular, T * δ is consistent. Proof. Fix some model K of T and some derivation δ on K. We use the following two step construction to build (L, δ).
Step 1: We construct an L-elementary extension K ≺ L F K and a derivation on F K extending δ as follows. Let (P i ) i<λ be an enumeration of all differential polynomials P i ∈ K{x} with ord(P i ) = m i 1 for which there is a i ∈ K m i +1 such that P * i (a i ) = 0 and s * P i (a i ) = 0. Consider the following chain (F i , δ i ) i<λ defined by (i) F 0 := K, (ii) (F i+1 , δ i+1 ) is given by condition ( * ) with respect to (F i , δ i ) and P i , that is, F i ≺ L F i+1 , δ i+1 extends δ i and there is b i ∈ F i+1 such that P (b i ) = 0, s P (b i ) = 0 and for every
Let F K := i<λ F i and, abusing notation, let δ denote the union of the derivations δ i . Observe that indeed K ≺ L F K and (K, δ) ⊆ (F K , δ) is an extension of differential fields.
Step 2: Define a chain (L i ) i<ω where (L 0 , δ) := (K, δ), and L i+1 corresponds to the differential field (F L i , δ) obtained in Step (1) with respect to (L i , δ), so that L i ≺ L L i+1 . Let L := i<ω L i and again, abusing of notation, δ denote the union of their derivations. By construction, K ≺ L L. It remains to show that L satisfies the axiom scheme (DL). Let P ∈ L{x} be a differential polynomial of order m 1 for which there is a ∈ L m+1 such that P * (a) = 0 and s * P (a) = 0. Fix c ∈ S z (L) and let i < ω be such that a ∈ L m+1 i , c ∈ S z (L i ) and P ∈ L i {x}.
which shows the result.
3.3.2.
Theorem. Let T be a complete L div -theory of henselian valued fields of characteristic 0. For every model K of T and every derivation δ on K, there is an extension K ≺ L L and an extension of δ to L making (L, δ) into a model of T * δ . In particular, T * δ is consistent. Proof. By Proposition 3.3.1, it suffices to show condition ( * ) above defined. Let χ τ (x, z) be the L div -formula v(x) > v(z)∧z = 0 and let (K, v) be a model of T equipped with a derivation δ. Let Γ v denote the value group of (K, v). Suppose P ∈ K{x} is a differential polynomial of order m 1 for which there is a = (a 0 , . . . , a m ) ∈ K m+1 such that P * (a) = 0 and s * P (a) = 0. Let t = (t 0 , . . . , t m ) be a tuple of new variables and consider the (ordinary) polynomial
∞ denote the t-adic valuation, that is, the iterated composition of the t i -adic valuation such that 0 < w(t 0 ) ≪ w(t 1 ) ≪ · · · ≪ w(t m ). Let Z n − → × Γ v denote the lexicographic extension of Γ v by Z n and v t : K(t) → (Z n − → × Γ v ) ∞ denote the composite valuation which sends a polynomial R(t) = i∈I a i t i (in multi-index notation) to the pair (w(R), v(a w(R) )).
Note that w is a coarsening of v t . Let 
. This implies both that c / ∈ K and that ∂ ∂x Q(c) = 0. We extend δ to the subfield K(t 0 , . . . , t m−1 , c) ⊆ F by inductively setting
Note that since Q(c) = 0 and ∂ ∂x Q(c) = 0, the derivative of c is already determined by the rational prolongation f Q 1 (c). Setting b := a 0 − t 0 , we have that P (b) = P * (δ m (b)) = P * (a 0 − t 0 , . . . , a m−1 − t m−1 , c) = Q(c) = 0.
Similarly, s P (b) = 0. In addition, for every e ∈ K ×
Extend the derivation from K(t 0 , . . . , t m−1 , b) to L (such an extension always exists by [22, Theorem 5.1] ). Let K * be a saturated L div -elementary extension of K and c 0 , . . . , c m ∈ K * be such that
Then g extends to an L div -embedding h : (L, v t ) → (K * , v). Equip K(c 0 , . . . , c m ) with the induced derivation δ from h and extend it to K * . Then P (h(b)) = 0, s P (h(b)) = 0 and since h is an embedding of valued fields it follows from (3.3 
for every e ∈ K × , which completes the result. 3.3.6. Remark. Let (K, v) be a valued field of characteristic 0 endowed with a derivation δ. Let (K h , v) be the henselization of (K, v). Note that the derivation extends (uniquely) to K h . Let T be the theory of (K h , v). We will need the following classical consequence of the axiom scheme (DL). 
3.4.2.
Theorem. The theory T * δ eliminates field sort quantifiers in L δ . Proof. Let Σ denote the set of field sort quantifier-free L δ -formulas, x, y be field sort tuples of variables with ℓ(y) = 1 and ϕ(x, y) be a formula in Σ. Let K 1 , K 2 be two models of T * δ and b i ∈ K ℓ(x) i be tuples which have the same Σ-type (i.e., they satisfy the same formulas in Σ). Let F i denote the differential subfield of K i generated by b i . The assumption on the tuples b 1 and b 2 implies there is an isomorphism of differential fields σ : F 1 → F 2 fixing Q and sendinḡ δ ℓ (b 1 ) toδ ℓ (b 2 ) for every ℓ 0. Moreover, by elimination of field sort quantifiers in T , we may suppose F i algebraically closed in K i . Suppose there is a ∈ K 1 such that K 1 |= ϕ(b 1 , a) . We must show that there is c ∈ K 2 such that K 2 |= ϕ(b 2 , c). Let m be the order of ϕ and ϕ * (x,ȳ) be the field sort quantifier-free L-formula such as in Notation 3.2.1. By assumption (A), the formula ϕ * (x,ȳ) is equivalent to a finite disjunction of formulas of the form
where P i ∈ Q[x,ȳ] \ {0}, I possibly empty and θ(x,ȳ) defines an open set (in every model of T ). As existential quantifiers commute with disjunctions, we may suppose ϕ * is already a conjunction as in (3.4.3) . We split into cases depending on whether a is differentially transcendental over F 1 or not:
Case 1: Suppose a is differentially algebraic (but not algebraic) over F 1 . Let P ∈ F 1 {x} be a minimal differential polynomial for a over F 1 order k 1. Since P is minimal, we must have both k m and that s P (a) = 0. For d = m − k, we have then
). Let P σ (resp. P σ i ) denote the corresponding polynomial over F 2 in which every coefficient of P (resp. P i ) is replaced by its image under σ. Since I(a, F 1 ) = I(P ) (by Lemma 3.1.2), P i ∈ I(P ) for each i ∈ I. Our assumption on b 1 and b 2 implies that P σ i ∈ I(P σ ). Therefore, it suffices to show that there is c ∈ K 2 such that
as this will also imply that K 2 |= i∈I P i (b 2 , c) = 0. By assumption (A) and (3.4.4) , there isē = (e 0 , . . . , e m ) ∈ K m+1
. Letting e = (e 0 , . . . , e k ), the previous formula yields that e k+i = (f P σ i ) * (δ m+i (b 2 ), e) for all 1 i d, where (f P σ i ) i 1 is the rational prolongation of P σ . Since (P σ ) * ( e) = 0 and s * P σ ( e) = 0, the axiom scheme (DL) implies there is c ∈ K 2 such that P σ (c) = 0 and s P σ (c) = 0. Moreover, by the continuity of the functions (f P σ i ) * , we may further suppose that θ(δ m (b 2 ),δ m (c)) holds. This completes Case 1. 
Consequences of quantifier elimination.
3.5.1. Corollary. The theory T * δ is complete. Proof. Let ϕ be an L δ -sentence. By Theorem 3.4.2, we may suppose ϕ has no variable of field sort. Therefore, since the constants of L belong to the subfield of constants of K, every L δ -term in ϕ is equal modulo T * δ to an L-term. Then, ϕ is equivalent modulo T * δ to an L-sentence and the result follows from the completeness of T .
Let us recall some transfer results which (essentially) follow from Theorem 3.4.2. ([15, Corollary 3.10] ). The L δ -definable subsets of the field sort can be endowed with a dimension function as defined by van den Dries in [42] .
Theorem

Theorem ([14, Corollary 4.3]
). If T is NIP, then T * δ is NIP. 3.5.4. Theorem (Chernikov) . If T is distal, then T * δ is distal. 3.5.5. Theorem. The theory T * δ eliminates the field sort quantifier ∃ ∞ . For the reader's convenience, proofs of Theorems 3.5.3 and 3.5.4 will be given in the multisorted setting in the Appendix (the arguments are mutatis-mutandis, essentially the same). Theorem 3.5.5 was proven for CODF by the second author in [29] and the result is to our knowledge new in the general setting. Its proof is a little bit more involved and will be given at the end of this section.
It is worthy to mention that other model-theoretic properties such as the existence of prime models or dp-minimality do not transfer from T to T * δ . Indeed, M. Singer showed in [38] (see also [30] ) that CODF has no prime models (while RCF has) and Q. Brouette showed in his thesis [4] that CODF is not dp-minimal (while RCF is).
Before, proving Theorem 3.5.5, let us start by showing some consequences of relative quantifier elimination on definable sets. 3.5.6. Corollary. Let K be a model of T * δ and S be a sort of L different from the field sort. Then every L δ -definable subset X ⊆ S(K) n is L-definable.
Proof. Let z = (z 1 , . . . , z n ) be S-sorted variables. By Theorem 3.4.2, there are a tuple x of field sort variables, a field sort quantifier free L δ (K)-formula ϕ(x, z) (possibly with other non-field sort parameters) and a ∈ K ℓ(x) , such that X is defined by ϕ(a, z). Since ϕ(x, z) has no field quantifiers, X is also defined by ϕ * (δ m (a), z), where m is the order of ϕ.
The following is a simple but important corollary of Theorem 3.4.2 that will be implicitly used hereafter.
3.5.8. Definition (Order). Let X ⊆ K n be an L δ -definable set. The order of X, denoted by o(X), is the smallest integer m such that X = ∇ −1 m (Y ) for some field-sort quantifier-free L-definable set Y ⊆ K n(m+1) .
Note that o(X) = 0 if and only if X is L-definable.
We will finish by showing that T * δ eliminates the field quantifier ∃ ∞ . To prove this we need the following technical lemma, which is a parametric version of the density of differential points (Lemma 3.4.1). This lemma will also play a crucial role in Section 6.1 to describe L δ -correspondences.
3.5.9. Lemma. Let K be a model of T * δ . Let ϕ(x, y) be an L δ (K)-formula where x = (x 1 , . . . , x n ) and y is a single variable. Let m be the order of ϕ. Then ϕ is equivalent to a finite disjunction of L δ (K)-formulas of the form
, where θ is an L(K)-formula which defines an open subset of K (n+1)(m+1) and either A ⊆ K{x} or A contains only one differential polynomial P of non-negative order in y and s P divides S. In addition, ord x i (A, S) 2m for 1 i n and ord y (A, S) m.
Proof. By Theorem 3.4.2 we may suppose ϕ has no field sort quantifiers. Consider the L(K)formula ϕ * (x,ȳ) wherex = (x 0 , . . . ,x n−1 ) with ℓ(x i ) = m + 1 andȳ = (y 0 , . . . , y m ). By assumption (A), ϕ * (x,ȳ) is equivalent to a disjunction of L-formulas of the form 
In particular, for every a ∈ K n such that if X a is finite, |X a | = |Yδd (a) |.
Proof. Let ϕ(x, y) be an L δ (K)-formula of order m defining X where x = (x 1 , . . . , x n ) and y is a single variable.
By Lemma 3.5.9, ϕ(x, y) is equivalent, modulo T * δ , to a finite disjunction of the form
where for each j ∈ J, θ j is an L(K)-formula which defines an open subset of K (n+1)(m+1) and either A j ⊆ K{x} or A j ⊆ K{x, y}, it only contains one differential polynomial P j of non-negative order in y and s P j divides S j . In addition, ord x i (A j , S j ) 2m for 1 i n and ord y (A j , S j ) m. For each j ∈ J, letθ j (x(m),ȳ(m)) be the L(K)-formula θ(x,ȳ) ∧ S * j (x(m),ȳ) = 0. Note thatθ j defines an open subset of K (n+1)(d+1) . For each j ∈ J, we define by cases an L(K)-formula ψ j (x(m),ȳ(m)) depending on whether A ⊆ K{x} or not:
(ii) otherwise, letting k j = ord y (P j ) we define ψ j (x(m),ȳ(m)) as
Let ψ(x(m),ȳ(m)) be the disjunction j∈J ψ j (x(m),ȳ(m)) and Y be the subset of K (n+1)(d+1) defined by ψ. Let us show (1). The inclusion ∇ −1 d (Y ) ⊆ X is clear. The converse follows by noting that for each j ∈ J
,δ m (y))).
It remains to show (2). Fix a ∈ K n and c = (c 0 , . . . , c d ) ∈ K d+1 such that (δ d (a), c) ∈ Y . Let j ∈ J be such that ψ j (δ d (a) , c) holds. We split in cases. If ψ j is as in (i), then the result follows from Lemma 3.4.1. So suppose ψ j is as in (ii). Let W be an open neighbourhood of c. Without loss of generality, we may suppose there is V an open neighbourhood ofδ d (a) such that V × W ⊆θ j (K). By the continuity of the functions f P ℓ i (see Lemma-Definition 3.1.4), we may shrink V to a smaller open neighbourhood ofδ d (a) and find an open neighbourhood W 1 of (c 0 , . . . , c k j ) such that, letting U :
By the scheme (DL), we can find a differential tupleδ k j (b) ∈ W 1 such that
The last statement follows directly from part (2) and the fact the topology is Hausdorff.
We have now all tools to show Theorem 3.5.5.
Proof of Theorem 3.5.5: Let K be a model of T * δ . Let X ⊆ K n+1 be an L δ -definable set of order m. Let d = 2m and Y ⊆ K (n+1)(d+1) be the L-definable set given by Lemma 3.5.10. Since T eliminates ∃ ∞ , there is a finite bound n Y such that for any n(d + 1)-tuple of elements e of K, either Yē is infinite or has cardinality n Y . By Lemma 3.5.10, if X a is finite for a ∈ K n , then |X a | = |Yδd (a) | n Y , so the same bound shows the result for X. We will use the following three properties satisfied by the topological dimension on Ldefinable sets X, Y ⊆ K n :
Transfer of elimination of imaginaries
(D1) dim(X) = 0 if and only if X is finite and non-empty, (D2) dim(X ∪ Y ) = max(dim(X), dim(Y )), (D3) dim(Fr(X)) < dim(X) = dim(X). (see Corollary 2.4.5).
Before proving the main theorem of this section, we will give a useful characterization of the L-open core property for T * δ . 4.0.2. Definition. Let X ⊆ K n be a non-empty field sort quantifier-free L δ -definable set. Given a positive integer m and an L-definable set Z ⊆ K n(m+1) , we call the triple (X, Z, m) a linked triple if (1) X = ∇ −1 m (Z) and (2) Z = ∇ m (X).
Note that the integer m occurring in a linked triple might be bigger than o(X). However, as the next proposition shows, in our setting one can always take m = o(X). Proof. Let X ⊆ K n be an L δ -definable set. By Theorem 3.4.2, we may assume X is defined by a field-sort quantifier-free L δ (K)-formula.
(⇒) Let Y ⊆ K (o(X)+1)n be an L-definable set such that X = ∇ −1 o(X) (Y ). The subset ∇ o(X) (X) is both closed and L δ -definable and so it is L-definable by the L-open core. Consider the L-definable set Z := Y ∩ ∇ o(X) (X). Since ∇ o(X) (X) ⊆ Z ⊆ ∇ o(X) (X), both properties (1) and (2) are easily shown. This also shows the last assertion of the proposition.
(⇐) It suffices to show that X is L-definable. By assumption there is an integer m and an L-definable set Z such that (X, Z, m) is a linked triple. Let π : K n(m+1) → K n be the projection sending each block of m + 1 coordinates to its first coordinate, that is, π(x 1,0 , . . . , x 1,m , x 2,0 , . . . , x 2,m , . . . , x n,0 , . . . , x n,m ) = (x 1,0 , x 2,0 , . . . , x n,0 ).
We leave as an exercise to show that X = π(Z). The results follows since, as Z is L-definable, so is π(Z). 4.0.4. Lemma. Let X ⊆ K n be field sort quantifier-free L δ -definable set. If m 1 m 2 then dim(∇ m 1 (X)) dim(∇ m 2 (X)).
Proof. Let π : ∇ m 1 (X) → K ℓ be a projection such that π(∇ m 1 (X)) has non-empty interior. Then, letting ρ denote the projection from ∇ m 2 (X) onto ∇ m 1 (X), we have that π •ρ(∇ m 2 (X)) has non-empty interior.
Let G be a collection of sorts of L eq . We let L G denote the restriction of L eq to the field sort together with the new sorts in G. Given an automorphism σ and a set X, we say that X is σ-invariant if σ fixes X setwise. 4.0.5. Theorem. Suppose that the L δ -theory T * δ has L-open core and that T admits elimination of imaginaries in L G . Then the theory T * δ admits elimination of imaginaries in L G δ . Proof. Fix a sufficiently saturated model K of T * δ . Let X ⊆ K n be a non-empty L δ -definable set. It suffices to show that X has a code in L G δ (that is, an element e ∈ G such that σ(e) = e if and only if σ(X) = X for every L δ -automorphism σ of K). Observe that every L-definable set has a code in L G , and therefore a code in L G δ , as the L δ -automorphism group of K is a subgroup of the L-automorphism group of K. Consider the set ‹ X ⊇ X defined by
We proceed by induction on dim(∇ o(X) (X)). If dim(∇ o(X) (X)) = 0, then X is finite (by (D1)) and in particular Ldefinable, so it has a code in L G δ . Alternatively, one may use that every finite definable set has a code modulo the theory of fields [24, Lemma 3.2.16] . To show the inductive step we need the following claim:
Suppose the claim holds. Since o( ‹ X \ X) o(X), by Lemma 4.0.4, we have that
Therefore, by Claim 4.0.6 and the induction hypothesis, let e 1 be a code for ‹ X \ X. By the previous observation, let e 2 be a code for ∇ o(X) (X) (which is L-definable by the L-open core hypothesis). It is an easy exercise to show that e = (e 1 , e 2 ) is a code for X.
It remains to prove the claim. By the L-open core assumption and Proposition 4.0.3, let (X, Z, o(X)) be a linked triple. Applying (D3), we have
We will later show in Section 6 that T * δ has L-open core for most L-theories T given in Examples 2.2.1 (including all henselian valued fields of characteristic 0 having a value group which is either divisible or a Z-group). As a corollary we obtain the following. 4.0.7. Corollary. Let G denote the geometric language of valued fields. The theories ACVF * δ , RCVF * δ and pCF * δ have elimination of imaginaries in L G δ . Proof. Let T be either ACVF, RCVF or pCF d . The theory T has elimination of imaginaries in L G by results of Haskell, Hrushovski and Macpherson for ACVF [16] , of Mellor for RCVF [26] , and of Hrushovski, Martin and Rideau for pCF d [18] . By Corollary 6.0. 
Applications to dense pairs
The study of pairs of models of a given complete theory is a classical topic in model theory. Early results by A. Robinson [33] showed completeness (and model-completeness) of the theories of pairs of algebraically closed fields and dense pairs of real-closed fields, that is, pairs in which the smaller field is dense in the larger one. In [23] , A. Macintyre recasted Robinson's results in an abstract setting which also encompassed dense pairs of p-adically closed fields. In another direction, L. van den Dries [43] studied dense pairs of models of an o-minimal theory expanding the theory of ordered abelian groups, also generalizing some of Robinson's results.
New developments have encompassed these results in different abstract frameworks. Two such frameworks are the theory of lovely pairs of geometric structures developed by A. Berenstein and E. Vassiliev [2] , and the theory of dense pairs of theories with existential matroids developed by A. Fornasiero [12] . In this section we will study the theory T P of dense pairs of models of a one-sorted L-open theory of topological fields T . Our goal is to show that such theory is closely related with the theory T * δ . In Section 5.1, we will define the theory T P and show how it fits into the two above mentioned abstract frameworks. In Section 5.2, we will show how to use T * δ to deduce properties of T P . Although most of the results gather in this section concerning T P are known, the proofs and methods will put in evidence the interesting connexion between the model theory of dense pairs and generic derivations.
5.1.
Dense pairs of models of T . Let us start by recalling Fornariero's setting in [12] . Given that the literature of the model theory of pairs is quite extensive, we will unify references and cite [12] even if particular cases of cited results where proven before by many different authors. Let T be a complete one-sorted geometric L-theory T extending the theory of fields (not necessarily an open L-theory of topological fields). Fornasiero considers more generally the case where T admits an existential matroid (see [12, Definition 3.25] ), but we will not need this level of generality in the present paper. Let dim acl denote the dimension function induced by the algebraic closure acl. Given a model M of T and a definable subset X ⊆ M , we say that X is dense if X ∩ U = ∅ for every M -definable subset U of M such that dim acl (U ) = 1 (see [12, Definition 7.1] ). Now we are ready to define the theory of dense pairs of models of T . We work in the language of pairs L P defined as L P := L ∪ {P } for P a new unary predicate. The theory T P of dense pairs of models of T is defined as the L P -theory of pairs (K, P (K)) such that K |= T , P (K) is acl-closed and dense in K (in the above sense). Equivalently (by [12, Lemma 7.4] ), it corresponds to the L P -theory of pairs (K, P (K)) such that K |= T , P (K) ≺ L K and P (K) is dense in K. Among various model-theoretic results which are proven in [12] about the theory T P , what plays a crucial role in this section is the fact that T P is a complete theory [12, Theorem 8.3] .
Let us now recall the framework of lovely pairs of geometric theories introduced by A. Berenstein and E. Vassiliev [2] . Berenstein and Vassiliev showed that all lovely pairs of models of T are elementarily equivalent [2, Corollary 2.9] and gave an explicit axiomatization of their common L P -theory which we will denote by T LP [2, Theorem 2.10]. They also showed that |T | + -saturated models of T LP are lovely pairs. It is not difficult to show that a lovely pair of models of T is a model of T P and therefore, in the light of the previous results, the theories T LP and T P coincide.
Observe that when T is a one-sorted L-open expansion of topological fields, by Proposition 2.4.1, T is geometric and therefore, T P is complete. Note also that in view of Part (2) of Proposition 2.4.4, the notion of density above defined coincides with the topological notion of density.
5.2.
Dense pairs and generic derivations. Throughout this section we suppose T is a one-sorted L-open expansion of topological fields for which T * δ is consistent. The connection of T P with the theory T * δ arises via the field of constants C K of a model K of T * δ . One can readily observe that when K |= CODF, the pair (K, C K ) is a dense pair of real-closed fields. The following lemma shows this holds in general for T * δ . It was proven in [5, Corollary 1.7] under the assumption that the language L = L ring and that the theory T is a model-complete theory of large fields. It can also be deduced from [12, Lemma 7.4] and from [2, Lemma 2.5] . For the convenience of the reader, we give a proof here, following the last two references.
Lemma.
Let K be a model of T * δ and C K be the constant subfield of K. Then (K, C K ) is a model of T P and if K is |T | + -saturated, then (K, C K ) is a lovely pair of models of T .
Proof. Let K |= T * δ . Then, a direct consequence of the scheme (DL) is that C K = K. Since C K is topologically dense in K [14, Lemma 3.12], C K is dense. So it remains to show that C K |= T . We apply Tarski-Vaught test. Let ϕ(x,ȳ) be an L-formula and letb ∈ C K . By hypothesis (A) on T , ϕ(K,b) is a finite union of finite subsets and open sets. Since C K is algebraically closed in K, either ϕ(K,b) ⊂ C K or contains an open subset. Since C K is topologically dense in K, we get the result.
5.2.2.
Lemma. Every model (K, F ) of T P has an L P -elementary extension (K * , F * ) such that there is a generic derivation on K * with constant field F * .
Proof. Since T P is complete, by Lemma 5.2.1, there is a model K ′ of T * δ with constant field F ′ such that (K ′ , F ′ ) ≡ L P (K, F ). By Keisler-Shelah's isomorphism theorem, there is a set I and an ultrafilter F on I such that
Since K ′ is a model of T * δ , we have that K ′ * is also a model of T * δ with constant field F ′ * = F I /F. Hence, the isomorphism (K * , F * ) ∼ = L P (K ′ * , F ′ * ) induces on K * an L δ -structure making of K * a model of T * δ with constant field F ′ .
Let us now show how the previous results allows us to transfer properties of T * δ to T P . 5.2.3. Corollary. The theory T P eliminates ∃ ∞ .
Proof. This follows directly from Theorem 3.5.5. Proof. By Lemma 5.2.2, let (K * , F * ) be an L P -elementary extension such that K * is a model of T * δ with constant field F * . Let ϕ(x, y) be an L P -formula such that for a ∈ K |y| , ϕ(x, a) defines the open set U . Then ϕ(K * , a) defines an open set U (K * ) in (K * ) n . Since K * is a model of T * δ and every L P -formula defines a set which is L δ -definable by replacing P (t) by the formula δ(t) = 0, U (K * ) is L δ -definable. Now by assumption, we have that U (K * ) is definable by ψ(x, c) where ψ(x, z) is an L-formula and c ∈ (K * ) ℓ(z) . Then we have that (K * , F * ) |= (∀x)(ϕ(x, a) ↔ ψ(x, c)), and quantifying over c, we have that
which shows that U is L-definable.
In Section 6 we will show that most theories T * δ corresponding to T as in Examples 2.2.1 have L-open core (see later Theorems 6.0.8 and 6.0.9). As a corollary we obtain the following result shown by Hieronymi We finish this section with some remarks on distality. By a result of P. Hieronymi and T. Nell in [17] , the theory of dense pairs of an o-minimal expansion of an ordered group is not distal. A natural question posed by P. Simon asks whether the theory of such pairs always admits a distal expansion [27, Question 1] . In [27] , T. Nell provided a positive answer to the question for the theory of dense pairs of ordered vector spaces. A simple consequence of our analysis is that the theory of dense elementary pairs of real closed fields admits a distal expansion, namely, the theory CODF. More generally, the following is a direct consequence of Theorem A.0.5 and Lemma 5.2.2. 5.2.6. Corollary. If the theory T is distal, then T * δ is a distal expansion of T P . In particular, T P admits a distal expansion when T is RCF, pCF d or RCVF.
As a consequence of results of A. Chernikov and S. Starchenko in [8] , definable relations in models of T P satisfied the so called strong Erdős-Hajnal property (see [ 
Open core
We will prove in this section that T * δ has L-open core for some theories T listed in Examples 2.2.1. The proof strategy has two main steps. The first one consists in showing that continuous L δ -definable functions (and more generally continuous L δ -definable correspondences) are in fact L-definable. The second one consists in associating to every closed L δ -definable set X ⊆ K n a continuous L δ -definable function which "measures" the distance of a point in K n to X. Combining both steps, one recovers X as the elements in K n of "distance 0". We will carry out these steps in the following two main contexts:
• (Ordered) the definable topology τ on K comes from a total order; • (Valued) the definable topology τ on K comes from a valuation v : K → Γ ∞ . Moreover we assume T satisfies either ( †) or ( † †) as defined in Section 2.6.1. For simplicity, we assume in this case both the value group and the valuation are part of the language L.
The strategy described above was devised by M. Tressl for CODF. Various new ideas were needed to be included in order to adapt it to the present setting. In particular, the fact that open theories of topological fields do not necessarily have finite Skolem functions naturally led us to consider the more general case of continuous definable correspondences. Furthermore, in the case of valued fields, continuous definable functions to the value group also needed to be treated.
Through the section, we let T be an open L-theory of topological fields and assume T * δ is consistent. We will add (Ordered) or (Valued) to indicate we are respectively in one of the above contexts. 6.0.1. Theorem. Let K |= T * δ . Let X ⊆ K n be an L-definable set and f : X ⇒ K be an L δ -definable ℓ-correspondence. If f is continuous, then it is L-definable. 6.0.2. Theorem (Valued). Let K be a model of T * δ . Let X ⊆ K n be an L-definable set and f : X → Γ ∞ be an L δ -definable function. If f is continuous, then it is L-definable.
The proof of the previous theorems will be given in Section 6.1.
In order to associate a function d X to every L δ -definable closed set X in the above cases, we further need the following results concerning definable completeness on either the field sort or the value group sort (when it applies). Recall that for a first order language L 0 , a totally ordered L 0 -structure M is L 0 -definably complete if every bounded L 0 -definable set X ⊆ M has an infimum and a supremum in M .
Proof. It is a straightforward consequence of Corollary 3.5.6. In fact, this also holds even without assuming ( †) or ( † †).
To show definable completeness in the ordered case we will use the following lemma which is equivalent to having the open core for definable sets in one variable. It hints to a potential proof of the open core which will follow directly from the axiomatization of T * δ without specifying what type of topology (ordered, valued, etc.) comes with the theory T . 6.0.4. Lemma. Let K be a model of T * δ and X ⊆ K be an L δ -definable subset of order m.
Proof. By Lemma 3.5.10, there is an L-definable set Y ⊆ K d+1 with d = 2m such that X = ∇ −1 d (Y ) and Y = ∇ d (X) (this second property follows by Part (2) of Lemma 3.5.10). This shows that (X, Y, d) is a linked triple. Letting π : K d+1 → K denote the projection onto the first coordinate, we have that π(Y ) = X, so X is L-definable. This shows the last statement of the lemma. 6.0.5. Proposition (Ordered). Let K be a model of T * δ . If K is L-definably complete, then it is also L δ -definably complete.
Proof. Let X ⊆ K be an L δ -definable set. By Lemma 6.0.4, X is L-definable. Now, X is bounded since X is bounded and, in addition, X and X have the same supremum (resp. same infimum).
We have all needed tools to associate the function d X to an L δ -definable set X and prove the L-open core for T * δ in both contexts. 6.0.6. Definition. Let K be a model of T * δ and X ⊆ K n be an L δ -definable set.
Propositions 6.0.5 and 6.0.3 ensure that the function d X is well defined in each case. As a consequence we obtain:
6.0.7. Theorem. The theory T * δ has L-open core, whenever • (Ordered) the field sort is L-definably complete; • (Valued) the value group sort is L-definably complete.
Proof. Let K be a model of T * δ . As having L-open core is an elementary property, it suffices to show that every closed L δ -definable set X ⊆ K n is L-definable. We split in cases.
(Ordered) By Proposition 6.0.5, d X is a well-defined L-definable function. The function d X is continuous, so by Theorem 6.0.1, d X is L-definable. Since X is closed, X = {a ∈ K n : d X (a) = 0}, and hence it is L-definable.
(Valued) By Proposition 6.0.5, d X is a well-defined L-definable function. As in the previous case, d X is continuous, so by Theorem 6.0.2, d X is L-definable. Finally, X being closed implies that X = {a ∈ K n : d X (a) = ∞}. Hence, X is L-definable.
6.0.8. Theorem. Let T be one of the following theories: ACVF 0,p , RCVF, pCF d or the L RVtheory of k((t Γ )) for k a field of characteristic 0 and Γ either Z-group or a divisible group. Then, the theory T * δ has L-open core. Proof. Let K be a model of T * δ and Γ be its value group. In all cases, the L-theory T satisfies either ( †) or ( † †). Note that by Ax-Kochen/Eršov, if Γ is a Z-group, then k((t Γ )) has an elementary substructure of the form k((t Z )). Moreover, in each case, Γ ∞ is L-definably complete. The result follows by Theorem 6.0.7. The proof given in [29] uses the fact that CODF is L δ -definable complete together with the following criterion due to A. Dolich, C. Miller and C. Steinhorn [10] : any expansion of a densely ordered abelian group has "o-minimal open core" if it eliminates the quantifier ∃ ∞ and is definably complete. Since CODF eliminates the quantifier ∃ ∞ (Theorem 3.5.5), the result follows. 6.1. Continuous L δ -definable functions and correspondences. In this section we prove Theorems 6.0.1 and 6.0.2. We will also need the following two lemmas showing that L δdefinable correspondences with an L-definable domain are essentially compositions of Ldefinable correspondences with the derivation. 6.1.1. Proposition. Let K be a model of T * δ . Let X ⊆ K n be an L-definable set and f : X ⇒ K be an L δ -definable ℓ-correspondence with ℓ 1. Then, there are d ∈ N, an L-definable set Y ⊂ K n(d+1) and an L-definable ℓ-correspondence F : Y ⇒ K, such that for every x ∈ X f (x) = F (δ d (x)).
Proof. LetX := graph(f ). By Lemma 3.5.10, there is a natural number d and an L-definable subset Z ⊂ K (n+1)(d+1) such that given any (a, b) ∈ K n × K, (δ d (a),δ d (b)) ∈ Z if and only if (a, b) ∈ graph(f ). Moreover ifX a is finite, then |X a | = |Zδd (a) |. Let π be the projection from K (n+1)(d+1) to K n(d+1) and let Y := π(Z) ∩ {x ∈ K n(d+1) : ∃ =ℓȳ (x,ȳ) ∈ Zx}. Define F : Y → K by F (ē) := π 1 (Zē), where π 1 is the projection on the first coordinate. Let a ∈ K n , then F (δ d (a)) = π 1 (Zδd (a) ) = X a .
The following is an analogous result in the valued context. 6.1.2. Proposition (Valued). Let K be a model of T * δ . Let X ⊆ K n be an L-definable set and f : X ⇒ Γ ∞ be an L δ -definable correspondence. Then there are m ∈ N and an L-definable ℓ-correspondence F : Y ⇒ Γ ∞ , Y ⊂ K n(m+1) , such that for every x ∈ X f (x) = F (δ m (x)).
Proof. For x = (x 1 , . . . , x n ) and ξ a single variable (varying in Γ ∞ ), let ϕ(x, ξ) be an L δ (K)formula defining f . Let ϕ * (x, ξ) be the corresponding L(K)-formula withx = (x 1 , . . . ,x n ), ℓ(x i ) = m + 1. Consider the L-definable set:
Y := {ū ∈ K n(m+1) : (u 1 , . . . , u n ) ∈ X ∧ ∃ =ℓ ξϕ * (ū, ξ)}. and the ℓ-correspondence F (ū, ξ) defined by the L(K)-formula ψ ℓ (ū, ξ) := ϕ * (ū, ξ) ∧x ∈ Y.
For x ∈ X and ξ ∈ f (x), we have that ϕ(x, ξ) holds, so ϕ * (δ m (x), ξ) too. Since |f (x)| = ℓ, we get that ψ(δ m (x), ξ) holds.
We have all tools to show Theorems 6.0.1 and 6.0.2.
Proof of Theorem 6.0.1: We proceed by induction on dim(X), the case dim(X) = 0 being clear. By cell decomposition (Theorem 2.7.1) and the induction hypothesis (possibly changing n and ℓ), we may suppose that X is open in K n .
By Proposition (6.1.1), let F : Y ⊆ K n(m+1) ⇒ K be an L-definable ℓ-correspondence such that for all x ∈ X and y ∈ K y ∈ f (x) ⇔ y ∈ F (δ m (x)).
If m = 0 there is nothing to show, so suppose m > 0.
Let π : K n(m+1) → K n be the projection sending each block of (m + 1) tuples to its first element. Without loss of generality, we may suppose that π(Y ) = X. Given x = (x 1 , . . . , x n ) ∈ K n and z = (z 1 , . . . , z n ) ∈ K nm , we let (x, z) π denote the element (x 1 , z 1 , . . . , x n , z n ) ∈ K n(m+1) .
In particular, π((x, z) π ) = x for all x ∈ K n . 6.1.3. Claim. We have Y = π −1 (X).
Since ∇ m (X) ⊆ Y ⊆ π −1 (X), it suffices to show that ∇ m (X) is dense in π −1 (X). Let (x, z) π ∈ π −1 (X) with z = (z 1 , . . . , z n ) ∈ K nm . Let U an open neighbourhood of 0 such that (x, z) π + U n(m+1) ⊆ π −1 (X). Since X is open, by Lemma 3.4.1, for each i ∈ {1, . . . , n} there is u i ∈ x i + U such thatδ m (u i ) ∈ (x i , z i ) + U m+1 . Letting u = (u 1 , . . . , u n ), we have that δ m (u) ∈ (x, z) π + U n(m+1) . This shows the claim. Suppose for a contradiction this is not the case. Therefore there is an L-definable open set U ⊆ X such that U ∩ π(Ỹ ) = ∅. This implies that π −1 (U ) ⊆ Y \Ỹ , and therefore that n(m + 1) = dim(π −1 (U )) dim Ä Y \Ỹ ä < dim(Y ) = n(m + 1), a contradiction. This shows the claim. By Claim 6.1.4 and the induction hypothesis, we may suppose π(Ỹ ) = X. The theorem follows directly from the following final claim. 6.1.5. Claim. For x ∈ X and all y such that (x, y) π ∈Ỹ , F ((x, y) π ) = f (x).
Suppose for a contradiction this is not the case and let y be such that (x, y) π ∈Ỹ but F ((x, y) π ) = f (x). Therefore, there is z ∈ F ((x, y) π )\f (x) (since both are ℓ-correspondences). Let U be an open neighbourhood of 0 such that z + U is disjoint from f (x) + U . By the definition ofỸ , let V ⊆ U be an open neighbourhood of 0 such that (x, y) π + V n(m+1) ⊆Ỹ and F | (x,y)π +V n(m+1) is continuous. By Lemma 2.6.2, we may assume (possibly shrinking V ) that graph(F |V ) is the disjoint union of the graphs of ℓ continuous definable functions g 1 , . . . , g ℓ from (x, y) π + V n(m+1) to K. Suppose without loss of generality that ((x, y) π , z) ∈ graph(g 1 ). By the continuity of f , let U 0 ⊆ V be an open neighbourhood of 0 such that f (x + U n 0 ) ⊆ f (x) + U . Let V 0 ⊆ U 0 be such that, g 1 |(x, y) π + V n(m+1) 0 ⊂ z + U . By Lemma 3.4.1, there is w ∈ X such thatδ m (w) ∈ (x, y) π + V n(m+1) 0 . Since F (δ m (w)) = f (w), there is z ′ ∈ f (w) such that z ′ ∈ z + U , which contradicts that z + U and f (x) + U are disjoint.
Proof of Theorem 6.0.2. The proof is an immediate analogue of the proof of Theorem 6.0.1, replacing Proposition 6.1.1 by 6.1.2, Proposition 2.6.10 by 2.6.11 and noting that a stronger version of Lemma 2.6.2 holds in this context since the graph of a definable Γ ∞ -valued ℓcorrespondence is the disjoint union of the graphs of ℓ definable Γ ∞ -valued functions (even globally).
Appendix A. Classical transfers
Through this section we let T be an open L-theory of topological fields. Let U be a monster model of T * δ and A be some small subset. We let A be A together with the differential closure of the elements of A in the field sort.
A.0.1. Lemma. Let x be a tuple of variables of field sort and let z be a tuple of variables of other sorts. Then for a ∈ S x (U) and b ∈ S z (U), the L δ -type tp δ (a, e/A) is determined by the infinite sequence of L-types {tp(δ m (a), e/ A ) : m ∈ N}.
Proof. This follows by relative quantifier elimination (Theorem 3.4.2) and the fact that for every field sort quantifier free L δ -formula ϕ(x, z) over A, the formula ϕ * as defined in Notation 3.2.1 is an L-formula over A .
A.0.2. Corollary. Let x and z be as in the previous lemma. Let (a i , e i ) i∈I be a sequence where a i ∈ S x (U) and e i ∈ S z (U). Then the sequence is L δ -indiscernible sequence over A if and only if for each m ∈ N, the sequence (δ m (a i ), e i ) i∈I is L-indiscernible over A .
A.0.3. Theorem. T is NIP if and only if T * δ is NIP. Proof. Suppose T * δ is not NIP. Let ϕ(x, z; y, w) be a partitioned L δ -formula with IP where x, y are tuples of field sort and z, w are tuples of other sorts. By Theorem 3.4.2, we may assume that ϕ has no field sort quantifiers. Then, since ϕ has IP so does the L-formula ϕ * in T . The converse is clear, since being NIP is preserved by reducts (see Remark 3.3.7).
To show the transfer of distality, a dividing line introduced by P. Simon in [36] , we will use the following equivalent definition of distality which appears in [17] . In the following definition we let L be any first order language, T be a complete L-theory and U be a monster model of T .
A.0.4. Definition ([17, Definition 1.3]). Let ϕ(x 1 , . . . , x n ; y) be a partitioned L-formula, where x i , 1 i n is a p-tuple of variables and y is a q-tuple of variables, p, q > 0. Then ϕ is distal (in T ) if for every b ∈ U q , and every indiscernible sequence (a i ) i∈I in U p such that (1) I = I 1 + c + I 2 , where both I 1 , I 2 are (countable) infinite dense linear orders without end points and c is a single element with I 1 < c < I 2 , (2) the sequence (a i ) i∈I 1 +I 2 in U p is indiscernible over b, then U |= ϕ(a i 1 , . . . , a in ; b) ↔ ϕ(a j 1 , . . . , a jn ; b) with i 1 < . . . < i n , j 1 < . . . < j n in I.
A theory T is distal if every formula is distal in T .
The transfer of distality from T to T * δ is an unpublished result of A. Chernikov. The converse has not been, to our knowledge, observed before. Note that since distality is not preserved under reducts, the converse implication is not straightforward as in Theorem A.0.3.
Examples of distal open L-theories of topological fields include RCF, pCF d and RCVF. In contrast, the theory ACVF 0,p is not distal (see [36] ).
A.0.5. Theorem. T is distal if and only if T * δ is distal. Proof. Let us check that in T * δ every formula is distal. Let ϕ(x 1 , z 1 , . . . , x n , z n ; y, w) be a partitioned L δ -formula where each x i is a p-tuple of field sort variables, each z i is a q-tuple of variables of fixed sorts S 1 , . . . , S q (none being the field sort), y is a tuple of field sort variables and w is a tuple of other sorts. Let U be a monster model of T * δ . By Theorem 3.4.2, we may assume ϕ has no field sort quantifiers. Let m be the order of ϕ Take an L δindiscernible sequence (a i , e i ) i∈I in U where (a i , e i ) ∈ S x 1 (U) × S z 1 (U) and I = I 1 + c + I 2 with I 1 , I 2 infinite dense linear orders without end points. Let (b, d) be a tuple in S y (U) × S w (U), and assume that (a i , e i ) i∈I 1 +I 2 is L δ -indiscernible over (b, d). Then, by Corollary A.0.2, the sequence (δ m (a i ), e i ) i∈I (resp. (δ m (a i ), e i ) i∈I 1 +I 2 ) is L-indiscernible (resp. L-indiscernible over B where B = {δ m (b) : m ∈ N} ∪ {d})) for every m ∈ N. Since T is distal, the partitioned L-formula ϕ * (x 1 , z 1 , . . . ,x n , z n ;ȳ, w) is distal, which easily implies the distality of ϕ.
For the converse, suppose ϕ(x 1 , z 1 , . . . , x n , z n ; y, w) is an L-formula which is not distal in T . Consider the L δ -formula ψ ϕ(x 1 , z 1 , . . . , x n , z n ; y, w) ∧ n j=1 δ(x i ) = 0 ∧ δ(y) = 0.
Let A ⊆ U be such that all elements of the field sort are in the constant field C U of U. Let (a i , e i ) i∈I be an L-indiscernible sequence over A, where a i ∈ S x 1 (U) and e i ∈ S z 1 (U). If a i ∈ C U for each i ∈ I, then by Corollary A.0.2, we have that (a i , e i ) i∈I is also L δ -indiscernible over A. Then if (a i , e i ) i∈I and (b, d) ∈ S y (U) × S w (U) are a counterexample for the distality of ϕ in T , the same witnesses show that ψ is not distal in T * δ .
