Example of a diffeomorphism for which the special ergodic theorem
  doesn't hold by Ryzhov, Dmitry
ar
X
iv
:1
11
2.
60
23
v2
  [
ma
th.
DS
]  
20
 A
ug
 20
12
Example of a diffeomorphism
for which the special ergodic theorem doesn’t hold
Dmitry Ryzhov∗
April 21, 2019
Abstract
In this work we present an example of C∞-diffeomorphism of a compact 4-manifold such
that it admits a global SRB measure but for which the special ergodic theorem doesn’t hold.
Namely, for this transformation there exist a continuous function ϕ and a positive constant α
such that the following holds: the set of the initial points for which the Birkhoff time averages
of the function ϕ differ from its µ–space average by at least α has zero Lebesgue measure but
full Hausdorff dimension.
Introduction
Let us recall the basic concepts and the notion of the special ergodic theorem, and then state our
result. For more detailed survey of the subject we refer the reader to the work [3] and to references
therein.
0.1 SRB measures and special ergodic theorems
LetM be a compact Riemannian manifold (equipped with the Lebesgue measure), and f : M →M
be its transformation with an invariant measure µ. For a function ϕ : M → R and a point x ∈ M
we denote its n-th time average at x by
ϕn(x) :=
1
n
n−1∑
k=0
ϕ ◦ fk(x), (1)
and the space average of ϕ by
ϕ¯ :=
∫
M
ϕdµ. (2)
Definition 1. An invariant probability measure µ is called a (global) SRB measure for f : M →M
if for any continuous function ϕ and for Lebesgue-almost every x ∈ M , the time averages of ϕ at
x tend to the space average of ϕ:
lim
n→∞
ϕn(x) = ϕ¯. (3)
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Taking a continuous test-function ϕ ∈ C(M) and any α > 0, we define the set of (ϕ, α)-
nontypical points as
Kϕ,α :=
{
x ∈ X : lim
n→∞
|ϕn(x)− ϕ¯| > α
}
.
By definition, if µ is a global SRB measure, then Leb(Kϕ,0) = 0.
Definition 2. Let µ be a global SRB measure of f . Say that the special ergodic theorem holds for
(f, µ), if for every continuous function ϕ ∈ C(M) and every α > 0 the Hausdorff dimension of the
set Kϕ,α is strictly less than the dimension of the phase space:
∀ϕ ∈ C(M), α > 0 dimH Kϕ,α < dimM. (4)
Our interest to the special ergodic theorem is related to its possible applications for studying
perturbations of skew products, see, for example, [2].
In [2] the special ergodic theorem was proved for a doubling map of a circle, in [4] for linear
Anosov diffeomorphisms of two-dimensional torus, and in [3] for all transformations for which the
so-called dynamical large deviation principle holds (in particularly, for all C2-uniformly hyperbolic
maps with a transitive attractor).
0.2 The counterexample
All known sufficient properties that are required from dynamical systems to satisfy the special
ergodic theorem (SET) are quite restrictive. Thus one may expect that the SET holds not for
every system. The aim of the present work is to present such an example.
Theorem. There exists a C∞-diffeomorphism of a compact 4-manifold such that it admits a global
SRB measure, but the special ergodic theorem doesnt’n hold for it.
Our idea is to start with a set that has zero Lebesgue measure and full Hausdorff dimension,
and then try to construct a transformation that has it as a set of (ϕ, α)-nontypical points for some
test-function ϕ and some α > 0. For this purpose, we first describe a family of subsets of an
interval that have zero Lebesgue measure and Hausdorff dimension 1. We can construct only a
discontinuous transformation such that the set from this family is (ϕ, α)-nontypical, so we increase
the dimension from 1 to 4, consequently handling out the lack of continuity and smoothness of the
map. This is done in the next four sections.
One can easily verify that the construction fails for typical perturbation of the system, and
our example has infinite codimension in the space of all C∞-diffeomorphisms of the manifold. The
existence of an open set of diffeomorphisms that do not satisfy the SET is a challenging open
problem.
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1 Dimension 1: discontinuous map of an interval
For every sequence P = {pn} ∈ (0, 1)
N consider the Cantor set CP , obtained from the interval
I = [0, 1] by the standard infinite procedure of consecutive deleting the middle intervals. Namely,
on the step number n we take all the intervals that were obtained as a result of the previous steps
(intervals of rank n), and delete their central parts of relative length pn, see Figure 1. In a particular
case, when pn = 1/3 ∀n ∈ N, we obtain the standard ”middle third” Cantor set.
b bb bb b b b
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0 1
Fig. 1: first three steps of constructing the set CP
Let P ⊂ [0, 1]N denote the set of the sequences P = (pn) such that:
(i) limn→∞ pn = 0;
(ii)
∑
∞
n=1 pn =∞.
Lemma 1. For every P ∈ P the set CP has zero Lebesgue 1-measure and Hausdorff dimension 1.
Though the Lemma is intuitively clear, we give an accurate proof. It makes us the concept of
γ-regular measures, that will be used several times in our proofs.
Definition 3. A measure µ on a Riemannian manifold is called γ-regular, if there exist constants
c, δ > 0 such that
µ(U) < c · |U |γ (5)
for every measurable set U with |U | < δ (here | · | stands for the diameter of a set).
Proposition 1 ([1], Mass Distribution principle). If supp µ ⊂ F for some probability γ-regular
measure µ, then dimH F > γ.
Proof. For ε small enough, γ-volume of any cover of F by balls of diameter less than ε is uniformly
bounded away from zero: ∑
|Ui|
γ
>
∑
µ(Ui)
c
>
µ(F )
c
=
1
c
> 0.
Proof of Lemma 1. Let us prove that CP has Lebesgue measure zero. Indeed, the second property∑
∞
n=1 pn =∞ implies that
∞∑
n=1
(− ln(1− pn)) = ∞.
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Therefore
∏
∞
n=1(1− pn) = 0 and hence Leb(CP ) = 0.
To prove that dimH KP = 1, consider the standard probability measure µP on CP (that is
a pullback of the Bernoulli (1/2, 1/2)-measure due to natural encoding of CP by right-infinite
sequences of zeroes and ones).
Let us verify that for every 0 < γ < 1 the measure µP is γ-regular. That is, we need to prove
the existence of a constant c such that (5) holds for every sufficiently small interval U . Note that
we can suppose that U is an interval of rank n for some n. Indeed, let
λn =
n∏
j=1
1− pj
2
(6)
be the length of any interval of rank n. Then for all sufficiently large n the ratio λn/λn+1 is less
than 3. Hence one can contract and shift any interval U of length between λn and λn+1 to an
interval of rank n + 1 changing the suitable value of a constant c in (5) by no more than 3γ.
Any interval of rank n has the length λn and the µP -measure
1
2n
. As a consequence of the first
property limj→∞ pj = 0, there exists n ∈ N such that 2
γ−1 < (1 − pj)
γ for every j > n. Starting
with this number n, the sequence
µP (Un)
|Un|γ
=
2−n
λγn
=
2n(γ−1)(∏n
j=1 1− pj)
)γ (7)
decreases, and hence is bounded. This proves the γ-regularity of µP . Therefore, by Proposition 1,
dimH CP > γ for every γ < 1. The second conclusion of the lemma is also proved.
Of course, taking any sequence P ∈ P one can easily construct a discontinuous map of a unit
interval for which the set CP would be (ϕ, α)-nontypical for some ϕ ∈ C(I) and α > 0. Indeed,
let f send the set CP \ {1} to the left endpoint 0 and (I \ CP ) ∪ {1} to the right endpoint s1 = 1.
Then the δ-measure sitting at the right endpoint would be an SRB measure, and the set CP would
play the role of the set of (ϕ, 1)-nontypical points Kϕ,1 (provided that the test function ϕ has a
value 1 on the left endpoint and 0 on the right endpoint). But this map is discontinuous on the
Cantor set! So, relying on this lemma and keeping in mind the mentioned lack of continuity, let us
make the next step: construct an example of a map of the square [0, 1] × [0, 1] which is, in some
sense, less discontinuous than the previous one, and still has a (ϕ, 1)-nontypical set of full Hausdorff
dimension.
2 Dimension 2: a sieving construction.
Consider a square
Y = {(x, p) : x, p ∈ [0, 1]}
and describe a map g on it. Fix the ”horizontal level”
Ip := {(x, p) ∈ Y | x ∈ [0, 1]} (8)
and split it into three parts:
Ip = Ip,−1 ⊔ Ip,0 ⊔ Ip,1,
4
where
Ip,−1 := [0;
1− p
2
),
Ip,0 := [
1− p
2
;
1 + p
2
], and
Ip,1 := (
1 + p
2
; 1]
(9)
(i.e. the interval Ip,0 is the central part of length p).
To define the transformation g, we introduce the function q : [0, 1]→ [0, 1],
q(p) = p/(1 + p) (10)
(so that q(1/n) = 1/(n+ 1)), and mark the point s2 = (1/2, 1), which will be the support of SRB
measure. We define g separately on the different parts of every horisontal level Ip. For p = 1,
g(x, p) = s2. For 0 6 p < 1, we send the central part Ip,0 to the point s2 and stretch linearly other
parts Ip,−1 and Ip,1 to the whole level Iq(p) each, see Figure 2. The shaded triangle in this figure
goes to the fixed point s2 under one iterate of the map g. This map is defined by the following
formula:
g(x, p) =


( 2
1−p
x, q(p)), x ∈ Ip,−1
s2, x ∈ Ip,0
( 2
1−p
(x− 1+p
2
), q(p)), x ∈ Ip,1.
(11)
p0
q(p0)
b
s2
Ip0,0
Ip0,1
Ip0,2
p
1
11/20 x
Fig. 2: the map g: one step of the sieving construction
5
Let
K2 = {(x, p) | ∀n g
n(x, p) 6= s2}.
Note that under iterates of the function q(p), see (10) any point p from [0, 1] tends to zero. Then
our construction immediately implies that there is an alternative description of the set K2:
K2 = {(x, p) | dist(g
n(x, p), I0) → 0}.
So we have the mechanism that acts like an infinite sieve: it lets the point pass down through it to
the zero level (and not to be ”thrown out” to the point s2 under the iterates of g) if and only if the
points of the future orbit of this point never appear in the shaded triangle that is the union of the
central parts of level intervals.
Lemma 2. The δ-measure sitting at the point s2 is a global SRB measure for the map g. The set
K2 of the points that tend to the level {p = 0} under the iterates of g has zero Lebesgue 2-measure
and Hausdorff dimension 2.
Proof. First, let us prove that on every level Ip0, 0 < p0 6 1, see (8), Lebesgue almost every point is
thrown out to s2 under some iterate of g. That is, the set Dp0 := Ip0 ∩K2 has 1-Lebesgue measure
0. By construction, Dp0 = {p0, x | x ∈ CP0}, where P0 = P0(p0) = (p0, q(p0), . . . , q
n(p0), . . . ). By
Lemma 1, it is sufficient to show that P0 ∈ P.
For p0 = 1, P0 = (1, 1/2, 1/3, 1/4, . . . ) ∈ P. For any 0 < p0 < 1 we also have P0(p0) ∈ P
due to monotonicity of the function q. Indeed, once 1/(n + 1) < p0 6 1/n for some n ∈ N, then
1/(n+ k + 1) < qk(p0) 6 1/(n+ k) for every k ∈ N. Therefore, as mentioned before, the sequence
P0 tends to 0, and the sum of its components is infinite, as well as for the harmonic one. Hence,
P0 belongs to P.
The relation Leb2(K2) = 0 now follows from the Fubini theorem. Hence, δ-measure at the point
s2 is a global SRB measure. It remains to prove that dimH K2 = 2.
For every level Ip denote by µp the measure constructed in the proof of Lemma 1 and supported
on the Cantor set Dp0 of the points that don’t tend to s2 under iterates of g. Fix any γ < 1.
As it was shown in the proof of Lemma 1, all the measures µp for 0 < p < 1 are γ-regular.
Note also that the sequence of iterations P0(p0) = (p0, q(p0), . . . , q
n(p0), . . . ) of the point p0 = 1
componentwise majorises sequences of iterations for all other p0 ∈ [0, 1) due to monotonicity of
the function q. Hence, by (6), for any n the length λn of intervals of the rank n for P0 = P0(p0)
monotonously decreases while p0 decreases, and by (7) the regularity constant c = c(γ) can be
chosen independently on p. Then the measure
µ :=
∫ 1
0
µpdm(p)
is (γ+1)-regular with the same constant c(γ) due to Fubini theorem. Therefore, by Proposition 1,
dimH S2 > γ + 1 for every γ < 1, and hence dimH S2 = 2.
The map g is not continuous as well, but the set of discontinuity consists now only of two
intervals that are the union of the vertices of the intervals Ip,0, see (9) (and form two sides of
the shaded triangle in Figure 2). Note also that even the image of the map g is disconnected (it
consists of the point s2 and the lower half of the square Y ). To get rid of these problems we include
this construction into a flow. Namely, we consider such a flow that its Poincare´ map for some
cross-section resembles the map g described above.
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3 Dimension 3: a flow on a stratified manifold
In this section we present a 3-manifold and a flow on it. The time 1 map of this flow does not
satisfy the SET. The shortcoming is that the phase space is a stratified, rather than a genuine
smooth manifold. We start with their brief description. The idea is to avoid the discontinuity of
the previous 2-dimensional example by dividing the images of the parts of Ip by separatrices of
saddles of a smooth flow.
3.1 Heuristic description
We consider a closed simply connected subset T of a square and multiply it directly by an interval
[0, 1], thus obtaining a 3-dimensional manifold with boundary, homeomorphic to a closed 3-cube.
Then we glue parts of the boundary of this manifold and obtain 2-stratum S2 (every point of this
stratum has a neighborhood homeomorphic to three half balls glued together by the boundary
discs). Then we define a flow such that the Poincare´ map for the cross-section S2 is very similar to
the map g, see (11), while the time 1 map of a flow is continuous and displays the same asymptotic
behaviour as the Poincare´ map. Thereinafter we take p ∈ [0, 1/2] instead of p ∈ [0, 1] to avoid
incorrect constructions for p = 1.
Now we pass to a rigorous description.
3.2 Construction of a stratified manifold
First we describe three curves in the square R = {(x, y) | x, y ∈ [−1, 2]}. It isn’t necessary to
define them numerically, but just to state all their properties that we need. One can easily verify
the existence of such curves.
The curve γ−1 starts at the point (0,−1) and ends at (−1, 0), and coincides with the straight
intervals {(0,−1 + t)} and {(−1 + t, 0)}, t ∈ [0, ε], in some ε-neighborhoods of its endpoints.
Analogously, the curve γ1 starts at the point (1,−1) ends at (2, 0), and coincides with the straight
intervals {(1,−1 + t)} and {(2 − t, 0)}, t ∈ [0, ε], in some ε-neighborhoods of its endpoints, see
Figure 3a.
The curve γ0 starts at the point (−1, 1) and ends at (2, 1). It is tangent to the line {(x, 2)} at
the point (1/2, 2) and coincides with the straight intervals {(−1 + t, 1)} and {(2− t, 0)}, t ∈ [0, ε],
in some ε-neighborhoods of its endpoints.
Each of these three curves is assumed to be simple and C∞-smooth, to lie in the square R and
not to have any intersections with the other two curves. For every y0 ∈ (1, 2) the curve γ0 intersects
the line {y = y0} at two points.
We denote by T ⊂ R the closed subset of a square, bounded by these three curves and segments
on the boundary of the square (see Figure 3a).
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T
b
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Fig. 3a: ”base” subset T of the square R
Let
X = T × [0, 1/2] ⊂ {(x, y, p) | x, y ∈ [−1, 2], p ∈ [0, 1/2]}. (12)
Denote left and right parts of the boundary of the level
Tp := T × {p} (13)
by
Ep,−1 := {(−1, y, p) | y ∈ [0, 1]} and
Ep,1 := {(2, y, p) | y ∈ [0, 1]}.
(14)
We don’t change the notations, thus denote the lower boundary y = −1 of Tp by
Ip = {(x,−1, p) | x ∈ [0, 1]}, (15)
and split it into three parts
Ip,−1 := {(x,−1, p) | x ∈ [0;
1− p
2
)},
Ip,0 := {(x,−1, p) | x ∈ [
1− p
2
;
1 + p
2
]}, and
Ip,1 := {(x,−1, p) | x ∈ (
1 + p
2
; 1]}
(16)
as in (8), (9) (the difference between notations is adding the coordinate y with the condition
y = −1).
We take X and for every p ∈ [0, 1/2] glue linearly both intervals Ep,−1 and Ep,1 to the same
interval Iq(p), where the function q is defined in (10). This equivalence is specified as follows:
(−1, y, p) ≡ (y,−1, q(p));
(1, y, p) ≡ (y,−1, q(p)).
(17)
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Thus we obtain a stratified 3-manifold X˜ with one 2-dimensional stratum
S2 := ∪
1/2
p=0Iq(p) = {(x,−1, p) | x ∈ [0, 1], p ∈ [0, 1/3]}, (18)
that coincides (in X˜) with both rectangles
F± := ∪
1/2
p=0Ep,±1, (19)
see (14), according to the equivalence (17).
3.3 Construction of a flow
To describe the flow on X˜, we first describe the flow on X. This flow has two saddles ap and bp
on any level Tp (13). They lie on the intersection of γp,0 = γ0 × {p} on the level Tp with the line
lp = {(x, y, p) | y = 2 − p/2}, and hence depend smoothly on p and collide for p = 0 in the point
(1/2, 2, 0).
Let
X− := {(x, y, p) ∈ X | y < 2− p/2},
X+ := {(x, y, p) ∈ X | y > 2− p/2}.
(20)
The set X− can be described as ”part of X that lies below the plane L that contains all the ap’s
and bp’s”.
The function p is the first integral of the flow restricted to X−. The flow has no singular
points on X−. The left and right endpoints of the interval Ip,0 (see (15), (16)) lie on the incoming
separatrices of ap and bp respectively (for p = 0 these endpoints collide as well as a0 and b0 do).
The outcoming separatrices of ap and bp for the flow restricted to X
−
p = Xp ∩ X
− are respective
parts of γp,0. All other trajectories in X
−
p go from Ip,±1 to Ep,±1 and from Ip,0 to interval Ep,0 on
the line lp between ap and bp (see Figures 3b, 3c).
2− p/2
1 20−1
0
1
2
y
x
b b lpbpap
Ip,−1Ip,0Ip,1
Ep,1Ep,−1
b
b
b
b b b bb b
b
b
Fig. 3b: the flow on the level Tp for 0 < p 6 1/2
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Ep,1Ep,−1
b
b
b
b b b bb
b
b
Fig. 3c: the flow on the level Tp for p = 0
We also assume that there are some neighborhoods V± of F±, see (19), such that the generator of
the flow is equal to (0,±1, 0) in V± respectively; and a neighborhood U of S2 in X, see (18), such
that the the generator is equal to (1, 0, 0) in U .
We have already claimed that all the trajectories in X− preserve p-coordinate. The latter
assumptions mean that all the trajectories that escape the entrance cross-section Ip are ”locally
vertical” (preserving x-coordinate), and all the trajectories that come to the exit cross-sections
Ep,±1 are ”locally horisontal” (preserving y-coordinate), and, moreover, the velocity of the flow near
F± and S2 is locally constant and equal to 1. These assumptions will allow us descend the flow
easily to the glued manifold correctly (C∞-smoothly) in the 4-dimensional case, where we deal with
a genuine (non-stratified) manifold. The description of the flow restricted to X− is finished.
All trajectories in X+, except for the fixed points ap and bp, p ∈ [0, 1/2], and the unique
sink s3 := (1/2, 2, 1/2), start from the plane L that divides X
+ and X−, smoothly continue the
corresponding trajectories from X− that come to this plane, and tend to the sink s3.
The description of the flow on X is finished. We descend it on X˜ (without any worries about
its smoothness, because there is no smooth structure on the stratum S2, anyway).
Let G : X˜ → X˜ denote its time 1 map.
Lemma 3. The δ-measure sitting at the point s3 is a global SRB measure for the map G. The
set K3 of the points that don’t tend to s3 under iterates of G has zero Lebesgue 3-measure and
Hausdorff dimension 3.
Proof. The set of the points (x, p) of the ”front side” {y = 0} that don’t tend to the point s3 is the
intersection K ′2 of the set K2 from the previous section with the semispace p 6 1/2. By Lemma 2,
the set K ′2 has Hausdorff dimension 2 and zero Lebesgue 2-measure. The set K3 is a saturation of
K ′2 by the trajectories of the flow. Therefore K3 has zero Lebesgue 3-measure by Fubini theorem
and Hausdorff dimension 3 by Proposition 1. The rest of the points, obviously, tends to s3.
The map G is continuous, but as we discussed before, after the gluing (17) described above we
obtain a stratified manifold. To get rid of the 2-stratum S2 we need to add one more dimension.
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4 Dimension 4: gluing up a genuine manifold
We start with an unformal description of a flow on the 4-manifold with a piecewise-smooth bound-
ary, and then present the corresponding formulas.
4.1 Heuristic description again
Recall that X = T × [0, 1] is the subset of the 3-parallelepiped, before gluing the boundaries.
Multiply it by an interval [0, 1], introducing new coordinate h. Denote
M− = X− × [0, 1],
M+ = X+ × [0, 1].
(21)
We define a flow in M− as follows: its the trajectories start on each entrance square cross-section
on the level p (that is, Ip, multiplied by the h-interval [0, 1]) and preserve the h-coordinate until
they reach the boundary. The flow is actually the same as in X− in previous section, with the
condition on the generator h˙ = 0 added.
Almost all trajectories in M+ tend to a unique sink s4 (as in previous section: for M
+ instead
of X+, and s4 instead of s3).
Then we define the gluing of the boundaries of X×[0, 1] using the new coordinate h: the left and
right hand exit square cross-sections (that are E±, multiplied by the h-interval [0, 1]) are contracted
thrice in the h-direction and are divorced by gluing to the separated parts of the entrance square
cross-section on the level q(p).
Thus we obtain the flow that acts on a compact manifold with a piecewise smooth boundary.
The time 1 map of this flow is continuous, admits a global SRB measure sitting at the point s4,
and the SET doesn’t hold for it. Then, by means of several simple tricks, we derive from this flow
another one, which acts on the boundaryless manifold, and such that its time 1 map is bijective.
4.2 Construction of a manifold with a piecewise smooth boundary
Denote the ”front”, or ”entrance” cross-section by
M−1 := {(x,−1, p, h) | x, h ∈ [0, 1], p ∈ [0, 1/2]}.
The entrance square cross-section on the level p
Xp = {(x,−1, p, h) | x, h ∈ [0, 1]}
is divided into three parts in x-direction according to the splitting (9):
Xp,−1 = {(x, 0− 1, p, h) | x ∈ Ip,−1, h ∈ [0, 1]};
Xp,0 = {(x, 0− 1, p, h) | x ∈ Ip,0, h ∈ [0, 1]};
Xp,1 = {(x,−1, p, h) | x ∈ Ip,1, h ∈ [0, 1]}.
Let us also divide Xp into three equal parts in h-direction:
Zp,−1 = {(x,−1, p, h) | x ∈ [0, 1], h ∈ [0, 1/3)};
Zp,0 = {(x,−1, p, h) | x ∈ [0, 1], h ∈ [1/3, 2/3]};
Zp,1 = {(x, 0− 1, p, h) | x ∈ [0, 1], h ∈ (2/3, 1]}.
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We also define the ”exit squares” on the level p:
Ap,0 = {(x, y, p, h) | (x, y, p) ∈ Ep,0, h ∈ [0, 1]},
Ap,±1 = {(x, y, p, h) | (x, y, p) ∈ Ep,±1, h ∈ [0, 1]},
and glue the squares Ap,±1 linearly to the rectangles Zq(p),±1 by the following equivalence:
(−1, y, p, h) ≡ (y,−1, q(p), h/3);
(2, y, p, h) ≡ (y,−1, q(p), 1− (h/3)).
(22)
Thus we obtain the genuine C∞-smooth manifold M with a piecewise smooth. Indeed, all we
need is to verify the existence of local charts on the manifold N ⊂M−1,
N := {(x,−1, p, h) | x ∈ [0, 1], p ∈ [0, 1/3], h ∈ [0, 1/3] ∪ [2/3, 1]}. (23)
Note that one can continue the manifold X × [0, 1] in x-direction to the neighborhoods of Ap,±1
and in y-direction to the neighborhood of Zq(p),±1 (in R
4), and extend the equivalence (22) by the
following formulas (for ε sufficiently close to 0):
(−1 + ε, y, p, h) ≡ (y,−1− ε, q(p), h/3);
(2− ε, y, p, h) ≡ (y,−1− ε, q(p), 1− (h/3)).
(24)
Then the local charts on N descend from R4 to M according to the latter equivalence.
4.3 Construction of a flow
In fact, we should add only few words to the heuristic description of the flow to make it rigorous.
As was mentioned before, the flow inM− is actually the same flow as described the 3-dimensional
case, multiplied directly by coordinate h (preserving it). We assumed before, that for the flow dec-
sribed the 3-dimensional case, there are some neighborhoods of F± and S2, such that the generator
of the flow is equal to (0,±1, 0) in V± respectively, and is equal to (1, 0, 0) in U . Thus, by the equiv-
alence (24), there is a neighborhood of N in M such that the generator of the flow is identically
equal to (1, 0, 0, 0) in this neighborhood. It means that the flow is descended to M C∞-smoothly.
Figure 4 displays the first return map to the ”front” cubic cross-section M−1 for points in Xp,−1
and Xp,1 that return to this cross-section (equivalently: for points whose x-coordinate is not central
in terms of the map g, see Section 2.2). This map resembles a ”non-autonomous horseshoe map”:
the p-levels are non-invariant and the expanding rate depends on the level.
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Fig. 4: first return map for the front cubic transversal M−1
Analogously to the 3-dimensional case, we put inM+, see (21), the unique sink s4 = (1/2, 2, 1/2, 1/2).
This sink attracts all the trajectories of the flow as soon as they reach M+, except of two surfaces
of the fixed points:
{(x, y, p, h) | (x, y) = ap, p ∈ [0, 1/2], h ∈ [0, 1]}
and
{(x, y, p, h) | (x, y) = bp, p ∈ [0, 1/2], h ∈ [0, 1]}.
Let H : M → M denote time 1 map of the flow described above (one should distinguish it from
the first return map displayed on the Figure 4).
Lemma 4. The δ-measure sitting at the point s4 is a global SRB measure for the map H. The
set K4 of the points that don’t tend to s4 under iterations of H has zero Lebesgue 4-measure and
Hausdorff dimension 4.
Proof. The set K4 is the cross product of K3 and an interval [0, 1], modulo the set of Hausdorff
dimension 3 that does not affect on it’s Lebesgue 4-measure. Hence all the assertions of the lemma
follow from the corresponding statements of Lemma 3.
4.4 Proof of the Theorem
Proof of the theorem. The theorem can be easily deduced from Lemma 4. Step 1. To construct
an example of endomorphism on a 4-manifold with a piecewise smooth boundary into itself, for
which the SET fails, one should take the map H that has a global SRB measure (δ-measure sitting
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at s4), and any function ϕ such that ϕ(s4) = 0 and ϕ(t) = 1 ∀t ∈ K4. Then Kϕ,1 = K4, and hence,
by Lemma 4, the SET doesn’t hold for H .
Then we make three simple improvements. First, we construct a similar example on the the
manifold M˜ with a C∞-smooth boundary. Step 2. The manifold M has a piecewise smooth
boundary. The non-smooth set of the boundary lies on the cross-section M−1. It consists of the
boundary (in M−1) of the set N of points that are glued by the equivalence (22), see (23). Then
one can link any 4-regions to a small neighbourhood of this set bounded by some C∞-hypersurfaces
that C∞-smoothly link to the boundary ofM (see Figure 5). Thus we obtain a manifold M˜ that has
a C∞-smooth boundary. The flow can be naturally extended to M˜ by the same formula (1, 0, 0, 0)
for the generator (in the natural chart in a neighborhood of N in R4). Obviously, the SET still
does not hold for time 1 map H˜ of this flow on M˜ .
M−1
∂M˜
M˜ \M
Fig. 5: slow flow on the smoothened manifold M˜
Step 3. The time 1 map H˜ of the described flow is not invertible. To make it invertible, we
use the ”slow down procedure” near the boundary of M˜ . Namely, we multiply the generator of the
flow by a C∞-function that is equal to 0 on the boundary ∂M˜ of M˜ and is positive in its interior
Int M˜ (see Figure 5 again).
For the function ϕ described above, this procedure doesn’t change neither the Hausdorff dimen-
sion of the (ϕ, 1)-nontypical set of the time 1 map of a flow, nor Lebesgue 4-measure of the basin
of attraction of s4. Indeed, for every point of Int M˜ its positive semiorbit of the flow action does
not intersect the boundary of M˜ . Therefore, the (ϕ, 1)-nontypical set and the basin of attraction
of s4 for these two flows (”fast flow” and ”slow flow”) can differ only by subsets of ∂M˜ . But ∂M˜
has dimension 3 and doesn’t affect on the 4-measure and on Hausdorff dimenion of the larger sets
(sets of Hausdorff dimension more than 3).
We constructed an example of a C∞-diffeomorphism Hslow of a compact 4-manifold with a
smooth boundary, for which the SET doesn’t hold.
Step 4. Note that in the previous example the boundary of ∂M˜ totally consists of fixed points
of Hslow (one of these points, s4, is a support of a global SRB measure). To obtain an example on
a boundaryless manifold, we consider the double of the manifold M˜ . Namely, we take two copies
of M˜ and glue the boundaries of these copies by the natural ”identical” map. The two points s4 on
the copies glue together. Our diffeomorphism Hslow naturally extends to the diffeomorphsm H of
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the new manifold M (because ∂M˜ is fixed for Hslow). Obviously, H has a global SRB measure in
M (the glued point s4), but the SET does not hold for it, as well as for Hslow.
4.5 Topological type of the manifold
Our construction shows that 4-dimensional manifold M is homeomorphic to a neighborhood in R4
of union of two circles. It is also homeomorphic to the direct product of a filled pretzel and an
interval. The same can be said about M˜ . Hence, the manifold M is a double of the direct product
of a filled pretzel and an interval.
M can also be described as a connected sum of two S3 × S1. Indeed, the filled pretzel is a
connected sum of two solid tori D2 × S1. Hence, the direct product of a filled pretzel and an
interval is homeomorphic to the connected sum of two D3 × S1. But the doubling operation and
the operation of taking a connected sum (of two equal manifolds) topologically commute. The
doubling of D3 × S1 is obviously homeomorphic to S3 × S1 (as far as the doubling of every n-disk
Dn is Sn). Therefore, M is homeomorphic to a connected sum of two S3 × S1.
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