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Abstract In this note we mainly study the fine Jordan–Chevalley decomposition: a
refinement of the classical Jordan–Chevalley decomposition of a matrix and we pay a
particular attention to the field of the coefficients of the matrix. Moreover we obtain
some further additive and multiplicative decompositions of a matrix under suitable
conditions.
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Introduction
Aim of this note is to present some decomposition formulas for a square matrix M
starting from the classical Jordan–Chevalley decomposition (or SN decomposition).
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Some of such formulas are well-known at least in ordinary real and complex cases.
We set and, when possible, extend them in a coherent and self-contained context by
paying attention to the properties of the field K of the coefficients of M .
In Sect. 1 we redraft the well-known additive Jordan–Chevalley decomposition of
M as sum of its semisimple part S(M) and of its nilpotent part N (M) (Theorem 1.6).
We construct the matrix S(M) (and so N (M) = M−S(M)) as function of its Frobenius
covariants (Definition 1.1) and of the eigenvalues of M . The Frobenius covariants of
S(M) are polynomial functions of M uniquely determined by M itself which we obtain
by means of a suitable Bézout’s identity (Proposition 1.5). We prove that an arbitrary
matrix is semisimple if and only if it has a Frobenius decomposition, i.e. it is linear
combination of its Frobenius covariants with nonzero pairwise distinct coefficients
(Proposition 1.9). The matrices S(M), N (M) have coefficients in K†, the fixed field
of Aut (F/K), where F is the spitting field of the minimal polynomial of M .
In Sect. 2 we decompose S(M) in a unique way as sum of a finite number of
suitable semisimple matrices Si (M)’s with coefficients in K†, called unbreakable.
Each Si (M) is again a polynomial function of M and it corresponds to a distinct
irreducible component over K of the minimal polynomial of M or, equivalently, to
a distinct orbit of the action of Aut (F/K) on the spectrum of M (Definition 2.2,
Proposition 2.3, Remark 2.6).
In correspondence to each Si (M) we determine a suitable nilpotent matrix Ni (M)
with coefficients in K†. Such matrices, whose sum is N (M), are polynomial functions
of M , uniquely determined by suitable conditions (Notations 2.4, Proposition 2.7).
Putting together these two decompositions, we get the additive fine Jordan–
Chevalley decomposition of M (Definition 2.8), which seems to refine the Jordan–
Chevalley decomposition.
Aim of Sect. 3 is to obtain the analogous of Schwerdtfeger’s formula and of
Sylvester’s formula, which hold in real and complex cases and allow to express the
image of a matrix under an analytic function f by means of the derivatives of f , of the
eigenvalues and of the Frobenius covariants of the matrix. This is fully obtained when
f is a polynomial, while, to guarantee the convergence of f as a series, we assume
that the field K is a complete valued field with respect to a non-trivial absolute value
(Proposition 3.2). The formula, we get, allows to identify easily the semisimple part
and the nilpotent part of the image of the matrix. Finally we sketch how to get its fine
components (Remark 3.4).
Section 4 is devoted to real closed fields, generalizing the real field. In particular we
prove that if M is a nonsingular matrix, then it has a unique complete multiplicative
Jordan–Chevalley decomposition, which expresses M as a product of three pairwise
commuting matrices which are polynomial expressions of M : a diagonalizable matrix
over K with strictly positive eigenvalues, a semisimple matrix with eigenvalues of norm
1 and a unipotent matrix (Proposition 4.2). We conclude the section by proving, over
the algebraic closure of such fields, the existence and the uniqueness of a coordinate-
free version of the Singular Value Decomposition of a matrix (Propositions 4.8 and
4.10).
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1 Jordan–Chevalley decomposition
In this paper K denotes an arbitrary fixed field, K its algebraic closure, Mn(K) the
K-algebra of square matrices of order n with coefficients in K and In the identity
matrix of order n.
Definition 1.1 (a) The spectrum, Sp(A), of a matrix A ∈ Mn(K) is the set of all
eigenvalues of A in K and Sp∗(A) is the set of nonzero elements of Sp(A).
(b) We recall that a matrix A ∈ Mn(K) is semisimple if it is diagonalizable over K
or equivalently if it is diagonalizable over the splitting field of its minimal polynomial.
(c) We say that a non-empty family of matrices A1, . . . , Ap ∈ Mn(K) \ {0} is a
Frobenius system, if Ai A j = δi j Ai for every i, j (δi j is the Kronecker symbol).
(d) We call Frobenius decomposition of A ∈ Mn(K) any decomposition
A =
∑p
i=1λi Ai
where A1, . . . , Ap ∈ Mn(K) \ {0} form a Frobenius system and λ1, . . . , λp ∈ K \
{0} are pairwise distinct. In this case, the matrices A1, . . . , Ap are called Frobenius
covariants of A (see for instance [3], p. 403).
Lemma 1.2 Let A ∈ Mn(K) and assume that it has a Frobenius decomposition
A = ∑pi=1 λi Ai . Then
(a) K n = I m A1 ⊕ I m A2 ⊕ · · · ⊕ I m Ap ⊕ K er A;
(b) the distinct nonzero eigenvalues of A in K are λ1, . . . , λp (hence A = 0);
(c) K er(A − λi In) = I m(Ai ) for every i , K er(A) = I m(In − ∑pi=1 Ai ) and so
A is semisimple;
(d) 0 is an eigenvalue of A if and only if ∑pi=1 rk(Ai ) < n .
Proof These facts are standard and their proofs can be found for instance in [11]
Ch.2. unionsq
Lemma 1.3 Let A1, . . . , Al ∈ Mn(K) \ {0}, l ≥ 1, and assume that, for every i ,
Ai = ∑pij=1 λi j Ai j is a Frobenius decomposition of Ai with Sp∗(Ai )∩ Sp∗(Ai ′) = ∅
for every i = i ′.
Then
∑l
i=1
∑pi
j=1 λi j Ai j is a Frobenius decomposition of
∑l
i=1 Ai if and only if
Ai Ai ′ = 0 as soon as i = i ′.
Proof One implication is trivial.
Assume now that Ai Ai ′ = 0 for every i = i ′ and remember that from the previous
Lemma we have: K n = I m Ai1 ⊕ · · · ⊕ I m Aipi ⊕ K er Ai for every i .
Fix an index i ′ ∈ {1, . . . , l}, an index m ∈ {1, . . . , pi ′ } and a vector w ∈ Kn .
For i = i ′ we have: 0 = Ai Ai ′(Ai ′mw) = ∑h,k λihλi ′k Aih Ai ′k(Ai ′mw) =∑
h λihλi ′m Aih Ai ′m(Ai ′mw) =
∑
h λihλi ′m Aih(Ai ′mw), hence from the decom-
positions of Kn above, we get: λihλi ′m Aih(Ai ′mw) = 0 for every h ∈ {1, . . . , pi }.
So Aih Ai ′mw = 0 for every w ∈ Kn , being λihλi ′m = 0. Hence {Ai j } is a Frobenius
system and we can conclude because the λi j ’s are nonzero and pairwise distinct. unionsq
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Notations 1.4 (and remarks) (a) Next M will be always a fixed matrix in Mn(K)
with minimal polynomial
m(X) = m1(X)μ1 · · · mr (X)μr
where μ1, . . . , μr > 0 and m1(X), . . . , mr (X) are mutually distinct irreducible poly-
nomials in K[X ] of degrees d1, . . . , dr respectively.
Note that 0 is an eigenvalue of M if and only if one of the polynomials mi (X)’s is
X . From now on, in this case (after reordering) we assume that mr (X) = X .
(b) We denote by F the splitting field of m(X) and by K† the fixed field of the group
Aut (F/K) (the group of automorphisms of F fixing each element of K).
Of course: K ⊆ K† ⊆ F ⊆ K and inclusions are generally strict.
Moreover K = K† (i.e. F/K is a Galois extension, see for instance [7] Ch. VI §1)
if and only if each polynomial mi (X) is separable over K (i.e. its roots in K are all
distinct). This is always true if K is perfect, e.g. in case of characteristic 0 (see for
instance [6] p.26 and p.58).
Note that, by Jordan canonical form, M is semisimple if and only if μ1 = · · · =
μr = 1 and K = K†.
(c) We denote by λi1, . . . , λiρi the ρi distinct roots of mi (X) (in F).
We recall that, if P(X) ∈ K[X ] is irreducible over K, the subset of K of all its
distinct roots is said to be a conjugacy class over K. Therefore λi1, . . . , λiρi form a
conjugacy class over K.
By the assumption in (a), if 0 is eigenvalue of M , then ρr = 1 and λr1 = 0. Hence
Sp(M) and Sp∗(M) are both disjoint union of conjugacy classes over K.
Note that λi j = λi ′ j ′ as soon as (i, j) = (i ′, j ′) and moreover we have ρi ≤ di ,
generally without equality because the polynomials mi (X)’s are not supposed to be
separable.
Every element of Aut (F/K) acts as a permutation on the sets of roots of each poly-
nomial mi , so every ϕ ∈ Aut (F/K) induces a permutation σϕi on each set {1, . . . , ρi },
i = 1, . . . , r such that ϕ(λi j ) = λi σϕi ( j).
Polynomials in F[X ], which are invariant under the action of Aut (F/K) on their
coefficients, are actually in K†[X ].
We can factorize m(X) = ∏ri=1
∏ρi
j=1(X − λi j )ηi for suitable integers ηi ≥ μi .
The exponent ηi is equal to μi , if mi (X) is a separable polynomial; otherwise the
characteristic of K is positive and
ηi
μi
is a power of it. In all cases the power ηi of
(X − λi j ) is independent of j (see for instance [7] pp.284–285).
(d) For every i , we denote gi (X) = ∏ρij=1(X − λi j ) and g(X) =
∏r
i=1 gi (X).
The polynomials gi and g are invariant under the action of the group Aut (F/K)
(because the coefficients of each gi are elementary symmetric functions of the roots
λi1, . . . , λiρi ), so they belong to K†[X ].
We remark that, if L′/L is any normal finite-dimensional extension, then the orbit
of every α ∈ L′ under the action of Aut (L′/L) coincides with the conjugacy class of
α over L (this is a consequence for instance of [6] Thm.21 p.24).
Since F is a normal finite-dimensional extension of both K and K† and Aut (F/K) =
Aut (F/K†), the conjugacy classes of α over K and over K† overlap.
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Therefore, for every i , the set {λi1, . . . , λiρi } is a conjugacy class over K† too, hence
gi is irreducible as element of K†[X ] and ρi is the degree of each λi j on K†.
(e) Finally we pose Gi j (X) = m(X)
(X − λi j )ηi =
∏
h =i mh(X)μh
∏
k = j (X − λik)ηi
for every i = 1, . . . , r and every j = 1, . . . , ρi and we observe that Gi j (X) has
coefficients in K(λi1, . . . , λiρi ) ⊆ F.
Proposition 1.5 Assume the same notations as in 1.4. (a) There is a unique set of
polynomials {Bi j (X) : i = 1, . . . , r, j = 1, . . . , ρi } in F[X ] such that
Bi j (X) ∈ K(λi1 . . . , λiρi )[X ], deg Bi j (X) < ηi for every i, j and∑r
i=1
∑ρi
j=1 Bi j (X)Gi j (X) = 1 (Bézout’s identity).
(b) For every i = 1, . . . , r and j = 1, . . . , ρi , the polynomial
Ci j (X) = Bi j (X)Gi j (X)
is in K(λi1 . . . , λiρi )[X ] ⊆ F[X ] and satisfies deg Ci j (X) < deg m(X).
Moreover the family of matrices Ci j (M) ∈ Mn(F) (i = 1, . . . , r, j = 1, . . . , ρi )
is a Frobenius system with
∑r
i=1
∑ρi
j=1Ci j (M) = In .
Proof Since Gi j (X) and (X − λi j )ηi are polynomials with coefficients in
K(λi1, . . . , λiρi ) and have greatest common divisor equal to 1, there exist, uniquely
determined, Bi j (X), Li j (X) ∈ K(λi1 . . . , λiρi )[X ] such that
Bi j (X)Gi j (X) + Li j (X)(X − λi j )ηi = 1, deg(Bi j ) < ηi and deg(Li j ) <
deg(Gi j ) = deg(m) − ηi , for every i, j .
So (X − λi j )ηi divides Bi j (X)Gi j (X) − 1. On the other hand (X − λi j )ηi divides
Bhk(X)Ghk(X) as soon as (h, k) = (i, j) and so ∑h,k Bhk(X)Ghk(X) − 1 is divided
by every (X − λi j )ηi and hence by m(X).
But deg(
∑
h,k Bhk(X)Ghk(X)−1) < deg(m(X)) and so
∑
h,k Bhk(X)Ghk(X) =
1.
For the uniqueness of the polynomials Bi j (X)’s, assume that certain polynomials
Ai j (X)’s satisfy the same properties of the Bi j (X)’s. Hence
∑
h,k Ahk(X)Ghk(X) =
Ai j (X)Gi j (X) + ∑(h,k) =(i, j) Ahk(X)Ghk(X) = 1 and deg(Ai j ) < ηi .
Since (X − λi j )ηi divides ∑(h,k) =(i, j) Ahk(X)Ghk(X), we can write
Ai j (X)Gi j (X) + L ′i j (X)(X − λi j )ηi = 1 with deg(Ai j ) < ηi and
deg(L ′i j ) < deg(Gi j ) = deg(m) − ηi and we conclude (a) by the uniqueness
above recalled.
For (b) we remark that ∑i, j Ci j (M) = In is a direct consequence of (a).
If (i, j) = (h, k), then Ci j (M)Chk(M) = Bi j (M)Bhk(M)Gi j (M)Ghk(M) = 0,
because Gi j (X)Ghk(X) is a multiple of the minimal polynomial of M .
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Finally Ci j (M) = Ci j (M)In = Ci j (M)
[∑
h,k Chk(M)
] = Ci j (M)2 and the
assertion is proved. unionsq
Theorem 1.6 [Additive Jordan–Chevalley decomposition] Let M ∈ Mn(K), λi j be
the distinct eigenvalues of M as in Notations 1.4 and the matrices Ci j (M)’s as in 1.5.
Then the matrices
S(M) =
r∑
i=1
ρi∑
j=1
λi j Ci j (M) and N (M) = M − S(M)
are polynomial expressions of M and have coefficients in K†, S(M) is semisimple,
N (M) is nilpotent, S(M)N (M) = N (M)S(M) and of course M = S(M) + N (M).
Moreover if M = S + N is any decomposition with S ∈ Mn(K) semisimple,
N ∈ Mn(K) nilpotent and SN = N S, then S = S(M) and N = N (M).
Proof Note that if ϕ ∈ Aut (F/K) and σϕi is the permutation induced by ϕ on{1, . . . , ρi }, i = 1, . . . , r , then ϕ(Bi j (X)) = Bi σϕi ( j)(X) (we still denote by ϕ its
natural extension to F[X ]).
Indeed from the equality 1 = ∑ri=1
∑ρi
j=1 Bi j (X)Gi j (X) we get:
1 = ϕ(1) = ϕ
(∑r
i=1
∑ρi
j=1 Bi j (X)Gi j (X)
)
=
∑r
i=1
∑ρi
j=1ϕ(Bi j (X))ϕ(Gi j (X)).
Now ϕ(Gi j (X)) = Gi σϕi ( j)(X), because ϕ acts as a permutation, hence
1 = ∑ri=1
∑ρi
j=1 ϕ(Bi j (X))Gi σϕi ( j)(X) and ϕ(Bi j (X)) = Bi σϕi ( j)(X) by unique-
ness of Bi j ’s in 1.5 (a).
In particular every ϕ ∈ Aut (F/K) satisfies: ϕ(Ci j (X)) = Ci σϕi ( j)(X) for every
i, j , because ϕ preserves the product.
Now let us consider the polynomial S(X) = ∑ri=1
∑ρi
j=1 λi j Ci j (X).
For every ϕ ∈ Aut (F/K), we get ϕ(S(X)) = ∑ri=1
∑ρi
j=1 λi σϕi ( j)Ci σϕi ( j)(X) =
S(X), so S(X) ∈ K†[X ] being fixed by each ϕ ∈ Aut (F/K).
This implies that N (X) = X − S(X) ∈ K†[X ] and that the matrices S(M) and
N (M) (in Mn(K†)) commute, because they are polynomial expressions of M .
S(M) is diagonalizable over F by 1.2 and 1.5 (b).
To prove that N (M) is nilpotent, we remark that, by the properties of the matrices
Ci j (M)’s, we have:
[M − S(M)]h =
[∑
i, j (M − λi j In)Ci j (M)
]h
=
∑
i, j (M − λi j In)
hCi j (M)
=
(∑
i, j (M − λi j In)
h−ηi Bi j (M)
)
m(M)
= 0 as soon as h ≥ max{η1, . . . , ηr }.
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Finally if S(M) + N (M) = S + N , then S(M) − S = N − N (M). The condition
SN = N S implies that the matrices S and N commute with M and so also with
S(M) and N (M). Hence S and S(M) have a common basis of eigenvectors in Kn , so
S(M)− S is semisimple. Since N − N (M) is nilpotent, we conclude that S(M)− S =
N − N (M) = 0. unionsq
Definition 1.7 The matrices S(M) and N (M) of the previous Theorem are said to be
the semisimple part and the nilpotent part of M respectively and the decomposition
M = S(M) + N (M) is said to be the (additive) Jordan–Chevalley decomposition (or
(additive) SN decomposition) of M .
Remark 1.8 We denote by r ′ the integer r ′ = r when M is nonsingular and r ′ = r −1
otherwise. Remembering 1.4, if S(M) = 0, we can write the semisimple part of M as
S(M) =
∑r ′
i=1
∑ρi
j=1λi j Ci j (M) , with λi j = 0 for every i, j.
This decomposition is a Frobenius decomposition of S(M) and the matrices Ci j (M)
with i = 1, . . . , r ′ and j = 1, . . . , ρi , are Frobenius covariants of S(M).
Proposition 1.9 A matrix A ∈ Mn(K) \ {0} has a Frobenius decomposition if and
only if it is semisimple.
If this is the case, the Frobenius decomposition and, so, the Frobenius covariants
are uniquely determined.
Proof Indeed the first part follows directly from 1.8 and from 1.2.
For the uniqueness, if A = ∑pi=1 λi Ai is a Frobenius decomposition of A, then
from 1.2 the coefficients λi ’s are necessarily the non-zero distinct eigenvalues of A
and from the properties of the Ai ’s, arguing as in [1] Thm. 2.2, we get the matricial
system
p∑
h=1
λmh Ah = Am, 1 ≤ m ≤ p,
whose associated matrix has non-zero determinant, because it is equal to the Vander-
monde determinant of λ1, . . . , λp multiplied by λ1 · · · λp. Hence the Ai ’s are uniquely
determined. unionsq
Remark–Definition 1.10 (a) Note that the matrix M is not nilpotent if and only if
S(M) = 0. In this case we refer to the Frobenius covariants of S(M) also as Frobenius
covariants of M .
(b) The matrices M and S(M) above have the same distinct eigenvalues, so if M is
nonsingular, then S(M) is nonsingular too.
In this case we get easily the equality S(M)−1 = ∑ri=1
∑ρi
j=1 λ
−1
i j Ci j (M); this
gives the Frobenius decomposition of the matrix S(M)−1 which results polynomial
in M .
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Moreover from the additive decomposition M = S(M) + N (M), we get the
multiplicative Jordan–Chevalley decomposition (or multiplicative SN decomposition)
M = S(M)U (M) with U (M) = (In + S(M)−1 N (M)) ∈ Mn(K†) unipotent and
S(M), U (M) polynomials in M (and therefore commuting).
Finally S(M), U (M) are the unique matrices with coefficients in K such that M =
S(M)U (M), S(M) semisimple, U (M) unipotent and S(M)U (M) = U (M) S(M)
(see for instance [5] Lemma B p.96).
By the way we note that in general S(M)h = ∑ri=1
∑ρi
j=1 λ
h
i j Ci j (M) for every
h ∈ N and that, if M is nonsingular, then the same formula holds for every h ∈ Z.
2 Fine Jordan–Chevalley decomposition
Remark 2.1 Let S be a semisimple square matrix with coefficients in a generic field
L and F be the splitting field of its minimal polynomial. Since S is semisimple, its
minimal polynomial has no multiple root in F (i.e. it is separable over L). Hence
F/L is a Galois extension (see for instance [6] Part I, §5) and so the fixed field L† of
Aut (F/L) is exactly L.
Definition 2.2 We say that a semisimple matrix S ∈ Mn(L) is unbreakable over L,
if, whenever S = A + B with A, B ∈ Mn(L) semisimple matrices, AB = B A = 0
and Sp∗(A) ∩ Sp∗(B) = ∅, then A = 0 or B = 0.
Proposition 2.3 Let S ∈ Mn(L) be a semisimple matrix.
(1) S is unbreakable over L if and only if S = 0 (i.e. Sp∗(S) = ∅) or Sp∗(S)
consists in a single conjugacy class over L.
(2) If Sp∗(S) consists of l ≥ 1 conjugacy classes, then there exist l unbreakable
semisimple matrices, S1, . . . , Sl ∈ Mn(L) \ {0}, such that S = S1 + · · · + Sl and, for
every i = j , Si S j = 0 and Sp∗(Si ) ∩ Sp∗(S j ) = ∅.
(3) If S = 0, its decomposition in unbreakable semisimple matrices stated in (2)
is unique up to the order of the matrices Si ’s and we refer to it as the unbreakable
semisimple decomposition of S and to matrices Si ’s as the unbreakable semisimple
components of S.
Proof Assume that S = A + B with A, B ∈ Mn(L) semisimple matrices, AB =
B A = 0 and Sp∗(A) ∩ Sp∗(B) = ∅ with A = 0 and B = 0. Let A = ∑pi=1 αi Ai
and B = ∑qj=1 β j B j be their Frobenius decompositions. Since Sp∗(A) ∩ Sp∗(B) =
∅, by 1.3 we get that ∑pi=1 αi Ai +
∑q
j=1 β j B j is the Frobenius decomposition of
S = A + B. In particular, by 1.2, α1 and β1 are both eigenvalues of S with distinct
conjugacy classes over L: indeed the class of α1 in contained in Sp∗(A) and the class
of β1 in contained in Sp∗(B). This concludes part “if” of (1).
Now if S is semisimple and nonzero, then we can consider its Frobenius decom-
position:
∑l
i=1
∑ρi
j=1 λi j Ci j , where Ci j ’s are the Frobenius covariants of S and{λi1, . . . , λiρi }, 1 ≤ i ≤ l, are the l conjugacy classes of nonzero eigenvalues of
S.
For every i we denote: Si = ∑ρij=1 λi j Ci j . These matrices have coefficients in L.
For, since F/L is a Galois extension, it suffices to check that every Si is Aut (F/L)-
invariant.
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Arguing as in the proof of 1.6, if ϕ ∈ Aut (F/L) and σϕi , 1 ≤ i ≤ l, is the per-
mutation induced by ϕ on {1, . . . , ρi }, then ϕ(λi j ) = λi σϕi ( j) and ϕ(Ci j ) = Ci σϕi ( j).
Hence ϕ(Si ) = ∑ρij=1 λiσϕi ( j)Ci σϕi ( j) = Si and therefore Si has coefficients in L.
These matrices are unbreakable because of part “if” of (1), while the remaining
properties follow easily from the properties of Ci j ’s and from 1.2. This completes part
(2).
Part “only if” of (1) is a direct consequence of (2).
For (3), let S = S′1+· · ·+S′l ′ be another decomposition with every S′i ∈ Mn(L)\{0}
semisimple and unbreakable over L and such that, for every i = j , S′i S′j = 0 and
Sp∗(S′i ) ∩ Sp∗(S′j ) = ∅.
By 1.3, the sum of the Frobenius decompositions of the matrices S′j ’s is the Frobe-
nius decomposition of S. But each matrix S′j is unbreakable and, by (1), it is uniquely
determined by a conjugacy class over L of nonzero eigenvalues of S. Since the same
fact holds for the matrices Si ’s, by uniqueness of the Frobenius decomposition of S,
we get that l = l ′ and, up to change order, Si = S′i for every i . unionsq
Notations 2.4 [and remarks] (a) Remembering the same notations as in 1.4, in the
remaining part of this section we assume that the fixed matrix M ∈ Mn(K) is not
nilpotent; this is equivalent both to S(M) = 0 and to r ′ ≥ 1 (remember 1.8).
(b) By 1.2, the eigenspace in Kn , relative to the eigenvalue λi j of S(M), is
I m Ci j (M). Hence K
n = ⊕ri=1 ⊕ρij=1 I m Ci j (M) as vector spaces over K (remember
that, by 1.2 (c), if λr1 = 0, then I m Cr1(M) = K er S(M)).
(c) If the polynomials Ci j (X)’s are as in 1.5, we define the polynomials
Si (X) =
ρi∑
j=1
λi j Ci j (X)
for every i = 1, . . . , r ′ and
Ni (X) =
ρi∑
j=1
(X − λi j )Ci j (X)
for every i = 1, . . . , r
and the related matrices Si (M) and Ni (M).
We note that
∑ρi
j=1 λi j Ci j (M) is the Frobenius decomposition of Si (M) and that
Ni (M)ηi = ∑ρij=1(M − λi j In)ηi Ci j (M) = 0, because
∑ρi
j=1(X − λi j )ηi Ci j (X) is
multiple of the minimal polynomial m(X) of M . Moreover each Ni (M) is a polynomial
expression of M of degree at most deg(m(X)).
Proposition 2.5 (a) For every i , Si (X) and Ni (X) have coefficients in K†,
deg(Si (X)) < deg(m(X)), deg(Ni (X)) ≤ deg(m(X)) and
S(M) =
r ′∑
i=1
Si (M), N (M) =
r∑
i=1
Ni (M).
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(b) For all admissible indices i, h, l, if u ∈ I m Chl(M), we have: Si (M)u = δihλhlu
and Ni (M)u = δih N (M)u.
(c) Si (M)S j (M) = 0 as soon as i = j .
(d) K er S(M) = K er Mηr .
(e) If r ≥ 2, the minimal polynomial of each Si (M) is Xgi (X).
Proof The polynomials have coefficients in K†: indeed, arguing as in 1.6, they are
Aut (F/K)-invariant. The inequalities on the degrees follow from the degrees of
Ci j (X)’s (remember 1.5). The additive decompositions of S(M) and N (M) follow
from the definitions. This concludes (a).
We get (b) by multiplying Si (M) and Ni (M) on the right with an element of the
form u = Chl(M)v and by remembering the definitions and the properties of the
involved matrices. Again a direct computation allows to get (c).
Assertion (d) is trivial, when M is nonsingular. Otherwise we have: λr1 = 0, ρr = 1
and r ′ = r − 1. In this case we want to prove that there exists a matrix W such that
S(M) = W Mηr . This implies that K er Mηr ⊆ K er S(M).
We have:
m(X) =
[∏r−1
h=1
∏ρh
l=1(X − λhl)
ηh
]
Xηr ,
so Gi j (X) =
∏r−1
h=1
∏ρh
l=1(X − λhl)ηh
(X − λi j )ηi X
ηr .
Since the fractions Wi j (X) =
∏r−1
h=1
∏ρh
l=1(X − λhl)ηh
(X − λi j )ηi are actually polynomials
for every i ≤ r − 1, we can conclude that Gi j (M) = Wi j (M)Mηr .
Hence we get the desired assertion with W = ∑r−1i=1
∑ρi
j=1 λi j Bi j (M)Wi j (M).
For the opposite inclusion we have: MCr1(M) = S(M)Cr1(M) + N (M)Cr1(M)
and so MCr1(M) = Nr (M)Cr1(M). Hence Mηr Cr1(M) = (MCr1(M))ηr =
Nr (M)ηr Cr1(M) = 0 since Nr (M) is nilpotent of order ηr . We can conclude because
I m Cr1(M) = K er S(M), by 1.2.
Finally 1.2 implies that, for every index i , the set of all eigenvalues of Si (M)
is {λi1, . . . , λiρi , 0}, because r ≥ 2, and that Si (M) is semisimple, so its minimal
polynomial is Xgi (X). This concludes (e). unionsq
Remark 2.6 If S(M) ∈ Mn(K†) \ {0} is the (nonzero) semisimple part of M , then
S1(M), . . . , Sr ′(M) ∈ Mn(K†) \ {0} are the unbreakable semisimple components
of S(M). Each matrix Si (M) is a polynomial expression of M of degree at most
deg(m(X)) − 1. This fact follows directly by 2.3.
Proposition 2.7 Let N (M) be the nilpotent part of M. Then the matrices N1(M), . . . ,
Nr (M) are in Mn(K†) and are uniquely determined in Mn(K) by the conditions:
(a) N (M) = N1(M) + · · · + Nr (M);
(b) Nh(M)Sl(M) = 0 as soon as h = l;
(c) for every h = 1, . . . , r ′, there is a matrix Wh ∈ Mn(K) such that
Nh(M) = Wh Mηr .
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Proof Standard computations show that the matrices Nh(M)’s satisfy (a) and (b).
Part (c) is trivial, if M is nonsingular. Otherwise, as in the proof of 2.5 (d), for every
h ≤ r ′, we have Ghj (M) = Whj (M)Mηr .
Hence, after posing Wh = ∑ρhj=1(M − λh j In)Bhj (M)Whj (M), we get Nh(M) =
Wh Mηr and this concludes (c).
Now let N1, . . . , Nr be matrices in Mn(K) satisfying (a), (b), (c).
From the decomposition Kn = ⊕rh=1 ⊕ρhl=1 I m Chl(M) of 1.2 and 2.5 (b), it suffices
to check that Niv = δih N (M)v for everyv ∈ I m Chl(M) and for all admissible indices
h, i, l.
Assume first that h ≤ r ′, so λhl = 0. Then δih N (M)v = δih N (M)Sh(M) v
λhl
=
δih[N1Sh(M) v
λhl
+ · · · + Nr Sh(M) v
λhl
] = δih Nh Sh(M) v
λhl
= Ni Sh(M) v
λhl
= Niv
as requested, by condition (b). This completes the proof in case of r ′ = r .
Assume now that r ′ = r − 1, so ρr = 1, λr1 = 0 and I m Cr1(M) = K er S(M) =
K er(Mηr ) by 1.4 and 2.5 (d).
Let v ∈ I m Cr1(M) i.e. Mηr v = 0. The condition (c) gives that Ni (M)v =
Niv = 0 for every i ≤ r ′ = r − 1, hence Ni = Ni (M) for every i ≤ r − 1. Since
N1 +· · ·+ Nr = N1(M)+· · ·+ Nr (M), we get also that Nr = Nr (M), as requested.unionsq
Remark–Definition 2.8 The previous results assert the existence and the uniqueness
of the decompositions S(M) = S1(M) + · · · + Sr ′(M)and N (M) = N1(M) + · · · +
Nr (M).
We call the consequent decomposition
M = S1(M) + · · · + Sr ′(M) + N1(M) + · · · + Nr (M)
the fine Jordan–Chevalley decomposition (or fine SN decomposition) of M and
the matrices Si (M)’s and Nh(M)’s the fine components respectively of S(M) and of
N (M).
When 0 is an eigenvalue of M (so r ′ = r − 1, ρr = 1 and λr1 = 0), we agree that
also the null matrix Sr (M) = λr1Cr1(M) = 0 is a fine component of S(M). Hence
the fine components of S(M) and of N (M) are always r . This agreement will allow
to simplify the language and the statements of the next section. Indeed every Si (M)
and every Ni (M) corresponds to a conjugacy class over K of eigenvalues of M .
3 A Schwerdtfeger-type formula
Remark–Definition 3.1 (a) An absolute value over K is a function |.| : K → R
x → |x | such that
|x | ≥ 0 for every x ∈ K and |x | = 0 if and only if x = 0;
|x + y| ≤ |x | + |y| for every x, y;
|xy| = |x ||y| for every x, y.
We call such a pair (K, |.|) a valued field. We refer for instance to [10] Ch.III, Ch.IV
and to [7] Ch.XII for more information.
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In particular we recall that we can define an absolute value over every field, by
putting |x | = 1 for every x = 0, this is called trivial absolute value.
The absolute value of a valued field always extends in a unique way to its completion
(with absolute value denoted again by |.|). Therefore it is not restrictive to assume that
the valued field is already complete. Moreover if the absolute value is not trivial and
the valued field is complete, then it extends in a unique way to its algebraic closure.
We denote the extended absolute value by the same notation.
Finally a non-trivial absolute value over a complete valued field K is constant on
every conjugacy class over K (see for instance [7] Ch.XII Prop. 2.6).
(b) Let (K, |.|) be a complete valued field endowed with a non-trivial absolute value.
We can consider on Mn(K) any norm, ‖.‖, which is compatible with the absolute value,
i.e. ‖λA‖ = |λ|‖A‖ for every λ ∈ K and every A ∈ Mn(K).
The restriction of this norm to Mn(K) is equivalent to every other norm over Mn(K)
and induces the product topology of Mn(K), viewed as a product space (see for instance
[7] Ch.XII Prop.2.2). Hence Mn(K) is a complete metric space.
If the above norm over Mn(K) is submultiplicative (i.e. ‖AB|| ≤ ‖A‖ ‖B‖ for every
pair of matrices A, B), then, arguing as in [4] pp.347–348, standard computations show
that if λ ∈ K is any eigenvalue of A ∈ Mn(K), then |λ| ≤ ‖A‖ and moreover it is
possible to prove that the spectral radius of A is
ρ(A) = in f {‖A‖′ : ‖.‖′ is a submultiplicative norm on Mn(K) compatible with
|.|}.
(c) Let (K, |.|) be a complete valued field endowed with a non-trivial absolute
value. Let f (X) = ∑∞m=0 am Xm , am ∈ K be a series, to which we can associate
the real series
∑∞
m=0 |am |Xm , whose radius of convergence, R f ∈ R ∪ {+∞}, is the
supremum of the real numbers t ≥ 0 such that |am |tm is upper bounded.
We call R f the radius of convergence of f .
Now let 
 f,K be the set of matrices A ∈ Mn(K) such that ρ(A) < R f .
We remark that 
 f,K can be characterized as the set of matrices A ∈ Mn(K) such
that there exists a submultiplicative norm ‖.‖ on Mn(K), compatible with |.|, such that
‖A‖ < R f .
Moreover 
 f,K is an open subset of Mn(K) and, if M ∈ 
 f,K, then both semisimple
and nilpotent parts of M and their related fine components belong to 
 f,K.
Again, if M ∈ 
 f,K, then the series f (M) converges to a matrix in Mn(K), being
this last complete. Moreover if λ is an eigenvalue of M , then λ is in the splitting field,
F, of the minimal polynomial of M , which is complete, because it is a finite extension
of K (see for instance [7] Ch.XII Prop.2.5) and λ ∈ D f = {α ∈ F : |α| < R f }. Hence
f (λ) is a convergent series to an element of F.
(d) We can write any polynomial f (X), having coefficients in any field K, as series
with infinite null coefficients. In this case we agree that the radius of convergence of
f is R f = +∞, so 
 f,K = Mn(K) and D f = F.
(e) Let f (X) = ∑∞m=0 am Xm be either a polynomial over any field K or a series,
having coefficients in a complete valued field K endowed with a non-trivial absolute
value.
We denote by R f its radius of convergence and by k(X) the functions of the same
type of f (X), given by
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k(X) = ∑∞m=k
(
m
k
)
am Xm−k, where
(
m
k
) =
(mk ) times︷ ︸︸ ︷
1 + · · · + 1 (1 the unity in K).
Standard computations show that
(i) the radius of convergence of every k(X) is at least R f and 0(X) = f (X);
(ii) if char(K) = 0, then k(X) = 1k!
dk
d Xk
f (X) for every k ≥ 1;
(iii) if char(K) is positive, then k(X) = 1k!
dk
d Xk
f (X) for every 1 ≤ k <
char(K),
where the k-th derivative denotes the series obtained by differentiating k times
term-by-term.
With same notations and the same arguments as in (c) and (d), by (i) we get that
k(λ) is a convergent series in F , for every k ≥ 1 and every λ ∈ D f .
Proposition 3.2 With the same notations as in 1.4 and in 3.1, let f (X) be either a
polynomial over any K or a series over K supposed to be a complete valued field with
respect to a non-trivial absolute value.
If M ∈ 
 f,K and λ is an eigenvalue of M (so it belongs to the splitting field F of the
minimal polynomial of M), then f (M) ∈ Mn(K) and k(λ) ∈ F , for every k ≥ 0.
Furthermore:
f (M) =
r∑
i=1
ρi∑
j=1
⎡
⎣
ηi −1∑
k=0
k(λi j )(M − λi j In)k
⎤
⎦ Ci j (M).
The semisimple and the nilpotent parts of f (M) are respectively:
S( f (M)) =
∑r
i=1
∑ρi
j=1 f (λi j )Ci j (M)
and N ( f (M)) =
∑r
i=1
∑ρi
j=1
∑ηi
k=1k(λi j )(M − λi j In)
kCi j (M).
Proof The first part of the statement has been already proved in 3.1.
To complete the proof and to simplify the notations, we agree that λsr1 = 0 for
every integer s ≤ 0 when λr1 = 0.
Remembering the properties of the Ci j (M)’s in 1.5, since
M =
∑r
i=1
∑ρi
j=1(λi j In + (M − λi j In))Ci j (M),
we have: Mm =
∑
i, j
[∑m
k=0
(
m
k
)
λm−ki j (M − λi j In)k
]
Ci j (M).
After posing
(
m
k
) = 0 for k > m, so k(X) = ∑∞m=1
(
m
k
)
am Xm−k , we can write:
Mm =
∑
i, j
[∑∞
k=0
(
m
k
)
λm−ki j (M − λi j In)k
]
Ci j (M).
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Therefore:
f (M) − f (0)In =
∞∑
m=1
am Mm =
∞∑
k=0
∑
i, j
[ ∞∑
m=1
(
m
k
)
amλ
m−k
i j (M
−λi j In
)k] Ci j (M)
=
∑
i, j
[ ∞∑
m=1
amλ
m
i j
]
Ci j (M)
+
∞∑
k=1
∑
i, j
[ ∞∑
m=1
(
m
k
)
amλ
m−k
i j
]
(M − λi j In)kCi j (M)
=
∑
i, j
(0(λi j ) − f (0))Ci j (M)
+
∑
i, j
[ ∞∑
k=1
k(λi j )(M − λi j In)k
]
Ci j (M)
=
∑
i, j
[ ∞∑
k=0
k(λi j )(M − λi j In)k
]
Ci j (M) − f (0)In .
Hence: f (M) =
∑
i, j
[∑ηi −1
k=0 k(λi j )(M − λi j In)
k
]
Ci j (M),
because (M − λi j In)ηi Gi j (M) = 0 by definition of Gi j in 1.4.
We conclude by remarking that for k = 0 we get the semisimple part, while the
remaining part is the nilpotent one. unionsq
Remark 3.3 With the same notations as above if M is semisimple then
f (M) =
r∑
i=1
ρi∑
j=1
f (λi j )Ci j (M).
Indeed, if M is semisimple, then ηi = 1 for every i .
In real and complex cases the above formula reduces to Sylvester’s formula, while
the more general formula
f (M) =
r∑
i=1
ρi∑
j=1
ηi −1∑
k=0
k(λi j )(M − λi j In)kCi j (M)
reduces to Schwerdtfeger’s formula (see for instance [3] Ch. 6).
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Remark 3.4 Let f (X) and M be as in 3.2.
While S(M) = ∑r ′i=1Si (M) =
∑r ′
i=1
∑ρi
j=1λi j Ci j (M) gives both the fine
Jordan-Chevalley decomposition and the Frobenius decomposition of S(M), from
the expression
∑r
i=1
∑ρi
j=1 f (λi j )Ci j (M), we cannot directly deduce the analogous
decompositions of S( f (M)); nevertheless both decompositions can be deduced from
it.
For the Frobenius decomposition of S( f (M)), if the f (λi j )’s are not pairwise
distinct, we can sum the different Ci j (M)’s with the same coefficients f (λi j )’s to get
the desired Frobenius covariants as suitable sums of the Frobenius covariants of M .
For the fine Jordan–Chevalley decomposition of S( f (M)) we remember that each
fine component of the semisimple part of a matrix corresponds to a conjugacy class
over K of eigenvalues of the matrix.
Since F is a finite normal extension of K, the conjugacy class over K of every
element of F is contained in F and moreover the conjugacy class over K of every
element of D f is contained in D f .
Aut (F/K) acts transitively over each conjugacy class over K contained in F as
observed in 1.4 (d).
Since f commutes with every element of Aut (F/K), f maps conjugacy classes
over K, contained in D f , onto conjugacy classes over K, contained in F. However
different conjugacy classes can be mapped by f into the same conjugacy class.
If two such conjugacy classes are mapped by f onto the same conjugacy class, we
say that the corresponding fine components of S(M) are f -equivalent.
Therefore every fine component Sh( f (M)) of S( f (M)) is sum of terms of the type∑ρi
j=1 f (λi j )Ci j (M), where the sum is extended to all indices, i , corresponding to the
fine components of S(M) of a given f -equivalence class.
Analogously every fine component Nh( f (M)) of N ( f (M)) is sum of terms of the
type
∑ρi
j=1
∑ηi
k=1 k(λi j )(M − λi j In)kCi j (M), where again the sum is extended to
all indices, i , corresponding to the fine components of S(M) of a given f -equivalence
class.
4 Some consequences on real closed fields
Remark–Definition 4.1 (a) A field K is said to be a real closed field if it can be ordered
as field and no proper algebraic extension of K can be ordered as field.
Of course any ordered field has characteristic 0.
It is known that if K is a real closed field, then it has a unique order (as field) and
that two equivalent characterizations of being a real closed field are:
(i) √−1 /∈ K and K(√−1) is algebraically closed;
(ii) K admits an order as field such that its positive elements have square root in K
and any polynomial of odd degree in K[X ] has a root in K.
Note that, as in the ordinary real case, K = K(√−1) and the irreducible polynomi-
als in K[X ] have degree at most 2. Moreover if λ = a+b√−1 is root of h(X) ∈ K[X ],
then also its conjugate λ = a − b√−1 is root of h(X).
We refer for instance to [7] Ch.XI §2 and to [9] Ch.15 for more information.
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(b) Let K be a real closed field. The K-norm of an element λ = a + b√−1 ∈ K =
K(
√−1) is the unique positive square root of a2 + b2 ∈ K, we denote by NK(λ).
The norm is strictly positive as soon as λ = 0.
Standard computations show that, as in ordinary real case, every element λ ∈ K\{0}
can be written as λ = NK(λ) λNK(λ) , where NK(λ) is a strictly positive element of K
and NK(
λ
NK(λ)
) = 1.
Proposition 4.2 Assume that K is a real closed field. Let M = S(M) + N (M) ∈
Mn(K) be a matrix with its additive Jordan–Chevalley decomposition.
(a) The Frobenius decomposition of S(M) is
S(M) =
s1∑
h=1
[λh1 Ch1(M) + λh1 Ch2(M)] +
s1+s2∑
i=s1+1
γi Ci1(M) −
r ′∑
i=s1+s2+1
γi Ci1(M),
where the γi ’s are strictly positive elements of K for every i = s1 +1, . . . , r ′, the λh1’s
are in K \ K and Ch2(M) = Ch1(M) for every h = 1, . . . , s1.
(b) Moreover, if M ∈ GLn(K), then there is a unique way to write
M = U
as product of three mutually commuting matrices with coefficients in K, with 
diagonalizable over K and strictly positive eigenvalues,  semisimple and eigenvalues
of norm 1 and U unipotent.
In particular we have:
 =
s1∑
h=1
NK(λh1)[Ch1(M) + Ch2(M)] +
r ′∑
i=s1+1
γi Ci1(M),
 =
s1∑
h=1
[
λh1
NK(λh1)
Ch1(M) + λh1NK(λh1)Ch2(M)
]
+
s1+s2∑
i=s1+1
Ci1(M)
−
r ′∑
i=s1+s2+1
Ci1(M)
(henceS(M) = ) and
U = In + S(M)−1 N (M).
The matrices  ,  and U are polynomial functions of M.
Proof Part (a) follows from 1.6 and from the fact that the irreducible polynomials in
K[X ] have degree at most 2.
For (b): by 1.10 we have M = S(M)U (M) = S(M)(In + S(M)−1 N (M)) (with
all factors which are polynomials in M), where S(M) has the expression in (a). Now,
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for every h, we write: λh1 = NK(λh1) λh1NK(λh1) , where NK(λh1) is a strictly positive
element of K and NK(
λh1
NK(λh1)
) = 1 ; so, by standard computations, we get the
equality M = U with ,,U satisfying the requested properties.
For the uniqueness, assume that M = ′′U ′ is another decomposition with the
expected properties. Since ′, ′,U ′ are pairwise commuting, each one commutes
with M and so with any polynomial expression of M (as , and U ). Moreover
′′ is semisimple, so from the uniqueness of the multiplicative Jordan–Chevalley
decomposition: U = U ′ and  = ′′. Now −1′ =  ′−1. By commutativity,
the left side is a diagonalizable matrix with strictly positive eigenvalues, while the right
side is a semisimple matrix with eigenvalues of norm 1. Since the unique positive
element of K with norm 1 is 1 itself , both products are the identity matrix. unionsq
Remark–Definition 4.3 If K = R, the decomposition M = U in 4.2 (b) is well-
known (see for instance [2] pp. 430–431). Hence, following the usual terminology, we
refer to M = U as the complete multiplicative Jordan–Chevalley decomposition
of M also in case of any real closed field.
Note that, when K = R, part (b) of the previous Proposition implies that every
matrix of GLn(R) can be written in a unique way as product of a real matrix similar to
a positive definite symmetric matrix, of a real matrix similar to an orthogonal matrix
and of a real unipotent matrix, where the three matrices are pairwise commuting.
Definition 4.4 Let K be real closed, so K = K(√−1). As in the ordinary real case
we say that a matrix A ∈ Mn(K) is normal (respectively hermitian) if AA∗ = A∗ A
(respectively A = A∗) where A∗ is the transpose conjugated matrix of A (if A ∈
Mn(K), then A∗ is simply the transpose of A).
Remark 4.5 As in the ordinary real and complex cases we can define a positive definite
hermitian product over Kn by < z, w >
K
n = z∗w and a positive definite scalar
product over Kn by < z, w >Kn = zT w for all z, w (column) vectors in Kn and in Kn
respectively.
As noted in [7] p.585, the ordinary spectral theorems are valid if K is real closed.
Hence a matrix A ∈ Mn(K) is normal if and only if there exists an orthonormal basis
of Kn of eigenvectors of A and a matrix A ∈ Mn(K) is symmetric if and only if there
exists an orthonormal basis of Kn of eigenvectors of A.
Lemma 4.6 Let K be a real closed field and A ∈ Mn(K) \ {0}. Then
(i) A is normal if and only if it is semisimple and its Frobenius covariants are
hermitian matrices;
(ii) A is hermitian if and only if it is semisimple, its Frobenius covariants are
hermitian matrices and its eigenvalues are in K.
Proof Let λ1, . . . , λs be the nonzero distinct eigenvalues of the normal matrix A =
0 of multiplicity n1, . . . , ns respectively and choose a set of orthonormal (column)
eigenvectors vi j , 1 ≤ i ≤ s, 1 ≤ j ≤ ni , such that every vi j is an eigenvector
associated to the eigenvalue λi . It is easy to check that A = ∑si=1
∑ni
j=1 λivi jv∗i j =
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∑s
i=1 λi Ai , where every Ai =
∑ni
j=1 vi jv∗i j = A∗i is a nonzero hermitian matrix in
Mn(K) and Ai Ah = δih Ai . So by 1.9 the matrices Ai ’s are the Frobenius covariants
of A.
For the converse, if A = ∑si=1 λi Ai is the Frobenius decomposition of A with Ai ’s
hermitian matrices, then A∗ = ∑si=1 λi Ai and so AA∗ = A∗ A =
∑s
i=1 NK(λi )2 Ai .
For part (ii), an implication follows by remarking that hermitian matrices are also
normal and that their eigenvalues are in K. The other implication follows directly from
the properties of the Frobenius decomposition. unionsq
Definition 4.7 A non-empty family of matrices A1, . . . , Ap ∈ Mn(K) \ {0} is said to
be an SVD system, if
A∗i A j = Ai A∗j = 0 for every i = j ;
Ai A∗i Ai = Ai for every i .
We call singular value decomposition of A ∈ Mn(K) (shortly SVD) any decompo-
sition
A =
p∑
i=1
σi Ai ,
where A1, . . . , Ap ∈ Mn(K) \ {0} form an SVD system and σ1 > · · · > σp > 0 are
elements of K.
Proposition 4.8 Assume that K is a real closed field.
Every matrix A ∈ Mn(K) \ {0} has an SVD: A = ∑pi=1 σi Ai .
If A ∈ Mn(K) \ {0}, then we can take every Ai in Mn(K).
Proof The matrix A∗ A is hermitian positive semidefinite with non-negative eigen-
values in K. Note that K er(A∗ A) = K er(A). Indeed, if w ∈ K er A∗ A, then
0 =< A∗ Aw,w >
K
n=< Aw, Aw >
K
n , so Aw = 0 and w ∈ K er A. The other
inclusion is trivial. Hence A = 0 implies A∗ A = 0 and so there exists a nonzero
eigenvalue of A∗ A. Up to reordering, we can assume that the strictly positive eigen-
values are λ1 > · · · > λp (of multiplicity n1, . . . , n p respectively), with p ≥ 1, and
we denote by σi the unique strictly positive square root of λi , for i = 1, . . . , p.
As in 4.6, we consider a set of orthonormal (column) eigenvectors of A∗ A given by
{vi j : 1 ≤ i ≤ p, 1 ≤ j ≤ ni } and, if necessary, we complete it to an orthonormal
basis of Kn by means of an orthonormal basis {w1, . . . , wν} of K er(A∗ A).
Since these vectors form an orthonormal basis, we have In = ∑i, j vi jv∗i j +∑
l wlw
∗
l .
Therefore A = ∑i, j Avi jv∗i j =
∑
i σi
∑
j
Avi jv∗i j
σi
= ∑pi=1 σi Ai with
Ai = ∑nij=1
Avi jv∗i j
σi
. It is easy to check that this is an SVD decomposition of A.
Finally, if A ∈ Mn(K) \ {0}, we can consider AT A and the correspond-
ing orthonormal basis of Kn . Hence analogously we get: A = ∑i, j Avi jvTi j =
∑
i σi
∑
j
Avi jvTi j
σi
= ∑pi=1 σi Ai with Ai =
∑ni
j=1
Avi jvTi j
σi
∈ Mn(K). unionsq
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Remark–Definition 4.9 Note that in the previous proof the coefficients σi ’s are the
positive square roots of the nonzero eigenvalues of A∗ A (or of AT A if A ∈ Mn(K)).
As in real and complex cases, we call them singular values of the matrix A (see for
instance [4] Thm.2.6.3 and [8] Thm. 3.4).
If A is normal, then, as in the proof of 4.6, we get that the singular values of A
are the distinct elements of the form NK(λi ), where λi runs over the set of nonzero
eigenvalues of A.
The above decomposition is unique, as precised in the following
Proposition 4.10 Let K be a real closed field and A = ∑pi=1 σi Ai ∈ Mn(K) \ {0} be
a matrix with its SVD constructed in 4.8. Let A = ∑qi=1 τi Bi be any other SVD of A.
Then q = p and, for every i , τi = σi and Bi = Ai .
Proof Step 1. Kn = (⊕qj=1 I m B∗j ) ⊕ K er A.
Indeed for every v ∈ Kn we get that v − ∑qj=1 B∗j B jv is an element of K er A
by standard applications of the properties of SVD systems and this allows to get that
K
n = (∑qj=1 I m B∗j ) + K er A.
If
∑q
j=1 B∗j v j +w = 0 with w ∈ K er A, then for every h the SVD properties give:
B∗h A(
∑q
j=1 B∗j v j + w) = τh B∗hvh = 0 with τh > 0, so B∗hvh = 0 for every h and so
w = 0 and the sum is direct.
Step 2. We have q ≤ p, every τh is a singular value of A and
I m B∗h ⊆ K er(A∗ A − τ 2h In).
For, it suffices to remark that, for every h, we have B∗h = 0 and A∗ AB∗hv = τ 2h B∗hv
for every v ∈ Kn and this follows again by the same properties.
Step 3. We have: q = p and, for every h, τh = σh and I m B∗h = K er(A∗ A−τ 2h In).
By step 1 we have n = ∑qi=1 dim(I m B∗i ) + dim(K er A). By step 2 and by
K er(A∗ A) = K er(A) we have:
n ≤ ∑qi=1 dim(A∗ A − τ 2i In) + dim K er(A∗ A − 0In)
≤ ∑pi=1 dim(A∗ A−σ 2i In)+dim K er(A∗ A−0In) = n, (the last equality because
A∗ A is diagonalizable over K).
Hence all inequalities are actually equalities and this is possible only if step 3 holds.
Step 4. We have Bh = Ah for every h.
It suffices to check the equalities on the vectors of the same orthonormal basis of
eigenvectors of A∗ A denoted by {vi j : 1 ≤ i ≤ p, 1 ≤ j ≤ ni }∪{w1, . . . , wν} in the
proof of 4.8. The properties of SVD systems give that, for every h, Bh A∗ A = σ 2h Bh
and so Bh = Bh A
∗ A
σ 2h
. Hence Ahw j = 0 = Bhw j for every h, j .
By step 3, for every i, j there is ui j ∈ Kn such that vi j = B∗i ui j .
Now, for every h, i, j , Ahvi j = δhi
σh
Avh j = δhi
σh
AB∗h uhj and this last is easily
reduced to Bh B∗i ui j = Bhvi j . This concludes the proof. unionsq
Remark–Definition 4.11 As shown above, every matrix A ∈ Mn(K) \ {0}, where K
is a real closed field, has a unique SVD: A = ∑pi=1 σi Ai and the values σi ’s are the
singular values of A. We call the matrices Ai ’s the SVD components of A.
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By 4.8, the SVD components of A have coefficients in K as soon as A has coeffi-
cients in K.
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