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В статье показана возможность построения оптимального контура 
управления системой передачи эталонных сигналов частоты и времени  
системы единого времени Государственной службы единого времени и 
эталонных частот на основе многослойных нейронных сетей.  
 
Постановка проблемы. В соответствии с Постановлением Кабинета 
Министров Украины № 434 от 16 июня 1995 г. в Украине принята Государ-
ственная программа по созданию и развитию Государственной службы еди-
ного времени и эталонных частот [1]. Одним из приоритетных проектов про-
граммы является создание системы передачи эталонных сигналов частоты и 
времени (ЭСЧВ) с автоматическим контуром управления процессом  синхро-
низации шкал времени, формируемых управляемыми мерами частоты и вре-
мени (УМЧВ) на передающих центрах радио и телевидения, и координиро-
ванной шкалы времени Государственного первичного эталона единиц време-
ни и частоты (ГПЭВЧ) UTC(UA) [2 – 4].  
В связи с этим актуальной является задача совершенствования ав-
томатизированной системы управления УМЧВ, территориально распре-
деленных относительно ГПЭВЧ. 
Анализ литературы. Анализ известных методов синтеза систем ав-
томатического управления показывает, что  оптимальными по различ-
ным критериям качества являются обучающиеся и адаптивные системы. 
Теория этих систем позволяет синтезировать алгоритмы управления, 
приближающиеся по своим качественным показателям к байесовскому 
оптимальному варианту [5 – 8]. 
В последнее время для построения систем управления сложных динами-
ческих комплексов, к которым относится система передачи ЭСЧВ,  все более 
широкое применение находит теория многослойных нейронных сетей 
(МНС), обладающих  универсальными аппроксимационными свойствами, 
доказанными обобщенной аппроксимационной теоремой Стоуна-Вейер-
штрасса [9, 10]. Их применение в контуре управления системой передачи 
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ЭСЧВ позволит улучшить качественный показатель управления. 
Цель статьи – показать возможность применения МНС для постро-
ения оптимального контура управления системой передачи ЭСЧВ си-
стемы единого времени Государственной службы единого времени и 
эталонных частот на основе многослойных нейронных сетей.  
Постановка задачи. Система передачи ЭСЧВ содержит в себе тер-
риториально распределенные УМЧВ, которые могут быть представлены 
в совокупности как многомерный, динамический, нелинейный, нестаци-
онарный и подверженный воздействию помех объект управления.  
Решение задачи. Необходимо сформировать такое управляющее 
воздействие u(k), чтобы управляемая мера перешла из произвольного 
начального состояния x(kн) в заданное состояние x(kз) по известной тра-
ектории, определяемой поведением шкалы времени ГПЭВЧ. При этом 
данное движение должно минимизировать функционал качества 
}k,{Fmin
X
uy,x,

,                                            (1) 
где )]nk(x,...),k(x[ x  – вектор фазовых координат УМЧВ, k = 0, 1, 2, …; 
)]nk(u...,),k(u[ u  – вектор управляющих воздействий; X  – среднее 
квадратическое отклонение фазовых координат системы УМЧВ; 
)]nk(y...,),k(y[ y  – вектор опорных фазовых координат, размерность 
которого  соответствует размерности вектора управляющих воздействий u.  
Процедура поиска оптимального управления УМЧВ включает два 
этапа. Первый этап заключается в формировании идентифицирующей 
модели УМЧВ системы передачи ЭСЧВ в виде функции от результатов 
измерений расхождений шкал времени  ks .  
При построении идентифицирующей модели УМЧВ и оптимального 
регулятора на основе байесовского критерия  получение оптимальной 
оценки расхождения шкал времени озна-
чает создание такой функции результатов 
измерений расхождений шкал времени 
 ks , которую можно определить как оп-
тимальную оценку истинного значения 
поправки к шкалам sˆ  (рис. 1). Получение 
оптимальной оценки результатов наблю-
дений осуществляется идентифицирую-
щей моделью территориально распреде-
ленных УМЧВ системы передачи ЭСЧВ, 
которая на рис. 1 описана функционалом качества (1). 
На этапе построения идентифицирующей модели в качестве эталон-
F{x, y, u, k} 
L (s) 
s – sˆ  
sˆ  
s  u  
u  
Рис. 1. Формирование иден-
тифицирующей модели 
УМЧВ системы пере-
дачи ЭСЧВ 
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ного сигнала используется вектор поправок к шкалам УМЧВ относи-
тельно шкалы ГПЭВЧ. Вычисляемая погрешность идентификации 
)k(s)k(sˆ   используется для настройки параметров модели. Кроме вы-
ходного сигнала УМЧВ, используются возможные значения параметра 
управляющего сигнала, не изменяющие фазовых координат данной 
группы УМЧВ. Таким образом, в результате построения идентифициру-
ющей модели УМЧВ выстраивается функция правдоподобия )ssˆ(p)s(L   
параметров выходных сигналов УМЧВ 
)s(L)s(p)sˆ(p pr1ps  ,                                   (2) 
где α1 – коэффициент пропорциональности, выбираемый из условия нормировки 
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  ; 
)sˆ(pps  – апостериорная плотность вероятности параметра сигнала иден-
тифицирующей модели УМЧВ; )s(ppr  – априорная плотность вероятно-
сти параметров идентифицирующей модели УМЧВ; )ssˆ(p)s(L  – функ-
ция правдоподобия оцениваемого параметра. 
Построение идентифицирующей модели УМЧВ осуществляется при 
помощи МНС, имеющей К слоев и n нейронов на l-м слое. Входными данны-
ми МНС являются расхождения шкал времени УМЧВ и выходные сигналы 
нейронной сети-регулятора. Выходные сигналы МНС-идентификатора sˆ  
представляют собой апостериорные знания (с апостериорной плотно-
стью вероятности параметра идентифицирующей модели )sˆ(pps ), полу-
ченные из априорных данных в процессе обучения МНС по алгоритму 
обратного распространения ошибки. Априорные данные поступают на 
вход сети в виде выходной реализации параметров  идентифицируемого 
объекта s  в k-й момент времени.  
На втором этапе процедуры поиска оптимального управления УМЧВ 
построим регулятор, адаптированный к изменениям свойств УМЧВ и внешних 
возмущений. Аналогично иден-
тифицирующей модели опти-
мальный регулятор формирует 
функцию правдоподобия L(u) 
параметров сигнала управления 
(рис. 2). Следовательно, апри-
орные знания о плотности рас-
пределения оцениваемого параметра s  с использованием поступающей изме-
рительной информации о шкалах УМЧВ трансформируются в данные с апо-
F{x, y, u, k} L (u) 
sˆ  
u  r  s  
 
Рис. 2.  Формирование регулятора рас-
хождения шкал времени УМЧВ си-
стемы передачи ЭСЧВ 
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стериорной плотностью вероятности параметра pps(u) сигнала управления u : 
)u(L)s(L)s(p)u(L)s(p)u(p pr12ps2ps  , 
где α2 – коэффициент пропорциональности, выбираемый из условия нормировки 
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)r,sˆu(p)u(L  – функция правдоподобия  параметра сигнала управления; 
r  – опорный сигнал, содержащий текущую информацию о допустимых 
расхождениях шкал времени УМЧВ и ГПЭВЧ. 
Регулятор формируется с помощью МНС, имеющей такое же, как и 
у идентифицирующей МНС, количество слоев и нейронов в каждом 
слое. Однако на вход МНС-регулятора поступают от МНС-
идентификатора  оценки параметра sˆ  и текущая информация r  о  допу-
стимых расхождениях шкал времени УМЧВ и ГПЭВЧ. Данные парамет-
ры используются алгоритмом обучения регулятора для настройки си-
наптических весов МНС. 
Для формирования оптимальных управляющих воздействий на 
УМЧВ системы передачи ЭСЧВ используем контур управления, состоя-
щий из двух МНС. 
Обучение МНС представляет собой градиентную процедуру нахож-
дения экстремума функционала качества обучения сети по алгоритму об-
ратного распространения ошибки (Back Propagation – BP) [11 – 13], т.е. 
минимизацию рассогласования выходного сигнала МНС и опорного сиг-
нала (априорной информации). В процессе обучения априорные данные 
фиксируются сетью в виде значений синаптических весов.  
Таким образом, нахождение экстремума функционала качества обуче-
ния сети обеспечивает минимизацию расхождения фазовых координат си-
стемы передачи ЭСЧВ и опорных фазовых координат ГПЭВЧ. Следователь-
но, решение уравнения (2) обеспечит минимум среднего квадратического 
значения погрешности выходных сигналов нейронной сети. 
Выводы. В работе показана возможность формирования контура 
управления УМЧВ системы передачи ЭСЧВ системы единого времени Гос-
ударственной службы единого времени и эталонных частот на основе МНС, 
оптимальность которого обеспечивается реализацией байесовского подхо-
да. Процесс обучения МНС соответствует нахождению апостериорной 
плотности вероятности ее выходного сигнала. Настройка синаптических 
весов МНС, посредством которых фиксируются априорные знания, осу-
ществляется при нахождении экстремума функционала качества  обуче-
ния, соответствующего минимуму апостериорного риска.  
Основными направлениями дальнейших исследований  являются 
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синтез и исследование контура управления системы передачи ЭСЧВ.  
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