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BMO: OSCILLATIONS, SELF IMPROVEMENT, GAGLIARDO
COORDINATE SPACES AND REVERSE HARDY INEQUALITIES
MARIO MILMAN
Para Corita
Abstract. A new approach to classical self improving results for BMO func-
tions is presented. “Coordinate Gagliardo spaces” are introduced and a gen-
eralized version of the John-Nirenberg Lemma is proved. Applications are
provided.
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1. Introduction and Background
Interpolation theory provides a framework, as well as an arsenal of tools, that
can help in our understanding of the properties of function spaces and the operators
acting on them. Conversely, the interaction of the abstract theory of interpolation
with concrete function spaces can lead to new general methods and results. In this
note we consider some aspects of the interaction between interpolation theory and
BMO, focussing on the self improving properties of BMO functions.
To fix the notation, in this section we shall consider functions defined on a fixed
cube, Q0 ⊂ R
n. A prototypical example of the self-improvement exhibited by BMO
The author was partially supported by a grant from the Simons Foundation (#207929 to Mario
Milman).
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functions is the statement that a function in BMO automatically belongs to all Lp
spaces, p <∞,
(1.1) BMO ⊂
⋂
p≥1
Lp.
In fact, BMO is contained in the Orlicz space eL. This is one of the themes un-
derlying the John-Nirenberg Lemma [48]. One way to obtain this refinement is to
make explicit the rates of decay of the family of embeddings implied by (1.1).
We consider in detail an inequality apparently first shown in [19],
(1.2) ‖f‖Lq ≤ Cnq ‖f‖
p/q
Lp ‖f‖
1−p/q
BMO , 1 ≤ p < q <∞.
With (1.2) at hand we can, for example, extrapolate by the ∆−method of [45], and
the exponential integrability of BMO functions follows (cf. (4.2) below)
(1.3) ‖f‖eL ∼ sup
q>1
‖f‖Lq
q
≤ cn ‖f‖BMO .
More generally, for compatible Banach spaces, interpolation inequalities of the form
(1.4) ‖f‖X ≤ c(θ) ‖f‖
1−θ
X1
‖f‖θX2 , θ ∈ (0, 1),
where c(θ) are constants that depend only on θ, play an important role in analysis.
What is needed to extract information at the end points (e.g. by “extrapolation”
[45]) is to have good estimates of the rate of decay c(θ), as θ tends to 0 or to 1.
We give a brief summary of inequalities of the form (1.4) for the classic methods
of interpolation in Section 3 below. For example, a typical interpolation inequal-
ity of the form (1.4) for the Lions-Peetre real interpolation spaces can be formu-
lated as follows. Given a compatible pair1 of Banach spaces ~X = (X1, X2), the
“K−functional” is defined for f ∈ Σ( ~X) = X1 +X2, t > 0, by
(1.5) K(t, f ; ~X) := K(t, f ;X1, X2) = inf
f=f1+f2,fi∈Xi
{‖f1‖X1 + t ‖f2‖X2}.
The real interpolation spaces ~Xθ,q can be defined through the use of theK−functional.
Let θ ∈ (0, 1), 0 < q ≤ ∞, then we let
(1.6) ~Xθ,q = {f ∈ Σ( ~X) : ‖f‖ ~Xθ,q <∞},
where2
‖f‖ ~Xθ,q =
{∫ ∞
0
[
t−θK(t, f ; ~X)
]q dt
t
}1/q
.
We have (cf. Lemma 2 below) that, for f ∈ X1 ∩X2, 0 < θ < 1, 1 ≤ q ≤ ∞,
(1.7) [(1− θ)θq]1/q ‖f‖(X1,X2)θ,q ≤ ‖f‖
1−θ
X1
‖f‖
θ
X2
.
We combine (1.7), the known real interpolation theory of BMO (cf. [11, Theorem
6.1], [10] and the references therein), sharp reverse Hardy inequalities (cf. [83] and
[74]), and the re-scaling of inequalities via the reiteration method (cf. [12], [39]) to
give a new *interpolation* proof of (1.2) in Lemma 3 below.
1We refer to Section 3 for more details.
2with the usual modification when q =∞.
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Let us now recall how the study of BMO led to new theoretical developments
in interpolation theory3.
A natural follow up question to (1.3) was to obtain the best possible integrability
condition satisfied by BMO functions. The answer was found by Bennett-DeVore-
Sharpley [9]. They showed the inequality4
(1.8) ‖f‖L(∞,∞) := sup
t
{f∗∗(t)− f∗(t)} ≤ cn ‖f‖BMO .
The refinement here is that the (non-linear) function space L(∞,∞), defined by
the condition
‖f‖L(∞,∞) <∞,
is strictly contained5 in eL.g
In their celebrated work, Bennett-DeVore-Sharpley [9] proposed the following
connection between real interpolation, weak interpolation, and BMO (cf. [10, page
384]). The K−functional for the pair (L1, L∞) is given by (cf. [10] and Section 6.3
below)
K(t, f ;L1, L∞) =
∫ t
0
f∗(s)ds.
Therefore, dK(t,f ;L
1,L∞)
dt = K
′(t, f ;L1, L∞) = f∗(t); consequently, we can compute
the “norm” of weak L1 := L(1,∞), as follows
‖f‖L(1,∞) = sup
t>0
tf∗(t)
= sup
t>0
tK ′(t, f ;L1, L∞).
Then, in analogy with the definition of weak L1, Bennett-DeVore-Sharpley pro-
ceeded to define L(∞,∞) using the functional
(1.9) ‖f‖L(∞,∞) := sup
t>0
tK ′(t, f ;L∞, L1).
Note that in (1.9) the order of the spaces is reversed in the computation of the
K−functional. These two different K−functionals are connected by the equation
(1.10) K(t, f ;L∞, L1) = tK(
1
t
, f ;L1, L∞).
Inserting (1.10) in (1.9) we readily see that
‖f‖L(∞,∞) = sup
t>0
{tK(
1
t
, f ;L1, L∞)−K ′(
1
t
, f ;L1, L∞)}
= sup
t>0
{
K(t, f ;L1, L∞)
t
−K ′(t, f ;L1, L∞)}
= sup
t
{f∗∗(t)− f∗(t)}.
3Paradoxically, except for Section 6.4, in this paper we do not discuss interpolation theorems
per se. For interpolation theorems involving BMO type of spaces there is a large literature. For
articles that are related to the developments in this note I refer, for example, to [37], [9], [87], [79],
[44], [57].
4where f∗ denotes the non-increasing rearrangement of f and f∗∗(t) = 1
t
∫ t
0
f∗(s)ds.
5The smallest rearrangement invariant space that contains BMO is eL as was shown by Pustyl-
nik [82].
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The oscillation operator, f → f∗∗(t)−f∗(t), turns out to play an important role
in other fundamental inequalities in analysis. A recent remarkable application of
the oscillation operator provides the sharp form of the Hardy-Littlewood-Sobolev-
O’Neil inequality up the borderline end point p = n. Indeed, if we let
(1.11) ‖f‖L(p,q) =


{∫∞
0
(
f∗(t)t1/p
)q dt
t
}1/q
1 ≤ p <∞, 1 ≤ q ≤ ∞
‖f‖L(∞,q) 1 ≤ q ≤ ∞,
where6
(1.12) ‖f‖L(∞,q) :=
{∫ ∞
0
(f∗∗(t)− f∗(t))q
dt
t
}1/q
,
then it was shown in [7] that
(1.13) ‖f‖L(p¯,q) ≤ cn ‖∇f‖L(p,q) , 1 ≤ p ≤ n,
1
p¯
=
1
p
−
1
n
, f ∈ C∞0 (R
n).
The Sobolev inequality (1.13) is best possible, and for p = q = n it improves
on the end point result of Brezis-Wainger-Hanson-Maz’ya7 (cf. [13], [36], [69])
much as the Bennett-DeVore-Sharpley inequality (1.8) improves upon (1.3). The
improvement over *best possible results* is feasible because, once again, the spaces
that correspond to p = n, i.e.
L(∞, q) = {f : ‖f‖L(∞,q) <∞},
are not necessarily linear8!
Moreover, the Sobolev inequality (1.13) persists up to higher order derivatives9,
as was shown in [78],
‖f‖L(p¯,q) ≤ cn
∥∥∇kf∥∥
L(p,q)
, 1 ≤ p ≤
n
k
,
1
p¯
=
1
p
−
k
n
, f ∈ C∞0 (R
n).
In particular, when p = nk and q =∞, we have the BMO type result
10
‖f‖L(∞,∞) ≤ c
∥∥∇kf∥∥
L(nk ,∞)
, f ∈ C∞0 (R
n).
Using the space L(∞,∞) one can improve (1.2) as follows (cf. [54])
(1.14) ‖f‖Lq ≤ Cnq ‖f‖
p/q
Lp ‖f‖
1−p/q
L(∞,∞) , 1 ≤ p < q <∞.
In my work with Jawerth11 (cf. [44]) we give a somewhat different interpretation
of the L(∞, q) spaces using Gagliardo diagrams (cf. [12], [27]); this point of view
6Apparently the L(∞, q) spaces for q <∞ were first introduced and their usefulness shown in
[7]. Note that with the usual definition L(∞,∞) would be L∞, and L(∞, q) = {0}, for q < ∞.
The key point here is that the use of the oscillation operator introduces cancellations that make
the spaces defined in this fashion non-trivial (cf. Section 5, Example 1).
7which in turn improves upon the classical exponential integrability result by Trudinger [90].
8Let X be a rearrangement invariant space, Pustylnik [82] has given necessary and sufficient
conditions for spaces of functions defined by conditions of the form
∥
∥(f∗∗ − f∗) t−γ
∥
∥
X
<∞
to be linear and normable.
9The improvement is also valid for Besov space inequalities as well (cf. [61]).
10The spaces L(∞, q) allow to interpolate between L∞ = L(∞, 1) and L(∞,∞) ⊂ eL.
11The earlier work of Herz [37] and Holmstedt [40], that precedes [9], should be also mentioned
here.
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turns out to be useful to explain other applications of the oscillation operator
f∗∗(t) − f∗(t) (cf. [28], [63] and Section 6). The idea behind the approach in [44]
is that of an “optimal decomposition”, which also makes it possible to incorporate
the L(∞, q) spaces into the abstract theory of real interpolation, as we shall show
below.
Let t > 0, and let f ∈ Σ( ~X) = X1+X2. Out of all the competing decompositions
for the computation of K(t, f ; ~X), an optimal12 decomposition
f = D1(t)f +D2(t)f, with Di(t)f ∈ Xi, i = 1, 2,
satisfies
(1.15) K(t, f ; ~X) = ‖D1(t)f‖X1 + t ‖D2(t)f‖X2 ,
(resp. a nearly optimal decomposition obtains if in (1.15) we replace = by ≈). For
an optimal decomposition of f we have13 (cf. [40], [44])
(1.18) ‖D1(t)f‖X1 = K(t, f ;
~X)− t
d
dt
K(t, f ; ~X);
(1.19) ‖D2(t)f‖X2 =
d
dt
K(t, f ; ~X).
In particular, for the pair (L1, L∞), we have (cf. Section 6.3),
‖D1(t)f‖L1 = K(t, f ;L
1, L∞)− t
d
dt
K(t, f ;L1, L∞)
= tf∗∗(t)− tf∗(t),
and
‖D2(t)f‖L∞ =
d
dt
K(t, f ;L1, L∞) = f∗(t).
Thus, reinterpreting optimal decompositions using Gagliardo diagrams (cf. [40],
[44]), one is led to consider spaces, which could be referred to as “Gagliardo coordi-
nate spaces”. These spaces coincide with the Lions-Peetre real interpolation spaces,
for the usual range of the parameters (cf. [40]), but they also make sense at the
end points (cf. [44]), and in this fashion they can be used to complete the Lions-
Peetre scale much as the generalized L(p, q) spaces, defined by (1.11), complete the
classical scale of Lorentz spaces. The “Gagliardo coordinate spaces” ~X
(i)
θ,q, i = 1, 2,
are formally obtained replacing K(t, f ; ~X), in the definition of the ~Xθ,q norm of f
(cf. (1.6) above), by ‖D1(t)f‖X1 (resp. ‖D2(t)f‖X2) (cf. [40]). In particular, we
note that the ~X
(2)
θ,q spaces correspond to the k-spaces studied by Bennett [8].
12Optimal decompositions exist for a.e. t > 0.
13Interpreting (‖D1(t)f‖X1 , ‖D2(t)f‖X2 ) as coordinates on the boundary of a Gagliardo dia-
gram (cf. [12]) it follows readily that, for all ε > 0, t > 0, we can find nearly optimal decompositions
x = xε(t) + yε(t), such that
(1.16) (1− ε)[K(t, f ; ~X)− t
d
dt
K(t, f ; ~X)] ≤ ‖xε(t)‖X1 ≤ (1 + ε)[K(t, f ;
~X) − t
d
dt
K(t, f ; ~X)]
(1.17) (1− ε)
d
dt
K(t, f ; ~X) ≤ ‖yε(t)‖X2 ≤ (1 + ε)
d
dt
K(t, f ; ~X).
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This point of view led us to formulate and prove the following general version of
(1.7) (cf. Theorem 1 below)
(1.20) ‖f‖ ~X(2)
θ,q(θ)
≤ cq ‖f‖
1−θ
X1
‖f‖
θ
~X
(1)
1,∞
, θ ∈ (0, 1), 1− θ =
1
q(θ)
,
which can be easily seen to imply an abstract extrapolation theorem connected
with the John-Nirenberg inequality.
Underlying these developments is the following computation of theK−functional
for the pair (L1, BMO) given in [11] (cf. Section 4 below)
(1.21) K(t, f, L1(Rn), BMO(Rn)) ≈ tf#∗(t),
where f# is the sharp maximal function of Fefferman-Stein [33] (cf. (2.1) below).
In this calculation BMO(Rn) is provided with the seminorm14 (cf. Section 2)
|f |BMO =
∥∥∥f#Rn∥∥∥
L∞
.
In [19], the authors show that (1.2) can be used to give a strikingly “easy” proof of
an inequality first proved in [55] using paraproducts,
(1.22) ‖fg‖Lp ≤ c(‖f‖Lp ‖g‖BMO + ‖g‖Lp ‖f‖BMO), 1 < p <∞.
The argument to prove (1.22) given in [19] has a general character and with suit-
able modifications (in particular, using the *reiteration theorem* of interpolation
theory) the idea15 can be combined with (1.20) to yield a new end point result for
bilinear interpolation for generalized product and convolution operators of O’Neil
type acting on interpolation scales (see Section 6.4 below). Further, in Section 6 we
collect applications of the methods discussed in the paper, and also offer some sug-
gestions16 for further research. In particular, in Section 6.1 we give a new approach
to well known results by Bagby-Kurtz [5], Kurtz [58], on the linear (in p) rate of
growth of Lp estimates for certain singular integrals; in Section 6.2 we discuss the
connection between the classical good lambda inequalities (cf. [17], [21]) and the
strong good lambda inequalities of Bagby-Kurtz (cf. [58]), with inequalities for the
oscillation operator f∗∗ − f∗; in Section 6.3 we show how oscillation inequalities
for Sobolev functions are connected with the Gagliardo coordinate spaces and the
property of commutation of the gradient with optimal (L1, L∞) decompositions
(cf. [28]), we also discuss briefly the characterization of the isoperimetric inequal-
ity in terms of rearrangement inequalities for Sobolev functions, in a very general
context..
14BMO(Rn) can be normed by |f |BMO if we identify functions that differ by a constant.
15We cannot resist but to offer here our slight twist to the argument
‖fg‖Lp ≤ ‖f‖L2p ‖g‖L2p
= ‖f‖[Lp,BMO]1/2,2p
‖g‖[Lp,BMO]1/2,2p
 ‖f‖
1/2
Lp ‖f‖
1/2
BMO ‖g‖
1/2
Lp ‖g‖
1/2
BMO
≤ ‖f‖Lp ‖g‖BMO + ‖g‖Lp ‖f‖BMO .
16However, keep in mind the epigraph of [71], originally due Douglas Adams, The Restaurant
at the End of the Universe, Tor Books, 1988 :“For seven and a half million years, Deep Thought
computed and calculated, and in the end announced that the answer was in fact Forty-two—and
so another, even bigger, computer had to be built to find out what the actual question was.”
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The intended audience for this note are, on the one hand, classical analysts
that may be curious on what abstract interpolation constructions could bring to
the table, and on the other hand, functional analysts, specializing in interpolation
theory, that may want to see applications of the abstract theories. To balance
these objectives I have tried to give a presentation full of details in what respects
to interpolation theory, and provide full references to the background material
needed for the applications to classical analysis. In this respect, I have compiled
a large set of references but the reader should be warned that this paper is not
intended to be a survey, and that the list intends only to document the material
that is mentioned in the text and simply reflects my own research interests, point
of view, and limitations. In fact, many important topics dear to me had to be left
out, including *Garsia inequalities* (cf. [34]).
I close the note with some personal reminiscences of my friendship with Cora
Sadosky.
2. The John-Nirenberg Lemma and rearrangements
In this section we recall a few basic definitions and results associated with the
self improving properties of BMO functions17. In particular, we discuss the John-
Nirenberg inequality (cf. [48]). In what follows we always let Q denote a cube.
Let Q0 be a fixed cube in R
n. For x ∈ Q0, let
(2.1) f#Q0(x) = sup
xQ,Q⊂Q0
1
|Q|
∫
Q
|f − fQ| dx, where fQ =
1
|Q|
∫
Q
fdx.
The space of functions of bounded mean oscillation, BMO(Q0), consists of all the
functions f ∈ L1(Q0) such that f
#
Q0
∈ L∞(Q0). Generally, we use the seminorm
(2.2) |f |BMO(Q0) =
∥∥∥f#Q0
∥∥∥
L∞
.
The space BMO(Q0) becomes a Banach space if we identify functions that differ
by a constant. Sometimes it is preferable for us to use
‖f‖BMO(Q0) = |f |BMO(Q0) + ‖f‖L1(Q0) .
The classical John-Nirenberg Lemma is reformulated in [10, Corollary 7.7, page
381] as follows18: Given a fixed cube Q0 ⊂ R
n, there exists a constant c > 0, such
that for all f ∈ BMO(Q0), and for all subcubes Q ⊂ Q0,
(2.3) [(f − fQ)χQ]
∗(t) ≤ c |f |BMO(Q0) log
+(
6 |Q|
t
), t > 0.
In particular, BMO has the following self improving property (cf. [10, Corollary
7.8, page 381]). Let 1 ≤ p <∞, and let19
f#Q0,p(x) = sup
xQ,Q⊂Q0
{
1
|Q|
∫
Q
|f − fQ|
p
dx
}1/p
,
and
‖f‖BMOp(Q0) =
∥∥∥f#Q0,p
∥∥∥
L∞
+ ‖f‖Lp(Q0) .
17For more background information we refer to [10] and [86].
18For a recent new approach to the John-Nirenberg Lemma we refer to [32].
19Note that f#Q0,1 = f
#
Q0
.
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Then, with constants independent of f,
‖f‖BMOp(Q0) ≈ ‖f‖BMO(Q0) .
It follows that, for all p <∞,
BMO(Q0) ⊂ L
p(Q0).
Actually, from [45] we have
‖(f − fQ)χQ‖∆(L
p(Q)
p )
≈ sup
t
[(f − fQ)χQ]
∗(t)
log+(6|Q|t )
≈ ‖f − fQ‖eL(Q) ,
which combined with (2.3) gives
‖f − fQ‖eL(Q) ≤ c |fχQ|BMO(Q) ,
and therefore (cf. [10])
BMO(Q0) ⊂ e
L(Q0).
In other words, the functions in BMO(Q0) are exponentially integrable.
The previous results admit suitable generalizations to Rn and more general mea-
sure spaces.
3. Interpolation theory: some basic inequalities
In this section we review basic definitions, and discuss inequalities of the form
(1.4) that are associated with the classical methods of interpolation.
The starting objects of interpolation theory are pairs ~X = (X1, X2) of Banach
spaces that are “compatible”, in the sense that both spaces are continuously em-
bedded in a common Hausdorff topological vector space V 20. In real interpolation
we consider two basic functionals, the K−functional, already introduced in (1.5),
associated with the construction of the sum space Σ( ~X) = X1 +X2, and its coun-
terpart, the J−functional, defined on the intersection space ∆( ~X) = X1 ∩ X2,
by
(3.1) J(t, f ; ~X) := J(t, f ;X1, X2) = max
{
‖f‖X1 , t ‖f‖X2
}
, t > 0.
The K−functional is used to construct the interpolation spaces (X1, X2)θ,q (cf.
(1.6) above). Likewise, associated with the J−functional we have the (X1, X2)θ,q;J ,
spaces. Let θ ∈ (0, 1), 1 ≤ q ≤ ∞; and let Uθ,q be the class of functions u : (0,∞)→
∆( ~X), such that21 ‖u‖Uθ,q =
{∫∞
0 (t
−θJ(t, u(t);X1, X2))
q dt
t
}1/q
< ∞. The space
(X1, X2)θ,q;J consists of elements f ∈ X1 + X2, such that there exists u ∈ Uθ,q,
with
f =
∫ ∞
0
u(s)
ds
s
(in X1 +X2),
20We shall then call ~X = (X0, X1) a “Banach pair”. In general, the space V plays an auxiliary
role, since once we know that ~X is a Banach pair we can use Σ( ~X) as the ambient space. In
particular, the functional K(t, f ; ~X) is in principle only defined on Σ( ~X). On the other hand, the
functional f → d
dt
K(t, f ; ~X), can make sense for a larger class of elements than Σ( ~X). This occurs
for significant examples: For example, on the interval [0, 1],
L(1,∞) = {f : sup
t
tf∗(t) <∞} * L1 + L∞ = L1.
21with the usual modification when q =∞.
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provided with the norm
‖f‖(X1,X2)θ,q;J = inf
f=
∫
∞
0
u(s) dss
{‖u‖Uθ,q}.
A basic result in this context is that the two constructions give the same spaces
(*the equivalence theorem*) (cf. [12])
(X1, X2)θ,q = (X1, X2)θ,q;J ,
where the constants of norm equivalence depend only on θ and q.
In practice the J−method is harder to compute, but nevertheless plays an im-
portant theoretical role. In particular, the following interpolation property holds
for the J−method. If X is a Banach space intermediate between X1 and X2, in
the sense that ∆( ~X) ⊂ X ⊂ Σ( ~X), then an inequality of the form
(3.2) ‖f‖X ≤ ‖f‖
1−θ
X1
‖f‖θX2 , for some fixed θ ∈ (0, 1), and for all f ∈ ∆(
~X),
is equivalent to
(3.3) ‖f‖X ≤ ‖f‖(X1,X2)θ,1;J , for all f ∈ (X1, X2)θ,1;J .
One way to see this equivalence is to observe that (cf. [10])
Lemma 1. Let θ ∈ (0, 1). Then, for all f ∈ X1 ∩X1,
(3.4) ‖f‖1−θX1 ‖f‖
θ
X2
= inf
t>0
{t−θJ(t, f ;X1, X2)}.
The preceding discussion shows that, in particular,
‖f‖(X1,X2)θ,1,J ≤ ‖f‖
1−θ
X1
‖f‖
θ
X2
, 0 < θ < 1, for f ∈ X1 ∩X2.
More generally (cf. [45], [73]) we have22: for all f ∈ X1 ∩X2,
(3.5) ‖f‖(X1,X2)θ,q,J ≤ ((1− θ)θq
′)
−1/q′
‖f‖1−θX1 ‖f‖
θ
X2
, 0 < θ < 1, 1 ≤ q ≤ ∞,
where 1q +
1
q′ = 1.
Likewise, for the complex method of interpolation of Caldero´n, [., .]θ, we have
(cf. [14]),
‖f‖[X1,.X2]θ ≤ ‖f‖
1−θ
X1
‖f‖
θ
X2
, 0 < θ < 1, for f ∈ X1 ∩X2.
For the “K” method we also have the following result implicit23 in [45], which we
prove for sake of completeness.
Lemma 2.
(3.6) [(1− θ)θq]1/q ‖f‖(X1,X2)θ,q ≤ ‖f‖
1−θ
X0
‖f‖
θ
X1
, f ∈ X1 ∩X2, 0 < θ < 1.
Proof. Let f ∈ X1 ∩X2. Using decompositions of the form f = f +0, or f = 0+ f ,
we readily see that
K(f, t;X1, X2) ≤ min{‖f‖X1, t‖f‖X2}.
22Here and in what follows we use the convention ∞0 = 1.
23See also [26].
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Therefore,
‖f‖(X1,X2)θ,q =
(∫ ∞
0
[t−θK(f, t;X1, X2)]
q dt
t
)1/q
≤
(∫ ‖f‖X1/‖f‖X2
0
[t−θ+1‖f‖X2]
q dt
t
+
∫ ∞
‖f‖X1/‖f‖X2
[t−θ‖f‖X1]
q dt
t
)1/q
=
(
‖f‖qX2
(
‖f‖X1
‖f‖X2
)q(1−θ)
1
(1− θ)q
+ ‖f‖qX1
(
‖f‖X1
‖f‖X2
)−θq
1
θq
)1/q
= ‖f‖1−θX1 ‖f‖
θ
X2
(
1
(1− θ)q
+
1
θq
)1/q
= [(1− θ)θq]−1/q‖f‖1−θX1 ‖f‖
θ
X2 .

For more results related to this section we refer to [45], [73] and [51].
4. Self Improving properties of BMO and interpolation
The purpose of this section is to provide a new proof of (1.2) using interpolation
tools.
One the first results obtained concerning interpolation properties of BMO is the
following (cf. [33], [10] and the references therein)
(4.1)
[
L1, BMO
]
θ
= Lq, with
1
1− θ
= q.
In particular, it follows that
L1 ∩BMO ⊂ Lq.
Therefore, if we work on a cube Q0, we have
L1(Q0) ∩BMO(Q0) = BMO(Q0) ⊂ L
q(Q0).
In other words, the following self-improvement holds
f ∈ BMO(Q0)⇒ f ∈
⋂
q≥1
Lq(Q0).
While it is not true that f ∈ BMO(Q0)⇒ f ∈ L
∞(Q0), we can quantify precisely
the deterioration of the Lq norms of a function in BMO(Q0), to be able to conclude
by extrapolation that
(4.2) f ∈ BMO(Q0)⇒ f ∈ e
L(Q0).
Let us go over the details. First, consider the following inequality attributed to
Chen-Zhu [19].
Lemma 3. Let f ∈ BMO(Q0), and let 1 ≤ p <∞. Then, there exists an absolute
constant that depends only on n and p, such that for all q > p,
(4.3) ‖f‖Lq ≤ Cnq ‖f‖
p/q
Lp ‖f‖
1−p/q
BMO .
The point of the result, of course, is the precise dependency of the constants in
terms of q. Before going to the proof let us show how (4.2) follows from (4.3).
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Proof. (of (4.2). From (4.3), applied to the case p = 1, we find that, for all q > 1,
‖f‖Lq ≤ Cnq ‖f‖
1/q
L1 ‖f‖
1−1/q
BMO
≤ Cnq ‖f‖BMO .
Hence, using for example the “∆” method of extrapolation24 of [45], we get
‖f‖∆(Lqq )
= sup
q>1
‖f‖q
q
≈ ‖f‖eL ≤ cn ‖f‖BMO .

We now give a proof of Lemma 3 using interpolation.
Proof. It will be convenient for us to work on Rn (the same results hold for cubes:
See more details in Remark 1 below). We start by considering the case p = 1, the
general case will follow by a re-scaling argument, which we provide below.
The first step is to make explicit the way we obtain the real interpolation spaces
between L1 and BMO. It is well known (cf. [11], [10], and the references therein)
that
(4.4) (L1, BMO)1−1/q,q = L
q, q > 1.
Here the equality of the norms of the indicated spaces is within constants of equiv-
alence that depend only on q and n. In particular, we have
‖f‖Lq ≤ c(q, n) ‖f‖(L1,BMO)1−1/q,q .
The program now is to give a precise estimate of c(q, n) in terms of q, and then
apply Lemma 2. We shall work with BMO provided by the seminorm |·|BMO (cf.
(2.2) above).
The following result was proved in [11, Theorem 6.1],
(4.5) K(t, f, L1(Rn), BMO(Rn)) ≈ tf#∗(t),
with absolute constants of equivalence, and where f# denotes the sharp maximal
operator25 (cf. [33], [86], [10])
f#(x) := f#Rn(x) = sup
x∋Q
1
|Q|
∫
Q
|f(y)− fQ| dy, and fQ =
1
|Q|
∫
Q
f(y)dy.
Let f ∈ L1 ∩BMO, q > 1, and define θ by the equation 11−θ = q. Combining (4.5)
and (3.6), we have, with absolute constants that do not depend on q, θ or f,
[(1− θ)θq]1/q
{∫ ∞
0
[t−1+1/qtf#∗(t)]q
dt
t
}1/q
≈ [(1 − θ)θq]1/q ‖f‖(L1(Rn),BMO(Rn))1−1/q,q
 ‖f‖
1/q
L1 ‖f‖
1−1/q
BMO .
Thus,
(4.6)
{∫ ∞
0
f#∗(t)qdt
}1/q
≤ c(
q
q − 1
)1/q‖f‖
1/q
L1 ‖f‖
1−1/q
BMO .
Now, we recall that by [9], as complemented in [88, (3.8), pag 228], we have
(4.7) f∗∗(t)− f∗(t) ≤ cf#∗(t), t > 0.
24For more recent developments in extrapolation theory cf. [4].
25For computations of related K−functionals and further references cf. [43], [2].
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Combining (4.7) with (4.6), yields
(4.8)
{∫ ∞
0
[f∗∗(t)− f∗(t)]qdt
}1/q
≤ c(
q
q − 1
)1/q‖f‖
1/q
L1 ‖f‖
1−1/q
BMO .
Observe that, since [tf∗∗(t)]′ = (
∫ t
0
f∗(s)ds)′ = f∗(t), we have
[−f∗∗(t)]′ =
f∗∗(t)− f∗(t)
t
.
Moreover, since f ∈ L1, then f∗∗(∞) = 0, and it follows from the fundamental
theorem of calculus that we can write
f∗∗(t) =
∫ ∞
t
f∗∗(s)− f∗(s)
ds
s
.
Consequently, by Hardy’s inequality,{∫ ∞
0
f∗∗(t)qdt
}1/q
≤ q
{∫ ∞
0
[f∗∗(t)− f∗(t)]qdt
}1/q
.
Inserting this information in (4.8) we arrive at
(4.9)
{∫ ∞
0
f∗∗(t)qdt
}1/q
≤ cq(
q
q − 1
)1/q‖f‖
1/q
L1 ‖f‖
1−1/q
BMO .
We now estimate the left hand side of (4.9) from below. By the sharp reverse Hardy
inequality for decreasing functions (cf. [83], [74, Lemma 2.1], see also [91]) we can
write
‖f‖q =
{∫ ∞
0
f∗(t)qdt
}1/q
≤ (
q − 1
q
)1/q
{∫ ∞
0
f∗∗(t)qdt
}1/q
.(4.10)
Combining the last inequality with (4.9) we obtain
‖f‖q =
{∫ ∞
0
f∗(t)qdt
}1/q
≤ (
q − 1
q
)1/q
{∫ ∞
0
f∗∗(t)qdt
}1/q
≤ (
q − 1
q
)1/q(
q
q − 1
)1/qcq
{∫ ∞
0
[f∗∗(t)− f∗(t)]qdt
}1/q
≤ cq‖f‖
1/q
L1 ‖f‖
1−1/q
BMO ,
as we wanted to show.
Let us now consider the case p > 1. Let q > p. By Holmstedt’s reiteration
theorem (cf. [12], [40]) we have
(Lp, BMO)1−p/q,q = ((L
1, BMO)1−1/p,p, BMO)1−p/q,q ,
and, moreover, with absolute constants that depend only on p,
K(t, f ;Lp, BMO) ≈
{∫ tp
0
(s
1
p−1sf#∗(s))p
ds
s
}1/p
=
{∫ tp
0
f#∗(s)pds
}1/p
.
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By Lemma 2 it follows that, with constants independent of q, f, we have

∫ ∞
0
[t−(1−p/q)
{∫ tp
0
f#∗(s)pds
}1/p
]q
dt
t


1/q
≈ ‖f‖(Lp(Rn),BMO(Rn))1−p/q,q
 p−1/q[q − p]−1/qq1/q‖f‖
p/q
Lp ‖f‖
1−p/q
BMO .
Now,

∫ ∞
0
[t−(1−p/q)q
{∫ tp
0
f#∗(s)pds
}q/p
dt
t


1/q
=


∫ ∞
0
[t−(1−p/q)qtq
{
1
tp
∫ tp
0
f#∗(s)pds
}q/p
dt
t


1/q
=


∫ ∞
0
tp
{
1
tp
∫ tp
0
f#∗(s)pds
}q/p
dt
t


1/q
=
(
1
p
)1/q{∫ ∞
0
u
{
1
u
∫ u
0
f#∗(s)pds
}q/p
du
u
}1/q
=
(
1
p
)1/q {∫ ∞
0
{
1
u
∫ u
0
f#∗(s)pds
}q/p
du
}p/q
1/p
≥
(
1
p
)1/q [ q
p
q/p− 1
]1/q {∫ ∞
0
f#∗(u)qdu
}1/q
,
where in the last step we have used the reverse sharp Hardy inequality (cf. [74,
Lemma 2.1]). Consequently,{∫ ∞
0
f#∗(u)qdu
}1/q
 p1/q
[
q/p− 1
q/p
]1/q
p−1/q[q − p]−1/qq1/q‖f‖
p/q
Lp ‖f‖
1−p/q
BMO
∼ ‖f‖
p/q
Lp ‖f‖
1−p/q
BMO .
Hence, by the analysis we already did for the case p = 1, we see that{∫ ∞
0
f∗(t)qdt
}1/q
 (
q − 1
q
)1/qq‖f‖
p/q
Lp ‖f‖
1−p/q
BMO
 q‖f‖
p/q
Lp ‖f‖
1−p/q
BMO ,
as we wished to show. 
Remark 1. If we work on a cube Q0, the replacement of (4.7) is (cf. [10])
f∗∗(t)− f∗(t) ≤ cf#∗(t), 0 < t < |Q0| /3.
In this situation, we have BMO(Q0) ⊂ L
1(Q0), and we readily see that
{∫ |Q0|/3
0
[t−1+1/qtf#∗(t)]q dtt
}1/q
is an equivalent seminorm for (L1(Q0), BMO(Q0))1−1/q,q . The rest of the proof now
follows mutatis mutandis.
Remark 2. For related Hardy inequalities for one dimensional oscillation operators
of the form f#(t) =
1
t
∫ t
0
f(s)ds− f(t), cf. [79] and [56].
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5. The rearrangement Invariant Hull of BMO and Gagliardo
coordinate spaces
In this section we introduce the “Gagliardo coordinate spaces” (cf. [40], [44],
[62]) and we use them to extend (1.2) to the setting of real interpolation.
Let θ ∈ [0, 1], q ∈ (0,∞]. Following the discussion given in the Introduction, we
define the “Gagliardo coordinate spaces” as follows26
(X1, X2)
(1)
θ,q =
{
f ∈ X1 +X2 : ‖f‖(X1,X2)(1)θ,q
<∞
}
,
where
‖f‖
(X1,X2)
(1)
θ,q
=
{∫ ∞
0
(
t1−θ
[
K(t, f ;X1, X2)
t
−K ′(t, f ;X1, X2)
])q
dt
t
}1/q
,
and
(X1, X2)
(2)
θ,q =
{
f ∈ X1 +X2 : ‖f‖(X1,X2)(2)θ,q
<∞
}
,
‖f‖
(X1,X2)
(2)
θ,q
=
{∫ ∞
0
(t−θtK ′(t, f ;X1, X2))
q dt
t
}1/q
,
and we compare them to the classical Lions-Peetre spaces (X1, X2)θ,q.
The Gagliardo coordinate spaces in principle are not linear, and the correspond-
ing functionals, ‖f‖
(X1,X2)
(i)
θ,q
, i = 1, 2, are not norms. However, it turns out that,
when θ ∈ (0, 1), q ∈ (0,∞], we have, with *norm* equivalence (cf. [40], [44]),
(5.1) (X1, X2)
(1)
θ,q = (X1, X2)
(2)
θ,q = (X1, X2)θ,q.
More precisely, the “norm” equivalence depends only on θ, and q. On the other
hand, at the end points, θ = 0 or θ = 1, the resulting spaces can be very different.
Example 1. Let (X1, X2) = (L
1, L∞). Then, if θ = 1, q =∞, we have
(5.2) ‖f‖
(X1,X2)
(1)
1,∞
= ‖f‖L(∞,∞) ,
while
‖f‖(X1,X2)1,∞ = ‖f‖(X1,X2)(2)1,∞
= ‖f‖L∞ .
For θ = 1, q <∞,
‖f‖
(X1,X2)
(1)
1,q
= ‖f‖L(∞,q) .
On the other hand,
‖f‖
(X1,X2)
(2)
1,q
=
{∫ ∞
0
f∗(t)q
dt
t
}1/q
≤
{∫ ∞
0
f∗∗(t)q
dt
t
}1/q
= ‖f‖(X1,X2)1,q ,
and
‖f‖
(X1,X2)
(2)
1,q
<∞⇔ f = 0.
For θ = 0, q =∞,
‖f‖(X1,X2)0,∞ = sup
t
tf∗∗(t) = ‖f‖L1 ,
while
‖f‖
(X1,X2)
(2)
0,∞
= sup
t
tf∗(t) = ‖f‖L(1,∞) .
26Think in terms of a Gagliardo diagram, see for example [12, page 39], [47], [44].
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Moreover,
‖f‖
(X1,X2)
(1)
0,∞
= sup
t
t(f∗∗(t)− f∗(t))
= sup
t
∫ ∞
f∗(t)
λf (s)ds.
Therefore, if f∗(∞) = 0, then
‖f‖
(X1,X2)
(1)
0,∞
=
∫ ∞
0
λf (s)ds
= ‖f‖L1 .
Also, if f∗∗(∞) = 0,
‖f‖
(X1,X2)
(1)
1,1
=
∫ ∞
0
[f∗∗(t)− f∗(t)]
dt
t
= lim
r→0
∫ ∞
r
[f∗∗(t)− f∗(t)]
dt
t
= lim
r→0
(f∗∗(r) − f∗∗(∞)) (since
d
dr
(−f∗∗(t)) =
f∗∗(t)− f∗(t)
t
)
= ‖f‖L∞ .
Theorem 1. Let θ ∈ [0, 1), and let 1 ≤ q < ∞. Then, there exists an absolute
constant c such that
(5.3) ‖f‖ ~X(2)θ,q
≤ cq
(
1 + [(1 − θ)q]1/q
)1−θ
[(1− θ)q]−θ ‖f‖
1−θ
X1
‖f‖
θ
~X
(1)
1,∞
.
In particular, if (1− θ)q = 1,
(5.4) ‖f‖ ~X(2)θ,q
≤ cq ‖f‖1−θX1 ‖f‖
θ
~X
(1)
1,∞
.
Before going to the proof let us argue why such a result could be termed a
generalized John-Nirenberg inequality. Indeed, let Q be a cube in Rn, and consider
the pair ~X = (L1(Q), L∞(Q)). As we have seen (cf. (5.2))
‖f‖ ~X(1)1,∞
= ‖f‖L(∞,∞) .
By definition, if f ∈ L(∞,∞)(Q), then f ∈ L1(Q). We now show that, moreover,
‖f‖L1 ≤ |Q| ‖f‖L(∞,∞) . Indeed, for all t > 0 we have (cf. [1, Theorem 2.1 (ii)])∫
{|f |>t}
|f(x)| dx ≤
∫ ∞
f∗(λf (t))
λf (r)dr + tλf (t)
= λf (t)[f
∗∗(λf (t))− f
∗(λf (t))] + tλf (t)
≤ λf (t)
(
‖f‖L(∞,∞) + t
)
≤ |Q|
(
‖f‖L(∞,∞) + t
)
,(5.5)
where in the second step we have used the formula (do a graph!)
s(f∗∗(s)− f∗(s)) =
∫ ∞
f∗(s)
λf (u)du.
Let t→ 0 in (5.5) then, by Fatou’s Lemma, we see that
(5.6) ‖f‖L1 ≤ |Q| ‖f‖L(∞,∞) .
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Now, let θ ∈ (0, 1), and 1q = 1− θ. Then,
‖f‖ ~X(2)θ,q
=
{∫ ∞
0
(t−θtK ′(t, f ;L1, L∞))q
dt
t
}1/q
=
{∫ ∞
0
(t−(1−1/q)tf∗(t))q
dt
t
}1/q
= ‖f‖Lq .
Therefore, by (5.4) and (5.6),
‖f‖Lq ≤ cq ‖f‖
1/q
L1 ‖f‖
1/q′
L(∞,∞)
≤ cq |Q| ‖f‖L(∞,∞)
≤ cq ‖f‖L(∞,∞) .
Consequently,
‖f‖eL ≈ ‖f‖∆(Lqq )
= sup
q
‖f‖Lq
q
≤ c ‖f‖L(∞,∞) .
Proof. (of Theorem (1). Let us write
‖f‖ ~X(2)θ,q
=
(∫ ∞
0
(u1−θ
d
du
K(u, f ; ~X))q
du
u
)1/q
=
(∫ t
0
(u1−θ
d
du
K(u, f ; ~X))q
du
u
)1/q
+
(∫ ∞
t
(u1−θ
d
du
K(u, f ; ~X))q
du
u
)1/q
= (I) + (II).
We estimate these two terms as follows,
(I) =
(∫ t
0
u(1−θ)q(
d
du
K(u, f ; ~X))q
du
u
)1/q
≤
(∫ t
0
u(1−θ)q(
K(u, f ; ~X)
u
)q
du
u
)1/q
(since
d
du
K(u, f ; ~X) ≤
K(u, f ; ~X)
u
).
On the other hand, since
(
K(u,f ; ~X)
u
)′
= K
′(u,f ; ~X)u−K(u,f ; ~X)
u2 , we have that, for
0 < u < t,
K(u, f ; ~X)
u
=
K(t, f ; ~X)
t
+

− K(·, f ; ~X)
·
∣∣∣∣∣
t
u


=
K(t, f ; ~X)
t
+
∫ t
u
(
K(r, f ; ~X)
r
−K ′(r, f ; ~X)
)
dr
r
≤
K(t, f ; ~X)
t
+
(
log
t
u
)
sup
r≤t
(
K(r, f ; ~X)
r
−K ′(r, f ; ~X)
)
≤
K(t, f ; ~X)
t
+ log
t
u
‖f‖ ~X(1)1,∞
.
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Therefore, by the triangle inequality,
(I) ≤
(∫ t
0
(u(1−θ)q{
K(t, f ; ~X)
t
+ log
t
u
‖f‖ ~X(1)1,∞
}q
du
u
)1/q
≤
K(t, f ; ~X)
t
(∫ t
0
u(1−θ)q
du
u
)1/q
+ ‖f‖ ~X(1)1,∞
(∫ t
0
u(1−θ)q
(
log
t
u
)q
du
u
)1/q
=
K(t, f ; ~X)
t
t(1−θ)
[(1− θ)q]1/q
+ ‖f‖ ~X(1)1,∞
(∫ t
0
u(1−θ)q
(
log
t
u
)q
du
u
)1/q
= (a) + (b).
For the term (a) we have
(a) ≤
t−θ
[(1− θ)q]1/q
lim
t→∞
K(t, f ; ~X) (since K(·, f ; ~X) increases)
≤
t−θ
[(1− θ)q]1/q
‖f‖X1 .
To deal with (b) we use the asymptotics of the gamma function as follows: let
s = log tu , then u = te
−s, du = −te−sds, duu = −ds, u
(1−θ)q = t(1−θ)qe−s(1−θ)q, and
we have
(b) = ‖f‖ ~X(1)1,∞
(∫ t
0
u(1−θ)qsq
du
u
)1/q
= ‖f‖ ~X(1)1,∞
t1−θ
(∫ ∞
0
e−s(1−θ)qsqds
)1/q
= ‖f‖ ~X(1)1,∞
t1−θ
(∫ ∞
0
e−τ
τq
[(1− θ)q]q
dτ
[(1− θ)q]
)1/q
, (let τ = s(1 − θ)q)
=
‖f‖ ~X(1)1,∞
[(1 − θ)q]
1
[(1 − θ)q]1/q
t1−θ (Γ(q + 1))
1/q
≤
‖f‖ ~X(1)1,∞
[(1 − θ)q]
1
[(1 − θ)q]1/q
t1−θq.
Combining inequalities for (a) and (b) we have
(I) ≤
t−θ
[(1− θ)q]1/q
‖f‖X1 +
‖f‖ ~X(1)1,∞
[(1 − θ)q]
1
[(1 − θ)q]1/q
t1−θq.
We now estimate (II) :
(II) =
(∫ ∞
t
u(1−θ)qu−1
(
d
du
K(u, f ; ~X)
)q−1 (
u
d
du
K(u, f ; ~X)
)
du
u
)1/q
≤
{
sup
u≥t
(u
(1−θ)q−1
q
(
d
du
K(u, f ; ~X)
) q−1
q
)
}{∫ ∞
t
d
du
K(u, f ; ~X)du
}1/q
= (c)(d).
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The factors on the right hand side can be estimated as follows,
(d) =
(
lim
u7→∞
K(u, f ; ~X)−K(t, f ; ~X)
)1/q
≤
(
lim
u7→∞
K(u, f ; ~X)
)1/q
= ‖f‖
1/q
X0
.
Also, since K(·, f ; ~X) is concave, dduK(u, f ;
~X) ≤ K(u,f ;
~X)
u , consequently,
(c) ≤ ‖f‖
1−1/q
X1
sup
u≥t
{u
(1−θ)q−1
q −
q−1
q }
≤ ‖f‖
1−1/q
X1
{sup
u≥t
u−θ}
= ‖f‖
1−1/q
X1
t−θ.
Thus,
(II) ≤ ‖f‖
1/q
X1
‖f‖
1−1/q
X1
t−θ
= ‖f‖X1 t
−θ.
Combining the estimates for (I) and (II) yields,
‖f‖ ~X(2)θ,q
≤
(
1 + [(1 − θ)q]1/q
[(1− θ)q]1/q
)
t−θ ‖f‖X1 +
1
[(1 − θ)q]
1
[(1 − θ)q]1/q
qt1−θ ‖f‖ ~X(1)1,∞
≤ cq
1
[(1 − θ)q]1/q
{(
1 + [(1− θ)q]1/q
)
t−θ ‖f‖X1 +
1
[(1 − θ)q]
t1−θ ‖f‖ ~X(1)1,∞
}
.
(5.7)
We balance the terms on the right hand side by choosing t such that(
1 + [(1− θ)q]1/q
)
t−θ ‖f‖X1 =
1
[(1 − θ)q]
t1−θ ‖f‖ ~X(1)1,∞
,
whence,
t =
(
1 + [(1− θ)q]1/q
)
[(1− θ)q]
‖f‖X1
‖f‖ ~X(1)1,∞
.
Inserting this value of t in (5.7) we find
‖f‖ ~X(2)θ,q
≤ cq
1
[(1− θ)q]1/q
{(
1 + [(1− θ)q]1/q
)−θ
[(1− θ)q]−θ ‖f‖1−θX1 ‖f‖
θ
~X
(1)
1,∞
}
≤ cq
(
1
[(1− θ)q]1/q
)(
1 + [(1− θ)q]1/q
)−θ
[(1− θ)q]−θ ‖f‖
1−θ
X1
‖f‖
θ
~X
(1)
1,∞
,
as we wished to show 
Remark 3. As an easy application of (5.4), we note that, if X2 ⊂ X1, we can
write
‖f‖
∆
(
(1−θ) ~X
(2)
θ, 1
1−θ
) = sup
θ
(1 − θ) ‖f‖ ~X(2)
θ, 1
1−θ
≤ c ‖f‖ ~X(1)1,∞
.
We believe that similar arguments would lead to computations with the ∆p method
of extrapolation (cf. [45], [50]) but this lies outside the scope of this paper so we
leave the issue for another occasion.
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6. Recent uses of the oscillation operator and L(∞, q) spaces in
Analysis
We present several different applications connected with the material developed
in this note. The material is only but a sample of results. The results presented are
either new or they provide a new treatment to known results27. This section differs
from previous ones in that we proceed formally and, whenever possible, we refer
the reader to the literature for background material and complete details. Further
development of materials in this section will appear elsewhere, e.g. in [28], [75],
[76],..)
6.1. On some inequalities for classical operators by Bennett-DeVore-
Sharpley and Bagby and Kurtz. In this section we show how the methods
developed in this paper can be applied to give a new approach to results on singu-
lar integrals and maximal operators that appeared first in [9], [5], and [58] (cf. also
the references therein).
Let 6 T and U be operators acting in a sufficiently large class of testing functions,
say the space S of Schwartz testing functions on Rn. Furthermore, suppose that
there exists C > 0, such that for all f ∈ S, the following pointwise inequality holds
(Tf)
#
(x) ≤ CUf(x).
Then, taking rearrangements we have
(Tf)
#∗
(t) ≤ C(Uf)∗(t), t > 0.
Therefore, {∫ ∞
0
(Tf)#∗ (t)pdt
}1/p
≤ C
{∫ ∞
0
(Uf)∗(t)pdt
}1/p
.
Now, by (4.7) above, and the analysis that follows it, we see that
{∫ ∞
0
(Tf)
∗
(t)pdt
}1/p
≤
(
p− 1
p
)1/p
pC
{∫ ∞
0
(Uf)∗(t)pdt
}1/p
≤ Cp
{∫ ∞
0
(Uf)∗(t)pdt
}1/p
.
In other words,
(6.1) ‖Tf‖p ≤ cp ‖Uf‖p ,
and we recover the main result of [58].
We should also point out that the method of proof can be also implemented to
deal with the corresponding more general inequalities for doubling measures on Rn
(cf. [21], [58], and the references therein).
Remark 4. It may be appropriate to mention that once one knows (6.1) then one
could use the extrapolation theory of [45] to show (cf. [58, Lemma 5]) that there
exist absolute constants C, γ > 0, such that,
(6.2) (Tf)∗(t) ≤ C
∫ ∞
γt
(Uf)
∗
(s)
ds
s
, for all f ∈ S.
27See also [85], Lesson #3.
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6.2. Good-Lambda Inequalities. These inequalities apparently originate in the
celebrated work of Burkholder-Gundy [17] (cf. also [16]) on extrapolation of mar-
tingale inequalities. They have been used since then to great effect in probability,
and also in classical harmonic analysis, probably beginning with [18] and Coifman-
Fefferman [21]. Inequalities on the oscillation operator f∗∗−f∗ are closely connected
with good-lambda inequalities. This connection was pointed out long ago by Neveu
[80], Herz [37], Bagby and Kurtz (cf. [5], [58]), among others. In this section we
formalize some of their ideas.
To fix matters, let µ be a measure on Rn, and let T and H be operators acting
on a sufficiently rich class of functions. A prototypical good lambda inequality has
the following form: for all λ > 0, ε > 0, there exists c(ε) > 0, with c(ε) → 0, as
ε→ 0, such that
(6.3) µ{|Tf | > 2λ, |Hf | ≤ ελ} ≤ c(ε)µ{|Tf | > λ}.
The idea here is that if the behavior of H is known on r.i. spaces, say on Lp spaces,
then we can also control the behavior of T. Indeed, the distribution function of Tf
can be controlled by the following elementary argument
µ{|Tf | > 2λ} ≤ µ{|Tf | > 2λ, |Hf | ≤ ελ}+ µ{|Tf | > 2λ, |Hf | > ελ}
≤ c(ε)µ{|Tf | > λ}+ µ{|Hf | > ελ}.
Then, since
‖f‖
p
p = p
∫ ∞
0
λp−1µ{|f | > λ}dλ,
we readily see that we can estimate the norm of ‖Tf‖
p
p in terms of the norm of
‖Hf‖
p
p by means of making ε sufficiently small in order to be able collect the two
‖Tf‖pp terms on the left hand side of the inequality.
In [58], the author shows the following stronger good lambda inequality for
f# :There exists B > 0, such that for all ε > 0, λ > 0, and all locally integrable f,
we have
µ{|f | > Bf# + λ} ≤ εµ{|f | > λ}.
This inequality is used to show the following oscillation inequality (cf. [58, p 270])
f∗(t)− f∗(2t) ≤ Cf#∗(
t
2
), t > 0,
where C is an absolute constant.
More generally, the argument in [58] can be formalized as follows
Theorem 2. Suppose that T and H are operators acting on the Schwartz class S,
such that, moreover, for all ε > 0, there exists B > 0, such that for all λ > 0,
(6.4) µ{|Tf | > B |Hf |+ λ} ≤ εµ{|Tf | > λ}.
Then, there exists a constant C > 0 such that for all t > 0, and for all f ∈ S,
(6.5) (Tf)
∗
(t)− (Tf)
∗
(2t) ≤ C (Hf)
∗
(
t
2
).
Proof. Let ε = 14 , and fix B := B(
1
4 ) such that (6.4) holds for all λ > 0. Let f ∈ S,
and select λ = (Tf)
∗
(2t). Then,
µ{|Tf | > B |Hf |+ (Tf)
∗
(2t)} ≤
1
4
µ{|Tf | > (Tf)
∗
(2t)} ≤
t
2
.
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By definition we have,
µ{|Hf | > (Hf)
∗
(
t
2
)} ≤
t
2
.
Consider the set A = {|Tf | > B(Hf)∗( t2 ) + (Tf)
∗
(2t)}. Then, it is easy to see, by
contradiction, that
A ⊂ {|Tf | > B |Hf |+ (Tf)
∗
(2t)}
⋃
{|Hf | > (Hf)
∗
(t/2)}.
Consequently,
µ(A) ≤
t
2
+
t
2
.
Now, since
(Tf)
∗
(t) = inf{s : µ{|Tf | > s} ≤ t},
it follows that
(Tf)
∗
(t) ≤ B(Hf)∗(
t
2
) + (Tf)
∗
(2t),
as we wished to show. 
Remark 5. It is easy to compare the oscillation operators (Tf)∗ (t) − (Tf)∗ (2t)
and (Tf)
∗∗
(t)− (Tf)
∗
(t). For example, it is shown in [7, Theorem 4.1 p 1223] that
(Tf)
∗
(
t
2
)− (Tf)
∗
(t) ≤ 2
(
(Tf)
∗∗
(t)− (Tf)
∗
(t)
)
,
and
(
(Tf)
∗∗
(t)− (Tf)
∗
(t)
)
≤
1
t
∫ t
0
(
(Tf)
∗
(
s
2
)− (Tf)
∗
(s)
)
ds
+ (Tf)
∗
(
t
2
)− (Tf)
∗
(t).(6.6)
Combining Theorem 2 and the previous remark we have the following
Theorem 3. Suppose that T and H satisfy the strong good-lambda inequality (6.4).
Then, (
(Tf)
∗∗
(t)− (Tf)
∗
(t)
)
≤ 2B(Hf)∗∗(
t
4
).
Proof. The desired result follows combining (6.5) with (6.6). 
Remark 6. It is easy to convince oneself that the good-lambda inequalities of the
form (6.4) are, in fact, stronger than the usual good-lambda inequalities, e.g. of the
form (6.3) (cf. [58]).
Remark 7. Clearly there are many nice results lurking in the background of this
section. For example, a topic that comes to mind is to explore the use of good-lambda
inequalities in the interpolation theory of operator ideals and its applications (cf.
[20], [68], and the references therein). On the classical analysis side it would be of
interest to explore the connections of the interpolation methods with the maximal
inequalities due to Muckenhoupt-Wheeden and Hedberg-Wolff (cf. [3], [41] and the
references therein).
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6.3. Extrapolation of inequalities: Burkholder-Gundy-Herz meet Caldero´n-
Maz’ya and Cwikel et al. The leitmotif of [17] is the extrapolation of inequalities
for the classical operators acting on martingales (e.g. martingale transforms, max-
imal operators, square functions..). There are two main ingredients to the method.
First, the authors, modeling on the classical operators acting on martingales, single
out properties that the operators under consideration will be required to satisfy.
Then they usually assume that an Lp or weak type Lp estimate holds, and from
this information they deduce a full family of Lp or even Orlicz inequalities. The
main technical step of the extrapolation procedure consists of using the assump-
tions we have just described in order to prove suitable good-lambda inequalities.
The method is thus different from the usual interpolation theory, which works for
all operators that satisfy a pair of given estimates.
In [28] we have shown how to formulate some of the assumptions of [17] in terms
of optimal decompositions to compute K−functionals. Then, assuming that the
operators to be extrapolated act on interpolation spaces, one can extract oscillation
inequalities using interpolation theory. In particular, the developments in [28] allow
the extrapolation of operators that do not necessarily act on martingales, but also on
function spaces, e.g. gradients, square functions, Littlewood-Paley functions, etc.
The basic technique involved to achieve the extrapolation is to use the assumptions
to prove an oscillation rearrangement inequality28.
Unfortunately, [28] is still unpublished, although some of the results have been
discussed elsewhere (cf. [63]) or will appear soon (cf. [75]). In keeping with
the theme of this note, in this section I want to present some more details on
how one can extrapolate Sobolev inequalities and encode the information using the
oscillation operator f∗∗ − f∗.
Let us take as a starting point the weak type Gagliardo-Nirenberg Sobolev in-
equality in Rn (cf. [60]):
(6.7) ‖f‖L(n′,∞) = ‖f‖(L1(Rn),L∞(Rn))1/n,∞ ≤ cn ‖∇f‖L1 , f ∈ Lip0(R
n).
Let f ∈ Lip0(R
n), and assume without loss that f is positive. Let t > 0, then an
optimal decomposition for the computation of
K(t, f) := K(t, f ;L1(Rn), L∞(Rn)) =
∫ t
0
f∗(s)ds,
is given by
(6.8) f = ff∗(t) + (f − ff∗(t)),
where
(6.9) ff∗(t)(x) =
{
f(x)− f∗(t) if f∗(t) < f(x)
0 if f(x) ≤ f∗(t)
.
28Herz [38] also developed a different technique to extrapolate oscillation rearrangement in-
equalities for martingale operators.
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By direct computation we have
K(t, f) ≤
∥∥ff∗(t)∥∥L1 + t ∥∥f − ff∗(t)∥∥L∞
=
(∫ t
0
f∗(s)ds − tf∗(t)
)
+ tf∗(t)
=
∫ t
0
f∗(s)ds.
On the other hand, if f = f0 + f1, with f0 ∈ L
1, f1 ∈ L
∞, then∫ t
0
f∗(s)ds ≤
∫ t
0
f∗0 (s)ds+
∫ t
0
f∗1 (s)ds
≤ ‖f0‖L1 + t ‖f1‖L∞ .
Therefore,
K(t, f) =
∥∥ff∗(t)∥∥L1 + t ∥∥f − ff∗(t)∥∥L∞ .
Also note that, confirming (1.18) and (1.19) above, by direct computation we have,
∥∥ff∗(t)∥∥L1 =
∫ t
0
f∗(s)ds − tf∗(t)
= t (f∗∗(t)− f∗(t)) ,∥∥f − ff∗(t)∥∥L∞ = f∗(t).
The commutation of the gradient with truncations29 implies∥∥∇ff∗(t)∥∥L1 ≤
∫
{f>f∗(t)}
|∇f | dx.
Therefore ∥∥∇ff∗(t)∥∥L1 ≤
∫ t
0
|∇f |
∗
(s)ds.
We apply the inequality (6.7) to ff∗(t). We find∥∥ff∗(t)∥∥(L1(Rn),L∞(Rn))1/n,∞ ≤ cn ∥∥∇ff∗(t)∥∥L1
≤ cn
∫ t
0
|∇f |
∗
(s)ds.
We estimate the left hand side∥∥ff∗(t)∥∥(L1(Rn),L∞(Rn))1/n,∞ = sups>0 s−1/nK(s, ff∗(t))
= sup
s>0
s−1/nK(s, f − (f − ff∗(t)))
≥ t−1/nK(t, f − (f − ff∗(t)))
≥ t−1/n{K(t, f)−K(t, f − ff∗(t))},
where the last inequality follows by the triangle inequality, since K(t, ·) is a norm.
Now,
K(t, f) = tf∗∗(t),
29(cf. [69], [6], [35], [66])
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and
K(t, f − ff∗(t)) ≤ t
∥∥ff∗(t) − f∥∥L∞
= tf∗(t).
Thus, ∥∥ff∗(t)∥∥(L1(Rn),L∞(Rn))1/n,∞ ≥ t−1/n (tf∗∗(t)− tf∗(t)) .
Combining estimates we find
(tf∗∗(t)− tf∗(t)) t−1/n ≤ cn
∫ t
0
|∇f |
∗
(s)ds,
which can be written as
(6.10) f∗∗(t)− f∗(t) ≤ cnt
1/n |∇f |∗∗ (t).
This inequality had been essentially obtained by Kolyada [52] and is equivalent (cf.
[66]) to earlier inequalities by Talenti [89].. but its role in the study of limiting
Sobolev inequalities, and the introduction of the L(∞, q) spaces, was only pointed
out in [7]. In [66] it was shown that (6.10) is equivalent to the isoperimetric in-
equality. More generally, Martin-Milman extended (6.10) to Gaussian measures
([64]), and later30 (cf. [65]) to metric measure spaces, where the inequality takes
the following form
(6.11) f∗∗(t)− f∗(t) ≤
t
I(t)
|∇f |
∗∗
(t),
where I is the isoperimetric profile associated with the underlying geometry. In fact
they show the equivalence of (6.11) with the corresponding isoperimetric inequality
(for a recent survey cf. [65]).
One can prove the Gaussian Sobolev version of (6.11) using the same extrapo-
lation procedure as above, but using as a starting point Ledoux’s inequality [59]
as a replacement of the Gagliardo-Nirenberg inequality (cf. [63]). Further recent
extensions of the Martin-Milman inequality on Gaussian measure can be found in
[92].
Let us now show another Sobolev rearrangement inequality for oscillations, ap-
parently first recorded in [66]. We now take as our starting inequality for the ex-
trapolation procedure the sharp form of the Gagliardo-Nirenberg inequality, which
can be formulated as
‖f‖L(n′,1) = ‖f‖(L1(Rn),L∞(Rn))1/n,1 ≤ cn ‖∇f‖L1 , f ∈ Lip0(R
n).
We apply the inequality to ff∗(t). The right hand side we have already estimated,
∥∥ff∗(t)∥∥(L1(Rn),L∞(Rn))1/n,1 ≤ cn
∫ t
0
|∇f |
∗
(s)ds.
30See also [49] for a maximal function approach to oscillation inequalities for the gradient.
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Now, ∥∥ff∗(t)∥∥(L1(Rn),L∞(Rn))1/n,1 =
∫ ∞
0
s−1/nK(s, ff∗(t))
ds
s
≥
∫ t
0
s−1/nK(s, f − (f − ff∗(t)))
ds
s
≥
∫ t
0
s−1/n{K(s, f)−K(s, f − ff∗(t))}
ds
s
=
∫ t
0
s−1/n{sf∗∗(s)−K(s, f − ff∗(t))}
ds
s
.
Note that since f∗ decreases, for s ≤ t, we have
K(s, f − ff∗(t)) ≤ s
∥∥f − ff∗(t)∥∥L∞
= sf∗(t)
≤ sf∗(s).
Therefore,
‖f‖(L1(Rn),L∞(Rn))1/n,1 ≥
∫ t
0
s−1/n{sf∗∗(s)− sf∗(s)}
ds
s
=
∫ t
0
s1−1/n{f∗∗(s)− f∗(s)}
ds
s
.
Consequently, ∫ t
0
s1−1/n{f∗∗(s)− f∗(s)}
ds
s
≤ cn
∫ t
0
|∇f |
∗
(s)ds,
an inequality first shown in [66].
6.4. Bilinear Interpolation. In this section we show an extension of (1.22) to a
class of bilinear operators that have a product or convolution like structure. These
operators were first introduced by O’Neil (cf. [12, Exercise 5, page 76]).
Let ~A, ~B, ~C, be Banach pairs, and let Π be a bilinear bounded operator such
that
Π :


A0 ×B0 → C0
A0 ×B1 → C1
A1 ×B0 → C1
.
For example, the choice A0 = B0 = C0 = L
∞, and A1 = B1 = C1 = L
1, cor-
responds to a regular product operator Π1(f, g) = fg, while the choice A0 =
B0 = C1 = L
1, and A1 = B1 = C0 = L
∞ corresponds to a convolution opera-
tor Π2(f, g) = f ∗ g on R
n, say. The main boundedness result is given by (cf. [12,
Exercise 5, page 76]):
(6.12) ‖Π(f, g)‖~Cθ,r ≤ ‖f‖ ~Aθ1,q1r
‖g‖~Bθ2,q2r
,
where θ, θi ∈ (0, 1), θ = θ1 + θ2, q i, r ∈ [1,∞], i = 1, 2, and
1
r ≤
1
q1r
+ 1q2r .
Example 2. To illustrate the ideas, make it easy to compare results, and to avoid
the tax of lengthy computations with indices, we shall only model an extension of
(1.22) for Π1. Let us thus take ~A = ~B = ~C = (A0, A1), and let ~X = (X0, X1) =
(A1, A0). Further, in order to be able to use the quadratic form argument outlined
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in the Introduction, we choose q1 = q2 = 2, r = p, θ1 = θ2 =
θ
2 . Then, from (6.12)
we get
(6.13) ‖Π1(f, g)‖ ~X1−θ,p  ‖f‖ ~X1− θ
2
,2p
‖g‖ ~X
1− θ
2
,2p
.
Since (1 − 12 )(1− θ) +
1
21 = 1−
θ
2 , we can use the reiteration theorem to write
~X1− θ2 ,2p
= ( ~X1−θ,p, X1) 1
2 ,2p
,
and find that
(6.14) ‖Π1(f, g)‖ ~X1−θ,p  ‖f‖( ~X1−θ,p,X1) 1
2
,2p
‖g‖( ~X1−θ,p,X1) 1
2
,2p
.
By the equivalence theorem31 (cf. (5.1) above),
( ~X1−θ,p, X1) 1
2 ,2p
= ( ~X1−θ,p, X1)
(2)
1
2 ,2p
.
Therefore,
‖Π1(f, g)‖ ~X1−θ,p  ‖f‖( ~X1−θ,p,X1)(2)1
2
,2p
‖g‖
( ~X1−θ,p,X1)
(2)
1
2
,2p
 ‖f‖
1/2
~X1−θ,p
‖f‖
1/2
( ~X1−θ,p,X1)
(1)
1,∞
‖g‖
1/2
~X1−θ,p
‖g‖
1/2
( ~X1−θ,p,X1)
(1)
1,∞
,
where in the last step we have used (5.4) applied to the pair ( ~X1−θ,p, X1). Conse-
quently, by the quadratic formula, we finally obtain
‖Π1(f, g)‖ ~X1−θ,p  ‖f‖ ~X1−θ,p ‖g‖( ~X1−θ,p,X1)
(1)
1,∞
+ ‖f‖
( ~X1−θ,p,X1)
(1)
1,∞
‖g‖ ~X1−θ,p .
Remark 8. The method above uses one of the more powerful tools of the real
method: the re-scaling of inequalities. However, in this case there is substantial
difficulty for the implementation of the result since techniques for the actual com-
putation of the space
(
~X1−θ,p, X1
)(1)
1,∞
are not well developed at present time32.
Therefore we avoid the use of (6.14) and instead prove directly that if33 θ = 1p , we
have
(6.15) ‖f‖ ~X
1− θ
2
,2p
 ‖f‖
1/2
~X1−θ,p
‖f‖
1/2
~X
(1)
1,∞
.
This given, applying (6.15) to both terms on the right hand side of (6.13) and then
using the quadratic form argument we find
(6.16) ‖Π1(f, g)‖ ~X1−θ,p  ‖f‖ ~X1−θ,p ‖g‖ ~X(1)1,∞
+ ‖g‖ ~X1−θ,p ‖f‖ ~X(1)1,∞
.
In the particular case of product operators and Lp spaces, 1 < p <∞, (6.16) reads
‖fg‖Lp  ‖f‖Lp ‖g‖L(∞,∞) + ‖g‖Lp ‖f‖L(∞,∞) ,
which should be compared with (1.22) recalling that
‖f‖L(∞,∞) ≤ c ‖f‖BMO .
31In this example we are not interested on the precise dependence of the constants of
equivalence.
32It is an interesting open problem to modify Holmstedt’s method to be able to keep track,
in a nearly optimal way, both coordinates in the Gagliardo diagram, when doing reiteration. For
more on the computation of Gagliardo coordinate spaces see the forthcoming [77].
33To simplify the computations we model the Lp case here. Another simplification is that in
this argument we don’t need to be fuzzy about constants.
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Proof. (of (6.15)). To simplify the notation we let K(t, f ; ~X) = K(t). Then,
‖f‖ ~X
1− θ
2
,2p
=
{∫ ∞
0
(
K(s)s−(1−
θ
2
)
)2p ds
s
}1/2p
≤
{∫ t
0
(
K(s)s−(1−
θ
2 )
)2p ds
s
}1/2p
+
{∫ ∞
t
(
K(s)s−(1−
θ
2 )
)2p ds
s
}1/2p
= (1) + (2).
We proceed to estimate each of these two terms starting with (2) :
(2) =
{∫ ∞
t
(
K(s)s−(1−θ)
)p
s(1−θ)ps−(1−
θ
2 )p
(
K(s)s−(1−
θ
2 )
)p ds
s
}1/2p
≤
{
sup
s≥t
s(1−θ)s−(1−
θ
2 )
(
K(s)s−(1−
θ
2 )
)}1/2{∫ ∞
t
(
K(s)s−(1−θ)
)p ds
s
}1/2p
≤
{
sup
s≥t
K(s)
s
}1/2
‖f‖
1/2
~X1−θ,p
=
{
K(t)
t
}1/2
‖f‖
1/2
~X1−θ,p
= t−1/2t(1−θ)/2
{
K(t)t−(1−θ)
}1/2
‖f‖
1/2
~X1−θ,p
≤ t−1/p2 ‖f‖ ~X1−θ,p .
Moreover,
(1) =
{∫ t
0
(
K(s)
s
s−(1−
θ
2 )+1
)2p
ds
s
}1/2p
≤
{∫ t
0
([
K(s)
s
−
K(t)
t
]
s−(1−
θ
2 )+1
)2p
ds
s
}1/2p
+
{∫ t
0
(
K(t)
t
s−(1−
θ
2 )+1
)2p
ds
s
}1/2p
= (a) + (b).
The term (b) is readily estimated:
(b) =
K(t)
t
{∫ t
0
s
θ
22p
ds
s
}1/2p
∼
K(t)
t
t1/2p
= K(t)t−(1−θ)t(1−θ)t1/2p−1
 ‖f‖ ~X1−θ,p t
−1/2p.
Next we use the familiar estimate[
K(s)
s
−
K(t)
t
]
=
∫ t
s
[
K(s)
s
−K ′(s)
]
ds
s
≤ ‖f‖ ~X1,∞ log
t
s
,
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to see that
(a) ≤ ‖f‖ ~X1,∞
{∫ t
0
s
(
log
t
s
)2p
ds
s
}1/2p
 ‖f‖ ~X(1)1,∞
t1/2p.
Collecting estimates, we have
‖f‖ ~X
1− θ
2
,2p
 t−1/p2 ‖f‖ ~X1−θ,p + ‖f‖ ~X(1)1,∞
t1/2p.
Balancing the two terms on the right hand side we find
‖f‖ ~X
1− θ
2
,2p
 ‖f‖
1/2
~X1−θ,p
‖f‖
1/2
~X
(1)
1,∞
,
as we wished to show. 
Remark 9. It would be of interest to implement a similar model analysis for
Π2(f, g) = f ∗ g. We claim that it is easy, however, we must leave the task to
the interested reader.
Remark 10. The results of this section are obviously connected with Leibniz rules
in function spaces. This brings to mind the celebrated commutator theorem of
Coifman-Rochberg-Weiss [22] which states that if T is a Caldero´n-Zygmund op-
erator (cf. [86]), and b is a BMO function, then [T, b]f = bT f − T (bf), defines a
bounded linear operator34
[T, b] : Lp(Rn)→ Lp(Rn), 1 < p <∞.
The result has been extended in many different directions. In particular, an abstract
theory of interpolation of commutators has evolved from it (cf. [29], [84], for recent
surveys). In this theory a crucial role is played by a class of operators Ω such
that, for bounded operators T on a given interpolation scale, the commutator [T,Ω]
is also bounded. The operators Ω often satisfy some of the functional equations
associated with derivation operators. At present time we know very little about
how this connection comes about or how to exploit it in concrete applications (cf.
[30], [53]). More in keeping with the topic of this paper, and in view of many
possible interesting applications, it would be of also of interest to study oscillation
inequalities for commutators [T,Ω] in the context of interpolation theory. In this
connection we should mention that in [67], the authors formulate a generalized
version of the Coifman-Rochberg-Weiss commutator theorem, valid in the context
of real interpolation, where in a suitable fashion the function space W, introduced
in [79], plays the role of BMO :
W = {f ∈ L1loc(0,∞) : sup
t
∣∣∣∣1t
∫ t
0
f(s)ds− f(t)
∣∣∣∣ <∞}.
Obviously, f ∈ L(∞,∞) iff f∗ ∈ W.
34In fact, the boundedness of [T, b] for all CZ operators implies that b ∈ BMO (cf. [42])
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7. A brief personal note on Cora Sadosky
I still remember well the day (circa March 1977) that I met Mischa Cotlar and
Cora Sadosky at Mischa’s apartment in Caracas (cf. [72]). I was coming from
Sydney, en route to take my new job as a Visiting Professor at Universidad de
Los Andes, in Merida. And while, of course, I had heard a lot about them, I did
not know them personally. Mischa and I had exchanged some correspondence (no
e-mail those days!). I had planned to come to spend an afternoon with the Cotlars,
taking advantage of a 24 hour stopover while en route to Merida, a colonial city
in the Andes region of Venezuela. As it turns out, my flight for the next day had
been cancelled, and Mischa and Yani invited me to stay over at their place.
When I came to the Cotlar’s apartment, Corita and Mischa were working in
the dining room. Mischa gave me a brief explanation of what they were doing
mathematically. In fact, he dismissed the whole enterprise35. I would learn much
later that what they were doing then, would turn out to be very innovative and
influential research36.
Corita, who also knew about my impending arrival, greeted me with something
equivalent to *Oh, so you really do exist*!37 Being a *porten˜o* myself, I quickly
found Corita’s style quite congenial and the conversation took off. We formed a
friendship that lasted for as long as she lived.
As I later learned, most people called her Cora, but the Cotlars, and a few
other old friends, that knew her from childhood, called her Corita38. Having being
introduced to her at the Cotlar’s home, I proceeded to call her Corita too...and
that was the way it would always be39.
By early 1979 I moved for one semester to Maracaibo and afterwards to Brasilia.
Mischa was very helpful connecting me first with Jorge Lebowitz (Maracaibo), and
then with Djairo Figuereido (Brasilia). In the mean time Corita herself had moved
to the US, where we met again, at an AMS Special Session in Harmonic Analysis.
At the time I had a visiting position at UI at Chicago, and was trying to find
a tenure track job. She took an interest in my situation, and gave me very useful
suggestions on the job hunting process. She would remain very helpful throughout
my career. In particular, when she learned40, on her own, about my application
for a membership at the Institute for Advanced Study, in 1984, she supported my
case.... I did not know this until she called me to let me know that my application
had been accepted!
Corita and I met again many times over the course of the years. There were
conferences on Interpolation Theory41 in Lund and Haifa, on Harmonic Analysis in
Washington D.C., Madrid and Boca Raton, there were Chicago meets to celebrate
various birthdays of Alberto Caldero´n, a special session on Harmonic Analysis in
35I would learn quickly that Mischa’s modesty was legendary.
36From this period I can mention [23], [24], [25].
37Existence here to be taken in a non mathematical sense. Of course at point in time I did
NOT *exist* mathematically!
38In Spanish *Corita* means little Cora..
39Many many years later she told me that by then everyone called her Cora, except Mischa
and myself and that she would prefer for me to call her Cora. I said, of course, Corita!..
40She had a membership at IAS herself that year
41Harmonic analysts trained in the sixties had a special place in their hearts for Interpolation
theory. It was after all a theory to which the great masters of the Chicago school (e.g. Caldero´n,
Stein, Zygmund) had made fundamental contributions.
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Montreal, etc, etc. Vanda and I went to have dinner with Corita and her family,
when we all coincided during a visit to Buenos Aires in l985. She was instrumental
in my participation at Mischa’s 80 birthday Conference in Caracas, 1994. We wrote
papers for books that each of us edited. At some point in time she and her family
came to visit us in Florida.
A few months before she passed, I was helping her, via e-mail, with the texting42
of a paper of hers about Mischa Cotlar.
Probably the best way I have to describe Corita is to say that she was a force of
nature. She was a brilliant mathematician, with an intense but charming person-
ality. Having had to endure herself exile, discrimination, and very difficult working
conditions, she was very sensitive to the plight of others. I am sure many of the
testimonies in this book will describe how much she helped to provide opportunities
for younger mathematicians to develop their careers.
Some things are hard to change. As much as I could not train myself to call her
*Cora*, in our relationship she was always “big sister”. I will always be grateful to
her, for all her help and her friendship.
I know that the space BMO had a very special place in her mathematical in-
terests and, indeed, BMO spaces appear in many considerations throughout her
works. For this very reason, and whatever the merits of my small contribution, I
have chosen to dedicate this note on BMO inequalities to her memory.
Acknowledgement. I am grateful to Sergey Astashkin and Michael Cwikel for
useful comments that helped improve the quality of the paper. Needless to say that
I remain fully responsible for the remaining shortcomings.
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