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Zusammenfassung
Die Fluoreszenzmikroskopie ist ein zentraler Baustein der heutigen Lebenswis-
senschaften. Eine bedeutende Weiterentwicklung auf diesem Feld stellt die super-
auflösende Fluoreszenzmikroskopie dar, die es erlaubt, spezifische Strukturen im
Nanometerbereich auf der Ebene einzelner Biomoleküle zu visualisieren. Eine dieser
superauflösenden Methoden ist ein Verfahren namens DNA-PAINT (Points Accu-
mulation for Imaging in Nanoscale Topography), das mittels DNA-Nanotechnologie
höchste räumliche Auflösung ermöglicht. Die Fluoreszenzkorrelationspektroskopie
(FCS) ist ein extrem empfindliches optisches Verfahren, das zeitliche Fluoreszenzfluk-
tuationen auf der Ebene einzelner Moleküle erfasst und Zugang zu den molekularen
Dynamiken erschließt, die diesen Fluktuationen zugrunde liegen. In dieser Arbeit
wurden die Konzepte von DNA-PAINT und kamerabasierter FCS zu einer neuen
Methode namens lokalisationsbasierte FCS (lbFCS) vereint. Die lbFCS ermöglicht
einerseits, reversible bimolekulare Interaktionen vom Typ Rezeptor-Ligand hochpar-
allelisiert und mit Einzelmolekülauflösung zu vermessen. Andererseits ist es mit
der lbFCS im Falle von Rezeptoransammlungen oder multimerischen Komplexen im
Nanometerbereich möglich, die jeweilige Anzahl von Untereinheiten zu bestimmen.
In Kombination mit DNA-PAINTwird die lbFCS so zu einem quantitativenWerkzeug,
um potentiell ungeklärte strukturbiologische Fragestellungen zu bearbeiten. In
dieser Arbeit konnten mithilfe der lbFCS sowohl die zugrundeliegenden Raten der
reversiblen DNA-PAINT Hybridisierungreaktion, als auch die Anzahl der auf DNA-
Nanostrukturen angebrachten Einzelstränge bestimmt werden. Durch diesen engen
Bezug wurde die lbFCS auch von Weiterentwicklungen der Methode DNA-PAINT
begünstigt, die ebenfalls im Rahmen dieser Arbeit mitentwickelt wurden. Diese bein-
halten die Konstruktion eines Fluoreszenzmikroskops mit verbesserter Ausleuchtung,
eine Studie zur Untersuchung von photoinduziertem Schaden der DNA-Moleküle
während der Bildaufnahme und eine durch Sequenz- und Pufferoptimierung er-
möglichte Beschleunigung des Aufnahmevorgangs. Außerdem umfasst diese Arbeit
eine Anwendung von DNA-PAINT im Zusammenspiel mit der in-vitro-Rekonstitution
von selbstorganisierenden Proteinen und zeigt das aussichtsreiche Entwicklungspo-
tential diesbezüglich auf. Ein zusätzlicher Abschnitt unveröffentlichter Ergebnisse
beschreibt die erstmalige Anwendung der lbFCS in Kombination mit DNA-PAINT
zum Zählen von Proteinen in fixierten Zellen. Neben einer Vielzahl positiver Beobach-
tungen offenbarten sich dabei auch Einschränkungen in der Anwendbarkeit der
bisherigen Implementierung. Zahlreiche einfach zu realisierende Ideen zur Weiteren-
twicklung lassen die lbFCS dennoch als vielversprechendes Werkzeug erscheinen um
zukünftig möglicherweise auch zu strukturbiologischen Entdeckungen beizutragen.
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Abstract
Fluorescence microscopy is a fundamental tool within the life sciences. An important
development in this field was marked by the advent of super-resolution fluores-
cence microscopy, which allows to specifically visualize biological structures on the
nanometer scale. One of these super-resolution methods is termed DNA-PAINT
(Points Accumulation for Imaging in Nanoscale Topography), which achieves highest
spatial resolution using DNA nanotechnology. Fluorescence Correlation Spectroscopy
(FCS) is an extremely sensitive optical method, detecting fluorescence fluctuations on
the level of individual molecules and providing access to the molecular dynamics,
on which these fluctuations are based. In this thesis, the underlying concepts of
DNA-PAINT and camera-based FCS were combined into a new method termed
localization-based FCS (lbFCS). In the first place, lbFCS allows to measure reversible
bimolecular reaction rates of receptor-ligand binding in a highly-parallelized manner
and with single-molecule resolution. Secondly, in the case of receptor assemblies or
multimeric complexes, lbFCS enables molecular counting with respect to the number
of subunits on the nanometer scale. In combination with DNA-PAINT, lbFCS can
become a quantitative tool for unraveling unresolved structural biological questions.
Within this thesis, both abilities of lbFCS were demonstrated based on the reversible
hybridization reaction of fluorescently-labeled oligonucleotides used in DNA-PAINT
and the counting of the complementary strands attached to DNA nanostructures.
Due to this close entanglement, the development of lbFCS was also favored by further
advancements of DNA-PAINT as an imaging approach, which are also included
within this thesis. These comprise the construction of a fluorescence microscope with
an improved illumination profile, a systematic study of photo-induced damage to
DNA molecules during image acquisition and accelerated imaging due to optimiza-
tion of oligonucleotide sequence design and buffer optimization. In addition, this
work includes the an application of DNA-PAINT imaging in conjunction with in vitro
reconstitution of self-organizing proteins, highlighting an auspicious potential in
this regard. In a further section of unpublished results, lbFCS in combination with
DNA-PAINT was applied for the first time to count proteins in fixed cells. Besides
several positive observations, cellular experiments also revealed limitations of the
current implementation. Numerous ideas offering easy-to-implement modifications
yet make lbFCS a promising tool, potentially contributing to structural biological
discoveries in the future.
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1.1 Fluorescence in the Life Sciences
The physical phenomenon of fluorescence is nowadays pivotal to a broad range
of technical and diagnostic applications within the life sciences. In the context of
biological research, fluorescence microscopy has become an indispensible tool due to
its ability to provide images at superior contrast, discriminating "what is interesting
(signal) fromwhat is not (background)" [1]. This is achieved via specific attachement of
fluorescent labels allowing to record images of labeled targets above an otherwise black
background. Due to the large spectral range of available fluorophores, fluorescence
microscopy provides multiplexing capabilities by simultaneously imaging different
cellular or molecular structures and components [1]. The so-far unmet power of
specificity is highlighted by the beautiful image depicted in Fig. 1.1, showing COS
cells labeled for actin (grey) and mitochondria (orange).
Since the first report of a fluorescence microscope in 1911 [2], fluorescence
microscopy has been repeatedly revolutionized by significant technical advances,
often pairedwith ingenious ideas over the past century. It is impossible to exhaustively
review and give credit to all contributions that have led to the vast range of present
fluorescence microscopy variants within this introduction. To name a few, important
hallmarks constitute, e.g., the significant background reduction enabled by confocal
microscopy [3–5] and Total Internal Reflection Fluorescence (TIRF) microscopy [6]
or the ability to image larger three-dimensional volumes and tissues introduced by
two-photon microscopy [7] and light-sheet microscopy [8, 9]. Genetic tagging by
fluorescent proteins - with Green Fluorescent Protein (GFP) at the forefront - enabled
researchers to image and monitor virtually any protein of interest in living organisms
[10–12]. Besides providing valuable structural insights, fluorescence microscopy has
been exploited to report on molecular dynamics via Fluorescence Recovery After
Photobleaching (FRAP) [13, 14] and Fluorescence Correlation Spectroscopy (FCS)
[15–17]. Finally, fluorescence microscopy was revolutionized once more by the recent
advent of super-resolution microscopy, providing specific access to the nanometer
scale which was previously obscured by the diffraction limit of standard microscopes
[18–21].
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Figure 1.1. Specificity in FluorescenceMicroscopy. Fluorescence image of COS cells labeled
for actin (grey, phalloidin labeling) and mitochondria (orange, anti-TOM20 labeling). Scale bar
10 m. Image and permission by Christophe Leterrier, NeuroCyto, INP CNRS-Aix Marseille
Université.
1.2 DNA Nanotechnology
Deciphering the structure of DNA and the principles underlying its hybridization
has enabled scientists to utilize this remarkable molecule for purposes far beyond
its biological function of encoding genetic information. Already in 1982 Nadrian
Seeman envisioned that the mechanism behind single DNA strands self-assembling
into double helices via complementary Watson-Crick base pairing could be exploited
to use DNA as a construction material for threedimensional structures [22]. As a
pioneer of DNA nanotechnology, this field of research has experienced remarkable
developments over the past 40 years and is nowadays widely established in leading
life science institutions around the globe [23, 24]. A major breakthrough in the field
was marked by the development of the DNA origami method by Paul Rothemund,
4
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who employed viral DNA as a scaffold material to design nanostructures of arbitrary
2D shapes [25], which was soon extended to 3D shapes [26]. Applications in DNA
nanotechnology nowadays comprise DNA computation [27] such as logic circuits [28]
and neural networks [29, 30], nanomechanical devices [31], DNA walkers [32] and
robots [33].
Notably, Watson-Crick base pairing has also been exploited for molecular recogni-
tion in the context of fluorescence microscopy. In an approach termed Fluorescence
In-Situ Hybridization (FISH), fluorescently-labeled DNA probes hybridize to comple-
mentary chromosomal regions within cells, allowing to specifically visualize and map
genetic loci [34, 35]. Recently, a DNA-based super-resolution fluorescence microscopy
approach termed DNA-PAINT (Points Accumulation for Imaging in Nanoscale Topog-
raphy) has been developed, allowing to image specific targets labeledwith short single
stranded DNA, to which complementary and fluorescently-labeled oligonucleotides
transiently hybridize [36, 37].
1.3 Content of This Thesis
The work presented in this thesis was enabled by recent advances in DNA-PAINT
[37–39] and camera-based FCS [40]. Unifying the underlying concepts, we developed
a method we termed localization-based FCS, driven by two motivations: i) measuring
the reaction rates of transient binding interactions between immobile receptors and
freely-diffusing ligands at the single molecule level and ii) molecular counting of
receptor copy numbers in case of multimeric receptor complexes. We benchmarked
the ability of lbFCS to measure reversible DNA hybridization to surface-immobilized
DNA origami nanostructures and demonstrated the ability to efficiently monitor
reaction changes induced by environmental variations, e.g., in temperature or ion
concentrations. In combination with DNA-PAINT imaging, we showed that the mea-
sured binding rates enable lbFCS of absolute counting of copy numbers within dense
accumulations of target molecules at the nanoscale. Due to this close entanglement,
the development of lbFCS was also favored by further advances of DNA-PAINT as an
imaging approach, to which we have also contributed whithin this thesis, both on
the side of instrumentation and implementation. This included a systematic study of
docking strand depletion in DNA-PAINT experiments (Chapter 3), construction of a
custom fluorescence microscope with a refined excitation profile for high-throughput
imaging (Chapter 4) and the optimization of sequence design and buffer composition,
significantly accelerating image acquisition (Chapter 5). All these findings ultimately
integrated into the proof-of-principle study of lbFCS in combinationwithDNA-PAINT
and DNA origami nanostructures (Chapter 6). Furthermore, this thesis comprises
new, unpublished results advancing both the framework of lbFCS focusing on mea-
suring reaction rates and the framework for using lbFCS for molecular counting in
combination with DNA-PAINT (Chapter 7). The latter includes the first application to
cellular targets, aiming at counting copy numbers of nucleoporins in the nuclear pore
complex of fixed U2OS cells. Additionaly, results of an imaging-based side project
in combination with in vitro reconstitution of E. coli’s MinDE system are presented
(Chapter 8), pointing towards promising applications of DNA-PAINT in conjunction
of self-assembling proteins.
Throughout this thesis, the pronoun "we" includes this author and all contributors
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to a certain project, acknowledging the collaborative nature of this field of research.
Individual contributions of this author are highlighted in case of peer-reviewed
journal articles in Part II, and contributions from collaborators in the presentation of




2.1 Fluorescence Microscopy and Fluorescence Spectroscopy
2.1.1 Fluorescence
The physical principle behind fluorescence is based on the interaction between
electromagnetic radiation and a fluorescent molecule (so-called fluorophore). The
established simplified scheme of the involved processes is illustrated in a Jablonski
diagram (see Fig. 2.6). Exposing a fluorophore to light of a suitable wavelength,
absorption of a photon can lead to its transition from an electronic singlet ground
state to an excited singlet state ((0 → (1). Fluorescence refers the process of radiative
relaxation from the excited state back to the ground state ((1 → (0). Due to non-
radiative energy dissipation such as internal conversion or vibrational relaxation, the
emitted photon usually has a longer wavelength than the absorpted photon, which


















Figure 2.1. Jablonski Diagram. A simplified schematic of the reaction pathways involved
in fluorophore excitation-relaxation. Radiative processes (colored arrows) include absorp-
tion, fluorescence and phosphorescence and non-radiative processes comprise vibrational
relaxation, internal conversion and intersystem crossing.
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and fluorescence emission by means of optical filters, and thus formation of images
from emitted fluorescence alone. An additional non-radiative transition is termed
intersystem crossing from the excited singlet state to a long-lived excited triplet state
((1 → )1). The radiative relaxation )1 → (0 is called phosphorescence.
Importantly, a fluorophore cannot undergo unlimited excitation-relaxation cycles,
but eventually enters a permanently dark state, which is referred to as ’photobleaching’.
Conventional fluorescence microscopy is hence limited by the photon budget (number
of emitted photons before bleaching) of the fluorescent labels. The underlying
principle of photobleaching and further implications are discussed in Chapter 3.
2.1.2 The Diffraction Limit and Super-Resolution Microscopy
In 1873, Ernst Abbe famously described that the achievable resolution of a light
microscope follows the relation [41]:
3 =

2= sin  =

2# (2.1)
where 3 is the smallest resolvable distance between to points,  is the wavelength of
the illuminating light source, = is the refractive index of the medium and  the half
angle of the cone over which the objective can collect light from the sample. The term
= sin  is summarized as the numerical apperture #.
For over a century this theorem was limiting the accessible resolution in far-field
light microscopy to about 200 nm. Since the size of individual proteins is around
∼1 nm, the structural details of molecular arrangements and information with respect
to interaction partners on the nanoscale was obscured behind the diffraction limit.
Access to the (sub-)molecular level in biological samples was over decades exclusively
reserved to (cryogenic) electron microscopy - an immensely succesful alternative
visualization approach which itself revolutionized structural biology [42]. Despite its
superior resolution, however, rendered images in electron microscopy are grey scale,
lacking the ability to distinguish molecular identities in the cellular context. The
prevailing urge to gain specific access to the nanoscale by means of light microscopy
eventually led to the invention of super-resolution microscopy, an achievement worth
the Nobel Prize in Chemistry awarded to Eric Betzig, Stefan W. Hell and William E.
Moerner in 2014.
While the first circumvention of the diffraction limit in an experiment was
demonstrated byKlar et al. in 2000 [19], a broad variety of super-resolution approaches
based on different principles were put forth over the past two decades [43–45].
These methods can in general be assigned to two groups of common working
principles. The first group employs structural illumination pattern engineering
and comprises methods such as Stimulated Emission Depletion (STED) [18, 46,
47] and Structured Illumination Microscopy (SIM) [48–50]. The second group is
based on exploiting stochastic on-off switching of the fluorophores and includes
Single-Molecule LocalizationMicroscopy (SMLM) [20, 21] as well as Super-Resolution
Optical FluctuationMicroscopy (SOFI) [51] and related techniques. A recent approach
termed MINFLUX combines the concepts of structural illumination and stochastic
activation demonstrating achievable resolutions of up to 1-3 nm in fixed and living
cells [52, 53].
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2.1.3 Single Molecule Localization Microscopy
Since all experimental work within this thesis is based on the super-resolution variant
of SMLM, the working principle is briefly revisited within this section. Classically, in
wide-field fluorescence microscopy a fluorescently-labeled specimen is excited by a
laser, such that all excited fluorophores simultaneously emit fluorescence light, thereby
producing a diffraction-limited image. In SMLM, the diffraction limit is circumvented
by stochastically activating only a small subset of all fluorophores in a single camera
frame during image acquisition (see Fig. 2.2). Recording thousands of camera frames
ensures that every fluorescent emitter in the field of view is expected to have been
captured at least once in its active state during the acquisition. The diffraction-limited
image of a single emitter can be approximated by a 2D Gaussian function, allowing to
pinpoint the center position (i.e., the position of the fluorophore itself) at nanometer
precision. Localizing all center positions in all camera frames during post-processing
yields a list of coordinates, which allows to render a super-resolved image. Various
strategies for generating the characteristic ’blinking’ required for data acquisition
in SMLM have been devised. The most prominent implementations are techniques
related to Photoactivated Localization Microscopy (PALM) [21, 54], Stochastic Optical
Reconstruction Microscopy (STORM) [20, 55] and Points Accumulation for Imaging
in Nanoscale Topography (PAINT) [56]. These include forcing most fluorophores
into an inactive, non-fluorescent state, for instance, using laser-based inactivation
and/or chemicals [20, 21, 55]. Alternatively, specific reversible binding interactions
have been exploited to transiently immobilize freely-diffusing fluorophores at the
target of interest [36, 56].
Localizing activated subset of probes egami noituloser-repuSerutcurts tegraT
Figure 2.2. Principle of Single Molecule Localization Microscopy. In SMLM, only a small
subset of all fluorophores is activated in a single camera frame, ensuring isolated emission
form individual fluorophores (green circles). Acquiring image time series ensures registering
emission events from ideally all fluorophores at the target structure. The diffraction-limited
image of a single fluorophore (black inset) can be approximated by a 2DGaussian fit, revealing
the coordinate of the fluorophore at the center (red cross). Determination of all center
coordinates allows rendering a super-resolved image. Reprinted from [45] with permission
from Annual Reviews, Inc, copyright (2009).
2.1.4 Total Internal Reflection Fluorescence Microscopy
Total Internal Reflection Fluorescence (TIRF) microscopy is a popular fluorescence
imaging modality providing selective surface illumination, thereby achieving excep-
tional contrast along the axial dimension. After its initial implementation based on
9

















Figure 2.3. Principle of TIRF Microscopy. a In objective-type TIRF microscopy, a collimated
laser beam is focussed into the back focal plane of the high # objective similar to epi-
fluorescence illumination. Laterally shifting the entry point at the back focal away from the
optical axes (indicated by the distance x), results in an inclination of the laser beam leaving
the objective. Immersion oil matching the refractive index of the coverslip ensures that the
laser beam experiences a refractive index mismatch only at the interphase between coverslip
and aqueous solution. At a given distance x, the critical angle for total internal reflection is
reached. b Illustration of the evanescent field in the aqueous phase generated by total internal
reflection. The intensity of the evanescent field decays exponentially along the axial direction
confining excitation of fluorophores to an only ∼200 nm deep volume close to the surface of
the coverslip. (a) Reprinted and adapted with permission from Springer Nature Methods
[57], Copyright (2008).
a prism [6], nowadays objective-type TIRF microscopy is the established variant. A
custom TIRF microscope featuring an improved illumination scheme was designed
and constructed within the work of this thesis jointly with Florian Stehr and is subject
to Chapter 4.
The principle of TIRF microscopy exploits the phenomenon of refraction of light
traversing two media of different refractive indices =1 > =2, as described by Snell’s
Law:
=1 sin1 = =2 sin2 (2.2)
where 1 is the angle of the incident light beam and 2 the angle of the refracted
light beam. If the incident angle exceeds a so-called critical angle 2 = arcsin =2/=1,
total internal reflection occurs and all light is reflected back to the first medium.
However, the reflected light generates an evanescent electromagnetic field in the lower
refractive index medium, which has the same frequency as the incident light, but
whose intensity (I) decays exponentially along the axial dimension I:
(I) = 0 exp(−I/I0) (2.3)
where 0 is the intensity at the interface and I0 the distance along I after which 0






2 1 − =22
(2.4)
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Fig. 2.3 illustrates the working principle of objective-type TIRF microscopy in more
detail. Using the refractive index of glass =1 = 1.52 and of water =2 = 1.33 yields a
critical angle of 2 = 61.05°. Note that these large angles can only be achieved using
objectives with a high numerical aperture such that typically objectives featuring
# > 1.45 are employed. The combination of a  = 561 nm laser with an incident
angle of 1 = 65° yields I0 = 124 nm (using Eq. 2.4). This fast decay of the evanescent
field on the order of ∼200 nm results in an excellent axial resolution by only exciting
fluorophores (and hence detecting fluorescence from) close to the glass surface.
2.1.5 Fluorescence Correlation Spectroscopy
As previously mentioned in the introduction, the phenomenon of fluorescence has
been exploited in countless other ways than imaging a biological specimen for the
purpose of structural visualization in vivo or in situ. One prominent alternative
application of fluorophores is to serve as a reporter, allowing to monitor the dynamics
of specific molecular species over time [58–60]. One such time-domain technique
is Fluorescence Correlation Spectroscopy (FCS), which is based on the observation
of fluctuations of the fluorescence signal collected from a microscopic detection
volume. Typically, the fluctuations are governed by fluorescently-labeled target
molecules entering and leaving the detection volume (or area) from which the signal
is detected [61] or by brightness fluctuations of the fluorescent species [62]. Temporal
correlation analysis of the recorded signal can lead to a quantitative description
of the underlying dynamics at thermodynamic equilibrium, e.g., 3D diffusion or
receptor-ligand interactions [62]. Since its first implementation nearly half a century
ago, FCS underwent remarkable developments and nowadays marks one of the
hallmarks of light microscopy. A large number of review articles relate the historic
milestones of FCS and report on the plethora of its modifications and applications
[63–67].
2.1.6 Confocal FCS
Despite the first experimental realization by Magde et al. in 1972 (including the
theoretical foundation) [15], the major breakthrough of FCS is marked nearly 20 years
later by an optical design allowing superior single molecule sensitiviy: the concept of
confocal illumination and detection [16, 17]. Enabled by substantial developments in
both laser stability and photodetection sensitivity [68], the confocal design allowed
direct detection of individual fluorescently-labeled molecules diffusing freely in
aqueous solutions [69]. A schematic of a confocal FCS setup is depicted in Fig. 2.4.
Focusing a collimated laser beam (blue) into the sample using a high # objective
generates a diffraction-limited excitation volume in the focal plane. Inserting a
pinhole in front of the photodetector eliminates any out-of-focus fluorescence, thereby
generating a femtoliter detection volume (red ellipse in inset). The ability to sense the
passage times and fluctuating numbers of single molecules in this strikingly small
volume element and to obtain statistically-relevant information on the multitude
of factors influencing the dynamics of these molecules marked the beginning of
the huge success of confocal FCS [68]. An important generalization of FCS was
introduced by FCCS, especially dual-color FCCS, allowing for the first time to directly
characterize bimolecular interactions in aqueous solutions on the single molecule
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Figure 2.4. Schematic of confocal FCS setup. The excitation laser (blue) is focussed into
an aqueous sample through the objective generating a diffraction-limited excitation volume
in the focal plane. Fluorescence collected by the objective is spectrally separated from the
excitation light using a dichroic mirror and focused on an avalanche photodiode detector. A
pinhole is placed in front of the photodetector eliminating any out-of-focus fluorescence of
excited molecules in the focused cone of laser light. Confining detection to a femtoliter-sized
volume element allows sensing of single molecule passaging at high sensitivity.
level [70–73]. Eliminating out-of-focus fluorescence has made confocal scanning
microscopes a widely-spread imaging modality, particularly for imaging in 3D, and
they can nowadays be found as standard equipment in imaging-based life science
institutions. Due to the similarity in the optical path, FCS modules are available for
most commercial laser scanning microscopy solutions.
2.1.7 Surface-Integrated FCS
A recent camera-based FCS variant employing wide-field illumination jointly devel-
oped by our co-workers Jonas Mücksch and Philipp Blumhardt is termed Surface-
Integrated FCS (SI-FCS) [40]. In contrast to confocal FCS, here the fluctuating
fluorescence intensity recorded from a larger surface area using TIRF microscopy
is temporally correlated. The idea of combining TIRF microscopy with FCS was
already explored in the same year of the seminal TIRF publication in 1981 by the same
group [6], when Thompson et al. quantified the nonspecific surface adsorption of
fluorescently-labeled immunoglobulins on quartz [74]. This initial detection scheme
of TIR-FCS featured a single photon-counting point detector, resulting in a confined
xyz detection volume. The advent of the less intricate objective-type TIRF imple-
mentation in combination with high #-objectives [75, 76] introduced TIR-FCS to a
larger community, leading to several successful studies ranging from protein binding
over membrane diffusion to dye photophysics [77–81]. The first use of camera-based
detection in combination with TIR-FCS was demonstrated by the group of Thorsten
Wohland, utilizing an EMCCD camera instead of a point detector [82]. The spatial
component introduced by camera-based TIR-FCS has been exploited, e.g., to visualize
12























Figure 2.5. Principle of Surface-Integrated FCS. a Principle of quantifying bimolecular sur-
face binding with SI-FCS. Fluorescently-labeled ligand reversibly bind to surface-immobilized
receptors, following the reaction type described in Eq. 2.5 (see page 16). TIRF-excitation
ensures surface-selective illumination in order to detect fluorescence of bound ligand at a high
signal-to-noise ratio with respect to unbound ligand. b The signal of recorded image time
series is integrated over a set of ROIs yielding one intensity trace per ROI. Autocorrelation
analysis of the intensity traces can reveal the receptor-ligand binding rates. Reprinted and
rearranged from [40] (CC BY-NC 4.0).
maps of 2D diffusion in the lipid membranes of live cells [82] or to circumvent the
necessity of additional calibration measurements [83]. Furthermore, the parallelized
read-out of thousands of camera pixels introduced unprecedented multiplexing
capabilities to FCS, however, at the cost of temporal resolution [82]. A camera-based
implementation termed k-space image correlation spectroscopy was developed by
the group of Paul Wiseman, targeting receptor-ligand binding interactions [84].
Taking up the substantialwork done in the field [74, 82–85], our co-workers recently
developed SI-FCS, again highlighting the potential that lieswithin using camera-based
TIR-FCS for quantitative studies of reversible receptor-ligand interactions [40]. By
integrating the detected fluorescence signal over larger Region of Interests (ROIs), our
co-workers successfully demonstrated that SI-FCS allows to precisely characterize
interactions of ligands with surface receptor-immobilized receptors in combination
with a standard TIRF microscope. In a proof-of-principle study, the method was
validated based on reversible oligonucleotide hybridization (as in DNA-PAINT), with
accessible binding times ranging from hundreds ofmilliseconds to tens of seconds [40].
The working principle, which is potentially also transferable to study live cell surface
binding interactions, is illustrated in Fig. 2.5. SI-FCS is a versatile tool allowing to
analyze bimolecular reactions at equilibrium and, importantly, over a wide range of
receptor surface densities [40]. SI-FCS is used as a complementary method to assess
the influence of photobleaching during DNA-PAINT imaging in Chapter 3.
2.2 DNA Nanotechnology
2.2.1 Repurposing DNA with Novel Functions
Deciphering the structure of DNA and the principles underlying its hybridization
has enabled scientists to exploit this remarkable molecule for purposes far beyond its
biological function of encoding genetic information. As described in Chapter 1, over
the last 40 years DNA nanotechnology has become an extensive field of research [23,
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Figure 2.6. The Structural Basis of DNA Nanotechnology. a Schematic of Watson-Crick
basepairing of two complementary DNA strands. b Structure of the double helix formed
by two fully-complementary DNA strands. c Principle of the DNA origami method. (b)
Reprinted from [86] (CC BY-NC 4.0).
24]. In fact, all presentedworkwithin this thesis relies onDNAnanotechnology, which
is why it is worthwile to revisit the fundamentals about this fascinating molecule.
DNA - Deoxyribonucleic Acid - is a linear polymer built from its constituents
termed nucleotides. A nucleotide is a chemical compound comprising one of four
nitrogenous bases (Adenine, Thymine, Guanine and Cytosine; short A, T, G, C), a
sugar (deoxyribose) and a phosphate group. The chain of nucleotides is linked via
covalent bonds in the sugar-phosphate backbone. A DNA strand has a chemical
directionality since in the backbone the 3’ oxygen atom of one deoxyribose molecule
is linked to the 5’ oxygen atom of the following one via a phosphodiester bond and,
therefore, has a 3’- and a 5’ end. Fig. 2.6a schematically illustrates Watson-Crick [87]
base pairing of DNA in its double stranded form. Despite the fact that bases can pair
with each others in all possible combinations [24], including itself [88], the preferred
interaction is A-T via two hydrogen bonds and G-C via three hydrogen bonds. For
the double helix to form, both DNA strands need to be fully complementary, i.e.,
following the A-T, G-C pattern and of opposing directionality. Fig. 2.6b shows a
coarse-grained rendering [86] of the double helix, highlighting the backbones of the
two strands (red and blue) and the bases facing each others on the inside (cyan). The
stability of the helical structure arises not only from the lateral hydrogen bonding,
but also substantially from axial ’base-stacking’ via -electron interactions of the
overlying bases.
As previously mentioned in the introduction, the method DNA origami exploits
the structural basis of helix formation in order to use DNA as a building material
on the nanoscale [24]. In this thesis, DNA origami were prepared using the viral
DNA of the m13mp18 bacteriophage as a scaffold material. Fig. 2.6c illustrates
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the principle of folding this DNA scaffold (black) into a desired and pre-designed
shape. The m13mp18 genome consists of a single-stranded loop of ∼7,000 bases of
known sequence. Upon addition of an oligonucleotide (green) designed to be partially
complementary to two highlighted regions on the scaffold strand, this so-called
’staple’ strand will eventually hybridize to both regions, thereby clamping together the
two spatially-separated segments. Smart design of many staples (colored) allows to
shape the scaffold into desired geometries [25], here indicated by a rectangular shape.
Besides making DNA accessible as building material for almost arbitrary 2D and 3D
nanoscale structures [24–26], the base complementarity of DNA has also led to its use
for specific targeting in fluorescence microscopy in approaches such as Fluorescence
In-Situ Hybridization (FISH) [89, 90] or DNA-PAINT [36, 37].
2.2.2 DNA-PAINT
As a Single-Molecule Localization Microscopy method, DNA-PAINT is based on the
principle of stochastic on-off switching of single target molecules for downstream
localization and super-resolution rendering [36, 37] (see Section 2.1.3). In contrast to
PALM and STORM, where the fluorescent label resides permanently attached to its
target, the PAINT approach relies on reversible and sparse binding of a fluorescent
species to the target of interest [56]. In DNA-PAINT, the target molecules are
labeled with short single-stranded oligonucleotides (so-called ’docking strands’). The
stochastic blinking is mediated via reversible DNA hybridization of complementary
’imager’ oligonucleotides, which carry a fluorescent dye as a label and are added to
the imaging solution (see Fig. 2.7a). Once an imager binds to a docking strand, the
immobilized dye molecule emits a local fluorescence burst, which appears as a bright
spot on the camera image above the background of fast-diffusing unbound imagers, as
depicted in Fig.2.7b. Looking at a single docking strand over time, each time a bright
spot appears on the camera, a localization is produced during post-processing. Thus,
each docking strand contributes a cluster of localizations to the final super-resolved
image. The spatial distribution of a localization cluster is governed by the localization
precision [91], typically on the order of a few nanometers in DNA-PAINT [37]. In
addition to the spatial information, a localization cluster features a time domain,
because the camera frame in which each localization happened is known. This is
illustrated schematically in the instensity vs. time trace which can be plotted for each
localization cluster.
The repetitive nature of imager binding offers various advantages compared to
permanently-attached fluorescent labels. For instance, it decouples the number of
localizations achieved per target molecule from the photon budget of a single dye,
since even if the dye of an imager bleaches, it can in theory be replenished in an
infinite cycle by fresh imagers. A limiting case of docking strand depletion and a
corresponding alleviation strategy are discussed in Chapter 3. Furthermore, the
imaging solution can be repeatedly exchanged with orthogonal imagers to achieve
multiplexed imaging of different targets even in a single color channel [38]. However,
the concept of diffusing imagers is not compatiblewith live cell imaging of intracellular
targets, but only applies to fixed cells. Moreover, imaging experiments require some
sort of optical sectioning in DNA-PAINT [92, 93] due to the non-fluorogenic nature
of imagers causing a high background (i.e., also unbound imagers fluoresce). For
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Figure 2.7. Principle of DNA-PAINT. a Fluorescently-labeled and freely-diffusing imagers
reversibly bind to complementary docking strands, which are attached as label to the target
molecule of interest. b Exemplary blinking as observed from a single docking strand. Imager
binding results in a bright spot on the camera image allowing to localize the target molecule
(red point) during post-processing. Each docking strands contributes a cluster of localizations
to the final DNA-PAINT image. In these clusters the temporal information of imager binding
events is conserved.
this reason, TIRF microscopy is one of the most popular imaging modalities for
DNA-PAINT, as further discussed in Chapter 4. In addition, DNA origami is a
versatile technology in combination with DNA-PAINT, since patterns of docking
strands at defined distances and stoichiometries (i.e., number of docking strands per
origami) can easily be implemented on DNA nanotstructures for benchmarking and
reference experiments [36, 37, 93, 94].
However, the strength of DNA-PAINT that is most central to this thesis is the
programmability of the imager binding reaction, enabling advanced quantitative
experimental and analysis applications.
2.2.3 DNA-PAINT Kinetics: Receptor-Ligand Binding
In analogy to receptor-ligand interactions, the binding of imagers to docking strands







Here,  denotes the concentration of freely-diffusing imagers,  the concentration
of unbound docking strands and  the concentration of hybridized imager-docking
strand complexes (note that for historic reasons the imager concentration will abbrevi-
ated as ’2’ throughout the results part of this thesis). The imager association rate is
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given by :on and the dissociation rate is given by :off. Accordingly, the fluctuations
observed in the intensity vs. time trace of a localization cluster (see Fig. 2.7) due to
imager binding events are governed by Eq. 2.5. It has been previously demonstrated
that the underlying reaction rates can be calculated from the dwell times in the
bound state (’bright time’ or B) and in the unbound state (’dark time’ or D) [36, 37].
















where B is the mean bright time and D the mean dark time. When considered at
equilibrium, the concentration of bound complexes  remains constant over time:
d
dC  = :on − :off = 0 (2.8)
It should be noted that :>= is a second-order reaction rate (acting on both reactants 
and ) and has units (1/Ms). In contrast, :off acting solely on a single reactant  is a






=  D (2.9)
Here, the dissociation constant  D was introduced as the ratio between :off and :on.
 D is a concentration with units (M) and has become the established parameter for
characterizing bimolecular chemical reactions with respect to their affinity (the lower
 D, the higher the affinity, i.e., the more stable the bound complex).
The binding free energy Δ of the reaction can be calculated from  D via:
Δ = −')ln D
 0
(2.10)
where ' is the gas constant, ) is the temperature and  0 is a reference concentration
of 1 M to ensure that the argument of the logarithm is dimensionless.
In general, for DNAhybridization both :on and :off depend on various factors, such
as the olignucleotide sequence design, the temperature or the buffer ion composition
[36, 86, 95–97]. Full control over the latter parameters offer a unique programmability
to adjust the hybridization reaction according to the desired range. Remarkably,
once the experimental parameters are fixed, the hybridization rates can be treated
as global constants [97]. This strength has so far been exploited for pseudo-color
assignment using kinetic DNA-PAINT barcodes [98] and for molecular counting with
DNA-PAINT [39], as further discussed in Chapter 6.
In DNA-PAINT it is favorable to aim for a high :on in order to accelerate imaging,
while operating at a moderate imager concentration (see Chapter 5). Typical values
that can be reached for :on are on the order of 106/Ms at room temperature, e.g., by
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minimizing secondary structure formation of the imager sequence design [99] or by
optimizing the buffer conditions [100].
In contrast, :off should be adjusted according to the expected time it takes for the
dye molecule to bleach, which should be longer than the imager dwell time in the
bound state B (see Eq. 2.6) in order to prohibit unnecessary occupation of docking
strands by bleached imagers [101]. This ’bleaching time’ is a function of applied laser
excitation irradiance and depends on the experimental requirements. For instance, in
Chapter 6 we operated with B on the order of seconds in contrast to a B on the order
hundreds of milliseconds in Chapter 5.
The strand design of imagers and docking strands for this thesis was aided by the
Nucleic Acid Package (NUPACK) [102]. This useful web-based software suite allows
to predict the thermodynamic properties of oligonucleotides based on their sequence,
such as the self-interaction probability for single strands or the Δ of imager-docking
strand duplex.
2.3 Localization-Based FCS
2.3.1 Introduction to the Concept
Within theworkpresented in this thesis, wedeveloped localization-based Fluorescence
Correlation Spectroscopy as a novel imaging-based FCS variant. Our motivation was
to use lbFCS in combination with DNA-PAINT by precisely measuring the imager
binding reaction rates and using the rates as a self-calibraion for molecular counting
of docking strands. However, the theoretical working principle of lbFCS derived
within this section applies to any reversible bimolecular reaction following Eq. 2.5,
for instance protein-nucleic acid and protein-protein interactions. The development
was carried out jointly with Florian Stehr in an equally-contributing collaboration
and its proof-of-princple demonstration [97] using DNA origami and oligonucleotide
hybridization is subject to Chapter 6.
As a starting point, similar to SI-FCS, essentially lbFCS is a camera-based ap-
proach allowing to analyze binding interactions between immobilized receptors
and fluorescently-labeled ligands. However, instead of integrating the detected
fluorescence signal over larger surface areas, individual binding events are localized
during post-processing, as in DNA-PAINT (see Fig. 2.8 for a schematic of the working
principle). In the rendered PAINT image, given a sparse surface density, thousands
of immobilized receptors can each be identified by a cluster of localizations produced
by reversible binding interactions with their fluorescently-labeled partner molecules.
As described for DNA-PAINT in Section 2.2.2, the temporal binding information
is conserved within these localization clusters. Temporal autocorrelation of the
localization-based intensity fluctuations, performed for each cluster, provides access
to the kinetic rates as well as the number of receptors per localization cluster (in case
of multimeric complexes).
Since Chapter 6 comprises a detailed introduction on molecular counting with
lbFCS and the motivation of relating localization clusters in SMLM to absolute copy
numbers of target molecules, here the concept is only briefly related to its akin FCS
variants SI-FCS and confocal FCS with respect to the ability of measuring binding
rates. First and foremost, lbFCS is a direct offspring of SI-FCS essentially applying
a very similar type of analysis to the examined intensity fluctuations. However,
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Figure 2.8. Principle of Localization-Based FCS. Image series of sparse single molecule
binding of a fluorescently-labeled ligand to its surface-immobilized receptor are acquired
using TIRF microscopy and subsequently localized as in DNA-PAINT. Localization clusters in
the resulting super-resolved PAINT image are subject to temporal autocorrelation analysis
providing access to :on, :off and the number of receptors # per localization cluster. Reprinted
in parts from [97] (CC BY-NC 4.0).
the obvious differences originate from the intermediate steps of applying a single
molecule localization algorithm, rendering a super-resolved image and applying the
autocorrelation analysis in parallel to thousands of sub-diffraction-sized ’detection
areas’ of registered localization clusters. This spatial-selectivity largely eliminates
nonspecific surface adsorbtion from lbFCS analysis. Furthermore, the ’all-or-nothing’
principle of binding (i.e., the detection of localizations) largely excludes additional
dynamics potentially contributing to the autocorrelation function, e.g., 3D diffusion of
the fluorescently-labeled ligand close to the glass surface. However, robust localization
of single fluorophores requires high signal-to-noise ratios, potentially limiting the
working range of lbFCS in its current form compared to SI-FCS and confocal FCS with
respect to fast interactions. Additionally, lbFCS allows the continuous observation of
thousands of single molecules in parallel while maintaining molecular identity of
the immobilized species. Molecular identity denotes the ability to attribute all local
ligand binding events observed over time to a single receptor (or a single receptor
complex). While in confocal FCS the femtoliter detection volume similarly senses
passages of single diffusing or binding molecular species, the molecular identity after
each passage or binding event is lost. Similarly, in SI-FCS intrinsically an ensemble of
receptors is monitored over a larger surface area. This can become potentially limiting
in case of heterogeneous interactions, which might be obscured behind the ensemble
mean. Of course, the molecular identity of the diffusing ligands is equally lost in
lbFCS, but potential heterogeneities in surface immobilized receptor species can be
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explicitly sampled at the single molecule level.
2.3.2 Derivation of the Fit-Function in lbFCS
In this section, an analytical expression for the autocorrelation function in lbFCS is
derived. The derived framework is in general valid for any bimolecular receptor-ligand
interaction (see Eq. 2.5 on page 16) and aims at measuring the reaction rates (:on, :off)
aswell as at counting the receptor copy number in case ofmultimeric targets. However,
within the work of this thesis, lbFCS was exclusively used to study DNA hybridization
dynamics as well as for counting the copy numbers of DNA-PAINT docking strands.
Therefore, this derivation is intended to provide a didactic introduction to how the
lbFCS obersvables relate to the experimental quantities in DNA-PAINT imaging
experiments.
Starting point of our considerations is a single DNA origami structure carrying
# independent docking strands, which is immobilized on the glass slide of a closed
sample with imagers present at a given concentration 2. The reactions of imager
binding and unbinding are at equilibirium (i.e., governed by Eq. 2.5), implying that
all independent docking strands are subject to globally-valid :on, :off and 2 during
imaging. Furthermore, we assume that this is an ergodic system, i.e., the ensemble
average and the time average are equivalent. The excitation laser power is assumed
to be adjusted such that influence of photobleaching on :off can be neglegted. After
image acquisition and post-processing, the localization cluster obtained from that
DNA origami contains the temporal information on all detected imager binding
events to the # docking strands in form of a fluctuating intensity signal (C) at a given
point in time C (compare Fig. 2.8). The normalized autocorrelation function of this
signal is defined as:
(ℓ ) = 〈(C)(C + ℓ )〉〈(C)〉2 (2.11)
where ℓ is the lag time at which the autocorrelation function is evaluated and the angle
brackets denote the time average over measurement time ) (e.g., 〈(C)〉 = 1)
∫ )
0 (C)3C).
Due to the system being at equilibrium, the intensity signal in Eq. 2.11 can be
expressed in terms of its mean 〈(C)〉 and the fluctuations (C) around its mean:
(ℓ ) = 〈(〈(C)〉 + (C))(〈(C)〉 + (C + ℓ ))〉〈(C)〉2 =
〈(C)(C + ℓ )〉
〈(C)〉2 + 1 (2.12)
Adapting earlier considerations forTIRF-basedFCSwith respect to surface-immobilized
receptor-ligand binding [40, 74, 103], the intensity fluctuations (C) are equivalent to
fluctuations of the number of bound imager-docking strand complexes (C). Thus,
the autocorrelation function can be expressed as:
(ℓ ) = 〈(C)(C + ℓ )〉〈(C)〉2 + 1 =
6(ℓ )
〈(C)〉2 + 1 (2.13)
where 6(ℓ ) was introduced as the non-normalized concentration correlation func-
tion. Note that in 6(ℓ ), C is arbitrary and we can simply set C = 0:
6(ℓ ) = 〈(0)(ℓ )〉 (2.14)
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As stated in Section 2.2.3, the fluctuations (C) are governed by:
d
dC (C) = :on2(C) − :off(C) (2.15)
where (C) is the fluctuations of the number of unbound docking strands. Note that
the total number of docking strands on the DNA origami is conserved, i.e., # = + .
An increase in  directly implies a decrease in :
(C) = −(C) (2.16)
This relation allows to transform Eq. 2.15 into a differential equation for 6(ℓ ):
d
dℓ 6(ℓ ) =
d
dℓ 〈(0)(ℓ )〉 = 〈(0)
d
dℓ (ℓ )〉
= 〈(0)(−:on2 − :off)(ℓ )〉 = −(:on2 + :off)〈(0)(ℓ )〉
⇒ ddℓ 6(ℓ ) = −(:on2 + :off)6(ℓ )
(2.17)
With the simple solution of an exponential function to this type of differential equation,
we obtain our preliminary fit model:
<>34;(ℓ ) = 04−ℓ/(:on2+:off) (2.18)
0 is the amplitude of the exponential decay at the boundary condition ℓ = 0, which
will be derived analytically for (ℓ ) in the following, starting from the non-normalized
autocorrelation function:
6(ℓ ) = 〈(C)(C + ℓ )〉 (2.19)
The localization-based fluctuating intensity signal (C) at a given time point C is the






Inserting Eq. 2.20 into Eq. 2.19 yields:






<(C + ℓ )〉 (2.21)





〈=(C)=(C + ℓ )〉 +
#∑
<≠=
〈=(C)<(C + ℓ )〉 (2.22)
Note that for independent docking strands the right sum in Eq. 2.22 is constant for
all ℓ :
〈=(C)<(C + ℓ )〉 = 〈=(C)<(C)〉 = 〈=(C)〉〈<(C)〉 = 〈=(C)〉2 (2.23)
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where we have assumed that i) the signal of two different docking strands is not
correlated (independent on ℓ ), ii) the average of the product of uncorrelated signals
equals the product of the averages and iii) that all docking strands have equal average
signals. Inserting Eq. 2.23 into Eq. 2.22 yields:
6(ℓ ) = # 〈=(C)=(C + ℓ )〉 + #(# − 1)〈=(C)〉2 (2.24)







〈=(C)〉 = # 〈=(C)〉 (2.25)







〈=(C)=(C + ℓ )〉 − 〈=(C)〉2
〈=(C)〉2
+ 1 (2.26)
For the boundary coundition ℓ = 0, we evaluate (ℓ = 0) in order to find an expression
for 0 (see Eq. 2.18):



















where ) is the total measurement time. Revisiting the schematic intensity trace of a
single docking strand depicted in Fig. 2.7, the integral in Eq. 2.28 equals the integrated
area over all bright times, which can be expressed as:∫ )
0
=(C)3C = : × B& (2.30)
with : as the total number of binding events , B as the mean bright time and & as the





2=(C)3C = : × B&2 (2.31)
For sufficiently long measurement times, ) can be expressed in terms of the total
number of binding cycles:
) = : × (B + D) (2.32)
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Finally, we arrive at our analytical autocorrelation fit function:
<>34;(ℓ ) = 4−ℓ/ + 1 (2.37)
with  as the characteristic decay constant:
 = (:on2 + :off)−1 (2.38)







This model function <>34;(ℓ ) is fitted to the computed autocorrelation curve of the
experimental signal. Closing the loop of the didactic example of a DNA origami in
the beginning, we assume now that the DNA-PAINT image contains thousands of
(well-separated) localization clusters originating from thousands of DNA origami.
Applying lbFCS analysis to each individiual cluster 8 yields a set of observables
(8 , 8), reporting on the targeted quantities of interest (:on, :off, #) at excellent
statistics.
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Photo-Induced Depletion of Docking
Strands in DNA-PAINT
3.1 Motivation and Summary
Theoretically, the bimolecular binding reaction of imagers to their targeted docking
strands in DNA-PAINT experiments is perpetual. As a consequence, the number
of localizations obtained per individual docking strand should scale linearly with
image acquisition time, assuming an infinite reservoir of imagers at a constant
concentration. Experimentally, however, a loss of docking strands can be observed
for long acquisition times violating this linearity. This is of particular relevance for
quantitative DNA-PAINT approaches such as qPAINT [39] and lbFCS [97], when
the copy numbers of the target molecule are inferred from the number of detected
docking strands within localization clusters. Here, we systematically assay this loss of
docking strands in DNA-PAINT and support our observations with complementary
SI-FCS measurements of the imager binding kinetics. Our results clearly show a
photo-induced depletion of docking strands, which is a consequence of the generation
of reactive oxygen species by the dye molecules of bound imagers. We show that the
depletion can be effectively surpressed by addition of oxygen scavenging systems,
making these ingredients essential for using DNA hybridization as a quantitative tool.
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Abstract: The limited photon budget of fluorescent dyes is the main limitation for localization 
precision in localization-based super-resolution microscopy. Points accumulation for imaging in 
nanoscale topography (PAINT)-based techniques use the reversible binding of fluorophores and 
can sample a single binding site multiple times, thus elegantly circumventing the photon budget 
limitation. With DNA-based PAINT (DNA-PAINT), resolutions down to a few nanometers have 
been reached on DNA-origami nanostructures. However, for long acquisition times, we find a 
photo-induced depletion of binding sites in DNA-PAINT microscopy that ultimately limits the 
quality of the rendered images. Here we systematically investigate the loss of binding sites in DNA-
PAINT imaging and support the observations with measurements of DNA hybridization kinetics 
via surface-integrated fluorescence correlation spectroscopy (SI-FCS). We do not only show that the 
depletion of binding sites is clearly photo-induced, but also provide evidence that it is mainly 
caused by dye-induced generation of reactive oxygen species (ROS). We evaluate two possible 
strategies to reduce the depletion of binding sites: By addition of oxygen scavenging reagents, and 
by the positioning of the fluorescent dye at a larger distance from the binding site. 
Keywords: DNA-PAINT; surface-integrated fluorescence correlation spectroscopy (SI-FCS); 
reactive oxygen species; photo-induced DNA damage; super-resolution microscopy 
 
1. Introduction 
Super-resolution microscopy has greatly contributed to the study of biological specimens with 
resolutions down to few nanometers while retaining the high specificity of fluorescent labels [1–3]. 
The stochastic blinking of individual fluorophores enables the precise localization of molecules in 
various single molecule localization microscopy (SMLM) methods. In many variants of SMLM, in 
particular the prominent PALM [4,5] and (d)STORM [6,7], the number of photons available from 
permanently bound, individual fluorophores determines the achievable localization precision [8,9]. 
In particular, the spatial information from non-functional or immediately photo-bleached labels is 
entirely lost. In contrast, points accumulation for imaging in nanoscale topography (PAINT) [10] 
generates the blinking of fluorophores by reversible binding reactions. While an individual binding 
event is still limited by the photon-budget of the fluorescent dye, binding sites can be revisited by 
fresh probes and thus contribute to higher resolved images [11]. In DNA-based PAINT (DNA-
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PAINT) [11,12] the structure of interest is labeled with a short DNA single strand (docking strand), 
serving as binding site for fluorescently labeled complementary single (imager) strands. The formed 
duplex immobilizes the imager for the time of binding and creates a bright, localized spot on the 
detector, usually a sensitive camera, while freely diffusing imager strands remain blurred as a 
constant background intensity. 
Transient binding reactions not only enable super-resolution microscopy, but their kinetics also 
reflect on the nature of the binding process. Under appropriate imaging conditions, the kinetics of 
the transient binding can be directly extracted from time traces of the localization data [12,13]. In 
samples with high densities of binding events, where localization fails, fluorescence correlation 
spectroscopy (FCS) can reliably extract binding kinetics [14–16]. We recently showed that surface-
integrated fluorescence correlation spectroscopy (SI-FCS) can determine the kinetic rates of transient 
DNA hybridization [15]. 
However, the advantage of DNA-PAINT in that individual binding sites are revisited is limited 
for long acquisitions, due to photo-induced damages, effectively creating an upper limit for the image 
quality. In addition, SI-FCS experiments suffer from the depletion of bindings sites, complicating the 
correct extraction of kinetic rates. Unwanted photo-induced effects are intrinsic to fluorescence 
microscopy [17,18]. Excited states of fluorescent molecules in general, but in particular long-lived 
triplet states, are prone to oxidation or reduction and the subsequent generation of highly reactive 
molecules [18–22]. Triplet states have been found to play a role in photo-bleaching pathways and to 
promote the generation of reactive oxygen species (ROS) [19,22–28]. ROS are not only known to 
bleach fluorescent dyes [18,29] and have phototoxic effects on biological samples [30,31], but also to 
damage DNA [32,33]. 
The damage induced by ROS is significantly reduced by the use of oxygen scavenging buffers 
that remove molecular oxygen from solution and thereby lower the amount of reactive oxygen 
species. The popular enzymatic oxygen scavenging system glucose oxidase, catalase and glucose 
(GO+C) [34,35] produces gluconic acid, consequently acidifying the sample. GO + C is thus not suited 
for long acquisitions or pH dependent systems [36–38]. An alternative systems is the combination of 
protocatechuate-dioxygenase and 3,4-protocatechuic acid (PCD+PCA) [39,40]. The oxidation of PCA 
produces muconic acid, but at the same time has a buffering effect around pH 8, leading to improved 
pH stability compared to GO+C [41]. More recently, pyranose oxidase, catalase and glucose (PO+C) 
have been reported as effective oxygen scavengers with no acidifying effect over the time span of 
hours [41]. In particular, when studying the DNA duplex formation above the melting temperature, 
prerequisite for DNA-PAINT imaging, the reaction kinetics are sensitive to the pH of the solution 
and salt concentrations [12]. 
Since molecular oxygen acts as triplet quencher, its removal increases the triplet lifetime, leading 
to long-lived dark states and decreased fluorescence [18,22,42]. The vitamin E analog Trolox has been 
found to serve as effective triplet quencher in combination with oxygen scavenging systems, resulting 
in comparably bright and photostable fluorescence imaging conditions [43,44]. In this study, we 
systematically investigate the stability for long acquisition time series in DNA-PAINT microscopy 
and SI-FCS kinetic measurements. We provide two practical solutions to the inherent problem of 
phototoxicity, by comparing two oxygen scavenging reagents, and by presenting a modified imager 
that utilizes a higher distance of fluorescent dye to docking site. 
2. Results 
To systematically investigate the effect of the photo-induced depletion of binding sites, we 
compared DNA-PAINT super-resolution microscopy and SI-FCS kinetic measurements from 
samples in the presence and absence of oxygen scavenging systems. If the depletion of binding sites 
is caused by ROS, oxygen scavenging buffers will lead to a longer lifetime of binding sites. 
Additionally, we probed whether the distance of fluorescent dye to the docking strand influences the 
rate of depletion. To achieve optimal resolution in SMLM, the fluorescent dye is conventionally 
placed in closest possible proximity to the labeling site. In DNA-PAINT, this is easily achieved by 
design. In many cases, including this study, the DNA origami scaffold and the fluorescent probe on 
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the imager strand are upon binding only separated by a short spacer [11,12,45]. This arrangement, 
however, also creates ROS close to the docking strand, and is therefore prone to damaging of DNA 
bases resulting in an increased depletion rate of binding sites. Assuming an isotropic diffusion of 
ROS, an increase in the distance between fluorescent dye and the docking strand ought to decrease 
the probability for interaction. We investigated the depletion of docking sites in the following five 
conditions (Figure 1):  
1. Conventional: we used standard conditions as commonly found in DNA-PAINT super-
resolution microscopy and SI-FCS measurements [11,15]; 
2. Oxygen scavengers: 
a) PO+C: we added PO+C as oxygen scavenging system and Trolox as triplet quencher to 
samples otherwise identical to (1); 
b) PCD+PCA: as in (2a), but with PCD+PCA as oxygen scavenging system and Trolox added; 
3. 18-mer spacer:  
a) we extended the 10-nucleotide (nt) imager by an additional 18-mer double stranded spacer 
sequence to attach the dye at greater distance from the hybridizing docking strand, maintaining 
otherwise conditions as in (1); 
b) we added PO+C as in (2a) to samples otherwise identical to (3a). 
 
Figure 1. Schematic of DNA-PAINT with the binding of imager strands (A) to docking strands (B) 
forming the hybridized duplex (C) (left panel). Overview of the conditions to explore the photo-
induced depletion of binding sites in DNA-PAINT microscopy and kinetic measurement with SI-FCS 
(right panel): (1) conventional 9 nt overlapping imager, (2) identical imager as in (1) but in presence 
of a oxygen scavenging system (2a: PO+C or 2b: PCD+PCA), (3a) a modified imager with identical 
binding sequence and buffer conditions as in (1) but extended by an double-stranded spacer, 
increasing the distance of dye and docking strand and (3b) the combination of 18-mer spacer and 
PO+C. ROS scavenging and an increased distance of the fluorescent dye to the docking strand are 
ought to decrease the rate of depletion of docking sites. 
Depletion of binding sites in DNA-PAINT manifests itself in a decrease in the number of 
localizations with increasing measurement time (Figure A1, left panel, raw data is available as 
supplementary material). To study the underlying effect, two processes have to be disentangled: 
First, the bleaching of fluorescence imager strands in solution, and second, a depletion of docking 
sites. The effective concentration of fluorescent imager strands within the total internal reflection 
fluorescence (TIRF) excitation volume can be assumed equilibrated with the bulk solution 
concentration, as the exchange rate of imager strands from solution by diffusion is about four orders 
of magnitude faster than the exposure time or minimum correlation time (Figure A2). Bleaching of 
the bulk imager solution is usually negligible in DNA-PAINT, as the reservoir of fluorophores in 
solution is large enough so that the concentration of fluorescent dye is not affected by imaging a small 
volume via TIRF illumination. Accordingly, moving the sample laterally by more than the size of the 
illumination fully recovers the number of initial localizations (Figure A1, right panel). Thus, photo-
bleaching does not significantly affect the bulk dye concentration. The second effect, the depletion of 
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binding sites, however, affects the surface-immobilized sample, therefore dominates in the 
observation region and accumulates over time.  
To observe the photo-induced depletion of docking sites under conventionally used imaging 
conditions, we rendered super-resolved DNA-PAINT images from five subsets of one 25,000 frame 
or 83-min-long acquisition at a peak irradiance of    = 0.2 kW cm
2⁄ , allowing for the localization of 
individual binding sites. Depending on the particular application, DNA-PAINT experiments are 
conventionally performed with peak irradiances up to 6 kW cm2⁄  [11], further enhancing the 
problem of photo-induced damages. The first subset, covering the first 17 min, renders a super-
resolved image with the majority of docking sites visible. Due to the limited incorporation efficiency, 
not all docking sites are observable in the first subset [46]. Later subsets show a decreasing number 
of localized binding sites, indicating that less docking strands are available for hybridization of 
imager strands on the DNA origami scaffold (Figures 2a and A3). Time traces of localizations within 
circular areas enclosing the individual docking sites show frequent binding events in the beginning 






Figure 2. Long DNA-PAINT acquisition of DNA origami nanostructures with 12 exposed docking 
strands arranged in a 3 × 4 grid with 20 nm spacing. Five conditions are displayed: conventional 
imager (1, black), conventional imager with oxygen scavenging system added (2a: PO+C, turquoise; 
2b: PCD+PCA, purple), imager with 18-mer spacer between docking sequence and fluorescent dye 
(3a, red) and the 18-mer spacer with PO+C (3b, blue). (a) Time series of representative super-resolved 
DNA-PAINT images, reconstructed from five subsequent 5,000 frame long subsets of a 25,000 frame 
long acquisition (in total 83 min). Additional examples are listed in the appendix (Figure A3). Scale 
Bar: 100 nm. (b) Time traces of localizations within circular areas picked as individual bindings sites. 
The alternating shade of the background indicates the five subsets. DNA-PAINT raw data is available 
as supplementary material. 
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We further quantitatively investigated the depletion of binding sites in DNA-PAINT microscopy 
by automated alignment and averaging of the acquired DNA origami nanostructures (Figure A4), as 
published previously [11,46]. The drift correction, identification and averaging of nanostructures 
were performed on the complete time series prior to division into the subsets. Selected individual 
binding sites on the averaged image were then back-translated to individual nanostructures (Picasso: 
‘Unfold’) to analyze the intensity trace of each docking site individually. To account for rare 
unspecific binding events, only traces with more than three localizations per subset were counted as 
active docking sites. This cutoff slightly changes the absolute numbers of active docking sites, but 
does not influence the qualitative shape of the observed decays. Following this analysis, roughly 10 
docking sites are on average detected as active in the initial subset for the conventional imager in 
absence (1) and presence of oxygen scavenging buffers (2a,b) (Figure 3a, left panel), in agreement 
with previous investigations [46]. With increasing measurement time, increasing numbers of docking 
sites become inactive, leaving on average six binding sites per nanostructure active, with the 
conventional imager at the end of the time series. In stark contrast, less than one binding site is 
depleted on average during the entire measurement in presence of oxygen scavenging buffers. The 
depletion of binding sites is limited to the irradiated sample region, and non-irradiated areas are 
indistinguishable from a fresh sample (Figure 3a, right panel). In case of the 18-mer spacer (3a,b), we 
observe a decreased association rate, leading not only to a lower number of localizations, but also to 
docking sites not being visited frequently enough to classify docking sites reliably as active within 
one subset. Using the whole time series to identify docking sites, the total number of active docking 
sites is recovered to about 10, similar to the conventional imager (Figure A5). Irrespective of the low 
association rate, docking sites are also depleted for the imager carrying the 18-mer spacer (   = 0.2 
kW cm2⁄ ) (Figure 3a). For the combination of 18-mer spacer and oxygen scavenger PO+C (3b), we 
observe an increased error rate within the automated structure alignment and a slightly decreased 
number of active docking sites (Figure A5). As mentioned, the cut-off for unspecific binding events 
does not influence the qualitative shape of the decay.  
Further, the depletion can also be analyzed based on the kinetics of the reoccurring binding 
events to individual DNA origami. We use the well-established analysis of the duration of individual 
binding events and the time span between two consecutive binding events, referred to as bright time 
    and dark time   , respectively [11–13]. For the conventional imager strand (1), we observe an 
increasing dark time for later subsets, which directly reflects on the depletion of binding sites (Figure 
3b, top). For completely depleted binding sites, the dark time becomes theoretically infinite. In 
practice, noise misinterpreted as localization event limits the dark times and leads to a large scatter 
of the distribution of dark times for later subsets. With the addition of oxygen scavenging buffers 
(2a,b), the average dark time appears shorter and does not show any significant dependence on the 
measurement time, indicating a strong reduction in the depletion of binding sites. The two oxygen 
scavenging systems PO+C and PCD+PCA seem to perform similarly well in reduction of the 
depletion. For the 18-mer spacer, dark times are higher as for the conventional imager, reproducing 
the apparent lower association rate (Figures 2b and 3b). Without oxygen scavengers (3a), an increase 
in dark times is observed, as depletion of binding sites is induced under the chosen irradiation 
conditions. Adding oxygen-scavenger to the 18-mer spacer (3b) stabilizes the dark times on the level 
observed in the first subset without oxygen scavengers (3a). 
The bright time   , in return, is stable or slightly decreases with time (Figure 3b, bottom). The 
conventional imager and the 18-mer spacer show similar bright times, shortened by the photo-
bleaching of the fluorescent dye to less than 2 seconds. With the addition of oxygen scavenging 
buffers, the bright times increase to roughly 4 seconds, matching the values expected from SI-FCS 
measurements for a bleaching-free regime (Table 1 from SI-FCS results below). The observed slight 
decrease in bright time can be attributed to an artifact arising for two simultaneous binding events 
that are misinterpreted by the localization algorithm [11] as one longer binding event (Figure A6). 
The more binding sites are accessible, the higher is the probability for two imager strands to bind 
simultaneously. With increasing measurement time and according depletion of binding sites, the 
probability to bind two imager strands decreases, and thus the bright time approaches its true value 
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in the later subsets. The dependencies of dark and bright time on the number of docking sites per 
nanostructure appear similarly in simulations (Figure A6b). Experimentally, the decreasing bright 
time can be avoided by lower imager concentrations at the cost of extended measurement times to 
maintain the total amount of localizations. The increasing dark time, however, is intrinsic to the 






Figure 3. Quantitative analysis of the depletion of docking strands in DNA-PAINT super-resolution 
microscopy. The five conditions displayed are identical to Figure 2. (a) Left panel: active docking sites 
are counted individually on DNA origami nanostructures, based on the back-translation of the 
position of docking sites picked on automatically averaged nanostructures (Figure A4) and divided 
by the total number of identified origami structures. The dashed line is a guide to the eye. Right panel: 
a control of 5,000 frames, equivalent to the first subset, was measured in a previously not irradiated 
area on the same sample and compared to the initial number of active docking sites (solid horizontal 
line) for the conventional condition (right panel). The total numbers of identified DNA origami 
nanostructures for the five conditions are: (1) 786, (2a) 824, (2b) 566, (3a) 690, (3b) 580 and 690 for the 
control of condition (1). (b) Box plots of the bright times    and dark times    for the subsets shown 
in (a). Circles indicate the median; bottom and top edges of the box (bold vertical lines) indicate the 
25 th and 75 th percentiles, respectively. The whiskers extend to the data points not considered 
outliers (thin vertical lines); outliers are plotted individually as dots. 
The high irradiances necessary for precise localization of fluorophores in super-resolution 
microscopy lead to a high probability of photo-bleaching fluorophores while still being attached to 
the docking strand [15], thus adding an additional layer of complexity. To further separate the effect 
of photo-bleaching from the depletion of individual binding sites, we analyzed the hybridization 
kinetics in a low irradiance regime (    = 0.018 kW cm
2⁄ ) with surface-integrated fluorescence 
correlation spectroscopy (SI-FCS) [15]. The fluctuations in fluorescence intensity of transiently 
hybridizing imager and docking strands are analyzed to extract the binding rates. This approach does 
not rely on any localization or discrimination of individual binding events and can thus be performed 
at orders of magnitude lower irradiances. Nonetheless, SI-FCS traces exhibit a decaying mean 
fluorescence intensity that is accounted for by a monoexponential detrending of the intensity trace 
before the autocorrelation [15]. The fluorescence intensity  ( ) of each integrated region is fitted and 
subsequently divided by:  
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 ( ) =    exp(−   ) +   , (1)
with the effective depletion rate   characterizing the loss in fluorescence intensity, the amplitude    
and the offset    (Figure A7). For a one-component reversible binding, the SI-FCS autocorrelation 
function   ( ), with the amplitude normalized to one, is an exponential function decaying with a 
characteristic decay time   : 




A detailed derivation of the SI-FCS autocorrelation function is found in [15]. The 
monoexponential correction (Equation 1) allows the accurate quantification of kinetics via SI-FCS, 
when the characteristic decay time    of the autocorrelation function (ACF) is much shorter than the 
characteristic time of detrending (   ≪ 1  ⁄ ).  
With higher average concentration of fluorescent imager in solution  〈 〉 , the probability of 
docking sites to be occupied increases. In SI-FCS, an increase of imager concentration manifests itself 
as a decrease of the characteristic decay time   , which can be expressed in terms of the association 





We performed five titration series of the imager concentration 〈 〉 with otherwise identical 
conditions as described above: with conventional imager in absence of oxygen scavenging buffers 
(1), with PO+C added (2a), PCD+PCA added (2b), with the 18-mer spacer (3a), and the combination 
of 18-mer spacer and PO+C (3b). We obtained similar hybridization rates for conventional imager 
with and without oxygen scavenger system (Figure 4a). Comparing the conventional to the oxygen-
scavenged buffer, the dissociation rate is slightly lowered ((0.303 ± 0.010) s   compared to (0.268 ±
0.017) s   , and (0.25 ± 0.02) s    for conditions (1), (2a), and (2b) respectively). This decrease is 
potentially caused by residual photo-bleaching of bound fluorophores, which was previously not 
observed when determining a bleaching-free regime by variation of the excitation power [15]. The 
imager with 18-mer spacer (3a,b) shows a decreased association rate (Figure 4b), in agreement with 
the lower binding frequency observed in DNA-PAINT traces (Figure 2b) and the higher dark times 
(Figure 3b). A lower association rate can be caused by different steric features of the imager, which 
are reflected by a larger hydrodynamic radius. We determined the translational diffusion coefficient 
as (120 ±  20) µm2/s for the 18-mer spacer, being by a factor 1.7 smaller than the diffusion coefficient 
of the conventional imager (Figure A2c). We observe a difference for the association rate in absence 
(3a) and presence (3b) of PO+C only slightly larger than the estimated error of the measurement. The 
dissociation rate is similar to the conditions in presence of oxygen scavenging buffer (Table 1).  
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Figure 4. Depletion of docking sites investigated by SI-FCS at low irradiance (0.018 kW cm2⁄ ). (a) 
Titration series of the imager concentration 〈 〉 with 9 nt overlap for conventional imager strands 
(black), addition of oxygen scavenging system PO+C (turquoise) and PCD+PCA (purple). Data points 
and error bars represent mean and standard deviation from 64 regions of interest (5.1 × 5.1 µm), 
respectively. Solid lines show the fit to equation (2). The 95% functional error bounds are displayed 
as shaded areas. (b) As (a) but comparing the conventional imager to the 18-mer spacer (red) and 18-
mer spacer with PO+C (blue). (c) The effective depletion rate    (Equation 1) of docking strands 
depends linearly on the occupation probability  , which is calculated from the concentration and the 
kinetic rate constants according to equation (6). Solid lines show the fit to equation (4). Data points 
and errors are displayed as described in (a). The inset shows the depletion rate   on a logarithmic 
scale. (d) Samples as in (b) displayed as in (c). SI-FCS raw data is available as supplementary material.  
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Table 1. Binding kinetics as measured by SI-FCS titrations of the imager concentrations  〈 〉 . 
Hybridization rates and affinity as obtained from the titrations in Figure 4. The errors represent the 
95% confidence bounds of the fit. 
Imaging Condition ka [  
  ∙Ms-1] kd [s
-1] Kd [nM] 
conventional 1.49 ± 0.17 0.303 ± 0.010 200 ± 30 
PO+C 1.5 ± 0.4 0.268 ± 0.017 180 ± 60 
PCD+PCA 1.3 ± 0.4 0.25 ± 0.02 190 ± 70 
18-mer spacer 0.59 ± 0.11 0.245 ± 0.012 420 ± 100 
18-mer spacer with PO+C 0.28 ± 0.12 0.26 ± 0.02 1000 ± 500 
To investigate the effect of depletion of binding sites in SI-FCS, we compared the rate of the 
detrending   (Equation 1 and Figure A7a) in absence and presence of oxygen scavenging buffers and 
the 18-mer spacer. If the process of depletion of docking sites is mediated by the fluorescent dye, only 
hybridized duplexes create damages. Therefore,   represents an effective depletion rate, which is 
given by a depletion rate constant   specific to the investigated system, lowered by multiplication 
with the occupation probability  (〈 〉) of docking sites: 
 ( ) =   ∙ (〈 〉), (4)
The occupation probability   is intuitively accessible as the fraction of the bright time    to 
the duration of one binding cycle, represented by the sum of bright and dark time (   +   ): 




Bright and dark times are principally accessible from low irradiance PAINT measurements, 
allowing for the individual detection of docking sites. High irradiances, however, as required to 
resolve multiple narrow spaced binding sites on one DNA origami nanostructure, reduce the bright 
time and hinder the direct determination of the occupation probability. Without the need for 
localization,    can be expressed in variables accessible from SI-FCS titrations, in particular the 
association rate    = 1 (  〈 〉)⁄  and the dissociation rate    = 1    ⁄ , as: 





Experimentally, we determine the specific depletion rate constant    by varying the 
concentration 〈 〉 of fluorescent imager in solution (Equation (4)). For the conventional imager (1), 
we confirm the linear dependence of  ( ) with a slope of  conv=(470 ± 40) ∙10
   s  . Strikingly, the 
slope   decreases by two orders of magnitude when oxygen scavenger is added (Figure 4c), thus 
nearly eliminating the depletion of binding sites ((20 ± 19) ∙10   s   and (30 ± 50) ∙10   s  , for 
PO+C and PCD+PCA, respectively). Similarly, the 18-mer spacer reduces the depletion rate to 
(7 ± 4) ∙10   s    and (33 ± 18) ∙10   s    in absence and presence of PO+C, respectively (Figure 
4d). For the low irradiances (   = 0.018 kW cm
2⁄ ), employed in SI-FCS, the effect of depletion of 
binding sites approaches zero for both oxygen scavenging systems and the 18-mer spacer. As 
apparent from the estimated errors of the individual measurements, the differences observed for the 
close to zero depletion rates are indistinguishable within the precision of the measurement. The 
depletion is only distinguishable from zero at high imager concentrations (Figure 4b and Table 2). 
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Table 2. Slope of the linear fit of equation (4) to the depletion rate  ( ) in Figure 2. The errors 
represent the 95% confidence bounds of the fit. 
Imaging Condition δ [     ∙s
 1
] 
conventional 480 ± 55 
PO+C 20 ± 19 
PCD+PCA 30 ± 50 
18-mer spacer 7 ± 4 
18-mer spacer with PO+C 33 ± 18 
3. Discussion 
To summarize, we have confirmed that docking strands in DNA-PAINT microscopy are 
depleted by irradiation with visible light in an indirect process mediated by the excitation of 
fluorescent dyes. DNA-PAINT microscopy with long acquisition series showed that individual 
docking sites get irreversibly lost in irradiated areas (Figure 2 and 3). In the majority of SMLM 
methods, the resolution and signal-to-noise ratio (SNR) of super-resolved images are limited by the 
photon-budget of fluorophores irreversibly bound to labeled sites [8,9]. Making use of the 
reoccurring binding and a large reservoir of fluorescent imager, DNA-PAINT is less limited by the 
photo-bleaching of fluorophores to precisely localize binding sites [11]. In this work, we showed that 
DNA-PAINT is ultimately limited by the eventual damage of docking sites.  
We showed evidence that the depletion of docking strands of DNA origami nanostructures is 
caused by damages of DNA handles and can thus be distinguished from photo-bleaching of 
fluorophores (Figure 3). In our SI-FCS experiments, we find a linear dependence of the effective 
depletion rate on the presence of fluorescently labeled imager (Figure 4c,d). This does not only show 
that the depletion process is mediated by bound fluorophores, but it also indicates that direct photo-
damage of DNA is negligible compared to fluorophore-mediated damages. Our experiments in 
oxygen scavenging buffers strongly indicate the involvement of ROS in the depletion of available 
docking strands. Not only do we see a significantly reduced depletion in high irradiance DNA-
PAINT microscopy (    = 0.2 kW/cm
2 ) (Figures 2 and 3), but also in low irradiance SI-FCS 
measurements (   = 0.018 kW/cm
2), we observed a close to zero depletion rate (Figures 4c,d and 
Table 2). The importance of ROS for photo-induced damages following fluorescence excitation has 
been studied not only in the context of fluorescence photo-bleaching [18,19,22,27–29], but also photo-
toxicity [30,31] and in particular DNA damage [32,33,47]. ROS have also been shown to contribute to 
photo-induced unbinding of proteins [48,49]. Generally, ROS are one of the main sources for DNA 
damage and have been intensively investigated in relation to several kinds of cancer [50–53]. Our 
results show the cause for the depletion to be ROS generated downstream of the fluorescence 
excitation, diffusing to the DNA origami nanostructures and finally damaging the exposed docking 
stands. From our experiments, it is not possible to identify the type of created ROS, the type of 
induced DNA damage or the affected DNA bases. Different ROS, most prominently singlet oxygen 
and superoxide radicals, are supposedly formed from excited fluorescent states [29,54]. The 
likelihood and type of induced damage is reported to be sequence dependent and enriched at duplex 
ends [33]. Previous studies suggest that guanine is preferentially damaged, due to its lowest redox 
potential among the DNA bases [55–57]. Not only were oxidation products frequently found in 
guanine repeats [33,55], but also electron hole diffusion along the DNA leads to guanine oxidation 
distant from the site of single electron transfer [58–60]. On the other hand, adenine and thymine are 
the predominant bases on the docking strand that are closest to the fluorescent dye upon imager 
binding. Thus, most likely, a variety of damage types is induced simultaneously. 
The probability of a ROS to reach a docking site by 3D diffusion scales with the squared distance 
between both, assuming a much longer free path length of the ROS [61,62]. Accordingly, a larger 
spacing between docking strands and fluorophores reduced the depletion of binding sites (Figure 4b) 
at low irradiances (0.018 kW cm2⁄ ). Oxygen scavenging buffers and the 18-mer spacer show similar 
depletion rate constants ((20 ± 19) ∙10   s  , (30 ± 50) ∙10   s   and (7 ± 4) ∙10   s  , for PO+C, 
PCD+PCA and 18-mer spacer, respectively), suggesting that both are similarly effective in 
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eliminating photo-toxic effects (Figures 4c,d and Table 2). Addition of PO+C to the 18-mer spacer did 
not show any further improvement for SI-FCS measurements. The given error of the close to zero 
depletion rates potentially underestimates the measurement uncertainty, as slow exponential decays 
(up to 10  s) are fitted only with limited accuracy based on 5-h measurements. Based on our results, 
we regard them indistinguishable. At the high irradiances (0.2 kW cm2⁄ ) used for super-resolution 
microscopy, the 18-mer spacer is significantly less efficient in lowering the depletion (Figure 3). In 
contrast, the depletion seems to occur at a rate similar to the conventional (1) imager and does not 
show a significant improvement in the stability of docking sites. Adding PO+C to the 18-mer spacer 
(3b) eliminates the depletion of docking sites as effectively, as for the short imager (2a). We 
hypothesize that this difference is caused by the different irradiances intrinsic to the two applied 
methods. Photo-reactions from excited states are known to depend non-linearly on the excitation 
irradiance [19,21,22]. Comparing the feasibility for kinetic investigations compared to localization 
precision, a large spacer is expected to decrease the accuracy in SMLM, due to the larger accessible 
space for the fluorophore upon DNA hybridization [9]. On averaged DNA-PAINT images of several 
hundred origami nanostructures, the 18-mer spacer imager resolves binding sites with overall 
precision and accuracy (Figure A4) comparable to the imager with the fluorescent dye attached in 
close proximity to the docking strand. Individually localized origami nanostructures exhibit a 
significant loss in image quality that is additionally reduced by the lower association rate of the 18-
mer spaced imager (Table 1). Interestingly, adding PO+C to the 18-mer spacer (3b) improves the 
achievable resolution, reaching results similar to the conventional imager strands (2a). We attribute 
the reduced blur of the 18-mer spacer with PO+C on the averages to the lower association rate and 
thus fewer simultaneous binding events (Figure A4). The effect is alternatively achieved in DNA-
PAINT acquisitions by a lower imager concentration. A reduced association rate of the 18-mer spaced 
imager compared to the conventional imager can be partially attributed to a larger hydrodynamic 
radius, as experimentally confirmed by diffusion measurements in confocal FCS (Figure A2c). For 
applications based on the kinetics of binding, in particular SI-FCS [15] and qPAINT [13], adding a 
spacer sequence improves the photo-stability at low-irradiance conditions, while being free from 
chemical modifications and not requiring specialized buffers. Generally, we expect the positioning of 
the fluorescent dye with respect to the binding sequence to offer unexplored optimization potential 
for reducing photo-toxicity in applications without the need for maximally precise localization. 
In SI-FCS, a second component to the autocorrelation function can be observed at lag times larger 
than 10 seconds with concentrations of conventional imager strands higher than 30 to 100 nM (Figure 
A7b). We previously speculated that unspecific binding might be the main cause for this second 
component [15]. In the light of the results presented in this work, we now assume the photo-induced 
depletion of binding sites to be the primary cause (Figure A7b). While at low concentrations the 
applied detrending is sufficient to eliminate additional contributions in the correlation curve, with 
increasing concentration, the depletion and therefore the second component becomes more 
pronounced. The oxygen scavenging system PO+C massively reduces the depletion of docking 
strands even at the highest employed concentrations (300 nM, Figure A7a) and therefore removes the 
second contribution from the autocorrelation curves (Figure A7b). The second employed oxygen 
scavenging system (PCD+PCA) exhibits fluctuating intensity traces that are not fully described by a 
monoexponential detrending. In particular, we observe periods with increasing average fluorescence 
intensities that are not observed in any other experimental condition. In our hands, PCD+PCA causes 
less stable experimental conditions, which manifest themselves as fluctuating fluorescence intensities 
over time. This effect is particularly pronounced for sample life spans exceeding hours or days. The 
observed instabilities may potentially be attributed to a nuclease contamination of PCD [63]. In case 
of PO+C, we did not find any hint on alterations of the sample and therefore conclude PO+C to be 
favorable for long lasting acquisitions. The 18-mer spacer exhibits a second component of the 
autocorrelation, which is becoming further pronounced by adding PO+C. We speculate that the 18-
mer spacer exhibits additional dynamics on the time scale of tens of seconds, which are independent 
of the concentration and thus different from previously observed additional components in SI-FCS. 
Under all conditions, we observe at concentrations above 30 to 100 nM, depending on the condition, 
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that the correlation curves do not decay to zero, irrespective of the addition of oxygen scavenging 
buffers or the extension with the 18-mer spacer. We therefore assume that a non-perfect focus 
stabilization, fluctuating laser intensities or temperature changes during a 5-h measurement may 
account for the multiple components on the time scale of min. However, those contributions separate 
well in time from the decay of interest of the autocorrelation function and therefore do not hinder the 
quantitative analysis of autocorrelation curves. 
In summary, we have shown that in DNA-PAINT super-resolution microscopy, binding sites 
are damaged by ROS, which are generated from excited fluorescent dyes on hybridized imager 
strands. Not only does this effect limit the achievable acquisition time of DNA-PAINT, but it also 
hinders quantitative analysis based on the kinetics of the hybridization reaction. Similarly, long 
acquisition series in SI-FCS show artifacts generated by the loss of binding sites even though 
performed at low irradiances to avoid photo-bleaching. DNA-PAINT super-resolution microscopy 
and SI-FCS measurements benefit from the use of oxygen scavenging buffers, of which PO+C showed 
best long-term stability. Further, we presented an extended imager strand with an 18-mer spacer that 
drastically reduces the depletion of binding sites at low irradiances without additives to the sample. 
In particular for applications exploiting the kinetics of DNA hybridization, not only the addition of 
oxygen scavenging systems, but also a design placing the dye at larger distance from the docking 
site, will improve quantitative analysis. We believe that these results will be of general interest for 
the future design of fluorescence-based, minimally invasive applications of DNA nanotechnology. 
To our knowledge, this is the first time that the PO+C oxygen scavenging system has been applied to 
enhance the performance of DNA-PAINT super-resolution microscopy and we believe this system to 
be of use also in the context of three-dimensional cellular imaging of fixed specimen, which requires 
extended acquisition times. 
4. Materials and Methods  
4.1. Origami Purification 
DNA origami nanostructures were synthesized as described previously [11] and subsequently 
PEG purified. Folded DNA origami structures were mixed 1:1 (v/v) with 2× PEG purification buffer 
(PEG-8000 15% (w/v), 500 mM NaCl, 1× TE buffer), centrifuged for 30 min at 17,900 rcf and 4 °C. The 
supernatant was removed and the DNA origami resuspended in folding buffer (12.5 mM MgCl2, 10 
mM Tris, 1 mM EDTA at pH 8.0) by shaking and heating for 5 min at 600 rpm and 30 °C. Previously 
described steps were repeated two times to increase the purification. Finally, DNA origami 
nanostructures were stored at −20 °C until use. The assembly of DNA origami nanostructures was 
confirmed using DNA-PAINT microscopy (Figures 2 and A3). Origami structures exposed the 
docking sequence 5′-TTATACATCTA-3′, consisting of a TT-spacer followed by nine nucleotides 
complementary to the imager sequence. 
4.2. Buffers 
For simplicity, we name the used buffers A+ and B+. Buffer A+ contains 10 mM Tris-HCl, 100 
mM NaCl, 0.05% (v/v) Tween20. Buffer B+ contains 5 mM Tris-HCl, 10 mM MgCl2, 1 mM EDTA, 
0.05% (v/v) Tween20. Enyme buffer for the PO+C oxygen scavenging systems consists of 10 mM Tris 
pH 7.5, 50 mM KCl and 20% glycerol for better stability of the stock solutions. 
4.3. Fluorescent Imager Solutions 
Labeled imager strand solutions were used in varying target concentrations (10, 30, 100, 300 or 
600 nM) in five conditions: 
1. ‘Conventional’, as employed previously [11,15] with the sequence 5′-CTAGATGTAT-3′-Cy3B 
(Eurofins SAM, Ebersberg, Germany) [64]; 
2. ‘Oxygen scavenger’ 
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a) PO+C, as (1) but incubated for 1 hour prior to measurement with the PO+C oxygen 
scavenger system (1× PO, 1× C, 0.8 % Glucose as described in [65]), with 1× Trolox added. 
Stock solutions: 100× PO solution consists of 26 mg of PO (P4234-250UN, Sigma-Aldrich 
Chemie GmbH, Taufkirchen, Germany), 684 µL of enzyme buffer; 100× C solution 
consists of 2 mg Catalase in 1 ml enzyme buffer. Both were centrifuge filtered (Ultrafree 
MC-GV, Merck KGaA, Darmstadt, Germany; 0.22 µm), flash frozen in liquid nitrogen 
and stored at −80 °C; 100× Trolox solution consists of 100 mg of Trolox (Sigma-Aldrich 
238813-1G), 430 µL of methanol and 345 µL of NaOH (1 M) in 3.2 mL of H2O, stored at 
−20 °C); 
b) PCD+PCA, as (1) but incubated for 1 hour prior to measurement with the PCD+PCA 
oxygen scavenger system (1× PCD, 1× PCA, 1× Trolox), as described in [11]. Stock 
solutions: 40× PCA solution consists of 154 mg of PCA (37580-25G-F, Sigma-Aldrich) in 
10 mL of water, adjusted to pH 9.0 with NaOH; 100× PCD solution consists of 9.3 mg of 
PCD (P8279-25UN, Sigma-Aldrich) and 13.3 mL of buffer (50% glycerol stock in 50 mM 
KCl, 1 mM EDTA and 100 mM Tris–HCl, pH 8.0), Trolox as above, all stored at −20 °C; 
3. ’18-mer spacer’,  
a) with the sequence Cy3B-5′-GTT ATG GGT GGT TTG GGG-CTAGATGTAT-3′ (Eurofins 
SAM), where the hybridizing nucleotide sequence is identical to (1). Incubation 1:1 at 
identical concentration with 5′-CCC CAA ACC ACC CAT AAC-3′ complementary 
unlabeled strands forms a stable duplex, increasing the persistence length of the 18-mer 
spacer. The fluorescent dye is attached at 5′ to maximize the distance of dye and 
hybridizing nucleotides. The sequence was checked to not form a secondary structure 
using the Nucleic Acid Package (NUPACK) [66]; 
b) as in (3a) but with PO+C added as in (2a). 
4.4. Sample Preparation  
Sealed sample chambers were prepared as described previously [11,15]. In brief, high precision 
#1.5 coverslips (Paul Marienfeld GmbH, Lauda Königshofen, Germany) were sonicated in acetone 
(chemical grade, Merck KGaA, Germany) for 10 min and then rinsed twice with ethanol (chemical 
grade, Merck Millipore, Germany) and water (milli-Q, Merck KGaA, Darmstadt, Germany) and 
gently dried with pressurized nitrogen. The cleaning of the coverslip was completed by putting a 
drop of 2-propanol on it (Uvasol, Merck KGaA, Darmstadt, Germany) and wiping with a paper tissue 
(Kimtech Science, Sigma Aldrich). The same procedure was performed on microscope slides (76 × 26 
mm², Menzel, Thermo Fisher Scientific, Waltham, MA, USA). The high precision coverslip and the 
microscope slide were assembled into a flow chamber by gluing them together with double-sided 
sticky-tape (Scotch, Conrad Electronic SE, Hirschau, Germany), yielding a roughly 5 × 22 × 0.08 mm3 
large chamber. For DNA-PAINT unspecific binding between origami structures is easily detected in 
the final image and thus glass surfaces were used without prior cleaning. In a series of volume 
exchanges, the flow chamber was first incubated with 20 µL of 1 mg/mL albumin, biotin-labeled 
bovine (Sigma-Aldrich) in buffer A+ for two min, washed with 40 µL buffer A+, incubated with 20 
µL of 0.5 mg/mL streptavidin (Thermo Fisher Scientific) in buffer A+ for two min, washed with 40 µL 
buffer A+ and washed with 40 µL buffer B+. 
For DNA-PAINT imaging, 20 µL folded DNA origami solution, diluted 1:200 from PEG purified 
solution in B+ buffer, were incubated for five min. For SI-FCS, 20 µl folded DNA origami solution, 
diluted 1:20 from PEG purified solution in B+ buffer, were incubated for ten min. Chambers were 
washed with 40 µl buffer B+ and finally loaded with 20 µL of imager solution in the required 
condition (10 µM for DNA-PAINT imaging). In a final step, the chamber was sealed using two-
component epoxy glue (Toolcraft, Conrad Electronic SE) or picodent twinsil 22 two component glue 
(picodent, Wipperfuerth, Germany). We verified the final concentration of fluorescently labeled 
ssDNA by confocal FCS measurements. 
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4.5. DNA-PAINT Microscopy Setup 
DNA-PAINT imaging was carried out on an inverted custom-built microscope in an objective-
type TIRF configuration with an oil-immersion objective (UAPON, 100×, NA 1.49, Olympus Europe, 
Hamburg, Germany). Fluorophores were excited with a DPSS laser with a wavelength of 561nm 
(output power 1W, DPSS-system, MPB Communications Inc., Montreal, QC, Canada). Laser power 
was adjusted by polarization rotation with a half-wave plate (WPH05M-561, Thorlabs, Dachau, 
Germany) before passing a polarizing beam-splitter cube (PBS101, Thorlabs). To spatially clean the 
beam-profile the laser light was coupled into a single-mode polarization-maintaining fiber (P3-
488PM-FC-2, Thorlabs) using an aspheric lens (C610TME-A, Thorlabs). The coupling polarization 
into the fiber was adjusted using a zero-order half wave plate (WPH05M-561, Thorlabs). The laser 
light was collimated after the fiber using an achromatic doublet lens (AC254-050-A-ML, Thorlabs) 
resulting in a collimated beam of ~6 mm full-width at half-maximum (FWHM). The laser beam was 
magnified by a factor of 2.5 using a telescope custom-built from two achromatic doublets (AC254-
030-A-ML and AC508-075-A-ML, both Thorlabs). The excitation light was finally focused in the 
objective’s back focal plane using an achromatic doublet lens (AC508-180-A-ML, Thorlabs). 
Fluorescence light was separated from the excitation by a dichroic beam splitter (F68-785, AHF 
Analysentechnik, Tübingen, Germany) directly below the objective, spectrally filtered with an 
emission filter (605/64, AHF Analysentechnik). The signal from the sample was finally imaged on a 
sCMOS camera (Zyla 4.2, Andor Technologies, Belfast, UK) without further magnification (TTL180-
A, Thorlabs) resulting in an effective pixel size of 130 nm (after 2 × 2 binning). Microscopy samples 
were mounted on an x-y-z stage (S31121010FT and FTP2050, both Advanced Scientific 
Instrumentation, Eugene, OR, USA) used for focusing and laterally moving the sample with the 
microscope objective fixed in position. 
4.6. DNA-PAINT Image Acquisition 
DNA-PAINT super-resolution data was acquired with a sCMOS camera using µManager [67]. 
Acquisition parameters were: full chip 2 × 2 pixel binning, read out rate 200 MHz and dynamic range 
16-bit. The exposure time was set to 200 ms, resulting in a camera frame rate of 5 Hz and in ~83 min 
of total measurement time. The excitation power was set to 22 mW behind the objective with a 
Gaussian shaped illumination with a 1/   -width of 84 µm, resulting in a peak irradiance of 
0.2 kW/cm2.  
4.7. DNA-PAINT Data Analysis 
Super-resolved DNA-PAINT images were computed with Picasso according to [11]. Binding 
events were localized by Gaussian least-square fitting with a net gradient chosen to suppress 
localizations of noise. Localizations were drift corrected in a three-step process, first by redundant 
cross-correlation (RCC) [11,68], subsequently based on picked DNA origami and finally based on 
picked individual docking sites. To generate subsets, the drift corrected localizations were split in 
subsets of 5,000 frames each with a custom-written Python script and finally rendered individually. 
Super-resolved images were rendered blurring individual spots based on the global localization 
precision. To analyze bright and dark times, origami structures were picked (Picasso: ‘pick similar’) 
and further analyzed by a custom-written Python script 
(https://github.com/DerGoldeneReiter/qPAINT) acting on Picasso’s ‘Picked localization’ files. Dark 
times of one frame were ignored to reduce artifacts caused by single missed localizations. For docking 
site analysis picked origami structures were averaged (translation and rotation) to a designed model 
structure using the ‘average3’ module of Picasso with a pixel oversampling of 40, setting a custom 
symmetry of 180 degrees [46]. All individual docking sites were picked on the average image (Figure 
A4) in the render module of Picasso. ‘Unfold’ translates the picks of the average back to the 
individually picked structures and thus, picks of the individual docking sites on every origami 
structure are obtained. After counting the localizations of each picked single docking site, a lower 
cut-off value (three localizations) was used to identify active individual docking sites. Dividing the 
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number of the active dockings sites by the number of the originally picked origami structures used 
for averaging yields the average number of docking sites per origami. 
4.8. SI-FCS TIRF Microscope 
DNA-PAINT and SI-FCS time series were recorded on a custom-built TIRF microscope, 
constructed around a Nikon Eclipse Ti-S body as described previously [15]. Fluorescence was excited 
by 561 nm diode-pumped solid state (DPSS) laser (Cobolt Jive, 50 mW nominal, Hübner GmbH & 
Co. KG, Kassel Germany), spatially filtered by a single-mode fiber (kineFLEX-P-3-S-405.640-0.7-FCS-
P0 and kineMATIX, Qioptiq, Hamble, UK), collimated (f = 25 mm, all standard achromats, Edmund 
Optics, Karlsruhe, Germany), linearly polarized (CCM1-PBS251/M, Thorlabs) and three-fold 
magnified (f = −25, 75 mm). The TIRF angle was controlled by translating the focus (f = 225 mm) of 
the excitation beam by means of a piezo-electric stage (Q545, Physikalische Instrumente, Karlsruhe, 
Germany) in the back focal plane of the objective (Nikon SR Apo TIRF, 100× magnification, 1.49 
numerical aperture (NA), Nikon, Düsseldorf, Germany).  
Fluorescence emission was separated from the excitation (zt405/488/561/640rpc flat, AHF 
Analysentechnik, Tübingen, Germany) before entering the microscope body. The image on the 
camera-port was relayed on an electron-multiplying charge-coupled device (EMCCD) camera (iXon 
Ultra 897, Andor Technologies) by an additional 4f telescope (f = 200 mm, AC254-200-A-ML, 
Thorlabs). Laser emission was attenuated and synchronized with the camera acquisition by an 
acousto-optical tunable filter (TF-525-250, Gooch & Housego, Torquay, UK), which was interfaced 
through a PCI Express card (PCIe-6323 and BNC-2110) and controlled with a custom LabView 2011 
software (all National Instruments, Austin, TX, USA). The emission light was additionally band-pass 
filtered (593/46). 
Drifting of the focus position was eliminated by a custom-built focus stabilization. A near-
infrared laser (LP785-SF20, Thorlabs) was totally internally reflected from the glass-water interface 
of cover-slide and sample. The beam position was monitored on a CMOS camera (UI-3240CP-NIR-
GL, Imaging Development Systems, Obersulm, Germany). A feedback control implemented in 
LabVIEW 2015 (National Instruments) maximized the cross-correlation of the images of the laser spot 
and a reference image, respectively. The axial sample position was adjusted every 200 ms accordingly 
(P737.2SL and E-709.SRG, Physikalische Instrumente). The sample and objective were temperature 
stabilized to 23 °C. (H101-CRYO-BL stabilization unit, with H101-MINI sample chamber and OKO-
MOC objective stabilization, Okolab, Ottaviano, Italy). 
4.9. SI-FCS Image Acquisition 
Images were recorded using the Andor Solis software (Andor Technologies, Version 4.28) with 
4x4 hardware binning as 64 × 64 pixel images for 1.5 million frames, as described previously [15], 
resulting in ~5 h total measurement time. The exposure time was 10 ms, resulting in a camera frame 
rate of 85 Hz. The excitation power was set to 0.75 mW behind the objective, with a Gaussian shaped 
illumination with   1/  -width of 51 µm, resulting in a peak irradiance of 0.018 kJ/cm2. The EMCCD 
camera was used with electron multiplying gain, adapted according to the brightness of the sample. 
4.10. SI-FCS Data Analysis 
The autocorrelation curves were computed and analyzed using a custom-written Matlab 2017a 
(The MathWorks, Natick, MA, USA) software, described previously [15]. Intensity traces were 
generated by additional 8x8 software binning, resulting in 5.12 µm effective integrated area size, 
representing 32 × 32 native camera pixel. The signal in each pixel was integrated, yielding 64 intensity 
traces, which were bleach and drift-corrected by a single exponential, and individually correlated 
using the multiple-τ algorithm [69], in which we doubled the bin width after every sixteenth point in 
the autocorrelation curve. The obtained autocorrelation curves were fitted individually by a single 
exponential decay with an offset, from which the amplitude and the characteristic decay time were 
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obtained. Similar to [15], concentrations above 100 nM were fitted with a bi-exponential to account 
for the second component originating from depletion of docking sites. 
4.11. Direct Measurement of the Concentration of Imager Strands with Confocal FCS 
We measured the solution concentrations of imager strands with confocal FCS, as described 
previously [15]. In brief, we used a commercial LSM 780 ConfoCor3 system (Zeiss AG, Oberkochen, 
Germany) with the confocal volume positioned 40 µm above the cover slide. We calibrated the 




 at 22.5 °C [70]. We calculated the corresponding diffusion coefficient at the measurement 
temperature (26.5 °C to 27 °C) using the well-known relation  ~
 
 ( )
 and an empirical expression for 
the temperature dependence of the viscosity   of water [71]. We applied a simple 3D diffusion model 
function: 

















 the diffusion time, with     being the  
  -value of the Gaussian detection volume and   the 
structure parameter. Concentrations are directly obtained from the amplitude of the correlation 





. As diffusion coefficient, we measured  conv = (201 ± 5)
µ  
 
 (n = 8), in 
agreement with previously reported results [15,72] and  18-mer spacer = (120 ± 20)
µ  
 
 (n = 4) for the 
18-mer spacer. The presented numbers correspond to mean and standard deviation of the indicated 
n measurements, each of them at least 20 min long. 
4.12. Simulation of Bright and Dark Times 
Simulations of the bright and dark time distributions were generated with COPASI [73]. 
Biochemical parameters for the simulation were: Mass action irreversible (  +   →  ,   →   +  ), 
   = 1.5 ∙10
 (Ms)   ,    = 0.3 s
    with varying number of initial species values (B=12,10,8,6,4) 
corresponding to single dockings sites and fixed imager concentration of 〈 〉 =  10 nM. Time course 
simulations were performed with the same interval spacing (0.2s) and total acquisition time (17min 
per time segment) used in the DNA-PAINT image acquisitions. Obtained traces were analyzed 
analogous to experimental data using a custom-written Python script 
(https://github.com/DerGoldeneReiter/qPAINT).  
Supplementary Materials: Raw data for DNA-PAINT, confocal FCS and SI-FCS experiments is available for 
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Appendix A 
 
Figure A1. With increasing measurement time, the total number of localizations per DNA origami 
nanostructure decreases. One large time series of 25,000 frames (83 min) was drift corrected and 
subsequently divided into five subsets of 5,000 frames (17 min each). Acquiring an additional 5,000-
frame-subset on the same sample in a previously not irradiated area recovers the initial number of 
localizations, indicating that bulk bleaching of fluorophores in solution is negligible compared to the 
locally observed decrease in the number of localizations. 
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Figure A2. Confocal FCS measurement of the imager concentration and diffusion coefficient. (a) 
Representative autocorrelation curves for the conventional imager with their respective fits to a 
simple 3D diffusion model (Equation 7) and residuals. The three displayed curves have the target 
concentrations 10 nM (black), 30 nM (blue) and 300 nM (brown) and the measured concentrations 9.8 
nM, 29.7 nM and 310 nM, respectively. (b) Normalized autocorrelation curves at the target 
concentration 10 nM for the conventional condition (identical to (a)) and the 18-mer spacer, leading 
to a decrease in the diffusion time. (c) Diffusion coefficient   for the conventional and 18-mer spacer 
condition at different concentrations. The average diffusion coefficients (dashed lines) are determined 
as (mean ± std.): (201 ±  5) µm2/s (in good agreement with previously reported results [15,72]) and 
(120 ±  20) µm2/s for the conventional and the 18-mer spacer, respectively. Based on the determined 
diffusion coefficients, we conclude that bleached imager within the TIRF excitation volume is 
predominantly recovered from solution by diffusion along the direction of the evanescent excitation. 
The diffusion time can be estimated as   ~  ev
   ⁄ , with  ev being the evanescent field of the TIRF 
illumination. Assuming the penetration depth as  ev~75 nm [74], we obtain   ~50 µs, three orders 
of magnitude faster than the PAINT exposure time (200 ms) or the minimal SI-FCS correlation time 
(100 ms). In the high irradiance regime (   = 0.2 kW/cm
2), the rate of photo-bleaching within the TIRF 
illumination can be assumed four orders of magnitude slower than the recovery by diffusion, based 
on the bright times found for the conventional condition, which is shortened by photo-bleaching to 
  ~2 s (Figure 3b). Raw data of confocal FCS measurements is available as supplementary material. 
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Figure A3. Cont. 
(b) 
Figure A3. Selected DNA-PAINT super-resolved images of DNA nanostructures showing the 
depletion of binding sites in the five different conditions. (a) Images for the conventional imager (1). 
Five rows display different nanostructures that showed a high number of initially available docking 
sites. Images along the five columns represent the localizations within a subset of 5,000 frames from 
a 25,000 frame long measurement. Scale bar: 100 nm. (b) Images taken with addition of the oxygen 
scavenging buffer PO+C (2a), PCD+PCA (2b), extension with an 18-mer spacer (3a) and the 
combination of 18-mer spacer and PO+C (3b).  
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Figure A4. Averaged super-resolved DNA-PAINT images of DNA origami nanostructures for the whole 
time series of 83 min. The total numbers of identified DNA origami nanostructures  ns  employed for 
averaging are stated above the average images. Line profiles of total number of localizations through the 
two lower left points from each averaged image were fitted with a double Gaussian function 








    +   . The number stated for each peak is the FWHM (in nm) and 
can be interpreted as a measure of the achievable resolution; the peak-to-peak distance is shown above the 
plot. Additionally, the value of the nearest neighbor analysis (NeNA) [11,75] is shown for the first subset. 
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Figure A5. The observed lower number of active docking sites for the 18-mer spacer (conditions 3a 
and 3b) is caused by the lower association rate of the extended imager. Identifying active docking 
sites on the whole time series of 25,000 frames, recovers the number of initially active docking sites 
expected from the conventional imaging condition (condition 1). 
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Figure A6. The number of available docking sites per origami structures influences the dark and 
bright times. (a) Intensity trace (representative section) of localizations assigned to the DNA origami 
presented in Figure 2 (PO+C) showing the effect of simultaneous binding. The step-wise increase 
corresponds to binding of imager strands, while the step-wise decrease indicates unbinding of an 
imager strand or photo-bleaching of individual fluorophores. (b) Comparison of experimentally 
obtained kinetics with simulations of origami nanostructures exposing a varying number of docking 
sites. On the one hand, a depletion of docking sites causes an increase in dark time   , as individual 
hybridization events are as probable, but the number of possible binding partners is reduced. On the 
other hand, the localization algorithm counts temporally overlapping binding events within one 
diffraction-limited spot as one longer binding event. The probability for simultaneous binding 
increases with the number of binding sites in one diffraction limited spot. For the simulation, we made 
the following assumptions, based on the results from SI-FCS measurements (see Table 1): association 
rate    =  1.5 × 10
  (mol·s)  ,    = 0.3 s
  ,   = 10 nM and the number of binding sites decreasing 
step-wise with every subset from initially 12 to finally four binding sites. The simulated intensities 
from individual binding sites added up to obtain intensity traces for origami nanostructures 
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Figure A7. Influence of the depletion of binding sites on the autocorrelation function: (a) Decays of 
the integrated fluorescence intensity within a representative region of interest (dark shade) and fit of 
the mono-exponential detrending function (equation 1, light shade). For all five conditions 
(conventional, addition of oxygen scavenging system (PO+C and PCD+PCA), 18-mer spacer and 18-
mer spacer with PO+C) an example at low and high concentration is shown. The concentrations of 
individual samples were measured by confocal FCS. (b) Representative normalized autocorrelation 
functions and residuals with conditions as in (a) (solid lines). Shaded areas represent the standard 
deviation from 64 regions of interest. 
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4.1 Motivation and Summary
Due to the excellent axial constraint of the excitation profile in TIRF microscopy down
to 200 nm, it is the preferred choice for fluorescence imaging of specimens close to
the coverslip surface. For surface-binding characterization approaches such as lbFCS
and SI-FCS, TIRF microscopy is particularly useful for monitoring binding events
at high signal-to-noise ratios with respect to the high fluorescence background of
unbound ligand. Furthermore, TIRF microscopy is commonly used for DNA-PAINT
imaging, where the signal-to-noise ratio translates into localization precisions on the
order of a few nanometers. Typically, standard TIRF microscopes employ a Gaussian
laser beam resulting in an inhomogeneous excitation profile, potentially biasing
fluorescence-based surface binding assays. This inhomogeneous excitation can cause
artifacts during DNA-PAINT imaging, leading to a non-truthful reconstruction of
the image data. Within the work of this chapter, we constructed a custom TIRF
microscope which features a homogeneous ’flat-top’ excitation profile via refractive
beam shaping. The flat-top TIRF microscope paves way for both high-throughput
kinetic assays and DNA-PAINT imaging over large field of views (FOVs) without
substantial trade-offs in image quality.
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Flat-top TIRF illumination boosts DNA-PAINT
imaging and quantification
Florian Stehr 1, Johannes Stein 1, Florian Schueder 1,2, Petra Schwille 1 & Ralf Jungmann 1,2
Super-resolution (SR) techniques have extended the optical resolution down to a few nan-
ometers. However, quantitative treatment of SR data remains challenging due to its complex
dependence on a manifold of experimental parameters. Among the different SR variants,
DNA-PAINT is relatively straightforward to implement, since it achieves the necessary
‘blinking’ without the use of rather complex optical or chemical activation schemes. However,
it still suffers from image and quantification artifacts caused by inhomogeneous optical
excitation. Here we demonstrate that several experimental challenges can be alleviated by
introducing a segment-wise analysis approach and ultimately overcome by implementing a
flat-top illumination profile for TIRF microscopy using a commercially-available beam-shaping
device. The improvements with regards to homogeneous spatial resolution and precise
kinetic information over the whole field-of-view were quantitatively assayed using DNA
origami and cell samples. Our findings open the door to high-throughput DNA-PAINT studies
with thus far unprecedented accuracy for quantitative data interpretation.
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The advent of super-resolution microscopy has revolutio-nized life science research by providing access to molecularstructures with light microscopy, which were previously
hidden below the diffraction limit. One of the major branches in
the field is referred to as single molecule localization microscopy
(SMLM) and includes methods such as photo-activated locali-
zation microscopy1 (PALM), Stochastic optical reconstruction
microscopy2 (STORM), point accumulation in nanoscale topol-
ogy3 (PAINT), and their descendants4. In STORM and PALM,
the blinking required for super-resolution reconstruction is
obtained by complex photo-physical switching and activation of
target-bound fluorophores. In contrast, PAINT imaging is based
on reversible binding of a fluorescent species to the target
structure. DNA-PAINT5 exploits the specificity of DNA by using
single-stranded oligonucleotides as labels (“docking strands”) to
which fluorescently-labeled complementary “imager” strands
bind. Due to the non-fluorogenic nature of imagers (i.e., dye-
labeled imager strands do fluoresce if not bound to their
respective target strands), DNA-PAINT experiments are typically
performed using some sort of selective plane illumination and/or
detection, such as total internal reflection fluorescence (TIRF)
microscopy6, oblique illumination7, or spinning disk confocal
microscopy8. Besides offering spectrally-unlimited multiplexing
capabilities (Exchange-PAINT)9 and quantitative imaging
(qPAINT)10, DNA-PAINT can achieve spatial resolutions down
to ~5 nm using standard TIRF microscopy5. As it is the case for
all SMLM methods, reconstructed images have to be carefully
interpreted, as they can be prone to artifacts arising e.g., from
inhomogeneous illumination caused by the Gaussian laser
profile11,12. This becomes especially important if localization
datasets are used to extract quantitative information such as
blinking kinetics, absolute molecule numbers, and other para-
meters beyond “just” binning of localizations to render qualitative
images. Furthermore, inhomogeneous illumination can lead to
spot-detection and fitting artifacts, ultimately resulting in a non-
truthful reconstruction of the image data. One prominent
example are false localizations originating from multiple active
single emitters in a diffraction-limited area. A manifold of rather
sophisticated methods and algorithms have been developed to
deal with these multi-emitter localizations in SMLM data13–17.
However, they are often not straightforward to implement or
computationally intense. Approaches for obtaining homogenous
illumination throughout the field-of-view should make it possible
to use rather simple global thresholding algorithms to efficiently
filter out these mislocalizations and omit them from downstream
analysis.
While different solutions for uniform laser excitation have been
proposed and applied to SMLM18–20, these approaches negatively
affect TIRF microscopy, due to their inherent reduction of spatial
coherence18,19. Although coherent transformation of a Gaussian
laser beam into a flat-top intensity profile by means of refractive
beam-shaping has been pioneered decades ago21,22, only very
recently flat-top TIR illumination has been reported with the help
of refractive beam-shaping elements, promising clear advantages
regarding the interpretation of single molecule experiments23 and
their potential application to SMLM24.
In this study, we identify imaging and quantification artifacts
introduced by inhomogeneous sample illumination in DNA-
PAINT. To achieve this, we present a novel processing metric
based on analyzing radial image segments that allows us to
quantitatively assess these artifacts and—at least to some extend
—overcome the limitation of inhomogeneous sample illumina-
tion without the need for sophisticated post-processing of the
data. In order to improve on that and to reduce the amount of
post-processing necessary to achieve truthful representation of
the data, we employ flat-top TIR illumination for DNA-PAINT
microscopy and demonstrate an increased homogeneity of almost
all experimental observables when compared to standard Gaus-
sian illumination. This has several implications: first, we achieved
the same spot detection efficiency throughout the whole FOV
(important for truthful SMLM reconstruction), thus eliminating
the necessity for advanced spot finding algorithms, which take
non-uniform illumination into account. Second, the uniformity of
the excitation field allowed us to obtain accurate and precise
binding time distributions for DNA-PAINT, independent of the
position in the FOV. We used this predictability to demonstrate
improved kinetic analysis of binding durations over the whole
FOV. Third, we achieved uniform localization precision allowing
spatial resolution better than 10 nm. Lastly, we find that homo-
geneous TIR excitation enables us to robustly identify multi-
emitter localizations simply according to the number of photons
detected. By exploiting the advantage of DNA-PAINT that suf-
ficient sampling of the target structure is provided due to rever-
sible binding of new imagers, we can afford to exclude all of these
multi-emitter localizations detected by straightforward thresh-
olding and thereby largely improve image quality for artifact-free
quantitative statements without sophisticated image post-
processing. Combining all advantages, we performed cellular
DNA-PAINT imaging of the microtubule network in fixed cells
and achieved a significant reduction of artifacts in the periphery
compared to Gaussian illumination while preserving the image
quality in terms of spatial resolution.
Results
Robust spot detection and homogeneous blinking. To achieve
flat-top illumination, we employed a refractive beam-shaping
element called piShaper (AdlOptica GmbH, Berlin, Germany),
which we placed in the excitation path of a custom-built TIRF
microscope (a setup sketch can be found in Supplementary
Figure 1). While transforming the profile of the excitation laser,
refractive beam-shaping does preserve spatial coherence23, which
still enables efficient TIRF microscopy in contrast to previously
reported flat-field super-resolution studies18,19. In order to
quantitatively analyze the flat-top TIRF profile, we recorded a
sequence of fluorescence images of a sample containing a high
surface density of immobilized DNA origami structures, to which
freely diffusing imager strands could bind. Figure 1a shows full-
chip TIRF images obtained by averaging all acquisition frames for
the Gaussian and flat-top profiles (left and right panel, respec-
tively). Exemplary line profiles (Fig. 1b) show the fluorescence
intensity variation along the specified axis for Gaussian (upper
panel) and flat-top illumination (lower panel), yielding an
intensity decrease by nearly a factor of three for Gaussian illu-
mination vs. stable intensity for flat-top illumination.
In DNA-PAINT, blinking is achieved by the transient binding
of short fluorescently-labeled DNA oligonucleotide “imager
strands” to a DNA “docking” strand which is attached to the
target of interest (Fig. 2a). The duration of blinking events is
defined as bright time. We designed rectangular DNA origami
nanostructures with a 20-nm-spaced pattern of 3 × 4 docking
strands (“20-nm-grids”, Fig. 2b) in order to quantitatively
characterize the effect of inhomogeneous illumination on DNA-
PAINT imaging. Super-resolution images of 20-nm-grids were
acquired either using Gaussian or flat-top illumination and
subsequently segmented into concentric rings such that each
segment contained a similar number of structures (~800
per segment) for subsequent analysis (Fig. 2c).
First, we examined the detection efficiency of our spot finding
and single-molecule fitting algorithm during SR reconstruction
for a given threshold in the computed net gradient between
adjacent pixels in the raw images5. Figure 2d compares exemplary
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intensity traces from 20-nm-grids in segments 1 and 5,
highlighting that for Gaussian illumination blinking events in
the outer segments were not detected anymore, resulting in poor
sampling of the DNA origami image. This is due to the fact that
the inhomogeneous profile of Gaussian illumination leads to a
systematic decrease of the net gradient in DNA-PAINT raw
images with increasing radial distance from the center (Supple-
mentary Figure 2). The same effect was visible when comparing
the average number of apparent binding events per 20-nm-grid
between the segments (Fig. 2e). However, images acquired with
flat-top illumination showed a constant net gradient resulting in a














































Fig. 1 Gauss vs. flat-top illumination profiles. a Traditional illumination profile for TIRF microscopy with a Gaussian laser beam (left) compared to a flat-top
profile created by a refractive beam-shaping device in the excitation path (right). b Line plots of fluorescence intensity along x and y axes (red and blue,
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Fig. 2 Flat-top illumination improves single-molecule detection and enables precise binding time quantification. a Schematic of DNA-PAINT: dye-labeled
imager strands reversibly bind to complementary docking sites that are attached to the target of interest. Binding events result in apparent target blinking
required for single molecule localization microscopy (SMLM). b DNA-PAINT image of rectangular DNA origami designed to display a 20-nm-grid pattern
of docking strands (inset displaying origami design). c Whole-sCMOS-chip field of view (FOV) of several thousand DNA origami. Images acquired with
Gaussian and flat-top illumination are both segmented into concentric rings containing equal numbers of origami (~800 origami per segment) for
downstream quantification. d Exemplary DNA origami and intensity traces from inner and outer segment (red and cyan, respectively) showing that binding
events in the outer segment are missed by the spot detection algorithm for Gaussian illumination. e The effect illustrated in d leads to a decrease in the
mean number of binding events per origami with radial distance for the Gaussian profile. Flat-top illumination allows robust spot detection over the whole
FOV. f Inhomogeneous photobleaching of imager strands increases the mean bright time with radial distance for Gaussian illumination. g The effect
observed in f leads to an overall broadening of the bright time distribution over the whole FOV. h Distinction of docking strands of different length via bright
times. Position-dependent bright times for Gaussian illumination lead to non-separable populations. Scale bars, 20 nm in b and 40 nm in d. Error bars in
e correspond to SEM
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Supplementary Figure 2) and ultimately in a constant number of
binding events (Fig. 2e).
Next, we investigated the illumination effects on the bright
times of imager binding events using our 20-nm-grids. As the
localization precision in SMLM increases with the number of
detected photons per acquisition frame25,26, it is generally
advisable to adapt camera integration times, dye switching duty
cycles, and photon emission rates to obtain optimal localization
precision. While the finite photon budget of fixed dyes in
approaches like STORM or PALM sets a practical limit to the
number of photons per switching cycle27, PAINT-based
approaches have the advantage that every blinking event
originates from a “fresh” dye, thus the full photon budget of
this dye can be harvested for superior localization precision.
However, this comes at the cost of potentially bleaching a certain
fraction of imager strands before they have dissociated from their
targets. In order to enable precise adjustment of binding and
bleaching times for e.g., qPAINT quantification, this bleaching
probability should be constant over the FOV. For a Gaussian
illumination profile, we observed that imager strands (9
nucleotides in length) binding to the center of the field of view
photobleach faster than in the outer segments, as one would
expect (Fig. 2f). In contrast, images acquired with flat-top
illumination exhibited homogeneous bright times for the same
imager species throughout the FOV. The radial bright time
dependence for Gaussian illumination resulted in a broadening of
the total bright time distribution over the FOV by a factor of σG/
σFT= 1.6 compared to flat-top illumination (Fig. 2g). Inhomo-
geneous bleaching conditions have direct implications for
quantitative statements based on the blinking kinetics from
DNA-PAINT images. Figure 2h shows that for DNA-PAINT
images of 20-nm-grids with either shorter-binding 8 nucleotide-
long (nt) or longer-binding 9-nt-long docking strands acquired
with the same imager under identical conditions, it was not
possible to distinguish between the two bright time populations
comparing segments 1 and 5 for Gaussian illumination (but it still
allows for differentiation within each segment, see Supplementary
Figure 3a). However, flat-top illumination allowed us to clearly
separate bright time distributions over the full FOV. Analogously
to Fig. 2g the total bright time distributions for both 8-nt and 9-nt
20-nm-grids are narrower for flat-top illumination (Supplemen-
tary Figure 3b). Enhanced control over the bleaching behavior
allowed us to both resolve single 20-nm-grid structures (see
Supplementary Figure 4) and simultaneously distinguish between
short and long binding duration with high fidelity.
Uniform localization precision and mislocalization filtering. In
order to obtain a measure of how precise a single DNA-PAINT
docking strand could be localized, we used a previously developed
“averaging” tool in Picasso that allowed us to pick all 20-nm-grids
in an image and to align them onto a model grid28. Figure 3a
displays the averaged images of more than 700 structures each
from segments 1 (red) and 5 (cyan) for the same sample imaged
with Gaussian and flat-top illumination (a 20 × 20 subset of
individual 20-nm-grid images can be found in Supplementary
Figure 5). The histograms represent the spatial distribution of
localizations along the dashed lines. A double Gaussian fit
recovered the designed docking strand spacing of ~20 nm. The
evident loss of resolution in the Gaussian average from segment 5
compared to segment 1 is confirmed by the broadened peaks in
the histograms which increased by almost a factor of two (loca-
lization precision from ~2.0 to ~3.5 nm). On the contrary, in the
flat-top image only a minor decrease in localization precision was
observed (~10%). As previously mentioned, the localization
uncertainty in SMLM is inversely proportional to the square-root
of the number of detected photons. We identified a three-fold
decrease in the average number of detected photons per locali-
zation event from ~15,000 to ~5,000 comparing segments 1 and 5
for Gaussian illumination and attributed this as the main cause
for the decrease in localization precision (Fig. 3b). Segment-wise
calculation of the localization precision based on Nearest
Neighbor Analysis5,29 (NeNA) confirmed this relation (Fig. 3c).
Nevertheless, we also observed a radial decrease in photon
number and localization precision for the image acquired with
flat-top illumination. Since this effect is decoupled from the
excitation profile, we attribute this to finite aperture effects that
become increasingly apparent in the periphery when increasing
the FOV. However, this only leads to minor radial performance
and image resolution loss (~10 %) compared to the performance
decrease due to inhomogeneous excitation in the case of Gaussian
illumination.
In order to benchmark the overall localization precision for
flat-top illumination, we designed and imaged DNA origami
structures with a 10-nm-grid pattern of docking strands. We
could resolve the individual docking strands even in segment 5,
demonstrating better than 10 nm spatial resolution over the entire
FOV, ~130 µm in diameter (Fig. 3d).
Straightforward filtering capabilities during image post-
processing are an additional advantage of using flat-top
illumination. Figure 3e depicts the photon count distribution
for a 20-nm-grid sample imaged with Gaussian (top) and flat-top
illumination (bottom). In contrast to Gaussian illumination, we
were able to identify two distinct peaks in the distribution from
the image acquired with the flat-top profile. The first peak at
25,800 photons is attributed to localizations originating from
single imager binding events. The second peak is located at
roughly twice the number of photons (53,200) and represents
localizations originating from two imager strands bound
simultaneously to the same structure. The top panel in Fig. 3f
illustrates that these multi-emitter events result in mislocaliza-
tions, thus degrading the overall image quality. In contrast to the
Gaussian profile (only in segment 1 the photon count distribution
indicates two peaks, see Supplementary Figure 6), flat-top
illumination allowed us to robustly use an upper threshold limit
over the whole FOV at the 1/e2 value of the first peak for filtering
out these mislocalizations during post-processing and thereby
considerably improving the quality of the super-resolved image
(Fig. 3f, bottom).
Improved large field-of-view cellular imaging with DNA-
PAINT. After identifying and quantifying the effects caused by
inhomogeneous illumination on DNA origami structures, we
applied flat-top illumination for imaging cellular structures with
DNA-PAINT to highlight the differences in obtainable overall
image quality researchers should expect on common samples.
Figure 4a shows SR images of the microtubule network in fixed
COS-7 cells labeled using primary and DNA-conjugated sec-
ondary antibodies5,30 and subsequent DNA-PAINT imaging for
Gaussian (left) and flat-top illumination (right) acquired with the
full camera sensor resulting in a field-of-view of 130 × 130 µm2.
The magnified regions in the center and the border of the image
(segment 1 and 5 as defined in Fig. 2c) recorded using Gaussian
illumination show an increasing loss of localizations towards the
periphery due to the limited spot-detection efficiency (see Fig. 4b,
bottom left). In contrast, we obtain a uniform localization density
using flat-top illumination, confirming the earlier observations
for DNA origami experiments (Fig. 4b, right. Find a detailed two-
level zoomed cell image in Supplementary Figure 7). The white
arrows point to regions of accumulated multi-emitter mis-
localizations in between the densely-labeled microtubules (for
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magnified illustration see Supplementary Figure 8). These could
again be identified in all photon count histograms in Fig. 4c,
except for segment 5 of the image acquired using Gaussian illu-
mination. Figure 4d demonstrates the gain in image quality for
both segments of the flat-top image after removal of all locali-
zations above the 1/e2 value of the single emitter peak. The dis-
tributions of localizations in the boxed regions along the
indicated directions in Fig. 4d show two distinct peaks originating
from the 2D projection of a homogenously-labeled rod. Even in
the periphery of the full camera sensor image we recovered a
peak-to-peak distance of ~37 nm which is in good agreement
with previously reported values from SR studies5,19,30,31. Despite
the radial quality loss in the image acquired with Gaussian illu-
mination, we could also identify and remove multi-emitter mis-
localizations in the center of the image (Supplementary Figure 9).
Overall, high-throughput DNA-PAINT SMLM employing
large FOVs can hence benefit from flat-top illumination without
substantial trade-off in image quality.
Discussion
We here presented a quantitative super resolution study of flat-top
TIRF illumination for DNA-PAINT. We demonstrated that flat-
top illumination improves the quantification accuracy in DNA-
PAINT data by enabling both homogeneous spatial resolution and
precise kinetic blinking parameters over large FOVs. In addition,
uniform illumination gives rise to new features in the experimental
observables, that can be used during straightforward post-
processing. This includes a more robust spot detection and
enabled us to effectively remove multi-emitter artifacts without the
use of computationally demanding multi-emitter localization
algorithms13–17. We achieved the latter by simple photon number
thresholding in the resulting localization datasets. We want to note,
that using this threshold to omit multi-emitter mislocalizations
does not necessarily lead to a reduced image quality due to missed
localizations in DNA-PAINT, as we can collect a considerably
larger amount of total localizations per docking strand due to the
repetitive nature of image acquisition.
Furthermore, improved control over the photobleaching con-
ditions allowed us to distinguish apparent identical structures of
different docking strand length independent of their position
within the FOV. This could be exploited for non-spectral multi-
plexing in DNA-PAINT super resolution microscopy in the
future. We think that these numerous advantages will sig-
nificantly enhance the statistical treatment of single-molecule
microscopy data, since a flat-top illumination allows the use of
the complete FOV for further analysis and can hence pave new
routes for high-throughput experiments. Furthermore, a uniform
TIR excitation will improve single-molecule fluorescence-based
binding affinity studies on surfaces, e.g., by SI-FCS32, since
photophysical effects can be treated globally and can therefore be
decoupled from local changes caused by other physical effects. In
cases where phototoxicity has to be minimized33, flat-top illu-
mination can provide precise control over the whole FOV.
Regarding the comparison of Gaussian and flat-top illumina-
tion several of our findings can also directly improve image
quality for quantitative DNA-PAINT with a Gaussian excitation
profile, when segment-wise analysis of parameters is employed.
With regard to biological samples, however, segmented analysis
will presumably be most beneficial in the case of compact,
separable protein structures such as nuclear pore complexes
compared to continuous networks such as the cytoskeleton or
large organelle structures. Using this segmentation approach, we
showed that in the center segment it is also possible to remove
multi-emitter localizations for more precise and quantitative data
interpretation. Furthermore, the differentiation between struc-
tures with short and long binding docking strands is also possible
within each segment, but obviously this comes at the cost that the
overall statistics is divided by the number of introduced segments.
In conclusion however, we are convinced that the advantages
arising from flat-top TIR illumination—especially with regards to
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Fig. 3 Localization precision of 2 nm over 130 × 130 µm2 FOV with flat-top illumination. a Averaged images of 20-nm-grid structures (~800 per segment,
see Fig. 2c for definition of segments) show radial decrease in resolution using Gaussian illumination, while flat-top illumination maintains high spatial
resolution. Fit results for peak-to-peak distance and standard deviation displayed above. b Mean number of detected photons per localization per frame.
c Localization precision calculated by nearest neighbor analysis (NeNA) d 10-nm-grid DNA origami design for whole-chip resolution benchmarking under
flat-top illumination. e Photon count histogram for flat-top illumination indicating two peaks for the case of single binding and simultaneous binding events
of two imager strands to a 20-nm grid. f Filtering out simultaneous binding events above single binding threshold (filter in e set 1/e2 value of first
distribution) allowing the removal of “cross talk” localizations in between two active docking strands. Scale bars, 20 nm in a, 50 nm in d and f. Error bars in
b and c correspond to SEM
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the ease-of-use and availability of commercial beam shaping
devices—are clearly superior and we believe they might become a
standard feature for TIRF microscopy.
Methods
Materials. Unmodified, dye-labeled, and biotinylated DNA oligonucleotides were
purchased from MWG Eurofins. DNA scaffold strands were purchased from Tilibit
(p7249, identical to M13mp18). Streptavidin (cat: S-888) and glass slides (cat:
10756991) were ordered from Thermo Fisher. Coverslips were purchased from
Marienfeld (cat: 0107052). PEG-8000 was purchased from Merck (cat: 6510-1KG).
Tris 1M pH 8.0 (cat: AM9856), EDTA 0.5M pH 8.0 (cat: AM9261), Magnesium
1M (cat: AM9530G) and Sodium Chloride 5M (cat: AM9759) were ordered from
Ambion. Ultrapure water was obtained from a Milli-Q filter machine. Tween-20
(cat: P9416-50ML), Glycerol (cat: G5516-500ML), Methanol (cat: 32213-2.5L),
BSA-Biotin (cat: A8549), Protocatechuate 3,4-Dioxygenase Pseudomonas (PCD)
(cat: P8279), 3,4-Dihydroxybenzoic acid (PCA) (cat: 37580-25G-F) and (+-)-6-
Hydroxy-2,5,7,8-tetra-methylchromane-2-carboxylic acid (Trolox) (cat: 238813-
5G) were ordered from Sigma-Aldrich. Twinsil two-component glue was pur-
chased from Picodent (cat: 13001000). Monoclonal antibodies against alpha-
tubulin (cat: MA1-80017) was purchased from Thermo Scientific. The secondary
antibodies Anti-Rat (cat: 712-005-150) were purchased from Jackson
ImmunoResearch.
Buffers. Five buffers were used for sample preparation and imaging: Buffer A (10
mM Tris-HCl pH 7.5, 100 mM NaCl, 0.05% Tween 20, pH 7.5); Buffer B (5 mM
Tris-HCl pH0 8, 10 mM MgCl2, 1 mM EDTA, 0.05% Tween 20, pH 8); Buffer C
(1× PBS pH 8, 500 mM NaCl, pH 8); 100× Trolox: 100 mg Trolox, 430 μl 100%
methanol, 345 μl of 1M NaOH in 3.2 ml H2O. 40× PCA: 154 mg PCA, 10 ml water,
and NaOH were mixed and adjusted to pH 9.0. 100× PCD: 9.3 mg PCD, 13.3 ml of
buffer (100 mM Tris-HCl pH 8, 50 mM KCl, 1 mM EDTA, 50% glycerol).
DNA origami design, assembly, and purification. DNA origami structures were
designed using the design module of Picasso5 (see Supplementary Figure 10).
Folding of structures was performed using the following components: single-
stranded DNA scaffold (0.01 µM), core staples (0.5 µM), biotin staples (0.5 µM),
modified staples (each 0.5 µM), 1× folding buffer in a total of 50 µl for each sample.
Annealing was done by cooling the mixture from 80 to 25 °C in 3 h in a ther-
mocycler. Structures were purified using PEG-precipitation34.
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Fig. 4 Artifact removal for uniform and quantitative cellular DNA-PAINT imaging. a Full camera chip (130 × 130 µm2) DNA-PAINT image of the
microtubule network in fixed COS-7 cells acquired using Gauss illumination (left) and the same field of view for flat-top illumination (right). b Magnified
sections from segment 1 and segment 5 (as defined in Fig. 2a) highlighting the image quality in the center and the border region of the camera chip. White
arrows point to artifacts due to multi-emitter mislocalizations. c Photon count histograms for box regions in images from b. Double Gaussian fit allows
identification and removal of multi-emitter mislocalizations (threshold at 1/e2 of first peak) except for segment 5 for Gaussian illumination. d Filtered flat-
top images from b displaying enhanced image quality after removing mislocalization artifacts. e Intensity profiles across single microtubules indicated in
d. Scale bars, 10 µm in a, 500 nm in b, d
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DNA origami sample preparation. A glass slide was glued onto a coverslip with
the help of double-sided tape (Scotch, cat. no. 665D) to form a flow chamber with
inner volume of ~20 μl. First, 20 µl of biotin-labeled bovine albumin (1 mg/ml,
dissolved in buffer A) was flushed into the chamber and incubated for 2 min. The
chamber was then washed with 40 µl of buffer A. Twenty microliterof streptavidin
(0.5 mg/ml, dissolved in buffer A) was then flushed through the chamber and
incubated for 2 min. After washing with 40 µl of buffer A and subsequently with 40
µl of buffer B, 20 µl of biotin-labeled DNA structures (1:80 dilution in buffer B
from purified DNA-origami stock) were flushed into the chamber and incubated
for 10 min. The chamber was washed with 40 µl of buffer B. Finally, 40 µl of the
imager solution was flushed into the chamber, which was subsequently sealed with
two-component glue before imaging. A list of all staples can be found in Supple-
mentary Tables 1 and 2.
Cell sample preparation. COS7 cells were cultured with Eagle’s minimum
essential medium fortified with 10% FBS with penicillin and streptomycin and were
incubated at 37 °C with 5% CO2. At ~30% confluence, cells were seeded into
Eppendorf 8-well chambered cover glass ~24 h before fixation and were grown to
~70% confluence. For fixation, the samples were pre-fixed and pre-permeabilized
with 0.4% glutaraldehyde and 0.25% Triton X-100 for 90 s. Next, the cells were
quickly rinsed with 1× PBS once followed by fixation with 3% glutaraldehyde for
15 min. Afterwards, samples were rinsed twice (5 min) with 1× PBS and then
quenched with 0.1% NaBH4 for 7 min. After rinsing four times with 1× PBS for 30
s, 60 s, and twice for 5 min, samples were blocked and permeabilized with 3% BSA
and 0.25% Triton X-100 for 2 h. Then, samples were incubated with 10 μg/ml of
primary antibodies (1:100 dilution) in a solution with 3% BSA and 0.1% Triton X-
100 at 4 °C overnight. Cells were rinsed three times (5 min each) with 1× PBS.
Next, they were incubated with 10 μg/ml of labeled secondary antibodies (1:100
dilution) in a solution with 3% BSA and 0.1% Triton X-100 at room temperature
for 1 h. For fiducial based drift correction, the samples were incubated with gold
nanoparticles with a 1:1 dilution in 1× PBS for 5 min. Finally, samples were rinsed
three times with 1× PBS before adding imager solution.
Super-resolution microscopy setup. Fluorescence imaging was carried out on an
inverted custom-built microscope (see setup sketch in Supplementary Figure 1) in
an objective-type TIRF configuration with an oil-immersion objective (Olympus
UAPON, 100×, NA 1.49). One laser was used for excitation: 561 nm (1W, DPSS-
system, MPB). Laser power was adjusted by polarization rotation with a half-wave
plate (Thorlabs, WPH05M-561) before passing a polarizing beam-splitter cube
(Thorlabs, PBS101). To spatially clean the beam-profile the laser light was coupled
into a single-mode polarization-maintaining fiber (Thorlabs, P3-488PM-FC-2)
using an aspheric lens (Thorlabs, C610TME-A). The coupling polarization into the
fiber was adjusted using a zero-order half wave plate (Thorlabs, WPH05M-561).
The laser light was re-collimated after the fiber using an achromatic doublet lens
(Thorlabs, AC254-050-A-ML) resulting in a collimated FWHM beam diameter of
~6 mm. The laser light was split into two paths of approximately equal length using
a combination of two flip mirrors (Thorlabs, FM90/M). In one path the laser light
was unaltered resulting in a Gaussian beam profile for excitation. In the other path
a diffractive beam shaper device (AdlOptica, piShaper 6_6_VIS) transformed the
Gaussian beam profile in a collimated flat-top profile. Both paths were realigned to
each other and passed the same downstream optics. Switching between the two
illumination schemes can therefore be achieved by flipping two mirrors simulta-
neously. The laser beam diameter was magnified by a factor of 2.5 using a custom-
built Telescope (Thorlabs, AC254-030-A-ML and Thorlabs, AC508-075-A-ML).
The laser light was coupled into the microscope objective using an achromatic
doublet lens (Thorlabs, AC508-180-A-ML) and a dichroic beam splitter (AHF,
F68-785). Fluorescence light was spectrally filtered with an emission filter (AHF
Analysentechnik, 605/64) and imaged on a sCMOS camera (Andor, Zyla 4.2)
without further magnification (Thorlabs, TTL180-A) resulting in an effective pixel
size of 130 nm (after 2 × 2 binning). Microscopy samples were mounted on a x-y-z
stage (ASI, S31121010FT and ASI, FTP2050) that was used for focusing with the
microscope objective being at fixed position. Our custom TIRF setup was used for
all Figures.
Imaging conditions. All fluorescence microscopy data was recorded on the full
sensor (2048 × 2048 pixels, pixel size: 6.5 µm) of our SCMOS camera operated with
the open source acquisition software µManager35 at a read out rate of 200MHz and
a dynamic range of 16 bit. Detailed imaging conditions for all main and supple-
mentary figures can be found in Supplementary Table 3. The laser power refers to
the power measured after the fiber (see Supplementary Figure 1). As can be seen in
Fig. 1b, the mean intensity of the flat-top profile is at around 60 % of the Gaussian
peak intensity, when operated at the same power. Supplementary Figure 11 illus-
trates that by an respective power increase we can adjust the flat-top profile to the
Gaussian peak intensity. Sequence design of imager and docking strands can be
found in Supplementary Table 4.
Super-resolution reconstruction. Raw fluorescence data was subjected to spot-
finding and subsequent super-resolution reconstruction using the localize module
of the Picasso software package5. Localizations were then loaded into Picasso’s
render module and drift-corrected. DNA origamis were automatically selected
using the “Pick similar” function with the following settings: pick radius: 143 nm;
standard deviation: 1.5, 1.7, 1.9 (subsequently). After automated selection, picked
areas were saved as “Picked localizations” for further processing.
Kinetic analysis. Picasso’s render module5 allows automatic recognition of ROIs
within the rendered super-resolution image by searching for similarity in the
localization distribution to pre-selected user defined regions of specific size. The
resulting ROIs of the complete set of localizations are referred to as “picks”
(Supplementary Figure 12a). We calculated characteristic quantities associated with
the temporal distribution of localization events within each of these picks with a
custom written python script (see Supplementary Figure 12). Since the automated
selection of ROIs cannot distinguish between repetitive (specific) and non-
repetitive (unspecific) blinking behavior we implemented a filtering procedure
based on the temporal distribution of localization events.
Filtering. By looking at the temporal distribution of the localization events (trace)
associated to a single pick we can define its mean and standard deviation. We refer
to these parameters as the mean (localization) frame and its standard deviation
(std) in the units of frames. Repetitive transient binding to DNA origami
throughout the measurement leads hence to a mean (localization) frame of roughly
half the number of total frames in the acquisition window with a large standard
deviation (Supplementary Figure 12b, left panel). In contrast non-repetitive
binding will result in a mean (localization) frame located within the frames of their
unique occurrence randomly distributed throughout the acquisition window and a
small standard deviation (Supplementary Figure 12b, right panel). Plotting the
distribution of the mean (localization) frame and its standard deviation over all
automatically selected ROIs thus allows clear identification of a major population
of picked areas showing repetitive blinking while outliers indicating non-repetitive
blinking behavior can be disregarded for further analysis (Supplementary Fig-
ure 12c and d).
Averaging. Picked origami structures were averaged to a designed model structure
using the average3 module of Picasso with a pixel oversampling of 40 and setting a
custom symmetry of 180 degree28.
Reporting summary. Further information on experimental design is available in
the Nature Research Reporting Summary linked to this article.
Code availability. All code supporting the findings of this study is available from
the corresponding author upon request.
Data availability
The data that support the findings of this study are available from the corresponding
authors upon reasonable request.
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Supplementary Figure 1 | Schematic of custom-built super-resolution microscopy setup. Blue rectangles indicate dielectric mirrors, 










Supplementary Figure 2 | Spot detection and net gradient. a Net gradient histograms comparing segments 1 and 5 of 20-nm-grid 
images acquired with Gaussian and flat-top illumination. For DNA-PAINT (but also for SMLM in general) a localization algorithm 
implemented in Picasso1 distinguishes between bright blinking events and background noise by computing the net gradient between 
adjacent pixels in the raw images. A threshold value (dashed line) is chosen manually such that in the center (segment 1) only blinking 
events and no background is recognized. Due to the inhomogeneous illumination of a Gaussian profile the net gradient in segment 5 
does not reach this threshold anymore and blinking events are not recognized. DNA-PAINT data acquired under flat-top illumination show 
a homogeneous net gradient comparing segments 1 and 5. b Net gradient sum histograms for the two images from a 







Supplementary Figure 3 | Bright time distributions for 8-nt vs. 9-nt docking site length. a Segmented bright time histograms for 
20-nm-grids with 8-nt docking sites (opaque) and 9-nt docking site length (transparent) for Gauss and flat-top illumination. Mean bright 
times (over all segments) for flat-top illumination are indicated by dashed lines for 8-nt and solid lines for 9-nt. b Total bright time 










Supplementary Figure 4 | Averaged 20-nm-grid image for 8-nt vs. 9-nt docking sites for flat-top excitation. Over 8.000 DNA 
origami over the whole FOV for the flat-top data sets (8nt and 9nt docking strands) in Figure 2h and Supplementary Figure 5 were 












Supplementary Figure 5 | Individual origami images for averaging. Image showing 400 DNA origami structures extracted from 
segment 1 (red) and segment 5 (cyan) for DNA-PAINT images acquired with Gaussian (left) and flat-top illumination (right). In total more 
than 700 structures were used for averaging in Figure 3a. Scale bar: 500 nm. 
 




















Supplementary Figure 7 | Uniform spot-detection efficiency for cellular DNA-PAINT imaging. a (top) Full camera chip (130×130 
µm2) DNA-PAINT image of the microtubule network in fixed COS-7 cells acquired using Gaussian illumination. (middle row) Three boxes 
highlighting the image quality in the center, intermediate and border region of the camera chip. (bottom row) Second-level zooms i)-iii) 
highlighting the inhomogeneous localization density over the whole image b Image of the same field of view as in a acquired with flat-top 















Supplementary Figure 8 | Mislocalization removal by multi-emitter filtering. Magnified region of cell image acquired under flat-top 










Supplementary Figure 9 | Mislocalization removal by multi-emitter filtering for Gaussian illumination. Magnified region of cell 













Supplementary Figure 10 | DNA origami grid designs. Picasso Design1 schematic for 20- and 10-nm-grids. Red hexagons indicate 
extended staple strands for DNA-PAINT imaging. Missing hexagons indicate the position of extended staple strands on the opposite side, 










Supplementary Figure 11 | Laser power comparison Gauss vs. Flat-Top. a Mean bright time per segment for 9-nt 20-nm-grids b 










Supplementary Figure 12 | Filtering by temporal distribution of localizations. a Exemplary auto-selected ROI (yellow circle) of a 20-
nm grid in the rendered super-resolution image b Typical intensity traces from picks showing repetitive (left) and non-repetitive blinking 
behavior (right) c Exemplary distribution of the mean (localization) frame of all auto-selected picks and d the respective distribution for 
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Supplementary Table 1 | List of core staples 
Position Name Sequence 
A1 21[32]23[31]BLK TTTTCACTCAAAGGGCGAAAAACCATCACC 
B1 23[32]22[48]BLK CAAATCAAGTTTTTTGGGGTCGAAACGTGGA 
C1 21[56]23[63]BLK AGCTGATTGCCCTTCAGAGTCCACTATTAAAGGGTGCCGT 
D1 23[64]22[80]BLK AAAGCACTAAATCGGAACCCTAATCCAGTT 
E1 21[96]23[95]BLK AGCAAGCGTAGGGTTGAGTGTTGTAGGGAGCC 
F1 23[96]22[112]BLK CCCGATTTAGAGCTTGACGGGGAAAAAGAATA 
G1 21[120]23[127]BLK CCCAGCAGGCGAAAAATCCCTTATAAATCAAGCCGGCG 
H1 21[160]22[144]BLK TCAATATCGAACCTCAAATATCAATTCCGAAA 
I1 23[128]23[159]BLK AACGTGGCGAGAAAGGAAGGGAAACCAGTAA 
J1 23[160]22[176]BLK TAAAAGGGACATTCTGGCCAACAAAGCATC 
K1 21[184]23[191]BLK TCAACAGTTGAAAGGAGCAAATGAAAAATCTAGAGATAGA 
L1 23[192]22[208]BLK ACCCTTCTGACCTGAAAGCGTAAGACGCTGAG 
M1 21[224]23[223]BLK CTTTAGGGCCTGCAACAGTGCCAATACGTG 
N1 23[224]22[240]BLK GCACAGACAATATTTTTGAATGGGGTCAGTA 
O1 21[248]23[255]BLK AGATTAGAGCCGTCAAAAAACAGAGGTGAGGCCTATTAGT 
P1 23[256]22[272]BLK CTTTAATGCGCGAACTGATAGCCCCACCAG 
A2 19[32]21[31]BLK GTCGACTTCGGCCAACGCGCGGGGTTTTTC 
B2 22[47]20[48]BLK CTCCAACGCAGTGAGACGGGCAACCAGCTGCA 
D2 22[79]20[80]BLK TGGAACAACCGCCTGGCCCTGAGGCCCGCT 
E2 19[96]21[95]BLK CTGTGTGATTGCGTTGCGCTCACTAGAGTTGC 
F2 22[111]20[112]BLK GCCCGAGAGTCCACGCTGGTTTGCAGCTAACT 
H2 19[160]20[144]BLK GCAATTCACATATTCCTGATTATCAAAGTGTA 
I2 22[143]21[159]BLK TCGGCAAATCCTGTTTGATGGTGGACCCTCAA 
J2 22[175]20[176]BLK ACCTTGCTTGGTCAGTTGGCAAAGAGCGGA 
L2 22[207]20[208]BLK AGCCAGCAATTGAGGAAGGTTATCATCATTTT 
M2 19[224]21[223]BLK CTACCATAGTTTGAGTAACATTTAAAATAT 
N2 22[239]20[240]BLK TTAACACCAGCACTAACAACTAATCGTTATTA 
P2 22[271]20[272]BLK CAGAAGATTAGATAATACATTTGTCGACAA 
A3 17[32]19[31]BLK TGCATCTTTCCCAGTCACGACGGCCTGCAG 
B3 20[47]18[48]BLK TTAATGAACTAGAGGATCCCCGGGGGGTAACG 
D3 20[79]18[80]BLK TTCCAGTCGTAATCATGGTCATAAAAGGGG 
E3 17[96]19[95]BLK GCTTTCCGATTACGCCAGCTGGCGGCTGTTTC 
F3 20[111]18[112]BLK CACATTAAAATTGTTATCCGCTCATGCGGGCC 
H3 17[160]18[144]BLK AGAAAACAAAGAAGATGATGAAACAGGCTGCG 
I3 20[143]19[159]BLK AAGCCTGGTACGAGCCGGAAGCATAGATGATG 
J3 20[175]18[176]BLK ATTATCATTCAATATAATCCTGACAATTAC 
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L3 20[207]18[208]BLK GCGGAACATCTGAATAATGGAAGGTACAAAAT 
M3 17[224]19[223]BLK CATAAATCTTTGAATACCAAGTGTTAGAAC 
N3 20[239]18[240]BLK ATTTTAAAATCAAAATTATTTGCACGGATTCG 
P3 20[271]18[272]BLK CTCGTATTAGAAATTGCGTAGATACAGTAC 
A4 15[32]17[31]BLK TAATCAGCGGATTGACCGTAATCGTAACCG 
B4 18[47]16[48]BLK CCAGGGTTGCCAGTTTGAGGGGACCCGTGGGA 
C4 15[64]18[64]BLK GTATAAGCCAACCCGTCGGATTCTGACGACAGTATCGGCCGCAAGGCG 
D4 18[79]16[80]BLK GATGTGCTTCAGGAAGATCGCACAATGTGA 
E4 15[96]17[95]BLK ATATTTTGGCTTTCATCAACATTATCCAGCCA 
F4 18[111]16[112]BLK TCTTCGCTGCACCGCTTCTGGTGCGGCCTTCC 
G4 15[128]18[128]BLK TAAATCAAAATAATTCGCGTCTCGGAAACCAGGCAAAGGGAAGG 
H4 15[160]16[144]BLK ATCGCAAGTATGTAAATGCTGATGATAGGAAC 
I4 18[143]17[159]BLK CAACTGTTGCGCCATTCGCCATTCAAACATCA 
J4 18[175]16[176]BLK CTGAGCAAAAATTAATTACATTTTGGGTTA 
K4 15[192]18[192]BLK TCAAATATAACCTCCGGCTTAGGTAACAATTTCATTTGAAGGCGAATT 
L4 18[207]16[208]BLK CGCGCAGATTACCTTTTTTAATGGGAGAGACT 
M4 15[224]17[223]BLK CCTAAATCAAAATCATAGGTCTAAACAGTA 
N4 18[239]16[240]BLK CCTGATTGCAATATATGTGAGTGATCAATAGT 
O4 15[256]18[256]BLK GTGATAAAAAGACGCTGAGAAGAGATAACCTTGCTTCTGTTCGGGAGA 
P4 18[271]16[272]BLK CTTTTACAAAATCGTCGCTATTAGCGATAG 
A5 13[32]15[31]BLK AACGCAAAATCGATGAACGGTACCGGTTGA 
B5 16[47]14[48]BLK ACAAACGGAAAAGCCCCAAAAACACTGGAGCA 
C5 13[64]15[63]BLK TATATTTTGTCATTGCCTGAGAGTGGAAGATT 
D5 16[79]14[80]BLK GCGAGTAAAAATATTTAAATTGTTACAAAG 
E5 13[96]15[95]BLK TAGGTAAACTATTTTTGAGAGATCAAACGTTA 
F5 16[111]14[112]BLK TGTAGCCATTAAAATTCGCATTAAATGCCGGA 
G5 13[128]15[127]BLK GAGACAGCTAGCTGATAAATTAATTTTTGT 
H5 13[160]14[144]BLK GTAATAAGTTAGGCAGAGGCATTTATGATATT 
I5 16[143]15[159]BLK GCCATCAAGCTCATTTTTTAACCACAAATCCA 
J5 16[175]14[176]BLK TATAACTAACAAAGAACGCGAGAACGCCAA 
K5 13[192]15[191]BLK GTAAAGTAATCGCCATATTTAACAAAACTTTT 
L5 16[207]14[208]BLK ACCTTTTTATTTTAGTTAATTTCATAGGGCTT 
M5 13[224]15[223]BLK ACAACATGCCAACGCTCAACAGTCTTCTGA 
N5 16[239]14[240]BLK GAATTTATTTAATGGTTTGAAATATTCTTACC 
O5 13[256]15[255]BLK GTTTATCAATATGCGTTATACAAACCGACCGT 
P5 16[271]14[272]BLK CTTAGATTTAAGGCGTTAAATAAAGCCTGT 
A6 11[32]13[31]BLK AACAGTTTTGTACCAAAAACATTTTATTTC 
B6 14[47]12[48]BLK AACAAGAGGGATAAAAATTTTTAGCATAAAGC 
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C6 11[64]13[63]BLK GATTTAGTCAATAAAGCCTCAGAGAACCCTCA 
D6 14[79]12[80]BLK GCTATCAGAAATGCAATGCCTGAATTAGCA 
E6 11[96]13[95]BLK AATGGTCAACAGGCAAGGCAAAGAGTAATGTG 
F6 14[111]12[112]BLK GAGGGTAGGATTCAAAAGGGTGAGACATCCAA 
G6 11[128]13[127]BLK TTTGGGGATAGTAGTAGCATTAAAAGGCCG 
H6 11[160]12[144]BLK CCAATAGCTCATCGTAGGAATCATGGCATCAA 
I6 14[143]13[159]BLK CAACCGTTTCAAATCACCATCAATTCGAGCCA 
J6 14[175]12[176]BLK CATGTAATAGAATATAAAGTACCAAGCCGT 
K6 11[192]13[191]BLK TATCCGGTCTCATCGAGAACAAGCGACAAAAG 
L6 14[207]12[208]BLK AATTGAGAATTCTGTCCAGACGACTAAACCAA 
M6 11[224]13[223]BLK GCGAACCTCCAAGAACGGGTATGACAATAA 
N6 14[239]12[240]BLK AGTATAAAGTTCAGCTAATGCAGATGTCTTTC 
O6 11[256]13[255]BLK GCCTTAAACCAATCAATAATCGGCACGCGCCT 
P6 14[271]12[272]BLK TTAGTATCACAATAGATAAGTCCACGAGCA 
A7 9[32]11[31]BLK TTTACCCCAACATGTTTTAAATTTCCATAT 
B7 12[47]10[48]BLK TAAATCGGGATTCCCAATTCTGCGATATAATG 
C7 9[64]11[63]BLK CGGATTGCAGAGCTTAATTGCTGAAACGAGTA 
D7 12[79]10[80]BLK AAATTAAGTTGACCATTAGATACTTTTGCG 
E7 9[96]11[95]BLK CGAAAGACTTTGATAAGAGGTCATATTTCGCA 
F7 12[111]10[112]BLK TAAATCATATAACCTGTTTAGCTAACCTTTAA 
G7 9[128]11[127]BLK GCTTCAATCAGGATTAGAGAGTTATTTTCA 
H7 9[160]10[144]BLK AGAGAGAAAAAAATGAAAATAGCAAGCAAACT 
I7 12[143]11[159]BLK TTCTACTACGCGAGCTGAAAAGGTTACCGCGC 
J7 12[175]10[176]BLK TTTTATTTAAGCAAATCAGATATTTTTTGT 
K7 9[192]11[191]BLK TTAGACGGCCAAATAAGAAACGATAGAAGGCT 
L7 12[207]10[208]BLK GTACCGCAATTCTAAGAACGCGAGTATTATTT 
M7 9[224]11[223]BLK AAAGTCACAAAATAAACAGCCAGCGTTTTA 
N7 12[239]10[240]BLK CTTATCATTCCCGACTTGCGGGAGCCTAATTT 
O7 9[256]11[255]BLK GAGAGATAGAGCGTCTTTCCAGAGGTTTTGAA 
P7 12[271]10[272]BLK TGTAGAAATCAAGATTAGTTGCTCTTACCA 
A8 7[32]9[31]BLK TTTAGGACAAATGCTTTAAACAATCAGGTC 
B8 10[47]8[48]BLK CTGTAGCTTGACTATTATAGTCAGTTCATTGA 
C8 7[56]9[63]BLK ATGCAGATACATAACGGGAATCGTCATAAATAAAGCAAAG 
D8 10[79]8[80]BLK GATGGCTTATCAAAAAGATTAAGAGCGTCC 
E8 7[96]9[95]BLK TAAGAGCAAATGTTTAGACTGGATAGGAAGCC 
F8 10[111]8[112]BLK TTGCTCCTTTCAAATATCGCGTTTGAGGGGGT 
G8 7[120]9[127]BLK CGTTTACCAGACGACAAAGAAGTTTTGCCATAATTCGA 
H8 7[160]8[144]BLK TTATTACGAAGAACTGGCATGATTGCGAGAGG 
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I8 10[143]9[159]BLK CCAACAGGAGCGAACCAGACCGGAGCCTTTAC 
J8 10[175]8[176]BLK TTAACGTCTAACATAAAAACAGGTAACGGA 
K8 7[184]9[191]BLK CGTAGAAAATACATACCGAGGAAACGCAATAAGAAGCGCA 
L8 10[207]8[208]BLK ATCCCAATGAGAATTAACTGAACAGTTACCAG 
M8 7[224]9[223]BLK AACGCAAAGATAGCCGAACAAACCCTGAAC 
N8 10[239]8[240]BLK GCCAGTTAGAGGGTAATTGAGCGCTTTAAGAA 
O8 7[248]9[255]BLK GTTTATTTTGTCACAATCTTACCGAAGCCCTTTAATATCA 
P8 10[271]8[272]BLK ACGCTAACACCCACAAGAATTGAAAATAGC 
A9 5[32]7[31]BLK CATCAAGTAAAACGAACTAACGAGTTGAGA 
B9 8[47]6[48]BLK ATCCCCCTATACCACATTCAACTAGAAAAATC 
D9 8[79]6[80]BLK AATACTGCCCAAAAGGAATTACGTGGCTCA 
E9 5[96]7[95]BLK TCATTCAGATGCGATTTTAAGAACAGGCATAG 
F9 8[111]6[112]BLK AATAGTAAACACTATCATAACCCTCATTGTGA 
H9 5[160]6[144]BLK GCAAGGCCTCACCAGTAGCACCATGGGCTTGA 
I9 8[143]7[159]BLK CTTTTGCAGATAAAAACCAAAATAAAGACTCC 
J9 8[175]6[176]BLK ATACCCAACAGTATGTTAGCAAATTAGAGC 
L9 8[207]6[208]BLK AAGGAAACATAAAGGTGGCAACATTATCACCG 
M9 5[224]7[223]BLK TCAAGTTTCATTAAAGGTGAATATAAAAGA 
N9 8[239]6[240]BLK AAGTAAGCAGACACCACGGAATAATATTGACG 
P9 8[271]6[272]BLK AATAGCTATCAATAGAAAATTCAACATTCA 
A10 3[32]5[31]BLK AATACGTTTGAAAGAGGACAGACTGACCTT 
B10 6[47]4[48]BLK TACGTTAAAGTAATCTTGACAAGAACCGAACT 
D10 6[79]4[80]BLK TTATACCACCAAATCAACGTAACGAACGAG 
E10 3[96]5[95]BLK ACACTCATCCATGTTACTTAGCCGAAAGCTGC 
F10 6[111]4[112]BLK ATTACCTTTGAATAAGGCTTGCCCAAATCCGC 
H10 3[160]4[144]BLK TTGACAGGCCACCACCAGAGCCGCGATTTGTA 
I10 6[143]5[159]BLK GATGGTTTGAACGAGTAGTAAATTTACCATTA 
J10 6[175]4[176]BLK CAGCAAAAGGAAACGTCACCAATGAGCCGC 
L10 6[207]4[208]BLK TCACCGACGCACCGTAATCAGTAGCAGAACCG 
M10 3[224]5[223]BLK TTAAAGCCAGAGCCGCCACCCTCGACAGAA 
N10 6[239]4[240]BLK GAAATTATTGCCTTTAGCGTCAGACCGGAACC 
P10 6[271]4[272]BLK ACCGATTGTCGGCATTTTCGGTCATAATCA 
A11 1[32]3[31]BLK AGGCTCCAGAGGCTTTGAGGACACGGGTAA 
B11 4[47]2[48]BLK GACCAACTAATGCCACTACGAAGGGGGTAGCA 
C11 1[64]4[64]BLK TTTATCAGGACAGCATCGGAACGACACCAACCTAAAACGAGGTCAATC 
D11 4[79]2[80]BLK GCGCAGACAAGAGGCAAAAGAATCCCTCAG 
E11 1[96]3[95]BLK AAACAGCTTTTTGCGGGATCGTCAACACTAAA 
F11 4[111]2[112]BLK GACCTGCTCTTTGACCCCCAGCGAGGGAGTTA 
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G11 1[128]4[128]BLK TGACAACTCGCTGAGGCTTGCATTATACCAAGCGCGATGATAAA 
H11 1[160]2[144]BLK TTAGGATTGGCTGAGACTCCTCAATAACCGAT 
I11 4[143]3[159]BLK TCATCGCCAACAAAGTACAACGGACGCCAGCA 
J11 4[175]2[176]BLK CACCAGAAAGGTTGAGGCAGGTCATGAAAG 
K11 1[192]4[192]BLK GCGGATAACCTATTATTCTGAAACAGACGATTGGCCTTGAAGAGCCAC 
L11 4[207]2[208]BLK CCACCCTCTATTCACAAACAAATACCTGCCTA 
M11 1[224]3[223]BLK GTATAGCAAACAGTTAATGCCCAATCCTCA 
N11 4[239]2[240]BLK GCCTCCCTCAGAATGGAAAGCGCAGTAACAGT 
O11 1[256]4[256]BLK CAGGAGGTGGGGTCAGTGCCTTGAGTCTCTGAATTTACCGGGAACCAG 
P11 4[271]2[272]BLK AAATCACCTTCCAGTAAGCGTCAGTAATAA 
A12 0[47]1[31]BLK AGAAAGGAACAACTAAAGGAATTCAAAAAAA 
B12 2[47]0[48]BLK ACGGCTACAAAAGGAGCCTTTAATGTGAGAAT 
C12 0[79]1[63]BLK ACAACTTTCAACAGTTTCAGCGGATGTATCGG 
D12 2[79]0[80]BLK CAGCGAAACTTGCTTTCGAGGTGTTGCTAA 
E12 0[111]1[95]BLK TAAATGAATTTTCTGTATGGGATTAATTTCTT 
F12 2[111]0[112]BLK AAGGCCGCTGATACCGATAGTTGCGACGTTAG 
G12 0[143]1[127]BLK TCTAAAGTTTTGTCGTCTTTCCAGCCGACAA 
H12 0[175]0[144]BLK TCCACAGACAGCCCTCATAGTTAGCGTAACGA 
I12 2[143]1[159]BLK ATATTCGGAACCATCGCCCACGCAGAGAAGGA 
J12 2[175]0[176]BLK TATTAAGAAGCGGGGTTTTGCTCGTAGCAT 
K12 0[207]1[191]BLK TCACCAGTACAAACTACAACGCCTAGTACCAG 
L12 2[207]0[208]BLK TTTCGGAAGTGCCGTCGAGAGGGTGAGTTTCG 
M12 0[239]1[223]BLK AGGAACCCATGTACCGTAACACTTGATATAA 
N12 2[239]0[240]BLK GCCCGTATCCGGAATAGGTGTATCAGCCCAAT 
O12 0[271]1[255]BLK CCACCCTCATTTTCAGGGATAGCAACCGTACT 
P12 2[271]0[272]BLK GTTTTAACTTAGTACCGCCACCCAGAGCCA 
 
 
Supplementary Table 2 | List of biotinylated staples 
No Pos Name Sequence Mod 
1 C02 18[63]20[56]BIOTIN ATTAAGTTTACCGAGCTCGAATTCGGGAAACCTGTCGTGC 5'-BT 
2 C09 4[63]6[56]BIOTIN ATAAGGGAACCGGATATTCATTACGTCAGGACGTTGGGAA 5'-BT 
3 G02 18[127]20[120]BIOTIN GCGATCGGCAATTCCACACAACAGGTGCCTAATGAGTG 5'-BT 
4 G09 4[127]6[120]BIOTIN TTGTGTCGTGACGAGAAACACCAAATTTCAACTTTAAT 5'-BT 
5 K02 18[191]20[184]BIOTIN ATTCATTTTTGTTTGGATTATACTAAGAAACCACCAGAAG 5'-BT 
6 K09 4[191]6[184]BIOTIN CACCCTCAGAAACCATCGATAGCATTGAGCCATTTGGGAA 5'-BT 
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7 O02 18[255]20[248]BIOTIN AACAATAACGTAAAACAGAAATAAAAATCCTTTGCCCGAA 5'-BT 




Supplementary Table 3 | Imaging parameters 

















1 20-nm-grid 1:1 P1 (9 nt) 4 B Gauss: 1.5 
Flat-top: 2.4 




20-nm-grid 1:80 P1 (9 nt) 4 B Gauss: 45 
Flat-top: 77 
200 5,000 2x2 
2f,g 
2h (9 nt) 
SI_Fig. 3,4 (9 nt) 
20-nm grid 1:80 P1 (9 nt) 4 B Gauss: 45 
Flat-top: 45 
200 13,000 2x2 
2h (8 nt) 
SI_Fig. 3,4 (8 nt) 
20-nm-grid 1:80 P1 (8 nt) 4 B Gauss: 45 
Flat-top: 45 
200 13,000 2x2 
3a,b,c 
SI_Fig. 5 
20-nm-grid 1:80 P1 (9 nt) 4 B Gauss: 45 
Flat-top: 77 
200 5,000 2x2 




Flat-top: 77 200 25,000 2x2 
3e,f 
SI_Fig. 6 
20-nm-grid 1:80 P1 (9 nt) 20 B Gauss: 78 
Flat-top: 132 
200 10,000 2x2 
4 
SI_Fig. 8,9 






150 60,000 2x2 






150 13,000 2x2 
SI_Fig. 11 20-nm-grid 1:80 P1 (9 nt) 4 B Gauss: 45 
Flat-top: 24, 
45, 76 
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Supplementary Table 4 | Used DNA-PAINT sequences 
Shortname 
(docking site length) 
Docking sequence Imager sequence Experiment 
P1 (9 nt) TT ATACATCTA CTAGATGTAT-Cy3b All except the ones stated below 
P1 (8 nt) TT ATACATCT CTAGATGTAT-Cy3b Fig. 2h 
SI_Fig. 6 
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5.1 Motivation and Summary
Compared to other popular SMLMapproaches such as STORMor PALM,DNA-PAINT
was so far hindered by its rather slow image acquisition, typically requiring several
hours for obtaining highest spatial resolution [37]. Within the work presented in this
chapter, we accelerated DNA-PAINT image acquisition by an order of magnitude
without sacrificing image quality or resolution. In order to achieve this, the imager
association rate :on was enhanced by a combination of optimized sequence design
[99] and buffer ion composition. In combination with the flat-top TIRF microscope
[93] (see Chapter 4), cellular DNA-PAINT imaging of large FOVs is performed within
200 seconds. While this acceleration paves way for high-throughput cellular imaging,
the enhancement in :on is furthermore particularly useful for quantitative approaches
such as lbFCS [97] and qPAINT [39], as it leads to improved binding statistics per time
unit for more precise molecular counting.
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DNA points accumulation in nanoscale topography (DNA-
PAINT) is a relatively easy-to-implement super-resolution 
technique. However, image acquisition is slow compared to 
most other approaches. Here, we overcome this limitation by 
designing optimized DNA sequences and buffer conditions. 
We demonstrate our approach in vitro with DNA origami and 
in situ using cell samples, and achieve an order of magnitude 
faster imaging speeds without compromising image quality or 
spatial resolution. This improvement now makes DNA-PAINT 
applicable to high-throughput studies.
Advances in optical super-resolution techniques have enabled 
the visualization of biological processes below the classical dif-
fraction limit of light1. DNA-PAINT2 is a simple implementation 
of single-molecule localization microscopy (SMLM) with a spatial 
resolution better than 5 nm, as recently demonstrated on artificial 
DNA nanostructures2,3. While novel labeling approaches4 are poised 
to bring this resolution to cellular targets, one chief limitation of 
DNA-PAINT has thus far been the comparably slow image acquisi-
tion speed, lasting up to several hours for the highest spatial resolu-
tion examples2,3.
To understand this limitation, it is important to briefly review the 
image formation process in DNA-PAINT. The apparent ‘blinking’ of 
target molecules necessary for downstream SMLM is achieved by 
the transient binding interaction of a short, dye-labeled DNA oligo-
nucleotide (imager) to its target-bound complementary (docking) 
strand. While the dwell-time of the bound state (also denoted bright 
time, τb) can be adjusted almost arbitrarily by, for example, the length 
or GC-content—among other factors—of the formed DNA duplex 
(for example, from sub-ms to minutes), tuning the dwell-time of the 
unbound state (also termed dark time, τd) can be achieved by either 
adjusting the concentration of imager strands in solution or by 
modulating the hybridization kinetics (for example, the association 
rate kon). However, increasing the imager concentration for faster 
acquisition comes with several disadvantages. Due to the nonfluo-
rogenic nature of the imager strands (that is, they also fluoresce in 
the unbound state), increasing their concentration directly results in 
an increase in background fluorescence. This sets an upper limit for 
their concentration to maintain the required signal-to-background 
ratio essential for high-resolution reconstruction. This issue has 
been recently addressed using FRET-based imager probes to sup-
press fluorescent background5,6. However, FRET-based approaches 
come at the disadvantage of reduced spatial resolution due to the fol-
lowing facts: (1) energy transfer between donor and acceptor is not 
100% efficient; (2) donor dyes in the blue spectrum (for example, 
ATTO 488) have limited molecular brightness and (3) after energy 
transfer to far-red dyes (for example, ATTO 647N), camera sen-
sitivity is not optimal (compared to, for example, dyes emitting at 
around 600 nm).
To overcome these limitations and enhance the speed of DNA-
PAINT without sacrificing signal-to-background or spatial reso-
lution, here we turn our attention to the optimization of DNA 
hybridization conditions to minimize the dark time τd. We quantita-
tively investigate the influence of DNA sequence and buffer salinity 
on hybridization kinetics using rationally designed DNA origami 
structures. We show, that by optimizing both sequence and buffer 
composition, a 10× speed-up in DNA-PAINT image acquisition can 
be readily achieved, while maintaining its sub-5-nm resolution capa-
bilities. We also demonstrate that this increased imaging speed leads 
to more precise counting capabilities in qPAINT7,8 experiments, now 
allowing the distinction between monomer and dimer populations 
in a few hundred seconds rather than hours. The speed-up further-
more allows us to obtain cellular super-resolution images at classical 
DNA-PAINT acquisition speed with substantially reduced fluores-
cence background and thus increased spatial resolution. Finally, 
by combining our speed-optimized sequence and conditions with 
recently improved flat-top total internal reflection fluorescence 
(TIRF) instrumentation9, we are now able to perform one square 
millimeter cellular DNA-PAINT image acquisition at high spatial 
resolution, paving the route for high-throughput studies.
To enable speed-optimized DNA-PAINT, we first turned our 
attention to the sequence-dependency of DNA hybridization rates, 
which can vary over a large range in both theoretical and experimen-
tal studies, as well as buffer-composition-dependent effects (Fig. 1a; 
see also Supplementary Figs. 1 and 2)10–14. We chose one of 
our standard DNA-PAINT sequences (termed ‘P1’) and compared its 
dark times, τd, under identical experimental conditions to the best-
performing (shortest resulting τd) sequences of a recent study from 
the Dietz laboratory13. From here, we rationally designed suitable 
sequences for DNA-PAINT using two rules: (1) using only a combi-
nation of A and G or T and C bases to avoid potential self-interactions 
(see Supplementary Fig. 3) leading to transient hairpin formation15 
and (2) tune the free energy of the DNA duplex so that the result-
ing bright times become suitable for DNA-PAINT imaging. Out of a 
pool of eight tested sequence variants (see Supplementary Figs. 4–6 
and Supplementary Tables 1 and 2), we chose the best-performing 
candidate based on the following selection criteria: (1) shortest dark 
time (see also Supplementary Table 1) and (2) tightest possible distri-
bution for dark and bright time (see Supplementary Figs. 4–6). The 
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best-performing sequence (termed ‘PS3’) led to an approximately 5× 
shorter dark time, τd (Fig. 1a, comparing cyan and magenta). We then 
investigated the effect of buffer salinity on hybridization kinetics in 
DNA-PAINT. We screened MgCl2 concentrations starting from our 
standard concentration of 10 mM up to 75 mM and achieved another 
two-fold speed increase for 75 mM MgCl2 (see Supplementary 
Figs. 7 and 8 and Supplementary Table 1). Combining both sequence 
and buffer optimization, we achieved a ten-fold image acquisition 
speed-up (Fig. 1a, comparing magenta and green).
Using the optimized association rates, we first assayed the 
increase in sampling speed by imaging so-called 20-nm grid DNA 
origami structures (Supplementary Fig. 9). Comparing the speed-
optimized (Fig. 1b, top row) to classical conditions (Fig. 1b, bot-
tom) at the same imager concentration of 5 nM clearly shows the 
difference in temporal sampling: while the individual grid points of 
the DNA origami structure for the optimized case are clearly visible 
after ~50 s (Fig. 1b, top row), it takes more than 500 s for the classi-
cal case (Fig. 1b, bottom row). We were able to reproduce the speed 
increase in further experiments using a different dye (Atto643, see 
Supplementary Fig. 10).
Next, to demonstrate that the enhanced sampling speed does not 
come at the cost of reduced spatial resolution, we used speed-opti-
mized DNA-PAINT to image a variety of 20-, 10- and 5-nm patterns 
on DNA origami structures (Supplementary Fig. 9). While in earlier 
attempts2,3 imaging of 5-nm patterns took more than 7 h, this could 
now be achieved in 25 min (Fig. 1c).
Speed-optimized DNA-PAINT also improves molecular count-
ing with qPAINT7. qPAINT uses the fact that for a given imager 
concentration, a specific, predictable binding frequency to a tar-
get strand on a molecule of interest is achieved. For N targets of 
interest, this binding frequency is thus N times higher. However, 
the precision of this approach is highly dependent on the number 
of events collected per target region. This is considerably improved 
in speed-optimized DNA-PAINT by gathering more binding events 
and thus increasing statistics in a shorter amount of time. We tested 
the improved counting capability in a rather challenging setting by 
trying to distinguish one from two docking sites on DNA origami 
(mimicking, for example, the case of distinguishing monomeric 
receptors from dimerized receptors on the plasma membrane of 
cells) in the shortest amount of time (Fig. 1d). For speed-optimized 
qPAINT, we could distinguish monomer from dimer populations 
in as little as 500 s, while for classical qPAINT (employing P1 as 
imager sequence) the two populations only became distinguishable 
after ~5,000 s.
Next we turned our attention to optimized cellular in situ imag-
ing, where instead of focusing on increased speed we demonstrate 
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Fig. 1 | Kinetic analysis of speed-optimized DNA-PAINT. a, Scatterplot showing bright versus dark times measured with a one-binding-site DNA origami 
structure (see top right inset) in 1× TE buffer for P1 (classical DNA-PAINT sequence) supplemented with 10 mM MgCl2 (magenta) (N = 437), 75 mM 
MgCl2 (orange) (N = 685), PS3 (speed-optimized DNA-PAINT sequence) with 10 mM MgCl2 (cyan) (N = 473) and 75 mM MgCl2 (green) (N = 224) at an 
imager concentration (cimager) of 20 nM. b, Time evolution of a single 20-nm grid structure for PS3 in 1× TE buffer with 75 mM MgCl2 (top row) and for P1 in 
1× TE buffer with 10 mM MgCl2 (bottom row). c, ‘Speedometer’ logo (5 nm), 10- and 20-nm grid DNA origami structures visualized after 25 min of imaging 
with speed-optimized DNA-PAINT (three examples are shown for each structure, each experiment was repeated three times independently). d, Speed-
optimized qPAINT on DNA origami structures (see Supplementary Fig. 9 for details of the structure) for counting of single versus double binding sites 
(mimicking monomer versus dimer distinction of, for example, cell surface receptor proteins). In the speed-optimized case (top row), the two populations 
(representing one and two binding sites) can already be distinguished after ~500 s (N = 615), while for the classical DNA-PAINT case (bottom row), this 
only starts to become possible after ~5,000 s (N = 206). Scale bars, 20 nm (b,c).
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improved volumetric imaging. Here, the improved imaging condi-
tions allowed us to obtain cellular DNA-PAINT data in the same 
acquisition time as in the classical case, however, with a drastically 
reduced fluorescence background and thus increased localization 
precision and resolution (Fig. 2). The reduced background fluores-
cence improves imaging of targets in cells that are located further 
away from the coverslip interface (for example, Golgi apparatus). 
To demonstrate this advantage, we compared DNA-PAINT imaging 
of the Golgi complex ~2.5 µm away from the coverslip (using HILO 
imaging16) using the optimized sampling conditions at a concen-
tration of 500 pM and the classical case at a concentration of 5 nM 
(see also Supplementary Figs. 11 and 12). Due to the lower back-
ground for the optimized conditions (Fig. 2a,b), we were able to 
achieve a localization precision of 4.6 nm based on nearest neighbor 
analysis17 (Fig. 2c). For the standard DNA-PAINT case (Fig. 2d,e) 
the achievable localization precision was considerably worse at 
14.6 nm (Fig. 2f).
Finally, with speed-optimized DNA-PAINT, high-throughput 
experiments are within reach. To illustrate this, we performed 
DNA-PAINT super-resolution imaging over a large field of view 
for potential cellular high-throughput studies. We imaged COS-7 
cells stained for microtubules in an automated fashion18 over an area 
larger than 1 mm2 (consisting of 144 single DNA-PAINT images) 
in as little as 8 h, while reaching a localization precision of ~8 nm 
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Fig. 2 | Improved resolution through speed-optimized cellular DNA-PAINT. a, Super-resolution image of Golgi apparatus (GOLGA5) using sequence PS3 
at 0.5 nM ~2.5 µm inside the cell. b, Zoom-in of the highlighted area in a. c, Localization precision is 4.6 nm. d, Super-resolution of the same target using 
P1 at 5 nM. e, Zoom-in of the highlighted area d. f, Localization precision is 14.6 nm. Each experiment was repeated three times independently. Scale bars, 
















Fig. 3 | Large field of view imaging of microtubule-stained CoS-7 cells with speed-optimized DNA-PAINT. a, 4 × 4 µm2 speed-optimized microtubule imaging 
in COS-7 cells. Inset: A cross-sectional histogram analysis of the highlighted area shows the resolvable ‘hollowness’ of microtubules. b, 100 × 100 µm2  
zoom-out containing the area from a (highlighted). c, 1,000 × 1,000 µm2 zoom-out containing the area from b (highlighted). The whole 1 mm2 image 
was acquired in 8 h and consists of 144 single DNA-PAINT tiles (acquisition time per single tile, 200 s). This experiment was repeated three times 
independently. Scale bars, 100 µm (a); 10 µm (b); 500 nm (c).
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(Fig. 3). We note that for this specific experiment, we opted for a 
6 nucleotide long imager sequence to achieve more rapid strand dis-
sociation. This is advisable to obtain ‘true’ single-molecule blink-
ing events (and preventing multiple simultaneous binding events 
per diffraction-limited area) in more densely labeled microtubule 
samples. A zoom-in into a 4 × 4 µm2 area illustrates the high spatial 
resolution that is still achievable, clearly resolving the hollowness of 
immunostained microtubule structures19. Consecutive zoom-outs 
(Fig. 3b,c) allow us to put this into spatial context of a larger than 
1 mm2 area (Supplementary Video 1) (an interactive image can be 
found at http://speedpaint.jungmannlab.org).
In conclusion, we here present a straightforward way to speed 
up DNA-PAINT image acquisition by an order of magnitude with-
out sacrificing the advantages of classical DNA-PAINT (for exam-
ple, high-resolution and precise molecular counting) compared to, 
for example, FRET-PAINT approaches5,6,20 (see also Supplementary 
Fig. 13). This development opens the door to high-throughput 
cellular studies and more precise counting due to significant 
increase in sampling.
The speed increase becomes especially important when extend-
ing single- to multi-plane image acquisition throughout whole cells, 
where the acquisition time is additionally prolonged due to the 
fact that multiple planes have to be acquired21,22. We envision that 
in combination with automation for high content screening23, our 
speed-optimized DNA-PAINT will allow researchers to tackle ques-
tions in biological heterogeneity (for example, chromatin structure 
imaging in hundreds of cells) in a more accessible high-through-
put manner. Finally, faster dynamics will make DNA-PAINT more 
compatible with live-cell applications such as particle tracking4 and 
potential downstream live-cell super-resolution imaging.
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Materials. Unmodified DNA oligonucleotides, Atto643-modified DNA 
oligonucleotides and biotinylated DNA oligonucleotides were purchased from 
MWG Eurofins. Cy3B-modified DNA oligonucleotides were custom ordered from 
Metabion. M13mp18 scaffold was obtained from Tilibit. Tris 1 M pH 8.0 (catalog 
no. AM9856), EDTA 0.5 M pH 8.0 (catalog no. AM9261), magnesium 1 M (catalog 
no. AM9530G) and sodium chloride 5 M (catalog no. AM9759) were obtained 
from Ambion. Ultrapure water (catalog no. 10977-035) was purchased from 
Gibco. Polyethylene glycol (PEG)-8000 (catalog no. 6510-1KG) was purchased 
from Merck. Streptavidin (catalog no. S-888) was purchased from Thermo Fisher. 
BSA-Biotin (catalog no. A8549) was obtained from Sigma-Aldrich. Coverslips 
(catalog no. 0107032) and glass slides (catalog no. 10756991) were purchased 
from Marienfeld and Thermo Fisher. Double-sided tape (catalog no. 665D) was 
ordered from Scotch. Two component silica twinsil speed 22 (catalog nos. 1300 
1002) was ordered from picodent. Tween 20 (catalog no. P9416-50ML), glycerol 
(catalog no. 65516-500ml), methanol (catalog no. 32213-2.5L), protocatechuate 
3,4-dioxygenase pseudomonas (PCD) (catalog no. P8279), 3,4-dihydroxybenzoic 
acid (PCA) (catalog no. 37580-25G-F) and (+−)-6-hydroxy-2,5,7,8-tetra-
methylchromane-2-carboxylic acid (Trolox) (catalog no. 238813-5G) were ordered 
from Sigma. Potassium chloride (catalog no. 6781.1) was ordered from Carl Roth. 
Sodium hydroxide (catalog no. 31627.290) was purchased from VWR. Dulbecco’s 
modified Eagle medium (DMEM) (catalog no. 10566016) was ordered from 
Thermo Fisher Scientific. Fetal bovine serum (FBS) (catalog no. 10500-064), 1× 
phosphate buffered saline (PBS) pH 7.2 (catalog no. 20012-019), 0.05% Trypsin–
EDTA (catalog no. 25300-054) and were purchased from Thermo Fisher Scientific. 
HeLa cells were purchased from the Leibniz Institute DSMZ (catalog no. ACC-57). 
COS-7 cells were a gift from A. Ulrich’s laboratory. Glass-bottomed eight-well 
µ-slides (catalog no. 80827) were ordered from ibidi. Falcon tissue culture flasks 
(catalog no. 734-0965) were ordered from VWR. Paraformaldehyde (catalog 
no. 15710) and glutaraldehyde (catalog no. 16220) were obtained from Electron 
Microscopy Sciences. Bovine serum albumin (catalog no. A4503-10G) was ordered 
from Sigma-Aldrich. Triton X-100 (catalog no. 6683.1), sodium borohydride >97% 
(catalog no. 4051.1) and ammonium chloride (catalog no. K298.1) were purchased 
from Roth. Monoclonal antibodies against alpha-tubulin (used, 1:200) (catalog no. 
MA1-80017) were purchased from Thermo Scientific. Polyclonal antibodies against 
GolgA5 (catalog no. HPA000992) were obtained from Atlas Antibodies (dilution 
1:200). Secondary antibodies anti-Rat (catalog no. 712-005-150) (used in a 1:100 
dilution) and anti-Rabbit (catalog no. 711-005-152) (used in a 1:100 dilution) were 
purchased from Jackson ImmunoResearch. 90 nm diameter gold nanoparticles 
(catalog no. G-90-100) were ordered from cytodiagnostics.
Buffers. Five buffers were used for sample preparation and imaging: buffer A 
(10 mM Tris-HCl pH 7.5, 100 mM NaCl, 0.05% Tween 20, pH 7.5); buffer B  
(10 mM MgCl2, 5 mM Tris-HCl pH 8, 1 mM EDTA, 0.05% Tween 20, pH 8), buffer 
B 25 mM MgCl2, buffer B 50 mM MgCl2 and buffer B 75 mM MgCl2. For the 
experiments in Figs. 1b,c, 2 and 3 and Supplementary Figs. 1, 2, 4–8, 10c,d and 13 
the corresponding imaging buffer was supplemented with: 1× Trolox, 1× PCA  
and 1× PCD (see paragraph below for details). This photostabilization system 
allowed us to maximize the number of photons per event and thus achieve optimal 
spatial resolution2,24.
Trolox, PCA and PCD. Here, 100× Trolox:100 mg Trolox, 430 μl 100% methanol, 
345 μl 1 M NaOH in 3.2 ml H2O. 40× PCA: 154 mg PCA, 10 ml water and NaOH 
were mixed and the pH was adjusted to 9.0. Then, 100× PCD:9.3 mg PCD,  
13.3 ml of buffer was used (100 mM Tris-HCl pH 8, 50 mM KCl, 1 mM EDTA,  
50% glycerol).
DNA origami self-assembly. All DNA origami structures were designed with the 
Picasso design tool (see Supplementary Fig. 9)2. Self-assembly of DNA origami 
was accomplished in a one-pot reaction mix with 50 μl total volume, consisting 
of 10 nM scaffold strand (for the sequence, see Supplementary Data 1), 100 nM 
folding staples (Supplementary Data 2–5), 10 nM (or 1 µM (Fig. 1b,c)) biotinylated 
staples (Supplementary Table 3) and 1 μM of docking site strands (for a list of 
DNA-PAINT handles see Supplementary Table 4) (5′ staple-docking-site-3′) in 
folding buffer (1× TE buffer with 12.5 mM MgCl2). The reaction mix was then 
subjected to a thermal annealing ramp using a thermocycler. The reaction mix 
was first incubated at 80 °C for 5 min and then immediately cooled down to 60 °C. 
Subsequently, the sample was cooled from 60 to 4 °C in steps of 1 °C per 3.21 min 
and then held at 4 °C.
DNA origami PEG purification. Here, 5-nm logo, 10- and 20-nm grid DNA 
origami structures (Fig. 1b,c) were purified via three rounds of PEG precipitation 
by adding the same volume of PEG-buffer, centrifuging at 14,000g at 4 °C for 
30 min, removing the supernatant and resuspending in folding buffer.
DNA origami sample preparation. For sample preparation, a piece of coverslip 
and a glass slide were sandwiched together by two strips of double-sided tape to 
form a flow chamber with inner volume of ~20 μl. First, 20 μl of biotin labeled 
bovine albumin (1 mg ml−1, dissolved in buffer A) was flushed into the chamber 
and incubated for 2 min. The chamber was then washed with 40 μl of buffer A. A 
volume of 20 μl of streptavidin (0.5 mg ml−1, dissolved in buffer A) was then flushed 
through the chamber and allowed to bind for 2 min. After washing with 20 μl 
of buffer A and subsequently with 20 μl of buffer B, 20 μl of biotin labeled DNA 
structures (~200 pM) in buffer B were flushed into the chamber and incubated for 
2 min. The chamber was washed with 40 μl of buffer B. Finally, 20 μl of the imager 
solution in the corresponding imaging buffer (see Supplementary Table 5) was 
flushed into the chamber, which was subsequently sealed with two-component 
silica before imaging.
Antibody conjugation. Antibodies were conjugated to DNA-PAINT docking sites 
via maleimide-PEG2-succinimidyl ester chemistry as previously reported2,25.
Cell culture. HeLa cells and COS-7 cells were passaged every other day and 
used between passage number 5 and 20. The cells were maintained in DMEM 
supplemented with 1% sodium-pyruvate and 10% FBS. Passaging was performed 
using 1× PBS and Trypsin–EDTA 0.05%. Then, 24 h before immunostaining, cells 
were seeded on ibidi eight-well glass coverslips at 30,000 cells per well.
Cell fixation (microtubules). For fixation, the samples were pre-fixed and pre-
permeabilized with 0.4% glutaraldehyde and 0.25% Triton X-100 for 90 s. Next, 
the cells were quickly rinsed with 1× PBS once followed by fixation with 3% 
glutaraldehyde for 15 min. Afterward, samples were rinsed twice (5 min) with 1× 
PBS and then quenched with 0.1% NaBH4 for 7 min. After rinsing four times with 
1× PBS for 30 s, 60 s and twice for 5 min, samples were blocked and permeabilized 
with 3% BSA and 0.25% Triton X-100 for 2 h. Then, samples were incubated with 
10 μg ml−1 of primary antibodies (1:200 dilution) in a solution with 3% BSA and 
0.1% Triton X-100 at 4 °C overnight. Cells were rinsed three times (5 min each) 
with 1× PBS. Next, they were incubated with 10 μg ml−1 of labeled secondary 
antibodies (1:100 dilution) in a solution with 3% BSA and 0.1% Triton X-100 at 
room temperature for 2 h. For fiducial based drift correction, the samples were 
incubated with gold nanoparticles with a 1:1 dilution in 1× PBS for 5 min. Finally, 
samples were rinsed three times with 1× PBS before adding imager solution.
Cell fixation (Golgi). Cells were fixed with 4% PFA for 10 min. Afterward, 
samples were rinsed twice (5 min) with 1× PBS and then quenched with 0.1% 
NaBH4 for 7 min. After four washes (30 s, 60 s, 2 × 5 min) cells were blocked 
permeabilized with 3% BSA and 0.25% Triton X-100 at room temperature for 2 h. 
Next, cells were incubated with the polyclonal GolgA5 antibody (dilution 1:200) 
in 3% BSA and 0.1% Trion X-100 at 4 °C overnight. Cells were rinsed three times 
(5 min each) with 1× PBS. Next, they were incubated with 10 μg ml−1 of DNA 
labeled anti-rabbit secondary antibodies (1:100 dilution) in a solution with 3% 
BSA and 0.1% Triton X-100 at room temperature for 1 h. For fiducial based drift 
correction, the samples were incubated with gold nanoparticles with a 1:1 dilution 
in 1× PBS for 5 min. Finally, samples were rinsed three times with 1× PBS before 
adding imager solution.
Super-resolution microscope setup 1. Imaging was partly carried out (see Imaging 
conditions) on an inverted custom-built microscope in an objective-type TIRF 
configuration with an oil-immersion objective (Olympus UAPON, 100×, 
numerical aperture 1.49)9. Two lasers were used for excitation: 561 nm (MPB 
Communications Inc., 1W, DPSS-system) and 640 nm (MPB Communications 
Inc., 1W, DPSS-system). Laser power was adjusted by polarization rotation with a 
half-wave plate before passing a polarizing beam-splitter cube. To spatially clean 
the beam profile the laser light was coupled into a single-mode polarization-
maintaining fiber. The coupling polarization into the fiber was adjusted using 
a zero-order half-wave plate. The laser light was re-collimated after the fiber 
resulting in a collimated full-width half-maximum beam diameter of ~6 mm. 
The beam was then coupled into a diffractive beam shaper device (AdlOptica, 
piShaper 6_6_VIS) transformed the Gaussian beam profile in a collimated flat-
top profile. The laser beam diameter was magnified by a factor of ×2.5 using a 
custom-built telescope. The laser light was coupled into the microscope objective 
and a dichroic beam splitter (AHF Analysentechnik, F68-785). Fluorescence light 
was spectrally filtered with an emission filter (AHF Analysentechnik, 605/64 
and 705/100) and imaged on a sCMOS camera (Andor, Zyla 4.2 Plus) without 
further magnification resulting in an effective pixel size of 130 nm (after 2 × 2 
binning). A focus stabilization system (ASI, CRISP at 850 nm) in the excitation 
path of the microscope in a feedback loop with the piezo actuated sample holder 
(PIEZOCONCEPT, LT-Z-100) maintained the focus during acquisition. The 
samples were placed in a stage top temperature chamber (Okolab, H101-Mini) 
connected to a water-based thermostat. The same thermostat was used to actively 
stabilize the objective temperature to 23 °C (±0.1).
Super-resolution microscope setup 2. Fluorescence imaging was partly carried out 
(see Imaging conditions) on an inverted microscope (Nikon Instruments, Eclipse 
Ti2) with the Perfect Focus System, applying an objective-type TIRF configuration 
with an oil-immersion objective (Nikon Instruments, Apo SR TIRF ×100, 
numerical aperture 1.49, Oil). A 561 nm (MPB Communications Inc., 2W, DPSS-
system) laser was used for excitation. The laser beam was passed through cleanup 
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filters (Chroma Technology, ZET561/10) and coupled into the microscope objective 
using a beam splitter (Chroma Technology, ZT561rdc). Fluorescence light was 
spectrally filtered with an emission filter (Chroma Technology, ET600/50 m and 
ET575lp) and imaged on a sCMOS camera (Andor, Zyla 4.2 Plus) without further 
magnification, resulting in an effective pixel size of 130 nm (after 2 × 2 binning).
Imaging conditions. In Fig. 1a, imaging was done with the super-resolution 
microscope setup 1. Imaging was carried out using an imager strand concentration 
of 20 nM in imaging buffer (see Supplementary Table 5). Here, 30,000 frames were 
acquired at 100 ms exposure time. The readout bandwidth was set to 200 MHz. 
Laser power (at 561 nm) was set to 2 mW (measured before the back focal plane 
(BFP) of the objective), corresponding to 11 W cm−2 at the sample plane.
In Fig. 1b, imaging was done with super-resolution microscope setup 1. Images 
were acquired with an imager strand concentration of 5 nM (PS3-Cy3B and 
P1-Cy3B) in imaging buffer. Here, 10,000 frames were acquired at 20 ms exposure 
time. The readout bandwidth was set to 200 MHz. Laser power (at 561 nm) was set 
to 130 mW (measured at the BFP of the objective). corresponding to 950 W cm−2 at 
the sample plane.
In Fig. 1c, imaging was carried out with super-resolution microscope setup 1. 
Images were acquired with an imager strand concentration of 5 nM of PS3-Cy3B 
in imaging buffer. Here, 5,000 frames were acquired at 300 ms exposure time and 
a readout bandwidth of 200 MHz. Laser power (at 560 nm) was set to 130 mW 
(measured before the BFP of the objective), corresponding to 950 W cm−2 at the 
sample plane.
In Fig. 1d, imaging was done with super-resolution microscope setup 1. Images 
were acquired with an imager strand concentration of 5 nM of (PS3-Cy3B and 
P1-Cy3B) in imaging buffer. Here, 50,000 frames were acquired at 100 ms exposure 
time and a readout bandwidth of 200 MHz. Laser power (at 560 nm) was set to 
2 mW (measured before the BFP of the objective), corresponding to 11 W cm−2 at 
the sample plane.
In Fig. 2, imaging was done with super-resolution microscope setup 2.  
Imaging was carried out using an imager strand concentration of 500 pM  
(PS3-Cy3B) and 5 nM (P1-Cy3B) in imaging buffer. Here, 20,000 frames were 
acquired at 100 ms exposure time. The readout bandwidth was set to 200 MHz. 
Laser power (at 561 nm) was set to 20 mW (measured before the BFP of the 
objective), corresponding to 400 W cm−2 at the sample plane.
In Fig. 3, imaging was done with super-resolution microscope setup 1. Images  
were acquired with an imager strand concentration of 1 nM (PS3-Cy3B (6 nt) imager)  
in cell imaging buffer. Here, 10,000 frames were acquired at 20 ms exposure time 
for every tile. The readout bandwidth was set to 200 MHz. Laser power (at 561 nm) 
was set to 120 mW (measured at the BFP of the objective), corresponding to 
900 W cm−2 at the sample plane. One field of view was set to 720 × 720 pixel at a 
pixel size of 130 nm. The image acquisition was carried out in a 12 × 12 grid scan 
with an overlap of 8 µm.
All the imaging conditions are also listed in Supplementary Table 5. For all 
imager strand sequences see Supplementary Table 2.
Image analysis. Raw fluorescence data was subjected to spot-finding and 
subsequent super-resolution reconstruction using the ‘Picasso’ software package2. 
The drift correction was performed with a redundant cross-correlation and gold 
particles as fiducials.
Reporting summary. Further information on research design is available in the 
Nature Research Reporting Summary linked to this article.
Data availability
All raw data is available upon reasonable request from the authors.
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Supplementary Figure 1 
Dark and bright time distributions (values indicate mean and standard deviation) for PS3 and P1 at 10 and 75 mM MgCl2 (P1 10 mM 
MgCl2 N = 437, P1 75 mM MgCl2 N = 685, PS3 10 mM MgCl2 N = 473, PS3 75 mM MgCl2 N = 224). Each experiment was repeated 
three times independently.  
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Supplementary Figure 2 
Repeats for P1 and PS3 
Comparison of dark times (values indicating mean and standard deviation) for P1 at 10 mM MgCl2 concentration and PS3 at 75 mM 
Magnesium concentration for three independent repeated experiments. Average dark time for P1 at 10 mM is D=37.68 s and for PS3 at 
75 mM D=3.84 s (P1 10 mM MgCl2 N = 3010, N = 2123, N = 1585 (top to bottom) PS3 75 mM MgCl2 N = 506, N = 693, N = 293 (top to 
bottom)).  
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Supplementary Figure 3 
Sequence analysis for P1 and PS3 
While the classical P1 DNA-PAINT sequence has potential self-interactions, the PS3 sequence as exemplary speed-optimized DNA-
PAINT sequence shows no self-interactions for handle and imager sequence in Nupack (Zadeh, J.N. et al. NUPACK: Analysis and 
design of nucleic acid systems. J Comput Chem 32, 170-173 (2011).) pair probability diagrams (position, color, and size of squares 
represent pair probabilities where color and size scale with the interaction probability). (a) Calculations for P1 imager and docking 
sequence performed with 50 mM NaCl and 10 mM MgCl2 at 23 ºC. (b) Calculations for PS3 imager and docking sequence performed 
with 50 mM NaCl and 75 mM MgCl2 at 23 ºC. 
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Supplementary Figure 4 
Kinetic comparison of PS1 to PS4 with P1 
All PS sequences show a significantly shorter D compared to the classical P1 DNA-PAINT sequence (P1: N = 1032, PS1: N = 613, 
PS2: N = 187, PS3: N = 357, PS4: N = 689). Mean values for D and B for all distributions can be found in Supplementary Table 1. 
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Supplementary Figure 5 
Kinetic comparison of PS5 to PS8 with P1 
All PS sequences show a scientifically shorter D compared to the classical P1 DNA-PAINT sequence (P1: N = 1032, PS5: N = 841, 
PS6: N = 347, PS7: N = 1511, PS8: N =960). Mean values for D and B for all distributions can be found in Supplementary Table 1. 
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Supplementary Figure 6 
Dark and bright time distributions (values indicate mean and standard deviation) for PS1 – PS8 at 10 mM Magnesium concentration 
(PS1: N = 613, PS2: N = 187, PS3: N = 357, PS4: N = 689, PS5: N = 841, PS6: N = 347, PS7: N = 1511, PS8: N =960). Each 
experiment was repeated three times independently. 
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Supplementary Figure 7 
Magnesium concentration series for P1 and PS3 
By increasing the buffer salinity, B increases and D decreases. This trend is clearly visible for both (P1 and PS3) magnesium 
concentration series (P1 10 mM MgCl2: N = 437, P1 25 mM MgCl2: N = 772, P1 50 mM MgCl2: N = 490, P1 75 mM MgCl2: N = 685, 
PS3 10 mM MgCl2: N = 473, PS3 25 mM MgCl2: N = 146, PS3 50 mM MgCl2: N = 260, PS3 75 mM MgCl2: N = 224). Mean values for 
D and B for all distributions can be found in Supplementary Table 1. 
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Supplementary Figure 8 
Dark and bright time distributions (values indicate mean and standard deviation) for P1 and PS3 at 10, 25, 50, and 75 mM MgCl2 (P1 
10 mM MgCl2: N = 437, P1 25 mM MgCl2: N = 772, P1 50 mM MgCl2: N = 490, P1 75 mM MgCl2: N = 685, PS3 10 mM MgCl2: N = 473, 
PS3 25 mM MgCl2: N = 146, PS3 50 mM MgCl2: N = 260, PS3 75 mM MgCl2: N = 224). Each experiment was repeated three times 
independently. 
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Supplementary Figure 9 
DNA origami designs for in vitro experiments 
(a) 1× docking site and 2× docking site DNA origami (used for Data in Fig. 1a, 1d, Supplementary Fig. 1, 2, 4-8 and 10). For the 1× 
docking site only the red position was extended for the 2× docking site structure the red and the green position were extended. A 
detailed DNA staple list can be found in Supplementary Data 2. (b) 20-nm-grid DNA origami structure design. A detailed DNA staple 
list can be found in Supplementary Data 3, 6. (c) Speed logo (5 nm) DNA origami structure design. A detailed DNA staple list can be 
found in Supplementary Data 4. (d) 10-nm-grid DNA origami structure design. A detailed DNA staple list can be found in 
Supplementary Data 5. 
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Supplementary Figure 10 
Comparison of Cy3b- and Atto643-labeled oligos 
(a) Dark time distributions alongside mean and standard deviation for Cy3b-labeled imager strands for P1 and PS3 at 10 and 75 mM 
MgCl2, respectively. (P1 10mM N = 437, P1 75 mM N = 685, PS3 10mM N = 473, PS3 75 mM N = 224) (b) Dark time distributions 
alongside mean and standard deviation for Atto643-labeled imager strands for P1 and PS3 at 10 and 75 mM MgCl2, respectively. (P1 
10mM N = 694, P1 75 mM N = 1578, PS3 10mM N = 1048, PS3 75 mM N = 4709) (c) Time evolution of a single 20-nm-grid structure 
for Cy3b-labeled PS3 in 1xTE Buffer with 75 mM MgCl2. (d) Time evolution of a single 20-nm-grid structure for Atto643-labeled PS3 in 
1xTE Buffer with 75 mM MgCl2. Scale bar: 20 nm. 
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Supplementary Figure 11 
Whole field of view of Golgi experiment with PS3 @ 75 mM MgCl2. This experiment was repeated three times independently. 
Imager concentration 0.5 nM. Scale bar: 5 µm. 
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Supplementary Figure 12 
Whole field of view of Golgi experiment with P1 @ 10 mM MgCl2. This experiment was repeated three times independently. 
Imager concentration: 5 nM. Scale bar: 5 µm. 
Chapter 5. Accelerating DNA-PAINT Imaging
107
 
Chapter 5. Accelerating DNA-PAINT Imaging
108
Supplementary Figure 13 
Time evolution of speed-optimized microtubule imaging 
Top panel shows an overview image of a microtubule network in fixed cells after 150 s. Bottom panels depict a zoom-in (highlighted in 
the overview image) after 10, 20, 30, 60, 100 and 150 s imaging time, respectively. The histograms present a cross-sectional histogram 
analysis of the highlighted area in the zoom-ins. After ~30 s of imaging with speed-optimized DNA-PAINT the ‘hollowness’ of the 
microtubules can be visualized. Localization precision (Endesfelder, U., Malkusch, S., Fricke, F. & Heilemann, M. A simple method to 
estimate the average localization precision of a single-molecule localization microscopy experiment. Histochem Cell Biol 141, 629-638 
(2014).): ~8 nm. Achievable spatial resolution: ~19 nm. We note that this high spatiotemporal resolution is currently not achievable with 
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tB (mean±std) tD (mean±std)  kon koff 
P1* 20 nM 10 mM 0.38±0.04 s 35±5 s 1.25 * 106 (1/Mol*s) 2.63 1/s 
PS1* 20 nM 10 mM 0.65±0.04 s 7.3±0.5 s 6.8 * 106 (1/Mol*s) 1.54 1/s 
PS2* 20 nM 10 mM 2.6±0.3 s 6.8±0.8 s 5.5 * 106 (1/Mol*s) 0.53 1/s 
PS3* 20 nM 10 mM 0.60±0.04 s 6.7±0.4 s 7.1 * 106 (1/Mol*s) 1.85 1/s 
PS4* 20 nM 10 mM 0.22±0.01 s 12±2 s 3.9 * 106 (1/Mol*s) 4.55 1/s 
PS5* 20 nM 10 mM 0.86±0.09 s 8.3±0.9 s 6.0 * 106 (1/Mol*s) 1.10 1/s 
PS6* 20 nM 10 mM 2.9±0.3 s 7.0±0.7 s 7.0 * 106 (1/Mol*s) 0.34 1/s 
PS7* 20 nM 10 mM 0.50±0.09 s 10±1 s 4.6 * 106 (1/Mol*s) 1.96 1/s 
PS8* 20 nM 10 mM 0.30±0.02 s 7±1 s 6.7 * 106 (1/Mol*s) 3.13 1/s 
P1* 20 nM 25 mM 0.43±0.08 s 18±2 s 2.8 * 106 (1/Mol*s) 2.33 1/s 
P1* 20 nM 50 mM 0.48±0.04 s 14±2 s 3.6 * 106 (1/Mol*s) 2.00 1/s 
P1* 20 nM 75 mM 0.50±0.04 s 13±1 s 3.8 * 106 (1/Mol*s) 2.00 1/s 
PS3* 20 nM 25 mM 0.66±0.04 s 5.3±0.3 s 9.4 * 106 (1/Mol*s) 1.52 1/s 
PS3* 20 nM 50 mM 0.72±0.04 s 4.3±0.2 s 11.4 * 106 (1/Mol*s) 1.45 1/s 




Supplementary Table 2 | Imager sequences 
Imager name Sequence 5’-mod 3’-mod Vendor 
P1* AGATGTAT None Cy3B MetaBion 
P1* AGATGTAT None ATTO 643 Eurofins Genomics 
PS1* CCTCCTC None Cy3B MetaBion 
PS2* TCCTCCTC None Cy3B MetaBion 
PS3* TCCTCCC None Cy3B MetaBion 
PS3* TCCTCCC None ATTO 643 Eurofins Genomics 
PS3* – (6 nt) TCCTCC None Cy3B MetaBion 
PS4* TCCTCCT None Cy3B MetaBion 
PS5* GAGGAGG None Cy3B MetaBion 
PS6* GAGGAGGA None Cy3B MetaBion 
PS7* GGGAGGA None Cy3B MetaBion 
PS8* AGGAGGA None Cy3B MetaBion 
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Supplementary Table 3 | List of biotinylated DNA staple strands 
No Position Name Sequence Mod 
1 C02 18[63]20[56]BIOTIN ATTAAGTTTACCGAGCTCGAATTCGGGAAACCTGTCGTGC 5'-BT 
2 C09 4[63]6[56]BIOTIN ATAAGGGAACCGGATATTCATTACGTCAGGACGTTGGGAA 5'-BT 
3 G02 18[127]20[120]BIOTIN GCGATCGGCAATTCCACACAACAGGTGCCTAATGAGTG 5'-BT 
4 G09 4[127]6[120]BIOTIN TTGTGTCGTGACGAGAAACACCAAATTTCAACTTTAAT 5'-BT 
5 K02 18[191]20[184]BIOTIN ATTCATTTTTGTTTGGATTATACTAAGAAACCACCAGAAG 5'-BT 
6 K09 4[191]6[184]BIOTIN CACCCTCAGAAACCATCGATAGCATTGAGCCATTTGGGAA 5'-BT 
7 O02 18[255]20[248]BIOTIN AACAATAACGTAAAACAGAAATAAAAATCCTTTGCCCGAA 5'-BT 
8 O09 4[255]6[248]BIOTIN AGCCACCACTGTAGCGCGTTTTCAAGGGAGGGAAGGTAAA 5'-BT 
 
 
Supplementary Table 4 | Handle sequences 
Handle Name Sequence 5’-mod 3’-mod Vendor 
P1 ATACATCT Staple DNA origami None IDT 
P1 ATACATCT Thiol (AB conjugation) None Eurofins Genomics 
PS1 GAGGAGG Staple DNA origami None IDT 
PS2 GAGGAGGA Staple DNA origami None IDT 
PS3 GGGAGGA Staple DNA origami None IDT 
PS3 GGGAGGA Thiol (AB conjugation) None Eurofins Genomics 
PS4 AGGAGGA Staple DNA origami None IDT 
PS5 CCTCCTC Staple DNA origami None IDT 
PS6 TCCTCCTC Staple DNA origami None IDT 
PS7 TCCTCCC Staple DNA origami None IDT 
PS8 TCCTCCT Staple DNA origami None IDT 
 
 
Supplementary Table 5 | Imaging parameters 
Dataset Parameters  Buffer Power  Setup  
Figure 1a & 
Supplementary Figure 
1,2, 4-8 
100 ms, 30k Frames, 20 nM  B, B-25mM-Mg,  
B-50mM-Mg,  
B-75mM-Mg 
11 W/cm2 1 
Figure 1b 50 ms, 10k Frames, 5 nM, P1 & PS3 B, B-75mM-Mg 950 W/cm2 1 
Figure 1c  300 ms, 5k Frames, 5 nM, PS3 B-75mM-Mg 950 W/cm2 1 
Figure 1d 100 ms, 50k Frames, 5 nM, P1 & PS3 B, B-75mM-Mg 11 W/cm2 1 
Figure 2a,b & 
Supplementary Figure 11 
100 ms, 20k Frames, 0.5 nM, PS3 B-75mM-Mg 400 W/cm2 2 
Figure 2d,e & 
Supplementary Figure 12 
100 ms, 20k Frames, 5 nM, P1 B 400 W/cm2 2 
Figure 3 20 ms, 10k Frames (per tile), 1 nM, PS3 (6 nt) B-75mM-Mg 900 W/cm2 1 
Supplementary Figure 10 50 ms, 10k Frames, 5 nM, P1 & PS3 B-75mM-Mg 950 W/cm2 1 
Supplementary Figure 13 10 ms, 15k Frames, 5 nM, PS3 (6 nt) B-75mM-Mg 900 W/cm2 2 
 






6.1 Motivation and Summary
Within this chapter, the first experimental application of lbFCS is presented aiming at
the prevailing problem of molecular counting in SMLM [43, 105]. Extensive efforts
have been made particularly for STORM/PALM in order to infer copy numbers of
target molecules from localization clusters within SMLM data [106–119]. However,
these approaches require either a priori knowledge of the blinking dynamics, the
expected number of localizations per fluorophore or a subset of localization clusters
of assumed single targets serving as a calibration reference. Despite successful
applications to biological targets, it is hard, if not impossible, to proof the validity of
external calibrations and a priori assumptions within a complex sample, leaving room
for potentially biased counting results. A calibration-dependent molecular counting
approach has previously been developed also for DNA-PAINT, termed qPAINT [39].
Here, we introduce lbFCS as the first self-calibrating molecular counting approach in
combination with DNA-PAINT, without the requirements of a priori assumptions on
a subset of localization clusters or blinking kinetics. We first validate our theoretical
framework derived in Section 2.3.2 for measuring ligand binding kinetics to individual
surface-immobilized receptors mimicked by imager binding to DNA origami carrying
a single docking strand. Subsequently, we increase the number of docking strands
per DNA origami and demonstrate that lbFCS allows absolute molecular counting
independent of the localization cluster density.
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ABSTRACT: Single-molecule localization microscopy (SMLM) has revolutionized optical
microscopy, extending resolution down to the level of individual molecules. However, the
actual counting of molecules relies on preliminary knowledge of the blinking behavior of
individual targets or on a calibration to a reference. In particular for biological applications,
great care has to be taken because a plethora of factors influence the quality and applicability of
calibration-dependent approaches to count targets in localization clusters particularly in SMLM
data obtained from heterogeneous samples. Here, we present localization-based fluorescence
correlation spectroscopy (lbFCS) as the first absolute molecular counting approach for DNA-
points accumulation for imaging in nanoscale topography (PAINT) microscopy and, to our
knowledge, for SMLM in general. We demonstrate that lbFCS overcomes the limitation of
previous DNA-PAINT counting and allows the quantification of target molecules independent
of the localization cluster density. In accordance with the promising results of our systematic
proof-of-principle study on DNA origami structures as idealized targets, lbFCS could
potentially also provide quantitative access to more challenging biological targets featuring
heterogeneous cluster sizes in the future.
KEYWORDS: DNA-PAINT, super-resolution microscopy, single-molecule localization microscopy (SMLM), molecular counting,
fluorescence correlation spectroscopy (FCS)
The advent of super-resolution (SR) microscopy hasrevolutionized life science research by providing visual
access to specific biological structures at the nanoscale.1−4 The
SR methods summarized as single-molecule localization
microscopy (SMLM), such as stochastic optical reconstruction
microscopy3 (STORM), photoactivated localization micros-
copy4 (PALM), and (DNA)-points accumulation for imaging
in nanoscale topography5,6 (PAINT) circumvent the diffrac-
tion limit by acquiring image sequences of a “blinking” target
structure by stochastically activating only a small subset of all
fluorescent labels at a time. Thus, these methods enable
localization of individual dye molecules in each camera frame
and downstream rendering of SR images from the localizations
obtained over all frames. Based on the fact that each targeted
molecule contributes a certain number of localizations to the
SR image, SMLM has been employed as a quantitative tool to
count molecules for nearly a decade.7,8 Extensive efforts have
been made in this direction particularly for the methods
STORM/PALM7−22 mostly based on either (i) a priori
knowledge of the blinking dynamics or the number of
localizations per fluorescence marker (e.g., via supplementary
experiments or theoretical modeling) or (ii) on an initial
calibration directly within the sample by using isolated
localization clusters originating from an assumed number of
fluorescent molecules as a reference. Because a multitude of
factors can influence the blinking dynamics locally in the
sample,7,8 a calibration directly within the sample as in (ii) is
presumably the preferred option. Either way, however, when
applying one of these counting approaches to localization
clusters of unknown size, only relative counting results are
obtained, determined by the a priori assumptions or by the
assumed number of molecules within reference localization
clusters.
In the special case of DNA-PAINT, an approach for
molecular counting has been proposed, termed quantitative
PAINT (qPAINT),23 which exploits the programmable
hybridization of single-stranded and fluorescently labeled
DNA probes (“imagers”) to their complementary “docking
strands” (DSs) fixed as labels to the target molecules. DNA-
PAINT hence decouples the necessary “blinking” in SMLM
from the photophysical properties of the fluorescent
markers.7,24 However, when extracting DNA hybridization
dynamics from DNA-PAINT data for molecular counting, one
still has to consider several pitfalls both at the stage of data
acquisition and post processing. On the acquisition side, this
includes the choice of optimized illumination schemes for
uniform spot detection efficiency25 as well as minimizing
photoinduced damage.26 As typically high laser intensities are
used in order to gain spatial resolution,27 fluorescence bursts
recorded during DNA-PAINT acquisition are usually limited
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by photobleaching of the dye rather than the actual
dissociation of the imager strands−an effect that can be
accompanied by the photoinduced depletion of DSs during the
course of a measurement.26 Furthermore, qPAINT requires
adjustment of the imager concentration to the expected density
of DSs, limiting the applicability to biological samples, which
might exhibit a heterogeneous distribution of DS densities.23
On the postprocessing side, counting with qPAINT is also
relative as it relies on the calibration to the hybridization
kinetics of single DSs.23
In this study, we introduce localization-based fluorescence
correlation spectroscopy (lbFCS) as a quantitative tool for
DNA-PAINT that, to our knowledge, for the first time allows
absolute molecular ensemble counting in clusters of SMLM
data. We first show that autocorrelation analysis of
fluorescence fluctuations similar to classical FCS28,29 can be
applied to localization clusters in DNA-PAINT images (i.e.,
the rendered localizations) of DNA origami structures30
allowing the extraction of imager binding kinetics. Following
previous work,31 our approach is based on imaging a sample at
three different imager concentrations allowing extraction of the
hybridization rates via lbFCS at a precision of better than 5%
and, most importantly, independent of the number of DSs per
localization cluster. The DNA hybridization rates obtained
over all localization clusters serve as calibration for lbFCS to
subsequently count the number of DSs per cluster in each of
the three samples. In order to minimize photoinduced damage
and to obtain the true imager binding kinetics, we reduce the
laser intensity for lbFCS measurements to a minimum while
still allowing for efficient spot detection but at the cost of
spatial resolution. In a benchmark study of lbFCS on DNA
origami structures with a predesigned number of DSs, we
additionally image each field of view (FOV) first at a low and
then at a high laser power. This allows us to spatially resolve
individual DSs as a visual ground truth for the lbFCS counting
results over all localization clusters. Finally, we show that via
lbFCS we can extend the restriction of qPAINT where the
cluster densities (number of DSs) determine the applicable
imager concentration. Over a wide range of cluster densities,
we show that lbFCS counting results are in good agreement
with the visual ground truth.
Figure 1. Principle of absolute molecular counting with lbFCS. (a) DNA-PAINT schematic for imaging DNA origami nanostructures exhibiting a
variable number of docking strands (DSs) N (either N = 1 or N = 2). (b) DNA-PAINT image acquired at low laser power showing the two DNA
origami from (a). The spatial resolution does not suffice to robustly distinguish the number of DSs Ni in the DNA-PAINT image. All localization
clusters in an image are automatically detected as circular “picks” (white circles) for downstream DS counting analysis. (c) Top: for each pick, the
intensity versus time trace containing the temporal information on imager binding and unbinding is analyzed by computing the autocorrelation
function. Bottom: the computed autocorrelation curve of the intensity trace shows a characteristic monoexponential decay and is well described by
the fit model with the two parameters amplitude Ai and characteristic decay time τi (eqs 1 and 2). (d) Extraction of DNA hybridization rates via
imager concentration series. Left: histograms of τi distributions from all identified localization clusters (passing the filtering procedure as in
Supplementary Figure 3) in the DNA-PAINT images of the same target, measured at three different imager concentrations c. The mean ⟨τ⟩ (black
dashed lines) decreases with c, as expected from eq 2. Right: Fitting eq 2 to ⟨τ⟩ versus c yields kon and koff. (e) Left: distribution of Ai obtained from
the same clusters as in the histograms in (d). Right: reformulating eq 1 and inserting (kon, koff, c) allows to convert each Ai to the number of DSs Ni
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Results and Discussion. The Principle of lbFCS. As model
targets for molecular counting with DNA-PAINT in this study
we employed DNA origami,30 a method allowing the precise
and large scale production of artificial nanostructures from
DNA as building material. In the context of DNA-PAINT,
DNA origami have been extensively used for creating
nanometer patterns of DSs as ideal benchmarking systems
for the obtainable spatial resolution of the used micro-
scope.6,32,33 In the following, we outline how to count the
number of DSs on DNA origami structures in DNA-PAINT
images with lbFCS (a detailed step-by-step description of all
analysis steps can be found in Supplementary Figure 1). Figure
1a shows a DNA-PAINT schematic of two surface-immobi-
lized DNA origami, one with two DSs (N = 2) and the other
with a single DS (N = 1). Freely diffusing imagers bind to the
DSs at association rate kon and unbind at dissociation rate koff,
thereby generating the characteristic blinking required for
downstream SMLM reconstruction. The concentration of
imager strands is denoted as c. DNA-PAINT imaging was
performed on a custom-built total internal reflection
fluorescence (TIRF) microscope with a homogeneous (“flat-
top”) intensity profile for optimized acquisition conditions25
and temperature control (see Supplementary Figure 2a for a
detailed setup sketch). A low laser power was selected to
obtain imager dissociation rates unbiased by photobleaching
(Supplementary Figure 2b) while still preserving the ability of
robust spot detection. Albeit the reduction in laser power
minimizes photoinduced damage during acquisition, it comes
at the cost of reduced spatial resolution leaving clusters of
localizations that do not allow counting of the number of DSs
by eye (Figure 1b). However, lbFCS allows to count the
number of DSs per structure solely based on the assumptions
that (1) every target structure in the sample is subject to the
same imager concentration c and (2) all individual DSs of the
target structures bind imager strands with equal hybridization
rates given by kon and koff. This implies that the values kon and
koff are determined for all structures in one sample (i.e.,
globally) by the designed sequence of the DS and the imager
strand for a fixed set of environmental conditions (temper-
ature, buffer, and so forth). Around each automatically
detected cluster i in an image we define a circular region
referred to as “pick” (white circles in Figure 1b) for which we
plot the respective intensity versus time trace Ii(t) containing
the temporal information on imager binding and unbinding to
the specific target structure (Figure 1c, top). From these, we
subsequently compute the autocorrelation curves Gi(l) (Figure
1c, bottom) which are well described by the monoexponential
fit model previously derived for surface-integrated (SI)-
FCS:31,34,35 Gi(l) = Aie
l/τi + 1. Here, l is defined as the
autocorrelation lag time, Ai as the amplitude of the
autocorrelation function at zero lag time Gi(l = 0) and τi as
the characteristic exponential decay constant. Following
previous derivations,31,34,35 the model parameters are defined
as
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Referring to the previous assumptions of global hybridization
rates and imager concentration, one can readily see that τi is
only a function of the global rate constants kon and koff meaning
that all picks in one sample of imager concentration c should
yield the same value of τi within the uncertainty of the
measurement. As a consequence the mean value ⟨τ⟩ over all
Figure 2. Experimental validation of lbFCS. (a) The 1DS structures with N = 1 for testing the lbFCS approach. (b) Repetition of 10 concentration
series each with freshly prepared imager stocks (10 × 3 samples). ⟨τ⟩ versus c fit for each concentration series demonstrating high reproducibility.
(c) 1/A versus c fits show similar reproducibility. The fits passing through the origin yield that the concentration ratios were adjusted correctly. (d)
Sets of kon (left, light green) and koff (right, dark green) extracted from the fits in (b) for each imager stock. Mean and standard deviation are given
as gray line and light gray area, respectively. (e) Histogram of lbFCS counting results N over all 30 samples from the concentration series on 1DS
structures. The black dashed line indicates the median at N = 0.97 ± 0.11. Error bars correspond to standard deviation in the case of ⟨τ⟩, kon, and
koff and interquartile range in the case of 1/A.
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picks suffices for the extraction of the rate constants. The
amplitude Ai in contrast is subject to the same global
parameters but additionally depends on the number of DSs
Ni in each pick. lbFCS makes use of these dependencies in
order to extract both the hybridization rate constants kon and
koff and the number of DSs Ni in each pick by the following
procedure. First, we prepare and image three DNA origami
samples (here exemplarily containing both N = 1 and N = 2
DNA origami structures) at three different imager concen-
trations (c1 < c2 < c3) and automatically detect all clusters in
the three resulting SR images (see Supplementary Figure 1).
Next, we autocorrelate all intensity traces and remove clusters
exhibiting nonrepetitive binding and/or binding dynamics
deviating from a clear monoexponential behavior in a filtering
step before further analysis (see Supplementary Figure 3). The
left panel in Figure 1d shows the resulting τi histograms for all
remaining clusters in each of the three images. As expected
from eq 2, we observe a shift of the distributions toward lower
values with increasing c corresponding to a decrease of the
mean value ⟨τ⟩. Following the aforementioned reasoning, the
mean value ⟨τ⟩ for each imager concentration c (Figure 1d,
right panel) yields the global rate constants kon and koff by
fitting eq 2. An analogous approach has been previously
demonstrated using SI-FCS for the same system (i.e., DNA-
PAINT on surface immobilized DNA origami) using an
ensemble autocorrelation analysis of the raw intensity
fluctuations integrated over larger arrays of camera pixels
(originating from thousands of DNA origami), which allowed
for the extraction of imager hybridization rates via a
concentration series.31 Here, we show that this approach can
be directly transferred to each localization cluster in a DNA-
PAINT image of subdiffraction spatial resolution. This allows
one to make further use of the amplitude Ai of each pick for
molecular counting. According to eq 1, Ai depends on the
number of DSs in each cluster resulting in a distribution
exhibiting two peaks (for DNA origami either with N = 1 or
N = 2) in addition to the also concentration-dependent shift,
as can be seen in the left panel of Figure 1e. Each Ai value can







(Figure 1e, right) and inserting the now available rate
constants kon and koff together with the respective imager
concentration c of each measurement. Figure 1e, right, shows
the distribution of the number of DSs present in each
localization cluster (i.e., either one or two DSs).
Validation of lbFCS. In order to demonstrate the ability of
lbFCS to extract DNA hybridization rates and to count DSs in
DNA-PAINT images acquired at low laser power, we first
explored the case of a DNA origami design exhibiting just a
single DS (N = 1, referred to as “1DS”), as depicted in Figure
2a, because it is the only case of an implicit counting ground
truth. In 10 repetitions of the same experiment over the course
of 2 months, we prepared fresh imager stocks at 5, 10, and 20
nM for subsequent low laser power imaging on 1DS samples
(10 × 3 samples, standard conditions: imaging buffer
containing 10 mM MgCl2 and temperature controlled at 23
± 0.1 °C). lbFCS analysis of the localization clusters showed a
good reproducibility with respect to the output parameters τi
and Ai (Figure 2b,c). The mean (error bar, standard deviation)
denoted as ⟨τ⟩ of the τi distribution and the median (error bar,
interquartile range) denoted as A of the Ai distribution (N and
Ni) are shown whenever a statistical quantity of an ensemble is
presented. The representation of 1/A in Figure 2c is chosen to
verify the linear dependency on c (see eq 1). In addition, the
plot serves as a control for whether the imager concentrations
have been adjusted in the correct ratios when the fit of eq 1
intersects the y-axis at the origin. Figure 2d shows the scatter in
kon and koff resulting from the 10 fits in Figure 2b. Over all
measurements, we obtained the mean hybridization rates of
⟨kon⟩ = (6.5 ± 0.3) × 10
6 M−1 s−1 and ⟨koff⟩ = (2.66 ± 0.05) ×
10−1 s−1 with standard deviations below 5% and 2%,
respectively, proving high reproducibility. We attribute this
Figure 3. Temperature and ion composition affecting DNA hybridization rates. (a) lbFCS concentration series with 1DS samples at different
temperatures, highlighting the temperature dependence of DNA hybridization rates (at fixed [MgCl2] = 10 mM). (b) lbFCS concentration series
with 1DS samples at different MgCl2 concentrations affecting the DNA hybridization rates (at fixed T = 23 °C). Gray lines and light gray shaded
areas correspond to the mean and the standard deviation, respectively, of the hybridization rates at standard conditions (T = 23 °C and [MgCl2] =
10 mM, see Figure 2d). Error bars correspond to standard deviation in the case of ⟨τ⟩, kon, and koff and interquartile range in the case of 1/A.
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high precision to the fact that we are able to minimize the
influence of unspecific binding to the surface (Supplementary
Figure 4) by only analyzing detected clusters which, in
addition, passed the filter criteria (see Supplementary Figure
3). Next, the values (kon, koff) for each stock were used to count
the number of DSs in each of the three samples of the
respective concentration series. Figure 2e shows the histogram
of Ni over all 30 samples (>90% of all data points lie within the
x-axis limits; >97 k localization clusters in total) with the
median at N = 0.97 ± 0.11, which is in good agreement with
the initial design of the 1DS structures.
The counting ability of lbFCS is based on the assumption
that kon and koff are global parameters which do not change
during the course of the concentration series measurements. It
is hence essential to precisely control the experimental
conditions affecting DNA hybridization, such as temperature
and buffer ion composition. In order to quantitatively assay
these effects, we first repeated the concentration series on 1DS
samples at 21−24 °C (1 °C increments, all at 10 mM MgCl2),
a temperature range which we observed due to the heating of
the often enclosed sample space of commercial microscopes
during imaging. As reported in many DNA hybridization
studies before,32,36−38 Figure 3a shows that the dissociation
rates change considerably (up to ∼2.5-fold) over this
temperature range, whereas the association rates do not
change within the measurement error and show no observable
trend. We also varied the ion composition by changing the
standard of 10 mM MgCl2 by ±5 mM (at 23 °C) and again
used lbFCS to monitor the effects on both rates, such as the 3-
fold increase in kon between 5 and 10 mM (Figure 3b).
However, as long as the rates are kept constant for all three
concentration measurements, lbFCS yields the correct
counting result of Ni = 1, independent of the actual
temperature or ion composition (Supplementary Figure 5).
Finally, the question of how precisely the absolute imager
concentrations must be controlled needs to be addressed. In
Supplementary Figure 6, we reanalyzed one of the stock
measurement series at standard conditions as presented in
Figure 1b−e by intentionally assuming higher or lower
absolute imager concentrations while keeping the correct
concentration ratios. The results clearly show that wrong
absolute imager concentrations neither affect the absolute
counting ability of lbFCS nor the resulting dissociation rate koff
as long as the correct concentration ratios are preserved (for
which the 1/A fit provides control when crossing the origin).
However, due to the product konc in eq 2, assumed imager
concentrations deviating from the “true” value by a factor of x
will result in an obtained association rate multiplied by the
inverse factor x−1. To avoid this ambiguity in order to
(relatively) compare obtained association rates we performed a
control concentration series on 1DS origamis using the same
Figure 4. Counting of docking strands on DNA origami. (a) Binning of experimental 1DS localization clusters (taken from stock measurements 1−
3, see Figure 2) for computationally increasing the number of DSs Nin as input for further testing of counting performance. (b) Median of the
counting result Nout versus Nin comparing the counting results obtained via qPAINT at different imager concentrations (red) versus lbFCS (blue);
sum over all imager concentrations displayed (see Supplementary Figure 9 for individual lbFCS and qPAINT results). The black dashed line
displays a line through the origin of slope one as expected for ideal counting results (i.e., Nout = Nin). (c) lbFCS extracts correct hybridization rates
within the measurement uncertainty independent of Nin (kon and koff means (gray lines) and STDs (light gray areas) from Figure 2d). (d) Top:
DNA origami design with N = 4 DSs. Exemplary image of the same structure from the low laser power image (left) and the high laser power image
for visual counting (right). Bottom: counting results for visual counting (gray), qPAINT (red) and lbFCS (blue). (e) Same as (d), but for N = 12
DSs DNA origami design. Intensity traces that do not exhibit dark times anymore (see Supplementary Figure 7) cannot be analyzed via qPAINT
and are not shown in the histograms. Refer to Supplementary Table 1 for total numbers of analyzable clusters per histogram. (f) Same as (d,e) but
for N = 48 DSs DNA origami design (no visual count histogram due to too tight DS spacing (10 nm) for robust spot detection). Scale bars: 40 nm
in (a,d−f). Error bars in (b) correspond to interquartile range.
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imager stock at standard conditions (see Figure 2b−e) for
every measurement in this study.
Molecular Counting. As a next step, we tested the
performance of lbFCS by arbitrarily grouping clusters of N =
1 obtained from earlier 1DS experiments (data taken from
stock measurements 1−3; see Figure 2) into clusters of defined
N > 1 (≡ Nin) which is equivalent to the simple computational
addition of their respective intensity versus time traces (see
Figure 4a). This way, we created localization clusters of up to
Nin = 48 for each imager concentration (c = 5, 10, and 20 nM)
and analyzed them using lbFCS and qPAINT. It should be
mentioned at this point that in contrast to lbFCS the counting
of DSs with qPAINT needs a calibration23 by the influx rate
kon
qPAINTc obtained from clusters containing a single DS only
(see Supplementary Figure 7 for the principle of the qPAINT
approach). Supplementary Figure 8 displays the results as
obtained by qPAINT analysis of the 1DS experiments of
Figure 2b−e. The following results from molecular counting
with qPAINT hence rely on a calibration association rate of
kon
qPAINT = (7.7 ± 0.2) × 106 M−1 s−1. With respect to the error
we would like to note that also kon
qPAINT is profiting from the
filtering procedure introduced in Supplementary Figure 3,
which in turn is based on the unique property of the
autocorrelation analysis of lbFCS to identify and exclude
clusters exhibiting dynamics that deviate from a clear
monoexponential behavior.
Figure 4b displays the analysis results Nout versus Nin for
both analysis methods (for lbFCS the sum over all three
imager concentrations is displayed. See Supplementary Figure
9a−c for individual results at c = 5, 10, and 20 nM,
respectively). As expected, lbFCS does not show any
concentration dependence and yields the correct counting
results (Nout = Nin, indicated by black dashed line) over the
whole range of Nin. In contrast, qPAINT starts underestimating
the correct number of DSs at a certain cluster size, an effect
depending on the imager concentration (whereas for c = 5 nM
qPAINT starts deviating from the linear relation at Nin ∼ 48,
for c = 20 nM the deviation already occurs at Nin ∼ 12). As
explained in Supplementary Figure 10, this is due to the
increasing occurrence of simultaneous imager binding to
multiple DSs within the same cluster. Because the qPAINT
algorithm is based on the extraction of dark times from the
intensity versus time trace of a cluster, its intrinsic limit given a
certain imager concentration is determined by the maximum
number of DSs per cluster N at which the corresponding
intensity trace exhibits only few and, ultimately, no dark times
at all anymore (in other words, the cluster is continuously
fluorescing during data acquisition due to constant imager
turnover). In accordance with this consideration, Figure 4b
shows that the higher the imager concentration, the faster this
limit determined by N is reached (see Supplementary Figure 9
for a detailed analysis of the number of unique dark times
extracted per cluster for the last qPAINT data points for c = 5,
10, and 20 nM at N = 48, 30, and 18, respectively). It should
be discussed, however, that our DNA-PAINT data deviates
from the type of data previously subjected to qPAINT
analysis23 in two aspects: (i) due to the low laser intensity,
the bright times are an order of magnitude longer (i.e., not
limited by fast photobleaching as in classical high-resolution
DNA-PAINT) and (ii) the imager-DS sequence design
employed in this study has a significantly higher kon
qPAINT
(here 7.7 × 106 M−1 s−1 versus previously23 1 × 106 M−1
s−1). Hence, our probability of simultaneous binding events is
largely increased for a given N and imager concentration c (i.e.,
the limit of qPAINT is reached already for much smaller N
compared to the previous study23).
Having confirmed that lbFCS allows molecular counting
over this wide range of DS densities independent of the imager
concentration, we next validated the assumption that lbFCS
can extract the correct DNA hybridization rates independent of
N. Figure 4c displays that for all Nin we obtained the same
hybridization rates within the measurement uncertainty
verifying eq 2 and confirming that τi is indeed independent
of the number of DSs per cluster.
In order to fully experimentally benchmark the counting
performance of lbFCS, we designed DNA origami species with
higher numbers of DSs (N = 4, 12, and 48). Like for the 1DS
structures, we prepared three samples per DNA origami
species at c = 5, 10, and 20 nM and measured each sample first
at low laser power. Directly after each low power measurement,
we imaged the same FOV at high laser power in order to
obtain visual references at high resolution assignable to each of
the localization clusters from the low power measurement. The
top panel in Figure 4d depicts the N = 4 DNA origami design,
an example DNA-PAINT image of a single structure acquired
at low laser power (left) and the respective high power image
exhibiting the four DSs in the designed pattern (right). We
subsequently applied a spot detection algorithm to the high
power image in order to automatically count the number of
present DSs as a ground truth for the lbFCS and qPAINT
results from the low laser power images. The efficiency by
which individual staple strands are incorporated into each
DNA origami during the folding process is limited and also
position dependent,39 that is, only very few structures feature
all DSs from the initial design. The lower panel in Figure 4d
shows the counting results of lbFCS (blue) and qPAINT (red)
from the low power measurements as well as the visual
counting results (gray) from the high power measurements for
the three samples of N = 4 structures. Folding of this DNA
origami design resulted in structures primarily exhibiting one
or two DSs, which can be seen at the distinct peaks in all
lbFCS distributions and which is furthermore in good
agreement with the visual reference (refer to Supplementary
Figure 11a for a comparison of the lbFCS/qPAINT perform-
ance with respect to individual integers from the visual
inspection). Also qPAINT yields a distribution covering the
lbFCS and visual results, even for the sample imaged at c = 20
nM (as expected from Figure 4b for the regime N < 6). In
contrast, the qPAINT distribution does not feature clear and
distinct peaks. Figure 4e illustrates the counting results for the
measurement series on the N = 12 structures. Again lbFCS
produces counting results which correlate well with the visual
counting reference (see Supplementary Figure 11b for integer-
wise comparison with visual inspection), both peaking at
around N ≈ 10 and both exhibiting the same distribution
shape. However, for qPAINT we obtained a slightly left-shifted
distribution even for the sample imaged at c = 5 nM, which
further increased and broadened for the c = 10 and 20 nM
samples. As expected from Figure 4b, intensity traces extracted
from these samples started to lack enough unique dark times
for qPAINT analysis (compare Supplementary Figures 7 and 9.
The total number of analyzable clusters in each data set from
Figure 4d−f are given in Supplementary Table 1). At last, we
imaged the series of samples containing N = 48 structures
(Figure 4f). As can be seen in the top panel, we were able to
partially resolve the DSs tightly packed at a 10 nm spacing in
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the DNA-PAINT images. However, the spatial resolution did
not suffice to robustly run the spot detection algorithm earlier
employed for the N = 4 and N = 12 origami for an unbiased
visual ground truth. The DS incorporation efficiency leads to a
broader spread in the actual number of DSs over all DNA
origami structures with increasing N, which is in agreement
with a broadening in the distribution of counted DSs by lbFCS
compared to the previous DNA origami designs with less DSs.
However, for all three imager concentrations lbFCS yielded the
same counting results with a median of around N ≈ 25.
Although for the c = 5 nM sample the qPAINT results are in
relatively good agreement with lbFCS, the distribution for the
10 nM sample is broadened and again shifted to the left due to
lacking unique dark times extractable from the respective
intensity versus time traces. As expected from Figure 4b, for c =
20 nM the DS density of the DNA origami design is already
beyond the applicable limit of qPAINT since almost 75% of all
clusters did not exhibit a single dark time anymore (see
Supplementary Table 1).
Finally, we investigated whether even during the low laser
power measurements the effect of photoinduced DS depletion
via reactive oxygen species (ROS) generated upon excitation of
dye molecules can be observed, as previously described by
Blumhardt et al.26 For the N = 12 structure, we repeated the
concentration series with fresh samples this time measuring
four times longer than a usual low power measurement without
the use of an oxygen scavenging and triplet state quenching
system (4 × 30 min). We then temporally segmented the total
data set into four subsets and analyzed each subset individually
via lbFCS. Supplementary Figure 12a depicts the resulting ⟨τ⟩
versus c dependencies for all segments. We observed no
significant difference between the time segments indicating
that hybridization rates were unaffected and giving direct
evidence that there was no bleaching of the imager solution
(i.e., decreasing c) during the course of the 2 h measurement.
Bearing this in mind, the clear change in 1/A versus c as shown
in Supplementary Figure 12b is a direct consequence of the
depletion of DSs leading to a decrease in N (compare eq 1).
Supplementary Figure 12c shows the counting results over all
segments normalized to the value of the first segment for every
concentration. For an imager concentration of 20 nM, more
than 20% of the DSs were depleted after 2 h of measurement.
Furthermore, we observed an increase of the depletion rate
with increasing imager concentration which is in agreement
with previous results showing that the probability of photo-
induced damage scales with the DS occupancy.26 With respect
to the results in Supplementary Figure 12b, this additionally
explains why an offset in 1/A is becoming apparent for the
later segments, as the 1/A values of different concentrations
already originate from origamis of different N due to different
depletion rates.
One of the proposed strategies to circumvent DS depletion
is the use of oxygen scavenging systems such as pyranose
oxidase, catalase, and glucose (POC) to directly remove ROS
from the solution upon generation.26 We repeated the same
extended low power measurement series with POC and Trolox
(a commonly used triplet state quencher) added to the
imaging buffer. Subsequent lbFCS analysis revealed neither
changes in ⟨τ⟩ nor in 1/A over the four time segments
(Supplementary Figure 12d,e). Hence, usage of oxygen
scavenging systems allows one to virtually eliminate DS
depletion during the low laser power measurements for lbFCS
(Supplementary Figure 12e,f).
In conclusion, we presented lbFCS as an absolute counting
approach for DNA-PAINT microscopy in a proof-of-principle
study targeting DNA origami structures as ideal samples. On
the basis of imaging a target of interest at several imager
concentrations, we showed that lbFCS allows the extraction of
imager hybridization rates at high precision from target clusters
independent of the number of DSs within a cluster, which
subsequently serves as calibration for counting of DS numbers
within all clusters. We first confirmed the measurement
principle on DNA origami exhibiting only a single DS and
assayed the measurement uncertainty and the influence of
experimental conditions such as temperature and buffer ion
concentration. Next, we examined the performance of lbFCS
to count the increasing number of DSs per cluster and
compared the obtained results to the state-of-the-art DNA-
PAINT counting approach qPAINT. We first increased the
cluster size in a controlled way by grouping experimentally
obtained clusters containing only a single DS into clusters of
defined N. The obtained results show that lbFCS yields the
correct counts over a range of more than 40 DSs for various
imager concentrations in contrast to qPAINT. In addition, the
extracted hybridization rates were unaffected by the number of
DSs per cluster within the measurement uncertainty.
Subsequent experimental benchmarking of lbFCS on DNA
origami structures exhibiting multiple DSs yielded counts in
good agreement with the visual ground truth obtained from
high-resolution images from the respective FOVs. Finally, we
could confirm previous results regarding the depletion of DSs
in DNA-PAINT.26 lbFCS is sensitive enough to detect slight
changes in N due to depleted DSs and gave direct evidence
that neither the hybridization rates nor the “effective” imager
concentrations were affected by the employed low laser
intensities during image acquisition. The usage of oxygen
scavenging systems helped to virtually eliminate the depletion
of DSs, underlining the applicability of our approach.
The work presented in this study was based on surface-
immobilized DNA origami structures as model targets for
DNA-PAINT microscopy. It should be highlighted that in this
case all presented counting results here could also be obtained
correctly via qPAINT when the imager concentration is
adjusted according to the DS density. qPAINT could in
principle also deal with samples containing heterogeneous
cluster densities by imaging the sample at different imager
concentrations. We particularly see the strength of lbFCS in
future applications to DNA-PAINT data of biological samples,
where it might be hard to identify enough single DSs for a
robust calibration of the qPAINT influx rate. Additionally,
local factors such as charge differences or steric hindrance
effects introduced, for example, by the labeling linker to the
target molecule, might lead to changes in the imager
association rate limiting the applicability of the calibration
rate obtained from DSs on DNA origami. While lbFCS could
potentially solve these problems, the way toward cellular
samples bears several difficulties that still remain to be tested.
These include, among others, the effects of elevated back-
ground fluorescence, robust cluster identification and demands
on achievable spatial resolution. We further would like to point
out that lbFCS in its current state relies on the identification of
spatially well-separated clusters and is hence not applicable to
continuous structures (e.g., filaments).
Despite the focus on molecular counting presented here, the
scope of lbFCS essentially exceeds the study of specific DNA−
DNA interactions as in DNA-PAINT. We see promising
Nano Letters Letter
DOI: 10.1021/acs.nanolett.9b03546
Nano Lett. 2019, 19, 8182−8190
8188
Chapter 6. Localization-Based Fluorescence Correlation Spectroscopy
121
applications translating the high precision of lbFCS to study
specific and reversible DNA−protein and protein−protein
interactions with one of the species immobilized on a surface.
In addition, lbFCS could also find application in structural in
vitro studies to count subunits of immobilized multimeric
complexes.
When targeting fixed cells, however, future work needs to
address possible local changes in DNA hybridization rates,
which might lead to large deviations between DSs and clusters.
A next step in this direction will be combining lbFCS with
Exchange-PAINT40 in order to acquire the imager concen-
tration series at the same FOV of a sample, potentially
providing access to local changes in hybridization rates and
allowing direct calibration with the cluster-specific rates for
more robust counting. Finally, the same FOV would be imaged
at high laser intensity for obtaining a DNA-PAINT image at
highest spatial resolution. Complementing high-resolution
DNA-PAINT images with an additional layer of robust
quantitative information obtained via lbFCS has the potential
to move the technology away from artificial or well-studied




The Supporting Information is available free of charge on the
ACS Publications website at DOI: 10.1021/acs.nano-
lett.9b03546.











J.S., F.Stehr, R.J., and P.Schwille conceived the study. J.S.
designed and performed the experiments, analyzed and
interpreted the data, and wrote the manuscript. F.Stehr
designed and performed the experiments, analyzed and
interpreted data, and wrote the manuscript. F.Stehr wrote
the code and J.S. edited code. P.Schueler folded DNA origami
structures, performed experiments, and analyzed data. P.B.,
F.Schueder and J.M. performed initial experiments and
interpreted the data. R.J. and P.Schwille supervised the study.
All authors revised the manuscript and have given approval to
the final version of the manuscript.
Author Contributions
§J.S. and F. Stehr contributed equally.
Funding
This work has been supported in part by the German Research
Foundation through the Emmy Noether Program (DFG JU
2957/1-1 to R.J.), the SFB1032 (projects A11 and A09 to R.J.
and P. Schwille), the European Research Council through an
ERC Starting Grant (MolMap; Grant Agreement 680241 to
R.J.) and the Max Planck Society (P.Schwille and R.J.).
Notes
The authors declare no competing financial interest.
■ ACKNOWLEDGMENTS
We thank Julian Bauer, Tamara Heermann, Henri Franquelim,
Sigrid Bauer, and Katharina Nakel for experimental assistance
and helpful discussions. J.S. and F. Stehr acknowledge support
from Graduate School of Quantitative Bioscience Munich
(QBM). P.B. and J.M. acknowledge support from the
International Max Planck Research School for Molecular and
Cellular Life Sciences (IMPRS-LS). All authors acknowledge
support from the Center for Nano Science (CeNS).
■ ABBREVIATIONS
SMLM, single-molecule localization microscopy; (q)PAINT,
(quantitative) points accumulation for imaging in nanoscale
topography; DS, docking strand; FCS, fluorescence correlation
spectroscopy; lbFCS, localization-based FCS; TIRF, total
internal reflection fluorescence; SI-FCS, surface-integrated
FCS; FOV, field of view; ROS, reactive oxygen species;
POC, pyranose oxidase, catalase, and glucose
■ REFERENCES
(1) Hell, S. W.; Wichmann, J. Breaking the diffraction resolution
limit by stimulated emission: stimulated-emission-depletion fluores-
cence microscopy. Opt. Lett. 1994, 19, 780−782.
(2) Hell, S. W.; et al. The 2015 super-resolution microscopy
roadmap. J. Phys. D: Appl. Phys. 2015, 48, 443001.
(3) Rust, M. J.; Bates, M.; Zhuang, X. Sub-diffraction-limit imaging
by stochastic optical reconstruction microscopy (STORM). Nat.
Methods 2006, 3, 793.
(4) Betzig, E.; et al. Imaging Intracellular Fluorescent Proteins at
Nanometer Resolution. Science (Washington, DC, U. S.) 2006, 313,
1642−1645.
(5) Sharonov, A.; Hochstrasser, R. M. Wide-field subdiffraction
imaging by accumulated binding of diffusing probes. Proc. Natl. Acad.
Sci. U. S. A. 2006, 103, 18911−18916.
(6) Schnitzbauer, J.; Strauss, M. T.; Schlichthaerle, T.; Schueder, F.;
Jungmann, R. Super-resolution microscopy with DNA-PAINT. Nat.
Protoc. 2017, 12, 1198.
(7) Baddeley, D.; Bewersdorf, J. Biological Insight from Super-
Resolution Microscopy: What We Can Learn from Localization-Based
Images. Annu. Rev. Biochem. 2018, 87, 965−989.
(8) Nicovich, P. R.; Owen, D. M.; Gaus, K. Turning single-molecule
localization microscopy into a quantitative bioanalytical tool. Nat.
Protoc. 2017, 12, 453.
(9) Annibale, P.; Vanni, S.; Scarselli, M.; Rothlisberger, U.;
Radenovic, A. Quantitative Photo Activated Localization Microscopy:
Unraveling the Effects of Photoblinking. PLoS One 2011, 6,
No. e22678.
(10) Annibale, P.; Vanni, S.; Scarselli, M.; Rothlisberger, U.;
Radenovic, A. Identification of clustering artifacts in photoactivated
localization microscopy. Nat. Methods 2011, 8, 527.
(11) Hummer, G.; Fricke, F.; Heilemann, M. Model-independent
counting of molecules in single-molecule localization microscopy.
Mol. Biol. Cell 2016, 27, 3637−3644.
(12) Laplante, C.; Huang, F.; Tebbs, I. R.; Bewersdorf, J.; Pollard, T.
D. Molecular organization of cytokinesis nodes and contractile rings
by super-resolution fluorescence microscopy of live fission yeast. Proc.
Natl. Acad. Sci. U. S. A. 2016, 113, E5876−LP-E5885.
(13) Nino, D.; Rafiei, N.; Wang, Y.; Zilman, A.; Milstein, J. N.
Molecular Counting with Localization Microscopy: A Bayesian




Nano Lett. 2019, 19, 8182−8190
8189
Chapter 6. Localization-Based Fluorescence Correlation Spectroscopy
122
(14) Golfetto, O.; et al. A Platform To Enhance Quantitative Single
Molecule Localization Microscopy. J. Am. Chem. Soc. 2018, 140,
12785−12797.
(15) Coltharp, C.; Kessler, R. P.; Xiao, J. Accurate Construction of
Photoactivated Localization Microscopy (PALM) Images for
Quantitative Measurements. PLoS One 2012, 7, No. e51725.
(16) Lee, S.-H.; Shin, J. Y.; Lee, A.; Bustamante, C. Counting single
photoactivatable fluorescent molecules by photoactivated localization
microscopy (PALM). Proc. Natl. Acad. Sci. U. S. A. 2012, 109, 17436−
17441.
(17) Nan, X.; et al. Single-molecule superresolution imaging allows
quantitative analysis of RAF multimer formation and signaling. Proc.
Natl. Acad. Sci. U. S. A. 2013, 110, 18519−18524.
(18) Puchner, E. M.; Walter, J. M.; Kasper, R.; Huang, B.; Lim, W.
A. Counting molecules in single organelles with superresolution
microscopy allows tracking of the endosome maturation trajectory.
Proc. Natl. Acad. Sci. U. S. A. 2013, 110, 16015−16020.
(19) Ehmann, N.; et al. Quantitative super-resolution imaging of
Bruchpilot distinguishes active zone states. Nat. Commun. 2014, 5,
4650.
(20) Fricke, F.; Beaudouin, J.; Eils, R.; Heilemann, M. One, two or
three? Probing the stoichiometry of membrane proteins by single-
molecule localization microscopy. Sci. Rep. 2015, 5, 14072.
(21) Ricci, M. A.; Manzo, C.; García-Parajo, M. F.; Lakadamyali, M.;
Cosma, M. P. Chromatin Fibers Are Formed by Heterogeneous
Groups of Nucleosomes In Vivo. Cell 2015, 160, 1145−1158.
(22) Rollins, G. C.; Shin, J. Y.; Bustamante, C.; Presse,́ S. Stochastic
approach to the molecular counting problem in superresolution
microscopy. Proc. Natl. Acad. Sci. U. S. A. 2015, 112, E110−LP-E118.
(23) Jungmann, R.; et al. Quantitative super-resolution imaging with
qPAINT. Nat. Methods 2016, 13, 439.
(24) Nikic,́ I.; et al. Debugging Eukaryotic Genetic Code Expansion
for Site-Specific Click-PAINT Super-Resolution Microscopy. Angew.
Chem., Int. Ed. 2016, 55, 16172−16176.
(25) Stehr, F.; Stein, J.; Schueder, F.; Schwille, P.; Jungmann, R.
Flat-top TIRF illumination boosts DNA-PAINT imaging and
quantification. Nat. Commun. 2019, 10, 1268.
(26) Blumhardt, P. Photo-Induced Depletion of Binding Sites in
DNA-PAINT Microscopy. Molecules 2018, 23, 3165.
(27) Deschout, H.; et al. Precisely and accurately localizing single
emitters in fluorescence microscopy. Nat. Methods 2014, 11, 253.
(28) Magde, D.; Elson, E.; Webb, W. W. Thermodynamic
Fluctuations in a Reacting System—Measurement by Fluorescence
Correlation Spectroscopy. Phys. Rev. Lett. 1972, 29, 705−708.
(29) Eigen, M.; Rigler, R. Sorting single molecules: application to
diagnostics and evolutionary biotechnology. Proc. Natl. Acad. Sci. U. S.
A. 1994, 91, 5740−5747.
(30) Rothemund, P. W.; Folding, K. DNA to create nanoscale
shapes and patterns. Nature 2006, 440, 297.
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Unmodified, dye-labeled, and biotinylated DNA oligonucleotides were purchased from MWG Eurofins. DNA 
scaffold strands were purchased from Tilibit (p7249, identical to M13mp18). Streptavidin was purchased from 
Thermo Fisher (cat: S-888). BSA-Biotin was obtained from Sigma-Aldrich (cat: A8549). Glass slides were 
ordered from Thermo Fisher (cat: 10756991) and coverslips were purchased from Marienfeld (cat: 0107032). 
Freeze ‘N Squeeze columns were ordered from Bio-Rad (cat: 732-6165). Tris 1M pH 8.0 (cat: AM9856), EDTA 
0.5M pH 8.0 (cat: AM9261), Magnesium 1M (cat: AM9530G) and Sodium Chloride 5M (cat: AM9759) were 
ordered from Ambion. Ultrapure water (cat: 10977-035) was purchased from Thermo Fisher Scientific. Tween-
20 (cat: P9416-50ML), Glycerol (cat. 65516-500ml) and (+-)-6-Hydroxy-2,5,7,8-tetra-methylchromane-2-
carboxylic acid (Trolox) (cat: 238813-5G) were purchased from Sigma-Aldrich. Two-component epoxy glue (cat: 
886519 - 62) was purchased from Conrad Electronic SE.  
 
Buffers 
Four buffers were used for sample preparation and imaging: Buffer A+ (10 mM Tris-HCl pH 7.5, 100 mM NaCl, 
0.05% Tween 20, pH 7.5); Buffer B+ (5 mM Tris-HCl pH 8.0, 10 mM MgCl2, 1 mM EDTA, 0.05% Tween 20, pH 
8); Enzyme buffer for POC oxygen scavenging system (10 mM Tris pH 7.5, 50 mM KCl, 20% glycerol); 10x 
folding buffer (100 mM Tris,10 mM EDTA pH 8.0, 125 mM MgCl2). 
 
DNA origami design, assembly and purification 
DNA origami structures were designed using the design module of Picasso1 (see Figure 4, top for docking strand 
positions). Folding of structures was performed using the following components: single-stranded DNA scaffold 
(0.01 µM), core staples (0.5 µM), biotin staples (0.5 µM), modified staples (each 0.5 µM), 1× folding buffer in a 
total of 50 µl for each sample. Annealing was done by cooling the mixture from 80 to 25 °C in 3 h in a 
thermocycler. Structures were purified using gel electrophoresis (3 h at 60 V). For detailed instructions see1,2. 
 
DNA origami sample preparation 
DNA origami samples were prepared as described before1. A glass slide was glued onto a coverslip with the 
help of double-sided tape (Scotch, cat. no. 665D) to form a flow chamber with inner volume of ~20 μl. First,  
20 µl of biotin-labeled bovine albumin (1 mg/ml, dissolved in buffer A+) was flushed into the chamber and 
incubated for 3 min. The chamber was then washed with 40 µl of buffer A+. 20 µl of streptavidin (0.5 mg/ml, 
dissolved in buffer A+) was then flushed through the chamber and incubated for 3 min. After washing with 40 µl 
of buffer A+ and subsequently with 40 µl of buffer B+, 20 µl of biotin-labeled DNA structures (dilution from DNA 
origami stock dependent on origami yield after gel purification. Adjusted for each origami species individually to 
obtain sparse DNA origami surface density. Starting dilution ~1:4) were flushed into the chamber and incubated 
for 10 min. The chamber was washed with 40 µl of buffer B+. Finally, 40 µl of the imager solution was flushed 
into the chamber, which was subsequently sealed with two-component epoxy glue before imaging. 
Adjustment of imager concentrations: The imager concentrations used for all experiments were c = 5, 10 and  
20 nM. As described in Supplementary Figure 6, we first prepared a larger volume of 20 nM imager solution, 
from which in two subsequent 1:1 dilution steps the 10 nM and 5 nM solutions were prepared. Sequence design 
of imager and docking strands can be found in Supplementary Table 2. 
 
 
Super-resolution microscopy setup 
Fluorescence imaging was carried out on an inverted custom-built microscope3 (see setup sketch in 
Supplementary Figure 2a) in an objective-type TIRF configuration with an oil-immersion objective (Olympus 
UAPON, 100×, NA 1.49). One laser was used for excitation: 561 nm (1 W, DPSS-system, MPB). Laser power 
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3 
was adjusted by polarization rotation with a half-wave plate (Thorlabs, WPH05M-561) before passing a polarizing 
beam-splitter cube (Thorlabs, PBS101). To spatially clean the beam-profile the laser light was coupled into a 
single-mode polarization-maintaining fiber (Thorlabs, P3-488PM-FC-2) using an aspheric lens (Thorlabs, 
C610TME-A). The coupling polarization into the fiber was adjusted using a zero-order half wave plate (Thorlabs, 
WPH05M-561). The laser light was re-collimated after the fiber using an achromatic doublet lens (Thorlabs, 
AC254-050-A-ML) resulting in a collimated FWHM beam diameter of ~6 mm. The Gaussian laser beam profile 
was transformed into a collimated flat-top profile using a refractive beam shaping device (AdlOptica, piShaper 
6_6_VIS). The laser beam diameter was magnified by a factor of 2.5 using a custom-built telescope (Thorlabs, 
AC254-030-A-ML and Thorlabs, AC508-075-A-ML). The laser light was coupled into the microscope objective 
using an achromatic doublet lens (Thorlabs, AC508-180-A-ML) and a dichroic beam splitter (AHF, F68-785). 
Fluorescence light was spectrally filtered with a laser notch filter (AHF, F40-072) and a bandpass filter (AHF 
Analysentechnik, 605/64) and imaged on a sCMOS camera (Andor, Zyla 4.2) without further magnification 
(Thorlabs, TTL180-A) resulting in an effective pixel size of 130 nm (after 2 × 2 binning). Microscopy samples 
were mounted into a closed water-based temperature chamber (Okolab, H101-CRYO-BL) on a x-y-z stage (ASI, 
S31121010FT and ASI, FTP2050) that was used for focusing with the microscope objective being at fixed 
position. The temperature of the objective was actively controlled using the same water cycle as the temperature 
chamber. Focus stabilization was achieved via the CRISP autofocus system (ASI @ 850 nm) in a feedback loop 
with a piezo actuator (Piezoconcept, Z-INSERT100) moving the sample. The CRISP was coupled into the 
excitation path of the microscope using a long pass dichroic mirror (Thorlabs, DMLP650L). Our custom TIRF 
setup was used for all Figures. 
 
Imaging conditions 
All fluorescence microscopy data was recorded with our sCMOS camera (2048 × 2048 pixels, pixel size:  
6.5 µm). The camera was operated with the open source acquisition software µManager4 at 2x2 binning and 
cropped to the center 700 × 700 pixel FOV. The exposure time was set to 200 ms, the read out rate to 200 MHz 
and the dynamic range to 16 bit. For lbFCS measurements the laser power was set to 1.4 mW (see 
Supplementary Figure 2), corresponding to an average intensity of ~10 W/cm2 over the circular illuminated 
area of 130 𝜇m in diameter. The acquisition lengths for lbFCS measurements were set to: 9,000 frames (c = 20 
& 10 nM) and 18,000 frames (c = 5 nM). Longer acquisition lengths at lower imager concentrations ensure that 
sufficient imager binding events are registered from each DS cluster as a prerequisite for robust autocorrelation 
analysis5. For high resolution imaging the laser power was set to 70 mW (intensity of ~500 W/cm2) and the 
acquisition length to 5,000 frames.  
 
Super-resolution reconstruction & data analysis 
Refer to Supplementary Figure 1 for a detailed step-by-step guide through all processing steps after data 
acquisition. The lbFCS software package and installation instructions are available at https://github.com/schwille-

















Supplementary Figure 1. Step-by-step guide through lbFCS analysis. (a) Software flow diagram depicting how final 
autocorrelation analysis result is obtained from DNA-PAINT raw-data. Rectangles represent saved data containing custom 
file extension and data format. Rounded boxes represent modules from ‘picasso’ python package1 (blue) 
(https://github.com/jungmannlab/picasso) or custom python modules (ocher) (see Supplementary Materials) with half 
open circles indicating either input or output files according to flow direction. All additional input parameters of the modules 




Supplementary Figure 2. Custom-built TIRF microscope and laser power series. (a) Sketch of custom-built TIRF 
microscope. See Supplementary Methods for details on components. (b). Power series on sample containing single docking 
strand DNA origami at 21°C (the temperature condition yielding the longest imager residence times, i.e. lowest 𝑘𝑜𝑓𝑓). The 
laser power was measured after the fiber exit (see (a)). The red area highlights the regime where the laser power is high 
enough to photobleach the dye molecules of bound imager strands before dissociation which therefore significantly affects 
the extracted values of 〈𝜏〉. We chose a laser power at ~1.4 mW (green), where we did not affect the extracted rates but 
were still able to robustly detect fluorescence bursts for super-resolution reconstruction.  




Supplementary Figure 3. Filtering out clusters whose intensity vs. time traces exhibit flawed dynamics. (a) Final 
distributions of kinetic variables as obtained before ‘filter’ module (see Supplementary Figure 1) over all picks of a sample 
containing DNA origami with 12 DSs at c = 5 nM. The variable mean(frame) and std(frame) refer to the mean (standard 
deviation) of the timestamp (frame) of all localizations in a pick. (b) The ‘pickprops’ module (see Supplementary Figure 1) 
applies two fitting procedures to the autocorrelated intensity vs. time trace (black stars): (1) a non-linear least square fit 
according to the equation G𝑖(𝑙) = A𝑖𝑒
𝑙/τ𝑖 + 1  (gray) and, (2) a linear fit to the logarithmized autocorrelation function using 
the logarithmic form of the same equation log(G𝑖(𝑙) − 1) = A𝑖 + 𝑙/τ𝑖 (red dashed). The linearized logarithmic fit does only 
take into account the first 10 data points of the autocorrelation. In the first filtering step the two different  τ𝑖 for each pick 
obtained by the two fitting approaches are compared. If the value τ𝑖 as resulting by (2) deviates more than 20 % of the value 
τ𝑖 as resulting by (1) the pick is disregarded for further analysis. The resulting distributions over all picks after this filtering 
step are shown in (c). In the second filtering step the median over all picks for each of the variables mean(frame), std(frame), 
τ𝑖 and A𝑖  is calculated. Picks with the following attributes are disregarded for further analysis (indicated by the red area): 
mean(frame) < 0.85 x median or > 1.15 x median, std(frame) < 0.85 median, τ𝑖 > 2 x median, A𝑖 > 4 x median. 
 
 




Supplementary Figure 4. Unspecific surface binding interactions. (a) DNA-PAINT image of a surface-passivated 
sample (BSA-Biotin-Streptavidin, see sample preparation in Supplementary Methods) containing no DNA origami but only 
10 nM imager in the solution. Unspecific binding of imager to the surface is registered as blinking events leading to a 
homogeneous distribution of localizations over the surface. The histogram below shows the number of photons counted in 
each localization event. (b) DNA-PAINT image of sample containing DNA origami acquired under the same conditions as 
(a). DNA origami appear as bright spots whereas unspecific binding still leads to a homogeneous surface coverage of 
localizations. The photon count histogram now displays a distinct peak around 13,000 originating from specific binding 
interactions to DNA origami in addition to the same unspecific distribution as in (a). (c) For further lbFCS analysis we only 
process localizations within identified localization clusters (picks, white circle, see also Figure 1b). The photon count 
histogram of the localizations from all picks exhibits the same peak as in (b) from specific binding interactions but 





Supplementary Figure 5. 1DS counting results for lbFCS at varying temperature and MgC2 concentration. (a) Sum 
of the counting results for lbFCS measurements at 21 - 24 °C (see Figure 3a). (b) Sum of the counting results for lbFCS 








Supplementary Figure 6. Self-calibrating counting independent of absolute imager concentration. (a) As described 
in the Supplementary Methods (sample preparation) we adjusted the imager concentrations to c = 5, 10 and 20 nM starting 
with the highest concentration c = 20 nM which we subsequently diluted twice at a ratio 1:1. Here, we illustrate that the 
counting ability of lbFCS does in fact not depend on the absolute imager concentration. The black 〈τ〉 vs. c fit shows the 
results of the lbFCS measurement series on samples containing 1DS origami structures (referred to as “true” due to c = 5, 
10 and 20 nM). Next, we assume that we actually failed to adjust the first dilution by a factor of 2 to 40 nM instead of 20 nM 
resulting in a horizontal shift of the three measurement points to the right (red arrow). The orange 〈τ〉 vs. c curve hence fits 
the data points at c = 10, 20 and 40 nM (“double”). Similarly, we go through the “half” scenario where we started with 10 nM 
and ended up with 5 and 2.5 nM shifting the data points horizontally to the left (red arrow, purple fit). (b) Same as (a) but for 
1/A obtained from the three data sets. As described in the main text, all three fits cross pass through the origin since the 
concentration ratios are still conserved. (c) 𝑘𝑜𝑛 obtained from the three 〈τ〉 vs. c fits in (a). The relative offset in the imager 
concentration c inversely translates into an offset in 𝑘𝑜𝑛 (i.e. 𝑘𝑜𝑛 doubles for “half” and halves for “double”. See eq. 2) (d) 
𝑘𝑜𝑓𝑓 obtained from the three 〈τ〉 vs. c fits in (a). 𝑘𝑜𝑓𝑓 is unaffected by the introduced offset in c (also visible at the identical 
y-axis intersections in (a). Compare eq. 2 for c→0). (e) lbFCS yields identical counting results (sum Ni over the three 






















Supplementary Figure 7. The qPAINT approach. (a) Current standard for extracting imager hybridization kinetics from 
DNA-PAINT data. The intensity vs. time trace (blue) is compressed into a system of two states (red): i) Bright (bound imager) 
and ii) Dark (no imager). Here, information regarding simultaneous binding of multiple imagers resulting in higher intensity 
values is lost. All dwell times in both states, referred to as bright times 𝜏𝐵 and dark times 𝜏𝐷, are extracted from the 
compressed trace and processed into cumulative histograms. Short disruptions of fluorescence bursts in the intensity trace 
(i.e. between two bright times) less than a predefined ‘ignore’ parameter are discarded (i.e. the two bright times a treated 
as one bright time with the combined duration. Standard: ignore = 1 frame). The histograms are fitted with the fit model1  
𝐹(𝜏𝑚) = (1 − exp (
𝜏𝑚
〈𝜏𝑚〉
)) 𝑎 + 𝑏, where 𝑚 = B, D and the angle brackets denote the mean of the respective distribution. 𝑎 
and 𝑏  are empirical fit parameters introduced for improved qPAINT counting performance (see implementation at 
https://github.com/jungmannlab/picasso1). In order to apply this fit model with three parameters to an intensity vs. time trace 
from a localization cluster, the trace needs to exhibit at least three unique dark times (e.g. two dark times of lengths = 2 
frames, three dark time of lengths = 5 frames and one dark time of length 11 frames. See Supplementary Figure 9). The 
imager hybridization rates can be obtained via the following relations1,6,7: 𝑘𝑜𝑓𝑓 = 〈𝜏B〉
−1 and 𝑘𝑜𝑛𝑐 = 〈𝜏D〉
−1. (b) Counting with 
qPAINT relies on calibration to the imager influx rate during a DNA-PAINT measurement obtained from single docking 




𝑐. qPAINT is based on the assumption that a cluster of N DS will produce an intensity vs. time trace with 
a mean dark time 〈𝜏D,𝑁〉 shortened by a factor of N compared to a 1DS. Hence, qPAINT counting results for each localization 
cluster i are obtained via the relation: Ni = (𝑘𝑜𝑛
𝑞𝑃𝐴𝐼𝑁𝑇
𝑐 × 〈𝜏D,𝑖〉)

















Supplementary Figure 8. qPAINT calibration from single docking strands. (a) For qPAINT calibration we used the 
measurements obtained on 1DS structures as in Figure 2a-e. (b) 1/〈𝜏D〉 vs. c fit for the 10 concentration series. As defined 
in Supplementary Figure 7, 1/〈𝜏D〉 = 𝑘𝑜𝑛
𝑞𝑃𝐴𝐼𝑁𝑇
𝑐 which means that 𝑘𝑜𝑛
𝑞𝑃𝐴𝐼𝑁𝑇
 required for qPAINT calibration can directly be 
read off the slope of the fit. (c) Scatter in 𝑘𝑜𝑛
𝑞𝑃𝐴𝐼𝑁𝑇
 obtained from fits in (b). Mean and standard deviation are indicated as 
grey line and light grey area, respectively. The mean of 〈𝑘𝑜𝑛
𝑞𝑃𝐴𝐼𝑁𝑇〉 = (7.7 ± 0.2 × 106) M-1s-1 was used as calibration for all 
qPAINT counting results. We would like to note that the high precision in 𝑘𝑜𝑛
𝑞𝑃𝐴𝐼𝑁𝑇
 is due to profiting from the filtering 
procedure introduced in Supplementary Figure 3, which in turn is based on the unique property of the autocorrelation 




Supplementary Figure 9. Nout vs. Nin at varying imager concentrations. (a) Top: median of the counting results Nout vs. 
Nin plot comparing the results obtained via qPAINT (red) vs. lbFCS (blue) at c = 5 nM as in Figure 4b. The black dashed 
line displays a line through the origin of slope one as expected for ideal counting results (i.e. Nout = Nin). The first qPAINT 
data point at N = 48 deviating from the ideal behavior is indicated by a black arrow. Bottom: histogram showing the number 
of unique dark times per intensity vs. time trace for the N = 48 qPAINT data point. The dashed red line indicates the minimum 
of three unique dark times per intensity trace required for the fit described in Supplementary Figure 7. In case a trace 
exhibited less than three unique dark times, we assigned the mean dark time obtained over all fits to the cluster. Clusters, 
i.e. traces featuring no dark time at all were discarded from further analysis. (b) Top: same as in (a), but for c = 10 nM. 
Bottom: the majority of clusters in the data set indicated by the black arrow at N = 30 exhibit less than the required three 
unique dark times. (c) Same as in (a-b), but for c = 20 nM. Histogram of unique dark times displayed for the data  
point at N = 18. 






Supplementary Figure 10. Simultaneous binding in dense clusters limits qPAINT. (a) Schematic of the case of 
simultaneous binding of imagers to two docking strands A and B in close proximity. The diffraction limited images indicate 
an increase in fluorescence intensity when an imager is bound to both docking strands compared to when only a single 
imager is bound. (b) Individual intensity vs. time traces for DS A and B. The duration of simultaneous binding is shaded in 
grey. The resulting intensity vs. time trace (bottom) extracted from the localization cluster of the two DSs exhibits an 
extended bright event and shortened dark event (black-red dashed double arrows) when analyzed according to qPAINT 
(see Supplementary Figure 7). To avoid simultaneous binding events limiting this approach the imager concentration has 




Supplementary Figure 11. Nout vs. Nvis comparison per integer from visual counting results. (a) lbFCS/qPAINT 
counting results for the N = 4 data set at c = 5 nM compared to visual counting results. The bold black line indicates the line 
through the origin of slope one as expected for ideal counting (i.e. Nout = Nvis). The light black dashed lines indicate a 
counting error of ± 1. This implies that for each Nvis more than 50 % of all clusters fulfill the criterion abs(Nout – Nvis) < 1. (b) 











Supplementary Figure 12. Depletion of docking strands for DNA-PAINT imaging at low laser power. (a) Three-point 
concentration series for DNA origami samples (N = 12) each measured for 2 h (4 × longer than standard lbFCS 
measurement time). The data sets were temporally divided into 4 segments and each analyzed via lbFCS. The four 
respective overlapping 〈τ〉 vs. c fits yield that neither of the global parameters 𝑘𝑜𝑛, 𝑘𝑜𝑓𝑓 and c changed over the acquisition 
time. (b) In contrast, the four 1/A vs. c fits clearly change over time as a result of DS depletion occurring even at low laser 
power. (c) DS depletion rate normalized to the lbFCS counting results from the first segment. (d) Repeat of the same 
concentration series as in (a) with POC + Trolox added to the imaging solution also indicating constant global parameters 
over time. (e)  In contrast to (b) with POC + Trolox 1/A does also not change over time. (f) Negligible depletion rate of DS 
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Supplementary Table 1 | Total number of analyzed clusters for lbFCS/qPAINT counting 
N c (nM) No. of automatically 
detected clusters 
No. of clusters 
after filtering 
No. of clusters 
after removal 
of Nvis = 0 
No. of clusters for 
lbFCS analysis 
No. of clusters 
for qPAINT  
analysis 
Reference 
4 5 28,166 12,815 10,963 10,963 10,963 Figure 4d (top) 
4 10 18,824 6,343 5,245 5,245 5,245 Figure 4d (middle) 
4 20 24,775 7,399 6,090 6,090 6,090 Figure 4d (bottom) 
12 5 3,825 1,782 1,781 1,781 1,781 Figure 4e (top) 
12 10 4,288 1,779 1,778 1,778 1,777 Figure 4e (middle) 
12 20 3,662 1,200 1,200 1,200 1,171 Figure 4e (bottom) 
48 5 9,743 3,829 n.a. 3,829 3,822 Figure 4f (top) 
48 10 3,899 1,653 n.a. 1,653 1,496 Figure 4f (middle) 
48 20 9,949 1,584 n.a. 1,584 419 Figure 4f (bottom) 
 
 
Supplementary Table 2 | Used DNA-PAINT sequences 
Shortname 
(docking strand length) 
Docking strand sequence Imager sequence Experiment 
PS6 (8 nt) TT TCCTCCTC  GAGGAGGA-Cy3b All experiments 
 
 
Supplementary Table 3 | Parameters for analysis steps 
Module Parameters 
localize Net gradient = 400 
Quantum efficiency = 0.82 (from Camera Specs) 
Sensitivity = 0.53 (from Camera Specs) 
Box size = 5 pixel 
Background = 70 
render : undrift No of segments for RCC drift correction: 500 
autopick Oversampling = 5 
Net gradient = 300 
render : picked Pick diameter = 2 pixel 
pickprops Ignore = 1 (for qPAINT analysis, see Supplementary Figure 7)  
filter n.a. 
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Part III








Binding Kinetics Molecular Counting
Figure 7.1. Generalization of the Concept of lbFCS. Primarily, lbFCS is amethod to precisely
measure the binding kinetics of ligand-receptor interactions. Optionally, themeasured binding
rates can be used downstream for molecular counting of receptor copy numbers.
In Chapter 6, we demonstrated the first experimental application of lbFCS in
combination with DNA-PAINT. Our main focus in this first study was targeted at a
fundamental problem in the field of quantiative SMLM: translating the number of
localizations in a super-resolved SMLM image into actual copy numbers of target
molecules [43, 105]. While addressing the SMLM counting problem was in fact our
main motivation when developing the method in the first place, it is important to
abstract lbFCS from this specialized context in hindsight. The two-step workflow
of lbFCS can be generalized as i) measuring the binding kinetics of ligand-receptor
interactions (mimicked by DNA hybridization in [97]) and ii) using the obtained rates
for absolute counting of receptor numbers (mimicked by docking strands in [97]).
In this generalized wording, it becomes immediately clear that the second step is
fully optional in case one solely intends to determine the binding kinetics of a system
of interest (see schematic in Fig. 7.1). In fact, characterization of ligand-receptor
interactions plays a pivotal role in the life sciences, not only in fundamental biological
research, but also in drug development [120–123].
The purpose of this chapter is, therefore, to equally stress the applicability of
lbFCS as a tool for affinity studies with a potentially larger interest group besides
its specialized application for molecular counting. In the first section, we revisit the
current workflow of measuring binding kinetics with lbFCS and optimize it with
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respect to the number of used samples and measurement time (on the model system
of DNA hybridization), achieving a 4× improvement from over currently 3 h to only
50 min without a loss in measurement precision. In the second section, we focus
on developments of lbFCS with respect to molecular counting in combination with
DNA-PAINT. We present an improved direct counting framework without relying
on the absolute imager concentrations and validate the approach in silico and in vitro
using DNA origami. Furthermore, we demonstrate that lbFCS allows molecular
counting even in a single sample by repeatedly exchanging the imaging buffer. The
second section ends with the first cellular counting application of lbFCS, targeting
nucleoporins in the nuclear pore complex of fixed human U2OS cells. The chapter
closes with an overview of both the overall potential and the possible pitfalls of both
applications of lbFCS with respect to rate determination and molecular counting.
7.2 Measuring Bimolecular Binding Rates at the Single Molecule Level
The rates at which biological interactions and dynamics occur are crucial parameters
for understanding the fundamental processes of living systems and for devising
strategies in targeting a multitude of diseases. Prominent examples are the turnover
rate of an enzyme onto its substrate, the affinity at which an antibody binds its
antigen or receptor-ligand interactions. Overall, they comprise all combinations
of interactions between the constituting molecular families of living systems (i.e.,
proteins, nucleic acids, sugars and lipids), but also the effects of exogenous substances
such as drugs and toxins on any of these biomolecules. Both the plethora and
the complexity of these interactions have led to the development of a multitude
of experimental approaches and techniques, allowing to characterize the type of
interaction, overall affinities and, partially, also the underlying individual reaction
rates. Approaches include biochemical affinity-based separation methods such as
electrophoretic mobility shift assays [124], enzyme-linked immunosorbent assays
[125] or affinity chromatography [126, 127]. Technically more elaborate biophysical
approaches comprise FCS [15, 69, 70] and TIR-FCS [40, 74, 78, 128, 129], isothermal
titration calorimetry[130–132], capillary electrophoresis [133–135], quartz crystal
microbalance [136, 137], microscale thermophoresis [138–140], stopped-flow analysis
[141–143] or surface plasmon resonance [144–146].
Considering that this long list is not even exhaustive, a detailed discussion of
individual advantages or disadvantages of one method over the other is beyond the
scope of this thesis. Generally, these methods can find complimentary applications
in studying biomolecular interactions, and commonly the choice is determined by
practical factors such as required sample volume, label-free detection ability, speed
and precision of the measurement, the interaction type and whether it is sufficient
to measure the dissociation constant  D or also the underlying reaction rates. Even
more pragmatically, the method of choice is determined by infrastructure accessibility
and essentially the degree of available and/or required training.
While all of these methods have been succesfully applied in countless studies
and have become standard tools in life science research, they all have one common
peculiarity: they rely on ensemble measurements with the implication that potential
heterogenities in and the stochastic nature of the interaction of interest are concealed
in the averaged readout. Furthermore, the readout of an averaged interaction
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analysis bears potential risks of additional unwanted components biasing the targeted
interaction without notice. Parallelized single molecule detection schemes, in contrast,
allow to directly observe thousands of interacting molecules in parallel, not only
providing sufficient statistics for precise ensemble descriptions, but even access down
to single stochastic events [121, 122, 147]. Furthermore, nonspecific adsorption,
particularly occuring for surface-based methods, can be efficiently excluded from
analysis [97, 148]. Prominent approaches allowing a parallelized single molecule
readout include zero-mode waveguides [149–151], nanopores [95, 152], FRET sensors
[147, 153], magnetic tweezers [154–156], high-speed atomic force spectroscopy [157–
159] and SMLM [36, 160–162].
SMLM-based approaches typically assay bimolecular interactions via immobiliza-
tion of one binding partner on the surface of a glass slide to which its fluorescently-
labeled and freely-diffusing partner molecule can bind [36, 160, 163]. While SMLM
generally poses the requirement of a fluorescent label, possibly altering the interaction
between the two molecules of interest, also label-free detection schemes have been
proposed exploiting the competitive interaction between the fluorescently-labeled
molecule and its unlabeled counterpart [164]. Monitoring thousands of molecules in
parallel (typically via TIRF microscopy) allows to cumulate the dwell time distribu-
tions of both the bound state and the unbound state. As described in Chapter 2, from
these one can directly calculate :on and :off.
With lbFCSwehave introduced an alternative analysis approach for reading out the
hybridization rates from SMLM-based surface-binding data. The main advantage of
lbFCS is that it allows to obtain :on and :off independent of the number of immobilized
target molecules within a localization cluster [97]. However, even for well-seperated
individual target molecules lbFCS can be advantageous over a dwell-time-based
analysis. First, dwell-time analysis typically relies on discarding short interruptions
in the fluorescence traces by a so-called ’ignore’ parameter [36], shifting the measured
:off to lower values. Furthermore, missing short binding events below the detection
threshold/sampling rate can result in longer dark times in between events decreasing
the measured :on [165]. In contrast, lbFCS constitutes an unambiguous analysis
framework without requiring to manually choose analysis parameters (such as the
ignore parameter) in order to obtain both :on and :off [97]. Furthermore, lbFCS offers
additional filtering capabilities to identify and exclude target molecules which exhibit
improper binding interactions [97]. In the following section, we review the current
workflow of lbFCS for quantifying bimolecular interactions, explore the optimization
potential with respect to sample preparation and data acquisition and summarize our
findings in the context of possible next steps.
7.2.1 The Current lbFCS Workflow
In Fig. 7.2 the current workflow of how to measure binding kinetics with lbFCS is
depicted. As in Chapter 6, we follow the example of DNA origami labeled with a
single docking strand (’1DS’). In order to determine :on and :off of fluorescently
labeled imagers to 1DS origami, three sealed samples need to be prepared at imager
concentrations (2) 5 nM, 10 nM and 20 nM (summing up to a total preparation time of
∼60 min). Subsequently, all three samples are imaged for a total measurement time of
120 min. The automated analysis pipeline finally performs localization of emitters,
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rendering of the super-resolved images, automated localization cluster detection,
autocorrelation analysis, filtering of each of the three data sets and, finally, fitting
Eq. 2.38 (page 23) to the plot of 〈〉 vs. 2 to directly obtain :on and :off. These post-
processing steps take about ∼10 min in total. We have shown in Chapter 6 that this
workflow allowed us to repeatedly measure the kinetic rates at a experimental error of
smaller than >5 %, despite sample-to-sample variations and freshly prepared imager
stocks. However, this remarkable precision and repeatability is attained at the cost of
over three hours of sample preparation, data acquisition and post-processing. While
this might seem a reasonable time for certain individual experiments, it renders larger
parameter scans such as the influence of buffer conditions on DNA hybridization
impractical. The purpose of this first Section is to elucidate towhich extent it is possible
to reduce the experimental effort and time consumption while still maintaining an
acceptable experimental precision.
Current lbFCS workflow for measuring bimolecular binding kinetics


















Figure 7.2. Current lbFCS Workflow for Measuring Binding Kinetics. Exemplary descrip-
tion of the workflow determining the binding kinetics (:on and :off) of DNA hybridization
using lbFCS.
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7.2.2 Two-Point Concentration Series
First, we looked at the number of samples used for an lbFCS imager concentration
series. As described in Chapter 6, rate determination follows fitting Eq. 2.38 to the plot
of 〈〉 vs. imager concentration. For this procedure at least two concentration points
are required. Imaging a third imager concentration point was initially performed as a
measure to increase the robustness of lbFCS. Using the data previously presented
in Chapter 6, we employed varying combinations of pairs of imager concentrations
(21, 22) for the lbFCS pipeline and compared the outcome with the standard procedure
of three concentration points (21, 22, 23). Prior to presenting new lbFCS results we
want to state that for all presented data in this Chapter we followed the exact analysis
pipeline as published in Chapter 6, with the exception of using  and  obtained from
the linearized exponential fit instead of the exponential fit (see Supplementary Fig. 3
in Chapter 6) due to a better convergence behavior.
Results and Discussion
We used all possible combinations of three imager concentrations for stock 1-5 from
Fig. 2 in Chapter 6): (5 nM, 10 nM), (10 nM, 20 nM) and (5 nM, 20 nM) in order
to compare the experimental variations in resulting :on and :off with respect to the
standard reference (5 nM, 10 nM, 20 nM) (see Fig. 7.3 a,b,c and d, respectively).
The first row in Fig. 7.3 depicts the 〈〉-vs.-2 fits for the four combinations. While
for (5 nM, 10 nM) we observed strong variations, this was more moderate for the
combination of (10 nM, 20 nM). The combination of (5 nM, 20 nM), however, resulted
in almost identical curves compared to the standard reference.
The 1/-vs.-2 fits depicted in the second row of Fig. 7.3 overall seemed to be
less affected by the choice of imager concentration points, but again (5 nM, 20 nM)
produced curves similar to the reference.
The two bottom rows of Fig. 7.3 illustrate the resulting :on and :off obtained from
each of the 〈〉-vs.-2 fits in the first row. The grey dashed line indicates the mean over
all imager stocks and the grey shaded area the corresponding standard deviation.
While the first two combinations (5 nM, 10 nM) and (10 nM, 20 nM) were prone to
larger fluctuations in either :on or :off, the results for (5 nM, 20 nM) confirmed the
visual impression from the fits and produced close to identical hybridization rateswith
respect to the three-point concentration series. The analysis results are summarized
in Table 7.1 for a more quantitative overview. Overall, two imager concentration
measurements seem to be sufficient for lbFCS analysis, however, combinations of
close concentration points (i.e., (5 nM, 10 nM) and (10 nM, 20 nM)) turned out
to be unfavorable due to larger experimental errors (e.g., up to 16.1 % in :on and
Table 7.1. lbFCS Results for Hybridization Rates for 2-Point Concentration Series
Combination imager conc. (nM) kon (106/"B ) Δkon (%) koff (10−1/B ) Δkoff (%)
(5, 10) 7.10 ± 1.14 16.1 2.72 ± 0.08 2.9
(10, 20) 6.64 ± 0.49 7.4 2.76 ± 0.10 3.6
(5, 20) 6.79 ± 0.17 2.5 2.73 ± 0.04 1.5
(5, 10, 20), reference 6.81 ± 0.20 2.9 2.73 ± 0.03 1.1
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Combinations of 2-point c-series
a b c d
5 nM + 10 nM 10 nM + 20 nM 5 nM + 20 nM 5 nM + 10 nM + 20 nM
Reference 3-point ceries
Figure 7.3. Two-Point lbFCS Concentration Series on 1DS Origami. a Using the data from
[97] (imager stock 1-5; see Fig. 2 in Chapter 6) only the 5 nM and 10 nM data sets were used
for lbFCS analysis. b Same as (a), but for 10 nM and 20 nM data sets. c Same as (a,b), but for
5 nM and 20 nM data sets. d Same as (a,b,c), but use of 5 nM, 10 nM and 20 nM data sets as a
reference standard. First row: 〈〉-vs.-2 fits, second row: 1/-vs.-2 fits, third row: :on results
and fourth row: :off results. Error bars correspond to standard deviation in case of 〈〉 and
interquartile range in case of .
3.6 % in :off). The combination of (5 nM, 20 nM) turned out to be the optimal choice,
reproducing the absolute values of :on and :off compared to the reference both at an
experimental error <2.5 %.
7.2.3 Faster Image Acquisition
Next, we turned our attention towards shorter, i.e., faster image acqusition. Initially,
we adjusted our total data acquisition times according to the ideal measurement times
reported for SI-FCS [40] (∼ 300× longer than the expected decay constant ). However,
the signal of single localized intensity vs. time traces significantly differs from the
surface-integrated signal of SI-FCS, due to additional contributions of 3D imager
diffusion and unspecific surface interactions [40, 97]. Thus, we simulated synthetic
intensity vs. time traces, mimicking a wide range of lbFCS measurement durations to
assay the influence of measurement time on the obtained results. Subsequently, we ex-
perimentally confirmed the simulation results by temporally segmenting experimental
data sets into shorter measurement times prior to lbFCS analysis.
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Results and Discussion
The simulation module for synthetic intensity vs. time traces which was used in this
section was written by Florian Stehr and is published in the lbFCS repository (https:
//github.com/schwille-paint/lbFCS). After defining the initial parameters (i.e.,
number of docking strands # , :on, :off, the camera frame exposure time and imager
concentration 2) the module allows simulation of an arbitrary number of traces
of desired duration (based on drawing exponentially distributed bright and dark
times) directly into the output format "_picked.hdf5" for downstream lbFCS analysis
(compare Suplementary Fig. 1 in Chapter 6). Note that the simulation in its current
formdoes not include photon noise. Hence, it solely accounts for statistical uncertainty
attributed to the finite number of independent fluctuations within the simulated
measurement time.
Usingour experimental conditions from [97] (#=1, :on = 6.5×106/Ms, :off = 0.28/s,
exposure time 200 ms and 2 = [5 nM, 20 nM]), 4,000 synthetic 1DS traces were
simulated for the following measurement durations (in frames): 1,000, 2,000, 4,500,
9,000 and 18,000. Note that 9,000 frames (i.e., 30 min at exposure time 200 ms) is the
current standard for 10 nM and 20 nM samples and 18,000 frames (i.e., 60 min) for
5 nM samples. The left panel in Fig. 7.4a displays the obtained 〈〉 results obtained
from lbFCS analysis of the simulated data which were overall in excellent agreement
with the expected outcome (ground truth calculated by Eq. 2.38 on page 23 and
indicated by the dashed lines). Inspection of the relative deviation of 〈〉 with respect
to the ground truth (see Fig. 7.4a, right panel) revealed that even at a simulated
measurement time as short as 4,500 frames for both imager concentrations thedeviation
fell below 2 %. Furthermore, hardly any change was observed comparing 4,500 frames
and 9,000 frames simulation time. Similarly, Fig. 7.4b shows the corresponding lbFCS
results of  and the relative deviation to the ground truth (calculated by Eq. 2.39,
page 23), respectively, confirming that also  as the second lbFCS fit parameter was
determined at reasonable precision (<2 %) for simulation times as short as 4,500
frames and negligible gain was observed compared to measuring for 9,000 frames.
Overall, the simulation results suggest that for all three imager concentrations
〈〉 and  can be reasonably well extracted from intensity vs. time traces as short as
15 min (4,500 frames). It should be highlighted, however, that the precision at which
both observables can be measured increases with simulated measurement time, as
indicated by the shrinking error bars. Hence, measurement time can become more
important in lbFCS applications when it comes to resolving differences in closely
lying populations of either variable.
As a next step, we investigated to which extent the simulation results translate to
experimental data by performing temporal segmentation of experimental intensity
vs. time traces prior to lbFCS analysis. Fig. 7.4c displays an exemplary trace from
a data set acquired at 5 nM imager concentration. The black dashed lines indicate
the cut off values to artificially shorten the data set into the previously simulated
measurement times. Fig. 7.4d shows the resulting averaged autcorrelation curves
(black circles) obtained for each measurement time and the grey shaded area indicates
the standard deviation at each lag time. Both the linearized and the exponential
fit are indicated by cyan and magenta dashed curves, respectively. The number of
remaining intensity traces after filtering is given in the figure legend. Notably, this
number increased significantly until 9,000 frames measurement time, in contrast to
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Figure 7.4. Temporal Segmentation - Towards Faster Data Acquisition. a Left: 〈〉 results
obtained from simulated intensity traces of varying duration at 5 nM and 20 nM imager
concentration. Ground truth indicated by dashed lines. Right: Relative deviation from
ground truth. b Left:  results obtained from simulated intensity traces of varying duration
at 5 nM and 20 nM imager concentration. Ground truth indicated by dashed lines. Right:
Relative deviation from ground truth. c Intensity vs. time trace from an experimental data
set acquired at 5 nM imager concentration. Black dashed lines indicate cut off values for
temporal segmentation prior to lbFCS analysis. d Averaged experimental autocorrelation
curves () (black) obtained from lbFCS analysis of the entire temporally segmented data set.
Grey shaded area depicts standard deviation at each lag time. Exponential and linear fit (see
Chapter 6) indicated by magenta and cyan curves, respectively. e Resulting  distributions
obtained from lbFCS analysis in d. Relative deviation of the mean 〈〉 given below with
respect to the full measurement time (18,000 frames). f Resulting  distributions obtained
from lbFCS analysis in d. Relative deviation of  (median) given below with respect to the
full measurement time (18,000 frames). Error bars correspond to standard deviation in the
case of  and interquartile range in the case of .
an only minor increase from 9,000 to 18,000 frames. This is explained by the fact that
due to the shorter the observation time window becomes, the less likely it is that an
intensity trace fullfils all filter criteria (compare Supplementary Fig. 3 in Chapter 6).
We also observed that the standard deviation of (ℓ ) decreases with measurement
time. Fig. 7.4e displays the resulting distributions of  obtained from all linear fits
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Figure 7.5. Temporal Segmentation Results of lbFCS Concentration Series. a Averaged
〈〉-vs.-2 fits for varyingmeasurement durations averaged over lbFCS analysis results obtained
from stocks 1-5 from [97] (see Fig. 2 in Chapter 6). bAveraged 1/-vs.-2 fits obtained from the
same data sets as in (a). c Plots of 〈〉 vs. measurement time for varying imager concentrations.
Dashed lines indicate the data point at 9,000 frames measurement time. d Plots of  vs.
measurement time for varying imager concentrations. Dashed lines indicate the data point
at 9,000 frames measurement time. e Plot of relative deviation of 〈〉 with respect to 9,000
frames measurement time. f Plot of relative deviation of  with respect to 9,000 frames
measurement time. g Plot of :on vs. measurement time obtained from fits in (a). h Plot of :off
vs. measurement time obtained from fits in (a). All data points and error bars display mean
and standard deviation, respectively, obtained from lbFCS analysis of the five 2-series.
of each temporal segmentation of the data set. Analogous to the simulated data we
observed an increase in  with measurement time until it converges. Similarly, all
resulting -distributions are depicted in Fig. 7.4f, again in good agreement with the
simulation results. Due to the neglegible difference in lbFCS observables between
9,000 and 18,000 frames measurement time we concluded that even at an imager
concentration of 5nM a measurement time of 9,000 frames (30 min) is sufficient.
Next, all previous 1DS data sets from stock 1-5 were temporally segmented into all
of the following meausrement durations: 1,000, 2,000, 4,500, 7,000 and 9,000 frames
and reanalyzed by the lbFCS pipeline. Fig. 7.5a shows the resulting 〈〉-vs.-2 fits for
each cut-off value averaged over all 5 imager stocks. We again observed the same
behavior as for 5 nM also for the 10 nM and 20 nM data sets, showing first an increase
and later close to convergence to the data point at the longest measurement time 9,000
frames. The 1/-vs.-2 fits showed hardly any effect with respect to measurement
time (see Fig. 7.5b).
Fig. 7.5c and d display plots of both 〈〉 and  vs. measurement time, respectively.
The dashed lines each represent the data point of the longest measurement time,
which can be considered to be the most precise (since experimentally it is not possible
to define a ground truth in constrast to previous simulations). The respective relative
deviations normalized to the last data point are depicted in Fig. 7.5e and f. Remarkably,
in line with the simulation results (compare Fig. 7.4a,b), also for the experimental
data the relative deviation was <2 % for all three imager concentrations at a total
measurement time of 15 min (4,500 frames) in both lbFCS observables. Finally,
Fig. 7.5g and h depict the :on and :off results obtained from the 〈〉-vs.-2 fits in Fig.
7.5a. Again, the dashed lines represent the result at 9,000 frames measurement time,
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to which the relative deviation shown below the two plots was normalized. While
:on appeared to be understimated at short measurement times, :off turns out to be
overestimated. However, in accordance with the behavior of both lbFCS observables,
a measurement time of only 4,500 frames retrieves binding rates nearly identical to
those for 9,000 frames, which is also supported by the more quantitative overview of
the results of the temporal segmentation provided in Table 7.2.
Table 7.2. lbFCS Results for Hybridization Rates for Shorter Measurement Times
Measurement Time (p. sample) kon (106/"B ) Δkon (%) koff (10−1/B ) Δkoff (%)
1000 fr / 3.3 min 5.29 ± 0.59 11.2 3.45 ± 0.07 2.0
2000 fr / 6.7 min 6.67 ± 0.34 5.1 2.96 ± 0.05 1.7
4500 fr / 15 min 6.81 ± 0.16 2.4 2.80 ± 0.03 1.1
7000 fr / 23.3 min 6.84 ± 0.20 2.9 2.74 ± 0.04 1.5
9000 fr / 30 min 6.81 ± 0.20 2.9 2.73 ± 0.03 1.1
7.2.4 Fast Acquisition of Two-Point Concentration Series
In a last step, we combined the two previous findings and assayed the influence
of temporal segmentation on the outcome of using the best performing two-point
concentration series, i.e., the combination of 5 nM and 20 nM imager concentration.
Results and Discussion
Fig. 7.6a depicts the corresponding 〈〉-vs.-2 fits for measurement times 2,000 frames,
4,500 frames and 9,000 frames (7 min, 15 min and 30 min, respectively), again
showing converging behavior towards longer measurement times. Also the 1/-vs.-2
fits depicted in Fig. 7.6b did not indicate any visually observable influence with
respect to measurement time. Comparing the resulting :on and :off (Fig. 7.6c and d,
respectively) we again observed only a minor effect between 4,500 frames and 9,000
framesmeasurement time. The summarized values in Table 7.3 indicate that using two
samples with imager concentrations of 5 nM and 20 nM and a total measurement time
of 4,500 frames per sample performs nearly identical as the initially-suggested three-
point concentration series (compare Table 7.1). Remarkably, the results produced by a
measurement time of 2,000 frames (∼7 min) only deviate by ∼2 % in :on and by 6 % in
:off compared to 9,000 frames.
While we have previously shown that :off is independent of the absolute imager
concentrations [97] (only depending on the ratio of imager concentrations used in the
samples), the obtained value of :on depends on the absolute imager concentration
(see Eq. 2.38). Here, an additional and inevitable error source is introduced by
the experimentalist when adjusting the actual imager concentration in the sample.
Overall, it is important to know how the uncertainties in the measured reaction rates
translate into the uncertainty of  D. In this perspective, it will be interesting to assay
a well-known bimolecular reaction using lbFCS and compare the results obtained by
a complementary method.
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a dcb
Figure 7.6. Faster Acquisition of Two-Point lbFCS Concentration Series. a Averaged 〈〉-
vs.-2 fits for varying measurement durations averaged over lbFCS analysis results obtained
from (5 nM, 20 nM) data sets from stocks 1-5 from [97] (see Fig. 2 in Chapter 6). b Averaged
1/-vs.-2 fits obtained from the same data sets as in (a). c Plot of :on vs. measurement time
obtained from fits in (a). Plot of relative deviation of :on with respect to 9,000 frames data
point given below. d Plot of :off vs. measurement time obtained from fits in (a). Plot of relative
deviation of :off with respect to 9,000 frames data point given below. All data points and error
bars display mean and standard deviation, respectively, obtained from lbFCS analysis of the
five two-point 2-series.
Table 7.3. lbFCS Results for Two-Point Concentration Series at Shorter Measurement
Times
Measurement Time (p. sample) kon (106/"B ) Δkon (%) koff (10−1/B ) Δkoff (%)
2000 fr / 6.7 min 6.68 ± 0.33 4.9 2.96 ± 0.06 2.0
4500 fr / 15 min 6.80 ± 0.17 2.5 2.79 ± 0.03 1.1
9000 fr / 30 min 6.79 ± 0.17 2.5 2.73 ± 0.04 1.5
7.2.5 Conclusion
In the initially-proposed scheme of performing a concentration series in lbFCS,
determination of :on and :off required a total of three hours, including both sample
preparation and data acquisition. However, following the results presented in this
section, we can obtain nearly identical results with only two concentration points
at a total measurement time reduced by a factor of 4× down to 30 min. In certain
applications, rate determination within an uncertainty of ∼10 % might be sufficient,
allowing to further reduce acquisition times, making lbFCS an attractive tool for
fast kinetic assays over a wider range of parameters. However, the optimization
presented within this chapter was tied to a specific imager-docking strand pair, at
a given temperature and buffer composition. Varying any of these factors might
induce significant changes to the uncertainties in determining both :on and :off.
It is hence essential to explore a wider parameter space to obtain a more general
formulation of the interdepencies between the experimental parameters, such as the
ligand concentration or the measurement time and the expected reaction rates, which
could be easily achieved via extended simulations. The applicability of lbFCS to
slower, i.e., more stable interactions is in its current form limited by the photostability
of the fluorescent label on the order of tens of seconds. However, photobleaching
could be potentially circumvented by an intermittent illumination scheme for long
time observation of surface-bound ligands. The applicability of lbFCS to faster
interactions is ultimately limited by the camera acquisition speed and the brightness
of the fluorophore, which determines the signal-to-noise ratio with respect to shot
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noise and read-out noise. This might become an increasingly severe factor at short
camera exposure times.
7.3 Counting Single Molecules
Molecular countingwith lbFCS relies on the precise determination of the binding rates
and we can hence directly translate the findings of the previous section. In Chapter 6,
we have demonstrated that lbFCS allows molecular counting in combination with
DNA-PAINT on synthetic DNA origami structures. In the discussion of Chapter 6,
we stated that - before being able to use lbFCS as a quantitative tool of discovery
in fixed cells - further investigations are necessary on how some critical aspects of
the measurement procedure can influence the experimental outcome. This included
the implementation of an imager concentration series directly within the same
sample (since with cellular targets the standard procedure of preparing individual
samples per imager concentration leaves plenty of room for errors). Furthermore,
when moving towards fixed cells, it has to be tested how well one can adjust the
imager concentrations, since lbFCS in its current form relies on assuming the correct
concentration ratios (compare Fig. 2c in Chapter 6). Additionally, it is not given that
all docking strands within the complex three-dimensional environment of a fixed
cell experience a global :on and :off and whether the reaction reaches equilibrium
over reasonable time scales. Further complexity is added by imaging away from
the surface using Highly Inclined and Laminated Optical Sheet (HILO) illumination
[57], unspecific binding to cellular components and a potentially higher fluorescence
background.
Following these considerations, within this chapter we demonstrate the possibility
of performing an lbFCS concentration series within a single DNA origami sample by
repeatedly washing and adding new imaging solutions. Furthermore, we devise an
alternative counting approach based on the lbFCS observables, which circumvents the
necessity of making assumptions on the absolute imager concentrations and, therefore,
the correct concentration ratios. Finally, we apply lbFCS to cellular targets for the first
time, identifiying clear limits of its current implementation while obtaining overall
promising results.
7.3.1 From Two Concentration Measurements to a Revised Counting Approach
As a first step, we translated our previous insights that for our system (i.e., imager-
docking strand design, temperature, buffer conditions), two concentration points are
sufficient to precisely determine the hybridization rates, to the molecular counting
problem. In view of applying lbFCS to fixed cellular targets, where the precise
adjustment of imager concentrations might become difficult, we here devise an
alternative counting approach that circumvents the assignment of a distinct (but
assumed) imager concentration to each of the two data sets. Treating 2 as an additional
experimental unknown, every lbFCS measurement has the unknowns (# , :on, :off, 28).
By introducing the effective association rate :̂>=,8 = :on28 , the experimental unknowns
of two lbFCS measurements at different imager concentrations 28=1,2 are (# , :off, :̂>=,1,
:̂>=,2). lbFCS analysis of the two measurements yields four observables (1, 1, 2,
2), which exclusively depend on the four experimental unknowns. Accordingly,
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we can solve the set of equations and directly calculate (# , :off, :̂>=,1, :̂>=,2) from the
lbFCS observables. The equations are derived in the following section.
Derivation of Two-Point Calculus
We start from Eq. 2.38 and Eq. 2.39 (both on page 23) for each concentration 28 ,



















where we have introduced the effective association rate :̂>=,8 = :on28 .
Rewriting Eq. 7.2 to # for 8 = (1, 2) allows to obtain the expression:
1 :̂>=,1 = 2 :̂>=,2 (7.3)





= :̂>=,1 + :off − :̂>=,2 − :off = :̂>=,1 − :̂>=,2 (7.4)
















































Note that we deliberately chose the notation of the effective association rates :̂>=,8 . It
becomes evident that in order to count the number of docking strands # using this
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direct calculation approach, we do not need to assume values for the absolute imager
concentrations 2, in contrast to the fitting approach described in Chapter 6, where each
set of lbFCS observables (8 , 8) was assigned to a fixed value of 28 and subsequenly
fitted by Eq. 2.38 (page 23). While for molecular counting it is sufficient to calculate
with :̂>=,8 , it is of course possible to derive the global :>= simply by inserting the
absolute concentration value :on = :̂>=,8/28 .
We have previously shown for DNA origami experiments that we can adjust
the imager concentrations reasonably well in individual samples (see Chapter 6).
However, the direct calculation approach might become a significant advantage for
cases of biological targets in which precise concentration adjustment might become
difficult or potentially not possible anymore.
In the following, we assay the new direct counting approach in silico and in vitro,
first using the previously introduced simulation module and subsequently on DNA
origami targets. Furthermore, we additionally apply the temporal segmentation
analysis as in the previous section in order to evaluate the influence of measurement
time also on counting results.
Results and Discussion
We assayed the influence of measurement time on all lbFCS parameters for the case
of #=1 and #=12 for both simulated and experimental DNA origami data (see
Fig. 7.7a-d, respectively) and compared the counting results obtained by the standard
approach (referred to as ’fit’) or by direct calculation of # via the previously derived
approach (referred to as ’direct’). All experimental data sets are from Chapter 6 (for
#=1, the data sets from stock 1-5 were analyzed). Note that #=12 denotes number of
docking strands on the origami design. The actual number of docking strands per
DNA origami is in fact lower due to a limited docking strand incorporation efficiency
during the origami folding process [166]. Here, we experimentally counted on average
∼10 docking strands which is why a simulation input of #=10 was used.
The first row in Fig. 7.7 displays 〈〉 vs. total measurement time (simulation
time in case of simulated data) in all four cases. For both #=1 and #=10, simulated
and experimental results are in relatively good agreement. However, looking at the
relative deviation shown below each plot, for simulated data 〈〉 converges faster
to the true value (i.e., at 4,500 frames for #=1 and even at 2,000 frames for #=10),
whereas experimentally 〈〉 still increases by ∼2 % between 4,500 and 9,000.
A similar behavior is observed when looking at  for all four cases, as depicted
in the second row of Fig. 7.7. For #=10, simulation and experiment yield nearly
identical results.
The third row in Fig. 7.7 shows the 〈〉-vs.-2 fits. Here, for both experimental data
sets (#=1 and#=12) the curves differ from the respective simulated case by exhibiting
an increase in 〈〉 over measurement time, observable for both 5 nM and, significantly
more, for 20 nM.Apossible reason could be sample ageing effects, potentially resulting
from a slight decrease of imager concentration over time. However, this effect would
not result in a reduced :on due to the simultaneous increase in  for both imager
concentrations at 5 nM and 20 nM, but is instead affecting only :off, as observed
in Fig. 7.6. The 1/-vs.-2 fits displayed in the fourth row of Fig. 7.7 show good
agreement between simulation and experiment.
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a bSimulation Experiment dc Simulation Experiment
N=1 N=12
Figure 7.7. Temporal Segmentation and a New Counting Approach for lbFCS. a Results
from lbFCS analysis of simulated data sets with #=1. b Results from lbFCS analysis of
experimental data sets with #=1. Averaged results for stock 1-5 from [97] (see Chapter 6).
c Results from lbFCS analysis of simulated data sets with #=10. d Results from lbFCS analysis
of experimental data sets with # = 12. First row: 〈〉 vs. measurement (simulation) time
plots. Second row:  vs. measurement (simulation) time plots. Third row: 〈〉 vs. imager
concentration fits. Fourth row: 1/ vs. imager concentration fits. Fifth Row: Counting results
obtained for standard ’fit’ approach (blue) and new ’direct’ approach (purple). Error bars in
(a,c,d) correspond to standard deviation in case of 〈〉 and interquartile range in case of  and
# . Error bars in (b) correspond to standard deviation over data sets from stock 1-5.
Finally, the last row inFig. 7.7 shows the counting results obtainedbybothmethods,
i.e., ’fit’ (blue) and ’direct’ (purple). Looking at the simulated data sets first (a and c),
both counting approaches yield the correct counting results, verifying our derivations
of the ’direct’ approach. Also the counting results obtained from the experimental
data sets (b and d) are in good agreement with the expected outcome and again, both
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counting methods produce very similar # values. Remarkably, the counting results
also demonstrate that for molecular counting with our imager-docking strand system
indeed 4,500 frames measurement time are sufficient to correctly count #=1. For
#=12, convergence is observed even earlier (at 2,000 frames measurement time).
7.3.2 Concentration Series by Imager Exchange
Following up on the outlook provided in the original lbFCS publication [97] (see
Chapter 6), an additional development was to perform the lbFCS concentration series
directly within one sample by repeatedly exchanging the imaging buffer [38]. Since
particularly for adressing cellular targets the assumption of a global # , on which
lbFCS is based, is not necessarily given, this marks an essential milestone for the
applicability of lbFCS beyond simplistic DNA origami targets. Here, we demonstrate
that an lbFCS concentration series can be succesfully performed in just a single open
chamber by repetitive buffer exchange.
Results and Discussion
In order to test lbFCS using imager exchange, we mixed DNA origami with a #=1
and #=12 docking strand design at a 1:1 ratio and prepared an open chamber of
an Ibidi -Slide with a surface-immobilized mixture of both DNA origami species,
as described in [97] (see Appendix A.1 for a detailed sample preparation protocol).
Next, we placed the sample on the microscope and performed two repetitions of
imager exchange series at concentrations 5 nM, 10 nM and 20 nM (in this order;
see Fig. 7.8a schematic of exchange procedure). After each round of imaging, as
much imaging buffer as possible was removed using a pipette, and the chamber
was washed 3×with a total volume of 600 l before the imaging buffer was added.
Following our previous findings we imaged each round for 4,500 frames (15 min; see
Appendix A.1 for detailed imaging protocol and parameters). Thereby, we ended
up with a total of 6 data sets, two for each imager concentration. All data sets were
analyzed using the automatized lbFCS pipeline except for the filtering step, since the
standard filtering procedure assumes a unimodal distribution in , which is not given
in this case (remember  ∝ 1/# ; see Eq. 2.38 on page 23). Therefore, preliminary
filtering was performed manually in order to separate the two origami species (see
Appendix A.1 for detailed filtering parameters). Fig. 7.8b displays the distribution of
localizations per detected localization cluster in each data set (5 nM data sets in light
grey, 10 nM data sets in dark grey and 20 nM data sets in black). Remarkably, for each
imager concentration both data sets perfectly align with each other, despite the full
cycle of washing and imaging steps of the other concentrations laying in between.
Additionally, for each imager concentration we observed two peaks - one originating
from #=1 origami (left peak) and one from #=12 origami (right peak). Judging by
eye, the relative positions of the peaks follow the expected shift according to the
relative increase in imager concentration. The observed saturation behavior of the
right, #=12 peak in the 20 nM data sets indicates that these origami were localized in
almost all of the 4,500 frames.
Complementary insights are gained from looking at the photon count histograms
(see Fig. 7.8c). Again, for each imager concentration both measurements yielded
overlaying distributions, also indicating that exchange cycles of imager solutions
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5 nM 10 nM 20 nM
repeat 1x
Figure 7.8. lbFCS Concentration Series via Imager Exchange. a Schematic of lbFCS molec-
ular counting in combination with imager exchange. A mixture of #=1 and #=12 docking
strand DNA origami were mixed at a 1:1 ratio and incubated in an open sample design.
Imaging solution was repeatedly added and washed, as indicated in the cycle. b Histograms
of number of localizations per localization cluster from the six data sets obtained in (a).
cHistograms of average number of photons per localization from six data sets obtained in (a).
can be reproduced consistently. While for 5 nM only one large peak close to 400
photons is observed, at 10 nM a bimodal distribution is detected with two peaks, one
at 300 photons and the second at 600 photons. At 20 nM imager concentration the
right peak shifts to 1,200 photons while the first peak remains at 300 photons. These
observations indicate that at 5 nM imager concentration both origami species cannot
be differentiated according to their photon counts due to the predominant occurance
of single binding events on #=12 origami (for #=1 origami, intrinsically only single
binding events can occur). Therefore, the photon distributions of both origami species
overlap in a single large peak centered around ∼300 photons. The formation of the
second peak for higher concentrations is due to multiple simultaneous binding events
on #=12 origami (on average 2 simultenously bound imagers at 10 nM, i.e., the second
peak at 2×300=600, and 4 simultaneously bound imagers at 20 nM, i.e., the second
peak at 4×300=1,200).
After this first positive evaluation, we next isolated the #=1 and #=12 localization
clusters in each of the 6 data sets for subsequent lbFCS analysis (based on the
number of localizations per cluster. See Appendix A.1 for separation parameters).
Fig. 7.9a shows the 〈〉 vs. imager concentration fits for the #=1 species for both full
concentration series (yellow and orange curve for first and second cycle, respectively).
A reference concentration series obtained via the classic "three-sample" approach
(compare Fig. 7.2) is displayed by the grey dashed curve. The high reproducability
earlier observed in number of localizations and photon counts also manifests itself in
the lbFCS observables, since both fits perfectly overlap. However, the fits describe the
data points uncommonly poor, particularly compared to the reference. While the data
points at 5 nM and 10 nM imager concentrations are in relatively good agreement
with the reference, the 20 nM data point lies significantly below the expected outcome,
causing the increased slope of the fits. The same behavior is observed for #=12
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Figure 7.9. Counting Results of lbFCS via Imager Exchange. a 〈〉 vs. imager concentration
fits for #=1 DNA origami from exchange experiments (orange) and a classic three-sample
concentration series (grey dashed). b 〈〉 vs. imager concentration fits for #=12 DNA origami
from exchange experiments (orange) and a classic three-sample concentration series (grey
dashed). c 1/ vs. imager concentration fits for#=1DNAorigami from exchange experiments
(green) and a classic three-sample concentration series (grey dashed). d 1/ vs. imager
concentration fits for #=1 DNA origami from exchange experiments (green) and a classic
three-sample concentration series (grey dashed). e Counting results for #=1 DNA origami
from exchange experiments either from fit results in (a) (blue) or direct calculation using the
5 nM and 20 nM data sets (purple). The counting results from the reference lbFCS ceries in (a)
are displayed in grey. f Counting results for #=12 DNA origami from exchange experiments
either from fit results in (b) (blue) or direct calculation using the 5 nM and 20 nM data sets
(purple). The counting results from the reference lbFCS ceries in (b) are displayed in grey.
Error bars correspond to standard deviaiton in (a,b) and to interquartile range in (c,d).
species, again particularly the 20 nM data point lies below the reference concentration
series (see Fig. 7.9b).
The 1/ vs. imager concentration fits for both DNAorigami species are depicted in
Fig. 7.9c and d (#=1 and #=12, respectively). Remember that the 1/ representation
is chosen deliberately due to its linear dependency on 2 (see Eq. 2.39 on page 23) as
a check that the imager concentrations were adjusted at the correct ratios (see also
Fig. 2c in Chapter 6). This is indicated by 1/ passing through the origin as is the
case for the two reference concentration series (grey dashed lines in Fig. 7.9c and d).
Experimentally, however, we can observe for both origami species the same, strong
deviation from the origin, mainly caused by outlying 20 nM data points. The fact that
this deviation is global for both species is an indication for wrongly adjusted imager
concentrations. Imagining a horizontal shift of all 20 nM points in Figs. 7.9a-d to the
right to a concentration between 25-30 nM would more or less align reference and
experimental fits. Remarkably, the offset of the 20 nMdata points is well reproduced in
the second exchange cycle, making an exchange pipetting error unlikely. Furthermore,
following the standard procedure [97], the imaging solutions were prepared starting
with the 20 nM concentration and were diluted twice at a ratio 1:1 to obtain 10 nM
and 5 nM concentrations and the latter data points are close to the expected values
compared to the reference. The deviation in the exchange concentration series could
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potentially arise from effects induced by the new and open sample design with a 10×
larger sample volume or from pipetting error.
The implications of this finding for our actual motivation, however, namely the
counting of the number of docking strands on each DNA origami species, become
evident when looking at the counting results obtained for both the #=1 and the #=12
species (see Fig. 7.9e and f, respectively. See Appendix A.1 for details on calculation of
#). The counting results of the reference concentration series (grey) yield distributions
centered around 1 and 10 (as previously seen in Chapter 6). However, the counting
results produced by the fitting approach (blue) clearly underestimates the number of
docking strands in the case of both origami species. This is an artifact from fixing
the concentrations at the assumed values of 5 nM, 10 nM and 20 nM during fitting,
a well-proven procedure when dealing with individual samples [97], but clearly
not when adjusting the concentrations at the correct ratios becomes difficult (see
Fig. 7.9a-d).
Our new direct counting approach, in contrast, produces counting results (purple),
which are in good agreement with the respective reference results (taking the alleged
’5 nM’ and ’20 nM’ data sets for direct calculation of #). This demonstrates the
advantage of the new over the previous approach, circumventing potential error
sources in adjusting the imager concentrations by only relying on the effective
association rates :̂>=,8 , which can be directly computed from the lbFCS observables of
both employed data sets.
7.3.3 First Application to Cellular Targets
The possibility to perform an lbFCS concentration series for molecular counting
within a single sample with the help of imager exchange finally made cellular targets
accessible. Before we move on we would like to briefly review the increase in
complexity that lies within the step from counting docking strands on DNA origami
to counting docking-strand-labeled molecules in fixed cells. On DNA origami we
were able to precisely control the number of docking strands per origami species
and, thus, expected unimodal distributions of counting results (scattering around the
mean number of incorporated docking strands convoluted with the counting error of
lbFCS). Furthermore, surface-immobilized DNA origami posed a ’two-dimensional’
counting problem with all docking strands within one plane freely facing upwards to
the solution, making our assumptions that all docking strands in a sample experience
the same global imager concentration, :on and :off very likely. Molecular targets
in fixed cells, in contrast, constitute a three-dimensional problem, to which the
selective illumination benefits of TIRF microscopy close to the glass surface cannot
necessarily be transferred, potentially limiting signal-to-noise and the accessible
imager concentration regime. The main criterion for cellular targets to be accessible
for lbFCS is discrete spatial organisation, i.e., in well-separated localization clusters (in
contrast to large and continuous structures such as filament networks). Furthermore,
docking strands have to be specifically attached to the target molecules of interest
via a suitable labeling strategy. Residues of unspecific labels as well as nonspecific
binding of imagers to other cellular components can cause false signals [167]. But
most importantly, the dense matrix of fixed cellular components held together by
crosslinking agents constitutes an entirely different environment through which
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imagers have to diffuse until they find their partnered docking strands. Keeping this
in mind, our assumption that all docking strands inside a fixed cell experience the
same global imager concentration and hybridization rates is, at least, questionable.
Steric hinderance by the fixative or the labeling strategy as well as the degree of
permeabilization, allowing an equilibrated imager diffusionwithin the cell and imager
exchangewith the outer volume can all become crucial factors determining the success
of lbFCS as a quantitative tool for cellular targets.
It requires advanced biochemical know-how and additional control experiments
to specifically attach DNA-PAINT docking strands to cellular targets and to devise
a fixation and permeabilization protocol with the aim to meet all above-stated
prerequisites. For us, the most reasonable step for finally moving from DNA origami
to fixed cells was to find a target which was i) known to be sparsely distributed within
the cell ensuring separated localization clusters, ii) of well-known stoichiometry for
an estimation on the expected counting results and iii) for which the biochemical
protocols of docking-strand labeling, cell fixation and premeabilization had already
been sucessfully optimized for DNA-PAINT imaging. Fortunately, these requirements
were all met by the Nuclear Pore Complexs (NPCs) of a U2OS cell line provided
by the group of Ralf Jungmann as first cellular targets. Due to the importance for
cytosolic transport from the nucleus to the cytosol, NPCs have been extensively studied
in the past, which has led to significant advances with respect to their structural
understanding [168–173]. Furthermore, a recent quantitative study by the lab of Jonas
Ries demonstrated their potential as intracellular reference targets for quantitative
super-resolution imaging [174]. In line with the optimized sample preparation and
docking strand labeling protocol for DNA-PAINT imaging [175], NPCs constituted
ideal first cellular targets for lbFCS. Precisely, we aimed at counting the copy numbers
of nucleoporin NUP96 in the NPC, which presumably consist of two rings of 16 copies
of NUP96 each (see Fig. 7.10a) [175].
Results and Discussion
Before presenting and discussing results, Kimberly Cramer, Sebastian Strauss and
Bianca Sperl from the group of Ralf Jungmann are acknowledged for preparing and
providing U2OS cell samples for DNA-PAINT imaging.
As described in [167, 175], U2OS cells with genetically-modified NUP96-EGFP
were fixed and labeled with GFP nanobodies, which were previously conjugated with
a single docking strand (see Fig. 7.10b). Here, we used the same imager and docking
strand sequences as for previous DNA origami experiments within this Chapter. A
control DNA-PAINT imaging experiment confirmed correct labeling of NPC (see
Fig. 7.10c; detailed imaging parameters can be found in Appendix A.1). Note that in
order to efficiently excite and localize bound imagers to NPCs further away from the
surface of the glass slide, we reduced the incident angle of the laser beam leaving the
regime of total internal reflection and using HILO illumination [57].
Starting our first lbFCS test using the 5 nM imager concentration in a new sample
revealed that, even for our usually lowest imager concentration, we were hardly able
to detect single binding events due to the extremely high background fluorescence in
HILO (see 7.10d). Therefore, we performed an lbFCS concentration series at much
lower imager concentrations of 50 pM, 100 pM and 200 pM. All data sets were acquired
160







Cellular targets: NPCs Labeling strategy:
Double ring arrangement
Imager concentration: 5 nM
Figure 7.10. Nuclear Pore Complexes as First Cellular lbFCS Targets. a Cartoon of the
nuclear pore Y complex from human U2OS cells. Both the nuclear ring (purple) and the
cytoplasmic ring (blue) each consist of 16 copies of NUP96. b Cartoon illustration of a
GFP nanobody modified with a docking strand for DNA-PAINT imaging. c Super-resolved
DNA-PAINT image of NPCs. d Example image from first lbFCS attempt at 5 nM imager
concentration. The high background fluorescence impedes localization of individual imager
binding events. Scalebar: 500 nm in c, 5 m in d. a and b reprinted and rearranged from [175].
(CC BY-NC 4.0).
on the same FOV and the imaging buffer was carefully exchanged in between the
imaging rounds, as shown in Fig. 7.11a (the actual order was 100 pM, 200 pM and,
lastly, 50 pM, but from the origami experiments shown in Fig. 7.8 we reasoned that the
order of concentration steps can be arbitrarily chosen). A reference image of the FOV
in the GFP channel is depicted in Fig. 7.11b. Due to the lower imager concentrations
by two orders of magnitudes, we acquired each concentration data set at an extended
imaging time of 18,000 frames (i.e., 1 hour; see Appendix A.1 for detailed imaging
conditions and exchange protocols).
The example images from the raw data image sequences in Fig. 7.11c indicate
increasing number of binding events for higher imager concentration. This visual
impression is confirmed looking at the renderedDNA-PAINT images below, displaying
an increase in brightness in line with the increase of imager concentration (see Fig.
7.11d). Despite repeated exchange of the imaging buffer the positions of the cells in
the FOV were not perceptibly affected by the washing steps. When we aligned all
three DNA-PAINT images from Fig. 7.11d, we were able to globally overlay the the
three exchange rounds for every NPC even for diffent cells (see Fig. 7.11e). Displayed
are picked localization clusters containing localizations in all three DNA-PAINT
images. We used our automated cluster detection algorithm and discarded clusters
that did not contain localizations in all three data sets. This finding is an important
prerequisite for the applicability of lbFCS, i.e., that we can perform a concentration
series without perturbing the spatial arrangements of the targets that we would like
to count.
We processed all localization clusters of a total of 5 cells (white boxes in Fig. 7.12a),
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of which four were fully and one largely captured within the FOV. Prior to lbFCS
analysis we investigated the number of localizations per localization cluster, similar to
the previous DNA origami exchange experiments. Fig. 7.12b displays the distribution
of localization counts per cluster for the three data sets (50 pM in light grey, 100 pM
in grey and 200 pM in black). The observation of a rightward shift with increasing
imager concentration quantitatively confirmed the visual impression during data
acquisition and the brightness in the DNA-PAINT images (compare 7.8c and d). Next,
we questioned whether binding within the fixed cells was of repetitive nature by
analyzing the mean frame value for each localization cluster. Since we imaged each
data set for total measurement time of 18,000 frames, we expected a mean frame value
at around half the measurement time (9,000 frames) for docking strands that were
continously visited by imagers throughout the whole measurement. The histograms
in Fig. 7.12c show that this was indeed the case for all three data sets.
Finally, we analyzed the outcome of the lbFCS observables by first looking at the
〈〉 vs. imager concentration plot (see Fig. 7.12d). In contrast to the usually observed
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GFP channel
Aligned PAINT images
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Figure 7.11. Exchange lbFCS Concentration Series on NPCs in Fixed U2OS Cells.
a Exchange schematic of repeatedly imaging the same FOV of cells at 50 pM, 100 pM
and 200 pM using imager exchange. b Reference image of the FOV before the lbFCS concen-
tration series in the blue GFP channel. c Exemplary raw images from lbFCS data acquisition
at 50 pM, 100 pM and 200 pM imager concentration of the cell indicated by the white square
in b. d Super-resolved DNA-PAIT images rendered from the image stacks in c. All three
images show the same cell as in c. e Global overlay of all three DNA-PAINT imaged aligned
to each others. 50 pM data set in red, 100 pM data set in green and 200 pM data set in blue.
Scalebars: 10 m in b,e, 5 m in c,d and 1 m in inset in e.
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Figure 7.12. Results of Exchange lbFCS Concentration Series on Fixed U2OS Cells.
a Aligned DNA-PAINT images indicating five cells (white boxes) which were subject to
lbFCS analysis. b Distributions of number of localizations per detected localization clusters in
cells from a. c Distributions of mean frame value per detected localization clusters in cells
from a. d 〈〉 vs. imager concentration plot from lbFCS analysis. Grey dashed line indicates
the mean of the three data points. e 1/ vs. imager concentration plot and fit from lbFCS
analysis. f Plot of 〈〉 vs. simulated measurement time. Simulation parameters: # = 22;
:on = 6.5 × 106/Ms; :off = 0.23/s (mean indicated in d), 2 =(50 pM, 100 pM and 200pM) and
measurement times (4,500, 9,000, 14,000 and 18,000 frames at exposure time 0.2 s) g Plot of 
vs. simulated measurement time. h Plot of 〈〉 vs. imager concentration for simulated data.
i Plot of 〈〉 vs. imager concentration and fit for simulated data. The experimental results
from e are plotted in light green. Scalebars: 10 m in a.
changes between the different concentrations. The fit of Eq. 2.38 (page 23) did
not succesfully converge, which is why only the mean of the three data points is
plotted (grey dashed line). The 1/ vs. imager concentration fit, however, did follow
the expected behavior, indicating that the correct imager concentration ratios were
adjusted (again by intersection with the y-axis at the origin, see Fig. 7.12e). The
reason for why we obtained the usual behavior in 1/, but not in , is explained in
the following. According to Eq. 2.38 (page 23),  depends on the inverse of the sum
of :on2 and :off. Since :on and :off are global constants, it is the imager concentration
2 that determines whether the first summand or the second summand dominates.
In accordance with previous considerations [40], very low imager concentrations
:on2 → 0 imply  ≈ 1/:off. The requirement of localizing single imager binding
events, which forced us down to the picomolar range of imager concentration in the
first place, resulted in the loss of our ability to use  as a readout for determining both
hybridization rates, but only :off alone.
We tested this hypothesis in simulations using the experimentally measured
:off = 0.23/s (taking the inverse of the mean in Fig. 7.12d), :on = 6.5 × 106/Ms
(the experimental value obtained in DNA origami experiments), # = 22 (assuming
32 NUP copies per localization cluster multiplied by the labeling efficiency of ∼70 %,
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as recently reported for GFP-nanobody labeling [174]). Simulated measurement times
were 4,500, 9,000, 14,000 and 18,000 frames and we used the experimental imager
concentrations of 50 pM, 100 pM and 200 pM. Analyzing the simulated data sets
via the lbFCS pipeline, we were able repoduce the expected outcome in  and , as
indicated by the dashed lines as ground truth in Fig. 7.12f and g. However, the change
in imager concentration in the picomolar range did expectedly not cause a measurable
decrease in , but only affected . While for  the relative deviation (shown below
the two plots) shows a stronger dependence on the measurement time, overall the
simulation results yield that for all three imager concentrations a measurement time
of 18,000 frames should be sufficient to precisely determine both  and .
Lastly, we both plotted 〈〉 and 1/ vs. imager concentration obtained from 18,000
frames simulations (Fig. 7.12h and i), again confirming our previous considerations
that we can expect only observable changes in, but not in  for this low concentration
range. However, both simulation and experiment show extremely good agreement
in  (see Fig. 7.12i, dark green and light green, respectively), using an input of
:on = 6.5 × 106/Ms and #=22. This could be an indication for that i) the docking
strands on the NPC-EGFP-nanobody inside the fixed U2OS cells experienced a similar
association rate as in previous DNA origami experiments and ii) the labeling efficiency
observed in our experiment agrees well with the reported 70 % [174]. Nonetheless, it
should be stressed that due to their intertwined relationship :on# in  (see Eq. 2.39
on page 23), e.g., a :on increased by factor of 2× in combination with only half of the
number of docking strands #/2 would result in the same value for . In order to
truly use lbFCS as quantitative tool in cellular samples, it is, therefore, essential to
further optimize the experimental conditions such that we can operate in an imager
concentration regime that allows to induce an observable difference in , thereby
providing access to both :on and :off, while still maintaining the high signal-to-noise
ratio required for localizing single imager binding events.
7.3.4 Conclusion
To conclude, we were able to transfer both earlier findings obtained during the
optimization process of rate determination, i.e., i) shorter measurement times and
ii) using only two imager concentration points also to molecular counting with lbFCS.
Based on this, we introduced a revised, direct counting framework that circumvents
the need of assuming absolute imager concentration values during calculation of # .
Next, we showed that lbFCS imager concentration series are possible within the same
sample by repeated exchange of the imaging buffer and intermediate washing steps
using a sample containing DNA origami with either a single or twelve docking strands.
While these exchange serieswere extremely reproducible in both classical DNA-PAINT
and lbFCS observables, we were not able to precisely adjust the imager concentration
series, in contrast to the case of preparing three individual samples. However, here we
could directly demonstrate the improvements of the direct lbFCS counting approach
compared to the previously published framework. Finally, we demonstrated a first
lbFCS concentration series on cellular structures targeting nucleoporin in the NPC
of fixed U2OS cells. We found that the concentration range previously employed
for DNA origami in the double digit nanomolar range is not usable in these cell
experiments due to the high fluorescence background. Thus, we performed a first
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lbFCS concentration series on these targets in the picomolar range and observed
numerous expedient results. Repeated imaging of the same FOV showed that, despite
imager exchange and washing steps, the fixation protocol was robust enough, such
that we were able to globally align the three obtained DNA-PAINT images down to
the level of individual NPCs. Analysis of the detected localization clusters in five cells
yielded repetitive imager binding in all three data sets and an increase of localizations
proportional to the imager concentration.
The lbFCS analysis, however, revealed that imager concentrations in the picomolar
range are too low to effect a measurable change in , losing the strength of lbFCS
to obtain the hybridization rates as self calibration (but only :off). However, 
followed the expected behavior and indicated that we were able to adjust the imager
concentrations at the desired ratios even inside the fixed cells. Assuming recent
literature values for the labeling efficiency, :on from DNA origami experiments and
the experimentally observed :off, we simulated synthetic data sets mimicking the
experimental conditions. All simulation results were in good agreement with the
experimental data, possibly indicating the rightfulness of our assumptions. However,
there is an obvious need for further control experiments as well as for optimization
of the experimental conditions, aiming at recuperating the self-calibrating nature of
lbFCS.
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In Vitro Reconstitution at Super-Resolution
8.1 Introduction
In the final chapter of this thesis, the results of a side project in collaboration with
Beatrice Ramm are summarized. The project originated from the observation by
Ramm et al. that the E. coliMinDE system can induce spatial sorting of membrane-
bound molecules and cargo transport via surface traveling waves, when reconstituted
in vitro. Here, we applied DNA-PAINT imaging with the aim to further elucidate
this process on the scale of individual membrane-anchored DNA origami before and
after initiation of MinDE surface wave formation. To our knowledge, this is the first
structural super-resolution study in combination with a dynamic in vitro reconstituted
protein system. Our results point towards promising applications of DNA-PAINT in
the context of structural assemblies as formed by self-organizing proteins.
8.1.1 The MinCDE System
This short introduction to theMinCDE system is based on a recent and comprehensive
review article by Ramm et al. [176], to which the interested reader is refered to for a
more detailed summary.
The MinCDE system of Escherichia coli constitutes one of the best-studied reaction-
diffusion systems in biology. As depicted in Fig. 8.1a, the proteins MinC (purple),
MinD (green) andMinE (red) play a pivotal role in the complexmechanism of bacterial
cell division. The proteins self-organize into periodic pole-to-pole oscillations on the
inner plasma membrane of the rod-shaped bacteria and thereby define the site of
division at midcell. The underlying mechanism is based on these oscillations giving
rise to a time-averaged concentration minimum of MinC at midcell. As an inhibtor to
the assembly of FtsZ - the main divisome protein - MinC thereby defines the site of
the formation of the contractile FtsZ ring at the cell center [177–180].
Historically, mutations to the genetic locusminB, which encodes the three proteins,
caused the formation of miniature cells and, thus, led to the first discovery [181,
182]. Together, MinC and MinD carry out the function of an inhibitor to cell
division, whereas MinE acts as a topological specificity factor blocking septation at
the cellular poles [183]. The first in vivo visualization of the characteristic oscillations
by means of fluorescence microscopy in 1999 drew the attention of a larger audience
of researcher to the MinCDE system [177, 184]. Almost a decade later, the first
successful in vitro reconstitution of MinDE dynamics on supported lipid bilayers
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(SLBs) as planar traveling surface waves was demonstrated [185] (see Fig. 8.1b). The
ability to study the phenomenon under well-defined conditions and decoupled from
the complexity of living cells has allowed researchers to accumulate an extensive
theoretical understanding of the underlying mechanisms [186–188].
Fig. 8.1d illustrates the individual steps involved in spatio-temporal MinCDE
pattern formation. Initally, freely-diffusing MinD dimerizes under ATP consumption
allowing it to bind to the plasma membrane through its membrane targeting sequence
(MTS) in a highly cooperative fashion [189]. Next, freely-diffusing dimeric MinC
is recruited to the membrane via binding to membrane-associated MinD. The final
phase of the oscillatory behavior is initiated when homodimerized MinE binds to
MinD, causing the displacement of MinC back into the cell plasma. In a last step,
MinE activates the ATPase activity of MinD leading to the monomerization of MinD





















Figure 8.1. Principle ofMinCDEOscillations in Vivo and in Vitro. a Pole-to-pole oscillation
schematic ofMinCDE in vivo. b Planar traveling surface waves ofMinCDE in vitro. c Schematic
of spatial/temporal organisation of MinCDE in traveling waves. dMechanistic schematic of
MinCDE pattern formation. Reprinted from [176] (CC BY-NC 4.0).
8.1.2 Studying MinDE Pattern Formation In Vitro - Beyond FtsZ Positioning
Despite its crucial role in vivo of inhibiting FtsZ assembly,MinC is actually not required
in the underlying process of pattern formation [185]: it has been demonstrated that
surface traveling waves can be reconstituted on SLBs in vitro solely from MinD
and MinE under the addition of ATP [185]. This fact gave rise to the question
whether the laborious and ATP-expensive pole-to-pole oscillations of the Min system
might have additional, so far uncharted functions beyond establishing the MinC
concentration gradient. For instance, the ongoing debate regarding the mechanism of
chromosome segregation in E. coli [191–193] lacking a ParABS system (driving active
chromosome segregation in other prokaryotes) posed the question of an involvement
of MinD as closest homolog to ParA [193]. As a second example for additional
roles, a proteomics-based study showed that the Min system actively regulates the
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abundance of peripheral membrane proteins [194]. The latter is supported by recent
in vitro studies demonstrating that MinDE surface-waves can displace and transport
membrane-anchored molecules [195, 196]. Another recent finding by Glock et al. is
the formation of stationary MinDE patterns, in which the individual proteins underlie
the same dynamics as in waves, but the overall pattern remains static [197].
In the final paragraphs, the most recent findings by Ramm et al. [195] studying
the regulation and transport of membrane-bound molecules on SLBs by MinDE
traveling waves are outlined in brief, allowing a direct transition to the experimental
results presented in this chapter. The schematic in Fig. 8.2a depicts the first model
systemmimicking a protein that binds reversibly to the membrane termed mCh-MTS,
consisting of a C-terminal amphipathic helix (the MTS from MinD of Bacillus subtilis)
fused to the fluorescent protein mCherry [195]. Whereas addition of solely mCh-
MTS to SLBs resulted in a homogeneous membrane coverage, co-reconstitution with
traveling MinDE waves (Fig. 8.2a, top image) led to anticorrelated pattern formation
of mCh-MTS (Fig. 8.2a, bottom image) [195]. Subsequently, the experiment was
repeated using fluorescently-labeled streptavidin which can freely diffuse on the
SLB in 2D but is almost permanently bound to the membrane via biotinylated lipids
(Fig. 8.2b) [195]. Again, co-reconstitution with surface-propagating MinDE waves







































Figure 8.2. Nonspecific Cargo Positioning in Vitro by MinDE. a Co-reconstitution of
mCherry-fused MTS (derived from B. subtilisMinD) and MinDE surface waves in vitro on SLB.
b Co-reconstitution of membrane-anchored streptavidin (labeled with Alexa647) and MinDE
surface waves in vitro on SLB. c Co-reconstitution of membrane-anchored DNA origami
(tethered via biotinylated-lipid and streptavidin linker; labeled with Cy5) and static MinDE
surface pattern on SLB. Scale bars, 50 m. a,b reprinted, rearranged and relabeled from [195].
c reprinted, rearranged and relabeled from [198] (CC BY-NC 4.0).
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homogeneous distribution (Fig. 8.2b, top image and bottom image, respectively)
[195, 196]. Remarkably, due to its confinement to the membrane, streptavidin was
depleted from certain membrane areas over time (in contrast to mCh-MTS being
continuously replenished from solution) [195]. The proposed mechanism of these
nonspecific interactions with membrane-bound molecules was MinDE acting as a
moving diffusion barrier [195].
In their current preprint, Ramm et al. set out to further investigate the underlying
mechanism of spatio-temporal transport of cargo by MinDE and present a theoretical
framework based on diffusiophoresis [198]. The study is based on investigating
MinDE-dependent transport of DNA origami, which serve as large cargo and are
tethered to the membrane via multiple biotinylated single-stranded oligo extensions
to membrane-bound streptavidin (see schematic in Fig. 8.2c) [198]. Upon co-
reconstitution with stationary MinDE patterns, membrane-associated DNA origami
were shown to be transported into the minima of the pattern during the pattern
formation process (Fig. 8.2c, top and bottom, respectively) [198]. The deficient
resolution of diffraction-limited fluorescence images did not allow to investigate
the packing of DNA origami in these minima so far. For this reason we applied
DNA-PAINT imaging toMinDE-positioned DNA origami with the aim to i) eventually
resolve any structural information onDNAorigami packing and to ii) probe the general
applicability of DNA-based SMLM to a dynamic biological system reconstituted in
vitro.
8.2 Results
Before presenting and discussing results, Beatrice Ramm is acknowledged for DNA
origami folding and preparation of MinDE-SLB samples for joint DNA-PAINT experi-
ments. Alena Khmelinskaia is acknowledged for the origami design.
8.2.1 DNA-PAINT Imaging of DNA Origami Positioned by MinDE
For DNA-PAINT imaging we employed the same DNA origami design as in [198],
consisting of a rod-shaped 20-helix bundle (dimensions: 110x16x8 nm), but func-
tionalized with 5 docking strands on the top (see Fig. 8.3a). The bottom side of the
DNA origami offered max. 42 sites for modification with biotinylated strands for
surface/membrane attachement (here only 2× biotin-extensions were used). Both
’head’ and ’tail’ of each DNA origami futhermore had 6 single-stranded extensions
allowing to induce a cross-linking reaction via addition of a fully-complementary
single strand at any point during an experiment and thereby immobilization of DNA
origami (’head-to-tail polymerization’). All imaging experiments were performed
on the custom-built TIRF microscope described in Chapter 4 (for detailed imaging
parameters and sample preparation see Appendix A.2).
We first imaged the DNAorigami surface-immobilized via BSA-biotin-streptavidin
on a glass slide as a control for succesful folding. Exemplary origami images from the
data set are depicted in Fig. 8.3b. After visually confirming the origami design of 5
docking strands at a ∼20 nm spacing, we proceeded to co-reconstituion experiments
on lipid bilayers. SLB samples with freely-diffusing and membrane-bound DNA
origami (2×) were prepared in an open chamber allowing for fluid exchange. After
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Figure 8.3. DNA Origami Design. a Schematic of DNA origami design with 5x docking
strands for DNA-PAINT, 2× biotinylated extensions for surface/membrane attachement and
6× crosslinking extensions each on head and tail. b Exemplary DNA-PAINT images of
surface-immobilized DNA origami visually confirming the designed docking strand pattern.
Scale bars: 20 nm in b.
addition of imager strands to the sample for a final concentration of 10 nM, we added
MinDE and ATP to initiate the process of pattern formation. After 30 minutes a
static MinDE pattern had formed (Fig. 8.4a, EGFP-MinD channel) and immobilizing
crosslinking strands were added to the flow-cell before starting DNA-PAINT image
acquisition. Characteristic blinking due to imager binding predominantly in the
regions of prior MinDE minima revealed repositioning of DNA origami already
during acquisition of the image stack (see Fig. 8.4b). Localization and rendering
of the super-resolved image confirmed this visual impression, clearly showing the
anticorrelated spatial distribution of DNA origami with respect to the MinDE pattern,
as depicted in Fig. 8.4c. Two zoom-ins (as indicated by the white boxes in 8.4a and
c) show magnified regions of the MinDE pattern and the super-resolved image as
well as a joint overlay in the center (see Fig. 8.4d). Inspection of the zoom-in in the
DNA-PAINT image (Fig. 8.4d, right) revealed that the DNA origami appeared to
be packed at a higher density within the central regions than towards the borders.
Furthermore, we observed almost no unspecific localizations in those regions between
the DNA origami, i.e., within the MinDE maxima. This is in contrast to the standard
sample design of immobilized DNA origami directly on glass, where nonspecific
adsorption of imagers is pervasive (compare Supplementary Fig. 4 in Chapter 6).
Possible reasons for this could be surface passivation induced by the lipid membrane
or by MinDE. Despite the crosslinking of DNA origami after successful formation of
the MinDE pattern, the resolution of the the super-resolved image was not sufficient
to globally identify any form of higher spatial arrangement of the repositioned DNA
origami. Direct comparison of the two zoom-ins revealed (Fig. 8.4d, center) that the
dense regions in the DNA-PAINT image perfectly co-localized with the minima in the
MinDE pattern. However, the broader circumference of less packed DNA origami
was clearly not observable in the EGFP-MinD image yielding a MinDE-coverage
of these regions. After finishing the first imaging round in the evening, we found
that repetitive imager binding was still active, when returning to the microscope the
next morning. Hence, we started a second imaging round at a different FOV and
rendered its super-resolved image (see Fig. 8.4e). Crosslinking of the DNA origami
preserved the macroscopic spatial organisiation induced by the MinDE pattern, but
we could no longer observe regions of high and low origami densities. Potentially,
this was due to the inactivation of the MinDE dynamics as a result of sample aging
and/or depletion of ATP. DNA origami covering significantly more area on the SLB
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compared to the Fig. 8.4c, in addition to the absence of a density gradient, could be
an indication for relaxation of the origami confinement due to MinDE inactivity. A
second observation was an increased localization precision in this second imaging
round compared to the first image. As illustrated by the magnified regions in Fig. 8.4f,
it was now possible to partially resolve individual docking strands on DNA origami
and networks of crosslinked origami, particularly in the periphery. In the center areas,
however, the linear pattern of only 5 docking strands per DNA origami did not allow
to unambiguously identify neither individual orientations nor higher order origami
packing.
8.2.2 Crosslinking DNA Origami Prior to MinDE Reconstitution
It was previously shown for polymerized FtsZ that the repositioning ability of MinDE
was limited to freely-diffusing cargo on a SLB [176]. We were, therefore, interested in
the influence ofMinDE pattern formation on an already-crosslinked and rigid network
of DNA origami on a SLB. For this purpose, we prepared a sample of diffusing DNA
origami on a SLB as previously described, but this time adding the crosslinking DNA
strands before addition of the MinDE system. This way, we aimed at polymerizing
the DNA origami into a network, sufficiently immobile for DNA-PAINT imaging.
Fig. 8.5a depicts the super-resolved image showing chains and networks of DNA
origami allowing to clearly identify individual structures. After this first imaging
round, we added MinDE and ATP to the same sample initiating the process of pattern
formation. Waiting for 30 min, a stationary MinDE pattern had formed across the
FOV, as depicted in Fig. 8.5d. We repeated a second round of DNA-PAINT imaging to
investigate the effect of MinDE pattern formation onto the pre-formed DNA origami
structure on the SLB. In line with the results obtained previously for FtsZ [195], the
MinDE pattern did not seem to have a major influence onto the underlying structure,
which was still fully covering the membrane (see Fig. 8.5b). We next aligned and
overlayed both super-resolved images (pre- and post-MinDE pattern formation; red
and green, respectively) finding a close-to-perfect colocalization of both networks, as
illustrated in Fig. 8.5c. Overlaying the final MinDE pattern onto the super-resolved
images shows that in the case of crosslinking the DNA origami prior to the addition
and activation of MinDE fully deprived the system from its transportation ability.
Notably, the process of MinDE pattern formation did not seem to be influenced by
the presence of a dense and rigid network of DNA origami on the membrane. This is
in accordance with previous observations of coupling of MinDE pattern formation
across gaps [195, 199].
8.3 Summary and Outlook
We here applied for the first time DNA-PAINT imaging in combination with the
reconstitution of a self-assembling protein system. Our aim was to exploit nanometer
resolution for visualizing the packing of membrane-bound DNA origami structures
by surface-travelingMinDEwaves. Wewere able to successfully performDNA-PAINT
imaging simultaneously to the ongoing ATP-driven reaction of MinDE surface wave
formation. However, the tight packing of DNA origami within the minima of static
MinDE patterns did not allow to identify individual origami structures and, hence,
172
















Figure 8.4. DNA-PAINT Imaging of Crosslinked DNA Origami in MinDE Pattern.
a Stationary MinDE pattern formed on SLB in presence of membrane-anchored and freely-
diffusing DNA origami. b DNA-PAINT image acquisition after pattern formation and
crosslinking of DNA origami exhibiting characteristic SMLM blinking in MinDE minima.
Same FOV as in c. c Rendered DNA-PAINT image of the same FOV as in a,b. d Zoom-ins
indicated by white boxes in a,c, including an overlay in the center. e DNA-PAINT image from
second imaging round after 12 hours. f Zoom-ins indicated by white boxes in e. Scale bars:
20 nm in b, 20 µm in (c-e,g), 4 µm in f and 2 µm in h.
higher order packing. Yet, we observed central regions of extremely tight packing and
less packed DNA origami towards the periphery, which were covered by MinDE. The
origami design of a single line of 5 docking strands turned out as inefficient in this
perspective. Repeating the experiments with a flat-structure (i.e., rectangular origami
[37]) would provide a larger origami area for positioning a more complex docking
strand pattern, possibly allowing a unique identification of each origami. It should
be noted that also crosslinking of DNA origami potentially alters the actual spatial
arrangement solely produced by the MinDE pattern. Along this direction, it would
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Before MinD After MinD Before + After
a b c
Final MinD pattern MinD-origami overlay 
d e
Figure 8.5. Crosslinking DNA Origami Prior to MinDE Pattern Formation. a DNA-PAINT
image of the crosslinked DNA origami network on a SLB prior to MinDE pattern formation.
b DNA-PAINT image of the same FOV as in a, but acquired after MinDE pattern formation.
c Aligned DNA-PAINT images of a and b. d Image of the MinDE pattern. Same FOV as in a-c.
e Overlay of DNA-PAINT images and MinDE pattern. Scale bars, 10 µm in top images and
2 µm in zoom-ins.
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be interesting to investigate whether packing can be strong enough to immobilize
DNA origami without the need of crosslinking. Furthermore, it might be worth
introducing a fraction of unlabeled DNA origami to the sample in order to reduce
the density of docking strands in densely-packed regions of DNA origami. The
super-resolved images of the crosslinked DNA origami network on a SLB showed
that crosslinking was sufficient to force freely-diffusing DNA origami into a rigid
network. Subsequent reconstitution of MinDE pattern formation showed that pattern
formation was not hindered by the exisiting origami network covering the membrane
as potential obstacles, in line with previous results [195, 199]. In addition, we showed
that MinDE pattern formation had negligible effects on the structure of the rigid
origami network. Overall, these are promising preliminary results, which point
towards applications of DNA-PAINT in the context of in vitro structural assemblies,
e.g., by self-organizing proteins.
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Closing the loop to our initially stated motivation, we developed lbFCS driven by two
goals: i) measuring the reaction rates of receptor-ligand binding at the single molecule
level and ii) molecular counting of receptor copy numbers in case of multimeric
receptor complexes. The results presented within this thesis point towards immediate
next steps, which are outlined individually for both branches of lbFCS in the following.
Binding reaction rates. Studying bimolecular interactions at the level of single
molecules in a highly parallelized manner is a promising strength of lbFCS. After
an initially rather laborious and time-consuming workflow, we optimized sample
preparation and acquisition times down to tens of minutes without sacrificing
measurement precision. Depending on the requirements with respect to error bounds,
even further speed increase is within reach. It will be interesting to explore the limits
of lbFCS with respect to fast und slow bimolecular reactions. Within this work, we
have shown that lbFCS allows to precisely quantify the effect of temperature and
buffer ion composition onto DNA hybridization [97] for a given imager-docking
strand design. Virtually any experimental factor influencing DNA hybridization
could be monitored using lbFCS. To name a few examples, this could include base pair
mismatches, epigenetic modifications or the addition of supplementary substances
such as crowding agents. Furthermore, addition of unlabeled strands competing
for docking strand binding [164] together with a modified theoretical framework
could allow to also measure the reaction rates of the unlabeled species, thereby
providing ’label-free’ results without potential influences of the dye. These findings
will yield valueable insights when applying lbFCS also to study protein-nucleic acid
and protein-protein interactions, with one species surface-immobilized and the other
species freely-diffusing and fluorescently-labeled. One possible strategy to achieve
this would be capturing one of the binding partners on DNA origami as a binding
platform. Here, the full strength of lbFCS could come into play when studying
heterogeneous receptor-ligand interactions, where individual surface receptors could
be assigned to distinct subclasses on the single molecule level. Finally, it might even
be possible to study ligand binding interactions to transmembrane proteins of live
cells - provided a sufficiently static target, e.g., receptors which are immobilized by an
anchor to the cytoskeleton.
Molecular counting. The results presented in Chapters 6 and 7 show that lbFCS
can readily be used as a robust quantitative tool for structural in vitro studies in
combination with DNA-PAINT, e.g., for molecular counting of docking strands
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on DNA origami structures. However, lbFCS in its current form is laid out to
operate in a nanomolar regime of imager concentrations, limiting its applicability to
biologically more relevant in situ targets such as protein clusters in fixed cells due
to high fluorescence background. Decreasing the imager concentrations down to
the picomolar range, we were able to make several positive observations: successful
imaging solution exchange and DNA-PAINT image alignment, repetitive imager
binding to the same targets over hours, a concentration-dependent increase in the
number of localizations and a sensible behavior in the lbFCS observables in line
with simulations. Nonetheless, decreasing the imager concentration by two orders
of magnitude came at the cost of losing the self-calibrating ability of lbFCS. Our
next challenge will be to adapt our experimental and analytical strategies to the
requirement of lower imager concentrations in order to hopefully retrieve the self-
calibration ability of lbFCS in cellular targets. First of all, the decrease in 2 can be
counterbalanced by an increase in :on (see Eq. 2.38 on page 23). We have already
demonstrated in Chapter 5 that this can, for instance, be achieved by using higher salt
concentrations. Another recent idea is based on concatenating repetitive motives of
binding sites to longer docking strands which similarly further enhances :on [101, 167].
Alternatively, the necessity for reducing the imager concentration could potentially be
alleviated by using fluorogenic imagers, which have been recently shown to largely
reduce fluorescence background of unbound imagers [200]. Finally, in an ongoing
study we are currently devising a strategy to make use of additional complementary
observables, such as the photon counts, the number of imager binding events, the
dark times or the number of localizations, which are currently not considered in
lbFCS analysis. Since these additional observables depend solely on the global
unknowns of a measurement (:on, :off, #), a closed analytical solution taking all
observables into account can potentially be found. Under the reasonable assumption
that a measurement must make sense in all of these observables, potentially even a
single measurement at the highest possible imager concentration is sufficient for rate
determination and molecular counting. Due to this depth of possible routes to go,
we are confident to recover the self-calibrating property also in fixed cellular targets
and - after careful benchmarking using well-characterized targets - apply lbFCS as a






A.1 Appendix to Chapter 7
This section provides the experimental details regarding lbFCS experiments in
combination with imager exchange, targeted at DNA origami and fixed U2OS samples.
The used docking strand and imager sequences were ’Pm2’, the same as in Chapter 6.
A.1.1 Sample Preparation and Imaging Conditions
The experimental data presented in Chapter 8 was acquired using two samples (s1 and
s2). The following description includes the imaging protocol for several sequential
acquisitions on the same sample. The imaging parameters are listed in Table A.1.
Sample s1
# = 1 and # = 12 orgami were prepared and purified as described under Supple-
mentary Methods in Chapter 6. DNA origami were diluted 1:200 and mixed at an
approximate ratio of 1:1. Mixed DNA origami were surface-immobilized in an open
chamber of an Ibidi -Slide via BSA-biotin and streptavidin, as described in Chapter
6. The total volume of BSA-biotin solution, streptavidin solution and mixed DNA
origami solution in the individual incubation steps was each 200 l. For washing,
as much of the solution as possible was removed from the chamber using a pipette,
before washing with 2× 200 l of buffer A/B. After origami incubation and washing,
imager solution at a given concentration was added to the chamber before imaging.
In total, six measurements was performed in the order: 5 nM, 10 nM, 20 nM, 5 nM,
10 nM, 20 nM. Between each imaging round, the chamber was washed 3×with 200
l of buffer B, while remaining mounted on the microscope (waiting time for each
washing step: 1 min). Each image acquisition was started after adding the new
imaging solution (waiting 3 min for equilibration) and moving to a new FOV.
Sample s2
Nanobody-docking strand conjugation andpreparation of fixedU2OS-CRISPR-Nup96-
mEGFP cells labeled for DNA-PAINT imaging was performed by Kimberly Cramer,
Sebastian Strauss and Bianca Sperl, as described in [167]. Fixed cellular samples were
prepared in the open chamber of an open Ibidi -Slide. As described for s1, exchange
steps were performed by removing as much of the solution from the chamber was
possible using a pipette. 200 l of imager solution at a given concentration was used
for each round of imaging and in total four imaging rounds were performed in the
order: 100 pM, 200 pM, 50 pM, 500 pM. The imaging buffer contained the oxygen
scavenging system pyranose oxidase catalase in combination with the triplet state
quencher trolox (POCT, as described in Chapter 3). Between each imaging round,
the chamber was carefully washed with 3×200 l of buffer POCT, while remaining
mounted on the microscope (waiting time for each washing step: 2 min). Each image
acquisition was started after adding the new imaging solution (waiting 5 min for
equilibration) at the same FOV.
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Table A.1. Imaging Parameters for Data Sets in Chapter 7. All fluorescence microscopy
data was recorded with our custom TIRF microscope (see Chapter 4). The sCMOS camera
(2048×2048 pixels, pixel size: 6.5 m) was operated with the open source acquisition software
Manager [201] at 2×2 binning. The exposure time was set to 200 ms, the read out rate to 200
MHz and the dynamic range to 16 bit. If not stated otherwise, the 561 nm laser was used for
excitation.
Fig. Sample Imager 2 (nM) Buffer Irradiance (W/cm2) Frames FOV (px2)
7.8b,c s1 5, 10, 20 B 10 6×4,500 700×700
7.9 s1 5, 10, 20 B 10 6×4,500 700×700
7.10c s2 0.5 POCT 500 36,000 700×700
7.11b s2 0.1 POCT 5 (488) 1 700×700
7.11c,d,e s2 0.05, 0.1, 0.2 POCT 10 3×18,000 700×700
7.12 s2 0.05, 0.1, 0.2 POCT 10 3×18,000 700×700
A.1.2 Filtering and Counting DNA origami Exchange Series
Automatically detected localization clusters in the six DNA-PAINT images included
both # = 1 and # = 12 DNA origami. Preliminary filterting was performedmanually,
disregarding localization clusters fulfilling the following parameters (T/2 denotes
half of the measured frames):
• abs(mean(frame)-/T/2) / T/2 > 0.2
• std(frame) < 0.7 median(std(frame))
Subsequantly, localization clusters for each data set were split according to the
number of localizations. Localization clusters fulfilling the following parameters were
assigned to the # = 1 origami species:
• 5 nM: nlocs < 900
• 10 nM: nlocs < 1,800
• 20 nM: nlocs < 3,150
The remaining localization clusters were assigned to the # = 12 origami species.
Subsequently, filtering as decribed in Supplementary Fig. 3 in Chapter 6 was
performed.
Counting of docking strands was performed using the ’fit’ method (described
in Chapter 6) and the ’direct’ method, as derived in Chapter 7 on page 153. For
the ’direct’ method, we calculated # from the four possible combinations of the
four measurements at imager concentrations 5 nM and 20 nM. Using the mean
of the distribution in  and the median of the distribution in  of each data
set, we obtained (〈5 nM〉,5 nM,〈20 nM〉,20 nM) as calculation input, allowing
to directly calculate :> 5 5 , :̂>=,5 nM and :̂>=,20 nM. Knowing these parameters, for
each localization cluster the value of  could be transformed into # via Eq. 7.9
(page 153). The distributions of counted docking strands per origami displayed
in Fig. 7.9 are the sum over the counting results from the calculations of four
possible combinations of data sets.
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A.1.3 Filtering and Counting Fixed U2OS Cells
The data sets acquired at imager concentrations 50 pM, 100 pM and 200 pM were
subject to lbFCS analysis. Filtering was performed manually, removing localization
clusters in the data sets fulfilling the following parameters:
•  > 3×median()
•  < 0.2×median()
•  > 6×median(A)
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A.2 Appendix to Chapter 8
This section provides the experimental details regarding DNA-PAINT imaging
experiments of surface-immobilized and membrane-bound DNA origami in absence
or presence of MinDE surface waves. The used docking strand and imager sequences
were ’Pm2’, the same as in Chapter 6. DNA origami (featuring 5 docking strands)
were folded as described in [198]. After folding, DNA origami were purified using
PEG precipitation [202].
A.2.1 Sample Preparation and Imaging Conditions
The experimental data presented in Chapter 8 was acquired using three samples
(s1-s3). The following description includes the imaging protocol in case of several
sequential acquisitions using the same sample. The imaging parameters are listed in
Table A.2.
Sample s1
Surface-immobilized DNA origami were prepared at a dilution of 1:200, as described
under Supplementary Methods in Chapter 6.
Sample s2
The SLB sample with membrane-bound DNA origami was prepared in an open
chamber, as described in [198]. MinDE pattern formation was initiated by adding of
MinD, MinE and ATP to the chamber (at conditions forming quasi-stationary patterns
[197]), as described in [198]. After 30 min incubation, crosslinking strands were added
to immobilize DNA origami. The imaging buffer contained the oxygen scavenging
system pyranose oxidase catalase in combination with the triplet state quencher trolox
(as described in Chapter 3). Finally, imagers were added to the chamber resulting
in an effective imager concentration of 5 nM. Allowing the imager concentration to
equilibrate, a single image of the MinDE pattern was acquired using a 488 nm laser
line. Subsequently, DNA-PAINT image acquisition was started. A second round of
image acquisition was started in the morning of the next day.
Sample s3
The SLB sample with membrane-bound DNA origami was prepared in an open
chamber, as described in [198]. Crosslinking strands were added to the chamber in
excess to induce ’head-to-tail’-polymerization of DNA origami into a rigid netword
(incubation 2 min). The imaging buffer contained the oxygen scavenging system
pyranose oxidase catalase in combination with the triplet state quencher trolox (as
described in Chapter 3). Next, imagers were added to the chamber resulting in
an effective imager concentration of 5 nM. Allowing the imager concentration to
equilibrate, a first DNA-PAINT acquisition was started after 3 min. Subsequently,
MinDE pattern formation was initiated by adding of MinD, MinE and ATP to the
chamber (at conditions forming quasi-stationary patterns [197]), as described in [198].
Incubation time was 30 min. A single image of the MinDE pattern within the same
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FOV as before was acquired using a 488 nm laser line. Finally, a second round of
DNA-PAINT imaging was acquired, again of the same FOV.
Table A.2. Imaging Parameters for Data Sets in Chapter 8. All fluorescence microscopy
data was recorded with our custom TIRF microscope (see Chapter 4). The sCMOS camera
(2048×2048 pixels, pixel size: 6.5 m) was operated with the open source acquisition software
Manager [201] at 2×2 binning. The exposure time was set to 200 ms, the read out rate to 200
MHz and the dynamic range to 16 bit. If not stated otherwise, the 561 nm laser was used for
excitation.
Fig. Sample Imager 2 (nM) Buffer Irradiance (W/cm2) Frames FOV (px2)
8.3b s1 2 B 500 9,000 512×512
8.4a s2 5 POCT 1 (488 nm) 1 1024×1024
8.4b-d s2 5 POCT 1,000 10,000 1024×1024
8.4e-f s2 5 POCT 1,000 40,000 1024×1024
8.5a s3 5 POCT 1,000 20,000 720×720
8.5b s3 5 POCT 1,000 40,000 720×720
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1DS DNA origami labeled with a single docking strand
EMCCD Electron-Multiplying Charge-Coupled Device
FCCS Fluorescence Cross-Correlation Spectroscopy
FCS Fluorescence Correlation Spectroscopy
FISH Fluorescence In-Situ Hybridization
FOV field of view
FRAP Fluorescence Recovery After Photobleaching
FRET Förster Resonance Energy Transfer
GFP Green Fluorescent Protein
HILO Highly Inclined and Laminated Optical Sheet
lbFCS localization-based Fluorescence Correlation Spectroscopy
mCh soluble mCherry
MTS membrane targeting sequence
NPC Nuclear Pore Complex
NUP Nucleoporin
PAINT Points Accumulation for Imaging in Nanoscale Topography
PALM Photoactivated Localization Microscopy
ROI Region of Interest
SI-FCS Surface-Integrated Fluorescence Correlation Spectroscopy
SIM Structured Illumination Microscopy
SLB supported lipid bilayer
SMLM Single-Molecule Localization Microscopy
SOFI Super-Resolution Optical Fluctuation Microscopy
STED Stimulated Emission Depletion
STORM Stochastic Optical Reconstruction Microscopy
TIR-FCS Total Internal Reflection Fluorescence Correlation Spec-
troscopy
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