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1. The origin of Re´dei polynomials.
A polynomial with coefficients from a finite field GF(q) that is the product
of linear polynomials is usually referred to as a Re´dei polynomial. This is due
to the appearance of the polynomial
R(T , S)=
∏
(x,y)∈A
(T − x S + y),
where A is some subset of GF(q)2, in the book of Re´dei [15] from the early
seventies.
In the affine plane AG(2, q) the point (x , y) is incident with the line
Y = mX + α if and only if α = −mx + y . Hence −α is a root of R(T ,m)
of multiplicity k if and only if the line Y = mX + α is incident with k points
of the set A. This observation allows one to look at a problem of the following
type: Given a subset of points of the affine plane that has restricted intersection
properties with the lines of the plane, say something about the size of the subset
or, clearly better, determine the possibilities for such a subset.
The problem for which Re´dei introduced the polynomial R(T , S) was that
of determining those functions over a finite field that determine few directions.
Given a set of q points A in AG(2, q) each line of a set of q parallel lines is
either incident with exactly one point of A or there is a line incident with at
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least two points of A. In the latter case we say that the direction corresponding
to the parallel class of the line is determined by A. The problem of classifying
those functions over a finite field that determine few directions is equivalent
to classifying those subsets A that determine few directions. Let us see why
R(T , S) is a useful tool to approach this problem. Suppose m ∈ GF(q) is a
direction not determined byA. That is, for all α ∈GF(q), the line Y = mX+α
is incident with exactly one point of A. According to the previous paragraph
this implies that the polynomial R(T ,m) has a simple root α, for all α ∈GF(q),
hence R(T ,m) = T q−T . LetD be the set of directions determined by the setA
and suppose, without loss of generality, that the infinite direction ( the direction
corresponding to the parallel class of lines of the form X = α) is in D. The
monic polynomial
g(S) :=
∏
m /∈D
(S − m),
has degree q + 1− |D|, divides R(T , S)− T q + T , and we can write
R(T , S)= T q − T + g(S)H (T , S),
for some polynomial H of degree at most |D| − 1.
We continue a little further along Re´dei’s arguments as we are about to see
a phenomenon which will occur again later on.
Theorem 1.1. (Re´dei) If A is a set of q points of AG(2, q) determining less
than (q + 3)/2 directions then any line is incident with 0 mod p points of A, or
exactly one point of A.
Proof. Let m ∈D and consider R(T ,m). Let T + α be a factor of R(T ,m) of
multiplicity k, in other words let Y = mX + α be a line incident with k points
of A. Since T + α divides both R(T ,m) and T q − T we have that T + α is a
factor of H (T ,m). It is a factor of multiplicity at least k−1 of ∂ R
∂T (T ,m) and so
(T + α)k | H (T ,m)∂R
∂T
(T ,m).
This is true for all linear factors of R(T ,m) and since R(T ,m) is the product of
linear factors
R(T ,m) | H (T ,m)∂R
∂T
(T ,m).
The left-hand side of this divisibility has degree q and the right-hand side has
degree at most 2|D| − 3. Note that when we differentiate the Re´dei polynomial
with respect to T we have
∂R
∂T
(T , S)= −1+ g(S)∂H
∂T
(T , S),
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which has degree at most |D| − 2 in T . If |D| < (q + 3)/2 then the right-
hand side of the divisibility has degree less than q and is therefore zero. If
H (T ,m) = 0 then R(T ,m) = T q − T which would imply that m /∈ D,
which is not the case, so we conclude that ∂ R
∂T (T ,m) ≡ 0. This implies that
R(T ,m) ∈ GF(q)[T p], where q = ph , or equivalently, that there exists a
polynomial r(T )∈GF(q)[T ] such that
R(T ,m) = r(T )p,
we say R(T ,m) is a p-th power. So any factor T+α of R(T ,m) has multiplicity
a multiple of p, from which it follows that the line Y = mX + α is incident
with a multiple of p points of A.
If m /∈ D then we already saw that each line Y = mX + α is incident with
exactly one point of A. 
This theorem is the first example of what is known as a “mod p” result. We
shall see more examples of Re´dei polynomials providing us with mod p results
later on. Let us conclude this section by mentioning that the sets of q points that
determine less than (q + 3)/2 directions are now known to be subspaces over
some subfield, see [6] and [3].
If q is prime then the above theorem implies that the only sets of q points
determining less than (q + 3)/2 directions are the lines (and they determine
only one direction). Moreover Lova´sz and Schrijver [13] proved that any set of
q points that determines exactly (q + 3)/2 directions is equivalent to the set
{(x , x (q+1)/2) | x ∈GF(q)},
and Ga´cs [10] proved that these are the only sets of points determining less than
2(q − 1)/3 + 1 directions.
We could now continue in the plane and look at the consequences of Re´dei
polynomials for blocking sets in PG(2, q) but that is not our focus here. It is
worth mentioning that they do provide us with a mod p result, namely that every
line of PG(2, q) is incident with 1 mod p points of a minimal blocking set with
less than 3(q + 1)/2 points. The excellent survey of Szo˝nyi, Ga´cs and Weiner
[17] provides an up-to-date reference.
2. Early appearances of multivariate Re´dei polynomials.
The earliest appearance of a multivariate Re´dei polynomial seems to be in
the article of Brouwer and Schrijver [7], where they consider the polynomial
R(Y1, Y2, . . . , Yn) :=
∏
(x1,x2,...,xn )∈A
(1+ x1Y1 + x2Y2 + . . . + xnYn),
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where A is a set of points in AG(n, q), containing the origin, with the property
that every hyperplane is incident with a point ofA, i.e., A is a blocking set with
respect to hyperplanes. For all (y1, y2, . . . , yn) ∈ GF(q)n , (y1, y2, . . . , yn) =
(0, 0, . . . , 0) the hyperplane
y1X1 + y2X2 + . . . + yn Xn = −1
is incident with a point ofA and so R(y1, y2, . . . , yn) = 0. Now the geometrical
property of the set A has been translated into an algebraic property of the
polynomial R. Moreover, degR = |A| − 1. It is a fairly short step to show
that degR must be at least n(q−1) and hence that a blocking set of hyperplanes
in AG(n, q) has at least n(q−1)+1 points, a result earlier obtained by Jamison
in [12].
The multivariate Re´dei polynomial appeared again in the article of Bruen
[8] where he generalised the Jamison bound to multiple blocking sets of hy-
perplanes of AG(n, q) and following on from his work it appears again in [2].
However in all these cases the geometrical property of the set A is related to
points and hyperplanes, as it is in the following.
In [1] Alon and Tarsi use Re´dei polynomials to prove Jaeger’s conjecture
for q non prime. Jaeger’s conjecture states that when q ≥ 5, for all matrices
X ∈GL(n, q) there exists a vector y ∈GF(q)n with the property that y and X y
have no zero coordinate. In [11] Jaeger only conjectures this for q = 5.
Let us see how Re´dei polynomials can be used to tackle this problem. If
the conjecture is not true then there is a matrix X ∈GL(n, q) with the property
that X y has a zero component, for all y ∈ GF(q)n with no zero component.
The set of n points A that is made up of the rows of X is a set of n points in
PG(n−1, q) that spans thewhole space and has the property that the hyperplane
y1X1 + y2X2 + . . . + ynXn = 0
is incident with a point of A for all y ∈GF(q)n with no zero component.
In other words, if we define a Re´dei polynomial
R(Y1, Y2, . . . , Yn) :=
∏
(x1 ,x2,...,xn )∈A
(x1Y1 + x2Y2 + . . . + xnYn)
then for all vectors y which have no zero component R(y1, y2, . . . , yn) = 0.
This algebraic property of R implies that we can write
R(Y1, Y2, . . . , Yn) = (Yq−11 − 1) f1 + (Yq−12 − 1) f2 + . . . + (Yq−1n − 1) fn ,
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where f1, f2, . . . fn ∈GF(q)[Y1, Y2, . . . , Yn] are polynomials of degree at most
n − (q − 1). The matrix X is non-singular and so has an inverse X−1 = (ai j ).
If we make the substitution Yi =∑ ai j Z j we have
Z1Z2 . . . Zn =
n∑
i=1
((∑
ai j Z j
)q−1 − 1
)
fi .
Now on the right-hand side when we try to find a term Zi1 Zi2 . . . Ziq−1 from one
of the (
∑
ai j Z j )q−1 terms, as we must since the left-hand side is Z1Z2 . . . Zn ,
the coefficient is a multiple (q − 1)!. If q is not prime then this is always zero
and we have a contradiction.
3. Re´dei polynomials in three indeterminates.
The Re´dei polynomials that we have seen up until now have helped us
with problems where we have a set of points with certain intersection properties
with hyperplanes. Now we shall look at how to use Re´dei polynomials in
situations where we have a set of points that have certain intersection properties
with smaller dimensional subspaces. The obvious place to start is in three
dimensional affine or projective space, so let A be a subset of the points of
AG(3, q) and define
R(T , S,U )=
∏
(x,y,z)∈A
(T + x S + yU + z).
We define polynomials in two indeterminates σj , of total degree at most j , by
writing
R(T , S,U )=
|A|∑
j=0
σj (S,U )T
|A|− j .
Let a and b be any elements of GF(q) and consider the factors of the polyno-
mial
R(T , aU + b,U ) =
∏
(x,y,z)∈A
(T + (ax + y)U + bx + z).
The point (x , y, z) is incident with the line defined by the hyperplanes aX+Y =
α and bX + Z = β if and only if ax + y = α and bx + z = β if and only
if the corresponding factor in R(T , aU + b,U ) is T + αU + β . Note that for
a fixed a and b these q2 lines are parallel. Identifying the affine point (x , y, z)
with the projective point 〈x , y, z, 1〉 then the line defined by the hyperplanes
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aX + Y = α and bX + Z = β is incident with point 〈1,−a,−b, 0〉. Indeed,
every affine line incident with 〈1,−a,−b, 0〉 can be defined by the intersection
of two hyperplanes of the form aX + Y = α and bX + Z = β , for some α and
β , and this line is incident with k points of A if and only if T + αU +β occurs
as a factor of R(T , aU + b,U ) with multiplicity k.
Let us fix a situation to see how we can make use of this. Let A be a set
of q2 points that does not determine every direction, so we can assume there is
a point 〈1,−a,−b, 0〉 whose corresponding parallel class of q2 lines are each
incident with exactly one point ofA. Each factor in R(T , aU+b,U ) is distinct
and we have
R(T , aU + b,U ) =
∏
α,β∈GF (q)
(T + αU + β)
= T q2 − ((Uq −U )q−1 + 1)T q + (Uq −U )q−1T .
However, we also have that,
R(T , aU + b,U ) =
q2∑
j=0
σj (aU + b,U )T |A|− j
and hence for 1 ≤ j ≤ q2 − q − 1,
σj (aU + b,U ) ≡ 0.
Hence we have that σj (S,U ) ≡ 0 mod S − aU − b from which it follows that
S − aU − b | σj (S,U ).
If there are more pairs (a, b) than the degree of σj for which this holds then
σj (S,U ) ≡ 0.
So in our situation let N be the number of directions 〈1,−a,−b, 0〉 not
determined by two points of A. Then
R(T , S,U )= T q2 +
q2−N∑
j=0
σq2− j (S,U )T j .
When we evaluate both S = s and U = u we are looking at the intersection
properties of A with planes. Indeed, a factor T + α has multiplicity k in
R(T , s, u) if and only if the plane sX +uY + Z = α is incident with k points of
A. However, R(T , s, u) = T q2 + g(T ), where degg ≤ q2 − N , and moreover
factorises into linear factors in GF(q)[T ]. Some short arguments lead to the
following theorem.
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Theorem 3.1. ([4]) If A is a set of q2 points of AG(3, q) that does not
determine at least peq directions for some e ∈N ∪ {0} then every plane meets
A in 0 mod pe+1 points.
By [16], Theorem 11, we know that if the number of directions determined
is less than q(q+3)/2 then the setA is GF(s)-linear for some subfield GF(s) of
GF(q). In the case when q is prime this means that A is a plane. Theorem 3.1
says that in the case when q is prime and we have a set of points that determine
less than q2 + 2 directions then every plane contains 0 mod q points. It would
be interesting to know if this implies that A is a cone.
Some immediate corollaries of Theorem 3.1 relate to ovoids of the gen-
eralised quadrangles T2(O) or T ∗2 (O), see [14, pp.37–38] for a description of
these quadrangles.
Corollary 3.2. ([4]) Let O be an ovoid of the generalised quadrangle T ∗2 (O).
The planes of AG(3, q) are incident with zero mod p points of O.
Corollary 3.3. ([4]) Let O be an ovoid of the generalised quadrangle T2(O)
containing the point (∞). The planes of AG(3, q) are incident with zero mod p
points of O.
In the case that O is a conic the generalised quadrangle T2(O) is isomor-
phic to Q(4, q). Since we can choose any point of Q(4, q) to be the point (∞),
the corollary says that every elliptic quadric meets an ovoid of Q(4, q) in 1 mod
p points or not at all. In fact one can eliminate the possibility that an elliptic
quadric and an ovoid are disjoint but that does involve slightly more work, see
[5]. A short counting argument leads to the following theorem.
Theorem 3.4. ([5])When q is prime an ovoid of Q(4, q) is an elliptic quadric.
Although the Re´dei polynomial considered in [5] is the same as we have
used here, they used a more roundabout argument involving the Klein corre-
spondence to deduce the fact that for nearly all j the identity σj (aU,U−a) ≡ 0
holds for all a ∈ GF(q). Now we see that from σj (aU + b,U ) ≡ 0, one only
need substituteU with U − a and put b = a2 to obtain the same equivalence.
The previous theorem can be pushed a little further. De Beule and Metsch
recently proved the following.
Theorem 3.5. ([9]) When q is prime a set of q2 + 2 points that blocks every
line of Q(4, q) is an elliptic quadric together with a point.
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4. Re´dei polynomials in four indeterminates.
We shall look briefly at Re´dei polynomials in four indeterminates. Let A
be a subset of points of AG(4, q) and define
R(T , S,U, V) =
∏
(x,y,z,w)∈A
(T + x S + yU + zV + w).
We define polynomials in three indeterminates σj , of total degree at most j , by
writing
R(T , S,U, V) =
|A|∑
j=0
σj (S,U, V )T
|A|− j .
Let a, b, c and d be any elements of GF(q) and consider the factors of the
polynomial
R(T , aU+bV + c,U, V ) =
∏
(x,y,z,w)∈A
(T + (ax + y)U + (bx + z)V + cx +w).
The point (x , y, z, w) is incident with the line defined by the hyperplanes
aX + Y = α, bX + Z = β and cX + W = γ if and only if ax + y = α,
bx + z = β and cx + w = γ if and only if the corresponding factor in
R(T , aU + bV + c,U, V ) is T + αU + βV + γ . Hence this substitution
allows us to use the intersection properties that A may have with lines.
On the other hand considering the factors of the polynomial
R(T , aV + c, bV + d, V ) =
∏
(x,y,z,w)∈A
(T + (ax + by + z)V + cx + dy + w).
The point (x , y, z, w) is incident with the plane defined by the hyperplanes
aX + bY + Z = α and cX + dY +W = β if and only if ax + by + z = α and
cx + dy+w = β if and only if the corresponding factor in R(T , aV + c, bV +
d, V ) is T + αV + β . Hence this substitution allows us to use the intersection
properties that A may have with planes.
5. Re´dei polynomials in many indeterminates.
Let us prove the natural generalisationof Theorem 11 to AG(n, q) by using
Re´dei polynomials in n variables.
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Theorem 5.1. If A is a set of qn−1 points of AG(n, q) that does not determine
at least peq directions for some e ∈N ∪ {0} then every hyperplane meets A in
0 mod pe+1 points.
Proof. Let A ⊂ AG(n, q) = PG(n, q) \ π∞ where π∞ is defined by the
equation X0 = 0. Let D be the set of directions determined by A, i.e.
D = {P ∈ π∞ | P ∈ 〈Q, R〉, Q, R ∈A}.
Define the Re´dei polynomial as
R(T , X ) =
∏
〈1,a1,...,an〉∈A
(
T +
n∑
i=1
ai Xi
)
,
where X = (X1, . . . , Xn), and define the polynomials σj (X ) by writing
R(T , X ) =
qn−1∑
j=0
T q
n−1− jσj (X ).
Note that the total degree of σj is at most j .
Let P = 〈0, y1, y2, . . . , yn〉 ∈ π∞ \ D be a direction not determined by A
and since P must have a non-zero coordinate, we may assume that ym = 1, for
some m. Now consider the Re´dei polynomial R(T , X ) modulo
∑n
i=1 yi Xi . We
get
R(T , X ) ≡
∏
〈1,a1,...,an〉∈A
(
T +
n∑
i=1
(ai − am yi )Xi
)
mod
n∑
i=1
yi Xi .
For all γ ∈GF(q)n−1 , the line defined by the n−1 equations Xi−yi Xm = γi X0,
where i = m, contains the point P , which is a direction not determined
by A, and so contains exactly one point of A. Hence there is exactly one
〈1, a1, . . . , an〉 ∈A such that ai − am yi = γi for all i = m and we have
R(T , X )≡
∏
γ ∈GF (q)n−1
(
T +
n∑
i=1,i =m
γi X i
)
mod
n∑
i=1
yi Xi .
The above polynomial is linear over GF(q) in T and so
R(T , X )≡ T qn−1 +
n−2∑
k=0
σqn−1−qk (X )T q
k + σqn−1 (X ) mod
n∑
i=1
yi Xi
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and we conclude that
σj (X ) ≡ 0 mod
n∑
i=1
yi Xi ,
whenever j = qn−1 and j = qn−1 − qk for some k. Hence for each
P = 〈0, y1, y2, . . . , yn〉 ∈ π∞ \ D
n∑
i=1
yi Xi | σj (X )
in these cases and so σj (X ) ≡ 0 whenever deg(σj ) ≤ j < |π∞ \ D|. By
hypothesis |π∞ \ D| ≥ peq and so we can write
R(T , X ) = T qn−1 +
qn−1∑
j=peq
σj (X )T q
n−1− j .
Now let x ∈GF(q)n be any vector in n coordinates and let d be maximal such
that R(T , x )∈GF(q)[T pd ] \ GF(q)[T pd+1]. We wish to prove that d ≥ e + 1.
Write R(T , x ) = S(T )pd , so S ∈ GF(q)[T ] /∈ GF(q)[T p] and importantly
∂ S
∂T = 0. Moreover
S(T ) = T qn−1/pd + S1(T ),
where deg(S1) ≤ qn−1/pd − qpe−d . Since S(T ) is the product of linear factors
S(T ) | (T q − T ) ∂S
∂T
.
The degree of the right-hand side of this divisibility is less than q + deg(S1) ≤
q + qn−1/pd − qpe−d .
If d ≤ e the degree of the left-hand side, which is the degree of S and equal
to qn−1/pd , will be greater than the degree of right-hand side and we conclude
that the right-hand side of the divisibility must be zero. However this implies
that ∂ S
∂T is zero, a contradiction, hence d ≥ e + 1.
We have shown that for all x ∈GF(q)n
R(T , x ) =
∏
〈1,a1,...,an〉∈A
(
T +
n∑
i=1
aixi
)
∈GF(q)[T pe+1]
and so all its factors T + α occur with multiplicity a multiple of pe+1. Hence
there are a multiple of pe+1 points of A satisfying
n∑
i=1
ai xi = α,
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or in other words there are 0 modulo pe+1 points ofA on the hyperplane defined
by the equation
n∑
i=1
xi Xi = α.
This concludes the proof. 
6. Re´dei polynomials for polar spaces.
Let us look at a possible application to polar spaces of higher rank. We
hope that, following the success of using Re´dei polynomials for Q(4, q) they
may be equally useful. By means of demonstrating how this may be done,
consider an ovoid O of the polar space Q(6, q) defined by the quadratic form
X0X6 + X1X5 + X2X4 + X 23.
Nowwe can assume that 〈1, 0, 0, 0, 0, 0, 0〉 is a point ofO and so the hyperplane
X6 = 0, the tangent space at 〈1, 0, 0, 0, 0, 0, 0〉, is incident with no other points
of O. Let
A := {(x1, x2, x3, x4, x5) | (−x1x5 − x2x4 − x 23 , x1, x2, x3, x4, x5, 1)∈O},
a set of q3 elements of GF(q)5 and define the Re´dei polynomial
R(T , Y1, Y2, Y3, Y4) :=
∏
(x1 ,x2,x3,x4,x5)∈A
(T + x1Y1 + x2Y2 + x3Y3 + x4Y4 + x5).
As before we define polynomials σj , now in four indeterminates and of total
degree at most j , by writing
R(T , Y1, Y2, Y3, Y4) =
q3∑
j=0
σj (Y1, Y2, Y3, Y4)T
q3− j .
Let a, b and c be any elements of GF(q) and consider the factors of the
polynomial
R(T ,−aY3 − bY4 + a2,−cY3 + c2Y4 + b + 2ac, Y3, Y4)
=
∏
(x1 ,x2,x3,x4,x5)∈A
(T+(x3−cx2−ax1)Y3+(x4+c2x2−bx1)Y4+x5+(b+2ac)x2+a2x1).
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Now T + αY3 + βY4 + γ occurs as a factor if and only if there is an element of
A such that
x3 − cx2 − ax1 = α,
x4 + c2x2 − bx1 = β,
x5 + (b + 2ac)x2 + a2x1 = γ.
These equations define a three-dimensional affine subspace  of the AG(6, q)
defined by the equation X6 = 1. The projective plane π defined by the
equations
X6 = 0,
X3 − cX2 − aX1 = 0,
X4 + c2X2 − bX1 = 0,
X5 + (b+ 2ac)X2 + a2X1 = 0.
is the plane 〈(1, 0, 0, 0, 0, 0, 0), (0, 1, 0, a, b,−a2, 0, ), (0, 0, 1, c,−c2,−b −
2ac, 0)〉 and is totally isotropic. So the quadratic form restricted to be the three-
dimensional projective space  ∪ π is degenerate ( it is totally singular on the
plane π ). Hence the form factorises into two linear factors when restricted to
this space and so there is another totally isotropic plane π ′ contained in  . This
plane is incident with a unique point of O and so  is incident with a unique
point of O. So, for every a, b and c in GF(q) and α, β and γ there is exactly
one element of A satisfying the equations above. In other words
R(T ,−aY3 − bY4 + a2,−cY3 + c2Y4 + b + 2ac, Y3, Y4)
=
∏
(α,β,γ )∈GF (q)3
(T + αY3 + βY4 + γ )
= T q3 + terms of degree at most q2 in T ,
where the last equality follows from the fact that the expression is linear over
GF(q) in T . Hence for 1 ≤ j ≤ q3 − q2 − 1,
σj (−aY3 − bY4 + a2,−cY3 + c2Y4 + b + 2ac, Y3, Y4) ≡ 0.
This certainly implies that σj (Y1, Y2, Y3, Y4) ≡ 0 for 1 ≤ j ≤ q − 1 but it is
not clear to us if this implies that more of the σj are identically zero. Arguing
as in the case for Q(4, q) we can obtain the following theorem which can also
be deduced from the corresponding theorem for Q(4, q), see [5].
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Theorem 6.1. A hyperplane of PG(6, q) meets an ovoid of Q(6, q) in 1 mod
p points.
If one was able to prove that σj (Y1, Y2, Y3, Y4) ≡ 0 for 1 ≤ j ≤ peq − 1
this would lead to a theorem saying that every hyperplane meets an ovoid in 1
mod pe+1 points. Some random computer searching with the known examples
suggests that 1 mod q may be true for ovoids of Q(6, q) and 1 mod ph for
ovoids of Q(4, p2h) or Q(4, p2h+1). For a list of the known examples of ovoids
of orthogonal polar spaces we refer to [18].
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