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1. Introduction
Any given formal power series (t) =∑∞n=0 ntn over the real number ﬁeld R may be conveniently
written as
(t) =
∞∑
n=0
[

n
]
tn. (1)
Sometimes we denote [
n
] by [tn](t). If (0) = [0 ] = 0 and if f (x) is a formal power series in x, then
a formal substitution of (t) into f (x) with x = (t) again gives a formal power series in t, namely (cf.
Comtet [6, Section 3.4])*******
(f ◦ )(t) = f ((t)) =
∞∑
n=0
[
f ◦ 
n
]
tn. (2)
Generally, for the case (0) = a = 0, one may assume that f (a + x) has a formal series expansion in
x so that the composition of  by f, viz. f (a +∑∞1 [n ]tn), may still possess a formal series expansion in
t, namely
f
(
a +
∞∑
n=1
[

n
]
tn
)
= f (a) +
∞∑
n=1
[
f ◦ 
n
]
tn. (3)
Let [f ](k)x=a denote the kth derivative of f (x) at x = a, viz.
[f ](k)x=a = Dkxf (x)|x=a,Dkx =
(
d
dx
)k
.
Recall that Faà di Bruno’s (FdB) formula when applied to (f ◦ )(t) may be written in the form (cf.
[6, Section 3.4])[
f ◦ 
n
]
=
∑
(n)
[f ](k)x=(0)
n∏
i=1
1
ki !
[

i
]ki
, (4)
where the summation is extended over the set (n) of all partitions of n, that is over all nonnegative
integral solutions (k1, k2, . . . , kn) of the equations k1 + 2k2 + · · · + nkn = n, k1 + k2 + · · · + kn = k,
k = 1, 2, . . . , n.
As above, each solution (k1, k2, . . . , kn) is called a partition of nwith k parts, where k=k1+k2+· · ·+kn.
For given k (1kn) the set of all partitions of n into k parts may be denoted by (n, k). Of course, the
set (n) is the union of all subsets (n, k), k = 1, 2, . . . , n.
The object of this paper is to develop a uniﬁed method for dealing with a wide class of combinatorial
identities. The basic tool to be employed is the inverse relations proved by using FdB formula (see
Theorem 1 below).
The paper is organized as follows.We present a method for obtaining Faà di Bruno reciprocal relations
in Section 2. The focus of Sections 3 and 4 is on a pair of symmetrical FdB relations. Special cases
of inversion relations are examined; some of them have already been considered previously and others
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are new. In Section 5, a new application to homogeneous linear recurrence relation offers an explicit
expression for the solution, and we also characterize the coefﬁcients of a quadratic generating function.
2. Reciprocal relations
The main result to be proved is the following theorem.
Theorem 1. Let (t) =∑∞n=0 ntn be a given formal power series. Assume that f (a + x) has a formal
power series expansion in x with a ∈ R, real numbers, and let f −1 denote the compositional inverse
of f so that (f −1 ◦ f )(x) = (f ◦ f −1)(x) = x. Let n = [f ◦n ] and (0) = a. Then we have the pair of
reciprocal relations
n =
∑
(n)
[f ](k)x=a
k11 · · · knn
k1! · · · kn! , (5)
n =
∑
(n)
[f −1](k)x=f (a)
k11 · · · knn
k1! · · · kn! . (6)
Proof. As may be observed, the given conditions of the theorem ensure that there hold a pair of formal
series expansions (via formal substitutions)
f
(
a +
∞∑
n=1
nt
n
)
= f (a) +
∞∑
n=1
nt
n
, (7)
f −1
(
f (a) +
∞∑
n=1
nt
n
)
= a +
∞∑
n=1
nt
n
. (8)
Thus, an application of FdB formula (4) to the composite function (f ◦ )(t) on the LHS of (7) yields
the expression (5) (via (3)) with[

i
]
= i ,
[
f ◦ 
n
]
= n, (0) = a.
Note that the LHS of (8) may be expressed as (t) = ((f −1 ◦ f ) ◦ )(t) = (f −1 ◦ (f ◦ ))(t), so that
in a like manner an application of Faa` di Bruno’s formula to the LHS of (8) gives precisely the equality
(6). 
Charalambides [3] and Flanders [12] have also proved a similar result of last theorem, but in a different
way.
Wemay call (5)–(6)FdB reciprocal relations or simplyFdB relations. (7)–(8) may be called associated
relations belonging to (5)–(6). Evidently, every given pair (7)–(8) will lead to the pair (5)–(6), and
conversely.
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Remark 1. Replacing n by xn/n! and n by yn/n!, we see that (5)–(6) may be expressed in terms of
the exponential Bell polynomials, viz.
yn =
n∑
k=1
[f ](k)x=aBn,k(x1, x2, . . . , xn−k+1), (9)
xn =
n∑
k=1
[f −1](k)x=f (a)Bn,k(y1, y2, . . . , yn−k+1), (10)
where Bn,k(. . .) is deﬁned by (cf. [3,6])
Bn,k(x1, x2, . . . , xn−k+1) =
∑
(n,k)
n!
k1!k2! · · ·
(x1
1!
)k1(x2
2!
)k2 · · · ,
(n, k) denoting the set of all partitions of n into k parts.
Two most simple and useful particular cases of (5)–(6) may be obtained by taking
(i) f (x) = ex , f −1(x) = log x, [f ](k)x=0 = 1, [f −1](k)x=1 = (−1)k−1(k − 1)!;
(ii) f (x) = x ( = 0), f −1(x) = x1/, [f ](k)x=1 = ()k , [f −1](k)x=1 = (1/)k , respectively, where ()k =
( − 1) · · · ( − k + 1), ()0 = 1. Indeed, corresponding to (i) and (ii) we have the following two
corollaries.
Corollary 1. There hold the FdB relations
n =
∑
(n)
k11 · · · knn
k1! · · · kn! , (11)
n =
∑
(n)
(−1)k−1(k − 1)! 
k1
1 · · · knn
k1! · · · kn! (12)
which have the associated relations
exp
( ∞∑
n=1
nt
n
)
= 1 +
∞∑
n=1
nt
n (13)
log
(
1 +
∞∑
n=1
nt
n
)
=
∞∑
n=1
nt
n
. (14)
Corollary 2. There hold the FdB relations
n =
∑
(n)
()k
k11 · · · knn
k1! · · · kn! , (15)
n =
∑
(n)
(1/)k
k11 · · · knn
k1! · · · kn! (16)
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which have the associated relations(
1 +
∞∑
n=1
nt
n
)
= 1 +
∞∑
n=1
nt
n
, (17)
(
1 +
∞∑
n=1
nt
n
)1/
= 1 +
∞∑
n=1
nt
n
, (18)
Remark 2. It is not difﬁcult to see that the number sequence {n} given by (12) and (14) is closely related
to the sequence of logarithmic polynomials as discussed in [3, Section 11.4], and [6, Section 3.5]. In fact,
using the familiar notation, one may write n!n = Ln(11, 22, . . . , nn).
Moreover, it is obvious that n!n with n being given by (11) and (13) may be expressed using the
notation of cycle indicator, namely n!n = Cn(11, 22, . . . , nn) (cf. [15]).
Remark 3. It is also easily found that n!n and n!n, given by (15)–(16), just represent the potential
polynomials P ()n (11, 22, . . . , nn) and P (1/)n (11, 22, . . . , nn), respectively (cf. [6, Section 3.5]).
Evidently, Corollary 1 and Remark 2 imply the fact that the explicit expressions for Ln(11, . . . , nn)
and Cn(11, . . . , nn) just form a pair of FdB reciprocal relations which are a particular case of (5)–(6)
with f (x) = exp x and f −1(x) = log x.
Remark 4. A different inverse pairs relation with summations over set partitions is also provided in [7].
The approach (see [7, Theorem 3.1]) does not give the same insights as the ones we have shown here.
3. A pair of symmetrical FdB relations
Recalling k1 + · · · + kn = k, we may introduce a notation for the multinomial coefﬁcient, viz.(

k̂
)
:= ()k
k1! · · · kn! .
In particular, taking  = −1 we have(−1
k̂
)
= (−1)k
k1! · · · kn! = (−1)
k
(
k
k̂
)
.
Accordingly, (15)–(16) may be rewritten in the form
n =
∑
(n)
(

k̂
)
k11 · · · knn , (19)
n =
∑
(n)
(
1/
k̂
)
k11 · · · knn . (20)
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The particular case for  = −1 gives the symmetrical FdB reciprocal relations
n =
∑
(n)
(−1)k
(
k
k̂
)
k11 · · · knn , (21)
n =
∑
(n)
(−1)k
(
k
k̂
)
k11 · · · knn (22)
which have the simple associated relation(
1 +
∞∑
n=1
nt
n
)(
1 +
∞∑
n=1
nt
n
)
= 1. (23)
Clearly (23) means that 1 +∑∞1 ntn and 1 +∑∞1 ntn are reciprocal series of each other.
In what follows we shall give some previously known or unknown examples to illustrate the usefulness
of (19)–(20) and (21)–(22).
Example 1. Recall that the Gegenbauer polynomials C()n (x) ( = 0) may be deﬁned by the generating
function (cf. [16])
(1 − 2xt + t2)− =
∞∑
n=0
C()n (x)t
n
. (24)
Thus, one easily sees that (21)–(22) imply the expressions
C()n (x) =
∑
(n)
(−1)k
(
k
k̂
)
C
(−)
1 (x)
k1 · · ·C(−)n (x)kn (25)
and
C(−)n (x) =
∑
(n)
(−1)k
(
k
k̂
)
C
()
1 (x)
k1 · · ·C()n (x)kn (26)
which are associated with the relation
(1 − 2xt + t2)−(1 − 2xt + t2) = 1. (27)
Example 2. Taking n =
(

n
)
(n = 1, 2, . . .), we see that the associated relation (17) becomes(
1 +
∞∑
n=1
(

n
)
tn
)
= (1 + t) = 1 +
∞∑
n=1
(

n
)
tn, n =
(

n
)
.
Thus, (15) or (19) yields∑
(n)
(

k̂
)(

1
)k1(
2
)k2
· · ·
(

n
)kn
=
(

n
)
. (28)
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This may also be rewritten in the form
∑
(n)
(

k
)
k!
k1! · · · kn!
(

1
)k1(
2
)k2
· · ·
(

n
)kn
=
(

n
)
. (29)
Note that (29) is an algebraic identity since both sides of it are polynomials of degree n in  and . In
particular, for  = n + 1 and  = n + p (p : integer) (29) gives the well-known identities of Carlitz [2]
and Riordan which are related to some counting problems of ballots and trees (cf. [11, p. 185]).
Example 3. Taking n = 1 (n = 1, 2, . . .), we ﬁnd(
1 +
∞∑
n=1
tn
)
= (1 − t)− =
∞∑
n=0
(
 + n − 1
n
)
tn, n =
(
 + n − 1
n
)
.
Consequently (19)–(20) imply the known reciprocal identities (cf. [14])∑
(n)
(

k̂
)
=
∑
(n)
()k
k1! · · · kn! =
(
 + n − 1
n
)
, (30)
∑
(n)
(
1/
k̂
)(

1
)k1( + 1
2
)k2
· · ·
(
 + n − 1
n
)kn
= 1. (31)
Example 4. The example is a little bit more complicated. It is known that a kind of Stirling polynomial
Sn(z) has been deﬁned by the generating function (cf. [11])(
tet
et − 1
)z
= z
∞∑
n=0
Sn(z)t
n, (z = 0). (32)
The LHS of (32) may be rewritten as(
et − 1
tet
)−z
=
[
1
t
(1 − e−t )
]−z
=
[
1
t
∞∑
n=1
(−1)n−1 t
n
n!
]−z
.
Thus, we may consider the associated relations[
1 +
∞∑
n=1
(−1)n t
n
(n + 1)!
]−z
= 1 +
∞∑
n=1
zSn(z)t
n (33)
and [
1 +
∞∑
n=1
zSn(z)t
n
]−1/z
= 1 +
∞∑
n=1
(−1)n t
n
(n + 1)! . (34)
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Comparing (33)–(34) with (17)–(18), we see that Corollary 2 implies a special pair of FdB relations as
follows:∑
(n)
(−z
k̂
)
(−1)n
(2!)k1(3!)k2 · · · ((n + 1)!)kn = zSn(z), (35)
∑
(n)
(−1/z
k̂
)
(zS1(z))
k1(zS2(z))
k2 · · · (zSn(z))kn = (−1)
n
(n + 1)! , (36)
where in the LHS of (35) the factor (−1)n of the summand comes from the fact that (−1)k1(−1)2k2 · · ·
(−1)nkn = (−1)n.
4. More examples
A very simple example of Corollary 1 may be given by just taking n = 1 (n = 1, 2, . . .) so that the
associated relation (14) becomes
log
( ∞∑
n=0
tn
)
= log(1 − t)−1 =
∞∑
n=1
1
n
tn,
(
n = 1
n
)
.
Thus we have
Example 5. The FdB reciprocal relations (11)–(12) (with n = 1/n and n = 1) imply Cauchy’s identity
and Sheehan’s identity [18]∑
(n)
1
k1!k2! · · · kn!1k12k2 · · · nkn = 1, (37)∑
(n)
(−1)k−1 (k1 + k2 + · · · + kn − 1)!
k1!k2! · · · kn! =
1
n
, (38)
respectively (cf. [11, p. 163]).
Example 6. Let {Fn|n0} be a sequence satisfying the linear recurrence relation
Fn = Fn−1 + Fn−2
with the initial conditions F0 = 1 = F1. Each Fn is called a Fibonacci number. Hsu [14] has shown that∑
(n)
(−1)k−1(k − 1)! F
k1
1 F
k2
2 · · ·Fknn
k1!k2! · · · kn! =
1
n
{(
1 + √5
2
)n
+
(
1 − √5
2
)n}
.
Thus, (11)–(12) imply
Fn =
∑
(n)
[1/1{((1 + √5)/2) + ((1 − √5)/2)}]k1 · · · [1/n{((1 + √5)/2)n + ((1 − √5)/2)n}]kn
k1! · · · kn! .
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Example 7. Let s(n) and s2(n) denote the sum of divisors of n and the sum of squares of divisors of n,
respectively. So,
s(n) =
∑
d|n
d, s2(n) =
∑
d|n
d2,
where the summation extends over all divisors of n. Let p(n) and M2(n) be the partition function repre-
senting the number of partitions of n and the number of plane partitions of n, respectively. It is known
that p(n) and M2(n) can be expressed using the cycle indicator of the symmetric permutation group of
n letters Cn(t1, t2, . . . , tn), namely (cf. [15])
p(n) = 1
n! Cn(s(1), s(2), . . . , s(n))
and
M2(n) = 1
n! Cn(s2(1), s2(2), . . . , s2(n)).
These may be written in the form
p(n) =
∑
(n)
(s(1)/1)k1(s(2)/2)k2 · · · (s(n)/n)kn
k1!k2! · · · kn! (39)
and
M2(n) =
∑
(n)
(s2(1)/1)k1(s2(2)/2)k2 · · · (s2(n)/n)kn
k1!k2! · · · kn! , (40)
respectively. Thus (11)–(12) imply the equalities
s(n)
n
=
∑
(n)
(−1)k−1(k − 1)! (p(1))
k1(p(2))k2 · · · (p(n))kn
k1!k2! · · · kn! (41)
and
s2(n)
n
=
∑
(n)
(−1)k−1(k − 1)! (M2(1))
k1(M2(2))k2 · · · (M2(n))kn
k1!k2! · · · kn! . (42)
Of course (39) and (41) form a special pair of FdB reciprocal relations and so do (40) and (42).
Example 8. Let en and pn denote the nth elementary and power sum symmetric functions, respectively.
It is known that
en =
∑
(n)
(−1)k2+k4+··· 1
1k1k1! · · · nknkn!p
k1
1 · · ·pknn .
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Then we have
(−1)nen =
∑
(n)
(−1)n+k2+k4+··· (p1/1)
k1 · · · (pn/n)kn
k1! · · · kn!
=
∑
(n)
(−1)k1+2k2+···+nkn+k2+k4+··· (p1/1)
k1 · · · (pn/n)kn
k1! · · · kn!
=
∑
(n)
(−1)k1+k2+···+kn (p1/1)
k1 · · · (pn/n)kn
k1! · · · kn! =
∑
(n)
(−p1/1)k1 · · · (−pn/n)kn
k1! · · · kn! . (43)
Take n = (−1)nen and n = −pn/n. Then (11)–(12) imply
−pn
n
=
∑
(n)
(−1)k−1(k − 1)! (−e1)
k1(e2)
k2 · · · ((−1)nen)kn
k1!k2! · · · kn! . (44)
Multiplying both sides by −n, we have
pn =
∑
(n)
(−1)k(k − 1)!n (−1)
k1+k3+···(ek11 e
k2
2 · · · eknn )
k1!k2! · · · kn! =
∑
(n)
(−1)k2+k4+··· n
k
(
k
k̂
)
e
k1
1 e
k2
2 · · · eknn .
(45)
Note that (43) and (45) have appeared in [3] and are obtained in a slightly different way.
Similarly, let hn andpn denote the nth homogeneous and power sum symmetric functions, respectively.
It is known that
hn =
∑
(n)
1
1k1k1! · · · nknkn! p
k1
1 · · ·pknn . (46)
Then (11)–(12) imply
pn =
∑
(n)
(−1)k−1 n
k
(
k
k̂
)
h
k1
1 · · ·hknn . (47)
Note that Eqs. (45) and (47) have been proved in [5] in a different way (see also [13]).
Example 9. Recall that the generating function for the Bell numbers Bn is given by
exp(et − 1) = exp
( ∞∑
1
1
n! t
n
)
= 1 +
∞∑
1
Bn
tn
n! , (48)
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where (48) takes a particular form of (13). Thus as a consequence of Corollary 1 we obtain a special pair
of FdB relations as follows:∑
(n)
(1/1!)k1(1/2!)k2 · · · (1/n!)kn
k1!k2! · · · kn! =
Bn
n! , (49)
∑
(n)
(−1)k−1(k − 1)! (B1/1!)
k1(B2/2!)k2 · · · (Bn/n!)kn
k1!k2! · · · kn! =
1
n! . (50)
Note that (49) is well known, and (50) has already appeared in [14].
Example 10. Let {cn|n1} be a sequence. A sequence {an|n1} is called a Newton sequence generated
by {cn|n1} if it satisﬁes
an = c1an−1 + c2an−2 + · · · + cn−1a1 + ncn
for all n1. Du et al. [10] have shown that
an =
∑
(n)
n
k
(
k
k̂
)
c
k1
1 · · · cknn . (51)
This can be rewritten as
an
n
=
∑
(n)
(k − 1)! c
k1
1 · · · cknn
k1! · · · kn! =
∑
(n)
(−1)k(k − 1)! (−c1)
k1 · · · (−cn)kn
k1! · · · kn! ,
and thus,
−an
n
=
∑
(n)
(−1)k−1(k − 1)! (−c1)
k1 · · · (−cn)kn
k1! · · · kn! . (52)
By (11)–(12), we have
−cn =
∑
(n)
(−a1/1)k1(−a2/2)k2 · · · (−an/n)kn
k1!k2! · · · kn! . (53)
This implies
cn =
∑
(n)
(−1)k−1 (a1/1)
k1(a2/2)k2 · · · (an/n)kn
k1!k2! · · · kn! . (54)
Remark 5. All examples presented in Sections 3 and 4 have only made use of Corollaries 1 and 2 in
which {f (x), f−1(x)}={exp x, log x}, {x, x1/} ( = 0) have been employed. Itmay beworth asking the
question whether there are other choices of {f (x), f−1(x)} that may lead to some interesting examples.
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5. Applications
We present two applications in this section. The ﬁrst application is to homogeneous linear difference
equations.A useful viewpoint in the theory of homogeneous linear difference equations is that of rational
generating functions. A formal power series (t) =∑∞n=0 ntn is rational if it satisﬁes a linear equation
of polynomials over the ground ﬁeld, namely,
A(t)(t) = B(t) (55)
for some polynomials A(t) = 0 and B(t) over the ground ﬁeld. So, (t) = B(t)/A(t). Without loss of
generality, we may write A(t) and B(t) as A(t)= 1+ a1t + · · ·+ amtm and B(t)= b0 + b1t + · · ·+ bt
with amb = 0. As we have seen in Section 3,
1
A(t)
= 1 +
∞∑
n=1
tn
∑
k1+2k2+···+mkm=n
k1+···+km=k
k1,...,km0
(−1)k
(
k
k̂
)
a
k1
1 · · · akmm . (56)
From this formula and (t) = B(t)/A(t), we have
n =
∑
i=0
bi
∑
k1+2k2+···+mkm=n−i
k1+···+km=k
k1,...,km0
(−1)k
(
k
k̂
)
a
k1
1 · · · akmm . (57)
Note that the second summation equals 1, if n − i = 0, and equals 0, if n − i < 0.
As an example of the rational case, we consider a homogeneous difference equation of degree m with
constant coefﬁcients aj (1jm) of the form
yk + a1yk−1 + · · · + amyk−m = a, (58)
where a, y0, y1, . . . , ym−1 are arbitrarily given. Let (t)=y0 +y1t +· · · be the formal power series such
that yk + a1yk−1 + · · · + amyk−m = a for all km. This implies that (t) satisﬁes ((t) − y0 − y1t −
· · · − ym−1tm−1) + a1t ((t) − y0 − y1t − · · · − ym−2tm−2) + · · · + amtm(t) = atm(1 + t + t2 + · · ·).
Simplifying the last equation, we have that (t) is of the form (55). So, we can use formula (57) to give
an explicit expression of yn. A special case is given in the following theorem.
Theorem 2. Consider a homogeneous difference equation of degree m with constant coefﬁcients aj
(1jm) of the form
yk + a1yk−1 + · · · + amyk−m = 0,
where the initial values are y0 = 1 and y−1 = y−2 = · · · = y−m+1 = 0. Then
yn =
∑
k1+2k2+···+mkm=n
k1+···+km=k
k1,...,km0
(−1)k
(
k
k̂
)
a
k1
1 · · · akmm . (59)
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Proof. Let (t)= y0 + y1t + · · · be the formal power series such that for all k > 0, yk satisfy conditions
of the theorem.As may be observed, Eq. (58) implies that the generating function (t) satisﬁes the linear
relation
(t) = 1 − a1t(t) − a2t2(t) − · · · − amtm(t).
This gives
(t) = (1 + a1t + · · · + amtm)−1.
Since A(t) = 1 + a1t + · · · + amtm and B(t) = 1, we have the formula (59) from (57). 
Remark 6. The expression of yk has been studied in [4,19] by different methods.
The most interesting case is n = 2 and a = 0, i.e., (t) = y0 + y1t + · · · satisﬁes
yn+2 + a1yn+1 + a2yn = 0 (60)
for all n0. So, ((t) − y0 − y1t) + a1t ((t) − y0) + a2t2(t) = 0. This implies
(t) = y0 + (a1y0 + y1)t
1 + a1t + a2t2 .
From (57) with  = 1, we have, after simplifying,
yn=y0
[ n2 ]∑
k=0
(−1)n−k
(
n − k
k
)
an−2k1 a
k
2+(a1y0+y1)
[ n−12 ]∑
k=0
(−1)n−1−k
(
n − 1 − k
k
)
an−1−2k1 a
k
2. (61)
Rearranging the terms and then simplifying, we have
yn = y0
[ n2 ]∑
k=0
(−1)n−k k
n − k
(
n − k
k
)
an−2k1 a
k
2 + y1
[ n−12 ]∑
k=0
(−1)n−1−k
(
n − 1 − k
k
)
an−1−2k1 a
k
2
=
[ n2 ]∑
k=0
(−1)n−k
(
y0k
n − k −
y1(n − 2k)
a1(n − k)
)(
n − k
k
)
an−2k1 a
k
2, (62)
where we always assume a1 = 0, the nontrivial case. This proves the following result.
Corollary 3. The solution yn of the second-order homogeneous linear recurrence relation yn+2 +
a1yn+1 + a2yn = 0 for all n0 with a1 = 0 is given by
yn =
[ n2 ]∑
k=0
(−1)n−k
(
y0k
n − k −
y1(n − 2k)
a1(n − k)
)(
n − k
k
)
an−2k1 a
k
2.
Let  and  be ﬁxed and let 1 = 2 be the roots of the polynomial f (x) = x2 − x − . A sequence
{Ln|n0} satisfying Ln+2 = Ln+1 + Ln is called a Lucas sequence if each term can be expressed as
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either Ln = n1 + n2 or Ln = (n1 − n2)/(1 − 2). It is known that
Ln =
[ n2 ]∑
k=0
n
n − k
(
n − k
k
)
n−2kk (63)
if Ln = n1 + n2, while
Ln =
[ n2 ]∑
k=0
(
n − k − 1
k
)
n−2kk (64)
if Ln = (n1 − n2)/(1 − 2).
Taking a1 = − and a2 = −, the formula (62) becomes
yn =
[ n2 ]∑
k=0
(
y0k
n − k +
y1(n − 2k)
(n − k)
)(
n − k
k
)
n−2kk . (65)
We now suppose yn = Ln for all n0. From Theorem 1, the expansions for both Ln and yn must be
equal term by term. Comparing (65) with (63) and (64), respectively, we have either
y0k
n − k +
y1(n − 2k)
(n − k) =
n
n − k
or
y0k
n − k +
y1(n − 2k)
(n − k) =
n − 2k
n − k ,
respectively. Since these equations hold for all n0 and for all 0k[n/2], the ﬁrst equation implies
L1 = y1 =  and L0 = y0 = 2, while the second equation implies L0 = y0 = 0 and L1 = y1 = . We then
have,
Corollary 4. Let yn+2 + yn+1 + yn = 0 be a second-order linear recurrence relation. {yn} is a Lucas
sequence if and only if either L1 = y1 =  and L0 = y0 = 2 or L0 = y0 = 0 and L1 = y1 = .
Example 11. Taking y0 = 2 = D0(x), y1 = x = D1(x), a1 = −x and 0 = a2 = a ∈ GF(q) (the ﬁnite
ﬁeld of order q), we have, from (62),
yn =
[ n2 ]∑
k=0
n
n − k
(
n − k
k
)
(−a)kxn−2k = Dn(x),
the Dickson polynomials of the ﬁrst kind over GF(q).
Taking y0 = 1 = E0(x), y1 = x = E1(x), a1 = −x and 0 = a2 = a ∈ GF(q), we have, from (62),
yn =
[ n2 ]∑
k=0
(
n − k
k
)
(−a)kxn−2k = En(x),
the Dickson polynomials of the second kind over GF(q).
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Example 12. Taking y0 = 1 = T0(x), y1 = x = T1(x), a1 = −2x and a2 = 1, we have, from (62),
yn = 12
[ n2 ]∑
k=0
(−1)k n
n − k
(
n − k
k
)
(2x)n−2k = Tn(x),
the Chebyshev polynomials of the ﬁrst kind.
Taking y0 = 1 = U0(x), y1 = 2x = U1(x), a1 = −2x and a2 = 1, we have, from (62),
yn =
[ n2 ]∑
k=0
(−1)k
(
n − k
k
)
(2x)n−2k = Un(x),
the Chebyshev polynomials of the second kind.
Taking y0 = 1 = V0(x), y1 = 2x − 1 = V1(x), a1 = −2x and a2 = 1, we have, from (62),
yn =
[ n2 ]∑
k=0
(−1)k
(
2x − n − 2k
n − k
)(
n − k
k
)
(2x)n−2k
=
[ n2 ]∑
k=0
(−1)k
(
n − k
k
)
(2x)n−2k −
[ n−12 ]∑
k=0
(−1)k
(
n − 1 − k
k
)
(2x)n−1−2k = Vn(x),
theChebyshev polynomials of the third kind. From the last equality,we also haveVn(x)=Un(x)−Un−1(x).
Similarly, if we take y0 = 1=W0(x), y1 = 2x + 1=W1(x), a1 =−2x and a2 = 1, we have, from (62),
yn =
[ n2 ]∑
k=0
(−1)k
(
n − k
k
)
(2x)n−2k +
[ n−12 ]∑
k=0
(−1)k
(
n − 1 − k
k
)
(2x)n−1−2k = Wn(x),
the Chebyshev polynomials of the fourth kind which satisfy Wn(x) = Un(x) + Un−1(x).
The second application is to quadratic generating functions.A formal power series (t)=y0+y1t+· · ·
is called quadratic if it satisﬁes a quadratic equation as
A(t)((t))2 + B(t)(t) + C(t) = 0
for some polynomials A(t), B(t) and C(t) over the ground ﬁeld of characteristic greater than 2. This
implies
(t) = −B(t) ±
√
(B(t))2 − 4A(t)C(t)
2A(t)
(66)
with a suitable choice of sign on the right-hand side of the equation. Without loss of generality, we may
write (B(t))2 − 4A(t)C(t) = 1 + 1t + · · · + mtm with m = 0. This can be viewed as a formal power
series with n = 0 for all n>m.
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Let f (x) = x1/2. Then [f (x)](k)x=1 = (−1)k−1[((2k − 2)!)/22k−1(k − 1)!] for all k1. Note that the
composition of f (t) and (B(t))2 −4A(t)C(t) is a formal power series f ((B(t))2 −4A(t)C(t))=(t)=
1 + e1t + · · ·. From Corollary 2, we have
en =
∑
k1+2k2+···+mkm=n
k1+···+km=k
k1,...km0
(−1)k−1 (2k − 2)!
22k−1(k − 1)!
k11 · · · kmm
k1! · · · km! . (67)
For computing yn, we replace
√
(B(t))2 − 4A(t)C(t) by (t) in (66). So,
(t) = −B(t) + (t)
2A(t)
. (68)
If it is easy to ﬁnd the factor A(t) of −B(t)+(t), it is easy to get yn from (68). Otherwise, we consider
2A(t)(t) = −B(t) + (t) (69)
and get yn iteratively by comparing corresponding coefﬁcients of the term tn on both sides of (69). We
now give some examples to illustrate the method above.
Example 13. For each nonnegative integer n, the Motzkin number mn (see [17]) is deﬁned to be the
counting number of all possible ways of connecting any subset of n points on a circle by nonintersecting
chords. Let M(t) =∑∞n=0 mntn be the generating function of the Motzkin numbers. It is known [1] that
M(t) satisﬁes t2(M(t))2 + (t − 1)M(t) + 1 = 0. In fact, M(t) is of the form
M(t) = 1 − t −
√
1 − 2t − 3t2
2t2
. (70)
Write
√
1 − 2t − 3t2 = 1 +∑∞n=1entn and take 1 = −2 and 2 = −3. From (67), we have, after simpli-
ﬁcation,
en = − 12n−1
[ n2 ]∑
k=0
(2n − 2k − 2)!3k
(n − k − 1)!(n − 2k)!k! .
From (70), we have
M(t) =
∞∑
n=0
−en+2
2
tn =
∞∑
n=0
1
2n+2
⎛⎜⎝[ n+22 ]∑
k=0
(2n − 2k + 2)!3k
(n − 2k + 2)!(n − k + 1)!k!
⎞⎟⎠ tn.
So,
mn = 12n+2(n + 1)
[ n+22 ]∑
k=0
(
2n − 2k + 2
n
)(
n + 1
k
)
3k (71)
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for all n0. It is known (see [1]) that
mn =
[ n2 ]∑
k=0
1
k + 1
(
n
2k
)(
2k
k
)
. (72)
Thus (71) and (72) give a new identity
1
2n+2(n + 1)
[ n+22 ]∑
k=0
(
2n − 2k + 2
n
)(
n + 1
k
)
3k =
[ n2 ]∑
k=0
1
k + 1
(
n
2k
)(
2k
k
)
.
Example 14. For each nonnegative integer n, theFine number fn is considered to be the number of rooted
trees of order n with root of even degree (see [9]). Let F(t) =∑∞n=0 fntn be the generating function of
the Fine numbers. It is known [9] that
F(t) = 1
t
1 − √1 − 4t
3 − √1 − 4t =
1 + 2t − √1 − 4t
2t2 + 4t . (73)
So, F(t) satisﬁes (t2 + 2t)(F (t))2 − (2t + 1)F (t) + 1 = 0. From (67), 1 + 2t − √1 − 4t = 1 + 2t −∑∞
n=1(−1)k−1[((2n− 2)!)/22n−1(n− 1)!]((−4)n/n!)= 4t + 2t2 +
∑∞
n=3 2n
(
2(n−1)
n−1
)
tn. So, (73) can be
rewritten as
F(t) =
4 + 2t +∑∞n=3 2n (2(n − 1)n − 1
)
tn−1
4 + 2t = 1 +
1
2
( ∞∑
n=2
1
n + 1
(
2n
n
)
tn
)( ∞∑
n=0
(−1
2
)n
tn
)
= 1 +
∞∑
n=2
tn
2
n∑
k=2
(−1)n−k
(k + 1)2n−k
(
2k
k
)
.
So, f0 = 1, f1 = 0 and
fn = 12
n∑
k=2
(−1)n−k
(k + 1)2n−k
(
2k
k
)
(74)
for all n2. Note that (74) was considered in [8]. His method of proof is different from ours.
Example 15. For any nonnegative integer n, the Riordan number rn can be viewed as the number of
plane tree of order (n + 2) in which the root has degree one and no vertex has degree two (see [1]).
Let R(t) =∑∞n=0 rntn be the generating function of Riordan numbers. It is known [1] that R(t) satisﬁes
(t + t2)(R(t))2 − (1 + t)R(t) + 1 = 0. So,
R(t) = 1 + t −
√
1 − 2t − 3t2
2t (1 + t) . (75)
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From Example 15,
√
1 − 2t − 3t2 = 1 +∑∞n=1 entn with
en = − 12n−1
[ n2 ]∑
k=0
(2n − 2k − 2)!3k
(n − k − 1)!(n − 2k)!k! .
So, from (75), we have
R(t) = 2t + 2t
2 +∑∞n=3 tn2n−1∑[ n2 ]k=0((2n − 2k − 2)!3k)/(n − k − 1)!(n − 2k)!k!
2(t + t2)
= 1 +
⎛⎜⎝ ∞∑
n=2
tn
2n+1
[ n+12 ]∑
k=0
(2n − 2k)!3k
(n − k)!(n − 2k + 1)!k!
⎞⎟⎠( ∞∑
n=0
(−1)ntn
)
= 1 +
∞∑
n=2
tn
n∑
m=2
(−1)n−m
2m+1m
[m+12 ]∑
k=0
(
2m − 2k
m − 1
)(
m
k
)
3k .
Therefore, r0 = 1, r1 = 0 and
rn =
n∑
m=2
(−1)n−m
2m+1m
[m+12 ]∑
k=0
(
2m − 2k
m − 1
)(
m
k
)
3k (76)
for all n2.
It is known (see [1]) that
rn = 1
n + 1
n∑
m=0
(−1)m
(
n + 1
m
)(
2n − 2m
rn − m
)
. (77)
From (76) and (77), we have a new identity
n∑
m=2
(−1)n−m
2m+1m
[m+12 ]∑
k=0
(
2m − 2k
m − 1
)(
m
k
)
3k = 1
n + 1
n∑
m=0
(−1)m
(
n + 1
m
)(
2n − 2m
n − m
)
.
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