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Sharing the data upon which scientific findings are based has been gaining traction in social 
science research. Current literature suggests that while data-sharing policies should be tailored 
to suit the populations they are implemented in, generic approaches are more likely to be 
adopted. Past research has focused on funders’ and researchers’ data-sharing perspectives, 
while neglecting participant populations such as ongoing longitudinal research participants. As 
they provide ongoing consent for additional and previously-collected data to be stored, 
analysed and disseminated, it is crucial to understand the perspectives of this population. The 
aim of the present thesis was to provide insight regarding the ethical issues of data-sharing 
from the perspective of participants in the Dunedin Multidisciplinary Health and Development 
Study (the Dunedin Study), which maintains a cohort size of just under 1000 members and 
completed the phase age 45 testing in early 2019. Two central research questions were 
addressed:  
1. What do members of the Dunedin Study perceive to be the benefits and detriments of 
different data-sharing scenarios? 
2. To what extent do members of the Dunedin Study think the sharing of research data is 
appropriate in the context of previously-collected data and data collected in the future? 
Twelve Study members (four women and eight men, of whom three were Māori and nine non-
Māori) with an age range of 45-46 years, and educational backgrounds ranging from no formal 
qualifications to postgraduate tertiary qualifications, were recruited. They participated in one-
on-one interviews, wherein they reflected on real and hypothetical data-sharing scenarios. The 
interviews were recorded and transcribed, and a constructivist Grounded Theory approach was 
adopted for the analysis. The result was a novel conceptual model grounded in rich qualitative 
data which, at its core, posits that the existence of ‘Reciprocal relations within the Dunedin 
Study’ are the foundation upon which data-sharing decisions are made. Four sequential 
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premises follow the theorised thought process that participants collectively underwent when 
prompted with different hypothetical data-sharing scenarios. The first premise is that ‘data-
sharing scenarios highlight business considerations over human considerations’. The second 
premise posits that ‘data-sharing creates tension between public good and commodification’. 
The following premise outlines Dunedin Study members’ ‘concerns about data 
commercialisation’, while the final argument asserts that ‘the challenge for the research team 
is balancing the business and human sides of the Dunedin Study’. Within the conceptualised 
model, four sub-categories to the core category were expounded. These categories describe 
participants’ decisions about ‘determining who speaks on behalf of whom’; ‘assigning value to 
Dunedin Study data’; ‘establishing who benefits from data-sharing’; and ‘maintaining control 
over data by setting conditions’. The findings of the present study provide initial evidence that 
a trusting relationship with the research team, bespoke conditions, and increased consultation 
are requirements for longitudinal research participants if wider data-sharing policies are to be 
implemented in their research context. Specific recommendations about the Dunedin Study’s 
data-sharing policies are presented, and implications about data sovereignty extending to wider 
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Chapter 1: Literature Review 
It has been asserted that data is the foundation upon which scientific research is built (Molloy, 
2011). Different research contexts have various roles in explicating phenomena; longitudinal 
research has particular value for its ability to account for changes over repeated observation 
(Ployhart & Vandenberg, 2010). However, the value of data in psychological and social science 
research has been compromised by a “storm” of events which has led to an academic and public 
crisis of confidence in the replicability of research findings (Pashler & Wagenmakers, 2012; 
Rouder, 2016; Vanpaemel, Vermorgen, Deriemaecker, & Storms, 2015, p.1). In the search for 
a solution to the crisis of confidence, the requirement by journals for researchers to publish the 
raw data on which their results are based has been gaining traction, following data-sharing 
implementation in genetic and clinical research contexts (Fecher, Friesike, & Hebing, 2015). 
In spite of the increasing popularity of data-sharing policies, the data-sharing solution is 
imperfect; the rate of implementation has not allowed sufficient time for perspectives of 
different research populations to be heard. Most crucially, the majority of the existing research 
on data-sharing is framed exclusively from the perspective of funders or researchers, and 
neglects research participants as equal stakeholders in the data-sharing debate. While accounts 
from funders and researchers are important to include, they do not adequately capture the 
perspectives of everyone involved in the research process. There is a need for further research 
in this area, in order to establish how research participants perceive data-sharing, and whether 
they feel its implementation is appropriate.  
In this review I outline the broad benefits and detriments of data-sharing, before 
examining the effectiveness of the policies already in place. Following this, I compare the 
bodies of literature involving different stakeholders in social science research. I evaluate 
research related to the data-sharing practices of research funders, journals, researchers, and 
research participants. Finally, I outline additional research contexts of indigenous populations 
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and longitudinal cohorts in which the implementation of data-sharing policies add new 
complexities. 
 
1.1: The Rationale for Data-Sharing in Social Science Research 
 There has been increased pressure to share data in health and social science research. 
Central to the data-sharing argument is the assertion that the most prevalent methods used to 
plan, conduct, and disseminate research produce inconsistent findings (Pashler & 
Wagenmakers, 2012; Rouder, 2016; Yong, 2012). This perspective developed as the 
consequence of relatively recent events. One such instance was the publication, and subsequent 
retraction, of an article which claimed evidence of implausible psychic abilities in 
undergraduate psychology students (Bem, 2011; for a critique, see Yong, 2012). This coincided 
with the assertion that the majority of experimental research findings cannot be replicated 
(Ioannidis, 2005; Open Science Collaboration, 2015; Roediger, 2012); the acknowledgment 
that publication bias is exacerbated in the research community, through the culture of valuing 
and publishing positive findings over null findings (Giner-Sorolla, 2012; Pashler & 
Wagenmakers, 2012); and the ease with which positive findings can be generated through 
arbitrarily-decided experimental conditions and measures (Simmons, Nelson, & Simonsohn, 
2011).  
 In order to combat the systemic issues in psychological research outlined above, the 
implementation of an ‘open science’ policy was proposed (Rouder, 2016). In essence, open 
science refers to making each component of scientific research as intelligible and transparent 
as possible to external researchers (Rouder, 2016). Open science is also used as an umbrella 
term under which data-sharing belongs. For the purpose of this literature review, I drew upon 
existing definitions which specify data-sharing as the process wherein the raw data upon which 
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scientific claims are based are, or may be, made accessible to external researchers (Allison & 
Cooper, 1992; Rouder, 2016). The closely related concept of data-linking refers to the practice 
of integrating data from multiple sources about the same research topic, usually for the 
purposes of extending the initial research findings and creating a richer, more comprehensive 
dataset (Harron et al., 2017). Data-sharing in particular has been hailed as the solution to the 
replication crisis in psychological science and may be divided into distinct categories of born-
open data and data-on-request (Rouder, 2016). The former refers to an automated system 
wherein all collected data is uploaded immediately to an online storage system. This born-open 
system does not exclude data from failed or otherwise-abandoned pilot studies or test-runs; the 
data from each trial is recorded and uploaded into an online repository without erasing previous 
information. This is contrasted against the latter which refers to the practice of sharing data 
conditionally after being explicitly asked to do so. Rouder (2016) expressed that a born-open 
data system would be far preferable for research communities; it would protect against mistakes 
in data organisation, prevent information being lost, and simplify the process of sharing one’s 
own data with others. However, Rouder (2016) phrased the article from a perspective that data-
on-request was accepted and preferred by their colleagues, but actual implementation was 
unmonitored. 
1.1.1: Perceived Benefits of Data-Sharing 
Many studies investigating the data-sharing debate present balanced accounts of the 
perceived benefits and disadvantages from the perspective of researchers, but tend to examine 
the perspectives of different research stakeholders superficially. Ten studies were retrieved 
from the Medline and Scopus search engines for their broad considerations of data-sharing; 
given that data-sharing is an emerging research area with no large-scale literature reviews, the 
combination of search engines was necessary. Across these studies, there was a general 
consensus regarding researchers’ perspectives on the benefits of increased data-sharing 
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policies. Researchers identified that data-sharing promotes an open science research culture by 
encouraging the collection and storage of better quality data by ensuring judgements about data 
analysis are justified and recognising mistakes before they are implemented in clinical practice, 
as well as emphasising transparency in the research process. Other key benefits include an 
improved peer-review process by reviewing datasets in conjunction with manuscripts; the 
usefulness of data-sharing for students or emerging academics; greater opportunities for 
broader collaborations between researchers; and the potential for benefits to individuals with a 
variety of illnesses (such as malaria) through a proxy of accelerated scientific progress  (Cheah 
et al., 2015; Fecher et al., 2015; Moira Hudson, 2016; Martone, Garcia-Castro, & VandenBos, 
2018; Pearce & Smith, 2011; Rouder, 2016; Tellam, Rushton, Schuerman, Pala, & Anane, 
2015; Tenopir et al., 2011; Tsai et al., 2016). Additionally, Martone et al. (2018), highlighted 
that data-sharing can lead to the inclusion of all relevant information, rather than exclusively 
positive results. Thus, widely-implemented data-sharing could result in more comprehensive 
understandings of different issues, which could lead to previously undetected avenues of future 
research. 
1.1.2: Perceived Disadvantages of Data-Sharing 
 In terms of perceived disadvantages, a review of data-sharing research exploring 
researchers’ perspectives found that detrimental effects can generally be conceptualised into 
one of two categories; utility of data (and the lack of it in data-sharing), or negative outcomes 
for researchers (Martone et al., 2018).  When considering data utility, researchers have argued 
that due to the nuanced and complex nature of some research the raw datasets will have no 
inherent value for reanalysis as they are too difficult for anyone but experts to understand and 
interpret. Martone et al. (2018) also found that researchers expressed concerns that new 
research would rely solely on secondary analyses of previously collected data if data-sharing 
were to be implemented more widely (Martone et al., 2018). On the other hand, the category 
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relating to researcher outcomes identified four key arguments against data-sharing. One of the 
most widely-acknowledged disadvantages of data-sharing was the potential loss of reputation 
for the researcher(s), occurring in one of two ways; either, by another researcher identifying a 
genuine mistake in a shared dataset; or, another scientist deliberately manipulating the dataset 
for their own use, to undermine the original work. It was also posited that in more extreme 
cases, individuals may be targeted based on their research fields; for example, animal rights 
groups protesting scientists who share data based on animal experimentation (Martone et al., 
2018). It was acknowledged that data-sharing could lead to other academics using a 
researcher’s data before they have had a chance to publish their own findings, a problem 
particularly relevant for emerging academics who may take longer to publish early in their 
career. Concurrently, this raises questions about who rightfully ‘owns’ data; this query will be 
explored later in Section 1.5, before being explored further in section 4.2. Finally, the authors 
asserted that the amount of effort required to organise and share data may simply outweigh the 
benefits of doing so (Martone et al., 2018).  
 The majority of the sourced research provided relatively balanced accounts of 
arguments for and against the implementation of data-sharing policies. Thus, the literature 
reviewed in this section has provided a clear overview of the broad benefits and detriments of 
data-sharing, as well as the preceding circumstances which led to the popularity of open science 
as a solution. It should be noted that the articles reviewed are all written from the perspective 
of researchers who support the implementation of data-sharing policies; after providing 
accounts of the arguments against data-sharing, the majority of the authors circled back to ways 
in which these solutions should be overcome for the sake of increasing data-sharing. 
Considering this, it is crucial to establish an understanding of whether the popularity of data-




1.2: Competing Policies and Guidelines of Data-Sharing 
There is no single overarching institute in scientific research whose rules all researchers 
must comply with. Consequently, data-sharing policies differ between external organisations 
who are not directly involved in research projects, but to whom academic researchers may 
belong or subscribe to. Currently, the British Psychological Society, the New Zealand 
Psychological Society, and the New Zealand Psychologists’ Board do not have any statements 
on their websites regarding data-sharing guidelines. Conversely, the United Kingdom Royal 
Society has clear data-sharing policies for any researcher publishing in their journals, such as 
having all relevant datasets available in online repositories as a condition of publication (The 
Royal Society, 2017). On the other hand, the American Psychological Association (APA; 2010) 
currently promotes data-sharing in the context of an encouraged, but unmonitored, practice. 
The present APA guidelines state that researchers are obliged to share their raw data with 
editors or other researchers if a request is made to do so; this is framed from the perspective of 
running reproducibility tests. Other aspects are also detailed, such as the requirement that data 
concerning human research participants be de-identified, and that researchers are expected to 
come to a written agreement between themselves regarding conditions for how, and with 
whom, data may be shared (APA, 2010). These guidelines do not provide a definitive 
framework for conditions under which data should be regularly shared; however, it may be that 
wider ethical guidelines influence data-sharing practices.  
 Ross, Iguchi, and Panicker (2018) asserted that increased data-sharing may influence 
researchers’ practical interpretation of the principles outlined in The Belmont Report (The 
National Commission for the Protection of Human Subjects of & Biomedical and Behavioral 
Research, 1978), which is specific to United States legislation. The report outlines an ethical 
framework for all scientific research involving human participants, wherein research 
participants’ individual rights are prioritised in the research process. Under this framework, 
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three key principles are to be adhered to. The first principle is respect for persons, wherein a 
participant is treated as an autonomous being by promoting their self-determination, which 
extends to the necessity of informed consent. The principle of beneficence details that 
researchers must minimise the potential for harm to participants while maximising any benefits, 
while the principle of justice states that research should be conducted based on achieving 
equity, rather than through ease or anticipated results. Research has indicated that research 
participants’ autonomy may be threatened as the prospective nature of data-sharing may mean 
that every single future use of data is unknown (Beaton et al., 2017). Thus, it may be argued 
that participants cannot give truly informed consent in a study which plans to make the raw 
data publicly available; relevant research pertaining to understanding research processes is 
detailed in Section 4.2.2 in Chapter 4. This has further implications for the remaining principles 
outlined in this ethical framework.  
Researchers’ practical interpretations of the beneficence principle could also be 
influenced by increased data-sharing, as complying with data-sharing requests and regulations 
may inadvertently be increasing the potential for harm of research participants. Data about 
research participants is almost always de-identified in the initial research process; however, 
secondary use of de-identified data does not constitute as working directly with human 
participants, therefore the normal regulatory protections do not need to be applied (Ross et al., 
2018). Proponents of data-sharing tend to perceive participant privacy as important, but not as 
a major barrier; generally, de-identification of data is presented as a solution to concerns 
regarding increased data-sharing. However, research has found that between 67 and 100 
percent of de-identified North American or Canadian individuals may be re-identified, based 
on combinations of openly available data variables including full date of birth, gender, and 
postal code; the uniqueness of individuals also increased the longer they were members of 
longitudinal studies (El Emam et al., 2011; Golle, 2006; Sweeney, 2000). In a study of re-
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identification risk of Dutch citizens, it was found that up to 99 percent of the individuals were 
unique enough to be identified from basic demographic information (Koot, Noordende, & de 
Laat, 2010). Furthermore, in an analysis of re-identification risk in New Zealand, a cohort size 
comprising less than 150,000 individuals did not protect against re-identification risk 
particularly when demographic variables were isolated rather than aggregated with similar 
variables (MacRae, Dobbie, & Ranchhod, 2012). While these studies outline re-identification 
risk in the context of patient or citizen cohorts, the use of postal code as an openly available 
demographic variable is less relevant in most contexts involving re-identifying research 
participants; however, longitudinal research cohorts are often inextricably tied to a specific 
geographic location, thus the risk of re-identification for these populations may align better 
with research using patient and citizen cohorts. These results stand in contrast of recent 
publications which provide practical guidelines about anonymising data for the purpose of 
promoting data-sharing, but do not present evaluations of the research related to re-
identification risk. Given the trends in those studies, the current guides to de-identification of 
research data may be pre-emptive in the belief that de-identified data mitigates major data-
sharing concerns 
Finally, the principle of justice may be implemented in a way which is detrimental to 
certain communities, particularly indigenous communities participating in research. Generally, 
data-sharing in genomic and biobank contexts has a prospective stance on research, wherein 
the nature of the research on the samples is unspecified at the time of donation, as is the length 
of time (Beaton et al., 2017; McGuire & Beskow, 2010). Biobank research typically recruits 
and studies tissue samples on the condition of anonymity; it is not common practice to relay 
the findings of the research back to those who participated, which creates tension for 
indigenous communities where more direct benefits may be a requirement of participation 
(Hudson et al., 2016; Moodie, 2010). This issue is explained in further detail in Section 1.5. 
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Further to this, it has been argued that data-sharing is more easily implemented in Western 
countries like the United States, comparative to low-or middle-income countries (Cheah, Day, 
Parker, & Bull, 2017). Anane-Sarpong and colleagues (2017) highlighted that the time 
commitment required, lower technological literacy, and fewer resources make it difficult to 
achieve the same benefits of data-sharing in countries on the African continent. The literature 
relating to data-sharing outside of Western research contexts is limited; the need to conduct 
further research regarding unique data-sharing processes and barriers in low-or middle-income 
countries has been identified by Cheah and colleagues (2017).  
There is a lack of cohesive data-sharing guidelines from external organisations in 
scientific research. Furthermore, reliance on ethical principles underpinning scientific research 
can still result in inappropriate implementation of data-sharing. Thus, it is crucial to examine 
how data-sharing is implemented by different stakeholders involved in the research process. 
 
1.3: Data-Sharing in Practice 
 There is no consensus about which stakeholder in data-sharing should bear the majority 
of the responsibility for its implementation; the available literature implies that research 
funders, journals/publishers, and researchers are the key stakeholders in this debate. While 
data-sharing policies continue to be introduced, widespread compliance is yet to be reflected 
in actual practice. It is crucial to understand how the perspectives of the three key stakeholders 
– research funders, journals/publishers, and researchers – intersect with each other, in order to 





1.3.1: Research Funders as Drivers of Data-Sharing 
There is very little research representing perspectives of research funders in the context 
of data-sharing. Across my literature searches on Scopus, Medline, Google Scholar, and 
through reference lists, I identified four articles directly related to these stakeholders’ data-
sharing perceptions. The first (Carr & Littler, 2015) described a data-sharing workshop which 
was a culmination of researchers and research funders’ efforts to understand and reduce barriers 
to data-sharing in ‘low and middle income’ (p. 315) countries, such as Kenya, India, South 
Africa, Thailand, and Vietnam. The research findings related to this workshop are discussed in 
more detail in section 1.3.4. (Cheah et al., 2015; Denny, Silaigwana, Wassenaar, Bull, & 
Parker, 2015; Hate et al., 2015).  Another article (Kiley, Peatfield, Hansen, & Reddington, 
2017) presented the shared perspective of four major funding institutes in the United States 
(US) and the United Kingdom (UK): the Wellcome Trust, with whom Carr and Littler (2015) 
were also associated; the Medical Research Council; Cancer Research UK; and the Bill & 
Melinda Gates Foundation. The funding institutes represented were active proponents of data-
sharing, and critical that data-sharing was not implemented more widely. However, they 
acknowledged that the incentives to encourage data-sharing among researchers are inadequate: 
steps to rectifying this, such as reviewing the conditions for grant applications to include data-
sharing, and reinforcing that the content of an article is more important than the journal of 
publication, were detailed. These two articles suggest that at the very least, some major funders 
are aware of the barriers to data-sharing that researchers experience. However, the majority of 
the funding policies in place do not seem to reflect this understanding.  
In spite of top-down pressure from funding bodies to implement data-sharing more 
widely, policies across different funders are inconsistent in that the majority do not address 
data-sharing comprehensively enough to ensure its regular implementation (Molloy, 2011; 
Shah et al., 2019). This is reinforced by reviews of research funders’ policies for data-sharing. 
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For example, Dietrich, Adamus, Miner and Steinhart (2012) integrated the data-sharing 
policies of ten major public research funders in the US across health, environmental and 
education fields, identifying 17 criteria needed for a policy which could be considered 
comprehensive. When they applied their new criteria against the original policy documents, 
the researchers found that no funding institute adequately addressed all 17 components in their 
guidelines (Dietrich et al., 2012). Similarly, Williams, Bagwell and Nahm Zozus, (2017) 
reviewed the data sharing policies of 66 research funders in the US and found that 80 percent 
of these policies required, or encouraged, researchers to submit written proposals detailing their 
prospective data-sharing plans, in conjunction with their grant application. However, the 
analysis of the policy documents yielded 43 components required to comprehensively address 
the different aspects of data-sharing; when these were compared to the original policies, none 
of the funders required data-sharing policies which accounted for all topics, with the highest 
covering 72 percent of the criteria.  
In sum, funding bodies who require consideration of data-sharing in researchers’ 
proposals seem to place more emphasis on broad blanket statements, rather than requiring 
specific, detailed steps to be met (Williams et al., 2017). This has the potential to leave key 
decisions about data-sharing up to the discretion of other stakeholders, such as journals, 
publishers and researchers; research has reinforced that the lack of consistency and resources 
across research funders’ data-sharing statements leaves the majority of its implementation in 
the hands of researchers (Kaye & Hawkins, 2014; Shah et al., 2019). Simultaneously, broad 
blanket statements create space for interpretation which is detrimental to research stakeholders 
who are generally not consulted during the research process.  
1.3.2: Journals and Publishers as Drivers of Data-Sharing 
 While data-sharing policies continue to be introduced by journals, widespread 
compliance is yet to be reflected in academic practice (Nosek et al., 2015). The majority of 
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scientific journals have some sort of data-sharing statement in place; however, there is 
contradictory evidence about whether they effectively facilitate data-sharing. It has been 
asserted that increased data-sharing is dependent on the pragmatism of journals and their 
policies (Crosas et al., 2018; Sturges et al., 2015). For example, studies have indicated that in 
gene science research, the highest rate of data-sharing occurs when articles are published in: 
(a) open-access journals (journals which require anonymised datasets to be published alongside 
the related article, and available for downloading by anyone (Keerie et al., 2018); (b) journals 
with clear, enforced data-sharing policies in place; and (c) journals with high impact-factors 
(Piwowar, 2011; Piwowar & Chapman, 2008, 2010). However, these examples do not provide 
considerations of the feasibility of sharing data related to genetic material, warranting further 
exploration on this topic in later sections of this Chapter.  
Similarly, research on the data-sharing policies of top-ranked psychology journals has 
indicated that the higher the ranking, the greater the likelihood that the journal enforces data-
sharing. Of these top-ranked journals, 22 percent have policies requiring data-sharing, 38 
percent strongly encourage data-sharing, while 40 percent outline no data-sharing policies 
(Crosas et al., 2018). Initiatives from journals to acknowledge researchers data-sharing have 
significantly increased the rates of publicly available datasets (Kidwell et al., 2016), 
comparative to similar journals without such initiatives in which rates remained relatively 
stable (Giofrè, Cumming, Fresc, Boedker, & Tressoldi, 2017).  However, it was noted that for 
journals piloting data-sharing policies, the initial increase in the rate of sharing stalled rather 
than continuing to rise, indicating that initiatives may not address all the barriers to data-sharing 
(Giofrè et al., 2017). Moreover, research into the data-sharing behaviours of psychology 
researchers has indicated that neither the ease of data storage, nor increased pressure from 
journals, had an association with willingness to adopt data-sharing initiatives (Harper & Kim, 
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2018). It appears that journals play a role in engendering data-sharing in psychology, but the 
interplay between journal policies and researcher behaviour is not fully understood.  
1.3.3: Researchers as Drivers of Data-Sharing 
 The majority of the articles related to data-sharing are framed from the perspective of 
researchers or present considerations of researchers, whether it be implicit in the writing or 
explicitly stated; the research presented up until Section 1.4 is almost-exclusively 
representative of researchers’ perspectives. Among researchers, there is a general consensus 
that data-sharing is beneficial for researchers; supporting this, Piwowar, Day, & Fridsma, 
(2007) found that researchers who shared their datasets from clinical cancer trials has 
significantly higher citation rates, compared to those who did not. Researchers have identified 
that other researchers’ resistance to publishing datasets impeded their ability to answer specific 
research questions (Tenopir et al., 2011). Furthermore, the practical implementation and 
adherence to relevant policies indicates clear reservations about open science as a solution. 
This is not a recent paradox; Wolins (1962) found that after requesting 37 datasets in order to 
attempt replications, only 9 full sets were received. In another study, Craig and Reese (1973) 
requested 53 datasets from authors published in one of four psychological journals, yet received 
raw data or summaries from 20. Reasons for not sending data were phrased in terms of 
requiring financial compensation, having to withdraw data from storage, having incomplete or 
destroyed data, and a lack of knowledge about why the data were being requested (Craig & 
Reese, 1973).  
Despite the increase in data-sharing policies and the increased ease of data-sharing 
through technological advances, five recent studies pertaining to data-sharing in practice have 
produced similar findings to Craig and Reese (1973). Initially attempting to run large-scale 
reanalyses, Wicherts, Borsboom, Kats, & Molenaar, (2006) requested the datasets from authors 
who had published a collective 249 studies in one of four major APA journals in 2004. 
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However, they were unable to conduct their planned study, reporting that a total of 73 percent 
of authors did not respond to their requests. Similarly, Vanpaemel et al. (2015) evaluated 
whether researchers have become more willing to share data since the renewed call for open 
science. They contacted authors from 394 articles published in four APA journals in 2012 and 
requested the raw datasets; if no response was received, they made further requests via email. 
Vanpaemel and colleagues (2015) received affirmative responses at a rate of 38 percent; 18 
percent responded by saying they were unable or unwilling to share their data; and 41 percent 
did not respond to any data-sharing request. Compounding these studies, Tenopir et al. (2011) 
found that, of 1329 scientists they surveyed, 46 percent stated that they did not publish full 
datasets online, with reasons cited as insufficient time, resources or funding.  
 This trend of researchers’ reluctance to share data is also evident even in journals 
wherein processes of open science are a specific focus, such as Public Library of Science 
(PLOS) One. For example, Savage and Vickers (2009) received one full dataset out of ten 
requests from article authors. More recently, Federer et al. (2018) analysed the data-sharing in 
PLOS One by proxy of available datasets in a data repository. They found that, of over 47,000 
papers evaluated, only 20 percent of them had full datasets which were readily available to 
download. Some quantitative studies have sought to provide explanations for why data-sharing 
is not yet common practice among researchers. In a follow-up study using the same datasets as 
Wicherts et al. (2006), Wicherts, Bakker, and Molenaar, (2011) found an association between 
the strength of the statistical significance and researchers’ willingness to share raw datasets; 
the authors who did not share in the first study were more likely to have published articles with 
methodological or statistical errors, with weaker levels of significance. Nosek et al. (2015) 
asserted that in order for data-sharing to become more commonplace, additional incentives for 
researchers would be required. On the other hand, Fecher et al. (2015) asserted that, rather than 
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trying to publish in journals with rigorously enforced data-sharing policies, some researchers 
prefer the ease of publishing in journals where the data-sharing mandates are less specific.  
1.3.4: Researchers’ Experiential Accounts of Data-Sharing 
While there are guidelines in place which can be used for reference, journals and 
publishers generally have implemented data-sharing policies with varying degrees of strictness. 
It is apparent that there is no one-size-fits-all approach to data-sharing; and, if there were, it 
seems unlikely that all researchers would share their data as required. While quantitative 
research provides a clear overview of the core limitations pertaining to open science and data-
sharing, qualitative research may provide a more nuanced insight into these issues. Shaw, 
Senior, Peel, Cooke and Donnelly (2008) detail the necessity of providing key stakeholders the 
opportunity to give comprehensive, individualised accounts of their experiences in research, to 
create a foundation upon which best practice is informed. Qualitative accounts of data-sharing 
add an extra perspective which work to create a broader understanding of data-sharing 
complexities. 
Much of the quantitative research prefacing this section has treated data-sharing as a 
dichotomised, homogenous concept, in which researchers either share data or do not (Kurata, 
Matsubayashi, & Mine, 2017). However, researchers’ individualised perspectives and 
approaches to quantitative data-sharing were heterogeneous across seven qualitative studies 
evaluated. These studies may be split into two broad categories; independent studies (Ho, 
Görges, & Portales-Casamar, 2018; Kurata et al., 2017; Levin, Leonelli, Weckowska, Castle, 
& Dupré, 2016; Wallis, Rolando, & Borgman, 2013), and those part of a multisite research 
collaboration on data-sharing in low-or middle-income countries (Cheah et al., 2015; Denny et 
al., 2015; Hate et al., 2015). While an association with the multisite study does not diminish 
the importance of the research, the articles were all published in the same journal issue with a 
common aim to identify how to reduce data-sharing barriers – future research should focus on 
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similar contexts, but be conducted by researchers external to that collaboration to further extend 
the findings to ensure that a diverse range of perspectives are represented in the data-sharing 
debate. 
Across most of the studies reviewed, researchers did share similar sentiments that data-
sharing could improve and promote scientific understanding and advancement. However, 
Levin et al. (2016) found that researchers in the UK perceived the data-sharing solution as 
“overhyped” (p.132) and chose to describe open data by what it could not achieve rather than 
what it could, contradicting the notion that researchers are wholly positive about the process. 
Wider data-sharing was impeded by challenges associated with data repositories, such as the 
time required to adequately prepare data; lack of funding to cover the time commitment; and 
the process of accessing and uploading data being overly complicated. Ho et al. (2018) added 
further insight to this matter by detailing that current repository infrastructures are paradoxical 
in that they tend to isolate datasets rather than allowing researchers to link them easily. This 
works against the notion that increased data-sharing would exclusively lead to richer, more 
comprehensive datasets through data-linking.   
The majority of the qualitative accounts described primary researchers’ concerns over 
retaining ownership of data (Cheah et al., 2015; Denny et al., 2015; Kurata et al., 2017; Levin 
et al., 2016; Wallis et al., 2013). While this was also evident in quantitative data-sharing 
studies, it was evident that there are cultural differences in researchers’ perspectives of data-
sharing (Kurata et al., 2017). For example, the accounts from Denny and colleagues’ (2015) 
research indicated that researchers were concerned about data-sharing reflecting neo-
colonialist research practices, wherein data collected in low-or middle-income countries is 
shared but exclusively benefits researchers and populations in high-income countries. Low-
income researchers in Thailand expressed that in order to share data, there needed to be a 
trusting relationship established within research collaborations; they described instances of not 
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being acknowledged when they did share data with Western agencies (Cheah et al., 2015). 
Further to this, low-income researchers in India expressed that they would be more willing to 
share with some cultural groups over others, as well as describing that those with lower 
socioeconomic status may be more willing to share data than affluent researchers (Hate et al., 
2015). These accounts are especially interesting in light of perspectives included in Levin et 
al. (2016), wherein UK researchers detailed an awareness that they should be helping 
researchers in lower-income countries by sharing their own data. Across the seven studies, it 
was clear that no researchers held identical perspectives on how data-sharing should be 
implemented; thus, data-sharing does not seem to be a straightforward solution to the crisis of 
confidence. Furthermore, this challenges how appropriate the implementation of data-sharing 
policies may be in research which has additional complexities.  
The research covered in this section has demonstrated how data-sharing is currently 
perceived and implemented by three key stakeholders. Funders of research have inconsistent 
policies, thus data-sharing is implemented differently by journals and publishers. Despite most 
of the responsibility for engendering change being assigned to journals and publishers, the 
relationship between journal policies about data-sharing and researcher practices is not linear. 
It is self-evident that researchers play a significant role in data-sharing, but the majority of the 
quantitative research available indicates a reluctance to do so; on the other hand, the qualitative 
research suggests that there are more barriers to data-sharing than previously thought. Newly 
identified barriers include cultural differences between researchers implementing data-sharing, 
consent options for participants, which groups of researchers benefit, and trust between 
researchers in different geographical locations. It is not clear who the most effective driver of 
data-sharing is, nor whether data-sharing is always an appropriate practice. However, it is 
important to note that not all of the stakeholders involved in the research process are included 
in the data-sharing debate; research participants have generally been neglected in the research 
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presented thus far. Despite the emphasis on researchers’ data-sharing perspectives in the 
existent literature, the reviewed literature has described few considerations as to how research 
participants may feel towards data-sharing.  
 
1.4: Research Participants as Neglected Stakeholders of Data-Sharing 
The literature exploring research participants’ perspectives of data-sharing is not 
cohesively organised in any single search engine; during my searching, the most successful 
way of retrieving relevant articles involved tracing through reference lists of seminal articles, 
rather than relying on Scopus or Medline as the only sources. Compounding this issue, the 
communication about what constitutes a “research participant” is inconsistent across the 
literature. A clear example of this lies in Hate et al’s. (2015) study, which referred to exploring 
the perspectives of researchers and research participants as they relate to data-sharing in India. 
Upon closer scrutiny, it appears that the authors used “research participants” to mean members 
of communities in which research had been conducted, but not individuals who had been 
participants themselves. Similarly, Howe, Giles, Newbury-Birch, and McColl (2018) 
synthesised the findings of nine qualitative studies in order to better understand the perspectives 
of research participants. However, four of the retrieved articles (Cheah et al., 2015; Hate et al., 
2015; Jao et al., 2015a, 2015b) depicted researchers’ perspectives, rather than being studies of 
research participants themselves. Henceforth in this review, a research participant refers to an 
individual who has understood, consented to, and taken part in a social science or health study.  
Studies related to the data-sharing perceptions of research participants are almost-
exclusively grounded in the context of biobank and genomic research, both of which require 
genetic samples to be given. While it is important to understand the trends in the available 
literature it also reinforces the importance of the research conducted for this thesis, which takes 
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a more holistic approach to research participants and their data by allowing participants to 
construct their own definitions of ‘data’.   
Quantitative research exploring data-sharing perceptions of research participants has 
generally used their preferences of informed consent as a proxy of willingness have their data 
shared. There are several consent options for individuals entering into a study as research 
participants; however, it is prudent to note that these options may not always be offered, as 
ethics regulations are country-specific (Treharne & Marx, 2018). These include broad consent 
options, in which a prospective research participant agrees for their data to be used in any 
unknown future project, decided by the researcher overseeing data management (Garrison et 
al., 2016). Within broad consent options, either opt-in or opt-out policies may be used. The 
former refers to participants actively giving consent for their data to be shared in future projects, 
while in the latter consent is assumed unless actively declined by the participant (Giesbertz, 
Bredenoord, & van Delden, 2012). In opposition to this, categorical consent refers to 
participants giving conditional agreement for prospective data-sharing, usually restricted to 
studying specific diseases (Garrison et al., 2016). 
1.4.1: Research participants’ perceptions: quantitative findings 
 Quantitative research findings refute the notion that the research participants and the 
wider public are entirely in favour of data-sharing, a sentiment which has been perpetuated by 
researchers (Garrison et al., 2016). In a survey of clinical trial research participants the results 
suggested that broad consent to data-sharing was appropriate, as long as their privacy was 
protected (Mello, Lieou, & Goodman, 2018). The authors theorised that willingness to share 
data may be influenced by the medical history of research participants, given that the cohort 
studied was relatively healthy. This conflicts with previous research which has shown that 
individuals who have a history of cancer are significantly more willing to share their genomic 
data compared to healthy controls, or relatives of individuals with cancer (Goodman et al., 
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2017).  However, research has also shown that individuals are more open to their data being 
shared with two groups, namely academics at the same institute as where the original research 
was conducted, or not-for-profit organisations. Research participants are less willing to have 
their data shared if an external researcher requests it, if it is being shared with private companies 
or federal databases in the United States (Goodman et al., 2017, 2018). Compared to 
researchers, research participants are more likely to express data-sharing concerns related to 
re-identification risk, as well as potential for harm after re-identification. Furthermore, research 
has shown that some participants who have already agreed to broad consent conditions were 
more reluctant to share their data under the same consent option in hypothetical scenarios 
(Oliver et al., 2012). From this, it may be inferred that there is a lack of understanding about 
what data-sharing and broad consent constitutes; this indicates a conflict between the 
perceptions held by researchers compared to those held by research participants (Goodman et 
al., 2018).  
A literature review carried out by Garrison and colleagues (2016) further suggests that 
conclusions about participant preferences for broad consent are pre-emptive. While the review 
did show that research participants were open to widespread data-sharing, the effects were 
determined by studies where broad consent towards any future use of the data was the sole 
choice presented to research participants. When the participants were given alternative options, 
such as categorical consent, they were much less likely to favour broad consent in relation to 
their health data. Additionally, much of the literature has not accounted for how factors such 
as ethnicity and socioeconomic status may influence willingness to share health data (Garrison 
et al., 2016). These quantitative findings indicate that research participants are conditionally 
positive about data-sharing, but that the current processes used may not be the most 
appropriate. It is important to evaluate the available qualitative research to provide further 
insight into the perspectives of research participants.  
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1.4.2: Research participants’ perspectives: qualitative findings 
 Findings from qualitative studies indicate data-sharing consent processes should be 
improved if data-sharing is to be implemented more widely. In one solution proposed by 
Spencer et al. (2016), research participants trialled a dynamic consent model, wherein they 
were able to digitally see how their health data had been shared, and subsequently make 
changes to their current consent agreements if they desired. This is an interesting avenue to 
consider, as it encourages researchers to consult with participants throughout the research 
process. A common trend across most qualitative studies was that research participants are 
generally altruistic, and open to the idea of sharing their individual health data; however, they 
shared similar concerns to researchers about aspects of patient privacy (Lemke, Wolf, Hebert-
Beirne, & Smith, 2010; Mählmann, Schee gen. Halfmann, von Wyl, & Brand, 2017; McGuire, 
Hamilton, Lunstroth, McCullough, & Goldman, 2008). Participants in Zarate et al's. (2016) 
study expanded on these concerns, citing hypothetical risks such as discrimination on the basis 
of health status from employers or insurance companies. Other research participants felt that 
governmental agencies overseeing the management of their data were inappropriate and could 
lead to misuse of data (Lemke et al., 2010).  
There are mixed findings as to whether participants feel they should retain some control 
over the data they contribute. On one hand, some research participants suggested that their right 
to disclose information about themselves to others would be taken away if researchers shared 
their health-related information in the public sphere (Jamal et al., 2014). On the other hand, 
research participants have conceptualised data they contributed as belonging to the researcher 
who collected it (McGuire et al., 2008). The area of literature related to data ownership in 
research needs to be expanded further; presently, there is a lack of understanding of the 
additional complexities it engenders. A trend evident across the qualitative studies was 
participants’ need for researchers to increase their transparency around data-sharing processes. 
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This was emphasised in relation to providing names and contact details of individuals in charge 
of data management, as well as including more explicit information about what data-sharing 
might entail. Research participants also described greater transparency as being concurrent 
with the need for increased public awareness about what constitutes data-sharing, as well as 
ensuring participants understand the nuances of consenting to research.  
An interesting point raised by research participants was the need for researchers to be 
culturally sensitive about data-sharing and consent processes, and that specific communities 
should have tailored data-sharing plans, with recommendations given about requesting 
different communities review data-sharing plans prior to their implementation (Lemke et al., 
2010; McGuire et al., 2008; Murad, Myers, Thompson, Fisher, & Antommaria, 2017).  This 
insight reinforces that data-sharing may not be applicable in every research context, particularly 
ones which focus on the same community over time as well as communities with different 
subsets of a wider population within them. Understanding the nuances of different communities 
and how they may be affected by data-sharing is crucial to informing decision-making about 
the implementation of data-sharing policies.   
1.4.3: Complexities of Data-Sharing for Longitudinal Research Participants 
 Longitudinal research participants occupy perhaps the most complex position within 
the data-sharing debate. As funders and journals implement data-sharing policies more 
frequently and increase pressure to comply, research teams of ongoing longitudinal studies will 
have to critically evaluate if, and when, it is ethically appropriate to share their participants’ 
data. They also must consider the possibility of anonymised data allowing for re-identification 
of participants; as previously described, the risk of re-identification increases the longer 
individuals are members of the same study (El Emam et al., 2011). They also must contend 
with the general public perceptions of sharing data, which may go against the trends in 
scientific communities. For example, New Zealanders have generally been found to be more 
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reluctant to have their personal health data shared with, and by, the government (Moore & 
Niemi, 2016), drawing upon beliefs that personal health data belongs to the individual it 
represents. From my searching of the literature, there have been no published articles exploring 
the perspectives that longitudinal research participants hold about data-sharing, and previously 
outlined studies which have explored comparable contexts generally focus on personal health 
data rather than research data. It is crucial to address this gap in the literature in future research.  
Some cross-sectional research has sought to identify whether research participants of 
genomic and biobank studies feel they need to be re-contacted if the samples had already been 
collected. Biobanks represent an opportunity for accelerated investigation and knowledge of 
illnesses through the sharing of previously collected samples, but the nature of what and how 
data is shared is intrinsically linked to patient trust and public understanding. Interviews with 
biobank research participants, parents of children with rare diseases, and participants who had 
re-consented to their data being used for new research avenues, were generally happy for 
reanalysis to occur. However, they indicated a shared belief that researchers should always ask 
before reanalysing historical samples. This was emphasised when the new investigation was 
not outlined in the original consent agreement (Ludman et al., 2010; McCormack et al., 2016). 
Approaches where participants had to ‘opt-out’ of their data being reanalysed were generally 
not seen as appropriate alternatives, in either Ludman et al’s. (2010) or McCormack et al’s. 
(2016) study. Research participants felt that the decision-making for new analyses of biobank 
data should remain the patient or parent’s decision alone, with no additional pressure being 
applied about the rarity of the disease or assurances of privacy (McCormack et al., 2016). 
Discussions also engendered two schools of thought about whether children should be asked 
to re-consent to a study that their parents had previously given consent for. Some participants 
felt that the original consent would remain valid once the child became legally an adult, while 
others argued that not re-contacting compromised the autonomy of the children involved 
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(McCormack et al., 2016). The preferences for consultation across these studies suggests that 
participants believe that maintaining autonomy over their samples is equally as important as 
the potential benefits that may arise from new analyses. 
 Studies exploring the perspectives of research participants as crucial stakeholders have 
been conducted; however, none examine data-sharing considerations in the context of ongoing 
longitudinal research, which may be very different to perspectives of individuals participating 
in cross-sectional or one-off study. At present, there is not enough existing research in specific 
populations to account for all the complexities of data-sharing from the perspective of research 
participants. The evidence presented thus far is not comprehensive enough to exclusively 
inform best practices about data-sharing. Further to this, it would be premature to assume that 
the presented research encompasses all relevant perspectives, particularly as most of the 
presented research has treated the participant samples as relatively homogenous rather than as 
representative of several communities or cultures. Data-sharing becomes increasingly 
complicated as it is applied to different communities, particularly when a one-size-fits-all 
approach is used.  
 
1.5: Considerations of Data-Sharing for Indigenous Communities 
Although mentioned briefly in the context of ethical guidelines used to inform scientific 
research, the literature reviewed thus far has generally lacked consideration of the implications 
of data-sharing for indigenous communities. Many academics have persisted in employing 
Western research practices with indigenous populations, which further impose the effects of 
colonialism on those being studied (Harding et al., 2011; Moodie, 2010). The implementation 
of data-sharing policies run the risk of exacerbating the disconnect between academic 
researchers and indigenous populations. Historically, indigenous communities from North 
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America, Canada, Australia and New Zealand have been reluctant to participate in research – 
particularly social science, biobank and genomic research – and even more reticent about the 
addition of data-sharing policies in such contexts (Jacobs et al., 2010; Moodie, 2010; 
Taniguchi, Taualii, & Maddock, 2012; Tuhiwai Smith, 2012). These attitudes are the 
culmination of several factors which have contributed to a general distrust in non-indigenous 
researchers. Namely, previous participation in research has led to several instances where the 
rights and knowledge of indigenous people were disregarded entirely, either through a lack of 
consultation in the research and publication process or through not gaining consent for the 
research to be conducted in the first place (for examples, see Harding et al., 2012; Jacobs et al., 
2010; Moodie, 2010; and Taniguchi et al., 2012). Moodie (2010) asserted that these prevailing 
research approaches marginalise the rights of indigenous people, thereby positioning them as 
passive subjects with no sovereignty over their collective knowledge and data.  
Of particular relevance to the issue of genomic and biobank research participation is 
the use of biological tissue samples, and the sovereignty over the samples given. In Western 
views of research, biological samples are ‘owned’ by the researcher upon their collection, and 
these individuals hold the power over how the samples are analysed and the findings 
disseminated (Moodie, 2010; Taniguchi et al., 2012). In contrast to this, Moodie (2010) 
explains that in indigenous populations any part of an individual is highly sacred and should 
be treated with the utmost respect; researchers are studying what is the “essence” of a person 
(Harry, Howard, & Shelton, 2000). One solution proposed by Moodie (2010) challenges the 
hegemonic notion of researchers owning the data they study, wherein the samples are the 
continued property of the participant who donated them and should be considered on loan, only 
to be used for its intended purposes. From this point in the thesis, I will be using words and 
phrases in Te Reo Māori (the Māori language). These will be italicised in the first instance, 
with subsequent uses of introduced words or phrases not italicised. With the introduction of 
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each new word or phrase in Te Reo Māori, a dictionary translation will be provided in 
parentheses. A glossary of the Te Reo Māori words and phrases used is provided in Appendix 
A. 
In Aotearoa/New Zealand and its indigenous population, the public rhetoric generally 
perpetuated is one of equality and equity between Māori and Pākehā, however Māori 
disproportionately feature on almost every negative health and economic statistic (Walker, 
Eketone, & Gibbs, 2006); further to this, there are layers of racism towards Māori communities 
despite principles outlined in Te Tiriti o Waitangi (the Treaty of Waitangi) and its application 
within Aotearoa/New Zealand (Pack, Tuffin, & Lyons, 2016) . Māori values and knowledge 
have repeatedly been disregarded in traditional research practices, and non-Māori researchers 
have neglected to consult with Māori when studying them (see example in Taniguchi et al., 
2012 of research findings being disseminated without consultation). Data collected from Māori 
research participants should be treated differently from non-Māori participants. In one pertinent 
example, research has indicated that in Te Ao Māori (a Māori worldview), consenting to one’s 
biological samples being used in genomic research should be framed as tākoha; a gift in which 
both parties involved recognise the inherent tapu (spiritual importance) and respect that certain 
restrictions will be imposed on the samples, particularly regarding who should be a kaitiaki 
(guardians) of the data, challenging the Western view of data ownership (Beaton et al., 2017; 
Hudson et al., 2016). Currently, there is no research which qualitatively explores how data-
sharing is perceived by members of indigenous communities involved in research projects, in 
which the data-sharing policies may change over time. Thus, it is crucial to understand the 
interplay between Te Ao Māori and research practices for Māori individuals involved in 




1.6: The Dunedin Multidisciplinary Health and Development Study 
The Dunedin Multidisciplinary Health and Development Study (henceforth referred to 
as ‘The Dunedin Study’) is an ongoing health investigation on the same birth cohort, which 
began over 40 years ago. It has seven core research topics, spanning mental health and neuro-
cognition; cardiovascular risk; respiratory health; oral health; sexual and reproductive health; 
psychosocial functioning; and the applied topic of maximising the value of the study findings 
to tangata whenua (people of the land) (Poulton, Moffitt, & Silva, 2015). The data gathered 
from the study have resulted in over 1200 publications. Currently, the Dunedin Study is in the 
middle of the age 45 assessment, with several potential lines of future research (Poulton et al., 
2015). One such aspect is the possibility of sharing Dunedin Study datasets by allowing them 
to link to the databases of other similar New Zealand studies. This would allow for the 
replication of findings across different groups populations, and it has the potential to improve 
health outcomes across many measures (Poulton et al., 2015).  
The Dunedin Study’s approach to data-sharing aims to ensure that respect for Study 
Members’ and their privacy takes precedence over the positive outcomes attainable through 
sharing data (Moffitt & Poulton, 2015). While the researchers have stated being in favour of 
data-sharing in general (Moffitt & Poulton, 2015), implementing open-access policies has been 
deemed inappropriate in the context of The Dunedin Study. The current practice revolves 
around Study Members giving informed consent on the condition that the information garnered 
during assessments will remain confidential, after assurances that all researchers involved in 
the Study were approved prior to being given access to data (Moffitt & Poulton, 2015). 
Furthermore, if researchers external to the Dunedin Study wish to run a particular analysis 
using its data, they must submit a ‘concept’ paper outlining the intended use and protection of 
the data to which they would gain access (Moffitt & Poulton, 2015).  
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In the present thesis, I refer to the Dunedin Study Director and researchers collectively 
as the ‘research team’ of the Dunedin Study. There are five core reasons for the research team 
not seeking informed consent about open-access data policies from the Study members, and 
for not adapting the current practices. The first concerns the potential risks to Study Members 
if the security of their data were compromised. The data obtained from the cohort comprises 
over four decades worth of highly sensitive information, as well as information on familial 
history and genetic, genomic and biological samples which could otherwise be used to identify 
Study Members (Moffitt & Poulton, 2015). The samples gathered contribute an additional 
complexity wherein researchers may discover health conditions or issues about the Study 
Members which they do not know themselves (Moffitt & Poulton, 2015). The second reason 
is related to the concern that subsets of the cohort belong to groups which make them inherently 
more vulnerable than others, such as being incarcerated, having an intellectual disability, or 
having a diagnosis of an ongoing mental disorder (Moffitt & Poulton, 2015). Third, the data 
sourced about participants over the duration of the Study was obtained from multiple sources 
such as Study members’ relatives, not just the Study Members themselves; some of these are 
sources where it is now impossible to get re-consent for the reuse of their contributed 
information (Moffitt & Poulton, 2015). The fourth reason describes balancing the benefits of 
data-sharing against Study Member’s concerns about the security of their data, which could 
lead to a reduction in the currently exemplary retention rate of over 90% (Poulton, Moffitt & 
Silva, 2015). The final reason is linked to increasing public awareness of data security, 
exacerbated by the current media coverage of stolen or leaked data (Moffitt & Poulton, 2015).  
 
1.7: The Present Research 
The reviewed literature has indicated that data-sharing is increasingly complex as it 
applies to different research contexts. Further to this, there has been no research which directly 
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examines the data-sharing perspectives held by research participants involved in ongoing 
longitudinal research. The use of qualitative research methods can generate comprehensive, 
novel insight into a topic of interest (Patton, 1990). Given the lack of inclusion of longitudinal 
research participants’ perspectives in data-sharing literature, a qualitative approach was 
adopted to elicit understanding about these missing perspectives in the present study. 
Changes to the current data-sharing practices by The Dunedin Study would have broad 
implications across all seven research themes and may also have effects on the Study Members 
themselves. It is important to ascertain how the Members of The Dunedin Study feel about the 
possibility of changes to the current practices concerning data sharing and linking. The aim of 
the present research is to provide insight regarding the ethical nature of data sharing from the 
perspective of Study Members. The present study has two central research questions:  
1. What do members of The Dunedin Study perceive to be the benefits and detriments 
of different data sharing options?  
2. To what extent do members of The Dunedin Study think the sharing of anonymised 
data is appropriate in the context of previously collected data and data that will be 







Chapter 2: Methods 
 Grounded theory methodology seeks to explain the occurrence of a social process 
within a specific environment (Starks & Trinidad, 2007); the present study focuses on an 
exploration of experiences and knowledge of data-sharing among longitudinal research 
participants. The application of grounded theory methodology is particularly appropriate when 
very little research exists about a topic which is bounded by context; in the case of the present 
study, no research has examined longitudinal research participants’ perspectives about data-
sharing with different research stakeholders (Dew, 2007; Starks & Trinidad, 2007). 
Constructivist grounded theory methodology was used to analyse information provided in 
individual interviews with an appropriately sized cohort of members of the Dunedin Study, 
with efforts to stratify by gender, ethnicity and education. In the present chapter I describe 
grounded theory methodology and the constructivist research paradigm, the role a qualitative 
researcher takes, my reflexive approach whilst conducting the study, ethical considerations, the 
interview procedure, and the process of data analysis.  
 
2.1: Research Design 
2.1.1: Semi-structured interview approach 
One-on-one interviews were used to elicit Dunedin Study members’ perspectives on 
data-sharing. One-on-one interviews are a common method by which to collect qualitative data 
as they allow for the discovery of information which cannot be learned through observation, 
survey or experimental manipulation. Patton (1990) asserts that qualitative interviews should 
establish a frame of reference for a topic, which participants then use to contextualise their 
subjective experience. In the case of the present study the questions were centred on key 
debates in existing data-sharing literature to provide the frame of reference, and participants 
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responded to the questions relative to their lived experiences as members of a longitudinal 
research project.  
A semi-structured approach was adopted for the interviews; this allows for the 
exploration of phenomena through the interaction between the participant and the interviewer 
(Qu & Dumay, 2011). The interviewer poses open-ended questions which are designed to 
facilitate explanation and elaboration, and the participant is able to construct their answer using 
their own language and understanding of a topic (Patton, 1990; Willig, 2001). Questions are 
pre-determined in a semi-structured approach, but the answers are not presupposed; Willig 
(2001) emphasises the importance of giving a participant the opportunity to reframe the topic 
of research, creating space for new perspectives and insight to emerge. Semi-structured 
interviews rely heavily on the rapport between participant and interviewer (Willig, 2001). 
Taking this into account, the Director of the Dunedin Study took on the role of interviewer in 
the present research. He had relationships with the participants which had been built up over 
two decades, affording him a level of rapport that a new researcher on the Dunedin Study would 
not have been able to emulate in a 45 minute interview. Henceforth in this thesis, the Study 
Director will be referred to as the interviewer, unless it is a particularly relevant specification 
to make. 
Semi-structured interviews treat participants as ‘experts’ about the topic of research, 
and the questions are designed to maximise the amount of information provided (Smith, 1995). 
A schedule of open-ended questions were used to guide the interviews; this questioning 
technique encourages participants to direct the discussion in accordance with what they 
perceive as important, rather than seeking a dichotomous yes/no answer (Seidman, 2013). 
While the questions used in the interviews were pre-determined, the order of the questions was 
contingent on the participant’s response to the same initial, broad question. Qualitative 
interview guides recommend interviews start with a relatively neutral, broad question (Smith, 
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1995; Willig, 2001); in the case of the present study the interviewer began by providing an 
overview of the Dunedin Study’s current data-sharing policies (see Moffitt & Poulton, 2015), 
and requesting that the participants share their reflections. The remaining questions required 
participants to consider hypothetical situations which reflected different data-sharing contexts, 
including sharing with journals, funders, other researchers, governments, or sharing on behalf 
of others members of the public. Where required, follow-up prompts were asked of participants 
to encourage them to describe benefits or detriments of each scenario, although participants 
generally brought these up of their own accord. The procedure for the interviews and question 
schedule is outlined in detail in Section 2.4.3: The interview process.  
2.1.2: Grounded theory 
 Grounded theory is a qualitative research methodology in which the researcher 
iteratively analyses the collected data to produce a substantive novel theory, ‘grounded’ in the 
participants’ subjective experiences (Charmaz, 2014). The emergent theory is inductively 
driven by the data; information from new interviews is repeatedly compared to earlier data, and 
the subsequent data are purposively sought to check tentative aspects of the emergent theory 
through a process of ‘constant comparison’ (Charmaz, 2014). To claim a complete grounded 
theory the topic of interest will be described in a new theoretical framework, giving 
explanations of each distinct category as well the interactions between categories. 
Concurrently, the theory must not sit in isolation; rather, it takes a holistic approach that 
considers the context in which it exists and the consequences it may engender (Charmaz, 2014).  
 Grounded theory emerged in sociology as a qualitative research methodology with the 
publication of Glaser & Strauss's (1967) seminal work, “The Discovery of Grounded Theory: 
Strategies for Qualitative Research”. Glaser and Strauss outlined a systematic and rigorous 
approach to conducting qualitative research, refuting previously-held notions that credible 
research could only be achieved through quantitative methods (Charmaz, 2014). Traditional 
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grounded theory methodology was informed by postpositivist principles, assuming that there 
exists a single objective reality but researchers are only ever able to uncover parts of the whole 
truth (Annells, 1996; Mills, Bonner, & Francis, 2006). Additionally, postpositivism assigns the 
researcher as an impartial, neutral observer whose actions and personal experiences do not 
influence the uncovered truth (Charmaz, 2014). Traditional grounded theory also reflected the 
theoretical perspective of symbolic interactionism, which posits that interaction forms the basis 
of how individuals construct themselves, the world they live in, and the people around them; 
therefore, the foundation of reality is reliant on social interaction, and can change depending 
on future interactions (Annells, 1996; Charmaz, 2014). While Glaser and Strauss have since 
diverged in consensus over how grounded theory methodology should be applied (see Corbin 
& Strauss, 1990; Glaser, 1978, 1992; Strauss & Corbin, 1990, 1998), much of the recent 
grounded theory research has rejected postpositivist epistemology and reframed using a 
constructivist research paradigm.  
2.1.3: Constructivist epistemology 
 Constructivist grounded theory turns away from an ontological assumption of a single 
objective reality waiting to be discovered by an impartial observer. Instead, it posits the 
existence of multiple realities about the same phenomenon, known as a relativist ontology; 
within this approach, the ‘truth’ is co-constructed through the researcher’s interpretation of the 
participant’s experience (Charmaz, 2014). In this sense, constructivism requires researchers to 
dismiss passive observation in favour of reflecting about what they can and cannot identify, 
positioning them as agents whose privileges and experiences shape the outcome as subjectively 
as participants’ lived experiences (Charmaz, 2014). The decision to utilise a constructivist 
research paradigm in this study arose from the need to acknowledge three distinct perspectives. 
Generally, grounded theory research is described in terms of one researcher (who 
simultaneously acts as the interviewer and data analyst) and one participant; however, I did not 
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take on the role of interviewer in the present study, a decision explained in Section 2.1.1: Semi-
structured interview approach. In the present study, it was important to acknowledge 
throughout the process that the generated theory was co-constructed by the research participant, 
the interviewer, and myself; therefore, adopting a constructivist approach to grounded theory 
was appropriate. 
 
2.2: The Role of the Researcher 
 While I did not conduct the interviews myself, the interviewer described the purpose of 
the study and gave my name to each participant, so they were aware that a student was 
conducting research using their perspectives. My primary role as the researcher was to interpret 
the discussion and tone between the interviewer and the participant, and subsequently inform 
the interviewer about topics to consider for upcoming interviews.  
2.2.1: Reflexivity of the Researcher 
By interrogating my own process of research and written explication, I was able to 
identify values and experiences which influenced the co-construction of my emergent grounded 
theory (Willig, 2001). My ongoing experience of working and volunteering in spaces where 
confidentiality is required has led to my belief that privacy should be prioritised in all research 
involving human participants, regardless of any public good that may be maximised by risking 
anonymity. On the other hand, my experiences of research and my understanding of academic 
publishing have sustained my opinion that data-sharing could be an effective tool in mitigating 
some of the major issues present in scientific research. Additionally, because I had already 
retrieved the majority of the research discussed in the literature review prior to the first 
interview, I was aware of the key debates and limitations of the existing data-sharing research. 
It was necessary to acknowledge my own attitudes towards data-sharing and privacy as it 
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related to my previous experiences, and not to place overt emphasis on certain discussion points 
because it aligned with my personal feelings. I kept a password-protected reflexive journal, in 
which I recorded my thoughts, attitudes, and considerations about the progress of the study. It 
also allowed for me to pose questions about my data, to reflect on these questions over time, 
and to form tentative hypotheses about the connections between categories of data. When 
issues arose during the analysis process, I discussed them with my primary supervisor in order 
to decide on the best way to acknowledge them without placing undue emphasis on them.  
 
2.3: Māori Consultation and Ethical Considerations 
 Feedback from the Ngāi Tahu Research Consultation Committee regarding the study 
was received in June 2018 (see Appendix B). They recognised the importance of the project 
for Māori, commended the planned collection of demographic information through a 
questionnaire, and suggested that the research findings be shared with the faculty of the Office 
of Māori Development at the University of Otago upon completion.  
 Two Māori academics were formal advisors for the project. Both have expertise in the 
intersection between Māori health and longitudinal research (for an example, see Edwards, 
Theodore, Ratima, & Reddy, 2018). They checked the planned interview questions and advised 
on appropriate interview protocol for Māori participants, as well as issues related to 
mātauranga Māori (Māori knowledge) as the project progressed. Meetings between the 
primary researcher, two academic supervisors, and two academic advisors occurred every two 
months.  
The present study received ethical approval in May 2018 from the University of Otago 




2.3.1: Informed Consent  
Participants were contacted to take part in the study through their scheduled testing at 
the Dunedin Study unit location, or through the Study Director’s secure email address, with the 
initial contact providing a brief overview of the present study and seeking to ascertain whether 
the Study member would be interested in participating. Thirteen Study members in total were 
contacted, with one Study member choosing not to respond to the initial email, nor a follow-
up email. Twelve Study members indicated through personal communication with the Study 
Director that they would be willing to participate in the present research project. On arrival at 
the interview location they were given the information sheet to read (Appendix D), and asked 
restate their willingness to participate by signing the consent form (Appendix E). In cases 
where interviews were conducted via Skype or telephone the information sheet was emailed to 
the participants prior to the interview through a secure email address, and consent was given 
verbally by the participant in the recorded interview.  
2.3.2: Confidentiality 
 While the interviewer knew each participant personally, their identities were kept 
anonymous from the primary researcher by not requiring names on the demographic forms 
(Appendix G). The names given on the consent forms were linked to the demographic forms 
through an assigned number only, and the two forms were kept in separate, locked drawers. 
Participant demographics were summarised on a desktop computer by the primary researcher, 
but did not contain any identifiable information which could be linked to participants. Both the 
primary researcher and the transcriptionist signed non-disclosure agreements for the Dunedin 




2.4: Interview Procedure 
2.4.1: Sample Recruitment 
 In order to elicit a diverse range of perspectives of Dunedin Study members, we used a 
combined approach to sample recruitment. Details of how convenience and purposive sampling 
strategies were utilised are provided below.  
Convenience Sampling: Convenience sampling was used to recruit participants who 
resided in close proximity to the Dunedin Study unit location, and to recruit participants who 
happened to be undergoing testing for the Study on a day when the interviewer was available. 
This was a useful strategy to use, as the present research project began at the tail-end of age 45 
phase of the Dunedin Study, therefore the regularity with which study members were coming 
to the Dunedin Study unit location for testing was decreasing.  
 Purposive Sampling: Purposive sampling strategies approach recruitment with the 
perspective that different subsections of a population will hold unique or exclusive views about 
a research topic, and therefore should be identified and targeted in the recruitment process 
(Robinson, 2014). More specifically, stratified sampling allows researchers to consider 
recruitment of participants in terms of their belonging to different categories. I worked closely 
with two research supervisors to decide which aspects of the Dunedin Study cohort were 
important to include. We then assigned tentative targets to each category or ‘strata’ which 
would generate enough understanding about relevant nuances of a topic to conduct a quality 
grounded theory analysis (Robinson, 2014); however, these targets were aims rather than 
requirements, and we did not refuse study members participation in the study based on meeting 
or not meeting certain demographic criteria. A list of the different strata we used and the 
tentative targets we assigned may be found in Appendix F.   
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2.4.2: Participant Demographics 
 Demographic information was collected through a self-report demographic 
questionnaire (Appendix G) completed prior to the beginning of the interview. If participants 
were being interviewed over Skype or telephone, the demographic information was filled in by 
the interviewer using that study member’s collected phase 45 Dunedin Study data, with their 
verbal consent given at the start of the interview. Four women and eight men took part in the 
present study, giving a total sample of 12. There was an age range of 45-46, and all participants 
were heterosexual and cisgender. Eight participants self-described as either ‘New Zealand 
European’ or ‘Pākehā’; three listed themselves as ‘Māori and European’; and one described 
themselves as ‘New Zealand Japanese’. Half of the sample were married, with the remaining 
half categorising themselves as either single, defacto, dating, or separated. Two of the 
participants did not have children; the remaining 10 had between two and five. Five of the 
participants shared details about health conditions that affected them, while the other seven did 
not. Education levels ranged from no formal education (n=3), high school or trade certification 
(n=2), Bachelor’s degree (n=5), to a postgraduate degree (n=2).  
2.4.3: Conducting the interview 
The interviews were conducted between July 2018, and February 2019, in a second-
floor office at the Dunedin Study unit location. On arrival, participants were offered tea or 
coffee, as well as kai (food), before being given the information sheet, consent form, and 
demographic form. They were asked to read each sheet, and complete the consent and 
demographic forms. The interview then began with the participant’s reflections on the current 
Dunedin Study data-sharing policy. The questions that followed were posed as hypothetical 
situations in which the data-sharing policies of the Dunedin Study may have adjusted in the 
future, according to the interests of different research stakeholders or participants. The full list 
of interview questions may be found in Appendix H. This is the finalised version of the list 
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used for the interview; the changes to emphasis described later in this chapter were done at the 
interviewer’s discretion. The participant was also provided with a list of key definitions which 
they could refer to throughout the interview (Appendix I). The interview length ranged from 
24:12 minutes to 50:40 minutes, with a median of 38.14 minutes. Once the interview was 
completed, participants were able to debrief with the interviewer or ask questions before they 
left.  
The interviewer contacted the primary researcher to inform them that the audio recorder 
was ready to be collected. The primary researcher transferred the audio file to a secure drive 
on their desktop computer, while a research supervisor made a separate backup copy of the file 
on their own desktop computer. Once the backup copy was made, the primary researcher 
deleted the audio file from the audio recorder and returned it to the Dunedin Study unit location.  
2.4.4: Adjustments to interview questions 
  Additions were made to the interview questions at three time points throughout the 
project. Adjustments tended to occur after three interviews on average; this allowed enough 
time to see what new information the previous changes had generated, and to identify where 
gaps in knowledge existed. The first change was the addition of a question about what concerns 
participants would have about hacked data, given that the first three participants had each 
brought it up of their own volition at similar points in their interviews. The second change 
occurred after it became apparent that participants held a great deal of trust in the Dunedin 
Study research team, to the point where they felt that the current team would make decisions 
for the members’ best interests. Thus, the interviewer began challenging subsequent 
participants about that trust, and whether it would extend to other researchers or a different 
Dunedin Study director. The final changes were to place more emphasis on how participants’ 
constructed data-sharing in the context of their own, or others’, children, as well as specifically 
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asking how or if they differentiated previously-collected data from data to be collected in the 
future.  
2.4.5: Transcription process 
 The interviews were transcribed by a transcriptionist with several years of experience. 
The transcription of each interview took between one and four days, and were saved in a shared 
drive that only my research supervisor, the transcriptionist, and myself, had access to. Once the 
interview had been transcribed, I checked it for accuracy and anonymity by listening to the 
audio file while reading the associated transcription in a Word document. The checked version 
of each interview was saved in a new folder on the same shared drive. The checked transcripts 
were read by my research supervisor who made comments on stylistic and linguistic aspects of 
the interview, before saving an updated version in the same folder.  
In the transcripts, ellipses (…) were used to denote a pause in the audio which lasted 
for one second or more. Stumbling and word repetitions were edited out for clarity. “R” was 
used to signify the interviewer was speaking, while “P” signified that the participant was 
speaking. When the participant and the interviewer spoke at the same time, “=” was used to 
note where the interjections were made; if it was indecipherable, “(inaudible)” was put in place 
of dialogue. Any Te Reo Māori words or phrases were checked for accuracy and spelling by 
myself and my research supervisor. For longer phrases, a note was made in square brackets 
that the participant was speaking Te Reo Māori. It is prudent to note that the ellipses used in 
participants’ quotes in Chapter 3 signified where words had been edited out for clarity, and the 




2.5: Data Analysis 
 Analysing data for the production of a grounded theory is highly iterative, requiring 
both inductive and abductive processes to generate a substantive theory. Inductive processes 
focus on generating broadly-applicable conclusions based on the information present in the 
dataset; on the other hand, abductive processes require drawing reasonable inferences from 
incomplete data, and testing these inferences to deduce the most plausible interpretation 
(Charmaz, 2001). There is no single definitive guide to conducting constructivist grounded 
theory; the flexibility of the approach allows for researchers to analyse in a way which makes 
sense to them. I drew upon an amalgamation of descriptions given by Birks & Mills (2015) and 
(Urquhart, 2013), who outline three stages of coding corresponding to increasingly higher 
levels of theoretical abstraction.  
2.5.1: Initial or Open Coding 
 Guides to conducting grounded theory describe initial or open coding as dividing the 
data into small sections, to then be compared against other sections (Birks & Mills, 2015; 
Urquhart, 2013). Initial or open coding is deemed as a particularly reflexive process; the 
researcher must attempt to remain open to the data and what arises out of it, while 
simultaneously reflecting on how their early decisions may influence later analysis. Urquhart 
(2013) recommended that researchers code each section of data for as many things as it relates 
to, thereby assisting with the subsequent grouping of codes. By ensuring that the initial coding 
process is comprehensive, the later stages of coding allow for recognition of subtle differences 
data patterns which are readily apparent.  
 My process to initial or open coding began by simultaneously reading the checked 
interview transcript while listening to the accompanying audio file. I then printed off a paper 
copy of the anonymised transcript and coded line-by-line; this method of coding focuses on 
one line of data at a time, to ensure that equal attention is given to each component of the text 
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(Urquhart, 2013). For each section of text, I attempted to code for everything I noticed. This 
included, but was not limited to, metaphors, the speaker’s tone, comparisons, and intended 
versus actual meaning of phrases or sentences. My codes were generally one-to-two word 
phrases identifying the key point of the idea being spoken about, with a sentence below 
expounding on the shorter code. Once I had completed line-by-line coding I checked the 
transcript again, to ensure that I did not miss earlier signs of codes or concepts which had been 
made explicit towards the end of the interview. Once I had completed this for the 12 interviews, 
I created a Word document in which all of the codes from each interview were listed. I then 
compared the codes from each interview against the codes from others; this process helped to 
collapse and refine the initial codes, and formed the basis of tentative categories. For each new 
category, I created a new Word document in which the category and an explanation were listed 
at the beginning, and relevant quotes from participants included below. For each interview I 
coded line-by-line, and for each category I derived from the codes, I made at least one 
corresponding entry in my reflexive journal to review my decision making processes.  
2.5.2: Intermediate or Selective Coding 
 Grounded theory guides describe the second stage of coding as the amalgamation of 
codes around a central construct (Birks & Mills, 2015), requiring the researcher to theorise 
about the interaction between and within categories and check whether the data supports their 
claims. There are no definitive step-by-step guides for how to conduct this step of the analysis; 
generally, this stage is deemed ‘complete’ when theoretical saturation has been achieved and 
no more data are being collected (Birks & Mills, 2015). Theoretical saturation is the described 
as the point in analysis where the collected data has sufficient richness to build a theory and 
describe the relationship between categories (Birks & Mills, 2015). The process for coding at 
this level was an iterative cycle of activities, all of which helped me to engage with the data at 
a level required for grounded theory research.  
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 The first activity to assist with the intermediate coding process was to summarise each 
interview as a memo in a new Word document. ‘Memoing’ is a crucial component of the 
grounded theory methodology, in which the researcher records an account of every relevant 
decision, insight and feeling that influences the direction of the research (Birks & Mills, 2015). 
Each interview summary memo consisted of prose detailing two or three ideas which were 
central to that interview, and was focused on analytical abstraction rather than repetition of raw 
data. Because each of these memos contained a summary of a participant’s demographic 
variables for the benefit of my research supervisor, they are not included as appendices in the 
present thesis as they contain information which could be used to identify participants. Once 
completed, the interview summary memo was sent via email to my research supervisor, who 
checked them for clarity and provided direction on avenues to explore. A sample section of a 
memo is provided below in Figure 1:  
Figure 1: Section of interview summary memo sent to research supervisor 
 
In order to understand how each category related to the next, I used the process of 
diagramming as an analytic tool (Birks & Mills, 2015). For each category that I listed in the 
first stage of coding, I produced a diagram to assist in establishing the dimensions along which 
the category existed. In turn, I created diagrams to demonstrate how the identified categories 
interacted with each other and to what extent. Memos assist with maintaining a timeline of new 
ideas and developing insight (Birks & Mills, 2015); my reflexive journal entries were treated 
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as memos and the date recorded for each new account. Similarly, each diagram that I created 
was dated and stored in a physical folder to track the development of my theory. For each new 
diagram, I made a corresponding memo in my reflexive journal to ensure that the sequence of 
theory generation was recorded.  
 After a cycle of memo making and diagramming, new interviews tended to reflect 
similar patterns of discussion and conceptualisation as earlier ones. The abductions from the 
data in the diagrams were generally more focused on common concepts, rather than attempting 
to ‘fit in’ aspects of the interviews. After talking to my research supervisors, we came to the 
conclusion that the saturation point of the data had been reached after 12 interviews, as no new 
codes were appearing.  
2.5.3: Advanced coding and theoretical integration 
 The final stage of analysis the production of a theory grounded in the collected data 
(Birks & Mills, 2015); it is described as the process wherein the researcher “makes sense” (p. 
121) of their data and formally presents and explains their theory. Three analytic tools were 
used to generate my theory, and to explicate how different factors were integrated within the 
theory. 
 The first practical step was to manually sort the diagrams I had produced. Corbin and 
Strauss (2008) describe this method of manual sorting as a way of assisting the development 
of category integration, and abstracting the theory beyond a descriptive report of participants’ 
experiences. To do this, I organised the diagrams from earliest to most recent on a table to 
visualise the progression of the developing theory. From there, I made memos to reflect on how 
and why the categories had been organised around the central concept. This helped me to 




 The second step of theoretical or advanced coding, and the third step of the storyline 
tool, were simultaneous processes. Theoretical or advanced coding refers to the explanation of 
how the identified codes, supported by my data and strengthened by the findings of other 
researchers, interact to form a comprehensive theory (Birks & Mills, 2015). Urquhart (2013) 
emphasised the benefits of relating the emergent theory to existing research on the topic of 
interest, asserting that it increases the potential for theory testing. As I refined my model, I 
checked my findings against existent literature on data-sharing debates; an analysis of how 
reviewed literature influenced the novel theory is presented in the Section 4.2 of the Discussion 
chapter. The storyline technique refers to presenting the written account of the theory as a 
coherent narrative (Birks & Mills, 2015). This technique has two advantages; it aids the 
researcher in understanding their theory, and creates a way for readers to engage with a novel 
grounded theory (Birks & Mills, 2015). For these concurrent steps, I began by creating a final 
diagram of the central concept and the categories that it related to. I then created a reverse 
outline of the theory in a Word document by summarising the key point of each component of 
the theoretical model and organising it in the most logical order (King, 2012), which I showed 
to other postgraduate psychology students who had experience in qualitative research 
methodologies and academic writing to establish whether there were evident gaps in the order 
of information. After receiving feedback, I used the finalised diagram as a starting point for 
detailing how research participants in the Dunedin Study perceive data-sharing. The finished 







Chapter 3: Results 
3.1: Overview of results 
The grounded theory approach adopted for the present thesis led to the construction of 
a theoretical model about Dunedin Study members’ perspectives of data-sharing. The patterns 
present in the data are reflected as one core category, four sub-categories and an iterative series 
of four premises about data-sharing that explicate the phenomenon of being a longitudinal 
research participant whose perspectives about different data-sharing scenarios are being 
explored. The interaction between these components is presented as a conceptual model in 
Figure 2. The conceptual model centres on the core category ‘Reciprocal relations within the 
Dunedin Study’ being the starting point for the iterative series of four premises about data-
sharing, which focus on participants’ trust in the Dunedin Study in the face of their concerns 
about data-sharing (shown in the top half of Figure 2). In addition, the four sub-categories 
(shown in the bottom half of Figure 2) detail the aspects of being a longitudinal research 
participant that build up to further explain the core category. In the present chapter I provide a 
summary of the novel theory, before giving a comprehensive explanation of how the core 










Figure 2: Visual representation of the novel grounded theory and the categories which 
construct it.  
 
The present theory is built upon participants’ construction of the Dunedin Study 
research team as trusted gatekeepers of Study members’ data, which is encompassed by the 
core category ‘Reciprocal relations within the Dunedin Study’. The construction of the research 
team as gatekeepers presupposes that they are trusted to make decisions on behalf of Study 
members. When participants in the present study were presented with the range of hypothetical 
data-sharing scenarios, it provoked a sequence of four premises which outline the process 
through which participants in the present research contextualised their understanding of data-
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sharing. The first premise is that ‘Data-sharing scenarios highlight business considerations 
over human considerations’. This reflects the position many participants took about their 
knowledge of current Dunedin Study data-sharing policies, in that discussions about data-
sharing raised participants’ awareness that both the Dunedin Study and academia have business 
components which may conflict with their positive experiences of being Study members. The 
second premise is that ‘Data-sharing creates tension between public good and 
commodification’, detailing the consideration that data have collective power to benefit the 
public, but that sharing data could also have negative effects for the participants. This closely 
links to the third premise that the potential for harm creates ‘Concerns about data 
commercialisation’. The fourth premise is that ‘The challenge for the research team is 
balancing the business and human sides of the Dunedin Study’. The fourth argument is iterative 
in its relationship to the core category; as seen in Figure 2, it cycles back to the construction 
about trusted gatekeepers within the core category, which is simultaneously acted upon by the 
sub-categories identified in the data.  
In addition to the core category leading into the iterative series of premises, four sub-
categories were identified. As shown in Figure 2, the four remaining sub-categories connected 
to the theorised thought process of the theory through their interaction with the core category. 
The sub-category ‘Determining who speaks on behalf of whom’ outlines the levels of comfort 
around who spoke and made decisions on behalf of whom. ‘Data’ as a general concept was 
deemed to have varying degrees of value, privacy and relevance to Dunedin Study members, a 
sentiment encompassed by the sub-category ‘Assigning value to Dunedin Study data’. The sub-
category ‘Establishing who benefits from data-sharing’ included participants’ considerations 
of how access to data would affect funders, external researchers, the Dunedin Study, and the 
public. Finally, if wider data-sharing policies were implemented, the sub-category 
‘Maintaining control over data by setting conditions’ describes the requirements stipulated by 
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members of the Dunedin Study around anonymity, transparency, and bespoke rules for data-
sharing.  
 
3.2: The Core Category of Reciprocal Relations within the Dunedin Study 
The category ‘Reciprocal relations within the Dunedin Study’ is the culmination of four 
interrelated points contributing to one key construction. The key construction revolves around 
participants’ perspectives that the Dunedin Study research team are trusted as gatekeepers of 
Study members’ data. Each of the four points relates to one of the sub-categories identified in 
the data. The first point describes the relationships between Dunedin Study members and the 
research team, and represents a component of the sub-category ‘Determining who speaks on 
behalf of whom’. The second point outlines which factors contribute to the trust established 
between Dunedin Study members and the research team, linking to the sub-category ‘Assigning 
value to the Dunedin Study data’. The third point centres on the emphasis that Study members 
be prioritised by the research team, reflecting the sub-category ‘Establishing who benefits from 
data sharing’; this directly leads to the final point describing the integrity of Dunedin Study 
data, connected to the sub-category ‘Maintaining control over data by setting conditions’.  
 The relationship between the Dunedin Study research team and the Dunedin Study 
members was consistently raised across the interviews without it being prompted by the 
interview questions. Furthermore, it was exclusively framed as a mutually-beneficial 
relationship built, and sustained, on total trust. When discussions about data-sharing ensued, 
participants tended to conceptualise the research team under the umbrella of ‘gatekeepers’ over 
the collective data; in essence, participants had total trust that the research team would make 
appropriate decisions on their behalf.  
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 “…you’re the gatekeeper of this place, we need someone like that coz it’s your 
reassurance and just your face along with the others of course but that gives well me 
the confidence to come in here and tell my, tell everything about myself…” – P5 
Participants’ construction of the research team as gatekeepers over data were made 
apparent through patterns in the sub-categories. In the following sub-sections, I outline the four 
sub-categories and their relationships to the core category. I begin by emphasising the key 
aspect which contributes to the construction of the research team as gatekeepers; subsequently, 
I expand more broadly on the sub-category to provide further context for how it facilitates the 
remainder of the theoretical model. 
 
3.2.1: Sub-category 1: Determining who speaks on behalf of whom 
3.2.1.1:  Constructing the core category through sub-category 1: determining who speaks 
on behalf of whom 
 In conceptualising the Dunedin Study research team as gatekeepers of their data, 
participants effectively nominated the research team as spokespeople on their behalf. When 
contextualising this decision, participants generally drew upon two specific examples to 
demonstrate why they trusted the research team to this degree: these were the longevity of the 
Dunedin Study, and the ‘culture’ of the Dunedin Study. While these are presented as distinct 
frames of reference through which discussions about gatekeeping were contextualised, it is 
prudent to note that individual participants generally spoke specifically of one while implying 
the importance of the other. 
“…because there has been that time that I’ve got to know yas [research team], and I 
have complete trust. Complete.” – P5 
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In the first example, several participants emphasised that the longevity of the Dunedin 
Study and the constancy of the research team had created a sense of comfort for them when 
they returned for testing. They described how their trust in the Dunedin Study research team 
was a direct result of 45 years’ worth of relatively constant interactions; in the case of the Study 
Director, the interactions had occurred over the past two decades. Because participants had 
known the research team for so long, they were comfortable with allowing the research team 
to make decisions on their behalf.  
“I’m pretty comfortable with leaving that [decision-making] in your hands because 
ultimately you know you’ve done it for the last 45 years and I think there needs to be 
you know a bit of trust there and I think for me it’s, you know, you will do what you 
think is best and I’m happy to go along with that” – P10 
Many participants highlighted that the longevity of the Dunedin Study and the 
accompanying stability of the research team fostered a sense of comfort among Study 
members. They described this familiarity with the processes and people of the Study as 
providing reassurance that their data were in good hands, emphasising that there had never 
been anything to suggest their trust was misplaced.  
 “I think it’s just been going for so long that you know, it’s a comfortable relationship 
really in terms of umm yeah, there’s certainly no reason to mistrust or feel 
uncomfortable. I’ve certainly never felt uncomfortable in any shape or form” – P12 
 Concurrent with the longevity of the Dunedin Study, participants also emphasised the 
influence that the positive ‘culture’ of the Dunedin Study had over their conceptualisation of 
the research team as gatekeepers. Participants tended to describe the culture of the Study in 
abstract terms, rather than by specific details; the common denominator was the prioritisation 
of the Study members. As one participant stated, the culture could be encompassed as: 
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“…the values that umm you’ve brought and predecessors and the whole team bring… 
the right values to look after us…” – P6 
Similarly positive sentiments were expressed consistently across all the participants 
who discussed the culture of the Dunedin Study, and it was generally deemed to be a case of 
‘actions speaking louder than words’. Participants felt that this idea had been reinforced over 
the longevity of the Study, leaving lasting impressions on participants that the research team 
was making appropriate decisions regarding Study members’ data.  
“…yeah well, walk your talk, that’s the biggest thing for- for me…what you say you- 
you carry through with, you know…every researcher that I’ve dealt with in- in since 
I’ve been able to appreciate what’s happening…have always been very respectful…” 
– P8 
 There was some differentiation between participants as to where the research culture of 
the Study was founded. Some participants theorised that the culture of the Dunedin Study was 
reflective of wider values shared by New Zealand society, while other participants specified 
that they felt the culture they experienced was attributable to the Dunedin Study specifically. 
The culture of the Dunedin Study was constructed as having been evident from the conception 
of the project, and as one which would carry into the future. Participants implied that actions 
of the research team were a strong factor in their decision to nominate the research team to 
speak and make decisions on their behalf.  
“…so your prodigy or replacement that you I’m sure at some point you’ll have lined 
up and all that, they will have, just like everyone else has been, will have that culture 
instilled in them from working here from understanding privacy, the whole 
ethos…values, yeah…and that understanding is just embedded in them as they learn 
over the years…” – P5 
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3.2.1.2: The wider context of sub-category 1: determining who speaks on behalf of whom 
The assignment of the ‘gatekeeper’ role was exclusively given to the Dunedin Study 
research team; participants deemed it inappropriate for external research stakeholders. 
Participants tended to argue that external researchers may not share the same values as the 
Dunedin Study research team; in essence, there were no reciprocal relations existing, so the 
trust needed to allow a stakeholder to speak on their behalf did not exist. Some participants felt 
that stakeholders such as funders and researchers outside the Dunedin Study did not understand 
the value of the data, while others conceived it as a lack of faith on the part of funders and 
researchers that the Dunedin Study would continue to produce quality research.   
“…I don’t think they’ve understood the study to be able to just ask like that, they need 
to, I think it, I think it’s pretty rude to ask for it, actually…” – P3 
“I think that if a study has gone on as long as this and is well known there should be 
some faith on the part of the publishers and the journals to sort of accept that” – P9 
 A particular concern for Māori participants was that external stakeholders (especially 
those overseas) did not understand Te Ao Māori and ran the risk of violating its principles, 
especially compared to the Dunedin Study research team who had made tangible efforts to 
introduce Te Ao Māori into the Study framework.  
“…I wouldn’t want the integrity of the study…you know their checks are not you know 
as pono [trustworthy/honest] as what they could be…” – P8 
 One of the most consistent patterns across all of the interviews was participants’ 
identification that they did not want to speak on behalf of the other. There was one notable 
exception to this paradox. In this exception, a few participants discussed the potential for a 
space to be created wherein some members of the Dunedin Study act as consultants on the 
behalf of the rest of the cohort about key decisions made regarding their data. Most of the 
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members discussing this idea were encouraging of its implementation, theorising that it would 
extend the reciprocal relations between the research team and study members further. Opposing 
this, some members felt that most participants’ understanding of decisions within the context 
of academia would be too limited, and potentially hinder important decisions.  
“…I’d love to be more involved in the study. I’d love to be involved in ways in which 
you know we have potentially a group of people you could ask questions for, what about 
this, or what about that…a consultants space where I’m asked question, umm I’ve got 
opportunity to provide advice or information or opinion…” – P6 
“…most people…wouldn’t know, understand how the data’s going to be used to I think 
it would be pointless. Umm, it would be over the top of most people’s heads, all that 
psychobabble (laughs) umm so, so what’s the point?” – P11 
 
3.3.2: Sub-category 2: Assigning value to the Dunedin Study data 
3.2.2.1: Constructing the core category through sub-category 2: assigning value to the 
Dunedin Study data 
 The connections made by participants about the longevity and culture of the Dunedin 
Study contributed to them constructing Study data as more valuable than data from other 
research projects. Because participants conceptualised their experiences of being members of 
the Study so positively, they theorised that they were more open to sharing personal 
information with the research team. Several participants specified that because they trusted the 
research team so completely, it created a space for them to be more honest and open about their 
lives without fear of consequences. 
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“…we come in here and we tell our sins…that’s quite difficult and it would be, if it 
wasn’t for the processes you’ve got in place that shows even subtly that it doesn’t leave 
this room so to speak…” – P5 
 Participants felt that the level of trust and honesty they displayed in sharing their life 
stories created a dataset which was unparalleled in other research. In spite of trusting the 
research team to share data if they believed it to be appropriate, several participants discussed 
the idea that the Dunedin Study should be exempted from data-sharing conditions set by other 
organisation bodies.  
“…we’re willing participants and we tell you more and we’re more honest than we 
would be with anything else, most of the other data sources can only take honesty when 
you’re online and they can see what you do and who you are and do things…and even 
then it’s just a set of behaviours” – P6 
“…I think in this particular study’s case…it’s gone on so long and the datasets and the 
research has a huge track record of you know going back 40 odd years so I would’ve 
thought that editors could rely on that…in some respects the key findings or the 
longitudinal findings can’t be replicated anywhere else…” – P9 
 Further to this, some participants described their concerns that the value of the Dunedin 
Study data would be diminished; this was usually in the context of data-sharing with the 
potential risk to their anonymity. They theorised that the factors which contributed to the 
current quality of the data may be lost, dependent on the extent to which data were shared with 
others.  
“…I always thought that would’ve been the major concern for the- the Study would be 
that our information is gonna get you know, we’re not gonna get good information off 
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these thousand people because they’re- they might be reluctant in saying it now” – P5
  
3.2.2.2: Wider context of sub-category 2: assigning value to the Dunedin Study data 
Participants tended to assign value to the Dunedin Study data in one of two ways; either 
in terms of financial value, or in terms of sensitivity. In the former conceptualisation of data 
value, the discussions about data-sharing often led to participants using business-related 
terminology and models to frame their understanding of data. In turn, participants continued to 
draw upon this frame of reference throughout their interviews, in a way which inferred they 
became increasingly aware of the financial sides of both the Dunedin Study, and the operation 
of academia as a business involving research data.  
“…I can see why they would want bang for their buck in terms of, you know, if they’re 
gonna spend the money then they want that to be, umm to have as a wide-reaching 
impact…” – P12 
Several participants felt strongly that only some data could be shared to improve public 
health; however, beliefs about what constituted an appropriate level of data sensitivity differed. 
While perceptions of data sensitivity lacked definitive consensus across the interviews, the 
crucial pattern across all perspectives was that the sharing of sensitive data has the potential to 
cause harm.  
“So as a person…I’ve got a property, I’ve gotten principle or a value which is ‘I 
shouldn’t mind who I am and what I’ve been through and there’s not a lot in my 
experience that is going to damage me or somebody else or put people at risk’. Some 
of the others in the study that’s not the case. They could put themselves or other people 
at risk and we have to protect for the lowest common denominator” – P6  
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In the second conceptualisation, the majority of participants constructed the idea of data 
sensitivity relative to the Dunedin Study; however, there was no definitive construction of data 
sensitivity that was consistent across all participants. In a couple of cases, the sensitivity of the 
data were deemed less important than creating public good; however, this was not evident 
across multiple interviews. Most participants head staunch opinions about data sensitivity. One 
conceptualisation was that coded data were more sensitive by proxy that they had been coded 
in a way that anonymised participants; they drew on the inference that less sensitive data would 
not be managed in that way.  More participants were willing to share what they considered 
‘medical’ data over data deemed to be more personal; in another conceptualisation, other 
participants asserted that older data were less sensitive than more recently-collected data. 
 “…all the medical side of it and everything like that, would be fine, but some people 
may not like travelling down the path ah as an individual and exposing themselves to 
mental health issues, with drugs or alcohol related things…” – P7 
“Yeah I mean I think the more recent data is the stuff that you’d feel more 
fiercely…yeah I think it feels more personal…” – P12 
The final conceptualisation of data sensitivity came from information shared by Māori 
participants, who described heightened ethical sensitivities that exist for Māori in relation to 
two key areas: in the first, they noted that their data were representative of more than just 
themselves by containing information about their whānau [extended family], and potential loss 
of anonymity could harm more than just themselves.  
“…talking from myself, I feel safe enough to talk about that umm anyone in my whānau 
that might have, might be on my timeline, are not going to know that I’ve spoken, well 
not that it’s bad but you know umm sometimes they just don’t want to know…when your 
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brother was diagnosed with bipolar, you know, he doesn’t want everyone to know 
that…” – P8 
In the second key area, participants noted that data collected from Māori participants is tapu 
[sacred].   
 “…Yeah coz like you’s have my blood, you’s have my, you’s have so much…and that’s 
all umm special stuff” – P3 
3.2.3: Sub-category 3: Establishing who benefits from data-sharing 
3.2.3.1: Constructing the core category through sub-category 3: establishing who benefits 
from data-sharing 
 Participants acknowledged that members benefit from the current Dunedin Study 
process, by centring discussions on their exclusively-positive experiences of being Study 
members, and the concurrent trust in the Dunedin Study research team to make the right 
decisions on their behalf. This perspective was conceptualised in two ways: 1. That Study 
members were the sole beneficiaries from the relationship, and 2. that it was a mutually-
beneficial relationship. In the first, some participants conceptualised themselves as ‘lucky’ that 
they were members of the Dunedin Study. They felt they benefitted from the knowledge that 
there was so much information recorded about themselves and that the Study was so unique.  
“…You know most people don’t have that information about themselves…we’re, you 
know, just lucky that somebody did that [started collecting data]”… – P3   
 In the second conceptualisation, participants described their perception that their 
relationship with the Dunedin Study research team was mutually beneficial. A particularly 
salient example of this is the sense of catharsis described by participants after having shared 
information that was especially personal or difficult to share. In the following example, the 
latter participant also identified the reciprocity of their perceptions, explaining that the Dunedin 
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Study research team benefitted from the knowledge and engagement brought by members 
during test phases. 
“…imagine going through all this [testing process] and things were really bad…we 
come in here and we tell our sins…that it doesn’t leave this room so to speak, you know, 
is very reassuring…” – P5 
“…what you gain from our kōreros [conversations/narratives] and our time here is very 
beneficial…and sometimes when you leave, it might just relieve that, that pressure that 
you might have on your shoulders coz you’ve been able to talk to someone about it that 
you haven’t been able to let out, so yeah, it’s great…” – P8  
3.2.3.2: Wider context of sub-category 3: establishing who benefits from data-sharing 
As discussions about potential data-sharing scenarios ensued, participants tended to 
identify stakeholders external to the Dunedin Study, such as research funders, journal editors, 
and the wider public, as those who would benefit the most. However, identifying who would 
benefit from the Dunedin Study was not exclusively related to discussions around data-sharing. 
It was also raised in discussions about the nature of the relationship between Dunedin Study 
members and the research team. However, participants’ construction of who should benefit the 
most from Dunedin Study data were grounded by their motivations for being members of the 
Study as a whole. A unanimous description of members’ continued association with the 
Dunedin Study was that they wanted to make contributions to research that would then be 
translated into public good.  
“…it’s always been for me to help people and that’s what’s made me always, you know, 
forever be ok with coming to this, you know, the study and answering everything and 
doing everything as best as I can…” – P3 
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Generally, participants felt that if individual researchers external to the Dunedin Study 
were the primary beneficiaries, then that would deter them from being open to data-sharing. 
The same sentiments were expressed for both journal editors, funders, and government bodies.  
 “…what needs to be clear is what are the benefits? Of you know making things 
available, and who benefits? From it and if the answer is you know researchers benefit 
and through that society as a large benefits that- you know those arguments are 
dissuasive. But if it is that it is a publishing house benefits at the financial level or a 
government department benefits in terms of its reputation or standing or how it appears 
in terms of its ability to discharge a changing set of expectations that a minister or the 
public might have of it I don’t think they’re such strong drivers really” – P1 
Several participants recognised that data-sharing was a way to maximise the benefit to 
the public, especially given that some of the Dunedin Study funding came from the public. 
However, participants explained that they would be unconvinced by this argument, were it to 
be put forward by external stakeholders. Some participants felt that if this were presented as 
the primary reason for sharing data, external stakeholders were not being open about their true 
motivations. 
“But I would argue that the funders you know do they really need to have the data 
published. If the journals don’t need it, then why would they need it so I’d start with 
you know if it becomes a carte blanche thing that it’s, it’s around the world it’s the 
done thing then I guess you’ve gotta toe the line but if umm, if some areas are asking 
for it and others aren’t then I think you’d need to question why they really want it.” – 
P11  
  Several participants preferred that the public good produced by the Dunedin 
Study be localised to benefit Aotearoa/New Zealand. Participants theorised that they 
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would be more comfortable with the data remaining in Aotearoa/New Zealand. This 
sentiment encompasses an underlying perspective centred on Aotearoa/New Zealand 
which was evident across several interviews, but directly opposed in others.   
“…have no idea what you can see [about data] when it goes over to the States or 
whatever country it goes to.” – P5 
 “…in theory yeah that’s a very interesting one. I think the problem is it’s not possible 
given technology. I don’t think it’s actually able to be sort of restrictive to ah one 
countries borders, particularly in, with the internet and everything else and- and just 
shared networks generally…” – P9  
 
3.2.4: Sub-category 4: Setting conditions about who gains control over data 
3.2.4.1: Constructing the core category through sub-category 4: setting conditions about 
who gains control over data 
 Within participants’ conceptualisations of gatekeepers, it was constructed as a role 
inextricably linked to control of the Dunedin Study data; the implication of this was that 
whoever gained access to the data should be required to then take on a gatekeeping role in 
terms of who they shared it with. In discussions about data-sharing, the participants tended to 
set their own conditions about who could be a gatekeeper of the data. As discussed in section 
3.2, they were united in their consensus that the Dunedin Study research team be gatekeepers 
of their data, due to the trust established by reciprocal relations.  
“…you’ve got that process in place where you’re almost a gatekeeper, keeping it on- 
on the funding side of it, the data that they’re using, the exposure to the- from the 
data…” – P7 
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While participants frequently set the condition that data should only be shared by the 
research team to the ‘right’ people, there was no consistent definition of who this constituted. 
Some participants asserted that only researchers who were experts in their research field should 
gain access, as they were perceived to have obtained a level of discipline that other researchers 
may not have.  
“And who decides that? Who are the right people?” – R  
“...Well they have to be field qualified really, that’s the only thing I can see it as.” –P2 
 Despite differences in the determinations of who constituted the ‘right’ people, the 
discussions shared a common theme that the lack of reciprocal relations with stakeholders 
external to the Dunedin Study was a barrier to the research team allowing others access to the 
data. In the example below, the participant voiced their discomfort in not knowing how 
someone unknown to them may use their data.  
“…like this whole study for me too has like been able to help in some way or 
another…and these faceless people if, yeah if they’re wanting to help and on the side, 
gather other findings or their own conclusions…then, is that a good- that’s gotta be a 
good thing you know? I don’t, I don’t know” – P3 
3.2.4.2: Wider context of sub-category 4: setting conditions about who gains control over 
data 
Within the theory, maintaining control over the data was an explicit goal of several 
participants. During discussions about data-sharing options participants tended to construct 
their responses by initially agreeing with certain principles and logic of data-sharing, and 
subsequently specifying conditions that they would need to be in place if it actually occurred. 
These conditions amounted to ways in which the Dunedin Study research team would remain 
in control of the data.  
63 
 
“Control’s gonna be the overriding word of this whole thing I think” – P5 
Two conditions were consistently offered as requirements if data-sharing policies were 
to be adjusted. In the first, participants were almost-unanimous in their stipulation that their 
anonymity be maintained; the only exception to this condition was participant seven, who 
believed some data were so significant that they would be willing to forego their anonymity to 
create positive change. Participants tended to construct the current anonymity processes as a 
“safety net” (P7), or “korowai [cloak] of protection” (P8), due to being one of around 1000 
Study members. Most participants expressed concerns about the collective anonymity being 
compromised if the control of the data were ‘lost’.  
“So it’s anonymity that’s the key?” – R  
“That’s the key for giving out our life story…” – P2 
“…if you go down the route they’re proposing or they may propose then you do lose 
control and then it’s a matter of you know a matter of contract between you and them 
as to what they will do with it, umm how secure they will keep it, and umm ah essentially 
that they won’t you know that their security systems are sufficient to stop other people 
access- accessing it...” – P10  
 In the second condition, several participants proposed the idea that the Dunedin Study 
research team implement wider data-sharing policies on their own terms. Participants theorised 
that creating a bespoke set of rules about data-sharing would appease external stakeholders, 
while allowing the Dunedin Study to stay one step ahead of other research and maintain its 
reputation.  
 “…you asked me ‘where’s it heading’, let’s not kind of do that, let’s say where do we 
want to take things and then we [the Dunedin Study] become powerful so I think we 
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become powerful in the way which, you ask us questions, we respond, now we can be 
powerful and where do we want to go?” – P6 
 
3.3: Description of theorised thought process 
 When presented with different scenarios about data-sharing, participants engaged in a 
sequential four-step thought process, which comprises the remainder of the theoretical model. 
Henceforth, the square boxes in Figure 2 and their corresponding arguments will be referred to 
as numbered ‘premises’. In this section, I provide a detailed outline of each premise and 
expound on how the occurrence of one premise prompts the next to follow. 
 
Premise 1: Business over human considerations 
 The first premise states that data-sharing scenarios make participants more aware that 
there is a “business” side to the Dunedin Study and to academic research, when their previous 
understanding has relied on what may be termed as a “human” side. Participants were proud to 
be members of the Study; they described seeing tangible evidence that the Study was creating 
good, through its public reputation and in their exclusively-positive lived experiences of being 
members. 
“…[I’ve] heard from the public and stuff like that this is a great study…and it’s been 
great because of the way it’s been approached and dealt with and handled and how 
we’ve been treated…” – P3 
 Participants in the present study described that their positive experiences of being 
tested across different phases had reinforced their perception of the “human” side of the Study, 
in that their comfort was prioritised during each phase. However, several participants explicitly 
stated that they were not aware of how the Dunedin Study conducted its research beyond them 
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being tested; this was explained in relation to the research team engaging with external 
stakeholders in academic research, such as research funders, government organisations, or 
journal editors, and the way in which completed research was disseminated to the public.  
“It’s probably not something I ever really thought too much about really is what 
happens to it once we leave (laughs) or yeah or where that, yeah, how that data is used 
really…” – P12 
Subsequently, participants tended to frame their responses towards different data-
sharing scenarios within business models that they already understood.  
“...it’s understandable they want to see a return on their investment in a sense you know 
from a business perspective...” – P2 
 
Premise 2: Public good vs Commodification 
 Participants identified that data-sharing can maximise public good, but concurrently 
implies that their data may become a commodity. Participants emphasised that they were driven 
to continue their associations with the Dunedin Study because they wanted to help create public 
good. Many outlined logical arguments for data-sharing in different scenarios; however, their 
continued framing of the “business” side of the Study led them to recognise that data were a 
commodity with inherent value. 
“…I, again see both sides of the you know I can see why they would want bang for their 
buck in terms of, you know, if they’re gonna spend the money then they want that to be, 
umm to have as a wide-reaching impact…” – P12 
“…unfortunately data is becoming [a] commodity and like everything, commodities 
will be stolen” – P4 
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Premise 3: Concerns about commercialisation 
 Participants’ biggest concern was that, if data-sharing with journal editors or funders 
were to occur, whomever receives access to data may financially profit from it by making it a 
commercial entity. Participants conceptualised external stakeholders commercialising Dunedin 
Study data as the antithesis of creating public good. They tended to frame commercialisation 
of the data as benefitting stakeholders who had not engaged with the Dunedin Study members 
on a meaningful level, and some participants posited that they would rescind their participation 
in the Study if it were to occur. 
“…yeah on the journal thing…it’s the commercialisation, I mean if it’s been done for 
commercial reasons it does not seem the right way.” – P1 
Premise 4: Challenge for research team 
 The fourth premise highlights the perception that the next challenge for the Dunedin 
Study research team is not about whether to share data. Instead, the participants felt that the 
research team must consider how to balance the newly-exposed business side with the human 
side of the Study that participants have always experienced, in order to make future decisions 
about data-sharing. If data-sharing is deemed ‘right’ by the research team, the participants trust 
that the Dunedin Study will continue to prioritise the human side 
“Well that’s where what I was thinking about like you know there’s just two different, 
it seems to be you know, two different parts, this business-y side and the actual study 
but the actual study is what is important.” – P3 
“…So, I then think, then I sort of say well look those that then have control of that data, 
which is at the moment essentially yourselves, if you see ultimately the public benefit in 
having a wider access to umm to that data for studies, whatever, then I think in a way 
I’m putting my trust in you” – P10 
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Participants’ recognition of this premise prompted them to return to the core category; 
for each data-sharing scenario that was asked about, the participants as a collective engaged 
the same iterative thought process. However, this theorised thought process does not exist in 
isolation. It is grounded within a specific context, which is explicated as one core category and 
four sub-categories, which interact to influence and underpin the central premises. 
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Chapter 4: Discussion 
4.1: Overview of chapter 
In the present study, I gained insight into the ethical and methodological issues of data-sharing 
from the perspective of members of the Dunedin Study. Two research questions facilitated the 
exploration of Dunedin Study members’ perceptions of data-sharing: what do members of the 
Dunedin Study perceive to be the benefits and detriments of different data-sharing options, and 
to what extent do members of the Dunedin Study think the sharing of research data is 
appropriate in the context of previously-collected data and data collected in the future? 
Participants described their perceptions of data-sharing and identified how different 
hypothetical data-sharing scenarios may affect them in one-on-one interviews. The novel 
grounded theory generated from the data highlights that participants engage in an iterative 
thought process when presented with different data-sharing scenarios, with an accompanying 
core category that interacts with four sub-categories to influence the theoretical thought 
process. The thought process details participants’ increasing awareness and subsequent 
discomfort of Dunedin Study research data potentially being commodified, which members 
then reconciled through their trust in the research team. The core category outlines the facets 
of the relationship between Dunedin Study members and the research team; the four sub-
categories describe factors related to data-sharing in terms of who speaks on behalf of others, 
assigning value to research data, determining who benefits from the Dunedin Study, and setting 
conditions about potential data-sharing implementation. The findings of the present study 
address previously identified gaps in the literature around the data-sharing debate, by ensuring 
that research participants’ perspectives are represented. The present thesis adds to the existing 
literature by highlighting the need for consulting research participants in the data-sharing 
debate, as they bring to light concerns and potential consequences about data-sharing which 
other research stakeholders have not considered.  
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 In this chapter, I explain how each research question is addressed by the findings of the 
present study, and how the novel grounded theory is contextualised within existent literature. I 
then describe the limitations and strengths of the present research, before identifying the broad 
implications of the novel grounded theory, and providing details on how these findings are may 
be extended and further explored in other complex research contexts.  
 
4.2: Interpretation of the findings in the context of the research questions 
 The theoretical thought process begins with the premise that members of the Dunedin 
Study nominate the research team to be gatekeepers of their data, due to the trust that has been 
built over the duration of the Study and their previous experiences of belonging to the Study. 
This triggers the remaining premises to occur in the same sequential order, wherein the 
occurrence of one premise leads directly to the next. The second premise details participants’ 
recognition that the Dunedin Study has intersections with business models, both within and 
external to the Study. The third outlines the tension between participants’ desire to maximise 
public good through their continued association with the Study, and their discomfort with the 
possibility that their data could become a commodity within a wider business enterprise. The 
fourth premise identifies that participants’ primary concern about data-sharing was the 
potential for external stakeholders to commercialise their data if they gain access to raw 
datasets. The final premise proposes that participants are not opposed to data-sharing being 
implemented per se; rather, they recognise the possibility that the consequences of data-sharing 
could be to the detriment of the relationships they have formed with the research team, which 
they are opposed to. Participants resolved their concerns about data-sharing by returning to 
their original premise that they trust the research team to do what is right with their data, in the 
gatekeeper role they assigned them.  
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 Critical to the theoretical thought process was the core category identified within the 
data, which describes how participants constructed the relationships they had with the research 
team as mutually beneficial. Four key points contributed to the reciprocal conceptualisation of 
participants’ relationships with the research team; in turn, each point was driven by a core 
component of the sub-category it reflected. This demonstrates how the theoretical thought 
process is inextricably linked to the category and sub-categories; the core category acts as a 
pathway along which different constructions were able to act upon the theoretical thought 
process. The first sub-category describes participants’ perceptions about who could speak on 
their behalf, with responses ranging from the research team to other members. Participants’ 
conceptualisations of more sensitive data and data related to Māori participants led them to 
perceive the Dunedin Study dataset as having greater value than other research projects, 
forming the core of the second sub-category. The third sub-category highlights participants’ 
expectations that the Dunedin Study data be used to maximise public good, while the fourth 
sub-category indicates that participants require anonymity and improved data security 
measures to be implemented as conditions under which data-sharing may occur. In the 
following sections I describe how the research questions are answered by the novel grounded 
theory, and contextualise it within existing research. The sub-categories identified within the 
theoretical model directly address the two research questions; the core category and theorised 
thought process relate to the implications of the present study, and are discussed in further 






4.2.1: What do members of the Dunedin Study perceive to be the benefits and detriments of 
data-sharing?  
 Participants did not distinguish between different hypothetical data-sharing scenarios 
when outlining perceived benefits or detriments of data-sharing; instead, participants in the 
present study tended to categorise benefits and detriments of data-sharing broadly. Within the 
overall novel theory, three sub-categories speak to the perceptions of data-sharing benefits and 
detriments held by participants. Constructions within the third sub-category and the fourth sub-
category were drawn upon for the explication of participants’ perceived benefits of data-
sharing. Findings related to the first, third, and the fourth sub-category all contributed to 
participants’ perceptions of data-sharing detriments.  
Benefits of data-sharing:  
 Discussions in the interviews about the benefits of data-sharing were focused on the 
positive outcomes that it may engender. Across the interviews, participants consistently 
reinforced that their motivations for being members of the Study centred on their belief that 
their results contributed to public good. Discussions often singled out the population of 
Aotearoa/New Zealand as who should be targeted in improving health outcomes, suggesting 
that participants believe maximising public good within Aotearoa/New Zealand is a key benefit 
of data-sharing. Participants also felt that the implementation of data-sharing by the research 
team could create innovative research opportunities for the Dunedin Study, in which some 
members of the Study could act as consultants for the research team to make collaborative 
decisions about their data in the future. Participants described their desire that the Dunedin 
Study maintain its excellent research reputation, with some indicating that data-sharing could 
be the impetus to make changes that would continue to set the Dunedin Study ahead of other 
research projects in the future. Participants also felt that data-sharing could represent an 
opportunity for the research team to retain control over Study data by implementing bespoke 
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rules on their own terms. Participants’ specification about potential innovations through 
increased consultation and bespoke data-sharing indicates that positive outcomes via 
consultation is perceived to be a benefit of potential data-sharing policies. 
 Participants in the present study expressed their hope that the community of 
Aotearoa/New Zealand would reap the benefits of their involvement in the Dunedin Study. 
Participants’ perception of public good being a benefit of data-sharing may be understood in 
the context of ‘research altruism’, defined as the involvement in research where the production 
of knowledge and dissemination of findings are perceived as societal benefits (Carrera, Brown, 
Brody, & Morello-Frosch, 2018). Studies have indicated that altruism is an intrinsic motivator 
to participate in scientific research ((Beskow et al., 2011; Carrera et al., 2018; Hanson et al., 
2015; Hunter, Corcoran, Leeder, & Phelps, 2012). In a qualitative study of participation 
motivators in community-based research participants described their hopes that, by engaging 
in research, they were creating benefits for their community and for future generations (Carrera 
et al., 2018). They also highlighted that encouraging positive relationships between participants 
and the research teams reinforced participants’ motivations to engage with research studies. As 
was the case in the present study, participants did not identify specific benefits in Carrera et 
al’s. (2018) study; instead, participants tended to refer to benefits as an abstract concept, which 
they would not directly experience. The present study extends the literature around participant 
motivations for involvement in research; it highlights that altruism may be a key factor to 
consider in longitudinal research retention rates, and suggests the need for further research 
around the extent to which the benefit of creating public good justifies participating in 
community-based studies.  
 Participants identified that data-sharing could create an innovative space for the 
Dunedin Study to occupy, in which the research team could enact changes that would maintain 
their reputation over other research projects; namely, having the research team consult with 
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key Study members on decisions about their data, which would subsequently facilitate the 
implementation of bespoke data-sharing policies that were accurate reflections of participants’ 
preferences. The potential for a consultancy space extends the literature on re-consenting to 
secondary data analyses outlined in Chapter 1. Studies have suggested that research teams 
should ensure that they consult with participants from whom data has been collected from prior 
to the reuse of that data; this belief was emphasised in when the original consent agreement did 
not detail the potential for further uses of the collected data (Ludman et al., 2010; McCormack 
et al., 2016). The present findings reinforce the implication from previous literature that 
maintaining a form of autonomy over whether data may be reused is important for research 
participants. Participants’ proposal of the research team consulting key Study members echoes 
sentiments of maintaining autonomy over their contributed data; having a consultation process 
facilitates the Dunedin Study implementing bespoke data-sharing plans, which is consistent 
with previous research exploring participants’ perceptions that data-sharing plans should be 
specific to the research context they are implemented in (Lemke et al., 2010; Murad et al., 
2017). The two outcomes deemed possible by taking an innovative approach towards data-
sharing extend the existing literature by illustrating the importance of tailoring data-sharing to 
research contexts, with the details of its implementation founded through consultation with 
research participants.  
Detriments of data-sharing:  
 Participants identified more detriments to data-sharing than they did benefits; 
furthermore, they placed greater emphasis on the negative consequences that data-sharing 
could engender. Participants viewed the research team’s control over the Dunedin Study data 
as protective; given their trust in the research team, they felt secure that the current safeguards 
protected them from harm. Thus, a key detriment of data-sharing was identified as the research 
team losing control over the Dunedin Study data. As outlined in the theoretical model, 
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participants’ major concern was that the Dunedin Study dataset would become commercialised 
by external stakeholders who gained access to it. Concerns about commercialisation were 
inextricably linked to participants’ perception that the Dunedin Study research team would lose 
control over the data if data-sharing were implemented; in essence, if the research team lost 
control of the data through sharing requirements, then there was no guarantee that their data 
would not be commercialised. Similarly, the fourth sub-category related participants’ concerns 
that their anonymity would be lost if data-sharing were to be implemented more widely. The 
potential loss of anonymity was perceived to be detrimental due to the harm that it could cause; 
in a particularly relevant example, one participant spoke of the dangers to Study members who 
had been honest about certain aspects of their life over the course of the Study, only to have 
others identify them and use that information to influence how others perceived them. Finally, 
Māori participants spoke of their concerns that data-sharing had the potential to create 
situations where their data may not be treated in accordance with principles of Te Ao Māori. 
Māori participants identified the significance of their data and that it represented their whānau 
as well as themselves, which led them to express concerns that their whānau may come to harm 
if the Dunedin Study research team loses control over data.  
 Participants in the present study drew upon ideas of autonomy and data ownership when 
discussing the detriments of data-sharing; hypothetical data-sharing scenarios were constructed 
as synonymous with a perceived loss of control over data by both themselves and the research 
team, and participants proposed that increased consultation would lessen their concern about 
their autonomy being compromised. These findings may be contextualised within literature 
about ownership of research data, most of which relates to researcher’s perspectives of genetic 
and DNA data. Research has indicated that once data has been collected, it is unambiguously 
the researcher’s or research teams’ intellectual property (Godard, Schmidtke, Cassiman, & 
Aymé, 2003; Reilly, 1999). Research participants from whom the data is collected have no 
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legal entitlement to ‘their’ data; this sentiment can have repercussions when issues about the 
commercialisation of data occurs, with Godard et al. (2003) noting that genetic and DNA 
samples have commercial value through patented treatments derived from shared research data. 
Further research has suggested that public trust in biobank and genomic research projects 
diminishes when the collected data is used for profit (Caulfield et al., 2014). The idea of 
research participants maintaining ownership or autonomy over their contributed data is 
generally disregarded. The notable exception to this idea is indigenous research around issues 
of genetic and DNA research involving indigenous communities; however, data sovereignty in 
indigenous communities has historically been subjected to hegemonic Western views of data 
ownership and dissemination (Harding et al., 2011; Debra Harry & Kanehe, 2006).  
The present study extends the current literature on ownership of research data by 
providing an account of research participants’ perceptions of ownership which highlight that 
they feel they should maintain some autonomy over their data and decisions regarding data-
sharing. Furthermore, participants in the present study discussed their data more generally than 
DNA or genetic sample research, which raises questions about how data ownership is perceived 
for different types of data. Of particular relevance to the qualitative nature of the present study, 
an interesting avenue to explore further is whether Study members and research participants 
more widely perceive ownership over qualitative data. This is in light of the co-construction of 
information in qualitative research, where research participants and researchers both have 
intellectual property rights when qualitative interviews and conducted and recorded (Parry & 
Mauthner, 2004). Future research could seek to identify how qualitative and quantitative data 
are differentiated by research participants in terms of sensitivity and ownership, to further 
explicate the nuances of data ownership.  
 The majority of the participants in the present study identified the commercialisation of 
their data as a detriment to potential data-sharing scenarios; indeed, some participants identified 
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that if their data were commercialised, they may stop their involvement with the Dunedin Study 
altogether. Participants’ concerns about their data being commercialised are consistent with 
findings from previous studies which provide accounts of consent preferences about sharing 
health-related data for scientific research. Hill, Turner, Martin, & Donovan (2013) identified 
that participants were much more reticent about their health data being shared with external 
stakeholders who could financially profit from doing so, and similar findings were echoed in 
(Armstrong and colleagues' (2007) report. Findings about consent preferences regarding public 
health data have generally recruited patients from primary health/care organisations to 
participate; the present study adds to these findings by detailing that commercialisation 
concerns are raised by individuals with lifelong experience of being members of a research 
project. Furthermore, the findings of the present study extend previous research by highlighting 
the potential negative consequences that commercialisation could engender for projects such 
as the Dunedin Study.  
 Participants consistently named the loss of their anonymity as a detriment of data-
sharing. Concerns about anonymity add to the current literature on re-identification risk, which 
has highlighted that combinations of three or more publically-available demographic variables 
are adequate to re-identify significant proportions of citizens in different Western societies (El 
Emam et al., 2010; Golle, 2006; Koot et al., 2010; Sweeney, 2000). Of particular relevance to 
the present study, MacRae et al. (2012) found that a minimum cohort size of 150,000 was the 
threshold which prevented their re-identification of Aotearoa/New Zealand research 
participants through combinations of aggregated data variables. The true minimum threshold 
for re-identification in New Zealand may be smaller than 150,000 (MacRae and colleagues 
identified the threshold as being over 40,000 and up to 150,000); however, the Dunedin Study’s 
current cohort size of just over 1000 members does not provide protection from re-
identification based on openly-available demographic variables. Furthermore, El Emam et al. 
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(2010) noted that when longitudinal data on the same individuals was collected, the risk of re-
identification was greater. Taken together, these findings in combination with Dunedin Study 
participants’ concerns about loss of anonymity suggest that the risk of re-identification should 
be prioritised in potential decisions regarding data-sharing, as well as being considered a 
justified reason for refusing data-sharing requests from external research stakeholders.  
 In the present study, Māori participants described how they spoke on behalf of their 
whānau when they entered Dunedin Study testing phases. They discussed the inherent tapu 
associated with their data, emphasising that their data were representative of their whānau as 
well as themselves; thus, the potential for external research stakeholders to disregard Te Ao 
Māori when implementing data-sharing affected not only Māori Study members, but their 
whānau as well. Similar findings have been highlighted in research about genomic data-sharing 
in the context of Māori communities, as well as research with Māori communities more widely. 
Key informants of previous Māori research noted that when Māori genetic data were 
contributed to biobanks, it was a collective representation of the participant’s whānau and 
whakapapa (genealogy) (Hudson et al., 2016b). Additionally, social science research has 
indicated that Māori and other indigenous communities are hesitant to participate in research 
projects that implement data-sharing (Jacobs et al., 2010; Moodie, 2010; Taniguchi et al., 2012; 
Tuhiwai Smith, 2012). Previous studies conducted by non-indigenous researchers have 
generally disregarded Te Ao Māori and other ethical boundaries in favour of colonial 
perspectives which have exacerbated harm to Māori and other indigenous communities 
(Hudson et al., 2016a; Hudson et al., 2016b; Taniguchi et al., 2012). The findings of the present 
study in conjunction with the existent research highlight the importance of empowering Māori 
Study members in decision-making about their data as it relates to them and their whānau; 
reinforcing this, Hudson et al. (2016b) suggested when Māori research participants engage in 
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research projects, there should be increased transparency about the processes which maintain 
the safety and sovereignty of their data. 
 
4.2.2: To what extent do members of the Dunedin Study think the sharing of research data 
is appropriate in the context of previously-collected data and data collected in the future? 
 Most participants referred to the appropriateness of data-sharing exclusively in the 
context of previously-collected data. The extent of data-sharing in different scenarios were 
deemed to be matters of contingency, in which participants drew upon their constructions of 
three sub-categories; these were related to the perceived sensitivity of different data and who 
the recipients of Dunedin Study data were (representing aspects of the sub-categories speaking 
to who benefits, and who may speak on Study members’ behalf). On the occasions that 
participants did differentiate previously-collected data from data collected in the future, their 
inability to set conditions was a limiting factor in their willingness to share data collected in 
the future.  
Appropriateness of sharing previously-collected data: 
 Participants in the present study did not share an overarching construction of the 
sensitivity of Dunedin Study data; the most unanimous consensus was that previously-collected 
“medical” or “health” data were less sensitive and therefore more appropriate to share with 
external stakeholders than “mental health” or “relationship” data. Medical/health data were 
specified as research related to alcohol use, smoking, and summaries of health statistics that 
Study members were already provided with. These findings align with examples of past 
research around willingness to share health data; generally, research has indicated that 
individuals are willing to have their health data shared (Mello et al., 2018). Furthermore, 
research has also reported that individuals diagnosed, or asked to imagine being diagnosed, 
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with specific health conditions (such as clinical depression, lung cancer or HIV) were more 
willing to have their health data shared in comparison to relatively healthy samples (Goodman 
et al., 2016; Grande et al., 2015; Willison et al., 2009). Increased willingness to have personal 
health data shared has been theorised as being due to potential advances in research on specific 
health conditions occurring. The present findings indicate that Dunedin Study members (both 
with health conditions and relatively healthy) to some extent hold similar perceptions as patient 
cohorts about the sharing of health-related data. Furthermore, the present study extends 
findings from previous examples of research by identifying subsets of data which are 
considered inappropriate for data-sharing rather than being limited to health data. In the present 
study several participants listed health conditions in the demographic questionnaire, however 
none referred to a diagnosed or hypothetical health condition during discussions about the 
appropriateness of data-sharing. An interesting avenue of future research would be to include 
prompts in the semi-structured interview question list about considerations of different types 
of data, to further understand the interplay between data sensitivity and willingness to share 
data.  
 Participants in the present study also specified that determining whether previously-
collected data were appropriate to share was contingent on who the recipients of the data were, 
as those who gained access would then have the ability to speak on Study members’ behalf. 
Recipients of data-sharing were identified as the general public, researchers external to the 
Dunedin Study, journals and publishers, funders and government agencies; as described 
previously in the Chapter, the public of Aotearoa/New Zealand were deemed the most 
appropriate recipient of Dunedin Study data, followed by external researchers, 
journals/publishers and funders, while government agencies were deemed the least appropriate. 
Participants in the present study were somewhat open to external researchers being recipients 
of Dunedin Study data; several members of the Study identified that if data were to be shared, 
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they would prefer that researchers be based in Aotearoa/New Zealand and be experts in their 
field. Participants recognised that external researchers may draw and publicise conclusions 
drawn from their data, but expressed concerns that they may do so without considering the 
repercussions to the Dunedin Study cohort. Seeing data-sharing as somewhat appropriate with 
researchers external to the Dunedin Study aligns with findings from previous quantitative and 
qualitative research; Goodman et al. (2017; 2018) highlighted that research participants were 
more open to their data being shared with researchers from the same institute as the original 
study, while research participants in Jamal et al’s (2014) study expressed their concern that 
their own right to disclose aspects of their health would be removed if researchers shared their 
data on their behalf. Further research in this area could provide more specific information about 
how the geographical location of external researchers influences research participants’ 
openness to data-sharing scenarios.  
 Generally, participants expressed similar concerns regarding the sharing of their data 
with stakeholders such as journals, publishers and research funders, in that they understood the 
logic behind the requests but expressed cynicism that the actual motivations were less 
transparent. Participants emphasised that the reputation of the Dunedin Study should be enough 
for these stakeholders to trust that research was being conducted with appropriate rigour. This 
line of results may be contextualised within perceptions of trust within broad research contexts. 
Guillemin et al. (2018) asserted that the construction of trust was a dynamic, but mostly 
neglected, interaction in scientific research. Campos-Castillo et al. (2016) proposed that the 
existence of direct links between individuals and institutions may influence levels of trust, 
subsequently providing a distinction between institutions types. “Local” institutions with 
tangible, recurring links to an individual are perceived as more trustworthy; opposing this, 
“remote” institutions are constructed as having tenuous or indirect links to an individual and 
are thus perceived as less trustworthy (Campos-Castillo et al., 2016, p. 101). In the present 
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study, it may be the case that the Dunedin Study is viewed as a local institute with the research 
team acting as direct links to the Study members. External stakeholders such as journals, 
publishers and research funders have less direct links to the members of the Dunedin Study. 
No previous research has directly explored research participants’ trust of journals, publishers 
and research funders; it is self-evident that further research is needed in this area.  
 There was an almost-unanimous consensus among participants in the present study that 
the government of Aotearoa/New Zealand being a recipient of Dunedin Study data was 
inappropriate; participants felt that the national government had no need for the specific 
information that was collected on them, particularly when the Census data were already 
conceived by some as too sensitive. Sentiments about data-sharing with governments is 
extremely consistent with previous research exploring perceptions of data-sharing both 
globally and within Aotearoa/New Zealand. Research from the US has indicated that research 
participants are less willing to have their data shared or linked with national databases, with 
reasons provided relating to the potential misuse of data (Goodman et al., 2017; 2018; Lemke 
et al., 2010). Within the context of Aotearoa/New Zealand, Moore and Niemi (2016) found that 
patient cohorts are also reticent about their personal health data being shared with the national 
government; the present study extends the Aotearoa/New Zealand specific findings by 
providing evidence that concerns about the government being recipients of data is not limited 
to data collected by primary health organisations.  
Appropriateness of sharing data collected in the future: 
 Most participants in the present study had limited specific knowledge about academic 
and data-sharing processes; several expressed that they did not recall the details of the Dunedin 
Study data-sharing policy until it was outlined at the beginning of their interview. Participants’ 
conceptualisations of sharing data collected in the future were tentative and vaguely outlined, 
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with discussions revealing that Study members felt unsure that their opinions would remain 
constant. The lack of definitive consensus around whether sharing future data was appropriate 
was explained as being due to participants’ lack of specific knowledge in conjunction with 
rapid shifts in technology. While the present study does not yield specific insight into 
prospective data-sharing, participants’ understanding may be contextualised within a wider 
research base of research participants’ constructions of common scientific processes such as 
randomisation. Studies suggest that research participants hold inconsistent and inaccurate 
beliefs about the use of randomisation in clinical trials, which feeds into unrealistic 
expectations about participating in research studies as a whole; namely, that research 
participants feel randomisation is catered to symptoms of a condition and that there will be 
direct benefits from participating in clinical trials (Deaton & Cartwright, 2018; Featherstone & 
Donovan, 1998, 2002). Taken together, the findings of the present study and previous raise the 
question of whether informed consent can truly be given if participants do not fully understand 
processes which are frequently or increasingly employed in research.  
 
4.3: Strengths and Limitations of the present research 
 The present study had three key strengths and three main limitations. In this section, I 
outline the strengths of the present study which include the reflexive approach to the entire 
research process, the established nature of the Dunedin Study, and the combination of sampling 
used. I then go on to describe the limitations around who conducted the interviews, the paradox 
of the chosen research design, and the homogeneity of the sample with regards to specific 
variables, before outlining how these limitations were resolved, or may be resolved in future 
research.    
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4.3.1: Strengths of the present study 
The reflexive approach I adopted throughout the research process was a key strength of 
the present study. Reflexivity refers to the researcher’s process of acknowledging how their 
personal experiences and different facets of their identity may inform the interpretations they 
make about participants’ experiences (Dowling, 2006; Treharne & Riggs, 2015). A 
combination of reflexive strategies were used to ensure that the developing theory was 
grounded in participants’ perceptions of data-sharing, rather than being a reflection of my own 
beliefs.  
As mentioned in Chapter 2, I kept a password-protected reflexive journal for the 
duration of the present study which recorded the development in my thinking about the 
analysis. At the end of each reflexive entry, I tended to pose questions to myself which served 
as the starting point for the following entry. This was a useful way for me to challenge my own 
notions of data-sharing, and to explicitly identify particular assumptions I had held prior to the 
first interview. The most pertinent example of my shift in thinking relates to the significance 
of the relationship between the Study members and the research team. At the beginning of the 
present study it was my expectation that interviews would generate findings that reflected 
participants’ perspectives as individuals rather than as a group; however, participants tended to 
emphasise considerations of data-sharing as it applied to the wider Study cohort and research 
team, rather than themselves. This prompted a reflexive entry in which I challenged my own 
understanding of what it means to be a longitudinal research participant, given that I have only 
taken part in one-off studies. The following reflexive entry detailed my recognition of having 
underestimated the level of trust required to continue participating in research when the benefits 
to participants are vague and mostly indirect. This prompted my return to coding interviews 
with the knowledge that the relationship between Study members and the research team needed 
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to be accounted for; these codes eventually formed the basis of the core category of ‘Reciprocal 
relations within the Dunedin Study’. 
 In conjunction with the use of a reflexive journal was the approach to data collection 
over time, which created opportunities to engage reflexively with the data. Rather than 
conducting all twelve interviews in a short space of time, interviews were mostly staggered 
over four time points. Between two and four interviews were conducted at each time point 
during data collection; this approach allowed approximately two months between interviews, 
during which time I was able to I was able to compare newer interviews with those I had already 
coded, facilitating the identification of how constructions of concepts converged or differed 
between participants. Between time points I engaged with the data comprehensively in a case-
by-case fashion, with key ideas from my interview summaries forming the basis of new 
avenues of inquiry that were relayed back to the interviewer. Staggering the interviews allowed 
for the interview questions to be adjusted in accordance with what initial participants discussed; 
in turn, a richer dataset was generated.   
 The final reflexive approach was the continued consultation with Māori advisors in the 
present study. Two Māori academics were approached to be advisors; this was a critical role, 
given that the sampling methods used in the present study specifically aimed to include 
perspectives of Māori Dunedin Study members. In recognising the disconnect between 
indigenous populations and non-indigenous researchers when Western research practices are 
prioritised (Harding et al., 2011), it was important to acknowledge that my understanding of 
Te Ao Māori and Te Reo Māori and will always be limited as a Pākehā researcher. 
Opportunities for consultation occurred for the duration of the data collection, and extended 
into the advanced stages of analysis and the writing of this report. They provided feedback on 
the interpretation and explication of findings that were specific to Māori participants, which 
helped to ensure that their perspectives were accurately and appropriately represented.  
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Another strength of the present study was the established nature of the Dunedin Study, 
with the trusting relationship between Study members and the research team evident across the 
interviews. Given that the hypothetical scenarios posed to members of the Study were derived 
from realistic implementation of data-sharing in different contexts, participants in a different 
study may have been genuinely concerned that the protections around their data may be 
compromised if data-sharing was requested by entities such as major journals, funders or 
government entities. Indeed, one participant referred to the “…huge power that a small number 
of companies have over scientific research by being able to hold research communities to 
ransom…” [P1]. Due to the established, respected position of the Dunedin Study within social 
science research, in conjunction with reassurances from the Study Director with whom 
participants had a direct relationship with, it is likely that participants in the present study felt 
secure that their data would remain in place with its current protections; furthermore, 
participants in the present study may have looked upon the interviews as an opportunity to 
express previously-held concerns they had over data protection, management, and sharing.   
A final strength of the present study was the combined approach to sampling used. 
Given that the present study began at the conclusion of the age 45 testing phase of the Dunedin 
Study, convenience sampling was used to recruit participants who were geographically close. 
Robinson (2014) warned that an over-reliance on convenience sampling in qualitative research 
can lead to inappropriate generalisations, however; the present study does not aim to generalise 
beyond long-term prospective research participant cohorts in New Zealand, and convenience 
sampling was also used in conjunction with non-random sampling strategies. Purposive 
sampling was used with the aim to achieve representation across multiple demographic 
variables; the staggered collection of data provided opportunities for considering which 
variables were underrepresented or missing entirely. As mentioned in Chapter 2, the targets 
created for each demographic variable were guides rather than fixed targets. While tentative 
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guides sometimes meant that certain variable aims were not met (discussed in the limitations 
below), it also meant that certain variables were represented beyond what would normally be 
considered appropriate in quantitative methodology, such as a quarter of the participants in the 
present study being Māori Study members rather than attempting to recreate a reflection of the 
overall Dunedin Study cohort in which approximately seven percent of the overall Study cohort 
self-identify as Māori.  
4.3.2: Limitations of the present study 
 There were three major limitations of the present study. The first limitation was that, 
despite being the primary researcher, I did not conduct the interviews with Dunedin Study 
members. This was due to efforts to maintain Study members’ anonymity, as well as the 
existing rapport between participants and the interviewer. Thus, I had to rely exclusively on 
the transcripts and accompanying audio when analysing the data. Given that I was not present 
for the interviews, I may not have understood the context or nuances of certain comments as I 
had no previous encounters with participants that I could use to assist with my interpretation. 
There were also points during the interviews where I would have wanted to ask particular 
follow-up questions were I present, but the primary researcher moved onto a different topic. 
However, having the director of the Dunedin Study conduct the interviews was extremely 
beneficial to ensuring the quality of the collected data. He has extensive research experience, 
as well as a comprehensive understanding of data-sharing complexities, both of which were 
reflected in the sensitivity of the questions he posed to Study members.  
 It may be a limitation that the data were collected in one-off individual interviews, with 
the compounding paradox of using one-off interviews when the Dunedin Study is ongoing; in 
essence, only providing a snapshot in time of what is likely a dynamic process. However, 
research has suggested that individual interviews encourage research participants to disclose 
information about more sensitive topics such as health issues (Guest, Namey, Taylor, Eley, & 
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McKenna, 2017). Additionally, individual interviews have been identified as the most adept 
research method for generating necessary depth about the research topic where very little is 
understood about a phenomenon (Gill, Stewart, Treasure, & Chadwick, 2008). Given that no 
previous research has sought to ascertain longitudinal research participants’ perspectives on 
data-sharing, using one-off interviews to generate data for a grounded theory analysis was an 
appropriate way of eliciting information about this previously unexplored phenomenon. Future 
research could also look to conduct a similar study with a research design involving focus 
groups. Focus groups are particularly useful in their ability to facilitate interactions between 
participants, enabling the co-construction of shared meaning between members in the focus 
group (Guest et al., 2017).  
Another major limitation of the present study was the homogeneity of the sample with 
regards to gender identity and sexuality. Despite identifying gender identity and sexuality as 
populations to target for multiple perspectives in discussions about recruitment, all of the 
participants in the present study self-identified as heterosexual and cisgender. Thus, the novel 
grounded theory presented in Chapter 3 cannot provide insight into how lesbian, gay, bisexual, 
pansexual, transgender or queer/questioning (LGBPTQ) individuals may perceive data-
sharing. LGBPTQ research participants may hold different perspectives about data-sharing that 
specifically relate to their gender or sexual identities, particularly in regard to stigmatised 
health conditions which are perceived as specific to subsets of the LGBPTQ community. 
Patterns across grey literature emphasise concerns from LGBPTQ communities about the 
sharing of data pertaining to HIV status on dating apps; this was evident after it was revealed 
that Grindr (a gay dating app) had shared their patrons’ HIV statuses with third party vendors, 
with critics asserting that the consent processes and preferences utilised by Grindr transparency 
(Ghorayshi & Ray, 2018; Jones, 2018; Singer, 2018). Given that there is no peer-reviewed 
research related to perceptions of data-sharing within the LGBPTQ community, this is an 
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interesting next research point through which the novel grounded theory may be further refined 
and scaled up.  
 
4.4: Implications and Future Research 
4.4.1: Implications of the present study 
 The core category and key series of premises outlined in the novel theoretical model 
form the basis of the implications for the present study. The first implication relates to the 
assertion that the decision to share longitudinal research data rests on the relationship between 
the Dunedin Study research team and the members. Participants described their positive 
involvement in the Study by drawing upon their experiences of its longevity and research 
culture, and conceptualised the research team as making every effort to treat them as humans 
rather than research participants. In turn, these positive experiences contributed to a mutual 
degree of trust wherein if data-sharing is deemed an appropriate decision by the research team, 
the research participants will generally accept it to be the best decision on their behalf. Thus, 
the first implication of the present study is that a positive relationship between a longitudinal 
research team and the cohort being studied is a deciding factor in whether participants are open 
to data-sharing scenarios.  
 Participants in the present study perceived academia (both within and external to its 
relevance to the Dunedin Study) as a business, which influenced their conceptualisations of 
data-sharing as being driven by a business model. The revelation of the Dunedin Study having 
a business side led participants to consider their data as a commodity, and perceive the 
commercialisation of their data to be a key detriment of data-sharing. This concern drove a key 
challenge for the Dunedin Study research team; if the Study members perceived the business 
aspect to be prioritised and therefore outweigh the human aspect, then they would reconsider 
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their involvement in the Study. Thus, the second implication of the present study is that if 
changes to the data-sharing policy were made without addressing major concerns that 
participants hold about the implementation of data-sharing, then the retention rate of 
longitudinal research projects may suffer.  
 The present study highlighted the importance of consultation, control, and 
acknowledging differences about what is perceived as ‘appropriate’ data to share. Thus, the 
final main implication of the present study is that data-sharing policies should only be 
implemented in research contexts after consultation and agreement with the community being 
studied. The emphasis on consultation as a prerequisite condition of data-sharing has further 
implications about data sovereignty that go beyond the specific context of the Dunedin Study. 
While past research has yielded mixed findings about whether research participants generally 
feel they should maintain sovereignty over their data (Jamal et al., 2014; McGuire et al., 2008), 
the present study illustrates that members of the Dunedin Study feel they should maintain some 
sovereignty over their data and the way findings are disseminated. It is likely that this sentiment 
will extend to other longitudinal research, both within and external to Aotearoa/New Zealand, 
due to the amount of information collected on participants and the potential risk to anonymity 
from the implementation of data-sharing policies. It is also extremely important to consider the 
emphasis on consultation in the context of research with indigenous communities. By 
prioritising indigenous research participants’ sovereignty over their data, and respecting any 
decisions they make about the appropriate uses of their data, non-indigenous researchers will 
be better equipped to navigate the appropriateness of certain research processes without further 
imposing colonial research practices on indigenous communities.  
Based on the implications of the present study, it is my recommendation that the 
Dunedin Study research team do not share the research data beyond the conditions that already 
exist (outlined in Moffitt & Poulton, 2015); members of the Study have identified that the 
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present benefits do not justify the risk of wider data-sharing policies. The recommendations for 
the Dunedin Study data-sharing policy mark a departure from the majority of the research 
outlined in Chapter 1. Research stakeholders who have been prioritised in the data-sharing 
debate, such as research funders, journal editors and researchers, should use the findings of the 
present study to inform best practice guides for data-sharing. Particular attention should be paid 
to: the implementation and specification of safeguards which protect that data and maintain 
anonymity once wider access is granted; not making research funding or manuscript 
publication contingent on data-sharing policies, especially broad blanket statement policies; 
requiring re-consent for data-sharing if it was not outlined in the initial consent agreement; and 
encouraging the recording of details about how consultation with research participants was 
conducted, and its subsequent outcomes. 
4.4.2: Avenues of future research  
 The findings of the present study are extremely important to consider in other research 
contexts, to comprehensively test the novel theoretical model. A novel grounded theory should 
be looked upon as a first step in the area of interest; in case of the present study, the generated 
theoretical model is the starting point for creating insight into longitudinal research 
participants’ perceptions of data-sharing. Testing of the theoretical model could be conducted 
by interviewing members of other longitudinal research projects about data-sharing, using a 
semi-structured interview format derived from the novel grounded theory. Initially, it would 
be important to test the theory in the context of ongoing longitudinal research projects 
conducted in Aotearoa/New Zealand due to similarities in ethnicity and culture, such as the 
Christchurch Health and Development Study. Once the theoretical model was tested within the 
context of Aotearoa/New Zealand longitudinal research, it would be interesting to see how it 
applied to longitudinal research projects outside of Aotearoa/New Zealand (such as the UK or 
the US) using similar methods of semi-structured interviewing based on increasingly scaled-
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up versions of the theory. Given the present findings’ alignment with literature conducted using 
quantitative research methods, the theoretical model could also be adapted for use in 
quantitative research contexts through the use of surveys drawing upon the theoretical model. 
Testing the novel grounded theory in different research contexts could facilitate qualitative and 
quantitative researchers’ understanding and subsequent creation of bespoke data-sharing rules 
for the communities they are researching.  Furthermore, it generates evidence which may be 
used to respond to data-sharing requests from research funders, journal editors and government 
organisations.   
Participants in the present study felt that the culture of Aotearoa/New Zealand was 
particularly special, with several referring to this sentiment as a reason for why data-sharing 
may be appropriate. One avenue of future research is the exploration of how the perspectives 
described in the present study compare to perspectives from different cultures. While most of 
the literature on research participants’ perspectives of data-sharing has been conducted in North 
American populations, multisite cross-sectional research has indicated that Dutch research 
participants are significantly less open to having their data shared than Scandinavian or UK 
populations (Eurobarometer, 2017; Shah et al., 2019). Given that both studies were quantitative 
analyses of survey responses, qualitative research using an adapted version of the present 
study’s semi-structured question list may yield more insight into apparent cultural differences 
regarding data-sharing.  
Previous research has found inconsistencies between actual consent given and 
hypothetical consent to the same scenario, wherein individuals agree to broader consent in a 
survey but are more restrictive in their willingness to consent when interviewed (Oliver et al., 
2012); this is an important avenue for future research to consider, to further understand how 
Dunedin Study members perceive data-sharing. A future study could have members of the 
Dunedin Study answer a survey around consenting to different data-sharing options, and 
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subsequently engage members in one-on-one interviews where the same set of data-sharing 
options are presented again. Utilising a mixed-method research design may generate insight 
into how participants make sense of data-sharing options, as well as how accurately survey 
consent options reflect research participants’ verbalised preferences.  
 
4.5: Concluding remarks 
 The present study provides a comprehensive overview of longitudinal research 
participants’ perspectives of hypothetical data-sharing scenarios, using a sample of Dunedin 
Study members to generate a novel theoretical model. Dunedin Study members engage in a 
cyclic thought process around trusting the Study’s research team as gatekeepers, discomfort 
about academic processes, and concerns about being treated as a business rather than humans 
first. Underpinning the thought process is the trusted relationships between Study members and 
the research team, which is explicated by interactions with constructions around who may 
speak on Study members’ behalf, the value of Study data, who benefits from Study data, and 
setting conditions if data-sharing were to occur. These findings have several implications for 
both longitudinal and cross-sectional research, particularly around trust as an influencing data-
sharing factor; the need for increased consultation between researchers and participants about 
possibilities of data-sharing; and the recommendation that data-sharing policies be tailored to 
suit the specific needs of the communities and individuals being researched. Interviews with 
members of the Dunedin Study highlight that much of the previous literature on data-sharing 
has not adequately captured perspectives of research participants, nor has it accounted for 
complexities within populations. If data-sharing is the basis for scientific research, then it 
should follow that those contribute data have as equal a voice in relevant debates as those who 
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Appendix A: Glossary for Te Reo Māori Terms 
 
Kai:    Food 
Kaitiaki:   Guardian/ Stewardship 
Kōrero:   Conversation/ Narrative 
Korowai:   Cloak 
Mātauranga Māori:  Māori knowledge 
Pākehā:   Individual of European descent 
Pono:    Honest/ Trustworthy 
Tākoha:   A gift with spiritual/special significance 
Tangata Whenua:  People of the land 
Taonga:   Something precious/significant 
Tapu:    Spiritual importance 
Te Ao Māori:   A Māori worldview 
Te Reo Māori:  The Māori Language 
Te Tiriti O Waitangi: The Treaty of Waitangi 
Whakapapa:    Geneaology 


























































































































































Demographic Variables Targets within Sample (n=12) 
Gender Equal representation of females and males within 
sample, with some representation from transgender/ non-
binary Study members 
Sexuality 25 percent of the sample consisting of Study members 
with diverse sexual orientations 
Ethnicity 50 percent of the sample consisting of Māori participants 
Level of Formal Education 25 percent of the sample for each education level listed 
in the demographic questionnaire, with Māori 
participants featured for each 
Relationship Status 50 percent of the sample who were single, and 50 
percent of the sample who were in relationships/married 
Participants with Children 50 percent of the sample consisting of participants who 
had at least one child 
Health Conditions 25 percent of the sample consisting of participants who 
described having a health condition 
Employment Status 33 percent of the sample for each employment status 
listed in the demographic questionnaire 
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Appendix H: Interview Questions 
Exploring research participants’ perceptions of data sharing 
 
Thanks again for coming to this interview. Just to confirm, the interview will last about 45 
minutes but may be longer depending on how much you have to say in response to our 
questions about data sharing.  
 
As I go through my explanation and questions I will use some terms like data sharing that have 
a specific meaning in research. We’ve developed this wee cue card with a brief definition of 
those terms that you can refer to as we chat and you’re also welcome to ask me if you’re 
unsure about any of the terms or questions. 
 
As it mentioned in the information sheet, you’re welcome to ask to pause the interview if you 
need to take a break or ask to end the interview at any point. And you’re welcome to pass if 
you don’t want to answer any particular question. Most of the questions are purely 
hypothetical so aren’t too taxing.  
 
I’m going to start by telling you a bit about the status quo of how we safeguard your data in 
the Dunedin Study. I’ll then introduce some of the reasons why researchers are increasingly 
being asked to share data and pose some questions about those hypothetical scenarios. We 
are not planning to change how we do things. We want to hear your thoughts so we can refer 
to study members’ perceptions when proposing any future developments in the study. 
 
Currently, there are two main principles to how we safeguard data from the Dunedin Study. 
The first principle is that we store your contact details completely separately to all the data 
from assessments. So the staff members who manage the contact details work in a separate 
room and are only responsible for inviting you to appointments. All the data from 
assessments are stored in databases that refer to participants by code numbers. So you might 
be participant number 999 and your name is never listed in any databases.  
 
The second principle is that the only people who have access to the anonymous databases 
are researchers who are approved by the study’s committee. My colleagues on the committee 
and I approve every researcher who becomes involved in the study before they’re provided 
with the anonymous data they require for their part of the research. 
 
Now that I’ve outlined the current ways that study data are protected, what are your 
thoughts about how we control access to the data? 
Prompt if required: How do you feel about the way we ensure your data are 
anonymised? 
Prompt if required: How do you feel about the way we provide anonymised data to 
approved researchers? 
Prompt if required: How do you feel about the range of things we’ve collected data 
about over the years? 
 
One of the core ideas about longitudinal research, and particularly for you as Study members, 
is that you have had almost your entire lives documented and the data that has been collected 
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has varying levels of sensitivity. You know that the protection of you and your data is 
paramount to us; but, if the situation were to arise in which some anonymous person was 
able to get past all our safeguards in place and system was hacked so that they had access 
to both your study ID and your name, what would be your biggest concerns about what 
they could access?  
 
Next I want to tell you about three of the reasons why researchers around the world are 
increasingly being asked to share data from research and hear your thoughts about these 
reasons. 
 
The first reason researchers get asked to share data comes right at the end of the research 
process when we are submitting research articles to academic journals. This is the main way 
that findings of research go through an external quality control process where anonymous 
reviewers make the decision about whether an article should be published. Sometimes they 
tear the work to shreds – this is for good reasons because we only want high quality research 
to be published. Some academic journals are starting to have the policy that they will only 
publish an article if the anonymised data used in the article are posted on the journal’s 
website for anyone to download. The argument is that people should be able to replicate the 
findings if they look through the data themselves or if they run their own version of the 
research. 
How would you feel if we were required to share anonymised data from the Dunedin Study 
for this reason? 
Prompt if required: How would you feel about anonymised data that you have 
provided up to now being shared via journal websites? 
Prompt if required: How would you feel about anonymised data that you provide in 
future phases being shared via journal websites? 
Prompt if required: Do you think there should be restrictions on who can access data 
shared via journal websites? 
Prompt if required: Do you see any positive aspects to anonymised data being made 
available to other researchers via journal websites? 
 
The second reason researchers get asked to share data comes right at the beginning of the 
research process when we ask for funding from international organisations that get their 
funding from public money. The argument is that because it is public money, everybody 
should be able to access the anonymised data to get the most value from the research so the 
researchers have to agree to share the data if they’re given the money for the research. The 
requirement might be to post anonymised data on a public website for anyone to download. 
How would you feel if we were required to share anonymised data from the Dunedin Study 
for this reason? 
Prompt if required: How would you feel about anonymised data that you have 
provided up to now being shared on a public website for this reason? 
Prompt if required: How would you feel about anonymised data that you provide in 
future phases being shared on a public website for this reason? 
Prompt if required: Do you think there should be restrictions on who can access data 
funded by public money? 
Prompt if required: Do you see any positive aspects to anonymised data being made 




The third reason researchers get asked to share data comes from government organisations 
like Statistics New Zealand who want to link data from research to other data such as the 
Census or other surveys. The argument is that sharing data in this way allows researchers to 
answer important questions that can only be answered by linking data. The requirement 
might be to post anonymised data on a public website for anyone to download. 
How would you feel if we were required to share anonymised data from the Dunedin Study 
for this reason? 
Prompt if required: How would you feel about anonymised data that you have 
provided up to now being linked to other data about you and made available on a 
public website? 
Prompt if required: How would you feel about anonymised data that you provide in 
future phases being linked to other data about you and made available on a public 
website? 
Prompt if required: Do you see any positive aspects to anonymised data being made 
available to other researchers on a public website for this reason? 
 
All of these ways that researchers might access anonymised data is very different to how 
social media companies like Facebook and Twitter can potentially sell access to data that you 
upload like your favourite foods. Do you have any concerns about how your social media 
data might be shared by companies? 
Prompt if required: Can you see how your social media data is different to 
anonymised data from research? 
Prompt if required: Do you have any concerns about how things might hypothetically 
change in the future? 
 
And finally I have a few wrap-up questions: 
Now that we’ve talked through all these aspects of data sharing, what do you think would 
be the ideal way of securing who has access to data in the future? 
 
What advice would you give to an adult friend who was considering taking part in a long-
term study? 
 
What advice would you give to an adult friend who was considering allowing their children 









Appendix I: Definition Sheet 
 
