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Simplex based optimizationWe present a new atom density proﬁle (ADP) model and a statistical approach for extracting structural charac-
teristics of lipid bilayers from X-ray and neutron scattering data. Models for ﬁve lipids with varying head and tail
chemical composition in the ﬂuid phase, 1,2-dioleoyl-sn-glycero-3-phosphatidylcholine (DOPC), 1-palmitoyl-2-
oleoyl-sn-glycero-3-phosphatidylcholine (POPC), 1,2-dipalmitoyl-sn-glycero-3-phosphatidylcholine (DPPC),
1-palmitoyl-2-oleoyl-sn-glycero-3-phosphatidylserine (POPS), and 1-palmitoyl-2-oleoyl-sn-glycero-3-
phosphatidylglycerol (POPG), are optimized using a simplex based method to simultaneously reproduce both
neutron and X-ray scattering data. Structural properties are determined using statistical analysis of multiple
optimal model structures. The method and models presented make minimal assumptions regarding the atomic
conﬁguration, while taking into account the underlying physical properties of the system. The more general
model and statistical approach yield datawithwell deﬁned uncertainties, indicating the precision in determining
density proﬁles, atomic locations, and bilayer structural characteristics. Resulting bilayer structures include re-
gions exhibiting large conformational variation. Due to the increased detail in themodel, the results demonstrate
the possibility of a distinct hydration layer within the interfacial (backbone) region.
© 2014 Published by Elsevier B.V.1. Introduction
Cell membranes participate in a host of vital biological functions. In
order to understand the role of lipid membrane components in these
functions, it is necessary to resolvemembrane structures formed by sin-
gle lipid species. This is achieved by studying model lipid bilayers with
simple compositions. Thermal ﬂuctuations of disordered lipid bilayers
pose signiﬁcant difﬁculty in determining atomic positions. Scattering
techniques such as small angle X-ray (SAXS) and neutron (SANS) scat-
tering have been traditionally used to explore structures of lipid bilay-
ers. The utility of the SAXS and SANS methods is primarily due to their
sensitivity to heterogeneous electron and neutron scattering length dis-
tributions. In particular, X-ray is scattered most strongly by electron
dense moieties. Therefore, it is capable of localizing phospholipid phos-
phate groups. Due to the remarkable difference of neutron scattering
length between hydrogen and other atoms including deuterium, neu-
tron scattering is most suited for localization of the hydrogen deﬁcient
glycerol/carbonyl backbone. Since X-ray and neutron scattering proﬁles
are dominated by different molecular features, more detailed informa-
tion can be inferred by using their combination [1–9]. This hybrid ap-
proach (i.e. the simultaneous ﬁtting of SAXS and SANS data fromequivalent lipid bilayers) along with the scattering density proﬁle
(SDP) model has been applied to successfully extract structure of
many commonly seen phosphatidylcholine (PC), phosphatidylglycerol
(PG) and phosphatidylserine (PS) lipid bilayers [4–8]. The essence of
the SDP model is to partition a lipid bilayer into several components
each of whose volume probabilities and electron and neutron scattering
length densities are described by one mathematical function (e.g., a
Gaussian or an error function). The SDPmodel relies on proper grouping
of lipid atoms, and the dimensionality that themodel can handle is lim-
ited by the ﬁtting procedure. Furthermore, many parameters need to be
constrained to avoid instabilities in ﬁtting. For example, in constraint-
free analysis, the width of the error function describing hydrocarbon
chains, and thus the hydrocarbon core thickness, tends to bloat. Finally,
the SDPmodel relies on nonlinear least squares ﬁttingmethods, such as
Levenberg–Marquardt. Levenberg–Marquardt can have slow conver-
gence for problems with large residuals, which can result from noisy
data [10]. Additionally, nonlinear least squares methodsmay be unsuit-
able for higher dimensions due to the growth of computational time
with the size of the parameter space [11]. In the interest of dimensional
reduction, the SDP model combines groups of atoms. The increased di-
mensionality for bilayer mixtures poses a non-trivial and difﬁcult chal-
lenge for the SDP model. A more recent usage of the SDP model
performed parameter optimization via a genetic algorithmwhich offers
advantages (primarily the avoidance of local minima) over the more
commonly used Levenberg–Marquardt [9].
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necessitating a transformation into real space which cannot be per-
formed directly (e.g., via an inverse Fourier transformation) because of
the unavailability of the full spectrum and phase information. The
framework of inverse problems provides a systematic methodology
for determining the underlying physical properties of a system by con-
structing and ﬁne-tuning a mathematical model. Obtaining structural
information from scattering data requires solving the inverse problem
posed by
G mð Þ ¼ d ð1Þ
where d is a set of experimentally observable data andm is the underly-
ing physical model [12]. The operator G performs a transformation
which takes a model as input and yields a predicted set of data (d′)
equivalent to the experimental data d. The statement of the inverse
problem is to determine themodel (ms), via an optimization procedure,
such that ‖d′ − d‖ (where |||| indicates a norm deﬁned on the data
space) is minimized. In the case of scattering, G is the Fourier transform
of the density proﬁles associatedwith themodel, d is the set of form fac-
tors determined from scattering intensity measurements, and m is a
model of the underlying atomic positions. Solving the inverse problem
can be complicated by several factors. The solution (ms) may not exist,
i.e. themodelmay be unable to physically represent the data. Converse-
ly,ms may be an inﬁnite family of acceptable solutions to the problem.
This is the case where the number of degrees of freedom of the model
exceeds that of the data set. It may also be the case that the problem suf-
fers from instability, i.e. the solution ms is extremely sensitive to small
changes in d. Since d often has a noise component, this poses a signiﬁ-
cant challenge to determining ms. These difﬁculties can be reduced via
regularization procedures which rely on additional physical knowledge
of the system (independent of the target data) to reduce the complexity
of the problem.
In this paper, we present a new atomic density proﬁle (ADP) model
for the determination of lipid bilayer structures. The ADP model, which
makes minimal assumptions regarding the atomic arrangement within
a lipid molecule, is a signiﬁcant generalization of the SDP model. The
SDP model treats the hydrocarbon core with an error function, and
uses a handful of Gaussian functions to describe the head group and
backbone. The ADP model treats all atoms (with hydrogens summed
into heavy atoms) as independent Gaussian functions. Sophisticated
data analysis methodology and ﬁtting procedures are used to systemat-
ically assess detailed lipid bilayer structures embedded in SAXS and
SANS data. Speciﬁcally, an ensemble of optimal ADP models for each
lipid bilayer is generated by solving the inverse problemusing a simplex
based optimization procedure. Ensemble averaging inspired by a Bayes-
ian formulation of the problem yields detailed bilayer structures.
2. Model and methods
Models for different lipid bilayer compositions are constructed as
follows. Each atom in a lipid molecule, with hydrogens summed into
their bonded heavy atoms, is assigned a probability density function.
This function represents the distribution of the atom in the one dimen-
sional projection of the bilayer in a leaﬂet. Since the system is assumed
to be homogeneous in the plane of the bilayer, the problem is effectively
one dimensional (along bilayer normal). Additionally, the bilayers are
assumed to be symmetric with respect to their centers, though the
model can be easily extended to asymmetric bilayers. While only pure
bilayers are considered, bilayers with arbitrary mixtures of lipids can
be treated with the current method. Experimental data (d in Eq. (1))
are SAXS and SANS form factors alongwith the total lipidmolecular vol-
ume. Models are regularized using known molecular topology and hy-
drophobic interactions. A ﬁtness penalty (additional term in ‖d′− d‖)
for water probability within the hydrocarbon core takes the hydropho-
bic effect into account. An additional penalty on unphysical probabilitydensities is also employed. Linear constraints on mean atomic positions
eliminate models with unphysical bond lengths.
2.1. The model (m)
We approximate the probability density of each atomwith one nor-
malized Gaussian function of the form:
gi zð Þ ¼
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2πσ2i
q exp − z−μ ið Þ2
2σ2i
" #
ð2Þ
where i is the index of the atom, z is the distance from bilayer center,
and μi and σi2 are themean and variance of the distribution respectively.
Both the electron and neutron scattering length densities (ρ (z)) for
a hydrated lipid bilayer are then calculated by expressing the total den-
sity as the sum of lipid, including counter-ions when present (ρlipid(z)),
and water (ρwater(z)) contributions.
ρ zð Þ ¼ ρlipid zð Þ þ ρwater zð Þ ð3Þ
The density proﬁle for the lipid is determined from the probability
densities of the atoms (gi(z)).
ρlipid zð Þ ¼
X
i
wαi
gi zð Þdz
V slice
ð4Þ
where atom i is of type αi (e.g., C, O, P or N), Vslice is the volume of a slice
of thickness dz along the bilayer normal. The weight on atom i (wαi) is
either the number of electrons or the neutron scattering length, de-
pending on the desired density. The contribution fromwater molecules
is written as
ρwater zð Þ ¼ ww
pw zð Þdz
V slice
ð5Þ
where ww is the corresponding weight for water and pw (z) dz is the
number of water molecules between z and z+ dz, which is unknown.
Therefore, from Eq. (3) the density is given by
ρ zð Þ ¼
X
i
gi z; μ i;σ ið Þdz
wαi
V slice
 
þ pw zð Þdz
ww
Vslice
: ð6Þ
We then set the reference point by subtracting the corresponding
density for bulk water:
ρ zð Þ ¼ ρ zð Þ−ρbulk zð Þ ð7Þ
¼
X
i
gi z; μ i;σ ið Þdz
wαi
V slice
 
þ pw zð Þdz−Pwð Þ
ww
V slice
ð8Þ
where Pw is the number of water molecules in a slice containing only
bulk water. This is given by Pw = Vslice/vbulk where vbulk is the partial
molecular volume of bulk water. The value for vbulk was assumed to
be 30.0 Å3 based on the density of water at physiologic temperature.
Therefore,
ρ zð Þ ¼
X
i
gi z; μ i;σ ið Þdz
wαi
Vslice
 
þ pw zð Þdz−
V slice
vbulk
 
ww
V slice
: ð9Þ
The number of water molecules in a slice is chosen, (similar to the
SDP model [4]), such that the total molecular volume in a slab equals
the slab volume:
Vwater zð Þ ¼ V slice−V lipid zð Þ ð10Þ
Vwater zð Þ ¼ vwpw zð Þdz ð11Þ
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X
i
vαi gi z; μ i;σ ið Þdz ð12Þ
pw zð Þdz ¼
V slice
vw
−
X vαi
vw
gi z; μ i;σ ið Þdz; ð13Þi
where vαi is the partial volume for species i. Substituting Eq. (13) into
Eq. (9) we have
ρ zð Þ ¼
X
i
gi z; μ i;σ ið Þdz
wαi
Vslice
−
wwvαi
vwVslice
  
þww
vw
− ww
vbulk
: ð14Þ
Making the approximation that the molecular volume of interfacial
water is similar to that of the bulk, i.e. vw≈ vbulk, leads to:
ρ zð Þ ¼ dz
vwVslice
X
i
vwwαi−vαiww
 
gi z; μ i;σ ið Þ: ð15Þ
Eq. (15) yields ρ*(z) as the electron or neutron scattering length
density, depending on the choice of weights. Weights for each species
are given in Table 1. Because of the arbitrary scale of the scattering
intensity and the linearity of the cosine transform, the factor of
dz/(vwVslice) is omitted from Eq. (15) during optimization. The densities
are computed for one leaﬂet of the lipid bilayer, then symmetrized to
produce even functions. All functions were treated as discrete, with
dz= 0.05 Å as the granularity for computation of the density functions
ρ*(z).
The set of parameters μ i;σ i; vαi
	 

determines the space for optimi-
zation. With three parameters per atom, the dimension of the parame-
ter space is ~160. In order to reduce the size of the parameter space,
head group atoms (including counter-ions when present) were as-
sumed to have identical partial volumes. Thus, the set of partial atomic
volumes for tuning was vCH3 ; vCH2 ; vCH; vhead
	 

. Additionally, carbon
chain atoms of the same type were assumed to have identical σ values
(σCH3 ;σCH2 ;σCH). Such approximations reduced parameter set sizes
from ~160 to ~115.
2.2. The data (d)
Different contrast SAXS and SANS form factors for phosphatidylcho-
line (PC), phosphatidylglycerol (PG), and phosphatidylserine (PS) were
obtained from previous works [4–6,8]. Data points which exhibit no
discernible scattering signal compared to background noise were trun-
cated. Due to the unavailability of experimental data uncertainties, error
bars (ΔFe(qi) in Eq. (17))were assigned based on themagnitude of scat-
tering signal, as a percentage of the maximum intensity. For the SAXSTable 1
Weights for calculation of electron and neutron scattering length densities. Taking hydro-
gen–deuterium exchange into account, hydroxyl groups in PG and the amine groups in PS
were assumed to have hydrogen to deuterium ratios equal to that of the solvent. All other
groups are assumed to have neutron scattering cross sections that are not sensitive to D2O
concentration.
Species Electron count Neutron scattering cross-section (fm)
100% D2O 75% D2O 70% D2O 50% D2O
C 6 6.65 – – –
CH 7 2.91 – – –
CH2 8 −0.83 – – –
CH3 9 −4.57 – – –
N+ 6 9.40 – – –
NH3+ 9 29.41 21.603 20.04 13.795
Na+ 10 3.63 – – –
P 15 5.17 – – –
O 8 5.8 – – –
O− 9 5.8 – – –
OH 9 12.47 9.868 9.347 7.265
Water 10 19.24 14.035 12.994 8.83data, the ﬁrst lobe is assigned the smallest uncertainty (2%), followed
by the second (4%) and third (8%) lobes, while the fourth lobe, when
present, is assigned the largest uncertainty (16%). Similar assignments
were applied to the SANS data, with two regions deﬁned (4% and
16%). It has been pointed out that the amino NH3+ group in PS is capable
of fast hydrogen–deuterium exchange with the surrounding water [8].
Thus, the NH3+ hydrogens solvated by water with x mole fraction of
D2O are replaced by 3x deuteriums and 3 (1− x) hydrogens. This has
a signiﬁcant effect on the neutron scattering length proﬁle. Similar
exchange also occurs in PG lipids which possess two hydroxyl groups.
Although it was not considered in the published PG lipid bilayers
using the SDP model [6], the hydrogen–deuterium exchange of PG
hydroxyls is taken into account in our ADPmodel. Lipid volumes, deter-
mined using density measurements, were also included in the data sets
for optimization. Lipid volumes for parameter tuning were 1303 Å3 for
DOPC [4], 1256 Å3 for POPC [5], 1228.5 Å3 for DPPC [4], 1208.7 Å3 for
POPG [6], and 1198.5 Å3 for POPS [8].
2.3. The transformation (G) and the comparison (‖d′− d‖)
To compute themodel predicted form factor Fm (q), assuming a sym-
metric bilayer, the cosine transform was performed.
Fm qð Þ ¼
Z ∞
−∞
ρ zð Þcos qzð Þdz ð16Þ
The degree of agreement between Fm (q) and the experimental form
factor (Fe (q)) was calculated using
χ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXNq
i¼1
ke Fe qið Þ−Fm qið Þ
keΔ Fe qið Þ
 2
Nq−1
vuuuuut : ð17Þ
where Nq is the number of q values considered and ΔFe(q) is the error
bar on the experimental value [6]. The q-samples for themodel generat-
ed datawere chosen tomatch the corresponding experimental samples.
The experimental form factorsmust be scaled in order to be comparable
with the model data. The factor ke ensures this appropriate scaling [6].
ke ¼
X
i
Fe qið ÞFm qið Þ
ΔFe qið Þ½ 2X
i
Fe qið Þ½ 2
ΔFe qið Þ½ 2
ð18Þ
Themeasure of difference (χ) between themodel predicted and the
experimental form factors was calculated for each set of X-ray data
(χelec1 and χelec2 when two data sets were available) and neutron
data (χneut100, χneut75, χneut70, χneut50 when sets at 100, 75, 70, and
50% D2O concentrations were available).
Total lipidmolecular volumewas included as an additional contribu-
tion to the comparison between model and experiment via
χvolume ¼
Vexp−
X
i
vαi
  
Vexp
; ð19Þ
where Vexp are the experimental volumes.
2.4. The regularization
Regularization was introduced in part via linear constraints on the
parameter space. Based on molecular dynamics simulation, values for
σi were restricted to the range [2.25, 3.75] Å [13–17]. Partial volumes
were constrained as listed in Table 2.
Table 2
Constraints on partial atomic volumes. The approximation is that atomswithin each group
(head, tail CH, tail CH2, and tail CH3) have equal volume.
Volume Mini. Value (Å3) Max. Value (Å3)
vhead 12.0 21.0
vCH 19.0 24.0
vCH2 25.0 30.0
vCH3 51.0 56.0
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tion by applying relative constraints to all values of μi as follows.
Atoms within the sn-1 chain were constrained to be within one bond
length away from the preceding bonded atom (Eq. (20)), beginning
with the terminal methyl group (i= 0).
μ i−1≥ μ i ≥ μ i−1 þ b ð20Þ
Atoms in the backbone and head groupwere constrained to bewith-
in one bond length of bonded atoms (Eq. (21)).
μ i−μk
 ≤ b ð21Þ
Atoms in the sn-2 chain were constrained similarly to the sn-1 chain
(Eq. (22)), but relative to the backbone carbon (i= 0).
μ i−1−b ≥ μ i ≥ μ i−1 ð22Þ  0.0
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Fig. 1. Probability density plots (A) forDOPC included for total lipid, hydrocarbon core, and
water. Number densities (B) for hydrocarbon chain groups of the same type (Tail CH, Tail
CH2, and Tail CH3), backbone groups (including the carbonyl atoms) of the same type
(BckBn O and BckBn C), and head group atoms (P and N). Proﬁles and structural property
locationsDHH, 2DC,DB are taken from theweighted average of those determined from con-
verged parameter sets. Error bars are determined from the standard deviations of the
weighted averages, included only at 0.5 Å intervals for clarity.For optimization the bond lengthwas set to b=2.0 Å. Sodium coun-
ter ions were constrained to the range [10, 35]. In order to deﬁne a co-
ordinate system, one atom must be chosen as the origin without loss
of generality. Since the terminal methyl group of the sn-1 chain bilayer
can be approximated as bilayer center, the corresponding value for μ
wasﬁxed at z=0. The sn-2 terminal methyl groupwas not similarly re-
strained. The associated value for σ was also variable parameter in the
optimization.
Regularization methods were also applied via the addition of penal-
ties onmodel conﬁgurations which have unphysical properties. Models
with a probability of ﬁnding any lipid atom (including counter-ions) in a
slice between z and z+ dz (plipid(z)) exceeding unity were penalized by
the introduction of the term
χreg1 ¼
Z∞
−∞
H plipid zð Þ−1
n o
plipid zð Þ−1
h i
dz
Z∞
−∞
H plipid zð Þ−1
n o ; ð23Þ
where H (x) is the Heaviside step function and plipid(0) = 1 deﬁnes the
reference point. This term (Eq. (23)) penalizes trial models which have
regions of negativewater probability, which is unphysical. The presence
of water in the hydrocarbon core is unfavorable due to hydrophobic  0.0
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Fig. 2. Probability density plots (A) for POPC included for total lipid, hydrocarbon core, and
water. Number densities (B) for hydrocarbon chain groups of the same type (Tail CH, Tail
CH2, and Tail CH3), backbone groups (including the carbonyl atoms) of the same type
(BckBn O and BckBn C), and head group atoms (P and N). Proﬁles and structural property
locationsDHH, 2DC,DB are taken from theweighted average of those determined from con-
verged parameter sets. Error bars are determined from the standard deviations of the
weighted averages, included only at 0.5 Å intervals for clarity.
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term
χreg2 ¼
1
2μcut
Zμcut
−μcut
1−plipid zð Þ
 2
dz
2
64
3
75
1=2
ð24Þ
where μcut is deﬁned as the μ value for the seventh CH2 relative to the
carbonyl carbon on the sn-1 chain. This regularization term imposes as
soft cutoff on the penetration of water into the hydrocarbon core, and
is similar in principle to constraints on the hydrocarbon error function
parameters in the SDP model [4]. The penalty term in Eq. (24) puts a
penalty on water inside of μcut, but does not impact water probability
above the cutoff. The choice of carbon for μcut is set conservatively,
such that small changes in its location have little effect on the optimiza-
tion results. The cutoff location may need to be adjusted for different
lipids and different phases.
2.5. Parameter optimization
Optimization of model parameters μ i;σ i; vαi
	 

was performed using
the software package ParOpt, a general high dimensional parameter op-
timization software developed internally [18]. The speciﬁc optimization
procedure used in this work was Nelder–Mead [19]. Nelder–Mead is  0.0
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Fig. 3. Probability density plots (A) for DPPC included for total lipid, hydrocarbon core, and
water. Number densities (B) for hydrocarbon chain groups of the same type (Tail CH2 and
Tail CH3), backbone groups (including the carbonyl atoms) of the same type (BckBnO and
BckBn C), and head group atoms (P and N). Proﬁles and structural property locations DHH,
2DC,DB are taken from theweighted average of those determined from converged param-
eter sets. Error bars are determined from the standard deviations of the weighted aver-
ages, included only at 0.5 Å intervals for clarity.designed for optimizing large parameter sets while making very few as-
sumptions regarding the underlying space and target function deﬁned
over it. Themethod is well suited to the speciﬁc challenges of this prob-
lem, i.e. the large dimensionality (~115) of the space considered and the
instability in the calculation of ‖d′− d‖. An optimization problem for
Nelder–Mead is posed by deﬁning both a parameter space and a target
function on the space. The parameter space for the current work is the
set of parameters μ i;σ i; vαi
	 

bounded by the constraints. The target
function for optimization is
F μ i;σ i; vαi
n o 
¼
X
j
W jχ j μ i;σ i; vαi
n o 
ð25Þ
whereWj are the weight factors for the associated components (χj) of
the target function and the index j ∈ {elec1, elec2, neut100, neut75,
neut70, neut50, volume, reg1, reg2}. Weights were chosen heuristically
to ensure a similar order of magnitude in target function contributions
so that all components impact the entire optimization procedure.
Weights chosen for optimization were Wvolume = 1000, Wneut =
10, Welec = 30, Wreg1 = 100, and Wreg2 = 1000. In the case of DOPC
and DPPC, where two sets of experimental X-ray scattering data were
included, a value of Welec = 15 was used for each set. A value of
Wneut = 15 was used for DPPC, since only two D2O concentrations
were available. Nelder–Mead then systematically reduces the value for  0.0
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Fig. 4.Probability density plots (A) for POPG included for total lipid, hydrocarbon core, and
water. Number densities (B) for hydrocarbon chain groups of the same type (Tail CH, Tail
CH2, and Tail CH3), backbone groups (including the carbonyl atoms) of the same type
(BckBn O and BckBn C), head group atoms (P and OH), and counter ion (Na+). Proﬁles
and structural property locations DHH, 2DC, DB are taken from the weighted average of
those determined from converged parameter sets. Error bars are determined from the
standard deviations of the weighted averages, included only at 0.5 Å intervals for clarity.
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n o 
by evolving a simplex over the parameter space
μ i;σ i; vαi
n o
. See our previous work for a complete description of the
Nelder–Mead algorithm [18]. An optimization of the ADP model to re-
produce molecular dynamics simulation data was also performed as
an indication of the validity of model assumptions and methods. In
the case of MD, both themodelm and the data d are known prior to op-
timization, allowing the direct comparison of ADPmodel results and the
underlying conﬁgurationwhich generated the data. The ADPmodel, de-
spite simplifying assumptions, was able to accurately ﬁt the low noise,
high angle range MD data. The procedure and results for comparison
with MD are described in detail in the Appendix A.
3. Results
A consequence of the atomistic nature of the ADP model is that the
number of effectively independent data points is smaller than the num-
ber of free parameters in the model, despite the regularization proce-
dure described above. This issue can be only resolved with either
further regularization or inclusion of more observations (e.g., neutron
scattering of selectively deuterated lipids [3,4]). More regularization is
not feasible due to the lack of additional physical information. Thus,
there aremanypoints in the parameter space (i.e. models for the bilayer
conﬁguration) thatmatch the data equivalentlywellwithin themargins
of experimental error. In otherwords, the condition of uniqueness is not
met, and we expect to see multiple minima in the target function F in  0.0
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Fig. 5. Probability density plots (A) for POPS included for total lipid, hydrocarbon core, and
water. Number densities (B) for hydrocarbon chain groups of the same type (Tail CH, Tail
CH2, and Tail CH3), backbone groups (including the carbonyl atoms) of the same type
(BckBn O and BckBn C), head group atoms (P and NH3), and counter ion (Na+). Proﬁles
and structural property locations DHH, 2DC, DB are taken from the weighted average of
those determined from converged parameter sets. Error bars are determined from the
standard deviations of the weighted averages, included only at 0.5 Å intervals for clarity.Eq. (25). Each instance of parameter set optimization by the Nelder–
Meadmethod began with random initial conﬁgurations. Since the opti-
mization is underdetermined, the converged value depends on the ini-
tial conﬁguration, leading to many different optimal models. Since
these different models represent the data similarly well, they must all
be considered as plausible physical conﬁgurations for the bilayer. We
therefore consider many such models (200 converged points for each
lipid), and employ a weighted averaging procedure to obtain structural
information, as outlined below.
The weighted average of quantity A is
A ¼
X
k
ωkAkX
k
ωk
ð26Þ
where for the kth optimalmodel,ωk is the (non-negative)weight andAk
is the value of A. A measure of variability of Ā is
σ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃX
k
ωk Ak−A
 2
X
k
ωk
vuuuuut : ð27Þ
In order to assign greater importance to models that match the data
more closely, for the kth optimal model with target function value F k,
weights (ωk) are chosen to be proportional to exp(−Fk). To ensure nu-
merical stability, we therefore deﬁne
ωk ¼ exp− F k−F lð Þ½  ð28Þ−0.08
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Fig. 6. Electron (A) and neutron scattering length (B) densities, relative to bulk water,
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ed as insets. Percentages indicate D2O concentration.
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mal models considered for averaging.
The exponential form of the weights ωk in Eq. (28) is motivated by
analogy with a Bayesian [20] statistical formulation of the problem.
Though our target function has the form F = χ+ physically− based
regularization terms (Eq. (25)), a strict Bayesian formulation of the
sameproblemunder the assumption of Gaussian noisewith known var-
iance structure would lead to a target function of the form F ′ = χ2 +
physically− based regularization terms. In such a Bayesian formulation,
the regularization terms together represent the negative logarithm of
the prior distribution, and χ2 is the negative logarithm of the likelihood
function. The posterior distribution, which is the prime inferential ob-
ject of the Bayesian machinery, has the form exp(−F ′). Further, it is a
probability (density) function that weighs all possible bilayer models
with respect to the data and the prior information. Therefore, it provides
weight according to the relative ﬁtness of model. A superﬁcially similar
exponential form for averagingweights can also be found in the context
of multimodel inference based on information criteria such as Akaike or
Bayesian information criteria (BIC) [21]. The use of F instead of F ′ is
motivated by historical precedent. The usage of χ has been preferred
in previous works, especially in applications of the SDP model [4–8]. A
rigorous statistical formulation, Bayesian or otherwise, would require
careful modeling of the noise in the data. In practice, given the uncer-
tainties in the data [22,23], we do not expect serious discrepancy in
the predictions based on F and F ′.
3.1. Structural properties
Subﬁgure (A) of Figs. 1 to 5 shows volume probabilities for the hy-
drocarbon core, total lipid, and water. Average structural characteristics−0.08
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Fig. 7. Electron (A) and neutron scattering length (B) densities, relative to bulk water,
shown for POPC. Example ﬁts of the lowest target function value point, with model and
measured form factors (arbitrary units) as a function of scatting vector q (Å−1), are includ-
ed as insets. Percentages indicate D2O concentration.peak-to-peak distance (DHH), overall bilayer thickness (DB), and hydro-
carbon core thickness (DC) are also indicated. Regions of increased un-
certainty in the water and lipid density proﬁles are found within the
head group region for all lipids. Themagnitude of this increase in uncer-
tainty depends on the lipid, being most extreme in DOPC (Fig. 1) and
POPC (Fig. 2). These regions indicate the possible presence of a hydra-
tion layer within the backbone region, in contrast to a smooth drop
from interfacial to bulk water. Areas of water concentration within the
head group have been proposed by both theory [24] and experiment
[25]. The counter ion distribution for the two acidic lipids (POPG and
POPS) differs substantially. The sodium ion in POPS is more strongly as-
sociated with the head group than that of POPG. Subﬁgure (B) of Figs. 1
to 5 shows the number density for different subgroups within a lipid
molecule. Tail groups include atoms from both hydrocarbon chains of
the same type (Tail CH, Tail CH2, and Tail CH3). The groups BckBn C
and BckBn O include atoms of the respective type in both the glycerol
backbone and carbonyl groups.
Figs. 6 to 10 show weighted averages of the electron and neutron
scattering length densities for each lipid. Insets contain example ﬁts
chosen from the converged point with the lowest value for the target
function (F l), along with experimental data and the experimental
error bars.
Table 3 lists the weighted averages of several important structural
properties for lipid bilayers composed of DOPC, POPC, DPPC, POPG,
and POPS determined using the ADP model. In general, our ADP
model gives rise to lipid bilayer structures that are consistent with
those obtained from the SDP model [4–8]. The partial component vol-
umes (Vhead, Vcore, vCH, vCH2 , and vCH3 ) are similar to those reported by
the SDPmodel. Peak-to-peak distance (DHH) is deﬁned as twice the dis-
tance from the bilayer center to the maximum value in the electron−0.08
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669J.C. Fogarty et al. / Biochimica et Biophysica Acta 1848 (2015) 662–672density proﬁle. Overall bilayer thickness (DB) was calculated by solving
the following equation for DB [26,27]:
ZDB=2
0
1−plipid zð Þ
 
dz ¼
Z∞
DB=2
plipid zð Þdz: ð29Þ
The thickness of the hydrocarbon core, excluding the chain carbonyl
groups, (2DC) was similarly determined by solving:
ZDC
0
1−pcore zð Þð Þdz ¼
Z∞
DC
pcore zð Þdz: ð30Þ
See Fig. 11 for an illustration of the DB and 2DC calculations. The
overall bilayer thickness DB and hydrocarbon chain thickness 2DC ob-
tained from our ADP model conform to those reported by SDP model
[4–8]. Area per lipid (A) which reﬂects the lipid bilayer lateral packing
property, was calculated from
A ¼ V lipid
DB=2
: ð31Þ
Results for area are also consistent with those of the SDP model
which has a lipid area uncertainty of 1–2 Å2 [4]. For the three PC lipids,
our ADP model predicts 63.8, 67.0 and 67.2 Å2 for DPPC, POPC and
DOPC, respectively, while the corresponding lipid areas based on SDP
model are 63.1, 64.3, and 67.4Å2 [4,5]. The lipid area of POPGdetermined
using our ADPmodel is 66.9 Å2. This value is in good agreementwith the
reported 66.1 Å2 using SDP model which did not model hydrogen–deuterium exchange [6]. For the apoptosis related POPS lipid, our ADP
model yields a lipid area of 62.7 Å2, which is in also in excellent agree-
ment with the value 62.7 Å2 reported using the SDP model [8].
For the DPPC bilayer, unlike other lipids, the sum of lipid component
volumes Vhead and Vcore is not equal to the target value for total lipid
volume (Vexp). The model structures which best ﬁt the scattering data
are consistent with a total lipid volume of 1219.5 ± 2.4 Å3 which is
substantially lower than the target value of 1228.5 Å3. Since the preci-
sion of the total volume is higher than the difference between the target
and model predicted values, this discrepancy is an important result of
the ﬁtting.
Despite the similar structural parameters resulting from theADP and
SDPmodels, themethod andmodel presented in this work offers sever-
al advantages: (1) the ADPmodel yields atomic distributions, while only
group information can be obtained from the SDP model, (2) the ADP
model requires minimal constraints on parameters aside from regulari-
zation considerations such as physical bond length, while the SDP
model demandsmanymore soft constrained parameters in order to ob-
tain stable ﬁtting (e.g., the error function width), (3) variance in model
prediction indicates the precision with which scattering data can pre-
dict structural properties, and (4) the ADPmodel can be easily extended
to complicated systems such as lipid mixtures and transmembrane
proteins.
4. Conclusion
We have developed a general method using the ADP model for the
determination of lipid membrane structures via SAXS and SANS data.
The method relies on an in-house software package ParOpt which
is available for download under the GNU public license at https://
Table 3
Lipid structural properties determined from model averages. Hydrogen–deuterium exchange is taken into account for hydroxyl groups in POPG and the amine group in POPS. Values
shown areweighted averages using Eq. (26) and standard deviations using Eq. (27) of 200 optimizedmodels.Weightswere determined using Eq. (28). Head includes head group, glycerol
backbone, and the carbonyl groups. Core group fatty acid tails, excluding the carbonyl groups.
DOPC POPC DPPC POPG POPS
Vhead(Å3) 346.7 ± 16.4 346.7 ± 17.8 353.3 ± 24.7 263.0 ± 15.6 278.7 ± 9.1
Vcore(Å3) 956.3 ± 16.4 909.3 ± 17.8 866.2 ± 26.9 945.7 ± 15.6 919.8 ± 9.1
vCH(Å3) 22.6 ± 1.3 22.1 ± 1.7 – 21.9 ± 1.8 21.4 ± 1.9
vCH2 (Å
3) 27.2 ± 0.7 27.2 ± 0.6 27.2 ± 0.9 28.5 ± 0.5 27.5 ± 0.4
vCH3 (Å
3) 51.9 ± 1.1 52.2 ± 1.4 51.9 ± 1.1 52.4 ± 1.5 54.2 ± 1.5
DHH(Å) 35.4 ± 0.1 36.7 ± 0.2 37.0 ± 0.2 36.1 ± 0.3 39.4 ± 0.3
DB(Å) 38.8 ± 0.5 37.5 ± 1.0 38.2 ± 0.4 36.2 ± 0.4 38.2 ± 0.3
2DC(Å) 28.5 ± 0.6 27.2 ± 1.0 27.2 ± 0.7 28.3 ± 0.5 29.3 ± 0.3
A(Å2) 67.2 ± 0.9 67.0 ± 1.8 63.8 ± 0.7 66.9 ± 0.7 62.7 ± 0.5
670 J.C. Fogarty et al. / Biochimica et Biophysica Acta 1848 (2015) 662–672csmlabfs1.cas.usf.edu/Sites [18]. The method optimizes the ADP model
whichmakesminimal assumptions on the underlying atomic structure.
The paucity of experimental data and the overabundance of free param-
eters are overcome by applying regularization methods, i.e. parameters
are constrained to reﬂect molecular topology and penalty terms are
added to take hydrophobic interactions into account. Despite these re-
ductions in redundancy, the model remains underdetermined. Since
all solutions to the problem are equally valid, structure predictions
from all optimal models are averaged, using a weight factor inspired
by Bayesian information criterion. This allows us to present bilayer
structures using atomic models, a level of detail that was not achievable
in previously published methods. The greater ﬂexibility of the ADP
model and the more rigorous ﬁtting procedure described above has
yielded bilayer structure comparable to existing work. The increased
level of detail in the ADP model produces bilayer structures with the
possibility of a distinct hydration layer within the interfacial region. In
future work, the ADP model will be applied to lipid bilayer systems
that are too complex for simpler models.ct
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As a test case of the ADP model and the optimization methods pre-
sented here, we performed similar analysis with lipid bilayer form fac-
tors determined from molecular dynamics (MD) simulation as the
target. In the case of MD, unlike with experimental data, we can com-
pare our solutions of the inverse problem (Eq. (1)) with the actual
model (m) which gave rise to the data d. Therefore, tuning the ADP
model to reproduce MD data provides a test of the reproducibility of G
givenm and d.
Molecular dynamics simulations were performed on a system
consisting of 128 POPC molecules and 100 water molecules per lipid
using GROMACS version 4.0 [28]. The system was run under a constant
temperature and pressure ensemble with a temperature of 303 K and a
pressure of 1 bar for 200 ns with timestep of 2 fs. Long-range electro-
static interactions (beyond 0.95 nm) were computed using the Particle
Mesh Ewaldmethod. Lennard–Jones interactionswere computed for all
distances up to 1.8 nm. Interaction parameters were used from
ffG43A1-S3 [29]. Time averaged electron and neutron scattering lengthEl
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671J.C. Fogarty et al. / Biochimica et Biophysica Acta 1848 (2015) 662–672densitieswere extracted from theﬁnal 10ns of the simulation trajectory
using the GROMACS included analysis utilities. A cosine transformation
(Eq. (16)) was performed to generate scattering form factors. Though
only H2Owas used in the simulations, neutron scattering lengths corre-
sponding to solvent D2O concentrations of 100%, 70% and 50% were
used in order to generate data similar to the experimental case.
These form factors determined from MD simulation, along with the
experimental value for total lipid volume, and regularization terms 0
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Fig. 14. Number densities for groups of atoms determined from MD simulation (points)
compared with the ﬁtted ADP model (lines).χreg1 (Eq. (23)) and χreg1 (Eq. (24))) were used to optimize the ADP
model. Fig. 12, which shows optimized ADP model form factors com-
pared with the target MD form factors for one optimization. The ADP
model is able to very accurately reproduce the scattering form factors
even for large values of q despite all the simplifying assumptions. We
conclude that the ADP model and our optimization technique are best
suited to ﬁt the scattering data and extract the structural properties. If
the target data are generated with low error and high q values the
model reproduction is near perfect (see Figs. 12 and 13). For real exper-
imental systems where high errors are inevitable and the range of q is
truncated due to instrumental limitations, we used sophisticated statis-
tical methods to choose themodel. Fig. 13 compares the optimized ADP
model real space structure (lines)with themolecular dynamics analysis
(points). The important structural characteristics of the lipid bilayer are
recovered from the MD data by the ADP model, despite several simpli-
fying assumptions. Differences in real space density scale between the
MD and ADP results can result from difference in total lipid volume dif-
ferences betweenMD and the experimental value used for ADP optimi-
zation and the insensitivity of the transformations to scale. Fig. 14 shows
the number densities of selected groups of atom types for MD (points)
and ADP (lines). The ADP model and optimization have recovered the
main features of atomic distributions.References
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