The application of methods of theory of experiment design for the identication of dynamic systems allows the researcher to gain more qualitative mathematical model compared with the traditional methods of passive identication. In this paper, the authors summarize results and oer the algorithms of active identication of the Gaussian linear discrete systems based on the design inputs and initial states. We consider Gaussian linear discrete systems described by state space models, under the assumption that unknown parameters are included in the matrices of the state, control, disturbance, measurement, covariance matrices of system noise and measurement. The original software for active identication of Gaussian linear discrete systems based on the design inputs and initial states are developed. Parameter estimation is carried out using the maximum likelihood method involving the direct and dual procedures for synthesizing A-and D-optimal experiment design. The example of the model structure for the control system of submarine shows the eectiveness and appropriateness of procedures for active parametric identication.
Introduction
Mathematical modelling is one of intensively developing scientic directions. Identication is an important element and the most dicult stage of the solution of the applied problem in various industries, transport, at calculation of systems of automatic control. In this regard development of software for parametrical identication models becomes especially important for fundamental science and practice.
In terms of way of behavior present methods of identication can be divided into passive and active. In passive identication of dynamic systems only real operating signals and initial state are used in the modes of not disturbed operation [14] .
On the contrary, active identication assumes violation of technological mode and uses some special synthesized designs [59] . So, in a frequency method of parameter estimation of linear stationary models [10, 11] the signal represents the sum of harmonics which number doesn't exceed dimension of space. In this work optimal plan of experiment is searched during the extreme problem solution for some preliminary chosen functional of information (or covariance) vector-matrix of parameters to be estimated. The diculties connected with necessity of violation of a technological mode are provided by increase of eciency and correctness of research. Methods of active identication give to the experimenter considerably greater possibilities in the design of qualitative model in comparison with methods of passive identication. These possibilities are caused by the ideology of the active identication based on a combination of traditional parameter estimation techniques with the concept of experiment design.
Works [1215] are devoted to theoretical and applied aspects of the problem of active parametric identication of stochastic linear discrete systems based on design of input signals and initial states.
The authors tried to generalize the results obtained in these papers and constructed new algorithms connected with the simultaneous design inputs and initial states.
The questions of estimating the unknown parameters that we considered, together with the developed methods for designing experiments, enable us to achieve a general understanding of active identication.
Problem Denition
Consider the following model of controllable, observable and identiable stochastic linear discrete system in the state space:
Here 
denotes the mathematical expectation, δ ki is the Kronecker symbol);
• the initial state x(t 0 ) is normally distributed with parameters
and is uncorrelated with w (t k ) and v (t k+1 ) for all values of k;
For the mathematical model (1), (2) taking the listed a priori assumptions into account, we need to develop an active parametric identication procedure based on optimal design of the input signals and initial states and study its eciency and reasonability of application. In such mathematical statement this problem is considered and solved for the rst time.
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Procedure of Active Parametric Identication
Procedure of active parametric identication of systems with preliminary chosen model structure assumes performance of following stages: calculation of parameters estimates with use of measuring data corresponding to some experiment design (stage 1, g. 1); synthesis of experiment design based on the received estimates and chosen criterion optimality (stage 2, g. 1) and recalculation of estimates of unknown parameters on the measuring data corresponding to the optimal design (stage 3, g. 1). Assume that experimenter can make ν system starts. He gives signal U 1 on the input of the system with initial statex 1 (t 0 ) for k 1 times, signal U 2 with initial statex 2 (t 0 ) for k 2 times etc., at last, signal U q with initial statex q (t 0 ) for k q times. In this case discrete
where the point of design spectrum α has the following structure:
and restrictions on the conditions of carrying out experiment are dened by the bounded set
the j-th output realization
Then as a result of carrying out an identication experiment for design ξ ν the following set will be generated
The apriori assumptions stated in section II allow to use maximum likelihood (ML) method for parameter estimation. It's known that when performing certain conditions (regularity conditions), ML estimates possess such properties, important for practice, as asymptotic unbiasedness, consistency, asymptotic eciency and asymptotic normality. According to this method it is necessary to nd such values of parameters Θ for which
and (see, for example, [12, 14, 15] )
where ε i,j (t k+1 ) and B (t k+1 ) are dened according to corresponding recursive equations of discrete Kalman lter:
Under continuous normalized design ξ we will understand the collection
For design (5) normalized information matrix M (ξ) is dened by
where (Fisher) information matrices for one-point designs M (α i ; θ) depend on unknown parameters (this fact allows us to speak further only about locally optimal design) and are calculated in accordance with the algorithm from [16] .
The quality of parameter estimation can be improved by construction of experiment design which optimizes some convex functional X of information matrix M (ξ), i.e. we should solve the extreme problem
We will use criterion of D-and À-optimality for which, respectively,
Solving the problem of design experiments, we act in a certain way on lower bound in the Rao Cramer inequality: for a D-optimal design we minimize the volume, and for an À-optimal design we minimize the sum of the squares of axis lengths of the concentration ellipsoid of the estimates for the parameters.
We can solve the optimization problem of nding the minimum of (7) using the general numerical methods for nding extrema. The two approaches are possible.
The rst (direct) approach is to seek the minimum of the functional X [M (ξ)] taking into account that design spectrum (5) consist of q = s(s+1) 2 +1 points. Another approach (it is called dual) to solving the optimal problem (7) is based on the equivalence theorem [5, 14] . In this case the problem under the study is no longer a convex programming problem, but the size of the parameter vector being varied can turn out substantially smaller than in the direct approach.
Applying of the gradients in the direct or dual procedures leads to the signicant improve ment of the speed of problem solving. It is impossible without calculation of derivatives of (Fisher) information matrix by the components of input signal and initial state. In this case, the gradient of the optimality criterion for points of the spectrum plan has the following structure:
The algorithms for the calculation of gradients
for D optimality and A optimality criterions are given in [17, 18] . Stage 3. Recalculation of estimates of unknown parameters on the measuring data corresponding to the optimal design.
Practical application of the constructed continuous optimum design is complicated because the weights p * i are, generally speaking, arbitrary real numbers in the range from zero to one. It is easy to notice that in case of given number of possible starts of the system ν values k * i = νp * i can be noninteger numbers. Carrying out of experiment demands a rounding o of values k * i to integers. It is obvious that the design received as a result of such rounding o will dier from the optimum continuous design. An approach to the optimum continuous design is better when the number of possible starts is larger.
The possible algorithm of "rounding o" of the continuous design to the discrete design is given in [19] .
Next, we make a discrete design
conduct the identication experiment and recalculate estimation of unknown parameters.
Experimental Results
Consider the following mathematical model of Gaussian linear discrete control systems of the submarine making the movement with an angular speed ω and longitudinal speed of the course in the vertical plane at an angle of trim µ, taking into account a deviation of fodder horizontal wheels at an angle δ from neutral position (see g. 2) [20] :   ω
The discrete model of a state (8) with discretization step ∆T = 0, 5 is given by  
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, 001, N = 40 and all listed a priori assumptions are satised so that
Choose the design area Ω α = Ω U × Ωx (t 0 ) , where
and D-optimality criterion. In order to weaken the dependence of estimation results on measurement data we will make ve independent starts of system, i.e. (ν = 5) and then we will average the received estimates of unknown parameters. Realizations of output signal we get by the computer modelling with true values of parameters θ *
The quality of identication in the parameter space and response space will be judged by values of factors δ θ , δ * θ and δ Y , δ * Y accordingly. These factors are calculated by following formulas: 
Design of initial states
Design of input signals
Design input signals and initial states
The calculations were performed using the interactive software system of the active parametric identication (APIS). APIS was developed by the authors at the Department of the theoretical and applied informatics NSTU and allows to solve problems of active parametric identication of nonlinear stochastic discrete and discrete-continuous systems based on planning of A-and D-optimal input signals using statistical and temporal linearization. Furthermore, the software system allows optimal estimation of model parameters for Gaussian linear dynamic systems based on the design of the input signals and (or) the initial states [21] .
We executed ve starts of system, given a pseudorandom binary signal U . For each start at θ = θ * we simulate data measurements using equations (8), The results presented in Table, show that design of the initial states led to better estimation only by 18,2% in the parameter space, and 4,4% in the space of responses, while design of the input signals contributed to the improvement of evaluation results only by 23,9% and 5,9%, respectively. The most successful results were obtained for the case of design of the inputs and initial states (improvement by 27,2% and 7,4%).
Thus, the authors consider that applying of the active parametric identication procedures based on optimal design of input signals and initial states is helpful and advisable.
Conclusion
For the rst time we considered and solved the problem of active parametric identication of the Gaussian linear discrete systems in the case when the unknown parameters are contained in the state and control equations as in well as the covariance matrices of the system and measurement noise. The original gradient algorithms for active identication based on optimal design of input signals and initial states were developed.
It was shown that design of the input signals and the initial states has a signicant impact on the functional dependence of state variables and model parameters. Â ðàáîòå îáîáùàþòñÿ ðàíåå ïîëó÷åííûå àâòîðñêèå ðåçóëüòàòû è ïðåäëàãàþòñÿ àëãî-ðèòìû àêòèâíîé ïàðàìåòðè÷åñêîé èäåíòèôèêàöèè ãàóññîâñêèõ ëèíåéíûõ äèñêðåòíûõ ñèñòåì íà îñíîâå ñîâìåñòíîãî ïëàíèðîâàíèÿ âõîäíûõ ñèãíàëîâ è íà÷àëüíûõ óñëîâèé. Ðàññìàòðèâàþòñÿ ìàòåìàòè÷åñêèå ìîäåëè â ïðîñòðàíñòâå ñîñòîÿíèé, â ïðåäïîëîaeåíèè, ÷òî ïîäëåaeàùèå îöåíèâàíèþ ïàðàìåòðû ñîäåðaeàòñÿ â ìàòðèöàõ ñîñòîÿíèÿ, óïðàâëå-íèÿ, âîçìóùåíèÿ, èçìåðåíèÿ, â êîâàðèàöèîííûõ ìàòðèöàõ øóìîâ ñèñòåìû è èçìåðå-íèé. Ðàçðàáîòàíî ïðîãðàììíî-ìàòåìàòè÷åñêîå îáåñïå÷åíèå, ïîçâîëÿþùåå ðåøàòü çàäà-÷è àêòèâíîé ïàðàìåòðè÷åñêîé èäåíòèôèêàöèè ñ èñïîëüçîâàíèåì ìåòîäà ìàêñèìàëüíî-ãî ïðàâäîïîäîáèÿ, à òàêaeå ïðÿìîé è äâîéñòâåííîé ãðàäèåíòíûõ ïðîöåäóð ïîñòðîåíèÿ À-è D-îïòèìàëüíûõ ïëàíîâ. Íà ïðèìåðå ìîäåëüíîé ñòðóêòóðû ñèñòåìû óïðàâëåíèÿ ïîäâîäíûì àïïàðàòîì ïîêàçàíà ýôôåêòèâíîñòü è öåëåñîîáðàçíîñòü ïðèìåíåíèÿ ïðîöå-äóðû àêòèâíîé ïàðàìåòðè÷åñêîé èäåíòèôèêàöèè íà îñíîâå ñîâìåñòíîãî ïëàíèðîâàíèÿ âõîäíûõ ñèãíàëîâ è íà÷àëüíûõ óñëîâèé.
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