ABSTRACT We analyze on a model biochemical system the effect of a coupling between two instability-generating mechanisms. The system considered is that of two allosteric enzymes coupled in series and activated by their respective products. In addition to simple periodic oscillations, the system can exhibit a variety of new modes of dynamic behavior: coexistence between two stable periodic regimes (birhythmicity), random oscillations (chaos), and coexistence of a stable periodic regime with a stable steady state (hard excitation) or with chaos. The relationship between these patterns of temporal self-organization is analyzed as a function of the control parameters of the model. Chaos and birhythmicity appear to be rare events in comparison with simple periodic behavior. We discuss the relevance of these results with respect to the regularity of most biological rhythms.
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Rhythmic behavior is a property of living systems that is encountered at all levels of biological organization (1) . Most biological oscillations have a stable period and amplitude. From a thermodynamic point ofview, such oscillations represent temporal dissipative structures, which occur in the form of a limit cycle around a nonequilibrium unstable steady state (2) . Thus, finding the mechanism of periodic behavior largely reduces to finding the mechanism producing instability. A question arises as to what happens when two such instability-generating mechanisms are operating in the same system? We show here on a model biochemical system that the variety of possible types of dynamic behavior is then greatly increased.
Among these behavioral modes, one should single out for their rareness and potential implications the coexistence under the same conditions of two stable periodic regimes and the occurrence of chaos. For other parameter values, the system shows simple or complex periodic oscillations of the limit-cycle type and coexistence of a stable limit cycle with either a stable steady state or chaos. Evolution to chaos appears to be a universal way by which periodic behavior looses its regularity and becomes impredictable, although governed by deterministic laws (3) (4) (5) . The latter phenomenon occurs in physics (6) and chemistry (7) and has been associated with pathological conditions in certain physiological systems (8) .
The construction of stability and bifurcation diagrams sheds light on the origin of these patterns of temporal self-organization and on the way in which they are interrelated. We obtain the conditions in which the various modes of behavior occur as a function of the control parameters of the model and discuss the likelihood ofchaos in comparison with regular periodicities.
MODEL AND KINETIC EQUATIONS Among oscillations in biology, enzymatic periodicities are those which are the best understood at the molecular level (9-11).
These oscillations, which have a period of several minutes, are of interest both for their role in metabolic pathways and as general models for biological rhythms. The best known examples are glycolytic oscillations in yeast (12, 13) and muscle (14) and the periodic synthesis of cAMP during the aggregation of the slime mold Dictyostelium discoideum (15) . The mechanism of instability that generates these periodicities is based on the positive feedback exerted by a reaction product on phosphofructokinase and adenylate cyclase, respectively (10) . To investigate the new types of behavior that may result from the interplay between two instability mechanisms, we analyze a sequence of enzymatic reactions that comprises two positive feedback loops coupled in series (Eq. 1).
(a) (a) [1] (.) Substrate S is injected or synthesized at a constant rate v; its transformation is catalyzed by an allosteric enzyme El, which is activated by its product P1; a second allosteric enzyme E2 uses P1 as substrate and is activated by its product P2; k, is the apparent first-order rate constant for removal of P2. This model represents an extension ofthose previously studied for glycolytic (16, 17) and cAMP (18, 19) oscillations. The latter models, based on a single positive feedback, were only capable ofevolving either towards a stable steady state or to a stable monoperiodic regime. We assume that enzymes E1 and E2 obey the concerted transition model of Monod et al. (20) . The time evolution of the metabolite concentrations is then governed by the three ordinary differential Eqs. 2. [2] with ( The publication costs ofthis article were defrayed in part by page charge payment. This article must therefore be hereby marked "advertisement" in accordance with 18 U. S. C. §1734 solely to indicate this fact. Ativities of enzymes E1 and as measured by the maximum in a over a cycle (aM). The stazspectively; q1 = Kml/Kpl bility properties of the steady state were determined by linear it first-order rate constant stability analysis, whereas stable and unstable oscillatory relosteric constants ofEland gimes were obtained by numerical simulations. The different the Michaelis constant of types of behavior observed upon varying ks are summarized in Table 1 , and are discussed below. at enzymes E1 and E2 are Limit-Cycle Oscillations. At both extremes-i.e., at low and of ligands to the more achigh values of k,-the system displays simple oscillations of the kinetic Eqs. 2 have been limit-cycle type for the particular set of parameter values con--steady state for the various sidered (see Fig. 2a ). This observation can be explained by not-:rict our analysis to the case ing that for k,, -0 (i.e., y -m oo) and k8 -X oc (i.e., y -3 0), the which corresponds to the equations for a and /3, in the limit ofnegligible d values (which ontinuous stirring in glylimit will be considered here), reduce to those previously studied for glycolytic oscillations (16, 17) , with an apparent firstorder rate constant for removal of P1 equal to oa2 and o2/(L2 + 1), respectively. Fig. 2b ): the system, starting from the steady state, returns to it upon slight perturbation but evolves to a stable periodic regime when the perturbation exceeds a threshold.
Birhythmicity. At further increase in k8, the steady state becomes unstable, and a new stable periodic solution appears (limit cycle 2, LC2). As the LC1 still exists (see Fig. 1 ), the sys-' F/ ////temcan now choose between two stable periodic regimes, depending on initial conditions (Fig. 3a) . We siently on the unstable periodic trajectory and then be attracted by one of the two stable cycles as shown in Fig. 3a .
Period Doubling and Chaos. Upon further increase in parameter k., only one stable limit cycle (LC2) at first persists.
Then, as shown in the enlargements in Fig. 1 hysteresis loop between two oscillatory regimes, LC2 and limit cycle 3 (LC3). LC3 appears in ks = 1.974 sec', whereas LC2 disappears in k, = 2 sec-1. A particularity of this birhythmic pattern is that the oscillatory regime LC3 undergoes a bifurcation beyond which the monoperiodic evolution of the substrate becomes unstable, and a period-2 oscillation, reflected by alternating higher and lower maxima, is observed. Period doubling often occurs along a sequence of successive bifurcations leading to trajectories ofperiod 2, 4, 8, .. ., and eventually to a trajectory ofperiod 2x (3, 22) . The latter aperiodic oscillatory regime is referred to as "chaos" or "turbulence" (see ref.
7 for a recent account). Period doubling occurs in the present model from k8 = 1.982 secE on, and chaos is reached in ks = 1.99 sec' (see Fig. 2c ). A sequence of period-doubling bifurcations is obtained for parameter v as for k,, and preliminary results suggest that in both cases the transition to chaos obeys Feigenbaum's route to turbulence (22) . That the behavior shown in Fig. 2c is chaotic has been established by a variety of diagnostics, such as sensitivity to initial conditions, Poincare sections, return maps, and power-spectrum analysis. These results and the detailed transition to chaos will be discussed in a forthcoming publication.
Thus, between ks = 1.974 sect and 2 sect, we observe the coexistence of a stable limit cycle (LC2) with, successively, a stable limit cycle of period 1, 2, 4, 8, ..., and chaos. In analogy with Fig. 3a , we show in Fig. 3b the passage from an unstable limit cycle to either chaos (upper curve) or a stable limit cycle (lower curve) for slightly different initial conditions. Chaos is associated with the existence of a strange attractor (5, 23) in the phase space (a, /3, y) (Fig. 4a) . The trajectory followed by the system is trapped by the attractor and wanders on it, on closely related paths, without ever passing through the same point. Hence, the elements of both randomness and periodicity which characterize this behavior.
From k. = 2.026 secE , the system undergoes large excursions in the phase space (Fig. 4b) , corresponding to increased maxima in a during oscillations (Fig. 2d) , with superimposed bursts in / and y. Between ks = 2.026 sec' and k8 = 2.034 secE1, the trajectory associated with the large excursions passes once or several times through a small loop, which is a vestige of the strange attractor of Fig. 4a . The trajectory may then be periodic (as in Fig. 4b) Fig. 1 , with k8 = 1.8 sec-' for a and 1.99 sec-' for b. In both cases, an unstable periodic trajectory is followed transiently by the system as it evolves towards either one of the asymptotic regimes. Initial conditions in a are: (8 = ks. In the latter case, the data suggest a phenomenon of intermittency (24). 10 
Stable g 1 _ Unstable
Simple periodic oscillations Complex Periodic Oscillations. As ks increases beyond 2.034 see', the trajectory does not pass anymore through the small loop and remains periodic, although the oscillations exhibit several bursts in 03 and y over a period. Bursts become less and less noticeable as k8 approaches 12 secE; finally, a simple periodic regime of oscillations is restored in ks = 12.8 seet.
The large-amplitude oscillations that end the domain of chaos abruptly reach a plateau in the maximum of a (see Fig. 1 ). It is intriguing that this plateau in the amplitude of LC3 seems to extrapolate to the amplitude of LC1 for ks = 1 see'. That LC1
is recovered upon cessation of bursting, at large values of k., has been demonstrated above.
Behavior in the v-k8 Parameter Space. To gain further insight on the relative occurrence of each of the above phenomena, we have determined the behavior of the system in the parameter space v-ks (Fig. 5) . Three main conclusions emerge from this study. DISCUSSION The present results show that when two instability-generating mechanisms are coupled in series, the continuous variation in a parameter can give rise to a sequence ofwidely different selforganization phenomena such as simple and complex periodic oscillations of the limit-cycle type, random oscillations (chaos), and coexistence of one stable limit cycle with either a stable steady state (hard excitation), a second stable limit cycle (birhythmicity), or chaos.
Although in principle most (ifnot all) ofthe above behavioral modes can be obtained with a single instability-generating mechanism, the analysis of models based on a single feedback loop suggests that this is not a typical situation. Indeed, the models previously studied for glycolytic and cAMP oscillations only showed the existence of simple periodic behavior or multiple steady states (16) (17) (18) (19) Some of the behavioral modes described above have been experimentally observed. Simple and complex periodic oscillations and chaos have been reported for peroxidase (25) and for the Belousov-Zhabotinsky reaction (26, 27) . The related Briggs-Rausscher reaction exhibits hard excitation (28) . Complex modes of oscillatory behavior have been observed in the yeast glycolytic system (12, 13) , for which evidence for hard excitation also has been reported (1). The present study suggests that models comprising more than one regulatory feedback may provide a unifying mechanism for explaining these phenomena. Such models also would account automatically for the fact that simple periodic oscillations are the rhythm most commonly observed in glycolysis because this behavior is also the type of oscillation most frequently found in the present model. (27, 29) . As birhythmicity here precedes this abrupt transition, the above results suggest a search for multiple limit cycles in the chemical reaction in the immediate neighborhood of the chaotic domain.
From a theoretical point of view, the coexistence of two stable periodic regimes has been reported in the modeling of a sequence of exothermic reactions (30) and of a complex genetic regulatory circuit (31) and in a problem of nonlinear optics (32 The remarkable property of chaos is the emergence of random behavior in a system subjected to a constant input and governed by deterministic laws. The present study throws light on the stringent regulatory prerequisites for the occurrence of this phenomenon in biological systems. That chaos occurs in a rather small domain of the parameter space and is much less frequent than periodic oscillations is satisfactory, in view of the regularity of most biological rhythms.
