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1. INTRODUCTION 
A strong duality theorem for continuous linear programs, see (5) below, 
was established in part one of this paper. We shall assume the reader is 
familiar with those results and proceed to consider problems with similar 
constraints and nonlinear objectives. These problems will be called continu- 
ous programs and written: 
(1) Maximize F(z) 
Subject to z E P(c) 
F is a functional on LrNIO, T], and P(c) is a subset of Ly[O, T]. 
P(c) = jz 1 El(t) z(2) f c(t) + 1” K(t, s) z(s) ds; z(t) >, 01 . 
0 
(2) 
The constraints must hold almost everywhere. 
There is a saddle function H, associated with problem (1). 
(3) H : LfT(O, T] x tF[O, T] + R 
H(z, w) =F(z) - (w, AZ - c) =F(z) - (NW, x) + (w, c), 
-- A nonnegative pair (z, w) solves the saddle point problem if: 
(4) H(z, @) < H(q w) < H(%, w) 
for all nonnegative z and w. 
Three questions arise. What does the existence of a saddle point imply I 
What conditions should a pair (z, w) satisfy to qualify as a saddle point ? 
When do saddle points exist? The first two questions are investigated in 
Section 2, the third in Section 3. 
If a pair (5, a) is a saddle point, then S is feasible, indeed optima1 for the 
continuous programming problem; the multiplier variables a satisfy the 
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complementary slackness property (a, A% - c) = 0; and, subject to a 
mild restriction on F, s(t) satisfies a two-level maximal principle for almost 
every instant t. The first-level maximal principle states that T(t) maximizes 
a function involvingF, B(t), K(s, t), and a(s), for s > t, among all nonnegative 
N vectors. The second-level principle states that T(t) maximizes a function 
involving F, K(s, t), g(s), s 3 t, among all nonnegative N vectors satisfying 
B(t) x < c(t) + s’” K(t, s) s(s) ds. 
0 
Conversely, if 3 is feasible, (a, A% - c) = 0, and Z, w satisfy the first- 
level maximal principle, then (%, a) is a saddle point. If the objective is con- 
cave and differentiable for each t, and a(t), t%(t) satisfy the Kuhn-Tucker 
conditions for the problem described by the second-level maximal principle, 
then (5, a) is a saddle point. 
The existence of saddle points is verified for several cases in Section 3. 
These theorems let us know that saddle points exist by checking properties 
of the problem data. Finally, in Section 4, necessary and sufficient conditions 
for optimality are obtained when the functional is pseudo-concave. 
There are two appendices. The material in Appendix A is a continuation 
of the appendix in part one. The topics of semi-continuity, concavity, and 
differentiability are discussed and a separation theorem is given. Appendix B 
contains a selection theorem needed to establish the maximal principle. 
The line of reasoning in Appendix B was suggested to me by P. Varaiya.l 
The proof of Theorem (3:l) is a generalization of a similar proof, valid in 
Euclidean space, due to Shailendra Parikh.l 
For completeness we shall include a statement of the duality theorem and 
the algebraic assumptions I and II. The boundedness assumption is described 
in Section 2 of part one. 
(5) THEOREM (Duality). Under the boundedness assumption and algebraic 
assumptions I and II, both primal and dual continuous linear programming 
problems have optimal, bounded and measurable solutions, which are feasible for 







a’(t) E pos[B’(t), - I] 
pos[K’(s, t)] C pos[B’(t), - I], 
c(t) 6 posP(t), 4
pas qt, s) c PO@(t), 11, 
vs 3 t, 
vs < t. 
1 Private communication. 
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2. NECESSARY AND SUFFICIENT CONDITIONS FOR SADDLE POINTS 
Our main purpose is to show the existence of saddle points. However, 
Theorem (1) tells us what the existence theorem implies. The sufficiency 
theorems tell us that the maximal principle may be useful in finding optimal 
solutions. 
(1) THEOREM (Necessary Conditions for a Saddle Point). If (2,s) is a 
saddle point, then : 
(i) 3 is feasible for (1 : 1) 
(ii) i is optimfzlfor (1 : 1) 
(iii) for, a.a., t 
c?(t) . (B(t) s(t) - c(t) - j: K(t, s) k(s) ds) = 0 
(4 If F(4 = .f,‘f [@), tl 4 h w ere f is continuous in x, Vt, and measurable 
in t, Vz: then for, a.a., t, X(t) solves: 
v>yf [x, t] - G(t) B(t) . x + j%(s) K(s, t) ds . x. 
t 
(v) If F satisfies the conditions in (iv): then for, au., t, g(t) solves: 
M;xf [q t] + j;a(s) K(s, t) ds . x 
Subject to 
B(t) x < c(t) + j: K(t, s) z(s) ds, x 30. 
PROOF. The relation H(%, a) < H(z, w), VW > 0 implies 
(a, A% - c> 3 (w, AZ - cj, VW >, 0. (2) 
Suppose z is infeasible, then there exists a measurable set E of positive 
measure, and an index, say 1, such that for t E E: 
B(t),, 34 > 4th + j: K(t, ++cl 3s) ds. 
Let w(t), = 0, for i = 2 ,..., M, and 
10, t 4 E 
w(t)1 = [A, t E E * I 
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Designate this w as w, > 0. Note that 
0 < <WA , AZ - c> = x JE [B(t)*1 s(t) - c(t)1 - 1: K(t, s)*, a(s) ds] dt. 
Therefore, we can violate the alleged bound in (2) by making h large enough. 
This is a contradiction, so (i) is established. 
Since Az - c < 0, Qw 2 0, (w, Ai? - c) < 0; therefore 
+, AS - c) < 0. Using (2) and w = 0 
0 = (0, Az - c) < (q Ai? - c) 
So (a, As - c) = 0. (iii) follows from the fact that the integral of a non- 
positive quantity is zero if, and only if, the function is zero, a.e. 
Using (iii), the relation 
Qx t 0, H(x, q < H(z, ti7) 
becomes 
Qx > 0, F(x) - (B, AZ - c) <F(s). 
For any feasible a, (a, Az - c) < 0. Hence, F(x) <F(Z), or I is optimal. 
H(z, w) =F(x) - (A’w, z) + (w, c) 
so, Qz > 0 : H(z, a) < H@, 67) implies 
< j: [f[T(t), t] - is(t) B(t) z(t) + pi K(s, t) ds * z(t)] dt. 
Suppose (iv) is false, then there is a set E, of positive measure and Qt E E, 3 an 
x(t) > 0, such that: 
f[#), tl - @(t) W ~(4 + jf%, W, t) ds * 44 
>f[T(t), t] - a(t) B(t) g(t) + sf u(s) K(s, t) ds . T(t). 
If x(t), restricted to E, is bounded and measurable then letting 
1 x(t), t E E ’ = s?(t), t 4 E ’ I 
the inequality H&z, TV) < H(%, a), Q.z > 0 could be violated. Appendix B 
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indicates that, given the requirements on f, a bounded measurable function 
can always be selected which contradicts the inequality. 
Finally (v) follows from (iv). Consider a measurable set E, u(E) : 0, 
where (v) does not hold, hence Vt E E, there exist an x(t) such that 
f[x(t), t] + j;ia(s) K(s, t) ds - x(t) > f [g(t), t] + I:ti(s) IQ, t) ds * z(t). 
Notice that 
w(t) [B(t) x(t) - c(t) - 11 K(t, s) z(s) ds] < 0 
a?(t) [B(t) f(t) - c(t) - (, K(t, s) H(S) ds] = 0, 
which implies 
- w(t) B(t) x(t) >, - e(t) B(t) s?(t) Vt. 
Combining inequalities, yields Vt E E, p(E) > 0, 3x(t) 2~ 0 
>f[sT(t), t] - s(t) B(t) s(t) + ,;a(~) K(s, t) ds * 2(t). 
This contradicts (iv). 11 
When F is linear, the saddle function is symmetric in z and w. We can 
easily establish the following corollary, which asserts that G satisfies a two- 
level minimal principle. 
(3) COROLLARY. If F is linear 
(i) The pair (z, C) solve the saddle problem $7 they are optimal primal 
and dual solutions with equal objectives. 
(ii) If (5, a) is a saddle point tha for a.a. t u(t) solves: 
Min y [c(t) - B(t) %(t) + j: K(t, s) S(S) ds] , y > 0. 
(iii) If (2, a) is a saddle point then for a.a. t a(t) solves :
Min y [c(t) + 1: K(t, s) Z(S) ds] 
subject o 
yB(t) >, a(t) + Jr s(s) K(s, t) ds, y > 0. 
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Some of the conditions described in Theorem (3) are also sufficient for a 
-- pair (z, w) to be a saddle point. 
(4) THEOREM (Sufficient conditions for a saddle point). If (T, W) satisfy 
(i)-(iii) below, then (z, a) is a saddle point. 
(i) z is feasible, @ 3 0. 
(ii) (5, A% - c) = 0. 
(iii) FOY, a.a., t, 2(t) solves 
lb&c [f[x, t] - a(t) B(t) - x + j: a(s) K(s, t) ds * x] . 
PROOF. Since z feasible, Qw > 0, (w, AZ - c) < 0; hence using (ii) 
H(.T, w) < H(T, w) VW 3 0. 
Relation (iii) implies for any x > 0, and, a.a., t 
f[#), tl - a(t) B(t) z(t) + j:@(s) K(s, t) ds - z(t) 
<f[%(t), t] - @j(t) B(t) z(t) + ,)a(~) K(s, t) ds . z(t). 
Adding s(t) c(t) to both sides of this relation, integrating over [O, T], and 
using (w, AZ) = (A’w, z) yields H(z, CP) < H(z, a) Qz > 0 11. 
Our second sufficiency theorem requires that the function f[z, t] be 
convex and differentiable in x for a.a. t. Let df[%, t] be the gradient off[z, t] 
evaluated at R 
(5) THEOREM. (Sufficient condition for a saddle point). If, for a.a. t, 
f[x, t] is concave and diffkrentiuble in x, and (g(t), u(t)) satisfy (i)-(iv), then 
(z, W) is a saddle point. 
(i) B(t) Z(t) < c(t) + j: K(t, s) X(S) ds; Z(t) > 0. 
(ii) a(t) B(t) 3 df [z(t), t] + jLm(s) K(s, t) ds; t?(t) 3 0. 
(iii) w(t) - [B(t) c%(t) - c(t) - j: K(t, s) 2(s) ds] = 0. 
s Since the author established this theorem in [3], it has come to his attention 
that Hanson and Mond have reported a similar result [4]. 
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(iv) [a(t) B(t) - df[zqt), ] - p(s) qs, t) ds] S(2) = 0. 
PROOF. Notice that the above conditions imply (4:i) and (4:ii). Let 
g[x, t] =f[x, t] - [a(t) B(t) - J)qs) K(s, t) ds] x. 
The function g is pseudo-concave and differentiable in X, Vt. Conditions (ii) 
and (iv) imply 
dg[.qt), t] = dfpqt), t] - a(t) B(t) + p(s) K(s, t) ds < 0 
t 
dg[z(t), t] - x(t) = 0. 
Therefore, g(t) solves maxz2, dg[%(t), t] * x for, a.a., t; which implies by 
Theorem (A:9), that Z(t) solves Max,.,g[x, t] for, a.a., t. This is condition 
(4:iii), therefore all the conditions in Theorem (4) are satisfied, hence (z, a) 
is a saddle point. // 
It should be noted that conditions (i)-( iv in Theorem (S), are precisely ) 
the Kuhn-Tucker conditions for the nonlinear programming problem intro- 
duced in (1 :v) and stated again below. 
Maximize 
f[X, t] + p(s) iqs, t) ds * x 
Subject to 
B(t) x < c(t) + 1” K(t, s) if(s) ds, x 3 0. 
0 
3. EXISTENCE OF SADDLE POINTS 
In this section the duality theorem established in part one is used to prove 
the existence of saddle points. The types of objectives considered are concave 
and quadratic. In each case the existence of an optimal solution to the con- 
tinuous program is established. Then the objective is linearized about the 
optimal solution and the duality theorem is applied. Theorem (1) gives very 
general conditions under which such a linearization is allowed. 
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(1) THEOREM. lf F is a lower semi-continuous3 concave function on a 
normed linear space X, and K is a convex subset of X; then x solves 
Max F(x), Subject to x E K. 
if and only ;f there exists a continuous linear functional a : X + R such that 
(i) f solves Max(a, x), Subject to x E K. 
(ii) F(x) < F(@ + (a, x - -9, VXEX. 
PROOF. Suppose there exists an a which satisfies (i) and (ii). Then if 
xEK, (a,x-%) GO, so 
F(x) <FW + < a, x - 3) <F(g). 
Note the concavity and I.s.c. of F, as well as the convexity of K are not used. 
Conversely, suppose f is optimal. Then we define the following sets 
S1 s {(x, r) ( x E X, F(x) > r). 
S2 = ((x, r) ) x E K, r > F(Z)}. 
S and Sa are sets in the product space X x R. The I.s.c. of F implies the 
I.s.c. of F - r. Therefore {(x, r) [F(x) - r < 0) is closed, or 
S1 = {(x, r) 1 F(x) - r > 0) 
is open. S is also convex: (xl, rl) and (x2, 9) are in S, and )r E [0, 11; then 
concavity of F implies 
F[M + (1 - h) x2] 2 hF(xl) + (1 - h) F(x2) > hrl + (1 - A) r2, 
hence [(hxl + (1 - h) x2, hrl + (1 - X) r2] is in 29. Sa is obviously convex, 
since K is convex. 
S1 and S2 are disjoint. If not, there is an (x, r) E S n S2, which implies: 
F(x) > r >F(-) x an d x E K. This contradicts the optimality of 5. Hence, S1 
and S2 satisfy the hypothesis of (A:l) so there exists a nonzero functional 
(5,~) and a number 5 such that: 
(i) Tr - (if, x> < ~5 V(x, r) E S’ 
(ii) Tr - (a; x> > 5 V(x, r) E S2. 
Because S1 is open the first relation must hold with strict inequality. If 
some (2, F) E S satisfies 
qP - (ii, a> = or. 
Then there exists a neighborhood of 4, P in 6, containing a point (x’, r’) such 
that Tr’ - (a, x’) > cu. 
s This can be weakened to F 1.s.c. and concave on an open set containing K. 
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We can also establish by contradiction that the real number 7 is strictly 
positive. If 77 = 0, then (a, F(Z) - 6) E S, and (a F(K)) E S2 for any 
6 > 0, so we could say - (a; 2) < & < - (a; %). If 7 < 0 
then V@‘(X) - $5 - (3, a> < &, ‘~‘6 > 0. By making 6 arbitrarily large the 
bound can be violated. 
Let a = a/y, 01 = oil?. Now: 
(9 r - (e, x) -=c a 
(ii) F(3) - (a, x> > ry 
Note that (x,F(f)) E 9, Vx E K. 
Also, VS > 0, 
V(Y, x) E s1 
Vx E K. 
F(n)-s-((a,~)<a~F(5)-((a,z) 
which implies (Y = F(Z) - (a, a) and 
F(S) - (a, X) < F(S) - (a, x) Vx E K 
or 
<a, 3) 2 (6 x> Vx E K. 
Again, 6 > 0, (F(x) - S, x) E S1, Vx E X. Therefore 
F(x) - 6 - (a, x) < F(S) - (a, f) VXEX,S>O. 
Consequently 
F(x) < F(z) + (a, x - *) VXEX. I/ 
For our first result we shall assume that F is a concave functional on 
Lr[O, T], which is continuous in the strong topology. From (A:4) this implies 
F is upper semi-continuous in the weak topology. The boundedness assump- 
tion in part one is still assumed to hold. 
We shall impose the following algebraic assumption. 
III. Vt, 
{x / B(t) x < 0, x > O} = (0). 
(2) LEMMA. Algebraic condition III implies that pos[B’(t), - I] is equal to 
RM far every t. Thus III implies II. 
PROOF. Suppose not, then there exists a vector d in RM and time t such 
that: 
B’(t) y - Iv = d, y>o,vto 
has no solution. By Farkas lemma this implies that 
x’&(t) 4 0, x’(- I) < 0, x’d > 0 
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has a solution. This in turn says x # 0, so 
B(t) x < 0, x >,O,xfO 
has a solution, a contradiction. j] 
Since pos[B’(t), - I] = P, condition II is satisfied for any objective 
function a (*). 
(3) THEOREM. If F is concave and continuous and I and III hold, then there 
exists a saddle point (5, a), where s and u are bounded measurable. 
PROOF. Theorem (2:8) in part one implies that any feasible solution 
z B P(c) can be written as z = zr + z2 where z1 E P(c), a weakly compact set 
and z2(t) > 0, B(t) z”(t) < 0 for a.a. t. Condition III implies z”(t) = 0. Thus 
P(c) is compact and by (35’) part one, nonempty. Since F is weakly u.s.c., 
it attains its maximum at Z in P(c). 
Theorem (1) assures the existence of an element a in Lc[O, T] such that 
(i) H solves 
max. (a, z) 
s.t. AZ<C, aa0 
(ii) F(z) <FM + < a, z - Z) vz ELf[O, T]. 
Note that the problem described in (i) is a continuous linear program, 
which satisfies the hypothesis of the duality theorem. Therefore there exists D 
such that. 
A’@ > a, Cl>0 
(ii& c) = (a, Z) 
(ai, A.% - c} = 0. 
Thus VW > 0 
II@, @) = F(T) - (w, Aa - c) < F(z) - (w, A.% - c) = H(%, w). 
This establishes one side of the saddle condition. 
Since A’a > a. (A’@, z) 2 (a, z) for every a > 0. In addition, for every z 
F(z) <F(Y) + (a, z - 2) = F(T) + (a, z) - (a, c}. 
Combining these two facts we can easily show that for every z > 0 
H(z, ti) = F(z) - (@, Az - c) <F(Z) = H(z, ~5). 11 
Consider F with the special form 
F(z) = 4 I’ [z(t)’ Q(t) z(t)] dt + <a, z> = $ <zQ, z> + <a, z>. 
II 
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The N x N matrix functionQ(t) is symmetric, negative definite, and bounded 
measurable. This implies F is concave, differentiable, and 
DF[z, ] = SQ + a. 
(4) THEOREM. If F is as described above, I and II hold, and for every t 
pos[Q’(t)l C poV(t), - 11 
Then there exist bounded and measurable functions (3, G) which solve the saddle 
value problem. 
PROOF. 
!kp(F(z) / x E P(C)) = Sup(F(z) j z E F(C)>. 
Note if z E P(c), .z = 9 + 9 
F(,S + 9) = (ffff) + ry) + (.zlQ, x2) + (a, zl) + (a, 2”). 
Since Q(t) is negative definite Vt, <x”Q, z2) < 0. By hypothesis 
pos[Q’(Q 1C pa@‘(t), - 11 
so xl(t) > 0 implies that 
[ 
fip-J E pos[B’(t), - I] for every t. 
This implies 
+> Q(i) -- 
2 
* 22(t) < 0 Vt and a(t) S(t) < 0 vt. 
Thus <.zlQ, z2) < 0, and <a, zz) < 0. Therefore F(z) <- F(zl), so F attains its 
max in P(c), at a point 5. 
As before z solves 
max(.%Q + a, z) 
s.t. Az<c, x 30. 
We can easily verify that for each t 
(z(t) Q(t) + 4W E pNB’(t), - 4 
and apply the duality theorem. The fact that the optimal dual solution and f 
form a saddle point is established in the same manner as Theorem (3). (1 
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4. PSEUDO-C• NCAW OBJECTIVES: 
NECESARY AND SUFFICIENT CONDITIONS FOR OPTIMALITY 
When pseudo-concave objectives are considered, we cannot establish the 
existence of saddle points. However, we can describe necessary and sufficient 
conditions for optimality. 
(1) THEOREM. Under I and III, ifF is pseudo-concave, then 
(a) Optimal solutions exist. 
(b) The following conditions are necessary and st@cient for a solution z to 
be optimal: 
(i) Af < c : B > 0. 
There exists a @ such that 
(ii) A’@ > DF[2, ] : u > 0 
(iii) (ti, c) = DF[%, s]. 
PROOF. If F is pseudo-concave, it is quasi-concave and upper semi- 
continuous in the weak topology. III implies the constraint set is weakly 
compact, so an optimal solution Y will exist. Let OF@, 1, an element of 
Lz[O, TJ, be the derivative of F at 5. 
Consider Theorem (9) in Appendix A. This says that f is an optimal solu- 
tion for the continuous linear program 
Max DF[q z] 
Subject to z E P(c). 
The duality theorem applies, since I and III, which implies II, are assumed 
to hold. Thus there exists a u > 0 which is dual feasible, A’ti > DF[%, ] 
and has equal objective value (6, c) = DF[E, .%I. 
Conversely, if (i)-(iii) hold, then f is the optimal solution for the continu- 
ous linear programming problem cited above. This implies I solves the 
original problem, again appealing to Theorem (9) in Appendix A. 
APPENDIX A 
(1) THEOREM [2], pg. 417. In a linear topological space, any two di+int 
convex sets, one of which has an interior point, can be separated by a nonzero 
continuous linear functional. 
(2) DEFINITION. A function F : X + R is 
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(i) Quasi-Concave if cy E R, (x ) F(x) > a} is convex 
(ii) Concave if V pair of points x1, x2 E X and VA E [0, 11: 
F[hxl + (1 - X) 31 > hF(xl) + (1 - X) F(9). 
(3) PROPOSITION. Concavity implies quasi-concavity. 
PROOF. Suppose x1, .lc2 are both in {x [F(x) 3 a) and X E [0, 11. Then 
F[kd + (1 - A) x”] >, hF(xl) + (1 - A) F(G) 
so 
F[W + (1 - h) $-J > xol + (1 - h) a = cy 
which implies 
Xx1 + (1 - h) x2 E {x / F(x) > a}. /j 
(4) THEOREM. A quasi-concave functional which is U.S.C. in the strong 
topology is U.S.C. in the weak topology. 
PROOF. Va, {x j F(x) > } cy is convex and closed in the strong topology, 
therefore closed in the weak topology. 11 
(5) THEOREM. An U.S.C. function attains its maximum on a compact set. 
PROOF: [1], p. 72, Theorem 2. // 
Diferentiable and Pseudo-Concave Functions 
(6) DEFINITION. A functional F, is di&mntiablel on a Banach space X if 
VZ E X, there exists a continuous linear function DF[g, ] such that 
F(3 + z) - F(S) = DF[z; z] + a(.%, z). 
Where 
I 4% 4 I ---f 0 
llzll ’ as 
(j .2 /) -+ 0. 
(7) DEFINITION. A differentiable functional F is pseudo-concave if for every 
2, Dfl~, z - .??I < 0 implies F(z) < F(Z). 
(8) PROPOSITION. 
(i) A differentiable function is continuous, 
Dqq z] = liiy [F(z + :) - F(z)] . 
1 In the sense of FrCchet [6], p. 333. 
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(iii) A concave, differentiable functional is pseudo-concave. 
(iv) A pseudo-concave function is quasi-concave. 
PROOF. 
(i) For any Z, let ,8 = [I DF[.%, ] (j and an -+ x 
IF(~+x”--)-FF(~)(~B((z~-nll+01(~,zZn-f) 
as zn -+ 5, F(9) 3 F(Z). 
(ii) F(x + AZ) -F(z) = DF[.%, AZ] + “(Z, AZ) 
= hDF[,%, z] + a(~, Ax) 
F(z + AZ) F(H) 
h 
= DF[z, z] + Ay 
(iii) By concavity VA E (0, 1) and 9, x2 
F[X2 + h(xl - x2)1 - F(X2) > $yxl) _ Q2) 
x 
as /\ -+ 0, (ii) implies 
DF[x2, xl - x2] 3 F(x1) - F(x2) 
which insures that F is pseudo-concave. 
(iv) Suppose not. Then there exist 9, x2 and ~2, ;\ such that: 
F(xl) > G, F(x2) 3 G, O<X<l 
x(X) = xx1 + (1 - X) x2, F[x(x)] < E. 
By pseudo-concavity if F(xl) > F(x(x)) then 
DF[x(X), x1 - x(l)] > 0. 
Similarly 
DF[x(X), x2 - x(A)] > 0. 
Multiply the last two relations by x > 0 and (1 - A) > 0 respectively and 
recall that DF[x(x), ] is a linear functional. 
DF[x(x),xxl + (1 - G)xe - x(A)] > 0, 
but 
Ax1 + (1 - X) x2 - x(X) = 0. 
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(9) THEOREM. If F is pseudo-concave and K is a concave set. Then 2 solves 
(9 Max{F(z) I z E K} 
;f, and only if, f solves 
(ii) Max{DF[%, z] / z E K}. 
PROOF. If 2 solves (ii), then Vz E K, DF[2, x] ,< DF[z, z], or 
DF(z, z - Z) < 0 which implies F(x) <F(2). 
Conversely suppose f solves (i), but not (ii). Then there exists a 3 E K 
such that DF[z, 01 > DF[%, z]. 
Therefore for some 6*, 0 < 6* < 1, F[% + 8*(9 - s)] -F(g) > 0. But 
f + 8*(f - Z) E K, which contradicts the optimality of f [I 
APPENDIX B 
LOCAL MAXIMAL PRINCIPLE 
By letting 
g(x, t) =f[x, t] -f[%(t), t] - [w(t) B(t) - w(s) K(s, t) ds] * [x - f(t)] 
and applying Theorem (3) of this appendix, we can establish the needed 
result. 
Theorem (1) is a generalization of Lusin’s Theorem. 
(1) T HEOREM. If g : RN x E -+ R is continuous in x for every t, measurable 
in t for every x, then for every 6 > 0, there exists an open set G such that: 
(9 P(G) < 6 
(ii) g is continuous on RN x [E n Gc].2 
PROOF. [5], Corollary 2.3. // 
(2) THEOREM. If E is any Lesbeque measurable subset of [O, T], then QS > 0, 
there exists a compact set K such that 
(i) KCE 
(ii) p[E n Kc] < 6. 
z G” is the complement of G. 
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PROOF. According to Royden [7], p. 52, Proposition 15, there is a closed 
set K which satisfies (i) (ii). Since [0, 7’1 is bounded, K is compact. jJ 
(3) THEOREM. If (i)-(iv) hold then there exists a measurable function z(t) on 
E such that j&$x(t), t] dt > 0. (1 
(i) g : [RN x E] -+ R is continuous in x, Vt; meamrable in t, Vx 
(ii) ,u(E) = S > 0 
(iii) Vt E E, 3 un x(t) such that g(x(t), t) > 0 
(iv) there exists a measurable function E on E such that g[2(t), t] = 0, 
VtEE. 
PROOF. Let 6, = S/2. From (1), there exists a set G, such that p(G) < S, , 
and g(x, t) is continuous on E n GC = El, p(El) > S/2. 
From (2), with S, = S/4, there is a compact subset K of El such that 
p(K) 2 S/4. The restriction of g(x, t) is continuous on K. 
For each i E K, there exists a point x(E), and a neighborhood3 N(f) such 
that g(x(f), t) > 0 f or t E N(Z). K = u {N(t)) 1 t E K}. This is an open 
covering of K, compactness implies a finite subcovering. 
There exist a finite number of ti , i = 1,2,..., n; ti E K such that 
K = (j N(tJ, 
i-1 
0 -=c $ G P(K) ,< i &WI. 
is1 
Therefore for some ti , say tl , 
/4wdl > 0; and 
Let 
g(&), t) > 0, vt E N(t,). 
z(t) ~ 
I 
s(t1) t E Wl) 
44 t # WI) 1 
z(t) is measurable, and 
j-&Oh tl dt > 0. II 
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