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In 1934, Walsh noted that the Taylor polynomial of degree n can be obtained by 
taking the limit as E ---f Of of the net of nth degree polynomials which best ap- 
proximate f in the closed discs z / < E. Later, this result was generalized to 
rational approximation. In a recent paper, Shisha and the first two authors 
generalized this idea to the idea of best local approximation. In this paper, using a 
different technique, we study this problem in the L, setting. Consequently, better 
results follow under weaker hypotheses. 
1. IP~TRoDuC~ 10~ 
When studying spline or piecewise polynomial approximation, it becomes 
apparent that the behavior of the approximants on small intervals is of great 
importance. Very little is known in this area. In this paper, we study this 
problem in the setting of best L, local approximation. 
Let M be a class of functions in L,[O, 61 where 6 > 0. Suppose that for 
each E E (0,6], a function fin L,[O, 61 has a best L,[O, ~1 approximant p<(j) 
from M. If as E + O+, the net { Pd.f)} converges (in some sense) to some 
function pa(f) E M, we say that p,(f) is a best Lz local approximant off(at 0). 
In [2], this problem was introduced and studied when the supremum 
norm is used. In the present paper, we use a different method to study 
the L, case. Consequently, “better” results can be obtained under weaker 
conditions. More generally, we consider the set p,(f) of cluster points of 
the net 1 PLO> as E + O+. Examples can be obtained to show that P,(f) may 
be the empty set, a singleton, or a linear convex set with more than one 
element; but it is not known, even in the “simplest” case if P,(f) is a convex 
set. Much is left unexplored due to the diverse nature of this problem. 
In Section 2, we will prove the main theorems, including conditions to 
guarantee that P,(f) is a singleton. In the Section 3, we will give a very preli- 
minary result on p,,(f) and will show the connection between best L, local 
quasi-rational approximants and Padt approximants. 
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2. MAIN RESULTS 
Let zfl ,..., U, E C+l[O, S] for some positive 6 such that the wronskian 
matrix 
satisfies the condition det W9i(~, ..., U, ; 0) # 0. Set W, = Wn(ul ,..., u, ; 0) 
and let S, = S,(u, ,..., u,) be the vector space spanned by u1 ,..., U, . Hence, 
S, is an n-dimensional subspace of L,[O, 61. For an f E L2[0, E], 0 < E < 6, 
we denote by pE(f) the (unique) best L,[O, E] approximant off from S, , 
i.e., II p,(f) -f IIE = inf{lI p -f (ic : p ES,}, where I/ . Ilc = (*, .)i’” and 
(f, g). - Jifg. In this section, we will establish the following results. 
THEOREM 2.1. Let f E C2-l[O, S] where 6 > 0 and 1 < I < n. Then for 
eachj,O <j <I- I, 
lim (p,(f) -f)(j) (0) == 0. (2.1) 
E-iOf 
Now let ej = [O,..., 0, 1, 0 ,..., ] with 1 at the jth entry and [c,,~ ,..., c,.Jr = 
W;‘ejT, where, as usual, the superscript T indicates the transpose of a matrix. 
From the above theorem, one can easily obtain the following 
THEOREM 2.2. Let f E C+l[O, S]. Then the net {p,(f)), 0 < E < 6, 
converges uniformly in some neighborhood of 0 to some p,(f) E S, as E ---f Of. 
Furthermore, 
(2.2) 
It is clear (cf. [3]) that if det W, # 0, then {ul ,..., u,] satisfies the Haar 
condition on some interval [0, co] where 0 < co < 6. We will next show that 
if {U1 ,...) u,} satisfies the Haar condition, then the condition det W, # 0 
is necessary for the existence of best L, local approximants p,,(f) for every f. 
THEOREM 2.3. Let {ul ,.,., Us} satisfy the Haar condition on [0, S], 6 > 0. 
Then det W, # 0 ifand only if the net { p,( f )}, as E + Of, converges (uniformly 
on some [0, ~~1, l o > 0) for every f E P-l[O, S]. 
In order to prove the above theorems, we need several lemmas. 
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LEMMA 2.1. Let D,(E) be the determinant of the Gramian matrix 
I, 
(I. I, < <I,t\, “’ i 1, t ‘L-1,,,c 
. . . . . . . . . . 
/p-l, 1 -:, ‘f”FJ f .., * < <<t”- 1, [‘L-J) l I 
Then D,(E) = C,E~. where 
is a non-zero constant independent of E. 
ProoJ Consider the function 
It follows that 
-Yl Xl”/2 .*' 
x,2/2 s,“/3 *.. 
. . . . . . . . . . . . . 
Xn’l/ll s”ifl/(n + 1) ‘.. 
. y-1 
1 
. . . . 
(2.3) 
where the subscripts off indicate partial derivatives. Hence, 
as asserted. It is clear that C,& # 0. 
LEMMA 2.2. Let A = (aij) be the n x n matrix 
[i ..:; .jl_. a’:] 
and let (j, ,..., ,j,) be any permutation of(l) 2 ,..., n). Then cbl ai,ii = rz’. 
The proof of this lemma is clear by observing that ai,i, = ji f i - 1. 
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LEMMA 2.3. Let g E C[O, 61, 6 > 0, such that g(t) = o(tI-l) as t + Of, 
where 1 < 1 6 n and let Dk( g, E) be the determinant of the matrix 
i 
(1, l>, ... (I, t”-2), (1, g>, <I, t”), ... (1, t-l), 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
(P-l) l)E ... I (P-1, t”-2), (F-l, g)< (F-l, tq, ... (F-l, tn--l)f 
Then Dk( g, E) = o(E~‘) as E + Of, for each k = l,..., 1. 
Proof. Let 8(c) = max{Ji / g(t)1 tj dt/@+i: 0 < j $ n - l}. For 1 ,< k < Z, 
it is clear from the hypothesis that 8(e) tends to 0 as E + O+. Now expand the 
determinant and estimate term by term. Then by using Lemma 2.2, we have 
1 Dk( g, E)/ < 6(E)(n!) ln2 for 1 ,< k < E. 
Next, we consider a change of basis. Let [cj,l ,..., cj,Jr = Wi’ejr be as 
defined previously and let 
Vj = (j - l)! f Cj,.lUi , (2.4) 
i=l 
1 < j < n. The following lemma is self-evident. 
LEMMA 2.4. For each j = l,..., 12, uj(t) = tj-l + o(t”) as t -+ O+. 
By using the above lemma, we immediately have 
LEMMA 2.5. Let f E Cz-l[O, 61, 6 > 0, where 1 < I < n. Then 
as t -+ Of. 
Next, we have the following estimate of the Gramian determinant of the 
basis {ul ,..., v,]. It follows from Lemmas 2.1 and 2.4 and the proof of 
Lemma 2.3. 
LE'MMA 2.6. Let D,(u, ,..., v, ; E) be the determinant of the Gramian 
matrix 
Then D,(v, ,.,., v, ; E) = (C, + o(1)) E”’ as E ---f O+, rvhere C, is the nonzero 
constant given in (2.3). 
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With the above preliminaries, we can now prove the main results. Clearly 
(Cl >...> c,,] is a basis of S, . Let f E Cl-l[O, 61 and write p,(f) = ~~=, :~~,~r,; . 
It is well-known that 
From Lemma 2.5, we have 
By a proof similar to that of Lemma 2.3 and by using the estimates I’m = 
tj-l + o(t”), we have N,(o(t’-l), k; E) = o(P*) as E --j 0+ for 1 < k -(: 1. 
Hence, using Lemma 2.6, we have IX~,~ : f’k-l)(0)/(k - l)! + o(l) as 
E + O+. That is, forj = 0 . . . . . I - I, 
(p,(f) - f)“’ (0) == f xr,Jy(0) - f”‘(0) 
A-1 
=- j!aj- l,< - f(j)(O) ---f 0 
as E --) Of. This completes the proof of Theorem 2.1. In particular, if 1 :m II, 
then p,(f) = C’l= L 1 N~~,<zJ~ converges component-wise. and hence, converges 
uniformly in some neighborhood of 0. The limit function p,,(f) is clearly 
given by (2.2) by using (2.4). Hence, we have Theorem 2.2 and one direction 
of Theorem 2.3. To complete the proof of Theorem 2.3, we note that 
( pF(f) - f, u), = 0 for every u E S, , and by standard arguments, since 
S, is Haar, p,(f) - fhas at least n sign changes on [0, E]. By applying Rolle’s 
theorem and taking E --f O+, we have (jq,(f) -f)(j)(O) = 0 forj = O,..., n - 1. 
Hence, for all choices of (f(0),...,f(“-lr(O)), there always exist (a, ,..., CI,) 
such that, writing p,,(f) = & alcuk , we have w,[a, ,..., anIT = 
[f(0),...,f(“-l)(O)]r. That is, W, is invertible. 
It should be mentioned that the hypothesis on the system (u, ,..., ZI,: 
can be slightly weakened. In particular, Theorems 2.1 and 2.3 still hold if 
if we assume instead that u1 ,..., U, are linear combinations of sufficiently 
smooth functions v1 ,..., c’, having the property that cj(r) = tj-l + o(t”) 
ast--+O+,j== l,..., n. 
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3. BEST LOCAL APPROXIMANTS AND CONSEQUENCES 
As in Section 2, let S, be the space spanned by Cn-l[O, 61 functions, 
U1 ,..., iY, , whose wronskian matrix evaluated at 0, denoted by W, , is 
nonsingular. Let fe L,[O, S] and am be the (unique) best L,[O, ~1 approxi- 
mant off from S, . If f is smooth enough at 0, say of class C+l[O, 61, then 
the net {p,(f)}, as E --+ 0+, has a unique cluster point, namely the best L, local 
approximant p,(f) ofJ If we consider the function f(t) = t”, IZ - 2 < a: < 
y1 - I, it is easy to show that the net (p,(f)), 0 < E < 6, of best L,[O, E] 
approximants from the space of all (algebraic) polynomials nTT, with degree 
no greater than II - 1 has no cluster point. Hence, the condition Cn-l[O, 61 
in Theorem 2.2 cannot be weakened to C”[O, 61 with CY < n - 1. However, 
the condition that f~ Cn-l[O, 61 is by no means necessary for the existence 
of best L, approximants. This can be seen from the example f(x) = 
x sin(l,lx) and S, = ~~ ; in this case by using the Riemann-Lebesgue 
Lemma, it is easy to show that pa(f) = 0. 
For ,f E LJO, 61, we let P,(f) be the set of all cluster points of the net 
{Pdf)JY as E -+ Of. We have seen examples where P,(f) is a singleton and 
where P,(f) = O. We will next show that P,(f) may consist of a continuum 
of functions. 
EXAMPLE 3.1. There exists an f * E C”(0, I] n C[O, l] such that 
card I’,,( f *) > 1. 
Proqf. We first construct a discontinuous function f having the required 
property. Let {p?} be a positive sequence converging to 0 and set p,, = 1. 
We only consider the case when S, = rz, the space of all linear poly- 
nomials. Let P = P?,, be the metric projection onto nz . We define f(t) 
to be -ft and -t alternately so that j f(t)1 = t < 1 on [0, l] as follows: 
First let f(t) = t on (6, , S,] where 6, = 1 and 6, E (0, 1) is chosen such that 
1) P(f)(t) - t /Is0 ,( pO. Even though f is not defined on [0, S,], the absolute 
continuity of the integral along with the fact that IfI < 1 assures that the 
above inequality makes sense. On (6, , S,], we let f (t) = -t where 6, E (0, 8,) 
is chos.en such that 11 P(f)(t) + t 1161 < p1 . Using induction, we have a 
sequence 6, > Sz > ... > 0, 6, + 0, such that f (t) := (- 1)” t on (S,-, , S,] 
and such that 1) P(f)(t) - (-1)” t IIs, < pn . Hence, P”(f) contains the func- 
tions t and -t. By using standard smoothing techniques, we may change 
fto f * E P(0, I] n C(0, I] so that t, -t E P,(f*). 
We next show that under certain circumstances, P,,(f) is a linear convex set. 
PROPOSITION 3.1. Let f E L,[O, 131, 6 > 0, such that 
A(f) = $ %.A4 
i=l 
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where OI~,~ --f O!i , as e---f OCR, for i ~~~ I,..., n --- I. Then P,,(f) is conrc.~ (u 
line segment or empty). 
Proof. Suppose that P,(f) is not empty and that II, z: E P,(f). Then we 
need only show that (1 -- h) u + XU is in P,,(f) for all h, 0 < h <: 1. 
Note that u = Bu, + CJYjl ajuj and c = yun -1 CyLt ~jll, . By definition, 
there exist qi + 0+ and 6, + 0+ such that p,<(f) --j II and pa,(f) + 2: as 
i + 0. Since p,(f) is continuous as a function of E (cf. (2.5)), by the lnter- 
mediate Value Theorem, for each X E (0, 1) there is a sequence fi ---f Of such 
that 
n-1 
P&> = [Cl - 4 P + bl un f ,5, yj.Eiui 
It follows that pei(f) --f (1 - A) u + Xv, or (1 - X) u t hu E P,(f). 
By applying Theorem 2.1 and the above result, we have the following 
PROPOSITION 3.2. Let S, be the subspace of C”~l[O, 61, 6 > 0, functions 
with a basis {ul ,..., u,> such that det IJV’~~(U~ ,..., u,, ; 0) f 0. Letf E Cn-2[0, 61. 
Then the set P,(f) is either conrex (a line segment) or empty. 
Next, we apply the results from Section 2 to quasi-rational approximation: 
Let P and Q be finite dimensional subspaces of continuous functions on 
[0, 61, 6 > 0. Let m = dim P, n = dim Q and suppose that dim Q, = n, = 
n - 1, where Q, = (4 E Q: q(O) = 0). Let Q, :== {q E Q: q(0) = I}. For an 
f E L,[O, 61, we consider the following minimization problem: 
inf(l~ fq ~ p ~ .:p~p,q~Q,:, (3.1) 
where 0 < E < 6. By a standard argument, it is easy to show that this 
problem always has a solution. If, in addition, the space 
JG-{fq+p:p~P,q~Qol (3.2) 
is a Haar subspace of continuous functions on [0, S], it can also be shown that 
the solution (p,(f), q&f)) is unique, and will be called the best L,[O, E] 
quasi-rational approximant pair off from P x Q, . 
Now, let P, Q C Cna’n-2[0, 61 where m > 1 and n > 2 and { p1 ,..., p,J, 
h ,-.., qnO} be bases of P and Q, respectively. For f E Cm+n-2[0, 81, let 
#I~ = fqiem. for m < i < m + II, . Then {dl ,..., $,,+,,j spans R, . Assume 
that the wronskian matrix W’(f) = W,+,,(+, ,..., &+nO ; 0) of (4, ,..., $m+n,} 
evaluated at 0 to be nonsingular. Then it follows that R, is a Haar subspace 
with dimension m + IZ~ (cf. [2]). Hence, f has a unique best L,[O, E] quasi- 
rational approximant pair (p,(f), q<(f)) from P x Q, for every E, 0 < E < 6. 
By a proof similar to that given in [2] and by using Theorem 2.2, we have the 
following 
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THEoREhl 3.1. Let f E Cm+n-2[Q, 61, 6 > 0, be such that det W(j) # 0, 
and let ( pE(f), q.(f)), 0 < E < 6, be the best L,[O, E] quasi-rational approxi- 
mant off from P x Q, . Then the net {p,(f), q<(f)), as E + O+, converges 
uniformly on some neighborhood of 0 to a pair (p,,(f), q,,(f)) E P x Q, . 
Furthermore, for each j = 0 ,..., m f n,, - 1, 
(f%(f) - Po(fW(O) = 0. (3.3) 
The equations in (3.3) are the PadC equations (cf. [l]). In [2], it is shown 
that if f(x) = a, + *** + a,n+nx7n+n + O(xmfn) is in Cm+n[O, 61, 6 > 0, 
then 
det fG+la+l(L..., t”,f(t> t,...,f(t> tn; 0) 
= fi fij! (m + i)! . “7 . . ?ll. . ‘:’ . ?:-17-: 
arn+n-l amin- ... am 
where aj =: 0 for j < 0. Hence, we have the following 
THEOREM 3.2. Let P = T,+~ , Q = rrnfl and f(x) = a,, + **a + 
QnlirkX m+n A o(xm+%) E cY+?~[O, 61, 6 > 0, such that 
a, a7,L-1 ... %wLfl 
an,+, am ... am-nl-2 + o 
. . . . . . . . . . . . . . . 
am, npl amLn.-2 A.* arm 
where aj = 0 if j < 0. Let ( pE , qJ, 0 < E < 6, be the best L,[O, E] quasi- 
rational approximant off from P x Q, . Then the net {( pE , qJ), as E j Of, 
converges uniformly on some neighborhood of 0 to the [m/n] Pad6 approximant 
ofJ: 
4. FINAL REMARKS 
In Proposition 3.1 we show, under rather restrictive hypotheses, that 
J’,,(f) is convex. It is not at all clear whether P,,(f) is convex in general and 
in fact it is not even known whether P,(f) is connected. These questions 
seem to deserve further study. The analogous problems for L, , p # 2, co, 
are still open. 
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