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Abstract
Motivated by increasing interest in various types of nanoparticles or fillers added to
polymers to enhance the material properties, the Polymer Reference Site Interaction
Model (PRISM) theory is applied to study the structure and miscibility of polymer
nanocomposites (PNCs). Spherical fillers are studied in homopolymers of varying den-
sity and interfacial interaction strengths, with specific favorable comparisons to ex-
perimental scattering results. Also discussed briefly are copolymers composed of two
types of monomer which interact differently with the filler. The polymer induced de-
pletion attraction is dominant and causes phase separation if interfacial attractions
are weak. Complete miscibility can be achieved at moderate interfacial attraction
strengths, due to a sterically stabilizing bound polymer layer. The bound layer re-
mains with a strong interfacial attraction, but phase separation is induced by polymer
bridging between nanoparticles. For copolymers, the bridging attraction is strongly
affected by chemistry and monomer spatial arrangement (random versus alternating).
The effect of nanoparticle dimensionality is explored by comparing rod, disk, and cube
shaped fillers. Nanoparticle interactions on several length scales are relevant in the de-
pletion regime. The bound polymer layer present in the miscible and bridging regimes
damps out order on these length scales in favor of increased order on an averaged filler
length scale. The effect of nanoparticle chemical heterogeneity was briefly explored by
investigation of fillers composed of two tangentially connected spheres with different
polymer interfacial attraction strengths or with an added inter-nanoparticle site-site
attraction. Such heterogeneous diatomic fillers exhibited additional structural features
and particle clustering compared to analogous homogeneous nanoparticles. Motivated
by recent experimental interest in carbon nanotubes, thin rod particles were further
investigated. Adding a strong rod-rod attraction relevant to nanotubes predictably
ii
leads to a strongly attractive potential of mean force at contact, especially when there
is little bound polymer. In the stabilized and bridging regimes, miscibility can persist
until a stronger rod-rod attraction if it is of shorter spatial range than the polymer-
rod interfacial attraction. An initial investigation of these attractive rods in a random
copolymer revealed that replacing the homopolymer with copolymer can significantly
reduce miscibility.
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Chapter 1
Introduction
1.1 Motivation and Goals
Nanoparticles are added to polymers to modify the material properties of the resulting
polymer nanocomposites (PNCs). For example, nanoparticles have been shown to have
interesting effects on the polymer glass transition1–4 and mechanical properties.5–14
The effects of the nanoparticle on the matrix persist for ∼ 3− 30 nm from the surface,
resulting in a significant volume of interfacially modified polymer at a relatively low
volume fraction of nanoscale fillers.15
Many types of nanoparticles and polymers are currently available, raising the pos-
sibility of tuning PNC properties for specific applications by varying, for example,
polymer chemistry, filler shape and size, or polymer-filler interfacial attraction. In
some systems, a significant shift in polymer properties near the nanoparticle surface
can be measured.10,11 Therefore, it is not surprising that changing the surface chem-
istry or grafting polymer to the particles can significantly affect the polymer-particle
interaction and the bulk properties of the composite.3,6, 16
A theoretical analysis of these systems could suggest design rules that guide the
choice of polymer and particle shapes and chemistries to create novel PNCs with spe-
cific spatial structure and properties. To maximize the effect of the nanoparticles on
the polymer matrix, good spatial dispersion is often desired.15,17 To this end, an un-
derstanding of the conditions which allow particle miscibility in the polymer melt is
crucial, and is a key purpose of this thesis. Description of the structure of the polymer
around the particles is a first step as polymers can either mediate a contact depletion
attraction, create a repulsive and stabilizing adsorbed layer, or “bridge” between parti-
cles resulting in formation of polymer-nanoparticle complexes or networks. Theoretical
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structure and miscibility results for the fundamental system of hard spheres in a ho-
mopolymer melt provide the context for description of more complex types of PNCs
and can be quantitatively compared with scattering experiments and simulations to
evaluate the accuracy of the theory.
Nonspherical fillers are of increasing recent interest due to their potential to affect
the polymer matrix on multiple length scales and at lower volume fractions than can be
achieved with spherical fillers.15 Experiments have especially focused on rod-like carbon
nanotubes16,18,19 and plate-like exfoliated clay particles.20 Questions to be addressed
by the study of aspherical fillers include: (i) how the various nanoparticle length scales
and surface area-to-volume ratios affect the real and Fourier space statistical structure
as quantified by pair correlation functions and structure factors, (ii) the influence of
filler shape on the formation of stabilizing bound polymer layers, (iii) how many body
effects at elevated nanoparticle volume fractions are influenced by filler shape and
the spatial overlap of perturbed polymer layers, and (iv) how both entropically and
enthalpically driven phase separation are modified by nanoparticle shape. Of special
relevance to nanocomposites containing carbon nanotubes (CNTs) are the competing
effects of filler-filler and polymer-CNT attraction strengths on PNC structure. Because
CNTs experience a strong attraction of ∼ 0.5eV per nanometer of length, they tend
to strongly aggregate and bundle, and much experimental effort has been devoted to
improving their dispersion.21 Therefore, a goal of theoretical work in this area is to
determine which types of (potentially experimentally tunable) chemical interactions
best promote miscibility of thin attractive rods in polymer melts.
Novel spherical and aspherical fillers include those which are “chemically heteroge-
neous”, or composed of chemically different parts. For instance, nanocrystals of CdS
have been grown on colloidal nanocrystals of Fe3O4 to create diatomic molecule like
heterostructures of various shapes and sizes.22,23 “Janus” particles can be created by
chemically modifying only one hemisphere of a hard particle.24 Such particles in a ho-
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mopolymer melt have the potential to form clusters or micelles of controlled size and
shape, with unknown but likely novel implications for the polymer structure and PNC
properties. Another heterogeneous particle created recently consists of a gold nanorod
with polymer tethers added to both ends, which changes the end-end interactions.25
This system is similar to a triblock copolymer, suggesting that small clusters of rod
ends may assemble to create a percolated rod network within the homopolymer matrix.
A chemically heterogeneous polymer, or copolymer, may also be used as the ma-
trix material. The consequences of polymer heterogeneity on the adsorbed layer and
polymer-mediated particle interactions may not always be intuitive. In recent exper-
iments at Oak Ridge National Laboratory, surface modified carbon nanotubes were
added to a melt of random copolymers composed of two monomer types, only one
of which had a specific interaction with the nanotubes. Interestingly, an intermedi-
ate copolymer composition yielded decreased nanotube bundling relative to that of
either homopolymer alone.26 Therefore, a theoretical investigation of such systems
might identify possible non-monotonic trends in miscibility as a function of copolymer
architecture and chemistry.
1.2 Prior Work
Considerable theoretical27–38 and simulation39,40 work has been devoted to various
colloid-polymer solutions, which provide a starting point for understanding the in-
teractions of colloids in a dense polymer matrix. One of the basic effects of adding
colloids to a polymer solution is that the existence of the impenetrable surface disrupts
polymer packing, and thus theoretical studies of polymers near a flat surface41–47 are
useful in understanding polymer-mediated effective interparticle interactions. Scheut-
jens and Fleer have reported the effect of a polymer-wall attraction: with no favorable
enthalpic interaction, the polymer maximizes its entropy by avoiding the constraint
of the wall, causing depletion between parallel walls. However, a favorable enthalpic
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interaction can overcome this entropic effect, causing the polymer to adsorb on the sur-
face and either stabilize the surfaces from coming together or create polymer bridges
between them.46 This depletion, stabilization, and bridging behavior is paralleled in
dense PNC melt systems but with distinctive (sometimes qualitative) differences due to
the short density fluctuation correlation length, near incompressibility, and significant
monomer scale order in a dense polymeric liquid.
Monte Carlo,48–51 molecular dynamics,52–57 and dissipative particle dynamics58 sim-
ulation methods have also been applied to study dense PNCs. A few simulations have
been performed on PNCs with aspherical particles, including Monte Carlo and molec-
ular dynamics studies of platelets59,60 and a molecular dynamics study elucidating
the effect of shape by comparing systems with icosahedral, rod, and plate nanoparti-
cles at the same volume fraction of 0.05.61 The latter study considered nanoparticles
composed of bonded sites of the same size as the polymer monomers, and a modest
interfacial attraction was introduced. The rods and icosahedra were well dispersed,
although sheets tended to aggregate in a parallel configuration with some interca-
lated polymer between them. The statistical ordering of polymers around the fillers
is shape dependent, with an increasing number of particle-polymer contacts and poly-
mer bridges as the nanoparticle shape changes from sheets to icosahedra to rods. The
simulations also predict significant differences in viscosity and tensile strength of the
composite depending on nanoparticle shape.61 Overall, due to the complexity of PNCs
and the importance of different length scales, simulations can be very expensive and
difficult or impossible to equilibrate, especially at significant nanoparticle volume frac-
tions and realistic filler sizes. Thus simulations must focus on relatively small particles,
low nanoparticle volume fractions, short chains, lower than meltlike densities, and/or
explore a very limited amount of parameter space.
Complementary theoretical work on PNCs was recently reviewed.62 Several versions
of density functional theory (DFT) have been extensively applied to dilute spherical
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nanoparticles in a nonadsorbing concentrated polymer solution.29,63–65 The polymer
induces a depletion attraction which becomes deeper with an increasing polymer con-
centration or particle size. DFT also allows addition of a polymer-particle attraction,
which mitigates depletion and can induce a small bridging attraction.30 Self consistent
mean field theory (SCMFT) calculations have found a depletion attraction between
spheres in a concentrated nonadsorbing polymer solution, and adsorbing polymer can
create an interparticle repulsion.48,66–68
Aspherical fillers have been the focus of only a few theoretical studies. Continuum
percolation theory has been employed to study rod-like particles of variable flexibil-
ity with effective interactions chosen to mimic a polymer melt. The volume fraction
of percolation is lowered by increasing the nanotube stickiness or increasing length
polydispersity.69 Percolation of nanotubes in semidilute polymer solutions has been
investigated using SCMFT.70 Rod miscibility depends on the detailed nature of poly-
mer adsorption, and both depletion and polymer-induced bridging are predicted. Due
to strong direct inter-rod attractions for nanotubes, dispersability is suggested to be
achievable only kinetically via a repulsive barrier in the polymer-mediated potential of
mean force (PMF). Polymer SCMFT has also been used to study parallel clay platelets
dissolved in a polymer melt.71 The platelets were predicted to not disperse (“exfoli-
ate”) unless the clay surface was mostly covered by grafted polymer and intercalants.
However, SCMFT is highly coarse grained in the sense that it does not properly cap-
ture total density fluctuations and liquid state packing effects on the monomer length
scale which are critical in concentrated solutions and melts.72,73
Much of the experimental and theoretical work involving chemically heterogeneous
PNCs has focused on block copolymers. Chemically different blocks of a copolymer
can microphase separate, and the filler may segregate into one of the microdomains.
Thus the filler takes on microphase order, which can be different than that of the
copolymer alone, producing rich and interesting phase behavior.74 SCMFT and DFT,
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as well as other theoretical methods, have been applied to such systems.75,76 However,
the microphase separation of copolymers is not a topic of this thesis. Thus, only
copolymers whose monomers are chemically similar (which can not microphase separate
in the dilute particle limit) except in their interaction with the nanoparticle are studied.
This case has apparently not been studied in prior simulation or theoretical work.
Simulations, DFT, and SCMFT have only explored a small region of the possible
phase space of polymer-filler mixtures, and have often focused on polymer solutions
rather than the melt. They have never been used to determine phase diagrams. Liquid
state theory can therefore advance the microscopic understanding of dense PNCs by
calculation of detailed real and Fourier space structure and phase behavior for a large
range of nanoparticle shapes, sizes, and chemical properties.
PRISM theory is a microscopic, statistical-mechanical approach developed to de-
scribe the structure and thermodynamics of polymers,72,73,77 and is explained in Chap-
ter 2. PRISM structure predictions for polymer melts78,79 compare well with ex-
periments and simulations.80 PRISM theory has also been applied to the study of
colloid-polymer solutions.81–87 The predicted thermodynamic and phase behavior of
these solutions compares well with experiments.87–89 More recently, PRISM theory has
been extended and applied to polymer nanocomposites.90–100 Its predictions show good
agreement with molecular dynamics simulations in the 1- and 2-particle limits,95,96 and
the effect of particles on the collective polymer structure appears similar to recent scat-
tering experiments.101 PRISM theory is an ideal choice for the study of PNC systems,
as it is computationally inexpensive yet allows a good representation of the monomer
scale liquid-like structure relevant to dense polymer nanocomposites. As described fur-
ther in Chapter 2, PRISM theory can treat spherical and aspherical nanoparticles and
chemically heterogeneous systems. Thus, the structure of the many types of polymer
and particle PNCs of interest experimentally may be relatively quickly and efficiently
investigated in both real and Fourier space, and calculations of phase diagrams are
6
possible.
1.3 Polymer Nanocomposite Structure
Several important length scales are involved in determining the structure of the model
PNCs studied in this thesis. The polymer is modeled as a freely-jointed chain of
elementary units, each of diameter d. The average global size is described by its radius
of gyration Rg. The filler is composed of one or more tangentially connected sites of
diameter D, typically of order or larger than the polymer Rg. Particles can experience
order on the site diameter, total molecule size, and other intermediate length scales,
depending on their shape. The dense polymer melt has liquid-like ordering on the scale
of the monomer diameter which persists even at high volume fractions of particles,
though adding particles quantitatively reduces monomer-scale order and can imprint
D-scale order onto polymer correlations.90,93 The monomer scale, instead of the Rg
scale, is the most important length scale of ordering in the dense melt, and therefore
the effects of polymer chain length on dense PNC structure are typically small. The
specifics of how polymer organizes around the particle depend on these length scales
as well as the polymer-particle interfacial attraction.90,93 To maximize its entropy, the
polymer should retain its random configuration and avoid the surface of the particle.
The compromise between this effect and the added enthalpic interfacial cohesion plays
a crucial role in determining the state of dispersion of particles. A basic understanding
of filler organization begins with the potential of mean force (PMF) between 2 dilute
fillers, shown in Figure 1.1. If the interfacial attraction is small, entropic considerations
cause polymer to be depleted from the particle surface, resulting an attractive PMF
at contact. At intermediate attraction strength, enthalpic considerations become more
important and a layer of polymer adsorbs on the particle surface, thereby stabilizing the
particles via a repulsive PMF. An even stronger attraction can induce a local minimum
in the PMF corresponding to particle attraction via bridging, i.e. partial sharing of
7
bound polymer layer between two or more particles.
The effects of depletion, stabilization, and bridging are discussed in greater detail
in Chapter 3, and phase diagrams are presented. Chapter 3 also explores the effect
of nanoparticle shape by comparing the structure and miscibility of PNCs containing
pseudo 1- 2- and 3- dimensional fillers. Chapter 4 presents a comparison of spherical
particle results to small angle x-ray scattering experiments, including a discussion of the
effects of chemical modification of interfacial cohesion and solvent dilution. Thin rodlike
fillers with a variable rod-rod attraction, motivated by carbon nanotube composites, are
examined in Chapter 5, which also includes discussion of rods in a random copolymer
melt. Chapter 6 studies the effect of chemical heterogeneity. Heterogeneous polymer
with spherical nanoparticles, as well as heterogeneous diatomic fillers in a homopolymer
melt, are considered. Finally, Chapter 7 summarizes the results of this thesis and
considers possible future directions.
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1.4 Figures
-8
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Figure 1.1: Potential of mean force (units of thermal energy, kT ) between dilute hard
spheres in a polymer melt as a function of surface-to-surface separation at a packing
fraction of 0.4, including conceptual sketches of the behavior, where the polymer is
a hard freely jointed chain of 100 monomers, the particle:monomer diameter ratio
D/d = 10, and an added interfacial attraction is exponential with range α = 0.5d and
variable strength pn in units of kT .
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Chapter 2
Theory and Methods
The Polymer Reference Interaction Site Model (PRISM) theory72,73,77 is used to calcu-
late the structure and thermodynamic properties of polymer nanocomposites. In this
thesis, the polymer is a freely-jointed-chain consisting of N segments with diameter d
and bond (persistence) length l = 4d/3, corresponding to a persistence length typical
of many flexible polymers. The fillers are spheres of diameter D or other shapes made
of tangentially-connected spherical sites of diameter D. Given the total system volume
fraction ηt and filler volume fraction Φ, the site number density ρ of each species can be
calculated: ρp = 6(1−Φ)ηt/(pid3) and ρn = 6Φηt/(piD3), where the subscript p denotes
a polymer segment and n denotes a nanoparticle (or nanoparticle site, in the case of
aspherical fillers). The monomer diameter d is chosen to be unity and all dimensions
are in units of monomer diameter unless otherwise noted. All energies are in units of
the thermal energy, kT .
2.1 PRISM Equations
PRISM theory is an extension of the Reference Interaction Site Model (RISM) theory
for small rigid molecules to polymers in which end effects are ignored (monomers are
assumed to all have identical interchain correlation functions).79 Soon after it was
developed, the theory was extended to polymer mixtures.102 Each molecule is com-
posed of sites, and given the site densities and intramolecular correlations, the theory
is used to calculate the intermolecular pair correlations. The equations for polymer
nanocomposites with spherical fillers, or with each filler site assumed to be equivalent,
are essentially formally the same as those for a blend of two homopolymers. For PNCs
with a chemically heterogeneous polymer or filler, two types of inequivalent sites exist
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within a species, which increases the number of correlation functions and adds a nonzero
intramolecular correlation for the heterogeneous species. The relative positions of sites
within a molecule are described by the intramolecular probability distribution function
ω. The matrix Ornstein-Zernike or Chandler-Andersen equation, Equation 2.1, relates
the site-site intermolecular pair correlation function, g, to the site-site intermolecu-
lar direct correlation function C, and can be considered the definition of the direct
correlation function.
H(k) = Ω(k)C(k)[Ω(k) +H(k)] (2.1)
Here, H(k) and C(k) are matrices containing the Fourier transforms of ρiρjhij(r) =
ρiρj(gij(r) − 1) and Cij(r), respectively. Ω(k) is the matrix containing ω(k) weighted
by the site densities such that Ωij(k → 0) = ρiNj, where Nj is the number of sites of
type j in the molecule. Based on the normalization of ω in Equation 2.17, as used for
this thesis, for the diagonal terms Ωii = ρiωi and for the cross terms Ωij = (ρi+ ρj)ωij.
When the polymer and particle are both chemically homogeneous, there are only
two types of sites; polymer (p) and nanoparticle (n). Equation 2.1 can then be written
as 3 coupled equations, which in practice are rearranged to give hij(k) as a function of
Cij(k).
hpp(k) =
ωp(k)
2 (Cpp(k)− ρnωn(k)Cpp(k)Cnn(k) + ρnωn(k)Cpn(k)2)
λ
(2.2)
hnn(k) =
ωn(k)
2 (Cnn(k)− ρpωp(k)Cpp(k)Cnn(k) + ρpωp(k)Cpn(k)2)
λ
(2.3)
hpn(k) =
ωp(k)ωn(k)Cpn(k)
λ
(2.4)
λ = 1− ρpωp(k)Cpp(k)− ρnωn(k)Cnn(k) + ρpωp(k)ρnωn(k)
(
Cpp(k)Cnn(k)− Cpn(k)2
)
(2.5)
In the case that either the polymer or particle is chemically hetergeneous, there are
3 types of sites, and Equation 2.1 can be written as 6 coupled integral equations, which
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include the nonzero off-diagonal ωij describing the intramolecular correlation between
the different sites of the heterogeneous species. For the copolymer cases considered,
the polymer has two types of sites which have different interfacial attraction strengths
with the nanoparticle, which is chemically homogeneous. For the heterogeneous di-
atomic filler considered, the two filler sites have either different interfacial attraction
strengths with the homopolymer sites, or only one of the diatomic sites is attracted to
its counterpart on the other diatomics.
Many thermodynamic properties can be calculated from g(r). The potential of
mean force (PMF or Wnn) quantifies the polymer-mediated interaction between two
nanoparticles in real space and is given by:
Wnn(r) = − ln(gnn(r)) (2.6)
The mixture bulk modulus, KB is given at volume (V ) and pressure (P ) as:
90
KB = −V
(
∂P
∂V
)
T
=
ρp
N
− ρ2pCpp(k → 0) +
ρn
Nn
− ρ2nCnn(k → 0)− 2ρpρnCpn(k → 0)
(2.7)
The Fourier-space structure factors Spp, Snn, and Spn are:
S ′(k) = Ω(k) +H(k) = (I − Ω(k)C(k))−1Ω(k) (2.8)
where I is the identity matrix and S ′ is the unnormalized version of S: S ′ij = Sij
√
ρiρj.
For nonspherical fillers, a representation of collective nanoparticle structure can be
made in a “spherical particle” spirit which removes much of the differences between
shapes by computing the ratio Snn(k)/ωn(k), which equals unity in the dilute limit.
This approach is commonly adopted by experimentalists, and it also theoretically ap-
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proximates the nanoparticle center-of-mass (CM) structure factor:103,104
SCM(k) =
Snn(k)
ωn(k)
(2.9)
In the idealized incompressible random phase approximation (IRPA)105 potentially
relevant at relatively low wavevectors, the three partial structure factors are equivalent
after scaling by a constant,77
KppS
′
pp = KnnS
′
nn = −KpnS ′pn (2.10)
where Kij = νiνj/(ηt
√
νpνn) and νi is the site volume of species i. The total structure
factor is
Stot = KppS
′
pp +KnnS
′
nn − 2KpnS ′pn (2.11)
which is zero by definition of the IRPA.
In the two particle limit (when Φ→ 0), the second virial coefficient, B2, is calculated
from the PMF and is usually normalized by 4 times the filler volume (the limit for hard
spheres in a vacuum, B2,HS),
B2 =
B2
B2,HS
=
−2pi ∫∞
0
(gnn(r)− 1) r2dr
4NnpiD3/6
=
−3hnn(k → 0)
4NnpiD3
(2.12)
where Nn is the number of filler sites. This normalization was used for spheres and
the relatively small shapes studied, but in the study of long rods, B2 was instead
normalized by the B2 calculated for hard rods in a vacuum using the HNC closure, as
motivated further in Chapter 5. A lowest order virial analysis92 yields the following
criterion for spinodal phase separation (1/Sij(k = 0) = 0):
1− ρnρpSpp(k = 0; ρn → 0)
(
∂Cpp
∂ρn
)
ρn→0
+
2ρn
Nn
B2 = 0 (2.13)
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Neglecting the interfacial polymer-filler contribution (second term in Equation 2.13)
results in a simple criterion for phase separation at the volume fraction Φs:
92
Φs = −
(
8B2ηt
)−1
(2.14)
For spherical fillers it has been shown that the full spinodal calculation at finite volume
fractions yields important differences from the simple virial analysis, but Equation 2.14
is qualitatively accurate at low nanoparticle volume fractions as intuitively expected.98
Therefore, we expect that a negative B2 is a reliable indicator of impending phase
separation at low volume fractions, while a positive B2 correlates with stability and
the homogeneous phase.
2.2 Closure Relations
Approximate closures relate the functions hij(r), Cij(r), and the site-site potential
functions, Uij(r), and render the PRISM theory mathematically solvable. Prior work
has compared molecular dynamics simulations and PRISM theory in the 1 and 2 par-
ticle limits90,96 and showed good agreement based on the Percus-Yevick (PY) closure,
Equation 2.15, for polymer-polymer and polymer-nanoparticle interactions, and the
hypernetted chain closure, Equation 2.16, for nanoparticle-nanoparticle interactions.
C(r) = (e−U(r) − 1)(1 + h(r)− C(r)) = (e−U(r) − 1)(1 + γ(r)) (2.15)
C(r) = e(h(r)−C(r)−U(r)) − 1− h(r) + C(r) = e(γ(r)−U(r)) − 1− γ(r) (2.16)
Inside the hard core, Uij(r) = ∞, so both closures reduce to the exact result: h(r) =
−1, or g(r) = 0. For the numerical solution of the PRISM equations, each Cij(r) is
written as a function of γij(r) ≡ hij(r)− Cij(r).
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2.3 Intramolecular Correlation Functions
The shape of each rigid or statistically averaged molecule is described by its intramolec-
ular correlation function, ωij(r),
ωij(r) =
1
Nnorm
N∑
α,γ=1
ωαγ(r) (2.17)
where ωαγ(r) is a normalized probability density of finding sites γ of type i and α of
type j a distance r apart on the same molecule, and Nnorm is a normalization factor
equal to Ni for i = j and Ni + Nj for i 6= j. A chemically heterogeneous species is
described by 3 intramolecular correlation functions: one for each type of site and a
cross term which describes how the two types of sites are connected.
For a homogeneous freely-jointed-chain polymer, the Fourier transform of ω(r) is:79
ωpp(k) =
(
1− sin (kl)
kl
)−2(
1−
(
sin (kl)
kl
)2
− 2 sin (kl)
Npkl
− 2
Np
(
sin (kl)
kl
)Np+1)
(2.18)
where l is the distance between adjacent sites. Possible nonideal filler-induced con-
formational changes are ignored, and have been argued previously to be perturba-
tive.73,80 A recent fully self consistent73 implementation of PRISM theory for a spheri-
cal nanoparticle mixture supports the latter statement given changes of polymer radius
of gyration of ∼ 10% are found at filler volume fractions of ∼ 20%.106 The degree of
polymerization, Np, is 100 for the bulk of this thesis, and it is shown that changing Np
has only a small effect on PNC structure.
The three site-site ω(k) functions for an AB block copolymer with a variable prob-
ablility of A-A and B-B block connectivity (versus A-B block connectivity) along the
chain were reported by Sung and Yethiraj.107 Here only the case of single monomer
“blocks” is explored, though the “monomer correlation strength” λ is varied. This
quantity is defined by λ ≡ pAA+ pBB− 1, where pij is the probablility that a monomer
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of type i is followed by one of type j. Three cases are investigated in this thesis; the al-
ternating copolymer (λ = −1), the random copolymer (λ = 0), and the polymer blend
limit (λ → 1). The corresponding ωij(k) for an ideal FJC with A and B monomers
are:
ωii(k) =
1
Ni
Ntotfi +
2
Ni
Ntot+1∑
τ=1
(Ntot − τ)
(
f 2i + fi (1− fi)λτ
)(sin (kl)
kl
)τ
(2.19)
ωAB(k) =
2
Ntot
Ntot+1∑
τ=1
(Ntot − τ)fAfB(1− λτ )
(
sin(kl)
kl
)τ
(2.20)
where Ni is average number of i monomers in a chain, Ntot is the total number of
monomers in a chain, and fi is the fraction of i monomers.
For rigid molecules, ωij(k) is easy to calculate from Equation 2.17 by counting how
many sites (delta functions in real space) the average site would see at a distance x
from itself. The delta functions in real space are equal to sin(kx)/(kx) in k space. For
a sphere (a delta function at the origin in r space), ωnn(k) = 1.
The 1, 2, and 3-dimensional shapes considered are each composed of 8 sites, where
the sites are length L from adjacent bonded sites. The 1-dimensional shape is a rigid
rod, the 2-dimensional shape is a disk composed of a square of sites plus one site nested
in each of its sides, and the sites of the 3-dimensional shape are at the corners of a
cube. The intramolecular structure factors are:
8-site rod:
ωnn(k) = 1 +
7
4
sin (kL)
kL
+
3
2
sin (2kL)
2kL
+
5
4
sin (3kL)
3kL
+
sin (4kL)
4kL
+
3
4
sin (5kL)
5kL
+
1
2
sin (6kL)
6kL
+
1
4
sin (7kL)
7kL
(2.21)
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8-site disk:
ωnn(k) = 1+ 3
sin (kL)
kL
+
1
2
sin
(√
2kL
)
√
2kL
+3
sin (2kL sin (5pi/12))
2kL sin (5pi/12)
+
1
2
sin
(
kL
(
1 +
√
3
))
kL
(
1 +
√
3
)
(2.22)
8-site cube:
ωnn(k) = 1 + 3
sin (kL)
kL
+ 3
sin
(√
2kL
)
√
2kL
+
sin
(√
3kL
)
√
3kL
(2.23)
A rod of Nn sites is described by:
ωnn(k) =
1
Nn
+
2
Nn
Nn∑
τ=1
(Nn − τ) sin (τkL)
τkL
(2.24)
For heterogeneous AB diatomic molecules, each site is simply a sphere, so ωAA =
ωBB = 1, but the connectivity between the sites is:
ωAB(k) =
sin (kL)
kL
(2.25)
In this work, the bond length L for filler shapes is always equal to the site diameter D.
2.4 Site-Site Potential Functions
Intermolecular interactions are given by pair decomposable site-site potentials Uij(r).
Monomer-monomer interactions are hard core, and monomer-nanoparticle interactions
are hard core with an exponential attraction. Particle-particle interactions are hard
core with an exponential attraction added for some systems.
Upp(r) =
∞ , r < d
0 , r ≥ d
(2.26)
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Unn(r) =
∞ , r < D
−nne−(r−D)/αnn , r ≥ D
(2.27)
Upn(r) =
∞ , r < rc
−pne−(r−rc)/αpn , r ≥ rc
(2.28)
where rc = (d +D)/2 is the monomer-nanoparticle distance of closest approach (con-
tact). For spherical fillers, D/d = 5, 10, and 15 are studied, while the diatomic
molecule site size is D/d = 5, and other aspherical shapes were composed of smaller
sites of D/d = 2. The parameter  is the strength, and α is the range, of the ex-
ponential site-site attractive potential. For heterogeneous species, the forms of the
potentials are the same but the strength or range can be different for different sites.
The shape of the exponential attraction is similar to the attraction calculated by Hen-
derson and coworkers between a Lennard-Jones particle and a colloid represented by a
continuum of Lennard-Jones particles.90,91,108 The chemistry of the model enters via
the adjustable  and α. Because the polymer interactions are hard core, pn represents
the net enthalpic gain of transfering a monomer from the pure melt to contact with the
particle, including any possible enthalpic loss of favorable polymer-polymer contacts.
This quantity is not generally directly measurable in experiments, and in this thesis pn
is varied from small fractions of kT to multiple kT . It seems sensible the spatial range
of the attraction, αpn, is somewhat smaller than, or of the same size as, the monomer
diameter (which in real units is of the order of a nanometer).109 The shortest range
studied, αpn = 0.25, mimics a specific attraction such as hydrogen bonding or charge
transfer, while αpn = 0.5 or 1 are more relevant to a van der Walls attraction.
91
2.5 Polymer and Filler Packing Fraction
The simple model of a constant total particle plus polymer packing fraction of ηt = 0.4,
which mimics a dense polymer melt, is used in the majority of this thesis. Basic
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results for spherical particles under this assumption are presented in Chapter 3. In
Chapter 4, the experimental comparison for large (D/d = 10) spherical fillers shows
that adjusting ηt as nanoparticles are added to mimic equation-of-state effects operative
a constant pressure (as fully described in Chapter 4) results in significantly better
quantitative agreement with experimental scattering data.99 However, in the case of
nonspherical fillers, their more complex geometry renders the proper method of ηt
adjustment unclear. Furthermore, for the comparitive study of rods, disks, and cubes,
and the study of longer rods, the polymer and nanoparticle site size disparity is small
(D/d = 2), so the effect of adjusting packing fraction will be small. Moreover, very large
nanoparticle packing fractions are not relevant for most PNCs based on nonspherical
fillers, and at small Φ again the total packing fraction adjustment has little effect. The
high aspect ratio nanoparticle Φ is also kept low to avoid any discussion of the isotropic-
nematic phase transition, which could occur at high rod or disk packing fractions.
Hence, ηt = 0.4 is fixed for aspherical particle systems. For rods, disks, and cubes,
calculations are presented only up to ηn = 0.4Φ = 0.12. The study of long rods focuses
on the dilute rod limit. The study of heterogeneous diatomic fillers, however, does
consider a somewhat larger site size of D/d = 5, and investigates the entire volume
fraction range from dilute particle to dilute polymer at constant ηt = 0.4.
2.6 Computational Approach
2.6.1 Iterative Solution Methods
The PRISM equations are solved iteratively starting with a guess of γpp,m(r), γnn,m(r),
and γpn,m(r), wherem denotes the number of the current iteration and γij(r) ≡ hij(r)−
Cij(r). If an initial guess from a similar previously solved system is not available, the
zero vector is used. This guess is substituted into the closures, Equations 2.15 and 2.16,
(since the potential is known, the right hand side of these equations is a function of
only γ = h−C) to obtain Cij,m,new(r), which is converted to k space by a fast Fourier
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transform (FFT). The Cij,m,new(k) can then be substituted into the PRISM equations,
Equations 2.2, 2.3, and 2.4 or their analogs for heterogeneous systems (ω(k) and ρ
for all species are known), yielding hij,m,new(k). The Fourier transform is linear, so
γij,m,new(k) = hij,m,new(k) − Cij,m,new(k). The FFT is used to convert the new γ to
r space, and it is compared to the γ guess–which, if they are the same within some
tolerance, is said to be converged. Otherwise, the results are used to choose the next
guess, γij,m+1, and the procedure is repeated. The choice of this next γ guess depends
on the iterative method used.
The Picard iterative method is easy to implement: the new γ found is used as
the next γ guess; however, this method must be modified using both the old and new
guesses and a mixing parameter, x, to obtain convergence for all but the simplest
systems:
γij,m+1 = (1− x)γij,m + xγij,m,new (2.29)
For some systems, such as those at high volume fractions or near phase separation,
the mixing parameter must be very small to obtain convergence; in this case, the γ
changes little during each iteration and many iterations are required, which can result
in extremely slow convergence and long computation times.
Another common way to numerically solve coupled nonlinear equations is Newton’s
method, but since each function is represented by many points, this requires calculation
of huge matrices. The size of the matrices can be reduced by instead representing
γij(r) as a sum of basis functions with variable coefficients, so that the equations are
simplified and the iterative method must solve for only the coefficients. Wavelets are
an effective choice of basis set because they are localized in both r and k space.110 Even
if basis functions are not used, special mathematical tricks and approximations allow
the efficient use of modified Newton’s methods for a large number of points.111 These
methods can be quite complex, but publically available programs such as KINSol112
include the necessary mathematical and computing tricks to use a modified Newton’s
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iteration for a large number of points.
In this work, functions are described by a discrete number of points (16384 or
more) and the serial version of KINSol is used to solve the PRISM equations. The
KINSol program is designed to use an inexact Newton’s method to solve an equation
F (ym) = Em, where ym is the m
th guess of the solution vector and Em is the error
vector. When Em equals the zero vector within some tolerance, the system is considered
converged. The KINSol program requires only y0 and the ability to call F (ym) to obtain
Em; details of the method can be found in the files which accompany the KINSol
program and in a recent paper describing this software.112 In order to adapt the
present system to KINSol’s expectations, the vectors γpp,m(r), γnn,m(r), and γpn,m(r)
(or all 6 site-site γ vectors in the heterogeneous polymer or particle case) are placed
end-to-end to make the one vector ym. Therefore, F (ym) = Em = ym,new − ym, where
ym,new is γpp,m,new, γnn,m,new, and γpn,m,new, calculated as described above and placed
end-to-end. Using KINSol’s inexact Newton’s method has proven much faster than the
Picard iterative method, and has rendered possible the study of systems and scientific
questions which are intractable using the Picard method.
Unless otherwise noted, r space functions were represented by points spaced at
intervals of dr = 0.02d, and results were converged within a maximum tolerance of 10−10
on the largest point value of the error Em. Spinodal phase separation is reported where
non-convergence was obtained using the prior solution as a guess while incrementing in
pn at +/−0.0001, if this value coincided closely with the extrapolation of 1/Snn(k = 0)
and 1/Spp(k = 0) to zero based on the last converged results. Some of the systems
may have been able to be converged slightly further if even smaller increments had
been attempted. Specifics of the convergence method such as the size of the Krylov
space (typically 40) or use of the convergence method “Linesearch” instead of “Inexact
Newton” in the KINSol program,112 as well as how long the program was allowed to
run to find a solution, were varied using discretion to speed up some of the calculations
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while making reasonably sure that non-convergence was only declared for those systems
which could not have been converged even if these parameters were changed. Typically,
the “Inexact Newton” method was used with a maximum number of iterations of 500.
The change from convergence to non-convergence generally appeared rapidly and was
easy to identify: either the error Em increased to a huge value, or after a period of
time during which nearby systems would have converged, the magnitude of the current
error Em was oscillating and no longer decreasing steadily.
2.6.2 Multiple Solutions
None of the iterative numerical methods guarantee a solution, nor that the solution
found is unique. Some systems converge to a solution much more easily than others;
using a γ guess of the zero vector often works at moderate interfacial attraction values
near Φ = 0. Otherwise, a γ from a previously converged system at a slightly different
Φ or pn is used as the guess. Some systems do not converge even if a γ guess of a
very similar system is used; as non-convergence is approached in Φ or pn, usually the
k = 0 value of the structure factors Spp(k) and Snn(k) begins to increase sharply. This
is a sign that the mixture is nearing phase separation, and as the equations are not
physically applicable in the phase-separated regime, it is assumed that, as Φ or pn
is changed in small increments, the last system that can be converged is near phase
separation.
Sometimes a system nearing phase separation converges on a “solution” which gives
structure factors Spp(k) and/or Snn(k) that are negative at low k. These results are
clearly unphysical, and are not reported here. However, occasionally the same system
will converge to a physical result if a better guess for γ is used (for example, if the γ
from a previous Φ is used but Φ is increased in smaller increments). In some cases, two
solutions can be converged for the same system which have relatively similar correlation
functions in real space, but one of the solutions has a long range tail in gnn(r) which can
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be is much longer range than the filler diameter even in the dilute filler limit; therefore,
this solution is discarded on physical grounds. The difference of this system from the
true physical solution is most readily seen in Cnn(k) at low wavevectors, where a peak
at k = 0 and following oscillations are seen before both solutions are identical at large
k. For spherical fillers, the alternate solution seems to only be found with the solution
methods used here if the mixture is very near depletion (low pn) phase separation,
but for aspherical fillers the two solutions can be found more easily. Generally, the
solution with the extra peak in Cnn(k) has a large negative B2 which increases to meet
that of the other solution at depletion or bridging “phase separation”, after which no
solution can be found. Mathematically, it is likely that these two solution branches
meet at a square root branch point which is not literally the spinodal boundary because
Snn(0) remains finite. A detailed analysis proved this point for a one component system
with the HNC closure and Lennard-Jones potential,113,114 but the extension of such
analysis to the multicomponent, mixed closure system used for PNCs is an unsolved
problem which is not attempted in this thesis. Whether or not it is possible for the
theory to predict that all Sij(k → 0) actually diverge, as nonconvergence is approached
for most systems, a large zero wavevector peak appears. As the theory applies only to
homogeneous systems, the lack of an available solution could be construed to imply that
a heterogeneous, phase separated system exists instead. The quantities 1/Sij(k → 0)
of the last few converged data points (incrementing by small changes in pn or Φ) can
be extrapolated to zero to predict spinodal phase separation, as is done experimentally
with small angle scattering data, and the result of such an extrapolation is generally
similar to the last converged data; we discuss spinodal results only in such cases.
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Chapter 3
Spherical Particle Miscibility and Fundamental Effects of Shape
A key question in the field of polymer nanocomposites is how to ensure that the polymer
and nanoparticle will mix.17,21 Good filler dispersion eases processing and is widely
believed to result in optimal property enhancement. Related questions include how
the polymer-mediated filler interactions change with particle chemistry and volume
fraction throughout the miscibility window, and how phase separation and structure
vary with filler shape. In this chapter, the miscibility and structure of PNCs with
spherical nanoparticles and with pseudo 1- 2- and 3-dimensional fillers is investigated.
PRISM theory describes only equilibrium homogeneous systems. However, the limit
of spinodal phase separation can be found by observance of non-convergence of the
PRISM equations combined with an increasing Snn(0) and Spp(0), the inverse of which
can be extrapolated to zero (the condition for spinodal phase separation) to estimate
the location of the phase boundary. A phase diagram can then be plotted showing
where immiscibility occurs. Clearly, some infinitesimal amount of either component
should be able to mix, so the system is miscible as Φ → 0 and as Φ → 1. However,
interesting effects of nanoparticles are observed even at low volume fractions, and
nanoparticles are usually considered simply as minority component additives to the
polymer, so experimental studies typically focus on relatively low volume fractions of
particles of 0.3 or less.1–9,17,101 Novel fillers such as carbon nanotubes are expensive
and can have drastic effects at low volume fractions, so are especially likely to be used
at low volume fractions. Therefore the focus of the aspherical work in this thesis is
relatively low Φ. Spherical nanoparticle calculations, however, were performed for the
entire range from nearly pure polymer to nearly pure hard spheres. The latter limit is
of interest in colloid science as it corresponds to dense particle suspensions with dilute
polymer additives. It is also directly relevant to the recent experimental studies of
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the silica-polyethylene oxide and silica-polytetrahydrofuran systems by Anderson and
Zukoski, as discussed in the subsequent chapter. In this chapter, the spinodal phase
diagram is presented for spherical particles over the entire volume fraction range and,
to explore the effects of filler shape, for rod, disk, and cube shaped particles at volume
fractions up to 0.3. The degree of polymerizationN = 100 and the total system packing
fraction ηt = 0.4 is constant at all particle volume fractions. Investigation of real and
Fourier space correlations for each of these systems reveals the composite structure in
the depletion, sterically stabilized, and polymer bridging regimes.
The spherical particle calculations in this chapter were performed before all other
results in this thesis, and slightly different numerical parameters were used than those
reported in Chapter 2. For these spherical particle results, r space functions were
represented by 131072 points spaced at intervals of dr = 0.001d, and results at D/d = 5
and 10 were converged within an L2 tolerance of 10−10 (the L2 function norm of the
error Em described in Chapter 2 is less than 10
−10). However, many D/d = 15 systems
would not reach this tolerance, so the slightly higher tolerance of 10−9 was used for all
D/d = 15 results. The phase boundaries reported for the spherical particles generally
refer to the last Φ which could be converged when the increment in Φ was 1 in the
the fourth significant digit–for example, if in an increasing Φ trial the last Φ converged
is reported to be 0.01234, this implies the value 0.01235 was attempted but did not
converge to a meaningful result. Because Φ = 1 is the highest value possible, leading
9’s after the decimal point were not counted as significant figures. For some spherical
particle data, as for all spinodal data for nonspherical particles, pn was incremented
at constant Φ, and the final increment in pn was +/− 0.0001.
3.1 Spherical Particle Miscibility
Miscibility is determined by the polymer-induced nanoparticle interactions, and a qual-
itative picture can be gained by examining the potential of mean force in the dilute
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particle limit. At low interfacial attraction strength pn, a strong depletion attraction
exists at particle contact, as shown in Figure 3.1 which presents the PMF for a) a
short range α = 0.25 and b) a long range α = 1.0 attraction. The PMF at an inter-
mediate α = 0.5 was given in Figure 1.1, along with conceptual sketches of depletion,
stabilization, and bridging behaviors. Depletion is qualitatively similar at both short
and long interfacial attraction range α, though a smaller pn is needed at larger α to
cause the same contact minimum in Wnn. This is expected because the total enthalpic
gain of a monomer-particle contact, the quantity which competes against the entropic
depletion effect, is related to the quantity αpn. At an intermediate pn, particles are
sterically stabilized by a bound polymer layer. Thus a repulsion is observed in Fig-
ure 3.1 at pn = 1.0, which becomes longer range (corresponding to a thicker bound
layer) at higher α. Small oscillations exist on the scale of the monomer diameter. At
even higher values of pn, the monomer scale oscillations deepen, and the bound layer
repulsion is followed by one or more minima (corresponding to polymer “bridging”
between particles), which strengthen with increasing pn. At α = 0.25, a single bridg-
ing minimum at an interparticle distance of one monomer diameter is prevalent. The
α = 1.0 systems experience a longer range repulsion and several subsequent bridging
minima corresponding to approximately 3, 4, or 5 monomer layers between particles.
Overall, the basic effect of pn is similar regardless of attraction range: all systems
experience depletion, stabilization, and then bridging as pn is increased.
The second virial coefficient, based on the dilute particle Wnn, provides a simple
gauge of miscibility as discussed in Chapter 2. Figure 3.2 shows the normalized B2
at D/d = 10 and α = 0.25, 0.5, and 1.0. At intermediate pn, the repulsive adsorbed
polymer layer causes a repulsion between fillers and B2 > 1, and miscibility is expected.
As pn is lowered, the depletion attraction causes a sharp drop in B2 which is expected
to result in phase separation at finite volume fractions. Increasing α enhances the
total interfacial cohesion at a given pn and monotonically increases miscibility under
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depletion conditions (in the sense that the drop in B2 occurs at lower pn). Raising pn
also causes a sharp drop in B2 due to the polymer-induced bridging attraction, though
it is not as sudden as that at low pn. Competing effects of α on the bridging attraction
cause the intermediate α = 0.5 system to have the widest B2 > 0 window. The strong
bridging minimum in Wnn at 1d for the α = 0.25 system decreases its B2 versus the
α = 0.5 case which has a thicker adsorbed polymer layer system. However, further
increasing α only slightly thickens the adsorbed layer while significantly increasing the
range of bridging, which again reduces B2.
The spinodal phase boundary is plotted versus pn for D/d = 5, 10, and 15 at
α = 0.5 in Figure 3.3. The spinodal curves at higher Φ were converged by decreasing Φ
starting near Φ = 1, while the lower Φ curves were converged by increasing Φ from the
Φ → 0 limit. A few systems on this plot were converged by changing pn at constant
Φ, and line up well with the other data, bolstering confidence in the accuracy of these
various methods of finding the phase boundary. Both the high and low pn spinodal
boundaries show decreasing miscibility with increasing D/d. The low pn boundary
sharply curves upwards towards the critical point at Φ ≈ 0.1, then curves back slightly
slower to reach pn = 0 around Φ ≈ 0.8. The high pn boundary rises more slowly;
the Φ at bridging phase separation is approximately linear in pn from pn = 3.5 to
2.0, then the boundary curves upwards towards its critical point at Φ ≈ 0.9. The
spinodals imply that the onset of bridging phase separation is slower than that of
depletion phase separation. This could be due to the fact that the bridging attraction
is generally weaker than the depletion attraction, so bridging phase separation is a
more subtle phenomenon.
Figure 3.4 shows the spinodal phase diagram for α = 0.25, 0.5, and 1.0, compared
to the virial calculation (dashed lines) based on the dilute B2. At pn = 0, there is no
attraction and the three systems are identical, however, the data point at pn = 0 was
found separately for each α; the slight variation in the three points gives an indication
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of the accuracy of the method of determining the spinodal. The low pn results show
increasing miscibility with growing attraction range and are in qualitative agreement
with virial calculations,90,92 shown by dashed lines. This result is expected because
a longer attraction range gives a greater total enthalpic gain of a monomer-particle
contact, hence a higher α allows the particles to acquire bound polymer layers and be
stabilized at a lower pn.
At very high pn, the results also qualitatively agree with the virial analysis.
90,92
This is expected because the virial analysis is more accurate at low volume fractions,
and the high pn systems phase separate at low Φ. These very low Φ calculations
show miscibility increases from α = 0.25 to 0.5, then decreases from α = 0.5 to 1.0.
This may be due to the competing effects of the weakening of the bridging minimum
(which increases miscibility) and the increasing interparticle distance of bridging (which
decreases miscibility) which occur with increasing α. At low α, bridging occurs at
a very specific distance (one monomer diameter), and the potential of mean force
generally shows a deeper, sharper bridging minimum than it does for the α = 0.5
case. At α = 0.5 there is some effect of bound polymer at a distance of one monomer
diameter and several relatively weaker bridging minima are seen at 1, 2, and 3 monomer
diameters from the surface. The potential of mean force for α = 1.0 shows slightly
weaker bridging minima than α = 0.5, however, bridging can occur at interparticle
separations of 2, 3, 4 or more d. As the bridging distance becomes this large, the
particles are effectively larger, so a particle network becomes easier to form at lower
volume fractions, decreasing miscibility.
As pn is decreased so that phase separation occurs at a larger Φ, many-body
effects become important and the results no longer agree with the virial analysis. For
example, based on the positive B2 (0.22) of the system at Φ = 0, α = 0.5, D/d =
10, pn = 3.0, a virial analysis predicts complete miscibility while Figure 3.4 shows
that phase separation occurs for this system just after Φ = 0.1513 and that complete
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miscibility is not achieved until pn is below 0.9. It is also of note that the depletion
critical point occurs at a low Φ (less than 0.1 for D/d = 10), suggesting that even
in the experimentally relevant regime of relatively low volume fraction, in some cases
increasing filler loading would increase miscibility. This possibility was not captured
in the virial analysis, where miscibility monotonically decreases with filler loading. At
the more moderate pn values, the effect of longer-range bridging decreasing miscibility
is enhanced, and small differences in the depth of the bridging minima become less
relevant. This effect is proposed as an explanation for the crossing of the α = 0.25 and
0.5 curves in Figure 3.4. When phase separation occurs at a relatively high volume
fraction above ∼ 0.3 or greater, miscibility decreases with increasing attraction range
(and therefore with increasing bridging distance). In contrast, the virial calculations
predict much greater miscibility for α = 0.5 and 1.0, and that the α = 0.25 system is
the least miscible.90,92 Many-body effects should be more important for systems with
greater effective volume fractions (larger α). Accounting for many-body effects always
decreases the predicted miscibility window, but the decrease is the most for α = 1.0,
while the α = 0.25 curve changes the least.
3.2 Spherical Filler Structure with Increasing Volume Fraction
To explore the effect of particle volume fraction at the fixed total packing fraction of
ηt = 0.4, Φ was increased for the very weakly bridging system at α = 0.5, pn = 0.9,
and D/d = 10. This mixture is of particular interest as it has a positive B2 at Φ = 0
but phase separates due entirely to many-body effects at a very high Φ = 0.93. This
allows calculations over a wide range of Φ and reveals dramatic changes in real space
and structure factor features.
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3.2.1 Structure in Real Space
The potential of mean force of the α = 0.5, pn = 0.9, D/d = 10 mixture is shown in
Figure 3.5–it is almost entirely repulsive at Φ = 0 but develops a very weak bridging
attraction as particle concentration increases. The polymer scale oscillations in Wnn
weaken with increasing Φ while oscillations on a scale slightly larger than the particle
diameter (corresponding approximately to the size of the filler plus its bound polymer
layer) intensify. For comparison, Wnn of pure hard spheres at ηt = 0.4 is also given,
and shows that in the absence of adsorbing polymer there is a greater likelihood of
particle-particle contact and particle separations of 1D (instead of 1D plus a bound
layer).
The same trends are observed in the polymer-polymer pair correlation function
of Figure 3.6. In the pure polymer limit, the typical lowering of gpp near contact or
“correlation hole” indicates that a tagged monomer is less likely to see monomers on
other chains at short distances. Superimposed on the correlation hole are monomer
scale liquidlike oscillations. Increasing Φ decreases the monomer scale order, though the
correlation hole persists, and oscillations on the scale of the filler develop. The polymer-
particle pair correlation function also displays decreasing monomer-scale and increasing
filler-scale oscillations as nanoparticles are added, plotted in Figure 3.7. In the dilute
limit, beyond a strong but short range peak at contact, the oscillations of gpn(r) are
approximately centered around the random value of unity. As Φ is increased, the excess
of polymer around the particle instead persists for several monomer diameters.
3.2.2 Structure in Fourier Space
The particle collective structure factor for the α = 0.5, pn = 0.9, D/d = 10 mixture
is shown in Figure 3.8. The predominant feature is the “cage peak” on the scale
of 2pi/k ∼ the filler diameter plus its bound layer. This peak quantifies the local
ordering of the “cage” of particles surrounding a tagged particle. The sharpening of
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the cage peak and its shift to higher wavevector with increasing Φ indicates that the
nanoparticles are becoming more ordered and closer together even at Φ = 0.9, which
is approaching the phase boundary of Φ = 0.93. The particle osmotic compressibility,
Snn(k = 0), intuitively decreases as fillers are added, until a sharp k = 0 peak develops
by Φ = 0.9 due to large, long range concentration fluctuations indicative of impending
phase separation.
The corresponding polymer collective structure factor is shown in Figure 3.9. A
filler-induced peak not present in the pure polymer melt, reflecting “imprinting” of the
nanoparticle spatial order on the polymer via the bound polymer layer. This peak
moves to larger wavevector with increasing Φ, demonstrating that the bound layer
correlations occur on a shorter real space length scale as particles are closer together
at higher Φ. The peak initially increases in intensity with filler volume fraction due to
the increased amount of bound polymer; however, at very high Φ the peak intensity
slightly decreases. The latter may reflect that, at very high volume fractions, most
polymer is already associated with one or more particles, so increasing Φ further simply
reduces the amount of polymer. Adding particles initially increases the dimensionless
compressibility of the polymer Snn(k = 0); this is expected because, to the otherwise
unperturbed polymer matrix, particles appear as added “holes”. At intermediate values
of Φ, however, the amplitude of polymer concentration fluctuations decreases with
increasing Φ. This trend is driven by the bound polymer layer being more structured
and harder than the matrix, such that at intermediate Φ adding particles creates
a harder enough bound layer to compensate for the softening effect of adding more
“holes”. Finally at very high Φ, the trend reverses again as the system nears phase
separation and Spp(0)→∞ at the spinodal.
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3.2.3 Potential of Mean Force Minimum at Phase Separation
PRISM theory describes equilibrium systems, however, the PMF may be used to gain a
qualitative understanding of when kinetic effects become dominant. When the interpar-
ticle attraction in the PMF is strong enough (several kT ), particles can be irreversibly
stuck on experimental time scales, and in this case kinetically stable aggregates or a
gel would be expected before equilibrium phase separation is reached.99 The global
minimum of the potential of mean force for the last converged system before spinodal
phase separation is plotted versus Φ in Figure 3.10 for various D/d at α = 0.5 and in
Figure 3.11 for various α at D/d = 10. Depletion phase separation requires a much
larger negative minimum inWnn(r) than does bridging phase separation because deple-
tion is a shorter-range phenomenon. Many-body interactions also enhance the effect of
a minimum in the potential of mean force, so at larger Φ the minimum of Wnn(r) need
not be as deep to cause phase separation. These trends are similar at various D/d,
but as particle diameter increases, a deeper minimum in the PMF is required for phase
separation. The depletion minimum is also similar for various α, but as bridging range
increases with increasing α, an even less negative minimum in Wnn(r) is required for
phase separation. This could be due to the increased importance of many-body effects
at longer bridging ranges.
3.3 Effect of Filler Shape: Rods, Disks, and Cubes
The coupled and nonadditive consequences of nanoparticle shape and interfacial attrac-
tions have been studied for (quasi) 1-, 2-, and 3- dimensional fillers. Like spheres, the
aspherical fillers exhibit polymer mediated depletion, stabilization, and bridging be-
havior. In the latter two cases, clear signatures of the polymer bound layer or bridging
are seen in the collective partial structure factors.
The three specific shapes studied, a rod, disk, and cube, each composed of eight
identical sites, are shown in Figure 3.12. The space-filling single nanoparticle volumes
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are intentionally held fixed, thereby allowing a fair assessment of the effect of shape.
The filler site diameter is twice the polymer monomer diameter (d), D/d = 2, a choice
motivated by carbon nanotubes which typically have a thickness of only a nanome-
ter. An advantage of the D/d = 2 choice is that simulations should be tractable
which can test the theoretical predictions. The fillers are taken as “hard” in the sense
their direct interactions are purely excluded volume, which allows a definitive study of
polymer-mediated effective interactions between nonspherical particles as a function of
interfacial cohesion strength.
3.3.1 Dilute Nanoparticle Limit
Polymer-mediated interactions between fillers can be quantified by structure (PMF)
and thermodynamics (virial coefficient) in the nanoparticle infinite dilution limit.
3.3.1.1 Second virial coefficient
The normalized second virial coefficient is plotted in Figure 3.13 for the three shapes
and two values of interfacial attraction range (α = 0.5 and 1.0). A composite ordinate
variable is employed to quantify interfacial cohesion, pnα. This choice is motivated
by the fact that the integral of the bare monomer-filler attractive potential of Equa-
tion 2.28 is roughly proportional to this quantity for the α and D values used here. As
observed in prior spherical particle work,92 the rod, disk, and cube nanoparticles all
show a relatively constant B2 > 0 at intermediate pnα corresponding to steric stabi-
lization via the formation of a bound polymer layer. Sharp downturns of B2 occur at
low pnα (contact depletion attraction) and high pnα (polymer-induced bridging).
In terms of absolute pn values, the sterically stabilized regime is broader for the
shorter range interfacial attraction, though the corresponding values of B2 are smaller
than when α = 1. This trend is physically due to the thicker bound polymer layer that
forms at larger α. The maximum value of B2 for rods with the longer range interfacial
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attraction implies the rods appear as though they are almost 2.8 times their bare hard
core volume. Disks and cubes have less bound polymer and therefore a lower B2 in
the stabilized regime, presumably due to their lower surface area. Interestingly, the
maximum B2 for disks and cubes is nearly the same and independent of attraction
range. As pnα decreases, the amount of bound polymer for all nanoparticle shapes is
reduced and the entropic depletion attraction causes a sharp decrease in B2. Increasing
α slightly reduces this effect for all filler shapes. For the longer range α, the rod B2
curve crosses the others; the rod, which has the most bound polymer at intermediate
pn, appears the least stable, while disks are the most miscible. The apparently subtle
and competing effects of shape on depletion result in a non-monotonic dependence
of nanocomposite stability on particle dimensionality at α = 0.5: the disks are most
stable, followed by rods, and then cubes.
At high enough pnα a minimum in the PMF emerges due to polymer bridging
between nanoparticles, resulting in a sudden drop of B2. However, B2 does not fall as
sharply in the bridging regime as in the weak pn depletion regime. For both values of
α, increasing particle dimensionality monotonically decreases stability, with disks being
more similar to cubes than rods, as was the case in the sterically stabilized regime. In
terms of pnα, disks and cubes are very similar and not sensitive to attraction range,
while rods become much less stable as cohesion range grows.
The value of pn at which B2 = 0 is a measure of the onset of filler clustering
and impending immiscibility. Results for this crossover value of attraction strength
are shown in Table 3.1 at two interfacial attraction ranges. Calculations for spherical
fillers of the same size as a site of the nonspherical nanoparticles, and also for a sphere
of the same volume as the Nn = 8 site fillers, are given for comparison.
There are a number of interesting trends that shed light on the question of how
nanoparticle shape (at fixed particle volume) influences depletion, bound layer for-
mation and bridging. On the depletion side at α = 0.5, the interfacial attraction
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Table 3.1: Interfacial attraction strength (units of thermal energy) at which the second
virial coefficient equals zero for the two indicated values of attraction range. Where
non-convergence occurs before B2 = 0, the values were deduced via modest extrapola-
tion.
α = 0.5 rod disk cube D/d = 2 sphere D/d = 4 sphere
depletion pn 0.063 0.052 0.11 0.12 0.18
bridging pn 1.61 0.68 0.60 2.09 3.03
α = 1.0 rod disk cube D/d = 2 sphere D/d = 4 sphere
depletion pn 0.021 0.0080 0.017 0.047 0.075
bridging pn 0.49 0.33 0.32 0.85 1.61
strength required to first achieve stabilization (B2 > 0) is smallest for disks, with rods
larger, and cubes nearly a factor of two greater. This corresponds to a non-monotonic
dependence on nanoparticle dimensionality of the “depletion-to-stabilized” crossover.
For the longer range attraction, less interfacial attraction is needed as expected, al-
though the disk and cube fillers experience a much larger reduction than the rod; the
non-monotonicity with filler dimensionality remains but now the rod requires the most
interfacial attraction. The “stabilized-to-bridging” crossover occurs at a high pn which
progressively increases as particle dimensionality decreases. This trend reflects the re-
duction in bridging efficiency as nanoparticles become less compact, and applies for
both attraction ranges.
It is also interesting to contrast the behavior of the nonspherical fillers with the two
spherical analogs defined above. The required strengths of interfacial attraction for
both crossovers are larger, and relative to each other differ by a factor of ∼ 2 or less.
The equivalent volume sphere (D/d = 4) system clearly differs from its nonspherical
analogs more on the bridging side compared to the depletion region, and the difference
for the depletion-stabilization crossover becomes larger as the interfacial attraction
range grows.
Note that an attraction range equal to a nanoparticle site radius (α = 1) is relatively
large for real materials that experience dispersive, hydrogen bonding or charge transfer
interactions. Therefore, in the rest of this chapter only calculations for α = 0.5 are
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presented.
3.3.1.2 Potential of mean force
To provide physical insight into the structural origin of the depletion and bridging
behaviors, the dilute limit PMF at α = 0.5 is plotted in Figures 3.14 and 3.15 with in-
terfacial attraction strength adjusted so that B2 = 0.5. The latter condition, although
arbitrary, represents a thermodynamic calibration of the degree of polymer-mediated
attraction between fillers that allows a more informed comparison of the conditions
leading to immiscibility for different shapes. In the depletion regime, the contact at-
traction in Figure 3.14 is deepest for rods, and is followed by a small repulsion and cusps
corresponding to distances of intra-nanoparticle bonding correlations. A monotonic
weakening of contact attraction occurs with increasing nanoparticle dimensionality,
with the disk considerably closer to cubes than rods. Envisioning the various possibil-
ities for the orientation of two particles, rods more often experience a single site-site
contact than do disks or cubes, which have many more relative orientations for which
multiple sites are in contact. This may explain why a deeper contact minimum (and
lower pn) is required to decrease B2 to 0.5 for rods.
Rods are even more different than cubes and disks under the weak bridging con-
ditions of Figure 3.15. The short range repulsion in Figure 3.15 is greatest for rods,
then disks and cubes. The repulsion decays most quickly for rods, bolstering the idea
that shorter range polymer-mediated correlations occur for these linear objects. The
bridging minima (inset) required to reduce B2 to 0.5 are weak, but persist for several
monomer diameters. The minimum is deepest for cubes with a spatial range of ∼ 5d.
The bridging minimum for the disk is similar to that of cubes but slightly weaker.
Rods continue these monotonic trends, but show an extremely weak, even longer range
minimum.
Figure 3.16 presents the site-site nanoparticle PMF for pn in the bound layer or
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stabilization regime. The thin lines indicate results in the dilute limit. The inset shows
the extremely small polymer induced attractions. In contrast to Figures 3.14 and 3.15,
the PMFs are very similar with a polymer mediated repulsion extending 2-3 monomer
diameters. The rod experiences shorter range repulsion compared to the more compact
shapes. Increasing α to 1 (not shown) increases the thickness of the bound polymer
layer, and filler sites experience a longer range repulsion as expected.
3.3.2 Nanoparticle Concentration Effects and Phase Separation
3.3.2.1 Filler PMF and osmotic compressibilities
Figure 3.16 shows the PMF at Φ = 0.3 (thick curves) of systems in the sterically
stabilized regime based on dilute virial calculations. Increasing nanoparticle volume
fraction in the middle of the miscibility window leads to many body effects which gener-
ically reduce the stabilizing effect of bound layers, as previously discovered for spherical
fillers.98 Specifically, the polymer-induced repulsive barrier is lowered, especially for
rods, which have an increased probability of site-site contact. These changes reflect
the geometric fact that rods are more likely to be near other rods at moderate volume
fractions compared to disks or cubes. In polymer science, this aspect is quantified by
an overlap volume fraction, Φ∗ = NnR3/R3g, where R is the site radius and Rg the filler
radius of gyration. This quantity indicates when the volume a nanoparticle pervades
equals the particle space-filling volume, or equivalently the onset of interpenetration
for a fractal object like a rod.105 For the Nn = 8 cubes, disks, and rods, Φ
∗ ∼ 1.5, 0.78,
and 0.08, respectively; the compact nature of the cube and disk results in unphysically
large, and hence irrelevant, values for Φ∗.
To explore the effect of nanoparticle volume fraction on the collective concentration
fluctuations (k = 0 limit of partial collective structure factors), Figure 3.17 shows
the polymer and filler dimensionless osmotic compressibilities under full miscibility
conditions. The amplitude of nanoparticle concentration fluctuations initially decreases
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linearly for all shapes, with the cube and disk showing a nearly identical and much
smaller reduction than rods. For rods beyond Φ∗ ∼ 0.08, Snn(k = 0) becomes highly
nonlinear indicating strong inter-rod repulsions mediated by bound polymer layers.
Cubes and disks remain linear to much higher volume fractions, but their Snn(0) curves
eventually separate and become nonlinear. The most compact nanoparticle, the cube,
has the highest values of Snn(0) since at fixed volume fraction the objects are farther
apart.
The collective polymer concentration fluctuation amplitude (Spp(k = 0)) trends are
also monotonic with nanoparticle dimensionality. The polymer osmotic compressibil-
ity increases as particles are first added since the initial dominant effect is to create
“holes” in the polymer matrix. This increase of osmotic compressibility is independent
of nanoparticle shape since the space-filling volumes of each type of filler are equal.
However, the increase of Spp(0) slows with growing volume fraction, and eventually
Spp(0) slightly decreases with increasing Φ corresponding to a filler-induced “harden-
ing” of the polymer matrix due to the increasing amount of bound polymer around
the nanoparticles.98 The bending over of Spp(0) occurs at lower Φ as nanoparticle
dimensionality is decreased, consistent with the trends displayed by Snn(0).
3.3.2.2 Spinodal phase diagram
Spinodal demixing boundary results are presented in Figure 3.18. They have been
determined as the last pn value at which the PRISM equations numerically converged.
98
It has been previously stated,98 and verified again here, that this value of pn usually
corresponds closely with the pn at which 1/Snn(0) and 1/Spp(0) extrapolate to zero,
the definition of a spinodal. However, this condition is not met at very low volume
fractions for the present PNCs. The thin lines in Figure 5 show the pn at which
1/Snn(0) = 0 based on extrapolation. At lower volume fractions, the thick and thin
curves separate, and the reliability of the spinodal prediction is unclear. Therefore,
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phase separation is discussed only when this complicating issue is absent, Φ = 0.1 to
0.3.
The effect of nanoparticle volume fraction on phase separation is subtle. Figure 3.18
shows the tendency for depletion phase separation at low pn is not monotonic with
respect to nanoparticle dimensionality. Cubes phase separate earliest, followed by
rods, then disks, as expected based on the B2 trends (Figure 3.13). Increasing Φ has
little effect on the critical value of interfacial cohesion required for depletion phase
separation, i.e. the spinodal curves are nearly vertical. The values of pn where B2 = 0
in the dilute limit are 0.052, 0.063 and 0.11 for disks, rods and cubes, respectively; the
corresponding values for spinodal demixing at Φ = 0.16 (0.30) are ∼ 0.043 (0.036),
0.050 (0.042), and 0.11 (0.10). Comparison of these numbers suggests many body
effects only modestly contribute to depletion-induced demixing at low volume fraction
as intuitively expected.
At high pn, cubes phase separate first on the bridging side of the phase diagram,
followed by disks, then rods, a monotonic trend with nanoparticle dimensionality. The
values of pn where B2 = 0 are 0.60, 0.68 and 1.61 for cubes, disks and rods, respectively;
the corresponding values for spinodal demixing at Φ = 0.16 (0.30) are ∼ 0.86 (1.11),
1.12 (1.24), and 1.66 (1.62). Hence, many body effects are again very small for rods.
However, the condition B2 = 0 clearly no longer accurately captures the true demixing
behavior of the more compact disks and cubes. The effect of increasing Φ on the
bridging spinodal boundary is subtle; cubes become more miscible, as do disks, but rods
become slightly less miscible. This effect may be related to the slightly increased volume
available to cube and disk PNCs given the nanoparticle sites are more closely packed,
which is not as relevant on the depletion side of the phase diagram where immiscibility
is driven by stronger, highly local (< d) induced interactions. Overall, the miscibility
window monotonically broadens as the nanoparticle dimensionality decreases.
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3.3.3 Interfacial Correlations and Scattering Patterns
The real space polymer-filler interfacial pair correlations, and Fourier space collective
structure, of the polymer nanocomposites at a fixed nanoparticle volume fraction of
Φ = 0.3 have been computed at pn = 0.2, 0.5, and 0.8, corresponding to the weak
depletion, steric stabilization, and weak bridging regimes, respectively. Nanoparticle
structure factors are presented in the form directly relevant to scattering experiments,
Snn(k), and also in a center-of-mass representation, SCM(k), that allows interpretation
in the spirit of a spherical particle system. The collective polymer structure factor,
Spp(k), is computed, and the questions of microphase-like ordering, imprinting of filler
organization on the polymer species, and the validity of an incompressible RPA de-
scription, are addressed.
3.3.3.1 Polymer-filler pair correlations
The influence of nanoparticle shape on the organization of polymers around particles
is quantified via the non-random part of the interfacial pair correlation function hpn =
gpn−1. This quantity is weighted by the surface area factor (r/rc)2 to better reveal long
range correlations. Figure 3.19 shows results at Φ = 0.3 for pn = 0.2 where there is
relatively little bound polymer. For all shapes, hpn is positive at contact (gpn > 1), and
the corresponding contact value is weakly filler shape dependent with the rod showing
the largest value since it is the most open, least “self-shielding” object. Beyond the
very local contact region, hpn shows a negative, correlation-hole behavior which is
greatest (deepest) for cubes, then disks, then rods. Beyond a few monomer diameters,
the only observable features in hpn are small cusps corresponding to intra-nanoparticle
correlations.
Increasing the adsorption strength to pn = 0.5 where bound layers exist (Fig-
ure 3.20) predictably increases hpn at contact. Compared with Figure 3.19, each shape
shows an increased amplitude of the weighted hpn corresponding to the average loca-
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tion of the bound polymer; the cube most dramatically displays a clear peak around 3
monomer diameters which was hardly present at low pn. The disk shows smaller peaks
at ∼ 1.5d, 2d and 4d, while the primary rod-polymer correlations appear to be at the
shortest range of ∼ 1.5 − 2.0d. The dominant length scale of the interfacial polymer
ordering for rod fillers corresponds to a one to two monomer thick region of polymer
adsorbed to a nanoparticle site, while the cubes experience bound polymer order on an
overall filler size scale. In other words, a cube site may correlate relatively well with
the average of the polymer adsorbed to all cube sites to create a single most important
ordering length scale.
Calculations have been performed for the even stronger interfacial attraction of
pn = 0.8 where weak bridging begins. The results are not shown since they are similar
to Figure 3.20, with all features modestly enhanced relative to the pn = 0.5 system.
3.3.3.2 Collective structure factors
Partial collective nanoparticle and polymer structure factors, Snn(k) and Spp(k), reveal
the average length scales of polymer and particle ordering and these spatially-resolved
concentration fluctuations can be measured by scattering experiments. In the dilute
filler limit, the nanoparticle structure factor is equal to its purely intramolecular analog
which is different for the three shapes. Therefore, the approximate center-of-mass (CM)
filler structure factor from Equation 2.9, which equals one in the dilute limit for any
shape, is calculated as described in Chapter 2.
Figures 3.21 and 3.22 present the CM and site-site nanoparticle structure factors,
and the corresponding polymer structure factors with Stot of Equation 2.11 as an inset,
for the three shapes at Φ = 0.3 and pn = 0.2 corresponding to the depletion side
of the phase diagram. At the site level, Snn(k) in Figure 3.21 displays a wide angle
cage peak, the intensity of which quantifies local filler site packing order. The latter
decreases in the order of disks, rods, cubes, and is not very sensitive to the magnitude
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of the interfacial attraction (see below). The nanoparticle CM structure factors exhibit
a small degree of order on several length scales. Each has a peak at 2pi/(kD) ∼ 0.9,
with the rod showing the most intense feature along with a shoulder at 2pi/(kD) ∼ 1.9
and other very weak shoulders. SCM(k) for cubes displays order on the length scales
of 2pi/(kD) ∼ 1.8 (a peak) and 4.2 (a shoulder), while for the disk the relevant length
scales are 1.2 (a weak shoulder) and 1.9 (a shoulder).
Figure 3.22 demonstrates that nanoparticles imprint little order on the collective
polymer structure factor under depletion conditions and all are of a nearly “diffusive”
form corresponding to a peak at k = 0 which grows with increasing nanoparticle dimen-
sionality. Only a very weak peak at nonzero low wavevectors (for cubes) or shoulder
(for disks and rods) due to fillers is present in Spp(k) for this weakly adsorbing polymer
case. The inset shows the total structure factors, Stot, which equal zero in a hypo-
thetical incompressible RPA limit. In the low k regime where the latter approximation
should be most accurate, rod PNCs are closest to fulfilling the Stot = 0 condition, while
cubes and disks each show a small upturn at low wavevector. Overall, however, the
shape of the low wavevector regions of Spp(k) and Snn(k) are similar, consistent to a
first approximation with the IRPA relations of Equation 2.10.
Figures 3.23 and 3.24 are the analogs of Figures 3.21 and 3.22 but at pn = 0.5 which
corresponds to moderately adsorbing polymer in the middle of the miscibility window.
At the site level, one sees from Figure 3.23 that a low angle peak emerges for the rod,
but only a very weak peak (or shoulder) for the cube (disk). Hence, the existence
of bound layers on these nanoparticles does lead to mesoscopic ordering, but in a
strongly shape dependent manner. Moreover, in contrast to the multiple peaks visible
in SCM(k) for the different shapes at low pn (Figure 3.21), the miscible particles all
have a smooth, “soft sphere” correlation hole type of form consistent with the presence
of a soft adsorbed polymer layer. There are two very weak peaks corresponding to two
main length scales of order at ∼ 0.9 and ∼ 1.8− 2.2.
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The polymer structure factors in Figure 3.24 display strongly imprinted features
associated with filler-scale order resulting in a low angle microphase-like peak which is
most intense for rods and weakest for disks. The microphase peak is at 2pi/(kD) ∼ 2.4
for rods, and ∼ 4.5 and 4.8 for disks and cubes, significantly longer than the nanopar-
ticle CM ordering length scales. As observed at pn = 0.2, the rods are again rather
well described by the IRPA prediction that Spp(k) and Snn(k) have the same shape at
low wavevectors, although disks and cubes are not quantitatively well described.
Scattering profiles for systems approaching the bridging side of the phase diagram
at pn = 0.8 are presented in Figures 3.25 and 3.26. At the site level, the low angle
region of Snn(k) is now very different for each shape, with the cube showing two
small angle peaks, and the disk only shoulders or inflection points. Multiple peaks
continue to be seen in SCM(k), but the low wavevector peak is now clearly dominant
for all nanoparticle shapes and represents a polymer bridging mediated ordering effect.
As at pn = 0.5, increasing particle dimensionality increases the length scale of filler
order. The nanoparticle spatial ordering trends are imprinted on the collective polymer
structure factors in Figure 3.26, which all exhibit a low angle microphase peak at a
wavevector that decreases as particle dimensionality increases. Again the disk is the
most “frustrated” system in that its microphase ordering is the weakest and most
diffuse as indicated by the broad nature of Spp(k). The inset shows rods continue to
have a small Stot(k) at low wavevectors, though the upturns in Stot at low k for disks
and cubes are significantly higher than for the smaller pn systems of Figures 3.21-
3.24. The latter trend implies the IRPA is expected to fail for disks and cubes, as
seen directly by comparison of Snn and Spp; however, for the more polymeric rod filler,
Equation 2.10 continues to be reasonably accurate.
Similar trends of all the structure factors have been found for the longer range
interfacial cohesion case of α = 1 (not shown). Given the existence of a more strongly
held and thicker bound polymer layer, the nanoparticle and polymer structure factor
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peaks shift to lower wavevector, reflecting order on a slightly longer length scale. The
overall filler length scale peaks are somewhat more pronounced, and order on other
length scales more suppressed, at higher α. The structure factor peaks are sharpest
for cubes, followed by disks, and then rods. These trends suggest the averaging effect
of bound polymer on nanoparticle ordering length scales occurs more readily with a
thicker adsorbed layer.
In summary, the overall picture suggested by Figures 3.21 to 3.26 is that increasing
polymer-filler adsorption strength averages out various length scales of nanoparticle
ordering in SCM(k) and allows fillers to better imprint their spatial order on the collec-
tive polymer structure factor. The latter occurs on a length scale which corresponds
with some global nanoparticle plus bound layer size. The average length scale of order-
ing increases with nanoparticle effective dimensionality, perhaps because the smaller
length scale is most important for rods, while the various length scales are relatively
similar and their average is longer for cubes. The particle and polymer spatial order
is most intense near bridging, though the structure factors are qualitatively similar for
miscible systems. This suggests that in the weakly bridged regime, nanoparticles are
correlated to polymers in a similar way as under steric stabilization conditions except
now the fillers share adsorbed layers. The interesting microphase feature in Spp(k) can
be qualitatively understood based on the IPRA for rods, but not generally for the disk
and cube nanoparticle systems.
3.4 Summary
The structure and miscibility of spherical and aspherical particles in a homopolymer
melt were studied. Phase separation occurs at low interfacial attraction strength due
to depletion attraction and at high interfacial attraction due to bridging. The study
of spherical particles shows that depletion phase separation is similar at various val-
ues of attraction range, and involves contact aggregation of particles. There is little
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or no filler-induced polymer order as depletion phase separation is approached–the
main structural change is that particles become much more likely to be in contact
(aggregation). The mixture becomes less miscible at lower attraction strengths, or
equivalently, at higher temperatures, because depletion phase separation maximizes
polymer entropy. Therefore, the critical point of depletion phase separation is similar
to a typical entropy-driven lower critical solution temperature, and occurs at ≈ 10%
filler. The spinodal phase diagram also shows that increasing filler size decreases mis-
cibility, which is expected because the potential of mean force scales approximately
with filler diameter,91 so the depletion attraction is stronger at larger D. Increasing
the range of the interfacial attraction increases the net enthalpic gain of a monomer-
particle interaction and therefore increases miscibility. At depletion phase separation
below the critical point, the minimum in the PMF is large (between −5 and −11kT for
systems studied here), so particle contacts are likely irreversible on experimental time
scales. This raises the possibility of the system forming kinetically stable aggregates
or a gel before equilibrium phase separation is reached.
Spherical filler bridging phase separation is a more complex phenomenon in which
particles are attracted to each other by sharing part of their bound polymer layer. At
low α, the phenomenon is somewhat like depletion except that the attraction occurs
at one monomer diameter separation instead of contact. However, bridging minima
are weaker than depletion attractions, and several minima corresponding to various
numbers of monomers bridged between particles may be important, especially at higher
α. Interestingly, in contrast to the low Φ ≈ 0.1 critical point for depletion, the bridging
critical point or upper critical temperature occurs at ≈ 95% filler. Because bridged
particles still have a strongly held bound layer, they continue to imprint their order on
the polymer matrix even as phase separation is approached. The bound layer causes
the particles to be effectively larger, so many-body effects may become important at
relatively low volume fractions. The increase in effective volume fraction is greater for
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smaller particles; at a certain interfacial attraction, the bound layer is approximately
the same thickness for various diameter particles, so the bound layer increases the
effective particle size by a larger percentage at smaller D/d. These effects are increased
for thicker bound layers, and the spinodal phase diagram shows that at Φ ∼ 0.3
or greater, increasing α greatly decreases miscibility. Systems which have a positive
second virial coefficient at Φ = 0 are predicted by a lowest-order virial analysis to
be completely miscible, but the full calculations for some α = 1.0 systems show that
even when B2 is positive, many-body effects can cause bridging attractions and phase
separation by Φ = 0.3. The minimum in the PMF at bridging phase separation can
be large (< −3kT ), especially for systems which phase separate at low Φ, so bridges
between particles may be irreversible on experimental time scales, as particle contacts
can be for depletion systems.
The effect of nanoparticle shape on polymer nanocomposite miscibility and real
and reciprocal space structure was explored by comparison of rods, disks, and cubes of
matched space-filling volume. The overall trends for the second virial coefficient, PMF,
small angle scattering patterns, and spinodal boundaries clearly suggest a monotonic
variation with effective filler dimensionality, although exceptions exist. As the interfa-
cial attraction strength is varied, cubes are the least miscible on both the depletion and
bridging sides of the phase diagram. A subtle effect of shape on depletion behavior
is revealed in that the disks are the least susceptible to depletion phase separation.
Tendency towards bridging phase separation is monotonic, with rods requiring a much
higher interfacial attraction to induce strong bridging. This is likely due to the lower
surface area shared between two close non-aligned rods, in contrast to the larger area
available and greater number of relevant configurations for polymer mediated bridging
as two disks or cubes are brought together in a polymer melt.
Aspherical nanoparticle collective structure factors at low interfacial attraction
strength display order on multiple length scales corresponding to the nanoparticle site
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diameter, global filler size, and other intermediate intra-filler length scales. At mod-
erate to strong interfacial attraction, the strongly held adsorbed polymer layer causes
damping or averaging of smaller ordering length scales and increases ordering on the
overall nanoparticle size scale. Microphase-like peaks in the polymer structure factor
exist under steric stabilization (bound layer) and bridging conditions, but not in the
depletion regime where large amplitude k = 0 fluctuations are more prominent.
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Figure 3.1: Potential of mean force for spherical fillers with D/d = 10 at the indicated
values of pn for a) α = 0.25 and b) α = 1.0.
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Figure 3.2: Normalized second virial coefficient for spherical fillers with D/d = 10.
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Figure 3.3: Spinodal phase diagram as in Figure 3.4 for fillers of D/d = 5, 10, and 15
with α = 0.5.
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Figure 3.4: Spinodal phase diagram for spherical fillers with D/d = 10. Solid symbols
represent systems converged incrementing in Φ, while open symbols were incremented
in pn. Dashed lines show the spinodal predicted by a virial analysis.
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Figure 3.5: Potential of mean force with increasing Φ at D/d = 10, pn = 0.9, and
α = 0.5.
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Figure 3.6: Polymer-polymer pair correlation function with increasing Φ at D/d = 10,
pn = 0.9, and α = 0.5.
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Figure 3.7: Polymer-particle pair correlation function with increasing Φ at D/d = 10,
pn = 0.9, and α = 0.5.
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Figure 3.8: Filler collective structure factor with increasing Φ at D/d = 10, pn = 0.9,
and α = 0.5.
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Figure 3.9: Polymer collective structure factor with increasing Φ at D/d = 10, pn =
0.9, and α = 0.5.
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Figure 3.10: Global minimum of the potential of mean force versus Φ for the last con-
verged system before spinodal phase separation, at α = 0.5. Filled symbols represent
systems on the low pn (depletion) side of the spinodal, while open symbols are at high
pn (bridging).
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Figure 3.11: Global minimum of the potential of mean force versus Φ for the last
converged system before spinodal phase separation, at D/d = 10. Filled symbols
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Figure 3.12: From left to right: the rod, disk, and cube shapes, each composed of
eight identical sites of diameter D, with radii of gyration Rg/D = 2.3, 1.1, and 0.87,
respectively. The polymer is a freely jointed chain of Np = 100 monomer sites of
diameter d = D/2 and Rg/D = 2.7.
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Figure 3.13: Second virial coefficient in the dilute nanoparticle limit, normalized by
4Nn(pi/6)D
3, as a function of interfacial attraction strength times spatial range.
-2
-1
0
1
0 1 2 3
(r - D)/d
Wnn
rod    0.078
disk   0.143
cube  0.165
εpn
Figure 3.14: Dilute nanoparticle site-site potential of mean force as a function of
nanoparticle site surface-to-surface separation when the normalized B2 = 0.5 for the
depletion side of the phase diagram.
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Figure 3.15: Dilute nanoparticle site-site potential of mean force as a function of
nanoparticle site surface-to-surface separation when the normalized B2 = 0.5 for the
bridging side of the phase diagram. The inset is an expanded view that shows the
existence of weak bridging minima.
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Figure 3.16: Filler site-site potential of mean force in the middle of the miscibility
window (pn = 0.5, α = 0.5) in the dilute nanoparticle limit (thin lines) and at Φ = 0.3
(thick lines). The inset shows the small, long range minimum in the dilute filler limit.
55
01
2
3
4
5
6
7
8
0 0.1 0.2 0.3
rod rod
disk disk
cube cube
Φ
Snn(0) Spp(0)
Sii(0)
Figure 3.17: Polymer and filler dimensionless osmotic compressibilities as a function
of nanoparticle volume fraction at α = 0.5 in the middle of the miscibility window
(pn = 0.5).
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Figure 3.18: Spinodal phase diagram for α = 0.5. As discussed in the text, estimates of
the spinodal boundaries are obtained based on non-convergence (thick curves) and lin-
ear extrapolation of 1/Snn(k = 0) to zero (thin curves). At Φ = 0.16, non-convergence
occurs at pn = 0.043, 0.050, and 0.107 for disks, rods and cubes, respectively, and
again at 0.86, 1.12, and 1.66 for cubes, disks, and rods, respectively. At Φ = 0.3,
non-convergence occurs at pn = 0.036, 0.042 and 0.102 for disks, rods and cubes,
respectively, and again at 1.11, 1.24, and 1.62 for cubes, disks, and rods, respectively.
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Figure 3.19: Surface area weighted non-random part of interfacial site-site pair cor-
relation function on the depletion side of the phase diagram (pn = 0.2, α = 0.5) at
Φ = 0.3. Contact value of gpn = hpn + 1 ≈ 1.84, 1.61, and 1.60 for rods, cubes, and
disks, respectively.
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Figure 3.20: Surface area weighted non-random part of the interfacial site-site pair
correlation function in the miscibility window at pn = 0.5, α = 0.5, Φ = 0.3. Contact
value of gpn = hpn + 1 ≈ 2.32, 2.09, and 2.04 for rods, cubes, and disks, respectively.
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Figure 3.21: Approximate center-of-mass nanoparticle collective structure factor with
inset showing the site-site analog on the depletion side of the miscibility window (pn =
0.2, α = 0.5) at Φ = 0.3.
0
1
2
3
4
5
6
7
0 1 2 3 4 5 6
kD
Spp
rod 
disk 
cube
0
1
0 3 6 9 12kD
Stot
Figure 3.22: Polymer collective structure factor with inset showing Stot as defined in
Equation 2.11 on the depletion side of the miscibility window (pn = 0.2, α = 0.5) at
Φ = 0.3.
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Figure 3.23: Approximate center-of-mass nanoparticle collective structure factor with
inset showing the site-site analog in the middle of the miscibility window (pn = 0.5,
α = 0.5) at Φ = 0.3.
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Figure 3.24: Polymer collective structure factor with inset showing Stot as defined in
Equation 2.11 in the middle of the miscibility window (pn = 0.5, α = 0.5) at Φ = 0.3.
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Figure 3.25: Approximate center-of-mass nanoparticle collective structure factor with
inset showing the site-site analog on the bridging side of the miscibility window (pn =
0.8, α = 0.5) at Φ = 0.3.
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Figure 3.26: Polymer collective structure factor with inset showing Stot as defined in
Equation 2.11 on the bridging side of the miscibility window (pn = 0.8, α = 0.5) at
Φ = 0.3.
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Chapter 4
Comparison to Experiments
The strength (pn) and spatial range of the monomer-particle attraction play a critical
role in determining whether polymers mediate depletion aggregation (entropy-driven,
high temperature phase separation), steric stabilization and good dispersion (homo-
geneous liquid), or local bridging of nanoparticles (enthalpy-driven, low temperature
demixing). For intermediate pn values, thermodynamically stable “bound polymer lay-
ers” form around nanoparticles resulting in a repulsive potential of mean force and a
“miscibility window” in the phase diagram.98 This result has recently been qualitatively
confirmed for equilibrated silica-polyethyleneoxide (PEO) nanocomposites under index
matching conditions which satisfy the hard filler criterion.115,116 The identification of
this experimental system affords the opportunity to use small angle x-ray scattering
(SAXS) to probe the theoretical structure predictions for model hard sphere fillers over
a wide range of length scales and volume fractions. Scattering of silica nanoparticles
in the more hydrophobic, less strongly adsorbing polytetrahydrofuran (PTHF) matrix,
and in PEO-ethanol mixtures of various compositions,117 has also been measured. The
chemical formulas of solvent and the two polymers, which can hydrogen-bond with
hydroxyl groups on the silica surface, are sketched in Figure 4.1.
The focus of this chapter is to quantitatively confront theory and experiment for
the silica-PEO and silica-PTHF nanocomposites, and establish how polymers mediate
many body correlations between nanoparticles in the presence of variable interfacial
cohesion. For the silica-PEO system, the effect of adding solvent (ethanol) on inter-
facial cohesion is also examined. A new theoretical model is developed that adjusts
the total mixture packing fraction as fillers are added to the homopolymer matrix in
Reproduced in part with permission from Macromolecules DOI 10.1021/ma901523w. Copyright
2009 American Chemical Society.
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order to mimic equation-of-state effects expected to be operative at constant pressure.
Special attention is paid to the packing fraction dependence of the particle osmotic
compressibility (amplitude of long wavelength concentration fluctuations), and the in-
tensity and location of the wide angle peak in the nanoparticle structure factor that
quantifies the degree of local cage order and its characteristic length scale. The the-
oretical results for these quantities are shown to compare quite well to experimental
observations. Moreover, for the unentangled chains studied, both theory and experi-
ment show little dependence on molecular weight and exhibit a strong dependence on
the chemically-specific interfacial attraction strength. A new theoretical model is also
proposed and implemented to account for how solvent dilution modifies the effective
monomer-filler cohesive attraction.
4.1 Experimental System and Measurements
Details of the experimental sample preparation and SAXS measurements of the collec-
tive nanoparticle (silica) structure factor, Snn(k), are documented elsewhere.
115,116 The
three polymers studied by Anderson and Zukoski were PEO of molecular weights (MW)
400 and 1000, and polytetrahydrofuran (PTHF) of MW=1000. These low molecular
weight polymers are all below the entanglement threshold of the pure polymer melts,
thereby allowing the equilibration essential for comparison with the equilibrium theory.
The silica particles have a volume averaged diameter of D = 44± 4 nm. The polymers
are well contrast matched with the nanoparticles, leading to minimal van der Waals
attractions between fillers. Scattering experiments were performed at 75oC.
To create a composite sample, the silica particles were first synthesized in ethanol
solution and concentrated to a desired mass fraction. This solution was then mixed
with polymer, and the solvent evaporated under conditions chosen to best disperse the
particles. For the study on the effect of solvent, ethanol was added to make samples
at various specific ethanol:polymer ratios. Filler volume fraction was computed using
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the measured composite density, silica density, and particle and polymer (and ethanol
if present) masses. The filler structure factor was determined by subtracting the pure
polymer scattering intensity from the total composite SAXS intensity, assuming that
cross terms can be neglected since the particle x-ray scattering is dominant. The
collective nanoparticle structure factor was then determined in the standard manner by
dividing the concentrated particle scattering intensity by its volume fraction weighted
dilute particle limit analog.
The characteristic ratio for a chain of n backbone bonds, Cn, has been measured
for PEO at large MW (110k) using neutron scattering and found to be 5.7 at 74oC;
the structurally similar PTHF should have a similar Cn.
118 Theoretical calculations
for PEO yield a characteristic ratio of ∼ 5.4 in the long chain limit, which decreases to
∼ 5.0 (4.5) for PEO composed of 68 (27) backbone bonds.119 The backbone chemical
bond length is approximately lb ≈ 0.15 nm, and the angle between adjacent bonds is
68o.109 The number of backbone bonds is ∼ 27 for PEO 400, ∼ 68 for PEO 1000,
and ∼ 70 for PTHF 1000. These values motivate the choice of chain length in the
theoretical calculations.
4.2 Theoretical Model for Polymer-Nanoparticle Mixture
4.2.1 Choice of Parameters
The mixture model and theory employed is the same as described in Chapter 2.91–93,98
The spinodal phase boundary is numerically inferred from the small wavevector upturn
in the structure factor at values of pn just before the equations cease to numerically
converge. The spinodal phase boundary reported here is the last pn which could be
converged based on increments of 0.0001;98 the difference between this value and an
estimate of the spinodal location obtained by extrapolating 1/Snn(k = 0) or 1/Spp(k =
0) to zero (as often done experimentally) is not generally visible on the scale of the
plots presented.
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Recall that within the present model, the interfacial attraction strength pn qualita-
tively determines the free energy change associated with transferring a monomer from
the pure monomer fluid environment to the surface of a nanoparticle. In the language
of traditional polymer mean field theory, this energy parameter sets the scale of a
monomer level bare energetic “χ-parameter”, and is expected to change when different
polymers are used or upon addition of solvent (see section 4.4).
The degree of polymerization in the calculations is N = 10 or 100, the size asym-
metry ratio D/d = 10, and the spatial range of attraction is α = 0.5. These are
typical values as motivated in prior studies,91–93,98 and as such were not fine tuned for
comparison to the present experimental data. Note that N=10 is roughly the number
of monomers for PEO 400. The strength of the interfacial cohesion is varied widely
(0 ≤ pn ≤ 4) in order to construct the spinodal phase diagram, and detailed analysis
is performed for selected values that are relevant to the nanoparticle structure factors
measured experimentally.
To further motivate the chosen values of N , consider the mapping of a polymer
chain onto the FJC model. A standard approach is to require that the FJC model
reproduces the largest length scales of the real polymer: the end-to-end distance and
contour length. This mapping yields a statistical segment length of Cnlb ≈ 0.75 nm for
PEO. The corresponding number of segments N = Nbb/Cn, where Nbb is the number
of backbone bonds. For PEO 400 and 1000, Nbb = 27 and 68, while Cn ≈ 5, which
implies N ≈ 5 and 13. However, a mapping based on global chain properties is not the
most relevant for dense polymer melts or mixtures where packing effects are controlled
by the local chain stiffness. The latter is characterized by the persistence length,
lp = (Cn+1)lb/2 ≈ 3lb, or one PEO monomer. This mapping then implies N ≈ 10 and
25 for the two PEO samples, and the FJC “site” corresponds to one monomer yielding
roughly d ≈ 0.6 nm.
Modest changes in persistence length, α, and D/d were briefly investigated but did
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not significantly modify the theoretical results, although increasing D/d makes the
PRISM equations numerically more difficult to converge. Calculations are reported
only for α = 0.5 and D/d = 10 in order to realize the goal of employing just one
material-specific adjustable parameter to perform the quantitative theory-experiment
confrontation, while at the same time allowing comparison with prior published PRISM
results.98 Calculations for both N = 10 and 100 are presented, focusing on N=100 as
in prior studies; these two values of N essentially bracket the relevant values for the
two PEO samples studied experimentally, and the sensitivity to N is weak.
4.2.2 Adjusted Packing Fraction Description
An input to the theory is the monomer and particle packing fractions: ηp ≡ piρpd3/6
and ηn ≡ piρnD3/6. For simplicity, and due to the lack of a constant pressure mixture
equation-of-state, theoretical studies have previously assumed a fixed melt-like total
packing fraction of ηt ≡ ηp+ηn = 0.491–93,98 or 0.5.94,95 However, recent experiments115
have been performed well beyond these values, up to filler packing fractions of ∼ 0.55.
Physically, the interstices between nanoparticle surfaces are expected to be densely
filled by monomers in real materials held at constant (atmospheric) pressure. This
implies ηt should increase with nanoparticle volume fraction, in analogy with mixtures
of small and large hard spheres.120 This packing effect can be accounted for in a min-
imalist, but physically motivated and no adjustable parameter, manner. Specifically,
for the pure polymer melt ηp0 = ηt0 = 0.4 is employed since it yields a realistic dimen-
sionless isothermal compressibility, Spp(k = 0) ≈ 0.2, based on PRISM theory for a
hard core FJC fluid.73,91–93 The polymer packing fraction outside the volume excluded
by nanoparticles is assumed to remain the same as in the pure melt, thereby yielding
an “adjusted” total packing fraction of:
ηt = ηn + ηp0(1− ηn(1 + d/D)3) (4.1)
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This equation neglects the consequences of overlap of the excluded volume shells
of nearby particles. A more accurate expression for the free volume, which has been
employed in the study of hard sphere mixtures, yields a similar ηt at the large D/d and
reasonable ηn values studied here.
120,121 The packing fraction of atomic hard sphere
mixtures can also in principle be predicted by density functional theory122 or the PY
equation of state at constant pressure.123 However, there are virtually no simulation
nor experimental data for polymer nanocomposite densities as a function of mixture
composition that would allow quantitative comparison with the theory, which makes
it difficult to justify the use of more complicated adjustments of ηt as a function of ηn
in this initial study. Moreover, the accurate computation of an equation-of-state using
integral equation theory is generically difficult, and is particularly not appropriate for
this model based on a single effective polymer-particle attraction.
As a first test of the adjusted packing fraction concept and demonstration of its
importance at high filler volume fractions, the mixture bulk modulus KB is computed
as described in Chapter 2. In the pure polymer melt limit, the dimensionless (units of
kT/d3) KB = 4.49 for ηt = 0.4, and KB(ηn = 0) = 29.9 for ηt = 0.55. Using d ≈ 0.6
nm yields reasonable dimensional values of the bulk modulus of the pure polymer.
Calculations of the nanocomposite bulk modulus divided by its pure polymer melt
value as a function of nanoparticle volume fraction are shown in Figure 4.2, using
N = 100, D/d = 10, α = 0.5 and pn = 0.5. As discussed previously, the results are
not sensitive to the precise values of the latter variables.91–93 For the fixed ηt model,
the bulk modulus decreases rapidly with ηn, and is massively reduced at high filler
loadings, trends which are physically implausible for a constant pressure equation-of-
state property. In strong contrast, there is a very modest reduction based on the
adjusted ηt model. For example, at ηn = 0.1 the normalized bulk modulus decreases
by ≈ 2% for the adjusted model, compared to ≈ 34% (52%) for the constant total
packing fraction model of ηt = 0.55 (0.4). Experiments that measure the bulk modulus
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of silica based PNCs are required to quantitatively test these calculations.
The spinodal phase diagram for the adjusted ηt model is compared with that for
constant ηt = 0.4 and 0.55 models in Figure 4.3. In all cases, the phase diagrams show
the classic depletion (bridging) phase separation at low (high) interfacial attraction,
and a broad miscibility window at intermediate attraction strengths. Qualitatively,
the adjusted ηt results are similar to those at ηt = 0.4 which have been reported
previously,98 although the bridging demixing region shifts to higher interfacial cohesion
strengths resulting in a significant widening of the miscibility window. More dramatic
changes relative to prior results are found for the fixed ηt = 0.55 system. Specifically,
unusual bridging behavior occurs in the filler packing fraction regime of ηn ∼ 0.03
to 0.21 where enhanced miscibility is predicted with increasing nanoparticle loading.
This effect may be due to the initial unrealistically high and rapidly decreasing KB of
this system (or equivalently unrealistically small value of the pure melt dimensionless
compressibility at atmospheric pressure), and provides further motivation for use of
the adjusted ηt model.
The primary feature of the nanoparticle scattering function is the cage peak which
quantifies the filler short range order on a length scale of 2pi/k∗, where k∗ is the wavevec-
tor at the local maximum. Calculations of the intensity of the cage peak of the filler
structure factor as a function of ηn at two values of pn in the miscibility window for
the three ηt models are compared in Figure 4.4. The solid line shows the results for
the pure hard sphere fluid (vacuum solvent). At the larger pn = 0.6 for the adjusted
ηt model, the bound polymer layer around each particle leads to increased cage scale
order relative to pure hard spheres over the entire range of ηn = 0 to 0.55. At the
lower pn = 0.5, there is slightly less bound polymer around the nanoparticles, and
the degree of filler cage ordering is decreased. At very high ηn for this system, the
cage peak becomes less intense than that of pure hard spheres. Both constant total
mixture packing fraction models result in nonmonotonic behavior at high filler volume
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fractions, a trend not seen in the experiments on PEO based nanocomposites as will
be discussed below.
Recall that the primary aim is to compare the theoretical results with experiment
changing only the interfacial cohesion parameter pn. The experiments were performed
up to ηn ≈ 0.55, so the constant ηt = 0.4 model is not applicable. For both constant
total volume fraction models, the pure hard sphere fluid result must be obtained as
ηn → ηt. However, a significant amount of polymer continues to be present in the
experimental system even at ηn ≈ 0.55. This is yet another reason that the adjusted
packing fraction model is more appropriate to describe the experimental data.
4.3 Quantitative Comparison to Experiments in Two Polymer Melts
4.3.1 Filler Collective Scattering
Experimental nanoparticle structure factors are presented in Figure 4.5 for silica-PTHF
and Figure 4.6 for silica-PEO (MW=1000, N ≈ 23) at several filler packing fractions;115
the complementary theoretical results for the adjusted ηt model at the same packing
fractions (ηn/ηt = 0.37 and 0.56 for PTHF, and 0.37, 0.65, 0.81 for PEO) are also
shown. As more particles are added to the nanocomposite, the structure factor shows
enhanced local ordering (larger Snn(k
∗)) on a smaller length scale (larger k∗). The
other interesting feature is Snn(k = 0), the filler dimensionless osmotic compressibility.
Typically, the structure factor plateaus at low wavevector, though in the PTHF system
at ηn = 0.3 a small upturn is seen at low k, signaling the system may be near phase sep-
aration. These long wavelength filler concentration fluctuations are enormously larger
in the less interfacially cohesive PTHF system compared to the PEO-silica mixture.
The theoretical interfacial attraction strength has been adjusted to optimize agree-
ment (by eye) of theory and experiment for Snn(k), to find moderate degrees of attrac-
tion: pn = 0.35 for PTHF, and pn = 0.55 for PEO. Overall, theory and experiment
qualitatively, or nearly quantitatively, agree for all features over all length scales. The
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results at fixed ηt = 0.55 are qualitatively similar, especially at low packing fractions; a
representative example at the highest packing fraction (thin line on Figure 4.6) shows
the small change compared to the adjusted ηt model. However, as mentioned above, the
shape of the Snn(k
∗) versus ηn curve does show a qualitative difference between these
models. Note that the pn = 0.55 mixture is in the miscibility window of Figure 4.3,
though relatively close to the depletion phase separation boundary (depletion first oc-
curs just below pn = 0.33). This theoretical result is consistent with the experimental
observation115 of full miscibility to extremely high nanoparticle volume fractions for
the silica-PEO mixture. In contrast, the pn = 0.35 system lies very close to deple-
tion phase separation, and the experimental silica-PTHF system is observed to form a
nonequilibrium solid (gel) at ηn ≈ 0.3.
Figures 4.7, 4.8, and 4.9 compare theory and experiment for the three characteristic
features of the collective filler structure factor of the PEO and PTHF based nanocom-
posites: inverse dimensionless osmotic compressibility, S−1nn (k = 0), and the intensity,
Snn(k
∗), and location, k∗, of the cage peak, respectively. The analogous reference
hard sphere fluid results are also shown. Consider first the two PEO systems. The
theoretical results based on the adjusted total packing fraction model qualitatively
or quantitatively agree with all the experimental trends: (i) little variation with de-
gree of polymerization (N) for the more miscible system, emphasizing the locality of
the physics under equilibrium conditions, (ii) reduced long wavelength concentration
fluctuations, and (iii) greater cage scale order on a larger length scale (smaller k∗)
relative to the pure hard sphere fluid analog. The latter two trends reflect polymer-
mediated nanoparticle ordering due to thermodynamically stable bound polymer layers
which result in the fillers appearing effectively larger than their bare diameter.91–93,98
Quantitatively, at intermediate (low) packing fractions Snn(0) (Snn(k
∗)) is modestly
over (under) predicted, and the cage size is a bit too small although the nearly linear
variation of k∗ with ηn is well captured.
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To illustrate the remarkable sensitivity of the nanoparticle collective structure factor
to interfacial cohesion strength predicted by the theory, and make contact with the
new measurements on the silica-PTHF nanocomposite, calculations for two modestly
smaller values of pn are also shown in Figures 4.7, 4.8, and 4.9. One expects the latter
systems have a weaker adsorbed polymer layer, resulting in less cage scale order (lower
Snn(k
∗)) of smaller characteristic length scale (higher k∗), and a greater tendency
for depletion aggregation (higher concentration fluctuations, Snn(k = 0)). All these
expectations are borne out by the calculations and experiments. As pn decreases, the
macroscopic nanoparticle concentration fluctuations do intensify, and are much larger
than their pure hard sphere analogs, especially at high ηn. The cage peak weakens
indicating reduced local order that is significantly less than the equivalent hard sphere
fluid. For pn = 0.35 and N = 100, the magnitudes of Snn(0), Snn(k
∗) and k∗, and their
dependence on ηn, are remarkably similar to the silica-PTHF data thereby providing
a consistent description of nanoparticle collective concentration fluctuations over all
scales. Note that the average length scale of order decreases, and k∗ is no longer linear
with ηn.
Recall that adjusting pn in the theory corresponds to changing the monomer-level
effective attraction between the nanoparticle and polymer. The high sensitivity of the
filler collective scattering patterns to the magnitude of the interfacial attraction allows
the theory to be used as a tool to deduce pn which otherwise is not directly measurable
experimentally. Since the polymer-polymer and particle-particle interactions are hard
core, pn is proportional to the net reduction in energy upon transferring a monomer
from a pure polymer environment to being in contact with the silica surface. Although
the chemistry of silica, PEO and PTHF is complex, a simple model for pn is to assume
most of the polymer-particle attraction arises from hydrogen bonding between the
hydroxyl group on the silica surface and the oxygen in the polymer. Specifically, PEO
(-C2H4O-)N and PTHF (-C4H8O-)N are chemically similar except for the ratio of CH2
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groups to oxygen; PEO is 36 wt% oxygen, while PTHF is 22 wt% oxygen (as sketched
in Figure 4.1). Hence, a crude estimate of the PTHF attraction is ≈ 60% that of
PEO, yielding pn = 0.6× 0.55 ≈ 0.35 for PTHF. This a priori estimate is remarkably
consistent with the adsorption energy required for PRISM theory to reproduce well
all the features of the PTHF nanocomposite scattering patterns in Figures 4.7, 4.8,
and 4.9.
At lower N = 10, the theory compares best to the PTHF data when pn ≈ 0.4 rather
than 0.35. This modest difference is likely primarily a reflection of the limitation
of the ideal freely jointed chain model used in PRISM theory. As the theoretical
model systems which agree well with the PHTF scattering data are very close to the
depletion phase boundary (at pn = 0.35 the N = 10 mixture is not miscible beyond
ηn = 0.11), it is not unreasonable that the previously minor effect of N for the PEO
mixture is exaggerated for its PTHF analog and coupled to the value of pn. Within
the theory, a primary effect of lowering N is to increase the bulk modulus: the N = 10
system appears slightly denser in the sense that interchain packing is better due to less
intrachain overlaps,72,73 and therefore experiences stronger depletion attraction than at
N = 100. In real constant pressure systems, the bulk modulus should be approximately
N -independent, so lowering the N = 10 polymer density would likely make the N = 10
nanocomposite results even closer to those at N = 100. This small second order effect
is not further explored because it is not important for the comparisons made here. The
N = 10, pn = 0.35 results show the mixture is approaching phase separation since
Snn(0) increases sharply with ηn, and the cage peak is more intense and occurs at a
higher wavevector than in the miscible case. All these trends reflect local nanoparticle
aggregation as a precursor to depletion phase separation.
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4.3.2 Polymer Collective Small Angle Scattering
The theory is now employed using the same model parameters determined above to
make predictions for the polymer collective concentration fluctuations as encoded in
Spp(k). This quantity is amenable to measurement using small angle neutron scat-
tering and deuterium labeling. Figure 4.10 shows the polymer collective structure
factor for the PTHF system (pn = 0.35), while Figure 4.11 shows the corresponding
results for PEO (pn = 0.55). For the PEO system the fillers are surrounded by a
strongly held bound polymer layer. As a consequence, an intense low wavevector, or
“microphase separation like”, peak emerges on a length scale controlled (to first order)
by nanoparticle size. Its physical origin is an “imprinting” of filler order on the struc-
turally perturbed adsorbed polymer layers.91–93,98,101 The microphase peak location,
k∗ ≈ 2pi/D, shifts to higher wavevector, but its amplitude varies nonmonotonically,
with increasing nanoparticle concentration. These trends arise from a compression of
the bound layer around the filler and increasing inter-filler interference as nanoparticle
loading increases. The long wavelength concentration fluctuations for the silica-PEO
system (Figure 4.11) first decrease with increasing nanoparticle volume fraction, and
then become nearly constant. There is little N dependence of Spp(k) for this miscible
system, though lowering N slightly decreases the microphase peak and increases Spp(0).
At pn = 0.35 relevant to the PTHF mixture, there is less adsorbed polymer and
therefore the peak in Figure 4.10 sometimes disappears or is only a shoulder. A feature
at nonzero k∗ may still exist with significant amplitude but is effectively “buried”
under the large amplitude k = 0 peak associated with the osmotic compressibility
contribution. The N = 10, ηn = 0.1 system is similar to its N = 100 analog at
large wavevectors, but has even less bound polymer since it is closer to the depletion
spinodal. Thus, no discernible shoulder in Spp(k) is seen as it sharply increases towards
the k = 0 limit; this mixture is nearing spinodal phase separation and at higher ηn is
immiscible.
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The inset of Figure 4.11 shows the detailed variation of the microphase order pa-
rameter, Spp(k
∗), with filler volume fraction. For the pn = 0.35 system that mimics
the silica-PTHF nanocomposite, when a local maximum is present at N = 100, its
intensity grows approximately linearly with ηn at intermediate filler loadings, but this
maximum disappears at low and high ηt (and at all ηt for N = 10). Thus, a sharp
filler scale peak in the polymer scattering may serve as an experimentally measurable
indicator of the existence of a bound polymer layer with properties (e.g. local density)
distinct from the bulk polymer melt far from filler surfaces. At pn = 0.55, the mi-
crophase order parameter first increases roughly linearly with ηn reflecting the growing
amount of perturbed adsorbed polymer. However, Spp(k
∗) then goes through a max-
imum and decreases at very high filler packing fractions. The latter trend occurs at
both N = 10 and 100, although the value of the peak is somewhat smaller at lower N .
This decrease in Spp(k
∗) apparently arises from the overlap or sharing of bound layers
on different nanoparticles, and the fact that most polymers are associated with filler
and their total amount decreases with ηn.
4.3.3 Polymer-Mediated Filler Potential of Mean Force
To gain insight concerning the real space nanoparticle organization, Figures 4.12 and
4.13 present calculations of the filler potential of mean force, Wnn(r) = −ln(gnn(r)),
for the same systems as in Figures 4.10 and 4.11. With increasing nanoparticle volume
fraction, the PMF has a deeper contact attraction and lower repulsive barrier, which
reflects the many body interference of adsorbed polymer layers around different fillers.
Lowering pn from 0.55 to 0.35 enhances the contact depletion attraction and reduces
the monomer scale oscillations in the PMF, presumably due to less bound layer inter-
ference between particles. Decreasing N from 100 to 10 exaggerates the monomer scale
oscillations in Wnn for both pn values, since the shorter polymer fluid appears more
locally dense (higher bulk modulus) when compared at the same theoretical packing
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fraction. This leads to qualitatively similar behavior but larger minima in the PMF at
lower N .
The inset of Figure 4.13 plots the global minimum of Wnn as a function of ηn for
both N = 10 and 100. At N = 100, low ηn and pn = 0.55, the global minimum of the
PMF corresponds to filler “bridging” at an interparticle surface-to-surface separation of
roughly two monomer diameters. As ηn increases, the bridging minimum weakens, and
the contact aggregation minimum deepens, ultimately becoming the global minimum
beyond ηn ≈ 0.23. The global minimum when pn = 0.35 and 0.4 is always at particle
contact since there is less interfacial attraction to overcome entropic depletion and the
driving force for bridging is weaker.
Although PRISM is an equilibrium theory, recent progress in the area of sticky
colloid suspensions32,35,124 suggests that when the minimum in Wnn(r) becomes suffi-
ciently deep (∼ 4− 5kT ) interparticle collisions can become irreversible on the experi-
mental time scale resulting in a kinetically arrested “gel”. Based on this scenario, the
results in Figures 4.12 and 4.13 suggest that the lower pn systems (silica-PTHF) may
form a gel at relatively low ηn, in contrast to the pn = 0.55 system (silica-PEO) which
should remain stable up to high ηn. This theoretical deduction is qualitatively consis-
tent with rheological measurements115,125 which find a gel-like transition in silica-PTHF
at ηn ≈ 0.265, while PEO samples are fluid. Moreover, the nonequilibrium kinetic ar-
rest appears to be correlated with the greatly enhanced long wavelength nanoparticle
concentration fluctuations (large Snn(k = 0)) as seen in Figure 4.7, a trend which
is properly captured by the theory. Such a connection between gelation due to con-
tact particle aggregation and incipient phase separation has been emphasized in recent
studies of suspensions of attractive spherical particles.126
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4.4 Effect of Solvent Dilution
In the previous section, changing the polymer chemistry is described as one approach
to experimentally vary the filler-polymer interfacial adsorption strength. A faster and
simpler way of fine-tuning the effective pn may be to add solvent to the nanocomposite.
In principle, dilute polymers in a good solvent will adsorb less strongly (or not at
all) compared with those in the melt, as they experience an additional free energy
loss upon leaving the good solution to contact the particle surface. The adsorption
strength of intermediate concentrations of polymer in a solvent is expected to vary
monotonically between these extremes. Conversely, increased adsorption strength is
expected for polymers in a poor solvent. The specific version of PRISM theory used to
date for nanocomposites has been formulated and tested for dense systems, and dilute
polymer-particle mixtures are not explored. Hence, the focus is on particle-polymer-
solvent mixtures where the polymer:solvent volume fraction ratio is 0.5 or greater. In
such a case, the polymer is expected to retain meltlike characteristics and the FJC
model continues to be useful. Even these relatively small amounts of solvent added
to a nanocomposite may modify the effective pn enough to have important effects,
especially near a phase boundary where the system is very sensitive to such changes.
4.4.1 Choice of Density and Interfacial Attraction
Scattering data for the specific experimental system of silica in a PEO/ethanol mixture
(of various constant polymer:solvent ratios) have been generously provided by So Youn
Kim and Charles Zukoski.117 This section focuses on which theoretical parameters may
best model the interactions of these components. The choice of ethanol roughly chem-
ically mimics the polymer monomers, as each are composed of two saturated carbons
and an oxygen, as shown in Figure 4.1. The oxygen of ethanol is in a hydroxyl group
and should be slightly more able to more strongly hydrogen bond than the oxygen
of PEO which is connected to two carbons (except for the OH groups at the polymer
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ends). Ignoring this chemical difference as a first approximation, the only difference be-
tween the monomer and solvent is size. A theoretical segment is a sphere of diameter d
which represents several (∼ 3) PEO monomers, each approximately the size of ethanol.
Due to its smaller size, and for simplicity, ethanol is represented only implicitly (in the
continuum limit), but it fills volume around the nanoparticles in the same manner as
polymer. Therefore, the total packing fraction of the system is adjusted as particles are
added as described in section 4.2.2. Since only the polymer is explicitly represented,
the initial packing fraction is reduced by polymer/(polymer+solvent) volume fraction,
fp (which is held constant as particles are added). In effect, ηt0 = 0.4 from the previous
sections is replaced by the quantity 0.4fp.
Because the monomers are represented as hard spheres and solvent by vacuum,
the interfacial attraction strength pn actually represents the net enthalpic gain upon
transferring a monomer from the bulk to the particle surface. In the previous section
this value was pn = 0.55 for the PEO melt and silica. When the monomer instead
originates from the bulk polymer/solvent mixture, the enthalpic considerations upon its
placement near the particle surface are: loss of polymer-solvent interactions (strength
ps), loss of nanoparticle-solvent interactions (strength ns), and gain of solvent-solvent
interactions (strength ss). The former two occur with frequency proportional to the
fraction of solvent (1− fp) while the latter is proportional to (1− fp)2, as described in
the following equation.
pn,effective = pn,melt − (1− fp)ps − (1− fp)ns + (1− fp)2ss (4.2)
Assuming the solvent is chemically the same as the monomer, its interactions with itself
and with the monomer can be modeled as athermal (ps = ss = 0) and its interaction
with the nanoparticle should then be the same as that of the monomer (ns = pn,melt),
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which reduces Equation 4.2 to:
pn,effective = fppn,melt = 0.55fp (4.3)
In this simple zeroth order model with no adjustable parameters, the polymer-filler in-
terfacial attraction strength linearly decreases to zero with polymer/(polymer+solvent)
volume fraction.
4.4.2 Effects of Interfacial Attraction and Polymer Density
According to the above section, the theory accounts for the addition of solvent to the
polymer nanocomposite by both reducing the polymer number density and changing
the effective interfacial adsorption strength. To evaluate how these changes affect the
composite structure, calculations were performed based on implementation of these
two changes both separately and simultaneously.
Figure 4.14 shows the theoretical inverse of the nanoparticle osmotic compressibility
as a function of ηn. The melt case, as discussed and compared to experiment in the
previous section, is given by the solid black line, while the pure hard sphere value is
given by the black dashed line for reference. Also discussed above, decreasing pn for
the melt case (thin solid lines) dramatically increases Snn(0), especially as the system
nears depletion phase separation. At constant pn = 0.55, decreasing fp to 0.8 has
a negligible effect, but by fp = 0.6, Snn(0) is increased slightly relative to the melt
behavior. Though decreasing either fp or pn alone increases Snn(0), if these quantities
are decreased together according to Equation 4.3 (thick solid lines) the increase in
Snn(0) is not nearly as large as predicted based on simply reducing pn. Local polymer
density drives the depletion attraction, so it is reasonable that decreasing the amount
of polymer has little effect in the miscible regime but a much greater effect at low pn,
and acts to push the system further from strong depletion behavior.
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Figure 4.15 presents the intensity of the nanoparticle structure factor cage peak for
the same systems as Figure 4.14, and Figure 4.16 shows its wavevector location k∗.
Again, decreasing fp at constant pn has only a small effect. Snn(k
∗) at moderate to
high ηn varies nonmonotonically as pn is lowered. At first the cage peak amplitude
decreases due to a weaker bound layer and less local order. Further lowering pn near
depletion phase separation enhances the cage peak as particles begin to cluster, and
the peak moves to larger wavevectors corresponding to a shorter filler ordering length
scale with little or no adsorbed polymer. This enhancement of Snn(k
∗) due to strong
depletion is not observed (or is small) in the case that fp is reduced along with pn,
as the smaller amount of polymer places this system further from depletion phase
separation.
Intuitively, adding solvent decreases the strength of the filler-induced peak in the
collective polymer structure factor, shown for a single ηn = 0.3 in Figure 4.17. The
peak in Spp also moves to lower wavevector and can become (depending on ηn) only a
shoulder of the zero wavevector peak as fp is reduced from 1 to 0.5. The primary effect
on the filler potential of mean force (shown for ηn = 0.3 in Figure 4.18) is to decrease
the monomer induced oscillations. This weakens both the polymer induced repulsive
barrier and bridging minima. Decreasing pn at a constant fp = 1 should drastically
deepen the depletion minimum in the PMF, however, concurrently decreasing fp acts
to keep the contact minimum relatively constant. At ηn = 0.2, decreasing fp from 1
to 0.5 lowers Wnn(0) from −1 to −2kT , and this effect is smaller and nonmonotonic
(decreasing then increasing contact value as a function of fp) at high ηn.
4.4.3 Comparison to Experiment
Nanoparticle collective scattering profiles for the PEO/ethanol/silica system were ob-
tained by So Youn Kim and Charles Zukoski. The theoretical parameters for compari-
son to this system were set as described above: the melt ηt0 = 0.4 and pn = 0.55, and
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ηt is adjusted as a function of ηn as in prior melt work, and as solvent is added both
ηt0 and pn are reduced linearly towards zero in the dilute polymer limit.
Figure 4.19 shows the comparison of theoretical and experimental results for the
inverse of the silica dimensionless osmotic compressibility. This quantity is lowered
(more filler concentration fluctuations) as solvent is added by approximately the same
amount, and eventually crosses the pure hard sphere result, for both the theory and ex-
periment. The experimental and theoretical particle cage peak intensity in Figure 4.20,
and wavevector location in Figure 4.21, also compare favorably. At very low ηn, as ob-
served for the melt, Snn(k
∗) is underpredicted and k∗ is overpredicted. At high ηn,
adding solvent reduces Snn(k
∗) by a similar amount for both theory and experiment.
The shape of the theoretical Snn(k
∗) versus ηn curves at low fp = 0.5 and 0.6 (at
first relatively slowly increasing then an upturn at high ηn) implies these systems are
experiencing slightly stronger depletion than indicated by the experiment. This is also
confirmed by the increase in k∗ for the theoretical but not experimental results at these
lower values of fp.
4.5 Summary
This chapter presents a systematic combined theory-experiment quantitative analy-
sis of adsorbing polymer-mediated structural organization of nanoparticles in miscible
polymer nanocomposites. The microscopic statistical mechanical theory can qualita-
tively, and in some cases nearly quantitatively, account for the observed structural
effects over a wide range of length scales, filler volume fractions, and variable interfa-
cial cohesion. Prior PRISM theory work explored only a mixture model at constant
total packing fraction of 0.491–93,98or 0.5.94,95 However, the scattering of silica particles
in PEO was measured up to nanoparticle packing fractions of 55%, thereby motivating
the formulation of a different model for the PNC total packing fraction. Specifically,
in order to mimic the expected constant pressure equation-of-state effects, the total
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mixture packing fraction is increased as nanoparticles are added to the polymer melt
in such a manner that the polymer packing fraction in the space available to monomers
is constant. This “adjusted packing fraction” model results in a significantly reduced
(and physically sensible) variation of the nanocomposite bulk modulus with filler load-
ing, and improved agreement with the experimental structure factors. The theoretical
trend in the particle osmotic compressibility as a function of filler packing fraction is
qualitatively similar to experiment, as is the height and location of the particle cage
peak in the structure factor. The predicted changes in these structural quantities with
decreasing interfacial attraction match well the dramatic effects observed in experi-
ment when the more weakly adsorbing PTHF is used. Both theory and experiments at
show little dependence of nanoparticle concentration fluctuations on chain length low
molecular weights.
The spinodal phase boundary for the adjusted packing fraction model was obtained
and compared to that at constant packing fractions of 0.55 and 0.4. Significant quan-
titative differences are found, especially on the bridging side of the phase diagram.
However, the most striking aspect that a miscibility window exists remains true. A
prior comparison of PRISM theory to small angle neutron scattering experiments on a
silica-polystyrene nanocomposite up to volume fractions of 0.3 suggested the existence
of a “microphase-like” peak on the filler length scale in the collective polymer structure
factor.101 This peak was again found for the theoretical system which modeled best the
miscible PEO-silica data, but not for the less strongly adsorbing PTHF-silica analog.
The filler potential of mean force was also reported.
Finally, the changes in the particle structure factor are of similar magnitude when
solvent is added either experimentally or theoretically. Theoretically changing only
polymer volume fraction fp or only interfacial cohesion strength each present a qual-
itatively different picture than changing both to account fully for solvent addition.
Changing only fp very modestly affects the nanoparticle structure for the moderate to
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high fp studied here. This confirms that the experimental method of adding solvent
can be used to effectively tune the interfacial attraction. Especially near the deple-
tion demixing boundary in the melt, the dilution of polymer (not only the effective
change in cohesion) is relevant and must be modeled in order to understand the effect
of solvent on polymer nanocomposite structure.
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Figure 4.1: Chemical formulas of the solvent and two polymers used in scattering
experiments. All are expected to hydrogen bond with hydroxyl groups on the Sto¨ber
process silica nanoparticle.
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Figure 4.2: Theoretical bulk modulus normalized by its pure polymer melt value as a
function of filler packing fraction for the three indicated mixture total packing fraction
models. System parameters are: N = 100, D/d = 10, α = 0.5 and pn = 0.5.
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Figure 4.3: Filler packing fraction at the theoretical spinodal phase separation bound-
ary as a function of interfacial attraction strength for the three indicated mixture total
packing fraction models, for N = 100, D/d = 10, and α = 0.5.
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Figure 4.4: Intensity of the nanoparticle wide angle cage peak at k = k∗ as a function
of filler packing fraction for the three indicated mixture total packing fraction models,
for N = 100, D/d = 10, and α = 0.5.
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Figure 4.5: Collective nanoparticle structure factor as a function of dimensionless
wavevector. Curves are PRISM theory results for N = 100, D/d = 10, α = 0.5,
pn = 0.35 at various filler packing fractions using the adjusted ηt model. Symbols
indicate experimental data for silica-PTHF (MW=1000).
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Figure 4.6: Collective nanoparticle structure factor as a function of dimensionless
wavevector. Curves are PRISM theory results for N = 100, D/d = 10, α = 0.5,
pn = 0.55 at various filler packing fractions. Thick lines use the adjusted ηt model;
thin line for ηn = 0.52 is at ηt = 0.55. Symbols indicate experimental data for silica-
PEO (MW=1000).
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Figure 4.7: Inverse of the nanoparticle dimensionless osmotic compressibility as a func-
tion of filler packing fraction. Colored (thick (N = 100), thin (N = 10)) PRISM curves
are for D/d = 10, α = 0.5 based on the adjusted ηt model; black curve is for a pure
hard sphere fluid (polymer replaced by vacuum). Experimental data are for silica-
PEO (squares) and silica-PTHF (circles) of MW = 400 (open squares) and 1000 (solid
symbols).
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Figure 4.8: Height of the cage peak of the nanoparticle structure factor as a function of
filler packing fraction. Colored (thick (N = 100), thin (N = 10)) PRISM curves are for
D/d = 10, α = 0.5 based on the adjusted ηt model; black curve is for a pure hard sphere
fluid (polymer replaced by vacuum). Experimental data are for silica-PEO (squares)
and silica-PTHF (circles) of MW = 400 (open squares) and 1000 (solid symbols).
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Figure 4.9: Wavevector location of the cage peak of the nanoparticle structure factor
as a function of filler packing fraction. Colored (thick (N = 100), thin (N = 10))
PRISM curves are for D/d = 10, α = 0.5 based on the adjusted ηt model; black curve
is for a pure hard sphere fluid (polymer replaced by vacuum). Experimental data are
for silica-PEO (squares) and silica-PTHF (circles) of MW = 400 (open squares) and
1000 (solid symbols).
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Figure 4.10: Theoretical polymer collective structure factor for N = 100 (thick lines)
and N = 10 (thin line), D/d = 10, α = 0.5, adjusted ηt model, pn = 0.35.
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Figure 4.11: Theoretical polymer collective structure factor for N = 100 (thick lines)
and N = 10 (thin lines), D/d = 10, α = 0.5, adjusted ηt model, pn = 0.55. Inset
shows the intensity of the microphase-like peak (if present) as a function of total packing
fraction for three values of pn.
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Figure 4.12: Nanoparticle potential of mean force as a function of surface-to-surface
separation for N = 100 (thick lines) or N = 10 (thin line), D/d = 10, α = 0.5, adjusted
ηt model, and pn = 0.35.
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Figure 4.13: Nanoparticle potential of mean force as a function of surface-to-surface
separation for N = 100 (thick lines) or N = 10 (thin lines), D/d = 10, α = 0.5,
adjusted ηt model, and pn = 0.55. Inset shows the value of the global minimum of
Wnn as a function of nanoparticle packing fraction for various pn.
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Figure 4.14: Inverse of particle osmotic compressibility versus particle packing fraction,
using an adjusted total packing fraction with an initial polymer packing fraction of
ηt0 = 0.4fp at the indicated values of pn.
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Figure 4.15: Height of cage peak in the particle structure factor versus particle pack-
ing fraction, using an adjusted total packing fraction with an initial polymer packing
fraction of ηt0 = 0.4fp at the indicated values of pn.
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Figure 4.16: Wavevector location of cage peak in the particle structure factor ver-
sus particle packing fraction, using an adjusted total packing fraction with an initial
polymer packing fraction of ηt0 = 0.4fp at the indicated values of pn.
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Figure 4.17: Polymer structure factor at particle packing fraction of 0.3, using an
adjusted total packing fraction with an initial polymer packing fraction of ηt0 = 0.4fp
and pn = 0.55fp.
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Figure 4.18: Potential of mean force at particle packing fraction of 0.3, using an ad-
justed total packing fraction with an initial polymer packing fraction of ηt0 = 0.4fp
and pn = 0.55fp.
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Figure 4.19: Inverse of particle osmotic compressibility versus particle packing fraction,
using an adjusted total packing fraction with an initial polymer packing fraction of
ηt0 = 0.4fp at the indicated values of pn, compared with experimental scattering data.
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Figure 4.20: Height of cage peak in the particle structure factor versus particle pack-
ing fraction, using an adjusted total packing fraction with an initial polymer packing
fraction of ηt0 = 0.4fp at the indicated values of pn, compared with experimental
scattering data.
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Figure 4.21: Wavevector location of cage peak in the particle structure factor ver-
sus particle packing fraction, using an adjusted total packing fraction with an initial
polymer packing fraction of ηt0 = 0.4fp at the indicated values of pn, compared with
experimental scattering data.
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Chapter 5
Miscibility of Rods
The unprecedented strength:weight ratio and interesting electrical and thermal prop-
erties of carbon nanotubes make them ideal as polymer additives for multiple potential
applications. Many recent experiments have been performed on nanotube/polymer
composites, but as with other fillers a key problem is to determine under what condi-
tions the particles and polymer form a homogeneous mixture. The carbon nanotubes
have especially strong attractions with each other, and frequently form nanotube bun-
dles in polymers rather than a well dispersed phase. To develop an understanding of
the polymer and nanoparticle properties which promote dispersion, PRISM theory was
applied to a system of long rods in a polymer melt. The focus is on the effect of adding
an attraction between rods in a homopolymer, though the case of a random copolymer
with one monomer type more strongly adsorbing on the rod is also briefly addressed,
motivated by ongoing experiments by M. Dadmun at Oak Ridge National Laboratory.
The main question addressed is whether any rod and polymer chemical parameters can
be chosen which allow miscibility of very strongly attracting rods.
5.1 Choice of Model
As described in Chapter 2, the rods are composed of tangentially connected spherical
sites. The choice of size, length, and chemical parameters was motivated by carbon
nanotubes. Single walled carbon nanotubes (SWCNT) have diameters around 1 nm,
while multiwalled nanotubes are somewhat thicker.15 A typical polymer persistence
length is ∼ 1 nm or smaller, so a rod site diameter of D/d=2 was chosen to mimic
the SWCNT thickness.109 Rods of aspect ratio or number of sites of Nn = 10 and 100
were studied, with the focus on Nn = 10, though carbon nanotube aspect ratios are
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typically in the hundreds or thousands. The relatively short rods make the PRISM
equations numerically easier and faster to converge, and the effect of rod length is not
qualitatively important for the properties of interest here.
The polymer-rod and rod-rod attraction strengths, pn and nn, were varied for
the purpose of understanding the conditions which bracket miscibility. A rod-polymer
attraction of spatial range αpn = 0.5d was used, as was typical in prior studies on
spherical and small molecular fillers, while rod-rod attraction ranges of αnn = 0.25d
and 0.5d were studied. Recall that these chemical variables refer to site-site attractions.
It is not obvious how to uniquely map the nanotube chemistry onto a rod composed
of individual sites. The choice of polymer-rod chemistry in the theoretical study was
not quantitatively informed by experiments, and many types of polymers are available
which could have a wide range of chemical interactions with carbon nanotubes. Exper-
imental or quantum chemical data are desired to make useful comparisons to specific
experimental systems. Knowledge of C60 chemistry may aid in understanding the rod
site-site attractions because C60 “buckyballs” are chemically similar to single walled
carbon nanotubes, in the sense that they are composed entirely of aromatic carbon,
but exist as spheres and are therefore relevant to theoretical individual rod sites. One
experimental study calculated the C60 − C60 potential, finding an attraction strength
of ∼ 10kT .127 Fitting an exponential by eye to this reported potential shows a range
of ∼ 0.15 nm, which maps to αnn = 0.3d if D = 1 nm and D/d = 2. This value is
bracketed by the αnn = 0.25 and 0.5 spatial range values studied. The quantitative
applicability of the C60−C60 potential to multiwalled carbon nanotubes or nanotubes
in a polymer melt is not clear. In this initial study, the rod-rod attraction strength was
not fixed but rather increased incrementally to establish at what point the rods become
immiscible under various conditions. Equilibrium miscibility was not found at the ex-
tremely high site-site nn = 10 for any systems modeled here. However, even if the
reported C60 −C60 potential127 is a good representation of carbon nanotubes modeled
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on a spherical site basis, the results at lower nn can serve as a guide towards choosing
parameters closest to equilibrium miscibility such that the rod-polymer mixture may
be kinetically stable even at a higher attraction.
All other model parameters in this chapter are the same as those typically used in
prior studies: degree of polymerization N = 100, persistence length l/d = 1.333, and
total packing fraction ηt = 0.4. A new numerical issue occurs in the computation of the
second virial coefficient of long rods. The nanoparticle-nanoparticle closure employed
is the HNC, the same as that in the rest of this thesis. However, the solution to the
HNC closure for rods shows a very small long range component in gnn(r) even in a
vacuum (gnn is not exactly 1 past the longest possible distance at which two rods can
interact). Use of the PY closure would not improve the situation because it often yields
a negative gnn at some interparticle separations. However, this unphysical feature is
so small as to be not visible on the scale of the plots reported, though it does cause
an incorrect scaling of the second virial coefficient with rod length. Specifically, B2 for
rods scales approximately with Nn instead of N
2
n. Therefore, instead of normalizing
B2 by 4 times the hard core volume (which scales linearly with Nn and equals B2 for
spheres in a vacuum), in this chapter B2 is normalized by the value for the hard rods in
a vacuum with the HNC closure. This normalized value allows appropriate comparison
between rods of various lengths.
5.2 Attractive Rods in Homopolymer Melts
5.2.1 Dilute Potential of Mean Force
The potential of mean force between rods in a weakly or strongly adsorbing homopoly-
mer melt was calculated in order to observe the effect of adding a rod-rod attraction.
Figure 5.1 showsWnn for Nn = 10 rods in the relatively weakly adsorbing polymer case
of pn = 0.5 and αpn = 0.5. With no rod-rod attraction, a modest site-site repulsion
exists between rods with oscillations on the scale of the monomer diameter, and the
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inset shows very small cusps on intrarod length scales. Adding a site-site rod attraction
of nn = 1 and αnn = 0.5 predictably lowers Wnn by about 1kT near contact. This
effect diminishes with distance, and Wnn for nn = 1 and αnn = 0.5 is similar to that
of the nn = 0 system beyond ∼ 3d, albeit with sharper cusps corresponding to the
increased probability of rod-rod contact and resulting inter-rod correlations. Decreas-
ing the attraction range to αnn = 0.25 at the same nn = 1 results in qualitatively
similar effects of shorter range. Decreasing attraction range while keeping αnnnn, a
measure of total interfacial cohesion, constant may allow a more fair comparison of the
effect of attraction range. The nn = 2 and αnn = 0.25 system shows a deeper contact
minimum in Wnn than that for nn = 1 and αnn = 0.5, but the curves are similar at
rod separations of a monomer radius or more.
The same rod-rod attractions are studied in Figure 5.2 for a more strongly adsorbing
polymer: pn = 1.5 and αpn = 0.5. The polymer induces a significantly larger repulsion
at contact, which is diminished but still present even with the added rod site-site
attraction of 2kT . The repulsion persists for several monomer diameters and is followed
by a very weak polymer bridging minimum shown in the inset. Adding a rod attraction
of nn = 1 or 2 at αnn = 0.25 lowers the contact value of Wnn but has very little effect
beyond a monomer radius. In contrast, for a longer range rod attraction of pn = 1
and αnn = 0.5, Wnn decreases by a small amount over several monomer diameters.
Apparently the longer range rod attraction is less compatible with a repulsive bound
polymer layer. Counterintuitively, the small bridging minimum present with no rod
attraction or a short range attraction moves to a shorter distance at this longer αnn =
0.5.
5.2.2 Second Virial Coefficient
Figure 5.3 presents B2 for Nn = 10 rods with αpn = αnn = 0.5 and an increasing rod
attraction. As observed in prior spherical filler work, with no interrod attraction a
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relatively flat plateau occurs in B2 at intermediate pn (at a value greater than that for
hard fillers in a vacuum) due to a repulsive polymer layer around each nanoparticle. B2
drops very sharply at low pn due to the depletion attraction, and also drops sharply at
high pn due to polymer bridging. Adding an interrod attraction decreases B2 at all pn,
and hastens the onset of a negative B2 due to depletion and bridging, with a greater
effect on the depletion behavior. The window of positive B2, expected to correspond
with miscibility at low volume fractions, significantly narrows as nn is increased and
no stable window is predicted for nn = 3 or above (not shown).
B2 of analogous systems at the shorter rod attraction range of αnn = 0.25 is pre-
sented in Figure 5.4. The effect of increasing interrod attraction strength on the low
pn (depletion) side of the miscibility window is similar to that at αnn = 0.5. However,
adding a small, short range rod attraction has little effect at intermediate and high
pn. Apparently the bound polymer layer is much better able to stabilize the nanorods
against an attraction of significantly shorter range than the interfacial attraction. The
window of positive B2 is therefore significantly wider for αnn = 0.25, and the rods re-
main miscible past a much larger site-site rod attraction of 4kT , at which point the B2
curve begins to separate from its hard rod analog on the bridging side of the diagram.
Longer rods of Nn = 100 are more representative of real carbon nanotubes. The
analogs of Figures 5.3 and 5.4 at Nn = 100 are given in Figures 5.5 and 5.6, respectively.
None of the trends at either αnn = 0.5 or 0.25 are qualitatively changed. The longer
rod length causes a flatter and somewhat lower plateau in B2 at intermediate pn, and
a more sudden decrease from this plateau towards negative B2 at both low and high
pn.
A few brief investigations were performed with other parameters to assess what is
likely to change the qualitative picture presented above. The B2 of thinner D/d = 1
rods (not shown) has the same qualitative behavior: the miscible window narrows much
more quickly with a shorter range rod attraction. However, miscibility deteriorated
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much faster with increasing nn; a better comparison withD/d = 2 results was obtained
by scaling both αpn and αnn with D. Calculation of B2 at a shorter range interfacial
αpn = 0.25 (not shown) reveals that the miscibility window narrows from both sides
as nn is increased when αpn = αnn = 0.25, relatively similar to the αpn = αnn = 0.25
case. This suggests that the important quantity to increase rod miscibility is not the
smaller absolute αnn = 0.25 but a shorter range of rod-rod attraction relative to that
of the rod-polymer interfacial attraction.
5.2.3 Nonzero Volume Fraction and Scattering
Though the primary focus is on assessing rod miscibility in the dilute limit, the struc-
tural effects of increasing rod volume fraction, Φ, are briefly investigated. These effects
in the miscible region are in many ways similar to those for spherical nanoparticles. In
real space, increasing Φ somewhat decreases the monomer scale order while increasing
particle scale order in both gpn and Wnn. These results are not shown as the only
relevant differences from previously reported calculations are those already noted for
the dilute limit Wnn.
The collective polymer and rod structure factors are of interest as they are poten-
tially measurable by selective scattering experiments. The approximate center-of-mass
rod structure factor based on Equation 2.9 is reported in Figure 5.7 for Nn = 10 rods
at pn = 1, αpn = 0.5, and nn = 1 for both αnn = 0.25 and 0.5. These systems
both have positive B2 in the dilute limit, though the added nn = 1 attraction with
αnn = 0.5 significantly reduces B2 from the hard rod value, while that at αnn = 0.25
does not, as shown in Figures 5.3 and 5.4. The rod CM structure factors show what
looks like a typical cage peak, but it is at a relatively low kD ∼ 3 − 4. There is also
a much smaller peak around the single site scale of k = 2pi/D. A shoulder exists at
at quite low kD, corresponding to order on the global rod length scale. These features
are similar at the two values of αnn, though the smaller αnn system shows a bit more
98
order on a the main kD ∼ 3− 4 length scale, and decreasing αnn also moves this peak
to slightly lower kD (larger length scales). Increasing Φ increases the main peak and
decreases the rod osmotic compressibility, as intuitively expected.
Increasing Nn to 100 (not shown) does not appreciably change the kD ∼ 3 − 4
peak nor the kD ∼ 7 peak, but the low kD feature predictably moves to even lower
wavevectors. The location of the shoulder and the peaks at kD ∼ 3− 4 and ∼ 7 also
do not vary with small changes in nn within the miscible regime (not shown), though
at high nn the peak at kD ∼ 7 is increased for both apparently due to increased rod
contact (higher Φ) and resulting increased site scale order.
Figure 5.8 shows the polymer collective structure factors for the same systems as
Figure 5.7. One main filler-scale peak is present in Spp, on the scale of (1 − 2)kd or
(2 − 4)kD, corresponding to the rods imprinting their order on the polymer through
the bound layer. This peak increases with rod volume fraction and is very similar at
the two values of αnn. The relatively sharp k = 0 peak at low Φ is an apparently trivial
effect of adding small amounts of long rods to polymer; at low volume fractions, these
uncorrelated rods appear to the polymer as long linear holes which increase polymer
concentration fluctuations or compressibility. Increasing Φ allows the rods to pack
closer and form a smaller mesh size, and the polymer correlated with the mesh of rods
experiences a decrease in compressibility. Note at Φ = 0.2 the “microemulsion” form
of the scattering profile, i. e. maxima at both k = 0 and k∗ 6= 0.
5.3 Rods in Copolymer Melts
A brief investigation of the effect of copolymer chemistry on rod miscibility was per-
formed motivated by recent experiments on carbon nanotubes in a polystyrene or
polyvinylphenol homopolymer or a random copolymer of these with varying composi-
tion.26 The nanotubes were functionalized such that they could hydrogen bond with
the phenolic monomer. The propensity of nanotubes to form large bundles was assessed
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in both polystyrene and polyvinylphenol homopolymers and in the random copolymer
of varying composition. Surprisingly, nanotube bundling was the least (the nanotubes
were closest to miscibility) at an intermediate copolymer composition rather than in
the strongest interfacial attraction case of pure polyvinylphenol.
The monomers of polystyrene and polyvinylphenol differ only in the presence of the
hydroxyl group on polyvinylphenol. Although the hydroxyl group certainly changes
the monomer-monomer attractions, this difference should be small compared to the
specific and strong H-bonding interaction possible between the polyvinylphenol and
functionalized carbon nanotubes. Therefore, the model AB copolymer, in which the
only difference between A and B monomers is their chemical interaction with filler, is
likely applicable. As in the experiments, the A and B monomers are randomly arranged
in the chain. The copolymer degree of polymerization is N = 100, and the nanotubes
are composed of Nn = 10 tangentially connected spheres of diameter D/d = 2 with a
rod-rod exponential attraction of range αnn = 0.25 or 0.5 and of varying strength nn
as motivated previously.
Polymer-polymer interactions are all purely hard core. This choice avoids any
possibility of polymer microphase separation: without particles present, the system is
a homopolymer melt. For this initial study, the range of the exponential interfacial
attraction between any monomer and the nanotube is fixed at αpn = 0.5. The A and B
types of monomers are therefore different only in their interfacial attraction strengths
with the rod, An and Bn. The fraction of A monomers, fA, is varied from 0.01 (nearly
a homopolymer of B monomers) to 0.99 (nearly a homopolymer of A monomers).
Only the dilute limit is explored here, and the second virial coefficient is reported
as a measure of rod miscibility. Of primary interest is whether the miscibility is ever
a non-monotonic function of copolymer composition: can a copolymer disperse the
nanotubes better than either homopolymer?
Figure 5.9 shows the normalized rod B2 versus An for various copolymer compo-
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sitions in the case that Bn = 0 and there is no rod-rod attraction. At fA = 0.99, the
results are essentially the same as those for homopolymer, with a stabilized plateau
region in B2 at intermediate An, and a sharply decreasing B2 due to depletion at low
An and polymer bridging at high An. Increasing the fraction of the nonadsorbing B
monomer monotonically decreases miscibility; at fA < 0.25, the system would have a
large negative B2 due to the dominance of entropic depletion and the PRISM equations
could not be converged.
To better explore the entire copolymer composition range, Bn was increased slightly
such that even the fA = 0.01 system could be converged, and analogous results to
those of Figure 5.9 for Bn = 0.1 are given by the solid lines in Figure 5.10. All B2
lines meet at An = 0.1, which is the homopolymer case. For An above this value,
increasing the fraction of more adsorbing A monomers increases B2 in the miscible
regime. However, with increasing An the B2 drops more sharply due to bridging for
intermediate copolymer compositions, and the curves cross. Therefore, at high An a
nonmonotonic trend is predicted such that copolymers of fA = 0.25 to 0.75 are less
miscible than either homopolymer alone. At low and intermediate An the trend is
monotonic.
Figure 5.10 also shows the effect of increasing rod attraction strength nn with
αnn = 0.5. In all cases the added rod attraction decreases B2 by a relatively similar
amount for various compositions at all An. Figure 5.11 compares some of the cal-
culations from Figure 5.10 with their analogs at nn = 0.25. As expected from the
homopolymer results, B2 under bridging conditions is not as affected by the added
short range rod attraction as it is by that at αnn = 0.5. This effect is similar at all
copolymer compositions.
Under no conditions studied here is the experimentally observed situation of in-
creased miscibility at moderate random copolymer composition observed. This may
be because the model is too simple, or the equilibrium calculations may not apply to
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the experiments which are actually always in a nonequilibrium state as evidenced by
the presence of nanotube aggregates at all copolymer compositions. However, the po-
tential of the theory to capture new physics due to the copolymer architecture which
cannot be predicted by a weighted average of homopolymer results is confirmed by
the observation of decreased miscibility of intermediate copolymer compositions in the
bridging regime.
5.4 Summary
The miscibility and structure of thin rods in a polymer melt was investigated, motivated
by experiments using carbon nanotubes as filler. The overall goal is to determine un-
der what conditions attractive rods can be dispersed in the polymer. With no rod-rod
attraction, the second virial coefficient versus interfacial cohesion plots show a plateau
region at intermediate cohesion in which B2 is greater than the result for hard rods in
vacuum. At low cohesion strength, entropic depletion behavior causes a sharp decrease
in B2, while at high interfacial cohesion a weak but relatively long range bridging at-
traction causes a somewhat slower decrease in B2. The miscibility window is narrowed
from both sides as rod-rod attraction is added in the case that both the interfacial
and rod-rod attractions are of the same spatial range. Shortening the range of rod-rod
attraction increases miscibility. For the short range rod-rod attraction, the transition
from positive to negative B2 at low polymer-rod interfacial attraction still occurs more
readily (at higher interfacial attraction strength) as rod-rod attraction is increased.
However, in that case the transition to negative B2 at high polymer-rod attraction
strength, driven by polymer-induced enthalpic bridging of rods, is relatively invariant
to inter-rod attraction strength. Increasing rod length slightly reduces the stabilizing
consequences of polymer adsorption and the attendant steric repulsion. Polymer and
rod collective structure factors were calculated, and the polymer Spp(k) shows evi-
dence of imprinting of rod order via the adsorbed polymer layer. Rod miscibility was
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also investigated in a random copolymer melt in which one type of monomer is more
adsorbing than the other. This does not change the general qualitative picture, and
increased miscibility at a shorter interrod attraction range still holds. Interestingly,
for intermediate copolymer compositions, the transition to bridging occurs earlier than
expected based on the results of either homopolymer alone.
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5.5 Figures
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Figure 5.1: Dilute site-site potential of mean force of rodlike fillers with Nn = 10,
αpn = 0.5 and pn = 0.5. Inset shows the long length scale features which are visible
to a rod site separation of order of half the rod length.
-0.5
0
0.5
1
1.5
2
2.5
3
0 0.5 1 1.5 2 2.5 3 3.5 4
(r-D)/d
0
1   0.25
1   0.5
2   0.25
Wnn
εnn  αnn
εpn=1.5
-0.05
0.05
0 5 10 15 20 25
(r-D)/d
Wnn
Figure 5.2: Dilute site-site potential of mean force of rodlike fillers with Nn = 10,
αpn = 0.5 and pn = 1.5. Inset shows the long length scale features.
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Figure 5.3: Second virial coefficient of rodlike fillers normalized by the value for pure
hard rods in a vacuum, with Nn = 10, αpn = 0.5 and αnn = 0.5.
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Figure 5.4: Second virial coefficient of rodlike fillers normalized by the value for pure
hard rods in a vacuum, with Nn = 10, αpn = 0.5 and αnn = 0.25.
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Figure 5.5: Second virial coefficient of rodlike fillers normalized by the value for pure
hard rods in a vacuum, with Nn = 100, αpn = 0.5 and αnn = 0.5.
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Figure 5.6: Second virial coefficient of rodlike fillers normalized by the value for pure
hard rods in a vacuum, with Nn = 100, αpn = 0.5 and αnn = 0.25.
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Figure 5.7: Approximate rod center-of-mass structure factor for Nn = 10 at αpn = 0.5,
pn = 1, nn = 1, and various rod volume fractions.
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Figure 5.8: Polymer collective structure factor with Nn = 10 rod fillers at αpn = 0.5,
pn = 1, nn = 1, and various rod volume fractions.
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Figure 5.9: Second virial coefficient of Nn = 10 rods in a random AB copolymer melt
normalized by the value for pure hard rods in a vacuum, with Bn = 0, nn = 0, and
αAn = 0.5.
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Figure 5.10: Second virial coefficient of Nn = 10 rods in a random AB copolymer melt
normalized by the value for pure hard rods in a vacuum, with Bn = 0.1, αAn = αBn =
0.5, and αnn = 0.5.
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Figure 5.11: Second virial coefficient of Nn = 10 rods in a random AB copolymer
melt normalized by the value for pure hard rods in a vacuum, with Bn = 0.1 and
αAn = αBn = 0.5.
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Chapter 6
Chemical Heterogeneity
Nanocomposites in which the polymer or particle are made up of chemically different
parts are described here as “chemically heterogeneous”. A recent experimental exam-
ple of a possible heterogeneous diatomic molecule like filler is that of CdS nanocrystals
grown on Fe3O4 nanocrystals.
22 Heterogeneous spherical “Janus” particles, one hemi-
sphere (or other fractions of the sphere) of which is chemically modified, can also be
created.24 Added to a homopolymer melt, such particles may cluster or microphase sep-
arate. The implications of adding such fillers to a heterogeneous polymer melt are not
explored in these initial studies. Instead, polymer chemical heterogeneity is addressed
in the most basic manner by considering sphere-sphere interactions in copolymer melts
and polymer blends. Although the microphase separation of copolymers in the presence
of fillers is of broad experimental and theoretical interest,74 polymer microphase sepa-
ration is avoided here. Rather, the primary purpose of this study is to understand how
the interfacial polymer-filler behavior such as the adsorbed polymer layer is affected by
chemical heterogeneity. Therefore, the consequences of changing only monomer-filler
interactions with identical monomer-monomer interactions are explored.
The several types of heterogeneous systems studied in this chapter are presented
conceptually in Figure 6.1. Spherical fillers in several heterogeneous polymer melts
are studied. Each heterogeneous polymer has two types of monomer, which were
identical in the pure polymer limit but one of which was more strongly attracted to
the filler. Three heterogeneous polymer types created are: an alternating copolymer,
a random copolymer of varying composition, and a blend of two polymers in equal
ratios. Diatomic fillers in which one site is more attractive towards the homopolymer
than the other are studied, as are diatomic fillers whose sites interact with the polymer
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identically but experience an additional direct site-site attraction for one of the types
of sites.
6.1 Heterogeneous Polymers with Spherical Fillers
To explore the effect of polymer chemical heterogeneity on nanocomposite structure,
spherical fillers in the dilute limit are studied in a random AB copolymer, an alter-
nating AB copolymer, and a blend of A and B polymers. In this initial study, the
particle interactions are hard core (nn = 0), D/d=5, and the fraction of A monomers
fA (fraction of the total polymer, a quantity not affected by particle volume fraction) is
fixed at 0.5 for the alternating copolymer and polymer blend. The random copolymer
calculations are mainly for fA = 0.5, though fA is varied across the entire range from
0.01 to 0.99. In all cases, each polymer is a freely jointed chain of 100 beads and the
polymer-polymer interactions are entirely hard core. Therefore, in absence of fillers
all polymer “mixtures” are a homopolymer melt. This choice avoids the possibility of
polymer microphase or macrophase separation. The only difference between A and B
monomer types is their attractive interaction strengths An and Bn with the nanopar-
ticle; the range of both of these interactions is fixed at the value typically used in
homopolymer work, αpn = 0.5.
6.1.1 Monomer-Filler Correlation Functions
Figure 6.2 shows both polymer-particle pair correlation functions for a random copoly-
mer of fA = 0.5 and Bn = 0.5. In the An = 0.5 homopolymer case (black line), gpn
is ∼ 3 at contact and decays to one after a short distance, with small monomer scale
oscillations, corresponding to moderate interfacial adsorption. Decreasing An to zero
decreases gAn (thin blue line) at contact to ∼ 2 and slightly increases gBn (thick blue
line), though the shape of both curves remains similar and they are almost equivalent
after one monomer diameter from the surface. The average of gAn and gBn (not shown)
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for this An = 0, Bn = 0.5 case is approximately equal to the homopolymer gpn at an
averaged pn = 0.25 (dashed blue line). Increasing An to 3 (red lines) dramatically
increases gAn at contact and lowers gBn. For this case, gAn remains larger than gBn for
almost 2 monomer diameters, and averaging the two yields an increased contact value
and other small differences versus the averaged pn = 1.75 homopolymer result.
The above results are put into context by comparison with Figure 6.3, which shows
the same Bn = 0.5, An = 0 and 3 results for the alternating copolymer case. Again
the contact value of gAn is decreased and that of gBn increased when An = 0. How-
ever, these curves cross around half a monomer diameter from the surface, and the
A monomer is very slightly more likely to be one monomer diameter from the par-
ticle than the B monomer. At An = 3, the difference from the random copolymer
case is more clear; the gAn and gBn curves start in the same manner, though their
contact values are not quite as far apart, then cross at a fraction of a monomer di-
ameter distance, and cross again between 1 and 2 d from the surface before becoming
approximately equal after 2d. This curve crossing is caused by the alternating nature
of the copolymer; where A monomers are highly likely to be at the particle surface,
the B monomers to which they are directly connected are more likely to be a short
distance from the surface. In the random copolymer case, however, there are some
locally blocky structures where some lengths of the chain are composed of several A
monomers in a row. This allows a continuous excess of gAn over gBn or the averaged
homopolymer gpn for several monomer diameters. In the random sequence case these
stretches of A will preferentially adsorb on the particles, causing a much greater fA near
the filler surface than in the bulk, which cannot be the case for alternating copolymers
on length scales larger than d. Therefore, the average interaction of a nanoparticle
with the surrounding polymer will be closer to the more adsorbing monomer’s  for the
random copolymer case versus the alternating case. This explains why the average of
the alternating copolymer gAn and gBn is more similar to the averaged homopolymer
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result than is the average of these quantities for the random copolymer.
Obviously, the polymer blend contains longer continuous stretches of A monomers
(the entire polymer length) than the random copolymer. These monomers can com-
pletely separate themselves from the B monomers, driven by preferential adsorption
on the filler. Figure 6.4 reveals a much larger length scale over which gAn and gBn
remain distinct for the blend. The blue lines are analogous to those of Figures 6.2 and
Figure 6.3 (Bn = 0.5, An = 0), and show an increased gBn and decreased gAn versus
these other cases, which persists further than the fluidlike monomer scale oscillations
and is visible until ∼ 8d. In essence, “surface segregation” or “preferential wetting”
occurs. By the time An is increased to 0.75, gBn is so much reduced that it becomes
(unphysically) negative at a short distance. The focus here is therefore on the random
and alternating copolymer systems.
6.1.2 Potential of Mean Force
The dilute particle potential of mean force in either a random (solid lines) or alternating
(dashed lines) copolymer melt is given in Figure 6.5 for fA = 0.5, Bn = 0.5, and
An = 0 to 3. At An = 0, the alternating and random copolymer results are similar
and show typical depletion behavior. For the alternating copolymer, increasing An
monotonically increasesWnn at contact and at short distances, though at large An = 2
and 3 a very small bridging minimum develops at ∼ 2d. For the random copolymer,
increasing An initially increases Wnn similarly, but at An = 2 and 3 the random
copolymer behavior is starkly different; the contact value decreases and a deep, long
range (∼ 3d) bridging minimum develops. Though there are overlaid small monomer
scale oscillations, Wnn remains < 0 for several monomer diameters, a qualitatively
different picture than the typical behavior discussed in Chapter 3 of multiple bridging
minima caused by monomer scale oscillations above and below zero. Apparently, as
particles come together in the random copolymer, stretches of A monomers along the
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chain can form a strongly adsorbing bridge extending over several monomer diameters,
a situation not possible in the alternating copolymer case nor for the homopolymer
case until pn is large (larger than the average of An and Bn of a strongly bridged
random polymer). A conceptual picture of bridging between particles in the alternating
copolymer, random copolymer, and polymer blend is presented in Figure 6.6.
Figure 6.7 shows that the alternating copolymer results in Figure 6.5 are similar to
the homopolymer at an averaged pn. At high An, the alternating copolymer PMF has
a smaller contact repulsion, increased repulsion between 1 and 2d, and reduced bridging
strength. These differences are due to the layering of A and then B monomers around
the particle surface; the steric constraint of a less adsorbing B monomer attached to
every A frustrates the preferential packing of A on the surfaces between two nearby
particles.
As expected from the pair correlation functions, a much longer range PMF is pre-
dicted for the polymer blend case of Figure 6.8. The An = 0, Bn = 0.5 system
has a depletion minimum similar to that of the random, alternating, and averaged
homopolymer cases. However, beyond a very small repulsion, a very broad bridging
minimum develops, in qualitative contrast to all prior results. It seems that, although
the adsorption strength is not large and the depletion attraction remains, since the A
and B homopolymers can fully separate, the more adsorbing species accumulates near
the particles and prefers to bridge the fillers which allows the less adsorbing polymer
the greatest possible entropy. For the An = 0.75, Bn = 0.5 system, a much deeper
bridging minimum is observed.
Figure 6.9 explores the effect of random copolymer composition on Wnn for the
An = 3, Bn = 0 copolymer. At fA = 0.01, near the pn = 0 homopolymer limit,
a typical depletion attraction is observed, while repulsion followed by small bridging
minima is seen at fA = 0.99 near the pn = 3 homopolymer limit. The results at inter-
mediate fA are not simple interpolations between these limits; instead, a strong and
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broad bridging behavior is predicted. Decreasing fA from 0.99 to 0.25 monotonically
lowersWnn(r); the decrease inWnn is largest at contact and persists until ∼ 2.5d. Even
at the relatively low fA = 0.25, stretches of several A monomers will be present in the
random copolymer. These adsorbing patches are preferentially pushed to the particle
surface by the nonadsorbing monomer resulting in even more strong bridging than in
the purely adsorbing homopolymer.
The overall conclusion is that both copolymer composition and sequence play crucial
roles in determining the polymer-induced PMF between nanoparticles.
6.2 Heterogeneous Diatomic Fillers
Heterogeneous diatomic fillers in a homopolymer melt were studied as a simple ex-
ample of filler chemical heterogeneity. Two joined, but chemically distinct, particles
can be produced experimentally, such as the recent Fe3O4/CdS systems of McDaniel
and Shim.23 A heterogeneous diatomic may exhibit different site sizes, filler-polymer
interactions, filler-filler interactions, or a combination of these. To simplify discussion,
only AB diatomic fillers where A and B are tangentially connected spheres of the same
size of D/d=5 are considered. The A and B sites have either different polymer at-
traction strengths and no filler-filler attraction (pA 6= pB, nn = 0), or have the same
polymer attraction strength but one added direct site-site attraction (pA = pB = pn,
BB 6= 0,AA = 0). Results for these systems are compared with the homogeneous
hard diatomic results. In all cases, the attractions exponentially decay with range
αpn = αnn = 0.5d. In the dilute limit, when the direct or effective attractions cause
B-B site-site contact, the A-A sites connected to them can also be in contact (or more
likely, near contact with an adsorbed polymer layer between them) or at a distance
of up to 3D, as shown conceptually in Figure 6.10. Increasing the particle volume
fraction could potentially cause micellization or clustering of particles, as sketched in
Figure 6.10. These possibilities are assessed by calculation of the potential of mean
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force, and of the collective structure factors at finite volume fractions.
6.2.1 Correlations in the Dilute Limit
Diatomics with one site of intermediate interfacial attraction strength pA = 1 and the
other site of widely varying pB = 0 to 5 were compared to probe the range of possible
behaviors. The B site-polymer pair correlation function of the diatomic fillers is given in
Figure 6.11, with the A site analog in the inset. Increasing pB intuitively increases gpB
at contact and somewhat increases the monomer scale oscillations in gpB, presumably
due to increased density and monomer ordering near the surface for the more strongly
adsorbing polymer. At the highest pB studied, the monomer oscillations are so large
that gpB becomes negative near contact, an unphysical result. Therefore, this system
is presented only to add to the qualitative picture of the very high pB bridging limit,
and is not discussed in the next section. The inset of Figure 6.11 shows that gpA is
hardly changed as pB is varied from 0 to 5 at constant pA. Apparently neither an
excess nor shortage of polymer on one side of the diatomic appreciably affects the local
statistical packing of the polymer on the other side.
The filler site-site potentials of mean force for the same diatomics are shown in
Figures 6.12, 6.13, and 6.14. The insets are rescalings of the main panel to show long
range behavior. For the case of constant polymer attraction strength, the A-A site-site
correlations in Figure 6.12 show that changing pB has only a small effect. Because of
the moderate pA used, each A site is surrounded by a bound polymer layer, creating an
A-A repulsion at short distances for all cases. Where the B sites experience depletion
conditions (pB = 0) or bridging conditions (pB = 5), a small, broad decrease in
WAA(r) from ∼ 1 − 10d exists versus WAA(r) of the most miscible pB = 2 system.
This corresponds to an increased probability of A sites being near each other when
there is a strong attraction between the B sites to which they are attached; this effect
persists to 3D in the dilute limit as shown in Figure 6.10.
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Figure 6.13 shows the B-B site potential of mean force for increasing pB. Similar
to spherical particle results in Chapter 3, a depletion attraction is observed at pB = 0,
with weak and then strong bridging attractions at pB = 2 and 5. A small long range
repulsion is also present out to ∼ 7d, presumably caused by the steric hindrance of
the attached and repulsive (due to their bound polymer layer) A sites. The A-B PMF
of Figure 6.14 shows behavior generally between that of A-A and B-B results. When
pB = 0, the A site has a bound polymer layer which weakly repels the B site at short
distances, while at higher pB both sites have a strongly held bound layer. At pB = 2,
WAB is repulsive, while at very high pB = 5, bridging minima develop. The pB = 0
strong B-B depletion system shows a decreased WAB until 5d = D, due to the A-B
interactions which occur when 2 B sites are in contact. Similarly, two bridged B sites
separated by a polymer layer for the pB = 5 system result in cause a decreased WAB
until ∼ 7d which corresponds to the intermolecular A-B distance plus the approximate
bound layer distance between bridged B particles.
6.2.2 Effect of Volume Fraction on the Nanoparticle Potential of Mean Force
Diatomic filler structure was studied up to high particle volume fractions with a con-
stant total packing fraction of 0.4. The pA = 1, pB = 0 system with a strong B-B
depletion attraction and A-A bound polymer induced repulsion is the main focus. This
is compared with the averaged pn = 0.5 homogeneous diatomic case, the site-site PMF
of which is given in Figure 6.15. Though this is a homogeneous diatomic particle, the
PMF is reported as that between one labeled site on each diatomic for a clearer compar-
ison with the heterogeneous site-site potentials of mean force. At Φ = 0, this system is
almost entirely repulsive. The main effects of increasing Φ are to decrease the repulsion
strength and add a small bridging attraction (except at the highest Φ = 0.9 where the
polymer has little effect), decrease the monomer scale oscillations, and induce a small
oscillation on the scale of the particle site diameter.
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The heterogeneous diatomic A-A correlations for pA = 1 and pB = 0 in Figure 6.16
are similar. Because of the higher attraction between the A site and polymer versus
the averaged homogeneous diatomic, the A-A potential of mean force shows a larger
bridging attraction as Φ is increased, and small polymer scale bump in WAA is still
present even at Φ = 0.9. The corresponding B-B correlations in Figure 6.17 show a
strong depletion attraction as expected at pB = 0. Increasing Φ creates a filler site
scale oscillation and decreases the importance of monomer packing, which decreases the
monomer scale oscillations and increases WBB(0). Overall, WAA and WBB are similar
to that of spheres at an intermediate pn and at a low pn, respectively.
The effect of an added attraction between B sites only, BB = 5, was studied at
constant pn = 0.5. The A-A potential of mean force is given in Figure 6.18; recall that
the homogeneous diatomic results for the analogous system without a filler attraction
are presented in Figure 6.15. As there is no added A-A attraction, these results are
quite similar at all Φ. However, as expected, the B-B PMF in Figure 6.19 shows a strong
attraction at contact and slightly reduced short range repulsion. As Φ is increased,
a B-B correlation of increasing strength around 5d = D develops, corresponding to
aggregation of B sites.
6.2.3 Scattering Patterns
6.2.3.1 Filler collective structure
The collective scattering structure factor of one site of a homogeneous diatomic filler
at pn = 0.5 and Φ = 0.1− 0.9 is given in Figure 6.20. A typical site scale cage peak is
observed which grows in intensity and wavevector as particles are added and packing
correlations increase. A small shoulder at the highest Φ is observed at approximately
half the wavevector (ordering on double the real space distance) of the site cage peak,
indicating a small degree of order on the diatomic molecule size scale. The analogous
heterogeneous diatomic pA = 1, pB = 0 results are given in Figure 6.21 (A-A structure
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factors) and Figure 6.22 (B-B structure factors). The A-A scattering profile shows a
more intense site scale peak of increasing wavevector as Φ is increased, similar to the
homogeneous diatomic result. However, the low wavevector shoulder observed for the
homogeneous system forms in the heterogeneous A-A structure factor at a lower volume
fraction Φ ≈ 0.5, and as Φ is further increased it moves to slightly smaller wavevector
and becomes an intense peak which is larger than the cage peak by Φ = 0.9. The
B-B structure factors (Figure 6.22) also show cage and low wavevector peaks. As the
B sites experience a depletion attraction, their cage ordering is on a smaller length
scale (larger wavevector) than for SAA, and this peak moves to smaller wavevectors
as Φ is increased. The low wavevector peak in SBB is more intense and at slightly
larger wavevector than for SAA. Taken together, these structure factor results suggest
microphase separation like behavior in which there is some local cage scale order and
also larger scale, possibly micelle-like, filler organization.
The microphase order discussed above is also seen in the differentially attracting
heterogeneous filler with pn = 0.5, AA = 0, and BB = 5. The A-A and B-B structure
factors are shown in Figures 6.23 and 6.24, respectively. Here the A-A site scale cage
peak is similar to that of homogeneous diatomics, though it is somewhat broader, and
increases in strength and wavevector with increasing Φ. The A-A structure factor
shows a low wavevector microphase peak only at high Φ, which is not as strong as that
for the differential polymer adsorption pA = 1, pB = 0 case. The B-B structure shows
qualitatively different behavior. The site cage peak of SBB is at higher wavevector
due to the close correlations between sites with a strong contact attraction, and the
location of the SBB peak does not decrease with Φ as it did for the pA = 1, pB = 0
system. The low wavevector peak in SBB at BB = 5 is the strongest of any system,
and as Φ increases the peak moves to slightly lower k and its height increases to ∼ 6
at Φ = 0.9.
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6.2.3.2 Polymer collective structure
The filler imprints its spatial order on the collective polymer structure factor via the
adsorbed layer. The polymer structure factor for homogeneous diatomic filler is shown
in Figure 6.25. A filler-scale peak develops by Φ = 0.3, and increases in intensity and
wavevector (from kD ∼ 3 − 5) with volume fraction until it is lost under the zero
wavevector contribution at high Φ = 0.9. This length scale of ordering corresponds to
the size of the filler sites plus their bound polymer layers. Figure 6.26 shows Spp with
the heterogeneous filler of pA = 1 and pB = 0. The site plus adsorbed polymer scale
peak is at most a shoulder until Φ = 0.5, is at slightly larger k than the homogeneous
case, and persists at Φ = 0.9. A new peak on a larger length scale is significantly more
intense than the site scale peak, with an intensity ∼ 90 at 2pi/kD ∼ 4 when Φ = 0.9.
This length scale corresponds to two diatomics end-to-end which could correspond to
the distance between adsorbed polymer on either side of a small spherical or tubular
shaped micelle. The low wavevector and site scale peaks in Spp are also seen for
heterogeneously attracting fillers of pn = 0.5, AA = 0, and BB = 5 in Figure 6.27.
These microphase peaks are both similar to those of the polymer induced B-B depletion
attraction (pA = 1, pB = 0) system except they are less intense at very high Φ; for
example Spp for BB = 5 at Φ = 0.9 the low wavevector peak intensity is ∼ 60 and the
site scale peak becomes only a shoulder.
6.2.3.3 Osmotic compressibilities
Figure 6.28 compares the filler site dimensionless osmotic compressibility SAA(k →
0) ≡ SAA(0) = SBB(0) of two heterogeneous nanoparticles of pA = 0.5, pB = 0 and
pA = 1, pB = 0 to the homogeneous fillers of pn = 0.25 and 0.5. The heterogeneous
nanoparticles have a low Φ peak (for pA = 0.5) or shoulder (for pA = 1) in SAA(0)
which is absent from the analogous homogeneous filler results. At high Φ, the behavior
is qualitatively the same; the pA = 1, pB = 0 heterogeneous system result decreases
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and merges with its homogeneous averaged pn analog at Φ ∼ 0.7; the pA = 0.5,
pB = 0 heterogeneous filler curve crosses its homogeneous analog at Φ ∼ 0.5 and then
stays slightly below until they merge at Φ = 1.
The polymer osmotic compressibility as a function of filler volume fraction of the
heterogeneous diatomic composites is shown in Figure 6.29 and also exhibits a peak at
low Φ. The analogous homogeneous result at pn = 0.5 also shows a peak, although it
is much weaker, and there is no peak at at pn = 0.25. Both heterogeneous filler system
curves cross their homogeneous analogs at intermediate Φ, and remain at a somewhat
lower values until they meet in the dilute polymer limit at Spp(0) = N = 100. The
increased particle and filler compressibilities at low Φ for the heterogeneous PNCs
may signal the formation of nanoparticle aggregates or micelles, while at very high Φ
discrete micelles may not be possible as particles at relatively close distances span the
system.
6.3 Summary
The addition of chemical heterogeneity to one of the species of a polymer nanocom-
posite can qualitatively change dispersion and spatial structure. The comparison of
various heterogeneous polymer types, in which one type of monomer is more strongly
adsorbing than the other, shows that these systems can exhibit qualitatively different
behavior than a simple homopolymer. An alternating copolymer shows a small layering
effect; the more strongly adsorbing monomer is likely to be near the particle surface,
so the other monomers are more likely to be a short distance away. This causes a
small excess repulsion compared to the homopolymer case with an average interfacial
attraction. However, the overall depletion-stabilization-bridging progression seen in
homopolymers as pn is increased is similar for alternating copolymers as adsorption
strength is increased for one of its monomer types. In contrast, random copolymers
and the polymer blend can mediate a novel strong, long-range bridging behavior. The
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deep bridging minimum may start at contact (for low fA of a random copolymer) or
around 1d and persist to ∼ 3d for random copolymers, while it is longer range (∼ 6d)
for the polymer blend. These length scales are apparently due to the runs of several
adsorbing monomers of random copolymers of intermediate fA, and the longer entire
polymer length over which adsorbing monomers are correlated in the blend. Obviously,
the alternating copolymer has no stretches of more than one adsorbing monomer, and
therefore the very strong, long range bridging behavior is not observed. The random
copolymer and polymer blend calculations reveal that a very large monomer adsorption
energy is not needed to induce a strong bridging minimum, and bridging is stronger at
an adsorbing monomer fraction of 0.25 than at 0.5 for the highly heterogeneous ran-
dom AB copolymer. These results collectively indicate that the nonadsorbing or less
strongly adsorbing monomers are crucial to this newly observed heterogeneous poly-
mer bridging behavior. The more adsorbing polymers are driven to the filler surface
both by energetic considerations and the entropic gain of less adsorbing monomers not
near the particle surface, thereby creating a longer range polymer layer than seen in
the homopolymer case and a very strong bridging attraction when this layer is shared
between fillers.
AB heterogeneous diatomic fillers dissolved in a homopolymer melt were also stud-
ied, focusing on systems with an effective B-B attraction due to nonadsorption of
polymer onto B sites or systems with equal filler site-polymer adsorption strengths but
a direct B-B attraction. In contrast to the homogeneous diatomic scattering profile
which exhibits only one primary ordering length scale, distinct peaks or shoulders on
both the site and larger length scales are predicted in the heterogeneous diatomic SAA,
SBB, and Spp partial collective structure factors at intermediate and high Φ. The low
wavevector peak suggests the formation of groups of correlated particles, possibly mi-
celles. Very small spherical micelles caused by a B-B attraction may be expected to
show little longer length scale B-B order. Because the B-B structure factor microphase-
122
like peaks are as intense or larger under most conditions than the A-A peaks, and were
at similar kD, a tubelike or toroidal micelle or other more complex average structure
may exist. Certainly a qualitatively different packing of heterogeneous diatomics is
expected relative to homogeneous diatomics at any value of pn. Together, these com-
putational results point towards the details of copolymer architecture or filler chemical
interactions as key considerations in the design of heterogeneous polymer nanocom-
posites.
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6.4 Figures
εpA
εpB
εpnεBB
εBn
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Figure 6.1: Conceptual cartoon of chemically heterogeneous systems, where the attrac-
tion strength between i and j sites is given by ij and all unlabeled site-site interactions
are hard core: a) alternating AB copolymer and hard spherical nanoparticle b) ran-
dom AB copolymer and hard spherical nanoparticle c) A/B polymer blend and hard
spherical nanoparticle d) homopolymer and AB diatomic nanoparticle with variable
site-polymer adsorption strengths e) homopolymer and AB diatomic nanoparticle with
one added site-site attraction.
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Figure 6.2: Type A and B monomer-particle correlation functions as a function of the
dimensionless surface-to-surface separation of a monomer and nanoparticle for dilute
(Φ→ 0) hard spheres in a random AB copolymer, with fA = 0.5 and Bn = 0.5 at the
indicated values of An, compared with the homopolymer result for pn = (An+Bn)/2.
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Figure 6.3: Type A and B monomer-particle correlation functions for dilute hard
spheres in an alternating AB copolymer, with fA = 0.5 and Bn = 0.5 at the indi-
cated values of An, compared with the homopolymer result for pn = (An + Bn)/2.
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Figure 6.4: Type A and B monomer-particle correlation functions for dilute hard
spheres in a blend with equal amounts of A and B polymer and Bn = 0.5 at the
indicated values of An.
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Figure 6.5: Potential of mean force for dilute hard spheres in a random or alternating
AB copolymer, with fA = 0.5 and Bn = 0.5 at the indicated values of An.
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Figure 6.6: Sketches of polymer bridging between particles for the alternating copoly-
mer, random copolymer, and polymer blend.
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Figure 6.7: Potential of mean force for dilute hard spheres in an alternating AB copoly-
mer, with fA = 0.5 and Bn = 0.5 at the indicated values of An, compared with the
homopolymer result for pn = (An + Bn)/2.
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Figure 6.8: Potential of mean force for dilute hard spheres in a blend of equal amounts
of A and B polymer, with Bn = 0.5 at the indicated values of An.
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Figure 6.10: Conceptual sketch of heterogeneous diatomic fillers showing the length
scales of interaction of the nonattractive sites when the attractive sites are in contact,
and of possible small or large clusters.
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Figure 6.12: A-A site potential of mean force for dilute hard diatomics in a homopoly-
mer, with pA = 1 at the indicated values of pB.
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Figure 6.13: B-B site potential of mean force for dilute hard diatomics in a homopoly-
mer, with pA = 1 at the indicated values of pB.
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Figure 6.14: A-B site potential of mean force for dilute hard diatomics in a homopoly-
mer, with pA = 1 at the indicated values of pB.
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Figure 6.15: A-A site potential of mean force (equal to A-B and B-B site potential
of mean force) for hard diatomics of various volume fractions in a homopolymer, with
pA = pB = 0.5.
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Figure 6.16: A-A site potential of mean force for hard diatomics of various volume
fractions in a homopolymer, with pA = 1 and pB = 0.
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Figure 6.17: B-B site potential of mean force for hard diatomics of various volume
fractions in a homopolymer, with pA = 1 and pB = 0.
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Figure 6.18: A-A site potential of mean force for diatomics of various volume fractions
in a homopolymer, with BB = 5, AA = 0, and pA = pB = 0.5.
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Figure 6.19: B-B site potential of mean force for diatomics of various volume fractions
in a homopolymer, with BB = 5, AA = 0, and pA = pB = 0.5.
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Figure 6.20: A-A site structure factor (equal to B-B site structure factor) for hard
diatomics of various volume fractions in a homopolymer, with pA = pB = 0.5.
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Figure 6.21: A-A site structure factor for hard diatomics of various volume fractions
in a homopolymer, with pA = 1 and pB = 0.
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Figure 6.22: B-B site structure factor for hard diatomics of various volume fractions
in a homopolymer, with pA = 1 and pB = 0.
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Figure 6.23: A-A site structure factor for diatomics of various volume fractions in a
homopolymer, with BB = 5, AA = 0, and pA = pB = 0.5.
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Figure 6.24: B-B site structure factor for diatomics of various volume fractions in a
homopolymer, with BB = 5, AA = 0, and pA = pB = 0.5.
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Figure 6.25: Homopolymer collective structure factor with various volume fractions of
hard diatomics with pA = pB = 0.5.
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Figure 6.26: Homopolymer collective structure factor with various volume fractions of
hard diatomics with pA = 1 and pB = 0.
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Figure 6.27: Homopolymer collective structure factor with various volume fractions of
diatomics with BB = 5, AA = 0, and pA = pB = 0.5.
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Figure 6.28: Filler site osmotic compressibility SAA(0) = SBB(0) versus volume fraction
in homopolymer for hard diatomics at the indicated values of pA and pB.
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Figure 6.29: Polymer osmotic compressibility versus volume fraction of hard diatomics
at the indicated values of pA and pB.
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Chapter 7
Conclusions and Future Work
The Polymer Reference Interaction Site Model (PRISM) liquid state theory has been
extended and applied to many types of polymer nanocomposites. A basic model is
that of hard spheres in a polymer melt with a variable interfacial attraction. If the
interfacial cohesion strength is small, the well known depletion attraction in the two
particle limit leads to particle aggregation and phase separation at finite volume frac-
tions. At a moderate interfacial attraction, a bound polymer layer is adsorbed on
each particle, the effective particle potential is repulsive, and the system can be mis-
cible at all volume fractions. However, very strongly adsorbing polymer can cause a
particle-particle attraction through the formation of polymer bridges. In this case, a
short range polymer-mediated repulsion due to the bound layer is followed by one or
more bridging minima in the potential of mean force. The volume fraction of bridging
induced phase separation is a complex function of the spatial range of the interfacial
attraction.
Quantitative comparison of the calculations with small angle x-ray scattering ex-
periments demonstrates that the theoretical approach properly accounts for the effects
of adsorbed polymer layers on nanoparticle concentration fluctuations over all length
scales for a wide range of volume fractions. Important differences in experimental re-
sults are observed when a less strongly adsorbing polymer is used, and are reproduced
by the theory by lowering interfacial cohesion strength. The mixture total packing
fraction is increased as particles are added to the polymer melt in order to account for
equation-of-state effects which are important at very high filler loadings. A distinctive
microphase separation like peak in the collective polymer structure factor is predicted.
Addition of solvent not only decreases polymer density but also decreases the effective
interfacial cohesion strength, the consequences of which have been measured experi-
139
mentally and shown to be properly accounted for by the theory.
The comparisons to experiment specifically place the polyethyleneoxide(PEO)-silica
and polytetrahydrofuran(PTHF)-silica systems on the generic theoretical phase dia-
gram. In contrast to the PEO-silica mixture, the PTHF-silica nanocomposite is pre-
dicted to be very near depletion phase separation and will not display the polymer
microphase peak observed for miscible systems. Hence, this peak may be used as an
experimental indicator of the presence of a bound polymer layer and the attendant
steric stabilization. The theoretical potential of mean force for the PEO and PTHF
nanocomposites were also computed and indicate the PTHF system has a very strong
depletion minimum which is consistent with the experimental observation of nonequi-
librium gelation at high enough filler loadings.
A good solvent (ethanol) was added to the experimental PEO-silica system with
various constant polymer:solvent ratios, and the results compared to the theory at
accordingly lower polymer packing fractions (the solvent was modeled implicitly). De-
creasing polymer packing fraction alone had only small effects on the theoretical results,
but concurrently decreasing polymer adsorption to account for the decreased enthalpic
gain of polymer-nanoparticle contact showed a larger effect in good agreement with the
experiments. This suggests the interfacial attraction strength can be modified exper-
imentally by small amounts of solvents, and points towards addition of poor solvents
to a nanocomposite near depletion phase separation as a possible route to increased
miscibility.
Motivated by polymer nanocomposites made with carbon nanotubes, clay platelets
and other novel nonspherical fillers, which have been the focus of many recent experi-
ments, PRISM theory was extended and applied to study the equilibrium properties of
hard and attractive rodlike particles, and pseudo one- two- and three-dimensional hard
particles (rod, disk, cube) of fixed space-filling volume, in a dense adsorbing homopoly-
mer melt. The theory is further extended to chemically heterogeneous species for the
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first time including the systems: attractive rods in a random copolymer composed
of two monomers with different interfacial adsorption strengths; spheres in a random
copolymer, alternating copolymer, or polymer blend where the two types of monomers
have different interfacial adsorption strengths; and “Janus” diatomic particles in a ho-
mopolymer in which one filler site can be either more attracted to the polymer or to
itself than the other site.
For the pseudo one- two- and three-dimensional nanoparticles, the second virial
coefficient, nanoparticle potential of mean force, osmotic compressibilities, and spin-
odal demixing boundaries have been determined. The entropic depletion attraction
between nanoparticles is dominant for weakly adsorbing polymer, while strongly ad-
sorbing chains induce a bridging attraction. Intermediate interfacial cohesion results in
the formation of a sterically stabilizing adsorbed polymer layer around each nanopar-
ticle, which can partially damp inter-filler collective order on various length scales and
increase order on an averaged length scale. The details of depletion, stabilization, or
bridging behavior are shape dependent and often, but not always, trends are mono-
tonic with increasing filler dimensionality. Distinctive nanoparticle shape dependent
low angle features are predicted for the collective polymer structure factor associated
with competing macrophase fluctuations and microphase-like ordering. The influence
of nonzero mixture compressibility on the scattering profiles was established.
A detailed study of thin attractive rod fillers was performed in search of design
rules for dispersing nanotubes in polymer melts. The potential of mean force and the
second virial coefficient, B2, were calculated as a function of polymer-rod and rod-rod
attraction strengths. The transition from positive to negative B2 at low polymer-rod
interfacial attraction (entropic depletion) occurs more readily (at higher attraction
strength) as rod-rod attraction is increased. The transition to negative B2 at high
polymer-rod attraction strength, driven by polymer-induced bridging, is also hastened
by the added rod-rod attraction if it is of the same spatial range as the interfacial
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attraction. However, if the rod-rod attraction is of shorter range, this transition is
relatively invariant to inter-rod attraction strength. Using a random copolymer in
which one monomer type is more strongly adsorbing increases the strength of the
bridging attraction at intermediate copolymer compositions. Overall, the most miscible
attractive rod systems are those in a moderately adsorbing homopolymer and which
have a short spatial range of rod-rod attraction compared to polymer-rod attraction.
Copolymers were also studied with a spherical filler in the dilute limit. The potential
of mean force in an alternating AB copolymer melt is similar to that in a homopolymer
at an interfacial attraction strength which is the average of the A and B monomer-
filler attraction strengths. The only noticeable difference is a small layering effect for
the alternating copolymer such that more of the strongly adsorbing monomer is in
contact with particle, with a layer of the less adsorbing monomer a short distance
away. In contrast, the random copolymer shows a much stronger and longer range
bridging behavior than the averaged interfacial attraction homopolymer, or even a
homopolymer composed of only the more adsorbing monomer. A blend of more and
less strongly adsorbing homopolymers also mediates a very strong and even longer
range bridging attraction via a preferential wetting mechanism. This intense bridging
is produced by the existence of groups of strongly adsorbing monomers along the chain
(present in significant amounts for the random copolymer even at a 25% strongly
adsorbing monomer composition) against the background of a less adsorbing monomer
type which, due to entropic considerations, acts to further push the adsorbing sections
onto the particles.
A brief investigation of heterogeneous (Janus) diatomic fillers in a homopolymer
showed qualitatively different behavior versus the homogeneous diatomic case. When
polymer adsorbs on only one side of a diatomic particle, the other side experiences a
depletion attraction and may form the interior of multiparticle clusters. Both the filler
and polymer structure factors show order on the diatomic site scale as well as a larger
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scale corresponding to diatomic clusters. The larger length scale order is also present
for equally polymer-attracting diatomics with an added direct attraction of one type
of diatomic site, although it is not as prevalent at low volume fractions in this case.
This represents a qualitatively new clustering or micelle formation not observed for
homogeneous diatomic particles.
Other heterogeneous systems would likely also exhibit qualitatively new behaviors.
One interesting type of chemically heterogeneous filler amenable to future studies is
a rod with chemically different end sites. The theoretical parameters could be set to
represent specific experimental systems of interest. Carbon nanotubes, for example,
are known to be differentially reactive to functionalization at the ends,21 allowing the
possibility of nanotubes with ends that are more or less attractive to each other, or
which have a different polymer interaction than the bare nanotubes. Another simi-
lar particle created recently consists of a gold nanorod with polymer tethers added to
both ends, which changes the end-end interactions.25 If the ends attract each other
enough, they may assemble into clusters and ultimately create a rod network within
the homopolymer matrix, mimicking the behavior of triblock copolymers of similar ar-
chitecture. Another experimentally relevant filler model is a relatively simple diatomic
or other small molecular nanoparticle which is heterogeneous in site size and possibly
in chemistry. In one experimental example of combined shape and chemical hetero-
geneity, CdS is nucleated on approximately spherical Fe3O4 seeds; the CdS growth can
be controlled to yield few to many small spherical CdS crystals on each seed or one
to several rodlike CdS protrusions.23 Used as polymer fillers, such anisotropic shapes
could organize into clusters based on entropic considerations as a different polymer
induced depletion may be expected for the small and large parts of the nanocrystals.
If modeled by PRISM theory, evidence of structures such as rod networks or micelles
of shape heterogeneous diatomics might be found in the potential of mean force and
the rod and polymer collective structure factors, in which case the parameters which
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control this behavior could be established.
The investigation of many shapes and chemistries of PNC systems has already
provided some guidelines to produce various desirable and undesirable behaviors. One
simple example is that a short range rod-rod attraction compared to the polymer-rod
attraction should allow greater miscibility. Another finding is that controlled clusters
of fillers in a PNC are possible with either a differential polymer interfacial attraction
or direct filler site-site attraction. Signatures of such behavior are predicted in both
filler and polymer structure factors, which can be measured by selective scattering
experiments. However, the aspherical nanoparticle and chemically heterogeneous PNC
results remain to be confirmed by simulations or experiments which can tune (at least
in some cases) the filler and polymer interactions. Such confirmation could pinpoint
an experimental system in the theoretical parameter space and allow insights into the
possibilities and limitations of the theory.
This theoretical work examined the structure and phase behavior of PNCs. Fur-
ther theory and simulation are needed to describe the mechanical behavior and its
correlation with structure and miscibility, which is relevant to the final PNC reinforce-
ment but also to the production and processing of the material. The assumption of
only small effects of fillers on polymer chain conformation, especially for aspherical
nanoparticles and chemically heterogeneous systems, has yet to be tested in detail.
Although signatures of impending nonequilibrium behavior are discussed here, addi-
tional work is required to specifically address possible kinetically driven behaviors and
inhomogeneous systems. The ability of the theory to predict spherical filler concen-
tration fluctuations at all length scales provides hope for its use in collaboration with
experiments in the design of novel composites.
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