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Vehicle drivers play a vital role in transportation safety and they impose 
meaningful constraints during the design of the vehicle. Understanding the drivers’ 
behavior, especially the impaired drivers’ behavior, is crucial to improve the vehicle 
safety. The distinctive features of the impaired driver are quantified by using the control 
theories. The proposed impaired driver model is based on the optimal preview control 
and the linear quadratic regulator (LQR). Two important parameters that could be 
counted for in a mathematical model of the driver are the reaction time and the preview 
time. For the impaired driver model the reaction time is increased while the preview time 
is decreased. This modifications are consistent with an impaired driver who needs the 
longer time to react to an incident while observes a shorter preview on the road. The 
simulation results for the model of the impaired driver and the vehicle yield a larger 
lateral deviation than the one of a normal driver, as revealed in the experiments 
conducted by the previous studies. The weaving vehicle is also recognized as a 
characteristic for the vehicle driven by the impaired drivers. The other parameters such as 
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the control priority and lateral perception are formulated to introduce the random errors 
that bring the model closer to the human driver. The investigation on vehicle parameters 
reveals that the changes of parameters may improve the overall performance of the 
impaired driver-vehicle system. The results suggest a method to improve the vehicle 
safety by adapting vehicle parameters to the impaired driver.  
The controller for autonomous vehicles is developed from the studies of the driver 
model representing the human driver. The preview capability of driver is introduced to 
the design of the controller by using the preview control theory. The preview information 
of the path in terms of the lateral position and the velocity profile enhances the 
performance of the autonomous vehicle. The controller uses the coupled linear 
longitudinal and lateral models to compute the steering angle and the wheel torque that 
are provided to the model of a nonlinear vehicle. The actual response of the vehicle is 
approximated by using the Kalman filter. The neural network is presented as a feasible 
alternative approach to implement the future path in design of autonomous vehicle 
controller. The neural network weights the path data and provides the adjustment as the 
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Traffic accidents represent one of the largest public safety problems that lead to 
significant costs to society and individuals [1]. Even though vehicles and road condition 
have been dramatically improving, deaths and serious injuries from traffic collisions 
continue to be the key problem of transportation safety partly due to the increase of the 
traffic and the driver inability. The vehicle driver, an active component of a moving 
vehicle plays the vital role in road safety. Statistics of road accidents show that major 
fatal cases come from drivers’ lack of ability in controlling a vehicle [2].  
Road accidents due to alcohol intoxicated drivers are the increasing problem [1]. 
During 2005 in Canada, there were 3,226 persons who died in vehicle crashes. Of these 
cases, 1,100 persons died in alcohol related crashes. Comparing to the data in 2008, 2694 
persons died in vehicle crashes and 1,056 of these fatalities are related to driving under 
the influence of alcohol. Although, total numbers of fatalities are decreased, the 
percentage of alcohol related fatalities are increased. Figure 1.1 shows the trend of fatal 
vehicle crashes and alcohol related factor in four years. 
An impaired driver is a person who is unable to optimally drive a motor vehicle due 
to the consumption of alcohol, drugs, excessive fatigue or old age related inabilities 
(limited visual and listening capability, limited capability to perform the necessary 
driving maneuvers). This work focuses on the alcohol-affected drivers as impaired 
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drivers. Usually, the reflection of impaired driving is foreseen when the driver is driving 
a vehicle too fast or too slow, the vehicle does not follow the direction of the road or the 
driver is unable to perform a simple task. For drivers under the influence, blood alcohol 
concentration (BAC) is commonly used to measure impairment. Although, the BAC 
considered to be illegally driving varies by countries but the BAC of 0.08% is a typical 
limit to operate a vehicle. The driving regulations have contributed to gradual decrease in 
road accidents during past years; however they are not either effective or practical as they 
are not always respected. For examples, a driver who is not over BAC of 0.08 may be 
seriously impaired because the effect of alcohol varies from person to person depending 
on age, weight, gender or metabolism.  
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Figure 1.1: Fatalities in vehicle crashes due to alcohol in Canada [1] 
 
Recently, autonomous vehicle became an attractive topic that has intensively been 
investigated. The autonomous vehicle on road may reduce accidents that occur due to 
human mistakes and improves the traffic flow on highway [3]. An active control system 
can react faster than a human driver when a sudden incident happens [4]. The automatic 































drivers and inexperienced drivers [5]. Under the assumption that all vehicles would be 
autonomously driven, all “drivers” would experience identical skills that would make the 
traffic more fluid and safer. Environment benefits are obtained when autonomous 
vehicles consume less fuel and emit less pollutant [6].  
The impact of drivers on transportation safety is significant. This research aims to 
investigate a driver model that can perform as of the impaired driver. The goal is to 
establish the threshold for safe driving and adapt vehicle to impaired drivers with various 
levels of impairment. The research also attempts to develop a controller that may regulate 
the vehicle speed and steer actively for autonomous vehicles. The design of the controller 
is based on the studies of driver behavior. The autonomous vehicle with the proposed 
controller may properly perform various maneuvers.  
 
1.2 LITERATURE REVIEW 
1.2.1 Vehicle models used in modeling and simulation 
An accurate and realistic vehicle mathematical model is essential to simulate the driver-
vehicle system. Many different models ranging from simple to complex have been 
developed for use in various control applications. More complex models might provide 
more details on the vehicle response but this comes with the cost of large computational 
time. Thus, the assumptions to reduce the complexity of vehicle dynamics system and 
represent the vehicle in form of simplified equations are usually performed. 
A vehicle with its coordinate systems is shown in the Figure 1.2 [7]. The global 
coordinate system XYZ is fixed to the ground.  The vehicle coordinate system xyz is fixed 
to the moving vehicle with the origin at the center of gravity (CG). The vehicle can freely 
4 
 
move in the xy plane and perform roll, yaw and pitch motions while maintaining the road 
path. From various performance evaluations, different models may be investigated. For 
vehicle directional analysis, an in-plane model could be used. 
 
 
Figure 1.2: Vehicle coordinate systems [7] 
 
The simplest vehicle model is built by assuming that the vehicle is rigid. The 
vehicle operates under negligible roll and small differences in longitudinal forces. Then 
the left and right tires are lumped into an equivalent axle. The pair of tires on the axle is 
represented by a single tire with double cornering stiffness. The vehicle has longitudinal 
and lateral translation and yaw as shown in the Figure 1.3 [8]. The advantage of the 
bicycle model is the linearity that is easily combined with the linear control. The 
traditional methods such as root locus and frequency response analysis may be used to 













When the vehicle is negotiating a turn at a constant forward speed (u), the 
centrifugal force acting at the center of gravity will develop appropriate slip angles on 
tires. The handling characteristics of the vehicle depend on the relationship between the 
slip angles of the front and rear tires, f  and r respectively. The steady-state handling 
performance of the vehicle is investigated to determine the yaw velocity, lateral 
acceleration and curvature responses to a steering input.  For the steer angle as a function 
of time (t), the handling quality of a vehicle depends on its transient behaviors which are 
the transient values of yaw velocity and lateral acceleration. The bicycle model is able to 
perform a quick assessment of the vehicle dynamics with fewer parameters. The 
disadvantage of the bicycle model is on neglecting roll effect. The linear model may not 
accurately represent the vehicle if the maneuver involves high lateral acceleration. 
 
 

















A vehicle is not a unique rigid body but a configuration of coupled masses. It is 
reasonable to consider for simplification purpose that a vehicle is made of two lumped 
masses: sprung and un-sprung which are connected by a suspension system. During a 
cornering maneuver, the sprung mass tends to tilt that significantly affects the directional 
stability of the vehicle. Besides longitudinal, lateral and yaw motion of bicycle model, 
roll motion is added as shown in the Figure 1.4 [9].  The magnitude of roll angle depends 
on roll stiffness and damping coefficient of the suspension system as well as the type of 
maneuver. The roll effect is perceived as the load transfer from one side to another side 
of the vehicle. In turn, lateral and longitudinal forces vary due to vertical load transfer.  
 
 
Figure 1.4: The roll-able vehicle model [9] 
 
The comprehensive 14-DOF vehicle model, as shown in Figure 1.5, was introduced 
to study the vehicle behavior in longitudinal, lateral and vertical directions. The model 
consists of a sprung mass of the body and four un-sprung masses of the wheels [10].  The 
































motion. Each of the wheels has two DOF which are vertical displacement and wheel spin. 
Lumped mass model is used to represent the sprung and un-sprung masses. The vehicle 
body is being modeled as rigid. The model is appropriate to study the ride quality relating 
vertical oscillation of vehicle body and occupants.   
A vehicle is a multi-body system consisting of subsystems like front and rear 
suspension, steering system, tires and body. Several multi-body simulation programs are 
capable of creating and analyzing full vehicle models. The most well-known one is being 
MSC.ADAMS [11]. The program requires full description of the geometric model 
assembling the model’s components to a system; therefore equations are no longer 
formulated by hand. The program can numerically analyze two or three dimensional 
mechanical systems including nonlinear geometry, forces and motion. Few template 
subsystems and full vehicles are available in MSC.ADAMS library. The full vehicle 
model may be simulated by applying various types of input events. The graphic aid of 
ADAMS is a very effective interface between the output simulation and the perception 























Figure 1.5: The 14-DOF vehicle model [10] 
 
One of the most important components of the vehicle model is the tire model that 
represents the interface between the vehicle and the road. The dynamic perturbations are 
introduced at the tire level. The important forces and moments affecting the motion of the 
vehicle are applied through the tire-ground contact. Therefore, the property of tire-ground 
contact is essential to characterize the vehicle performance such as ride quality and 
handling behavior of the vehicle. When a vehicle is negotiating a turn, the treads on tires 
deform and a side force is generated in the tires. This is the cornering force that will be 
developed on the contact path and the tire will move along a path drifted by the slip angle 
. The relationship between cornering force and slip angle is complex and depends on the 
normal load, tire properties and road condition. For a small angle and constant normal 
load, this relationship is considered linear as the following expression: 
  CFy   (1.1)  
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where C  represents the cornering stiffness of the tire. 
In general, the cornering properties of tires are known to be nonlinearly related to 
the normal load and slip angle as illustrated in Figure 1.6 [12]. For the region the slip 
angle larger than 5 degrees, the rate of force change decreases when the slip angle 
increases. The lateral force is saturated when the slip angle is larger than 10 degrees for 
all four levels of normal forces. For the normal operating conditions, the slip angle is in 
the low region. The lateral force is assumed linear relationship with the slip angle. The 
cornering stiffness is approximated as the slope of the side force curve at zero slip.  
 
 




























Figure 1.6: Lateral force as the function of slip angle in the nonlinear tire [12] 
 
Table 1.1 summarizes few vehicle models with the order of increasing complexity. 
The advantages and disadvantages of these models in the aspect of modeling are also 
indicated. The advantage of the linear model is the simple approximation of the real 
vehicle. The model works properly with the regular operating conditions such as small 
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steering angles and low lateral acceleration.  The main disadvantage of nonlinear model 
is the difficulty to couple it with a linear driver models represented as transfer functions. 
Depending on the problem, the right model may save the cost associated with 
computation and design of the efficient controllers. 
 
Table 1.1: List of vehicle models 
No. Vehicle model Descriptions Advantages Disadvantages 
1 Linear bicycle 
[8] 
- Linear tire and bicycle vehicle 
model 
- Output: lateral acceleration and 
yaw velocity 
Simplicity  Does not account for 
nonlinear characteristic 
of tires and vehicle roll. 
2 Nonlinear 2-
DOF [12] 
- Nonlinear tire and bicycle 
model 
- Output: lateral acceleration and 
yaw velocity 
Tire behavior - Nonlinear equations 
- Does not account for 
vehicle roll and load 
transfer. 
3 8-DOF [9] - Nonlinear tires with Magic 
Formula  
- Output: longitudinal and lateral 









- Magic Formula tires and 14 
DOF vehicle model 
-Output: longitudinal, lateral, 
vertical, yaw, roll and pitch 
motion 
To introduce the 
vertical and pitch 
DOF 
- Nonlinear equations of 
motion 




- Multi-body vehicle model 
- Output: full state of the vehicle 










Two important states of the vehicle affecting the path following control are the 
lateral position and head angle of the vehicle. A linear bicycle model provides sufficient 
feedback for the driver to maintain the vehicle following a path. An 8-DOF model that 
introduces roll effect is also a suitable model. The increased complexity arising from the 
nonlinearity of the vehicle model raises difficulties in the modeling and enlarges the 
computational time. Moreover, most of passenger cars have the rollover thresholds 
significantly greater than 1.0g, while light trucks, vans and SUVs threshold range from 
0.8 to 1.2g and for that of a heavy load truck lies well below 0.5g [13]. The objective of 
the research leads to the impaired driver-vehicle model where the alcohol affected drivers 
are mainly considered. Passenger cars involving most of alcohol related road accident 
represent a reasonable choice as a vehicle model. The model assumes that there is a 
minor roll effect on driving a passenger car so that it can be neglected at the benefit of a 
much simplified directional model.  
The bicycle model is a linear system that couples easily to the driver model which is 
also linear. The linear control theory is used to evaluate the driver-vehicle system. For the 
nonlinear 14-DOF model and the multi-body models, the complexity is significantly 
increased. As foreseen, the benefits of a more complex dynamic model for the vehicle 
would bring limited advantages that represent a less of interest issue in the passenger 
vehicles. These models can be used to validate the driver model with parameters obtained 




1.2.2 Driver models for lateral control of a vehicle 
Many driver models of varying complexities have been proposed to study the dynamics 
of driver-vehicle systems. Most of these models were developed to control the lateral 
vehicle dynamics. The driver models can be classified into two broad groups based on 
their tracking objectives: the compensatory tracking models and the preview tracking 
models. 
The structure of a compensatory tracking driver model is illustrated in Figure 1.7, 
where H(s) is the describing function of the driver, which operates on the perceived 
instantaneous path error of the vehicle and G(s) is the vehicle transfer function.  
 
 
Figure 1.7: Compensatory tracking driver model [14, 15] 
 
In order to achieve the driver transfer function H(s), the driver is modeled as a 
controller. Firstly, the driver needs time to perform the judgment and take the action. This 
represents the time delay represented by se  , where  is the effective time delay. The easy 
control action is defined as the proportional action that gives the output proportional to 
the stimulus. The driver is able to predict a change in the input, in other words to perform 
the derivative control. The driver is also capable of performing integral action where the 
output signal is proportional to the integrated input signal. The vehicle driver, therefore, 
G(s) H(s) 
- 
+ Path input ε δsw y 
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is well defined as a PID controller. However, the system gains of the PID driver function 
were not related to the driver’s physical behavior. 
McRuer et al [16-20] proposed the quasi-linear compensatory model adequate for a 
variety of drivers, inputs, vehicle dynamics, and steering system characteristics. The 
experiments were carried out to learn the properties of human operator and controlled 
machine. To cause the system meet desired values, the operator must continuously exert 
control activities. The operator changes the control strategy with different controlled 
element dynamics. Although the human’s transfer function is different for each controlled 
element, the product of human’s transfer function and controlled element transfer 
function is essentially the same form. A generic transfer function of the human operator 
may be applied to most of control tasks. The proposed transfer function is of the form: 























L  is a simplified equalization characteristic,  is time 
delay, and TN is the neuromuscular system time constant.  The equalizing characteristic 
and the gain, Kd are adaptive elements of the human driver which enable the model to be 
implemented on various vehicles. The parameters of the function are evaluated by using 
an approximate “crossover model”. The crossover model of a human operator implies 
that operators adopt a sufficient lead or lag equalization, such that the slope of the 
magnitude of the open loop transfer function of the driver-vehicle system is close to 
20dB/decade in the region of crossover frequency.  
The crossover model is not accurate at frequencies much less or greater than the 
crossover frequency. Hess and Modjtahedzadeh [21] developed the driver steering 
14 
 
behavior consisting of low and high frequency compensation elements called “structure 
model”. It gives the more realistic representation of signal processing structure in the 
driver. The central nervous system consists of a gain and time delay and is a low 
frequency system. The high frequency representing the neuromuscular system of the 
driver is a second order system describing the motion of human limbs and the muscular 
tissue. The structure model is valid for a wider frequency range than the crossover model. 
Its disadvantage resides in the limitations to tracking task. 
 The preview tracking model that introduces the future path input performs better 
than the compensatory tracking model [22]. A typical preview tracking model is 
illustrated in Figure 1.8.  The preview effect of the closed loop system is represented by 
the function   sTPesP  , where Tp is the preview time of the driver which might be in a 
wide range of values depending on test methods, road conditions, vehicle speeds and the 
adopted maneuvers.  
 
 
Figure 1.8: The typical preview tracking driver model [23, 24] 
 
The prediction function is B(s). When the vehicle is traveling away from the desired 
path, the steering strategy of the driver is to diminish the lateral deviation that is the 












vehicle keeps moving with the unchanged heading angle , the lateral position of the 
vehicle after a time Tp becomes y(t+TP) which  can be seen as: 
          tyTtytLtyTty PP    (1.3)  
Hence, the first order prediction function is   sTsB P1 . 
 
 
Figure 1.9: The prediction strategy [25] 
 
The optimal preview control model introduces the driver-vehicle tracking problem 
using a local optimal preview. The driver is always looking at a finite segment of the 
future path and drives the vehicle to minimize the tracking error. McAdam [26-29] 
described the vehicle system as a linear state space. In the case of single point preview, 





















where x denotes the state vector of the vehicle system, F the system matrix, g the control 
matrix, SW is the steering input, and y is the lateral position. Then, the optimal steering 
input becomes: 










 *  (1.5) 
where  PTt   is the error between the path preview input and the lateral position 
preview output, A(TP) the unit step input response of the vehicle system. The result of the 
experiments shows that the driver steering control strategy during path following can be 
accurately represented as a time lagged optimal preview control [27]. 
All the above mentioned models are based on the single loop preview strategy. 
However, the vehicle performance is influenced by not only the lateral position but also 
the yaw orientation. Gou and Guan [30] established the position and orientation preview 
acceleration model based on the optimal preview theory. The model utilizes the 
information of orientation and predicted trajectory. Simulation studies show that an 
improvement of tracking performance of the closed loop system is achieved. Yang et al 
[31] proposed the multi loop structure of driver-vehicle system formulated on the basis of 
tracking information from the lateral displacement and orientation error. In addition, the 
roll angle, yaw rate and lateral acceleration are observed. The model requires driver 
equalization as each loop is characterized by its own gain and time delay. The structure of 





Figure 1.10: The multi loop driver-vehicle model [31] 
The functions HL(s) and HH(s) represent the low and high frequency of the driver’s 
compensatory characteristics. The functions Fay(s), Fr(s), and F(s) represent the driver’s 
prediction function for lateral acceleration, yaw rate, and roll angle respectively.  
Sharp et al (2001) [32-36] developed the optimal preview control model as a 
discrete state. The roadway described by its lateral profile y(k) is the discrete function of 
longitudinal displacement x as shown in Figure 1.11. The driver observes the road path in 
the finite lateral values ahead of the vehicle equally spaced in x. 
The discrete system representation, then, is the road path preview incorporated with 
the vehicle state space equation. For the linear-quadratic regulator method, the optimal 
steering wheel angle is given by: 
       Tsw kkk pp yxK*  (1.6) 
where Kp is the full state control gain, x(k) the vehicle state, and yp(k) the road state. The 
road model and the controlled vehicle model were assembled in the path following 
simulation. The vehicle with its steering input derived from the linear-quadratic regulator 

































Figure 1.11: Vehicle and previewed road path [35]. 
 
The studies of Pick and Cole [36-40] extended the LQR model by adding the 
neuromuscular module. The path LQR controller acts as the driver’s brain and generates 
a steering wheel angle. Then, through the neuromuscular system, this optimal angle 
applies to the steering wheel of the vehicle. The neuromuscular system provides control 
by activating appropriate muscles. A model of driver-vehicle system including 
neuromuscular dynamics, the LQR control and the vehicle dynamics is illustrated in 
Figure 1.12.  
The driver’s arms could be represented by a simple inertia connected to ground via 
a parallel spring and damper which are passive stiffness and damping of the arms. The 
arm and steering dynamics are coupled while the driver holding the steering wheel. The 
equation of motion for the coupling is: 






TKKBBJJ     (1.7) 
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where Jdr, Bdr, and Kdr are the inertia, damping and stiffness of the arm. The steering 
system includes inertia Jst, damping Bst, and stiffness Kst. The applied muscle torque, Tm, 
is generated by the contractile element. The torque feedback, MT, arises from the lateral 
forces and self-aligning moment.  
 
Figure 1.12: Structure of driver-vehicle model with neuromuscular property [40] 
  
The flex control loop maintains the optimal steering angle through muscle control 
stretch of the arm as an internal feedback. An additional control is possible by varying the 


















where ωc is the cut off frequency. Parameters Br and Kr represent the reflex stiffness and 
damping. The time delay τ is the transport lag. The active stiffness increases the intrinsic 
stiffness of the muscle because of the increased muscle activation or co-contraction by 
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produces a force proportional to the difference between steer angle and required steer 
angle. 
Peng et al [41-45] developed an adaptive lateral preview human driver model based 
on the adaptive predictive control framework. The optimal control is used to compute the 
steering angles that minimize the cost function including yaw error and lateral position 
error. It is assumed that an experienced driver may establish an internal model of lateral 
vehicle dynamics. The driver model uses the linear internal vehicle model to predict the 
future states. The outputs of the nonlinear vehicle are approximated and continuously 
update the internal model. The linear model is updated recursively to present the driver’s 
capability in learning to a new car and adapting to the environment. 
McAdam and Johnson [46] used the basic neuron network (NN) concepts to present 
the driver behavior. A sensor was assumed capable of detecting the lateral displacement 
of the path relative to the moving vehicle. The on-board sensor mounted in the vehicle 
provides the continuous information of the lateral offset between the longitudinal axis 
and road edge markers. The N measured points are presented to the NN which consists of 
two layers. The N neurons in the first layer process the N inputs. The only neuron in the 
second layer receives the outputs from the first layer. The output of the second layer is 
compared with the target road. The training process is performed to identify the NN 
weights in the first and second layers. The closed-loop system of driver and vehicle is 
considered as a NN with a specific set of NN weights. For a different vehicle, the values 




Gou et al [47] proposed a preview optimal driver model based on the artificial 
neuron network. The simplest one consists of one single neuron with four inputs: preview 
path, lateral acceleration, lateral velocity and lateral position. The unknown weights must 
to be trained. The steering angle is the summation of the inputs after weighting. In order 
to present the neuromuscular property of a driver, the steering angle passes through the 
lag-delay block before providing to the vehicle model. In general, the structure of the 
model is similar to the preview model discussed in the previous work [31]. However the 
feedback gains are undetermined. They are tuned during the iterations with various 
maneuvers.  
Lin et al [48] developed a NN model for a driver-vehicle-environment system. Two 
stages of the research were carried out. In the first stage, they constructed the 
mathematical model which includes three modules: environment input, vehicle dynamics 
and driver controller. The vehicle was required to follow a pre-defined route. The 
sequence of steering angles producing least lateral errors was computed. Three NN 
models were employed for the driver-vehicle-environment system. The NN learned to 
generate the similar steering angles profile with the same input. The NN with updated 
weights presents the driver model in lateral control. The experiments validated the model 
in the second stage. A good agreement was found between the simulations and 
experiments in terms of lateral position and steering angles. The study is restricted in 






Table 1.2: A summary of driver models 
Authors Model Descriptions Advantages Disadvantages 
Weir and 
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The studies of driver models may be summarized in the Table 1.2 where their 
advantages and disadvantages are also indicated. The chosen model depends on the 
control problem. The parameters in the compensatory model are easily identified. 
However it introduces a lag due to the lack of preview information. For the driving case, 
the preview path significantly improves the tracking problem. For the purpose of 
modeling of an impaired driver and designing a controller, the optimal preview control is 
used. This method represents an actual driver who can predict the future information of 
the vehicle and the environment. The control strategy also improves the performance of 
the controller when the vehicle follows a path with a suitable velocity. NN is also a 
potential application. Understanding the NN driver model may improve the design of 
autonomous vehicle controller.  
 
1.2.3 Effects of alcohol on driving 
The relation between alcohol and driving performance was reviewed by Moskowitz et al 
in 1988 and 2000 [49, 50]. The latter investigation covered 112 articles about the 
influence of various levels of blood alcohol concentration (BAC) on driving skills. There 
are the strong evidences to prove that alcohol impairs one or more driving skills even at 
very low BAC as of 0.01%. All drivers can be expected to experience impairment by 
BAC of 0.08% or less in terms of reaction time, tracking, concentrated attention, divided 
attention, information processing, visual function, perception, and psychomotor skill.  
Fillmore et al [51] tested the cognitive performance of a group of social drinkers. 
The subjects were requested to press a key as rapidly as possible whenever they saw a 
triad of three consecutive even or odd digits on a screen. A correct response increases the 
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presentation rate of the digits; otherwise a failure slows the presentation rate. The 
presentation rate measures the rate of information processing. The evidence proved that 
alcohol impaired cognitive function by slowing the rate of information processing.  
The cognitive performance of the alcohol affected-drivers with varying level of 
alcohol was also examined by Liu and Fu [52]. The effects of alcohol on performance of 
tasks involving information processing and short-term memory significantly deteriorated 
with the increase in alcohol level. The greater alcohol ingestion reduced the short-term 
memory and increased the duration of information processing thus prolonged reaction 
times for completion of tasks. They concluded that the cognitive faculty is the first to be 
impaired by drinking. The investigation by Linoila et al [53] revealed that both age and 
alcohol influenced the speed of the central processing of information by the brain and that 
the combination of two variables has an additive adverse effect on the rate of information 
processing. 
Visual sensory is vitally important for driving. The effects of alcohol on contrast 
sensitivity, visual field and eye movement have been intensively studied. Andre et al [54] 
measured the contrast sensitivity of young males and females before and after ingestion 
of alcohol. The objects observed stationary gratings and gratings that traveled through a 
circle path. The alcohol consumption significantly reduces the contrast sensitivity for the 
moving gratings. This study led to the conclusion that alcohol impairs the ability to make 
pursuit eye movement. Hill and Toffolon [55] found that the subjects had a significant 
loss of visual field related to alcohol and the loss was more apparent for higher BAC 
levels. They explained that alcohol affects the central processing of visual information. 
The spatial vision pathway that processes the sensory and sensorimotor visual function is 
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impaired. Therefore, the visual field, accommodation and convergence of the objects are 
deteriorated. 
The effect of alcohol intoxication on visual sustained attention was studied by 
Rohrbaugh et al [56].  It was established that alcohol consumption impairs the driving 
task that required continuous performance. The analysis of eye movements and blinks 
indicated that the impairment of peripheral visual function is negligible. The performance 
data were interpreted that alcohol disrupts central processes. The effect is found in the 
overall performance for the continuous task and the rate of increment increases over time. 
 
1.2.4 Autonomous vehicles  
Autonomous vehicles represent a type of automated machines that may operate in an 
arbitrary terrain by automatically finding feasible paths and choosing appropriate 
velocities. Such type of vehicles were implemented to fly (Unmanned Automated 
Vehicles) as the numbers of constrains for following a path in air are much less then ones 
on the ground. Planning the path of the ground autonomous vehicle is very complex 
problem, especially in the presence of obstacles. Frazzoli et al [57] proposed an algorithm 
that enables a robot to move from an original position to a desired position while 
avoiding stationary and moving obstacles. The randomized-planning method was 
presented to handle a broad variety of dynamic system. The research addressed the path-
planning problem to find paths connecting the initial and final positions on the roadmap 
then to select an optimal sequence of paths.   
A method for planning autonomous vehicles moving on general terrains was 
presented by Shiller and Gwo [58]. The research produced the optimal vehicle speeds and 
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the geometry path between given end points, considering vehicle dynamics, terrain 
topography, and surface mobility. The terrain and the optimal path were modeled by a 
continuous path and a spline curve respectively.  A single velocity curve was formulated, 
representing the upper bound of vehicle speed along a given path.  
The Intelligent Vehicle Highway Systems (IVHS) were extensively studied, 
especially in California PATH (Partners for Advanced Transit and Highways). Many 
research focused on the control of vehicle-follower in platoons [59-61]. The control law 
was derived to control the velocity of each vehicle following the lead vehicle. The 
velocity and acceleration of each vehicle is measured and transmitted to other vehicles. 
The onboard radar system produces the accurate distance between vehicles. The main 
objective of the research was to control the longitudinal velocity of the vehicles. The 
lateral control was based on special elements installed in the roadway instead of a vision 
system detecting the existing lane. Peng et al [62] developed the lateral control of a full-
scaled vehicle. The experiments were conducted with two control algorithms: PID and 
optimal preview controllers. The lateral control system is based on the on-board sensors 
and the road reference system. The test results showed that the small lateral tracking 
errors can be achieved with the changes of load, speed and tire pressure. Pham et al [63] 
attempted to combine the longitudinal and lateral control for the IVHS. The surface 
control law was developed to integrate cornering and traction.  
The Adaptive Cruise Control system (ACC) presented a partial automated vehicle 
that is able to automatically accelerate and decelerate its longitudinal speed [64, 65]. The 
goal is to relieve the driver workload in the highway routine. If a slower preceding 
vehicle is detected, the control system decelerates the vehicle to keep the safe distance. 
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The technique of lateral supervision integrated on the ACC was discussed by Holzmann 
et al [66]. The system checks the signals of important sensors to warn the driver if certain 
limits of safe and comfortable driving are reached.  
The design of the controller for autonomous vehicles based on the driver model was 
introduced by Guo et al [67]. The controller combines the pure lateral and longitudinal 
driver models. The preview-follower theory was applied to both models. It was assumed 
that there are no interactions between the longitudinal and lateral dynamics of the vehicle. 
Therefore they are treated as independent processes. The model of autonomous vehicle 
performed good path-following and speed controlling. They recommended that the model 
may be implemented in an actual autonomous vehicle that faces uncertainties covering 
the environment in the full scale. 
The attempts of designing a human-like controller for autonomous vehicles lead to 
the implementation of Artificial Neuron Networks (ANNs) [68]. The weights of neurons 
take initial values that have to be trained. At the training stage, the ANNs learn driving 
skills through the data recorded from the real driver. A video image provides an input to 
the network and the output is compared to the steering angle [69]. The back-propagation 
adjusts the weights to produce an appropriate steering response. An improved road-
following system based on ANNs was developed by Rosenblum et al [70]. The 
optimization was used to train the networks. The experiments on a driving simulator and 
on an actual vehicle showed that the system may perform well with the changes of road 
conditions, road quality, light conditions and the presence of noise. 
Work using Neural Networks (NNs) aims to process data from visual detectors and 
to produce a truly autonomous vehicle capable of navigating and speeding within realistic 
28 
 
environment [71]. NNs have shown promise in solving the nonlinear problem, especially 
coupling longitudinal and lateral vehicle dynamics. The performance of the autonomous 
vehicle with considering coupling effects is significantly improved when the maneuvers 
involve high acceleration and low road friction. Kumarawadu et al [72] proposed a NN 
adaptive control for a nonlinear model of an autonomous vehicle. The NN system quickly 
adapt to the desired road path without offline training. The robustness is guaranteed with 
parametric uncertainties and instantaneous road curvature changes. The model properly 
performs path-following while accelerating and decelerating. 
 
1.3 SCOPE OF THE RESEARCH AND ORGANIZATION OF THE THESIS 
The investigation focuses on developing a driver model that may present characteristics 
of an impaired driver and proposes an algorithm to control an autonomous vehicle. The 
research aims at neither proposing a novel vehicle model nor developing a control theory. 
Instead, it involves the careful studies in the current vehicle models and control theories 
in order to present the behavior of an impaired driver. The research also proposes a 
feasible control strategy for autonomous vehicle that is believed to improve its 
performance. 
The specific objectives are summarized below: 
a. Investigate a linear vehicle model and a non-linear vehicle model as controlled 
elements for driver models. 
b. Develop an optimal preview model and a linear quadratic regulator control to 
represent a vehicle driver. 
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c. Propose methods to represent an impaired driver and determine the threshold for 
safe driving. 
d. Propose an algorithm to integrate longitudinal and lateral control of an 
autonomous vehicle. 
e. Develop a NN controller for an autonomous vehicle based on the driver model. 
In Chapter 2, a linear vehicle model as the bicycle model with three DOF is 
investigated. Two important outputs of the model are lateral position and head angle. The 
driver model is developed from the optimal preview model introduced by MacAdam 
[27]. The driving performance is considered as the optimal process requires minimization 
of the cost function consisting of steering input and vehicle states. The root locus method 
is used to evaluate the closed-loop system of driver and vehicle models. To couple the 
linear driver model with a nonlinear vehicle model, the control gains are identified by 
initial tests. The impaired driver is presented by altering the optimal parameters. 
In Chapter 3, the discrete LQR driver-vehicle model is derived. The delays in 
perception and action display the neuromuscular characteristic of the driver. The control 
law computes the steering angle based on the delayed states and input. The preview path 
is included into the system to improve the path-following task. The update mechanism is 
introduced to detect the discrete observed path. The impaired driver is modeled by 
increasing the reaction time, decreasing preview time and varying the control gains. 
Comparing the simulation results to the experiments yields a BAC level for the impaired 
driver model. The lateral performance of the impaired driver-vehicle model is 
investigated while changing the vehicle parameters. 
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In Chapter 4, the integration of the longitudinal and the lateral control for autonomous 
vehicles is performed. The derivation of a linear model for longitudinal vehicle motion is 
presented. The preview control theory is applied to design the controllers. The velocity 
profile for a desired path is computed with the reference of the experiments. The lateral 
position and the velocity profile of the preview path enhance the tracking problem. The 
linear longitudinal and lateral models of the vehicle are the approximation of the 8-DOF 
nonlinear model. The Kalman Filter eliminates the noises due to the environment and 
estimates the vehicle states for the linear model based on the nonlinear model. 
In Chapter 5, NNs used to control an autonomous vehicle is discussed. The network 
weights the preview path before providing an additional steering angle and torque to the 
vehicle. The block diagram consisting of the longitudinal and lateral control is illustrated. 
The NN gains are updated by using the gradient descent algorithm. The gains are initiated 
in the similar manner that the driver model previews the path. A simulation with the 
Montreal F1 circuit is carried out to evaluate the capability of path-following and speed 
regulating.  
In Chapter 6, the main contributions are highlighted.  The future works on the 




AN OPTIMAL PREVIEW CONTROL REPRESENTING THE 





Lateral handling of a vehicle is one of the most important tasks of a driver along with 
regulating the longitudinal speed. Understanding the mechanism of driver lateral 
handling improves not only the vehicle design towards minimizing traffic accidents due 
to direction tracking but also the driving assistance such as steer-by-wire and autonomous 
car. Control theory may quantify the driver behavior as a closed-loop system where the 
driver model is required to follow the path by continuously control the steering wheel.  
Back in 1962, McRuer et al [16-20] performed experiments on human operators 
with various controlled elements. They concluded that the open-loop transfer function of 
the system including a human operator and a controlled element has the same pattern 
despite of the changing in transfer functions of the human and the controlled element. 
They proposed the “crossover model” which is also known as the compensation model, to 
identify the driver’s parameters. For the driving task, compensation is not the only 
driver’s duty. The future path provides essential information contributing to the decision 
upon the steering angle so that the driver manipulates the vehicle smoothly. MacAdam 
(1981) [26-29] applied the optimal preview control to a driver-vehicle system following a 
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path. The optimal steering angle is derived by minimizing the performance index which 
the lateral deviation is accounted for. Also considering the driving task as the optimal 
control, Cole et al (2006) [73] investigated the linear quadratic control where the future 
road path is incorporated with the vehicle state. The driver is assumed to observe the road 
path in finite lateral values at ahead of the vehicle equally spaced in the longitudinal 
direction.   
The goal of modeling vehicle driver is to obtain the steering angle corresponding to 
an arbitrary path. Furthermore, the model’s parameters must reflect a physical meaning of 
the driver’s behavior which represents a considerable challenge given the human 
complexity. This chapter presents a driver model developed from modifying the model of 
MacAdam and attempts to relate its parameters to the reality circumstances.  The steering 
cost is augmented to the cost function to compute the control input. The model is further 
implemented to various road inputs to find out the dependence of the parameters on the 
road configurations and their relationship.  
The chapter also proposes a method to couple a linear driver model with a non-
linear vehicle model. Feedback gains represent driver’s abilities to predict the vehicle 
response. The gains are identified by applying initial condition tests that are similar to 
what a driver learns at an initial stage. A driver model with reduced parameters is 
introduced as an impaired driver model. It is widely accepted that an impaired driver 
needs longer time to react to an incident and may not accurately observe the road far from 
the vehicle. Therefore, longer reaction time and shorter preview time are used to model 




2.2 LINEAR VEHICLE MODEL 
The driver acquainted with the vehicle responses is assumed to be skilful enough to 
handle driving tasks. He perceives the vehicle dynamics while performing driving. The 
experience acquired while driving the vehicle helps him to choose the appropriate action. 
In the control model, vehicle dynamics which is similar to that the driver acquired is 
described by the equations of motion. The driver, in fact, might not know the equations 
but he perceives with some approximation of the expected output (e.g. lateral 
displacement) to a known input (e.g. steering angle). A vehicle model that incorporates 
the non-linear components may adversely affect an attempt to apply the linear control 
theory in coupling the driver and the vehicle. This vehicle model may be used as a tool to 
quantify the driver’s parameters indicated by the linear model. Thus a linear vehicle 
model which provides sufficient states but which reduces the complexity of the problem 
is used. 
The linear bicycle model is considered by assuming that the vehicle is rigid and 
experiences negligible roll. The vehicle is travelling on a good road of equal coefficient 
of friction on the left and right sides and facing small differences in longitudinal forces 
[7-9]. Hence the left and right tires are lumped into an equivalent axle. The pair of tires 
on the axle is represented by a single tire with double the cornering stiffness. The lateral 
forces acting on the tires are also assumed to be equal in the left and right sides. The 
vehicle has longitudinal and lateral translation and yaw as shown in Figure 2.1. The linear 
vehicle model is derived in this section based on the references [22, 73]. 
Denote R as the position vector of the CG, then the transition velocity of vehicle is 
the time derivative of vector R described as:  
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 jiRvB vu 
  (2.1) 
where u and v are the longitudinal and lateral velocity respectively, i and j are unit 
vectors. The acceleration of the vehicle is derived by differentiating its velocity: 
     jiRva BB urvvru    (2.2) 

















where Fx is the total longitudinal force acting on the vehicle, Fy the lateral force, Mz the 
yaw moment, and Iz the inertial about z axis. Assuming the steering angle f is small, the 

















When the vehicle is negotiating a curve, the centrifugal force acting at the center of 
gravity will develop appropriate slip angles on tires. Refer to Figure 2.1, the slip angle of 











  (2.5) 
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The relationship between cornering force and slip angle is a complex one depending on 
normal load, tire properties and road condition. For a small angle and constant normal 








































Figure 2.1: The 3 DOF linear vehicle model 
 
If the vehicle is not accelerated or decelerated, the equation of motion in 













































































where m denotes the total mass of the vehicle, Iz the yaw moment of inertia. v is the 
lateral vehicle velocity, u the longitudinal vehicle velocity, r the yaw rate. lf and lr stand 
for the distances from the center of gravity to the front and rear axle, Cf and Cr the front 
and rear tire cornering coefficients. sw is the steering wheel angle, nsw the steering ratio.  
In the path following control, the lateral and yaw deviation of the vehicle from the road 
path may be incorporated into a cost function. To obtain the optimal steering angle for the 
driver model, the cost function is minimized. The yaw displacement is the angle between 
the global and vehicle system and its rate of change is the yaw velocity: 
    trt   (2.9) 
The vehicle’s position in the global system is X(t) and Y(t) and its velocity is  tX  and 
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where  tx and  ty are vehicle coordinate system’s velocities. Without loss of generality, 
the global coordinate system is set as the X-axis aligned with the direction of the road 
path so that the vehicle has a small yaw displacement  t . The reasonable assumption is 
   tytx    when the vehicle is cornering with a small steering angle. The equation 












where u denotes the constant forward speed of the vehicle and    tXtxu    if the 
small angles are assumed, and    tytv   the lateral velocity. 
In the path following control, the lateral deviation of the vehicle from the road path 
represents a clue for the driver. A linear relationship between the lateral position and the 
vehicle states is obtained by assuming that the longitudinal velocity is much larger than 
the lateral velocity and the vehicle is cornering with a small steering angle [22, 73]. Then, 








































































































































































where Y(t) denotes the vehicle position in the global system, and ψ(t) stands for the head 
angle of the vehicle. In the compact form, equation (2.12) may be written as: 








BAxx   (2.13) 
    tty Cx  
where y(t) is the scalar output related to the state vector x(t) by the matrix 
 0100C . Equation (2.13) represents a linear bicycle model of the vehicle. It 
provides a lateral displacement output corresponding to a steering input. The vehicle 
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modeling using equation (2.13) is carried out with the parameter values indicated in 
reference [34]. 
 
Table 2.1: Vehicle parameters [34] 
Parameter Symbol Value 
Vehicle total mass (kg) m 1200 
Vehicle moment of inertia about z axis (kg.m
2
) Iz 1500 
Distance from vehicle CG to front axle (m) lf 0.92 
Distance from vehicle CG to rear axle (m) lr 1.38 
Wheel base (m) l 2.3 
Cornering stiffness for front tires (N/rad) Cf 60000 
Cornering stiffness for rear tires (N/rad) Cr 40000 
Steering ratio nsw 16 
Forward velocity (m/s) u 25.9 
 
 
2.3 OPTIMAL PREVIEW MODEL OF DRIVER 
The lateral controlling of a vehicle involves the driver observing the path and processing 
the preview information in the context of current motion to yield the appropriate steering 
input [35]. For the frequent driving circumstances, the driver achieves sufficient future 
path information before initiating the maneuver. For instance, before taking the double-
lane-change, the geometry of the requiring path is anticipated and previewed. The next 
double-lane-change is far and may not account for generating the current steering angle. 
The vehicle performs single tasks subsequently such as double-lane-change, maintaining 
straight line, lane-change and so on.  
Figure 2.2 illustrates a single task as the curve defined by its coordinates of the path 
that the driver must overcome. The strategy of driving is the single-point preview. The 
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driver captures the road path by several peak points in the view of the moving-vehicle 
framework [34]. The nearest point within the preview distance is processed for the 
steering input. In Figure 2.2, G represents that point. The driver may not observe every 
point forming the continuous curve but approximately generates the path based on the 
points F and G, where F is the beginning of the curve. Therefore, the path consisting of 
line segments (which is used in the simulations in Figure 2.6 and Figure 2.7) is the input 
to driver.  Another consideration is that the lateral distance of the path seen by the driver 
is relative to the longitudinal axis x of the vehicle instead of the absolute axis X. For 
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Figure 2.2: The preview path 
 
The current lateral position and head angle of the vehicle are y(t) and ψ(t) 
respectively. Let η=t+Tp be the anticipated future time where Tp is the preview time 
derived from the preview distance depending on the driver’s capability. The preview time 
is the ratio of preview distance to vehicle speed assumed constant. By assuming the head 




           pytxtff   (2.14) 
where yp(η) is the relative lateral path at the time η. x(η) stands for the longitudinal 
distance as shown in Figure 2.2.  If the head angle at the time t is small and neglected and 
the vehicle center coincides with the path center, the absolute lateral path will 
be     pyf  , the relative path observed by the driver. This investigation uses the 
absolute lateral path f(η) as the input to the driver with the assumption discussed above. 
The lateral position of the vehicle is required to follow the desired path with 
minimizing lateral deviation. Then, the driver-vehicle system is represented by the 
optimal tracking problem where the performance index or the cost function is associated 
with the mean square of the error and the input [74]. For the driving case, the experienced 
driver follows the best path defined by the least energy consumed. The cost function is 
introduced to the driving task as: 
































where  f  is the previewed path at the time η,  y represents the previewed output of 
the vehicle and R1, R2 are the weighting factors of  the lateral deviation and the steering 
input. The values of R1 and R2 are chosen so that the lateral error and steering angle 



















, where Δy=0.5m and Δsw= 0.15rad [75, 76].  
 The previewed output,  y , is derived from the state equation (2.13) as: 
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etxey BCC AA  (2.16) 










AA . The preview output is the 
prediction of the driver including the estimation of the current initial condition and the 
response of the system to the steering input after the (η-t) time. Assuming that the 
steering input  tsw  is constant during the preview interval, then, the preview output is 
rewritten as: 
      












txey BCC AA  (2.17) 
Substitution of  y  to the cost function yields: 
      




















































In equation (2.18), f(η) represents the function of the future path and is previewed. x(t) is 
the state of the vehicle at the current time t that the driver is aware of. Therefore, the 
function J is depending only on the steering input sw(t). To investigate the variation of J, 
its first derivative with respect to steering input  tsw  is derived as: 
 
     
       























































AAA  (2.19) 







The optimal steering function is: 
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For the single-point preview control, the preview time η represents the instants at which 
the driver perceives the lateral deviation of the path. The optimal preview interval, then, 
is tT * . Computation of the constants K1 by applying the exponential expansion 
yields: 
 
























































In fact, there is a delay for processing data due to the human operator. The steering 
input to the vehicle is the non-optimal  tsw  instead of the optimal  tsw
* . The pure delay 
se  is inserted between the optimal and non-optimal steering input. The block diagram of 
the driver-vehicle system based on equations (2.17) and (2.21) and the delay property of 
human operator is illustrated in Figure 2. 3. This is a closed-loop system where the input 
is the desired path f(η) and the output is the prediction of vehicle lateral position y(η).  
 
















To evaluate the suitability of the driver model in conjunction with that of the vehicle, the 
system performance is assessed while maintaining a straight line and performing lane-
change and double lane-change maneuvers.  
 
2.4 DRIVER-VEHICLE RESPONSE 
Maintaining the straight line path represents the most frequent driving task. The driver 
often adjusts the steering wheel to eliminate the lateral deviation due to road fluctuation 
and wind disturbance. The system is stable if it recovers its states after a disturbance. The 
stability of the system is assessed by the root locus of the closed-loop system. The open-
loop transfer function of the system is obtained from Figure 2.3 as: 




















Two un-determined parameters are the preview time T
* 
and the delay time . Various 
experiments were performed to identify the values of these parameters [77, 78]. 
Depending on the method and experiment set-up, the results may considerably differ.  
To implement the values to the model, initial tests were conducted. Each value of   
is accompanied by an optimal value of T
* 
where a minimum value of the cost function is 
obtained. When the driver model has a larger delay time, the preview time must be larger 
in order to minimize the cost function. The relation of the preview time, delay time and 
cost function is illustrated in Figure 2.4.  
Five values of delay time varying from 0.3s to 0.7s are implemented to the driver 
model. The optimal preview time achieved at =0.7s is 2.22s that is larger than 1.46s at 
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=0.3s. The value of cost function at =0.7s (C=0.86) is also higher than that at =0.3s 
(C=0.67). The smaller delay time introduces the lower value of the cost function resulting 
in better performance. However, the delay time of the driver model represents the ability 
of the driver to cope with the information processing, decision and reaction. The driver 
needs a sufficient delay time to perform a proper response. For the purpose of modeling 
the driver, the delay time is taken at 0.4s and higher [71]. Assume that the driver is in a 
good condition for driving, then, T
*
=1.6s and =0.4s have been chosen as the moderate 
values. 
 






































Figure 2.4: The relation of the preview time, delay time and cost function 
 
The root locus of the closed-loop system with varying Tp and  are shown in Figure 
2.5 where the conjugated parts are removed. Tp denotes the preview time of the driver 
model including the optimal preview time T
*
. Figure 2.5(a) illustrates the roots of the 
system when the preview time changes from 1.2s to 0.45s for the constant delay time 
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=0.4s. The arrow indicates the trend of roots when the preview time is decreased. The 
dominant complex root passes through the imaginary axis and locates in the right plane 
when the preview time approaches 0.85s.  
 
 


















Increasing  (0.5-1.5s) 
Tp=1.6s 
 




Figure 2.5: The root locus of the closed-loop system with a) varying Tp and b) varying  
 
Figure 2.5(b) presents the roots of the driver-vehicle system with the delay time   
varies in range 0.5-1.5s while Tp=1.6s. When   is increased, the dominant roots translate 
to the right plane at  =0.8s. The system is unstable whenever there is a root in the right 
plane. These parameters physically relate to the human driver. The driver is capable of 
driving if he has sufficiently a large preview time and a short reaction time. 
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Figure 2.6 illustrates the time history of the dynamic response of the driver-vehicle 
system to a double lane-change maneuver. The model performs a tracking to the path 
defined by the previewed path depicted as in Figure 2.6(a). The modified model is 
compared with the model of MacAdam [27]. The peak value of the lateral acceleration, 
yaw rate and steering angle for the modified model slightly reduce. The peak lateral 
acceleration of the modified driver-vehicle model is 0.21g which means a reduction by 
12%. The peak yaw rate of the modified driver-vehicle model is 0.086 rad/s, which is 
11% lower than that of the MacAdam model. The peak steering angle is also reduced 
12.5%, 0.12 rad for the modified model comparing to 0.16rad for the model of 
MacAdam. The performance index is computed for both models from the below 
formulation: 
 









































The result is Jm=0.628 for the modified model while that of MacAdam model is JM=0.663 
which are the minimum values of the cost function at the preview time Tp=1.65s and 
reaction time =0.4s. By including the steering angle to the cost function, the vehicle 
needs less effort while ensuring the good path following. The smaller effort of the 
modified driver-vehicle model is expressed as the smaller required steering control and 














































































































Figure 2.6: The dynamic response of the modified driver-vehicle model comparing to 
that of MacAdam model 
 
The vehicle model with the parameters in Table 2.1 exhibits neutral steer properties. 
The following simulations identify the influence of the understeer coefficient (Kus) on the 
performance of the driver model. Depending on the values of the front and rear cornering 
stiffness and the normal load distribution on front and rear tires, Kus may take three 
possible values. In Figure 2.6, the vehicle exhibits neutral steer (Kus=0) when Cf=60000 
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N/rad and Cr=40000 N/rad. The comparison of neutral steer (Kus=0), understeer (Kus>0 
when Cf=50000 N/rad and Cr=40000 N/rad) and oversteer (Kus<0 when Cf=70000 
N/rad and Cr=40000 N/rad) vehicle models is illustrated in Figure 2.7.  
 


















































































































Although the vehicle parameters are changed, the differences in the lateral 
displacement, lateral acceleration and yaw rate for three vehicle models are negligible. 
The driver model adapts to the vehicle by generating appropriate steering angles. For the 
understeer vehicle, the maximum steering angle is 0.17 rad which is higher than that of 
neutral steer vehicle (δsw=0.14 rad). For the oversteer vehicle, the maximum steering 
angle is 0.11 rad, which is reduced by 21% comparing to that of neutral steer vehicle. The 
driver model may adjust the control input to minimize the effect of changes from the 
vehicle handling characteristic. 
The modified model performs three lane-changes with different curvature as 
depicted in Figure 2.8(a). The lane-change 1 corresponds to the largest curvature where 
the lane-change angle is 20
0





 respectively. The cost associated with each lane-change is shown in Figure 2.8(b) 
where the reaction time fixed at 0.4s and the preview time varying from 1.1s to 2.1s. 
With the restricted lane-change (denoted by lane-change 1), the system hardly follows the 
path resulting the large cost function value of C1=0.678. Comparing to the easy lane-
change (denoted by the lane-change 3), the cost C3=0.033 proves that the system needs 
little effort to pass the task while achieving least lateral deviation. Figure 2.8(b) also 
shows that the system meets the optimal performance at different Tp corresponding to 
different lane-changes, Tp1=1.61s, Tp2=1.59s and Tp3=1.54s for lane-change 1, 2, 3 
respectively. Relating to the driving reality, the larger curvature of road, the larger 































































Figure 2.8: Three levels of lane-change and their cost 
 
The driver-vehicle responses show that the incorporated steering input to the cost 
function introduces better performance of the driver-vehicle system. The values of 
parameters found via simulations reflect the behavior of the driver. The good driver is 
capable of reacting quickly to the unexpected disturbance and observing far ahead of the 
vehicle. The driver is suitable for driving if he has sufficiently small delay in reaction and 
large preview time. The driver model also frequently adapts its parameters to the road. 
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2.5 THE COUPLING OF DRIVER MODEL AND NON-LINEAR VEHICLE AND 
THE PRESENTATION OF DETERIORATED DRIVING SKILLS  
Investigating the driver-vehicle system as in Figure 2.3 reveals that the system comprises 
the delay function e
-s
, the vehicle transfer function G(s) and the gains. The delay 
function and gains characterize the driver’s performance by the factors that are the effect 
delay time  in e-s and the optimal preview time T* in K1, K2 and .
*TeAC  The gain K1 and 
K2 only depend on T
*
 and are computed as in equations (2.20) and (2.21). The terms K1 
and 
*Te AC are mentioned in equation (2.17) as the preview gains. K1 represents the 
preview gain in steering input with zero states. The matrix (1×4) of gains 
*TeAC expresses the driver’s preview in the current vehicle states with zero steering input. 
It means that the lateral position of vehicle after a duration T
*
 is the summation of 
previewed components: steering input sw(t),  lateral velocity v(t), yaw rate r(t), lateral 
position y(t) and yaw angle ψ(t).  
There is the only transfer function G(s) in Figure 2.3 representing vehicle states that 
lead to the attempt of modeling the system of driver and non-linear vehicle. It is expected 
that the driver uses the same scheme as the one in Figure 2.3 to manipulate the non-linear 
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Figure 2.9: The system of driver and non-linear vehicle 
 
Hence, the linear vehicle is replaced by the non-linear model. The equations of 
motion are derived in section 4.3. This non-linear vehicle model was investigated in 
references [79-81] including the longitudinal, lateral, yaw, roll motion and the rotation of 
the four wheels. The chosen outputs are lateral velocity v(t), yaw rate r(t), lateral position 
y(t) and yaw angle ψ(t). The occurring issue is the identification of gains K1, K2 and M 
corresponding to the non-linear vehicle. As discussed above, K1 and M are preview gains 
for steering input and vehicle states respectively. K2 is computed from K1 by applying 
equation (2.20). For the non-linear vehicle, K1 is the ratio of lateral position output to 
steering input while states are set to zero. Mv of M=[Mv Mr My Mψ] is the ratio of lateral 
position output to current lateral velocity while steering input and other states are zero. 
Mr, My and Mψ are identified by the similar method. The gains of non-linear and linear 















Figure 2.10: Preview gains of linear vehicle and non-linear vehicle 
 
The preview gains of a vehicle are unique and different from those of other vehicles. 
For instance, the yaw gain Mr of the linear vehicle is 5.12 (m·sec) while that of non-linear 
vehicle is 5.8 (m·sec). The preview gains for outputs of the non-linear vehicle are also 
significantly different. For instance, the lateral velocity gain Mv of the non-linear vehicle 
is 0.7 (sec) while the head angle gain Mψ is 30 (m). These preview gains are dependent on 
the characteristics of the vehicle such as the center of gravity, wheel base and tires. The 
driver is considered to be capable of predicting the future states of the vehicle based on 
the feedback of lateral velocity, yaw velocity, lateral position and heading angle. The 
feedback gains are assumed to be equal to the preview gains above calculated. 
Parameter sensitivity analyses are performed to identify the effect of driver model 
parameters and vehicle parameters on the driver-vehicle system. The normalized mean 
square value of the lateral deviation is defined as: 
  



















β  (2.24) 
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where T is the length of simulation time and β denotes the parameter vector with a 
nominal value β . A variation in βk of β results in a variation in Jy. However with various 















,  (2.25) 
Figure 2.11 illustrates the sensitivity of the lateral performance to the variations in 
lateral position gain My, head angle gain Mψ, roll stiffness kp, and height of C.G, denoted 
by h. For the driver model’s parameters, the results show that variations in both My and 
Mψ primarily affect the lateral performance. Since the signs of the value SJy,My indicate an 
increase (+) or decrease (-) in lateral response, Figure 2.11(a) shows that variations in My 
yield an increase and decrease in lateral performance for My>1 and My<1 respectively. It 
means that when My<1, an increase in My yields a decrease in Jy. When My>1, an increase 
in My yields an increase in Jy. My=1 is considered the optimal lateral position gain. The 
lateral performance will become worse if the gain is smaller or greater than 1. The effect 
of Mψ on Jy is similar as in Figure 2.11(b). Mψ=31 is considered the optimal head angle 
gain. A comparison of response sensitivity to variations in My and Mψ reveals that the 
lateral response of vehicle is relatively more sensitive to variations in My. 
For the vehicle’s parameters, the results show that variations in h and kp also affect 
the lateral performance as in Figure 2.11(c) and 2.11(d). An increase in h results in an 
increase in Jy while an increase in kp yields a decrease in Jy. It means that a larger C.G. 
height introduces a worse lateral performance while a larger roll-stiffness introduces a 
better lateral performance. The further investigation as illustrated in Figure 2.11 reveals a 
method to reduce the lateral position error. If the driver model parameters are not at the 
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optimal values (My≠1 and Mψ≠31) the lateral performance may be improved by 
decreasing the C.G. height and increasing the roll-stiffness. 
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 (c) (d) 
Figure 2.11: Sensitivity of lateral performance to variations in My, M, h and kp 
 
 
The coupling of driver and non-linear vehicle model, then, performs a lane-change 
test as in Figure 2.12. The parameters of the driver model for a specific vehicle model are 
identified by applying the initial tests. They are the gains used to predict the future state 
of the vehicle in order to minimize the lateral error. The lateral displacement is computed 










































Figure 2.12: Lateral position of the non-linear vehicle with three values of preview time 
 
 
The advantage of non-linear vehicle model is to achieve more details on vehicle 
response such as the roll angle, roll rate, load transfer, and force distributed on the 
wheels. The roll angle of the non-linear vehicle as shown in Figure 2.13 is not available 
for the linear vehicle. The roll angle was measured when the driver and non-linear 
vehicle performed a lane-change as in Figure 2.12. Three values of the preview time are 
implemented, Tp=1.5s, 1.6s and 1.7s while the constant delay time is =0.4s. The vehicle 
roll depends not only on the path required but also on the driver’s performance identified 
by the parameters. For this case, the driver-vehicle system with the preview time Tp=1.7s 
introduces lower roll comparing to the system with Tp=1.5s. The driver model with larger 
preview time increased the stability of the vehicle against a roll-over situation. Therefore, 
the non-linear vehicle coupling to the driver model provides the specific information 



































Figure 2.13: Roll angle of the non-linear vehicle with three values of preview time 
 
 
The further discussion is on an arbitrary-selected non-linear vehicle model which is 
described by the system of equations of motion. The method presented above provides a 
driver model to vehicle models. The unknown gains are easy to be evaluated by applying 
few initial tests. The tests determine the future lateral position of the vehicle with 
separate initial conditions. The steering angle gain K1 is obtained by applying as a step 
steering angle while states are zero. The lateral velocity gain Mv is obtained by applying 
an initial lateral velocity while steering angle and other states are zero. The other gains 
Mr, My, and Mψ may be identified by the same scheme. The resulting coefficients are 
considered as the driver’s preview gains with the assumption that the driver may perceive 
the future states of the vehicle.  
The preview gain which is the ratio of the lateral position to the initial state depends 
on the preview time. Therefore, the preview time defines the performance of the model of 
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the driver and non-linear vehicle. Corresponding to a delay time, there is a preview time 
where the performance index is obtained at a minimum value. The optimal preview time 
is identified by implementing varying preview times to the model. The optimal preview 
time is achieved at the point that the performance index increases when the preview time 
either increases or decreases. For instance, the above non-linear vehicle achieves the best 
performance at the preview time Tp=1.55s while the delay time =0.4s. The optimal path 
following is illustrated in Figure 2.14 as the bold curve. The lateral position of the vehicle 
is represented by the position of its C.G.  
The parameters of the driver model are obtained under the assumption that the 
driver was trained and he is in good condition for driving. The driver’s performance, 
however, depends on other factors such as the environment, mood, condition of vehicle 
and the influence of alcohol and drugs. The driver-vehicle system may be at the severe 
condition if the driving skill deteriorates. Three levels of deterioration of 25%, 50%, and 
70% are represented in Figure 2.14. The deterioration of 50% means the preview time is 
shorter by 50% and the delay time longer by 50% than the optimal ones. Then, the 
deteriorated preview time and delay time are Tp=0.78s and =0.6s. The preview gains 
also change due to change of the preview time. If the lane exceeding Δy=0.5m is used as 
the critical lateral deviation, the maneuvers of the 50% and 70% deterioration may not 
satisfy this requirement. For this case, the maximum allowed reduction of driving skills is 
of 46% corresponding to Tp=0.84s and =0.58s. It is considered the vehicle remains 
within the lane as long as the deviation of the C.G. from the axis of the path would not 
exceed 0.5m. A deviation larger than 0.5m is associated with an interference of the 









































Figure 2.14: The performance of the non-linear vehicle model with levels of 
deterioration 
 
The driver model with deteriorated parameters exhibits the higher lateral deviation 
and lateral oscillation. After performing a curved path, the vehicle is unable to return the 
straight path without an oscillation. As seen in Figure 2.14, the optimal driver model 
takes about 50m to return to a straight path while the 25% deterioration model takes 
about 100m. The longer distance is required for the model with 50% and 70% 
deterioration. This characteristic relates to the performance of an alcohol-affected driver 
where the weaving car is characterized for this type of impairment. The driver may not 
maintain the lane due to the road excitation or wind disturbance. By changing the 





The proposed model provides another useful tool for quantifying the human performance 
in driving a specific vehicle. The model consists of the coupling of the linear vehicle 
model and the optimal preview driver model through the predicted lateral error and 
steering angle that introduces the good performance with various path inputs. The 
parameters express a good physical correlation to the driver’s behavior. The driver model 
is out of control of the vehicle if the preview time smaller than 0.85s and the reaction 
time larger than 0.8s. The driver model also adapts its parameters to the changing path 
curvature.  
The modified driver model has a potential application to a non-linear vehicle where 
the preview gains are determined by initial tests. The feedback gains of lateral velocity, 
yaw velocity, lateral position and head angle vary significantly. The driver-nonlinear 
vehicle system performs successfully a lane-change maneuver as the linear system does. 
The non-linear vehicle provides various outputs that depend on the driver’s parameters. 
For an arbitrary non-linear vehicle, the proposed model may be applied as a virtual driver 
for vehicle design. 
 The parameters of the driver model may change to represent the driver with 
deteriorated skills. The performance of the driver model exhibits a larger lateral 
deviation. The level of impairment when the driver model is considered still suitable for 
driving the vehicle model is obtained by applying the safe driving criteria. The impaired 
driver model may contribute to road safety research. The further application of the 
impaired driver model is on the adapting the vehicle to a driver. The response of the 
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vehicle with the impaired driver becomes better if changing the vehicle parameters. A tire 
pressure control system is capable of adjusting the air pressure in the pneumatic tire in 
order to change the cornering stiffness of the tire. An active suspension control may 
regulate the hydraulic pressure in dampers that may change not only the damping ratio 
but also the suspension stiffness and the height of center of gravity. The parameters are 
adjusted to reduce the impact of the amplification of the driver impairment by the vehicle 









An impaired driver is a person who is unable to optimally drive a motor vehicle due to 
the effect induced by the consumption of alcohol or drugs, excessive fatigue or old age 
related inabilities. This chapter focuses on the alcohol-affected driver as drunk driving 
represents one of the most significant causes of automobile accidents [1]. It is widely 
accepted that alcohol has negative effects on driving performance. In 1988, a review of 
Moskowitz and Robinson [49] covered studies on the effects of low level of alcohol 
consumption on driving behaviour including reaction time, tracking, concentrated 
attention, divided attention, information processing, visual function, perception, and 
psychomotor skill. They used more than 500 studies from sampling of the open literature. 
158 studies reported impairment of one or more driving skills at the blood alcohol 
concentration (BAC) ranging from 0.01% to 0.1%. The specific actions due to 
impairment should be considered in conjunction with the vehicle design in order to 
improve the vehicle safety. This chapter investigates the deterioration of driving 
performance of the impaired driver based on the linear control theory.  
The control theory contributed to quantify the driver behaviour into simple 
transfer functions. The variety of driver models was reviewed by Plochl and Edelmann 
(2007) [25]. Focusing on the vehicle applications, the driver model is considered as a 
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controller where the controlled element is the vehicle model. The simple transfer 
functions may represent the driving strategy for diminishing the lateral deviation and 
previewing the desired path. The cross-over model [16-20] was used to identify the 
driver’s parameters such as the reaction time representing the neuromuscular properties 
and gains, time lead and lag associating with the controlled vehicle. Another approach to 
the closed-loop driver-vehicle system was the application of the optimal preview control 
[26-29]. The steering angle is obtained by the steering control strategy that can be viewed 
as a time-lagged optimal control process. The multi-point preview was introduced to 
incorporate the future path information as the system states [32, 35]. Two components of 
gains, the vehicle prediction and path preview, are determined by the linear quadratic 
regulator method. 
These models are successful in simulation the driver based on the assumption that 
he/she was trained and he/she is in good condition for driving. The driver performance, 
however, depends on other factors such as the environment, mood, the influence of 
alcohol and drugs. This chapter utilizes the linear control method to present the variation 
of driving skill under the influence of alcohol. The linear vehicle model is coupled to the 
linear quadratic regulator (LQR) driver model.  
 
3.2 LINEAR QUADRATIC REGULATOR (LQR) CONTROL MODEL OF 
DRIVER AND VEHICLE 
In this section, the driver-vehicle model is derived from the LQR control theory where 
the linear vehicle model is the controlled element. The 3-DOF vehicle model providing 
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necessary feedback for the path following was discussed in Chapter 2. In the matrix 
notation, equation (2.13) may be written as: 
      ttt swcc BxAx   (3.1) 
This is a continuous equation representing the vehicle dynamics. Solving the equation 
yields the vehicle states such as lateral velocity, yaw rate, lateral position and head angle 
depending on time. 
The input to the vehicle system as in equation (3.1) is the steering angle that 
represents the output of the coupled driver model. The input to the driver is the path 
information which is arbitrary. It is preferred to present the lateral position of the path by 
discrete data as such formulation is more realistic than a pre-determined function. In the 
next section, the lateral path is included to the vehicle system to improve its path 
following. It is necessary thus to discretize the continuous vehicle system in form of 
lateral path. The discrete version using a sampling period of T is: 
      kkk swdd BxAx 1  (3.2) 
where Td e
A




 BB A . The discretization process assumes that the 
steering angle input  tsw  to the continuous vehicle is adjusted only at times kT, and that 
it is held constant (zero-order hold) between switchings. 
The lateral controlling of a vehicle involves the driver observing the path and 
processing the preview information and the current vehicle states to yield the appropriate 
steering input [30]. The driver captures the road path by several peak points in the view 
of the moving-vehicle framework. The path is represented as in Figure 3.1(a). Two points 
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defining the curved path are F and G.  The driver may not precisely know every lateral 
distance of the path but may interpret it as line segments based on the selected points. 
Figure 3.1(b) illustrates the lateral position of the peak points F and G and the 




































Figure 3.1: (a) The absolute path and (b) the path planned by the driver 
 
The convenient way to describe the arbitrary path is to discrete it into (N+1) 
lateral values equally spaced in the longitudinal direction, yv = [yv0  yv1  yv2 … yvN]
T 
with 
the interval uT, where T is the simulation step.  The vehicle is at the current instant k. If 
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the vehicle proceeds to the next instant, k+1, the driver will achieve the same set of yv 
where yv1 shifts to yv0, yv2 shifts to yv1 and so on. The new value of path information yvN+1 
enters the set at yvN. Then, the lateral profile of the road path is described as: 
      kykk viyvyv EyDy 1  (3.3) 
where yvi is considered as the single scalar external input. Dy represents the matrix of size 






































































It is assumed that the driver is aware through position of his location in the 
absolute system and of the head angle of the vehicle. Further, he is capable of deriving 
the absolute position based on the relative one. The driver uses the absolute lateral 
position as path input instead of the lateral path observed relatively to the longitudinal 
axis of the vehicle. Assuming the small head angle, the lateral path of the previewed 
point k in the absolute system may be calculated in the vehicle system as: 
 vkk ykuTyy    (3.4) 
The vehicle motion on the road forms a closed-loop system with the driver, where 
the primary input to the vehicle is determined by the driver. The driver controls the lateral 
position of the vehicle based on previewed path information that is available. The 
performance of the driver-vehicle system in the path following problem is greatly 
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improved by introducing the future path information as system states. This approach 
corresponds to the actions of an experimented driver. Combining the discrete time 
































































In the compact form, equation (3.5) may be written as: 
        kykkk isw EBAzz  1  (3.6) 












































The steering angle δsw(k) in equation (3.6) is provided by the driver who is 
considered as a controller. One of the characteristics of human operators is the transport 
delay derived from the perceptual and neuromuscular mechanisms [27].  It is required a 
sufficient time to process information from the plant and transport a command to the 
plant. For driving a vehicle, the driver perceives the vehicle states and the path to decide 
the appropriate action and then manipulates the steering wheel. It is assumed that there 
are equal delays in perception and action. The linear system with equal delays in state and 
input is presented as: 








  , with τ denotes the effective time delay. 
The associated performance index is defined as the quadratic function [82]: 
















k kRkkkNNNJ QzzzSz  (3.8) 











Q , with qy and qψ represent the weighting factors of 



















By changing the weighting factors qy and qψ, the priorities in the cost function are 
defined. The control law for the delay system is derived in this section based on the 
reference [83-87]. 
The optimal problem is described by the performance index as equation (3.8) and 
the constraint as equation (3.7). Solving the problem is to determine the optimal control 
sequence 0,ksw , 10, ksw , …, 1, Nsw  to minimize Jk0. Using the Lagrange-multiplier theory 
by adding the constraint to the performance index converts the optimization with 
constraint to without constraint. The augmented performance index, then, is: 
     


































The Hamiltonian function is defined as: 
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Substituting the Hamiltonian function (3.10) into the performance index (3.9) and 
rearranging yields: 











a knkkNnNNNNJ zλHHzλzSz   (3.11) 
where H(1) denotes the Hamiltonian function at the initial state. The minimum of the 
performance index is achieved when its increment dJa is equal to zero. The increment of 
Ja is obtained as: 














































































































































































































2M . The initial condition z(1) is fixed 
and the final state z(N)is free. This is required that: 
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      NNnN zSλ    (3.13d) 
When the simulation step k is sufficient large, the delay step nτ is considered very small 
comparing to k. It is assumed that: 
      kkk zSλ   (3.14) 
From the equation (3.13c), the steering angle is derived as: 
      12
1    nknkRk
T
sw λBM  (3.15) 
Substituting the control  ksw  achieved in equation (3.15) to equation (3.13a) gives: 
         11 21   knkRnkk TλBMBAzz   (3.16) 
Applying the relation in equation (3.14) to equation (3.16) and then rearranging yields: 





1 11  (3.17) 
Substituting equation (3.17) to equation (3.13b) yields: 
            ASBMBISMAQS 1211 11
  knkRkkk TT   (3.18) 
or, using the matrix inversion lemma 
                  QASBMBSBBSMSMAS   1111 2111 knkRkkkkkk TTT   (3.19) 










 1 , if ),[ 00 nkkk  ,   0M k1 . If nkk  0 , then, 











2M is always equal to I when 0kk  . 
Therefore, if nkk  0 , the quasi-Riccati equation becomes as: 
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             QASBBSBBSSAS   1111 1 kRkkkk TTT  (3.20) 
The optimal control at the time k is: 
       nkkksw  zK  (3.21) 
where       ASBBSBK 11 1   kRkk TT  
The system state then is: 
          nkynkkk i  EzBKAz 1  (3.22) 
The driver model as LQR optimal control derives the steering angle from the 
vehicle states, the characteristic of vehicle and the path. It is assumed that the driver 
perceived all information of the path before performing the manoeuver. The steering 
angle, therefore, is obtained as the subsequent angles must be taken in order to drive 
through the path. The path which is out of the preview will not affect to the driver’s 
judgment. The driver performs a single task such as lane-change depicted as the 
previewed path in Figure 3.2(a). The driver turns the vehicle to the left lane and then 
maintains the straight path.  
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Figure 3.2: (a) Lateral displacement and (b) driver steering angle of the driver-vehicle 
system with a lane-change 
 
Figure 3.2 illustrates the lateral position and the steering angle when the transport 
delay is ignored (nτ=0). The shape of lateral displacement and the magnitude of driver 
steering angle depend on the weighting factors qy, qψ and R. The priority is on lateral 
displacement if the set of qy=10, qψ=1and R=1 is chosen. The vehicle follows the path 
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tightly as the dash line in Figure 3.2(a). The driver needs more effort required by fast 
accelerating the steering wheel and producing thus larger steering angle in a short time. If 
the control priority is on the steering angle such that qy=1, qψ=1and R=10, the driver 
would spend less effort represented by small steering angle as the dash-dot line in Figure 
3.2(b). As a result, the vehicle follows the path with a lager deviation. Change in the 
weighting factors could yield a very accurate path following that requires a significant 
demand on the steering angle of the driver model. 
The effect of delay time on path following is illustrated in Figure 3.3. It is obvious 
that the vehicle follows the path with a larger deviation. After performing a lane-change, 
the vehicle weaves along the straight path. It is required a longer time to set the straight 
moving comparing to the case without delay time. The trajectory of the vehicle is 
presented in Figure 3.3(a) while the delay time is set as 0.5s and the preview time is 
varied. The shorter preview time results in the larger over-shoot and longer oscillation. In 
Figure 3.3(b), when the preview time is set as 5s and the delay time is 0.4s, 0.5s and 0.6s, 
the larger delay time introduces the larger weaving and deviation. 
The driving strategy for a lane-change discussed above is only applied to the 
single task.  The driver model is imposed to perform a task in order to test its 
compatibility and reliability with various vehicle models and road paths. However, the 
driver usually takes series of tasks while driving such as lane-change, turning, straight 
line and double lane-change. The information of the path is not available if it is out of the 
preview distance. The driver may not know every detail of the path before driving. Even 
while performing a single task, he may not entirely know the lateral position of the path 
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due to the conditions of the environment. The driver must continuously preview the path 
to acquire sufficient clues.  
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Figure 3.3: Path following with (a) varying preview time and (b) varying delay time  
 
 While the vehicle proceeds, the covered section of the path is revealed as 
illustrated in Figure 3.4. The driver frequently updates this information and re-calculates 
75 
 
the steering angle based on the latest clues. With this preparation, the vehicle will move 
smoothly without any abrupt adjustment. Figure 3.4 illustrates the path seen by the driver 
where the shadowed region indicates the unknown section.  When the vehicle is moving 
forward, the driver retrieves new information from the path. For instance, the path within 
the bold line rectangle represents to the next update. The update mechanism allows the 
driver model work online with an arbitrary path of unlimited length.  
The updating procedure is applied to the LQR driver model. The computation for 
every update is required since the lateral path is considered within the states. Therefore, 
the states of the diver-vehicle system update whenever the new information of path is 
available. As a result, the control gain Kk also changes inciting the deviation in steering 
angle. In the case that the driver model knows the path, the steering angle varies 
smoothly as seen in Figure 3.2(b). With the update of the new path, the steering angle 
fluctuates slightly since the driver model must adjust the lateral position after performing 
the correction.  
 
 


























Figure 3.4: The road path and the segment seen by the driver 
 
Figure 3.5 illustrates the time history of the simulation of driver-vehicle model 
with the update procedure. The path position is provided as in Figure 3.4. The driver-
vehicle model followed the path defined by the arbitrary series of tasks with the forward 
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velocity of u=20m/s. Two values of preview time are considered for the model, Tp=2s 
and Tp=5s. The delay time is ignored, τ=0. The model successfully maintained along with 
the previewed path. The lateral displacement for Tp=2s mostly coincides with the one for 
Tp=5s as seen in Figure 3.5(a). The steering angle for Tp=5s exhibits little fluctuation. The 
steering angle for Tp=2s introduces the abrupt changes while the path is updated. The 
control priority is chosen as qy=1, qψ=1and R=10. The update interval is the random value 
in the range of 0.5s to 1s.  
Instead of abrupt changes in the steering angle when the preview time is reduced, 
steering oscillations are observed when the delay time is increased as in Figure 3.6(b). In 
this simulation, the performance of the driver-vehicle model with update mechanism and 
delay is compared to the model with update mechanism and without delay. There is a 
small difference between two trajectories as seen in Figure 3.6(a) where the preview is 
5s. The variation of the steering angle for the delay system is higher than that the one for 
the system without delay. 
The steering angle abruptly changes and highly oscillates when the preview time 
is decreased and the delay time is increased.  In Figure 3.7(b), when Tp=2s and τ=0.7s, 
the driver model generates an unusual steering as the one performed by a good human 
driver. There are sudden changes and high oscillations. For the human driver, it may be 
interpreted as when the driver achieves insufficient preview path and the reaction time is 
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Figure 3.5: Time history of (a) lateral displacement and (b) driver steering angle for the 
simulation of driver-vehicle model with the path update mechanism 
 
When the preview time increases and the delay time is neglected (τ=0), the 
fluctuation of steering angle decreases. The best steering input is achieved as whole 
information of the path corresponding to the maximum preview time Tpmax is available for 
preview.  If the lateral response for this case is set as the best lateral performance, then 
there is a difference between the best lateral performance and the performance at the 
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decreased preview time. The lateral deviation of the vehicle from the desired path is 
measured and presented in Figure 3.8.  
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Figure 3.7: The performance of the driver-vehicle system with the decreased preview 
time and increased delay time 
 
When the preview time varies from 2s to 6s, the deviation denoted as the standard 
lateral deviation decreases. Comparing to the small preview time, Tp=2s, the lateral 
deviation is quickly reduced when the preview time increases. The rate of change at that 
point is 6.9cm s
-1
.  If the preview time is higher than 5s, the rate of change is smaller than 
0.35cm s
-1
 which presents about 5.1% of that found at Tp=2s. The lateral performance is 
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imposed as identical to the best performance. Therefore, Tp=5s is chosen as the good 
vision for the driver model. 
 

































Figure 3.8: The relation of standard lateral deviation and preview time 
 
Figure 3.9 illustrates the lateral deviation when Tp=5s, and τ increases from 0.35s 
to 0.8s. The system with delay time introduces larger lateral error. For instance, the 
deviation at 0.35s is 14.1cm which is larger than 12.95cm by about 9% for the system 
without delay. When the reaction time increases, the lateral deviation rapidly increases. 






































Figure 3.9: The standard lateral deviation with changing reaction time 
 
The LQR driver model coupled with the linear vehicle model is capable of 
presenting a human driver in lateral position control. The model provides a good path 
following when the preview time Tp=5, the reaction time τ=0.5s, and the control priority 
qy=1, qψ=1and R=10 are assigned. The driver model frequently updates the information 
from the road so that it can work with the unknown path out of the preview. The update 
mechanism and delay time also introduces the fluctuation in steering input that is similar 
to the adjustment performance by the human driving. 
 
3.3 THE IMPAIRED DRIVER MODEL AND THE CONTROL OF VEHICLE 
PARAMETERS 
The driving performance of a driver easily deteriorates after alcohol consumption [89]. 
Alcohol is well-known to affect driver state that it is related to driver impairment and 
performance decrement. Depending on the health state and alcohol consumption in the 
recent history of the driver, the driving performance may be affected at very low BAC as 
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0.01%. Studies on divided attention and recognition reaction time proved that complex 
tasks are more vulnerable to error than simple tasks. The measurement of performance 
parameters of a driver under the influence of alcohol is still a challenge since driving is a 
complex process that involves many functions. The record of a separate parameter may 
be different under diverse circumstances. Two parameters that have been intensively 
studied are visual function and tracking ability that are believed to be sensitive to the 
matter of alcohol [90].  
The effect of alcohol on drivers’ vision is most significant. Alcohol causes 
abnormal eye movements, difficulty in accurate eye tracking of moving objects, and even 
temporary blindness [91]. Alcohol slows processing of visual information requiring 
longer time to observe and perceive an object. Consequently, fewer potential incidents 
can be noticed and predicted by the impaired driver. Drivers perceive fewer details or 
they are under the trend to overlook certain clues as the visual estimation takes longer 
when under the influence. Alcohol-affected drivers are unable to recognize the path or 
traffic signs until they are close to them. As a controller, the parameters of preview 
distance and preview time are therefore decreased to model such condition. 
Tracking ability of the alcohol-affected driver was one of the earliest performance 
measures studied [92] since vehicle weaving is the most recognizable hint of an alcohol 
impaired driver. Path tracking involves observing the difference between the desired path 
and the vehicle position and action performed with the intention to reduce the error. The 
impaired driver produces the large errors that may be out of the safety margin. The 
capability of path following is interpreted as the precision of lateral perception and the 
consistency of control priority. The impaired driver may not accurately predict the lateral 
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position. He also may alter the control priority while updating the new information on the 
path.  
Reaction time of the driver is another parameter affected by alcohol. Reaction 
time measured during experiments of real driving involving complex tasks tends to 
amplify when complex tasks are performed rather than when simple tasks are carried out. 
Thus the reaction time required to perform more complex tasks is higher than the one for 
simple tasks [90]. Hindmarch [88] performed the alcohol test on nine male and nine 
female subjects and found that complex tasks are more vulnerable than simple tasks. The 
data showed that the recognition reaction time (RRT) is affected much more than the 
motor reaction time (MRT). The RRT of subjects before and after consuming a dose of 
alcohol at 0.5g per kg of bodyweight are 379ms and 401ms respectively. 
The impaired driver is modelled in this work by assuming that the preview time, 
reaction time, lateral perception and control priority equally deteriorate. The preview 
time of the impaired driver is shorter than that of a normal driver while the reaction time 
is larger. The lateral perception and the control priorities vary within a range depending 
on the level of impairment. The lateral position error value increases with the level of 
impairment. The previewed lateral path varies about the actual path. The impaired driver 
may apply the random value of control priority for each update. The larger deviation in 
priority reflects the worse impairment. The deterioration is then applied to the LQR 
driver model derived in the previous section. The measurement of the model is compared 
to that of experiments and the results were analysed.  
The standard deviation of lateral position (SDLP) is a primary parameter to 
measure the influence of alcohol on driving. O’Hanlon et al (1982) [92] proved that the 
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ability of the driver to control weaving of the vehicle sensitively deteriorates with a dose 
of drug ingestion. Using the driving simulator, Mets et al (2011) [93] measured the SDLP 
for three levels of BAC, 0.05%, 0.08%, and 0.11%. They concluded that the driving 
impairment depends on the BAC where the SDLP was significantly increased with the 
increasing of alcohol dose. The mean SDLPs are recorded as 29.7 cm, 33.8 cm and 36.3 
cm for BAC 0.05%, 0.08% and 0.11% respectively.  
To identify the impairment in driving skill of the driver model, the varying values 
of parameters are applied. The simulation is performed with the same percentage of 
decrement in preview time, reaction time, lateral perception and control priority for each 
calculation. Let the percentage increase from that represent the normal driver. The SDLP, 
then, was calculated as the error between the current lateral displacement and the desired 
path where Tp=5, τ=0.5s, qy=1, qψ=1and R=10. The SDLP was increased while the 
parameters deteriorated. The percentages when the SDLP met 29.7cm, 33.8cm and 
36.3cm were recorded. 
 Figure 3.10 illustrates the time history of the lateral performance for 16 tests that 
generates the SDLP around 29.7cm. The driver model used the path input as in Figure 
3.4. For each test, the preview time was taken at 3.95s that is 21% below the optimal 
preview time at 5s. The reaction time was taken at 0.4s that is 21% higher the reaction 
time at 0.5s. The lateral path and control priority were taken at the variation within ±21% 
of the optimal values. For the SDLP 33.8cm and 36.3cm, the percentages of deterioration 



















































Figure 3.10: (a) Lateral position and (b) lateral deviation of the vehicle model with the 
driver model impairment of 21%  
 
Figure 3.11 summarized the simulation results for three levels of impairment. The 
mean of standard lateral deviation and its standard error (SE) in each condition were 
29.6±1.5 (impaired 21%), 33.9±1.7 (impaired 26%) and 36.5±2.3 (impaired 30%). The 
result are correlated to the experiment conducted by Mets et al [84] that leads to 
implement BAC level to the driver model. The performance of the impaired driver model 
86 
 
with BAC of 0.05%, 0.08% and 0.11% correspond to the deterioration of 21%, 26% and 




















Figure 3.11: Mean (SE) standard deviation of lateral position for three levels of 
impairment. 
 
The performance of the driver model under the influence of other BAC levels is 
approximated by assuming that there is a linear relationship between the BAC and the 
impairment within the identified range. For instance, BAC of 0.06% is between BAC 
0.05% and 0.08%. The deterioration should be ranging from 21% to 26%. By linear 
interpolation, the deterioration is obtained at 22.7%. 
The further investigation is carried out to evaluate the influence of vehicle 
parameters on the performance of the vehicle model coupled with the impaired driver 
model. With the same steering input, the response of the vehicle is different if its 
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parameters change. When the vehicle is driven by an impaired driver, the adjustment of 
vehicle parameters may improve the dynamic response for an input expected from an 
impaired driver. Figure 3.12 illustrates the SDLPs with varying values of the cornering 
stiffness.  
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The lateral performance of the vehicle is represented in Figure 3.12(a) when the 
cornering stiffness of the front tires (Cαf) increases from 52kN/rad to 80kN/rad. The 
cornering stiffness of the rear tires remains constant, Cαr=40kN/rad. The results show that 
the SDLPs for three levels of impairment decrease first after which increase. With a level 
of impairment, there is a circumstance where the minimum value of SDLP is achieved. 
For instance, at the impairment of 21%, SDLP=28.9cm when Cαf=64kN/rad. The 
minimum values of SDLP are 31.2cm (Cαf=66kN/rad) and 33.8cm (Cαf=70kN/rad) for the 
impairments of 26% and 30% respectively. The SDLPs are smaller than that summarized 
in Figure 3.11.  
Figure 3.12(b) illustrates the variations in SDLP when the cornering stiffness of 
rear tires increase from 39kN/rad to 53kN/rad. The cornering stiffness of the front tires 
remain constant, Cαf=60kN/rad. The minimum values of SDLP are 28.7cm 
(Cαr=44kN/rad), 31.9cm (Cαr=45kN/rad) and 34.1cm (Cαr=47kN/rad) for the impairments 
of 21%, 26% and 30% respectively. By modifying Cαr, the smaller SDLPs are also 
obtained. The simulation results prove that the lateral deviation of the vehicle model 
driven by an impaired driver model is reduced by increasing the cornering stiffness of the 
front tires and the rear tires. The amount of increase is identified as optimum based on the 
level of impairment. 
 
3.4 CONCLUSION 
The impaired driver model was derived from the LQR with the update mechanism and 
delay. The model simulates properly the alcohol-affected driver for various BAC levels. 
Under the influence of alcohol, the driving is impaired since vision, reaction time, lateral 
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perception, and tracking ability deteriorate. The model represented the driver by reducing 
the preview time, increasing the reaction time and introducing the error in lateral preview 
and control gains. The standard deviation of lateral position is the criterion used to 
evaluate the level of impairment for both model and real driver. The performance of the 
driver with BAC of 0.05%, 0.08% and 0.11% corresponds to that of the model with 21%, 
26%, and 30% deterioration.  
In most countries, the BAC of 0.08% is a typical threshold over which is 
forbidden to operate a vehicle. The model with deterioration of 26% is considered the 
threshold for safe driving. Road accidents likely occur while the vehicle is weaving. The 
driver model may not follow the path within the safe lateral deviation. These 
characteristics reflect the behaviour of the alcohol-affected driver. The impaired model, 
then, may be utilized in vehicle design as a virtual driver to improve vehicle safety. 
The proposed model may be used to fine-tune the gains to adaptively control the 
vehicle. The vehicle may change its parameters to reduce the negative impact of the 
impaired driver. The cornering stiffness of the tires is one of these parameters. A tire 
pressure control system is capable of adjusting the air pressure in the pneumatic tire in 
order to change its cornering stiffness. The driving of such a vehicle by an impaired 
driver may be made safer on the roads than the vehicle-driver running at the present time. 
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Chapter 4  





Autonomous ground vehicles have recently been revealed to the public. They represent 
an attractive subject that is intensively investigated and tested. The autonomous vehicles 
running on road reduce accidents caused by human errors and improve the traffic flow on 
highway [3]. The design of an autonomous vehicle involves many challenges. In the 
control aspect, strategies to regulate vehicle speed and to follow a path are critical 
important. 
Falcone et al (2007) [95, 96] proposed a model predictive controller (MPC) for an 
active steering system. Two different MPC were presented and compared. The first one 
used a nonlinear vehicle model to compute the future states of the system. The second 
one was the linear time-varying (LTV) MPC based on the online linearization of the 
nonlinear vehicle. The LTV MPC of low order overcame the difficulty in computational 
time and yielded good performance. 
Another approach to path following control was carried out by Cole et al [36]. The 
predictive and linear quadratic controllers were used to model the driver steering control. 
Road path was previewed relative to the vehicle longitudinal axis and it contributed to 
generating the steering input. The controllers are based on the previewed control theory 
that incorporating the future information to improve the vehicle performance. 
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A vehicle longitudinal control algorithm was developed by Han et al [97]. First, the 
experiments were conducted to obtain the time gap and range clearance during vehicle 
following for human drivers. Further, the desired acceleration was calculated from the 
time to collision, the speed of the preceding vehicle and the controlled vehicle. The focus 
to maintain a safe distance while following the preceding vehicle speed was attained. 
The combination of longitudinal and lateral control represents a challenge due to the 
nonlinear dynamics of the vehicle. Rajamani et al [3, 94] developed a longitudinal and 
lateral strategy to control vehicles in platoons. The longitudinal control system 
determined the desired acceleration for each car and the commands required to accelerate 
or decelerate. The lateral control system ensured the lane-keeping or automatically 
steered the vehicle to an adjacent lane. The lateral and longitudinal controls were treated 
as decoupled processes. The integrated longitudinal and lateral control has been very 
little reported in the literature. 
In this chapter, a novel strategy to integrate the lateral and longitudinal control for 
an autonomous vehicle is presented. The design of linear lateral and longitudinal 
controllers is based on the preview control theory. The future information of the path is 
included to enhance the performance of the system. The nonlinear vehicle model that 
represents the real vehicle is treated as a black-box exposed to noise. Kalman filter 
estimates the vehicle states and provides feedback to the linear controllers. The 
simulations are performed under the assumption that the necessary path information is 
already obtained. The research attempts to develop a comprehensive controller that may 





4.2 DESIGN OF LONGITUDINAL AND LATERAL CONTROLLERS  
4.2.1 Velocity profile of the path 
Road is designed to ensure the continuity of its curvature [98]. The maximum curvature 
is determined by the centrifugal force that is related to the recommended speed. Figure 













Figure 4.1: The observed path and the curvature 
 






 ). To create a smooth transition between the line and the circle, a 
clothoid is used. The clothoid curvature increases from zero to κc for the entrance of the 
curve or decreases from κc to zero for the exit of the curve. The lengths (lc and lr) of the 
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path with varying curvatures and constant curvatures are chosen with the consideration of 
the speed limitation.  
The speed of the vehicle is determined by the path curvature. The experiments 
conducted by Lee et al [100] reveal that usually, the speed of the vehicle is not taken as 
the maximum speed corresponding to the limit of the centrifugal force. The drivers tend 
to choose the most comfortable speeds for their own that may be lower than the 
limitation. In general, the lower the curvature, the higher speed is taken. For instance, the 
vehicle generic speed profile for the observed path is constructed as in Figure 4.2. For the 
longitudinal control, the acceleration is used as the preview information. The acceleration 
profile is computed from the speed profile. 
 






































When new information of the path is available, the acceleration profile is updated 
as: 
      kakk idd NaMa 1  (4.1) 
where ai(k)  is considered as the single scalar input. Md represents the matrix 




































































dN  (4.2) 
 
4.2.2 Linear model of the vehicle and the preview control for longitudinal direction 
The linear model of a vehicle for the longitudinal motion is illustrated in Figure 4.3. 
The three degrees of freedom are the motion in the forward direction and the rotations of 
two wheels. The forces, Fxf  and Fxr that drive the vehicle with a velocity V are applied at 
the contact patch of the tires and the road surface. These forces are generated due to the 
slips between the wheels and the ground. For the simplicity, the longitudinal forces are 
approximated as the linear relationship to the difference of the vehicle velocity and wheel 





























Figure 4.3: The longitudinal vehicle model 
 
Assuming the front-drive vehicle configuration, the tracking torque is only applied 
on the front wheels while the braking torque is applied on both front and rear wheels. 
When the vehicle is accelerating, the wheel velocity is higher than the vehicle 
velocity, VR f  , that results in 0xfF . If the vehicle is braking, both braking force on 
front and rear wheels are negative, 0xfF  and 0xrF . 
The vehicle velocity is dominated by the Newton second law as: 
 xrxf FFVm 
  (4.4) 
























































































































































33   
In the matrix notation, equation (4.6) may be written as: 
      ttt whcc TGξFξ   (4.7) 
The discrete version of equation (4.7) using a sampling period of T is: 
      kkk dd whTGξFξ 1  (4.8) 
To apply the preview control in the longitudinal direction, the acceleration profile is 































































In the compact form, equation (4.9) may be written as: 
 ikkk aNGTFss kwh  ,1  (4.10) 
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N TRTsQssPs  (4.11) 




















































saQ .  
The torque applying to the front wheels is: 
 kks sKT kwh, ,  (4.12) 
where Ks,k is the optimal gain for the longitudinal control. 
 
4.2.3 Lateral controller design 
The path following problem was discussed in Chapter 3 based on the LQR with delay and 
update mechanism. The driver model observes the path and computes the appropriate 
steering angle to minimize the lateral errors. The similar technique is used to design the 
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lateral controller where the delay is neglected. The computational time is assumed much 
smaller than the transport delay characterizing a human operator and thus it is ignored. 
The system without delay is represented by equation (3.6) as: 
       kykkk isw EBAzz  1  

















Nyi RJ zQzzPz  (4.13) 
Using the optimal criteria, the steering angle is obtained as: 
 kykswk zK  (4.14) 








yk R . The Riccati difference equation is computed 
backward as: 
    yTswTT R QAPBBPBBPPAP 1k1k1k1kk   1  (4.15) 
 
4.3 THE NONLINEAR VEHICLE MODEL 
In this section, a nonlinear model representing the real vehicle is derived. The derivation 
of equations is based on the reference [9-10, 80-81, 105]. The model is capable of 
providing necessary states of the vehicle for integrating longitudinal and lateral control. 
The nonlinear model is more accurate than the linear one when both steering and 
accelerating are applied at the same time. The steering affects not only on the lateral 
position but also on the vehicle speed. Accelerating and decelerating the vehicle also 




Figure 4.4: Vehicle coordinate systems 
 
Coordinate systems of the vehicle are shown as the Figure 4.4 where the absolute 
coordinate XYZ is fixed to the ground.  A coordinate system xyz is fixed to the sprung 
mass of vehicle, and the x’y’z’ for the un-sprung mass. P is the origin of xyz and x’y’z’. S 
is the center of gravity of the sprung mass while U is that of the un-sprung mass. CG is 
the mass center of the whole vehicle and lies on the z axis. The longitudinal direction of 
the vehicle is the x axis, the lateral direction is y axis and z axis is in the vertical direction. 
The same rule is applied for x’y’z’ coordinate system. The sprung mass rolls around the x 
axis while roll angle of un-sprung mass is neglected. The sprung mass has the yaw 
motion about the z axis while the un-sprung mass rotates about the z
’
 axis. Assuming the 























 are unit vectors of x’, y’, 
z’ direction.  
A simplified vehicle coordinate system is shown in the Figure 4.5. Position vectors 
of the point P, S, and U in the XYZ coordinate system are R, rS and rU respectively.  
 
 
Figure 4.5: The simplified vehicle coordinate system. 
 
If the point S and U are described by position vectors S and U in the xyz coordinate 
system, then 
 SS ρRr   (4.16) 
























The xyz and x’y’z’ have a translation velocity R  relative to the XYZ coordinate system 
and also a rotation with a angular velocity of ω . Thus 
 SS ρωRr 
  (4.18) 
 UU ρωRr 
  (4.19) 
If u and v are the longitudinal and lateral velocity of the point P, then 
 jiR vu   (4.20) 
The xyz coordinate system fixed to the sprung mass has a yaw motion (r) about z axis and 
roll motion (p) about x axis, hence 
 kiω rpS   (4.21) 
The x’y’z’ coordinate system fixed to un-sprung mass has only the yaw motion about z 
axis, hence 
 'kω rU   (4.22) 
The projections of S and U on their coordinate axis are 
 kiρ SS hc   (4.23) 
 'eiU ρ  (4.24) 
Substituting equations (4.20) to (4.24) into equations (4.18) and (4.19) gives 
   jiv crphvur SSS    (4.25) 
   '' jiv ervurUU    (4.26) 
Acceleration vectors of point S and P are derived by differentiating equations (4.25) and 
(4.26) as following: 
      kjia cprphvprcphurvcrprhvrur SSSSS  22   (4.27) 
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Figure 4.6: Forces acting on the planar vehicle. 
 
Assuming that yaw angle of the vehicle in the xy plane is small, the total force in the 










xiUxUSxS Famam  (4.29) 
where Sxa  and Uxa  are derived from equations (4.27) and (4.28) as 
 2crprhvrua SSx    (4.30) 
 

























Substituting equations (4.30) and (4.31) to equation (4.29) gives 





xiSS Frphmvrum   (4.32)  
where, mS + mU = m, and mSc = mUe. 






yiUyUSyS Famam  (4.33) 
where Sya  and Uya  are derived from equations (4.27) and (4.28) as 
 rcphurva SSy    (4.34) 
 reurvaUy    (4.35) 
Substituting equations (4.34) and (4.35) to equation (4.33) yields: 





yiSS Fphmurvm   (4.36) 
Considering a vehicle with two rigid bodies connected by the suspension system, the 
moment of momentum of the sprung mass is 
 SSS ωIH   (4.37) 
Assuming that xz plane is the symmetrical plane of the sprung mass, hence IyxS = 0 and 




















I  (4.38) 
Combining equations (4.21), (4.37) and equation (4.38) gives 
    kiH rIpIrIpI zzSxzSxzxxSS   (4.39) 
Differentiating equation (4.31) with respect to time gives 
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       kjiH rIpIrIprIIpIrIpI zzSxzSxzSzzSxxSzzSxzxxSS   22  (4.40) 
Similarity, the un-sprung mass has 
 'kH zzUU I  (4.41) 
 'kH rI zzUU    (4.42) 
The equation of yaw motion is expressed as: 
pIrIeamcamrIpIM xzzzUyUSySzzSxzSz    (4.43) 
Hence,  
 zxzzz MpIrI    (4.44) 
The external moment acting on the vehicle about z axis is: 















FFlFFlM  (4.45) 
Substituting equation (4.44) to equation (4.45) gives: 










FFlFFlpIrI    (4.46) 
The equation of roll motion is: 
 urvhmrIpIhamrIpIM SSxzxxsSySxzSxxSx    (4.47) 
Hence,  
   xSSxzxx MurvhmrIpI    (4.48) 
As shown in Figure 4.7, the total moment acting on the sprung mass about x axis is 




Figure 4.7: Vehicle roll in plane model 
 
Substituting equation (4.49) to equation (4.48) gives 
     pcckkghmurvhmrIpI rfrfSSSSxzxx      (4.50) 
When the vehicle is moving and maneuvering, the normal force on each tire is 
different and varies to time. The resultant force is the combination of static part and the 



















































































4  (4.51) 
The Figure 4.6 shows the angles on each tire, considering the relationship among the 
lateral velocity v, the longitudinal velocity u and the yaw velocity r, the tire slip angle can 









































































































tan 14  (4.52) 
The contact surface between the vehicle and the road is not perfect and there is always a 
slip. In the case of braking, the forward vehicle velocity is larger than the velocity of the 






  (4.53)  
Four wheels of the vehicle rotate independently, the rotation of wheels are represented by 
the equation of motion: 
 whxiiiw TFRwI   (4.54) 
Where Iw is the moment of inertia of the wheel about its axis of rotation, Ri is the wheel 
effective rolling radius, Fxi is the braking force acting on the tire in x direction, and Twh is 












Table 4.1: Vehicle parameters [80] 
Parameter Symbol Value 
Vehicle total mass (kg) m 1070 
Sprung mass (kg) ms 900 
Height of vehicle Center of Gravity (CG) (m) h 0.6 
Distance from roll axis to sprung mass (m) hs 0.55 
Vehicle moment of inertia about z axis (kg.m
2
) Iz 2100 
Vehicle moment of inertia about x axis (kg.m
2
) Ix 500 
Vehicle moment of inertia about x and z axis (kg.m
2
) Ixz 47.5 
Distance from vehicle CG to front axle (m) lf 1.1 
Distance from vehicle CG to rear axle (m) lr 1.3 
Wheel base (m) l 2.4 
Front track width (m) df 1.4 
Rear track  width (m) dr 1.41 
Roll stiffness (Nm/rad) kf, kr 32250 
Roll damping (Nms/rad) cf, cr 1050 
Wheel moment of inertia (kg.m
2
) Iw 0.9 
Effective rolling radius of wheels (m) R 0.28 
  
The Magic Formula [13, 106] is used in the vehicle model for the tires. In general form, 
the formula is 
 )]}tan([tansin{)(
11 BxBxEBxCDxy    (4.55) 
    vxSxyXY   
hxSXx   
where Y(X) is either the braking force Fx with X the wheel slip ratio  or cornering force, 
Fy with X the tire slip angle  or self-aligning moment Mz with X is slip angle. Svx and Shx 
allow a shift in the horizontal and vertical directions. Four coefficients B, C, D and E 
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specify the characteristics of the tire. D is the peak factor, B is stiffness factor, C is the 
shape factor and E is the curvature factor. Figure 4.9 illustrates the influence of each 
factor on the appearance of Magic Formula graph. 
 





































































Figure 4.10: The impact of changing coefficients B and E on the outputs of Magic 
Formula. 
 
Changing D factor in Figure 4.9(a) results the changing magnitude of the graph.  
The C factor defines the shape of the curve that looks like a lateral force (C = 1.30), a 
braking force (C = 1.65) or a self-aligning moment (C = 2.40) as shown in Figure 4.9(b). 
If the peak value D and the shape factor C are defined and remain constant, only the B 







extra stretch or compression of the curve, does not affect the peak value and the stiffness 
as in Figure 4.10(b). 
 
4.4 THE OVERALL MODEL AND SIMULATION 
The lateral and longitudinal controller provides the steering angle and the necessary 
wheel torque to the vehicle. In this section, a nonlinear vehicle model including the 
longitudinal, lateral, yaw and roll motion is used to represent the real vehicle. The overall 









Kalman Filter for 
vehicle speed



























Figure 4.11: The overall model of vehicle control 
 
From the investigation of the equations in the nonlinear vehicle model, the speed of 
the vehicle is affected not only by the wheel torque but also by the steering angle. Both 
the steering angle and the wheel torque affect to the lateral position of the vehicle. Errors 
are encountered between the output of the linear models and the same type of physical 
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quantity of the nonlinear model. For instances, the lateral position calculated in the lateral 
controller is different from the lateral position measured in the nonlinear model when 
both the steering angle and the wheel torque are applied.  
The Kalman filter is used to estimate the states for the linear model and to eliminate 
additive noise due to the inputs and the measurements. The vehicle dynamics is subjected 
to disturbances. One type of disturbances is the errors of equipment such as sensors, 
cameras and speedometers. To count for that, noise is added to the observer. The other 
disturbances are the external forces such as wind and fluctuating road surface. This type 
of disturbances directly affects to the vehicle states and it is modeled as noise added to 
the inputs.  
The lateral vehicle model can be represented as [103]: 
 kkswk wΛBxAx dkd  ,1   (4.56) 
where wk is a white Gaussian noise with the zero-mean and the intensity of Wy. The 
lateral position observer is established as: 
 kyky  kxH  (4.57) 
where Hy denotes the observer matrix, Hy=[0 0 1 0] and ηk is a white Gaussian noise with 
the zero-mean and the intensity of Ny. The estimated state at the instant before performing 
the measurement is: 
 1,1 )(ˆ)(ˆ   kswkk dd BxAx  (4.58) 




d1kdk   )()(  (4.59) 
   1)()(   yyy N HHPP 1T1kk  (4.60) 
112 
 
The estimation of the state as the feedback to the lateral controller is [104]: 
  )(ˆ)(ˆ)(ˆ  kykkk y xHKxx f,k  (4.61) 
where Kf,k is the Kalman gain as: 





 yyyy N)()(  (4.62) 
For the longitudinal estimation, the vehicle with disturbances is modeled as: 
 
kkdkdk wswh ΛTGξFξ  ,1  (4.63) 
and the velocity is measured as: 
 
kkV  ksξH  (4.64) 
where Hs=[1 0 0], wk and ηk are white Gaussian noises with the zero-means and the 
intensities of Ws and Ns respectively. The means and covariances using the Kalman filter 
are: 
 
1kwh,d1kdk TGξFξ   )(
ˆ)(ˆ  (4.65) 
 TT
d1kdk ΛΛFPFP sssW  )()(  (4.66) 
 







 ssss N)()(  (4.68) 
 
 )(ˆ)(ˆ)(ˆ  kskkk V ξHKξξ f,k  (4.69) 
The simulation is performed to evaluate the controllers and the estimators. First, no 
disturbance is added to the inputs and the measurements. From the observed path, many 
velocity profiles may be generated. The chosen profile is in the consideration of the 
vehicle and road conditions. In the simulation, three velocity profiles are tested. The 
velocity profile 1 corresponds to the high level of acceleration and deceleration while the 
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velocity profile 3 is for the low level of acceleration and deceleration. The total torque 
applied to the wheels is illustrated in Figure 4.12(a). The higher torque is required to 
follow the velocity profile 1. In Figure 4.12(b), three histories of the vehicle speed are 
recorded. The vehicle gradually accelerates and decelerates when it enters and exits the 
curve.  

































            






























                         
 (a) (b) 
Figure 4.12: Longitudinal performance 
 
The path position provides the future information to the preview controller for the 
path following task. The vehicle performs a left turn and its position is detected as in 
Figure 4.13(a). Although there is only one observed path input, the steering varies due to 
the different wheel torques. In Figure 4.13(b), the steering corresponding to the velocity 
profile 1 is higher than the one for the velocity profile 3. A close look of the lateral 
displacement at the corner as in Figure 4.13(c) shows that the vehicle follows the 
observed path with the small lateral deviation. The difference of three trajectories is not 
significant. 
A Kalman filter is capable of reducing the effect of noise on the vehicle state 
estimation. In reality, the filter is required due to the existence of disturbances affecting 
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the position and speed measurement. On the other hand, the vehicle is a complex 
dynamic system and the filter is considered as an estimator that provides the 
approximation for vehicle states based on the measured parameter. The states are 
necessary for the linear controller that needs feedback to calculate the next steering and 
torque inputs.  
In the following simulation, the white Gaussian noises are added to the input from 
the measurements. The true position and the estimated position of the vehicle are 
illustrated in Figure 4.14(a). Although the measurement fluctuates due to the additive 
noise (±0.3m) as in Figure 4.14(b), the estimation is very close to the true state. The 
steering angle input as in Figure 4.14(c) is highly affected by disturbances. The large 
fluctuation of the steering angle comes from the corrupted noise and the noise that is 
partly filled by the Kalman filter. 
The measurement of the vehicle speed is assumed to also be corrupted by noise 
(±0.4m/s) as illustrated in Figure 4.15(b). The Kalman filter performs estimation from the 
noise speed measurement. It provides the estimated vehicle speed and wheel angular 
velocities to the linear controller. The difference between the true vehicle speed and the 
estimated speed is not significant as in Figure 4.15(a). The wheel torque is computed 
































































































Figure 4.13: Lateral performance 
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Figure 4.14: Lateral performance with disturbances 
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The investigation proposes a new method for the longitudinal and lateral planning that 
may be implemented on autonomous vehicles. The linear models of steering control and 
speed control are derived. The preview control is applied to enhance the performance of 
the vehicle when the future path is available. The Kalman filter is used to estimate the 
vehicle states based on the nonlinear model with disturbances. The simulation shows that 
the controllers perform a good path following and speed regulating.  
The most important part of the controller and the filters are the computation of 
control gains and filter gains. These tasks deal with an enormous amount of calculation 
and matrixes of large dimension. These gains can be pre-calculated and stored in the 
hardware of controller. The computational time is shortened which allows the vehicle to 
operate real time while the road information is frequently updated. The proposed 




NEURAL NETWORK  




Artificial Neural Networks (ANNs) have displayed the potential applications for control 
of nonlinear systems with high degrees of noise and variability [108]. In particular, 
Neural Networks (NNs) may be represented as human drivers to manipulate vehicles 
since the NNs are capable of emulating the drivers’ behavior. The flexibility of adjusting 
the network weights provides the possibility of a wide range of autonomous vehicles’ 
tasks including navigation and speeding. 
The techniques which enable the NNs to learn the driver’s performance were 
developed by Pomerleau et al (1992) [109]. By watching a human driver, the NN system 
was trained to autonomously control a vehicle in a variety of circumstances. The NN is a 
single hidden layer receiving camera input from a road scene [110]. The network uses the 
back-propagation to activate the NN output to adjust the current steering. The proposed 
technique is based on the image processing that allows the vehicle to follow the pre-
defined path without the knowledge of the vehicle and disturbances. The network weights 
are pre-determined that does not support the online retraining.  
Kehtarnavaz et al (1998) [111] proposed a NN module for autonomous vehicle 
which may change its steering and speed depending on the lead vehicle. Range and head 
angle were collected from the experiment with a human driver. The NN was capable of 
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leaning the nonlinear characterization of vehicle and reproducing the human driving. The 
control mechanism is transportable regardless of vehicle dynamics. 
In this chapter, a new approach is introduced to use NN in autonomous vehicles. 
This method is a result of LQR used to design the controller for autonomous vehicle in 
the steady state. The NN structure is designed in the reference of the driver model. Two 
single neurons perform as the path filter where the previewed path is weighted. The 
vehicle model with nonlinear dynamics represents a real vehicle. The NN weights adapt 
to various road shapes. Finally, the trained NNs are tested through the F1 Montreal circuit 
in order to evaluate the vehicle performance in navigation and speed control.  
 
5.2 NETWORK ARCHITECTURE 
The investigation on the steering angle obtained in equation (4.14) reveals that the control 
gains Kyk consists of two components, the state gains and the path gains. If the stability of 
the system is satisfied, the gains will converge to the constants that may be pre-calculated 
and stored in the hardware. The state gains include lateral velocity, yaw rate, lateral 
position and head angle gains. The path gains represent the ability of observing the path 
to improve path following. The steering angle then is written as: 
      kkk vvsw VyxK   (5.1) 
where the state gains Kv=[kv kr ky kψ] and the path gains V=[v1 v2 … vn]. The steering 
angle is computed from the contribution of the state feedback and the path preview. 
For the lane-change test as in Figure 3.2, the contribution of each part is 
illustrated in Figure 5.1(a). The steering angle from the observed path provides a positive 
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feedback while the angle generated from vehicle states provides a negative feedback. 
Combining the two components yields the steering angle as in Figure 5.1(b) that drives 
the vehicle with the least lateral deviation. When the vehicle follows a straight path, the 
balance of the positive and negative parts results the zero steering angle. 
 




















Contribution of veh. states
Contribution of path preview
 
(a) 






























 The contribution of the path may be illustrated as a network with n inputs and 
one output. In Figure 5.2, n lateral positions of the path provide as the inputs to the NN. 
The network gain corresponding to each lateral position is the path gain. The activation 


























Figure 5.2: The NN presenting the path preview 
 
Processing the previewed path through a series of delays provides a sequence of 
lateral positions ahead of the vehicle. The value yv(k+n) is the latest information observed 
from the path while the value yv(k) indicates the current desired position. Figure 5.3 
illustrates the structure for lateral and longitudinal control. This schematic diagram yields 
the steering angle as in equation (5.1) for vehicle navigation. The previewed path is 
weighted by going through a single neuron. 
The lateral velocity, yaw rate, lateral position and head angle are measured and 
then provided as the negative feedback.  The technique to identify the state gains Kv is 
discussed in section 2.5. The gains are considered as the ratio of the future vehicle 
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position to the initial condition for a specific preview time. The state gains are unique and 











































[k  k  k  k ]v r y ψ
 
Figure 5.3: The structure of autonomous vehicle controller 
 
It is expected that the similar scheme may be used to compute the required torque. 
The velocity profile generator provides the desired speed based on the previewed path. A 
single neuron collects the delayed speed to calculate the additional torque. The desired 
speed ud(k+n) after n delays is the current desired speed ud(k) that the vehicle must 
achieve at the next instant. The negative feedback is proportional to the measured vehicle 
speed. Therefore, the proportional control diagram is used if the NN is ignored. 
The technique to create the curvature and velocity profile is described in section 
4.2. Since the data collected from the path is discrete, three parts of the continuous 
curvature are constructed. The velocity profile generator computes the curvature and then 
builds the velocity profile by referring to the experiment results. The desired speed 
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depends on not only the curvature but also the road conditions and the characteristics of 
the vehicle.  
The nonlinear vehicle model is derived in section 4.3. The 8 DOF model includes 
the longitudinal and lateral dynamics. The vehicle speed is interfered by changing the 
wheel torque Twh. The position is achieved by applying a steering angle. The nonlinear 
dynamics of the tires is also included so that the vehicle may work when there is the high 
demand of the road. The vehicle model may be represented as a real vehicle for training 
and testing the NNs. 
 
5.3 TRAINING ARTIFICIAL NEURAL NETWORK 
In this section, the NN is trained by using the gradient descent tuning [112].  Let vi(k) be 
the weight at the iteration k, the NN output then is: 








where yvi is the lateral position that stays constant during the iterating step. The 
relationship in equation (5.3) only mentions a pair of (yv, yout). The vector yv consists of 
lateral positions yvi while yout is a scalar output. In the practical situation, yv are multiple 
input vectors. At the current instant, yv(k) takes the set of [yv1 yv2 … yvn]. For the next 
instant, yv(k+1) takes the different set. The output values yout corresponding to yv are 
yout(k), yout(k+1), … yout(k+n). The batch NN weight update is used to perform the 
iteration. Defining the inputs as a matrix yields: 
 y=[yv(k) yv(k+1) … yv(k+n)] (5.4) 
The output vector is defined as: 
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 yout=[yout(k) yout(k+1) … yout(k+n)] (5.5) 
At the initial stage, the NN with the predefined weights produces large errors. The 
training process is performed to achieve the accepted errors. The recursive update 
equation of weights is given as: 








 1  (5.6) 
The algorithm insures that the cost function decreases after each update. The learning rate 
α is a value in the range of (0, 1). If the chosen α is too small, the number of iterations is 
large. If α is close to 1, the value of gain vi(k) may diverge that increases the value of the 
cost function.  
Defining the cost function as the least-square error yields: 
































Therefore the weight update algorithm for the least-square error becomes as: 
        kykekvkv viiii 1  (5.9) 
The training process begins while the previewed path is not provided. The vehicle 
follows the path only based on the current measured lateral position. The closed-loop 
system consists of a proportional controller which minimizes the deviation. The vehicle 
trajectory is illustrated as in Figure 5.4. The vehicle is lagged behind the desired path. 
The lateral errors between the vehicle trajectory and the desired path are recorded.  
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Figure 5.4: Vehicle trajectory with a proportional controller 
 
In next step, the steering angles are computed from the lateral errors. They are the 
additional steering that is expected to draw the vehicle closer to the path. Then the 
additional steering is added to the proportion controller. The process is repeated until 
achieving the small lateral errors. The additional steering angles are considered as the 
desired outputs of the NN. 
Theoretically, the NN gains (V and W) may be initially chosen as arbitrary sets of 
random numbers between -1 and 1. The training process tunes these gains so that the 
least-square errors are minimized. An example of NN weights after training is illustrated 
in Figure 5.5. The single neuron with 60 inputs and one output is used. The NN outputs 
are very close to the desired values that are the additional steering angles added to the 
system without preview information as in Figure 5.5(b). The gains are achieved as in 
Figure 5.5(a) after 500 iterations. The trained gains may be different if the different initial 
values of gains are selected. 
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Figure 5.5: NN training with arbitrary pre-defined gains 
 
The studies of the driver model in Chapter 3 provide another approach to initiate 
the gain values. Figure 5.6 illustrates the steady state control gains for the previewed 
path. In general, the gain for the path which is close to the vehicle is higher than that at a 
large distance from the vehicle. If the path is too far, it has a negligible effect on the 
driver’s decision. The ordered gains improve the performance of the vehicle when 
128 
 
following a path with frequent changes. The NN gains for the nonlinear vehicle may be 
taken in a similar manner. At the beginning, the control gains as in Figure 5.6 are applied 
to the NN weights V. Then the weights are updated by using the gradient descent tuning 
as discussed in the beginning of the section.  
 








Control gains  
Figure 5.6: Control gains of LQR driver model  
 
The trained weights are illustrated as in Figure 5.7. The NN weights are slightly 
changed after iteration and reach the steady values when the iteration steps are large. The 
updating algorithm maintains the shape of gains. The gains for the path which is far from 
the vehicle is close to zero. The peak gain is 0.101 which is lower than the initial value by 
10%.  
The gradient descent tuning is also applied to train the NN for the speed control. 
In this stage, only speed regulation is considered. The vehicle is required to follow a 
desired velocity profile. The initial values of W are chosen so that the gains for the 
desired speeds close to the vehicle are larger than that far from the vehicle. The reason is 
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that the speed controller likely relies on the near future desired speeds. Therefore, the 
similar gain shape as gains V is used. In Figure 5.8, the trained weights after 100 
iterations slightly differ from the initial weights. The weights inherit the driver model 
performance in filtering the desired speed. 
 













Figure 5.7: NN weights for nonlinear vehicle 
 
The NNs are then trained by applying both steering angles and wheel torques. The 
vehicle performs a lane-change and decreases the speed. The errors between the desired 
path and the real position are measured. The tuning algorithm uses these errors to adjust 
the weights of V. The vehicle velocity is also compared to the velocity profile. The 
weights of W are updated to minimize the velocity errors. Various road shapes are used 
to train the NNs such as double lane-change, turning and slalom. After going through 
each shape, the NN adjusts its weights. When the vehicle performs all tests, the NNs are 

















Figure 5.8: NN weights for velocity control 
 
The robustness of the closed-loop system is evaluated by using the frequency 
response analysis. The robustness of the system represents its ability to maintain the 
desired performance. The method defines the curvature threshold at which the vehicle 
may perform. The path inputs are taken as sine functions with varying frequency. A road 
path is illustrated in Figure 5.9. The vehicle is required to follow the path that is 
continuously turning left and right. The peak lateral displacements for both sides are 
3.66m that is the width of the lane. The vehicle completes a cycle when finishing one left 
turn and one right turn. The frequency of the road path is calculated as the number of 
cycles in one second. The velocity profile is computed from the lateral path. The change 
of the frequency yields various path curvature and velocity profiles. 
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Figure 5.9: The road path used in the frequency response analysis 
The Bode plot of the frequency response is presented in Figure 5.10 for lateral 
position. The path frequency increases from 0.01Hz to 1Hz. The magnitude of lateral 













M 10log20  (5.10) 
where ypath is the peak value of lateral path, ypath=3.66. yout is the peak lateral output of the 
vehicle. The unit of Mlat is decibel (dB). For the low frequency (f < 0.1Hz), the magnitude 
close to zero means that the vehicle output meets the path input. In other words, the 
vehicle follows the path with small errors. For the higher frequency (f > 1Hz), the 
magnitude takes negative values that means the vehicle cannot accurately follow the path 
and produces large errors. The bandwidth of the system is 0.4Hz at which the magnitude 
is equal to -3dB. The vehicle maintains a good path-following when the path frequency is 










































Figure 5.10: Frequency response of the lateral position 
 
The frequency response of vehicle speed is illustrated in Figure 5.11. The 













M 10log20  (5.11) 
where vpath is the peak value of velocity profile. vout is the peak speed output of the 
vehicle. The magnitude takes negative values in the entire frequency range. The vehicle 
speed decreases when the frequency increases from 0.01Hz to 0.4Hz. The errors reach  
 stable values when the frequency is larger than 0.4Hz. Although the vehicle speed is 
always smaller than the desired speed, the difference between the response and the input 
is about -1.2dB. The small errors allow the vehicle to perform good speed control. In 
addition, the speed controller may perform at the high frequency which contrasts with the 







































Figure 5.11: Frequency response of the vehicle speed 
 
In this section, the training process for the NNs is discussed. The NN weights are 
initiated by learning the driver model behavior. Using offline training, the NN inherits the 
properties of the tested paths so that it may work with different path inputs latter. The 
frequency response analysis is performed to define the working range of the autonomous 
vehicle. The vehicle is capable of running with the regular paths where the path 
frequency is less than 0.4Hz. In next section, the position and speed performance of the 
vehicle is evaluated by using a complete road circuit. 
 
5.4 SIMULATION RESULTS 
The vehicle model with the trained NNs is tested by using the F1 Montreal Circuit as in 
Figure 5.12. The starting point is at the coordinate of (0, 0) and the moving direction is 
counterclockwise. The vehicle completes a cycle consisting of various path curvatures. 
The vehicle is required to follow the path and also to regulate its speed. Several important 
points are marked on the circuit such as the corner AB, CE and GH. The section AB is 
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similar to a lane change. The sections CE and GH have the largest curvature. The 
sections BC and FG are approximated as the straight path where the vehicle may perform 
the maximum speed. 
























Figure 5.12: F1 Montreal Grand Prix circuit 
 
The desired speed is calculated from the path curvature. As discussed in Chapter 
4, the driver may choose an appropriate velocity profile that is lower than the limit. In 
this simulation, three levels of speed are considered to evaluate the influence of tracking 
forces on the lateral performance. The lateral position and speed of the vehicle are 
recorded for three velocity profiles in order to evaluate its capabilities of path-following 
and speed-regulating. 
The gains of NNs for longitudinal and lateral control after training with various 
paths are illustrated in Figure 5.13. Although the values of V and W are different, their 
attitudes are similar. Almost half of the 60 values are negligible. The peak value is not the 
first gain but it falls in about the gain number eight. In general, the part of gains for 
weighting the path near the vehicle is large. The arrangement improves the ability of 
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tracking the desired path. The adjustment does not depend too much on the path next to 
the vehicle and the controller does not allow the path away from the vehicle affect the 
current performance.  














Figure 5.13: NN gains after training 
 
Figure 5.14 illustrates the vehicle speed along the circuit at a reference velocity 
profile. The regular velocity profile is chosen where the maximum speed is 20m/s for the 
straight path. The vehicle speed reaches the highest value of 20m/s in the sections BC and 
FG where the curvature is considered small (κ<0.005m-1). The vehicle reduces its speed 
at the corners. For instance, the lowest speed (12m/s) is in the sections CE and GH where 
the curvature is about 0.02m
-1
. The vehicle chooses an appropriate speed corresponding 
to a curvature. The similar responses are found if the low velocity profile and high 































Figure 5.14: Vehicle speed 
 
The vehicle position at the section AB is recorded as in Figure 5.15. The vehicle 
performs the test with three levels of velocity profile. The velocity profile 1 corresponds 
to the lowest velocity while the velocity profile 3 indicates the highest velocity. The 
maximum speeds are 22m/s, 20m/s and 18m/s for the high velocity profile, regular 
velocity profile and low velocity profile respectively. At the corner, the vehicle running 
with the high speed produces the larger deviation. With the velocity profile 1, the vehicle 
position is mostly coincided to the desired path. The profile 3 generates larger errors 
which the maximum recorded value is 2m. The differences of speeds have negligible 
effects on the lateral performance when the vehicle going along a straight line as the 
entrance and the exit of the corner. 
The road as the section DE of the circuit is very high demanding as shown in 
Figure 5.16. The vehicle performs a difficult path following task while maintaining a 
suitable speed. Although the controller reduces the required speed (e.g. 12m/s), the errors 
are higher than that at the corner AB. The high speed results in the larger deviation. For 
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the high velocity profile, the error at the corner is 4m higher than that for the low velocity 
profile. The vehicle may not perform within the safe margin if the velocity profile is 
chosen too high. 
 


















Figure 5.15: Vehicle position for the section AB 
 
























This chapter discusses a new approach to design the longitudinal and lateral controller for 
the autonomous vehicle. The method is based on the knowledge of driver behavior in 
maintaining along a path and adjusting vehicle speed. The NN is used to weight the 
previewed path before providing an additional input to the vehicle. The NN weights are 
trained by the gradient descent tuning with various road shapes. 
The NN architecture improves the longitudinal and lateral performance by using 
the ordered weights. After going through the NNs, the future path provides a preparation 
that helps the vehicle moves smoothly. The simulation for a complete F1 circuit shows 
that the NN controllers properly work with the changing curvature path. The vehicle may 




Chapter 6  




The thesis presents the research on the driver-vehicle model for safe driving and the 
design of vehicle controller based on the knowledge of driver behavior. As stated in the 
literature review, the previous research in driver model only focuses on the optimal 
driving. The impaired driver model is proposed to present the varying skills that may 
have adverse effects on the overall vehicle performance. The novel approach to 
autonomous vehicles is also introduced and discussed. The controllers adopt the driver’s 
prediction by incorporating the preview path. The below list are the main contributions 
that the work has emphasized on. 
1. The driving skills may be quantified by plotting the root locus of the driver-vehicle 
model as in section 2.4. The driving performance is investigated in the similar 
manner as the stability analysis. Increasing reaction time and decreasing preview 
time means decreasing the system stability. The impaired driver is seen as the 
system closer to the unstable state. The threshold, where the driver cannot drive the 
vehicle, is seen as a root located in the right plane. This situation occurs when the 
preview time is too short and the reaction time is too long. 
2. The linear driver model may couple to a nonlinear vehicle model. Without the 
knowledge of nonlinear vehicle, the driver model follows the path within the 
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accepted errors. The vehicle is treated as a black box where its feedback gains are 
identified by initial tests. The steering, lateral velocity, yaw rate, lateral position 
and head angle gains are driver model parameters in prediction. They are the ratios 
of lateral position to the initial values for a specific preview time. 
3. The neuromuscular characteristic of the human operator is introduced to model the 
driver using the LQR as in section 3.2. The driving is considered as the optimal 
performance with delay. The driver continuously maintains the small errors while 
governed by the transport delay due to the perception and action. The achieved 
control law is similar to the system without delay however the output fluctuates 
more due to the delayed feedback. 
4. The proposed driver model is related to the experiments for various levels of BAC. 
After consuming alcohol, the driver generates higher SDLP as the impaired driver 
model does when reducing preview time, increasing reaction time and introducing 
larger errors in the control gains. A percentage of deterioration in the impaired 
driver model corresponds to a level of BAC for the human driver. 
5. The integration of the longitudinal and lateral planning for autonomous vehicle is 
proposed. The core of the controller is the approximation of the nonlinear vehicle. 
The LQR control calculates the steering angles and tracking torque based on the 
linear model. The lateral position and the velocity profile of the preview path 
provide the future information to improve the performance of the driver-vehicle. 
6. The NNs are used to weight the preview path before feeding it to the steering and 
speed controllers. The NN weights are initiated in the fashion as the driver 
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observes the path. After training, the vehicle may track the path and regulate its 
speed for various curvatures of the road. 
The research also proposes some modifications that improve the previous works. 
1. Including the steering angle to the cost function improves the path following of the 
MacAdam model [27]. 
2. Introducing the update mechanism that draws the model closer to the driver 
behavior in path observation. 
3. Adapting vehicle parameters such as tire pressure to impaired drivers improves the 
safe driving 
Over the duration of the research project, the author has investigated the other aspects 
forming the background of the thesis. Some of them are listed below: 
1. The comprehensive literature review covers the vehicle models, driver models, 
impaired drivers and autonomous vehicles. The advantages and disadvantages of 
the previous research are identified and the potential results are used in the thesis. 
2. A bicycle and 8 DOF nonlinear vehicle models are carefully investigated. Although 
they have been frequently used in control and simulation, their suitability for 
modeling an impaired driver and simulating an autonomous vehicle is validated. 
3. The broad range of control tools such as the classical control dealing with root 
locus, the LQR, the preview control, the Kalman filter and the NNs is studied and 
implemented. Comparison among these methods helps to choose the right tool that 
suits to a specific circumstance.  




is a powerful tool as the bridge links engineering to mathematics. Some features of 
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the software are used in the thesis such as control tool, Simulink, Kalman filter and 
NNs. 
 
6.2 FUTURE WORK 
Two major directions may be followed to extend the current work: setting up experiments 
for impaired drivers and testing the autonomous vehicle controller. 
About experimental validation, there are some challenges since the driver adapts to 
the simulation environment. The performance is significantly improved if a driver 
performs a task again. Furthermore, an impaired driver is aware of the surveillance. The 
results may not reflect the reality. The experimental set-up must eliminate these factors. 
Such tests in academic environment need carefully be planned. The further investigation 
may be performed to identify the threshold, at which the driver-vehicle system becomes 
unsafe for specific conditions of road, traffic and weather. 
About testing autonomous vehicles, the key issue is to develop a visual detector. 
The vehicle equipped with sensors and cameras may obtain the desired path. The 
difficulties are the uncertainties of the road such as obstacles, pedestrians, traffic signals 
and other vehicles. The pattern recognition is developed to classify the type of images. 
On the other hand, the system must distinguish motion from static. The computer vision 
also enables to plan a road path by incorporating digital maps and observed path. The 
control system is capable of determining the absolute position of the vehicle and its 
relative position to other traffic means. 
The relative position of the vehicle is also considered since the vision system is in 
the moving vehicle in not only the longitudinal direction but also the lateral direction. 
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The measurement of relative distance for another moving object is quite difficult since 
the equipment is in the moving vehicle.  Even the calculation of the distance for a 
stationary object ahead the vehicle remains a challenge due to the 2D images. A laser 
sensor may be incorporated to 2D data for distance measurement. The set-up of two 
cameras to reconstruct the 3D images from 2D ones is an alternative solution.  
When the future path is available, the controller of the autonomous vehicle 
computes the steering angle and torque. The experiments on the autonomous vehicle need 
to be carried out to evaluate the performance in terms of the position, the speed and the 
safety criteria. The experimental results may be significantly different from the 
simulation results because the computer performs real time computation. The 
autonomous vehicle must overcome the issue of computational time in order to 
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