Abstract. In this work we obtain basis for the null space of unicyclic graphs. We extend the null decomposition of trees from [11] for unicyclic graphs. As an application, we obtain closed formulas for the independence and matching numbers of unicyclic graphs just using the support of the graph.
. It also computes a maximum matching, and then counts the number of elements in this matching.
Here, we compute ν(G) and α(G) directly using linear algebra without finding maximum sets. In [1] , we obtained closed formulas for the independence and matching numbers of a unicyclic graph based on the support of its subtrees, here, we also present closed formulas for these parameters of a unicyclic graph, the difference is that now, we only use the support of the unicyclic graph G.
To give a glimpse of our results, we present the following example. First, we compute the support, core (neighborhood of the support) and N-vertices (the remaining vertices) of the graph G of Figure 1 . Consider C the cycle of G. Supp(G) = {a, b, e, f, i}, Core(G) = {c, v, g, h} and V (G N (G)) = {d, ℓ, j, m, n, o, p, r, q}. Our main goal in this paper is to extend the theory that Jaume and Molina developed for trees in [11] for unicyclic graphs. More specifically, we will obtain structural information of unicyclic graphs using their null space. That is, we extend the definition of null decomposition of trees from [11] for graphs in general. This graph decomposition divides the graph into two subgraphs, a subgraph generated by the closed neighborhood of the support and another subgraph generated by the remaining vertices. As an application we obtain closed formulas for the independence and matching numbers of unicyclic graphs. These formulas allows one to compute independence and matching numbers using basically only the support of the graph.
Next, we give an outline of this paper. In Section 2, we present some basic notations and definitions. In the sections 3 and 4, we provide linear algebra results for unicyclic graphs of types I and II, respectively. More precisely, we obtain a basis of the null space of unicyclic graphs. These results will be important for the following sections 5 and 6, where we study the support, core and N-vertices of unicyclic graphs of Type I and Type II, respectively.
As applications of this null decomposition, in section 7, we obtain our main results, which are closed formulas for the matching and independence numbers of unicyclic graphs. These formulas depend on the support, core and N-vertices of unicyclic graphs. It turns out that these formulas are similar to the formulas obtained by Jaume and Molina [11] for trees.
Preliminaries
Let G = (V, E) be a simple graph of order n and its adjacency matrix A(G). Denote by ε λ the λ-eigenspace of A(G), that is, ε λ = {x ∈ R n : A(G)x = λx}. The 0-eigenspace (ε 0 ) is the focus of our work and it will be denoted by N (G). The nullity of a graph G, denoted by η(G), is the multiplicity of the eigenvalue zero in the spectrum of A(G), or, equivalently, the dimension of N (G). The graph G is called singular if A(G) is a singular matrix or η(G) > 0. Otherwise, the graph G is called nonsingular.
A set I ⊂ V of vertices of a graph G is an independent set in G if no two vertices in I are adjacent. A maximum independent set is an independent set of maximum cardinality. The cardinality of any maximum independent set in G, denoted by α(G), is called the independence number of G. I(G) denotes the set of all maximum independent sets of G.
A matching M in G is a set of pairwise non-adjacent edges, that is, no two edges in M share a common vertex. A maximum matching is a matching of largest cardinality in G. The matching number of G, denoted by ν(G), is the size of a maximum matching in G. M(G) denotes the set of all maximum matchings of G. A vertex is saturated by M, if it is an endpoint of one of the edges in the matching M. Otherwise the vertex is said non-saturated. Moreover, a matching is said to be perfect if it saturates all vertices of G. The set of vertices of G that are not saturated by some maximum matching is known as Edmond-Gallai of G and it is denoted by EG(G). And, a vertex v of G is called matched if it is saturated by all maximum matching, that is, v / ∈ EG(G). The notion of support of a vector is a natural one and crucial for our purposes.
Definition 2.1.
[11] Let G be a graph with n vertices and let x be a vector of
The following result shows that in order to compute the support of an eigenspace of A(G), it is enough to analyse the coordinates of the vectors of a basis of this eigenspace.
Lemma 2.2. [11] Let G be a graph and λ an eigenvalue of A(G). Let
In this present paper, our concern is the support of the null space of A(G), focusing in N (G), the Supp G (N (G)), which, for purposes of notation, will be denoted by Supp(G). In practice, in order to compute Supp(G), we use Lemma 2.2, we compute a basis of the null space and consider the non-null entries of the vectors in the basis to obtain the support.
We know from [11] that the support of a tree is an independent set of vertices and we state the result as lemma for future reference.
Lemma 2.3.
[11] Let T be a tree, then Supp(T ) is an independent set of T .
It is very important to notice that, unlike trees, the support of unicyclic graphs is not always an independent set. For example, consider G the unicyclic graph of Figure  2 . The support of G is the set {u, v, z, w, b, c, d, e}, which is not an independent set.
We will characterize unicyclic graphs whose support is an independent set (see propositions 5.4, 5.5, 5.6, 5.8 and 6.1). We will see that the only unicyclic graphs whose support is not an independent set are the unicyclic graphs of Type II with a cycle of length equal to 4t, where t ∈ N (see Proposition 6.3). The next stated result shows that only the vertices of the support of a tree are not saturated by some maximum matching.
Let G be a unicyclic graph and let C be the unique cycle of G. For each vertex v ∈ V (C), we denote by G{v} the induced connected subgraph of G with maximum number of vertices, which contains the vertex v and no other vertex of C. G{v} is called the pendant tree of G at v. The unicyclic graph G is said to be of Type I if there exists a vertex v on the cycle of G such that does not exist a maximum matching of G{v} that does not saturate v, otherwise, G is said to be of Type II (for more details see [1] ).
The next two lemmas [1] show that in order to verify whether a unicyclic graph is Type I or II, it is sufficient to check whether a vertex v of the cycle is or is not in the support of its pendant tree G{v}. 
The following result computes the nullity of a unicyclic graph from the nullity of its pendant trees.
Lemma 2.8.
[10] Let G be a unicyclic graph and let C be its cycle. If G is of Type I and v ∈ V (C) be matched in G{v}, then
Null space of unicyclic graphs of Type I
In this section, we obtain a basis for the null space of a unicyclic graph G of Type I using a basis for N (G{v}) and N (G − G{v}). 
In the next results, we obtain a basis for the null space of unicyclic graphs of Type I.
Proposition 3.2. If G is a unicyclic graph of Type I and G{v i } is a pendant tree such
Proof. Consider the unicyclic graph G of Type I with cycle C = {v 1 v 2 · · · v k v 1 } and its corresponding pendant trees. If we order the columns of the adjacency matrix of
Where M, B and C are submatrices with almost all null entries, except for the entries corresponding to the adjacencies between v i−1 and v i , v i and v i+1 , v 1 and v k , respectively.
Consider x ∈ N (G{v i }) and observe that as v i / ∈ Supp(G{v i }) we have that 
Proof. We observe that the condition u, w ∈ N(v) ∩ V (G − G{v}) means that the vertices u and w are in the cycle C of G and are adjacent to v. Thus, we can sort the adjacency matrix of G as follows
Where M is a submatrix with almost all null entries, except for the entries corresponding to the adjacencies between v and u and v and w. Given x ∈ N (G − G{v}) we construct the extended vector x ↾ G G−G{v} . Using the hypothesis that x u + x w = 0 we obtain that
Hence, x ↾ G G−G{v} ∈ N (G). Now, we are ready to prove the following theorem. 
The next Lemma ensures that the set {t 1 , t 2 , . . . , t k } in Proposition 3.6 is non-empty.
Proof. Let M ∈ M(T ) and w ∈ N(v) such that {v, w} ∈ M. As v / ∈ Supp(T ) then v is saturated by M according to Lemma 2.4. We will prove that M −{{v, w}} ∈ M(T −v). Otherwise, there would be a matching
The inequality (1) implies |M ′ | = |M| because |M| − 1 and |M| are integer numbers. And, it means that M ′ ∈ M(T ). Which is a contradiction, because M ′ does not sature v and all maximum matchings in T sature v. Hence, M − {{v, w}} ∈ M(T − v). Moreover, w is non-saturated by the maximum matching M − {{v, w}} in T − v, and it means that w ∈ Supp(T − v) by Lemma 2.4. Proposition 3.6. Let G be a unicyclic graph of Type I, G{v} its pendant tree such that v / ∈ Supp(G{v}) and u, w
Proof. We can sort the adjacency matrix of G as
Where a is a submatrix with almost all null entries, except for the entries corresponding to the adjacencies between v and u and v and w. The submatrix b also has almost all null entries, except for the entries corresponding to the adjacencies between v and the vertices of G{v} − v. Then
We need the next lemma from [14] to ensure the existence of the vector y in Theorem 3.8. 
The next result gives a basis for N (G), where G is a unicyclic graph of Type I, using basis of N (G{v}) and N (G − G{v}).
Theorem 3.8. Let G be a unicyclic graph of Type I, G{v} its pendant tree such that
Proof. Notice that B 1 ∪ B 2 ∪ B 3 ⊆ N (G) by propositions 3.6, 3.3 and 3.2, respectively. Moreover, |B 1 ∪B 2 ∪B 3 | = η(G{v})+η(G−G{v}). Now, we will prove that B 1 ∪B 2 ∪B 3 is a set of linearly independent vectors. Given α 1 , α 2 , . . . , α p , β 1 , β 2 , . . . , β r , γ 1 , γ 2 , . . . , γ t ∈ R and consider the following linear combination
. . , a r } is a basis of
. . , p and j = 1, 2, . . . , r.
Using (2) we have that
γ ℓ w ℓ = 0. As {w 1 , w 2 , . . . , w t } is a basis of N (G{v}), then
We have proved that B 1 ∪ B 2 ∪ B 3 is a set of linearly independent vectors in N (G) and by Lemma 2.
Null space of unicyclic graphs of Type II
In this section, we obtain a basis for the null space of a unicyclic graph G of Type II using basis for N (G − C) and N (G{v i }). Where C is the cycle of G and v i is a vertex in C.
The next lemma will be used in Proposition 4.2.
Lemma 4.1.
[1] Let G be a unicyclic graph and C its cycle. Let G{v} be a pendant tree such that v ∈ Supp(G{v}).
In the following proposition we find vectors of the N (G) using the null space of the subtrees obtained from G − C.
Proposition 4.2. If G is a unicyclic graph of Type II and C its cycle, then
, that is, x u i = 0. Note that, we can order the adjacency matrix of G as follows
Where M i is a submatrix of A(G) with almost all null entries, with the exception of the single entry corresponding to the adjacency between vertices v ∈ V (C) and u i ∈ V (T i ), for i ∈ {1, 2, . . . , k}. Thus
And, since that G − C is the union of disjoint graphs we have that
The next theorem shows that the null space of unicyclic graphs of Type II with a cycle that has lenght diferent of 4k is equal to the extended null space of the forest G − C.
Theorem 4.3. If G is a unicyclic graph of Type II and C its cycle such that |V
Proof. As |V (C)| = 4k, we have that η(C) = 0 by Lemma 2.7. Using this in Lemma 2.8 we obtain that η(G − C) = η(G). And, the Proposition 4.2 gives that
According to lemmas 2.7 and 2.8, we still have to find two vectors for N (G) when |V (C)| = 4k. And, in the next proposition we construct these two vectors. 
, where
Proof. Notice that
. . , 4k} and j = 2i − 2 or j = 2i; 0, otherwise. = 0.
And similarly we conclude that A(G)z 2 = 0. Therefore, z 1 and z 2 ∈ N (G). Now, we are able to present a basis of the null space of a unicyclic graph of Type II when |V (C)| = 4k.
Proof. Using the propositions 4.2 and 4.4 we observe that B ∪ {z 1 , z 2 } ⊆ N (G). Using the Lemma 2.7 and the hypothesis that |V (C)| = 4k we have that η(C) = 2. Moreover,
And, as G is a unicyclic graph of Type II, we have η(G) = η(G − C) + η(C) according to Lemma 2.8. Therefore, |B ∪ {z 1 , z 2 }| = η(G) and now we just have to prove that B ∪ {z 1 , z 2 } is a linearly independent set of vectors. Given α 1 , α 2 , . . . , α t , γ 1 , γ 2 ∈ R, suppose that
For j ∈ {1, . . . , 4k}, we have that
Comparing (3) and (4) we can conclude that γ 1 (−1) i = γ 2 (−1) i = 0, and it means that γ 1 = γ 2 = 0. Substituting the values of γ 1 and γ 2 in (3), we obtain the following
α i w i = 0, and using the fact that {w 1 , w 2 , . . . , w t } is a basis of N (G − C)
we conclude that α i = 0 for i = 1, 2, . . . , t. And it proves that B ∪ {z 1 , z 2 } is a linearly independent set of vectors.
Support, Core and N-vertices sets of Unicyclic Graphs of Type I
In this section, we present the null decomposition of graphs and we study the support, core and N-vertices of unicyclic graphs of Type I. We divide the unicyclic graphs of Type I into four disjoint sets. More precisely, the unicyclic graphs of Type I must satisfy the hypothesis in one of the following propositions: 5.4, 5.5, 5.6 or 5.8.
The definition of null decomposition of trees from [11] can directly be extended for graphs in general as follows.
, is defined as the remaining graph as follows The unicyclic graph G in Figure 3 has Supp(G) = {v 7 , v 8 , v 9 } and Core(G) = {v 6 }. Then, the S-graph of G generated by the closed neighbourhood of the support consists of
The N-graph of G is given by v 2 , v 3 , v 4 , v 5 , v 10 , v 11 , v 12 , v 13 , v 14 , v 15 , v 16 , v 17 , v 18 } .
And, the N-vertices set of G is (1) ∀x ∈ N (G − G{v}) we have that x u = x w = 0, that is, u, w / ∈ Supp(G − G{v}). (Hypotheses of Proposition 5.4) (2) ∀x ∈ N (G − G{v}) we have that x u + x w = 0, and there is y ∈ N (G − G{v})
such that y u = 0 and v ∈ Core(G{v}) (Hypotheses of Proposition 5.5) (3) ∀x ∈ N (G − G{v}) we have that x u + x w = 0, and there is y ∈ N (G − G{v})
such that y u = 0 and v ∈ V (G N (G{v})) (Hypotheses of Proposition 5.6) (4) There is x ∈ N (G − G{v}) such that x u + x w = 0 (Hypotheses of Proposition 5.8) In the next propositions we compute the support, core and N-vertices of unicyclic graphs of Type I using its subtrees.
Proposition 5.4. Let G be a unicyclic graph of Type I, G{v} its pendant tree such that v / ∈ Supp(G{v}) and u, w
Proof.
(i) As u, w / ∈ Supp(G − G{v}), then x u = x w = 0 for all x ∈ N (G − G{v}). It means that x u + x w = 0. Analyzing the entries of the vectors of the basis of the N (G) in Theorem 3.4 we obtain the result.
(ii) Given a vertex p ∈ Core(G), then there is a vertex p 1 ∈ Supp(G) such that p ∈ N(p 1 ). Notice that, the only adjacencies between G{v} and G − G{v} occur between vertices v and u and v and w, that is,
Now, given a vertex p ∈ Core(G{v}) Core(G − G{v}). That is, there is a p 1 ∈ Supp(G{v}) such that p ∈ N(p 1 ) or there is a p 2 ∈ Supp(G − G{v}) such that p ∈ N(p 2 ). By item (i) we have that Supp(G) = Supp(G{v}) Supp(G− G{v}), then p 1 or p 2 ∈ Supp(G). Therefore, p ∈ Core(G). Proposition 5.5. Let G be a unicyclic graph of Type I, G{v} its pendant tree such that v / ∈ Supp(G{v}) and u, w ∈ N(v) ∩ V (G − G{v}). If v ∈ Core(G{v}), for all y ∈ N (G − G{v}) we have that y u + y w = 0 and there is an x ∈ N (G − G{v}) such that
(iii) Just use the items (i) and (ii). (iv) By item (i) we have that
Supp(G) = Supp(G{v}) Supp(G − G{v}). Note that N(Supp(G{v})) ∩ V (G − G{v}) = ∅ and it implies that N(Supp(G{v})) ∩ Supp(G − G{v}) = ∅.Moreover, by Lemma 2.3 we have that Supp(G{v}) and Suppx u = 0, then (i) Supp(G) = Supp(G{v}) Supp(G − G{v}); (ii) Core(G) = Core(G{v}) Core(G − G{v}); (iii) V (G N (G)) = V (G N (G{v})) V (G N (G − G{v})); (iv) Supp(G) is an independent set of G; (v) Supp(G) ∩ Core(G) = ∅.
Proof. (i) We just use the Theorem 3.4. (ii) Given a vertex p ∈ Core(G). Note that if
p = v, then p ∈ Core(G{v}), because v ∈ Core(G{v}). Assume that p ∈ Core(G) \ {v}, then there is a vertex p 1 ∈ Supp(G) such that p ∈ N(p 1 ). Note that V (G − G{v}) ∩ N(V (G{v})) = {u, w} and V (G{v}) ∩ N(V (G − G{v})) = {v}. Since u, w ∈ Supp(G − G{v}) (be- cause x u = 0 and x w = 0) and v / ∈ Supp(G{v}) we have that N(Supp(G{v})) ∩ V (G − G{v}) = ∅ and N(Supp(G − G{v})) ∩ V (G{v}) = {v}. By item (i) we have that Supp(G) = Supp(G{v}) Supp(G − G{v}), then p 1 ∈ Supp(G{v}) or p 1 ∈ Supp(G − G{v}). Hence, if p 1 ∈ Supp(G{v}), then p ∈ V (G{v}) or if p 1 ∈ Supp(G − G{v}), then p ∈ V (G − G{v}). We conclude that p ∈ Core(G{v}) or p ∈ Core(G − G{v}).
The inclusion ⊇ is analogous to 5.4 (ii). (iii) Just use the items (i) and (ii). (iv) Same argument used in Proposition 5.4 (iv). (v) Argument equal to the used in Proposition 5.4 (v).
Proposition 5.6. Let G be a unicyclic graph of Type I, G{v} its pendant tree such that v / ∈ Supp(G{v}) and u, w
, for all y ∈ N (G − G{v}) we have y u + y w = 0 and there is x ∈ N (G − G{v}) such that
Proof. (i) Same argument used in Proposition 5.5 (i).
(ii) Given a vertex p ∈ Core(G). Note that if p = v, then p ∈ {v}. Assume p ∈ Core(G) \ {v}, then there is a vertex p 1 ∈ Supp(G) such that p ∈ N(p 1 ). Note that N(V (G{v})) ∩ V (G − G{v}) = {u, w} and N(V (G − G{v})) ∩ V (G{v}) = {v}. Since u, w ∈ Supp(G − G{v}) (because x u = 0 and x w = 0) and v / ∈ Supp(G{v}) we have that N(Supp(G{v}))∩V (G− G{v}) = ∅ and
Now, given a vertex p ∈ Core(G{v}) Core(G − G{v}) {v}. Notice that, using (i) we have that u, w ∈ Supp(G), because u, w ∈ Supp(G − G{v}). Thus, if p = v, then we have that p ∈ Core(G) because p ∈ N(u) and u ∈ Supp(G). If p ∈ Core(G{v}), then there exists r ∈ N(p) such that r ∈ Supp(G{v}). Using the item (i) we can conclude that r ∈ Supp(G). Hence p ∈ Core(G). If p ∈ Core(G − G{v}), then there exists r ∈ N(p) such that r ∈ Supp(G − G{v}). Using the item (i) we have that r ∈ Supp(G). Therefore, p ∈ Core(G). Proof. Given j ∈ Supp(G{v}). It means that there is a vector x ∈ N (G{v}) such that x j = 0. The adjacency matrix of G can have the following format
Where the submatrix a has almost all null entries, except for the entries corresponding to the adjacency between v and vertices of the G{v} − v. Note that
gives A(G{v} − v)w = 0. And, as (w) j = x j = 0, we obtain that j ∈ Supp(G{v} − v).
Proposition 5.8. Let G be a unicyclic graph of Type I, G{v} its pendant tree such that v /
∈ Supp(G{v}) and u, w ∈ N(v) ∩ V (G − G{v}). If there is a x ∈ N (G − G{v}) such that x u + x w = 0, then (i) Supp(G) = Supp(G{v} − v) Supp(G − G{v}); (ii) Core(G) = Core(G{v} − v) Core(G − G{v}) {v}; (iii) V (G N (G)) = V (G N (G{v} − v)) V (G N (G − G{v})); (iv) Supp(G) is an independent set of G; (v) Supp(G) ∩ Core(G) = ∅.
Proof.
(i) As there is a x ∈ N (G − G{v}) such that x u + x w = 0 and by Lemma 5.7 Supp(G{v}) ⊆ Supp(G{v} − v), thus just use the Theorem 3.8.
(ii) Given a vertex p ∈ Core(G). If p = v, then p ∈ {v}. Assume p ∈ Core(G)\{v}.
Thus there is a vertex p 1 ∈ Supp(G) such that p ∈ N(p 1 ). Note that, there is no adjacency between V (G{v} − v) and
. Now, given a vertex p ∈ Core(G{v} − v) Core(G − G{v}) {v}. Note that x u + x w = 0, then u ∈ Supp(G − G{v}) or w ∈ Supp(G − G{v}). Then using the item (i) we can conclude that u ∈ Supp(G) or w ∈ Supp(G).
iii) Just use the items (i) and (ii). (iv) By item (i) we have that
T i , where T i are the connected components of the forest
Supp(T i ) and Supp(G − G{v}) are independent sets. Therefore, Supp(G) is an independent set. (v) Argument equal to the used in Proposition 5.4 (v).
Support, Core and N-vertices of Unicyclic Graphs of Type II
In this section, we study the support, core and N-vertices of unicyclic graphs of Type II. We divide the unicyclic graphs of Type II into two disjoint sets. Those with a length cycle other than 4t (Proposition 6.1) and those with a length cycle equal to 4t (Proposition 6.3), where t ∈ N. Proposition 6.1. Let G be a unicyclic graph of Type II and C its cycle. Consider
Proof.
(i) Just use Theorem 4.3.
(ii) Given a vertex p ∈ Core(G). Then there exists p 1 ∈ Supp(G) such that p ∈ N(p 1 ). By item (i) we have that p 1 ∈ Supp(G − C). Using the Lemma 4.1 we can conclude that
Supp(T i ). Note that for all i = j we have that N(Supp(T i )) ∩ Supp(T j ) = ∅. Using the Lemma 2.3 in every T i we obtain the result. Supp(G{v}).
∈ N (G{v}). In fact, since G is a unicyclic graph of Type II we have that v ∈ Supp(G{v}). By Lemma 4.1, if u i ∈ V (T i ) ∩ N(v), then x u i = 0. The adjacency matrix of G{v} can have the following format
Where B is a submatrix of A(G{v}) with almost all null entries, except for the entry corresponding to the adjacency between the vertex u i and the vertex v. Then the product
∈ N (G{v}). Therefore, w i ∈ Supp(G{v}) and we have that 
is not an independent set of G.
(i) Since that G is a unicyclic graph of Type II then by Lemma 6.2
Supp(G{v}).
Then using the Theorem 4.5 we obtain the result. (ii) Given a vertex p ∈ Core(G), then there exists a vertex
Core(G{v}) . If p ∈ Core(G{v}) for some pendant tree G{v}, then there exists p 1 ∈ Supp(G{v}) such that p ∈ N(p 1 ). By item (i) p 1 ∈ Supp(G). Therefore, p ∈ Core(G). Now, consider p ∈ V (C). Obviously, we have that p ∈ N(v) for some v ∈ V (C). Using the item (i) and since that G is a unicyclic graph of Type II we have that
Supp(G{v}). By item (i) we have that v ∈ Supp(G), and it implies that V (C) ⊆ Supp(G). Moreover, there is w ∈ N(v) ∩ V (C) and since that w ∈ Supp(G) we have that v ∈ Core(G). Hence,
we have nothing to proof. Suppose that v / ∈ V (C). Then we have that v ∈ V (G{u})) for some u ∈ V (C). Since that u is the only vertex of G{u} that has neighbors outside of G{u} we can conclude that w ∈ V (G{u}). Then by item (i), w ∈ Supp(G{u}). Note that v ∈ Supp(G{u}), because
Therefore, v and w ∈ Supp(G{u}) which is a contradiction, because Supp(G{u}) is an independent set. Hence, v ∈ V (C). (v) By item (i) and since that G is a unicyclic graph of Type II, we have that
is not an independent set.
Null Decomposition of Unicyclic Graphs
In this section, we obtain closed formulas for matching and independence numbers of unicyclic graphs. These formulas depend on the support, core and N-vertices of unicyclic graphs. Coincidentally, the formulas are very similar to those obtained by Jaume and Molina [11] for trees.
The next lemmas will be used to prove our main results (theorems 7.10 and 7.13).
Lemma 7.1.
[1] If G is a unicyclic graph of Type I and G{v} its pendant tree such that v / ∈ Supp(G{v}), then
where
If G is a unicyclic graph of Type I and G{v} its pendant tree such that v / ∈ Supp(G{v}), then
Lemma 7.4.
[1] Let G be a unicyclic graph and C its cycle. Consider
The next result gives closed formulas for the independence and matching numbers of trees and it will be used to prove lemmas 7.8 and 7.9.
Lemma 7.5.
[11] Let T be a tree. Then
If T is a tree and v ∈ V (G N (T )), then there exist I 1 , I 2 ∈ I(T ) such that v ∈ I 1 and v / ∈ I 2 .
Lemma 7.7.
[1] Let T be a tree and I an independent set of T . If c i ∈ Core(T ) and c i ∈ I, then I / ∈ I(T ).
Lemmas 7.8 and 7.9 will be used to prove the Theorem 7.10.
Lemma 7.8. Let G be a unicyclic graph of Type I and G{v} its pendant tree such that v / ∈ Supp(G{v}). Then
. Using lemmas 7.6 and 7.7 we know that there is a I ∈ I(G{v}) such that v / ∈ I. Note that I ∈ I(G{v} − v). Thus using the Lemma 7.5 in each T i we have
Lemma 7.9. Let G be a unicyclic graph of Type I and G{v} its pendant tree such that v / ∈ Supp(G{v}). Then
Proof. Let M ∈ M(G{v}). As v / ∈ Supp(G{v}), by Lemma 2.4 we have that M saturates v . Then there is a vertex u in G{v} − v such that {u, v} ∈ M. First, we will
′ is a matching in G{v} as well. As M ∈ M(G{v}) we have that |M| ≥ |M ′ |. Thus
|M| − 1 and |M| are integer numbers, then equation (6) implies that |M ′ | = |M|, which is a contradiction. Because M ′ does not saturate v and all maximum matching in G{v} saturates v. Therefore, M \ {{u, v}} ∈ M(G{v} − v). Now, we have that
T i , where T i 's are the connected components of the forest G{v} − v. Using the Lemma 7.5 in each T i and in G{v} we obtain that
In [1] , we obtained closed formulas for the independence and matching numbers of a unicyclic graph G based on the support of its subtrees. In this paper we also present closed formulas for these parameters of G, the difference is that we just use the support of G. Theorems 7.10 and 7.13 give a nice way to compute the independence and matching numbers of unicyclic graphs using its Null Decomposition. More precisely, to compute the independence and matching numbers of unicyclic graphs it is necessary to compute its support, core and N -vertices and verify certain properties of these subsets of vertices.
The following theorem gives closed formulas for the matching number of unicyclic graphs.
Theorem 7.10. Let G be a unicyclic graph. Then
Proof. Notice that, since G is a unicyclic graph, then, G must satisfy just the conditions of one of the following propositions: 5.4, 5.5, 5.6, 5.8, 6.1 or 6.3. That is, we can divide the unicyclic graphs into six disjoint sets. Case 1: Suppose that G satisfies the conditions of Proposition 5.4. By Proposition 5.4 we have that
Thus, using the Lemma 7.3, the matching number of G is given by
Case 2: Suppose that G satisfies the conditions of Proposition 5.5. This case is analogous to Case 1. Case 3: Suppose that G satisfies the conditions of Proposition 5.6
Then by Proposition 5.6, we have that
And, by Lemma 7.3, we have that the matching number of G is the following
Case 4: Suppose that G satisfies the conditions of Proposition 5.8.
By Proposition 5.8 we have that
And, using the Lemmas 7.3 and 7.9 we have that the matching number of G is given by
Case 5: Suppose that G satisfies the conditions of Proposition 6.1. By Proposition 6.1 we have that
Core(T i ) and
And, by Lemma 7.4, the matching number of G is the following
Case 6: Suppose that G satisfies the conditions of Proposition 6.3. By Proposition 6.3, we know that
V (G N (G{v}) and
T i , where the T i 's are the connected components of G − C. Now, note that ν(G{v}) = ν(G{v} − v), because v ∈ Supp(G{v}). And, using Lemma 7.4, we obtain that the matching number is satisfies
Lemma 7.11. If T is a tree, then
, then by Lemmas 7.6 and 7.7 there is a J ∈ I(T ) such that v / ∈ J, which is a contradiction, because v ∈
I, then there is a maximum independent set J ∈ I(T ) such that v / ∈ J. Note that, given c ∈ Core(T ) then by Lemma 7.7 we have that c / ∈ J. Thus, J = {s 1 , s 2 , . . . , s k } ∪ {n 1 , n 2 , . . . , n r }, where for all i we have that s i ∈ Supp(T ) and n i ∈ V (G N (T )). Therefore, J ∪ {v} is an independent set of T , because {s 1 , s 2 , . . . , s k } ∪ {v} ⊆ Supp(T ) and by Lemma 2.3 Supp(T ) is an independent set of T . Moreover, |J ∪ {v}| = |J| + 1 > |J|, which is a contradiction, because J ∈ I(T ). Hence, v ∈ I∈I(T )
I.
The Lemma 7.12 will be used to prove the Theorem 7.13. 
Proof. Given I v ∈ I(G{v}) and since that G is a unicyclic graph of Type II we have that v ∈ Supp(G{v}). Using the Lemma 7.11 we have that
thus v ∈ I v . We will show that I v − {v} ∈ I(G{v} − v). Suppose that I v − {v} / ∈ I(G{v} − v). Therefore, there is an independent set J of G{v} − v such that
As G{v} − v is a subgraph of G{v}, we have that J is also independent set of G{v}. Then
Using (7) and (8) we obtain that
Which is a contradiction, because v / ∈ J and we know that v is in every maximum independent set of G{v}. Then, we have that
and α(G{v}) = |Supp(G{v})|+ |V (G N (G{v}))| 2 where i ∈ {1, . . . , k} and v ∈ V (C). Then
Theorem 7.13. Let G be a unicyclic graph and C its cycle. If
otherwise, 
Using the Lemma 7.1, we can say that the independence number of G is
Case 2: Suppose that G satisfies the conditions of Proposition 6.1. By Proposition 6.1 we have that
Supp(T i ) and
Using the Lemma 7.2 we have that the independence number of G is given by
Now, suppose that V (C) V (G N (G)). Note that G can not satisfy the conditions of Proposition 6.1, because in Proposition 6.1 we have that V (C) ⊆ V (G N (G)). 
Consider that
T i , where the T i 's are the connected components of G − C.
Using the lemmas 7.2 and 7.12, we have that the independence number of G is given by
|Supp ( We refer to the example given in the Introduction of this paper for an illustration of the use of theorems 7.10 and 7.13. Further, we observe that I = {a, b, e, f, i, j, ℓ, m, n, r} ∈ I(G) and M = {{a, c}, {v, j}, {d, ℓ}, {o, m}, {p, n}, {r, q}, {f, g}, {h, i}} ∈ M(G). Because |I| = 10 and |M| = 8.
In the following example, we use the theorems 7.10 and 7.13 to obtain α(G) and ν(G) of the unicyclic graph G in Figure 4 . Consider C the cycle of G. Computing the support, core and N-vertices of G we obtain that Supp(G) = {h, g, i, j, ℓ, m, t, u, w, v, y, z}, Core(G) = {f, i, r, s, x} and V (G N (G)) = {a, b, c, d, e, m, n, o, p}.
Observe that V (C) ⊆ V (G N (G)). Therefore, by theorems 7.10 and 7.13, the independence and matching numbers of G are given by Notice that I = {g, h, j, ℓ, m, u, v, w, t, z, y, a, c, o, q} ∈ I(G) and M = {{a, b}, {d, c}, {f, g}, {n, o}, {p, q}, {r, v}, {s, u}, {x, y}, {m, i}} ∈ M(G). Because |I| = 15 and |M| = 9.
