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The advanced next-generation sequencing (NGS) technologies have launched
a new era of all fields of genetics. However, the vast quantity of data
generated by NGS technologies also proposed great challenges to data
storage, transmission and analysis. In this thesis, we focus on the compression
of multiple data collections of short reads and assembled genome, we also
explore the relationship between compression, error correction and de novo
assembly of short reads data. First, we introduce an efficient clustering-based
reference selection algorithm for the compression of genome databases. This
method clusters the genomes into subsets of highly similar genomes using
MinHash sketch distance, then applies a two-level compression based on the
clustering result. The compression ratio gain of our approach can reach up to
20-30% in most cases for the datasets from NCBI, the 1000 Human Genomes
Project and the 3000 Rice Genomes Project.
Furthermore, we propose a new clustering-based method for the compression
of short reads datasets. Our approach transforms each file into a feature
vector for clustering, then compresses the files in the same group together
to increase the total number of detected overlappings during compression.
The experiments show that our method achieves 20%-30% improvements in
compression ratio than the previous one-by-one compression.
Finally, we review the relationship between reference-free compression,
MSA based error correction and de novo assembly of short reads data. We
demonstrate that high quality error correction can significantly reduce the
number of mismatched nucleotides during reference-free compression and
xv
Abstract
hence improve the final compression ratio. The experiment results verify
our estimation and show that the same error correction also has a positive
effect on de novo assembly in most cases. In addition, we also propose a path
graph based method for compression of short reads datasets.
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