Type-2 fuzzy set extension of DEMATEL method combined with perceptual computing for decision making 
Introduction
Many decision making methods are being proposed to facilitate the decision making process. Decision making problems consist of several criteria, and each criterion is evaluated by some other subcriteria. The evaluation criteria are almost dependent based on the complexity and vagueness of the real world. Therefore, decision making methods that consider these interrelations between criteria are more desirable. The Decision-Making Trail and Evaluation Laboratory (DEMATEL) was proposed by the Battelle Memorial Institute through its Geneva Research Centre (Gabus and Fontela 1973) . This method considers the causal relationships between criteria and illustrates the weights between criteria by diagraphs. Lin and Wu (2004) proposed a fuzzy extension of the DEMATEL method. The judges are based on linguistic variables and triangular fuzzy numbers, and the final weights of criteria are crisp numbers. In their approach all decision makers used a specified linguistic variable that may have different meanings for them based on the vagueness of each word. Words mean different things to different people, so they are uncertain (Mendel and Wu 2010) . After Zadeh (1965) introduced a fuzzy set theory to deal with vague problems, in which linguistic labels have been used within the framework of the fuzzy set theory. After he introduced the type-2 fuzzy sets (T2 FSs), the first concept of the fuzzy set was renamed to type-1 fuzzy sets (T1 FSs) (Zadeh 1965 (Zadeh , 1975 . The main difference between these two types is that the memberships of T1 FSs are crisp numbers, whereas the membership functions of T2 FSs are T1 FSs. The latter type has a sense of uncertainty. Zadeh (1999) proposed the paradigm of computing with words based on the T2 FSs that is a methodology in which the objects of computation are words and propositions drawn from a natural language. Mendel (2001 Mendel ( , 2002 Mendel ( , 2007 proposed the framework for perceptual computing based on computing with words. Words were the enabler of the perceptual computer; therefore, it could consider the uncertainty related to each word based on interval type-2 fuzzy sets (IT2 FSs). However, in perceptual computing, criteria were considered independent.
Therefore, the aim of this study was the IT2 FS extension of the DEMATEL method in order to obtain the criteria's weights based on the words. For this reason, perceptual computing was combined with the DEMATEL method to overcome the problem of interrelations between criteria in perceptual computing. The weights obtained from this study can be further used in perceptual computing judgments. The rest of this paper is organized as follows: In the 'Type-1 fuzzy DEMATEL method' section, we described the concepts of fuzzy DEMATEL. In the 'Interval type-2 fuzzy sets used in perceptual computing' section, a background about the IT2 FSs used in perceptual computing is represented. The IT2 FS extension of DEMATEL is proposed in the 'IT2 FSs DEMATEL method' section. In the ' Application of proposed method in defining weights for dependent criteria' section, an empirical study is illustrated to demonstrate that the proposed method is useful. Discussions are presented in the next section, and the conclusion is presented in the last section.
Type-1 fuzzy DEMATEL method
The DEMATEL method had been used successfully in many decision making problems. Also, many researchers used this method in combination with another multicriteria decision analysis (MCDM) method. For example, Jassbi et al. (2011) used the fuzzy DEMATEL method for modeling the cause and effect relationship of strategy map. Chang et al. (2011) used the fuzzy DEMATEL method for developing supplier selection criteria. Yang and Tzeng (2011) proposed a combined MCDM model based on DEMATEL and analytic network process (ANP). Also, Chen and Chen (2010) used DEMATEL, fuzzy ANP, and TOPSIS for evaluating innovation performance in Taiwanese higher education institutes. Lin and Wu (2004) proposed their fuzzy DEMATEL method as a stepwise procedure:
Step 1: Identify the decision goal and form a committee. 2.
Step 2: Develop evaluation criteria and design the fuzzy linguistic scale. Lin and Wu (2004) used fuzzy triangular numbers to propose the fuzzy DEMATEL method. They used five linguistic terms as {very high influence, high influence, low influence, very low influence, no influence}. These linguistic terms are shown in Table 1 . 3.
Step 3: Acquire and average the assessments of P decision makers. Every decision maker is asked to make pair-wise relationships between each pair of objects. Therefore, P fuzzy matricesZ 1 ;Z 2 ; …;Z P with triangular fuzzy numbers are obtained that show the pair-wise comparison of the objects based on the decision makers' perceptions. Equation 1 is then used to calculate the average matrixZ:
The fuzzy matrixZ is called the initial directrelation fuzzy matrix as shown in Equation 2:
In this matrix,Z ij ¼ l ij ; m ij ; u ij À Á are triangular fuzzy numbers, andZ ij i ¼ 1; 2; …; n ð Þwill be regarded as triangular fuzzy number (0, 0, 0) whenever is necessary (Jassbi et al. 2011 
u ij < r. They claimed that this assumption is well satisfied in practical cases: 
After acquiring matrixT , the next step is to calculate theD i þR i andD i −R i , whereD i andR i are the sum of the rows and the sum of the columns ofT (Lin and Wu 2004) . To acquire the importance of the criteria and understand the causal relationship between criteria, 
Interval type-2 fuzzy sets used in perceptual computing
The fuzzy extension of the DEMATEL method used linguistic terms for generating the initial direct-relation matrix. Therefore, decision makers are asked to compare the decision making criteria based on the codebook of words, e.g., Table 1 . Zadeh (1999) proposed the paradigm of computing with words based on the T2 FSs that is a methodology in which the objects of computation are words and propositions drawn from a natural language. Computing with words is fundamentally different from the traditional expert systems which are simply tools to realize an intelligent system, but are not able to process natural language which is imprecise, uncertain, and partially true. As mentioned before, words mean different things to different people, so they are uncertain. Words in computing with words are modeled by T2 FSs that can model more uncertainties . Mendel and Wu (2010) used computing with words for making subjective judgments which was called perceptual computing. A perceptual computer consists of three parts: encoder (using interval approach (IA)), linguistic weighted average (LWA) engine, and decoder (Mendel 2001 (Mendel , 2002 (Mendel , 2007 . Each part of the perceptual computer was utilized in the IT2 FS extension of the DEMATEL method.
In order to obtain an IT2 FS model for a word, IA was proposed by Mendel and Wu (2008) . This approach had been referred to as T2 fuzzistics (Mendel 2007) . In this approach, all decision makers (i = 1, 2,…, n) provide the end points of an interval associated with a word. The intervals need to be between 0 and 10. The mean and standard deviation are then computed for the end points. The intervals show the level of uncertainty associated to each word. This approach maps each evaluator's data interval into a prespecified T1 membership function (MF) and interprets the latter as an embedded T1 FS of an IT2 FS.
In this section mathematical definitions of IT2 FS are presented that is used in the rest of the paper.
An IT2 FSÃ is characterized by the MF μÃ x; u ð Þ, where x ∈ X and u ∈ J x ⊆ [0, 1], that is (Mendel and Wu 2010) ,
Equation 8 can be expressed as (Mendel 2001; Mendel and John 2002) 
An IT2 FS is shown in Figure 1 . The FOU is shown as the shaded region. It is bounded by an upper MF (UMF),Ã x ð Þ ≡Ã , and a lower MF (LMF), A x ð Þ ≡ A , both of which are type-1 fuzzy sets; consequently, the membership grade of each element of IT2 FS is an interval
It is also customary to use μÃ x ð Þ and μÃ x ð Þ for the LMF and UMF ofÃ (Mendel and Wu 2010) :
soÃ can also be expressed in terms of its vertical slices as
For discrete universe of discourse X and U, the embedded type-1 fuzzy set A e has N elements, one each from J x1 , J x2 ,…, J xN , namely u 1 , u 2 ,…, u N , i.e., )
The UMF and LMF ofÃ are two type-1 MFs that bound the FOU. UMFÃ À Á is associated with the upper bound of FOUÃ À Á and is denoted μÃ x ð Þ , ∀ x ⊆ X, and LMFÃ À Á is associated with the lower bound of FOUÃ À Á and is denoted μÃ
UMF contains four digits and LMF contains five digits, of which the fifth parameter is its height.
IT2 FN based on Equation 11 (Hamrawi and Coupland 2009; Kaufmann and Gupta 1985) , and then according to Wu and Mendel (2008) ,
where°= {+, −, ×, ÷}.
IT2 FS DEMATEL method
The procedure of developing the DEMATEL method by IT2 FSs is as follows:
1
Step 1: Identify the decision goals, criteria, and group of experts. 2
Step 2: Develop linguistic codebooks for decision making. In this step a codebook is designed, and decision makers are asked to define the interval end points for each word in the codebook. The codebook has the same words as in Table 1 . Therefore, the codebook of words contains 'very high influence' , 'high influence' , 'low influence' , 'very low influence' , and 'no influence' . The IA is used to map these intervals into IT2 FSs . The DEMATEL method does not consider the difference between the levels of expertise for each expert, but in this paper we developed another codebook that considers the level of expertise for each expert. This codebook contains three words (low, moderate, and high) . Also, it is possible to put equal weights to the level of expertise for each expert. 3
Step 3: Acquire and compute the linguistic weighted average of the assessments. To measure the weights and causal relations between the criteria C = {C i | i = 1, 2,…, n}, a group of p experts are asked to define the influence relation between criteria based on the codebooks in step 2. Therefore, p pair-wise comparison IT2 FSs matricesZ 1 ;Z 2 ; …;Z P are obtained. LWA that was proposed by Mendel and Wu (2007) was used to generate the IT2 FS average matrix that is called initial-direct-relation IT2 FS matrix. In the previous section, we used the IA to encode each word from the codebook to an IT2 FS. The output of the previous section is used to activate the LWA. Each decision maker used a word from the codebook to transfer the influence of each criterion on another one. Each decision maker had a level of expertise that was assigned to him/her from a codebook of expertise weights that contained three words: 'low, ' 'moderate, ' and 'high.' Decision makers were asked to define the end points of an interval on the scale of 0 to 10 for each word in the codebook. Then the IA is used to encode the intervals into IT2 FSs. The LWA maps IT2 FSs into IT2 FSs. This method is based on the weighted average that is the most widely used form of aggregation.Suppose k is the number of decision makers (k = 1, 2,…, p) and z ij is ijth entry of initial-direct-relation IT2 FS matrixZ. The LWA matrixZ can be obtained from Equation 17:
Step 4: Establish the normalized initial-direct-relation matrix.
Þand LMFZ À Á ¼ e; f ; g; i; h ð Þ , of which the fifth element is its height. Therefore,z ij can be defined by nine matrices, whose elements are crisp numbers (Liu and Mendel 2008) :
… 0 2 6 6 4 3 7 7 5 ; The fifth parameter for the LMF is its height.
Note that the fifth element of LMFZ À Á (height) is normalized between 0 and 1; therefore, there is no need to normalize this element. 5 Step 5: Compute the total-relation IT2 FS matrixT.
To compute the total-relation IT2 FS matrixT, we have to ensure the convergence of lim l→∞X l ¼ 0. The elements ofX l are also IT2 FSs.X can be defined by nine matrices, and the elements of these matrices are all crisp numbers. and further define eight matrices. There is no need to consider the ninth matrix that contains the heights of LMFX À Á .
Proof. The proof is straightforward; all the eight matrices contain crisp values, and the matrix multiplication is used to prove this theorem. Lin and Wu (2004) 
on ∑ n j¼1 X u ij < s for triangular fuzzy sets. We used this theorem for IT2 FS matrixT. Therefore, ; then a n ij
To acquire the importance weight of each criterion, we calculatedD i þR i , whereD i shows the sum of the rows andR i shows the sum of the columns of the total-relation matrixT and can be obtained through Equations 20 and 21:
Note that in Equations 20 and 21, t ij , i, j = 1, 2,…, n are IT2 FS, and their addition must be based on Equation 16. 6
Step 6: Decode each IT2 FS into a word.
In the previous step, we calculated the weights for each criterion, but these weights are IT2 FSs and must be decoded into words. This process is called the decoder. The IT2 FSs obtained from the previous step were decoded into seven words: 'extremely low, ' 'very low' , 'low' , 'fair' , 'high' , 'very high' , and 'extremely high' . A decoding codebook is needed to store the FOUs for these seven words. Therefore, IA The fifth parameter for the LMF is its height.
is used to map the intervals collected from the group of decision makers into IT2 FSs. In order to get the criteria weights based on the words in the codebook, the decoder must compare the similarity between two IT2 FSs so that the output of step 5 can be mapped into its most similar word in the codebook. These weights that are based on the words can be further used in the evaluation based on perceptual computing. Several similarity measures are introduced for IT2 (Bustince 2000; Gorzalczany 1987; Mitchell 2005; Mendel 2008, 2009) . In this study we used the Jaccard similarity measure for IT2 FSs. This approach uses average cardinality. Equation 22 is used to calculate the Jaccard similarity measure for IT2 FSs.
To decode the IT2 FSs obtained fromD i þR i , IT2 FSs must be mapped into [0, 10] . For this reason, we used the min-max normalization method defined in Equation 23:
In this approach we acquired the criteria weights based on the interrelations between criteria. Further, these weights can be used for evaluation based on the perceptual computing method. The weights used in perceptual computing were independent, but this study helped to extend perceptual computing using dependent criteria and defining weights for each of them.
Application of proposed method in defining weights for dependent criteria
We used the proposed method to define weights of criteria that were used to evaluate the knowledge management capability of organization.
1
Step 1: Identify the decision goals, criteria, and group of experts. For evaluating the knowledge management capability of organization based on perceptual computing, we had to define the weights for each criterion. Perceptual computing considers each criterion independent from the others. For this reason, the DEMATEL method was used to define the weights for criteria that were dependent and had interrelations. A group of three knowledge management experts were asked to compare the criteria. Six criteria were chosen for this reason including vision for change, culture, structure, infrastructure, support for change, and knowledge management processes. 2
Step 2: Develop linguistic codebooks for decision making.
The codebook of words that was used for comparing the influence of criteria on each other contained 'very high influence, ' 'high influence, ' 'low influence, ' 'very low influence, ' and 'no influence.' The IA is Table 6 The normalized direct-relation IT2 FS matrixX C1 C6
used to map these intervals into IT2 FSs. The FOUs for each word are presented in Table 2 , and also, Figure 2 depicts the FOUs for the five words in the codebook. The codebook used for the expertise weight is shown in Table 3 . This codebook contains three words (low, moderate, high). 3
Step 3: Compute the linguistic weighted average of the assessments.
To measure the weights of each criterion based on the interrelationship between the six criteria, three knowledge management experts were asked to compare the criteria based on the codebook defined in Table 2 . Therefore, three pair-wise comparison matrices Z 1 ;Z 2 ;Z 3 are obtained. Table 4 shows the relative comparison matrix for one of the decision makers based on the codebook defined in Table 2 . The average of these three matrices is obtained from LWA using Equation 17. To compute the LWA mentioned in Equation 17, decision makers' expertise weights should be defined. In this study we assume the equal expertise weights ('moderate') for the decision makers. The weights for decision makers' expertise are shown in Table 3 . The result of LWA is initial direct-relation matrixZ that is shown in Table 5 . 4 Step 4: Establish the normalized initial-direct-relation matrix. We used Equation 18 to normalize the initial directrelation IT2 FS matrix. The result is shown in Table 6 . 5
Step 5: Compute the total-relation IT2 FS matrixT.
Equation 19 was used to compute the total-relation IT2 FS matrixT. The result is shown in Table 7 . D i þR i can be computed from Equations 21 and 22. Table 8 shows the result ofD i þR i for each criterion's nine numbers. Each set of nine numbers shows an interval type-2 fuzzy set that can be drawn and also can be decoded to a codebook of words. 6
The weights for each criterion were calculated in step 5 based on interval type-2 fuzzy sets. These weights can further be used in perceptual computing without decoding them to words. In addition, the weights can be decoded to words. The weight codebook was needed to decode the IT2 FSs obtained from step 5 into words. For this reason, a group of 30 people including the main decision makers in step 1 were asked to define end point intervals for the seven words in the codebook; then, the IA was used to map these intervals into IT2 FSs. The FOUs for the weight codebook are shown in Table 9 . Also, Figure 3 depicts the FOUs for all seven words used for the weight codebook. As mentioned before, we used the Jaccard similarity measure to decode the FOUs obtained from the previous step into words from the weight codebook. In order to use the Jaccard similarity measure,D i þR i should be normalized in [0, 1] . For this reason, we used Equation 23. After normalizingD i þR i , values of the Jaccard similarity measure can be used to decode the IT2 FSs weights into words based on the Jaccard similarity measure that is shown in Equation 22 . The result of the decoder for each criterion is shown in the last column of Table 8 . 
Discussion
The purpose of this study was to extend DEMATEL and combine it with perceptual computing in order to consider the interrelations between weights in perceptual computing. According to the results, the IT2 FS extension of DEMATEL and the combination of perceptual computing and DEMATEL lead to the weights of evaluation criteria based on the codebook of words. Perceptual computing was used for decision making and subjective judgments. Words are the enabler of perceptual computing, and in this subjective judgment, IT2 FSs are used to model the words' uncertainty. In order to obtain the weights of dependent criteria, a codebook of words for evaluating the influence of criteria on each other was presented. We applied the proposed method to obtain the weights of criteria for knowledge management evaluation by perceptual computing. Decision makers were asked to associate the end points of intervals to each word. Then the intervals collected for each word were modeled into IT2 FSs with the use of the interval approach. The words used for defining the influences and their related IT2 FSs are shown in Table 2 . Decision makers were asked to define the influence of criteria on each other through matrices. Three influence matrices are defined in this paper for six criteria. The difference between the fuzzy DEMATEL proposed by Lin and Wu (2004) and our approach is the effect of expertise weights on the aggregation of influence matrices. The linguistic weighted average was used to aggregate these matrices. The aggregated matrix was based on the level of expertise that contained IT2 FSs and is presented in Table 5 . In order to decode the IT2 FSs into words, we used the Jaccard similarity measure. The result of the decoder for the six criteria is shown in Table 8 . However, the IT2 FSs of weights could be decoded into crisp numbers, but we mapped IT2 FSs to words to use them further in perceptual computing evaluations. Also, other methods can be used to decode the IT2 FSs into decision classes of words (Mendel and Wu 2010) .
Conclusions
To improve the interrelations between decision making criteria in perceptual computing, we proposed an interval type-2 fuzzy set extension of the DEMATEL method.
In this method, we combined the perceptual computing characteristics with the fuzzy DEMATEL in order to map the influence matrices defined by words into weights. In perceptual computing, words are mapped into IT2 FSs. IT2 FSs are able to show the uncertainty related to each word in the codebook; therefore, they are suitable to model the uncertainty associated to decision making in the real word. The DEMATEL method considers the interrelations between criteria and defines weights based on these relations. Therefore, the combination of these two methods leads to a decision making method that can consider the uncertainty related to decision making and also the interrelations between criteria. The weights obtained from the proposed method can further be used for evaluation based on words. In order to define the cause and relation between criteria, the IT2 FSs should be defuzzified into crisp numbers. However, other decoding methods can be used to map the IT2 FS into words. [0.1719 [0. ,1.4384,3.4240,9.5869,0.4757,0.7974,3.3081,3.7270,0.2738 [0. ] Low C6 [0.1177 .2738] Low Figure 3 FOUs for the seven words in the weight codebook.
