Abstract: We propose new nonparametric empirical Bayes methods for high-dimensional classification problems. The proposed classifiers are designed to approximate the Bayes classifier in a hypothesized hierarchical model, where the prior distributions for the model parameters are estimated nonparametrically from the training data. As is common with nonparametric empirical Bayes, the proposed classifiers are effective in highdimensional settings even when the underlying model parameters are in fact non-random. To estimate the prior distributions for the classifiers, we use nonparametric maximum likelihood, following the elegant approach studied by Kiefer & Wolfowitz in the 1950s. However, our implementation is based on a recent convex optimization framework for approximating the Kiefer-Wolfowitz estimator, which is well-suited for large-scale problems. We derive new theoretical results on the accuracy of the approximate KieferWolfowitz estimator, which help control the theoretical misclassification rate of one of our proposed classifiers. We show that our classifiers outperforms several existing methods in simulation experiments, and performs well in real data examples where gene expression microarray data is used to classify cancer patients.
Introduction
Nonparametric empirical Bayes methods offer an attractive approach to analyzing highdimensional data. The main idea is to treat the unknown high-dimensional parameters as if they were random draws from some common distribution, say G 0 , and to estimate G 0 nonparametrically from the data. This estimate is then used as the prior in a full Bayesian analysis.
Nonparametric empirical Bayes methods are often effective in high-dimensional settings, regardless of whether or not the parameters are in fact random or non-random. The random parameter setting has been studied in research on nonparametric mixture models (e.g. Ghosal and Van der Vaart, 2001; Lindsay, 1995) . In frequentist settings, with non-random parameters, the reliable performance of nonparametric empirical Bayes methods can be explained by the close relationship between these methods and the solutions to compound decision problems (Robbins, 1951 (Robbins, , 1956 Zhang, 2003) . For relatively recent research in this arena see Brown (2008) ; Brown and Greenshtein (2009) ; Brown et al. (2013) ; Jiang and Zhang (2009); Zhang (2005) and others.
While nonparametric empirical Bayes methods are in principle very flexible and broadly applicable, the most intensive research into these methods has focused on a handful of tasks for relatively simple statistical models, e.g. estimating the mean of a high-dimensional Gaussian or Poisson random vector. It appears that this is at least partially due to computational and theoretical challenges (e.g. Chapter 33 of DasGupta, 2008; Donoho and Reeves, 2013) . Recently, Koenker and Mizera (2014) proposed a scalable convex optimization framework for a class of nonparametric empirical Bayes methods based on maximum likelihood, which significantly simplifies their implementation. Koenker & Mizera use an approximate nonparametric maximum likelihood estimatorĜ K to estimate the parameter distribution G 0 , where K is a postive integer controlling the accuracy of the approximation. Koenker & Mizera's contribution has made it easier to explore a variety of new statistical applications for maximum likelihood-based nonparametric empirical Bayes methods, e.g. classification problems.
In this paper, we consider high-dimensional classification and propose new classifiers based on nonparametric empirical Bayes methods and maximum likelihood. To our knowledge Greenshtein and Park (2009) are the only other authors to have used nonparametric empirical Bayes methods for classification. However, their approach is based on nonparametric smoothing, as opposed to maximum likelihood, and is significantly different from ours. To provide some theoretical support for our methods, we derive a bound on the misclassification rate for one of our classifiers and derive a new result on the accuracy of the approximate maximum likelihood estimatorĜ K , which is used in all of our implementations. In numerical experiments with simulated data, we show that our proposed methods substantially outperforms other classifiers. Moreover, in real data analyses, where gene expression microarray data is used to classify cancer patients, we show that our proposed classifiers are very competitive with other widely used approaches to high-dimensional classification.
High-dimensional classification

Setting
For an observed feature vector X = (X 1 , . . . , X N ) ∈ R N let Y ∈ {0, 1} be the associated but unobserved class indicator. Assume that there are probability distributions F 0 , F 1 on R N such that X | (Y = k) ∼ F k (k = 0, 1). The goal is to predict Y as accurately as possible, based on X . Let π = P (Y = 1) and suppose that f k is the density of F k with respect to Lebesgue measure on R N (k = 0, 1). Then the Bayes rule
minimizes the misclassification rate P {δ(X ) = Y } over all classification rules δ : R N → {0, 1} (Devroye et al., 1997) . We are primarily interested in high-dimensional classification problems, where the number of features N is large and the number of samples n is small. A typical example is a microarray gene expression study, where one might have expression values of N ≈ 10000 genes from each of n ≈ 100 subjects.
In practice, the densities f k are unknown so δ B cannot be implemented. Instead, we will assume that we have access to training data D = {(Y i , X i ); i = 1, ..., n}, and that important properties of the distribution of (Y, X ) can be learned from the training data, which can then be used to build a classifierδ. For instance, in the simplest setting, one might assume that (Y 1 , X 1 ), ..., (Y n , X n ) are independent and identically distributed copies of (Y, X ), and f 0 and f 1 are known up to finite-dimensional parameters. Then D could be used to estimate the unknown parameters, which could then be plugged in to the Bayes rule (1).
In this paper we consider Gaussian features. Specifically, we assume that
for independent Z k j ∼ N (0, 1) and mean parameters µ k j ∈ R (j = 1, . . . , N ; k = 0, 1). We also assume that the training data D are ordered so that Y 1 , . . . , Y n 0 = 0 and Y n 0 +1 , . . . , Y n = 1, and let n 1 = n − n 0 . Though we focus on a Gaussian model and binary classification problems, it is straightforward to extend our approach to more general models and to multiclass problems.
Proposed classifiers
The proposed classifiers are motivated by further assuming that the µ k 1 , . . . , µ k N are random draws from some unknown distribution G k , i.e. that
are all independent. Even though G k is completely unknown, assumption (3) imposes some additional structure on (2) and may viewed as a form of regularization. In this section, we derive the form of our proposed classifiers, based on (2)-(3). Estimation of G 0 , G 1 from the training data is discussed in Section 3.
We propose two new classifiers. The first, which we refer to as the "marginal classifier," is essentially a plug-in classifier based on (1). Under assumption (3), the marginal density of
where, for any probability distribution G on R, f G is the convolution density
and φ is the standard normal density. To obtain the marginal classifier, we replace G 0 , G 1 in (1) and (4) 
Frequently π can be estimated using subject-specific knowledge. As an alternative, it is often reasonable to takeπ = n 1 /n or simplyπ = 1/2.
In deriving the marginal classifier we do not make any assumptions about how the training data D relates to the testing data X . The only implicit assumption linking D and X in Definition 1 is that the training data can be used to derive reasonable estimates of G 0 and G 1 . Our second classification rule, which we refer to as the "posterior classifier," makes the connection between D and X more explicit. Let
. . , n; k = 0, 1) and assume that
where Z k ij ∼ N (0, 1) (i = 1, . . . , n; j = 1, . . . , N ; k = 0, 1) are all independent. Then each observation from the training data has the same mean vector as a corresponding observation from the test data, i.e. E(
. . , n; k = 0, 1). Under the model (2)-(3) and (7), information about µ 0 , µ 1 learned from the training data can be incorporated into a classifier based on the posterior distributions of X 0 , X 1 to improve performance.
Given a probability distribution G on R, let
Definition 2. LetĜ 0 andĜ 1 denote estimates of G 0 and G 1 fit to the training data D, and letπ be an estimate of π = P {Y = 1}. The posterior classifierδ P : R N → {0, 1} is defined bŷ
Assuming (2)- (3) and (7), it is easily seen that if the true parameter distributions and class probabilities are used in the posterior classifierδ P , then it has smaller misclassification than δ B :
Comparing classifiers
Both the marginal and posterior classifiers accumulate information across the coordinates of the feature vector X and, in this sense, are naturally suited for high-dimensional problems. If N is large, then there are more draws µ k j from G k (j = 1, . . . , N ; k = 0, 1), which in principle can be used to better learn G 0 and G 1 from the training data and better discriminate between G 0 and G 1 in the testing data. One characteristic of the marginal classifier (6) is that within a group k, it treats the features as completely exchangeable, i.e.δ M (X 1 , . . . , X N ) =δ M (X j 1 , . . . , X j N ) for any permutation of the coordinates (j 1 , ..., j N ). This may seem inappropriate for some of the applications we envision, but does not necessarily imply that the marginal classifier will perform poorly in practice. Indeed, (6) should perform well whenever the distributions of the means {µ Unlike many other popular methods for high-dimensional classification (Bickel and Levina, 2004; Cai and Liu, 2011; Fan and Fan, 2008; Han et al., 2013; Mai et al., 2012; Witten and Tibshirani, 2011) , the marginal and posterior classifiers do not directly perform feature selection; in other words, all N features are involved in the classification rulesδ M andδ P . On the other hand, following the spirit of empirical Bayes, other feature selection methods could potentially be derived from the distribution the estimatesĜ 0 ,Ĝ 1 , which form the basis of our proposed classifiers. For instance, a large value of the posterior mean difference
might be suggestive that feature j is important. This is an interesting area for future research.
Robustness to modeling assumptions
Both the marginal and posterior classifiers are motivated by the underlying model (2), which entails significant distributional assumptions. The independent features assumption, i.e. X 1 , . . . , X N are all independent, is essentially a "naive Bayes" assumption. The use of naive Bayes methods in high-dimensional classification problems has been widely advocated in theoretical work, even in settings where the features are dependent (Bickel and Levina, 2004; Domingos and Pazzani, 1997; Friedman, 1997; Hand and Yu, 2001; Zhao et al., 2014) . The performance of the marginal and posterior classifiers with correlated data is studied via simulation in Section 4. Additional strategies for handling correlated data are discussed in Section 5.2. The model (2) also contains a normality assumption, Z k j ∼ N (0, 1). In simulations in Section 4, we investigate the robustness of our classifiers to non-normality.
Finally, while the marginal and posterior classifiers are both derived under the random parameter assumption (3), this assumption is not necessary for the classifiers to perform effectively in high dimensions. This is the high-dimensional nonparametric empirical Bayes effect discussed in the first paragraph of Section 1, and it is borne out by the numerical simulations in Section 4, where µ 0 , µ 1 are taken to be fixed parameters throughout.
Some theory for the marginal classifier: A bound on the misclassification rate
Even if one assumes the model (2)-(3), the effectiveness of the marginal and posterior classifiers depends on a number of factors, including the distinguishability between G 0 and G 1 , the accuracy of the estimatesĜ 0 ,Ĝ 1 , and N . In this section, we give a bound on the misclassification rate of the marginal classifier in terms of these quantities. We focus on the marginal classifierδ M for simplicity; a theoretical analysis of the posterior classifierδ P appears to be substantially more challenging because of the ratio structure of the conditional densities
, and is an area of interest for future research. It will be convenient to measure distances between distributions in terms of the Hellinger distance, which, for densities f, g on R with respect to Lebesgue measure, is defined as
Additionally, letX
⊆ R for some finite constant B > 0, and that the training data D is independent of the test data X . Let
, where f G is the convolution density defined in (5). Then there is a constant c B > 0, which may depend on B but nothing else, such that
N τ 2 , (9)
Theorem 1 is proved in Section S1 of the Supplementary Material. It implies
and N are large, then the conditional misclassification rate of the marginal classifier is small. In Theorem 1, we useπ = 1/2 with the marginal classifier for simplicity. The theorem can be easily adapted to handle a general estimateπ, provided it is not too close to 0 or 1, with the effect of multiplying the upper bound (9) by a constant. Additionally, Theorem 1 suggests that in the classification problems studied here, the Hellinger distance d H (fĜ k , f G k ) is a reasonable performance metric for estimatesĜ k . This has been noted in other research into nonparametric mixture models (e.g. Ghosal and Van der Vaart, 2001 ); see also Theorem 2 below.
Maximum likelihood for nonparametric empirical Bayes
The Kiefer-Wolfowitz estimator
To implement the marginal and posterior classifiers (6) and (8), it remains to obtain estimateŝ G k of G k . One particularly elegant approach to estimating the parameter distribution is based on the Kiefer-Wolfowitz nonparametric maximum likelihood estimator for mixture models (Kiefer and Wolfowitz, 1956 ). The Kiefer-Wolfowitz estimator is defined as follows. Suppose that the data consists of observations X 1 , . . . , X N ∈ R and that
where Z 1 , . . . , Z N ∼ N (0, 1), µ 1 , . . . , µ N ∼ G 0 are all independent, i.e. remove the class labels k in (2)- (3). Let P denote the class of all probability distributions on R. The Kiefer-Wolfowitz maximum likelihood estimator for G iŝ
where
is the negative log-likelihood and f G is defined in (5). The Kiefer-Wolfowitz estimatorĜ essentially performs deconvolution via maximum likelihood. One advantage of the Kiefer-Wolfowitz estimator is that there are no tuning parameters; by contrast, careful tuning is typically required for other approaches to estimating G 0 , e.g. nonparametric smoothing. On the other hand, (11) is an infinite dimensional optimization problem and findingĜ is challenging.
Some basic observations suggest strategies for solving (11). Note that P is a convex set and G → (G) is a convex function, making (11) a convex optimization problem. Lindsay (1983) showed thatĜ can be represented as a discrete measure supported on at most N points in the interval [X (1) , X (N ) ], where X (1) = min{X 1 , . . . , X N } and X (N ) = max{X 1 , . . . , X N }. This reduces (11) to a finite dimensional optimization problem, and moreover implies that solving (11) is equivalent to fitting a finite mixture model with N components. The expectation maximization algorithm is a widely-used method for fitting finite mixture models (McLachlan and Peel, 2004) and has also been commonly used to findĜ in (11) (Jiang and Zhang, 2009; Laird, 1978) .
However, reducing (11) to a finite mixture model problem comes at a price: loss of convexity. The collection of probability measures supported on at most N points in not a convex set; thus, minimizing (G) over this set, as is required for the finite mixture model approach, is a non-convex problem. A practical implication of non-convexity is that popular algorithms like the expectation maximization algorithm may converge very slowly and be sensitive to initial values.
A finite dimensional convex approximation
Koenker and Mizera (2014) studied an approximate Kiefer-Wolfowitz estimator, which helps mitigate the computational issues discussed in the previous section. Their estimator solves a finite dimensional convex approximation to (11). Let K be a positive integer and define P K to be the class of probability distributions supported on the K + 1 equally spaced points
. Notice thatP K is convex, because all of its elements share the same support points µ 1 , ..., µ K . Koenker and Mizera's approximate maximum likelihood estimator isĜ
The estimatorĜ K can be easily found for N in the 10000s and K in the 100s using an R package developed by Koenker, REBayes, which relies on standard convex optimization solvers (Koenker, 2013) . Throughout the paper, we follow Koenker and Mizera (2014) and fit all estimators (12) using K = 300; our Theorem 2 below also suggest this is reasonable.
Accuracy of the approximate maximum likelihood estimator
Koenker and Mizera (2014) illustrated the superior performance of their methods and the approximate maximum likelihood estimator (12) through extensive numerical results. In this section, we present a new theoretical result on the accuracy ofĜ K , by bounding the Hellinger
. In addition to providing some support for the use ofĜ K with our proposed classifiers, Theorem 2 gives guidance on how to choose K when using this estimator in practice.
If {R N } is a sequence of random variables and {a N } is a sequence of real number, then the notation R N = O P (a N ) means that the sequence {R N /a N } is bounded in probability.
Theorem 2. Assume that X 1 , . . . , X N satisfy (10) and letĜ K be the approximate maximum likelihood estimator (12). Additionally assume that G 0 has compact support and let K = K N = N 1/2 be the greatest integer less than or equal to N 1/2 . Then
Theorem 2 is proved in Section S2 of the Supplementary Material. Recall thatĜ K is supported on a grid of equally spaced points in [X (1) , X (N ) ]; in particular, its support is random. This is one of the main obstacles in proving Theorem 2 and it is resolved via a decoupling argument.
Theorem 2 implies that in the Hellinger metric, fĜ K converges to f G 0 at rate N 1/2 / log(N ) in probability; this is very nearly the standard parametric rate N 1/2 . Ghosal and Van der Vaart (2001) proved convergence results for fĜ, whereĜ is the maximum likelihood estimator defined in (11). In particular, their Theorem 4.1 implies that under the conditions of Theorem 1 above,
Observe that the upper bounds in (13) and (14) are the same. The results by Ghosal & Van der Vaart are, to our knowledge, the best upper bounds on the convergence rate of fĜ. This suggests that fĜ and fĜ K may have similar statistical properties when K = N 1/2 . Moreover, it suggests that taking K = N 1/2 may be a reasonable choice when implementingĜ K . In particular, our choice of K = 300 in this paper may be reasonable for up to N = 300 2 = 90000. Theorem 2 should be compared with Proposition 5 in (Jiang and Zhang, 2009 ). Jiang & Zhang's result is an error bound for approximations toĜ that are derived from the expectation maximization algorithm, and suggests that taking K ≈ N 1/2 log(N ) may be appropriate for expectation maximization-based implementations. However, their result does not apply to the convex optimization-based formulation (12) that is considered in this paper.
Simulation studies
Classifiers implemented
In all of our implementations of the mariginal and posterior classifiers, we takeĜ 0 andĜ 1 to be maximum likelihood estimates, found by applying (12) to the feature means from the group 0 and group 1 training data separately, i.e. applying (12) to {n 1/2 0X 0 j ; j = 1, . . . , N } and {n
, the estimated distributions must be re-scaled by a factor of n 1/2 k . We also takeπ = 1/2. We compared the marginal and posterior classifiers to several other methods for highdimensional binary classification. The methods we considered are variants of well-known classifiers, which can be motivated by plug-in arguments involving the Bayes rule (1) and the model (2), where the mean parameters µ k j are taken to be non-random; recall, by contrast, that to derive our classifiers we assumed the µ k j were random. Under (2), the Bayes rule (1) is equivalent to
The four different classifiers that we considered can be derived from (15) by replacing ∆, µ 0 , µ 1 , and π in (15) with different estimates. As with our proposed classifiers, for each of these alternative classifiers we take π = 1/2. Additionally, in all of the classifiers that we consider µ k in (15) is replaced withμ , 1) ; differences between the methods arise in how ∆ = (∆ 1 , . . . , ∆ N ) is estimated.
In the simplest classifier that we considered, each coordinate of ∆ in (15) is replaced witĥ ∆ j =X 1 j −X 0 j . We refer to this classifier as the naive Bayes rule because of the underlying independence assumption in (2). Theoretical performance of the naive Bayes rule in highdimensions has been studied by Bickel and Levina (2004) and many others.
Perhaps the most direct competitor to our proposed classifiers is the nonparametric empirical Bayes method proposed by Greenshtein and Park (2009) . In their rule, ∆ is replaced with an estimate of the posterior mean E(∆ | D), where the coordinates ∆ j = µ 1 j − µ 0 j (j = 1, . . . , N ) are assumed to be independent draws from some unknown distribution H 0 . The distribution H 0 is estimated nonparametrically by kernel smoothing, using the training data D. Two key differences between Greenshtein & Park's rule and our classifiers are: (i) our marginal and posterior classifiers are designed to approximate the optimal classifier for the random parameter model (2)-(3), while Greenshtein & Park target the optimal classifier based on the fixed parameter model (2); (ii) our rule uses the Kiefer-Wolfowitz estimator to estimate the relevant prior distributions, while Greenshtein and Park (2009) 
Another classifier that we considered in the simulations involves thresholding. The difference vector ∆ is replaced with∆
. . , N ) and λ ≥ 0 is chosen to minimize the misclassification rate on the testing data. We refer to this as the thresholded naive Bayes method. This method is very similar to the high-dimensional classifier proposed in (Fan and Fan, 2008 ). However, the thresholding level here is chosen to minimize errors on the testing data, which is typically impossible in practice; thus, the thresholded naive Bayes classifier may be viewed as an oracle version of Fan & Fan's classifier.
Finally, we considered the classifier proposed in (Mai et al., 2012) . This is the only classifier we considered that is specifically designed to account for correlation between the features; in other words, it is actually designed for a more general model than (2), where Cov(X k |µ k ) = I. For Mai et al.'s classifier, ∆ is replaced with the vectorβ λ ∈ R N , which solves
The parameter λ ≥ 0 is a tuning parameter that we chose by 10-fold cross-validation, using the dsda R package (Mai et al., 2012) . Observe that (17) is an instance of the lasso problem (Tibshirani, 1996) , and that this classifier may be viewed as a version of "lassoed"-linear discriminant analysis. Other related methods have been proposed by Witten and Tibshirani (2011), Fan et al. (2012) , and Han et al. (2013) .
Simulation settings
In all of our simulations, we generated data
In the initial settings we considered, we took
and independent Z 1 , . . . , Z N ∼ N (0, I N ), where I N is the N × N identity matrix. For µ 1 the first m components were equal to m −1/2 and the remaining components were equal to 0. The vector ∆ = µ 1 − µ 0 = C(m −1/2 , . . . , m −1/2 , 0, . . . , 0) has 2 -norm equal to C. Thus, C is a measure of signal strength and m is a measure of sparsity. We took N = 1000 and N = 10000, and considered several combinations of C and m in the simulations.
In contrast to (19), we simulated other situations where both µ 0 , µ 1 = 0 and the distributional assumptions underlying our proposed classifiers were violated. In each of these settings, we took
In both (19) and (20), ∆ = µ 1 − µ 0 is the same. This is noteworthy because the proposed marginal and posterior classifiers target the distribution of µ 0 and µ 1 separately, through the estimatesĜ 0 andĜ 1 , while each of the other classifiers that we consider in the simulations estimates the difference ∆ = µ 1 − µ 0 directly. Under (18) and (20) we took N = 10000, and first generated independent Gaussian features with Z 1 , . . . , Z N ∼ N (0, I N ). Next we studied the robustness of our classifiers to the Gaussian feature assumption. We simulated independent heavy-tailed Z i such that 3 1/2 Z i ∼ t 3 (i = 1, . . . , n) followed a t-distribution with 3 degrees of freedom; the 3 1/2 factor implies that Var(Z i ) = 1. In the independent Gaussian and t 3 simulations, we considered various combinations of C, m.
Lastly, still following (18) and (20) with N = 10000, we simulated data with correlated features. In these settings, Z 1 , . . . , Z N ∼ N (0, Σ), where Σ was either an autoregressive-type correlation matrix, with the jkth entry equal to ρ |j−k| (j, k = 1, . . . , N ), or an exchangeable matrix, where the diagonal entries were equal to one and the off-diagonal entries were all equal to ρ. We considered, m = 5000, and ρ = 0.3, 0.5, 0.7, and 0.9. For the autoregressive-type correlation we set C = 6 and for the exchangeable correlation we set C = 50.
For each of the simulation settings we trained the classifiers using n 1 = 25 observations with Y i = 1 and n 0 = 25 with Y i = 0, so that n = n 0 + n 1 = 50, and tested them on 200 new observations from (18), where 100 were generated from group 0 and 100 from group 1. To measure the performance of each classifier, we calculated its misclassification rate over all 200 test observations. We then averaged the rates over 100 simulations. We emphasize that µ 0 , µ 1 were taken to be fixed vectors in all of the simulation settings. Results for independent Gaussian features are reported in Table 1 . The lowest misclassification rates were obtained by either the marginal or the posterior classifier in nearly all of the settings. For example, when N = 10000, m = 100, and C = 6, the posterior classifier outperformed all competitors by almost an order of magnitude: it achieved a misclassification error of 0.020, while best error rate of the other classifiers was 0.134, achieved by the thresholded naive Bayes rule. Our rules' performances seem especially impressive when compared with that of the thresholded naive Bayes rule and the classifier of Greenshtein and Park (2009) . Indeed, one might expect that the settings considered here, with independent Gaussian features, would be favorable to the thresholded naive Bayes, which has access to an oracle specifying the optimal thresholding level. The Greenshtein and Park (2009) rule and our classifier both utilize nonparametric empirical Bayes methods; thus, the superior performance of our classifier appears noteworthy.
Simulation results
The posterior classifier outperformed the marginal classifier for small m. This is likely because when m is small, the empirical distributions of the µ 0 j and the µ 1 j are similar. As discussed in Section 2.2, this causes trouble for the marginal classifier, and in these cases we expect the posterior classifier to be superior. As m increases, G 1 becomes more different from Table 2 . For independent Gaussian features with m = 100, the thresholded naive Bayes rule had the best performance; for m = 100 and C = 6 the classifier of Greenshtein and Park (2009) also performed very. However, for Gaussian features and larger m, the marginal and posterior classifiers performed the best. For independent heavy-tailed t 3 features, the thresholded naive Bayes classifier again performed the best for small m, while the classifier of Greenshtein and Park (2009) seemed to perform best for larger m. Our marginal classifier performed quite poorly for heavy-tailed features, but, for larger m, the posterior classifier was fairly close to Greenshtein & Park's. Finally, the performance of our classifiers with correlated Gaussian features and dense µ k depended on the type of correlation. Under an autoregressive structure our posterior classifier was the best in all cases, followed closely by our marginal rule. However, under an exchangeable structure the method of Mai et al. (2012) outperformed all classifiers. This illustrates the value of explicitly accounting for correlation. To this end we discuss a simple correlation screening strategy in Section 5.2, which we apply in our analysis of real data.
Real data analysis
The Microarray Quality Control Phase II project
We applied our proposed rules, along with competing methods, to four classification problems posed as part of the Microarray Quality Control Phase II project (MAQC Consortium, 2010), which aimed to determine best practices for the development of prediction algorithms based on microarray data. The project included multiple datasets, available from the Gene Expression Omnibus under accession number GSE16716. The four classification tasks considered here involve a breast cancer (Hess et al., 2006 ) and a multiple myeloma dataset (Shaughnessy et al., 2007) .
The breast cancer training data consisted of n = 130 subjects and N = 22283 probesets, i.e. genes, which serve as features, and the independent validation data consisted of 100 subjects. The outcomes of interest were response to a particular type of therapy and estrogen receptor status. The myeloma training data contained 340 subjects with 54675 probesets, and the independent validation data contained 214 subjects. The outcomes of interest were overall survival and event-free survival past 730 days. There were no censored observations prior to 730 days, so these are binary outcomes amenable to classification algorithms.
Here the features do not have unit variances. To implement our marginal and posterior classifiers we standardized the features to have unit sample variance in each group. Given a new observation X we calculated the marginal density f k (X ) or the posterior density f k (X | D, G k ) after first standardizing each component of X byσ k j , the feature standard deviation estimated from group k (j = 1, . . . , N ; k = 0, 1). To implement naive Bayes, the Greenshtein and Park (2009) classifier, and the Mai et al. (2012) classifier, we standardized the features in the training and testing data by the pooled estimated standard deviation {(n 0 − 1)σ 0 j + (n 1 − 1)σ 1 j }/(n − 2) because it is less clear how one should adapt these procedures to account for differing group-level standard deviations. We also implemented a version of naive Bayes that allows for group-specific standardization. In particular, we implemented a version of quadratic discriminant analysis:
k is the density of a multivariate normal with meanμ k and covariance diag{(σ k j ) 2 }. In the data analysis we do not know the optimal threshold for the thresholded naive Bayes classifier. Instead, after standardizing features by the pooled standard deviation, we used the method proposed by Fan and Fan (2008) , which is also a thresholding-based classifier. We Table 3 Misclassification errors on data examples. ER: estrogen receptor; OS: overall survival; EFS: event-free survival; Marginal: marginal classifier; Posterior: posterior classifier; NB: naive Bayes classifier; GP: classifier proposed by Greenshtein and Park (2009) ; MZY: classifier proposed by Mai et al. (2012) ; FAIR: classifier proposed by Fan and Fan (2008) ; QDA: quadratic discriminant analysis classifier. "*" indicates smallest error rate for each setting. chose the threshold level in (16) as in Theorem 4 of Fan and Fan (2008) , where the authors derived an expression for the misclassification error, derived the threshold that minimizes this error, and then used the training data to estimate this threshold.
Dataset
The number of misclassification errors in the test data for the various datasets and methods are reported in Table 3 . Our marginal classifier had the best performance in two of the four problems. In the others, the classifier of Mai et al. (2012) was the best, though for the overall survival outcome in the myeloma dataset the marginal classifier had only one more misclassification error than the Mai et al. (2012) classifier. It is interesting that here the marginal classifier outperformed the posterior classifier in nearly all cases, while the posterior classifier was generally better in simulations. This may be because the marginal classifier is less likely to overfit to the training data as compared to the posterior classifier.
Correlation
Our proposed classifiers, along with most of the other classifiers considered in this data analysis and in the simulations, treat the features as if they were independent, which is almost certainly incorrect. As discussed in Section 2.4 above, this approach has been advocated in some settings. However, it remains of interest to investigate more comprehensive strategies for handling correlated data.
In order to see if our classifiers' performance on the real data could be easily improved by accounting for correlation, we decided to implement it in conjunction with a simple generic method for handling correlation in high-dimensional analysis, inspired by Jiang (2004) and Dicker (2014) . For this modified classifier, we simply discard highly-correlated features from the dataset before applying our classifier to the remaining features. Specifically, results from Jiang (2004) imply that if the features are independent, then the maximum absolute correlation between features is approximately 2{log(N )/N } 1/2 . We first sort the features in descending order by the magnitude of its estimated mean difference between the two classes. For each feature in the list, we calculate its correlation with the remaining features and remove those with absolute sample correlation greater than 2{log(N )/N } 1/2 . Dicker (2014) implemented a similar procedure for screening-out correlated predictors in high-dimensional linear models. Results are reported in Table 4 . It is noteworthy that the screened versions of our classifiers outperform the unscreened version in each of the analyzed datasets, sometimes by a factor of two. The correlation screening procedure is surely sub-optimal for handling correlation in general. Still, these results are encouraging, because they suggest that simple and effective approaches to improving the performance of classifiers based on the naive Bayes assumption are available. Further pursuing these ideas is an area of interest for future research.
Supplementary material S1. Proof of Theorem 1
Before proving Theorem 1, we give a lemma. The proof of the lemma follows easily from Theorem 5 of (Wong and Shen, 1995) , by inspecting the proof of Lemma 4.1 from (Ghosal and Van der Vaart, 2001 ).
Lemma S1. Let G 0 , G 1 andĜ 0 ,Ĝ 1 be as in the statement of Theorem 1 and assume that D is independent of X . Then there is a constant γ B > 0, which may depend on B but nothing else, such that for k = 0, 1,
We proceed to prove Theorem 1. First, define the event
For any constant Z > 0, observe that
and assume that Z has been chosen so that Z > K(G 0 ,Ĝ 0 ). Then, by Chebyshev's inequality and Lemma S1,
for some constant C > 0. To bound A 1 (Z), we use Lemma 1 of (Wong and Shen, 1995) :
where the last inequality follows from the fact that 1 ≤ τ /2. Now take Z = τ 2 /8 and c B = 16γ B . Then, by Lemma S1,
and it follows that
The probability P {δ M (X ) = Y, Y = 1} is bounded in the exact same way and Theorem 1 follows.
S2. Proof of Theorem 2
Before proceeding to the proof of Theorem 2, we state and prove the following lemma.
Lemma S2. Suppose that G 0 is supported on the compact interval [a, b] . Fix a positive real number ∆ > 0, and suppose that µ = µ 1 ∈ R satisfies a ≤ µ < a + ∆. Define K ∆ = (b − a)/∆ + 1 and let
where c a,b ∈ R is a constant depending only on a, b.
Proof of Lemma S2. Define µ 0 = −∞ and let M = max{|a|, |b|}. Observe that
For any x ∈ R, we additionally have
Furthermore, since φ (|x|) is decreasing when |x| > 1, if |x| > M + 1, then
Combining (21)- (22) yields
The lemma follows.
Returning to the proof of Theorem 2, we follow techniques very similar to those found in (Wong and Shen, 1995) . Assume that the support of G 0 is contained in the closed interval [a, b] , for fixed real numbers a < b. Let Z > 0 be a real number and let X (1) ≤ X (2) ≤ · · · ≤ X (N ) be the order statistics for the data X 1 , . . . , X N . Define the events
The probability P (B) is easily bounded. Indeed, we have
Clearly,
where Φ is the standard normal cumulative distribution function. On the other hand,
and, similarly,
We conclude that
and
To prove the theorem, we bound P {A K (Z) ∩ B} and choose K, Z appropriately. We follow the notation from Lemma S2 and, on the event B, consider the (random) distribution function G ∆,µ , where µ = X (1) + (X (N ) − X (1) )k/K,k satisfies
and ∆ = (X (N ) − X (1) )/K. Observe that for constants c 1 > 0,
Thus, P {A K (Z) ∩ B} ≤ P 1 + P 2 , where
and, similar to (Wong and Shen, 1995) , P * denotes the outer-measure corresponding to P . By Theorem 3.1 of (Ghosal and Van der Vaart, 2001) and Theorem 1 of (Wong and Shen, 1995) , c 1 and an additional constant c 2 > 0 may be chosen so that if Z ≥ D a,b log(N )/ √ N for some sufficiently large constant D a,b > 0, which may depend on (a, b), then Now define
By Lemma S2 above and Lemma 4.1 of (Ghosal and Van der Vaart, 2001) , there are constants c
(1)
a,b depending only on a, b, such that on the event B,
whenever c a,b log(N )/K < 1/2. We conclude that if
where 
1 W
2 ; B, (X 1 , X 2 ) = (X (k) , X (l) ) = E W
2 ; B + 2
2 ; B, (X 1 , X 2 ) = (X (k) , X (l) ) + 2
2 ; B, (X 1 , X 2 ) = (X (1) , X (k) ) + 2
2 ; B, (X 1 , X 2 ) = (X (k) , X (n) )
2 ; B, (X 1 , X 2 ) = (X (1) , X (n) ) = E W
2 ; B
+ 2
2 ; B, (X 1 , X 2 ) = (X (1) , X (n) ) .
Now we bound the terms in (31) separately. Let X 1,2
(1) = min{X 3 , X 4 , . . . , X N } and let X Putting everything together, we have 
.
Theorem 2 follows.
