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Abstract. This report presents an initial framework for modelling and
analyzing algorithms that approximate fixed points of vector functions
defined over multiple domains. We assume successive approximations of
the algorithms form a well partial order, and prove that such (sequential)
algorithms terminate with a unique result.
1 Introduction
Our aim is to investigate schemes for approximating fixed points of vector func-
tions defined over multiple domains. A particular application of such schemes is
structured occurrence nets (SONs) [1] and their extensions.
2 Sequential approximation
We first formulate a general statement of the approximation problem we will be
addressing, then demonstrate two basic results that will be used in the specific
context.
Assume a Cartesian domain D = D1 × · · · ×Dn consisting of n ≥ 1 implic-
itly ordered and indexed sub-domains Di. Each Di represents a set of possible
approximations of some parameter in a system. For example, Di can be the set
of possible closed interval approximations DE of a time parameter associated
with node i of a SON, where the interval end-points take values from a discrete
set E of reals (i.e. for all e, e′∈E, there are only finitely many e′′∈E such that
e ≤ e′′ ≤ e′).
Therefore, a vector d=(d1, . . . , dn)∈D can be regarded as an approximation
of n different parameters. In the dynamic scenario we consider in this paper,
these approximations can be inaccurate initially, but through their repeated re-
calculation (or re-evaluation) they can be improved, ending with approximations
that cannot be improved further, and (therefore) can be regarded as optimal (i.e.
the best). To capture such a scenario, we need additional notions and notations,
described as follows:
1. We need to compare approximations of individual parameters. Therefore, we
assume there is a well partial (i.e. Noetherian) order i for each sub-domain
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Di. That is, there is no infinite ≺i-descending chain · · · ≺i d2 ≺i d1 ≺i d0.
Intuitively, d i h implies that d is at least as good as h as an approxima-
tion of the actual value of the i-th parameter, and that moreover, the initial
approximation cannot be improved indefinitely.
In the case of interval approximations DE , we can define [e, e
′] ≺E [e′′, e′′′]
if e′′ ≤ e and e′ ≤ e′′′. Note that ≺E is a well partial order as E is a discrete
set of reals.
2. The orderings 1, . . . ,n give rise to a well partial order  on D, defined
component-wise so that, for all d = (d1, . . . , dn) and h = (h1, . . . , hn) in D,
we have d  h if di i hi for every i ≤ n.
3. The improvement of parameter approximations will be represented by the
functions
fi : D→ Di for every i ≤ n
That is, each improvement is ‘local’ in the sense of providing possibly better
approximation for just one parameter. However, at this point, we do not as-
sume that improvements are based on any kind of local information. Instead,
we make two basic assumptions about the improvement of approximations
implemented by the fi functions:
fi(d) i di for every d = (d1, . . . , dn) ∈ D (1)
fi(d) i fi(h) for all d,h ∈ D satisfying d  h (2)
Both assumptions are natural: (1) means that applying fi improves the cur-
rent approximation of the i-th parameter, and (2) that starting from a better
approximation is beneficial.
We lift each fi to
fi : D→ D
so that for every d ∈ D, fi(d) is d with its i-th component replaced by fi(d).
Intuitively, fi represents the change to a global approximation resulting from
an improvement of the approximation of the i-th parameter. We also denote
F = {f1, . . . , fn}
4. A vector d = (d1, . . . , dn) in D is defined to be a stable approximation if
fi(d) = d for every fi ∈ F
Intuitively, stable approximations are those that we aim to derive through
repeated improvements by applying the functions in F, starting from some
initial approximation.
Given an arbitrary initial approximation d, there can be different stable
approximations h satisfying h  d, and we are interested in finding ‘the best’
h. An intuitive criterion for selecting ‘the best’ stable approximation is that it
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should not exclude any combination of parameter values that is consistent with
the initial approximation d. Intuitively, each improvement function fi is assumed
to be ‘safe’, that is, its application does not rule out any previously consistent
combination of parameter values. Therefore, if no other means for improving the
current approximation of parameters is available, the only way to proceed is to
apply one of the functions in the set F.
To prepare the ground for the results concerning parameter approximations,
we need a notion capturing an arbitrary process of successive improvements
resulting from applications of the functions in the set F.
A finite sequence σ = fi1 . . . fik (k ≥ 0) of functions in F can itself be inter-
preted as a function:
σ : D→ D
such that, for every d ∈ D:
σ(d) = fik(. . . fi1(d) . . . )
In other words, such a σ can be seen as a finite improvement process. We say
that h ∈ D is sequentially reachable from d ∈ D if there is σ ∈ F∗ such that
h = σ(d).
It turns out that the process of applying successive improvements is mono-
tonic.
Theorem 1 (monotonicity). For every finite sequence σ ∈ F∗:
1. σ(d)  d, for every d ∈ D
2. σ(d)  σ(h), for all d,h ∈ D satisfying d  h
Proof. Follows from (1) and (2) above, and straightforward induction. uunionsq
Moreover, every initial approximation can be successfully turned into a stable
approximation.
Theorem 2 (reachability of stable approximations). For every d ∈ D,
there exists a unique stable approximation dstable sequentially reachable from d.
Proof. We first show that there is at least one stable approximation sequentially
reachable from d. Let σ = f1 . . . fn, d0 = d, and for every i ≥ 1, di = σ(di−1).
Clearly, each di is sequentially reachable from d. By Theorem 1(1), we have:
· · ·  di  · · ·  d1  d0
and so, as  is a well partial order, there is k ≥ 1 such that:
dk = dk+1 = dk+2 = · · · = dstable
We observe that since each fi ∈ F occurs in σ, dstable is a stable approximation
sequentially reachable from d.
We now show that dstable is a unique stable approximation sequentially reach-
able from d. Let h = dstable and σ be as above. Suppose that h
′ is a stable
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approximations sequentially reachable from d. Hence there is σ′ ∈ F∗ such that
h′ = σ′(d). By Theorem 1(1), we get:
σ(d)  d and σ′(d)  d
Hence, by Theorem 1(2), we obtain:
σ′(σ(d))  σ′(d) and σ(σ′(d))  σ(d)
Thus, since σ(d) and σ′(d) are stable:
σ(d)  σ′(d) and σ′(d)  σ(d)
As a result, σ(d) = σ′(d), and so h = h′. uunionsq
Thus, we have demonstrated that for each initial parameter approximation d,
there is ‘the best’ sequentially reachable stable parameter approximation dstable
that can be used in place of d. Moreover, in the proof of the first part of The-
orem 2, we provided a straightforward procedure for deriving dstable. Such a
procedure is not unique (of course) and we will now introduce a wide range of
procedures of this kind.
Our goal is the development of a strategy for successive applications of the
members of F, starting from an initial parameter approximation d ∈ D, that
leads to the stable approximation dstable in a finite number of steps. Clearly,
not all strategies for applying the functions in F would normally work. For
example, repeatedly applying just one function, say f1, is unlikely to deliver a
stable approximation in all but a very few special cases. However, it turns out
there is a wide range of strategies for applying the functions in F that always
succeed, and moreover deliver the deterministic result dstable, even though the
process of applying the functions is non-deterministic. To show this, we consider
the following meta-algorithm:
algorithm seqImprove
input x = d
while x not stable do
choose fi
x = fi(x)
return x
In the above, it is assumed that the procedures for choosing fi and applying fi
are both effective (hence, checking for the stability of x is also effective), and
that the algorithm is fair. Fairness means that if a run of seqImprove is non-
terminating, then each of the functions fi has been selected infinitely many times.
Other than that, the selection procedure is completely arbitrary; in particular,
it can be non-deterministic. An example of a fair algorithm implementation is
cyclicImprove which selects the fi functions in a fixed cyclic manner as in the
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proof of Theorem 2 (of course, the algorithm stops if at any stage a stable
approximation x has been obtained).
Despite allowing a highly unrestricted way of applying the improvement func-
tions in F, it turns out that seqImprove always terminates, and so by Theorem 2,
delivers the unique stable approximation sequentially reachable from the initial
input approximation.
Theorem 3. seqImprove always terminates.
Proof. Suppose that seqImprove does not terminate for d ∈ D. This means that
there is an infinite sequence i1, i2, i3, ... of integers from the set {1, . . . , n} such
that the infinite sequence:
d0 = d,d1 = f1(d0), . . . ,di = fi(di−1), . . .
is the infinite sequence of the consecutive values of the vector variable x; more-
over, none of these values is a stable approximation. It then follows from Theo-
rem 1(1), that
· · ·  di  · · ·  d1  d0
and so, as  is a well order, there is k ≥ 1 such that
dk = dk+1 = dk+2 = · · · = h
Now, since the choice of the function application in seqImprove is fair, each fi ∈ F
occurs in the sequence fik fik+fik+2 . . . at least once. However, this implies that
h is a stable approximation, which yields a contradiction. Hence, seqImprove
always terminates. uunionsq
Therefore, we conclude that any scheme which chooses the functions fi in a
fair way leads to a terminating algorithm for finding the unique stable approxi-
mation sequentially reachable from the initial input approximation. For example,
the following algorithm implements the cyclic scheme used in the proof of The-
orem 2:
algorithm cyclicImprove
// f1 . . . fn any enumeration of F
input x = d
i = 1
while x not stable do
i = (i mod n) + 1
x = fi(x)
return x
2.1 The case of acyclic data dependencies
A SON is a finite directed acyclic graph, each node of a SON has a finite number
of parameters, and each parameter takes its value from an interval defined by
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end-points taken from a discrete set (see [2]). SONs satisfy conditions 1 – 4 de-
fined in Section 2, and (therefore) both seqImprove and Theorem 3 are applicable
to SONs.
It is important to investigate how the meta-algorithm seqImprove can be
optimised for specific domains and improvement functions so that its efficiency
can be increased significantly. One approach is to find ‘the best’ function se-
lection mechanism. This can depend on the dependencies between parameters,
and hence between their respective domains. For example, each function fi may
depend only on a subset of ‘neighbouring’ domains. The relationship between
the topology of these dependencies (which is related to the SON graph), and the
actual definitions of the functions could be a rich field for our investigations.
We start by considering the case where the dependencies between the domains
are acyclic. That is, there is an acyclic and reflexive relation  on {1, . . . , n}
such that, for all i ≤ n and d = (d1, . . . , dn),h = (h1, . . . , hn) ∈ D, we have:
fi(d) = fi(h)
whenever di = hi and dj = hj , for all j ≤ n satisfying j  i. It can be shown
that fi(d) i fi(h) provided that di i hi and dj j hj , for all j ≤ n satisfying
j  i.
Of course, we could apply cyclicImprove in this case, but this would be very
inefficient (as in many cases). Instead, we can sort the fi functions in a topological
order, and then select them following the obtained sequence. Moreover, for each
selected fi, we apply it repeatedly until no further improvement is made, in the
following way:
algorithm topsortImprove
// f1 . . . fn any topologically sorted enumeration of F
input x = d
for i = 1 to n do
continue = true
while continue do
y = x
x = fi(x)
if x = y then continue = false
return x
In other words, we fully evaluate the parameters in the order determined by the
acyclic dependence relation.
We can see that the algorithm will, as a result, reach a stable approximation
so that there is no need to select any function after that.
Theorem 4. For each d∈D, the algorithm topsortImprove always terminates
and returns dstable.
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Proof. We can assume that the ordering of the domains in D is exactly the same
as the topologically sorted enumeration of F in the definition of topsortImprove.
We first observe that, for all i ≤ n and v ∈ D there is k ≥ 1 such that:
– fki (v)  fk−1i (v)  · · ·  f2i (v)  fi(v)  v (by definition of fi); and
– fk+1i (v) = f
k
i (v) (because  is a well partial order on D).
This implies that topsortImprove always terminates (because n is finite).
Now suppose that di is the value of x after the i-th pass of the for-loop.
To conclude the proof, by Theorem 2, it suffices to show that dn is stable. We
observe that, for every i ≤ n, by the assumed topological ordering of the domains
in D and the fact that the first i parameters of di,di+1, . . . ,dn are identical,
we obtain that the i-th parameter in di, fi(di), fi(di+1), . . . , fi(dn) is the same.
Thus dn is stable, completing the proof. uunionsq
If the functions fi are idempotent, that is, for every d∈D:
fi(fi(d)) = fi(d)
then we can simplify algorithm topsortImprove so that each improvement func-
tion is applied exactly once, to obtain the following:
algorithm simpletopsortImprove
// f1 . . . fn any topologically sorted enumeration of F
input x = d
for i = 1 to n do
x = fi(x)
return x
Theorem 5. If all functions in F are idempotent then for each d ∈ D, the
algorithm simpletopsortImprove always terminates and returns dstable.
Proof. If all functions in F are idempotent then the body of the for loop in al-
gorithm topsortImprove becomes functionally equivalent to the body of the for
loop in algorithm simpletopsortImprove (by definition of idempotency), which
implies topsortImprove and simpletopsortImprove become functionally equiva-
lent (by their definitions),1 which implies algorithm simpletopsortImprove al-
ways terminates and returns dstable (by Theorem 4). uunionsq
3 Future Work
The framework will be extended to represent parallel approximation algorithms.
We will also use the framework to examine the relationship between the topology
of parameter/domain dependencies and function definitions in order to develop
efficient SON-based approximation algorithms.
1 Notice that simpletopsortImprove is more efficient than topsortImprove as the former
always involves a single call of each fi, whereas the latter involves one or two calls
of each fi. This justifies having a separate algorithm for idempotent fi functions.
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