increasing density of vehicles simultaneously in operations, spectrum management and network optimization is becoming a major issue for UVS [1] .
The communication quality requirements for UVS favor small inter-vehicle distances or high altitudes and are therefore in conflict with the operational requirements, since better sensing requires low altitude operations and better exploration requires spreading the network. Much work in mobile robotics has focused on trajectory planning and deployment under communication constraints, but generally by assuming very simplified connectivity constraints and communication models. In particular, the disc model enables the use of graph theoretical methods to account for connectivity constraints, see e.g. [5] , [6] . However, such models are inadequate to optimize global performance metrics for the network, such as bandwidth specifications between distant terminals, or to exploit the spatial diversity in the inter-robot channels to adaptively route the traffic. Interferences are also not taken into account.
Recently however, more realistic wireless channel models have been used in robotics [7] [8] [9] . Firouzabadi and Martins [10] consider a network optimization problem including node placement and optimal power allocation, and solve it using geometric programming. Zavlanos et al. [11] , [12] consider a problem similar to the one presented in this paper, including robot motion planning and packet routing. Other related communication-constrained deployment problems are treated in e.g. [13] , [14] , and some experimental studies can be found in [15] [16] [17] . However, virtually all proposed approaches rely on known, and often deterministic models of the channel gains. In this case, the resulting trajectory planning algorithms can operate "open-loop", without ever relying on wireless channel measurements. Unfortunately wireless channel modeling is notably difficult, especially for indoor environments [4] , and the lack of robustness of the proposed methods to modeling errors has been discussed only in a few cases [7] , [9] . Fink et al. [13] , [18] , [19] discuss a robotic network controller that includes a separate communication channel estimation component, but in general little is known on how to naturally integrate on-line wireless channel measurements in a feedback motion planner.
Contributions and Outline. As described in Section II, we consider generic communication-constrained deployment problems, where the goal is to move a mobile robotic network from an initial configuration to a desired steady-state configuration appropriate for a given task, without directly attempting to optimize its transient trajectory. This framework has a wide range of applications in robotics [20] , including 0733-8716/12/$31.00 c 2012 IEEE formation control [21] , coverage control [22] , dynamic vehicle routing [23] , or target tracking [24] , and can also be used to continuously adapt the configuration in slowly varying environments. One of its main advantages is that it typically leads to distributed algorithms, which are more amenable to implementation in large networks. In Section III, we develop a primal-dual optimization algorithm that progressively drives the robots toward a satisfying spatial configuration for the task, while ensuring that the resulting network can support the desired communication flows between vehicles and with the base stations. This method only weakly couples the motion planning and communication optimization components, via a set of Lagrange multipliers. Moreover, an attractive feature of the algorithm is that it can be easily modified to plan the trajectories using channel measurements rather than prespecified channel models, as detailed in Section IV. The measurement-based algorithm relies in particular on a random sampling direction approach proposed in the stochastic optimization literature [25] , [26] , which requires little additional coordination between the robots. Formal convergence results for the algorithms are stated in Sections III-C and IV-B, and simulation results for three illustrative scenarios are discussed in Section V. Finally, we conclude in Section VI.
II. JOINT DEPLOYMENT AND COMMUNICATION OPTIMIZATION

A. Task Potential
Consider a mobile robotic network consisting of n robots evolving in a workspace W ⊂ R d , with positions denoted
T ∈ W n . We use boldface letters for vector quantities, and denote [n] := {1, . . . , n}. For simplicity, we assume throughout the paper that W is compact and convex. Some of the robot positions may be fixed, so that these "robots" can also represent a fixed communication infrastructure composed of base stations, with which the mobile elements must maintain communication. We consider high-level motion planning problems where we neglect the dynamics of the robots, whose positions evolve in discrete time as
Here P W denotes the projection on W used to keep the iterates within the workspace, and
The quality of the deployment of the mobile robotic network is captured by a potential field G(x) [21] , [27] , [28] , whose minimum corresponds to a desired steady-state configuration x * for the group. We call this function the task potential. The deployment problem for this task potential consists then in designing feedback control laws allowing the system to reach x * starting from an initial configuration x[0]. For example, a simple quadratic potential
can be used to bring robot 1 to a known target location q * . Diverging barrier potentials can be used for inter-robot and obstacle avoidance in non-convex workspaces [27] , [28] , and other potential functions can force groups of robots to maintain certain formations [21] . Another example of a task potential for a group of robots is the coverage control task potential introduced by Cortés et al. [22] . To describe it, consider a scenario where some events of interest can occur in the workspace with their location distributed according to some probability measure P Z on W. The coverage control problem consists in finding a steady-state configuration for the robotic network that minimizes the objective
where E Z is the expectation operator corresponding to P Z and c is an increasing, continuously differentiable function. This objective measures the steady-state average "service" performance for the events, assuming that an event is serviced by the robot closest to its location, say robot i, at a cost c( Z − x i ). Note that for c(x) = x 2 , the potential (3) is nothing but the quadratic vector quantization performance index [29] , with the robot positions playing the role of the quantizers.
For a deployment problem with task potential G, a popular type of feedback controller takes a truncated gradient form [27] 
where
, otherwise. The resulting gradient descent algorithm (1) only leads to the set of critical points of G in general. We follow this approach nonetheless, as global minimization of interesting task potentials for most multi-robot deployment problems, such as (3), is computationally intractable.
B. Wireless Networking
Because the deployed robotic network must also satisfy certain communication constraints, the gradient controller (4) needs to be modified. Indeed, path loss and interferences make the achievable wireless communication rates highly dependent on inter-robot distances. In this section we review some terminology and basic principles of wireless networking, in order to express these communication constraints quantitatively.
Each robot is equipped with a wireless terminal, and wishes to deliver communication packets to other robots and base stations for different application level flows, where a flow φ is associated to a given final destination dest(φ). Note that several flows can have the same destination. The set of flows is denoted Φ. The amount of information for flow φ ∈ Φ accepted at robot i = dest(φ) at time k is denoted a This capacity is also nonnegative and in general random, determined at the physical layer by the fading state and the chosen communication scheme, through coding and the allocation of transmission time-slots, frequencies and powers [4] .
Let us illustrate in more details how the robot positions influence the channel capacities. Assume that a set F of frequency tones is available to communicate. For every pair
denote the channel power gain at period k on frequency f , from terminal i at position x i to terminal j at position x j . Following standard practice in wireless communications, we assume that {h
is the realization of a random vector H[k; x] [4] . Channel gain models generally take the form
is a zero-mean random variable modeling fading and shadowing effects [4] . The function l f (x i , x j ) models the deterministic path loss between positions x i and x j . Let p f ij denote the power used by terminal i to communicate with terminal j over the frequency tone f . Many communication schemes result in link capacities that are functions of the signal to interference plus noise ratios (SINR)
where σ j denotes the noise power at receiver j and 1/S is the interference reduction due to signal processing, e.g., S is approximately equal to the processing gain in a CDMA system [4, chapter 14] . With capacity-achieving channel codes, we could have for example
. Remark 1: Frequency and power allocation optimization can also be included in our framework, following [30] . These variables are not included below for clarity of exposition, our focus being on the role of controlled mobility on communication performance.
Coming back to the communication constraints, to ensure boundedness of the queues at all terminals, it is sufficient to ensure that the long-term average amount of information accepted at each terminal is less than the long-term average amount of information forwarded to other terminals [31] , i.e.,
∀φ, ∀i = dest(φ), (7) assuming for now that the limits exist. We denote the longterm averages in the following by
Moreover, the long-term average amount of information circulating on link (i, j) cannot exceed the long-term average capacity. We assume that for each fixed configuration x, the capacity values c ij [k; x] form a temporal sequence of identically and independently distributed (iid) random variables, with mean c ij (x). By the strong law of large number, we have
In fact, the algorithm below works with general ergodic Markov chains instead of iid sequences, with more technical assumptions for convergence in Theorem 5. For a robotic network in a fixed configuration x, we then have the constraint
With the introduced notation, we can rewrite the inequality constraints (7) and (9) n such that the constraints above are satisfied is said to be feasible. We would like to select, among these feasible points, one that is (at least locally) optimal according to a given criterion, including the task potential for the configuration component.
C. Joint Optimization Problem
We introduce concave utilities U 
For a fixed configuration x, the problem (10)- (14) is convex in the communication rates a, r. However, the presence of the configuration vector x makes the problem non-convex in general, because most useful multi-robot task potentials G are not convex and the mean capacities c ij (x) in (12) are not concave functions of x. Still, following standard practice in robotics [21] [22] [23] , [27] , one can at least look for a locally optimal solution to the constrained problem (10)- (14) . Moreover, by using a gradient-based algorithm similar in spirit to (4), we can obtain a feedback controller driving the robotic network progressively toward this locally optimal configuration. The next section introduces a primal-dual optimization algorithm for this purpose.
III. PRIMAL-DUAL ALGORITHM
We assume in this section that the average channel capacities c ij (x) in (12) are known functions. Problem (10)- (14) is then a deterministic optimization problem, for which many nonlinear programming techniques are available [32] . Here we concentrate on a primal-dual augmented Lagrangian algorithm [32] . Section III-B motivates this choice.
Define the dual variables λ φ i ≥ 0, i = dest φ, and μ ij ≥ 0, i = j, associated with (11) and (12) respectively. We gather the primal and dual variables in the vectors y = (x, a, r) and ξ = (λ, μ) respectively. The region defined by W and the box constraints (13), (14) for the primal variables is denoted Y. Next, let F (y) denote the objective function (10), and denote the functions appearing in the constraints (11), (12) as
, and r
We can always rewrite an inequality constraint K(y) ≤ 0 as an equality constraint K(y) + z 2 = 0, with z a slack variable. Doing this for (11), (12) leads to the definition of the augmented Lagrangian [32, Section 4.2] for the equivalent equality-constrained problem
where ρ > 0 is a penalization parameter, and the variables z φ i and z ij are slack variables. Partial minimization with respect to the slack variables, as detailed in [32, p. 406] , allows us to work with the following simpler version of the augmented Lagrangian function, which depends only on the original primal and dual variables
Many optimization algorithms aim at computing a KarushKuhn-Tucker (KKT) point (y * , ξ * ) where the necessary optimality conditions for (10)- (14) are satisfied [32] . Consider a first-order primal-dual algorithm of the form
where α k , β k are prespecified stepsizes chosen as discussed in Section III-C, P Y denotes the projection on the set Y, and ∇ y denotes the vector of derivatives with respect to the primal variables. We use the notation
and μ ij,max need to be sufficiently large so that the resulting box region
contains the desired Lagrange multiplier ξ * . They can be set to +∞ if no such region estimate is known, but otherwise can be used to significantly reduce oscillations in the primal variable trajectories, see [33, p. 181] . Upper bounds on Lagrange multipliers can be obtained for example from duality arguments [34, p. 6377] .
A. Explicit Form and Considerations about Distributed Implementations
This section describes the nice structure given to the generic primal variable update equation (16) by the separable form of the augmented Lagrangian (15) . First, for a differentiable function K and parameters λ, ρ, we have
We can thus rewrite (16) explicitly as
In large robotic networks, distributed algorithms are preferable for their scalability and tolerance to faults [20] , [35] . Assume that robot i ∈ 
Using its own local information, it can immediately update the dual variables μ i · according to (18) . By also keeping track of the incoming traffic rates r ·i [k] from its one-hop neighbors, it can also immediately update the variables a i , λ i according to (21) and (17) . Finally, to update its link rates r ij according to (22) for some neighbor j ∈ [n], it also needs access to the rates r j · [k] and r · j [k] of information sent to and from node j. In other words, all the mentioned variables so far can be updated with at most two-hop information.
The complexity of the robot position update (20) depends on the separability properties of the gradient of the task potential G and on the number of links (l, m) with which robot i might interfere, i.e., for which ∂c lm /∂x i is not zero. For example, if interferences can be neglected, e.g., with a large processing gain S in (6) (20) can be computed from the information collected from the one-hop neighbors. Note that multi-robot task potentials are typically designed to allow distributed gradient computations, see e.g. [3] , [21] , [22] .
B. Choice of Algorithms, Layering and Problem Decomposition
Arguably other optimization algorithms presented in [32] for example could be used to solve (10)- (14) and obtain a trajectory for the robot group, but our choice can be briefly motivated as follows. Barrier methods are popular in robotics [27] , [28] and used in [11] , [12] , but are generally problematic once we introduce uncertainty in the model, in particular the sampling based evaluation of the link capacities in Section IV. Projected gradient algorithms do not work for general capacity functions due to the non-convexity of the constraints (12) . Pure penalty methods that do not update the Lagrange multipliers and only increase ρ tend to have poor convergence properties [32] . Multiplier methods are similar to our algorithm but perform a sequence of full primal optimizations and only update the dual variables (and ρ) after a convergence test in the primal problem. Unfortunately, in our case the updates of the configuration variables are the most energy-and time-consuming, since they involve motion, hence should be minimized as much as possible. Moreover, as long as the dual variables are not in the proper region, the primal optimizations can move the robotic network in bad configurations, where the instantaneous communication constraints are far from satisfied and queues build up rapidly. The same issue motivated us not to follow certain two-time scale approaches that update the dual variables at a slower rate, i.e., with β k = o(α k ), see e.g. [36] , [37] .
It is worth noting that the motion planning algorithm (20) is only coupled to the network layer of the communication system, via the Lagrange multipliers μ and the link rates r, and not directly to the transport layer adjusting the admission variables a [30] , [38] . The coupling with the network layer is intuitively clear since the choice of configuration essentially controls the capacities of the links. Using an augmented Lagrangian algorithm with ρ > 0, instead of dual optimization algorithms more standard in wireless network optimization [30] , creates additional couplings between the communication variable updates, but the penalization term is generally required to obtain global convergence results for non-convex problems. Moreover, by increasing it we can approximately enforce the communication constraints during the transient regime of deployment, see Section V. This in turn leads to smaller delays and shorter queues at the terminals.
C. Convergence
The convergence properties of the primal-dual algorithm can be discussed for the generic form (16)- (18) . To simplify the notation, the constraints (11), (12) = [ξ 1 , . . . , ξ N ] T . Let L(y, ξ) := L 0 (y, ξ) denote the (non-penalized) Lagrangian function. Finally, recall the definition (19) of the set Ξ of dual variables. Standard convergence results for primaldual algorithms for non-convex problems are local, and the algorithms must generally be appropriately modified to obtain global convergence guarantees, as briefly described at the end of this section. First, the following properties of a KKT point are generally required in convergence proofs [32] . To simplify the presentation, we only consider local minima that are in the
, are linearly independent. Next, define the set of active constraints at some point y to be
• and ξ * ∈ Ξ is said to satisfy the second-order sufficiency conditions if
In the definition above, ∇ 2 yy L denotes the matrix of second order derivatives (Hessian) with respect to the primal variables. We then have the following convergence theorem, where all functions in (10)- (14) are assumed twice continuously differentiable.
Theorem 3: Let y * be a regular point in Y • , local minimum of (10)- (14) , and ξ * a Lagrange multiplier so that the pair (y * , ξ * ) satisfies the second-order sufficiency conditions. Then there existsρ such that for all ρ ≥ρ, there existsᾱ,β and an open set S containing (y (16)- (18) with β k = β and α k = α for all k remains in S and converges to (y * , ξ * ). Proof: First, with the pair satisfying the second-order sufficiency conditions, there existsρ such that for all ρ ≥ρ, the matrix ∇ To get theoretical global convergence results for the algorithm, we must combine the primal-dual algorithm with other methods mentioned in the previous paragraph, as explained in e.g. [32, Section 4.4.3.] . Multiplier methods in particular are globally convergent methods, which can be used if the primaldual algorithm fails to converge. In this case, by taking ρ sufficiently large, the communication constraints can be approximately enforced during the primal optimization epochs. A combined multiplier/primal-dual method can be implemented by varying the stepsizes α k , β k and penalty parameter ρ during deployment. We refer the reader to [32, Section 4.4.3.] for a complete discussion of global convergence issues, and to our simulations in Section V illustrating the good practical behavior of the primal-dual algorithm.
IV. SAMPLING-BASED ALGORITHM
The algorithm presented in Section III requires a model of the average channel capacities c ij (x), but in practice such models are notably difficult to devise and only provide rough approximations [4, chapter 1] . Practical systems must rely on measuring the channel gains (5) and estimating the resulting link capacities. Since UVS can be deployed in a priori unknown environments for which channel strength maps are not available, deployment algorithms should take the channel sampling requirement into account. In this section, we show that this is possible by only modestly increasing the complexity of the primal-dual algorithm.
A. Two-time-scale SPSA Algorithm
We assume for simplicity that we can measure the instantaneous and random channel capacities c ij [k; x[k]] introduced in Section II-B. In practice, only the SINR (6) or channel gains (5) might be measurable, and the capacities should then be evaluated based on the chosen communication scheme. Recall from Section II-B that c ij (x) is the ergodic limit (8) of the random variables c ij [k; x], for x fixed. To implement the iterations (18), (20) and (22) First consider the following recursive estimators for the link capacitieŝ
where γ k ∈ (0, 1) are prespecified stepsizes chosen as discussed in Section IV-B. Next, the capacity gradients are estimated using a form of finite difference approximation. Standard finite-difference methods are not practical in multirobot systems however, as they are too complex to implement, requiring too much inter-robot coordination. For example, consider for some robot i 1 communicating with some robot i 2 the problem of computing the d-dimensional vector ∂c i1i2 (x[k])/∂x i1 , which is one of the gradient estimates required to update its position according to (20) . Assume for simplicity that the capacities are deterministic and can be perfectly measured, so that c i1i2 (
With a central-difference scheme, we have for δ > 0 small
where e l is the l th unit vector, and x −i1 is the (n − 1)d dimensional vector of coordinates of the robots j = i 1 . Constructing approximation (24) requires that robot i 1 move d times around x i1 [k] , to the positions x i1 [k]+δe l , l = 1, . . . , d, while the other robots remain immobile. All robots must execute these small individual motions, one after the other, resulting in unreasonably long update times to compute just one iteration of (20) .
This issue can be resolved using a stochastic sampling strategy known as Simultaneous Perturbation Stochastic Approximation (SPSA), see [25] , [39] , [40] and the references therein. We divide period k into two subperiods. In the first subperiod, the robots are in the configuration 
T denote the aggregate nd dimensional random vector. In the second subperiod, denoted k + , all robots move simultaneously and randomly, with robot i moving by an amount 
where the stepsizes γ k are the same as in (23), andd lm,i [0] = 0. The final sampling-based algorithm followed by the robots is the same as the primal-dual algorithm (20) - (22), (17)- (18) , except that in (20) , (18) and (22) (25) . Hence SPSA drastically accelerates the gradient estimation procedure by allowing all robots to sample the channels simultaneously. Moreover extensive numerical experiments [41] have shown that for many problems the total number of iterations to reach convergence with this 2-sample randomized approximation scheme is often of the same order as the one required with the standard central difference scheme.
To understand the motivation behind (25) , according to Theorem 5 below, for appropriate small stepsizes γ k and α k , the estimatesd lm,i [k]/δ used in (20) 
which by a Taylor expansion of c lm (x) is equal to
since
Remark 4:
Various choices for the random directions Δ i [k] are valid, see [25] , [26, Section 10.7] , and [42] for experimental considerations on the selection of random directions for robotic applications. Moreover with δ smaller than the vehicle size (see next paragraph), no explicit motion at subperiod k + is necessary, and we can rely instead on several antennas mounted at the right positions on the vehicle. For the scheme above, 5 antennas at coordinates (0, 0), (±δ, ±δ) in the local vehicle frame could be used. At subperiod k, the antenna at (0, 0) measures the channels, and at subperiod k + , one of the other antennas is chosen randomly to obtain additional channel measurements necessary for the gradient estimation procedure.
B. Convergence of the Sampling-Based Algorithm
We now discuss a convergence result for the primal-dual algorithm (20)- (22), (17)- (18) using the estimates (23), (25) . Related multiple time-scale algorithms for simulation-based optimization with decreasing stepsizes are discussed in e.g. [37] , [43] , but here we focus our analysis on the more practical case of constant stepsizes, see also [44] . Hence for small constants , γ, δ ∈ (0, 1), assume that for all k we have (20)- (22), (17)- (18), (23), (25) . Define the piecewise-constant process
The following convergence result applies as the stepsizes , γ tend to zero with << γ. For a < b in R, we use the notatioṅ
The reflection terms z i (·) in (28) below serve the same purpose of keeping the trajectories of an ode in the set W in higher dimensions, see [26] for a detailed definition. Theorem 5: Fix δ ∈ (0, 1). Assume that the sequences
Moreover, assume that the measured capacities {c ij [k; x]|k ≥ 0, x ∈ W} are uniformly integrable, i.e.,
Then for any T > 0, η > 0, and any sequence {θ ,γ (·)} ,γ with γ → 0, /γ → 0, there is a deterministic process t → θ δ (t) := (x(t), a(t), r(t), λ(t), μ(t)) such that we have
where t →θ δ (t) satisfies the differential equationṡ
Here z i (·) are reflection terms keeping x i (·) in W (equal to zero if x i is in the interior of W), and b lm,i (·) are bias terms due to the finite difference approximations (26) , satisfying
Proof (sketch):
For any given configuration vectors x ∈ W n , and Δ an nd-dimensional random vector generated as in the SPSA algorithm, the differential equationṡ
corresponding to the iterations (23), (25) respectively, each have a unique globally asymptotically stable equilibrium, namely ζ lm (t) ≡ c lm (x) and η lm,i (t) ≡ E[Δ i (c lm (x+δΔ)− c lm (x))] respectively. The theorem is then a consequence of [26, Theorem 6.2] . Intuitively, we can treat the estimates as having converged in the limit ode due to the choice of relative stepsizes. The approximation order of the bias terms in the gradient estimates is obtained from the computation (27) . The other technical assumptions required in [26, Theorem 6.2] are consequences of our boundedness and uniform integrability assumptions.
Except for the bias term in (28), the ode in Theorem 5 is the continuous-time equivalent of the primal-dual algorithm, whose local convergence to a KKT point is discussed in Section III-C. The issues with global convergence in the absence of convexity assumptions are the same as discussed at the end of that section, and in particular to improve robustness we might have to increase the penalty parameter ρ, or update the Lagrange multipliers more slowly, as in [37] .
Decreasing δ leads to smaller bias in the gradient estimates, however their variance increases since a small δ in (26) amplifies the fluctuations in the instantaneous capacity measurements. A practical choice of δ depends on the level of noise in these measurements. Note also that the noisy capacity and gradient estimates are multiplied by the penalty parameter ρ. Hence as we increase ρ to increase the region of convergence, the bias and noise are amplified. For this reason, once close to an equilibrium configuration (e.g., no visible progress is made), one should decrease again ρ, possibly setting ρ = 0 to revert back to a pure primal-dual method.
V. SIMULATIONS
We now illustrate the practical behavior of the communication-constrained deployment algorithm in three scenarios. All simulations are performed on a single computer executing the primal-dual updates for all vehicles.
First, Fig. 1 shows snapshots of a robot deployment trajectory for a problem with no task potential (i.e., G(x) = 0), where the robots are only used to establish an ad-hoc communication network. They relay the communications between fixed Base Stations (BS) that are too far from each other to support the requested rates. The capacity functions are assumed known and chosen as
with p( for all links (i, j), see Fig. 2 and Section II-B. In particular, it is assumed here that the communication scheme establishes interference-free links. Note that the quadratic power decay in (30) is a frequently assumed model, corresponding to channels with direct line-of-sight propagation only [4, chap. 2] . Fig. 3 shows the evolution of the instantaneous values of the functions g
, whose average values must be non-positive at steady-state (see (7)). A spatial configuration for the robots satisfying the desired flow rates is found after about 8 minutes of real time deployment, assuming the physical parameters given on Fig. 1 . Note that since the link capacity model is known, the algorithm can alternatively be run offline for a few seconds (about 10000 iterations) to obtain open-loop trajectories or simply feasible link rates and final positions for the robots to reach.
In Scenario 2 depicted on Fig. 4 , one robot must approach a given waypoint at a known position q * , which is achived with the task potential (2), while transmitting back some information relayed to the base station by the other robots. The robots must also establish a communication flow between this base station and another distant one, as in the previous scenario. The instantaneous channel capacities are now stochastic and simulated as c ij
given by (29) and {η ij [k]} k an iid sequence of log-normal random variables with distribution ln N (0, 0.2), see Fig. 2 . Here the robots do not know the model (29) and can only rely on the fluctuating measurements c ij [k; x] taken during deployment to update their positions and the communication rates. They implement the two-time-scale SPSA algorithm described in Section IV-A, and Fig. 6 illustrates the trajectory of the capacity estimates (23) for one link. As can be seen from Fig. 5 , the instantaneous routing constraints corresponding to (11) (and in fact also the instantaneous capacity constraints corresponding to (12) ) are essentially satisfied during the whole deployment, resulting in short communication delays and small queues at the terminals. With a variance here of about 0.27 for the η ij variables, the algorithm exhibits a satisfying converging behavior. More generally the performance of such a finite difference scheme can be sensitive to the level of measured noise, and additional averaging over several capacity measurements before moving might be necessary. Variance reduction in the estimates (23) , (25) time of the algorithm, or equivalently, on the time necessary to deploy the robotic network, is briefly illustrated on Fig. 7 . Finally, Scenario 3 is a communication-constrained coverage control problem, i.e., the task potential is (3), with the probability distribution of the event location Z assumed uniform over a square region W, and with the cost c(x) = x 2 . The distributed computation of the gradient of the task potential is described in [22] . Twelve robots are used for coverage and required to maintain communication with a base station at a fixed rate. In this scenario we simulate the effect of interferences between vehicles by taking the capacity functions to be c ij (x) = 4 ln 1 + p(x i , x j ) 0.05
with the received powers p(x l , x m ) given by (30) , and G = 0.05 (low interferences) or G = 0.2 (high interferences). Note that it is assumed in (31) that the links originating from a given transmitter do not interfere with each other, for example through the use of different frequency tones or time slots. The instantaneous capacities are simulated as in Scenario 2 by multiplying the capacity functions with log-normal random variables, and the algorithm used is again the measurementbased SPSA version. Fig. 8 shows the result of deployment for the high and low interference regimes. As interferences increase, the robots need to establish more shorter links and rely on multi-hop communications to satisfy the rate requirements, and the robots closer to the base station relay more traffic. Note also that transmission power control could be included in our framework to help manage interferences [4, chap. 16] .
VI. CONCLUSIONS
A communication constrained robot deployment algorithm has been presented to jointly optimize the steady-state locations of a group of unmanned vehicles and the wireless communication network necessary to support their mission. An optimization-based approach is proposed, where a general augmented Lagrangian primal-dual algorithm can drive the robotic network to a locally optimal final configuration. A important aspect of this approach is that it can be naturally used as a measurement based feedback strategy, when no sufficiently reliable prior model of the communication channels is available. Future work includes adapting the algorithm to better accommodate vehicles with significant dynamics, and optimizing the choice of algorithm parameters in different scenarios based on field experiments. As the level of interferences increases, this requires that the robots send their packets through more routes, and that some robots remain closer to the BS to act as relays with higher capacity links.
