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This paper explores the utility of the quantum phase estimation (QPE) in calculating high-energy
excited states characterized by promotions of electrons occupying inner energy shells. These
states have been intensively studied over the last few decades especially in supporting the
experimental effort at light sources. Results obtained with the QPE are compared with various
high-accuracy many-body techniques developed to describe core-level states. The feasibility of
the quantum phase estimator in identifying classes of challenging shake-up states characterized
by the presence of higher-order excitation effects is also discussed.
I. INTRODUCTION
The development of reliable theoretical modeling tools
for describing excited states of complex molecules and
molecular assemblies are central to advancing several sci-
ence domains that span chemistry, physics, materials sci-
ence, and biology. These methodologies play key roles
in understanding processes associated with the control of
energy capture and transfer through photochemical pro-
cesses in a broad class of light harvesting systems,1–3 pho-
tocatalytic hydrogen production from water,4 facilitating
proton coupled transfer in redox reactions enabling wa-
ter oxidation,5–7 carrier dynamics in nanoparticles and
materials,8–10 photoactivation processes in proteins,11–13
bioluminescence of living organisms,14,15 and ultra-fast pro-
tective mechanisms in DNA.16,17 Additionally, the rapid de-
velopment of highly tunable advanced light sources has en-
abled a wide spectrum of various X-ray spectroscopies.18–23
Core-level (CL) spectroscopies like X-ray absorption
(XAS), X-ray emission (XES), resonant inelastic X-ray scat-
tering (RIXS), X-ray magnetic circular dichroism (XMCD)
and X-ray photoelectron (XPS), have significantly advanced
our understanding of the structure and properties of mat-
ter. Generally speaking, XAS probes the electronic and
geometric structure of matter at the atomic level by record-
ing excitations from a core-level state of an atom to either
bound valence or continuum states, resulting in energeti-
cally distinct absorption edges.
Over the last few decades, these experimental advances
have triggered a significant effort towards enabling accurate
theoretical methods for X-ray spectroscopy ranging from
time-dependent density functional theory (TD-DFT) to
Green’s function theory and wave-function-based configura-
tion interaction (CI) and coupled cluster (CC) methods.24–39
Although CC methods are more expensive, they are sys-
tematically improvable by including higher-rank collective
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excitation effects in the wave function expansion. Owing
to this property, several CC methodologies for core-level
states have been intensively developed including single-
and multi-reference CC formulations.40–54
Linear response55,56 or closely related equation-of-
motion coupled cluster57–59 methods (LR-CC/EOMCC)
have evolved into the most accurate theoretical techniques
to describe excited-state processes; however, their applica-
tion is significantly limited by the flaws of numerical proce-
dures to directly approach states in the core-level regime.
Several methods have been proposed to address these issues,
including Lanczos algorithms,60 reduced-space algorithms
to solve the complex coupled cluster linear response equa-
tions of damped response theory,61 and core-valence sep-
aration methods.41,53 However, these problems scale with
the increasing rank of EOMCC approximations62 needed
to provide the desired level of accuracy especially in the
context of states dominated by higher-than-single excita-
tions, which is a typical situation in describing broad class
of shake-up/satellite states.
This paper addresses the above-mentioned problems as-
sociated with the accuracy and the identifiability of classes
of solutions of Schro¨dinger equation corresponding to high-
energy excited states with predefined configurational struc-
tures. In particular, we should how these problems can be
addressed using quantum computing and quantum phase
estimation algorithms (QPE)63,64. We focus our analysis
on the example of core-level states of the water molecule,
where the core-level states of various spin multiplicities,
excitation levels, and spatial symmetries are investigated.
Particular attention is paid to model doubly (and higher)
excited core-level state, which usually pose significant prob-
lems for low-rank EOMCC approximations.
II. MANY-BODY FORMULATIONS FOR
CORE-LEVEL STATES
We compare QPE results obtained with small active
spaces that allow the use of quantum simulators to results
obtained with with two other methods. Comparison is
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2made with EOMCC methods65. Additionally, the QPE
results are compared with state-specific multi-reference
coupled cluster (MRCC) formulations based on Brillouin-
Wigner (BW-MRCC)66,67 and Mukherjee’s (Mk-MRCC)
approaches.68–72 The determinant-based full configuration
interaction (FCI)73 has been applied to the same active
space as a test of QPE simulation.
The general form of the ansatzes for K-th electronic state
|ΨK〉 employed by EOMCC and MRCC formulations take
the form
|ΨEOMCCK 〉= RKeT |Φ〉 , (1)
|ΨMRCCK 〉=
M
∑
µ=1
cµ(K)eTµ (K)|Φµ〉 , (2)
where (1) RK is the state-specific excitation operator for
K-th state, T is a cluster operator obtained in standard
ground-state CC calculations, and |Φ〉 stands for the so-
called reference function (usually chosen as a Hartree-Fock
(HF) determinant), (2) cµ(K) are components of the eigen-
vector of the effective Hamiltonian diagonalized in the ac-
tive space, Tµ(K) are reference-specific cluster operators
describing K-th state, and Slater determinants |Φµ〉 span
the so-called model space (M0; dim(M0) = M). To de-
termine amplitudes defining T /RK and Tµ(K) operators
one solves standard CC/EOMCC equations and Brillouin-
Wigner/Mukherjee sufficiency conditions.
In order to numerically identify core-level states with
the EOMCC methodologies, one needs an accurate initial
guess for the EOMCC diagonalization and efficient iterative
diagonalization procedures. In some cases, as discussed in
Ref. 45, meeting both requirements may pose a significant
challenge. Calculations with MRCC methods require a judi-
cious choice of active space (or equivalently active orbitals).
In the present study, we compare QPE results with the MR-
CCSD (MRCC with singles and doubles) results obtained
withM0 containing relevant active core orbitals and active
valence unoccupied VCLu (M
CL
0 ) for core-level states and
active-space valence occupied/unoccupied orbitals V Go /V
G
u
(MG0 ) for the ground-state calculations. The MRCCSD
CL excitation energies are formed as a difference of two
independent state-specific MRCCSD calculations
ωCL = ECLMRCC(M
CL
0 )−EGMRCC(MG0 ) . (3)
As discussed in Ref. 45, EOMCC and MRCC formalisms
can be used to provide CL excitation energies in a good
agreement with the experimental values.
III. QUANTUM ALGORITHMS: QUANTUM PHASE
ESTIMATION
Quantum phase estimation (QPE) allows one to estimate
the eigenvalue λ corresponding to an eigenvector |ψλ 〉 of
a given operator U ; i.e., U |ψλ 〉 = λ |ψλ 〉. The distribu-
tion of energies for the ground and excited states from the
QPE algorithm is determined by the Hamiltonian and a
trial wavefunction composed of a superposition of Slater
determinants, wherein the probability of obtaining an en-
ergy estimate for a particular state is proportional to the
amount of overlap of the trial wave with that corresponding
eigenstate. Through repeated simulations, one accumulates
samples from this distribution of eigenstate energies. The
error in each energy estimate is inversely proportional to
the number of applications of the time evolution operator
U = e−iH∆ in the QPE algorithm – specified either through
the number of ancillary qubits used in QPE, or the targeted
bits-of-precision in the robust phase estimation (RPE) vari-
ant that uses only one ancillary qubit.
The QPE method is in contrast to variational quantum
eigensolver (VQE) approaches, which only provide energy
estimates for a single targeted state. Moreover, the error
in VQE estimate is uncontrolled – one only knows that
it upper-bounds that energy of the ground state, but the
gap between the target energy and the obtained estimate is
unknown.
Thus QPE approaches open up opportunities to find and
chronicle exotic and novel states that are unobtainable with
conventional computing and current approximate formu-
lations. We recommend readers Refs. 63 and 64 for addi-
tional details of QPE, and Ref. 74 for RPE, which is used
in our later numerical experiments. Both approaches have
been implemented within the Microsoft Quantum Devel-
opment Kit (QDK),75 and the following code listing in the
Q# programming language effectively demonstrates how
the algorithm is implemented. Here, a given unitary opera-
tion U acts on a quantum register psi. The estimate of the
eigenvalue is stored in a control register ctrlReg.
operation QPE (U : DiscreteOracle, psi : Qubit[],
ctrlReg : BigEndian) : Unit is Adj + Ctl {
let nQubits = Length(ctrlReg!);
AssertAllZeroWithinTolerance(ctrlReg!, 1E-10);
ApplyToEachCA(H, ctrlReg!);
for (index in 0 .. nQubits - 1) {
let control = (ctrlReg!)[index];
let power = 2 ^ ((nQubits - index) - 1);
Controlled U!([control], (power, psi));
}
Adjoint QFT(ctrlReg);
}
We omit the implementation of RPE, as it is somewhat
more involved, but include for completeness the code listing
that invokes it
operation RobustPhaseEstimation (
bitsPrecision : Int, oracle : DiscreteOracle,
targetState : Qubit[]) : Double
{ ... }
Given a target error of ε (expressed in units of Hartree),
the number of times U = e−iH∆ is applied in the phase es-
timation algorithm scales with O(1/(ε∆)) for each energy
estimate. In this manuscript, the quantum circuit that ap-
proximates U is obtained by a first-order Trotter algorithm.
As detailed in Ref. 76, the electronic structure Hamiltonian
is represented in terms of Fermion operators in the second-
quantized representation with N orbitals is encoded into a
sum of Pauli operators on 2N qubits by the Jordan-Wigner
representation. In this representation, H = ∑M−1j=0 α jPj,
where α j are real coefficients, Pj are Pauli operators,
3and the number of terms M scales with O(N4). Time-
evolution by H is then approximated by applying time-
evolution of its component terms in succession like e−iH∆=
∏M−1j=0 e
−iα jPj∆ +O(∆3∑ j,k,`α jαkα`‖[Pj, [Pk.P` ]]‖). This
equation provides some guidance on how the step size ∆
should be chosen. As the number of exponentials required
is M = O(N4) and each Pauli operator is of length ≤ 2N,
U may be realized using at most O(N5) quantum gates.
Using the optimizations described in Ref. 77, the number
of quantum gates may be reduced to O(N4) by instead
paying an amortized cost of O(1) for these Pauli opera-
tors. Our error bounds suggest that, because there are N10
commutators in the error expansion, if we take the Hamil-
tonian coefficients to be upper bounded by a constant, then
∆ ∈ O(ε/N10/3) suffices for the Phase estimation. Our
bounds on the cost of performing phase estimation then
yield O(N22/3/ε) scaling using this approach are therefore
in O(N4/(∆ε)⊆O(N22/3/ε). As the empirically obtained
error is often much smaller than predicted by this upper
bounds, we choose ∆ = 0.1 in this manuscript which suf-
fices to distinguish the different electronic transitions that
we consider.
IV. COMPUTATIONAL DETAILS
Qe chose the water molecule as described by the cc-
pVDZ basis set78 as a benchmark system for classical and
quantum simulations. This system has been a subject of
the EOMCC and MRCC studies of core-level states domi-
nated by the single excitations of the electron from the 1s
orbital of the oxygen atom. The geometry of the system
is given by RO−H = 0.9772A˚ and θH−O−H = 104.52deg.
The same geometry has been used in the EOMCCSD, EOM-
CCSDT, Mk-MRCCSD calculations reported in Ref. 45.
The QPE simulation and FCI calculation are conducted
using a truncated 9 orbitals active space that corresponds
to the 9 lowest-lying orbitals (1a1, 2a1, 1b1, 3a1, 1b2, 4a1,
2b1, 2b2, 3b2 orbitals) and considering all electrons as be-
ing correlated.
V. RESULTS
Singly excited core-level states corresponding to the
1a1→ 4a1 and 1a1→ 2b1 transitions have been observed
experimentally79 and benchmarked with single- and multi-
reference45,80 as summarized in Table I. These states are
easily described by the QPE simulation employing active
space defined by 9 lowest-lying Hartree-Fock orbitals, when
either excitation is used as an initial guess. At first glance,
the quantum simulations appears to overestimate the excita-
tion energies for both transition by∼ 10 eV, when compared
with the best CC results. This discrepancy is a consequence
of missing dynamical correlation outside of the active space,
a limitation due to computational limitations of the simu-
lations. Instead, it is more appropriate to compare with
the FCI energies obtained with the same truncated (active)
orbital space. When this is done, the QPE results are in a
very good agreement with the corresponding FCI excitation
energies. It is rational to assume that much of the same
correlations are missing for both states. This is reflected
in the relative energies between these two states, which is
∼ 2 eV, and essentially the same difference observed with
experiment and CC benchmarks.
Our earlier study of excited states with the QPE81 demon-
strated that the stochastic nature of the QPE can facilitate
the discovery/identification of excited states or excited-state
processes in situations when the knowledge about the true
configurational structure of a sought after excited state is
limited or postulated. We explore this idea by investigating
double excited core-level states of H2O, which can plague
or elude conventional many-body methods. As an example,
we chose the state/states of the 1B2 symmetry that are dom-
inated by |Ψini〉 = 1√2 (|Φ66¯15¯〉+ |Φ66¯51¯〉 (see Fig. 1) singlet
combination of doubly excited Slater determinants. This
combination was also employed as an initial guess for QPE
simulations. Of the 200 simulations, we focused on the
most prominent states, which are the two lowest-energy
doubly excited core-level states in this series, seen in Fig. 2.
These two states, with total energies of -55.3088±0.0039
and -55.2475±0.0038 Hartree, are confirmed by indepen-
dent FCI calculations to be the lowest-energy singlet states
with leading |Φ66¯15¯〉 and |Φ66¯51¯〉 excitations. The total ener-
gies obtained with FCI are -55.3088 and -55.2472 Hartree,
respectively, demonstrating that QPE simulations can effec-
tively capture complex excited states when using a postu-
lated initial guess.
QPE simulations were also performed for triplet core-
level state of A1 and B1 symmetries. The results of QPE
and FCI simulations are shown in Table II. In analogy to the
singlet case, excitations energies of core-level 3A1 and 3B1
states obtained with QPE in the active space are in excellent
agreement with the FCI excitation energies obtained for
the same active space. The comparison with the HF results
in Table II emphasizes the role played by the correlation
effects in the proper description of these states.
4Table I. Excitation energies (in electron volts (eV)) of low-lying singly excited core-level states in the H2O molecule described by the
cc-pVDZ basis set.78 Experimental geometry (θH−O−H = 104.52deg RO−H = 0.9772 A˚) was used in all calculations.
Transition HFa EOMCCSDb EOMCCSDTb BW-MRCCSDb Mk-MRCCSDb QDK (10,9)c FCI(10,9) Expt.d
1a1→ 4a1 564.23 538.40 537.32 537.56 537.62 547.15 547.19 534.0
1a1→ 2b1 566.23 540.21 539.26 539.49 539.55 549.14 549.15 535.9
a Differences of HF orbital energies corresponding to leading excitations.
b Results taken from Ref. 45.
c QDK calculations were performed for 10 electrons in 9 lowest-lying molecular HF orbitals. Excitation energies are reported as differences between
averaged energy values for ground and core-level states, i.e., −76.0591±0.0041, −55.9517±0.0040, and −55.8785±0.0042 Hartree.
d Experimental values of excitation energies taken from Ref. 80.
 
Figure 1. Schematic representation of QPE simulations of doubly excited singlet core-level states of the H2O system in cc-pVDZ basis
set78 using initial guess representing singlet combination of Slater determinants corresponding to simultaneous excitation of electrons
from core and valence levels to virtual valence level (|Ψini〉= 1√2 (|Φ
66¯
15¯〉+ |Φ66¯51¯〉).
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Figure 2. QPE simulations of the two lowest-energy doubly
excited core-level states of the H2O system in cc-pVDZ ba-
sis set using initial guess representing singlet combination of
Slater determinants corresponding to simultaneous excitation of
electrons from core and valence levels to virtual valence level
(|Ψini〉= 1√2 (|Φ
66¯
15¯〉+ |Φ66¯51¯〉).
VI. CONCLUSIONS
We have demonstrated that QPE algorithm can be ex-
tended to describe high-energy core-level states correspond-
ing to various spin and spatial symmetries. For all core-
level states of the water molecule considered here, the QPE
results successfully reproduced the classical FCI ones ob-
tained in the same active space. We also demonstrated that
QPE can “echo” states that are statistically relevant to (or
have non-negligible overlap with) the specific hypothesis
state defined by the initial state. This was demonstrated on
the example of doubly excited states of H2O of the 1B2 sym-
metry. It is important to emphasize that these states usually
require high-rank excitations that need to be included in
the CC/EOMCC cluster and excitation operators, which in
5Table II. Excitation energies (in electron volts (eV)) of low-lying singly excited triplet core-level states in the H2O molecule described by
the cc-pVDZ basis set.78 Experimental geometry (θH−O−H = 104.52deg RO−H = 0.9772 A˚) was used in all calculations.
Transition HFa QDK (10,9)a FCI(10,9)
1a1→ 4a1 564.23 546.72 546.81
1a1→ 2b1 566.23 548.95 548.96
a Differences of HF orbital energies corresponding to leading excitations.
b QDK calculations were performed for 10 electrons in 9 lowest-lying molecular HF orbitals. Excitation energies are reported as differences between
averaged energy values for ground and core-level states, i.e., −76.0591±0.0041, −55.9674±0.0042, and −55.8855±0.0039 Hartree.
many cases makes the task of identifying these states very
challenging. Summarizing, the examples considered in this
paper provide a good illustration of the universal character
of the QPE algorithm for locating electronic excited states
across various energy scales.
VII. ACKNOWLEDGEMENT
This work was supported by the “Embedding Quantum
Computing into Many-body Frameworks for Strongly Cor-
related Molecular and Materials Systems” project, which
is funded by the U.S. Department of Energy(DOE), Office
of Science, Office of Basic Energy Sciences, the Division
of Chemical Sciences, Geosciences, and Biosciences. This
research was also funded by the “Quantum Algorithms,
Software, and Architectures (QUASAR)” Agile Investment
at Pacific Northwest National Laboratory (PNNL). It was
conducted under the Laboratory Directed Research and
Development Program at PNNL. QPE simulations and re-
lated EOMCC calculations have been performed using the
Molecular Science Computing Facility (MSCF) in the En-
vironmental Molecular Sciences Laboratory (EMSL) at
the Pacific Northwest National Laboratory (PNNL). FCI
calculations were performed on the cloud computing in-
frastructures of Microsoft Azure. EMSL is funded by the
Office of Biological and Environmental Research in the
U.S. Department of Energy. PNNL is operated for the U.S.
Department of Energy by the Battelle Memorial Institute
under Contract DE-AC06-76RLO-1830.
REFERENCES
1A. J. Mozer and N. S. Sariciftci, Comptes Rendus Chimie 9, 568 (2006).
2Y. Li and Y. Zou, Advanced Materials 20, 2952 (2008).
3K. M. Coakley and M. D. McGehee, Chemistry of materials 16, 4533
(2004).
4R. S. Sprick, J.-X. Jiang, B. Bonillo, S. Ren, T. Ratvijitvech, P. Guiglion,
M. A. Zwijnenburg, D. J. Adams, and A. I. Cooper, Journal of the
American Chemical Society 137, 3265 (2015).
5M. Maneiro, W. F. Ruettinger, E. Bourles, G. L. McLendon, and G. C.
Dismukes, Proceedings of the National Academy of Sciences 100, 3707
(2003).
6J. M. Keough, D. L. Jenson, A. N. Zuniga, and B. A. Barry, Journal of
the American Chemical Society 133, 11084 (2011).
7A. Yamaguchi, R. Inuzuka, T. Takashima, T. Hayashi, K. Hashimoto,
and R. Nakamura, Nature communications 5, 1 (2014).
8A. Kongkanand, K. Tvrdy, K. Takechi, M. Kuno, and P. V. Kamat,
Journal of the American Chemical Society 130, 4007 (2008).
9T. Tachikawa, M. Fujitsuka, and T. Majima, The Journal of Physical
Chemistry C 111, 5259 (2007).
10G. V. Hartland, Chemical reviews 111, 3858 (2011).
11S. Crosson and K. Moffat, Proceedings of the National Academy of
Sciences 98, 2995 (2001).
12S. M. Harper, L. C. Neil, and K. H. Gardner, Science 301, 1541 (2003).
13O. Be´ja, E. N. Spudich, J. L. Spudich, M. Leclerc, and E. F. DeLong,
Nature 411, 786 (2001).
14J.-F. Rees, B. De Wergifosse, O. Noiset, M. Dubuisson, B. Janssens, and
E. M. Thompson, Journal of Experimental Biology 201, 1211 (1998).
15R. Y. Tsien, “The green fluorescent protein,” (1998).
16J. Peon and A. H. Zewail, Chemical physics letters 348, 255 (2001).
17J.-M. L. Pecourt, J. Peon, and B. Kohler, Journal of the American
Chemical Society 123, 10370 (2001).
18M. Chergui, Structural Dynamics 3, 031001 (2016).
19L. Young, K. Ueda, M. Gu¨hr, P. H. Bucksbaum, M. Simon, S. Mukamel,
N. Rohringer, K. C. Prince, C. Masciovecchio, M. Meyer, et al., Journal
of Physics B: Atomic, Molecular and Optical Physics 51, 032003 (2018).
20J. Sto¨hr, NEXAFS spectroscopy, Vol. 25 (Springer Science & Business
Media, 2013).
21F. De Groot and A. Kotani, Core level spectroscopy of solids (CRC press,
2008).
22C. Milne, T. Penfold, and M. Chergui, Coordination Chemistry Reviews
277, 44 (2014).
23M. Chergui and E. Collet, Chemical reviews 117, 11025 (2017).
24C. Fadley, D. Shirley, A. J. Freeman, P. Bagus, and J. Mallow, Physical
Review Letters 23, 1397 (1969).
25S. Svensson, H. A˚gren, and U. Wahlgren, Chemical Physics Letters 38,
1 (1976).
26H. A˚gren, S. Svensson, and U. Wahlgren, Chemical Physics Letters 35,
336 (1975).
27L. S. Cederbaum, W. Domcke, and J. Schirmer, Physical Review A 22,
206 (1980).
28L. S. Cederbaum, W. Domcke, J. Schirmer, and W. Von Niessen, Physica
scripta 21, 481 (1980).
29A. Barth and J. Schirmer, Journal of Physics B: Atomic and Molecular
Physics 18, 867 (1985).
30S. Zabinsky, J. Rehr, A. Ankudinov, R. Albers, and M. Eller, Physical
Review B 52, 2995 (1995).
31A. Ankudinov, B. Ravel, J. Rehr, and S. Conradson, Physical Review B
58, 7565 (1998).
32J. J. Rehr and R. C. Albers, Reviews of modern physics 72, 621 (2000).
33M. Nooijen and R. J. Bartlett, The Journal of chemical physics 102,
6735 (1995).
34Y. Ohtsuka and H. Nakatsuji, The Journal of Chemical Physics 124,
054110 (2006).
35L. Kong, X. Wu, and R. Car, Physical Review B 86, 134203 (2012).
36X. Leng, F. Jin, M. Wei, and Y. Ma, Wiley Interdisciplinary Reviews:
Computational Molecular Science 6, 532 (2016).
37P. Norman and A. Dreuw, Chemical reviews 118, 7208 (2018).
38K. J. Oosterbaan, A. F. White, D. Hait, and M. Head-Gordon, Physical
Chemistry Chemical Physics 22, 8182 (2020).
39S. I. Bokarev and O. Ku¨hn, Wiley Interdisciplinary Reviews: Computa-
tional Molecular Science 10, e1433 (2020).
640S. Coriani, O. Christiansen, T. Fransson, and P. Norman, Physical
Review A 85, 022507 (2012).
41S. Coriani and H. Koch, The Journal of Chemical Physics 143, 181103
(2015), https://doi.org/10.1063/1.4935712.
42R. H. Myhre, S. Coriani, and H. Koch, Journal of chemical theory and
computation 12, 2633 (2016).
43B. Peng, P. J. Lestrange, J. J. Goings, M. Caricato, and X. Li, Journal
of chemical theory and computation 11, 4146 (2015).
44S. Sen, A. Shee, and D. Mukherjee, Molecular Physics 111, 2625
(2013).
45J. Brabec, K. Bhaskaran-Nair, N. Govind, J. Pittner, and
K. Kowalski, The Journal of Chemical Physics 137, 171101 (2012),
https://doi.org/10.1063/1.4764355.
46D. R. Nascimento and A. E. DePrince III, The journal of physical
chemistry letters 8, 2951 (2017).
47A. Sadybekov and A. I. Krylov, The Journal of Chemical Physics 147,
014107 (2017).
48Y. C. Park, A. Perera, and R. J. Bartlett, The Journal of Chemical
Physics 151, 164117 (2019).
49J. Lee, D. W. Small, and M. Head-Gordon, The Journal of Chemical
Physics 151, 214103 (2019).
50B. N. C. Tenorio, T. Moitra, M. A. C. Nascimento, A. B. Rocha, and
S. Coriani, The Journal of Chemical Physics 150, 224104 (2019).
51J. P. Carbone, L. Cheng, R. H. Myhre, D. Matthews, H. Koch, and
S. Coriani, in Advances in Quantum Chemistry (Elsevier, 2019) pp.
241–261.
52D. A. Matthews, Molecular Physics , 1 (2020).
53M. L. Vidal, A. I. Krylov, and S. Coriani, Physical Chemistry Chemical
Physics (2020).
54J. Rehr, F. Vila, J. Kas, N. Hirshberg, K. Kowalski, and B. Peng, The
Journal of Chemical Physics 152, 174113 (2020).
55H. J. Monkhorst, Int. J. Quantum Chem. 12, 421 (1977).
56H. Koch and P. Jørgensen, J. Chem. Phys. 93, 3333 (1990).
57J. Geertsen, M. Rittby, and R. J. Bartlett, Chem. Phys. Lett. 164, 57
(1989).
58D. C. Comeau and R. J. Bartlett, Chem. Phys. Lett. 207, 414 (1993).
59J. F. Stanton and R. J. Bartlett, J. Chem. Phys. 98, 7029 (1993).
60S. Coriani, T. Fransson, O. Christiansen, and P. Norman, Journal of
chemical theory and computation 8, 1616 (2012).
61J. Kauczor, P. Norman, O. Christiansen, and S. Cori-
ani, The Journal of Chemical Physics 139, 211102 (2013),
https://doi.org/10.1063/1.4840275.
62S. Hirata, J. Chem. Phys. 121, 51 (2004).
63A. Y. Kitaev, Russian Math. Surveys 52, 1191 (1997).
64M. Nielsen and I. Chuang, Quantum Computation and Quantum Infor-
mation (Cambridge University Press, 2000).
65EOMCCSD58 and EOMCCSDT82 models including single and double,
and single, double, and triple excitations respectively.
66J. Pittner, P. Nachtigall, P. Carsky, J. Masik, and I. Hubac, J. Chem.
Phys. 110, 10275 (1999).
67J. Pittner, J. Chem. Phys. 118, 10876 (2003).
68U. S. Mahapatra, B. Datta, and D. Mukherjee, Mol. Phys. 94, 157
(1998).
69U. S. Mahapatra, B. Datta, B. Bandyopadhyay, and D. Mukherjee, Adv.
Quantum Chem. 30, 163 (1998).
70F. A. Evangelista, W. D. Allen, and H. F. Schaefer III, J. Chem. Phys.
127, 024102 (2007).
71F. A. Evangelista, A. C. Simmonett, W. D. Allen, H. F. S. III, and
J. Gauss, J. Chem. Phys. 128, 124104 (2008).
72S. Das, D. Mukherjee, and M. Ka´llay, J. Chem. Phys. 132, 074103
(2010).
73P. J. Knowles and N. C. Handy, Computer Physics Communications 54,
75 (1989).
74S. Kimmel, G. H. Low, and T. J. Yoder, Phys. Rev. A 92, 062315 (2015).
75K. Svore, A. Geller, M. Troyer, J. Azariah, C. Granade, B. Heim,
V. Kliuchnikov, M. Mykhailova, A. Paz, and M. Roetteler, in Pro-
ceedings of the Real World Domain Specific Languages Workshop 2018,
RWDSL2018 (Association for Computing Machinery, New York, NY,
USA, 2018).
76G. H. Low, N. P. Bauman, C. E. Granade, B. Peng, N. Wiebe, E. J.
Bylaska, D. Wecker, S. Krishnamoorthy, M. Roetteler, K. Kowalski,
et al., arXiv preprint arXiv:1904.01131 (2019).
77D. Wecker, M. B. Hastings, and M. Troyer, Phys. Rev. A 92, 042303
(2015).
78T. H. Dunning Jr., J. Chem. Phys. 90, 1007 (1989).
79J. Schirmer, A. Trofimov, K. Randall, J. Feldhaus, A. Bradshaw, Y. Ma,
C. Chen, and F. Sette, Physical Review A 47, 1136 (1993).
80G. Wight and C. Brion, Journal of Electron Spectroscopy and Related
Phenomena 4, 25 (1974).
81N. P. Bauman, G. H. Low, and K. Kowalski, The Journal of Chemical
Physics 151, 234114 (2019).
82K. Kowalski and P. Piecuch, J. Chem. Phys. 115, 643 (2001).
