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Introduccio´n
El estudio de los llamados problemas de invariantes lineales consiste en
caracterizar las aplicaciones lineales entre a´lgebras de Banach que preservan
cierta propiedad de los elementos de dicha a´lgebra. Veamos un ejemplo: con-
sideremos el a´lgebra de las matrices cuadradas complejas de orden n, Mn(C).
Sean M y N dos matrices tales que det(MN) = 1 y sea φ : Mn(C) −→Mn(C)
definida por
φ(A) = MAN, para toda A ∈Mn(C)
o bien
φ(A) = MAtN, para toda A ∈Mn(C)
Es inmediato que toda aplicacio´n de este tipo es lineal y que det(φ(A)) =
det(A) para toda A ∈Mn(C), es decir, es una aplicacio´n lineal que preserva
el determinante de las matrices. Esta afirmacio´n plantea de manera natural
la siguiente pregunta: “¿son e´stas todas las aplicaciones lineales que preser-
van el determinante?”. La respuesta es positiva y fue dada por Frobenius,
([20]).
En lo que sigue y salvo que se especifique otra cosa, A y B sera´n a´lgebras
de Banach complejas, mientras que T : A −→ B sera´ una aplicacio´n lineal
entre ambas. En general, los problemas de invariantes lineales se pueden
presentar de tres formas:
Dada una funcio´n F sobre A y B, determinar las aplicaciones lineales
tales que T tales que F (T (a)) = F (a). El caso del determinante que
vimos ma´s arriba se corresponde con esta categor´ıa. Algunos ejemplos
en a´lgebras de Banach ma´s generales son el rango nume´rico, el radio
espectral y el ascenso y descenso en operadores.
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Dado un subconjunto S ⊂ A, determinar las aplicaciones lineales que
dejan invariante ese conjunto, es decir, aquellas tales que T (S) ⊂ S ′,
siendo S ′ el subconjunto “similar” en el a´lgebra de llegada B. Por ejem-
plo, podemos considerar aplicaciones que preservan los elementos inver-
sibles, los operadores inyectivos o sobreyectivos, los idempotentes, etc.
Cabe destacar que el problema tambie´n puede ser planteado con la
condicio´n T (S) = S ′.
Dada una relacio´n ∼, estudiar las aplicaciones que preservan la relacio´n
∼, es decir, aquellas que cumplen que T (a) ∼ T (b) siempre que a ∼
b. Ejemplos son los invariantes de la conmutatividad, ortogonalidad,
producto cero, etc. Cuando tenemos la condicio´n T (a) ∼ T (b) si, y
solamente si, a ∼ b se dice que T preserva ∼ en ambas direcciones.
Para obtener una visio´n general ma´s amplia sobre los problemas de in-
variantes lineales ve´anse [33] y [37]. En este trabajo nos centraremos en los
problemas en los que el invariante es algu´n tipo de inverso generalizado. Em-
pezaremos esta memoria dando los preliminares y los antecedentes existentes
en esta l´ınea de investigacio´n para, posteriormente, incluir las aportaciones
que hemos realizado en este tema en colaboracio´n con la profesora Mar´ıa
Burgos Navarro de la Universidad de Granada.
Cap´ıtulo 1
Preliminares
En esta seccio´n se presentara´n algunos conceptos a los que se hara´ refe-
rencia a partir de ahora, as´ı como el ce´lebre teorema de Hua y la conjetura de
Kaplansky, objetivo fundamental de muchas l´ıneas de investigacio´n actuales.
1.1. A´lgebras de Banach
En primer lugar, definiremos la estructura ba´sica con la que trabajaremos
a partir de ahora: el a´lgebra de Banach.
Definicio´n 1.1.1 Dada un a´lgebra A sobre K = R o´ C, diremos que es un
a´lgebra normada si posee una norma ‖ · ‖ compatible con el producto de la
siguiente manera
‖ab‖ ≤ ‖a‖‖b‖ para todo a, b ∈ A
Si un a´lgebra normada, con la distancia que genera la norma, es completa,
se dira´ que es un a´lgebra de Banach. Diremos que el a´lgebra es unital si
posee unidad para el producto.
A lo largo de toda esta memoria las a´lgebras de Banach utilizadas sera´n
complejas. Una aplicacio´n T es aditiva si T (a + b) = T (a) + T (b) para cua-
lesquiera a, b ∈ A. No´tese que toda aplicacio´n lineal es aditiva y que toda
aplicacio´n aditiva es Q-lineal. Este u´ltimo hecho se usara´ en varias ocasiones,
tanto en nuestras aportaciones como en sus precedentes. SiA y B son unitales
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y T (1A) = 1B, T se dice unital. Cuando no haya confusio´n, se denotara´ por
1 indistintamente a las unidades de A y B.
Pasamos a definir los llamados homomorfismos de Jordan.
Definicio´n 1.1.2 Una aplicacio´n T : A → B aditiva es un homomorfismo
de Jordan si T (ab+ ba) = T (a)T (b) +T (b)T (a) para cualesquiera a, b ∈ A.
En particular, si T es biyectiva, se dice que es un isomorfismo de Jordan.
El nombre “homomorfismo de Jordan” viene de que estas aplicaciones
preservan el llamado producto de Jordan a ◦ b = 1
2
(ab + ba). Este concepto
sera´ de vital importancia durante todo el trabajo, ya que a menudo las tesis
obtenidas involucrara´n este tipo de aplicaciones. Algunas de las propiedades
de los homomorfismos de Jordan son las siguientes:
Lema 1.1.3 ([39], Lema 6.3.2) Sean A y B a´lgebras de Banach y T :
A −→ B un homomorfismo de Jordan. Entonces se tiene:
1. T (a2) = T (a)2 para todo a ∈ A.
2. T (an) = T (a)n para cualesquiera n ∈ N, a ∈ A.
3. T (aba) = T (a)T (b)T (a) para todo a, b ∈ A.
Las dos primeras condiciones son suficientes y la u´ltima so´lo necesaria.
Proposicio´n 1.1.4 ([41], Proposicio´n 1.3) Sean A y B a´lgebras de Ba-
nach unitales y T : A ∈ B un homomorfismo de Jordan tal que 1 ∈ T (A).
Entonces T (a−1) = T (a)−1 para todo a ∈ A.
Un elemento e de un a´lgebra de Banach se dice idempotente si e2 = e. A
continuacio´n se muestra el comportamiento de los homomorfismos de Jordan
con los elementos idempotentes:
Lema 1.1.5 ([39], Lema 6.3.3) Sean A y B a´lgebras de Banach y T :
A −→ B un homomorfismo de Jordan. Si e ∈ A es un idempotente y a ∈ A
es un elemento cualquiera, entonces:
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1. T (e) es idempotente.
2. ae = ea implica T (e)T (a) = T (a)T (e) = T (ae)
3. ae = ea = a implica T (e)T (a) = T (a)T (e) = T (a)
4. ae = ea = 0 implica T (e)T (a) = T (a)T (e) = 0
En particular, T (1) actu´a como unidad en la suba´lgebra generada por
T (A). Si 1 ∈ T (A), entonces T es unital.
Por u´ltimo, diremos que una aplicacio´n lineal (o aditiva) T entre a´lge-
bras de Banach es un homomorfismo (respectivamente, anti-homomorfismo)
cuando cumple T (ab) = T (a)T (b) (respectivamente T (ab) = T (b)T (a)),
para cualesquiera a, b ∈ A. Es inmediato que los homomorfismos y anti-
homomorfismos son, en particular, homomorfismos de Jordan. Recordemos
que un a´lgebra de Banach se dice prima si aAb = {0} implica a = 0 o´ b = 0.
Si T es un homomorfismo de Jordan sobreyectivo y el a´lgebra de llegada es
prima, T debe ser un homomorfismo o un anti-homomorfismo (ve´ase [23]).
1.2. Inversibilidad generalizada en a´lgebras
de Banach
Sea A un a´lgebra de Banach con unidad. Como es usual, diremos que
a ∈ A es inversible si existe b ∈ A de manera que ab = ba = 1. El inverso
de un elemento, en caso de existir, es u´nico. Denotaremos al conjunto de
todos los elementos inversibles como A−1. Una importante propiedad de este
conjunto es que es un subconjunto abierto de A.
Proposicio´n 1.2.1 Sean A un a´lgebra de Banach con unidad y a ∈ A−1. Si
‖b− a‖ < ‖a−1‖−1 entonces b ∈ A−1.
Dado un elemento a ∈ A, se le puede asociar un subconjunto de C llamado
espectro de la siguiente manera:
sp(a) = {λ ∈ C : a− λ1 /∈ A−1}.
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El espectro de un elemento es siempre no vac´ıo y compacto. Para ma´s pro-
piedades sobre el espectro y los elementos inversibles ve´ase [2].
Uno de los principales problemas de trabajar con elementos inversibles
es que, por su definicio´n, es necesaria la presencia de unidad. A continua-
cio´n, presentaremos los conceptos de inversibilidad generalizada, inversibili-
dad Drazin e inversibilidad de grupo, que permiten trabajar en entornos ma´s
generales.
Definicio´n 1.2.2 Sean A un a´lgebra de Banach y a ∈ A. Se dice que b es
un inverso generalizado de a si cumple las condiciones:
aba = a y bab = b (1.1)
A un elemento que tiene inverso generalizado se le llama von Neumann
regular o simplemente regular. No´tese que el hecho de que exista b tal que
aba = a es suficiente para que exista inverso generalizado, ya que b′ = bab
cumple (1.1). No´tese tambie´n que, al contrario que el inverso usual, el inver-
so generalizado no es u´nico en general. De hecho, si aba = a, entonces todo
elemento de la forma (b − x + baxab)a(b − x + baxab) es un inverso gene-
ralizado de a. El conjunto de todos los elementos con inverso generalizado
sera´ denotado por A∧.
Definicio´n 1.2.3 Sean A un a´lgebra de Banach y a ∈ A. Se dice que b es
un inverso Drazin de a si cumple las condiciones:
bab = b, ab = ba y akba = ak, para algu´n k ∈ N (1.2)
Esta definicio´n fue introducida por Drazin ([17]) en 1958 y ha resulta-
do ser muy u´til en diversos campos, como teor´ıa de matrices, ecuaciones en
derivadas parciales, cadenas de Markov, criptograf´ıa, me´todos iterativos y
sistemas dina´micos (ve´anse [4], [15], [38], [42]). A diferencia del inverso ge-
neralizado, el inverso Drazin es u´nico en caso de existir. La unicidad nos
permite utilizar la notacio´n b = aD. Sin embargo, este tipo de inverso no es
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reflexivo en general, es decir, que si b es el inverso Drazin de a, a no tiene
por que´ ser el inverso Drazin de b. Denotaremos al conjunto de todos los
elementos de inversibles Drazin como AD.
Definicio´n 1.2.4 Dado a ∈ A, si existe b que satisface (1.2) para k = 1, b
se conoce como inverso de grupo de a.
Denotaremos al inverso de grupo de a como a] y al conjunto de elementos
inversibles de grupo porA]. Obviamente, todo inversible de grupo es invesible
Drazin, pero el rec´ıproco no es cierto. De hecho, si antes nos refer´ıamos a la
no reflexividad del inverso de Drazin, es obvio que el inverso de grupo es
reflexivo. De hecho, Drazin nos mostro´ en [17] que los u´nicos inversibles
Drazin para los que esta relacio´n es reflexiva son los inversibles de grupo.
Lema 1.2.5 Sea a ∈ AD. Entonces aD tambie´n lo es, con (aD)D = a2aD.
En particular, a tiene inverso de grupo si, y solamente si, a = (aD)D.
Recordemos que un elemento a ∈ A se dice nilpotente si existe k ∈ N tal
que ak = 0. Denotaremos el conjunto de los elementos nilpotentes de A como
N(A). Claramente, N(A) ⊂ AD.
Para a´lgebras unitales se puede probar la siguiente equivalencia:
Proposicio´n 1.2.6 ([30], Lema 2.1) Sean A un a´lgebra de Banach unital
y a ∈ AD. Entonces b = aD si, y solamente si
ab = ba, bab = b y a(1− ab) ∈ N(A) (1.3)
Koliha generalizo´ en [30] la definicio´n de inverso Drazin, sustituyendo en
(1.3) la nilpotencia por quasinilpotencia. Diremos que un elemento a ∈ A es
quasinilpotente si sp(a) = {0}. Es de fa´cil comprobacio´n que todo elemen-
to nilpotente es quasinilpotente. Denotaremos al conjunto de los elementos
quasinilpotentes de A como QN(A).
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Definicio´n 1.2.7 Sean A un a´lgebra de Banach unital y a ∈ A. Se dice que
b es un inverso Koliha-Drazin de a si cumple las condiciones:
bab = b, ab = ba y a(1− ab) ∈ QN(A) (1.4)
El inverso Koliha-Drazin sigue siendo u´nico en caso de existir. As´ı, deno-
taremos al inverso Koliha-Drazin de a como aKD y al conjunto de elementos
inversibles Koliha-Drazin como AKD. Veamos una caracterizacio´n de este
tipo de elementos.
Proposicio´n 1.2.8 ([30], Teorema 4.2) Sea A un a´lgebra de Banach uni-
tal y a ∈ A. Entonces a ∈ AKD si, y solamente si, 0 no es un punto de
acumulacio´n de sp(a).
La relacio´n entre los distintos tipos de inversos presentados es la siguiente:
A−1 ⊂ A] ⊂ A∧ ∩ AD
A−1 ⊂ A] ⊂ AD ⊂ AKD
1.3. C∗-a´lgebras e inversibilidad de Moore-
Penrose
Ahora pasemos a definir conceptos en un ambiente ma´s restrictivo: el de
las C*-a´lgebras. E´stas nacen de abstraer las propiedades de un tipo de a´lgebra
de Banach muy particular: el a´lgebra de operadores lineales y continuos sobre
un espacio de Hilbert, B(H).
Definicio´n 1.3.1 Diremos que A es una C*-a´lgebra si es un a´lgebra de
Banach que adema´s cuenta con una involucio´n ∗ : A −→ A tal que, para
cualesquiera a, b ∈ A, λ ∈ C:
1. (a∗)∗ = a
2. (a+ b)∗ = a∗ + b∗
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3. (λa)∗ = λ¯a∗
4. (ab)∗ = b∗a∗
5. ‖aa∗‖ = ‖a‖2
Las cuatro primeras propiedades nos dan estructura de a´lgebra con invo-
lucio´n, mientras que la u´ltima, conocida como axioma de Gelfand-Naimark
(o propiedad estelar) es la condicio´n que diferencia a las C∗-a´lgebras del resto
de a´lgebras con involucio´n. Estas propiedades son las naturales de la involu-
cio´n de B(H) consistente en llevar cada operador T a su adjunto T ∗.
Atendiendo ahora a las aplicaciones entre C∗-a´lgebras, y dado que tene-
mos una nueva operacio´n, es interesante distinguir aquellas que respetan la
nueva estructura. Diremos que una aplicacio´n T : A −→ B es *-invariante si
T (x∗) = T (x)∗. A los homomorfismos de Jordan *-invariantes los llamaremos
*-homomorfismos de Jordan.
En esta estructura tenemos algunos elementos distinguidos con los que
vamos a trabajar. Diremos que un elemento a de una C*-a´lgebra A es:
Autoadjunto si a∗ = a. Al conjunto de todos los elementos autoad-
juntos de A lo denotaremos por Asa.
Isometr´ıa parcial si aa∗a = a.
Unitario si aa∗ = a∗a = 1.
Proyeccio´n si a2 = a∗ = a. Es decir, las proyecciones son a la vez
idempotentes y autoadjuntos. Juegan un papel importante en las C∗-
a´lgebras, en especial en algunos tipos concretos que presentaremos ma´s
tarde, con abundancia de las mismas.
Obviamente, las C∗-a´lgebras nos permiten trabajar tambie´n con los ti-
pos de inversibilidad presentados ma´s arriba. Sin embargo, lo interesante es
aprovechar la riqueza adicional que nos proporciona este nuevo ambiente.
Pasaremos pues a definir el inverso de Moore-Penrose.
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Definicio´n 1.3.2 Sea a ∈ A. Diremos que b es el inverso de Moore-
Penrose de a si cumple:
aba = a, bab = b, ab = (ab)∗ y ba = (ba)∗ (1.5)
En caso de existir, el inverso de Moore-Penrose es u´nico, y se denotara´ por
a†. El conjunto de todos los elementos inversibles Moore-Penrose sera´ denota-
do por A†, y es exactamente igual al de los von Neumann regulares, es decir,
A† = A∧ (ve´ase [22]). Este concepto de inverso no es otra cosa que una gene-
ralizacio´n al caso de C∗-a´lgebras de la pseudoinversa de Moore-Penrose que
aparecio´ para matrices en los an˜os 50 y que cuenta con numerosas aplicacio-
nes, sobre todo en teor´ıa de matrices y ana´lisis nume´rico.
1.4. Desde el teorema de Hua hasta la conje-
tura de Kaplansky
El punto de partida del estudio de invariantes lineales referidos a inversi-
bilidad bien puede ser el famoso teorema de Hua (ve´ase [24]), que detallamos
a continuacio´n:
Teorema 1.4.1 (Hua) Toda aplicacio´n aditiva y unital T entre dos ani-
llos de divisio´n que cumple T (x−1) = T (x)−1 es un homomorfismo o anti-
homomorfismo.
La relacio´n T (x−1) = T (x)−1 es la que servira´ de modelo para estudiar
muchos tipos de invariantes lineales.
Definicio´n 1.4.2 Sean A y B a´lgebras de Banach complejas (resp. unitales,
C*-a´lgebras, en caso de ser necesario). De una aplicacio´n T : A → B se
dira´ que:
preserva fuertemente la inversibilidad si T (x−1) = T (x)−1 para todo
x ∈ A−1.
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preserva fuertemente la inversibilidad generalizada si T (x) es inverso
generalizado de T (y) siempre que x sea inverso generalizado de y.
preserva fuertemente la inversibilidad Drazin si T (xD) = T (x)D para
todo x ∈ AD.
preserva fuertemente la inversibilidad de grupo si T (x]) = T (x)] para
todo x ∈ A].
preserva fuertemente la inversibilidad de Koliha-Drazin si T (xKD) =
T (x)KD para todo x ∈ AKD.
preserva fuertemente la inversibilidad de Moore-Penrose T (x†) = T (x)†
para todo x ∈ A†.
En definitiva, el teorema de Hua caracteriza las aplicaciones unitales y
aditivas entre anillos de divisio´n que preservan fuertemente la inversibilidad.
Este esquema es el que ha sido repetido en los u´ltimos an˜os, debilitando
hipo´tesis para obtener resultados ma´s generales y cambiando condiciones pa-
ra obtener resultados diferentes (ve´ase, por ejemplo, [18]). En esta memoria
se enunciara´n mu´ltiples resultados de este tipo.
Por otro lado, uno de los problemas abiertos ma´s ce´lebres en el a´mbi-
to de invariantes lineales es la llamada conjetura de Kaplansky. Recordemos
que, dada un a´lgebra de Banach, se define su radical de Jacobson como la
interseccio´n de los ideales a izquierda maximales (equivalentemente, de los
ideales a derecha maximales). Un a´lgebra de Banach se dira´ semisimple si
su radical es {0} (ve´ase [2]). Un ejemplo de a´lgebras de Banach semisimples
son las C*-a´lgebras.
La conjetura de Kaplansky dice lo siguiente:
Conjetura 1.4.3 (Kaplansky) Sean A y B dos a´lgebras de Banach se-
misimples y T : A −→ B una aplicacio´n lineal, unital y sobreyectiva. Si
T (A−1) ⊂ B−1 (o, equivalentemente, sp(T (x)) ⊂ sp(x) para todo x ∈ A),
entonces T es un homomorfismo de Jordan.
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De una aplicacio´n satisfaciendo T (A−1) ⊂ B−1 se dira´ que preseva la
inversibilidad. No´tese que toda aplicacio´n que preserva fuertemente la inver-
sibilidad preserva la inversiblidad y que, tal y como se plantea en [36, Ob-
servacio´n 2.9], una posibilidad para responder a la conjetura de Kaplansky
pasa por el rec´ıproco.
Desde que el problema fue planteado, ha habido numerosas aproximacio-
nes y resultados parciales con respuesta positiva. Un teorema de Marcus y
Purves de 1959 responde positivamente a la cuestio´n para el caso de a´lgebras
de matrices complejas (ve´ase [35]).
Teorema 1.4.4 (Marcus-Purves) Sea T : Mn(C) → Mn(C) una aplica-
cio´n lineal que preserva la inversibilidad. Entonces, existen U, V inversibles
tales que
T (A) = UAV, para toda A ∈Mn(C)
o bien
T (A) = UAtV, para toda A ∈Mn(C)
En el caso conmutativo el llamado teorema de Glason-Kahane-Zelazko
([21], [27], [45]) da respuesta afirmativa a la conjetura.
En 1996, Sourour dio respuesta afirmativa a la conjetura para aplicaciones
biyectivas entre a´lgebras de operadores lineales y acotados de un espacio de
Banach ([41]).
Teorema 1.4.5 (Sourour) Sean X e Y espacios de Banach complejos y
φ : B(X) → B(Y ) una aplicacio´n lineal, biyectiva y unital. Las siguientes
condiciones son equivalentes:
1. φ preserva la inversibilidad.
2. φ es un homomorfismo de Jordan.
3. φ es un isomorfismo o anti-isomorfismo.
4. Se cumple una de las dos siguentes condiciones:
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Y es isomorfo a X y φ(T ) = A−1TA para todo T ∈ B(X), donde
A es un isomorfismo de Y en X.
Y es isomorfo a X∗ y φ(T ) = A−1T ∗A para todo T ∈ B(X), donde
A es un isomorfismo de Y en X∗. En este caso X e Y deben ser
reflexivos.
En el an˜o 2000, Aupetit dio a conocer una respuesta positiva al problema
de Kaplansky en a´lgebras de von Neumann (ve´ase [3]).
Teorema 1.4.6 (Aupetit) Sean A y B a´lgebras de von Neumann y T :
A → B una aplicacio´n lineal y sobreyectiva tal que sp(T (a)) ⊂ sp(a) para
todo a ∈ A. Entonces T es un isomorfismo de Jordan.
En 2003, Bresar, Fosner y Semrl mejoraron el anterior resultado de Sou-
rour, extendie´ndolo hasta el caso de a´lgebras semisimples con zo´calo esencial
(ve´ase [7]).
Teorema 1.4.7 (Bresar-Fosner-Semrl) Sean A y B a´lgebras de Banach
semisimples con zo´calo esencial y T : A → B una aplicacio´n lineal y biyectiva
que preserva la inversibilidad. Entonces T es un isomorfismo de Jordan.
Por u´ltimo, en 2005 Kovacs mejoro´ en ([31]) el resultado de Aupetit,
situa´ndose en el contexto de las C*-a´lgebras de rango real cero.
Teorema 1.4.8 (Kovacs) Sean A una C*-a´lgebra unital de rango real cero
y B un a´lgebra de Banach unital semisimple. Sea T : A → B una aplicacio´n
lineal y sobreyectiva tal que sp(T (a)) ⊂ sp(a) para todo a ∈ A. Entonces T
es un isomorfismo de Jordan.
No´tese que el problema de Kaplansky au´n dista de estar resuelto, pues
au´n no se dispone de respuesta (positiva o negativa) en el caso de C*-a´lgebras.
En esta memoria trataremos problemas que, si bien no van enfocados di-
rectamente hacia la conjetura (como el teorema anterior), aportan informa-
cio´n y te´cnicas que esta´n relacionadas con este problema y con las versiones
del teorema de Hua.

Cap´ıtulo 2
Antecedentes
En este cap´ıtulo haremos un repaso sobre los resultados aparecidos en
los u´ltimos an˜os sobre el tema que nos ocupa. Comenzaremos estudiando las
a´lgebras de operadores (en espacios de Hilbert y espacios de Banach) para
despue´s terminar con sus respectivas generalizaciones (C*-a´lgebras y a´lgebras
de Banach, respectivamente).
2.1. Invariantes en a´lgebras de operadores
En primer lugar nos centraremos en el problema determinar las aplica-
ciones aditivas que preservan fuertemente la inversibilidad Drazin en B(H),
el a´lgebra de operadores lineales y continuos de H en s´ı mismo, siendo H un
espacio de Hilbert real o complejo infinito-dimensional. Este problema fue
estudiado por Cui en 2007 ([16]). Su trabajo se puede resumir en dos pasos:
1. Determinar el comportamiento de la aplicacio´n sobre los idempotentes.
2. Usando las bondades de B(H), aplicar la caracterizacio´n de Kuzma
(ve´ase [32]) sobre aplicaciones aditivas que preservan idempotentes.
Veamos con ma´s detalle el trabajo de Cui:
Lema 2.1.1 Sea φ : B(H)→ B(K) una aplicacio´n aditiva que preserva fuer-
temente la inversibilidad Drazin, con H y K espacios de Hilbert de dimensio´n
infinita. Entonces, para todo idempotente P ∈ B(H) se tiene:
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1. φ(I)φ(P ) = φ(P )φ(I)
2. φ(P ) = φ(P )2φ(I) = φ(P )φ(I)2
En B(H) es usual trabajar con idempotentes, ya que estas a´lgebras presen-
tan una muy interesante propiedad: todo elemento en B(H), con H infinito-
dimensional, se puede escribir como suma de un nu´mero finito de idempoten-
tes (ve´ase [40]). Esto hace que, trabajando siempre con aditividad, podamos
controlar todos los elementos del a´lgebra conociendo el comportamiento so-
bre los idempotentes.
De un idempotente p en un a´lgebra A diremos que es minimal si pAp =
Cp. Combinando el teorema principal y el corolario 3.3 en [32], se tiene:
Teorema 2.1.2 (Kuzma) Sean H y K espacios de Hilbert reales o com-
plejos infinito-dimensionales y φ : B(H)→ B(K) una aplicacio´n aditiva que
preserva idempotentes. Supongamos adema´s que la imagen de φ contiene a
todos los idempotentes minimales de B(K). Entonces φ anula a todos los
idempotentes minimales o bien existe una biyeccio´n lineal o conjugado lineal
continua A : H → K tal que
φ(T ) = ATA−1 para todo T ∈ B(H)
o bien
φ(T ) = AT trA−1 para todo T ∈ B(H)
donde T tr denota al operador transpuesto de T respecto de una base ortonor-
mal arbitraria, pero fija.
A partir de la hipo´tesis de que la imagen de φ contiene a todos los idem-
potentes minimales y de las identidades del lema anterior, Cui llega a que φ
o −φ preservan idempotentes, lo que le permite aplicar el teorema de Kuzma
para llegar a su teorema principal:
Teorema 2.1.3 (Cui) Sean H y K espacios de Hilbert reales o complejos
infinito-dimensionales y φ : B(H)→ B(K) una aplicacio´n aditiva que preser-
va fuertemente la inversibilidad Drazin. Supongamos adema´s que la imagen
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de φ contiene a todos los idempotentes minimales de B(K). Entonces φ anu-
la a todos los idempotentes minimales o bien existe una biyeccio´n lineal o
conjugado lineal continua A : H → K tal que
φ(T ) = ξATA−1 para todo T ∈ B(H)
o bien
φ(T ) = ξAT trA−1 para todo T ∈ B(H)
donde ξ ∈ {−1, 1} y T tr denota al operador transpuesto de T respecto de una
base ortonormal arbitraria, pero fija.
En nuestro trabajo ([12]) caracterizamos las aplicaciones aditivas entre
a´lgebras de Banach que preservan fuertemente la inversibilidad Drazin.
A continuacio´n veremos el aporte de Nadia Boudi y Mostafa Mbekhta en
este ambiente. En este caso el resultado se refiere a inversibilidad generaliza-
da. La demostracio´n sigue el camino de Cui, donde identidades concernientes
a los idempotentes se pueden “subir” a todos los elementos. Los siguientes
resultados se encuentran en [6].
Proposicio´n 2.1.4 Sean A y B a´lgebras de Banach unitales y φ : A → B
una aplicacio´n aditiva que preserva fuertemente la inversibilidad generalizada
tal que φ(1) conmuta con la imagen de φ. Entonces φ(1)φ es un homomor-
fismo de Jordan.
Proposicio´n 2.1.5 Sean A y B a´lgebras de Banach unitales y φ : A → B
una aplicacio´n aditiva que preserva fuertemente la inversibilidad generaliza-
da. Entonces, para cada idempotente e ∈ A se tiene
φ(1)φ(e) = φ(e)φ(1) = (φ(e))2 y (φ(1))2φ(e) = φ(e)
En particular, φ(1)φ preserva idempotentes.
La combinacio´n de las dos proposiciones anteriores junto con la propiedad
relativa a sumas de idempotentes en B(H) nos lleva directos al siguiente
resultado:
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Teorema 2.1.6 (Boudi-Mbekhta) Sean H un espacio de Hilbert complejo
de dimensio´n infinita, A un a´lgebra de Banach unital. Si φ : B(H) → A es
aditiva y preserva fuertemente la inversibilidad generalizada, entonces φ(1)φ
es un homomorfismo de Jordan y φ(1) conmuta con la imagen de φ.
Respecto a la inversibilidad de Moore-Penrose en B(H), Mbekhta llego´ al
siguiente resultado:
Teorema 2.1.7 ([37], Teorema 5.3) Sea φ : B(H) → B(H) una aplica-
cio´n lineal, biyectiva y unital. Las siguientes condiciones son equivalentes:
1. φ preserva fuertemente la inversibilidad de Moore-Penrose.
2. Existe un operador unitario U ∈ B(H) tal que φ puede expresarse como
φ(T ) = UTU∗ para todo T ∈ B(H)
o bien
φ(T ) = UT trU∗ para todo T ∈ B(H)
donde T tr denota al operador transpuesto de T respecto de una base
ortonormal arbitraria, pero fija.
De hecho, las aplicaciones que aparecen en (2) son todos los *-homomorfimos
de Jordan isome´tricos en B(H) como consecuencia de un teorema de Kadison
([26]).
En el caso ma´s general del a´lgebra de los operadores lineales y continuos
de un espacio de Banach complejo X no podemos generar el espacio a partir
de los idempotentes como ocurr´ıa en el caso anterior. Sin embargo, B(X) au´n
posee caracter´ısticas que lo hacen un ambiente co´modo, como la semisimpli-
cidad y la bondad de su zo´calo.
En este contexto, veremos un teorema que aparece como corolario en [6],
pues es una particularizacio´n a B(X) de un teorema ma´s general que veremos
ma´s adelante.
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Teorema 2.1.8 (Boudi-Mbekhta) Sean X e Y espacios de Banach com-
plejos y φ : B(X) → B(Y ) una aplicacio´n lineal y biyectiva. Las siguientes
condiciones son equivalentes:
1. φ preserva fuertemente la inversibilidad generalizada.
2. φ preserva fuertemente la inversibilidad de grupo.
3. φ preserva fuertemente la inversibilidad Drazin.
4. φ preserva fuertemente la inversibilidad.
5. Existe λ ∈ {−1, 1} tal que se cumple una de las dos siguentes condi-
ciones:
Y es isomorfo a X y φ(T ) = λA−1TA para todo T ∈ B(X), donde
A es un isomorfismo de Y en X.
Y es isomorfo a X∗ y φ(T ) = λA−1T ∗A para todo T ∈ B(X),
donde A es un isomorfismo de Y en X∗. En este caso X e Y
deben ser reflexivos.
De hecho, las aplicaciones que aparecen en (5) son todos los isomorfimos
de Jordan en B(X).
2.2. Invariantes en a´lgebras de Banach
En esta seccio´n trataremos los invariantes lineales (y aditivos) de los dis-
tintos tipos de inversibilidad generalizada en a´lgebras de Banach unitales.
Para ello, nos centraremos en el trabajo de Nadia Boudi y Mostafa Mbekhta
([6]).
A lo largo del cap´ıtulo incluiremos las demostraciones de numerosos lemas
y teoremas, debido a que apenas necesitan conocimientos previos y pueden
seguirse fa´cilmente, adema´s de ser reveladoras de las te´cnicas empleadas. Una
propiedad que juega un papel crucial tanto en el trabajo de Boudi y Mbekhta
como en el nuestro es la llamada identidad de Hua.
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Proposicio´n 2.2.1 (Identidad de Hua) Sea R un anillo con unidad y
a, b ∈ R. Si a, b y a− b−1 son inversibles, entonces[
a−1 − (a− b−1)−1]−1 = a− aba
En primer lugar, los autores nos proveen de una versio´n del teorema de
Hua para el caso de a´lgebras de Banach.
Teorema 2.2.2 Sean A y B a´lgebras de Banach complejas unitales y T :
A → B una aplicacio´n aditiva. Entonces T preserva fuertemente la inver-
sibilidad si, y solamente si, T (1)T es un homomorfismo de Jordan y T (1)
conmuta con la imagen de T .
Demostracio´n La implicacio´n hacia la izquierda es inmediata. Para la im-
plicacio´n a la derecha, no´tese que al ser 1−1 = 1, entonces (T (1))−1 = T (1) y,
por tanto, T (1)2 = 1. Sean ahora x ∈ A arbitrario y λ, µ /∈ sp(x) con λ 6= µ
y λ, µ ∈ Q (la existencia esta´ garantizada por ser el espectro un compacto de
C). Llamemos a = x− λ, b = (µ− λ)−1. Es obvio que a, b y a− b−1 = x−µ,
T (a) = T (x − λ), T (b) = (µ − λ)−1T (1) y T (a) − T (b)−1 son inversibles,
as´ı que podemos aplicar la identidad de Hua por separado tanto a los tres
primeros como a los tres u´ltimos, para obtener:
a− aba =
[
a−1 − (a− b−1)−1]−1 (2.1)
y
T (a)− T (a)T (b)T (a) =
[
T (a)−1 − (T (a)− T (b)−1)−1]−1 (2.2)
Aplicando T a la igualdad (2.1) y teniendo en cuenta que T es aditiva y
preserva fuertemente la inversibilidad, obtenemos:
T (a)− T (aba) = T
([
a−1 − (a− b−1)−1]−1)
=
[
T (a)−1 − (T (a)− T (b)−1)−1]−1
De esta u´ltima identidad y de (2.2), obtenemos que T (aba) = T (a)T (b)T (a),
lo que nos lleva a que:
T
(
(x− λ)2) = (T (x)− λT (1))T (1) (T (x)− λT (1))
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y as´ı
T (x2) = T (x)T (1)T (x)
Por tanto, para todo x ∈ A se tiene T (1)T (x2) = T (1)T (x)T (1)T (x) =
(T (1)T (x))2, es decir, T (1)T es un homomorfismo de Jordan.
Para terminar, veamos que T (1) conmuta con la imagen de T . Para ello,
tomemos x ∈ A arbitrario y sean λ, µ ∈ Q tales que λ 6= 0 y λ, λ+µ /∈ sp(x).
Entonces a = x − (λ + µ), b = (x − µ)−1, a − b−1 = −µ son inversibles,
as´ı como sus respectivas ima´genes por T . Aplicando el procedimiento anterior,
llegamos de nuevo a que T (aba) = T (a)T (b)T (a). De aqu´ı, T ((x − λ)−1) =
T (1)T ((x − λ)−1)T (1) y, teniendo en cuenta que (T (1))2 = 1, deducimos
T (1)T (x) = T (x)T (1), lo que completa la prueba.
Pasamos ahora a tratar el problema de la inversibilidad generalizada. En
primer lugar, hemos de remarcar una propiedad que utilizaremos de ahora en
adelante. Si una apliacio´n T preserva fuertemente la inversibilidad generaliza-
da y a ∈ A es un elemento inversible tal que T (a) es inversible, entonces es de
fa´cil comprobacio´n que T (a−1) = (T (a))−1. Utilizando esta propiedad, Boudi
y Mbekhta lograron adaptar la demostracio´n del teorema anterior al caso de
inversibilidad generalizada. Sus resultados principales fueron los siguientes:
Teorema 2.2.3 Sean A y B a´lgebras de Banach unitales y T : A → B una
aplicacio´n unital y aditiva. Entonces T preserva fuertemente la inversibilidad
generalizada si, y solamente si, T es un homomorfismo de Jordan.
La hipo´tesis de unitalidad de la aplicacio´n se puede rebajar de las dos
maneras que siguen a continuacio´n:
Teorema 2.2.4 Sean A y B a´lgebras de Banach unitales y T : A → B una
aplicacio´n aditiva tal que 1 ∈ Im(T ). Entonces T preserva fuertemente la
inversibilidad generalizada si, y solamente si, T (1)T es un homomorfismo de
Jordan y T (1) conmuta con la imagen de T .
Teorema 2.2.5 Sean A y B a´lgebras de Banach complejas unitales y T :
A → B una aplicacio´n aditiva tal que T (1) es inversible. Entonces T preserva
fuertemente la inversibilidad generalizada si, y solamente si, T (1)T es un
homomorfismo de Jordan y T (1) conmuta con la imagen de T .
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Para la demostracio´n de los teoremas, necesitaremos un par de lemas.
Lema 2.2.6 Sean A y B a´lgebras de Banach complejas unitales y T : A → B
una aplicacio´n aditiva que preserva fuertemente la inversibilidad generaliza-
da. Si Im(T ) ∩ B−1 6= ∅ entonces T (1) 6= 0.
Esta propiedad se puede probar rebajando la condicio´n Im(T )∩B−1 6= ∅
a que T no sea ide´nticamente nula.
Lema 2.2.7 Sean A y B a´lgebras de Banach complejas unitales y T : A → B
una aplicacio´n aditiva. Si T preserva fuertemente la inversibilidad generali-
zada entonces
(T (1))2 = 1⇔ T (1) es inversible ⇔ T (A−1) ∩ B−1 6= ∅
Adema´s, si x ∈ T (A−1) ∩ B−1 (es decir, si x y T (x) son inversibles)
entonces
T (x) = T (1)T (x)T (1) (2.3)
2T (x2) = T (1)(T (x))2 + (T (x))2T (1) (2.4)
Demostracio´n En primer lugar, al ser 1 inverso generalizado de s´ı mismo,
T (1) tambie´n es inverso generalizado de s´ı mismo y, por tanto, (T (1))3 =
T (1). As´ı, la primera equivalencia del lema queda probada. La implicacio´n
hacia la derecha de la segunda equivalencia es trivial, as´ı que falta por probar
que, supuesto T (A−1) ∩ B−1 6= ∅, se tiene que T (1) es inversible. Sabemos
que T (1) 6= 0. Sea u inversible tal que T (u) es inversible. Podemos tomar
δ tal que para todo λ ∈ Q con |λ| < δ entonces a = u + λ, b = λ−1u,
a−b−1 = u+λ(1−u−1), T (a) = T (u), T (b) y T (a)−T (b)−1 = T (u)−λT (u)−1
son inversibles. La identidad de Hua y el cara´cter de T nos da T (aba) =
T (a)T (b)T (a). Es decir:
T (u3) + 2λT (u)2 + λ2T (u) =
= T (u)3 + λT (u)2T (1) + λT (1)T (u)2 + λ2T (1)T (u)T (1)
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Agrupando coeficientes tenemos que, para todo λ ∈ Q con |λ| < δ:
0 = T (u3)− T (u)3
+λ
(
2T (u)2 − T (u)2T (1)− T (1)T (u)2)
+λ2 (T (u)− T (1)T (u)T (1))
Por tanto, los coeficientes del polinomio en λ deben ser 0. En particular,
tenemos:
T (u) = T (1)T (u)T (1) y 2T (u2) = T (u)2T (1) + T (1)T (u)2
Para terminar, es claro que
1 = T (u)T (u)−1 = T (1)T (u)T (1)T (u)−1
y
1 = T (u)−1T (u) = T (u)−1T (1)T (u)T (1)
Por tanto, T (1) es inversible, como se quer´ıa probar.
Ahora podemos demostrar los teoremas enunciados ma´s arriba.
Demostracio´n del Teorema 2.2.5 Supongamos que T preserva fuertemen-
te la inversibilidad generalizada. Tomemos u ∈ A−1 tal que T (u) ∈ B−1.
Entonces por 2.3 y 2.4, se tiene que T (u) = T (1)T (u)T (1) y 2T (u2) =
T (u)2T (1) + T (1)T (u)2. Teniendo en cuenta que T (1)2 = 1, multiplicando a
la izquierda la primera ecuacio´n por T (1) obtenemos
T (1)T (u) = T (u)T (1)
Esto nos lleva, junto con la segunda igualdad de arriba, a que
T (1)T (u2) = (T (1)T (u))2
Ahora, tomado x ∈ A arbitrario, se puede tomar λ ∈ Q suficientemente gran-
de para que tanto x+λ como T (x+λ) = T (x) +λT (1) sean inversibles. As´ı,
podemos afirmar que T (1)T (x+λ) = T (x+λ)T (1) y, por tanto, T (1)T (x) =
T (x)T (1). Por otra parte, de la igualdad T (1)T ((x+ λ)2) = (T (1)T (x+ λ))2
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se obtiene fa´cilmente que T (1)T (x2) = (T (1)T (x))2, con lo que concluye la
prueba de la implicacio´n hacia la derecha.
La implicacio´n hacia la izquierda se comprueba de forma directa.
Demostracio´n del Teorema 2.2.4 Supongamos que 1 = T (u) ∈ Im(T ) y
sea λ un racional no nulo tal que x = u−λ sea inversible y λ−1 /∈ sp(T (1)) ⊂
{−1, 0, 1} (dado que T (1)3 = T (1)). En estas condiciones, tanto x como
T (x) = T (u) − λT (1) = −λ(T (1) − λ−1T (u)) son inversibles. Por tanto,
T (A−1) ∩ B−1 6= ∅ y el lema anterior nos asegura que T (1) es inversible, lo
que coloca en la situacio´n del Teorema 4.2.3.
Demostracio´n del Teorema 2.2.3 El caso unital se puede deducir direc-
tamente de cualquiera de los dos anteriores.
Los autores se preguntan si la condicio´n T (A)∩B−1 6= ∅ se podr´ıa rebajar
a T (A−1)∩B−1 6= ∅, es decir, que haya un elemento inversible en la imagen de
A. La respuesta a esto es positiva en caso de que A o B sean de dimensio´n fi-
nita mo´dulo su radical de Jacobson. No se conoce respuesta en el caso general.
Por u´ltimo, utilizando las mismas te´cnicas con la inversibilidad Drazin
y la inversibilidad de grupo, los autores finalizan con un teorema que reu´ne
todos los conceptos trabajados.
Teorema 2.2.8 Sean A y B a´lgebras de Banach complejas unitales y T :
A → B una aplicacio´n lineal. Si T es unital (resp. T (1) inversible, 1 ∈
Im(T )), las siguientes condiciones son equivalentes:
1. T preserva fuertemente la inversibilidad generalizada.
2. T preserva fuertemente la inversibilidad Drazin.
3. T preserva fuertemente la inversibilidad de grupo.
4. T preserva fuertemente la inversibilidad.
5. T (resp. T (1)T ) es un homomorfismo de Jordan unital y T (1) conmuta
con la imagen de T .
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2.3. Aplicaciones que preservan fuertemen-
te la inversibilidad de Moore-Penrose en
C*-a´lgebras
A continuacio´n veremos los resultados conocidos que se refieren a aplica-
ciones lineales que preservan fuertemente la inversibilidad de Moore-Penrose.
Los resultados que recogemos aparecen en [36] y [37].
Proposicio´n 2.3.1 Sean A y B C*-a´lgebras unitales y T : A → B una apli-
cacio´n aditiva y unital que preserva fuertemente la inversibilidad de Moore-
Penrose. Entonces:
1. T es un homomorfismo de Jordan.
2. T preserva las proyecciones.
Teniendo en cuenta los resultados anteriores, no nos resulta extran˜o co´mo
probar que la aplicacio´n T es un homomorfismo de Jordan. La informacio´n
sobre el comportamiento de T respecto a la involucio´n de la C*-a´lgebra viene
recogida en el segundo apartado.
Demostracio´n de (2) Sea e un idempotente tal que e = e∗. En particular
e = e†, luego T (e) = T (e†) = T (e)†. Adema´s, dado que T es un homomor-
fismo de Jordan, T (e) es un idempotente y, puesto que T (e)T (e)† es una
proyeccio´n, obtenemos
T (e) = T (e)T (e)† = (T (e)T (e)†)∗ = T (e)∗
En cierta clase de C*-a´lgebras la propiedad (2), con continuidad, es su-
ficiente para asegurar que la aplicacio´n es *-invariante. Nos referimos a las
C*-a´lgebras de rango real cero (ve´ase [8]).
Definicio´n 2.3.2 Un C*-a´lgebra se dice de rango real cero si el conjunto
formado por las combinaciones lineales reales de proyecciones ortogonales es
denso en el conjunto de los elementos autoadjuntos. Es decir, todo autoad-
junto se puede aproximar por combinaciones lineales reales de proyecciones
ortogonales.
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Toda a´lgebra de von Neumann (C*-a´lgebra cuyo espacio vectorial subya-
cente es el dual de otro espacio), y en particular, B(H), tiene rango real cero.
Esto nos permite, suponiendo la continuidad de la aplicacio´n, subir algu-
nas identidades desde las proyecciones hasta los autoadjuntos para, teniendo
en cuenta que todo elemento es combinacio´n lineal de autoadjuntos, poder
llevar las identidades a todo el espacio. En el siguiente resultado la continui-
dad no se expresa expl´ıcitamente como hipo´tesis, aunque se deduce del resto
de ellas en conjuncio´n con la proposicio´n anterior.
Teorema 2.3.3 Sean A una C*-a´lgebra unital de rango real cero y B una
C*-a´lgebra unital prima. Sea T : A → B una aplicacio´n lineal, sobreyectiva
y unital. Las siguientes condiciones son equivalentes:
1. T preserva fuertemente la inversibilidad de Moore-Penrose.
2. T es un *-homomorfismo o un *-anti-homomorfismo.
El hecho de que B sea prima permite afirmar que todo homomorfismo de
Jordan sobreyectivo es homomorfismo o anti-homomorfismo, de modo que en
el teorema anterior bien puede eliminarse esta hipo´tesis sobre B y reemplazar
(2) por “ T es *-homomorfismo de Jordan”.
Por u´ltimo el autor lanza la siguiente conjetura:
Conjetura 2.3.4 Sean A y B C*-a´lgebras unitales y T : A → B una apli-
cacio´n aditiva, unital y sobreyectiva. Equivalen:
1. T preserva fuertemente la inversibilidad de Moore-Penrose.
2. T es un *-homomorfismo de Jordan.
Cap´ıtulo 3
Contribuciones a la teor´ıa de
invariantes lineales
En este cap´ıtulo profundizaremos en las aportaciones que hemos realizado
en el campo sobre el que trata esta memoria. En el momento de entrega de
esta memoria, algunas de las referencias que aparecera´n en esta seccio´n son
trabajos en preparacio´n ([11] y [12]).
3.1. Aplicaciones lineales que preservan fuer-
temente la inversibilidad de Moore-Penrose
Sea A una C*-a´lgebra. Un elemento x de A se dice finito (respectivamen-
te, compacto) en A, si el operador x∧x : A → A, dado por x∧x(a) = xax, es
un operador de rango finito (respectivamente, compacto) en A. Es conocido
que el ideal F(A) de los elementos de rango finito de A coincide con soc(A),
el zo´calo de A, es decir, la suma de todos los ideales minimales a derecha
(equivalentemente, a izquierda) de A, y que K(A) = soc(A) es el ideal de los
elementos compactos de A. El zo´calo de A, coincide con la expansio´n lineal
de las proyecciones minimales de A. Una C∗-a´lgebra se dice dual o compacta
si A = K(A). En [5], [1] and [43] se pueden encontrar conceptos y resultados
ba´sicos sobre el zo´calo y las C*-a´lgebras duales. Por u´ltimo, diremos que el
zo´calo de A es esencial si tiene interseccio´n no trivial con todos los ideales
de A (equivalentemente, si a soc(A) = 0 fuerza que a = 0).
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Dos elementos a, b en una C∗-a´lgebra A se dicen ortogonales, y se denota
a ⊥ b, si ab∗ = b∗a = 0. Diremos que una aplicacio´n T : A → B entre dos
C∗-a´lgebras preserva la ortogonalidad si T (x) ⊥ T (y) siempre que x ⊥ y. En
primer lugar veremos que todo aplicacio´n que preserva fuertemente la inver-
sibilidad de Moore-Penrose tambie´n preserva la ortogonalidad de elementos
regulares.
Proposicio´n 3.1.1 Sean A y B C∗-a´lgebras. Toda aplicacio´n aditiva T :
A→ B que preserva fuertemente la inversibilidad de Moore-Penrose preserva
la ortogonalidad de elementos regulares.
Demostracio´n Sea a, b ∈ A† con a ⊥ b. Para todo α ∈ Q \ {0} es fa´cil ver
que (a+ αb)† = a† + α−1b†. Por hipo´tesis
(T (a) + αT (b))(T (a)† + α−1T (b)†)(T (a) + αT (b)) = (T (a) + αT (b))
que nos lleva a
α−1T (a)T (b)†T (a) + (T (a)T (b)†T (b) + T (b)T (b)†T (a))
+ α(T (b)T (a)†T (a) + T (a)T (a)†T (b))
+ α2T (b)T (a)†T (b) = 0
para todo α ∈ Q \ {0}. Por tanto,
T (a)T (b)†T (b) + T (b)T (b)†T (a) = 0
Multiplicando la u´ltima ecuacio´n a derecha e izquierda, respectivamente, por
T (b)† es claro que
T (a)T (b)† = −T (b)T (b)†T (a)T (b)† (3.1)
T (b)†T (a) = −T (b)†T (a)T (b)†T (b) (3.2)
Al ser
(T (a)† + α−1T (b)†)(T (a) + αT (b))(T (a)† + α−1T (b)†) = (T (a)† + α−1T (b)†)
para todo α ∈ Q \ {0} obtenemos
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T (b)†T (a)T (b)† = 0. (3.3)
De las ecuaciones (3.1), (3.2) y (3.3) se sigue que T (a)T (b)† = 0 y T (b)†T (a) =
0 lo que es equivalente a T (a)T (b)∗ = 0 y T (b)∗T (a) = 0, es decir, T (a) ⊥
T (b), como quer´ıamos.
La siguiente proposicio´n se puede probar de la misma forma en la que se
prueba [6, Proposicio´n 3.10]. No´tese que si T : A → B preserva fuertemente
la inversibilidad de Moore-Penrose y T (1) conmuta con T (A) entonces B′ =
T (1)2BT (1)2 es una C∗-a´lgebra con unidad T (1)2, S = T (.)T (1)2 de A en B′,
preserva fuertemente la inversibilidad de Moore-Penrose y S(1) es inversible
(en B′).
Proposicio´n 3.1.2 Sean A y B C∗-a´lgebras con A unital y T : A → B
una aplicacio´n aditiva tal que T (1) conmuta con la imagen de T . Si T pre-
serva fuertemente la inversibilidad de Moore-Penrose entonces T (1)T es un
homomorfismo de Jordan.
Recordemos que en una C*-a´lgebra todo elemento es *-cancelable, esto es,
que de la igualdad a∗ax = 0 se obtiene ax = 0. Una reformulacio´n sencilla
de esta propiedad es que a∗ax = a∗ay implica ax = ay. Esta propiedad
sera´ utilizada en el siguiente lema, que nos dice co´mo se comportan estas
aplicaciones con las proyecciones de la C*-a´lgebra (compa´rese con el Lema
2.1.5).
Lema 3.1.3 Sean A y B C∗-a´lgebras con A unital. Sean T : A → B una apli-
cacio´n aditiva que preserva fuertemente la inversibilidad de Moore-Penrose
y h = T (1). Para toda proyeccio´n p ∈ A, se verifica:
1. T (p)h∗ = hT (p)∗ y h∗T (p) = T (p)∗h
2. T (p) = T (p)h2
3. T (p)h = hT (p) = (T (p)h)∗
Demostracio´n Sea p una proyeccio´n no nula en A. Como p ⊥ (1− p) y T
preserva la ortogonalidad de elementos regulares, entonces T (p) ⊥ h−T (p), es
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decir, T (p)h∗ = T (p)T (p)∗ y h∗T (p) = T (p)∗T (p). En particular, T (p)h∗ =
hT (p)∗ y h∗T (p) = T (p)∗h. Puesto que h = h† es claro que h3 = h, y
h2 = (h2)∗ (de hecho, para cualquier proyeccio´n p se tiene T (p)3 = T (p) y
T (p)2 = (T (p)∗)2). Por tanto
T (p)∗T (p)h2 = h∗T (p)h2 = T (p)∗hh2 = T (p)∗h
= h∗T (p) = T (p)∗T (p) = T (p)∗T (p)T (p)2.
Por cancelacio´n T (p)h2 = T (p)T (p)2 = T (p). De la misma forma tambie´n se
obtiene h2T (p) = T (p). Tambie´n,
T (p)h = h2T (p)h = h∗h∗T (p)h = h∗T (p)∗h2 = h∗T (p)∗
= (T (p)h)∗.
De forma ana´loga, (hT (p))∗ = hT (p).
Por u´ltimo,
T (p)(hT (p)h)T (p) = T (p)hh∗T (p)∗T (p) = T (p)hh∗h∗T (p)
= T (p)hT (p) = T (p)T (p)∗h∗ = T (p)(h∗)2 = T (p).
Claramente, (hT (p)h)T (p)(hT (p)h) = hT (p)h y dado que T (p)hT (p)h =
h∗T (p)∗T (p)h = h∗h∗T (p)h = h2T (p)h = T (p)h y hT (p)hT (p) = hT (p) son
autoadjuntos, obtenemos hT (p)h = T (p)† = T (p) por la unicidad del inverso
de Moore-Penrose. Por tanto hT (p) = h(hT (p)h) = h2T (p)h = T (p)h, lo que
completa la prueba.
3.1.1. C*-a´lgebras con zo´calo no nulo
Es conocido que todo elemento en el zo´calo de una C∗-a´lgebra A es regu-
lar y que A† + soc(A) ⊂ A†. Este hecho, junto con la Proposicio´n 3.1.1 nos
permite utilizar te´cnicas de ortogonalidad en C∗-a´lgebras con zo´calo para de-
terminar la estructura de las aplicaciones lineales que preservan fuertemente
la inversibilidad de Moore-Penrose. El siguiente lema esta´ inspirado en [9]. En
los siguientes resultados utilizaremos la notacio´n {x, y, z} := 1
2
(xy∗z+ zy∗x),
cuyo origen precisaremos ma´s adelante.
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Lema 3.1.4 Sean A y B C∗-a´lgebras, A unital con zo´calo no nulo. Sean
T : A → B una aplicacio´n lineal que preserva fuertemente la inversibilidad
de Moore-Penrose y h = T (1). Para todo a ∈ A y x ∈ soc(A), se tienen las
siguientes identidades:
1. T (ax+xa)h∗ = T (a)T (x∗)∗+T (x)T (a∗)∗ y h∗T (ax+xa) = T (x∗)∗T (a)+
T (a∗)∗T (x).
2. T (x)h∗T (a) = T (x)T (a∗)∗h y T (a)h∗T (x) = hT (a∗)∗T (x).
3. T (x)hT (a) = T (x)T (a∗)∗h∗ y T (a)hT (x) = h∗T (a∗)∗T (x).
4. {T (x)T (a)T (x)} = T ({x a x})h∗h.
Demostracio´n Teniendo en cuenta el Lema 3.1.3, al ser todo elemento del
zo´calo combinacio´n lineal de proyecciones minimales, se sigue que T (x)h∗ =
hT (x∗)∗, h∗T (x) = T (x∗)∗h, T (x)h = hT (x) = h∗T (x∗)∗ = T (x∗)∗h∗ y
T (x) = T (x)h2 para todo x ∈ soc(A).
Sean p, q proyecciones minimales en A. Es claro que qp y (1− q)(1− p) =
1− p− q + qp(∈ A† + soc(A)) son regulares. La relacio´n qp ⊥ (1− q)(1− p)
implica que T (qp) ⊥ T (1 − q − p + qp), y dado que q(1 − p) ⊥ (1 − q)p,
tenemos T (q − qp) ⊥ T (p− qp). Por tanto
T (qp)h∗ − T (qp)T (q)∗ − T (qp)T (p)∗ + T (qp)T (qp)∗ = 0,
y
T (q)T (p)∗ − T (q)T (qp)∗ − T (qp)T (p)∗ + T (qp)T (qp)∗ = 0.
Con estas ecuaciones y puesto que soc(A) esta´ linealmente generado por las
proyecciones minimales, se puede probar que
T (yx+ xy)h∗ = T (y)T (x∗)∗ + T (x)T (y∗)∗, (3.4)
para todo x, y ∈ soc(A) (ve´ase [10, Teorema 14]). Adema´s, dada p proyeccio´n
minimal en A y a ∈ A−1, al ser p ⊥ (1 − p)a(1 − p), con (1 − p)a(1 − p) =
40
a− ap− pa+ pap ∈ A† + soc(A) ⊂ A†, la ecuacio´n (3.4) lleva a
T (ap+ pa)h∗ = T ((ap+ pa)p+ p(ap+ pa)− 2pap)h∗
= T (ap+ pa)T (p)∗ + T (p)T (a∗p+ pa∗)∗
−T (pap)T (p)∗ − T (p)T (pa∗p)∗
= T (ap+ pa− pap)T (p)∗ + T (p)T (a∗p+ pa∗ − pa∗p)
= T (a)T (p)∗ + T (p)T (a∗)∗.
Como T (p)T (p)∗ = T (p)h∗, dado a ∈ A y α tal que a−α ∈ A−1 de la u´ltima
ecuacio´n se obtiene T (ap+ pa)h∗ = T (a)T (p)∗ + T (p)T (a∗)∗.
Por tanto,
T (ax+ xa)h∗ = T (a)T (x∗)∗ + T (x)T (a∗)∗ (a ∈ A, x ∈ soc(A)). (3.5)
La otra igualdad de (1) se puede obtener de forma similar.
Finalmente, como p ⊥ (1−p)a(1−p), para todo a ∈ A−1 y toda proyeccio´n
minimal p en A, T (p) ⊥ T (a+ ap+ pa− pap) asegura que
T (p)h∗T (a) = T (p)T (p)∗T (a) = T (p)T (p)∗T (ap+ pa− pap)
= T (p)h∗T (ap+ pa− pap) = T (p)T ((ap+ pa− pap)∗)∗h
= T (p)T (a∗)∗h.
y
T (p)hT (a) = h∗T (p)∗T (a) = h∗T (p)∗T (ap+ pa− pap)
= T (p)hT (ap+ pa− pap) = T (p)T ((ap+ pa− pap)∗)∗h∗
= T (p)T (a∗)∗h∗.
Esto es,
T (x)h∗T (a) = T (x)T (a∗)∗h (x ∈ soc(A), a ∈ A), (3.6)
y
T (x)hT (a) = T (x)T (a∗)∗h∗ (3.7)
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Las otras relaciones de (2) y (3) se pueden obtener de forma similar. Sean
x ∈ soc(A) y a ∈ A. Por la u´ltimas afirmaciones probadas, se tiene:
T ({x a x})h∗h = 2T ((x ◦ a∗) ◦ x)h∗h− T ((x2) ◦ a∗)h∗h
= (T (x ◦ a∗)T (x∗)∗ + T (x)T (x∗ ◦ a)∗)h
−1
2
(T (x2)T (a)∗ + T (a∗)T ((x2)∗)∗)h
= (T (x ◦ a∗)h∗T (x) + T (x)h∗T (x ◦ a∗)
−1
2
(T (x2)h∗T (a∗) + T (a∗)T ((x2)∗)∗h)
=
1
2
((T (x)T (a)∗ + T (a∗)T (x∗)∗)T (x)
+T (x)(T (x∗)∗T (a∗) + T (a)∗T (x)))
−1
2
((T (x)T (x∗)∗T (a∗) + T (a∗)T (x∗)∗T (x))
= {T (x)T (a)T (x)}.
Observacio´n 3.1.5 Sean A y B C∗-a´lgebras, A unital con zo´calo no nulo.
Sea T : A → B una aplicacio´n lineal que preserva fuertemente la inversibili-
dad de Moore-Penrose. Por el lema, es claro que T (x)h = (T (x∗)h)∗ y
T (x2)h = (h∗)2T (x2)h = h∗T (x∗)∗T (x)h = (T (x)h)2,
para todo x en el zo´calo de A. Esto muestra que la aplicacio´n x 7→ T (x)h es
un ∗-homomorfismo de Jordan de soc(A) en B. Por tanto, todo aplicacio´n
lineal y continua que preserva fuertemente la inversibilidad de Moore-Penrose
de una C∗-a´lgebra dual es un ∗-homomorfismo de Jordan multiplicado por un
elemento regular que conmuta con la imagen de la aplicacio´n.
Proposicio´n 3.1.6 Sean A y B C∗-a´lgebras, A unital con zo´calo no nulo.
Sea T : A → B una aplicacio´n biyectiva que preserva fuertemente la inversi-
bilidad de Moore-Penrose. Entonces
T−1(T (a)h− hT (a))soc(A) = {0}
y
T−1(T (a)h− h∗T (a∗)∗)soc(A) = {0}
para todo a ∈ A.
En particular, si soc(A) es esencial entonces T (.)h es un ∗-homomorfismo
de Jordan, y h conmuta con la imagen de T .
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Demostracio´n Sean x ∈ soc(A) y a ∈ A. De (4.) del anterior lema, multi-
plicando a derecha por hh∗
T ({x a x}) = T (x)T (a)∗T (x)hh∗ = T (x)T (a)∗hT (x)h∗
= T (x)T (a)∗h2T (x∗)∗ = T (x)T (a)∗T (x∗)∗.
Adema´s, dado que T ({x a x})h∗h = hh∗T ({x a x}) obtenemos (multiplicando
por la izquierda por h∗h)
T ({x a x}) = h∗T (x)hT (a)∗T (x) = T (x∗)∗h2T (a)∗T (x) = T (x∗)∗T (a)∗T (x).
As´ı,
{T (x) (T (a)h)T (x)} = T (x)h∗T (a)∗T (x) = hT (x∗)∗T (a)∗T (x)
= hT ({x a x}) = T ({x a x})h = T (x)T (a)∗T (x∗)∗h
= T (x)T (a)∗h∗T (x) = {T (x) (hT (a))T (x)},
para todo a ∈ A y x ∈ soc(A). Por la sobreyectividad de T , dado a ∈
A arbitrario, pero fijo, existe b ∈ A tal que T (b) = T (a)h − hT (a). Las
u´ltimas identidades aseguran que 0 = {T (x)T (b)T (x)} = T ({x b x})h∗h,
luego T ({x b x}) = 0. Por la inyectividad de la aplicacio´n, {x b x} = 0. De
aqu´ı se obtiene bSoc(A) = {0}, es decir:
T−1(T (a)h− hT (a))soc(A) = {0}. (3.8)
Del lema 3.1.4, (3.), se sigue
{T (x) (T (a)h)T (x)} = T (x)h∗T (a)∗T (x)
= T (x)T (a∗)hT (x)
= {T (x) (h∗T (a∗)∗)T (x)}
Razonando como antes, se tiene
T−1(T (a)h− h∗T (a∗)∗)soc(A) = {0}. (3.9)
Si soc(A) es esencial, la ecuacio´n (3.8) nos da que h conmuta con T (A), y
por la Proposicio´n 3.1.2, S = T (.)h es un homomorfismo de Jordan. Adema´s
T (a)h = h∗T (a∗)∗ = (T (a∗)h)∗, para todo a ∈ A lo que muestra que S es
autoadjunta.
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3.1.2. C*-a´lgebras de rango real cero
Como vimos ma´s arriba, en las C*-a´lgebras de rango real cero es posible
extender propiedades desde las proyecciones a todos los elementos. As´ı, los
lemas anteriores nos llevan de forma inmediata, en presencia de continuidad,
a una descripcio´n de las aplicaciones lineales que preservan fuertemente la
inversibilidad de Moore-Penrose cuando el a´lgebra de partida tiene rango real
cero.
Teorema 3.1.7 Sean A una C∗-a´lgebra unital de rango real cero y B una
C∗-a´lgebra. Sean T : A → B una aplicacio´n lineal y continua que preserva
fuertemente la inversibilidad de Moore-Penrose y h = T (1). Entonces:
1. h conmuta con la imagen de T .
2. Th es un ∗-homomorfismo de Jordan.
Demostracio´n Por el Lema 3.1.3, al ser T continua y A de rango real cero,
es claro que
T (x)h = hT (x) = (T (x∗)h)∗ T (x) = T (x)h2 (x ∈ A).
Adema´s, de forma similar al Lema 3.1.4, se puede probar que
T (yx+ xy)h∗ = T (y)T (x∗)∗ + T (x)T (y∗)∗
para todo x, y ∈ A. Multiplicando por h∗h obtenemos T (x2)h = T (x)hT (x)h,
para todo x ∈ A, que nos dice que S = T (.)h es un (∗-)homomorfismo de
Jordan (lo que tambie´n se puede obtener usando la Proposicio´n 3.1.2).
Para terminar, recordemos que Mbekhta probo´ que una aplicacio´n lineal,
sobreyectiva y unital entre una C*-a´lgebra unital de rango real cero y una C*-
a´lgebra unital prima preserva fuertemente la inversibilidad de Moore-Penrose
si, y solamente si, es un *-homomorfismo o un *-anti-homomorfismo. Dado
que todo *-homomorfismo de Jordan preserva fuertemente la inversibilidad
de Moore-Penrose, podemos llegar a la siguiente caracterizacio´n sin asumir
sobreyectividad ni unitalidad.
44
Corolario 3.1.8 Sean A una C∗-a´lgebra unital de rango real cero y B una
C∗-a´lgebra. Sea T : A → B una aplicacio´n lineal y continua. Las siguientes
condiciones son equivalentes:
1. T preserva fuertemente la inversibilidad de Moore-Penrose.
2. h† = h, T = Sh = hS con S un ∗-homomorfismo de Jordan.
3.2. Aplicaciones lineales que preservan fuer-
temente la inversibilidad generalizada en
C*-a´lgebras
En primer lugar, presentaremos una clase ma´s amplia que la de las C*-
a´lgebras en la que tiene sentido el siguiente tipo de inverso que vamos a
estudiar. Nos referimos a la clase de los JB∗-triples.
Definicio´n 3.2.1 Un JB*-triple es un espacio de Banach complejo E junto
con un producto triple continuo {., ., .} : E × E × E → E, que es conjugado
lineal en la variable interior y sime´trico y lineal en las variables exteriores,
tal que:
1. L(a, b)L(x, y) = L(x, y)L(a, b) + L(L(a, b)x, y)− L(x, L(b, a)y),
donde L(a, b) es el operador en E dado por L(a, b)x = {a, b, x} ;
2. L(a, a) es un operador autoadjunto con espectro no negativo;
3. ‖L(a, a)‖ = ‖a‖2.
Esta definicio´n fue introducida por Kaup en [28]. Para cada x en un
JB*-triple E, Q(x) denotara´ al operador conjugado lineal en E dado por
y 7→ Q(x)y = {x, y, x}. Tambie´n se utilizara´ la notacio´n x[3] := {x, x, x}. Por
u´ltimo, diremos que una aplicacio´n T entre JB*-triples es un triple homo-
morfismo si preserva el producto triple, es decir, si T {x, y, z} = {Tx, Ty, Tz}
para cualesquiera x, y, z ∈ E.
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Definicio´n 3.2.2 Sean E un JB*-triple y a ∈ E. Diremos que b es un in-
verso generalizado de a si cumple:
Q(a)(b) = a, Q(b)(a) = b y Q(a)Q(b) = Q(b)Q(a) (3.10)
donde la tercera igualdad debe entenderse como que Q(a) y Q(b) conmutan
como operadores.
El inverso generalizado de un elemento es u´nico en caso de existir, as´ı que
podemos usar la notacio´n b = a∧. El conjunto de elementos con inverso ge-
neralizado se denota por E∧. En [14], [19], [29] y [34] se pueden consultar
resultados ba´sicos sobre inversiblidad generalizada en JB*-triples.
Toda C*-algebra puede verse como JB*-triple a trave´s del producto triple
siguiente:
{x, y, z} = 1
2
(xy∗z + zy∗x), (3.11)
Si partimos de una C*-a´lgebra A, denotaremos por EA al JB*-triple aso-
ciado a A con el producto descrito en (3.11). En esta situacio´n, un elemento
de a ∈ A tiene inverso de Moore-Penrose si, y solamente si, a tiene inverso
generalizado en EA, en cuyo caso, se tiene la relacio´n a∧ = (a†)∗.
Recordemos que un a´lgebra de Jordan es un a´lgebra no asociativa J con
un producto ◦ que verifica
a ◦ b = b ◦ a y (a ◦ b) ◦ a2 = a ◦ (b ◦ a2)
para cualesquiera a, b ∈ J . Un a´lgebra de Jordan-Banach es un a´lgebra de
Jordan equipada con una norma compatible con el producto de Jordan que
adema´s es completa.
Para toda a´lgebra de Jordan podemos definir el llamado producto triple
de Jordan como [x, y, z] = x◦(y◦z)−y◦(x◦z)+z ◦(x◦y). Un elemento a en
un a´lgebra de Jordan-Banach unital J = (J, ◦) es inversible con inverso b si
a◦ b = 1 y a2 ◦ b = a, equivalentemente Ua es inversible con inverso Ub, donde
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Ua(x) = 2a◦(a◦x)−a2◦x. Si a es inversible entonces su inverso es u´nico y se
denota, como es usual, a−1. La clave de este trabajo es la identidad de Hua
para a´lgebras de Jordan: si a y b son elementos inversibles en el a´lgebra de
Jordan J tales que a− b−1 es tambie´n inversible, entonces a−1 + (b−1 − a)−1
es tambie´n inversible y adema´s(
(a−1 + (b−1 − a)−1)−1 = a− [a, b, a] (3.12)
(ve´ase [25, (11)]).
Lema 3.2.3 Sean A y B C*-algebras, A unital y T una aplicacio´n aditiva
que preserva fuertemente la inversibilidad generalizada. Entonces T (u[3]) =
T (u)[3], para todo u ∈ A∧.
Demostracio´n Sea u ∈ A∧ \ {0}. Entonces existe una u´nica isometr´ıa par-
cial e, tal que u es autoadjunto e inversible en el a´lgebra de Jordan ee∗Ae∗e,
con inverso u∧(ve´ase [29]). Para todo λ ∈ Q con 0 < |λ| < ||u∧||−2, el ele-
mento u − λu∧ es inversible en ee∗Ae∗e. Rec´ıprocamente, si x ∈ ee∗Ae∗e es
inversible con inverso y, entonces x tiene inverso generalizado x∧ = y en EA.
Por tanto, los inversos de u− λu∧ y u∧ − (u− λu∧)∧ en ee∗Ae∗e son son sus
inversos generalizados en EA. Por la identidad de Hua (3.12) obtenemos
u− λ−1u[3] = (u∧ − (u− λu∧)∧)∧ .
Sea u ∈ A∧, con T (u) 6= 0 (de otra forma el resultado es trivial). Como
T preserva fuertemente la inversibilidad generalizada, T (u)∧ = T (u∧) y as´ı,
para λ ∈ Q con 0 < |λ| < mı´n{||u∧||−2, ||T (u)∧||−2}, obtenemos
T (u)− λ−1T (u)[3] = (T (u)∧ − (T (u)− λT (u)∧)∧)∧ .
Puesto que T es aditivo y preserva fuertemente la inversibilidad generalizada,
deducimos que
T (u)− λ−1T (u)[3] = (T (u∧)− T (u− λu∧)∧)∧
= T (u∧ − (u− λu∧)∧)∧ = T ((u∧ − (u− λu∧)∧)∧)
= T (u− λ−1u[3]) = T (u)− λ−1T (u[3]).
As´ı que T (u[3]) = T (u)[3], como se quer´ıa.
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Proposicio´n 3.2.4 Sean A y B C*-a´lgebras con A unital y T : A → B
una aplicacio´n lineal que preserva fuertemente la inversibilidad generalizada.
Denotamos h = T (1). Entonces
1. h∗T (x) = T (x∗)∗h, y T (x)h∗ = hT (x∗)∗, para todo x ∈ A.
2. T (x) = hh∗T (x) = T (x)h∗h = hT (x∗)∗h, para todo x ∈ A.
3. T (x2)h∗ = T (x)T (x∗)∗, para todo x ∈ A.
Demostracio´n Sean u ∈ A−1 y α ∈ C tal que 0 < |α| < ||u−1||−1. Entonces
u+ α ∈ A−1, y por el lema anterior, sabemos que T (u[3]) = T (u)[3], h = h[3]
y T ((u+ α)[3]) = T (u+ α)[3]. Esto es
{u+ α, u+ α, u+ α} =
u[3] + α3 + 2α {u, u, 1}+ 2α2 {1, 1, u}+ α {u, 1, u}+ α2 {1, u, 1}
= u[3] + α3 + α(uu∗ + u∗u) + 2α2u+ αu2 + α2u∗,
y
{T (u) + αh, T (u) + αh, T (u) + αh} =
T (u)[3] + α3h+ 2α{T (u), T (u), h}+ 2α2{h, h, T (u)}
+ α{T (u), h, T (u)}+ α2{h, T (u), h}.
Uniendo estas dos ecuaciones, obtenemos:
T (uu∗ + u∗u) + 2αT (u) + T (u2) + αT (u∗) =
2{T (u), T (u), h}+ 2α{h, h, T (u)}
+ {T (u), h, T (u)}+ α{h, T (u), h},
for all α ∈ C con 0 < |α| < ||u−1||−1. Esto muestra que
2T (u) + T (u∗) = 2{h, h, T (u)}+ {h, T (u), h}, (3.13)
y
T (uu∗ + u∗u) + T (u2) = 2{T (u), T (u), h}+ {T (u), h, T (u)}. (3.14)
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para todo elemento inversible u ∈ A y α ∈ C tal que 0 < |α| < ||u−1||−1.
Dado x ∈ A, sea µ ∈ C tal que u = x + µ es inversible. De la ecua-
cio´n (3.13), al ser T lineal y h[3] = h, es claro que
2T (x) + T (x∗) = 2{h, h, T (x)}+ {h, T (x), h}.
Sea x ∈ Asa. Entonces
3T (x) = 2{h, h, T (x)}+ {h, T (x), h}. (3.15)
Adema´s, dado que {h, {h, h, T (x)}, h} = {h, T (x), h}, deducimos
{h, T (x), h} = {h, {h, T (x), h}, h},
o equivalentemente
hT (x)∗h = hh∗T (x)h∗h
Ahora multiplicamos esta ecuacio´n por h∗ a izquierda y derecha, respectiva-
mente, para obtener
h∗hT (x)∗h = h∗T (x)h∗h,
y
hT (x)∗hh∗ = hh∗T (x)h∗.
Adema´s, multiplicando (3.15) a izquierda y derecha por h∗, y teniendo en
cuenta las dos u´ltimas ecuaciones obtenemos, respectivamente
h∗T (x) = h∗T (x)h∗h = h∗hT (x)∗h
= (h∗T (x))∗ = T (x)∗h,
y
T (x)h∗ = hh∗T (x)h∗ = hT (x)∗hh∗
= (T (x)h∗)∗ = hT (x)∗.
Linealizando estas expresiones, tenemos
h∗T (x) = T (x∗)∗h T (x)h∗ = hT (x∗)∗ (3.16)
para todo x ∈ A. Las ecuaciones (3.15) y (3.16) implican
T (x) = hh∗T (x) = T (x)h∗h = hT (x∗)∗h, (3.17)
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para todo x ∈ A. En particular, si u es autoadjunto e inversible A, las
ecuaciones (3.14) y (3.16) implican
T (u2) = T (u)T (u)∗h = hT (u)∗T (u) = T (u)h∗T (u).
As´ı, dados j ∈ Asa, y µ ∈ C tales que u = j + µ es inversible, dado que
h[3] = h y T es lineal, la igualdad anterior aplicada a u = j + µ nos lleva a
T (j2) = T (j)T (j)∗h = hT (j)∗T (j) = T (j)h∗T (j). (3.18)
Por tanto, para cualesquiera j, k autoadjuntos de A, la ecuacio´n (3.18) ga-
rantiza que
T (jk + kj) = T (j)T (k)∗h+ T (k)T (j)∗h
= hT (j)∗T (k) + hT (k)∗T (j)
= T (j)h∗T (k) + T (k)h∗T (j).
Luego
2T (j ◦ k)h∗ = T (j)T (k)∗ + T (j)T (k)∗. (3.19)
Como T es lineal, de las ecuaciones (3.18) y (3.19) se decuce que
T (x2)h∗ = T (x)T (x∗)∗
para todo x ∈ A, con lo que concluye la prueba.
La proposicio´n anterior nos conduce directamente hacia la continuidad
de la aplicacio´n.
Corolario 3.2.5 Sean A y B C*-a´lgebras con A unital y T : A → B una
aplicacio´n lineal que preserva fuertemente la inversibilidad generalizada. En-
tonces T es continua.
Demostracio´n De la tercera afirmacio´n de la proposicio´n anterior es cla-
ro que la aplicacio´n lineal S : A → B, S(x) := T (x)h∗, es positiva, y por
tanto, continua (dado a ∈ A+, existe x ∈ Asa tal que a = x2. Entonces
S(a) = T (x2)h∗ = T (x)T (x)∗ ≥ 0).
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Finalmente, para todo x ∈ Asa,
‖T (x)‖2 = ‖T (x)T (x)∗‖ = ‖S(x2)‖ ≤ ‖S‖‖x‖2,
lo que implica que T es acotada en elementos autoadjuntos, luego es continua.
Es claro que toda aplicacio´n aditiva entre C*-a´lgebras que preserva fuer-
temente la inversibilidad generalizada (en particular, cualquier aplicacio´n
autoadjunta que preserva fuertemente la inversibilidad de Moore-Penrose)
preserva isometr´ıas parciales. Recordemos que, por [44, Teorema 3.1], una
aplicacio´n lineal acotada entre C*-algebras es un triple homomorfismo si y
so´lo si preserva isometr´ıas parciales. Por tanto, por el corolario anterior es
claro que T : A → B es un triple homomorfismo siempre que preserve fuer-
temente la inversibilidad generalizada. Pasamos ahora al resultado principal
de esta seccio´n.
Teorema 3.2.6 Sean A y B C*-a´lgebras con A unital y T : A → B una
aplicacio´n lineal. Las siguientes condiciones son equivalentes.
1. T preserva fuertemente la inversibilidad generalizada.
2. h es una isometr´ıa parcial y T = Sh para un ∗-homomorfismo de Jor-
dan S : A → B, con Shh∗ = hh∗S.
3. T es un triple homomorfismo.
Demostracio´n (1)⇒ (2) Supongamos que T preserva fuertemente la inver-
sibilidad generalizada. Entonces h[3] = h y por la Proposicio´n 3.2.4 la aplica-
cio´n lineal S : A → B definida por S(x) = T (x)T (1)∗ es un *-homomorfismo
de Jordan, con T (x) = S(x)h y S(x)hh∗ = S(x) = hh∗S(x).
(2)⇒ (3) Sea x ∈ A, entonces
T (x[3]) = S(x[3])h = S(x)[3]h[3]
= S(x)S(x)∗S(x)hh∗h = S(x)S(x∗)hh∗S(x)h
= S(x)hh∗S(x∗)S(x)h = S(x)hh∗S(x)∗S(x)h
= T (x)T (x)∗T (x) = T (x)[3],
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lo que muestra que T es un triple homomorfismo.
(3) ⇒ (1) Es suficiente tener en cuenta que b es el inverso generalizado
de a si, y solamente si, Q(a)(b) = a y Q(a)(b[3]) = b.
3.3. Aplicaciones aditivas que preservan fuer-
temente la inversibilidad Drazin en a´lge-
bras de Banach
En la presente seccio´n caracterizamos las aplicaciones aditivas que preser-
van fuertemente la inversibilidad Drazin, as´ı como la de grupo, en a´lgebras
de Banach sin ma´s hipo´tesis que la unitalidad del a´lgebra de partida.
Como consecuencia de la identidad de Hua, tenemos el siguiente hecho.
Sean A un a´lgebra de Banach unital y a ∈ A−1. Para todo λ ∈ Q con
0 ≤ |λ| ≤ ||a−1||−2, es claro que b = λ−1a, y a− b−1 = a−λa−1 son elemento
inversibles en A. Por tanto:
(a−1 − (a− λa−1)−1)−1 = a− a(λ−1a)a = a− λ−1a3
Lema 3.3.1 Sean A un a´lgebra de Banach unital y B un a´lgebra de Ba-
nach. Sea T : A → B una aplicacio´n aditiva que preserva fuertemente la
inversibilidad de grupo. Entonces T (u3) = T (u)3 para todo u ∈ A].
Demostracio´n Sean u ∈ A], con inverso de grupo u] y p = uu] = u]u el
idempotente asociado. Entonces pAp es un a´lgebra de Banach unital (con
unidad p) y u ∈ pAp es inversible con inverso u] ∈ pAp. Por tanto, para todo
λ ∈ Q with 0 ≤ |λ| ≤ ||u]||−2, es claro que u− λu] es un elemento inversible
en el a´lgebra local pAp. Adema´s, si x ∈ pAp es inversible en pAp con inverso
y ∈ pAp, entonces x tiene inverso de gurpo y en A. As´ı que el inverso de
u− λu] visto como elemento de pAp es su inverso de grupo en A. De forma
similar, el inverso de u]− (u− λu])] en pAp es su inverso de grupo en A. De
acuerdo con el comentario previo al lema, obtenemos
u− λ−1u3 = (u] − (u− λu])])].
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Podemos asumir que T (u) 6= 0 (de no ser as´ı, el resultado es trivial). Como T
preserva fuertemente la inversibilidad de grupo, sabemos que T (u) tiene in-
verso de grupo T (u)]. Dado λ ∈ Q tal que 0 ≤ |λ| ≤ mı´n{||u]||−2, ||T (u)]||−2},
los argumentos anteriores aplicados a T (u) nos llevan a
T (u)− λ−1T (u)3 = (T (u)] − (T (u)− λT (u)])])].
Dado que T es aditiva (por tanto, Q-lineal) y preserva fuertemente la inver-
sibilidad de grupo, se tiene:
T (u)− λ−1T (u)3 = (T (u])− T (u− λu])])]
= T (u] − (u− λu])])] = T ((u] − (u− λu])])])
= T (u− λ−1u3) = T (u)− λ−1T (u3).
Luego T (u3) = T (u)3, como se pretend´ıa probar.
Proposicio´n 3.3.2 Sean A un a´lgebra de Banach unital y B un a´lgebra de
Banach. Sea T : A → B una aplicacio´n aditiva que preserva fuertemente la
inversibilidad de grupo. Para todo x ∈ A se tiene:
1. 3T (x) = h2T (x) + T (x)h2 + hT (x)h.
2. 3T (x2) = T (x)2h+ hT (x)2 + T (x)hT (x).
Demostracio´n Sean u ∈ A−1 y α ∈ Q tal que 0 ≤ |α| ≤ ||u−1||−1. Entonces
u + α ∈ A−1, as´ı que por el lema anterior sabemos que T (u3) = T (u)3,
h = h3 y T ((u+α)3) = T (u+α)3. Como T es aditiva, combinando estas tres
igualdades se obtiene
3T (u2) + 3αT (u) = T (u)2h+ αh2T (u) + T (u)hT (u)
+αT (u)h2 + hT (u)2 + αhT (u)h
(para todo u ∈ A−1 y α ∈ Q, 0 ≤ |α| ≤ ||u−1||−1). Desde aqu´ı es fa´cil ver
que
3T (u) = h2T (u) + T (u)h2 + hT (u)h, (3.20)
y
3T (u2) = T (u)2h+ hT (u)2 + T (u)hT (u), (3.21)
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para todo elemento inversible u in A.
Dado x ∈ A, sea µ ∈ Q tal que u = x + µ es inversible. Al ser h3 = h y
T aditiva (Q-lineal), la afirmacio´n (1) se sigue directamente de la ecuacio´n
(3.20). Adema´s, tomando u = x + µ en la ecuacio´n (3.21) y reordenando
te´rminos, obtenemos
3T (x2) + 3µ2h+ 6µT (x) = T (x)2h+ hT (x)2 + 3µ2h3
+2µ(h2T (x) + T (x)h2 + hT (x)h)
+T (x)hT (x).
Teniendo en cuenta (1) y el hecho de que h = h3, la afirmacio´n (2) se puede
deducir de forma directa.
Pasamos a probar nuestro resultado principal.
Teorema 3.3.3 Sean A un a´lgebra de Banach unital y B un a´lgebra de Ba-
nach. Sea T : A → B una aplicacio´n aditiva. Las siguientes condiciones son
equivalentes.
1. T preserva fuertemente la inversibilidad Drazin.
2. T preserva fuertemente la inversibilidad de grupo.
3. h = h3 y T = Sh para un homomorfismo de Jordan S : A → B tal que
h conmuta con la imagen de S.
Demostracio´n Supongamos que T preserva fuertemente la inversibilidad
Drazin. Recordemos que si x es un elemento inversible Drazin, se tiene
(xD)D = x si, y solamente si, x es inversible de grupo. Por tanto, para todo
elemento inversible de grupo u ∈ A se tiene T (u) = T ((uD)D) = T (uD)D =
(T (u)D)D, lo que implica que T (u) tiene inverso de grupo T (u)] = T (u)D =
T (uD) = T (u]). Esto es, T preserva fuertemente la inversibilidad de grupo.
Supongamos ahora que T preserva fuertemente la inversibilidad de grupo.
Por la proposicio´n anterior sabemos que
3T (x) = h2T (x) + T (x)h2 + hT (x)h, (3.22)
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y
3T (x2) = T (x)2h+ hT (x)2 + T (x)hT (x), (3.23)
para todo x ∈ A.
Multiplicando a izquierda y derecha por h y teniendo en cuenta que h3 = h
deducimos
hT (x)h = h2T (x)h2,
para todo x ∈ A. Multiplicando otra vez por h llegamos a
h2T (x)h = hT (x)h2, (3.24)
para todo x ∈ A. Tambie´n se obtiene de la ecuacio´n (3.22) (multiplicando
por h a izquierda y derecha, respectivamente) y la ecuacio´n (3.24) que
2hT (x) = hT (x)h2 + h2T (x)h = 2hT (x)h2
y
2T (x)h = h2T (x)h+ hT (x)h2 = 2hT (x)h2.
Esto es
T (x)h = hT (x) (3.25)
para todo x ∈ A. Teniendo en cuenta esta u´ltima ecuacio´n, junto con (3.22)
y (3.23) deducimos
T (x) = h2T (x) = T (x)h2, (3.26)
y
T (x2) = T (x)2h, (3.27)
para todo x ∈ A. As´ı, S(x) = T (x)h define un homomorfismo de Jordan y
T (x) = S(x)h = hS(x), para todo x ∈ A.
Finalmente, to´mese T con h = h3 y T = Sh para algu´n homomorfismo
de Jordan S : A → B tal que h conmuta con la imagen de S. Como S es
un homomorfismo de Jordan, preserva fuertemente la inversibilidad Drazin
(ve´ase [36, Teorema 2.1]). Sean a ∈ AD y b = aD, esto es ab = ba, bab = b
y bk = bkab. Ya que S es un homomorfismo de Jordan, h = h3 y h conmuta
con la imagen de S, es claro que T (a)T (b) = T (b)T (a) y
T (b) = T (bab) = S(bab)h = S(b)S(a)S(b)h = S(b)S(a)S(b)h3
= S(b)hS(a)hS(b)h = T (b)T (a)T (b).
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De forma similar
T (b)k = S(b)khk = S(b)kS(a)S(b)hk = S(b)khkS(a)hS(b)h
= T (b)kT (a)T (b).
Queda pues probado que T preserva fuertemente la inversibilidad Drazin.
Por [30, Teorema 5.4], si a tiene inverso de Koliha-Drazin, entonces (aKD)KD =
a2aKD, luego a tiene inverso de grupo si, y solamente si, a = (aKD)KD. Por
tanto, si T : A → B es una aplicacio´n aditiva entre a´lgebras de Banach unita-
les que preserva fuertemente la inversibilidad de Koliha-Drazin, los mismos
argumentos empleados en (1) ⇒ (2) en el Teorema 3.3.3 muestran que T
preserva fuertemente la inversibilidad de grupo, luego tiene la forma descrita
en (3).
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