Abstract. Macro-elements of arbitrary smoothness are constructed on Powell-Sabin triangle splits. These elements are useful for solving boundaryvalue problems and for interpolation of Hermite data. It is shown that they are optimal with respect to spline degree, and we believe they are also optimal with respect to the number of degrees of freedom. The construction provides local bases for certain superspline spaces defined over Powell-Sabin refinements. These bases are shown to be stable as a function of the smallest angle in the triangulation, which in turn implies that the associated spline spaces have optimal order approximation power.
Introduction
Let be the triangulation of a polygonal domain Ω in R 2 . In this paper we are interested in polynomial spline spaces of the form 
Here star 0 (v) is defined to be the set of all triangles surrounding a vertex v, and star (v) is defined to be the union of all star 0 (w) where w is a vertex of star −1 (v). It is known that if a space of splines S of degree d contains P d and has a stable local basis, then it provides optimal order approximations of smooth functions (see Remark 11.3) . Such spaces are of particular importance in applications, including data fitting and the solution of boundary-value problems.
Finding stable local bases for spline spaces S r d ( ) is a nontrivial task for r > 0, and for general triangulations can only be done when d ≥ 3r + 2 (see Remark 11.4) .
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The first constructions were for very special superspline subspaces of S r d ( ) and can be found in [2] , [16] . A construction for arbitrary spline spaces S r d ( ) and corresponding superspline subspaces was discovered only very recently (see [3] ).
To get stable bases for spline spaces with d < 3r + 2, we have to restrict ourselves to classes of triangulations with a special structure. In this paper we work with Powell-Sabin triangulations P S which are obtained from an arbitrary triangulation by splitting each triangle into six subtriangles (see Section 2) . The main result of this paper is an explicit construction of stable local bases for certain superspline subspaces of S for all r > 1. As a by-product of the construction, we obtain certain useful macroelements which can be used in the numerical solution of boundary-value problems and to solve Hermite interpolation problems. These elements are improvements on similar elements obtained earlier in [8] , [20] - [24] (see Section 9 for details).
The paper is organized as follows. In Section 2 we discuss Powell-Sabin refinements and in Section 3 the Bernstein-Bézier technique. In Sections 4 and 5 we treat the case r = 2m, while Sections 6 and 7 are devoted to the case r = 2m + 1. In Section 8 we show how our constructions yield interesting new macro-elements for all choices of smoothness r, and in Section 9 we compare them with previously available macro-elements on Powell-Sabin splits. In Section 10 we show that our choices of degrees and supersmoothness are optimal in a certain sense. The last section is devoted to remarks.
Powell-Sabin refinements
Definition 2.1. Given a triangulation of a set Ω, the Powell-Sabin refinement of is the triangulation obtained as follows:
1) connect the incenter v T of each triangle T in to the three vertices of T ; 2) connect incenters of neighboring triangles of to each other; 3) if T is a triangle with an edge e on the boundary of Ω, connect the incenter of T to the center of e.
In the special case where this refinement process is applied to a single triangle T := v 1 , v 2 , v 3 with incenter v, we call the resulting Powell-Sabin refinement a Powell-Sabin cell. We denote such a cell by v and suppose that its boundary vertices are {v 1 
The following lemma shows that the Powell-Sabin refinement process is well defined and that the smallest angle in P S can be bounded below by a constant depending on the smallest angle in (see also [23] 
where
Proof. We consider the case where e := v 1 , v 2 is an edge between two triangles T 1 and T 2 (see Figure 1) . The case where e is a boundary edge of and w 1 is its center is similar. Let θ be the minimum of the interior angles of T 1 ∪ T 2 and the exterior angles at v 1 and v 2 . Suppose u 1 and u 2 are the incenters of T 1 and T 2 . Let α 1 and α 2 be the angles at v 1 of T 1 and T 2 , andα 1 andα 2 the angles at v 2 . These angles are bounded below by θ/2. Consider the triangles T := u 1 , v 1 , u 2 and T := u 1 , u 2 , v 2 with angles β 1 , β, β 2 andβ 1 ,β 2 ,β, where β := (α 1 + α 2 )/2 andβ := (α 1 +α 2 )/2. It is easy to see that
and l 2 := | u 2 , w 1 |. Then using the law of sines, we see that
We claim that the ratios r i /(l 1 + l 2 ) andr i /(l 1 + l 2 ) are bounded below by θ/4. Indeed, it is clear that the r i 's andr i 's are bounded below by the radius of the inscribed circles of T 1 and T 2 , which in turn are bounded below by |e| 2 tan(θ) ≥ |e|θ/2. Since the l i are bounded above by the length |e| of e, we have
for i = 1, 2. Similar bounds hold forr 1 andr 2 . It thus follows that the β i andβ i are bounded below by θ sin(θ)/4. Now applying the law of sines again, we find that
Combining these facts leads to (2.1).
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Constructing local bases by the Bernstein-Bézier technique
Our main tool for constructing stable local bases is the well-known BernsteinBézier technique used in most of the papers in our list of references. For any given d and triangulation , let
be the set of domain points, where 
The splines {B ξ } ξ∈M are linearly independent and form a basis for S. In general, considerable care is needed in choosing S and M to ensure that the dual basis is stable and local.
We now recall some standard notation concerning domain points. Given a triangle T := v 1 , v 2 , v 3 , the ring of radius n around v 1 is defined by
and the disk of radius n around v 1 is defined by
We have similar definitions at the other vertices of T . If v is a vertex of a triangulation , we define
where the union is taken over all triangles attached to v. We close this section by introducing the class of supersplines of interest here. Given a triangulation with vertices V, let P S be its Powell-Sabin refinement. Let W be the set of incenters used to form the refinement, and let E be the set of edges e of P S such that neither end of e belongs to V. These are the edges obtained by connecting incenters to other incenters, or to midpoints of boundary edges. Then given any integers 0 ≤ r 1 , r 2 , r 3 , we define
and s is C r3 across all edges in E}. (3.2) Note that this is not a classical superspline space since here we have enforced additional continuity across certain (but not all) interior edges of P S .
The case r = 2m with m odd
In this section we work with the superspline spaces
To describe a minimal determining set whose corresponding set of dual splines form a stable local basis for S m ( P S 
Proof. We first show that M is a minimal determining set. Suppose s is a spline in S m ( v ) whose B-coefficients corresponding to points in M are set to prescribed values. We claim that all remaining coefficients are uniquely determined. First we observe that the coefficients corresponding to domain points in the disks D 3m (v i ) can be uniquely computed from those corresponding to domain points in item 1 by the classical smoothness conditions. This is a stable computation (cf. [16] ) since by Lemma 2.2 the barycentric coordinate values entering into the smoothness conditions are bounded by a constant depending on the smallest angle in v .
For each edge e i := v i , v i+1 of T , we compute the coefficients associated with domain points in the rows 0, . . . , 2m parallel to e i by using the smoothness conditions across the edges v, w i . Then for each edge e i , we compute coefficients corresponding to domain points in the rows 2m + 1, . . . , (5m − 1)/2 parallel to e i by alternately using the smoothness conditions across the edges v, v i and v, v i+1 (see Lemma 6.2 of [16] ) and then across the edge v, w i . The lemma shows that this is a stable computation. At this point we have computed the coefficients of s in the disks
To complete the proof, we note that by the supersmoothness at v, we can regard the coefficients of s in the disk D 3m (v) as the coefficients of a polynomial p of degree 3m on the triangle T := u 1 , u 2 , u 3 , where 
We compute this coefficient from the equatioñ
Note thatB 3m mmm (v) is bounded below by a constant depending on θ in view of Lemma 2.2, and soc mmm can also be stably computed. We can now apply the de Casteljau algorithm (cf. [4] , [5] ) to subdivide the polynomial into a spline of degree 3m on the Powell-Sabin split of T . It is well known that this is a stable process. Finally, we transfer the computed coefficients back to the B-net for the spline s.
To compute the dimension of S m ( v ), we observe that
which reduces to the number in (4.1). 14 ( v ) is shown in Figure 3 . It contains 172 domain points. There are 55 points in each of the disks D 9 (v i ) (marked with dark circles), and one at the incenter (marked with a larger dark circle). In addition, there are three points corresponding to item 2c of Theorem 4.1 (marked with diamonds), and three points corresponding to item 2a (marked with triangles). In this case there are no points corresponding to item 2b. 
where V, E, N are the number of vertices, edges, and triangles in .
Proof. Following the arguments used in the proof of Theorem 4.1, it is easy to verify that M is a minimal determining set and that the construction of a dual basis can be carried out in a stable way. It is also easy to see that each dual basis spline has support on star(v) for some vertex v. To get the dimension, we simply count the number of points in M.
The case r = 2m with m even
We begin with a result for a Powell-Sabin cell v . 
Proof. The proof that M is a minimal determining set follows along the same lines as in the proof of Theorem 4.1. In particular, setting all coefficients of a spline s ∈ S m ( v ) corresponding to M, we can stably compute all coefficients in the disks D 3m (v i ) using the smoothness conditions. Then we use the smoothness conditions across the edges v, w i and those across the edges v, v i to stably compute all coefficients of s in the rows 0, . . . , (5m − 2)/2 parallel to edges of T and in the disks
The computation of the remaining coefficients follows along the lines of the proof of Theorem 4.1, but is slightly different since the MDS M does not contain the point ξ T [1] d,0,0 . We now regard the coefficients of s in the disk D 3m+1 (v) to be the coefficients of a polynomial p of degree 3m + 1 on the triangle T := u 1 , u 2 , u 3 with In this section we work with the superspline spaces
First we consider the case of a Powell-Sabin cell v . Proof. Setting all coefficients of a spline s ∈ S m ( v ) and using the smoothness conditions, we can stably compute all coefficients in the disks D 3m+1 (v i ). Then we use the smoothness conditions across the edges v, w i and those across the edges v, v i to stably compute all coefficients of s in the rows 0, . . . , 5m/2 parallel to edges of T and in the disks D (7m+2)/2 (v i ).
Theorem 6.1. Let M be the union of the following sets of domain points:
1) D T [i] 3m+1 (v i ) for i = 1, 2, 3; 2) for i = 1, 2, 3, a) {ξ T [i] j,j−(3m+4)/2,d−2j+(3m+4)/4 , . . . , ξ T [i] j,0,d−j } for j = (3m + 4)/2, . . . , 2m + 1, b) {ξ T [i] j,5m/2−j,d−5m/2 , . . . , ξ T [i] j,0,d−j } for j = 2m + 2, . . . , 5m/2.
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The computation of the remaining coefficients is similar to that in the proof of Theorem 5.1. We regard the coefficients of s in the disk D 3m+1 (v) to be the coefficients of a polynomial p of degree 3m + 1 on the triangle T := u 1 , u 2 , u 3 with ( P S ).
We begin by examining a Powell-Sabin cell v .
Theorem 7.1. Let M be the union of the following sets of domain points:
1) D T [i] 3m+1 (v i ) for i = 1, 2, 3; 2) for i = 1, 2, 3, a) {ξ T [i] j,j−(3m+3)/2,d−2j+(3m+3)/2 , . . . , ξ T [i] j,0,d−j } for j = (3m + 3)/2, . . . , 2m + 1, b) {ξ T [i] j,(5m+1)/2−j,d−(5m+1)/2 , . . . , ξ T [i] j,0,d−j } for j = 2m + 2, . . . , (5m + 1)/2.
Then M is a minimal determining set for S m ( v ), and the corresponding dual basis {B ξ } ξ∈M is a stable basis for
Proof. Setting all coefficients of a spline s ∈ S m ( v ) and using the smoothness conditions, we can stably compute all coefficients in the disks D 3m+1 (v i ). Then we use the smoothness conditions across the edges v, w i and those across the edges v, v i to stably compute all coefficients of s in the rows 0, . . . , (5m + 1)/2 parallel to edges of T and in the disks D (7m+3)/2 (v i ).
The computation of the remaining coefficients follows in the same way as in the proof of Theorem 5.1. We regard the coefficients of s in the disk D 3m+2 (v) as the coefficients of a polynomial p of degree 3m + 2 on the triangle T := u 1 , u 2 , u 3 with
,0
for i = 1, 2, 3. These coefficients uniquely determine all of the
We now expand p in terms of the Bernstein polynomialsB 3m+2 ijk on the triangle T . These derivatives uniquely and stably determine all of the B-coefficientsc ijk of p. We then apply the de Casteljau algorithm to subdivide the polynomial into a spline of degree 3m + 2 on the PowellSabin split of T , and then transfer the computed coefficients back to the B-net for the spline s.
The dimension of S m ( v ) is given by
which reduces to the number in (7.1). 
Then M is a minimal determining set for S m ( ), and the corresponding dual basis {B ξ } ξ∈M forms a stable star-supported basis for S m ( ). Moreover,
Macro-elements
The constructions of minimal determining sets for superspline spaces S m ( v ) on the Powell-Sabin split v of a single triangle T given in Theorems 4.1, 5.1, 6.1, and 7.1 can all be regarded as defining macro-elements. In the finite-element literature, such macro-elements are typically defined in terms of nodal parameters, i.e., derivatives. Here we have described them in terms of minimal determining sets of B-coefficients, but it is easy to translate to derivatives. We give three examples. 
Comparison with earlier Powell-Sabin macro-elements
Macro-elements based on Powell-Sabin splits have been proposed in several earlier papers. For r = 2, see [15] , [21] , [22] , and for general r, see [8] , [20] , [24] . The following formulae (which can be easily verified using the above Bernstein-Bézier techniques) can be found in [24] : dim S 2m,3m,4m−1 5m
Our macro-elements have two advantages over these macro-elements:
• they use lower degree polynomials,
• they use a smaller number of degrees of freedom, for r ≥ 5. Table 1 shows a comparison of the macro-elements in (9.1) with our new macro-elements for 1 ≤ r ≤ 10. The columns d and n give the degree and number of degrees of freedom for our macro-elements, while the columnsd andñ give the same information for the earlier elements. 
Optimality of the macro-elements
In this section we explore to what extent the macro-elements discussed here are optimal with respect to 1) stability of dimension, 2) degree of the splines, 3) number of degrees of freedom used, for a given smoothness r. The best elements will have the lowest degree possible, will have stable dimensions, and will use the least number of degrees of freedom.
We begin by examining the dimension of the superspline space
defined on a Powell-Sabin cell. By Lemma 3.2 of [6] ,
and e is the number of edges attached to the center vertex v with different slopes. Since 3 ≤ e ≤ 6 for a Powell-Sabin split, we conclude that a necessary condition for σ to be zero for all configurations is that ρ v + 2 − 3(ρ v − r + 1) ≤ 0, which is equivalent to
We now show that in order for a Powell-Sabin macro-element to be capable of meshing with neighboring macro-elements without incompatibilities, we also have to enforce a certain supersmoothness at each of the vertices v 1 , v 2 , v 3 . Proof. We examine the ring R ρ+1 (v 1 ) with r ≤ ρ. The number of coefficients of s on this ring is (n + 1)(ρ + 1) + 1. Now setting cross-derivatives up to order r on the edges e 1 and e 2 determines 2(r + 1) of these coefficients. It follows that a necessary condition for the number of undetermined coefficients in these equations to be at least equal to the number of conditions is (n + 1)(ρ + 1) + 1 − 2(r + 1) ≥ nr, or equivalently,
Thus, to avoid incompatible systems, we have to enforce supersmoothness of order ρ at least equal to the integer (10.2).
Choosing n = 1, it follows that to define macro-elements on the Powell-Sabin split of a triangle T , we must enforce supersmoothness of order
We are now ready to show that the degrees of our Powell-Sabin macro-elements are minimal. Suppose , r = 2m + 1.
These numbers are only slightly smaller than the dimensions of our Powell-Sabin macro-elements. There are two ways in which the number of degrees of freedom of our elements could be lowered: 1) increase ρ v (subject to (10.4)); 2) enforce some additional smoothness across certain interior edges of v . We have examined various possible modifications of this type to our macroelements, but so far have not found any elements with fewer degrees of freedom.
Remarks
Remark 11.1. Powell-Sabin splits were introduced in [19] .
Remark 11.2. The degrees of the spline spaces dealt with in this paper are substantially smaller than 3r + 2, as shown in Table 2 .
Remark 11.3. It was shown in Section 10 of [16] that if a space of splines S of degree d contains P d and has a stable local basis, then it provides optimal order approximations of smooth functions. In particular, for every 0 ≤ k ≤ d, there exists a quasi-interpolation operator Q k such that for every function f ∈ W for 0 ≤ α + β ≤ k, where | | is the mesh size of (i.e., the diameter of the largest triangle), and |f | k+1,p is the usual Sobolev semi-norm. If Ω is convex, then Remark 11.4. For d < 3r + 2, it is known [7] that the spaces S r d ( ) do not possess optimal order approximation order for arbitrary triangulations. This means that neither they (nor any subspace S containing P d ) has a stable local basis.
Remark 11.5. Macro-elements and stable local bases can be constructed for several other refinement methods. In [18] we do this for the well-known Clough-Tocher split. For results on quadrangulations, see [14] , [17] .
Remark 11.6. For special results on Powell-Sabin elements associated with uniform three-direction (type-I) meshes, see [9] - [12] .
