Abstract-In recent years, many studies have focused on semidefinite relaxation for combinatorial optimization problems and their usefulness. While those studies force the solution matrix of the relaxation problem to be symmetric and positive semidefinite, we often see that each element of the solution matrix is meant to be nonnegative. A positive semidefinite matrix whose elements are nonnegative is called a doubly nonnegative matrix. It would be natural to obtain a better relaxation by considering an optimization problem over the set of such matrices (we call it the doubly nonnegative cone). In this paper, we will show that the doubly nonnegative relaxation gives significantly tight bounds for a class of quadratic assignment problems, while the computational time may not be affordable as long as we solve the relaxation as usual, i.e., as an optimization problem over the symmetric cone given by the direct sum of the semidefinite cone and the nonnegative orthant. Aiming to develop new and efficient algorithms for solving the doubly nonnegative optimization problems, we provide some basic properties of the doubly nonnegative cone focusing on barrier functions on its interior.
I. INTRODUCTION
In recent years, many studies have focused on semidefinite relaxation (SDP relaxation) for combinatorial optimization problems and their usefulness (see, e.g., [4] , [7] , [19] , [12] , [8] , [5] and [13] ). While those studies force the solution matrix of the relaxation problem to be symmetric and positive semidefinite, we often see that each element of the solution matrix is meant to be nonnegative.
A positive semidefinite matrix whose elements are nonnegative is called a doubly nonnegative matrix. We call the set of doubly nonnegative matrices the doubly nonnegative cone (DNN cone). Note that doubly nonnegative matrices are drawing attention in the context of positive systems (see, e.g., [20] ). In this paper, we first observe how the DNN relaxation gives tighter bounds than the SDP relaxation for a class of quadratic assignment problems which are NP-hard combinatorial optimization problems. In our computational experiments, we represent the DNN cone as a symmetric cone given by the direct sum of the SDP cone and the nonnegative orthant adding many slack variables, and solve the converted DNN relaxation by adopting existing conic optimization solvers. Resultantly, the size of the problem grows too much large. Besides the high quality of the DNN relaxation, our computational results show that this symmetric cone representation approach is not promising enough due to it being too time consuming. This is the motivation of this paper. Aiming to develop another approach, we provide some basic properties of the DNN cone focusing on a barrier function on its interior.
The paper is organized as follows. In Section II, we show that our computational results of the DNN relaxation for a class of quadratic assignment problems according to the symmetric cone representation approach. In order to provide another side of the DNN cone, we review some important definitions and properties related to the hyperbolic polynomial in Section III. In Section IV, we observe that the DNN cone is given by the closure of a hyperbolic cone and define the primal and dual optimization problems over the DNN cone. The hyperbolicity of (the interior of) the DNN cone implies that the so-called self-concordant barrier function can be defined on its interior. In Section V, we briefly summarize a result on an algorithm based on the self-concordant barrier function approach [15] which can be adopted to solve DNN optimization problems. Concluding remarks are given in Section VI.
We introduce some notations. X (≻)O means that X is positive semidefinite (positive definite), and X ≥ (>)O means that all elements of X are nonnegative (positive), respectively.
II. THE DNN RELAXATION FOR QUADRATIC ASSIGNMENT PROBLEMS
In this section, we show that the DNN relaxation gives significantly tight bounds for a class of quadratic assignment problems. Here we define some special sets of matrices which appear in the paper.
Definition 2.1 (Four cones of matrices):
1) The cone S + n of n × n symmetric positive semi-definite matrices (the SDP cone) is the set given by
2) The cone D n of n × n doubly nonnegative matrices (the DNN cone) is the set given by
3) The cone C n of copositive matrices (the copositive cone) is given by
where R n + denotes the nonnegative orthant in R n .
4) The dual cone C * n of C n is the cone of completely positive matrices (the CP cone) given by
We can easily see that the following inclusive relation holds:
It is known that the CP cone C * n , the minimum cone among the above four cones, has high ability to express some combinatorial optimization problems including quadratic assignment problems (QAPs) ( [7] , [13] ,etc.). Let A and B be given n × n matrices. Then the QAP is expressed as follows:
subject to π is a permutation.
The QAP is an NP-hard problem and it is still considered a computationally nontrivial task to solve modest size problems, say of size n = 25 [3] . Introducing a permutation matrix X, the QAP can be written equivalently as follows:
where vec(X) is the vector in R n 2 obtained from X columnwise, C, D := Tr(C T D) for n 2 × n 2 matrices C and D, and Π is the set of all permutation matrices. Note that the set Π can be completely characterized as
By adding two seemingly redundant constraints XX T = I (see [1] ) and n i=1 n j=1 x ij = n (see [13] ), Povh and Rendle [13] show the following theorem which implies a close relationship between the QAP and an optimization problem over the CP cone: Theorem 2.2 (Theorem 3 and Corollary 4 of [13] ): The convex hull of the set
is equal to the set of feasible solutions of the following problem QAP-CP:
where E n 2 is the n 2 × n 2 matrix whose elements are 1s. Therefore, the optimal value of the QAP is equal to the optimal value of the QAP-CP.
To obtain a tractable relaxation of the QAP-CP, Povh and Rendle [13] consider the problem QAP-SDP where the constraint (2) is replaced by the SDP constraint Y ∈ S + n 2 . We consider a tighter relaxation of the QAP-CP in terms of the inclusive relation (1) among the cones. Note that the DNN cone D n is close to the CP cone C * n when n is small. In fact, D n = C * n holds for n ≤ 4 [2] . An aim of this paper is to examine the DNN relaxation (the QAP-DNN) where the constraint (2) is replaced by the DNN constraint Y ∈ D n 2 .
The DNN constraint can be represented equivalently as a symmetric cone constraint as follows
According to the above symmetric cone representation, we can adopt primal-dual interior-point algorithms to solve the QAP-DNN. In what follows, we compare the two relaxations, the QAP-SDP and the QAP-DNN, of the QAP-CP in terms of the accuracy and computational effort.
It is desirable to solve the instances by commonlyavailable software. So we first use SeDuMi [18] on a PC at 2.4GHz for solving the QAP-SDP. In contrast, the QAP-DNN is a really tough problem, and to solve the problem, we have to use SDPA Online Solver [17] and TSUBASA at CompView [6] of Tokyo Institute of Technology with the help of Katsuki Fujisawa and Makoto Yamashita.
All instances are taken from QAPLIB website [3] , a library of QAP test problems, and their optimal values have been found as in the "QAP" column in two tables , TABLE I and  TABLE II. In TABLE I, the "SDP val" and the "SDP cpusec" columns show the obtained values and the consumed CPU times of the SDP relaxation with SeDuMi. The values marked with * in the "SDP val" column indicate that a numerical error is reported, i.e., the parameter ǫ does not achieve the default value 10 −8 . In TABLE II, the "DNN p-val" and the "DNN d-val" columns show the obtained primal and dual values of the DNN relaxation, respectively. The "DNN cpusec" shows the CPU times consumed by the DNN relaxation with SDPA Online Solver. The values marked with * in the "DNN cpusec" column indicate that those problems are solved on TSUBASA. More detailed results will be repoted at the conference.
From the two tables, we can see that the DNN relaxation gives significantly tighter bounds than the SDP relaxation for those instances. Such a strong evidence also can be seen in terms of extracted solutions from the QAP-DNN problems. The following matrixX is given byX = mat(y max ) where mat(y) is the n × n matrix Y obtained from the vector y ∈ R 
As reported in [3] , the instance had12 has two optimal solutions, X * 1 and X * 2 , and we see that
The observation implies that a solution which is close to the optimal face of had12 can be obtained by the DNN relaxation. The same phenomena are also seen for the instances scr12, rou12, tai12a and had14.
On the other hand, in terms of the CPU times, we have to say that the DNN relaxation is too much computationally expensive and not practical as long as we solve it using the symmetric cone representation (3) of the DNN cone. As we will explore in the succeeding sections, another approach should be adopted to the DNN relaxation.
III. PRELIMINARIES ON HYPERBOLIC POLYNOMIALS
In this section, in order to explore another approach to the DNN optimization problem, we review some definitions and properties related to the hyperbolic polynomial based on the papers [10] and [16] .
Let E be a finite-dimensional Euclidean space.
Definition 3.1 (Hyperbolic polynomial):
A homogeneous polynomial p : E → ℜ is said to be hyperbolic if there exists a direction e ∈ E, p(e) > 0, with the property that, for each x ∈ E, the univariate polynomial t → p(x + te) has only real roots (i.e., each root has no imaginary part). The polynomial is said to be hyperbolic in direction e.
Here we raise two examples of hyperbolic polynomials [16] .
Example 3.2 (Linear programming 1): E = ℜ n , p(x) = x 1 · · · x n and e is any vector with only positive coordinates.
Example 3.3 (Semidefinite Programming 1): E = S n (the set of n × n symmetric matrices), p(x) = det (x) and e is any symmetric matrix with only positive eigenvalues.
The univariate functional λ → p(λe + x) is the characteristic polynomial of x (with respect to p, in direction e). The roots of the characteristic polynomial are the eigenvalues of x. Let r denote the degree of p. We write the eigenvalues of
counting multiplicities, and λ min (x) := λ 1 (x).
Definition 3.4 (Hyperbolic cone):
The set
is the hyperbolicity cone for p in direction e. If a set K is the hyperbolicity cone for some p in some direction e, then we say that K is a hyperbolic cone.
Example 3.5 (Linear programming 2):
The set ℜ n ++ = {x ∈ ℜ n | x > 0} is a hyperbolic cone given by ℜ n ++ = Λ ++ (p, e) where p(x) = x 1 · · · x n and e is any vector with only positive coordinates.
Example 3.6 (Semidefinite Programming 2):
The set S n ++ of n × n symmetric positive definite matrices is a hyperbolic cone given by S n ++ = Λ ++ (p, e) where p(x) = det (x) and e is any symmetric positive definite matrix.
We summarize some properties of hyperbolic cones. Proposition 3.7 (Hyperbolic cone): Let K ⊂ E, K 1 ⊂ E and K 2 ⊂ E be hyperbolic cones given by
for some p : E → ℜ with degree r, p 1 : E → ℜ with degree r 1 , p 2 : E → ℜ with degree r 2 and for a common e ∈ E.
(i) The hyperbolic cone K is the connected component of {x | p(x) = 0} containing e.
(ii)
The hyperbolic cone K is convex.
is a selfconcordant barrier function on K with barrier parameter equal to r. Therefore F is convex on K.
The function − log(p 1 p 2 (x)) = − log p 1 (x) − log p 2 (x) is a logarithmically homogeneous selfconcordant barrier for the hyperbolic cone We can see that p 1 p 2 (e) = p 1 (e)p 2 (e) > 0 and for each x ∈ E, the univariate polynomial t → p 1 p 2 (x+te) = p 1 (x+ te)p 2 (x + te) has only real roots. Thus p 1 p 2 is hyperbolic in direction e. Since t → p 1 p 2 (x + te) = p 1 (x + te)p 2 (x + te) has a nonpositive root if and only if p 1 (x + te) or p 2 (x + te) has a nonpositive root, this yields that
(v): It follows from the assertions (iii), (iv) and Theorem 2.3.1 of [15] . Define
Then we can see that Λ + (p, e) is the closure of Λ ++ (p 1 , e).
Since Λ ++ (p 1 , e) is convex, so is Λ + (p, e) (Theorem 2.33 of [14] ).
IV. PROPERTIES OF THE DNN CONE In this section, we observe basic properties of the DNN cone. Before proceeding, we introduce some notations and definitions: For a given set C, con (C) and pos (C) denote the convex hull of C and the positive hull of C, respectively, which are given by
Given a cone K ⊂ ℜ n , we define its dual cone by
In what follows, we denote by K 1 and K 2 the set of n-dimensional symmetric positive matrices and the set of n-dimensional symmetric positive definite matrices, respectively, i.e.,
It can be easily seen that cl K 1 is the set of n-dimensional symmetric nonnegative matrices and cl K 2 is the set of ndimensional symmetric positive semidefinite matrices S + n , respectively, i.e.,
The set cl K 1 ∩ cl K 2 is the DNN cone. The DNN cone cl K 1 ∩ cl K 2 has the following properties. 
Proposition 4.1 (Properties of the DNN cone):
holds for any x ∈ V . Since x ∈ ∆ implies that x ∈ cl K and tr (x) = 1, we can see that
which implies that the set ∆ is compact and 0 ∈ ∆. Therefore, we obtain the following proposition which is an extension of Proposition 4.1 to symmetric cones. Using the results in Proposition 4.1, we can define the primal and dual linear optimization problems over the DNN cone as follows:
where X, Z := Tr (X T Z) = Tr (XZ). Since the set cl K 1 ∩ cl K 2 is a closed convex cone with nonempty interior and its dual cone is given by (cl As we have seen that the DNN cone D n is the closure of a hyperbolic cone (Proposition 4.2), we can adopt the primal barrier method where Newton's method is used to minimize the associated logarithmically homogeneous self-concordant barrier function. See Section 2.4.2 of the book [15] for a detailed description of the algorithm. For the method, the following result can be derived from Theorem 2.4.1 of [15] .
Theorem 5.1: Let K 1 and K 2 be given by (5) and (6), respectively. Define the set
which is the feasible region of the primal DNN optimization problem (P) defined in Section IV. Suppose that the set D F is bounded and we have an initial point X 0 ∈ int D F . For a given ǫ ∈ (0, 1), the primal barrier method will terminate within O n log n 
VI. CONCLUDING REMARKS
Our computational experiments show that the quality of the DNN relaxation is much higher than the SDP relaxation for solving a class of QAPs. Simultaneously, those show that the DNN relaxation is not practical as long as we represent the DNN cone as a symmetric cone S another approach, we have investigated the DNN cone and shown that the DNN cone is the closure of a hyperbolic cone. Thus we can adopt the primal barrier function method for solving the DNN optimization problems. However, the result is not enough to conduct an experimental study of the primal barrier function method. The DNN relaxation problem does not satisfy the assumption in Theorem 5.1 in usual. In particular, the feasible region of the DNN relaxation problem QAP-DNN has no interior. We have to consider an artificial problem and/or an infeasible algorithm as provided to the primal-dual interior point method for solving symmetric cone optimization problems. This is the focus of our future research.
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