Abstract-In a Fog Radio Access Network (F-RAN) architecture, edge nodes (ENs), such as base stations, are equipped with limited-capacity caches, as well as with fronthaul links that can support given transmission rates from a cloud processor. Existing information-theoretic analyses of content delivery in F-RANs have focused on offline caching with separate content placement and delivery phases. In contrast, this work considers an online caching set-up, in which the set of popular files is time-varying and both cache replenishment and content delivery can take place in each time slot. The analysis is centered on the characterization of the long-term Normalized Delivery Time (NDT), which captures the temporal dependence of the coding latencies accrued across multiple time slots in the high signal-tonoise ratio regime. Online caching and delivery schemes based on reactive and proactive caching are investigated, and their performance is compared to optimal offline caching schemes both analytically and via numerical results.
I. INTRODUCTION
To cope with the growing demand for content by mobile users, edge caching stores popular content at the edge nodes (ENs) of a wireless system, such as base stations, thereby reducing latency and backhaul usage [1] . In contrast, Cloud Radio Access Network (C-RAN) delivers content by leveraging processing at a central "cloud" processing unit, which has access to the content library and can communicate to the ENs via dedicated finite-capacity fronthaul links [2] .
To study the optimal operation of networks that allow for both edge and cloud processing, references [3] - [5] investigate a Fog Radio Access Network (F-RAN) architecture, in which ENs are equipped with limited-capacity caches and with fronthaul links that can support given rates. The key design question for F-RANs is: What is the optimal way to use the available physical resources for communication, on the wireless channel and fronthaul, and for storage, at the ENs, so as to maximize the performance of content delivery?
Related Works: Partial answers to this key question were provided from an information-theoretic viewpoint in [3] - [9] . In particular, references [5] - [8] considered a scenario with edge caching only, i.e., with zero-capacity fronthaul links. They developed upper and lower bounds on the achievable number of degrees of freedom (DoF), or more precisely on its inverse, which can be thought of as a measure of coding latency (i.e., transmission time) in the high signal-to-noise ratio (SNR) regime. In contrast, references [3, 4] investigated the full F-RAN scenario with both edge caching and cloud processing, and derived upper and lower bounds on a high-SNR coding latency metric defined as Normalized Delivery Time (NDT), which generalizes the inverse-of-DoF metric studied in [5] - [8] .
Main Contributions: A key assumption made in all these prior works reviewed above is that caching takes place offline. More specifically, caches are replenished periodically, say every night, and the cached content is kept fixed for a relatively long period of time, e.g., throughout the day, during which the set of popular contents is also assumed to be invariant. In this work, we consider an alternative online caching set-up, illustrated in Fig. 1 and typically considered in the networking literature [10] , in which the set of popular files is time-varying and both cache replenishment and content delivery can take place at each time slot.
The main contributions of this paper are as follows: (i) The performance metric of the long-term NDT, which captures the temporal dependence of the coding latencies accrued in different slots, is introduced (Sec. II); (ii) Online caching and delivery schemes based on both reactive and proactive caching principles are proposed, and bounds on the corresponding achievable long-term NDTs are derived (Sec. IV); (iii) The performance loss caused by the variations in the set of popular files in terms of delivery latency is quantified by comparing the NDTs achievable under offline and online caching (Sec. V); (iv) Numerical results are provided in which the performance of reactive and proactive online caching schemes are compared with offline caching, and the performance of different eviction mechanisms such as random, Least Recently Used (LRU) and First In First Out (FIFO) [10] are evaluated (Sec. VI).
II. PROBLEM DEFINITION
In this section, we first present the system model adopted for the analysis of F-RAN systems with online caching. Then, we introduce the long-term NDT as the performance measure of interest.
System Model: We consider the M ×K F-RAN with online caching shown in Fig. 1 , in which M ENs serve a total of K ≤ M users through a shared downlink wireless channel 1 The set of popular files F t evolves according to the Markov model considered in [11] . Accordingly, given the popular set F t−1 at time slot t − 1, with probability 1 − p no new popular content is generated and we have F t = F t−1 ; while, with probability p, a new popular file is added to the set F t by replacing a file selected uniformly at random from F t−1 . We consider two cases, namely: (i) known popular set: the cloud is informed about the set F t at time t, e.g., by leveraging data analytics tools; (ii) unknown popular set: the set F t may only be inferred via the observation of the users' requests. We note that the latter assumption is typically made in the networking literature [10] .
The signal received by the kth user in any symbol of the time slot t is
where H k,m,t is the channel gain between mth EN and kth user at time slot t; X m,t is the transmitted signal by the mth EN; and Z k,t is additive noise at kth user. The channel coefficients are assumed to be independent and identically distributed (i.i.d.) according to a continuous distribution and to be time-invariant within each slot. Also, the additive noise
. across time and users. At each time slot t, all the ENs, cloud and users have access to the global CSI about the wireless channels
. The system operates according to a fronthaul, caching, edge transmission and decoding policy Π = (
which is characterized by the following functions. 1 The case K > M will be addressed in future work.
Fronthaul policy Π F : Two different cases are distinguished. In both cases, the fronthaul capacity limitations impose the condition The probability of error of a policy
which is evaluated over the distributions of the popular set F t , of the request vector d t and of the CSI H t . A sequence of policies Π indexed by the file size L is said to be feasible if, for all t, we have P e,t → 0 when L → ∞. Long-term Normalized Delivery Time (NDT): For given parameters (M, K, N, μ, C F , P ), the average achievable delivery time per bit in slot t for a given sequence of feasible policies is defined as
where the average is taken with respect to the distributions of
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F t , d t and H t , and we have made explicit only the dependence on the system resource parameters (μ, C F , P ) in order to simplify the notation. As in [3, 4] , in order to evaluate the impact of a finite fronthaul capacity in the high-SNR regime, we let the fronthaul capacity scale with the SNR parameter P as C F = r log(P ), where r ≥ 0 measures the ratio between fronthaul and wireless capacities at high SNR. For any achievable sequence Δ t (μ, C F , P ) for t = 1, 2, ..., the Normalized Delivery Time (NDT) of time slot t is defined as
In (4), the delivery time per bit in (3) is normalized by the term 1/ log(P ), which measures the delivery time per bit, at high SNR, of an ideal baseline system with no interference and unlimited caching [3, 4] . The long-term NDT for online caching is introduced here and defined as
We denote the minimum long-term NDT over all feasible policies under the known popular set assumption asδ * on,k (μ, r), whileδ * on,u (μ, r) denotes the minimum long-term NDT under the unknown popular set assumption. As a benchmark, we also consider the minimum NDT for offline edge caching δ * off (μ, r) as studied in [3, 4] . By construction, we have the inequalities
III. PRELIMINARIES
In this section, we first summarize for reference some key results on offline caching from [4] . With offline caching, the set of popular files F t = F is time invariant and caching takes place in a separate placement phase. The following caching and delivery policies were found to be approximately optimal in [4] , as summarized in Lemma 1 below.
Offline Fig. 2-(c) .
We note that, unlike the low fronthaul regime, for the high fronthaul regime, the strategy caches the same fractions at all ENs so as to enable cooperative EN transmission, given the reduced overhead of fronthaul transmission, as detailed next.
Offline delivery policy: In the delivery phase, the policy operates as follows.
• Low fronthaul and small cache regime: If r ≤ r 0 and μ ≤ 1/M , the μM -fractions of the requested files that are cached at ENs (see Fig. 2-(a) ) are delivered using interference alignment for the resulting X-channel [12] , since each EN has a sub-fraction 1/M of each such μM -fraction of each file. Instead, the remaining (1−μM )-fractions of the requested files are delivered using cloud-aided zero-forcing (ZF) precoding. Specifically, precoding of these subfiles is performed at the cloud, and then quantized signals are sent to the ENs. This approach is referred to as soft-transfer fronthaul transmission.
• Low fronthaul and high cache regime: If r ≤ r 0 and μ ≥ 1/M , the M (1 − μ)/(M − 1)-fractions of the requested files that are cached at different ENs are delivered using interference alignment on the resulting X-channel as discussed above. Instead, the remaining (μM − 1)/(M − 1)-fractions of the requested files that are cached at all the ENs are delivered by employing cooperative ZF beamforming at the ENs.
• High fronthaul: If r ≥ r 0 , the μ-fractions of the requested files that are cached at all the ENs, are delivered using cooperative zero-forcing beamforming at the ENs, while the remaining (1 − μ)-fractions of the requested files are delivered using cloud-aided soft-transfer fronthaul transmission.
Lemma 1. (Achievable Offline NDT [4, Propositions 4 and 8]). For an M × K F-RAN with
, the offline caching and delivery policy described above is order-optimal with respect to the minimum offline NDT δ * off (μ, r) in the sense that the inequality
holds, where the achievable offline NDT δ off,ach (μ, r) is given as
for μ ∈ [0, 1/M ], and
IV. ACHIEVABLE LONG-TERM NDT
In this section, we propose two online caching-fronthauledge transmission policies, and evaluate their performance.
A. Proactive Online Caching
Under the assumption of a known popular set F t , the cloud is able to observe the changes in the popular set and to proactively cache the new content at ENs as soon as it is generated. In caching the new content, the file that has become outdated, i.e., that is no longer in the set F t , is evicted from the caches. Specifically, we propose to perform caching of the μ-fraction of the new file at each EN by following the offline caching policy described in Sec. III and summarized in Fig.  2 . Delivery can then be performed by following the offline delivery policy recalled in Sec. III.
Proposition 1. For an M ×K F-RAN with N ≥ M ≥ K ≥ 2, the online proactive caching scheme achieves the long-term NDTδ
where δ off,ach (μ, r) is given in (7)- (8). We hence have the upper boundδ * on,k (μ, r) ≤δ proact (μ, r). Proof sketch: With probability of p there is a new file in the set F t and a μ-fraction of the new file is proactively cached at all ENs. The NDT required for fronthaul transmission of the new file is, by (4), given by (μL/(r log P )) × log P = μ/r, and hence the NDT at a given time slot t is (9), since delivery requires the NDT δ off,ach (μ, r) achieved by the offline scheme described in Sec. III in each slot.
B. Reactive Online Caching
In contrast to the discussed proactive solution, we now propose a novel scheme that reactively updates the ENs' caches every time a new file is requested by any user. This scheme does not require knowledge of the popular set F t and hence operates also for the case of unknown popular set. The proposed reactive strategy delivers a portion of the requested and uncached files to all ENs, which then cache these fractions by evicting from the caches a randomly selected file. Random eviction can be improved by other strategies, which are more difficult to analyze, as discussed in Sec. VI.
To elaborate, in a manner similar to [11] , each EN stores a μ/α-fraction of the same N = αN files for some α > 1. Note that the set of N > N cached files in the cached contents S m,t of all ENs m generally contains files that are no longer in the set F t of N popular files. Caching N > N files is instrumental in keeping the intersection between the set of cached files and F t from vanishing [11] .
If Y t requested files, with 0 ≤ Y t ≤ K, are not cached at the ENs, a μ/α-fraction of each requested and uncached file is sent on the fronthaul link to each EN following the offline caching policy in Fig. 2 with μ/α in lieu of μ. Delivery then takes place by following the achievable offline delivery strategy reviewed in Sec. III, with the only caveat that μ/α should replace μ. The overall NDT is hence the sum of the NDT δ off,ach (μ/α, r) achievable by the offline delivery policy when the fractional cache size is μ/α and of the NDT due to the fronthaul transfer of the μ/α-fraction of each requested and uncached file on the fronthaul link. The latter equals (μ/α)/(r log P ) × log P = μ/(αr), and hence the overall achievable NDT at each time slot t is
Proposition 2. For an M ×K F-RAN with N ≥ M ≥ K ≥ 2, the online reactive caching scheme achieves a long-term NDT that is upper bounded as
, (11) where δ off,ach (μ, r) is given in (7)- (8) 
Proof. Plugging the achievable NDT (10) into the definition of long-term NDT in (5) and then using [11, Lemma 3] completes the proof. We refer to [13] for further details.
V. COMPARISON BETWEEN ONLINE AND OFFLINE CACHING
In this section, we compare the performance of online and offline caching for F-RAN.
Proposition 3. For an M ×K F-RAN with
where μ = min(μ, 1/M ).
Proof. The upper bound (13) is obtained by comparing the performance (11) of the proposed reactive scheme with a lower bound on the minimum offline NDT δ * off (μ, r) detailed in [13, Lemma 2] , which is a minor improvement over the lower bound in [4, Proposition 1] . Instead, the lower bound is obtained by combining the arguments in the proof of Lemma 1 with the idea of enhancing the system performance by periodically replenishing the ENs' caches without adding any fronthaul latency. Details are provided in [13, Appendix B] .
Propositions 3 shows that the long-term NDT with online caching is proportional to the minimum NDT for offline caching, with an additive gap that is inversely proportional to the fronthaul rate r. This contrasts with the scenario with caching at the receivers of a noiseless broadcast channel in [11] , in which the additive gap between the performance of offline and online caching was found to be constant. To see intuitively why this is the case, note that, when μ ≥ 1/M and hence the set of popular files can be fully stored across all Figure 3 . Achievable long-term NDT for greedy [13, Eq. 14], proactive scheme (9) and reactive caching with random eviction (10) versus fronthaul rate r. For reference, the offline minimum NDT (7)- (8) the M EN's caches, offline caching enables the delivery of all possible users' requests with a finite delay even when r = 0. In contrast, with online caching, the time variability of the set F t of popular files implies that, with non-zero probability, some of the requested files cannot be cached at ENs and hence should be delivered by leveraging fronthaul transmission.
VI. NUMERICAL RESULTS
In this section, we complement the analysis with numerical experiments. We specifically consider the long-term NDT achievable by a greedy scheme that minimizes only the current NDT at each time slot (see [13, Eq. 14]), the proposed proactive scheme (eq. (9)) and the proposed reactive scheme (eq. (11)). For the latter, we evaluate the expectation in (10) via Monte Carlo simulations by averaging over a large number of realizations (i.e., 10,000) of the random process Y t , which is simulated starting from empty caches at time t = 1. The impact of the fronthaul rate r is first considered in Fig. 3 . Here, we also plot for reference the achievable NDT for offline caching in (7)- (8), and we assume random eviction for reactive caching. Parameters are set as p = 0.5, μ = 0.3, M = K = 5 and N = 10. It is seen that proactive and reactive caching can significantly improve over greedy delivery by storing content for future slots. Furthermore, as the fronthaul rate r decreases to zero, the additive gap between online and offline caching is seen to grow without bound as per Proposition 3.
Next, we further investigate the performance comparison of reactive and proactive online caching schemes as a function of the probability of new content p. As shown in Fig. 4 for r = 0.5, K = 5, M = 10, μ = 0.8, N = 10, when p is large enough, the reactive approach yields a smaller latency than the proactive scheme. The reason is that, when p is large, proactive caching uses the fronthaul link to deliver a large number of new popular contents, only a small fraction of which will actually be requested by the users. It is also seen that LRU, whereby the replaced file is the one that has been least recently requested by any user, and FIFO, whereby the file that has been in the caches for the longest time is replaced, are both able to improve over randomized eviction, with the former generally outperforming the latter. 
VII. CONCLUSIONS
In this work, we have analyzed the performance limits of content delivery in a fog architecture for an online caching set-up. Information-theoretic bounds have been derived on a high-SNR latency metric termed long-term Normalized Delivery Time (NDT) for both proactive and reactive caching. Analytical, as well as numerical, results have been presented to compare the performance of online and offline caching.
