ABSTRACT In this paper, a low computational complexity rank reduce (RARE) algorithm based on 2-D nested array is proposed for direction of arrival (DOA) estimation in massive multiple-input multipleoutput system. By utilizing the difference co-array of the 2-D nested array, one can obtain O(N 2 ) virtual sensors with only N actual sensors, which can enable us to detect more number of sources than sensors. However, the large number of sensors would lead to huge computation burden, such as 2-D spectrum searching, for DOAs estimation of user's equipment. To overcome this problem, the RARE algorithm enjoying simple implementation is derived based on 2-D nested array. Instead of finding the solutions in 2-D observation space, the proposed method can solve the problem with two 1-D functions, which would reduce computational burden dramatically. Then by extending the original manifold to a larger set in the observation space, it would be much easier to obtain the solutions. Besides, the estimated azimuth and elevation angles can be paired automatically. The simulation results demonstrate the validity of the proposed method.
I. INTRODUCTION
Massive multiple-input multiple-output (MIMO) [1] , [2] technology is one of the promising technologies in 5G wireless communication networks [3] - [5] . The massive MIMO can provide higher data rates, enhanced link reliability, and potential power savings. In massive MIMO systems, the base station (BS) is equipped with large number of antennas that will allow abundant users to occupy the same set of time and frequency resources with negligible interference [3] . However, in the actual mobile communication systems, the antenna array is usually installed on the base stations (BS), and it is unpractical to configure so many antennas with limited space of the BS. Moreover, as one of the core techniques in 5G networks [6] , [7] , extensive research work has been tackled, such as pilot contamination problem [8] , interference mitigation, power control of energy efficient, and so on. Among the various signal processing problems, the two dimension (2D) beamforming for link reliability enhancement has attracted a lot of attention and the beamforming technique is required to operate in both azimuth and elevation directions [9] , [10] . It is well known that the performance of the beamforming relies on the estimate accuracy of direction of arrival (DOA) algorithm. As a result, to estimate the elevation and azimuth angles efficiently and accurately is a vital problem.
The DOA estimation has been of interest in array signal processing area for decades [11] , [12] , and there are many extraordinary methods like multiple signal classification (MUSIC), estimation of signal parameters via rotational invariance techniques (ESPRIT) and other variants to estimate the 2D DOA [13] . However, these algorithms are under the assumption that the source number D should be less than the number of sensors M. Some related work has been completed such as the minimum redundancy arrays (MRAs) [14] and their approximations [15] , [16] . In [14] , the MRAs was proposed to gain more degree of freedom (DOF) by designing the non-uniform linear array, but the optimal design of the array is difficult to realize. Another similar array, called co-prime array, was proposed in [17] and developed in [18] and [19] . This array can achieve O(MN ) using only M +N sensors. However, these arrays mentioned above are based on 1D linear array, and they are not suitable for the demand of 2D MIMO system to detect the 2D DOAs. Fortunately, [20] and [21] proposed a 2D nested array and applied it in 2D DOA estimation successfully. The 2D nested array is obtained by combining two uniform linear arrays (ULAs) to gain O(N 2 ) DOF using only N sensors. However, because of the huge number of sensors, it is no doubt that it would increase computational complexity if choosing 2D spectrum peak searching method such as MUSIC in [21] . Therefore, for real-time processing, the low complexity method should be investigated. A novel search free method, the so called rank reduce (RARE), based on the uniform circular array (UCA) was proposed in [22] . This method enjoys efficient computation and its performance is closed to the corresponding Cramer-Rao-Bound (CRB). Then, the RARE was extended to the uniform rectangular arrays (URAs) and sparse array in [23] . Reference [24] used the RARE estimator to transform the 2D DOA searching into several 1D searching, which further reduce the computational cost. Besides, [25] proposed a recursive RARE algorithm to obtain higher estimation accuracy in the presence of mutual coupling. However, none of the methods mentioned above has been utilized in 2D nested array for massive MIMO systems.
In this paper, we derive the RARE algorithm based on the 2D nested array in the massive MIMO system. The 2D nested array can provide O(N 2 ) virtual sensor using only N physical sensor, which can detect more sources and this is of great analytical and practical interest with the limit of the array aperture. By choosing specific configuration of the 2D nested array, its difference co-array would present the URA form. In general, the computational complexity will increase dramatically with the number of sensors. Therefore, by applying the RARE algorithm with low computational complexity to the URA, we can transform the 2D spectrum peak searching of the conventional MUSIC algorithm to several 1D peak searching, which would reduce much computational burden for the actual system. Moreover, the estimated azimuth and elevation do not need additional pair operation.
The rest of the paper is organized as follows. In Section II, we present the concept of difference co-array and the signal model of the 2D nested array. In Section III, we provide the signal model based on uniform rectangular array and derive the RARE method based on 2D nested array. In Section IV, some numerical examples are given to show the effectiveness of our proposed method. The conclusions are contained in Section V.
Notations: Matrices are denoted by capital letters in boldface. Vectors are denoted by lowercase letters in boldface. Operators (·) H , (·) * , (·) T , E(·) and vec( · ) denote conjugate transpose, conjugate, transpose, expectation and vectorization operator, respectively. diag(x 1 ,x 2 ) denotes diagonal matrix whose diagonal entries x 1 and x 2 . Symbol denotes the Khatri-Rao product between two matrices of appropriate size. Symbol ⊗ denotes Kronecker product. I M denotes an M × M identity matrix.
II. NESTED ARRAY AND SIGNAL MODEL
In this section, we review the difference co-array principle at first. And then, the signal model based on 2D nested array is given.
A. DIFFERENCE CO-ARRAY PRINCIPLE
Consider a 2D array has N sensors whose location are given by v i ∈ R 2×1 , i = 1, 2, · · · , N . Assume K narrowband uncorrelated sources with the carrier wavelength λ, impinging on the array from distinct DOAs, and (θ k , ϕ k ) is the azimuth and elevation of the kth signal, respectively. Then the received signal vector at the ith sensor is given by
where
Consider an array consists of two parts: one with N 1 sensors, whose locations are given by {x 1i , 1 ≤ i ≤ N 1 }, and the other with N 2 sensors, whose locations are given by {x 2j , 1 ≤ j ≤ N 2 }. The difference set is defined as
Assume the power of s(t) is σ 2 s , the cross correlation between the output signals received by the mth and nth sensors can be expressed as
It is noted that the difference co-array element (v m − v n ) appears in the exponent of the cross correlation function. The difference term can be produced by different sensors and behaviors like the virtual element located at (v m − v n ). In this way, one can create more virtual sensors by the difference co-array. Besides, it is seen that from (2), if a virtual sensor appear at the positive position (v m −v n ), then a corresponding virtual element will be at the negative position −(v m − v n ). Thus the difference co-array is symmetric centrally about 0.
B. 2D NESTED ARRAY SIGNAL MODEL
In order to illustrate the signal model based on 2D nested array, we should first review the following definition of 2D nested array [20] : In definition 1, the FPD(P) is the Fundamental Parallelepiped of matrix P whose sides are given by the two column vectors of P. It can be verified that the area of the sparse lattice N s being det(P) times larger than that of N d . For example, a two level nested array is shown as Fig.1 (a), the matrix N d is randomly generated and P = 3 1 3 3 .
Hence the dense array has N d = det(P) = 6 sensors. Assuming the sparse array has N s = 6 sensors, which are located by N s = N d P. As shown in Fig.1 (b) , the locations of the sensors in the difference co-array are given
It is noted that the difference co-array has 36 virtual sensors located in the positive part
, which can give us much more sensors and provides more DOF than the original array.
As shown in Fig. 1 , we only plot the positive part of the difference co-array. In fact, it can provide us more DOF if the negative part is considered as well. Hence, [20] illustrated three configurations of the 2D nested array and the relative position of the dense and sparse array. In the first configuration, the difference co-array of this 2D nested array don't have contiguous sensors. The second configuration can provide us contiguous sensors and overlap only along a line. Whereas the third configuration can offer the maximum number of sensors, but the sensors on the dense array have to be offset from their lattice positions. Among the three configurations, the second one is easier to realize, so all the work we have done is under the assumption of the second configuration whose definition is given as follows [20] :
Definition 3: Consider a 2D nested array where the dense and sparse arrays are placed as follows:
(a) The sparse array are placed with N s sensors whose locations are given by N s [n s1 n s2 ] T , where
(b) The dense array are placed with N d = det(P) sensors whose locations are given by
The example of 2D nested array of configuration II and its corresponding difference co-array is depicted in Fig. 2 . It can Besides, it is worth to note that P can be either any arbitrary integer matrix or diagonal matrix. If P is an arbitrary matrix, by smith form decomposition, we have P =U 1 U 2 , where = diag(λ 1 , λ 2 ) and U 1 , U 2 are integer unimodular matrices. Then, the number of elements in dense array can be obtained by N d = det(P) = λ 1 λ 2 , here we define λ 1 is odd. Therefore, the difference co-array of the 2D nested array will has a uniform rectangular array (URA) form of size M × L, where,
Thus, there are total ML = 2(2N s1 +1)N s2 λ 1 λ 2 −(2N s1 +1)λ 1 sensors in the difference co-array of the 2D nested array. The signal model of 2D nested array can be expressed as [21] ,
where A s is an N s × K matrix and A d is an N d × K matrix. Their corresponding expressions are given as follows, respectively,
and
Denote A N = A s A d , the covariance matrix of the received signal can be represented as
where R ss = E{ss H }. By vectorizing (8), we can get
T with e i being a column vector of all zeros except a 1 at the ith position. Note that, the matrix (A * N A N ) behaves like the manifold of a difference co-array of a 2D nested array, and the DOF has been extended from O (N s +N d ) to O(N s N d ) .
It can be seen from (9) that there are many repeat rows contained in the matrix (A * N A N ) which need to be removed. Hence, we need to construct a new matrix A diff with distinct rows and resort the rows corresponding to the sensor locations in the difference co-array of 2D nested array. Then the new constructed received matrix can be expressed as
where A diff is an ML × K matrix andẽ n is a deterministic vector. However, it is worth to note that the source signal vector p with the actual signal power σ 2 k behaves like fully coherent sources. In order to solve this problem, [21] adapted the conventional 2D spatial smoothing technique to enhance the rank of the positive semidefinite matrix. By dividing the array into (M + 1)(L + 1)/4 subarray of size ((M + 1)/2) × ((L + 1)/2), the 2D spatial smoothing on the coherent signal model of (10) is expressed as
where A 0 denotes the first subarray manifold matrix in the different co-array of 2D nested array. Reference [21] estimated the DOAs by applying MUSIC algorithm based on the nested array, and it shows that it can estimate much more sources than sensors. However, it spends too much time on spectrum peak searching. In order to solve this problem, the RARE algorithm is adopted to reduce the computational burden. would generate a URA with the size of M × L. Assume K narrow-band plane waves impinging on the array, the DOAs are assumed to be (θ k , ϕ k ), k = 1, 2, . . . , K , and the wavelength is λ. Consider a rectangular coordinate system, θ k ∈ [0, π) denotes the azimuth angle measured counterclockwise from the x-axis and ϕ k ∈ [0, π/2) denotes the elevation angle measured down from the plane XOY.
Consider the manifold matrix of sparse array first. Define γ k = cos ϕ k cos θ k and η k = cos ϕ k sin θ k to be the direction cosines with respect to the x-axis and y-axis, respectively, and we have
where the superscript s denotes sparse array. Then the manifold matrix of sparse array in (6) can be equivalently written as
where a k is an N s ×1 matrix,Ī is an N s2 ×N s2 identity matrix.
are the roots of unity corresponding to the true DOAs. Then define
Then (14) is rewritten as
Hence, the N s × K manifold matrix of the sparse array can be expressed as
. Similar to (19) , the λ 1 λ 2 × K manifold matrix of the dense array can be expressed as
. According to (5) , the received signal model can be expressed as
From (9), the vectorized matrix z is expressed as
where,
then (22) is rewritten as
(24) shows the (N s + N d ) 2 × K matrix T u B v behaves like the new manifold matrix of difference co-array of the nested array, and note that T u is a function of u, while B v is of v. As analyzed in Section II, there are many repeated rows contain in it, hence it is necessary to construct a new matrixÃ diff using distinct rows that corresponding different sensor locations. And it can be derived that there are ML different rows, where the M and L has the same expression as (4) . Therefore, this is equivalently to extract ML rows from the vector z to get the vectorz. Thereby thez is given byz (25) where, the vectorẽ n is obtained by extracting one row with 1, which is corresponding to the difference of 0 in the difference co-array, and keep other rows with all the elements are 0 from e n . As illustrated above, the vector p containing K signal power behaves like fully coherent sources. Divide the array into (M +1)(L +1)/4 subarray with
, by (11) the spatial smoothing covariance matrix can be expressed as
where A 0 with the size of
× K is the manifold matrix of the first sub-array and it is expressed as
The eigen decompositon of (26) is given bỹ
where the diagonal matrix S and N are the eigenvalues corresponding to signal and noise, respectively. And the columns of U S and U N are the corresponding signal and noise subspace, respectively. The conventional MUSIC algorithm estimates the DOA by finding the peaks of the function
The true DOAs belong to the manifold = {a(u, v) : |u| = 1, |v| = 1, ∀u, v ∈ C}. Rather than take the peak searching with the degree of M × L which would lead to huge computational complexity, thus a computational efficient approach is applied to overcome this problem.
We extend the original manifold to a larger so called RARE manifold R , which is defined as R = {a R (u, c) :
}, where the a R (u, c) can be expressed as
2 matrix corresponding to the first subarray. It shows that is a subset of R by choosing an arbitrary complex vector c, and we can consider b y (v) to be a special choice for c. The purpose for extending the manifold from a(u, v) to a R (u, c) is that it is much easier to achieve the solutions on the RARE manifold compared with the original manifold. Then, replace the manifold matrix A 0 in (29) with (30), we can get function as follows,
Recalling that c ∈ C (L+1)/2×1 is an arbitrary complex vector, so the f RARE is equivalent to the 1D minimization criterion, that is
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And Q R (u) is considered as the RARE matrix polynomial [22] . Similar to MUSIC spectrum, we also give the spectrum peak searching function as
By searching the spectrum peak with |u| = 1, the true u could be obtained. Besides, [23] derived a more efficient formulation for the RARE criterion which is given by
And the diagonal matrix is
It is necessary to note that both (33) and (35) lead to the same solution, but (35) has lower computational complexity since its dimension is K × K instead of ( The next step is to estimate another parameter v corresponding to u. At first, the eigen-decomposition of the Q R (u k ) is taken as follows
where the diagonal matrices N ,k and S,k denote the nonzero and zero eigenvalues of Q R (u k ), while the matrices C N ,k and C S,k denote the corresponding eigenvectors, respectively. According to [23] , we have
Then, the v k couple with u k can be estimated by searching the peak of the following function
where,P
Note that the P v needs K times spectrum peak searching to estimate the v k corresponding to u k individually. Then, the azimuth and elevation could be obtained by
Next, we analyze the computational complexity of the proposed method and compare it with that of conventional MUSIC based on 2D nested array proposed in [21] .
denote the number of sensors in the first subarray, and P denote the snapshots. For the proposed method, the computational complexity is dominated by (1) eigen-decomposition of the spatial smoothing covariance matrixR. Note thatR is a S × S Hermitian matrix and it is known that the eigen-decomposition requires around O(S 3 ) flops. (2) 1D spectrum peak searching of (34), note that the dimensions of T sub (u) are
and this method involves a limited search over only one small angular sector with J spectral points, so J · L+1 2 ·S(S−K ) flops are required by the spectral search step. (3) 1D spectrum peak searching of (39), note that the T sub (u k )B sub (v) is a S × 1 matrix and the K solution of (39) is obtained by K spectrum peak searchings. Hence this spectral search step costs J ·K ·( L+1 2 S +2S 2 ) flops. Therefore, the computational complexity of the proposed method is given by
Similarly, let N denote the spectral point in the 2D searching area. For the conventional MUSIC algorithm, the computational complexity of eigen-decomposition is O(S 3 ). It requires NS(S − K ) flops to compute the spatial spectrum. Therefore, the total computational complexity of the conventional MUSIC algorithm is given by
Compared with (43) and (44), it is worth to note that J N . For example, assume θ k ∈ [0, π), ϕ k ∈ [0, π/2) and the estimation accuracy is 0.01. For the conventional MUSIC algorithm, the spectral point N = 1.62 × 10 8 , whereas J = 200 for γ ∈ [−1, 1] and η ∈ [−1, 1]. Therefore, the proposed method has a much lower computational burden as compared to the conventional MUSIC.
IV. SIMULATIONS
In this section, the performance of the proposed method is demonstrated in comparison with the MUSIC algorithm based on 2D nested array [21] . Consider the 2D nested array is generated with P = 3 0 0 3 and a dense generator matrix
. Note that both P and N d are diagonal matrices that can ensure the difference co-array could have rectangular structure. Hence, the dense array has N d = det(P) = 9 sensors. Assume N s1 = 2, N s2 = 3, thus the sparse array has (2N s1 + 1)N s2 − 1 = 14 sensors (excluding the sensor at 0). Therefore, the nested array has in all (2N s1 +1)N s2 +det(P)− 1 = 23 sensors. According to (26) , we need to construct R with the size of 8 × 9 that is totally 72 virtual sensors. Define the root-mean-square-error (RMSE) of the azimuth and elevation respectively for C Monte Carlo experiments as and
A. SPECTRUM OF THE PROPOSED METHOD
In this example, assume K = 36 narrowband sources with equal powers impinging on the array and the angular interval follows uniform distribution. Note that the source number 36 is larger than 23, which is the number of physical sensors. The SNR and the snapshots are fixed at 10 dB and 1000, respectively. The spatial spectrum obtained from the proposed method is depicted in Fig. (4) . It shows that the proposed method can detect all 36 sources effectively, which is impossible for conventional methods.
B. THE RMSE VERSUS SNR AND SNAPSHOTS
In this example, the RMSE of the proposed method and the MUSIC algorithm in [21] with respect to the SNR and the snapshots are investigated. Fig. 5(a) shows the RMSE of both methods for snapshots 100 by varying SNR from −15dB to 10dB. Next, we plot the RMSE for SNR = −5dB by varying the total number of snapshots in Fig. 5(b) . The RMSE values are obtained by running 100 Monte Carlo simulations. Seen from the Fig. 5(a) and Fig. 5(b) , the performance of both methods are improved with SNR and the number of snapshots increasing. For high SNR and large snapshots, the proposed method is approaching the MUSIC algorithm based on 2D nested array mentioned in [21] , but there is a gap between the two methods. However, it should be noted that the RMSE of the proposed method is much smaller than that of the method in [21] with lower SNR. This is mainly caused by that the manifold is extended to a larger one that will help to estimate the solutions much easier.
Besides, it is worth to note that the estimation accuracy of the proposed method can't converge to zero even with large SNR and snapshots. This is mainly caused by two reasons. The first one is this method is estimating the DOAs by utilizing the spatial smoothing covariance matrix and the limited number of the subarray will lead to the decrease of the performance. The second one is the solutions of the method is not closed-form, because the solutions of γ k and η k is obtained by peak searching. As a result, the estimation error cannot be eliminated because of the limited searching interval.
C. THE SUCCESSFUL PROBABILITY VERSUS SNR AND SNAPSHOTS snapshots, respectively. Here we define a ''successful trial'' is when both the (θ ) − θ < 5 • and (φ) − ϕ < 5 • . Assume the DOAs are the same with the last simulation, Fig. 6(a) shows the successful probability of both methods for snapshots 30 by varying SNR from −15dB to 5dB. Next, we plot the successful probability for SNR = −10 dB by varying the number of snapshots in Fig. 6(b) . All the values were obtained by running 100 Monte Carlo trials. It can be seen from Fig. 6 that the detection performance of both methods is improved with SNR and the number of snapshots increasing, whereas the successful probability of the proposed method is still lower than that of the MUSIC algorithm based on nested array.
V. CONCLUSION
In this paper, we have demonstrated a RARE algorithm based on the 2D nested array for massive MIMO system. The proposed method allows estimating the azimuth and elevation separately in 1D observation space, which will dramatically reduce the computational complexity. Besides, the parameter pairing of the azimuth and elevation angles is not needed so that it is easy to realize. Additionally, by extend the original manifold to a larger set, the DOAs are much easier to be estimated in the observation space. The new method has high estimation accuracy under small SNR and snapshots.
