An n × m non-negative integer matrix D = {dij} is given, representing the disturbance that customer i receives by a facility at location j. We consider the problem of ÿnding p facilities so that the maximum, over the n customers, of the sums of their disturbances is minimized. We show that this problem can be deterministically approximated within O( (log n + log p)), where is the ratio between the biggest and the smallest positive entry of D. We obtain this result by ÿrst taking a randomized rounding approach to the problem and then by derandomizing the algorithm by the method of conditional probabilities. ?
Introduction
Combinatorial Location Problems have received a lot of attention in the past few decades. Intensive research has been done in this area and many results are now collected in various books and survey papers [5, 6] . For a recent annotated bibliography on this subject see, for instance, the paper by Martine LabbÃ e and Fran cois V. Louveaux in [4] . For a survey on obnoxious location problems see instead [2] .
In the classical strong formulation of the uncapacitated facility location problem, we have n customers that must be supplied from m facilities (plants, warehouses), where commodities are made available (produced, stored, sold). The problem consists in opening a set of facilities (a binary yes-no decision for each facility) so that all demands from the customers can be satisÿed and the total costs of opening the facilities and satisfying the demands is minimized. If the number of facilities to be opened is ÿxed, then the problem is called p-median.
In this paper we consider a similar but di erent p-median problem that we call Minimum Disturbance p-Facility Location problem. In this model, n customers receive di erent disturbances from m facilities, where services with a somehow negative impact are located (aerials, nuclear weapons, garbage dumps). The problem consists in opening p facilities so that the maximum disturbance, over the n customers, received from the opened facilities is minimized. More precisely, we formulate the problem as follows:
Instance: An n × m non-negative integer matrix D = {d ij }; positive integer p. Problem: Find a 0 − 1 vector x = (x 1 ; : : : ; x m ) that minimizes t and such that
j=1;:::; m d ij x j 6 t for each i = 1; : : : ; n:
This problem is new and has a number of potential practical applications. In a telecommunication system, it can describe the location of p aerials so that the maximum disturbance of their use by a given population is minimized; in a political environment, the election of p representatives minimizing their maximum disturbance to any one of a set of persons and in an economical environment, the selection of products minimizing the maximum acquisition costs.
This problem turns out to be an NP-hard optimization problem, so we will devote our attention in ÿnding an e cient approximation algorithm for it. We remind the reader that many location problems are NP-hard and that their approximability status is described in the on-line compendium by Pierluigi Crescenzi and Viggo Kann [3] , which is continuously updated.
That our problem is NP-hard is easy to see. In fact, in recognition form it can be stated as:
Instance: An n × m non-negative integer matrix D = {d ij }; positive integers p and t. Question: Is there a 0 − 1 vector x = (x 1 ; : : : ; x m ) satisfying (1) and (2)? It is straightforward to see that the Independent Set problem, an NP-complete problem asking for the existence in a graph of an independent set of k vertices, can be reduced to the above recognition form by setting d ij equal to 1 if edge i has vertex j as an endpoint and equal to 0 otherwise, and by setting p = k and t = 1.
This reduction also shows that yes-instances of the Independent Set problem are transformed into instances of the Minimum Disturbance p-Facility Location problem having an optimal value less than or equal to 1, whereas no instances are transformed into instances having optimal value greater than 2− , for any ¿ 0. Edoardo Amaldi [1] has noticed that the Minimum Disturbance problem cannot therefore be approximated within 2− , for any ¿ 0, unless P = NP and hence that it does not belong to the class PTAS of problems admitting a polynomial time approximation scheme. The problem can be trivially approximated within O(p) and within if all entries in D are positive, where is the ratio between the biggest and the smallest positive entry of D.
In this paper we show that the Minimum Disturbance p-Facility Location problem can be deterministically approximated within O( (log n + log p)). We obtain this result with the help of two algorithms. The ÿrst one is a randomized algorithm; we are able to show that this algorithm provides a good random approximate solution for the Minimum Disturbance problem, i.e., a solution which satisÿes (1) and also (2) with a good value of t. This algorithm is then derandomized by the method of conditional probabilities, obtaining a second algorithm which is deterministic and is able to ÿnd an approximate solution which is just as good as the randomized one. Both algorithms have been inspired by the work of Prabhakar Raghavan [9] and the presentation of his results given by Detlef Sieling [7] . Section 2 describes the notation and the probabilistic results that are needed throughout the paper.
Section 3 presents the two algorithms and the approximability results for the problem.
Notations and probabilistic results
We start this section by giving some deÿnitions and notations taken from [8] that simplify the statements of the next theorems.
Throughout this paper we set M = max i; j d ij and let be the ratio between M and the smallest positive entry of matrix D.
We deÿne three functions B( ; ); C( ; ) and C * ( ; ) over positive reals. We set
and we observe that e =(1 + ) (1+ ) ¡ 1 and that function B( ; ) is strictly decreasing in and . Then, we deÿne C( ; ) to be the positive discrepancy that satisÿes the equation B( ; C( ; )) = and again we observe that this function is strictly decreasing in and . Finally, we deÿne
and we observe that in [9] the function C * ( ; ) is asserted to be an upper bound for C( ; ).
We now proceed by giving the probabilistic results needed in Section 3. Theorem 1 is well known, Theorems 2 and 3 are due to Prabhakar Raghavan [9] ; they are stated here in a slightly more general setting, and sketches of proofs are given for the convenience of the reader, since the two strict inequalities that we highlight in each proof are essential in Section 3.
Theorem 1 (Markov Inequality). Let Y be a discrete random variable assuming only non-negative values. If Y is not identically zero; then for any t ¿ 0
A proof of this result under a more general hypothesis can be found in [8] ; the adaptation to this speciÿc hypothesis is a simple exercise.
Theorem 2 (Raghavan [9] ). Let a 1 ; : : : ; a m ∈ [0; 1] and let X 1 ; : : : ; X m be independent Bernoulli trials with E[X j ] = p j . Set X = j a j X j and let be a constant such that
Proof (sketched). If X is identically zero, then the conclusion is obvious, otherwise for any t ¿ 0
By Theorem 1 and because of the independence of the X j , the above becomes
Note that this ÿrst strict inequality holds for any positive ; and t. Now choosing t = lg(1 + ), since the inequality x + 1 6 e x holds for any real x, and it holds strictly if x = 0 and X is not identically zero, the above becomes
Notice that this second strict inequality holds for any positive ; and the chosen t. Now since for a j ∈ [0; 1] and for any real x we have that (1 + x) aj − 1 6 xa j , it follows that the above becomes
and if ¿ E[X ], then the above is
Theorem 3 (Raghavan [9] ). Let a 1 ; : : : ; a m ∈ [0; 1] and let X 1 ; : : : ; X m be independent Bernoulli trials with E[X j ] = p j . Set X = j a j X j and let be a constant such that
Proof (sketched). For any t ¿ 0 we have that
Proceeding as in Theorem 2, the above becomes, for any positive ; and t,
Choosing the time t = lg(1 − ) −1 , we have that the above is
and if 6 E[X ], then this in turn becomes
Corollary 1 (Raghavan [9] ). If the hypotheses of Theorem 3 hold; then; for any 0 ¡ 6 1;
Proof. This follows from Theorem 3 since, if 0 ¡ 6 1, then the inequality
2 =2 holds because of the McLaurin expansion of lg(1 + ).
The Minimum Disturbance p-Facility Location problem
In the introduction we have formulated our problem as a linear integer problem and we have anticipated that we will solve it with the help of two approximation algorithms, one randomized and the other deterministic. Let us ÿrst describe the randomized algorithm. In order to highlight the di erence between this randomized algorithm and the deterministic one, the pseudocode follows:
The randomized approximation algorithm
The randomized approximation algorithm Let us here observe how the random variables q 1 ; : : : ; q m and t q computed by the algorithm satisfy constraints (1) and (2) and let us also introduce some useful notations.
If we set = j q j and
Hence, q 1 ; : : : ; q m satisfy constraint (1) on the average. For that which concerns constraint (2), if we let i = j d ij q j , of course, by construction i 6 t q . Moreover, if we set i = E[ i ] and let t * be an optimal solution of our original Minimum Disturbance Problem, then we can easily verify that i = j d ij x l j 6 t l 6 t * . Finally, whenever q 1 ; : : : ; q m satisfy (1), then t * 6 t q , since t q is the value of the objective function on an integral solution and t * an optimal value on an integral solution.
Now we can formulate the theorem that shows that the random approximation algorithm has a good randomized solution. The solution is integral, satisÿes (1) and the corresponding value of the objective function can be precisely bounded.
Theorem 4.
There exists a solution q 1 ; : : : ; q m for the randomized algorithm which is feasible for the Minimum Disturbance Location Problem; i.e.; satisÿes (1); where the value t q of the objective function is bounded; for each 0 ¡ ¡ 1, by
Proof. This proof is slightly longer than it should be since the intermediate results expressed by (10) and (11) will be used in the proof of Theorem 5 in the next section. Let us consider the bad event when i ¿ t l (1 + * ), for some i = 1; : : : ; n, that is, (9) is violated, and the bad event when ¡ p, that is, (1) that is, the probability of any bad event is less than 1, hence concluding that there is some random solution that satisÿes (1) and for which all i respect the bound (9). We apply Theorem 2 not to the random variable i but to the random variable i = j (d ij =M )q j , which is nothing but i =M . We have that
Using (5) we know that, for any t ¿ 0, the above is
Choosing t = lg(1 + * ) and using (6), the above is
and since t l =M is an upper bound to E[ i ], the above is
Now we look at the random variable . For any 0 ¡ ¡ 1
We apply Theorem 3. We obtain from (7) that, for any t ¿ 0, the above becomes
with = =p. If we choose t = lg(1 − ) −1 , use (8) and the fact that p is a lower bound for E[ ], then the above becomes
and, using Corollary 1, also
At this point, we may conclude that the probability of any bad event is no more than
, which is less than 1 if we set = ((1 − e
The deterministic approximation algorithm
The goal of this section is to show that a solution to the Minimum Disturbance p-Facility Location problem as good as the one that Theorem 4 asserts to exist can in fact be found in polynomial time by a deterministic algorithm. Then it will be possible to show that the problem can be approximated within O( (log n + logp)).
Let T r be the binary tree representing the possible settings of q 1 ; : : : ; q m produced by the randomized algorithm. Notice that the tree is not necessarily a complete one because some branches of the complete tree T could never be followed by the algorithm.
We call a leaf of T "good" if q 1 ; : : : ; q m satisfy (1) and (9), otherwise we call it "bad". Theorem 4 indicates us that in tree T r , and hence in T , there exists a good leaf. Our task is to ÿnd a deterministic algorithm that walks down the complete binary tree to a good leaf in polynomial time.
We postpone the description of the deterministic algorithm after Theorem 5. Since it will use a computable function U (), we ÿrst introduce this function and describe its properties through Theorem 5.
Suppose that we have walked down the binary tree in some way for k − 1 levels. Let P k (q 1 ; : : : ; q k−1 ) be the conditional probability of a bad event occurring for given q 1 ; : : : ; q k−1 , taking for q k ; : : : ; q m the values computed using the randomized rounding approach of the randomized algorithm. Since there exists a good leaf we have that at the root of the tree
Moreover, we have P k (q 1 ; : : : ; q k−1 ) = x l k P k+1 (q 1 ; : : : ; q k−1 ; 1) + (1 − x l k )P k+1 (q 1 ; : : : ; q k−1 ; 0); which implies that P k (q 1 ; : : : ; q k−1 ) ¿ min{P k+1 (q 1 ; : : : ; q k−1 ; 1); P k+1 (q 1 ; : : : ; q k−1 ; 0)}:
If we could deterministically compute P k (q 1 ; : : : ; q k−1 ), then an algorithm choosing q k , for each k = 1; : : : ; m, to minimize P k+1 (q 1 ; : : : ; q k ), would deterministically walk to a good leaf since the following would hold 1 ¿ P 1 (root) = P 1 () ¿ P 2 (q 1 ) ¿ · · · ¿ P m+1 (q 1 ; : : : ; q m ) = P m+1 (leaf) and a leaf on which P m+1 () equals 0 must be good.
However, the computation of function P() is di cult, hence we deÿne and use a function U () which is instead easy to compute, is an upper bound for P() and can be used like P() since it has similar properties. In fact we will show that U k (q 1 ; : : : ; q k−1 ) ¿ P k (q 1 ; : : : ; q k−1 ) (12) Hence for each k = 1; : : : ; m + 1, we deÿne
with p j = q j for j 6 k − 1
The next theorem proves that function U has the desired properties.
Theorem 5. The functions U k deÿned in (15) satisfy (12); (13) and (14).
Proof. It is straightforward to see that P 1 (root)¡U 1 (root)¡1; in fact, in Theorem 4 we showed that the probability of a bad event at the root of the tree, i.e. P 1 (root), was strictly less than the expression in (11) plus the sum, over all i, of (10); this quantity, which is exactly equal to U 1 (), was also shown to be strictly less than 1, so (13) holds. That (14) also holds is a fairly simple exercise that we leave to the reader. Now let us consider (12). We have that 
Looking at the ith term in (16), we have that
where the q j in the ÿrst sum are random variables, while those in the second sum are 0 -1 values. Using (5) from Theorem 2, we know that, for any t ¿ 0, the above is less than
It is crucial at this point to notice that each factor e tdijqj=M with j ¡ k is equal to (p j e tdij=M + 1 − p j ) with p j = q j . Hence, the above is equal to
with p j = x l j , for each j ¿ k and p j = q j , for each j ¡ k. By making similar considerations for the right term in (16) we obtain, using ; with p j = x l j , for each j ¿ k. At this point, it is easy to observe that the last term is equal to
with p j = x l j , for each j ¿ k and p j = q j , for each j ¡ k. If we set = =p, then this term becomes
By noticing that the terms in (17) and (18) coincide with those in (15), the conclusion follows.
Now, we can describe the deterministic algorithm. Since its computation is guided by the value of function U (), measuring the probability of a bad event, it is said to implement the method of conditional probabilities. compute U k+1 (q 1 ; : : : ; q k−1 ; 0) and U k+1 (q 1 ; : : : ; q k−1 ; 1) using (15); if U k+1 (q 1 ; : : : ; q k−1 ; 0) 6 U k+1 (q 1 ; : : : ; q k−1 ; 1) set q k = 0; else set q k = 1; return (q 1 ; : : : ; q m ) and t q = max i j d ij q j :
The next theorem shows that the deterministic algorithm ÿnds an approximate solution to the Minimum Disturbance p-Facility Location Problem in polynomial time. It also describes the e ectiveness of such an approximate solution.
Theorem 6. The deterministic approximation algorithm ÿnds a solution to the Minimum Disturbance p-Facility Location Problem having approximation ratio O( (log n+ log p)).
Proof. From (14) and the way the algorithm sets q k it follows that U k (q 1 ; : : : ; q k−1 )¿min{U k+1 (q 1 ; : : : ; q k−1 ; 1); U k+1 (q 1 ; : : : ; q k−1 ; 0)}=U k+1 (q 1 ; : : : ; q k ):
Hence, using Theorem 5, it is easy to conclude that the deterministic algorithm walks to a good leaf of the complete tree (not necessarily of T r ) since 1 ¿ U 1 () ¿ U 2 (q 1 ) ¿ · · · ¿ U m (q 1 ; : : : ; q m−1 ) ¿ U m+1 (q 1 ; : : : ; q m ) ¿ P m+1 (leaf ) and that a leaf on which P m+1 () equals 0 must be good. At a good leaf, we know that
