The parameterization method for invariant manifolds I: manifolds associated to non-resonant subspaces by Cabré Vilagut, Xavier et al.
THE PARAMETERIZATION METHOD FOR
INVARIANT MANIFOLDS I: MANIFOLDS
ASSOCIATED TO NON-RESONANT SUBSPACES
XAVIER CABRE´, ERNEST FONTICH, AND RAFAEL DE LA LLAVE
Abstract. We introduce a method to prove existence of invariant man-
ifolds and, at the same time to find simple polynomial maps which are
conjugated to the dynamics on them. As a first application, we consider
the dynamical system given by a Cr map F in a Banach space X close to a
fixed point: F (x) = Ax+N(x), A linear, N(0) = 0, DN(0) = 0. We show
that if X1 is an invariant subspace of A and A satisfies certain spectral
properties, then there exists a unique Cr manifold which is invariant under
F and tangent to X1.
When X1 corresponds to spectral subspaces associated to sets of the
spectrum contained in disks around the origin or their complement, we
recover the classical (strong) (un)stable manifold theorems. Our theorems,
however, apply to other invariant spaces. Indeed, we do not require X1 to
be an spectral subspace or even to have a complement invariant under A.
1. Introduction and statements of results
The main goal of this paper is to develop a method to prove existence and
regularity of invariant manifolds for dynamical systems. We call it the parame-
terization method, and we use it to prove a variety of invariant manifold results.
We establish optimal regularity for the invariant objects, as well as regularity
with respect to dependence on parameters. As a particular case, our results
generalize the classical stable and unstable invariant manifold theorems in the
neighborhood of a fixed point.
We consider a Cr map F on a Banach space X such that F (0) = 0. We
want to study aspects of the dynamics in a neighborhood of the fixed point.
The heuristics is that, in small neighborhoods, the map is very similar to its
linear part. One can hope that subspaces X1 invariant under the linearization
have nonlinear counterparts: smooth manifolds tangent to X1 at 0 which are
invariant under the map F .
Roughly speaking, the method consists on trying to find a parameteriza-
tion of the manifold in such a way that it satisfies a functional equation that
expresses that its range is invariant and that it semi-conjugates the dynamics to
the dynamics of a simpler map (in some cases linear). More precisely, we look
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for maps K : U1 ⊂ X1 → X (the parameterization) and R : X1 → X1 satisfying
the functional equation
F ◦K = K ◦R in U1 .
Recall that X1 is a subspace of X invariant under DF (0). Then, the previous
equation guarantees that K(U1) is an invariant manifold for F .
We will show that, provided that the spectrum of DF (0) satisfies certain
non-resonance conditions, one can indeed solve the functional equation above
and find these invariant manifolds. Writing X = X1 ⊕X2 and pii : X → Xi the
corresponding projections, the conditions involve non-resonances between the
spectrum of pi1DF (0)|X1 and the spectrum of pi2DF (0)|X2 .
The study of the regularity with respect to parameters is deferred to the
follow-up paper [CFdlL00].
Invariant manifolds theory has a long history. Among many relevant ref-
erences about invariant manifolds associated to fixed points we quote [HP70],
[Irw70], [Irw80], and we refer to them for the original literature. We point out
that most of the literature deals with invariant manifolds associated to spectral
spaces corresponding to intersections of the spectrum with discs and complements
of discs, in which case there is no need to make non-resonance assumptions.
Regarding the more general case of invariant manifolds associated to non-
resonant subspaces, [Poi90] studies one dimensional invariant manifolds associ-
ated to a simple eigenvalue satisfying non-resonance conditions, in the analytic
case. Also for analytic systems, some results for the stable and unstable mani-
folds (and submanifolds of them) corresponding to periodic orbits of differential
equations are found in [Poi87] and [Lya92] (see also [Lef77]). The work [Po¨s86]
considers invariant manifolds associated to non-resonant eigenspaces. In con-
trast to the classical works, it can deal with eigenvalues of modulus one and
hence small divisors appear. The paper [CF94] took up the task of making sense
of the one-dimensional manifolds of Poincare´ and Lyapunov, in the case of fi-
nite differentiability. A study of non-resonant manifolds in infinite dimensional
spaces was undertaken in [dlL97] (see also [ElB98]). We refer to [CFdlL02] for
more historical references and comments.
We point out that [dlL97] contains examples which show that the non-
resonance conditions are necessary for existence of smooth invariant manifolds.
The results of the present paper extend the results of [dlL97]. In [dlL97],
the invariant spaces for DF (0) for which the corresponding manifolds invariant
under F were constructed need not be spectral subspaces. Nevertheless, it was
required there that they had an invariant complement. In this paper we only
require that there is a complement, but it need not be invariant under DF (0).
In this way, we can associate, for example, invariant manifolds to the spaces
corresponding to eigendirections in a non-trivial Jordan block.
As a technical improvement over [dlL97], in the present paper we obtain
invariant manifolds of class Cr whenever the map F is Cr –rather than just
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Cr−1+Lip manifolds as in [dlL97]. This improvement has also been obtained in
[ElB98].
Even if our results are already novel for finite dimensions, we work in the
generality of Banach spaces since the use of finite dimensions does not simplify
much the proofs. Moreover, the use of infinite dimensional systems leads to
interesting applications in dynamical systems. A construction of [HP70] shows
that one can reduce the existence of finite dimensional invariant objects (such as
foliations) to the existence of invariant manifolds for certain operators defined
on infinite dimensional spaces of sections; see Section 2 for these questions.
One of the applications of the non-resonant manifolds that we produce is to
make sense of the so called slow manifolds near a fixed point. That is, manifolds
associated to the slowest eigenvalues. They are important in applications since
one can argue –indeed we justify to a certain extent– that the eigenvalues closest
to the unit circle are the ones which get suppressed the slowest and, hence,
dominate the asymptotics of the convergence.
Indeed, we think that our results provide a rigorous foundation for some
geometric methods to study long term asymptotics that have been used in the
applied literature. We just quote some recent references in chemical kinetics:
[Fra98], [Smo91], [PR93], [WMD96]. For the use of slow manifolds in chemical
reactions in a more dynamical context, see [Bar88]. We refer to [CFdlL02] for a
longer discussion on the applied literature.
It is interesting to note that there is another possible construction of slow
manifolds, namely Irwin’s pseudostable manifolds [Irw70, Irw80]. These papers
associate manifolds W p(a),f to spectral subsets {|z| ≤ a}, with a > 1. By
considering W Irwin = W p(a),f
−1 ∩W s,f , one obtains an invariant manifold for f
associated to the spectral projection on {|z| ∈ [a−1, 1)}.
Perhaps surprisingly (see [dlL97]), it turns out that our smooth manifolds
and the Irwin’s ones may not coincide even in systems in which both of them can
be defined. Irwin’s manifolds are unique under conditions of global behavior of
orbits. Hence, the pseudostable manifolds in an arbitrarily small neighborhood of
the origin can be affected by changing the map arbitrarily far away. On the other
hand, the manifolds considered in the present paper are unique under smoothness
conditions at the origin and, therefore, their restrictions to a small neighborhood
are not affected by changes of the map outside this neighborhood. There are
many –indeed they are C1 generic– systems in which it is impossible to satisfy
at the same time the global conditions and the smoothness conditions. Hence,
the Irwin method and the one here may produce different invariant manifolds.
We think that this fact explains certain discrepancies in the numerical litera-
ture in chemical kinetics computing slow invariant manifolds. Methods based in
computing jets –hence assuming implicitly differentiability– compute the mani-
folds in this paper, whereas methods based on iteration compute the Irwin ones.
Methods based on a combination of the two compute yet other objects.
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Roughly, the situation of slow manifolds (with respect to their local regular-
ity) can be summarized as saying that we can find numbers r0 ≤ r1 depending
only on the spectrum of the linearization such that:
• There are infinitely many invariant manifolds which are Cr0−δ (r0 is the
regularity claimed in Irwin’s work; see [dlLW95]).
• There is at most one Cr1+δ at the origin (this is the manifold singled out
in the present paper).
• In case that there is a Cr1+δ manifold, it is as smooth as the map.
• There are non-resonance conditions that imply that there is a Cr1+δ
manifold.
• The smooth manifold –if it exists– depends smoothly on parameters.
We warn the reader interested only in finite dimensional results and not
interested in the optimal regularity of the invariant manifold that, in this case,
the proof of our main result just requires reading Lemmas 3.1, 3.3 and 3.4.
Several of the spectral results that we need are quite easy and well known
when our Banach spaces are finite dimensional. In order to facilitate the expo-
sition for those readers interested only in finite dimensional systems, we have
relegated the proofs in general Banach spaces to Appendix A.
1.1. Some notation and conventions used.
1.1.1. Complexification. Since we use some spectral theory, we will need that
some operators and other objects are defined on a complex Banach space. If the
system we are interested in is defined on a real Banach space, we use the well
known device of complexification. That is, if X is a real space we can consider
the space X˜ = X ⊕ iX with the obvious multiplication by a complex number.
Given a multilinear (in particular, a linear) operator A in X, we can extend
it to X˜ in a canonical way by defining A˜(x1 + iy1, · · · , xn + iyn) as the result
of expanding all the sums and taking all the i’s out (i.e., proceeding as if it
was multilinear). It is routine and well known how to check that the resulting
operator in X˜ is multilinear when we consider it as an operator in the complex
space X˜.
1.1.2. Spectrum. The spectrum of a linear operator A in X will be denoted by
Spec(A). We emphasize that even if X is a real Banach space, Spec(A) denotes
indeed the spectrum of the complex extension A˜ of A, and hence Spec(A) is a
compact subset of C.
Given two sets Λ and Σ of complex numbers, we use the notation
ΛΣ = {λσ | λ ∈ Λ, σ ∈ Σ} ⊂ C
and
Λn = {λ1λ2 · · ·λn | λ1, . . . , λn ∈ Λ} ⊂ C .
A polynomial P defined on X taking values in Y is a function from X to
Y of the form P =
∑n
i=1 Pi, where Pi is the restriction to the diagonal of a
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multilinear map of degree i from X × · · · ×X to Y . We will then say that P is
a polynomial of degree not larger than n (or simply of degree n).
1.1.3. Spaces of functions. Given X,Y Banach spaces and U ⊂ X an open set,
Cr(U, Y ) is the set of functions f : U → Y which are r times continuously
differentiable (in the strong sense) and which have all derivatives up to order r
bounded on U . It is a Banach space with the norm
‖f‖Cr(U,Y ) = max
{
‖f‖C0(U), ‖Df‖C0(U), . . . , ‖Drf‖C0(U)
}
, (1)
where for functions g taking values in a Banach space, we write
‖g‖C0(U) = sup
x∈U
|g(x)| .
The space C∞(U, Y ) consists of those functions which are r times continu-
ously differentiable for every r ∈ N.
We also consider the space Cω(U, Y ) of bounded analytic functions defined in
a complex neighborhood U , equipped with the supremum norm (see Section 3.3
for details). When U, Y are clear from the context, we will suppress them from
the notation.
1.2. Statement of results. The first main result of the paper is the following:
Theorem 1.1. Let X be a real or complex Banach space, U an open set of X,
0 ∈ U , and let F : U → X, F (0) = 0, be a Cr map, with r ∈ N ∪ {∞, ω}.
Let A = DF (0), N(x) = F (x) − Ax, and X = X1 ⊕ X2 be a direct sum
decomposition into closed subspaces. Denote by pi1, pi2 the corresponding projec-
tions.
Assume:
0) F is a local diffeomorphism. In particular, A is invertible.
1) The space X1 is invariant under A. That is
AX1 ⊂ X1 .
Let A1 = pi1A|X1 , A2 = pi2A|X2 and B = pi1A|X2 . Hence, we have
A =
(
A1 B
0 A2
)
with respect to the above decomposition. Assume:
2) Spec(A1) ⊂ {z ∈ C | |z| < 1}.
3) 0 /∈ Spec(A2).
Let L ≥ 1 be an integer such that(
Spec(A1)
)L+1 Spec(A−1) ⊂ {z ∈ C | |z| < 1} , (2)
and assume that:
4)
(
Spec(A1)
)i ∩ Spec(A2) = ∅ for every integer i with 2 ≤ i ≤ L (in case
that L ≥ 2).
5) L+ 1 ≤ r.
Then,
6 X. CABRE´, E. FONTICH, AND R. DE LA LLAVE
a) We can find a polynomial map R : X1 → X1 with
R(0) = 0 , DR(0) = A1 , (3)
of degree not larger than L, and a Cr map K : U1 ⊂ X1 → X, where U1
is an open neighborhood of 0, such that
F ◦K = K ◦R (4)
holds in U1, and
K(0) = 0 , (5)
pi1DK(0) = Id , pi2DK(0) = 0 . (6)
In particular, K(U1) is a Cr manifold invariant under F and tangent
to X1 at 0.
b) In case that we further assume(
Spec(A1
)
)i ∩ Spec(A1) = ∅ for every integer i with 2 ≤ i ≤ L , (7)
then we can choose R in a) above to be linear. More generally, if(
Spec(A1)
)i ∩ Spec(A1) = ∅ for every integer i with M ≤ i ≤ L , (8)
then we can choose R in a) above to be a polynomial of degree not larger
than M − 1.
c) The Cr manifold produced in a) is unique among CL+1 locally invariant
manifolds tangent to X1 at 0. That is, every two CL+1 locally invariant
manifolds will coincide in a neighborhood of 0 in X. (Note that the
parameterization K and the map R need not be unique; it is the manifold
K(U1) which is unique).
As we will see in Remark 6, a result on invariant manifolds for flows can
be deduced rigorously from Theorem 1.1 using time t maps and the uniqueness
result.
Equation (4) ensures that the range of K is an invariant manifold under F .
By (6), it is tangent to X1 at the origin. We will see that the composition K ◦R
in equation (4) is well defined, since R will send certain neighborhoods of 0 in
X1 into themselves (indeed, balls centered at zero of sufficiently small radius for
an appropriate norm in which A1 is a contraction).
Note that, in both finite and infinite dimensional cases, assumption 2) on
the spectrum of A1 guarantees the existence of an integer L ≥ 1 for which (2)
holds. We also point out that, by hypothesis 5), we always have r ≥ 2 (r is the
order of differentiability of the map F ).
It is appropriate to call condition 4) a non-resonance condition since, in the
finite dimensional setting, it amounts to the fact that every product of at most
L eigenvalues of A1 is not an eigenvalue of A2.
One situation in which condition 4) is satisfied automatically is when X1
corresponds to the spectral subspace associated to a closed disk of radius ρ < 1.
Then, if A1 is invertible, our theorem produces the strong stable manifolds for
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invertible maps. The differentiability assumptions required by the theorem are,
however, stronger than those in the classical proofs, due to hypotheses (2) and
5). This is to be expected since we also obtain information on the dynamics
(weaker differentiability assumptions will be addressed in Theorem 1.2). Indeed,
we obtain that the dynamics on the invariant manifold is semi-conjugated to
the dynamics of R, which is just a polynomial. Moreover, under the additional
hypothesis (7), R becomes a linear map.
Since A is invertible, passing to the inverse, we can establish the existence
of strong unstable manifolds. Theorem 1.1 applies, however, to other invariant
subspaces. In this respect, note that the theorem does not require X1 to be
an spectral subspace or even to have a complement invariant under A (see the
examples in Remark 4).
Remark 1. The existence of the map K in conclusion a) of Theorem 1.1 also
holds if one assumes, instead of the non-resonances 4), the existence of poly-
nomials R and K≤ of degree not larger than L satisfying (3), (5), (6) and
F ◦ K≤(x) = K≤ ◦ R(x) + o(|x|L). It may happen that there exist several
R, K≤ satisfying the above mentioned conditions. Associated to each such so-
lution K≤ there will be a unique CL+1 invariant manifold K(U1), with K such
that its L-jet is K≤, i.e. DjK(0) = DjK≤(0) for each j ∈ {0, . . . , L}.
As we will see in Section 3.1, the non-resonance conditions 4) ensure that
certain linear equations can be solved (see Lemma 3.1). However, even if there
exist resonances, it could happen that these equations can nevertheless be solved
for the system at hand. Indeed, we could use some conditions weaker than 4),
but at the price of imposing restrictions on the non-linear part. When X is
finite-dimensional, these restrictions are submanifolds of finite codimension and,
if we have enough parameters to select, we can get the invariant manifolds for
some special values of the parameters.
These situations happen naturally when the map preserves a geometric
structure (e.g. volume, contact or symplectic) or a symmetry. Such geomet-
ric features often produce resonances, but at the same time give cancellations
that allow the equations to be solved.
Remark 2. The parameterization method of this paper has been implemented
numerically.
The equations to compute the jet of K and R (that is, the polynomials K≤
and R) alluded to in Remark 1 (and in Theorem 1.2 below) reduce to equations
that are called Sylvester equations in [BK98].
One of the advantages of the parameterization method is that, since invariant
manifolds often bend and fold along themselves, a parametric representation is
less affected by foldings than a representation as a graph.
In particular, in the case that F has an entire inverse and that we are in the
case b) of Theorem 1.1 with M = 2 (hence R is linear), the parameterization K
is entire.
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Indeed, note that equation (4) reads K = F−1 ◦ K ◦ R. Hence, if a set S
is contained in the domain of K, then R−1(S) is also contained in the domain.
When R is a linear contraction, we see that this implies that the domain of K is
the whole space.
Remark 3. Recall that, since A is invertible, the equality
A−1 − λ Id = −λA−1(A− λ−1 Id)
implies that the spectrum of A−1 is exactly {λ−1 | λ ∈ Spec(A)}. Therefore, (2)
and conditions 2) and 4) in Theorem 1.1 imply(
Spec(A1)
)i ∩ Spec(A2) = ∅, ∀ i ≥ 2 .
Similarly, if in addition (7) holds then(
Spec(A1)
)i ∩ Spec(A1) = ∅, ∀ i ≥ 2 .
Our formulation in the theorem makes clear that these are really a finite number
of conditions since, for i > L, they are satisfied automatically.
Remark 4. We emphasize that the spectrum of A1 and that of A2 need not be
disjoint, since condition 4) is only required for powers bigger or equal than 2.
For example, the theorem applies to
A =

1/2 1
0 1/2
1/3
1/5 1
1/5
 .
Then, denoting by Ei the ith coordinate axis, we could associate invariant man-
ifolds to E1, E3, E4, E1 ⊕E2, E4 ⊕E5, or to sums of these spaces, e.g., E1 ⊕E4,
E1 ⊕ E2 ⊕ E4, etc.
If X is finite dimensional and A is invertible then A1 and A2 are also invert-
ible. However, when X is infinite dimensional, the fact that A is invertible does
not ensure that A1 and A2 are also invertible (see Example A.2). Nevertheless,
from the invertibility of A, which is equivalent to the unique solvability of the
system
A1x
1 +Bx2 = y1
A2x
2 = y2 ,
we deduce that A1 is injective and A2 is onto. Moreover we have that if two of
the linear maps A1, A2, A are invertible then the third one is also invertible. In
particular, under the hypotheses of Theorem 1.1 we have that A1 is invertible,
since A and A2 are assumed to be invertible.
Using the formula
ρ(A) = max
(
ρ(A1), ρ(A2)
)
(9)
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(which is proved in Appendix A) applied to A−1 instead of A, we deduce
ρ(A−1) = max
(
ρ(A−11 ), ρ(A
−1
2 )
) ≥ ρ(A−12 ) . (10)
The last inequality leads to the following fact:(
Spec(A1)
)L+1 Spec(A−1) ⊂ {|z| < 1}
=⇒ ( Spec(A1))L+1 Spec(A−12 ) ⊂ {|z| < 1} . (11)
Note that, in finite dimensions, (11) is obvious.
Theorem 1.1 does not cover exactly the main theorem in [dlL97] since the
definition of L, which in Theorem 1.1 is given by (2), in [dlL97] is(
Spec(A1)
)L+1 Spec(A−12 ) ⊂ {z ∈ C | |z| < 1} . (12)
Therefore, by (11), the exponent L of Theorem 1.1 is larger than that of [dlL97].
In particular, assumption 5) of the present paper requires more differentiability
for the map F than the corresponding result in [dlL97]. This stronger assumption
is reasonable since the conclusions of Theorem 1.1 are also stronger than those
in [dlL97] –because they include information, through semi-conjugacy, about the
dynamics on the invariant manifold (given by the polynomial R).
The shortcoming mentioned above is remedied in the following result. Theo-
rem 1.2 below is a strict generalization of the main result in [dlL97] since it makes
exactly the same differentiability assumptions, obtains the same conclusions, and
improves the differentiability result for K. Moreover, we obtain uniqueness con-
clusions. Another way that Theorem 1.2 improves on the main result of [dlL97] is
that it does not require the decomposition X = X1⊕X2 to be invariant under A.
Theorem 1.2. Assume hypotheses 0) - 5) of Theorem 1.1 except that (2) is
replaced by(
Spec(A1)
)L+1 Spec(A−12 ) ⊂ {z ∈ C | |z| < 1} , L ≥ 1 . (13)
Then,
a) We can find a Cr map K and a Cr map R satisfying (4),
K(0) = 0, pi1K = Id, pi2DK(0) = 0
and
R(0) = 0, DR(0) = A1.
b) b1) Furthermore, the Cr manifold produced is the unique CL+1 locally
invariant manifold tangent to X1 at 0.
In fact, the following stronger result holds.
b2) K is the unique (locally around the origin) solution of (4) in the class
of Lipschitz functions K : U1 ⊂ X1 → X of the form K = (Id, wL +
h), with wL being a polynomial of degree L such that wL(0) = 0 and
DwL(0) = 0, and with supx∈U1(|h(x)|/|x|L+1) <∞.
The polynomial wL can be explicitly computed out of the L-jet of the
map F .
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Remark 5. Examining the proof of Theorem 1.2 one sees that we only use
that A is invertible (hypothesis 0) to get, from the spectral conditions on A, the
existence of a norm in X, equivalent to the original one, such that
‖A−12 ‖ ‖A1‖L+1 < 1. (14)
This condition (14) is what is actually used through the proof. Hence,
Theorem 1.2 also holds if we do not assume that A is invertible but, instead of
(13), we assume (14).
In finite dimensional spaces, the spectral condition (13) and the verification
of (14) for some equivalent norm are equivalent. However, this equivalence is
not true in infinite dimensions (see Example A.2). We prefer to use the spectral
condition on the statement because it is intrinsic, even if the result is less general
than possible.
Remark 6. Note that one of the consequences of the uniqueness conclusions of
Theorem 1.1 and Theorem 1.2 is that these theorems apply also to flows with
a fixed point at zero. That is, we can associate a manifold which is invariant
under all the elements of the flow to every subspace that is invariant under all
the elements of the linearized flow and that satisfies the non-resonance conditions
for one element of the flow.
For, if we denote by {St}t∈R a flow of class Cr, and St0 satisfies either the
conditions of Theorem 1.1 or the ones of Theorem 1.2 for some t0, we know that
there exists a manifold W tangent to the given subspace, say X1, and such that
St0(W ) ⊂W .
We claim that, for any s, Ss(W ) is invariant by St0 and that T0Ss(W ) = X1.
Indeed,
St0 ◦ Ss(W ) = Ss ◦ St0(W ) ⊂ Ss(W ) .
Moreover, since by assumption we know that DSs(0)X1 = X1, then
T0Ss(W ) = DSs(0)T0W = X1 .
Hence, we obtain that the manifold Ss(W ) satisfies the conclusions of Theo-
rem 1.1 or 1.2 for the map F = St0 and hence, by uniqueness, Ss(W ) = W .
In the following section we indicate how to obtain other types of invariant
objects using Theorems 1.1 and 1.2. For the proofs of these two theorems (that
start in Section 3), one can skip Section 2, which is devoted to applications.
2. Invariant manifolds for normally hyperbolic manifolds and
invariant foliations
The previous construction of invariant manifolds associated to non-resonant
subspaces can be lifted to construct invariant manifolds near another invariant
manifold. This generalizes the stable manifolds of normally hyperbolic invari-
ant manifolds. It can also be used to construct invariant foliations or invariant
prefoliations.
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Even if the existence of these objects can be obtained by following the steps
of the proof in the present paper, most of them can also be obtained immediately
–through a device used in [HP70]– by applying Theorems 1.1 and 1.2 to an
appropriate map between certain infinite dimensional Banach spaces. This was
indeed one of the motivations to formulate our results in general Banach spaces.
The main idea is, given a diffeomorphism, to consider its action on spaces of
continuous sections. In the following, we will detail the construction.
Let M be a C∞ Riemannian manifold, N ⊂ M a C1 submanifold (an
important case is N = M), and f : M −→ M a Cr diffeomorphism, r ≥ 1.
Assume that f(N) = N . Following [HP70], we define an operator Lf , acting on
sufficiently small sections v of TM defined on N (i.e., v ∈ C0(N,TM)), by
[Lfv](x) = exp−1x f(expf−1(x) v(f−1(x))), (15)
where exp is the exponential map of Riemannian geometry associated to a C∞
metric. This operator is well defined since f(N) = N .
In a more suggestive way, we write formula (15) as
[Lfv](f(y)) = f(y + v(y))− f(y) (16)
where, of course, by the sum of a point and a vector, we mean the exponential.
In the particular case that M is a torus with the flat metric, (16) agrees with
the usual sum of vectors in the torus.
We recall that
Lf : U ⊂ C0(N,TM) −→ C0(N,TM)
is Cr−1, even when N is a Banach manifold (here, U is an open set formed by
sufficiently small sections).
If N is a compact submanifold, then Lf is Cr (see [dlLO99] for a study of
differentiability of composition operators). Throughout the rest of this section,
we will assume that M and, therefore, N are finite dimensional manifolds.
Note that we also have
Lf (0) = 0 and DLf (0) = f∗ ,
where (f∗v)(x) = Df(f−1(x)) ·v(f−1(x)) is the usual pushforward of differential
geometry.
We also recall the following result from [Mat68] (see also [CL99]):
Theorem 2.1. The map f∗ : C0(N,TM) −→ C0(N,TM) satisfies
Spec(f∗, C0(N,TM)) ⊂
n⋃
i=1
{z ∈ C | λ−i ≤ |z| ≤ λ+i } (17)
for some integer n, and some reals λ−i ≤ λ+i < λ−i+1 ≤ λ+i+1, i = 1, . . . , n− 1.
Moreover, we can find a continuous decomposition
TxM =
n⊕
i=1
Eix (18)
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such that
v ∈ Eix ⇔
{ |Dfn(x)v| ≤ c(λ+i + ε)n|v|, n ≥ 0,
|Dfn(x)v| ≤ c(λ−i − ε)n|v|, n ≤ 0,
for some constant c and some ε > 0 sufficiently small. Finally, if we denote by
Πi the spectral projections of f∗ corresponding to {z ∈ C | λ−i ≤ |z| ≤ λ+i } and
by P ix the projections corresponding to the bundles above, we then have
[Πiv](x) = P ixv(x).
Remark 7. Even if C0(N,M) is a real Banach space, there is a canonical way
to complexify it and to extend f∗ to this complex space. Then, the spectrum
of the operator refers to the complexified operator. Nevertheless, the spectral
projections are real Banach spaces; see [Mat68] for more details.
Remark 8. Another theorem of [Mat68], which we will not use in the formula-
tion of our results, shows that if f|N is such that aperiodic orbits are dense, then
Spec(f∗, C0(N,TM)) is indeed a union of annuli as in (17). Also, it is shown
that, when M = N , f is Anosov if and only if 1 /∈ Spec(f∗, C0(M,TM)). Note
that there cannot be more spectral gaps than the dimension of TM , since the
existence of spectral gaps implies the existence of subbundles.
Remark 9. Even if the decomposition produced in Theorem 2.1 is only claimed
there to be continuous, using the invariant section theorem [HP70] it is possible to
show that it is actually more regular. The regularity depends on the numbers λi.
Similarly, the theory of normally hyperbolic manifolds shows that if TxN ⊂⋃β
i=αE
i
x, then the manifold N is actually more regular than C
1.
If we apply our Theorem 1.1 to Lf , we obtain:
Theorem 2.2. Let f and Lf be as described previously. Assume that Lf is Cr
and that Σ ⊂ {1, . . . , n} is a subset such that
1) λ+i < 1 for every i ∈ Σ.
2) There exists L ≥ 1 such that (λ+Σ)L+1(λ−1 )−1 < 1, where λ+Σ ≡ maxi∈Σ λ+i .
3) ( ⋃
i∈Σ
[λ−i , λ
+
i ]
)j
∩
( ⋃
i/∈Σ
[λ−i , λ
+
i ]
)
= ∅ for every 2 ≤ j ≤ L .
4) L+ 1 ≤ r.
Then, we can find a Cr manifold WΣ ⊂ C0(N,TM) invariant under Lf .
We now define
WΣx = {x+ v(x) | v ∈WΣ}.
The invariance of WΣ under Lf , and the fact that by definition of Lf we have
f(x+ v(x)) = f(x) + Lfv(f(x)), (19)
imply that
f(WΣx ) ⊂WΣf(x). (20)
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Moreover, since WΣx is the image under the exponential map of W
Σ, then it is a
Cr manifold. The dependence x 7→WΣx is C0.
Therefore, we have produced a continuous family of Cr manifolds which is
invariant under f in the sense of (20).
We also note that if λ+Σ ≡ maxi∈Σ λ+i , λ−Σ ≡ mini∈Σ λ−i and we assume
c(λ−Σ − ε)n|v| ≤ |Lnf v| ≤ c(λ+Σ + ε)n|v|, for all n ≥ 0, v ∈WΣ ,
then
c(λ−Σ − ε)n ≤ d(fn(x), fn(y)) ≤ c(λ+Σ + ε)n, for all n ≥ 0, y ∈WΣx . (21)
In case that N ⊂ M and that Σ corresponds to the part of the spectrum
closest to the origin, the previous construction reduces to the strong stable man-
ifold for invariant submanifolds. In this case, (21) is not only consequence of
y ∈WΣx , but is also equivalent to it. Since (21) is clearly an equivalence relation
between x and y, we obtain that WΣx constitute a foliation. This is the strong
stable foliation.
When we take Σ to consist just of one band, a result similar to Theorem 2.2,
proved by a different method, can be found in [Pes73].
When Σ contains intermediate components, then (21) may not be equivalent
to x ∈WΣy . Indeed, in [JPdlL95] it is shown that the WΣx may fail very strongly
to be a foliation.
In some cases (M = Td) it is possible to use other constructions [dlLW95]
to associate invariant manifolds to invariant subspaces. The Irwin construction
does indeed lead to a foliation. Nevertheless, the leaves are not very smooth.
The above construction of invariant foliations admits several extensions:
• As shown in [HP70], the map Lf can be defined even when N is a much
more general set than a manifold. This allows to show that WΣx is a
manifold even when N is not a manifold.
• The map x 7→WΣx is more regular than just continuous. One can indeed
show that it is Ho¨lder continuous for some exponent.
In spite of the fact that the regularity consequences of the above method are
not optimal, we hope that the painless way to construct these geometric objects
out of our main theorem may serve as motivation.
3. Proof of Theorem 1.1
The proof will proceed by showing first that, due to the non-resonance con-
ditions, we can solve equation (4),
F ◦K = K ◦R ,
order by order in the sense of power series. We will then show that, once we
have reached a high enough order (actually L), we can fix the polynomials K≤
and R so obtained and reduce the equation for the higher order terms to a fixed
point problem for K> (where K = K≤+K>), which can be solved by appealing
to the standard contraction mapping theorem. This procedure will lead to the
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loss of one derivative in the conclusions, and we will need a separate argument
to recover it.
In numerical applications, the computation to high enough order may pro-
vide sufficient precision and the iteration leading to a fixed point may be readily
implementable.
It will follow from the analysis that we present that if we compute functions
which solve F ◦ K = K ◦ R with good enough accuracy, then there is a true
solution near by and the distance from the true solution to the computed one is
bounded by the error incurred in solving the equation.
Indeed, if K = K≤ +K> and T is an operator such that TK> = K> with
Lip(T ) ≤ κ < 1 and ‖T (K>0 )−K>0 ‖ ≤ δ
for some computed K>0 , one can deduce that there exists a fixed point K
>
satisfying
‖K> −K>0 ‖ ≤ δ/(1− κ) .
We can use these bounds to obtain a posteriori estimates for the validity of
numerical calculations.
We emphasize the fact that if we start the iteration leading to the fixed
point with a polynomial approximation of an order which is not high enough,
then the procedure may converge to a different, less differentiable solution.
This section deals with the proof of the existence statements a) and b) of
Theorem 1.1. The uniqueness statement c) of the theorem is a particular case of
the uniqueness result of Theorem 1.2, which is proved later in Section 4.1 (recall
that if all assumptions of Theorem 1.1 are satisfied then the ones of Theorem 1.2
are also satisfied for the same L and r).
Sections 3.1 to 3.4 establish the existence of a solution K ∈ Cr−1 of (4).
The proof that K is indeed Cr is given in Section 3.5 and consists in studying
the equation satisfied by the first derivative or differential DK. Such equation
has strong analogies with the one satisfied by K, (4). Knowing that K is already
Cr−1, we will prove the existence of a solution G ∈ Cr−1 to the equation for
DK. Then we will have that DK = G, by a uniqueness property. Hence,
DK = G ∈ Cr−1 and we will conclude K ∈ Cr.
To simplify the proofs, we scale the maps involved in the equations. Fol-
lowing standard practice, given a real number δ > 0 and a map H, we consider
Hδ(x) = 1δH(δx). Note that (4) holds in the ball of radius δ if and only if
F δ ◦Kδ = Kδ ◦Rδ
holds in the ball of radius 1. Moreover,
F δ = A+N δ ,
where N δ satisfies N δ(0) = 0, DN δ(0) = 0 and that ‖N δ‖Cr is arbitrarily small
in the ball of radius 3 if we take δ sufficiently small. We also note that this
change of scale does not affect conclusions (3), (5) and (6).
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Therefore, rather than considering small balls, we will assume that ‖N‖Cr
is sufficiently small in the ball of radius 1.
3.1. Formal solution. In this section we show that, under the non-resonance
hypotheses, we can find polynomials K≤ and R satisfying
F ◦K≤(x) = K≤ ◦R(x) + o(|x|L) .
For this, we will use the device of complexification. The precise result is the
following:
Lemma 3.1. Assume that X is a real or complex Banach space, hypotheses 0),
1), 3) and 4) of Theorem 1.1, and r ≥ L. Then,
a) We can find polynomials K≤ =
∑L
i=1Ki and R =
∑L
i=1Ri of degree not
larger than L, where Ki and Ri are homogeneous polynomials of degree
i, satisfying
F ◦K≤(x) = K≤ ◦R(x) + o(|x|L) ,
and (3), (5), (6), i.e., R(0) = 0, DR(0) = A1, K≤(0) = 0, DK≤(0) =
(Id, 0).
b) If we further assume that(
Spec(A1)
)j ∩ Spec(A1) = ∅ for some j with 2 ≤ j ≤ L , (22)
then we can choose Rj = 0.
Remark 10. We will obtain Ki and Ri in a recursive way. Since the solution
of the recursive equations will involve a right hand side that depends on N –the
nonlinear part of F– and we can assume that N is sufficiently CL small (by the
scaling procedure described above), we can ensure that all the coefficients of the
polynomials K≤ and R of degree 2 or higher are arbitrarily close to zero. In
particular the polynomial K≤, considered as a function, is arbitrarily close to
the immersion of X1 into X for any smooth norm on functions defined in the
unit ball. Similarly, R is arbitrarily close to A1. This remark plays an essential
role in the calculations of the next sections and will be used throughout.
The main ingredient in the proof of Lemma 3.1 is the following:
Proposition 3.2. Let X and Y be complex Banach spaces. Denote by Mn the
space of n-multilinear maps on X taking values in Y , and by Sn the space of
symmetric n-multilinear maps on X taking values in Y .
Given bounded linear operators A : X → X and B : Y → Y , consider the
operators LB, RkA and Ln,A,B acting on Mn by
(LBM)(x1, . . . , xn) = BM(x1, . . . , xn),
(RkAM)(x1, . . . , xn) = M(x1, . . . xk−1, Axk, xk+1, . . . , xn), (23)
(Ln,A,BM)(x1, . . . , xn) = BM(Ax1, . . . , Axn) .
Note that Ln,A,B also acts on Sn by the same formula.
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Then,
Spec(LB ,Mn) ⊂ Spec(B, Y ) ,
Spec(RkA,Mn) ⊂ Spec(A,X) , (24)
Spec(Ln,A,B ,Sn) ⊂ Spec(Ln,A,B ,Mn) ⊂ Spec(B, Y )
(
Spec(A,X)
)n
.
In case that X and Y are finite dimensional (or more generally, that the spectra
of A and B are the closure of the set of their eigenvalues), all inclusions in (24)
are equalities.
We give a proof of Proposition 3.2 in Appendix A, which essentially follows
the one in [dlLW97].
The operators in (23) are called Sylvester operators in [BK98]. Their so-
lution is crucial in the numerical study of stable invariant manifolds. We point
out that there are examples arising naturally in dynamical systems in which
inclusions (24) are strict (see [dlL98]).
Proof of Lemma 3.1. We first present the proof for complex Banach spaces,
where we can use with ease spectral theory. At the end of the proof we will
discuss the changes needed to deal with real Banach spaces.
Equating the derivatives of both sides of (4) evaluated at zero, we obtain
that
AK1 = K1R1 .
We see that this equation is indeed satisfied if we choose K1, R1 as in Theo-
rem 1.1, i.e., K1 = (Id, 0) and R1 = A1. However, in general this is not the only
possible choice!
Equating derivatives of order i at zero in (4) for i > 1, we obtain
AKi + Γi = KiA⊗i1 +K1Ri , (25)
where Γi is a polynomial expression in Kj , Rj (with j ≤ i − 1) and in the
derivatives of F at zero up to order i.
We study the system of equations (25) by induction on i, by considering (25)
as an equation to be solved for Ki and Ri once K1, . . . ,Ki−1, R1, . . . , Ri−1 –and
therefore Γi– are known. So, we turn our efforts into studying the solvability
of (25) considered as an equation for Ki and Ri when all the other terms are
known.
Taking projections into X1 and X2, and using the notation K1i = pi1Ki,
K2i = pi2Ki, etc., we see that (25) is equivalent to
A1K
1
i −K1i A⊗i1 −Ri = −Γ1i −BK2i , (26)
A2K
2
i −K2i A⊗i1 = −Γ2i . (27)
With the notation (23), equations (26) and (27) can be written as(
LA1 − Li,A1,Id
)
K1i −Ri = −Γ1i −BK2i , (28)(
LA2 − Li,A1,Id
)
K2i = −Γ2i . (29)
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The crux of the problem is the second equation (29). Once equation (29)
is solved, we see that the first one can be solved, e.g., by taking K1i = 0 and
Ri in such a way that it matches all the rest. The fact that (27), that is (29),
can be uniquely solved is a consequence of Proposition 3.2. Indeed, since by
hypothesis 3) A2 is invertible, we can write
LA2 − Li,A1,Id = LA2
(
Id−Li,A1,A−12
)
Now, hypothesis 4) of Theorem 1.1 and Proposition 3.2 imply that both LA2 and
Id−Li,A1,A−12 are invertible.
Now we turn to statement b) of the lemma. If we add the condition(
Spec(A1)
)j ∩ Spec(A1) = ∅
at the level i = j, then we can choose Rj = 0 and solve uniquely K1j in the first
equation, (28), by writing
LA1 − Lj,A1,Id = LA1
(
Id−Lj,A1,A−11
)
and using Proposition 3.2 (recall that A1 is invertible since A and A2 are assumed
to be invertible).
Finally, in case that our Banach space is real, we can reduce ourselves to
the complex case by using the well known device of complexification. First note
that the result will be proved if we use, in place of F , its r Taylor approximation
F [≤r](x) =
r∑
j=0
1
j!
DjF (0)x⊗j .
Now, the space X can be complexified to X˜ = X + iX and the function
F [≤r], since it is a polynomial, can be complexified to a function in X˜. Note that
the operators Li,A,B behave well under complexification, that is, Li,A˜,B˜ = L˜i,A,B .
Then, it follows by induction that if all the R˜i, K˜i preserve the real subspace X
for i ≤ i0, then, the same is true for Γ1i0 , Γ2i0 and therefore is also true for Ki
and Ri chosen according to the prescriptions we have made explicit. 
As we have said in Remark 1, even in the case that the non-resonance
assumptions were not satisfied, we could find solutions of the recursive equations
(26) and (27) provided that we assumed conditions on their right hand sides. In
the finite dimensional case, these conditions happen in a set of finite codimension.
Note however that, in case that the non-resonance conditions are not satis-
fied, the solution of Ki that we find will not be unique. In some cases, one is able
to use this freedom to ensure that the equations of higher order will satisfy the
solvability conditions. Hence, the codimension of the maps possessing invariant
manifolds may be much smaller than what a naive count of parameters would
give. We will not pursue this line of research here since it seems that it is best
done for concrete examples.
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3.2. Formulation of the problem as a fixed point problem. From now
on, K≤ and R are the polynomials of degree not larger than L obtained in
Lemma 3.1, and we write
K = K≤ +K> .
We will show that it is possible to find K> such that DiK>(0) = 0 for i ≤ L,
and such that K = K≤ +K> satisfies (4), which can be written as
AK≤ +AK> +N ◦ (K≤ +K>) = K≤ ◦R+K> ◦R
or in the equivalent form
AK> −K> ◦R = −N ◦ (K≤ +K>)−AK≤ +K≤ ◦R . (30)
Note that the way that K≤ and R are determined ensures that, since K>
vanishes at 0 up to order L, all derivatives up to order L of the right hand side
of (30) also vanish at the origin. Hence, we will consider (30) as a functional
equation for Cr functions K> whose first L derivatives vanish at 0.
In Appendix A we prove that it is possible to substitute the norm in X by
an equivalent one for which
‖A1‖ < 1 , ‖B‖ is as small as necessary,
and
‖A−1‖ ‖A1‖L+1 < 1 for Theorem 1.1
or
‖A−12 ‖ ‖A1‖L+1 < 1 for Theorem 1.2.
We use this norm throughout the rest of the paper.
By Remark 10 we know that we can assume K≤ to be arbitrarily close to
the immersion of X1 into X, and R to be arbitrarily close to A1. Note also that,
by taking the scaling parameter δ sufficiently small, we can also assume that
‖Rδ −DRδ(0)‖Cr is sufficiently small in the ball of radius 1. Hence, in order to
solve equation (30), we may assume that R is approximately linear and, since
DR(0) = A1, R may be assumed to be a contraction which maps the unit ball
into a ball of radius smaller than 1.
We also take the scaling parameter such that
‖DR‖C0(B1) ≤ ‖A1‖+ ε < 1 , (31)
with ε small enough such that
‖DR‖L+1C0(B1)‖A−1‖ ≤ (‖A1‖+ ε)L+1‖A−1‖ < 1 .
Finally, from the fact that R is a polynomial of degree L arbitrarily close to A1,
we deduce that
|DkRj(x)| ≤ Ck(‖A1‖+ ε)j (32)
with Ck independent on j (these bounds were already established in page 574 of
[dlLMM86] and in Lemma 5.4 of [BdlLW96]).
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3.3. Study of the linearized problem. Since N may be assumed to be small,
to solve equation (30) we first study the linear operator
SH = AH −H ◦R (33)
acting on functions H : B1 ⊂ X1 −→ X, where B1 is the unit ball and H belongs
to the Banach space Γs,l defined as follows. Given a Banach space Y (that in
this subsection will coincide with X), given s ∈ N ∪ {ω} and l ∈ N with s ≥ l,
we consider
Γs,l = {H : B1 ⊂ X1 −→ Y | H ∈ Cs(B1), DkH(0) = 0 for 0 ≤ k ≤ l,
sup
x∈B1
(|DlH(x)|/|x|) <∞}
equipped with the norm
‖H‖Γs,l := max
{
‖H‖C0(B1), . . . , ‖DsH‖C0(B1), sup
x∈B1
(|DlH(x)|/|x|)}
if s ∈ N, and with the norm
‖H‖Γω,l := ‖Dl+1H‖C0(B1)
if s = ω. We emphasize that, in the case s = ω, we take the supremum norm
on B1 where, if the space X is real then B1 is the unit ball of X1 ⊕ iX1 in the
complexified space X ⊕ iX. Note here that if X is real and a function is (real)
analytic in a neighborhood of 0 in X, then it can be extended to be (complex)
analytic in a ball around 0 in the complexified space X ⊕ iX. Then, choosing
the scaling parameter δ small enough, we may (and do) assume that such ball in
X ⊕ iX is the unit ball.
It is also clear that ‖Dl+1H‖C0(B1) is a norm in Γω,l, since functions in Γω,l
have all derivatives at 0 up to order l equal to zero. With this norm, Γω,l is a
Banach space.
When s ∈ N, we also have that Γs,l is a Banach space. Note that the term
sup
x∈B1
(|DlH(x)|/|x|)
included in the definition of the norm ‖ · ‖Γs,l is relevant only when s = l, in the
sense that we could omit this term when s > l and still get an equivalent norm
(since DlH(0) = 0).
Lemma 3.3. Under the assumptions of Theorem 1.1 and under the standing
assumptions arranged by scaling at the beginning of Section 3, if r ∈ N ∪ {ω}
then S : Γr−1,L −→ Γr−1,L is a bounded invertible operator. Moreover, ‖S−1‖
can be bounded by a constant independent of the scaling parameter. Obviously, if
r = ω then Γr−1,L = Γω,L.
This result is a simplified version of Theorem 5.1 in [BdlLW96].
Proof of Lemma 3.3. Note that r− 1 ≥ L. It is easy to verify S is a bounded
operator from Γr−1,L into itself.
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Next, we need to show that given η ∈ Γr−1,L, we can find a unique H ∈
Γr−1,L such that
SH = η. (34)
We will also see that ‖H‖Γr−1,L ≤ C‖η‖Γr−1,L .
The equation (34) for H is equivalent to
H = A−1H ◦R+A−1η . (35)
We claim that the solution of (35) is given by
H =
∞∑
j=0
A−(j+1)η ◦Rj . (36)
To establish the claim, we will show that the series in (36) converges abso-
lutely in Γr−1,L and that
∞∑
j=0
‖A−(j+1)η ◦Rj‖Γr−1,L ≤ C‖η‖Γr−1,L , ∀η ∈ Γr−1,L . (37)
In particular, when substituted in (35), we can rearrange the terms and show
that H is indeed a solution.
We also claim that the solution is unique. Indeed, if η = 0, by (35) we have
H = A−1H ◦ R, and hence H = A−jH ◦ Rj for every j ≥ 1. But ‖A−jH ◦
Rj‖Γr−1,L → 0 as j →∞, by (37) applied with η = H. We conclude that H = 0.
We now establish (37) when r ∈ N. Since η ∈ Γr−1,L, we have |DLη(ξ)| ≤
‖η‖Γr−1,L |ξ| for ξ ∈ B1, and η(0) = 0, . . . , DLη(0) = 0. Hence, by Taylor’s for-
mula, we have that |η(y)| ≤ C‖η‖Γr−1,L |y|L+1, for y ∈ B1. Moreover, Lip(R) ≤
‖A1‖+ ε where ε > 0 is small by the scaling argument. We conclude that
|η ◦Rj(x)| ≤ C‖η‖Γr−1,L(‖A1‖+ ε)(L+1)j |x|L+1 .
Since ‖A−1‖(‖A1‖ + ε)L+1 < 1, we deduce that the right hand side of (36)
converges absolutely in the C0 norm.
Now we turn to the estimates in Γr−1,L. By the Faa-di-Bruno formula, we
have
Dk(η ◦Rj) =
k∑
i=0
∑
1≤k1,...,ki≤k
k1+···+ki=k
σi,kk1,...,ki([D
iη] ◦Rj)Dk1Rj · · ·DkiRj , (38)
where σi,kk1,...,ki is an explicit combinatorial coefficient. We recall that, by (32),
|DkRj(x)| ≤ C(‖A1‖+ ε)j , x ∈ B1 ,
where C is independent of j. Moreover, for i ≤ r − 1, we have
|[Diη] ◦Rj(x)| ≤ C‖η‖Γr−1,L |Rj(x)|(L+1−i)+
≤ C‖η‖Γr−1,L(‖A1‖+ ε)j(L+1−i)+ |x|(L+1−i)+ (39)
where we have used the notation t+ = max(t, 0) to treat simultaneously the cases
i ≤ L+ 1 and i > L+ 1.
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Using these bounds and (38), we deduce that
|Dk[A−(j+1)η ◦Rj ](x)| ≤ C‖η‖Γr−1,L
k∑
i=1
‖A−1‖j
· (‖A1‖+ ε)j[(L+1−i)++i]|x|(L+1−i)+
≤ C‖η‖Γr−1,L [‖A−1‖(‖A1‖+ ε)L+1]j |x|(L+1−i)+ .
Taking the supremum in B1 of this expression for k ≤ r − 1, and also the
supremum of the L-derivative divided by |x|, we conclude (37). This establishes
the result when r ∈ N.
In the analytic case r = ω, we first note that, using η ∈ Γω,L and Taylor’s
theorem, we have ‖Diη‖C0(B1) ≤ C‖DL+1η‖C0(B1) = C‖η‖Γω,L for every 0 ≤
i ≤ L+ 1. Hence, by (38) with k = L+ 1,
‖DL+1[A−(j+1)η ◦Rj‖C0(B1) ≤ C‖η‖Γω,L [‖A−1‖(‖A1‖+ ε)(L+1)]j
with C independent of j. We therefore conclude (37). 
3.4. Solution of the fixed point problem. We want to solve equation (30),
that can be rewritten using the operator S introduced in (33) as
SK> = −N ◦ (K≤ +K>)−AK≤ +K≤ ◦R .
We have shown in Lemma 3.3 that S is invertible in Γr−1,L. Note that the
way we determined K≤ and R in Lemma 3.1 ensures that
−N ◦ (K≤ +K>)−AK≤ +K≤ ◦R
vanishes up to order L at the origin whenever K> ∈ Γr−1,L. Hence, we can
rewrite F ◦K = K ◦R as
K> = T (K>) ,
where T is defined by
T (K>) = S−1[−N ◦ (K≤ +K>)−AK≤ +K≤ ◦R ] . (40)
Since we are assuming that N is Cr small, it will be easy to show (this is
the content of Lemma 3.4 below) that T is a contraction when K> is given the
Γr−1,L topology. This will establish Theorem 1.1 for r ∈ N ∪ {ω}, but with one
less derivative in the conclusions when r ∈ N. The C∞ case is treated at the end
of this subsection. Finally, for r ∈ N a separate argument (given in Section 3.5)
will allow us to recover the last derivative and finish the proof of parts a) and b)
of Theorem 1.1 as stated.
Lemma 3.4. Under the hypotheses of Theorem 1.1 and under the standing as-
sumptions arranged by scaling at the beginning of Section 3, if r ∈ N ∪ {ω} then
T sends the closed unit ball B¯r−11 of Γr−1,L into itself, and it is a contraction in
B¯r−11 with the Γr−1,L norm. Therefore T has a fixed point K> in the closed unit
ball of Γr−1,L.
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Equation K> = T (K>) can also be studied in a very concise way by ap-
pealing to the standard implicit function theorem in Banach spaces. Even if this
leads to a shorter proof (see, e.g., the expository work [CFdlL02]) it gives less
differentiability for the solution. Of course, the standard proof of the implicit
function theorem reduces to a contraction mapping theorem.
Proof of Lemma 3.4. By Remark 10 we can assume that K≤ is arbitrarily
close to the identity and R is arbitrarily close to A1. Therefore, if K> is in the
closed unit ball of Γr−1,L, the image of the unit ball B1 in X1 by K≤ + K> is
contained in the ball of radius 3. Hence, the composition N ◦ (K≤+K>) is well
defined and of class Cr−1.
We first show the contraction property for T . For this, note that the deriv-
ative of T guessed by manipulating the system formally is
DT (K>)∆ = −S−1DN ◦ (K≤ +K>)∆ , (41)
but the notation DT is only formal and should not be taken to imply that DT
is a derivative in the Fre´chet sense (see Remark 11 below). Nevertheless, for
K> and K> + ∆ in the closed unit ball of Γr−1,L, we have the finite increments
formula
T (K> + ∆)− T (K>) =
∫ 1
0
d
ds
[
T (K> + s∆)
]
ds
= −
∫ 1
0
S−1DN ◦ (K≤ +K> + s∆)∆ ds . (42)
Taking derivatives of this expression up to order r − 1 and using that S−1
maps Γr−1,L into itself, we deduce that T (K> + ∆) − T (K>) ∈ Γr−1,L. Next,
for r ∈ N we take derivatives of (42) up to order r − 1 and their supremum in
B1, and also the supremum of the L-derivative at x divided by |x|. When r = ω,
we simply take the supremum of the (L + 1)-derivative of (42) on B1. In both
cases, we deduce
‖T (K> + ∆)− T (K>)‖Γr−1,L ≤ C‖N‖Cr‖∆‖Γr−1,L .
Using that ‖N‖Cr is small, this proves the contraction property for T with the
Γr−1,L norm.
It remains to prove that T sends the closed unit ball of Γr−1,L into itself.
For this, note that if ‖K>‖Γr−1,L ≤ 1 then
T (K>) = T (0) + {T (K>)− T (0)}
= {S−1[K≤ ◦R− F ◦K≤]}+ {T (K>)− T (0)} .
By Lemmas 3.1 and 3.3, we know that the first term in the last expression has
derivatives at 0 up to order L equal to zero, and that it has small Γr−1,L norm
after scaling. On the other hand, in the previous proof of the contraction property
we have seen that T (K>)−T (0) has derivatives at 0 up to order L equal to zero,
and ‖T (K>)− T (0)‖Γr−1,L ≤ ν‖K>‖Γr−1,L ≤ ν < 1. We conclude that T maps
the closed unit ball of Γr−1,L into itself. 
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Remark 11. The reason why (42) does not imply that T is differentiable is
because the map K> 7→ DN ◦ (K≤ +K>) in (41) could fail to be continuous as
a function of K> (some examples of this are constructed in [dlLO99]). In finite
dimensional spaces, or more generally if DrN is uniformly continuous (e.g., if it
is Cr+δ), it can be shown that T is C1 on Γr−1,L.
We also emphasize that the operator T in (40) is better behaved than the
operator appearing in the usual graph transform proofs (see Section 4 below and
also the pedagogical expositions in [LI73] and [LI83]), which usually involves the
composition of a function with an expression that depends on the function itself.
The graph transform operator cannot be differentiable in any Cr space whenever
r ∈ N, the essential reason being that the model map K ∈ Cr 7→ K ◦K ∈ Cr is
not differentiable when r ∈ N.
Finally, we deal with the case F ∈ C∞. According to Lemma 3.4, for any
r ∈ N with r ≥ L + 1, if ‖N‖Cr is sufficiently small there is a Cr−1 invariant
manifold parameterized by K. Note that given r and r′, if the required smallness
conditions are simultaneously verified then the parameterization K coincides for
both values (since both parameterizations are a fixed point of the same contrac-
tion). Looking at F before the scaling is made, this amounts to saying that there
exists ρr such that K is Cr−1 in the ball of radius ρr of X1.
In particular K is defined and C1 in the ball of radius ρ1. Now, the key
point is that equation F ◦K = K ◦R leads to
K = F−j ◦K ◦Rj for every j ≥ 1 . (43)
Therefore, since R is a contraction, this equality (with j large) allows to recover
K in the ball of radius ρ1 from K restricted to the ball of radius ρr. Therefore
K is Cr−1 in a fixed ball, for every r ∈ N. That is, K is in C∞.
3.5. Sharp regularity. In this section we improve the previous result to ob-
tain the Cr –not just Cr−1– differentiability for K> claimed in Theorem 1.1.
Therefore, in this section we always have r ∈ N.
Proposition 3.5. The function K> produced in Lemma 3.4 (under perhaps
stronger smallness conditions on ‖N‖Cr) is Cr.
The proof of this proposition is based on differentiating the equation
AK> −K> ◦R = −N ◦ (K≤ +K>)−AK≤ +K≤ ◦R
satisfied by K>, to obtain:
ADK> −DK> ◦R DR = −DN◦(K≤ +K>)(DK≤ +DK>)
−ADK≤ +DK≤ ◦R DR , (44)
with DK> : B1 ⊂ X1 −→ L(X1, X). Taking Y = L(X1, X) in the definition of
the spaces Γs,l in Section 3.3, we study equation (44) for G := DK> ∈ Γr−2,L−1,
that we can rewrite as
S˜DK> = T˜ DK> + U , (45)
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where
S˜G = AG−G ◦R DR ,
T˜ G = −DN ◦ (K≤ +K>) G
and
U = −DN ◦ (K≤ +K>)DK≤ −ADK≤ +DK≤ ◦R DR . (46)
Note that in the definitions of T˜ and U we take K> ∈ Γr−1,L to be the solution
found in the previous section and, in this way, we look at T˜ as a linear operator
acting on G.
We will show that equation S˜G0 = T˜ G0 + U admits a solution G0 ∈ Cr−1.
Then, by a uniqueness property and (45), we will deduce that DK> = G0 ∈ Cr−1
and hence K> ∈ Cr. The argument will be based on the following:
Lemma 3.6. Under the hypotheses of Theorem 1.1 and under the standing as-
sumptions arranged by scaling at the beginning of Section 3, if s ∈ N and L−1 ≤
s ≤ r − 1 then S˜ and T˜ are bounded linear operators from Γs,L−1 into itself.
Moreover, taking ‖N‖Cr sufficiently small, S˜ is invertible and ‖S˜−1‖ ‖T˜ ‖ < 1 .
Using this lemma with s = r − 2 ≥ L− 1 and with s = r − 1, we can finish
the
Proof of Proposition 3.5. Since DK> ∈ Γr−2,L−1, Lemma 3.6 applied
with s = r − 2 gives that S˜DK> and T˜ DK> also belong to Γr−2,L−1. Hence,
since DK> is a solution of (45), i.e. S˜DK> − T˜ DK> = U , we deduce that
U ∈ Γr−2,L−1 and
(Id−S˜−1T˜ )DK> = S˜−1U .
Recall that ‖S˜−1T˜ ‖ ≤ ‖S˜−1‖ ‖T˜ ‖ < 1 by the lemma. Hence
DK> =
∞∑
j=0
(S˜−1T˜ )jS˜−1U in Γr−2,L−1 . (47)
Now, by the definition (46) of U we have that U ∈ Cr−1 and, since we already
know that U ∈ Γr−2,L−1, we conclude that U ∈ Γr−1,L−1. Moreover, Γr−1,L−1 ⊂
Γr−2,L−1 and, by Lemma 3.6 applied now with s = r− 1, the operators S˜−1 and
T˜ send Γr−1,L−1 into itself. Since the series (47) is convergent in Γr−1,L−1, we
conclude that DK> ∈ Γr−1,L−1 ⊂ Cr−1 and hence that K> ∈ Cr. 
Finally we give the
Proof of Lemma 3.6. The statements about the operator T˜ G = −DN ◦
(K≤ +K>) G are easily proved. Indeed, if G ∈ Γs,L−1 with L− 1 ≤ s ≤ r − 1,
then T˜ G ∈ Cs and its derivatives at the origin up to order L − 1 vanish. In
addition |DL−1(T˜ G)(x)|/|x| is bounded, and hence T˜ G ∈ Γs,L−1. Moreover,
‖T˜ ‖ is small if ‖N‖Cr is sufficiently small (just note that, as pointed out in the
beginning of the proof of Lemma 3.4, K≤ + K> remains in the ball of radius 3
of X independently of the scaling).
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We now study the operator S˜G = AG−G◦R DR, which is clearly bounded
from Γs,L−1 into itself. Given η ∈ Γs,L−1 we need to establish the existence and
uniqueness of a solution in Γs,L−1 for the equation
AG−G ◦R DR = η . (48)
For this, we proceed as in the proof of Lemma 3.3 for the operator S. It is
clear that the series
G =
∞∑
j=0
A−(j+1)η ◦Rj DRj
is formally the solution of (48). To finish the proof we only need to show that
∞∑
j=0
‖A−(j+1)η ◦Rj DRj‖Γs,L−1 ≤ C‖η‖Γs,L−1 (49)
for some constant C independent of the scaling.
For 0 ≤ l ≤ s, we have
|Dl(A−(j+1)η ◦Rj DRj)(x)| ≤ C‖A−1‖j
l∑
k=0
|Dk(η ◦Rj)(x)||D(l−k)DRj(x)|
≤ C‖A−1‖j(‖A1‖+ ε)j
l∑
k=0
|Dk(η ◦Rj)(x)| , (50)
by (32). Since η ∈ Γs,L−1, for 0 ≤ i ≤ s we have |Diη(y)| ≤ C‖η‖Γs,L−1 |y|(L−i)+ ,
and hence
|(Diη) ◦Rj(x)| ≤ C‖η‖Γs,L−1(‖A1‖+ ε)j(L−i)+ |x|(L−i)+ .
Combined with the Faa-di-Bruno formula (38) and the bound (32) , this leads to
|Dk(η ◦Rj)(x)| ≤ C‖η‖Γs,L−1
k∑
i=0
(‖A1‖+ ε)j[(L−i)++i]|x|(L−i)+
≤ C‖η‖Γs,L−1(‖A1‖+ ε)jL|x|(L−k)+ .
Using (50), we finally arrive at
|Dl(A−(j+1)η ◦Rj DRj)(x)| ≤ C‖η‖Γs,L−1
[
‖A−1‖(‖A1‖+ ε)(L+1)
]j
|x|(L−l)+ .
Taking the supremum of this expression in B1 for 0 ≤ l ≤ s, and also the
supremum of the (L− 1)-derivative divided by |x|, we conclude (49). 
4. Proof of Theorem 1.2
Equation F ◦K = K ◦R can be written in components as
A1K
1 +N1 ◦K +BK2 = K1 ◦R ,
A2K
2 +N2 ◦K = K2 ◦R .
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If we now decide to solve this equation by setting K1 = Id and by determining
R from the first equation, we obtain that the second one becomes
A2K
2 +N2 ◦ (Id,K2) = K2 ◦
(
A1 +N1 ◦ (Id,K2) +BK2
)
which, since A2 is invertible, we can rewrite as a fixed point problem
K2(x) = A−12
[
K2
(
A1x+N1(x,K2(x)) +BK2(x)
)
−N2(x,K2(x))
]
. (51)
The reader will recognize immediately that, when B = 0, this is the cus-
tomary functional equation that appears in the graph transform methods (see
e.g. [LI83]). In our case, besides including the term with B 6= 0, in addition we
are not assuming that the decomposition X = X1 ⊕X2 corresponds to spectral
projections in a disk and its complement.
Note that if there is any manifold tangent to X1, by the implicit function
theorem it can be written in a unique way as the graph of a function from X1 to
X2. Then, the usual manipulations in the graph transform method lead to the
fact that this function must satisfy equation (51) (see the uniqueness argument
at the end of Section 4.1 below).
The study of the equation under non-resonance conditions was undertaken
for B = 0 in [dlL97] by performing some preliminary changes of variables which
reduce the non-linear terms to a particularly simple form. In this paper we will
follow a different route which follows closely both numerical implementations and
the proof of Theorem 1.1. We will use, therefore, some lemmas of the previous
section.
In a first step, we use the proof of Lemma 3.1 to show that, under the non-
resonance conditions included in the theorem and having prescribed K2(0) = 0
and DK2(0) = 0, it is possible to determine uniquely DiK2(0) for 2 ≤ i ≤ L
from the requirement that the first L derivatives at zero of both sides of (51)
match.
The second step shows that the fixed point equation K2 = N (K2), with N
defined by
[NK2](x) = A−12
[
K2
(
A1x+N1(x,K2(x)) +BK2(x)
)
−N2(x,K2(x))
]
, (52)
has a unique solution in the class of Cr−1 functions. We point out that, unfortu-
nately, the operator N defined in (52) is not differentiable acting on Cl spaces.
Nevertheless, as in the methods based on graph transform, we will be able to
show that the operator leaves invariant a set of functions with bounded deriva-
tives of order up to r and that it is a contraction on the Γr−1,L norm there –for
this we will consider the associated operator acting on K>,2 = K2−K≤,2, where
K≤,2 will be the polynomial of degree L given by Lemma 3.1.
A third step will improve the regularity of the function to conclude that it
is Cr.
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4.1. Uniqueness of the solution of the fixed point equation. To simplify
notation, we write K2 = w : B1 ⊂ X1 −→ X2. We need to solve equation
w = N (w), where N is given by (52) and that, with this notation, becomes
N (w) = A−12
[
w ◦ ψw −N2 ◦ (Id, w)
]
(53)
with
ψw = A1 +N1 ◦ (Id, w) +Bw . (54)
We start solving w = N (w) up to order L. In the proof of Lemma 3.1 we
have seen that there exists a unique polynomial K≤ =
∑L
i=1Ki of degree L such
that K1 = (Id, 0), pi1K≤ = K≤,1 = Id (that is, K1i = 0 for 2 ≤ i ≤ L) and such
that F ◦K≤(x) = K≤ ◦R(x) + o(|x|L) for some polynomial R of degree L with
R1 = A1. We know that, having set K≤,1 = Id, F ◦K≤(x) = K≤ ◦R(x)+o(|x|L)
is equivalent to K≤,2(x) = N (K≤,2)(x) + o(|x|L). Hence, setting
w≤ = pi2K≤ = K≤,2 ,
we have:
Lemma 4.1. Assume that the non-resonance conditions of Theorem 1.2 are
satisfied. Then, there exists a unique polynomial w≤ of degree L such that
w≤(x) = N (w≤)(x) + o(|x|L) , (55)
w≤(0) = 0 , Dw≤(0) = 0 . (56)
Moreover, with a suitable scaling of F we can get w≤ as small as we want.
Note that, in particular, all the CL functions w that satisfy
w(x) = N (w)(x) + o(|x|L)
as well as (56) must have their derivatives at zero up to order L equal to those
of w≤. Hence, defining w> by
w = w≤ + w>
(where w≤ is the polynomial produced in Lemma 4.1 above), we have that w>
and its derivatives up to order L vanish at 0, and the fixed point equation w =
N (w) becomes
w> =M(w>) , (57)
where
M(w>) = −w≤ +N (w≤ + w>) . (58)
Before dealing with the existence of invariant manifolds, we prove in this
section the uniqueness statement of Theorem 1.2. As a consequence we will also
obtain the uniqueness result of Theorem 1.1. The key ingredient is the following:
Lemma 4.2. Under the hypotheses of Theorem 1.2 (and with ‖B‖ and ‖N‖Cr
small enough after scaling), equation w> = M(w>) has at most one Lipschitz
solution w> : B1 ⊂ X1 → X2 such that supx∈B1(|w>(x)|/|x|L+1) <∞.
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Proof. Consider two solutions wi = w≤ + w>i , i = 1, 2. Note that w
>
2 − w>1 =
w2 −w1 and M(w>2 )−M(w>1 ) = N (w2)−N (w1). We introduce the seminorm
[w>]L+1 = sup
x∈B1
|w>(x)|
|x|L+1 .
Note that, if we take ‖B‖ and ‖N‖C1 small enough (depending here on
[w>2 ]L+1), we have that
|ψw2(x)| ≤ (‖A1‖+ ε)|x|, (59)
with ε small such that ‖A−12 ‖(‖A1‖ + ε)L+1 < 1. Using the bound (59), and
expressions (53) and (54), we have:
[M(w>2 )−M(w>1 )]L+1 = [N (w2)−N (w1)]L+1
≤ ‖A−12 ‖ sup
x∈B1
|w≤(ψw2(x))− w≤(ψw1(x))|/|x|L+1
+ ‖A−12 ‖ sup
x∈B1
{
|w>2 (ψw2(x))− w>1 (ψw2(x))|
+ |w>1 (ψw2(x))− w>1 (ψw1(x))|
}
/|x|L+1
+ ‖A−12 ‖ sup
x∈B1
∣∣N2(x,w≤(x) + w>2 (x))
−N2(x,w≤(x) + w>1 (x))
∣∣/|x|L+1
≤ ‖A−12 ‖(Lipw≤)(LipN1 + ‖B‖)[w>2 − w>1 ]L+1
+ ‖A−12 ‖
(
[w>2 − w>1 ]L+1 sup
x∈B1
|ψw2(x)|L+1/|x|L+1
+ (Lipw>1 )(LipN1 + ‖B‖)[w>2 − w>1 ]L+1
)
+ ‖A−12 ‖(LipN2)[w>2 − w>1 ]L+1
≤
(
ε+ ‖A−12 ‖(‖A1‖+ ε)L+1
)
[w>2 − w>1 ]L+1
≤ ν[w>2 − w>1 ]L+1
for some constant ν < 1, under the smallness assumptions (that here may depend
on Lipw>1 and also, as already pointed out, on [w
>
2 ]L+1). This proves that
[w>2 − w>1 ]L+1 = 0 and therefore that w>1 = w>2 . 
Proof of the uniqueness statements in Theorems 1.1 and 1.2. We start
with the second part b2) of Theorem 1.2. After a scaling, we may assume that
the solution K = (Id, wL+h) of (4) in the statement is defined in the unit ball B1
of X1. Since supx∈B1(|h(x)|/|x|L+1) < ∞ and wL is a polynomial of degree L,
Lemma 4.1 and the remarks preceding it imply that wL must coincide with the
polynomial w≤ of Lemma 4.1. We deduce that h is a solution of h = M(h)
–recall also that equation (4) is equivalent to the graph transform equation when
pi1K = Id. Now the conclusion follows from Lemma 4.2.
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We can now deduce easily that there is a unique (locally around 0) CL+1
invariant manifold tangent to X1 at 0, as stated in Theorems 1.1 and 1.2. In-
deed, let G = (G1, G2) be a CL+1 parameterization of the manifold. By the
tangency condition, we must have G = (Id, 0) + O(x2). Therefore, we can rep-
resent uniquely (locally near zero) the invariant manifold as a graph of a CL+1
function H : U1 ⊂ X1 −→ X2. For this, we simply take H = G2 ◦ (G1)−1. Now,
the graph transform equation
F 2 ◦ (Id,H) = H ◦ F 1 ◦ (Id,H)
is a consequence of the invariance assumption. In particular, (4) also holds for
K = (Id,H) and R = F 1 ◦K. Hence, uniqueness of H, and therefore uniqueness
of the manifold, follows from the proof of b2) in Theorem 1.2 given above. For
this, we take wL to be the Taylor expansion of degree L of H at 0, and h = H−wL
–which clearly satisfies supx∈B1(|h(x)|/|x|L+1) <∞. 
4.2. Existence of solution of the fixed point equation. Recall that L ≥ 1,
r ≥ L + 1 and consider w> ∈ Γr,L, the Banach space defined with Y = X2 in
Section 3.3. We then have:
Proposition 4.3. LetM be defined by (58) and r ∈ N∪{ω}. Under appropriate
smallness conditions on ‖B‖ and ‖N‖Cr , the map M sends the closed unit ball
B¯r1 of Γr,L into itself, and it is a contraction in B¯
r
1 with the Γr−1,L norm. That
is:
‖M(w>)‖Γr,L ≤ 1 if ‖w>‖Γr,L ≤ 1
and, for some constant ν < 1,
‖M(w>2 )−M(w>1 )‖Γr−1,L
≤ ν‖w>2 − w>1 ‖Γr−1,L if ‖w>2 ‖Γr,L ≤ 1 and ‖w>1 ‖Γr,L ≤ 1 .
(60)
In particular, equation w> = M(w>) admits a Cr−1 solution which belongs to
the closed unit ball of Γr−1,L.
From standard results (see [LI73], Lemma 2.5), the fixed point in Γr−1,L
of the previous proposition is, indeed, Cr−1+Lipschitz (due to the uniform Γr,L
bound on the sequence of iterates). In the next section, we will prove the Cr
regularity result.
Proof of Proposition 4.3. The last statement of the proposition follows easily
from the rest. Indeed, starting with w> = 0, all the iterations Mk(0) remain in
the closed unit ball of Γr,L and hence, by (60), they converge in the Γr−1,L norm
to a solution (which belongs to the closed unit ball of Γr−1,L since all iterations
Mk(0) stay in such ball).
To prove the bounds in the proposition, note that
D[N (w)] =A−12 (Dw ◦ ψw)Dψw −A−12 D1N2 ◦ (Id, w)
−A−12 [D2N2 ◦ (Id, w)]Dw
(61)
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and
Dψw(x) = A1 +D1N1(x,w(x)) + [D2N1(x,w(x)) +B]Dw(x) .
Proceeding by induction, we have, for 2 ≤ i ≤ r,
Di[N (w)] = A−12 (Diw ◦ ψw)Dψ⊗iw
+A−12 (Dw ◦ ψw)[D2N1 ◦ (Id, w) +B]Diw (62)
−A−12 [D2N2 ◦ (Id, w)]Diw + Vi
where Vi is a polynomial expression of w,Dw, . . . ,Di−1w involving as coefficients
A,B and derivatives of N . All terms in Vi contain at least one derivative Djw
and at least one factor DjN , 1 ≤ j ≤ i, or B (to see this, note that for j ≥ 2,
every term in the expression for Djψw contains at least one of such factors).
We start showing the contraction property (60). For w> = w>1 and w
>+∆ =
w>2 in the closed unit ball of Γr,L, we have
M(w> + ∆)−M(w>) = N (w + ∆)−N (w) =
∫ 1
0
d
ds
[N (w + s∆)] ds .
Since
ψw+s∆(x) = A1x+N1(x, (w + s∆)(x)) +B[w + s∆](x)
and
N (w + s∆)(x) = A−12
{
(w + s∆)(ψw+s∆(x))−N2(x, (w + s∆)(x))
}
,
we deduce that
M(w> + ∆)−M(w>) =
∫ 1
0
ds A−12
{
∆ ◦ ψw+s∆
+ [D(w + s∆) ◦ ψw+s∆][D2N1 ◦ (Id, w + s∆) +B]∆
−D2N2 ◦ (Id, w + s∆)∆
}
.
Therefore, for 0 ≤ i ≤ r − 1, we have
Di[M(w> + ∆)−M(w>)] =
∫ 1
0
ds
{
A−12 [(D
i∆) ◦ ψw+s∆]Dψ⊗iw+s∆ +Wi
}
,
(63)
where Wi is a polynomial expression in the derivatives of ∆ up to order i. Every
term in this polynomial contains at least one derivative of ∆ up to order i ≤ r−1,
and at least one factor which is B or a derivative of N up to order i + 1 ≤ r.
The terms also include factors involving the derivatives of w + s∆ up to order
i+1 ≤ r, which are all bounded by ‖w≤‖Cr +1 ≤ ε+1 ≤ 2 since we are assuming
‖w>‖Γr,L ≤ 1 and ‖w> + ∆‖Γr,L ≤ 1.
We use the notation I =M(w> + ∆)−M(w>). For r ∈ N, from (63) and
|DL∆(y)| ≤ ‖∆‖Γr−1,L |y| if y ∈ B1, we deduce for x ∈ B1
|DLI(x)|/|x| ≤ [‖A−12 ‖(‖A1‖+ ε)L+1 + ε]‖∆‖Γr−1,L ≤ ν‖∆‖Γr−1,L (64)
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for some constant ν < 1. For L+ 1 ≤ i ≤ r − 1 (in case that L+ 1 < r), we get
for x ∈ B1,
|DiI(x)| ≤ [‖A−12 ‖(‖A1‖+ ε)L+1 + ε]‖∆‖Γr−1,L ≤ ν‖∆‖Γr−1,L .
Note also that for i ≤ L, (63) gives that DiI(0) = 0. Hence, by Taylor’s formula,
‖DiI‖C0 ≤ 1(L−i)!‖DLI‖C0 ≤ ν‖∆‖Γr−1,L , where we have used (64) in the last
inequality.
Taking the supremum of all these quantities, we conclude that ‖I‖Γr−1,L ≤
ν‖∆‖Γr−1,L , and therefore (60).
In case r = ω, we use (63) with i = L + 1. To bound all terms, note that
‖Dj∆‖C0(B1) ≤ C‖DL+1∆‖C0(B1) = C‖∆‖Γω,L for every 0 ≤ j ≤ L + 1 (by
Taylor’s theorem), and also that
‖[DL+2(w + s∆)]◦ψw+s∆‖C0(B1) ≤ C‖DL+2(w + s∆)‖C0(B‖A1‖+ε)
≤ C‖DL+1(w + s∆)‖C0(B1) = C‖w + s∆‖Γω,L
≤ C
(by the Cauchy estimates).
We conclude that
‖I‖Γω,L = ‖DL+1I‖C0(B1)
≤ [‖A−12 ‖(‖A1‖+ ε)L+1 + ε]‖∆‖Γω,L = ν‖∆‖Γω,L
with ν < 1. We therefore have the contraction property (60).
It only remains to prove thatM maps the closed unit ball of Γr,L into itself.
For this, note that if ‖w>‖Γr,L ≤ 1 then
M(w>) =M(0) + [M(w>)−M(0)]
= [N (w≤)− w≤] + [M(w>)−M(0)] .
By Lemma 4.1, we know that N (w≤) − w≤ has derivatives at 0 up to order L
equal to zero, and that ‖N (w≤) − w≤‖Γr−1,L is small after scaling. On the
other hand, in the previous proof of the contraction property we have seen that
M(w>) − M(0) has derivatives at 0 up to order L equal to zero, and that
‖M(w>)−M(0)‖Γr−1,L ≤ ν‖w>‖Γr−1,L ≤ ν.
Adding these two bounds, we have ‖M(w>)‖Γr−1,L ≤ ε + ν. Finally, when
r ∈ N, (62) leads to
‖DrM(w>)‖C0 ≤ ‖Drw≤‖C0 + ‖DrN (w)‖C0
≤ ε+ [‖A−12 ‖(‖A1‖+ ε)L+1 + ε]‖Drw‖C0
≤ ε+ ν(‖Drw≤‖C0 + ‖w>‖Γr,L)
≤ ε+ ν(ε+ 1) .
Taking ε small enough, we conclude that M(w>) ∈ Γr,L and ‖M(w>)‖Γr,L ≤
1. 
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When r = ω, the previous proposition establishes statement a) of Theo-
rem 1.2. The proposition also leads to the result for r =∞, using the argument
presented for Theorem 1.1 at the end of Section 3.4. Finally, next section recovers
the last derivative when r ∈ N.
4.3. Sharp regularity. To establish the optimal Cr regularity we will use a
method very similar to the one of Section 3.5 for Theorem 1.1. In this section
we always have r ∈ N.
Proposition 4.4. The solution w> produced in Proposition 4.3 (under perhaps
stronger smallness conditions on ‖B‖ and ‖N‖Cr) is Cr.
As in Section 3.5, to establish this result we differentiate the equation
w> =M(w>) to find a fixed point equation for the unknown H> := Dw> : B1 ⊂
X1 −→ L(X1, X2), in which we consider w> ∈ Cr−1 (the solution of Proposi-
tion 4.3) as a given function (and not as an unknown) whenever it appears in
the equation for H> without being differentiated. This “freezing” technique will
make the fixed point equation for H> simpler than the equation of the preceding
section for w>. Indeed, here we will obtain a bilinear equation for H>.
Differentiating the equation w = N (w) satisfied by the solution
w = w≤ + w> ∈ Cr−1
of Proposition 4.3 and using (61), we obtain
Dw = A−12
{
(Dw ◦ ψw)Dψw −D1N2 ◦ (Id, w)− [D2N2 ◦ (Id, w)]Dw
}
,
where
ψw(x) = A1x+N1(x,w(x)) +Bw(x) (65)
and
Dψw(x) = A1 +D1N1(x,w(x)) + [D2N1(x,w(x)) +B]Dw(x) .
Therefore, H0 := Dw is a solution of
H = N˜ (H) ,
where we define, with ψw given by (65),
N˜ (H)(x) =A−12
{
H(ψw(x))
[
A1 +D1N1(x,w(x))
+
(
D2N1(x,w(x)) +B
)
H(x)
]
−D1N2(x,w(x))−D2N2(x,w(x))H(x)
}
.
(66)
We emphasize that here w, and hence ψw, are fixed (hence independent of H)
and given by the solution w = w≤ + w> of Proposition 4.3.
Let us consider H≤ = Dw≤ fixed, and write H = H≤ + H>. We need to
solve the fixed point equation H> = M˜(H>), where
M˜(H>) = −H≤ + N˜ (H≤ +H>) . (67)
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We take H> : B1 ⊂ X1 −→ L(X1, X2) = Y in the space Γs,L−1 defined in Sec-
tion 3.3, with either s = r−2 or s = r−1. We know that H>0 := Dw> ∈ Γr−2,L−1
is a solution of H> = M˜(H>). It is easy to check that ‖H>0 ‖Γr−2,L−1 ≤ 1, since
we know that ‖w>‖Γr−1,L ≤ 1. Proposition 4.4 will follow easily combining this
fact and the following result.
Lemma 4.5. Under appropriate smallness conditions on ‖B‖ and ‖N‖Cr , if
r− 2 ≤ s ≤ r− 1 then M˜ maps the closed unit ball B¯s1 of Γs,L−1 into itself, and
it is a contraction in B¯s1 with the Γs,L−1 norm.
Applying this lemma with s = r − 1 we obtain a solution H>1 ∈ Γr−1,L−1
such that ‖H>1 ‖Γr−1,L−1 ≤ 1. In particular, ‖H>1 ‖Γr−2,L−1 ≤ 1 and therefore, by
the contraction property of the lemma with s = r−2, both solutions H>0 and H>1
in the closed unit ball of Γr−2,L−1 must agree. Hence Dw> = H>0 = H
>
1 ∈ Cr−1,
and we conclude that w> ∈ Cr.
Proof of Lemma 4.5. First, note that N˜ and M˜ map functions of class Cs
into functions of class Cs whenever s ≤ r − 1.
We start showing the contraction property. For H> and H> + ∆ in the
closed unit ball of Γs,L−1, we have
[M˜(H> + ∆)− M˜(H>)](x) = [N˜ (H + ∆)− N˜ (H)](x)
=
∫ 1
0
d
ds
[N˜ (H + s∆)(x)] ds
=
∫ 1
0
ds A−12
{
∆(ψw(x))
·
[
A1 +D1N1(x,w(x)) +
(
D2N1(x,w(x)) +B
)
(H + s∆)(x)
]
+ (H + s∆)(ψw(x))
(
D2N1(x,w(x)) +B
)
∆(x)
−D2N2(x,w(x))∆(x)
}
.
(68)
Therefore, for 0 ≤ i ≤ s, we have
Di[M˜(H>+∆)−M˜(H>)] =
∫ 1
0
ds
{
A−12 [(D
i∆) ◦ ψw]Dψ⊗iw ⊗A1 + Ui
}
, (69)
where Ui is a polynomial expression in the derivatives of ∆ up to order i. Every
term in Ui contain at least one derivative Dj∆ and at least one factor which is
B or a derivative of N up to order i+ 1 ≤ r.
Using the notation J = M˜(H> + ∆) − M˜(H>), (69) and |DL−1∆(y)| ≤
‖∆‖Γs,L−1 |y| for y ∈ B1, we deduce, for some constant ν < 1,
|DL−1J (x)|/|x| ≤ ‖A−12 ‖(‖A1‖+ ε)L|DL−1∆(ψw(x))|+ ε‖∆‖Γs,L−1
≤ [‖A−12 ‖(‖A1‖+ ε)L+1 + ε]‖∆‖Γs,L−1 ≤ ν‖∆‖Γs,L−1 for x ∈ B1 (70)
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and, for L ≤ i ≤ s (in case L− 1 < s),
|DiJ (x)| ≤ [‖A−12 ‖(‖A1‖+ ε)L+1 + ε]‖∆‖Γs,L−1 ≤ ν‖∆‖Γs,L−1 for x ∈ B1 .
Note also that for i ≤ L − 1, (69) gives that DiJ (0) = 0. Hence, by Taylor’s
formula, ‖DiJ ‖C0 ≤ 1(L−1−i)!‖DL−1J ‖C0 ≤ ν‖∆‖Γs,L−1 , where we have used
(70) in the last inequality.
Taking the supremum of all these quantities, we conclude that ‖J ‖Γs,L−1 ≤
ν‖∆‖Γs,L−1 , and therefore the contraction property claimed in the lemma.
It only remains to prove that M˜ maps the closed unit ball of Γs,L−1 into
itself. For this, note that if ‖H>‖Γs,L−1 ≤ 1 then
M˜(H>) = Dw> + [M˜(0)− M˜(Dw>)] + [M˜(H>)− M˜(0)] , (71)
since, by definition (67), Dw> − M˜(Dw>) = Dw − N˜ (Dw) = 0.
Expression (71) is useful in order to check that M˜(H>) has all derivatives
at 0 up to order L − 1 equal to zero. Indeed, we know that the term Dw> in
(71) belongs to Γr−2,L−1 and has small norm after scaling.
On the other hand, the previous proof of the contraction property gives
that the two last terms of (71) also belong to Γr−2,L−1, and have Γr−2,L−1-norm
bounded by ν‖Dw>‖Γr−2,L−1 ≤ ε and ν‖H>‖Γr−2,L−1 ≤ ν, respectively. Adding
the three bounds, we conclude ‖M˜(H>)‖Γr−2,L−1 ≤ 2ε + ν. This concludes the
proof for the case s = r − 2.
In the case s = r − 1, since ‖G‖Γr−1,L−1 = max(‖G‖Γr−2,L−1 , ‖Dr−1G‖C0),
it only remains to prove the bound
‖Dr−1[M˜(H>)]‖C0 ≤ 1 if ‖H>‖Γr−1,L−1 ≤ 1 .
To establish it, we use definition (67) and that H≤ = Dw≤ is a polynomial of
degree L − 1 < r − 1 to deduce Dr−1[M˜(H>)] = Dr−1[N˜ (H)], where H =
H≤ + H>. We also note that ‖H‖Cr−1 ≤ ε + ‖H>‖Cr−1 ≤ ε + 1. Hence,
differentiating (66) r − 1 times and using the smallness of ‖B‖ and ‖N‖Cr , we
conclude
‖Dr−1[M˜(H>)]‖C0 = ‖Dr−1[N˜ (H)]‖C0
≤
(
‖A−12 ‖(‖A1‖+ ε)r + ε
)
‖H‖Cr−1 + ε
≤
(
‖A−12 ‖(‖A1‖+ ε)r + ε
)
(ε+ 1) + ε
≤ 1
(72)
if we take ε small enough. 
Appendix A. Some results in spectral theory
The results of this appendix are well known in finite dimensional spaces (see,
for instance, [Nel69]). Here we present proofs which are also valid in infinite
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dimensions and, at the same time, we simplify some of the proofs in the finite
dimensional case.
We recall that given a bounded linear operator A on a Banach space X, we
say that λ ∈ Res(A) (the resolvent set of A) if and only if A − λ := A − λ Id
is invertible, i.e., A− λ is one to one and onto. By the open mapping theorem,
the inverse (A − λ)−1 is automatically a bounded operator. We also define the
spectrum of A by Spec(A) = C− Res(A), a compact subset of C.
An important subset of the spectrum of A is given by the approximate point
spectrum of A, denoted by Specap(A). By definition,
λ ∈ Specap(A)⇔ ∃{xn} with ‖xn‖ ≥ α > 0 and ‖(A− λ)xn‖ → 0 . (73)
The sequence {xn} is called an approximate eigenvector of A for λ.
A well known result states that the boundary of the spectrum is contained
in the approximate point spectrum, i.e.,
∂(Spec(A)) ⊂ Specap(A). (74)
This is easily verified as follows. Let λn → λ, with λ ∈ Spec(A) and λn ∈ Res(A)
for all n. Recall that, for every operator B with ‖B‖ < 1, Id +B is invertible
(the inverse of Id +B is just given by the standard Neumann power series).
This fact and the identity A − λ = (A − λn){Id +(λn − λ)(A − λn)−1} lead to
|λ− λn|‖(A− λn)−1‖ ≥ 1. Hence, there exists yn such that
‖(A− λn)−1yn‖ ≥ ‖yn‖2|λ− λn| .
By scaling yn, we may also assume that xn := (A− λn)−1yn satisfies ‖xn‖ = 1.
Since ‖(A−λn)xn‖ = ‖yn‖ ≤ 2|λ−λn|, we have that ‖(A−λ)xn‖ ≤ 3|λ−λn| → 0,
and hence that λ ∈ Specap(A).
A.1. Adapted norms. Let X be a Banach space and let A be a bounded linear
map on X. It is well known that given any ε > 0, we can find a norm in X
equivalent to the original one and such that
‖A‖ ≤ ρ(A) + ε,
where ρ(A) = supz∈Spec(A) |z| is the spectral radius of A. We shall say that such
norm is ε-adapted to A. Moreover, if A is invertible we can find a norm in X
equivalent to the original one and ε-adapted to A and to A−1 simultaneously,
i.e.,
‖A‖ ≤ ρ(A) + ε, ‖A−1‖ ≤ ρ(A−1) + ε .
An example of norm ε-adapted to A and A−1 is given by
|||x||| =
∞∑
i=0
(ρ(A) + ε)−i‖Aix‖+
∞∑
i=1
(ρ(A−1) + ε)−i‖A−ix‖ .
To verify this, it suffices to use the well known fact that
ρ(A) = lim
i→+∞
‖Ai‖1/i,
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together with the inequality (ρ(A−1) + ε)−1 ≤ ρ(A) + ε, which follows from the
fact that ρ(A−1)ρ(A) ≥ 1 (a consequence of the first statement in Remark 3).
A more general result is the following:
Proposition A.1. Let X be a Banach space, X = X1 ⊕ X2 be a direct sum
decomposition into closed subspaces, and let A be a bounded linear map on X
such that
A =
(
A1 B
0 A2
)
with respect to the above decomposition. Then,
a) ρ(A) = max
(
ρ(A1), ρ(A2)
)
.
b) Assume further that A1 and A2 are invertible. Then, for every ε > 0,
there exists a norm in X which is equivalent to the original one and such
that
‖A1‖ ≤ ρ(A1) + ε , ‖A−11 ‖ ≤ ρ(A−11 ) + ε ,
‖A2‖ ≤ ρ(A2) + ε , ‖A−12 ‖ ≤ ρ(A−12 ) + ε ,
‖A‖ ≤ ρ(A) + ε , ‖A−1‖ ≤ ρ(A−1) + ε , and
‖B‖ ≤ ε .
Proof. To prove part b) once we have established a), it suffices to construct
norms ‖ · ‖X1 , ‖ · ‖X2 in X1 and X2 which are (ε/2)-adapted to A1 and A−11 , and
to A2 and A−12 , respectively. Note that
A−1 =
(
A−11 −A−11 BA−12
0 A−12
)
.
Hence, by part a) applied to A and to A−1, we have
ρ(A) = max
(
ρ(A1), ρ(A2)
)
and ρ(A−1) = max
(
ρ(A−11 ), ρ(A
−1
2 )
)
.
Using these equalities and defining, for δ > 0 sufficiently small,
‖(x1, x2)‖X = max(δ‖x1‖X1 , ‖x2‖X2) for x = (x1, x2) ,
it is easy to verify all the statements of part b).
Next, we prove a). Since (A− λ)x = y is equivalent to
(A1 − λ)x1 +Bx2 = y1
(A2 − λ)x2 = y2 ,
we see that
λ ∈ Res(A1) ∩ Res(A2)⇒ λ ∈ Res(A) .
Hence
Spec(A) ⊂ Spec(A1) ∪ Spec(A2) (75)
and, in particular, ρ(A) ≤ max (ρ(A1), ρ(A2)). Therefore, we only need to show
that
ρ(A) ≥ max (ρ(A1), ρ(A2)) . (76)
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To prove this, we first claim that
Specap(A) ⊃ Specap(A1) ∪
(
Specap(A2) ∩ Res(A1)
)
. (77)
Then, using that ∂(Spec(Ai)) ⊂ Specap(Ai) for i = 1, 2 (i.e., property (74)
applied to A1 and A2), we conclude inequality (76) and the proposition.
To establish (77), let first λ ∈ Specap(A1) and {x1n} be an approximate eigen-
vector of A1 for λ. Then, {xn} = {(x1n, 0)} clearly is an approximate eigenvector
of A for λ.
Finally, if λ ∈ Specap(A2)∩Res(A1) and {x2n} is an approximate eigenvector
of A2 for λ, then
{xn} = {(−(A1 − λ)−1Bx2n , x2n)}
is an approximate eigenvector of A for λ. This establishes (77). 
Of course, in finite dimensions we have
Spec(A) = Spec(A1) ∪ Spec(A2) .
However, in infinite dimensions the inclusion (75) could be strict, as the following
example shows.
Example A.2. Let Σ = {σ : N −→ X} be the Banach space of sequences into
a Banach space X equipped with the sup norm (an `2 norm would also produce
similar effects). Let A : Σ× Σ −→ Σ× Σ be defined by
A(σ, τ) = (σ˜, τ˜)
with σ˜(1) = τ(1), σ˜(i) = σ(i− 1) for i ≥ 2, and τ˜(j) = τ(j + 1) for j ≥ 1. Then,
it is easy to verify that A is invertible, but A1 and A2 are not.
In [dlL98] one can find examples arising in dynamical systems where both
(75) and (77) are strict. This is due to the presence of residual spectrum.
A.2. Proof of Proposition 3.2. The proof of the equalities in (24) when X
and Y are finite dimensional is very easy, and we do it first.
Since the spectrum depends continuously on the matrix, it suffices to estab-
lish the equalities when A and B are diagonalizable matrices (a dense subset in
the space of matrices).
Let us first consider the operator Ln,A,B . If Auj = µjuj , Bvi = λivi,
consider the form Mi;j1,...,jn defined by the conditions
Mi;j1,...,jn(uj1 , . . . , ujn) = vi,
Mi;j1,...,jn(us1 , . . . , usn) = 0, when (s1, . . . , sn) 6= (j1, . . . , jn) .
Clearly,
Ln,A,BMi;j1,...,jn = λiµj1 · · ·µjnMi;j1,...,jn .
Moreover, the set formed by theMi;j1,...,jn is linearly independent and, under
the assumption that A,B are diagonalizable, its cardinal is equal to the dimension
of Mn. Hence, the spectrum of Ln,A,B is indeed the set of numbers λiµj1 · · ·µjn ,
as claimed.
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The equality for the operator LB is a particular case of the previous one,
since LB = Ln,Id,B . A similar argument also proves the equality for the operator
RkA.
For the case of symmetric forms, a very similar argument works. We can
consider the form Si;j1,...,jn =
∑
piMi;jpi(1),...,jpi(n) where the variable pi in the sum
runs over the permutations of {1, . . . , n}. Each form Si;j1,...,jn is an eigenvector
of Ln,A,B with eigenvalue λiµj1 · · ·µjn . Moreover, they are linearly independent,
and there are as many of them as the dimension of the space Sn. This proves
the equality for the spectrum of Ln,A,B in Sn.
Now, we turn to the proof of Proposition 3.2 for general Banach spaces.
First note that the operators LB ,R1A, . . . ,RnA commute, and that
Ln,A,B = LBR1A · · ·RnA . (78)
Moreover, we have:
Proposition A.3. With the notations of Proposition 3.2, one has
Spec(LB ,Mn) ⊂ Spec(B, Y ) , (79)
Spec(RkA,Mn) ⊂ Spec(A,X) . (80)
Proof. The proof is immediate. If B − λ is invertible, then LB − λ is also
invertible since its inverse is given by (LB − λ)−1 = L(B−λ)−1 . The same proof
applies to RkA.
In an alternative way, note that LBB′ = LBLB′ and LB+B′ = LB +LB′ , so
that L can be considered as a representation of the Banach algebra of bounded
operators in Y into the Banach algebra of operators in Mn. Therefore, the
spectrum is smaller. Similarly for all the RkA. 
We also recall the following well known result in Banach algebras (see e.g.,
Theorem 11.23 in [Rud91]).
Theorem A.4. Let A and B be two commuting elements in a Banach algebra.
Then
Spec(AB) ⊂ Spec(A) Spec(B) .
The result of Proposition 3.2 for Mn follows immediately from the fact that
the operators LB ,R1A, . . . ,RnA commute, Theorem A.4, (78), (79) and (80).
The result for Sn follows from the following:
Proposition A.5. With the notations of Proposition 3.2, we have
Spec(Ln,A,B ,Sn) ⊂ Spec(Ln,A,B ,Mn) . (81)
Proof. If λ /∈ Spec(Ln,A,B ,Mn), given any η ∈ Mn there is a unique Γ ∈ Mn
such that
(Ln,A,B − λ)Γ = η . (82)
Such Γ satisfies ‖Γ‖ ≤ K‖η‖.
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If Π(x1, . . . , xn) = (xpi(1), . . . , xpi(n)) is a permutation of the n vectors, it is
easy to check that
(Ln,A,B − λ)(ΓΠ) = [(Ln,A,B − λ)Γ]Π . (83)
Therefore, if ηΠ = η we obtain, using the uniqueness of Γ and (83), that ΓΠ = Γ.
Hence, if equation (82) can be solved uniquely and boundedly in Mn, it can
be similarly solved in Sn. 
Finally, we note that the construction of the forms Mi;j1,...,jn can be carried
out in general Banach spaces –by using the Hahn-Banach theorem to extend
from the space spanned by eigenvectors to the whole space. This construction
shows that
Specpp(Ln,A,B ,Mn) ⊃ Specpp(B)
(
Specpp(A)
)n
,
Specpp(Ln,A,B ,Sn) ⊃ Specpp(B)
(
Specpp(A)
)n
, (84)
where Specpp denotes the closure of the set of eigenvalues.
Therefore, if we assume Specpp(B) = Spec(B) and Specpp(A) = Spec(A)
then, combining (84) and (24), we obtain equalities in (24).
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