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Abstract. The convergence of central paths has been a focal point of research on interior point
methods. Quite detailed analyses have been made for the linear case. However, when it comes to the
convex case, even if the constraints remain linear, the problem is unsettled. In [Math. Program., 103
(2005), pp. 63–94], Gilbert, Gonzaga, and Karas presented some examples in convex optimization,
where the central path fails to converge. In this paper, we aim at finding some continuous trajecto-
ries which can converge for all linearly constrained convex optimization problems under some mild
assumptions. We design and analyze a class of continuous trajectories, which are the solutions of
certain ordinary differential equation (ODE) systems for solving linearly constrained smooth convex
programming. The solutions of these ODE systems are named generalized central paths. By only
assuming the existence of a finite optimal solution, we are able to show that, starting from any inte-
rior feasible point, (i) all of the generalized central paths are convergent, and (ii) the limit point(s)
are indeed the optimal solution(s) of the original optimization problem. Furthermore, we illustrate
that for the key example of Gilbert, Gonzaga, and Karas, our generalized central paths converge to
the optimal solutions.
Key words. continuous trajectory, convex programming, interior point method, ordinary dif-
ferential equation
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1. Introduction. Consider the following linearly constrained convex program-
ming problem
(P)
min f(x)
s.t. Ax = b, xi ≥ 0, i = 1, . . . , k,
where x ∈ Rn, 1 ≤ k ≤ n, f(x) is smooth and convex over the feasible set, and A is
an m by n matrix with full row rank. As a blanket assumption, we assume that the
optimal value of problem (P) is finite and attainable; therefore, we use min rather
than inf in problem (P). In addition, the following notations are used in this paper:
Rnk+ = {x ∈ Rn|xi ≥ 0, 1 ≤ i ≤ k}, Rnk++ = {x ∈ Rn|xi > 0, 1 ≤ i ≤ k},
P+ = {x ∈ Rnk+|Ax = b}, and P++ = {x ∈ Rnk++|Ax = b}.
It is conventional to assume that P++ is nonempty in the analysis of interior point
methods.
∗Received by the editors November 18, 2016; accepted for publication (in revised form) November
21, 2017; published electronically April 24, 2018.
http://www.siam.org/journals/siopt/28-2/M110417.html
Funding: The work of the second author was supported in part by grants from Hong Kong
Baptist University (FRG) and General Research Fund (GRF) of Hong Kong. The work of the third
author was partially supported by Australia Council Research under grant DP160102819 and the
National Science Foundation of China under grant-111 B16002.
†Department of Mathematics, Hong Kong Baptist University, Kowloon Tong, Kowloon, Hong
Kong, People’s Republic of China (13479784@life.hkbu.edu.hk, liliao@hkbu.edu.hk).
‡Department of Mathematics and Statistics, Curtin University, Perth, Australia (jie.sun@curtin.
edu.au).
§Faculty of Science, Jiangsu University, Zhenjiang, Jiangsu, China (zhuhongmath@126.com).
1183
D
ow
nl
oa
de
d 
08
/2
9/
18
 to
 1
34
.7
.9
3.
12
9.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
1184 XUN QIAN, LI-ZHI LIAO, JIE SUN, AND HONG ZHU
The central path plays a vital role in interior point methods. The central path can
be defined by setting up the corresponding barrier function. Among various barrier
functions, the logarithm barrier function is mostly used, and the barrier function
usually only involves the constraints (for example, if xn is free in (P), then the barrier
function usually does not contain xn). However, the central path with this type
barrier function may fail to converge for problem (P) when k < n. In [7], Gilbert,
Gonzaga, and Karas constructed an example where the objective function is infinitely
differentiable but the central path fails to converge with the logarithm barrier function.
In [11], Iusem, Svaiter, and Neto proved that under certain hypotheses the central path
defined by a general barrier function for a monotone variational inequality problem is
well defined, bounded, continuous, and converges to the analytic center of the solution
set. However, we note that there is no discussion in [11] on how to find a good barrier
function such that the corresponding central path can converge.
Motivated by the counterexample in [7], in this paper, we aim at finding some
continuous trajectories which can converge for all linearly constrained convex opti-
mization problems under some mild assumptions. With several modifications on the
original central path, we arrive at a class of new interior point continuous trajecto-
ries, which are the solutions of some ordinary differential equation (ODE) systems.
For these ODE systems, we can prove that their solution trajectories will converge to
some optimal solution(s) of problem (P) under quite mild conditions. Moreover, the
initial point of these ODE systems can be any interior feasible point.
The first in-depth study of the central path is due to McLinden [15]. Then the
central path was studied in more details for linear and convex quadratic programming,
such as Adler and Monteiro [1], Gu¨ler [8], Megiddo [16], Monteiro and Tsuchiya [18],
Vavasis and Ye [24]. In [1], the affine scaling continuous trajectories which contain
the central path were studied for linear programming problems, and the optimality
and convergence were obtained. The characterizations of the limit point and the dual
estimates were also considered in [1]. In [17], Megiddo and Shub analyzed the limiting
behavior of the affine scaling trajectories near the optimal vertex under the assumption
of primal and dual nondegeneracy in linear programming. In [8], the limiting behavior
of the weighted central path in linear programming at both μ = 0 (μ is the parameter)
and μ = +∞ was studied, and the convergence of the kth order derivatives was also
obtained. In [16], the limiting behavior and the derivatives of the weighted central
paths were studied and the behavior of trajectories near corners was also considered.
In [18], the limiting behavior of the derivatives of certain trajectories which contain the
central path associated with a monotone horizontal linear complementarity problem
was studied and it was shown that each trajectory converges to the solution set along a
unique and well-characterized direction. In [12], Kojima, Mizuno, and Noma studied
the limiting behavior of some trajectories which are more general than the central
path in [15] for monotone complementarity problems. In [24], it was shown that for
linear programming, the central path composes at most n2 alternating straight and
curved segments. There are also several papers in the literature studying the central
path for nonlinear programming, such as Drummond and Svaiter [6], Iusem, Svaiter,
and Neto [11], McLinden [15], and Monteiro and Zhou [19]. For the central path with
the logarithm barrier function and k = n for problem (P), the convergence can be
guaranteed under the strict complementarity condition [15], or the analyticity of f(x)
[19], or the condition that there exists a subspace W of Rn such that Ker(∇2f(x)) =
W [6].
It should be mentioned that there have been some studies on the continuous
trajectory for semidefinite optimization problems. Halicka´, de Klerk, and Roos [9]
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THE GENERALIZED CENTRAL PATHS 1185
studied the convergence of the central path and some properties of the limiting point in
semidefinite optimization. Sim and Zhao [21] studied the underlying paths in interior
point methods for the monotone semidefinite linear complementarity problem. They
showed that each off-central path is a well-defined analytic curve with parameter μ
ranging over (0,∞) and any accumulation point of the off-central path is a solution.
Furthermore they also studied the analyticity of the off-central path through a simple
example. Then they investigated the asymptotic behavior of off-central paths for
general semidefinite linear complementarity problems (using the dual HKM direction)
under the strict complementarity condition in [22].
Our main focus of this paper is the (interior point) continuous solution trajectory
of the following ODE system
dx
dt
= − [γ1In + tDPADD∇2f(x)]−1DPADD∇f(x), x(t0) = x0 ∈ P++,(1)
where
γ1 > 0,
1
2
≤ γ2 < 1, t0 > 0, t > 0, x ∈ Rnk++, X = diag (x) ∈ Rn×n,
d ∈ Rn, di = xγ2i for i = 1, . . . , k, di = 1 for i = k + 1, . . . , n,
D = diag (d) ∈ Rn×n, PAD = In −DAT (AD2AT )−1AD,
and In stands for the n× n identity matrix. For the ODE system (1), we sometimes
use its equivalent implicit form
(2)
dx
dt
= − 1
γ1
DPADD
[
∇f(x) + t∇2f(x)dx
dt
]
, x(t0) = x
0 ∈ P++,
and we require ∇2f(x) ∈ C1 on Rnk+. Note that the right-hand side of the ODE
system (1) is defined on the open set (0,+∞) × Rnk++. We need t > 0 to guarantee
that the inverse of the matrix γ1In + tDPADD∇2f(x) always exists (this will be
shown by Lemma 5 later). The reason that x is required to be in Rnk++ is that at
the boundary of Rnk++, the matrix PAD may not exist. For example, if k = 3, n = 4,
b = (1, 1)T , and
A =
(
1 0 1 0
0 1 1 0
)
,
then at the point (0, 0, 1, 0)T , D = diag (0, 0, 1, 1) and
AD =
(
0 0 1 0
0 0 1 0
)
,
which implies that the inverse of (AD2AT ) does not exist. Hence PAD does not exist
at the point (0, 0, 1, 0)T .
Now we explain where the ODE system (1) comes from when k = n. The central
path with barrier function −β1
∑n
i=1 x
α1
i (0 < α1 < 1, β1 > 0) can be defined as the
homotopy solution of the KKT system of an auxiliary optimization problem as follows:
(3)
⎧⎨
⎩
∇f(x)− z −AT y = 0,
Ax = b, x > 0,
X1−α1z = μα1β1e, z > 0,
where μ > 0 is the barrier penalty parameter, e = (1, . . . , 1)T ∈ Rn, and X1−α1 is
the power matrix in the usual sense of matrix analysis. The study of the existence
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1186 XUN QIAN, LI-ZHI LIAO, JIE SUN, AND HONG ZHU
and convergence of the central path for a more general convex program can be found
in [19]. In a recent paper [5], the central path and the affine scaling trajectory are
studied for both linear programming and semidefinite programming from a dynamical
system perspective. Let (x(μ), y(μ), z(μ)) be the solution of the system (3). If for
any μ > 0, (x(μ), y(μ), z(μ)) exists, then we obtain a trajectory of (x(μ), y(μ), z(μ))
in terms of μ. By taking the derivative with respect to μ in (3), we can arrive at
(4)
⎧⎪⎨
⎪⎩
∇2f(x) dxdμ − dzdμ −AT dydμ = 0,
A dxdμ = 0,
(1− α1)X−α1Z dxdμ +X1−α1 dzdμ = α1β1e,
where Z = diag (z1, z2, . . . , zn). From the above system, we can obtain (for detailed
derivations of the following ODE system and the ODE system (6), see the appendix)
(5)
dx
dμ
=
1
μ2
[
γ1In +
1
μ
DPADD∇2f(x)
]−1
DPADD∇f(x), x(μ0) = x0 ∈ P++,
where D = Xγ2, γ1 = (1 − α1)α1β1, and γ2 = 1− α12 . Let t = 1μ with t0 = 1μ0 in the
above equation (for a general case of the conversion, see section 2.2 in [13]), we have
(6)
dx
dt
= − [γ1In + tDPADD∇2f(x)]−1DPADD∇f(x), x(t0) = x0 ∈ P++,
which is just the ODE system (1) (x0 may be different) with k = n, γ1 > 0, and
1
2 < γ2 < 1. By using the barrier function β2
∑n
i=1 xi lnxi (β2 > 0), we can similarly
obtain the ODE system (6) with γ1 = β2 and γ2 =
1
2 . This explains where the ODE
system (1) comes from for k = n. It should also be mentioned that the solution of
the ODE system (6) defines the primal central path only if x0 is on the primal central
path. In fact, finding an (x0, y0, z0) on the central path is not an easy task. However,
for our ODE system (1), x0 is only required in P++.
Next we explain where the ODE system (1) comes from when k < n. For k =
n, the matrix Xγ2 is like a barrier to prevent the trajectory from going into the
nonpositive region. Hence for k < n, it is natural that we replace xγ2i with 1 for
i = k + 1, . . . , n. In fact, the ODE system (1) can also be generated by proposing
some specific barrier function. For 12 < γ2 < 1, the barrier function takes the form
(7) − β1
k∑
i=1
(xα1i + pixi) +
α1β1(1− α1)
2
n∑
i=k+1
(xi − x¯0i )2,
where pi’s and x¯
0
i ’s may depend on x
0, γ1 = (1 − α1)α1β1, and γ2 = 1 − α12 . For
problem (P), if we use the above barrier function, then from the KKT condition, we
have the following system⎧⎪⎪⎨
⎪⎪⎩
(∇f(x))i − μα1β1xα1−1i − μβ1pi + (AT y)i = 0, i = 1, . . . , k,
(∇f(x))i + μα1β1(1− α1)(xi − x¯0i ) + (AT y)i = 0, i = k + 1, . . . , n,
Ax = b,
xi > 0, i = 1, . . . , k.
In the above system, we can choose parameters pi’s and x¯
0
i ’s such that the initial point
of the ODE system (1) satisfies the above KKT condition. By taking the derivative
with respect to μ in the above system, we can get the ODE system (1) similarly.
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THE GENERALIZED CENTRAL PATHS 1187
For γ2 =
1
2 , the barrier function takes the form
(8) β2
k∑
i=1
(xi lnxi + pixi) +
β2
2
n∑
i=k+1
(xi − x¯0i )2,
where pi’s and x¯
0
i ’s may depend on x
0, γ1 = β2, and γ2 =
1
2 . The barrier function (7)
may not satisfy the condition H12 in [11], i.e., the barrier function attains its minimum
on Rnk++ at some point x˜. However, after we obtain the existence, uniqueness, and
boundedness of these solution trajectories, the convergence can be proved similarly
by the method in [11] if x0 is on the primal central path (but here we only require x0
in P++). In order to distinguish this from the usual central path, we call the solution
trajectories of the ODE system (1) (parameterized by γ1, γ2, and x
0) as the generalized
central paths. At the end of section 4, we will illustrate the trajectory behaviors of
the central path and our generalized central paths by using a C2 example in [7].
For simplicity, in what follows, ‖·‖ denotes the 2-norm. Ck stands for the class of
kth order continuously differentiable functions. Unless otherwise specified, xj denotes
the jth component of a vector x, e denotes the column vector of all ones, and ei
denotes the unity column vector whose ith component is 1, the dimension of e and ei
are clear from the context. For any index subset J ⊆ {1, . . . , n}, we denote by xJ the
vector composed of those components of x ∈ Rn indexed by j ∈ J , rank (Q) denotes
the rank of the matrix Q.
The rest of this paper is organized as follows. In section 2, we (i) verify that
the ODE system (1) has a unique solution in [t0,+∞), and (ii) introduce a potential
function for the ODE system (1). In section 3, we prove that every accumulation point
of the continuous trajectory of the ODE system (1) is an optimal solution for problem
(P). In section 4, we show the strong convergence of the continuous trajectory and
verify that the limiting point has the maximal number of the positive components in
{x1, . . . , xk} among the optimal solutions. At the end of section 4, several figures are
shown to illustrate the trajectory behaviors of the central path and our generalized
central paths for an example in [7] and we also discuss the calculation of the direction
in the ODE system (1) and the choice of parameters γ1 and γ2 briefly. Finally, some
conclusions are drawn in section 5.
2. Properties of the generalized central paths. The following assumptions
are made throughout this paper.
Assumption 1. P++ is nonempty, and there exists a point x∗ ∈ P+ such that
f(x∗) is the optimal value of problem (P).
Assumption 2. f(x) ∈ C3 on Rnk+.
In this section, we first show that for any fixed γ1, γ2, and x
0 in the ODE system
(1), the solution of the ODE system (1) is unique and can be extended to infinity. Then
a potential function is introduced in assisting the convergence proof for the solution
of the ODE system (1). We begin our discussion by revealing some smoothness
properties for the right-hand side of the ODE system (1).
Lemma 3. For any γ2 > 0, (AD
2AT )−1 ∈ C1 on Rnk++ with respect to x.
Proof. Since A has full row rank m, for any x ∈ Rnk++, it is not hard to see that
(AD2AT )−1 exists. Then since AD2AT ∈ C1 on Rnk++ with respect to x, and the
inverse of a matrix is smooth on the open set of invertible matrices (see Chapter 2 in
[20]), we know that (AD2AT )−1 ∈ C1 on Rnk++ with respect to x.
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Lemma 4. If A, B ∈ Rn×n are both symmetric and positive semidefinite, then all
eigenvalues of AB are nonnegative.
Proof. Since B is symmetric and positive semidefinite, then from Theorem 7.2.6
in [10], there exists a unique symmetric and positive semidefinite square root of B,
say B
1
2 . Then from Theorem 1.3.20 in [10], we know AB has the same eigenvalues
as B
1
2AB
1
2 . Since B
1
2AB
1
2 is symmetric and positive semidefinite, its eigenvalues are
all nonnegative. Hence all eigenvalues of AB are nonnegative.
Lemma 5. For any γ1 > 0 and γ2 > 0, (γ1In + tDPADD∇2f(x))−1 ∈ C1 on
(t, x) ∈ (0,+∞)× Rnk++.
Proof. For any γ1 > 0, γ2 > 0, and x ∈ Rnk++, from Lemma 3, we know that
PAD = I −DAT (AD2AT )−1AD ∈ C1.
From this and Assumption 2, it is easy to see DPADD∇2f(x) ∈ C1, and for (t, x) ∈
(0,+∞)× Rnk++, γ1In + tDPADD∇2f(x) ∈ C1.
Since f(x) is convex, ∇2f(x) is positive semidefinite. Noticing P 2AD = PAD,
it is easy to see that for any x ∈ Rnk++, DPADD is positive semidefinite. So all
eigenvalues of tDPADD∇2f(x) are nonnegative from Lemma 4 for any t ≥ 0. Then
(γ1In + tDPADD∇2f(x))−1 always exists. Moreover, since the inverse of a matrix
is smooth on the open set of invertible matrices (see Chapter 2 in [20]), then for
(t, x) ∈ (0,+∞)× Rnk++, [
γ1In + tDPADD∇2f(x)
]−1 ∈ C1.
The proof is completed.
Theorems 6 and 7 below guarantee the existence, uniqueness, and feasibility for
the solution of the ODE system (1).
Theorem 6. For the ODE system (1), there exists a unique solution x(t) with
a maximal existence interval [t0, β); in addition, xi(t) > 0 for i = 1, . . . , k on the
existence interval.
Proof. By Lemma 5, the right-hand side of the ODE system (1) is locally Lipschitz
continuous on (0,+∞)×Rnk++. Then from Theorem IV.1.2 in [3], there exists a unique
solution x(t) of the ODE system (1) on the maximal existence interval [t0, β) for some
β > t0 or β = +∞ such that x(t) ∈ Rnk++. Since x(t) ∈ Rnk++, xi(t) > 0 for
i = 1, . . . , k on the existence interval. The proof is completed.
Later in this section, it will be shown that β = +∞ (Theorem 15). To simplify
the presentation, in the remainder of this paper, x(t) (or D(t)) will be replaced by x
(or D) whenever no confusion would occur. The next theorem shows that the solution
trajectory is feasible for problem (P).
Theorem 7. Let x(t) be the solution of the ODE system (1) in the maximal
existence interval [t0, β). Then Ax(t) = b ∀t ∈ [t0, β).
Proof. By the implicit form (2), we know that for any t ∈ [t0, β)
x(t) = x0 − 1
γ1
∫ t
t0
(
DPADD
[
∇f(x) + t∇2f(x)dx
dt
]
|t=τ
)
dτ.
Noticing
ADPAD = AD −AD2AT (AD2AT )−1AD ≡ 0,
D
ow
nl
oa
de
d 
08
/2
9/
18
 to
 1
34
.7
.9
3.
12
9.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
THE GENERALIZED CENTRAL PATHS 1189
we can get
Ax(t) = Ax0 − 1
γ1
∫ t
t0
(
ADPADD
[
∇f(x) + t∇2f(x)dx
dt
]
|t=τ
)
dτ = b.
Thus the theorem is proved.
The next four lemmas lay the foundation for the potential function which will be
introduced in (9) below. The potential function will play a vital role in the proofs of
the main results.
Lemma 8. For any fixed γ2 ≥ 12 , if 0 < xi ≤ M for i = 1, . . . , k, and |xi| ≤
M for i = k + 1, . . . , n, and ∇f(x) ∈ C1 on Rnk+, then there exists some positive
constant Mˆ such that ‖∇f(x)‖ ≤ Mˆ , moreover, every entry of DPADD∇f(x) and
D
1− 1γ2 PADD∇f(x) is bounded, and the bound depends only on A, M , n, and Mˆ .
Proof. If 0 < xi ≤ M for i = 1, . . . , k and |xi| ≤ M for i = k + 1, . . . , n, then x
belongs to a closed bounded subset of Rnk+. Along with the assumption that ∇f(x) ∈
C1 on Rnk+, there must exist some positive constant Mˆ such that ‖∇f(x)‖ ≤ Mˆ .
From Lemma 3 and the remark in [23], we know that if d > 0, then every entry
of (AD2AT )−1AD2 is bounded, and the bound depends only on A and n. So if
0 < xi ≤ M for i = 1, . . . , k, then every entry of
DPADD = D
2 −D2AT (AD2AT )−1AD2
is bounded, and the bound depends only on A, M , and n.
Hence, we know that every entry of DPADD∇f(x) is bounded. Furthermore the
bound depends only on A, M , n, and Mˆ . Noticing that
D1−
1
γ2 PADD = D
2− 1γ2 −D2− 1γ2AT (AD2AT )−1AD2
and γ2 ≥ 12 , we can similarly verify that every entry of D1−
1
γ2 PADD is bounded, and
the bound depends only on A, M , and n. Therefore, we know that every entry of
D1−
1
γ2 PADD∇f(x) is bounded, and the bound depends only on A, M , n, and Mˆ .
Thus the proof is completed.
Lemma 9 (see [4]). Suppose f is differentiable (i.e., its gradient ∇f exists at
each point in domf). Then f is convex if and only if domf is convex and
f(y) ≥ f(x) +∇f(x)T (y − x)
holds for all x, y ∈ domf .
Proof. See section 3.1.3 in [4] for the proof.
Lemma 10. Let a be any positive constant and let g(x) = x − a − a · ln xa . Then
for any scalar x > 0, g(x) ≥ 0 and g(x) = 0 if and only if x = a. Furthermore,
g(x) → +∞ as x → 0+ or x → +∞.
Proof. The proof is obvious and omitted.
Lemma 11. Let a be any positive constant and 1 < r < 2. Then for any scalar
x > 0, g(x) = 12−r (x
2−r − a2−r) − a1−r ( 1xr−1 − 1ar−1 ) ≥ 0 and g(x) = 0 if and only if
x = a. Furthermore, g(x) → +∞ as x → 0+ or x → +∞.
Proof. This can be verified by basic calculus and the proof is omitted.
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Now we introduce a potential function for the ODE system (1). With the help
of this potential function, the boundedness of the optimal solution set is no longer
needed in the convergence proof for the solution of the ODE system (1). Instead, only
the weaker Assumption 1 is needed. In 1983, Losert and Akin [14] introduced a kind
of potential function for both the discrete and continuous dynamical systems in a clas-
sical model of population genetics. Their potential function was originally designed
for a single constraint. We extend their potential function to multiple constraints.
In order to define the potential function, we first introduce some notations. For any
y ∈ Rnk+, B(y) = {i | yi > 0, i = 1, . . . , k} and N(y) = {i | yi = 0, i = 1, . . . , k}.
Obviously, for any y ∈ Rnk+, B(y) ∩ N(y) = ∅ and B(y) ∪ N(y) = {1, . . . , k}. Then
the potential function V (t, x, y) for the ODE system (1) can be defined as follows:
(9) V (t, x, y) = γ1I(x, y) + t
[
f(y)− f(x) + (x− y)T∇f(x)] ,
where
I(x, y) =
n∑
i=k+1
1
2
(xi − yi)2
+
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
k∑
i=1
(xi − yi)−
∑
i∈B(y)
yi · ln xi
yi
if γ2 =
1
2 , B(y) ⊆ B(x),(10)
k∑
i=1
x2−2γ2i − (yi)2−2γ2
2− 2γ2
−
∑
i∈B(y)
yi
1− 2γ2
(
1
x2γ2−1i
− 1
y2γ2−1i
)
if 12 < γ2 < 1, B(y) ⊆ B(x),(11)
+ ∞ if B(y)  B(x),(12)
t > 0 and x ∈ Rnk+ are the variables, y ∈ Rnk+ is a parameter.
With the introduction of function V (t, x, y) in (9), some important results can be
obtained in Theorems 15 and 16. But first, the following Lemmas 12, 13, and 14 are
needed.
Lemma 12. For any (t, x) ∈ (0,+∞)× Rnk++, the formula
− [γ1In + tDPADD∇2f(x)]−1DPADD∇f(x)
in the ODE system (1) has the following equivalent form:
(13) −DPAD
[
γ1In + tPADD∇2f(x)DPAD
]−1
PADD∇f(x).
Proof. Since PAD is a symmetric matrix and P
2
AD = PAD, we know the eigenval-
ues of PAD are 0 or 1. From the eigenvalue decomposition of PAD, there exist two
matrices Q ∈ Rn×p and R ∈ Rn×(n−p) such that PAD = QQT and [Q R]T [Q R] = In
with p = rank(PAD). Then
γ1In + tPADD∇2f(x)DPAD = γ1In + tQQTD∇2f(x)DQQT
= γ1QQ
T + γ1RR
T + tQQTD∇2f(x)DQQT
= Q(γ1Ip + tQ
TD∇2f(x)DQ)QT + γ1RRT
= [Q R]
(
γ1Ip + tQ
TD∇2f(x)DQ 0
0 γ1In−p
)
[Q R]T ,
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which implies
[
γ1In + tPADD∇2f(x)DPAD
]−1
= [Q R]
([
γ1Ip + tQ
TD∇2f(x)DQ]−1 0
0 (γ1In−p)−1
)
[Q R]T .
Thus from QTR = 0 and QTQ = Ip,
−DPAD
[
γ1In + tPADD∇2f(x)DPAD
]−1
PADD∇f(x)
= −DQQT [Q R]
([
γ1Ip + tQ
TD∇2f(x)DQ]−1 0
0 (γ1In−p)−1
)
[Q R]TQQTD∇f(x)
= −DQ [γ1Ip + tQTD∇2f(x)DQ]−1QTD∇f(x).
In addition,
− [γ1In + tDPADD∇2f(x)]−1DPADD∇f(x)
= −D [γ1In + tPADD∇2f(x)D]−1 PADD∇f(x)
= −D [γ1In + tQQTD∇2f(x)D]−1QQTD∇f(x).
Hence the lemma is proved, if we have the following equality
(14) Q
[
γ1Ip + tQ
TD∇2f(x)DQ]−1 = [γ1In + tQQTD∇2f(x)D]−1Q.
Noticing that
[
γ1In + tQQ
TD∇2f(x)D]Q [γ1Ip + tQTD∇2f(x)DQ]−1
= γ1Q
[
γ1Ip + tQ
TD∇2f(x)DQ]−1
+ tQQTD∇2f(x)DQ [γ1Ip + tQTD∇2f(x)DQ]−1
= Q
[
γ1Ip + tQ
TD∇2f(x)DQ] [γ1Ip + tQTD∇2f(x)DQ]−1
= Q,
the equality (14) holds and the proof is completed.
Lemma 13. For any fixed γ1 > 0 and γ2 ≥ 12 , if 0 < xi ≤ M for i = 1, . . . , k and|xi| ≤ M for i = k+1, . . . , n with M > 0, ∇2f(x) ∈ C1 on Rnk+, and 0 ≤ t ≤ β1 with
t0 < β1 < +∞, where β1 ≤ β and β is defined in Theorem 6, then
(i) there exists some positive constant M˜ such that ‖∇2f(x)‖ ≤ M˜ ;
(ii) every entry of
[
γ1In + tDPADD∇2f(x)
]−1
DPADD∇f(x) is bounded, and
the bound depends only on A, M , n, β1, Mˆ , and M˜ , where Mˆ is defined in
Lemma 8;
(iii) every entry of D−
1
γ2
[
γ1In + tDPADD∇2f(x)
]−1
DPADD∇f(x) is bounded,
and the bound depends only on A, M , n, β1, Mˆ , and M˜ , where Mˆ is defined
in Lemma 8.
Proof. (i) If 0 < xi ≤ M for i = 1, . . . , k and |xi| ≤ M for i = k + 1, . . . , n with
M > 0, then x belongs to a closed bounded subset of Rnk+. Furthermore ∇2f(x) ∈ C1
on Rnk+, hence there exists some positive constant M˜ such that ‖∇2f(x)‖ ≤ M˜ .
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(ii) From Lemma 8, we know that when 0 < xi ≤ M for i = 1, . . . , k and |xi| ≤ M
for k + 1 ≤ i ≤ n, every entry of DPADD∇f(x) and D1−
1
γ2 PADD∇f(x) is bounded,
and the bound depends only on A, M , n, and Mˆ .
From (i), we know that every entry of DPADD∇2f(x) is bounded, and the bound
depends only on A, M , n, and M˜ . Therefore, when 0 < xi ≤ M for i = 1, . . . , k and
|xi| ≤ M for k + 1 ≤ i ≤ n and 0 ≤ t ≤ β1, every entry of γ1In + tDPADD∇2f(x)
is bounded, and every entry of its adjoint matrix is also bounded. Furthermore its
determinant is not less than γn1 because the eigenvalues of tDPADD∇2f(x) are all
nonnegative from Lemma 4. Hence every entry of
[
γ1In + tDPADD∇2f(x)
]−1
is
bounded, and the bound depends only on A, M , n, β1, and M˜ .
Therefore we know that if 0 < xi ≤ M for i = 1, . . . , k and |xi| ≤ M for
k + 1 ≤ i ≤ n and 0 ≤ t ≤ β1, then every entry of[
γ1In + tDPADD∇2f(x)
]−1
DPADD∇f(x)
is bounded, and the bound depends only on A, M , n, β1, Mˆ , and M˜ .
(iii) Let
d˜ = − [γ1In + tDPADD∇2f(x)]−1DPADD∇f(x).
Then every entry of d˜ is bounded, and we can write d˜ in the following form,
d˜ = − 1
γ1
DPADD(∇f(x) + t∇2f(x)d˜),
then we have
D−
1
γ2 d˜ = − 1
γ1
D1−
1
γ2 PADD(∇f(x) + t∇2f(x)d˜).
From the proof of Lemma 8, we know that every entry of D1−
1
γ2 PADD is bounded,
and the bound depends only on A, M , and n. Furthermore it is easy to see that when
0 < xi ≤ M for i = 1, . . . , k and |xi| ≤ M for k + 1 ≤ i ≤ n and 0 ≤ t ≤ β1, then
every entry of ∇f(x) + t∇2f(x)d˜ is bounded, and the bound depends only on A, M ,
n, β1, Mˆ , and M˜ . Hence we know that every entry of
D−
1
γ2 d˜ = D−
1
γ2
[
γ1In + tDPADD∇2f(x)
]−1
DPADD∇f(x)
is bounded, and the bound depends only on A, M , n, β1, Mˆ , and M˜ . Thus the proof
is completed.
Lemma 14. Let x(t) be the solution of the ODE system (1) on the maximal ex-
istence interval [t0, β). Then there exists an M > 0 which depends only on t0, x
0,
x∗, and f(x∗) − f(x0) + (x0 − x∗)T∇f(x0) such that |xi(t)| ≤ M ∀t ∈ [t0, β) for
i = 1, . . . , n.
Proof. We can define function I1(t, x) as follows:
I1(t, x) = V (t, x, x
∗) ∀(t, x) ∈ (0,+∞)× Rnk+,
where x∗ ∈ P+ according to Assumption 1.
From Theorem 6, x(t) ∈ Rnk++, so I1(t, x(t)) is well defined. First, we have
dI1(t,x(t))
dt =
∂V (t,x,x∗)
∂x · dxdt + ∂V (t,x,x
∗)
∂t · 1
= γ1
∂I(x,x∗)
∂x · dxdt +
∂[f(y)−f(x)+(x−y)T∇f(x)]·t
∂x · dxdt + ∂V (t,x,x
∗)
∂t .
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Since x(t) ∈ Rnk++, B(x(t)) = {1, 2, . . . , k}. Then it can be verified for k+ 1 ≤ i ≤ n,
∂I(x, x∗)
∂xi
= xi − x∗i .
For i ∈ B(x∗) and γ2 = 12 ,
∂I(x, x∗)
∂xi
= 1− x
∗
i
xi
= (xi − x∗i )x−2γ2i .
For i ∈ B(x∗) and 12 < γ2 < 1,
∂I(x, x∗)
∂xi
= x1−2γ2i − x∗i x−2γ2i = (xi − x∗i )x−2γ2i .
For i ∈ N(x∗) and γ2 = 12 , since x∗i = 0, hence
∂I(x, x∗)
∂xi
= 1 = (xi − 0)x−1i = (xi − x∗i )x−2γ2i .
For i ∈ N(x∗) and 12 < γ2 < 1, since x∗i = 0, hence
∂I(x, x∗)
∂xi
= x1−2γ2i = (xi − 0)x−2γ2i = (xi − x∗i )x−2γ2i .
Therefore ∂I(x,x
∗)
∂x = (x− x∗)TD−2. Moreover, from Theorem 7, we have
(x(t)− x∗)TD−2DPADD = (x(t) − x∗)T − (x(t) − x∗)TAT (AD2AT )−1AD2
= (x(t) − x∗)T ,
hence, from the implicit form (2), we have
dI1(t, x(t))
dt
=
[
γ1(x− x∗)TD−2 + t(x− x∗)T∇2f(x)
] dx
dt
+ f(x∗)− f(x) + (x − x∗)T∇f(x)
= (x∗ − x)T
[
∇f(x) + t∇2f(x)dx
dt
]
+ t(x− x∗)T∇2f(x)dx
dt
+ f(x∗)− f(x) + (x − x∗)T∇f(x)
= (x∗ − x)T∇f(x) + f(x∗)− f(x) + (x − x∗)T∇f(x)
= f(x∗)− f(x)
≤ 0.
From Lemma 9, we have
(15) f(x∗)− f(x) + (x− x∗)T∇f(x) ≥ 0.
From Lemmas 10, 11, and inequality (15), we know that for any (t, x) ∈ (0,+∞) ×
Rnk++, if there exists some i ∈ {1, . . . , n} such that |xi| → +∞, then I1(t, x) →
+∞. But I1(t, x(t)) ≤ I1(t0, x(t0)) ∀t ∈ [t0, β). Since I1(t0, x0) = γ1I(x0, x∗) +
t0[f(x
∗) − f(x0) + (x0 − x∗)T∇f(x0)], we know that there exists an M > 0 which
depends only on t0, x
0, x∗, and f(x∗)− f(x0)+ (x0− x∗)T∇f(x0) such that |xi(t)| ≤
M ∀t ∈ [t0, β) for i = 1, . . . , n.
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Theorem 15. Let the maximal existence interval of the solution x(t) of the ODE
system (1) be [t0, β). Then β = +∞.
Proof. Assume β = +∞. Noticing that
dx
dt
= D
1
γ2D
− 1γ2
[
γ1In + tDPADD∇2f(x)
]−1
DPADD∇f(x),
we have for i ∈ {1, . . . , k},
dxi
dt
= xi ·
{
D−
1
γ2
[
γ1In + tDPADD∇2f(x)
]−1
DPADD∇f(x)
}
i
.
Hence from Lemmas 13 and 14, we know that there exists an L > 0 such that for
every i ∈ {1, . . . , k}, we have
(16)
∣∣∣∣dxidt
∣∣∣∣ ≤ Lxi ∀t ∈ [t0, β),
and for every i ∈ {k + 1, . . . , n}, we have
(17)
∣∣∣∣dxidt
∣∣∣∣ ≤ L ∀t ∈ [t0, β);
furthermore this L depends only on A, n, β, t0, x
0, x∗, Mˆ , M˜ , and f(x∗) − f(x0) +
(x0 − x∗)T∇f(x0), where Mˆ is defined in Lemma 8 and M˜ is defined in Lemma 13.
For every i ∈ {1, . . . , n}, from inequalities (16), (17), and 0 < |xi(t)| ≤ M ∀t ∈
[t0, β), we know that (without loss of generality we assume M ≥ 1)
(18)
∣∣∣∣dxidt
∣∣∣∣ ≤ LM ∀t ∈ [t0, β);
furthermore, x(t) is continuous on [t0, β), and it is not hard to see that limt→β− x(t)
exists. We denote this limit as x(β). Evidently x(β) ∈ Rnk+. According to the
extension theorem in section 2.5 in [2], we know that (t, x(t)) will go to the boundary
of the open set (0,+∞) × Rnk++. However, because of the hypothesis, β = +∞, so
there must exist at least one i ∈ {1, . . . , k} such that xi(β) = 0. From inequality (16),
we know that if t ∈ [t0, β),
dxi
xi
≥ −Ldt.
Integrating the inequality above, we have for every t ∈ [t0, β)
lnxi(t)− lnxi(t0) ≥ −L(t− t0).
Since xi(t) → xi(β) = 0 as t → β−, lnxi(t) − lnxi(t0) → −∞ as t → β−, but
−L(t− t0) is bounded since −L(t− t0) ≥ −L(β − t0). This is a contradiction. Thus
β = +∞, and the proof is completed.
From Theorem 15, we can define the limit set for the solution of the ODE system
(1). Let x(t) be the solution of the ODE system (1), then its limit set is defined as
Ω1(x0) =
{
p ∈ Rn | ∃{tk}+∞k=0 with limk→+∞ tk = +∞ such that limk→+∞ x(tk) = p
}
.
Note that in fact, set Ω1(x0) also depends on parameters γ1 and γ2 in the ODE system
(1). But to simplify our notation, γ1 and γ2 are omitted here.
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Theorem 16. The limit set Ω1(x0) is nonempty and contained in P+.
Proof. From Theorems 6, 7, and 15, we know that the limit set Ω1(x0) is contained
in P+. From Lemma 14, we know that the solution x(t) is contained in a bounded
closed set. Hence the limit set Ω1(x0) is also nonempty.
The next theorem reveals some fundamental properties for the solutions of the
ODE system (1).
Theorem 17. Let x(t) be the solution of the ODE system (1), then f(x(t)) is a
nonincreasing function on [t0,+∞). Furthermore, if x0 ∈ P++ is an optimal solution
for problem (P), then x(t) ≡ x0 on [t0,+∞); otherwise f(x(t)) is a strictly decreasing
function on [t0,+∞).
Proof. From the equivalent form (13), we have for t ≥ t0,
(19)
df(x(t))
dt
= −
∥∥∥[γ1In + tPADD∇2f(x)DPAD]− 12 PADD∇f(x)∥∥∥2 ≤ 0.
Hence we know that f(x(t)) is a nonincreasing function on [t0,+∞).
The KKT conditions for problem (P) can be stated as follows:
(20)
⎧⎪⎪⎨
⎪⎪⎩
Ax = b, x ∈ Rnk+,
Xz = 0, z ∈ Rnk+,
AT y + z = ∇f(x), y ∈ Rm,
zi = 0 for k + 1 ≤ i ≤ n.
If x ∈ P++ is an optimal solution, there must exist corresponding (y, z) such that
the system (20) holds, then
z = 0 and AT y = ∇f(x),
thus, it is easy to see that
PADD∇f(x) = PADDAT y = 0.
Hence if x0 ∈ P++ is an optimal solution, we know that the right-hand side of the
ODE system (1) equals zero at x = x0, therefore x(t) ≡ x0 for t ≥ t0 is a solution
of the ODE system (1). Because of the uniqueness of the solution, we know that
x(t) ≡ x0 on [t0,+∞).
If x0 ∈ P++ is not an optimal solution, we show that f(x(t)) is a strictly de-
creasing function on [t0,+∞). Suppose that f(x(t)) is not a strictly decreasing
function on [t0,+∞), then there must exist t1 and t2 with t0 ≤ t1 < t2 such that
f(x(t1)) = f(x(t2)). Since
df(x(t))
dt ≤ 0, we know that when t1 ≤ t ≤ t2, df(x(t))dt ≡ 0.
Then from (19), we have that when t1 ≤ t ≤ t2,[
γ1In + tPADD∇2f(x)DPAD
]− 12 PADD∇f(x) ≡ 0.
For 0 < t1 ≤ t ≤ t2, the matrix γ1In+tPADD∇2f(x)DPAD is symmetric and positive
definite, thus
[
γ1In + tPADD∇2f(x)DPAD
]− 12 is always invertible, which implies that
when t1 ≤ t ≤ t2,
PADD∇f(x) ≡ 0.
In particular, at the point x(t1) = x
1 ∈ P++, we have
(21) PADD∇f(x) = 0.
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Consider the following ODE system
(22)
dx
dt
= − [γ1In + tDPADD∇2f(x)]−1DPADD∇f(x), x(t1) = x1 ∈ P++,
where the ODE is the same as the one in system (1). In order to distinguish the
two solutions of the ODE systems (1) and (22), we denote the solution of the ODE
system (22) by x˜(t). From (21), we know that when x = x1 for any t > 0, dxdt = 0 in
the ODE system (22). Hence x˜(t) ≡ x1 on [t0,+∞) is a solution of the ODE system
(22). However, the solution x(t) of the ODE system (1) also satisfies x(t1) = x
1
and satisfies the ODE in the ODE system (22), which implies that x˜(t) = x(t) on
[t0,+∞) is also a solution of the ODE system (22). According to the uniqueness of
the solution for the ODE system (22), we have x(t) ≡ x1 on [t0,+∞). In particular,
we have x0 = x(t0) = x
1. Thus from (21), we have PADD∇f(x)|x=x0 = 0. Moreover,
x0 ∈ P++, D is invertible at x0, hence, from
PADD∇f(x)|x=x0 = D
[
In −AT (AD2AT )−1AD2
]∇f(x)|x=x0 = 0,
we have ∇f(x0) = AT (AD2AT )−1AD2∇f(x)|x=x0 .
Let y0 = (AD2AT )−1AD2∇f(x)|x=x0 and z0 = 0 ∈ Rn. Then (x0, y0, z0) satisfies
the KKT system (20), which implies that x0 is an optimal solution for problem (P).
This is a contradiction. Hence f(x(t)) is a strictly decreasing function on [t0,+∞).
Thus the proof is completed.
3. Optimality of the cluster point(s). In this section, we will show that every
accumulation point of the solution of the ODE system (1) is an optimal solution for
problem (P).
Theorem 18. Every point in Ω1(x0) is an optimal solution for problem (P).
Proof. When i ∈ N(x∗), we have x∗i = 0. From Lemmas 9, 10, and 11, it is easy
to see that I1(t, x) ≥ 0 for all x ∈ Rnk++ and t > 0. So for all t ∈ [t0,+∞), I1(t, x(t))
is bounded below. This along with the fact that dI1(t,x(t))dt ≤ 0 implies that I1(t, x(t))
has a finite limit as t → +∞.
Let x(1) ∈ Ω1(x0). From Theorem 17 and Assumption 1, we know f(x(t)) has a
finite limit as t → +∞, and for any x(1) ∈ Ω1(x0), we have
lim
t→+∞ f(x(t)) = f(x
(1)) ≥ f(x∗).
Assume f(x(1)) > f(x∗), then since dI1(t,x(t))dt = f(x
∗)−f(x) (see the proof of Lemma
14), we know for any t ≥ t0,
dI1(t, x(t))
dt
< f(x∗)− f(x(1)) < 0,
which contradicts the fact that I1(t, x(t)) has a finite limit as t → +∞. Hence x(1) is
an optimal solution for problem (P).
4. Convergence of the generalized central paths. Now, it comes to a key
result of the paper.
Theorem 19. The limit set Ω1(x0) only contains a single point.
Proof. From Theorem 16, we know that Ω1(x0) is not empty. So we can choose a
point xˇ ∈ Ω1(x0), and evidently xˇ ∈ P+. From (9), we can define V1(t, x) as follows:
V1(t, x) = V (t, x, xˇ) ∀(t, x) ∈ (0,+∞)× Rnk+.
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Let x(t) be the solution of the ODE system (1); similarly to the proof in Lemma 14,
we can have
(23)
dV1(t, x(t))
dt
= f(xˇ)− f(x(t)) ≤ 0.
From Lemmas 9, 10, and 11, it is straightforward to see that I(x, xˇ) ≥ 0 and V1(t, x) ≥
0 for any t ≥ t0 > 0 and x ∈ Rnk+. In addition, I(x, xˇ) = 0 ⇐⇒ x = xˇ. Noticing
from Lemma 9 that f(xˇ)−f(x)+(x− xˇ)T∇f(x) ≥ 0 for any x ∈ Rnk+, if we can prove
lim
t→+∞V1(t, x(t)) = 0,
then the limit set Ω1(x0) only contains a single point.
Now we prove limt→+∞ V1(t, x(t)) = 0. For any T > t0 and x(T ) ∈ Rnk++
(guaranteed by Theorems 6 and 15), we can define V2(t, x) in (9) as follows:
V2(t, x) = V (t, x, x(T )).
Then we have
dV2(t, x(t))
dt
= f(x(T ))− f(x(t)).
This, (23), and Theorem 18 imply
d(V1(t, x(t)) − V2(t, x(t)))
dt
= f(xˇ)− f(x(T )) ≤ 0.
Noticing V2(T, x(T )) = V (T, x(T ), x(T )) = 0, we have
V1(T, x(T ))− V2(T, x(T )) = V1(T, x(T )) ≤ V1(t0, x(t0))− V2(t0, x(t0)).
Next we show that V1(t0, x(t0)) − V2(t0, x(t0)) can be sufficiently small for some
T big enough. Since x(T ) ∈ Rnk++, we know B(x(T )) = {1, . . . , k} and N(x(T )) = ∅.
If γ2 =
1
2 ,
V1(t0, x(t0))− V2(t0, x(t0))
=
γ1
2
n∑
i=k+1
[
(x0i − xˇi)2 − (x0i − x(T )i)2
]
+ t0
[
f(xˇ)− f(x(T )) + (x(T )− xˇ)T∇f(x0)]
+
k∑
i=1
γ1(x(T )i − xˇi) +
∑
i∈N(xˇ)
γ1x(T )i ln
x0i
x(T )i
−
∑
i∈B(xˇ)
γ1
(
xˇi ln
x0i
xˇi
− x(T )i ln x
0
i
x(T )i
)
.
For i ∈ B(xˇ), xˇi > 0, and for i ∈ N(xˇ), xˇi = 0. Noticing
lim
a→0
a ln
x0i
a
= 0
for any x0i > 0, i = 1, . . . , k, therefore V1(t0, x(t0)) − V2(t0, x(t0)) can be sufficiently
small if ‖x(T ) − xˇ‖ is sufficiently small. However xˇ ∈ Ω1(x0), hence, we can choose
some T big enough such that ‖x(T ) − xˇ‖ is sufficiently small. So for any  > 0, we
can choose some T big enough such that
V1(t0, x(t0))− V2(t0, x(t0)) = V (t0, x(t0), xˇ)− V (t0, x(t0), x(T )) ≤ .
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If 12 < γ2 < 1, we can get this similarly. Then we get V1(T, x(T )) ≤ . But V1(t, x(t))
is nonincreasing from (23), hence we can get
(24) lim
t→+∞V1(t, x(t)) = 0.
Thus the theorem is proved.
Interestingly, we can show that the limit point of the solution of the ODE system
(1) has the maximal number of the positive components in {x1, . . . , xk} among the
optimal solutions of problem (P).
Theorem 20. The limit point of the solution of the ODE system (1) has the max-
imal number of the positive components in {x1, . . . , xk} among the optimal solutions
of problem (P).
Proof. Let Ω∗ denote the optimal solution set of problem (P), and define
B∗ = {i| ∃x ∈ Ω∗ such that xi > 0, 1 ≤ i ≤ k}.
Evidently, for any x ∈ Ω∗, B(x) ⊆ B∗. If B∗ = ∅, then the theorem is evident. Thus
in the following, we assume B∗ = ∅ and use |B∗| to denote the number of elements
in B∗. Then there must exist some x¯ ∈ Ω∗ such that B(x¯) = B∗. In fact, for every
i ∈ B∗ ⊆ {1, . . . , k}, according to the definition of B∗, there exists a point x(i) ∈ Ω∗
such that x
(i)
i > 0, hence, for
x¯ =
∑
i∈B∗
1
|B∗|x
(i),
B(x¯) = B∗, and it is easy to see that x¯ ∈ Ω∗. Now we can see the maximum number
of the positive components in {x1, . . . , xk} among the optimal solutions of problem
(P) is actually |B∗|. Furthermore, for any optimal solution x˜ which has the maximal
number of the positive components in {x1, . . . , xk} among the optimal solutions, since
B(x˜) ⊆ B∗ and the number of the elements in B(x˜) is |B∗|, we have B(x˜) = B∗.
Without loss of generality, we can assume that the optimal solution x∗ in Assump-
tion 1 has the maximal number of the positive components in {x1, . . . , xk} among the
optimal solutions. Then we have B(x∗) = B∗. We consider the function I1(t, x(t)) in
Lemma 14. From the proof of Lemma 14, we have for any t ∈ [t0,+∞),
(25) I1(t, x(t)) ≤ I1(t0, x(t0)),
where x(t) is the solution of the ODE system (1). Noticing that for i ∈ N(x∗), x∗i = 0,
we can rewrite I1(t, x(t)) as follows:
I1(t, x(t)) = γ1
n∑
i=k+1
1
2
(xi − x∗i )2 + t
[
f(x∗)− f(x) + (x− x∗)T∇f(x)]
+ γ1 ·
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
∑
i∈N(x∗)
xi +
∑
i∈B(x∗)
(
xi − x∗i − x∗i · ln
xi
x∗i
)
if γ2 =
1
2 ,
∑
i∈N(x∗)
x2−2γ2i
2− 2γ2 +
∑
i∈B(x∗)
[
x2−2γ2i − (x∗i )2−2γ2
2− 2γ2
− x
∗
i
1− 2γ2
(
1
x2γ2−1i
− 1
(x∗i )2γ2−1
)]
if 12 < γ2 < 1.
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For k + 1 ≤ i ≤ n, we have 12 (xi − x∗i )2 ≥ 0. From Lemma 9, f(x∗) − f(x) +
(x − x∗)T∇f(x) ≥ 0. For i ∈ N(x∗), we have xi > 0 and x
2−2γ2
i
2−2γ2 > 0. For i ∈ B(x∗),
from Lemmas 10 and 11, we know (xi − x∗i − x∗i · ln xix∗i ) and
x2−2γ2i − (x∗i )2−2γ2
2− 2γ2 −
x∗i
1− 2γ2
(
1
x2γ2−1i
− 1
(x∗i )2γ2−1
)
are both nonnegative and will go to +∞ if xi → 0. Hence, from (25), we can see
that for each i ∈ B(x∗), the ith component of the solution of the ODE system (1)
xi(t) is bounded below by some positive constant ci. Therefore, the limit point xˆ of
the solution of the ODE system (1) must satisfy B(x∗) ⊆ B(xˆ). On the other hand,
B(xˆ) ⊆ B∗ = B(x∗). Hence B(xˆ) = B(x∗) = B∗. Thus the proof is completed.
Next we present an example in [7] to show the trajectories and limiting behaviors
of the central path and our generalized central paths. The examples in [7] have the
following form,
min F (x, y)
s.t. y ≥ 0,
where x ∈ R and y ∈ R are variables and the solutions are on the x-axis
{(x, 0)|x ∈ R}. We choose a class C2 example which is described in section 5.2
of [7]. Since the parameter K (we use K instead of k, since k is already used in
defining problem (P)) needs to satisfy 0 < |K | ≤ min{cK/4, |K−1|} (see (15) in
[7]), we choose |K | = min{3cK/32, |K−1|}. In this example, z = (x, y)T and for
K = 0, 1, . . . , yK = 2
−K , aK = y2K , bK =
y3K
3 ,
rK =
1
2
min{bK − (bK−1 + aK−1(yK − yK−1)), bK−1 − (bK + aK(yK−1 − yK))}.
cK =
1
4 min{rK , rK+1}, and K = (−1)K |K |. Furthermore, for K = 0, 1, . . . ,
fK(x, y) = aK(y − yK) + bK + cKgK(z) + Kx,
where gK(z) = (
g0K(z)
2 )
3 and
g0K(z) =
1
2
(√
(x+ 1)2 + (y − yK)2 +
√
(x− 1)2 + (y − yK)2 − 2
)
.
In section 5 of [7], many interesting properties for this example are given. For y =
yK = 2
−K (K ≥ 0) and F (·, yK) = fK(·, yK), a direct calculation yields
argmin
x∈R
F (x, yK) = {(−1)K+1(1 + τK)},
where 0 < τK = (8|K |/3cK) 12 ≤ 0.5. Hence the central path will be a zigzag path.
We plot the central path (see Figure 1(a)) and our generalized central paths with
different initial points (see Figures 1 and 2). For the generalized central paths, we
let γ1 = 1, γ2 = 0.75, and t0 = 1. The matrix
[
γ1In + tDPADD∇2f(x)
]
in the
ODE system (1) is invertible everywhere, a MATLAB ODE solver ode23s is used to
compute the trajectories of the ODE system (1). For the central path, a MATLAB
code provided by Karas is used. In Figure 1(a), cp represents the central path while
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(a) Trajectories of cp and gcp
-1.5 -1.4995 -1.499 -1.4985 -1.498 -1.4975 -1.497 -1.4965 -1.496 -1.4955
x
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
y
Initial point: [-1.5,1]
(b) Trajectory of gcp
Fig. 1. Trajectories of the central path (cp) and generalized central paths (gcp).
gcp represents the generalized central paths, both paths having the same initial point
(−1.5, 1). Figure 1(b) is just a much magnified display of the generalized central path
in Figure 1(a). Figure 2 depicts the trajectories of the generalized central paths with
6 different initial points.
Figures 1 and 2 clearly show that the central path is a zigzag path with a large
loop and the generalized central paths do converge. Even though the generalized
central paths swing back and forth, the magnitude of the swing is quite small and
becomes smaller and smaller as t goes to infinity. This phenomenon can be explained
partly by the potential function. Let z∗ = (x∗, 0) be an accumulation point of the
generalized central paths. Then the potential function V (t, z, z∗) has the following
form
V (t, z, z∗) =
1
2
(x − x∗)2 + 2√y + t [f(z∗)− f(z) + (z − z∗)T∇f(z)] .
Since
dV (t, z(t), z∗)
dt
= f(z∗)− f(z) < 0,
from Lemma 9, we know f(z∗)− f(z) + (z − z∗)T∇f(z) ≥ 0, hence
1
2
(x− x∗)2 + 2√y ≤ V (t0, z0, z∗) +
∫ t
t0
(f(z∗)− f(z(τ)))dτ
for all t ≥ t0. In fact, from the proof of Theorem 19, we have V (t, z(t), z∗) → 0 as
t → +∞. Thus the magnitude of the swing of the generalized central paths cannot
be very large and should become smaller and smaller. We think the reason that
the central path does not converge in this example is that the barrier function only
contains y, hence does not have any restriction on x. However, for the barrier function
− 1α1 yα1 (0 < α1 < 1), if the term 1−α12 (x−x¯0)2 is added, where x¯0 is any fixed number,
to the barrier function, the corresponding ODE system can be described by our ODE
system (1). The added term 1−α12 (x − x¯0)2 can be regarded as a restriction on x,
hence the resulting path may converge.
At the end of this section, we address some concerns about the cost of computing
the right-hand side in the ODE system (1) and the choice of parameters γ1 and γ2.
First, the inverse of AD2AT is required in the ODE system (1), and the resulting
computing cost is O(m2n+m3). Also the inverse of an n×n matrix is involved in the
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Initial point: [1.5,1]
Fig. 2. Trajectories of the generalized central paths with different initial points.
ODE system (1), and thus we need to solve an n × n linear system. In any solution
scheme for the ODE system (1), it appears that the solution of the linear system
must be exact so that the next point would remain feasible. Therefore, the resulting
cost for such an exact solution would be very high, but this is not true. Noticing the
equivalent form (13) and ADPAD ≡ 0, the equality constraint of the next iterate is
always guaranteed even if the n× n linear system is solved approximately.
Next we study the impact of parameters γ1 and γ2 in the ODE system (1) by the
integral of the residual in the objective function. According to (23), we have∫ t
t0
(f(x(τ)) − f(xˇ))dτ = V1(t0, x0)− V1(t, x(t)),
and along with (24), we can obtain
(26)
∫ +∞
t0
(f(x(t)) − f(xˇ))dt = V1(t0, x0) = V (t0, x0, xˇ);
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this describes the integral of the residual in the objective function. In the ODE system
(1), γ1 should not be too close to 0 since the condition number of the n × n matrix
may go to infinity as γ1 → 0. If 12 < γ2 < 1, from (9), (11), and (26), we can see if
xˇi = 0 for some 1 ≤ i ≤ k, then V (t0, x0, xˇ) → +∞ as γ2 → 1, which indicates that
γ2 should stay away from 1.
5. Concluding remarks. As illustrated by the linearly constrained convex pro-
gramming examples in [7], the central path may fail to converge. To circumvent this
drawback, in this paper, the generalized central paths are introduced for linearly con-
strained convex programming. Under a very mild assumption on the existence of an
optimal solution, we have proved that the generalized central paths always converge
to the optimal solution(s) of the optimization problem from any starting interior fea-
sible point. With the introduction of the generalized central paths, especially their
representation as the solutions of the ODE system (1) with any starting point x0
in P++, some efficient numerical algorithms might be developed. This is a future
research topic.
Appendix. Derivations of ODE systems (5) and (6): We restate the system
(4) as follows:
∇2f(x)dx
dμ
− dz
dμ
−AT dy
dμ
= 0,(27)
A
dx
dμ
= 0,(28)
(1 − α1)X−α1Z dx
dμ
+X1−α1
dz
dμ
= α1β1e,(29)
where Z = diag (z1, z2, . . . , zn). From (29), we have
dz
dμ
= −(1− α1)X−1Z dx
dμ
+ α1β1X
α1−1e.
Then from (27), we have
(30) AT
dy
dμ
= ∇2f(x)dx
dμ
+ (1− α1)X−1Z dx
dμ
− α1β1Xα1−1e.
Multiplying AXZ−1 on both sides of (30) and using (28), we have
AXZ−1AT
dy
dμ
= AXZ−1∇2f(x)dx
dμ
− α1β1AXα1Z−1e,
which implies
(31)
dy
dμ
= (AXZ−1AT )−1
[
AXZ−1∇2f(x)dx
dμ
− α1β1AXα1Z−1e
]
.
From (30) and (31), we have
[
AT (AXZ−1AT )−1AXZ−1∇2f(x)−∇2f(x)− (1− α1)X−1Z
] dx
dμ
= −α1β1Xα1−1e+ α1β1AT (AXZ−1AT )−1AXα1Z−1e.
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Moreover, from the third equation in system (3), we have Z = μα1β1X
α1−1. Hence
we have
[
AT (AX2−α1AT )−1AX2−α1∇2f(x)−∇2f(x)− μ(1 − α1)α1β1Xα1−2
] dx
dμ
= −α1β1Xα1−1e + α1β1AT (AX2−α1AT )−1AXe.
From the first equation and the third equation in system (3), we have
−α1β1Xα1−1e+ α1β1AT (AX2−α1AT )−1AXe
= − 1
μ
z +
1
μ
AT (AX2−α1AT )−1AX2−α1z
= − 1
μ
[
I −AT (AX2−α1AT )−1AX2−α1] (∇f(x)−AT y)
= − 1
μ
[
I −AT (AX2−α1AT )−1AX2−α1]∇f(x).
Hence
[
AT (AX2−α1AT )−1AX2−α1∇2f(x)−∇2f(x)− μ(1 − α1)α1β1Xα1−2
] dx
dμ
= − 1
μ
[
I −AT (AX2−α1AT )−1AX2−α1]∇f(x).
Multiplying 1μX
2−α1 on both sides of the above equation, we can have
dx
dμ
=
1
μ2
[
γ1In +
1
μ
DPADD∇2f(x)
]−1
DPADD∇f(x),
where D = Xγ2, γ1 = (1 − α1)α1β1, and γ2 = 1 − α12 . Thus we get the ODE system
(5). Let t = 1μ in the above equation. Then we have
dx
dt
=
dx
dμ
· dμ
dt
= −μ2 dx
dμ
= − [γ1In + tDPADD∇2f(x)]−1DPADD∇f(x).
Therefore we get the ODE system (6).
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