We consider regression when the predictor is measured with error and an instrumental variable is available. The regression function can be modeled linearly, nonlinearly, or nonparametrically. Our major new result shows that the regression function and all parameters in the measurement error model are identified under relatively weak conditions, much weaker than previously known to imply identifiability. In addition, we develop an apparently new characterization of the instrumental variable estimator: it is in fact a classical "correction for attenuation" method based on a particular estimate of the variance of the measurement error. This estimate of the measurement error variance allows us to construct functional nonparametric regression estimates, by which we mean that no assumptions are made about the distribution of the unobserved predictor. The general identifiability results also allow us to construct structural methods of estimation under parametric assumptions on the distribution of the unobserved predictor. The functional method uses SIMEX and the structural method uses Bayesian computing machinery. The Bayesian estimator is found to significantly outperform the functional approach.
Introduction

Background and Problem Statement
The measurement error literature, already large, has continue to expand into complex modeling situations; see Reeves, et al. (1998) , Domenici, et al. (2000) , and Strauss, et al. (2001) for recent environmental problems where measurement error plays a major role.
Motivated by a problem in environmental epidemiology (Section 5), we consider the problem of measurement error in regression where the regression function could be modeled linearly, nonlinearly, or even nonparametrically. In the case that the measurement error variance is known or can be estimated by replication of the error-prone predictor, functional (Carroll, et al., 1999) and structural/Bayesian (Berry, et al., 2002) methods have been developed.
In our example, based on an epidemiologic study of skin cancer and arsenic exposure (Karagas et. al, 2001 ), the error-prone predictor is not replicated so another approach is needed. In this study, information on the measurement error is provided in the form of a second measure of exposure, which we use as an instrumental variable. Estimation using an instrumental variable is a surprisingly difficult problem because even in polynomial regression, identifiability of the regression function is a major issue, as described by Hausman, et al. (1991) . In our approach, we use a slight modification of their model for the instrument.
We provide simple and explicit assumptions under which identifiability is assured.
There is some work on parametric but not necessarily linear regression with an instrumental variable (Hausman, et al., 1991; Amemiya, 1990; Carroll and Stefanski, 1994; Stefanski and Buzas, 1995; Buzas and Stefanski, 1996) . These methods are either only applicable for special parametric models, or for general parametric models they rely on small-error approximations that are known to fail for some nonlinear and nonparametric models (Carroll, et al., 1995) . To the best of our knowledge, there are no techniques presently available for nonparametrically specified regression functions in the instrumental variable context.
Our identifiability result is related to a simple yet apparently new characterization of the instrumental variable estimator. Specifically, we show that in simple linear regression with a scalar instrument, the usual instrumental variables estimator is in fact a version of the classical "correction for attenuation" method based on a specific estimate of the measurement error variance. Because we can thus estimate the measurement error variance, this means that we can apply methods from the classical error literature, particularly functional methods that make no assumptions about the distribution of the unobserved predictor.
Consistent Estimation in Nonparametric Regression
Some readers of this paper have asked us to show the consistency of our estimators in nonparametric regression. We now discuss why even attempting to create consistent estimators is not a useful idea in practice and should not be pursued. More complete discussions are given by Carroll, et al. (1999) and Berry, et al. (2002) .
Consider a regression function m(·) that is to be estimated consistently but nonparametrically. If the true covariate were observable, then there are a host of competing methods for estimating m(·) consistently but nonparametrically, e.g., kernels, splines, orthogonal series, local methods, etc.
However, if the true covariate is not observable, and is instead measured with additive, normal error, then globally consistent estimation of m(·) is effectively impossible. This problem has been addressed previously, most notably by Fan and Truong (1993) . Suppose that we allow m(·) to have up to k derivatives. They showed that, if the measurement error is normally distributed, even with known error variance, then, based on a sample of size n, no consistent nonparametric estimator of m(·) converges faster than the rate {log(n)} −k .
Since, for example, log(10, 000, 000) ≈ 16, effectively this result suggests that globally consistent nonparametric regression function estimation in the presence of measurement error is impractical.
Given this fact about globally consistent estimation, it seems to us that the only practical alternative is to construct estimators that are "approximately" consistent. By this we mean that either (a) in large samples, as the error variance → 0, the estimator should have smaller order bias than the naive estimator that ignores measurement error; or (b) the estimator should be consistent in a smaller class of problems, in particular a flexible parametric class. Carroll, et al. (1999) choose (a), while Berry, et al. (2002) choose (b) . Our Bayesian estimator assumes that the regression function is a spline with a moderate number of knots, e.g., 20, and wiil be consistent not for the true regression function but rather for the best spline approximation thereof. However, Ruppert (2002) has shown that the bias caused by spline approximation is generally negligible compared to variability of the estimator or the smoothing bias, even for sample sizes in the tens of thousands.
Outline
The outline of the paper is as follows. In Section 2, we define our model and the basic characterization of identifiability.
The implications of the identifiability result is that we can construct methods with some assurance that such methods will have a chance of reflecting some of the main features of the data. In Section 3, we outline the methods used, some of which make no assumptions about the distribution of the latent variable (functional case) while other methods assume a specific form for this distribution (structural case). Section 4 presents a small simulation study of nonparametric Gaussian and binary regression. In Section 5 we illustrate the methods on an example involving binary regression and environmental arsenic. In response to referee concerns about the small sample properties of the estimators, in Section 6 describes some asymptotic calculations in the polynomial regression case, which illustrate just how really difficult the estimation problem of instrumental variables for not-linear models can be. Section 7 contains concluding remarks.
Model and Identifiability
Introduction
In contrast to the small-error approach to instrumental variables estimation, Hausman, et al. (1991) consider the most basic "not-linear" model, polynomial regression. A polynomial is of course linear in the parameters, but it is nonlinear in the independent variable and therefore nonlinear in the measurement error. Let Y be the response, W the unbiased measure of X, and S the instrument. They assume that the observed data are an iid sequence of vectors
(1)
In (1), the function m poly (x, β) is a polynomial in X. In addition, , U , and ν have zero means, and ν is independent of (X, , U ). Model (2) is the classical error model. Hausman, et al. show that the model (1)- (3) is identified essentially under the condition that α 1 in (3) is known. While this result is obviously impressive, in our experience α 1 is rarely known in instrumental variable applications.
More Details on the Result of Hausman, et al.
Previous readers of this paper have misinterpreted our claim that "essentially", Hausman, et al. require that α 1 be known. We now clarify what we mean by this phrase.
Hausman, et al.'s main identifiability conditions are the following. In their equation (2.4), they require that there be a known function a(·) such that a(α 0 , α 1 ) = 0. In their equation (2.9), they note that E(S) = α 0 + α 1 E(W ) = α 0 + α 1 E(X). They then require that these two conditions identify (α 0 , α 1 ). In an example after their (2.9), they illustrate that if
It stretches the imagination to think of any practical context such that (α 0 , α 1 ) have a known relationship. In addition, suppose that we force E(X) = E(W ) = E(S) = 0 by the common device of standardizing the mean of W and S to have mean zero. This changes only the scale of the data, but not the model. Then (2.9) of Hausman, et al. is trivial, α 0 = 0 and the condition that (α 0 , α 1 ) have a known relationship reduces to α 1 being known. This is what we mean by "essentially".
We point out that Hausman, et al. consider the case of differential measurement error,
i.e., that and U are correlated. When α 1 is known, or identified via a relationship with α 0 , our methods are easily adapted to this case.
Main Identifiability Results
Our proposed methods are based on the following simple but apparently new observation that, in fact, (1)- (3) is identified without prior knowledge of α 1 even if the regression function is not a polynomial. Rather, α 1 can be determined from moments of the observable variable in (1)-(3). This is an important result since it means that m(·) can be estimated without any prior knowledge of parameters provided only that the instrument S as well as the proxy W are observed.
Suppose that (X, U, , ν) are mutually uncorrelated.
Replace (1) by
Then for any function m(x) (not just polynomials),
Specifically,
x . Therefore, all parameters are functions of the moments of observables and so are identified. It is interesting to note that if we interchanged the roles of Y and S, so that S is the "response" and Y is the "instrument", then identifiability of α 1 under (6) follows from the usual instrumental variable calculations.
Of course, there are examples where (6) fails, e.g., m(X) ≡ constant or m(·) is an even function and X symmetrically distributed about 0. However, we expect cov{X, m(X)} = 0 in the vast majority of applications. Moreover, if we add to (4) the assumption that X is independent of U and ν,
then (6) can be weakened to
exists and is non-zero for some positive integer k.
Specifically, we have the following.
Theorem: Assume (2), (3), (4), (5), (7), (8) , that α 1 = 0, and that σ Some comments on the assumptions and implications of the characterization are in order.
Assume now that (6) does hold. 2. Conceptually, the connection between correction for attenuation and instrumental variables estimation offers the hope of more stable estimation. In particular, the attenuation is
The correction for attenuation estimator is simply the least squares slope ignoring measurement error divided by an estimate of the attenuation. Because of this division, one can at least in principle improve the usual instrumental variables estimator by bounding the attenuation away from zero.
3. The model (5) is more general than it looks, since the distribution of can depend on X. For example, in our application Y is binary, so that we can write the model as
, where g(X) = logit{m(X)}. Then is a Bernoulli variate minus its mean.
4. Because (5) is an unstructured regression model, the assumption of additivity in (2)- (3) is not as strong as it may seem. Instead, we are only assuming that there is a common smooth transformation of the original data to X, W and S that satisfies these equations. If (5) holds for the original data, then it will also hold for the transformed data. For example, in our application to environmental epidemiology, we log transform the data.
5. In practice, the methods are necessarily restricted to cases that Y and W are clearly related, else α 1 will be poorly estimated. Indeed, if Y and X are independent then the parameters in the (W, S) model are unidentifiable if (W, S) are jointly normal.
Methods of Estimation
This section describes in broad detail three methods of estimation. Section 3.1 describes the basic method we use to fit nonparametric regression, namely fixed-knot regression splines.
In Section 3.2, we propose a functional method of estimation that makes no assumptions about the distributions of the random variables (X, U, , ν). We can do this because of our new result that gives us an estimate of the measurement error variance. The method is simple. We use the estimate of var(U ) derived by moments calculations outlined above, and then we apply the SIMEX method (Cook and Stefanski, 1994) to the (Y, W ) data, as in for example Carroll, et al. (1999) . In the nonparametric regression problem with error variance known or estimated by direct replication of W , Berry, et al. (2002) showed that a Bayesian approach using regression and smoothing splines could achieve significant gains in efficiency when compared to the SIMEX method. Section 3.3 we show how to extend their Bayesian method to the IV problem and also to problems such as binary regression.
Fixed Knot Regression Splines
A general approach to spline fitting is to use penalized splines or simply P-splines, a term we borrow from Eilers and Marx (1996) . In this section, we introduce the idea. The full specification of the spline estimators proposed in our context comes later in the paper; see for example (10).
, N ≤ n be a spline basis, i.e., a set of linearly independent piecewise polynomial functions; a specific example will be given shortly. The P-spline model specifies that m(·) is in the vector space of splines generated by this basis, i.e., that
Classes of P-splines that are especially convenient for modeling are the penalized Bsplines of Eilers and Marx (1996) and the closely related truncated power series basis of Ruppert (2002) . B-splines are more stable numerically than the truncated power basis, but the roughness penalty we use adds numerically stability and makes use of the truncated power basis computationally feasible. See Ruppert (2002) for a discussion of computation with the truncated power basis. The latter are pth degree polynomial splines with k fixed knots, t 1 , . . . , t k . We choose the knots at the quantiles of the W 's. These functions have p−1 continuous derivatives and their pth derivatives are piecewise constant and take jumps at the knots. A convenient basis for these splines is the set of monomials plus the truncated power The choice of the number of knots k is discussed by Ruppert (2002) who finds that for Psplines the exact value of the number of knots k is not important, provided that k is at least a certain minimum value. Generally, k = 20 more than suffices for the types of regression functions found in practice and that can be recouped when there is measurement error. Of course, there will be exceptions where more knots are required, e.g., a long periodic time series. However, measurement error often occurs in situations where m is not too complex and 10-20 knots or often even far less will suffice in such cases.
We add for completeness that there are a host of ways to fit spline functions. We have found that for many functions, knot selection is not too important if the number of knots is reasonably large. Berry, et al. (2002) found that P-splines and smoothing splines generally give very similar answers. Of course, at least in principle researchers interested in knot selection can generalize our work to include either knot selection or smoothing splines. 
One can use cross validation (CV) or generalized cross validation (GCV) to choose γ.
See, for example, Hastie and Tibshirani (1990, page 159) for definitions of CV and GCV.
Other penalties such as on the integral of the squared second derivative can be imposed by other choices of D * .
Functional Methods: SIMEX
As described in Section 2, as part of our work we have derived a new, simple nonparametric estimator of the measurement error variance, σ 2 u . This estimate, however, is not guaranteed to be positive, and it is entirely possible that it will be either negative or much too large.
We thus suggest the following simple modification. Set a user-specified lower bound on the attenuation (9), say λ L . Let λ be the estimate of λ obtained by replacing σ 2 w in (9) by the sample variance σ 2 w of the W 's, and by replacing σ
SIMEX needs a base estimator, i.e., an estimator one would use if there were no measurement error. Carroll, et al. (1999) We now define our SIMEX-IV estimator: apply the SIMEX method of Cook and Stefanski (1994) , using σ ), and the kernel estimator converges at a slower rate, the asymptotics are the same as if σ 2 u were known. This means that the SIMEX-kernel instrumental variables estimator has the same asymptotic distribution and expansion as described in Carroll, et al. (1999) . In the interest of space, we do not rewrite the details of this result.
There are no known limiting results for penalized regression splines with a fixed number of knots and an estimated smoothing parameter. If the smoothing parameter γ in (10) is held fixed, or is known and converges to zero at a specified rate, then the solution to (10) is the solution to an estimating equation, i.e., an equation of the form
The limiting distribution of SIMEX for estimating equations such as (11) is already known;
see Stefanski and Cook (1995) and Carroll, et al. (1996) .
Bayesian Methods
Our Bayesian methods are similar to those in Berry, et al. (2002) .
As is common with regression splines, we will assume that β 2 = Normal(0, σ 2 I), where I is the identity matrix. Other formulations are possible and are described in the appendix. The
The formulae to implement the Gibbs sample are detailed. In Sections A.3 and A.4 we exhibit these formulae for the Gaussian and probit models. Section 4.1.3 and A.5 describe implementation in BUGS and our experience with it.
A reader has asked that we comment on the asymptotic properties of the Bayesian methods. We know of no general results for Bayesian P-splines even without measurement error, but can appeal to standard theory connecting Bayesian and frequentist methods under the assumptions that the model that drives the Bayesian calculations actually holds. Detailed proof of the assertion above is highly technical, but the main idea can be seen for the SIMEX estimator. We assume that the extrapolant function is parametric and includes the constant function as a special case. To this end, recall that if the regression function is What is now required to complete the proof is to show that this argument holds uniformly in σ 2 u * ∈ [a, b] , and hence that SIMEX is consistent as long as one bounds the attenuation away from zero. Providing precise technical conditions to make this argument rigorous is likely to be tedious and quite possibly uninteresting.
The Case that cov[m(X), {X − E(X)}
constant, then E(Y |X) ≡ E(Y |W ) ≡ c.
A Small Simulation Study
In this section we describe simulation results for Gaussian nonparametric regression and binary nonparametric regression. In our simulation, we took n = 100 for the Gaussian case and n = 500 for the logistic case. These are small sample sizes given the difficulty of the instrumental variables problem for nonparametric regression; see Section 6.
We took σ While we assumed that the X's were normally distributed, to test robustness for the Gaussian case we consider three distributions for the X's: normal, uniform on [−2, 2] and Skew Normal with index α = 5. The skewed normal distribution has density proportional to f (x|α) = 2φ(x)Φ(αx), where φ and Φ represent the standard normal density and distribution (Azzalini 1985) . This density is reasonably skewed for any value of α ≥ 5.
Gaussian Nonparametric Regression
For the Gaussian case, we considered three regression models. In Case 1, the regression function is 1/{1 + exp(4x)}. In Case 2, the regression function is sin(πx/2)/(1 + [2x What does this mean, and why is it important? The essential point of this theoretical calculation is than in a sample of size 100 for Gaussian cases, our methods must necessarily penalize the spline in order to make it reasonably stable. There is a cost for such smoothing, however, and that is bias. Specifically, for such sample sizes in the Gaussian case, it is hopeless to believe that we will be able to reproduce difficult functions with deep valleys such as Cases 2 and 3.
Results
The results for the Gaussian case are given in Table 1, We see that the Bayes estimator clearly dominates the SIMEX estimators and the naive estimator that ignores measurement error, both in terms of bias and in terms of mean squared error. The SIMEX estimator with a quadratic extrapolant is far less biased than the naive estimator, but it has large variance. This is a problem for which the naive estimator is only somewhat worse than the Bayes estimator (from Table 1 , naive squared bias = 2.99, Bayes squared bias = 1.29, naive mse = 3.72, Bayes mse = 2.97). Careful inspection of the plot shows that the naive estimate often misses or just barely finds the inflection points. The SIMEX estimator has excess variability as shown in Table 1 . Basically, this means that when the naive estimator is not too bad relative to Bayes, the differences between the SIMEX and Bayes estimates are real but subtle. Table 1 , normal distribution, Case 2. In this case, the Bayes estimator is a large improvement over the SIMEX estimator. This can be seen in the top left panel, which is a data set where the naive estimate is poor, and the SIMEX is then even worse. The Table 1 shows the same thing: real dominance by Bayes. Notice that in the bottom right the mean of SIMEX is close to that of the Bayes estimator, so that these two estimators have similar bias. This implies that the substantial MSE improvement of the Bayes estimator over SIMEX seen in Table 1 is due to the lower variability of the Bayes estimator.
Implementation and Comparison with WinBUGS
We have implemented the methods in MATLAB, programs that are available at the web site not given to preserve anonymity .
In addition, at the web site not given to preserve anonymity , we have constructed 20 simulated data sets for each of the cases in the simulation, along with Case 4, m(
This case is interesting because (6) is violated, and one would expect difficulties or at least small sample instabilities in the fits. We have provided the Naive and Bayes estimates of the regression functions. Readers may wish to try their favorite approaches to ours on these data sets.
It is also possible to implement the Bayesian method using software designed for MCMC simulations, such as WinBUGS (Bayesian Analysis Using Gibbs Sampling for Windows).
In be enough to achieve convergence. Due to differences in simulated chains mixing quality, the WinBUGS program required 1,000,000 simulations including 500,000 burn-in to achieve the same results. In the end, WinBUGS needed approximately 13 hours to achieve the same results obtained by the Matlab program in 7 minutes.
One should note that coding in WinBUGS requires only a low level of expertise and coding times are far superior to expert programs (hours versus weeks or even months). In our experience WinBUGS proves to be a valuable tool in the initial phase of research, when many models are considered and compared. Moreover, WinBUGS programs can be used to validate expert programs in the process of program refining and debugging.
Logistic Nonparametric Regression
We generated data according to the logistic model pr(
although the data were fit via probit regression, and the logits computed from the probit fit.
In this table, 13 cases were considered. Effectively, these were four basic monotone functions: The constant κ basically makes the function increasingly or decreasingly constant. The last case, m(x) ≡ 0, is a null case, to which the discussion in Section 3.4 applies. For this case, the naive estimate has no bias, and would be expected to have smaller mean squared error, since the effect of trying to correct an already consistent estimator for non-existent bias caused by measurement error is to increase variance.
The results are given in Table 2 for a 10-knot linear regression spline. Basically, we see that when the functions are monotone and far from constant, the Bayes estimator has smaller bias and mean squared error than the naive method, sometimes much smaller. Of course, as the functions become increasingly close to constant, the naive method becomes increasingly competitive.
The Arsenic Example
Arsenic exposure has been clearly linked with skin, bladder, and lung cancer occurrence in populations highly exposed either occupationally, medicinally, or through contaminated drinking water (National Research Council, 1999; IARC, 1987) . An ongoing population based study in New Hampshire (Karagas et al., 1998 , Karagas et al., 2001 ) is examining the effects of arsenic on the incidence skin and bladder cancer in response to low to moderate exposures, primarily due to natural sources of arsenic contamination in well water. Because of intense regulatory interest in the effects of abatement strategies, the shape of the exposure response relationship at lower exposures is important and strategies for nonlinear modeling are being explored actively (Karagas and Tosteson, 2002) .
Exposure assessment is accomplished through the measurement of arsenic concentrations in both tap water from home water supplies and toenail samples for individuals newly diagnosed with skin or bladder cancer (cases) and individuals belonging to an age and gender matched sample of other state residents (controls). For our example, we consider data for 215 controls and 233 basal cell skin cancer cases having both water and toenail samples.
Because we are interested in characterizing changes in cancer incidence due to changes in arsenic water contamination, we specify the water measurement as the unbiased exposure, taking X to be log(0.005 + level of arsenic in tap water sample) and W to be the measured value of this quantity. The toenail arsenic measurements are interpreted as the instrumental variable, so that S is specified as log(0.005 + level of arsenic in the toenail sample). Log transformations were chosen to make W and S both reasonably close to normally distributed, although some skewness remains. 
Some Asymptotic Calculations in Polynomial Regression
The tradeoff between bias and variance is familiar to all who work in nonparametric regression. Less well known is the bias-variance tradeoff in measurement error modeling, but the effect is even more profound. Ignoring measurement error leads to bias, often in the form of attenuation, namely the estimates tend to be shrunken towards zero. To correct this bias, one typically must unshrink the estimator, an operation that causes an increase in variability.
Thus, in almost any practical context, the naive estimator is biased but much less variable than any estimator that attempts to remove this bias.
To get some idea of the asymptotic behavior of the estimates, we performed some exact calculations. For each of the 3 cases in Table 1 
Gaussian quadrature, and the expectation via simulation. 
Both A naive and B naive can be computed either directly by simulation or by a combination of simulation and Gaussian quadrature as described above.
Under a parametric model the Bayes estimator will be asymptotically equivalent to the maximum likelihood estimator, and hence it will be asymptotically consistent and its variance is n
, where I is the information matrix for β and the measurement error model
Again, a combination of Gaussian quadrature and simulation is used. By simple calculations, the likelihood is
We computed the score L(Y, W, S, ·), the derivative of the loglikelihood, via numerical dif-
On a grid of values x i for i = 1, ..., n grid , the mean squared bias of the naive estimator
Since m(·) and m naive (·) are linear in β, the average variance based on a sample of size n is n
T . Ignoring any small-sample bias in the maximum likelihood estimator, its asymptotic variance is n −1
For a sample of size n = 100, ignoring any possible small-sample bias in the maximum likelihood estimator, the results are given in Table 3 . Basically, the message from this table is the same that we have made previously: for such small sample sizes, the excess variance of the (asymptotically) best parametric method for correcting bias due to measurement error makes the naive approach at least comparable in terms of mean squared error. This (asymptotic) fact of life shows up somewhat in our simulations, although we have noted there that the Bayesian methods actually perform quite a bit better than our asymptotics would suggest.
Careful readers will note that the numbers in Tables 1 and 3 are not identical. This is because the latter uses asymptotics, different functions, and different estimation methods.
The qualitative message is, however, the same.
Summary and Further Discussion
Our main theoretical contribution is to show that all parameters including the regression function are identified in the instrumental variables model without prior knowledge of the slope of the regression of the instrument on the true X. This result extends the applicability of IV estimation to many interesting examples including our case study of the risk of skin cancer due to arsenic exposure.
Our second main result is the characterization of instrumental variables estimation as a correction for attenuation, so that the measurement error variance can be estimated from moments of the observed instruments. This allows us to use some of the methods from the classical measurement error literature.
We have developed two IV estimates, a functional estimator that applies SIMEX and a Bayesian structural estimator that uses MCMC. Simulation shows that the Bayesian structural estimator outperforms the functional estimator. Moreover, the structural estimator appears robust to misspecification of the distribution of the true covariate X, although there are surely situations for which an X-distribution is so far from normal that the Bayes estimator will be badly affected.
In our example, the designation of tap water as the unbiased exposure measure reflects a certain interpretation of the fitted regression curve, that the curve is the probability of skin cancer given a level of exposure in drinking water. However, in practice, total arsenic exposure includes not only the amount consumed but exposure from other sources such as food.
Another formulation would focus on the dose response for a biologically active arsenic exposure, for which toenail concentrations could be taken as an unbiased measure. Conceptually, this would introduce an additional latent variable to represent the biologically active exposure, D, which would depend on true tap water concentrations in a linear fashion. Retaining the designation of W for transformed value of measured tap water arsenic and S for toenail, we could rewrite our model as
This model will be the focus of future research.
) and by the
By an identical calculation,
Then, by (A.1) and (A.2) 
A.2 On Condition (8)
We now prove the following result showing that if X is compactly supported and m is continuous, then (8) holds unless m(·) is constant. The condition that X is compactly supported cannot be removed. A counterexample can be constructed using Counterexample 1 on page 107 of Durrett (1996) . In that counterexample, it is shown that there are densities distinct from the lognormal density but with the same moments as the lognormal. If f X is the density of X and if m · f X is the difference between two distinct densities with the same
Theorem 2: Suppose that the support of X is contained in a compact interval [a, b] and that m(·) is continuous on [a, b] . If
Proof: By the Weierstrass approximation theorem, for all δ > 0 there exists a polynomial a, b] . By (A.4), m(X) and m poly (X) have zero covariance so that
Since δ > 0 is arbitrary, the result follows.
A.3 MCMC Calculations in the Gaussian Case
In the Gaussian case, (a , b ), (a u , b u ), (a ν , b ν ), (a σ , b σ ) , respectively, where the IG (A, B) 
density is given by {Γ(A)B
, and
The joint density of the data and the parameters, i.e., the unnormalized posterior density, is proportional to
The complete conditionals are as follows:
All the complete conditionals except for λ and the X's are easily generated. For λ, in our simulations, we discretized the set λ ∈ [λ L , λ H ] into 41 different values, computed (A.6) for these values, turned the result into probabilities, and sampled λ according to these probabilities. This gridded Gibbs estimator is not strictly correct, of course, but it is convenient and provides good mixing. We also implemented a full Metropolis-Hastings step: mixing was not quite as good, thus requiring somewhat more MCMC samples, but in selective test cases we found that the final fits to the regression function were virtually identical to our gridded method. For the X's, the complete conditional is not explicit. We used Metropolis-Hasting steps where the candidate density was normal with the current value of X as the mean and the variance being 1/2 times the conditional variance for X given (W, S), the latter variance evaluated at the current parameter values.
In our simulations, the prior distributions were as follows: σ The model can be extended to incorporate possible prior information on the parameters µ x , α 1 , α 2 , β 1 , β 2 . Since we have no such prior information, we did not implement the following calculations. An additional enhancement of the model is to consider the covariance matrix D of β 2 unknown and allow an inverse Wishart prior for its distribution. This is equivalent to assuming a multivariate t-distribution on the coefficients of the spline basis function (e.g. Box and Tiao, 1973, Theorem 8.5 .1) instead of the normal distribution. For these parameters, consider the following new set of priors
Here 0 is a vector of zeros representing the mean of the vector β 2 , and a Wishart distribution with parameters (R 0 , q 0 ) has pdf proportional to
With these new priors the posterior distributions for µ x , α 0 , α 1 β 1 , β 2 become
Finally, the posterior distribution of Σ β 2 is
and all the other posterior distributions remain unchanged.
A.4 MCMC Calculations in the Probit Model
We fit a probit regression model, turning it into a logistic fit by the usual device: if the probability is p, then the logit function is log{p/(1−p)}. Note that we are not approximating the logit model by a probit model. Rather, our method is exact since if the logit of P (Y = 1|X) is a smooth function of X, then the probit of P (Y = 1|X) is another smooth function of X.
For the probit model, we modified the method of Albert and Chib (1993) . Specifically, one defines latent variable Z i that are normally distributed with mean 
To generate these truncated normals, we used the accept-reject algorithm of Robert (1995) , with the following modification. If we want to generate a normal random variable truncated from the left (right) at 0 and with a positive (negative) mean, we did not use Robert's algorithm but instead generated normals at random until one was positive (negative).
While the candidate density for X discussed in the Gaussian case (Section A.3) worked well enough in that case, we found that it was not nearly so efficient in the probit model. The following gave better mixing and faster convergence of the sampler. Suppose that the current
, and the latent variable is Z. Let β lin be the simple linear regression estimate of Here n = 500, there were 200 simulated data sets, there were 8, 000 steps of which the first 4, 000 was burn-in, the degree of the polynomial was d = 1, the number of knots was 10, the functions were evaluated on a grid from −2.0 to 2.0, σ Table 3 : Asymptotic calculations for polynomial approximations to 4 functions in the Gaussian case. Here "RASB" means 100 times the square root of the average squared bias, while "RMSE" is 100 times the square root of the mean squared error. In this calculations, it was assumed that the sample size was n = 100, and that the MLE had no small-sample bias. In Case 1, the target regression function is 1/{1 + exp(4x)}. In Case 2, the target regression function is sin(πx/2)/(1 + [2x 
