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012.12.0Abstract Feasibility of nonlinear and adaptive control methodologies in multivariable linear time-
invariant systems with state space realization {A, B, C} has apparently been limited by the standard
strict passivity (or positive realness) conditions that imply that the product CB must be positive def-
inite symmetric. More recently the symmetry condition has been mitigated, requiring instead that the
not necessarily symmetric matrix CB be diagonalizable and with positive real eigenvalues. However,
although themitigated conditions are useful in proving pure stabilizability withAdaptive Controllers,
the Model Tracking question has remained open and counterexamples seem to demonstrate total
divergence of standard model reference adaptive controllers when the regular passivity conditions
are not fully satisﬁed. Therefore, this paper further extends the previous results, showing that the
new passivity conditions do guarantee stability with adaptive model tracking. Examples show how
the new conditions solve the case of ﬂexible structures with unknown parameters when perfect collo-
cation is not possible. Also, the so-called counterexamples become simple, well-behaved, examples.
ª 2013 CSAA & BUAA. Production and hosting by Elsevier Ltd.
Open access under CC BY-NC-ND license.1. Introduction
Consider the square system
_xðtÞ ¼ AxðtÞ þ BuðtÞ ð1Þ
yðtÞ ¼ CxðtÞ ð2Þorial Committe of CJA.
ng by Elsevier
rsion at 52nd Israel Annual
(2012 IACAS), February 29–
duction and hosting by Elsevier L
27where, x is the n-dimensional state vector, u the m-dimensional
input vector and y the m-dimensional output vector, and A, B,
and C are matrices of the corresponding dimensions. Because
in various methodologies of nonstationary control that use
dynamical gains the stability analysis concerns both the state
and the gains, stability of the control system has been treated
with positive deﬁnite quadratic Lyapunov functions1 of the form
VðtÞ ¼ xTðtÞPxðtÞ þ tr½ðKðtÞ  eKÞC1ðKðtÞ  eKÞT ð3Þ
where P is a positive deﬁnite symmetric (PDS) matrix, K(t) is
the adaptive gain and eK represents an ideal output feedback
gain, and C is the adaptation scaling matrix. Deﬁne
AK ¼ A BeKC ð4Þ
Although the proofs of stability using Eq. (3) do not require
the original system to be strictly positive real (SPR), they re-
quire the existence of a constant output feedback eK (unknown
and not needed for implementation) that could render thetd. Open access under CC BY-NC-ND license.
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state-space deﬁnition of the strictly positive-realness property
in linear time invariant systems is as follows:
Deﬁnition 1. A linear time-invariant system with a state-space
realization {AK, B, C}, where AK2 Rn,n, B2 Rn,m, C2 Rm,n, with
the m · m transfer function T(s) = C(sI  AK)1B, is called
‘‘strictly passive (SP)’’ and its transfer function ‘‘strictly
positive real’’ if there exist two positive deﬁnite symmetric
matrices, P and Q, such that the following two relations are
simultaneously satisﬁed:
PAK þ ATKP ¼ Q ð5Þ
PB ¼ CT ð6Þ
Relations (5) and (6), have been shown to be very useful in
nonlinear control applications and in particular in control with
uncertainty or in adaptive control,2–8 when the plant parame-
ters are basically unknown. The original system that only
needs a constant output feedback to become strictly positive
real has been called ‘‘almost strictly positive real (ASPR)’’,5,9
also called ‘‘feedback passive’’ or ‘‘passiﬁable’’. For quite a
long time, the meaning and practical implications of ASPR
systems have remained rather obscure within the adaptive con-
trol community, although even as early as 1976 has been
shown2 that any minimum-phase system with a positive deﬁ-
nite symmetric matrical product CB can be rendered SPR via
constant output feedback, and many other works have re-in-
vented and further developed the idea since (see Refs.10–12
for direct proofs and in particular12 and the references therein
for a brief history and a simple algebraic proof of this impor-
tant statement). The importance of this speciﬁc class of sys-
tems has gradually gained more and more acceptance in the
control community.13 Moreover, has also been shown14 that
if a system cannot be made SPR via constant output feedback,
no dynamic feedback can render it SPR.
However, from relation (6) and its transpose one gets
BTPB ¼ BTCT ¼ ðCBÞT ¼ CB > 0 ð7Þ
The non-singularity of CB implies that the transfer function
T(s) has n poles and n  m zeros, yet relation (7) also implies
that the input-output CB matrix product must be positive def-
inite symmetric (PDS).
This symmetry condition seemed to limit the applicability
of adaptive control techniques, because it is maybe difﬁcult
to guarantee its satisfaction, in particular in uncertain systems.
Therefore, Section 2 ﬁrst deﬁnes a new class of systems, called
WASP, where instead of the symmetry of CB one only requires
the existence of some unknown positive deﬁnite (PD) matrixW
such that theWTCB product is symmetric. It is shown that re-
laxed condition on the not necessarily symmetric matrix CB
guarantees the existence of appropriate matrices W. Speciﬁ-
cally, for the existence of a non-symmetric W, it is sufﬁcient
if CB has all its eigenvalues in the right half-plane. In the par-
ticular case when CB is diagonalizable and all its eigenvalues
are real and positive, then existence of a correspondingly sym-
metricW is guaranteed. Section 3 then brieﬂy explains why the
new WASP conditions can be applied to Adaptive Control.
Because in the past the proof of stability of Adaptive Control
systems for the case of positive deﬁnite symmetricW only cov-
ered simple stabilization, Section 4 then presents the full modeltracking Simple Adaptive Control methodology and Section 5
extends the proof of asymptotically perfect tracking to the case
of symmetric W. It is also shown that boundedness of all val-
ues involved in adaptation is guaranteed even ifW is not sym-
metric. Section 6 then shows how the new conditions manage
to mitigate the long-lasting perfect sensors-actuators colloca-
tion condition for control of ﬂexible structures with unknown
parameters. Also, so-called ‘‘counterexamples’’ from the liter-
ature that had led to total divergence when used with the stan-
dard Model Reference Adaptive Control are shown to be
simple, stable and well-behaving examples when used with
Simple Adaptive Control (SAC). Section 7 discusses the
‘‘counterexamples’’ and shows that CB matrices of all exam-
ples used are not positive deﬁnite or symmetric, yet their eigen-
values are contained within the right half plane and therefore
allow existence of an unknown non-symmetric positive deﬁnite
matrix W that makes the WTCB product positive deﬁnite
symmetric.
2. Mitigation of CB Symmetry Condition
Because, as some colleagues remarked, some readers may won-
der about our use of non-symmetric positive deﬁnite matrices
while usually the vast majority of professional literature only
deals with symmetric positive deﬁnite matrices, it is useful to
recall the deﬁnitions:
Deﬁnition 2. The function f(x) is positive deﬁnite if it satisﬁes
the following relations: 1) f(x) > 0 for any x „ 0 and 2)
f(x) = 0 for x= 0.
Deﬁnition 3. The matrix M is positive deﬁnite if the quadratic
function f(x) = xTMx is positive deﬁnite.
Take for example
M ¼ 1 01 1
 
ð8Þ
It is easy to see that
fðxÞ ¼ xTMx ¼ x1 x2½ 
1 0
1 1
 
x1
x2
 
ð9Þ
fðxÞ ¼ x21  x1x2 þ x22 ¼
x21 þ x22 þ x21 þ x22  2x1x2
2
¼ x
2
1 þ x22 þ ðx1  x2Þ2
2
ð10Þ
is positive deﬁnite function and therefore the non-symmetric
matrix M is positive deﬁnite. Still, because
f(x) = xTMx= xTMTx= xT[(M+MT)/2]x and because
simple tests of deﬁniteness have been developed for symmetric
matrices, we also deﬁne the symmetric matrix
Ms = (M+M
T)/2. Thus, it is useful to know that M is posi-
tive deﬁnite if its symmetric partMs is positive deﬁnite symmet-
ric. Note that M and Ms do not necessarily have the same
eigenvalues. Indeed, while a symmetric matrix with real and
positive eigenvalues is positive deﬁnite, this is not necessarily
the case in the non-symmetric case.
As already mentioned, Positive Realness conditions re-
quired the product CB to be positive deﬁnite symmetric.
Although applications seemed to indicate that it may not be
138 I. BARKANAnecessarily needed, for many years the theoretical foundation
for relaxing this condition has remained evasive. Finally, while
investigating ways that would possibly mitigate the symmetry
assumption on the product CB, it was intuitive15 to try the
new Lyapunov function
VðtÞ ¼ xTðtÞPxðtÞ þ tr½WðKðtÞ  eKÞC1ðKðtÞ  eKÞT ð11Þ
whereW is positive deﬁnite. The applicability of passivity con-
ditions then could be extended by deﬁning a new class of sys-
tems called W-Strictly Passive (WSP) and its transfer function
T(s) = C(sI  AK)1B called W-Strictly Positive Real
(WSPR).15
Deﬁnition 4. Under the conditions of Deﬁnition 1, the system
with the state-space realization {AK, B, C} is called W-Strictly
Passive (WSP) and its transfer function T(s) = C(sI  AK)1B
is called W-Strictly Positive Real (WSPR) if there exist two
positive deﬁnite symmetric matrices, P, Q, and a positive
deﬁnite matrix W, such that the following two relations are
simultaneously satisﬁed:
PAK þ ATKP ¼ Q ð12Þ
PB ¼ CTW ð13Þ
We also extend the scope of the previous Almost Strict Pas-
sivity (ASP) conditions by new W-Almost Strict Passivity
(WASP) conditions through the following theorem:
Theorem 1. For any minimum-phase {A, B, C} system, where all
eigenvalues of the not necessarily symmetric product CB are
located within the right half-plane, there exists a constant output
feedback gain that can stabilize the system and render it WSP.
Proof (Note that we use the superscript star for the conjugate
transpose of matrices that may have complex entries and the
superscript T only for the transpose of real matrices.). Write
for example (CB)TV= VJ, where J is a Jordan or diagonal
matrix, and chooseW= VJV*. To show that the non-symmet-
ric W is positive deﬁnite, we check its Hermitian part
Ws = (W+W
T)/2 = V(J+ J*)V*/2. For W to be PD, Ws
must be PDS. Therefore, for Ws to have real and positive
eigenvalues, the eigenvalues of J, and thus the eigenvalues of
CB, must have positive real parts, or in other words, must
be contained within the right half-plane (RHP).
Write
ðCBÞTW ¼ ðCBÞTVJV ð14Þ
and substitute (CB)TV= VJ to get
ðCBÞTW ¼ VJJV ¼ ðVJJVÞT ¼ ððCBÞTWÞT ð15Þ
as needed. Now, one can choose15 the pair of matrices N and
M such that NM= Inm,CM= 0, NB= 0 and show that
Az = NAM is the system matrix of the plant zero dynamics.
If the plant is minimum-phase, then there exists a pair of posi-
tive deﬁnite symmetric matrices, P0 and Q0, such that
P0Az þ ATz P0 ¼ Q0 < 0 ð16Þ
Then (as shown in Ref.15 and also illustrated in the examples
of this paper), one can choose
P ¼ NTP0Nþ CTWðCBÞ1C ð17ÞIt is interesting to note that, although at ﬁrst look it seems
to only be semideﬁnite, actually matrix P is PDS. It is clear
that P in (17) satisﬁes (13) and can also be used to show that
for a minimum-phase system there exists a gain K such that
the closed-loop system AK = A  BKC satisﬁes the relation15
PAK þ ATKP ¼ Q < 0 ð18Þ
We mention that Ref. [15] has only treated the particular
case when the not necessarily symmetric product CB is diago-
nalizable and its eigenvalues are real and positive. In this case,
the resulting matrix W in (13) is symmetric.
The new WSP class of systems satisﬁes the ﬁrst SP relation
(12) yet only requires existence of a positive deﬁnite (or
positive deﬁnite symmetric) matrixW that allows replacing the
second SP relation (6) by the mitigating WSP condition (13).
Multiplying (13) from the left by BT shows that the previous
symmetry condition on CB has been replaced by the
relaxed
ðCBÞTW ¼WTðCBÞ ð19Þ
for some unknown positive deﬁnite matrix W.
Note: while only mitigation of the symmetry condition on
CB was initially sought, the ﬁnal result actually implies that
CB does not have to be either positive deﬁnite or symmetric.
Also, note the difference between this approach and the works
of Fradkov and colleagues,16,17 who are seeking appropriate
matrices that would actually modify the original, even possibly
non-square, system such that it may satisfy the ASPR
conditions. Therefore, to avoid any eventually misleading
interpretation, we emphasize that the (ﬁctitious) matrix W is
not needed or used, that the controller still controls the output
y(t) = Cx(t) of this original plant and that conditions (12) and
(13) only mitigate the classical SP conditions and represent
properties of the original plant {A, B, C}. Still, one can see that
these WSP relations imply that there exists some (ﬁctitious)
associated system {AK, B, W
TC}, with the output given by
z(t) =WTy(t), that is Strictly Passive and that its associated
transfer function, T(s) =WTC(sI  AK)B, is SPR, in plain
accord with the customary Deﬁnition 1. We will show that this
simple result allows the applications of the useful passivity
properties without requiring the customary CB symmetry
condition.3. Application of WASP property to adaptive control
Because most systems are not WSP, we called WASP, and
those systems that only require the existence of an (assumably
unknown) constant, positive deﬁnite, gain eKe to render the ﬁc-
titious closed-loop system WSP. In other words, given the sys-
tem (1) and (2), if one can assume that the (possibly unstable)
plant is minimum-phase and that the product CB has its eigen-
values within the right half-plane, the ﬁctitious control
uðtÞ ¼ eKeyðtÞ þ vðtÞ ð20Þ
would result in the closed-loop system
_xðtÞ ¼ ðA BeKeCÞxðtÞ þ BvðtÞ ð21Þ
yðtÞ ¼ CxðtÞ ð22Þ
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PðA BeKeCÞ þ ðA BeKeCÞTP ¼ Q ð23Þ
PB ¼ CTW ð24Þ
where v(t) represents any input command for the closed-loop
system, only needed to maintain the form {A, B, C} for the
closed-loop system. Note again that the gain matrix eKe and
the positive deﬁnite matrix W are unknown and not needed
or used for implementation.
The WASP property is important because it maintains the
high gain stability with high gains, either stationary or, in par-
ticular, nonstationary. With the nonstationary high gain K(x,
t) that for convenience we write as Kðx; tÞ ¼ eKe þ Dðt; xÞ,
where D(t,x) is constant or time-variable, one gets
P½A BðeKe þ DÞC þ ½A BðeKe þ DÞCTP
¼ P½ðA BeKeCÞ þ ½ðA BeKeCÞTP PBDC
 CTDTBTP
¼ Q CTðWDþ DTWTÞC ð25Þ
There exist positive deﬁnite matrices D(t,x) (take for
example D= k(x,t)I, D= k(x,t)CB, D= k(x,t)WT, etc.,
where k(x, t) is any positive and arbitrarily large factor) that
maintain system stability even if they become arbitrarily
large, such that high gain stability that characterizes SP
and ASP systems is maintained with the new WSP and
WASP classes of systems.
The new conditions and deﬁnitions are important only if
one can show that they are as useful as the customary SPR
conditions for the proofs of stability with nonlinear and
adaptive controllers and also conﬁrmed by realistic applica-
tions. In this context, we note that with the publication of
Ref.15 that only treated adaptive stabilization, many readers
have expressed their concern that the uncertainty in W may
actually eliminate the usefulness of the WASP relations in
the adaptive tracking case. Furthermore, these claims also
seemed to be backed by counterexamples that actually made
the standard Model Reference Adaptive Control (MRAC)
diverges even if the so-called ‘‘sufﬁcient’’ conditions were sat-
isﬁed.18 Although the same counterexamples were successfully
used with SAC,19,20 it was later realized that they did not sat-
isfy even the mitigated conditions of Ref.15. As experience
with Adaptive Control shows, even successful applications
may turn into total failures with even the smallest change
in operational conditions, if there is no sound theoretical
basis behind them. Therefore, this paper goes beyond the
simple adaptive stabilizing illustration of Ref.15, and attempts
to present the full adaptive model tracking using the Simple
Adaptive Control methodology1,9 under various operational
conditions.
4. Model Following with SAC
SAC methodology has been called ‘‘simple’’ because the so-
called ‘‘model’’ is simply a stable plant that only serves to gen-
erate the trajectory that the plant should follow. Otherwise, the
‘‘model’’ is not required to reproduce the plant or to use any
prior knowledge about the plant and can also be of any (in
particular, lower) order insofar as it generates the desired tra-
jectory. Even more important, the resulting Adaptive Control-ler is, basically, of the same low order as the model. The model
is
_xmðtÞ ¼ AmxmðtÞ þ BmumðtÞ ð26Þ
ymðtÞ ¼ CmxmðtÞ ð27Þ
where xm is the nm-dimensional state vector, um the m-dimen-
sional input vector and ym the m-dimensional output vector,
and Am, Bm, and Cm are matrices of the corresponding
dimensions.
The simple adaptive control algorithm3,5 monitors the
tracking error ey(t) = ym(t)  y(t) and the available model
variables, xm and um, and uses the reference vector
rTðtÞ ¼ eTy ðtÞ xTmðtÞ uTmðtÞ
 T
to generate the adaptive con-
trol gains K(t) = [Ke(t) Kx(t) Ku(t)] through the basic
procedure
_KðtÞ ¼ eyðtÞrTðtÞC rKðtÞ ð28Þ
and the adaptive control signal
uðtÞ ¼ KðtÞrðtÞ ¼ KeðtÞeyðtÞ þ KxðtÞxmðtÞ þ KuðtÞumðtÞ ð29Þ
where C is just a positive deﬁnite scaling matrix that only reg-
ulates the rate of adaptation. We note that although under
proper conditions the adaptive procedure (28) can be shown
to lead to perfect model tracking without using the r-term, it
may lead to unnecessarily large adaptive gains and even diver-
gence under non-ideal real-world conditions. Therefore, the r-
term, Ioannou’s simple idea,21 is added to guarantee stability
under non-ideal conditions and in the presence of noise.1,22
The underlying tracking problem assumes that there exists
an ideal control uðtÞ ¼ eKxxmðtÞ þ eKuumðtÞ that could keep
the plant along an ideal trajectory x*(t) that would asymptot-
ically perform perfect tracking. In other words, the ideal plant
_xðtÞ ¼ AxðtÞ þ BuðtÞ ð30Þ
yðtÞ ¼ CxðtÞ ð31Þ
moves along ‘‘ideal trajectories’’ such that y*(t) = ym(t). Be-
cause the plant and the model can have different dimensions,
the ‘‘following error’’ ex(t) is deﬁned to be the difference be-
tween the ideal and the actual plant state
exðtÞ ¼ xðtÞ  xðtÞ ð32Þ
and, correspondingly, the output tracking error is
eyðtÞ ¼ ymðtÞ  yðtÞ ¼ yðtÞ  yðtÞ ¼ CexðtÞ ð33Þ
Differentiating Eq. (32) gives
_exðtÞ ¼ _xðtÞ  _xðtÞ ¼ AxðtÞ þ BuðtÞ  AxðtÞ  BuðtÞ
¼ AexðtÞ  BðuðtÞ  uðtÞÞ ð34Þ
Adding and subtracting BeKeeyðtÞ above gives
_exðtÞ ¼ ðA BeKeCÞexðtÞ  BðKðtÞ  eKÞrðtÞ ð35Þ
where for convenience we denote eK ¼ eKe eKx eKu .
5. Proof of Stability Under WASP Conditions
As already mentioned, the deﬁnition of WASP systems with
symmetricW was ﬁrst presented15 along with a proof of stabil-
ity for the pure stabilization problem. However, immediately
after its publication, many readers claimed that the unknown
W must affect stability in the tracking case. These claims were
140 I. BARKANAfurther supported by counterexamples18 showing that, despite
previous expectations, Model Reference Adaptive Control to-
tally diverged when the regular ASP conditions were not fully
satisﬁed. As a matter of fact, although initially the limited
scope of the proof in Ref.15 seemed to conﬁrm these claims,
it ultimately allows extending the scope of Simple Adaptive
Control from pure stabilization to the full model tracking prob-
lem with WASP systems. Therefore, before relating to the
same counterexamples, we ﬁrst present the following extension
of the theorem of stability to model tracking in WASP systems
with symmetric W, followed by a discussion for the non-sym-
metric W.
5.1. The case of symmetric W
Theorem 2. Under regular SAC assumptions and under theWASP conditions with symmetric W, all errors, gains and state
variables of the Adaptive Control system represented by Eqs.
(28) and (35) are bounded. Under ideal conditions, with r= 0,
the system performs asymptotically perfect tracking.
Proof. Stability of the adaptive system is checked with respect
to the system error state ex(t) and the dynamic gains K(t). The
standard positive deﬁnite Lyapunov function (11) applied to
the adaptive system (28) and (35) is
VðtÞ ¼ eTx ðtÞPexðtÞ þ tr½WðKðtÞ  eKÞC1ðKðtÞ  eKÞT ð36Þ
The derivative of the Lyapunov function is (see Appendix
A):
_VðtÞ ¼ eTx ðtÞQexðtÞ  2rtr½WðKðtÞ  eKÞC1ðKðtÞ
 eKÞT  2rtr½WeKC1ðKðtÞ  eKÞT þ rTðtÞðKðtÞ
 eKÞTðWWTÞeyðtÞ ð37Þ
For the following developments, we deﬁne
_V1ðtÞ ¼ eTx ðtÞQexðtÞ  2rtr½WðKðtÞ  eKÞC1ðKðtÞ
 eKÞT  2rtr½WeKC1ðKðtÞ  eKÞT ð38Þ
and
_V2ðtÞ ¼ rTðtÞðKðtÞ  eKÞTðWWTÞeyðtÞ ð39Þ
When the r-term is zero, Eq. (37) gives
_VðtÞ ¼ eTx ðtÞQexðtÞ þ rTðtÞðKðtÞ  eKÞTðWWTÞeyðtÞ ð40Þ
While the ﬁrst term in Eq. (40) is negative deﬁnite with
respect to ex(t), the second term, that is not deﬁnite, may affect
the sign of _VðtÞ. Symmetry of W manages to cancel the dis-
turbing not-necessarily negative term in Eq. (40), so the
Lyapunov derivative is
_VðtÞ ¼ eTx ðtÞQexðtÞ ð41Þ
In this case, the Lyapunov derivative _VðtÞ in Eq. (41) is nega-
tive deﬁnite with respect to ex(t), though only negative semidef-
inite with respect to the entire state-space eTx ;KðtÞ
 
. Here, one
reaches a ﬁrst limitation of the Lyapunov direct approach that
only indicates that all values are bounded. Fortunately, LaSal-
le’s Invariance Principle1 extends the Lyapunov theory and
shows that not only all state-variables and adaptive gains arebounded, but also that the system ultimately ends within the
domain deﬁned by _VðtÞ  0. Because _VðtÞ is negative deﬁnite
in ex, the system thus ends with ex(t) ” 0, that in turn implies
ey(t) ” 0. In other words, the adaptive control system demon-
strates asymptotic convergence of the state and output tracking
error and boundedness of the adaptive gains.
Still, although the Lyapunov-LaSalle approach is very
useful for the proofs of stability, it does not provide all desired
answers. Here, for example, one reaches another limitation of
the tool, because in order to overcome the open questions of
the preliminary part of this section, the full proof of stability
has ‘‘managed’’ to eliminate the adaptive gains from the
Lyapunov derivative. Therefore, beyond just not introducing
stability problems, ﬁrst of all one is entitled to wonder what
the positive role of the adaptive gains and of the rate of
adaptation can be. Furthermore, although one knows that the
adaptive gains are bounded, one does not know what limit the
ultimate values do reach and even whether they reach any limit
at all. Indeed, a common opinion used to assume that, in spite
of the asymptotically perfect tracking in the ideal perfect
tracking conditions, the adaptive gains may still continue
wandering forever. One must go beyond the direct Lyapunov-
LaSalle approach in order to show23,24 that, while performing
a steepest descent minimization of the tracking error, the
adaptive control gains do ultimately reach a set of stabilizing
constant values and that the rate of adaptation determines the
rate of convergence towards that desired minimization.
In spite of the successful proof of stability for the ideal
perfect tracking situation, it was soon observed that it does not
ﬁt the real world applications even in almost perfect situations.
For a simple illustration of possible problems, note that a main
adaptive gain in the scalar case has the form kðtÞ ¼ R t0 e2yðsÞds
and therefore, even a minimal amount of noise, even negligible
for any (other) practical purpose (even at the level of the least-
signiﬁcant-bit), may lead to divergence of gains in time. In
general, in the absence of a r-term, the continuing integration
could keep increasing the adaptive gain much beyond the
necessary level22,1.
With the r-term, instead of Eq. (41) one gets the Lyapunov
derivative
_VðtÞ ¼ eTxQex  2rtr½WðKðtÞ  eKÞC1ðKðtÞ  eKÞT
 2rtr½WeKC1ðKðtÞ  eKÞT ð42Þ
and one can see that the r-term adds a supplementary negative
deﬁnite quadratic term with reference to the adaptive gains.
The ﬁrst two negative terms therefore guarantee that the
Lyapunov derivative becomes negative if either eTx ðtÞ or
KðtÞ  eK increase beyond some value, thus guaranteeing the
stability with respect to boundedness. The ultimate error value
depends on the ultimate closeness of the adaptive gains K(t) to
any ideal gains eK.
Although using the r-term only guarantees bounded rather
than vanishing errors, practice shows that the use of r-term
manages to maintain stability and good performance even
when the actual conditions do not exactly satisfy the condi-
tions of stability, in the presence of noise, internal distur-
bances, etc. The adaptive gains now move up when they are
needed and then again down according to the actual needs,
ﬁtting the right gain to the right situation and making the
Extensions in adaptive model tracking with mitigated passivity conditions 141control algorithm look adaptive indeed. Therefore, although
the asymptotically perfect tracking version may look more
attractive, we always recommend using even a very a small r-
term with real-world systems. QED
While previous proofs of stability of Adaptive Model Fol-
lowing Systems used to require symmetry of the product CB,
and the ﬁrst extension to WASP systems with symmetric W
only covered simple stabilization, here we extended the appli-
cability of Simple Adaptive Control to the full adaptive model
tracking problem.
5.2. The case of non-symmetric W
As already mentioned in the introduction, Adaptive Control
has been overwhelmed with counterexample that, in spite of
the existence of some proofs of stability, have ended in failure
and thus, have managed to contest the feasibility of Adaptive
Control methods with real-world systems. On the other hand,
even if the so-called ‘‘Simple Adaptive Control’’ methodology
has successfully managed to run such examples, in the absence
of theoretical foundation they could be considered random
successes that may easily become counterexamples at the
slightest change in parameters or operational conditions.
Although some of these difﬁculties have ﬁnally been shown
to be only temporary theoretical limitations, other limitations
have been resilient.
Despite many attempts to eliminate it, the case when system
conditions only allow existence of a non-symmetricW is one of
these resilient limitations. However, because of successful
applications and because it could extend the passivity condi-
tions to any minimum-phase system where the non-symmetric
CB is only required to have eigenvalues anywhere in the RHP,
we again consider Eq. (37), and attempt to analyze whether the
last, non-deﬁnite term could be positive and dominant over the
negative deﬁnite terms in Eq. (37) and thus, eventually lead to
divergence.
For convenience, we denote the skew-symmetric matrix
W WT = S and rewrite the nondeﬁnite term in Eq. (37) as
_V2ðtÞ ¼ trfSeyðtÞrTðtÞðKðtÞ  eKÞTg ð43Þ
Although we already showed that other non-deﬁnite terms
do not affect the stability of system with respect to bounded-
ness, one can see that _V2ðtÞ has a different structure and is
more difﬁcult to analyze. As a general observation, whenever
the product eyðtÞrTðtÞðKðtÞ  eKÞT ¼M, whereM is symmetric,
one gets
_V2ðtÞ ¼ trfSeyðtÞrTðtÞðKðtÞ  eKÞTg ¼ trfSMg ¼ 0 ð44Þ
However, although Eq. (43) contains the skew-symmetric
matrix S and we recall that while xTSx= 0 and tr {ATSA} =
tr{SM} = 0 for any symmetric matrix M= ATA, we must
also consider that in general xTSy „ 0,ATSA „ 0 and even
SxxT „ 0 (where x and y are vectors and A is any matrix). Still,
even if M is ‘‘almost’’ symmetric and therefore _V2ðtÞ does not
vanish, it would be small and would not affect the stability
properties of the system.
In order to better estimate the effect of various parts of
_V2ðtÞ in Eq. (43) on stability beyond these general consider-
ations, we separate it into its various components
_V2ðtÞ ¼ _V21ðtÞ þ _V22ðtÞ þ _V23ðtÞ ð45Þwhere,
_V21ðtÞ ¼ tr SeyðtÞeTy ðtÞðKeðtÞ  eKeÞTn o ð46Þ
_V22ðtÞ ¼ tr SeyðtÞxTmðtÞðKxðtÞ  eKxÞTn o ð47Þ
_V23ðtÞ ¼ tr SeyðtÞuTmðtÞðKuðtÞ  eKuÞTn o ð48Þ
In order to estimate the effect of _V2ðtÞ, we compare it with the
negative deﬁnite term
_V12ðtÞ ¼ 2rtr½WðKðtÞ  eKÞC1ðKðtÞ  eKÞT ð49Þ
Because we can assume that um(t) and, correspondingly, xm(t)
are bounded, one can see that ey(t)xm(t) and ey (t)um(t) may in-
crease like ey(t), while the corresponding ﬁrst part of _V12ðtÞ in-
creases like the integral of the quadratic eyðtÞeTy ðtÞ. Any
eventually diverging effect of Eqs. (47) and (48) is thus soon
balanced by the increase in the magnitude of _V12ðtÞ. Therefore,
ﬁrst we now focus on _V21ðtÞ part of _V2ðtÞ. Here, we observe
that
eyðtÞeTy ðtÞCe ¼
dðKeðtÞ  eKeÞ
dt
þ rKeðtÞ
or
eyðtÞeTy ðtÞCe ¼
dðKeðtÞ  eKeÞ
dt
þ rðKeðtÞ  eKeÞ þ reKe
Therefore,
_V21ðtÞ ¼ tr S dðKeðtÞ 
eKeÞ
dt
C1e ðKeðtÞ  eKeÞT
( )
þ rtrfSðKeðtÞ  eKeÞC1e ðKeðtÞ  eKeÞTg
þ rtr SeKeC1e ðKeðtÞ  eKeÞTn o ð50Þ
The second term in Eq. (50) vanishes because it has the
form tr {SM} = 0, where S is skew-symmetric and M is sym-
metric, so we are left with
_V21ðtÞ ¼ tr S dðKeðtÞ 
eKeÞ
dt
C1e ðKeðtÞ  eKeÞT
( )
þ rtr SeKeC1e ðKeðtÞ  eKeÞTn o ð51Þ
The second term in Eq. (51) is just another ﬁrst order term
in KeðtÞ  eKe that does not affect the boundedness, so we focus
on
_V21ðtÞ ¼ tr S dðKeðtÞ 
eKeÞ
dt
C1e ðKeðtÞ  eKeÞT
( )
ð52Þ
Can _V21ðtÞ become positive and dominant over the negative
deﬁnite terms in _VðtÞ? If the term
M ¼ dðKeðtÞeKeÞ
dt
C1e ðKeðtÞ  eKeÞTwere symmetric, it would re-
sult in _V21ðtÞ ¼ 0, yet from Eq. (52) this does not seem to be
guaranteed in general. Therefore, we will test its effect when
KeðtÞ  eKe takes various forms. If the entries of matrix
eyðtÞeTy ðtÞ in _V21ðtÞ tend to diverge as polynomial functions
of t, the corresponding integral terms in KeðtÞ  eKe of the neg-
ative _V12ðtÞ get the supplementary t-factor that soon becomes
dominant and would thus prevent divergence. On the other
hand, for other functions, such as functions with exponential
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apparently, for large a, the derivative could remain dominant
over the integral and thus, could lead to divergence. However,
because, in general, systems seem to start going slowly into
divergence, it seems that in general, the integral term would
soon dominate the derivative term and thus, make _VðtÞ nega-
tive. Besides, as a general effect, the terms of highest powers an
thus, of highest rate of increase, are placed on the diagonal of
eyðtÞeTy ðtÞ and of its integral, namely, KeðtÞ  eKe. It is impor-
tant to see that multiplication by the skew-symmetric matrix
S removes these terms from the diagonal and ultimately from
the trace of the non-deﬁnite term. Instead, multiplication by
the positive deﬁnite (even non-symmetric) matrix W maintains
these terms within the diagonal and ultimately in the trace of
the negative-deﬁnite term (see Appendix B).
The Lyapunov proof of stability thus ends showing that the
use of Simple Adaptive Control in situations that do not sat-
isfy classical passivity conditions can only guarantee bounded
(rather than vanishing) tracking errors. System behavior ulti-
mately depends on the term KðtÞ  eK, such that the algorithm
performance must be tested with practical applications.
Although performance will depend on the speciﬁc application,
it was shown elsewhere23 that, while the role of the main adap-
tive gain Ke(t) is the guarantee of stability, the control gains
Kx(t) and Ku(t) perform a steepest descent minimization of
the error such that ﬁnal satisfactory results can be expected.
6. Examples and ‘‘Counterexamples’’ to model reference
adaptive control
As already noted, new relaxed passivity conditions have mean-
ing only if they have relevance to stability as usual passivity
relations do. After the publication of Ref.15, readers have ex-
pressed the opinion that the unknown matrixW may interfere
with model tracking properties of Adaptive Control. In partic-
ular, as we will show below, some counterexamples actually
seemed to conﬁrm this worry.
6.1. A ﬂexible structure
Before dealing with ‘‘counterexamples,’’ it is useful to present
an interesting and unexpected by-product of the WASP exten-
sion to the control of ﬂexible structures. It is known that when
the order and modes and, in general, the ﬂexible structure
parameters are unknown, perfect collocation of sensors and
actuators is required to guarantee stability of various control
methodologies.25–34 However, although in simulations one
can afford to assume perfect collocation, things are not so in
real world applications. Therefore, because the ASP relations
are not satisﬁed any longer, use of Adaptive Control (and of
other methodologies as well) when perfect collocation is not
possible seemed to be prohibited. For illustration, we revisit
an Adaptive Control application to the (unknown) 1 m long
8-order (4-modes) totally undamped ﬂexible bar example that
has been previously used assuming perfect collocation of sen-
sors and actuators.34 Here, we reconsider the same plant and
test what happens if the actuators and the sensors are not per-
fectly collocated any longer. The plant modes are deﬁned by
the matrix K= x2 = diag (p4, (2p)4, (3p)4, (4p)4), and sensors
and actuators are placed at the two locations l1 = 0.29 m andl2 = 0.84 m along the ﬂexible bar. The input and output matri-
ces deﬁned by this location are characterized by the matrix
C1 ¼
sinðpl1Þ sinð2pl1Þ sinð3pl1Þ sinð4pl1Þ
sinðpl2Þ sinð2pl2Þ sinð3pl2Þ sinð4pl2Þ
 
ð53Þ
or numerically
C1 ¼
0:7902 0:9686 0:3971 0:4818
0:4818 0:8443 0:9980 0:9048
 
ð54Þ
Collocation at these locations results in the plant system
A ¼ 04 I4K 04
 
; B ¼ 04;2
CT1
 
; C ¼ C1 C1½  ð55Þ
It is easy to see that the plant is minimum-phase and that CB is
positive deﬁnite symmetric. The plant is required to follow the
output of a simple second order model. Here, we do not pres-
ent the test results with perfect collocation34 and instead let the
actuators shift from the perfect collocation to l3 = (1 + a)l1
and l4 = (1 + a)l2. One can test that performance is not af-
fected if one lets the deviation a to vary from zero to 10%,
although, even if the plant remains minimum-phase, the CB
product is not PDS any longer. For the speciﬁc case of
a= 10%, one gets
C2 ¼
sinðpl3Þ sinð2pl3Þ sinð3pl3Þ sinð4pl3Þ
sinðpl4Þ sinð2pl4Þ sinð3pl4Þ sinð4pl4Þ
 
ð56Þ
or numerically
C2 ¼
0:8426 0:9075 0:1347 0:7624
0:2365 0:4596 0:6566 0:8163
 
ð57Þ
These new locations result in the plant
A ¼ 04 I4K 04
 
; B ¼ 04;2
CT2
 
; C ¼ C1 C1½  ð58Þ
One can check that
CB ¼ 1:9656 0:3958
0:4640 1:8959
 
ð59Þ
is not PDS, yet is diagonalizable and with positive real eigen-
values. The diagonalization procedure (CB)TV= VD gives:
V ¼ 0:7614 0:7065
0:6483 0:7077
 
; D ¼ 2:3607 0
0 1:5008
 
ð60Þ
and
W ¼ VDVT ¼ 2:1176 0:4149
0:4149 1:7438
 
ð61Þ
One can easily see thatW is positive deﬁnite symmetric and so
is
ðCBÞTW ¼WTðCBÞ ¼ 4:3549 1:6246
1:6246 3:4704
 
ð62Þ
Output position of Model vs. Plant with two different step
input commands at the two input locations can be seen in
Figs. 1 and 2. We also plot the errors at proper scale in Figs. 3
and 4.
One can check that the situation remains about the same if
a is further increased, even up to about 19% (maybe with some
slight increase in the tracking errors), yet at a= 20% the sys-
tem breaks down (the Adaptive Control system diverges) and a
Fig. 1 Flexible bar: plant and model output at Position 1.
Fig. 2 Flexible bar: plant and model output at Position 2.
Fig. 3 Flexible bar: output error at Position 1.
Fig. 4 Flexible bar: output error at Position 2.
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CB has become negative.
6.2. Counterexamples to Adaptive Control
In order to test the practical implications of the theoretical re-
sults above, some difﬁcult practical examples were thought. In
this respect, readers of Ref.34 pointed to counterexamples to
standard Model Reference Adaptive Control.18 In spite of pre-
vious assumptions and even ‘‘proofs’’, these examples led to
total divergence when standard ‘‘classical’’ MRAC techniques
were applied. In these practical examples that appear in a 2D
adaptive robotic visual servoing with uncalibrated camera, an
apparently simple 2 · 2 stable plant is required to follow the
behavior of a stable model of same order. In fact, both the
plant and the model share the same diagonal system matrix
with the same negative eigenvalues, and only the input-output
matrix differentiates between the two. The plant is deﬁned by
the system matrices
A ¼ a 0
0 a
 
; B ¼ cosu sinuh sinu h cosu
 
ð63ÞThe model is deﬁned by the system matrices
Am ¼
a 0
0 a
 
; Bm ¼
1 0
0 1
 
ð64Þ
Both output matrices C and Cm are identity matrices.
Because the plant parameters change in various operational
conditions, Adaptive Control techniques are called to maintain
performance in spite of the changes. However, although this
seems to be a very simple system to control, it was shown18
that the standard MRAC methodology leads to instability.
This happens, for example, with h= 0.5, a= 1, u= 1 and
umðtÞ ¼ 0 3½ T, or with h= 0.5, a= 9, u= 1 and
umðtÞ ¼ 10 sin t 10 cos t½ T. It is worth mentioning that along
with the simulations, the mentioned Ref.18 also actually proved
instability with MRAC (that otherwise could have been
blamed on numerical problems or various other reasons in
simulation) by detailed theoretical analysis that resulted in a
diverging system equation. System divergence with MRAC oc-
curred in all cases, although there was ‘‘sufﬁcient excitation’’,
there was no ‘‘unmodeled dynamics’’, and the required ‘‘sufﬁ-
cient’’ passivity conditions were also satisﬁed.
These examples seem good enough to test the limitations of
SAC. However, instead of showing divergence or being in any
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strate the simplicity and performance of SAC19,20 and they
served as the trigger that ultimately led to the theoretical anal-
ysis of stability of tracking with mitigated passivity conditions.
For readers convenience, we reproduce some results of Ref.19.
For a fair comparison of the stability properties of SAC and
standard MRAC, we ﬁrst used the same slow adaptation rate,
c= 1, as Ref.18 and tested all cases that previously led to
divergence with standard MRAC. However, because the rate
of adaptation with SAC is theoretically unlimited, we will also
show below that high adaptation rates not only do not affect
the stability of SAC, but actually they result in deﬁnitely supe-
rior performance.
(1) Case 1: h ¼ 0:5; a ¼ 1; u ¼ 1; umðtÞ ¼ ½ 0 3 T. One
can see that the SAC system indeed shows a stable behavior,
although, as we mentioned, because all initial adaptive gains
are zero and the rate of adaptation is slow, one sees a large
transient before all adaptive gains converge towards their ulti-
mate values and the tracking errors practically vanish (Figs. 5
and 6).Fig. 5 Case 1: plant and model output.
Fig. 6 Case 1: adaptive gains.
Fig. 7 Case 2: plant and model output.
Fig. 8 Case 2: adaptive gains.(2) Case 2: because one might think that a single step input
may not provide a second order system with ‘‘sufﬁcient excita-
tion’’ for MRAC, a second case was run with two sinusoidalinput commands: a ¼ 9; umðtÞ ¼ 10 sin t 10 cos t½ T. Never-
theless, while the standard MRAC diverges,18 SAC again
shows stable behavior (Figs. 7 and 8).(3) Case 3: here, in order to avoid any impression that SAC
might need input excitation, we run Case 2 where we eliminate
any input command: a ¼ 9; umðtÞ ¼ 0 0½ T (Figs. 9 and 10).
Note that if the plant starts at zero initial conditions, it
would remain there. Therefore, we just gave it some initial dis-
tortion conditions [1 1.2]T. With no input command, all model
states are zero, so Kx and Ku also remain zero, while Ke reaches
some stabilizing value. Here, one can see that with SAC, the
adaptive control system remains stable with no dependence
on the existence of a model or input command.
In all three applications above one can see that although
some adaptive control gains may converge more slowly than
others, all gains have the tendency to converge.
(4) Still, slow systems may not look like challenges for con-
trol. Therefore, after having used the illustrations above to
show stability of SAC, we wanted to test the performance that
can be achieved with SAC when high adaptation rate is re-
quired. Therefore, we again run the second case, yet the step
Fig. 9 Case 3: plant and model output.
Fig. 10 Case 3: adaptive gains.
Fig. 11 Case 4: input commands.
Fig. 12 Case 4: plant and model output.
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5,
cx = 10
2, cu = 10
2.
As seen below, the plant follows the model so closely that
most of the time, except for an initial adaptation transient,
the model and plant positions practically coincide (Figs. 11–
14).
Note that all adaptations start with zero initial gain values.
In practice, any initial use with the speciﬁc plant would allow
selection of initial gains that would reduce the transient re-
sponse even more.1
7. Theoretical Dilemma
We note that the examples above were initially tested under the
assumption that they were WASP in the restricted sense,
namely, with symmetricW.15 Only after their successful appli-
cation with SAC, has been observed that no one satisﬁed the
WASP condition of Ref15. Because at no time was SAC ex-
pected to control any system, the continued investigation
showed that all examples still satisﬁed the extended WASP def-
inition that can only guarantee existence of non-symmetricW.
On the other hand, if the conditions were further pushed so
that even the newly relaxed WASP conditions were not satis-
ﬁed, the adaptive control system diverged.With a= u= 1, h= 0.5, one gets
A ¼ 1 0
0 1
 
; B ¼ 0:5403 0:84150:4207 0:2702
 
ð65Þ
Similarly, for a= 9, u= 1, h= 0.5, one gets
A ¼ 9 0
0 9
 
; B ¼ 0:5403 0:84150:4207 0:2702
 
ð66Þ
In both cases it can be seen that the system has no ﬁnite zeros
and the non-symmetric product CB= B is diagonalizable, yet
its eigenvalues are complex and remain contained within the
right-half plane. Under these conditions, a symmetric W does
not exist, yet construction of a non-symmetric positive deﬁnite
W is possible using the diagonalization procedure
(CB)TV= VK. Here,
V ¼ 0:1311þ 0:5623i 0:1311 0:5623i
0:8165 0:8165
 
ð67Þ
and
K ¼ 0:4052þ 0:5795i 0
0 0:4052 0:5795i
 
ð68Þ
Fig. 13 Case 4: plant output tracking errors.
Fig. 14 Case 4: adaptive gains.
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W ¼ VKV ¼ 0:2702 0:61880:4453 0:5403
 
ð69Þ
One can easily see that the non-symmetric W is positive deﬁ-
nite. Furthermore,
ðCBÞTW ¼WTðCBÞ ¼ 0:3333 0:1070
0:1070 0:6667
 
ð70Þ
which is positive deﬁnite symmetric. We now select15
P ¼ CTWðCBÞ1C ¼ 0:6667 0:2140
0:2140 1:3333
 
ð71Þ
In is clear that the selected P satisﬁes the second WSP condi-
tion. Furthermore, for the ﬁrst case one gets
PAþ ATP ¼ Q ¼  1:3333 0:4281
0:4281 2:6667
 
ð72Þ
and for the second case
PAþ ATP ¼ Q ¼  12 3:8526
3:8526 24
 
ð73Þwhich shows that both systems are WSP with non-symmetric
W.
In order to test the robustness of SAC even further, we
again changed the plant parameters to h= 0.5, a= 9,
u= 1.25. One gets
A ¼ 9 0
0 9
 
; B ¼ 0:3153 0:94900:4745 0:1577
 
ð74Þ
It can be seen that the non-symmetric CB=B is neither positive
deﬁnite nor symmetric, yet its complex eigenvalues, 0.2365–
0.6664i and 0.2365–0.6664i, are contained within the right
half-plane. Under these conditions we write (CB)TV= VK.
Here,
V ¼ 0:0678þ 0:5734i 0:0678 0:5734i
0:8165 0:8165
 
ð75Þ
and
K ¼ 0:2365þ 0:6664i 0
0 0:2365 0:6664i
 
ð76Þ
We choose
W ¼ VKV ¼ 0:1577 0:65010:5977 0:3153
 
ð77Þ
One can easily see that the non-symmetric W is positive deﬁ-
nite. Furthermore,
ðCBÞTW ¼WTðCBÞ ¼ 0:3333 0:0554
0:0554 0:6667
 
ð78Þ
which is positive deﬁnite symmetric. We now select
P ¼ CTWðCBÞ1C ¼ 0:6667 0:1108
0:1108 1:3333
 
> 0 ð79Þ
It is clear that the selected P satisﬁes the second WSP condi-
tion with non-symmetric W. Furthermore, one gets
PAþ ATP ¼ Q ¼  1:3333 1:9936
1:9936 2:6667
 
< 0 ð80Þ
Again, simulation tests under the same conditions as in Case 4
above showed exactly the same performance.
We now test the robustness of SAC even further and select
A ¼ 1 0
0 1
 
; B ¼ 0 11 2
 
ð81Þ
It can be seen that the non-symmetric CB is not positive deﬁ-
nite or symmetric, and also non-diagonalizable. Under these
conditions we write (CB)TV= VJ. Here,
V ¼ 1 1
1 0
 
ð82Þ
and
J ¼ 1 1
0 1
 
ð83Þ
We choose
W ¼ VJVT ¼ 1 01 1
 
ð84Þ
One can easily see that the non-symmetric W is positive deﬁ-
nite. Furthermore,
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" #
ð85Þ
which is positive deﬁnite symmetric. We now select
P ¼ CTWðCBÞ1C ¼ 2 11 1
" #
> 0 ð86Þ
It is clear that the selected P satisﬁes the second WSP condi-
tion. Furthermore, one gets
PAþ ATP ¼ Q ¼  4 22 2
" #
< 0 ð87Þ
Again, simulation tests under the same conditions as in Case 4
above showed the same performance.
Although (at present) the theoretical foundation can only
guarantee boundedness of all values and the ﬁnal tracking per-
formance depends on the distance from the ultimate values of
K(t) and any appropriate ideal eK, the examples above demon-
strate good performance of the Adaptive Control system under
the general WASP condition, namely, when all eigenvalues of
CB are contained within the right half plane, violation of this
condition led to instability. These results should encourage the
practitioner to test the algorithm with difﬁcult real-world
examples.
8. Conclusions
This paper eliminates an apparent limitation of Adaptive
Model tracking and thus extends the applicability of the
important passivity properties to minimum-phase systems
where the not necessarily symmetric CB is diagonalizable
with real positive eigenvalues. The robustness of the algo-
rithm has also been successfully tested with minimum-phase
examples where the nonsymmetric CB has just RHP eigen-
values. The results of this paper are important for further
extension of feasibility of adaptive and nonlinear control to
real-world systems that may not satisfy even the new, re-
laxed, WASP conditions. For such systems has been shown
that if a controller H stabilizes the system G, then the aug-
mented system G+H1 is minimum-phase.9 This way, with
proper selection of the relative degree of H1, basic stabiliz-
ability properties of systems could be used to implement
WASP conﬁgurations. In various design environments, one
can use available prior knowledge to devise the so called
‘‘parallel feedforward conﬁguration (PFC) ’’ or
‘‘shunt’’.1,9,35–37 As the previously required symmetry of CB
of the (unknown) augmented system could not be guaran-
teed, this paper also facilitates the use of parallel feedforward
by eliminating a fundamental limitation of the approach.Appendix A. Derivative of Lyapunov Function (36)
At this stage, we do not requireW to be symmetric. The deriv-
ative of V(t) in Eq. (36) is
_VðtÞ ¼ _eTx ðtÞPexðtÞ þ eTx ðtÞP _exðtÞ þ tr½W _KðtÞC1ðKðtÞ
 eKÞT þ tr½WðKðtÞ  eKÞC1 _KTðtÞ ðA1Þ_VðtÞ ¼ eTx ðtÞPðA BeKCÞexðtÞ þ eTx ðtÞðA BeKCÞTPexðtÞ
 eTx ðtÞPBðKðtÞ  eKÞrðtÞ  rTðtÞðKðtÞ  eKÞTBTPexðtÞ
þ tr½WeyðtÞrTðtÞCC1ðKðtÞ  eKÞT
 rtr½WKðtÞC1ðKðtÞ  eKÞT
þ tr WðKðtÞ  eKÞC1CrðtÞeTy ðtÞh i
 rtr½WðKðtÞ  eKÞC1KðtÞ ðA2Þ
or
_VðtÞ ¼ eTx ðtÞPðA BeKCÞexðtÞ þ eTx ðtÞðA BeKCÞTPexðtÞ
 eTx ðtÞPBðKðtÞ  eKÞrðtÞ  rTðtÞðKðtÞ  eKÞTBTPexðtÞ
þ tr½WeyðtÞrTðtÞðKðtÞ  eKÞT
 rtr½WKðtÞC1ðKðtÞ  eKÞT
þ tr½WðKðtÞ  eKÞrðtÞeTy ðtÞ
 rtr½WðKðtÞ  eKÞC1KTðtÞ ðA3Þ
Adding and subtracting the right terms gives
_VðtÞ ¼ eTx ðtÞPðA BeKCÞexðtÞ þ eTx ðtÞðA BeKCÞTPexðtÞ
 eTx ðtÞPBðKðtÞ  eKÞrðtÞ  rTðtÞðKðtÞ  eKÞTBTPexðtÞ
þ tr½WeyðtÞrTðtÞðKðtÞ  eKÞT
 rtr½WðKðtÞ  eKÞC1ðKðtÞ  eKÞT
þ rtr½WeKC1ðKðtÞ  eKÞT
þ tr½WðKðtÞ  eKÞrðtÞeTy ðtÞ
 rtr½WðKðtÞ  eKÞC1ðKðtÞ  KÞT
þ rtr½WðKðtÞ  eKÞC1 eKT ðA4Þ
Recalling that tr(AB) = tr(BA), tr (xyT) = tr(yTx) = tr(xTy)
gives
_VðtÞ ¼ eTx ðtÞPðA BeKCÞexðtÞ þ eTx ðtÞðA BeKCÞTPexðtÞ
 eTx ðtÞPBðKðtÞ  eKÞrðtÞ  rTðtÞðKðtÞ  eKÞTBTPexðtÞ
þ tr½rTðtÞðKðtÞ  eKÞTWeyðtÞ
þ tr½eTy ðtÞWðKðtÞ  eKÞrðtÞ
 rtr½WðKðtÞ  eKÞC1ðKðtÞ  eKÞT
 rtr½WðKðtÞ  eKÞC1ðKðtÞ  eKÞT
þ rtr½WeKC1ðKðtÞ  eKÞT
þ rtr½WðKðtÞ  eKÞC1 eKT ðA5Þ
Using tr(xTy) = xTy and the WASP relations gives
_VðtÞ ¼ eTx ðtÞQexðtÞ  2rtr½WðKðtÞ  eKÞC1ðKðtÞ  eKÞT
 eTx ðtÞCTWðKðtÞ  eKÞrðtÞ
 rTðtÞðKðtÞ  eKÞTWTCexðtÞ
þ rTðtÞðKðtÞ  eKÞTWCexðtÞ
þ eTx ðtÞCTWðKðtÞ  eKÞrðtÞ
þ 2rtr½WeKC1ðKðtÞ  eKÞT ðA6Þ
The ﬁfth and sixth terms in Eq. (A6), originating in the deriv-
ative of the adaptive gain terms in V(t), cancels the non-posi-
tive third and fourth term and thus leads to the Lyapunov
derivative Eq. (37).
148 I. BARKANAAppendix B. Effect of the non-deﬁnite term in Eq. (37)
As claimed in the paper, multiplication by the positive deﬁnite
matrix W maintains the fastest increasing terms within the
diagonal and ultimately in the trace of the negative-deﬁnite
term, thus making it dominant in time and maintaining stabil-
ity with respect to boundedness. For convenience, in the fol-
lowing example we assume
W ¼ 1 1
0 1
 
ðB:1Þ
and thus
S ¼WWT ¼ 0 11 0
 
ðB:2Þ
For a ﬁrst simple example, assume that the error has the form:
eyðtÞ ¼
1
t
 
ðB:3Þ
In this case
eyðtÞeTy ðtÞ ¼
1 t
t t2
 
ðB:4Þ
and
KeðtÞ  eKe ¼ Z t
0
eyðsÞeTy ðsÞds ¼
t t
2
2
t2
2
t3
3
" #
ðB:5Þ
eyðtÞeTy ðtÞ
 	
ðKeðtÞ  eKeÞ ¼ tþ t33 t22 þ t43
t2 þ t4
2
t3
2
þ t5
3
" #
ðB:6Þ
The product seems to present dangerously high power terms,
yet then
_V21ðtÞ ¼ tr S eyðtÞeTy ðtÞ
 	
ðKeðtÞ  eKeÞn o ðB:7Þ
_V21ðtÞ ¼ tr
t2 þ t4
2
t3
2
þ t5
3
t t3
3
 t2
2
 t4
3
" #( )
ðB:8Þ
_V21ðtÞ ¼ t
2
2
þ t
4
6
ðB:9Þ
As predicted, the highest time power, t5, has vanished from the
trace.
On the other hand
_V12ðtÞ ¼ 2rtrfWðKeðtÞ  eKeÞðKeðtÞ  eKeÞg ðB:10Þ
which gives
_V12ðtÞ ¼ 2rtr
t2 þ t4
4
þ t3
2
þ t5
6
t3
2
þ t5
6
þ t4
4
þ t5
9
t3
2
þ t5
6
t4
4
þ t5
9
" #( )
ðB:11Þ
_V12ðtÞ ¼ 2r t2 þ t
3
2
þ t
4
2
þ t
5
6
þ t
6
9

 
ðB:12Þ
For this particular case, the negative deﬁnite term _V12ðtÞ could
all the time be dominant over the (eventually) positive _V21ðtÞ
yet in any case it is clear that at least in time, the negative
_V12ðtÞ becomes dominant.
What is important here is that the multiplication by a posi-
tive deﬁnite matrix in the negative deﬁnite term maintains thehighest possible powers within the diagonal and ultimately in
the trace. On the other hand, multiplication by the skew-sym-
metric matrix removes the highest power from the diagonal,
thus making the non-deﬁnite term less dominant in time.
For a more representative example, assume that the error
tends to diverge at a very high rate that can be represented
by
eyðtÞ ¼ t
k1 ea1t
tk2 ea2t
 
ðB:13Þ
In this case
eyðtÞeTy ðtÞ ¼
t2k1 e2a1t tk1þk2 ea1þa2t
tk1þk2 ea1þa2t t2k2 e2a2t
 
ðB:14Þ
BecauseZ t
0
skeasds ¼ t
keat
a
þ Pk1ðtÞeat ðB:15Þ
where Pk1(t) is a polynomial in t of lesser order then k, we
ignore the lesser order terms and only keep
KeðtÞ  eKe ¼ tk1 ea1 ta1 tk1þk2 ea1þa2 ta1þa2
tk1þk2 ea1þa2 t
a1þa2
tk2 ea2 t
a2
" #
ðB:16Þ
to get
ðeyðtÞeTy ðtÞÞðKeðtÞ  eKeÞ ¼ a11 a12a13 a22
 
ðB:17Þ
a11 ¼ t
4k1 e4a1t
2a1
þ t
2ðk1þk2Þe2ða1þa2Þt
2ða1 þ a2Þ ðB:18Þ
a12 ¼ t
3k1þk2 e3a1þa2t
2ða1 þ a2Þ þ
tk1þ3k2 ea1þ3a2t
2a1
ðB:19Þ
a21 ¼ t
3k1þk2 e3a1þa2t
2a1
þ t
k1þ3k2 ea1þ3a2t
2ða1 þ a2Þ ðB:20Þ
a22 ¼ t
2ðk1þk2Þe2ða1þa2Þt
2ða1 þ a2Þ þ
t4k2 e4a2t
2a2
ðB:21Þ
The product may seem to present dangerously high power
terms, yet then
_V21ðtÞ ¼ tr S eyðtÞeTy ðtÞ
 	
ðKeðtÞ  eKeÞn o ðB:22Þ
_V21ðtÞ ¼ tr
b11 b12
b13 b22
  
ðB:23Þ
b11 ¼
t3k1þk2 e3a1þa2t
2a1
þ t
k1þ3k2 ea1þ3a2t
2ða1 þ a2Þ ðB:24Þ
b12 ¼
t2ðk1þk2Þe2ða1þa2Þt
2ða1 þ a2Þ þ
t4k2 e4a2t
2a2
ðB:25Þ
b21 ¼ 
t4k1 e4a1t
2a1
 t
2ðk1þk2Þe2ða1þa2Þt
2ða1 þ a2Þ ðB:26Þ
b22 ¼ 
t3k1þk2 e3a1þa2t
2ða1 þ a2Þ 
tk1þ3k2 ea1þ3a2t
2a1
ðB:27Þ
Extensions in adaptive model tracking with mitigated passivity conditions 149_V21ðtÞ ¼ a2t
3k1þk2 e3a1þa2t
2a1ða1 þ a2Þ 
a1t
k1þ3k2 ea1þ3a2t
2ða1 þ a2Þa2 ðB:28Þ
As predicted, the highest time power terms have vanished from
the trace. On the other hand, the negative term is
_V12ðtÞ ¼ 2rtrfWðKeðtÞ  eKeÞðKeðtÞ  eKeÞg ðB:29Þ
which after some algebra gives
_V12ðtÞ ¼ 2rE ðB:30Þ
where,
E ¼ t
4k1 e4a1t
4a21
þ t
2ðk1þk2Þe2ða1þa2Þt
2ða1 þ a2Þ2
þ t
3k1þk2 e3a1þa2t
4a1ða1 þ a2Þ
þ a1t
k1þ3k2 ea1þ3a2t
4ða1 þ a2Þa2 þ
t4k2 e4a2t
4a22
ðB:31Þ
Again it is clear that in this pretty general case, in time, the neg-
ative deﬁnite _V12ðtÞ becomes dominant.
What is important here is that the multiplication by a posi-
tive deﬁnite matrix in the negative deﬁnite term maintains the
highest possible powers within the diagonal and ultimately in
the trace. On the other hand, multiplication by the skew-sym-
metric matrix (whose diagonal entries are all zero) removes the
highest power from the diagonal, thus making the non-deﬁnite
term less dominant in time.
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