, respectively." Please give averages and standard deviations and the time that was used for collecting the respective data. That would make this info more quantitative and link it to detection limits.
Authors Reply: Good suggestion. Background measurements were done at each filter before and after each sample measurement. Table 1 shows statistics (average, standard deviation and count) for the background signals for absorption and scattering as measured at each filter. All data used in the statistics, corresponded to a measurement time of about 2-3 seconds. Authors Reply: Answered in reply to comment#3.
Reviewer comment 6: P6302, L 16 ... Description of the iron lung. I understand that you present the details in the submitted manuscript but please give some more details also here: how big is the lung? How long does it take to fill it? What is the time resolution you achieve with it?
Authors Reply: The iron lung is a steel cylindrical drum having a diameter of 64 cm and height of 86 cm. It is lined with a conductive liner and has a capacity of 277 l. It takes 15-20 min to be fully filled with kerosene soot (diluted with air) with a flow rate of ~20 lpm. The sampling time was much longer (about 2 hours) as the flow used by the instruments added up to a total of about ~2 lpm.
Reviewer comment 7: P6302, instrument calibration. I understand you need high concentrations for the extinction calibration because of the short pathlength but why don't you calibrate scattering with CO2 like any nephelometer? That would be exact and there would not be the inevitable uncertainty that is always associated with aerosol production. And I would trust absorption calibration with NO2 more than with soot, the absorption spectrum of NO2 is well known. Still about the extinction measurement: if so high concentrations are needed for the calibration, what is the detection limit for extinction? In Table 2 you just present the detection limits for scattering and absorption -give also extinction.
Authors Reply: In table 2 below, we report calculated CO 2 (minus Air) scattering coefficients for the conditions of the experiments as performed in Reno, NV (at about 846 mb and ambient temperature). Depending on the wavelength, scattering from CO 2 is insufficient to give a signal significantly higher than the minimum detection limit of the instrument, and would therefore not provide a precise mean of calibrating the current instrument for all wavelengths. As we prefer to use the same calibration procedure for all wavelengths, we think that using the aerosol extinction measurement is a reasonable approach. In addition, the absorption calibration described in the paper critically depends on the scattering calibrated data. The fact that the photoacoustic signal as calibrated with aerosols compares well with the NO 2 absorption data, provides some additional evidence that the scattering calibration obtained with salt is also accurate. This calibration approach has been discussed carefully in (Abu-Rahmah, Arnott et al. 2006 ). Abu-Rahmah et al. also point out another advantage of this approach by writing: "The scattering coefficients of particle-free air and CO 2 are generally lower than the aerosol coefficients in an urban area of average pollution. Thus another calibration method extending the calibration range is desirable". However, we also agree with the reviewer that future embodiments of our instrument -with possibly improved detection limits-should be at least compared against, if not calibrated with, CO 2 . We thank the reviewer for asking about the minimum detection limit for extinction. That data should have been added to the paper at its initial submission. In the following table 3 we report the extinction detection limit for 60s integration time, as it has been calculated using the Allan variance method used for scattering and absorption and discussed in the paper. These values have been added also to the table 2 in the revised manuscript. Authors Reply: The main focus of this paper was to present the design, development, calibration scheme, performance and limitations of the instrument. The comparison of the instrument with a commercial 3-wavelength photoacoustic (DMT Inc.), using two previously studied aerosol species (kerosene soot and salt) demonstrate the good agreement between the instruments, with an advantage for our instrument of being able to measure at two additional wavelengths. Since the aerosols sampled from the iron lung were irregularly shaped particles (soot and salt) and we do not know the details of their morphology it would be difficult to accurately simulate the expected scattering and absorption coefficients from the size distribution alone. Mie simulations, that assume spherical symmetry, would poorly reproduce the optical properties of soot and salt particles introducing substantial uncertainty in such comparison. However, we agree with the reviewer that using spherical aerosols of known size and index of refraction and comparing the results with those from Mie calculations would definitely be interesting and it should be included in future studies using for example nigrosin and latex spheres of selected size.
Reviewer comment 9: P6310 L23 -24 "... even in environemtns with ...". Typing error.
Authors Reply: Thanks for pointing this out, "environemtns" was replaced with "environments". One of the Y-axis in both plots represents the photoacoustic signal that is recorded from the response of the microphone, which corresponds to the absorption only when other relaxation processes are negligible (e.g. negligible photodissociation, or negligible fluorescence). When also scattering is negligible, this should correspond to the extinction, as is the case for NO 2 that is an absorbing gas at these wavelengths. Therefore, even though we are comparing similar quantities with same units and approximate same range, the quantities in place are inherently different: extinction, absorption, and photoacoustic signal. With the different coloring and axis we attempt to draw the reader attention to this distinction, which is particularly important when discussing the effect of photodissociation on the NO 2 photoacoustic signal at shorter wavelengths (the photoacoustic signal is lower than the absorption due to energy transfer in the photodissociation process). Only, when adjusted for photodissociation, the photoacoustic signal falls in close agreement with the measured extinction and expected absorption. We clarified this issue in the revised manuscript.
Reviewer comment 11: Figure 9 . How come the Allan deviations have so clear minima at around 250 s and then again increase? Is this just due to some mathematical reasons or is this also true in measurement data? I find it hard to believe that by integrating over about 250 s your scattering noise would be about 0.01 Mm -1 which is much better than that in the commercial nephelometers, specially dedicated for scattering.
Authors Reply: Allan deviation for white noise decreases proportionally to the square root of the integration time, which is shown as a grey line on the plots. When system drifts become significant, the Allan deviation starts increasing with integration time (Werle, Mücke et al. 1993) . This is the reason why for some of the measurements we see a decrease in Allan deviation up to a certain integration time and an increase after that. However, the low value (≈0.01 Mm -1 ) at integration times around 250s is probably due to statistical fluctuations in the computed Allan deviations. In the figure below we added standard errors to the plots as calculated following the method described by Werle, Mücke et al. (1993) . Evidently the errors increase at larger integration times. We did not include error bars on the plots in Figure 9 in the manuscript because that would clutter the graph making it difficult to read. It is evident that a detection limit of 0.01 Mm -1 at an integration time of 250s is unlikely.
