Abstract. Technology induced process tolerances in analog circuits cause device characteristics different from specification. For direct conversion receiver front-ends a system level calibration method is presented. The malfunctions of the devices are compensated by tuning dominant circuit parameters. Thereto optimization techniques are applied which use measurement values and special evaluation functions.
Introduction
Modern communication circuits are realized as integrated circuits. Because of process tolerances there are both defective and non-defective components produced. Test and calibration intend the separation of defective from non-defective modules as well as increasing yield. This paper presents a calibration method for direct conversion receiver (DCR) front-ends as device under test (DUT). The DCR front-end consists of a number of subsystems. These subsystems, e.g. mixer, LNA, filters, are called blocks and realize different functions. Basically, the DUT has a chain structure. The signal paths from the antenna to the A/D-converter corresponds to cascades of blocks. Therefore, the effects of the blocks on the signal superpose because the signal has to pass all blocks arranged in the signal path. From this follows, that conclusions can be given about the overall characteristic of the whole system using the output signal in relation to the input signal. Such analysis of the characteristic of an entire system is called system level test. In reality, the implementation of such a system level test in combination with a system calibration is associated with some problems. There are evaluable characteristic system quantities needed to calibrate the system. These values can be obtained using special test signals. However, the nature of the measured information is restricted. There are only output signals available. Measuring points inside the DUT are Correspondence to: R. Müller (reik.mueller@tu-dresden.de) not assumed. The analysis of the output signal should result in system values of the DUT, which can be compared to the specification or to the characteristic system quantities of a golden device. The problem in this context is as follows: it is possible to characterize enough the functionality of the DUT in respect of the requirements of the specifications using measured information of restricted nature. The integration of calibration mechanisms into the DUT requires adjustability of the block parameters. So the characteristic quantities of the blocks can be changed. Practically, block parameters correspond to circuit elements, e.g. resistors, capacitors. It is clear from different reason, that it is impossible to make changeable all circuit elements in all blocks. Only a limited number of elements, the so called dominant parameters, can be prepared for tuning. Moreover, these parameters can be changed in a limited range only. So there are two problems in this context. First, the dominant parameters parameters must be selected taking in consideration practicability and costs. Second, it is possible to get desired changes of the DUT's output behavior by tuning a limited number of predetermined circuit elements. At last there is the problem, that tuning of one parameter is affecting all system quantities on the output (Rühle, 2002) . Because of this reason the use of optimization algorithms is proposed to correct the characteristic system quantities of the DUT. The dominant parameters are realized as variable parameters with a limited range. The optimization results in values for the dominant parameters for the correction of the DUT. In entirety the signal generator, signal analysis and optimization form a calibration at system level. Instead of real circuits mathematical block models are considered to simplify the investigations. The feasibility of the calibration method can be verified with these models in principle. Malfunctions of the DUT are assigned to specific blocks and are included in the model. 
The DCR as DUT
In our case a direct conversion receiver front-end is used as a DUT. Its block structure is shown in Fig. 1 . The input block is the system filter (band pass filter). It is followed by a LNA. After pre-amplification the signal is split and fed to the Iand Q-path. The following mixers are driven by 90 • phase shifted oscillator signals. The subsequent blocks in the chain are a low pass filter and a baseband amplifier in every path. The low pass filter and the amplifier often are applied as an active filter. These blocks determine the system characteristics, superpose in their influence on these characteristics and are responsible for functionality, properties and possible malfunctions of the DUT. But the influence on the functionality of the DUT is different per block (see Sect. 3). From this reason variable block properties can be used to compensate process tolerances.
The model of the DCR
A DCR front-end is a complex structure with a large number of devices. It is not possible to correct the value of all devices, because design effort and the need of chip area would be too high. Additionally a highly dimensional parametric space would result, which forms the basis of the correction of characteristic system values and can be applied only with high CPU-intensive computations and high effort of time. The latter is a problem of circuit design and the associated search for optimal variants of circuits . Because significant values have to be estimated by measurements and the measurements are time consuming, it is necessary to consider only dominant parameters for changing the DUT-properties. With such parameters the properties of the device can be changed efficiently, because there is a high sensitivity of the target values (Sect. 5) with reference to the variable device values. Such relations have to be analyzed by an sensitivity analysis of the whole circuit (Pursche, 2005; Hamida and Kaminska, 1993) . In the following it is assumed, that a limited number of tunable parameters has been chosen. The task is to correct the degradation of system performance caused by deviations in all parameters by this limited number of variable parameters, until the measurements of the DUT are possibly close to the measurements of the reference. The accuracy of the measurements is not regarded. The assumption is, that the measurement values are estimated faultlessly. To achieve an easier verification of the proposed method the model has been kept simple consciously. The model only describes one path of the receiver front-end. One signal path of the DUT consists of the system filter (band pass filter, wide band), LNA, splitter, mixer, baseband filter (low pass filter) and a baseband amplifier (Fig. 1) . The frequency shift of the mixing process has been considered as ideal, so it is not regarded in the model. The filter characteristics of all blocks have been summarized in a passive 2nd order Butterworth filter. Because the bandwidth of the system filter is much greater than that of the baseband filter, the cut-off frequency of the band pass filter has not to be considered. The splitter is only intended to affect the signal amplitude. The amplification of the active blocks superposes with the attenuation of the other blocks. The resulting amplification/attenuation is combined in an ideal amplification block with the amplification v. The nonlinearities of mixer, LNA and baseband amplifier are modeled by a static nonlinear characteristic. The analog to digital converter is considered as ideal. The final model is a Hammerstein model as shown in Fig. 2 . To show the relation between values of devices (e.g. capacitances) and the parameters of the model, the low pass filter has been realized as transfer function which includes device values. The transfer function of the low pass filter of the model is:
( 1) with
The static nonlinear characteristic is modeled by:
and realizes the operation point dependent characteristic of a differential amplifier. The parameter AP represents the operation point and is a variable parameter, s 0 =s 0 (t) is the input signal in time domain and the parameter c stretches the characteristic to regulate the "strength" of the nonlinearity.
With the model in Fig. 2 the output signal s 3 (t) in dependence of the input signal s 0 (t) is:
with g(τ ) as impulse response according to Eq. 1. The filter input signal s 2 (t) results from Eq. 6 and the linear amplification v:
Measurement and correction
The correction structure is shown in Fig. 3 . For correction the present state of the DUT has to be estimated whether the specification is matched or not. A spectrum analysis is applied to the sampled output signal of the receiver. From the spectrum the following DUT parameters are estimated: cutoff frequency, over-all attenuation, IP3, I/Q-imbalance and frequency deviation of the oscillator signal. The extraction of these parameters is described in Lupea et al. (2003) ; Müller and Jentschel (2006a) ; Müller and Jentschel (2006b) ; DE-TAILS (2005) . Using conventional measurement methods requires multiple measurements to estimate all these parameters (Kundert, 2002; Schaub and Kelly, 2004 (Csipkes, 2006) . Subsequent the state of the DUT with the new parameter settings is estimated in relation to the specification again.
The objective function
The chain of DUT, measurement facilities and application of the control values realizes a function which function values are represented by measurement values. Every measurement is a calculation of a value of a function. A change in circuit device values changes the function. According to Fig. 3 the arguments of this function are represented by the parameters x ν . It is convenient to summarize these parameters in a parameters vector.
Every parameter x ν can be set on discrete values between 0 and maximum register value x ν,max (control word for a device parameter). Dependent on the controlled device value 
The linear relation between u ν and x ν is:
and is for example valid for switchable resistor and capacitor networks or linear adjustable gain. There are also nonlinear relations like the capacitance control of varactors. The linear change of the control voltage of a varactor in conformity to Eq. 11 the capacitance changes in nonlinear way (Tietze and Schenk, 1990, p. 27 
Measurement values are for example IP3, amplitude characteristic, NF, power loss, etc. The measurement values have to be adapted to the expected values of the optimization algorithm. The optimization goal is the maximum or the minimum of a function. As a result the measurement values m i have to be transformed in an appropriate manner by evaluation functions: The transformation in target values has to be applied to all measurement values and is examined in Sect. 7 more detailed. Because there are several measurement values, a multi-criteria optimization problem occurs. With Eq. 9 to Eq. 12 and Eq. 13 the vectorial objective function follows formally (cp. Fig. 3 ):
Therewith the general relation between parameters of the DUT and objective function is shown. As it can be seen from Eq. 7 and from the description of Eq. 12, the objective functions f µ (x) consists of complex analytical expressions and are difficult to present. That is why these relations are not specified in this paper.
Range of values
Equation 14 has a limited co-domain, because every scalar parameter x ν is variable only in an limited range. There is no point accessible outside the limited range, even with arbitrary settings of x. Because of process tolerances in circuit device values different DUT have co-domains which are differently limited. Using Eq. 14 the general formulation of the optimization task is:
Assuming the DUT is conform to the specification in any valid parameter combination, P 0 marks that point in the codomain, where the minimum requirements of specification are sufficiently reached (Fig. 4) . The evaluation functions ζ i (cp. Sect. 7) ensure the minimum of a target value y i is reached, when the appropriate property of the DUT is best possible. Hence, all points left and below the point P 0 represents a DUT that meets the specification. The hatched area in Fig. 4 shows that case for a two-dimensional co-domain. Consequently the calibration of the DUT is simplified to the task to shift the current point of state into the hatched area. If that condition has been achieved, the optimization can be finished. Thus, a search for the best point is not necessary and the requirements for optimization are simplified. The indicator for compliance with the specification is examined in the following. The vector r 0 from origin of ordinates to the point P 0 is calculated from specification and evaluation functions ζ i . The point P 1 represents the current point of state with the position vector r 1 . From the point P 0 to the current point of state points the vector:
in the i-dimensional co-domain of the objective function.
Where y µ,ν is the µ-th component of the vector ν. The exit condition is
If this condition is complied, the value of the penalty function is 0, else it is
Hence, the goal of calibration is, that the value of the penalty function reaches 0. Then the DUT meets the specification.
Evaluation functions
In the following examples are given how to calculate values of the objective function from measurement values. The intermodulation point (IP) is a value to rate nonlinear distortions. Mostly in communications there is an interest for linearity. I.e. an IP which is going towards infinity is wanted. To formulate a task of minimization with the 3rd order intermodulation point (IP3) the conversion from IP3 to a value of the objective function is:
From the value of the specification accordingly follows:
where IIP 3min is the minimum acceptable IP3 according to the specification. For rating the accuracy of the frequency of the local oscillator on chip, the frequency f LO has to be measured and compared with the target frequency f LO,0 .
The bound of y LO pursuant to the specification is
where f is the acceptable frequency deviation from the target frequency. For rating the constancy of the amplitude characteristic in the pass band of the DUT the spectrum of the output signal has to be estimated. At this, samples in frequency domain with an determined fundamental frequency occurs. With that samples and the input signal the transfer characteristic |H (f ν )| can be estimated approximately. The sum of the square error of the transfer factors with reference to a constant H ref (mean value or a reference) is a figure of merit of the waviness of the amplitude characteristic:
with the bound y Ampl,0 = const The presented options for calculating values of the objective function from measurement values are also applicable for conversion of a number of further measurement values: I/Q-mismatch, cut-off frequency, signal power, power consumption, noise figure, etc. So, the vector of the objective function can be written as:
The vector r 0 has to be created from the acceptable bounds in equivalence to r 1 . Thereupon the value of the penalty function is calculated like shown in Sect. 6.
Verification of the calibration method
For verification of the feasibility of the calibration method, simulations with the model from Sect. 3 have been realized exemplarily. As reference model/golden device the following model parameters has been chosen: C 1 =58.781 µF, C 2 =24.348 µF, L 1 =60.087 µH, L 2 =146.95 µH, reference resistance R=50 , v=1, AP =0 and c=10. The input signal is a multi-tone signal with 10 harmonics with the lowest frequency at 10 kHz, the highest frequency at 110 kHz and spectral gap between the lower and the higher harmonics. The amplitude of every harmonic is 0 dB. The frequency distance (fundamental frequency) between the harmonics is 10 kHz. The spectrum of the output signal is calculated. The complex amplitudes of the output signal at these frequency bins, which are occupied by the harmonics in the input signal, are written as a vector v. From this vector the IIP 3 is calculated using the multi-tone test method described in DE-TAILS (2005) . Additionally the power level p 3dB at the intended cut-off frequency and the mean signal power levelp are calculated and compared with the specification. Hence, the values of the objective function are f IIP 3 , fp and f p 3dB . Because of using a Butterworth filter, it can be assumed that there is linearity in the pass band. Because the oscillator frequency is not considered in the model, the application of Eq. 21 and Eq. 22 has been dropped. The variable parameters of the DUT are u 1 =C 1 , u 2 =C 2 , u 3 =v and u 4 =AP . The remaining parameters of the DUT are invariant values. For simplification the parameter vector is considered a continuously variable. The transformation of the parameters x ν in circuit device values u ν linear functions g ν are constructed according to Eq. 11. Two cases has been simulated: 
The mean square error is a scalar value that is optimized using Quasi-Newton-method (Matlab, 2007) in terms of the parameter vector x. Doing so, the optimization task according to Eq. 15 is reduced to:
While running the optimization the exit condition according to Eq. 17 or Eq. 18 respective is checked after every iteration step. The specification is matched after optimization and applying exit condition. Without applying the exit condition in case 2 the specification is not always matched during the progressive iteration process, i.e. the point of state temporarily leaves the region of matched specification in the co-domain.
Conclusions
A method to correct static deviations of parameters of DCR front-ends has been presented. Values of selected circuit devices of a DUT which does not match the specification are corrected applying an optimization algorithm until the specification is met. To enable the variability of the values of the selected circuit devices the circuit design has to be extended. Deviations of the values of the circuit devices caused by process tolerances can be compensated that way. Measurements of the DUT provide objective function values needed for optimization. The parameter alignment is done at the DUT directly. The optimization is an iterative method with several measurements at every iteration step. That is why the major disadvantage of this method concerns the measurement time, because it is possible that more than one hundred measurements are needed for correction.
In particular the noise increases the number of iteration steps which are needed. Additionally the duration of measurement has to be increased to average over time. With noise the accuracy of the measurement values decreases, which cause convergence problems.
