The linear scaling localized-density-matrix ͑LDM͒ method is generalized to calculate the nonlinear optical responses of large polyacetylene oligomers. The ground state reduced single-electron density matrix is initialized by the divide-and-conquer approach and is obtained subsequently using the LDM method. The third-harmonic generation spectra of large oligomers are calculated. The saturation of off-resonant second hyperpolarizability (3) (0) has been reinvestigated, and the value of (3) (0) is found to depend mainly on the optical gap and the number of double bonds.
I. INTRODUCTION
Recently a linear-scaling localized-density-matrix ͑LDM͒ method has been developed to evaluate the properties of excited states of very large electronic systems. [1] [2] [3] [4] [5] [6] [7] It is based on the time-dependent Hartree-Fock ͑TDHF͒ approximation, 8 which includes all single electron excitations and partial double, triple, and other multiple electron excitations. Instead of many-body wave functions, the reduced singleelectron density matrix is calculated from which physical observables such as the charge distribution, dipole moment, and photoexcitation spectrum are determined. Since the expensive calculation of many-body wave function is avoided, the computational cost decreases substantially. The reduced density matrix is described by an equation of motion iប ͑ t ͒ϭ͓͗H,͔͘, ͑1͒
and is obtained by direct integration in the time domain.
Here ϵ͗ ͘, is the reduced density matrix operator, and H is the Hamiltonian. A truncation of is adopted for its elements when the distance between the two atomic orbitals involved is beyond a critical length. This truncation reduces the number of reduced density matrix elements to be determined from N 2 to O(N) where N is the number of the atomic orbitals in the system of interest, and leads subsequently to the linear scaling of the computational time versus the system size. The LDM method has so far been limited to calculating linear optical response, and has been applied to polyacetylene oligomers, carbon nanotubes, and poly͑p-phenylenevinylene͒ aggregates. [1] [2] [3] [4] [5] [6] [7] Nonlinear optical spectroscopy provides much more information than linear spectroscopy about the dynamic microscopic processes in the systems. For instance, time-resolved ultrafast spectroscopy reveals the breaking or forming of a chemical bond during a reaction; and the hole burning spectrum measures the inhomogeneity of a molecular system. Linear scaling computation for static nonlinear response has been reported, 9, 10 while it is still lacking for a dynamic nonlinear response. The LDM method has been applied to calculate the linear response of very large electronic systems containing hundreds or thousands of atoms. [1] [2] [3] [4] [5] [6] [7] It is desirable to generate it for calculating nonlinear response of very large and complex systems.
In this work we extend the LDM method to simulate nonlinear optical response. As the first application we study the third-harmonic generation ͑THG͒ spectra of large polyacetylene oligomers. The THG is one of most studied nonlinear optical processes. In Sec. II, the LDM method is briefly described and its generalization for calculating nonlinear optical response is described. The calculation procedure is outlined as well, for instance, the determination of initial and final ground state reduced single-electron density matrices and the selection of incident pulse. In Sec. III, the THG spectrum (3) (Ϫ3;,,) is presented. The saturation of the off-resonant second hyperpolarizability (3) (0) is examined. Finally, a discussion and conclusions are given in Sec. IV.
II. FORMALISM
Semiempirical models have been employed in the LDM method. [1] [2] [3] [4] [5] [6] [7] These semiempirical models, such as the Pariser-Parr-Pople ͑PPP͒ model, 11 the intermediate neglect of differential overlap ͑INDO͒, 12 the modified neglect of diatomic overlap ͑MDNO͒, 13 Austin Model 1 ͑AM1͒, 14 and MNDO-Parametic Method 3 ͑PM3͒, 15 consider only the valence electrons and neglect the differential overlaps for atomic orbitals on the same or different atoms. The semiempirical Hamiltonian in the presence of an external field E is described as follows:
trons and an external electric field E(t), where P is the molecular polarization operator of the system. The electronic polarization can be expressed as
where ⌽(t) is the wave function of the system. P may be expanded in powers of external field as
with the nth order polarization (nϭ1,2,3,...)
where the trace Tr is over all the atomic orbitals. P (1) is the linear polarization, P (2) , P (3) are the second-and third-order polarizations, respectively.
(1) , (2) , (3) are the first-, second-, and third-order polarizabilities, respectively. ␦
is the nth-order induced density matrix in the external field. Consider a closed shell system containing 2n electrons that occupy n spatial molecular orbitals. The ground state wave function may be approximated by a singlet Slater determinant. The spin indices are omitted because of the symmetry between spin up and spin down. As a consequence, the ground state Fock matrix h (0) may be written as 
where ␦ is the induced reduced density matrix, ␦ϭ␦
Within the TDHF approximation, the reduced singleelectron density matrix satisfies the following equation of motion:
where h(t)ϭh (0) ϩ␦h(t) is the Fock matrix, and f (t) describes the interaction between an electron and the external field E(t), [16] [17] [18] 
where mn is the dipole moment element. and h may be written as
respectively. ␦h (n) are the nth order induced Fock matrix in E(t). Equation ͑8͒ may thus be rewritten as
Equations ͑11͒-͑13͒ may be solved in time domain. 19 The external field is expressed as
where E(t) denotes the laser-pulse shape function, 0 is the center frequency of the laser, and k is the propagation wave vector. We set
ê z , which is polarized along the ê z direction, where t denotes the pulse duration. The rotating frame is introduced to integrate Eqs. ͑11͒, ͑12͒,
Ϫin 0 t , and f ϵ fe Ϫi 0 t , and thus
To obtain the THG spectrum, we solve successively Eqs. ͑15͒-͑17͒ in time domain. The third-order polarization P (3) (t) is related to the second hyperpolarizability (3) as
Thus the third-order polarization in frequency domain P (3) (3) may be evaluated as
͑19͒
Therefore, for larger t, the second hyperpolarizability
The fourth-order Runge-Kutta method 20 is used to integrate Eqs. ͑15͒-͑17͒. The following approximations
With ͑a͒-͑d͒, the range of the summation ͚ k is limited to a finite region for each term on the right-hand side of Eqs.
͑15͒-͑17͒. Thus, the computational cost for each ␦ i j (n) is finite ͑i.e., not depending on N). Since only O(N) number of ␦ i j (n) are to be determined ͓because of ͑b͔͒, the total number of computational steps are then O(N) as well. The fast multipole method ͑FMM͒ [21] [22] [23] [24] or the cell multipole method 25, 26 is employed to calculate h kk (0) and ␦h kk (n) . This ensures the finite computational time for each h kk (0) and ␦h kk (n) and thus guarantees that the total computational time scales linearly with the system size. Different orders of density matrix in E(t) have different critical lengths. Usually the higher the order of response n is, the longer the critical length l n is, i.e.,
The Hartree-Fock ground state density matrix (0) is also obtained via the linear scaling LDM calculation, 4 and is determined by
together with the idempotency condition (0) (0) ϭ (0) . The TDHF equation ͑8͒ is employed to determine (0) by setting E(t)ϭ0 or f (t)ϭ0. 4 Starting from an initial guess (t 0 ) for density matrix at time tϭt 0 , we follow its time evolution by integrating
while ␥Јϵ␥Ј(t) is time dependent, approaches zero over the time, and thus leads to the eventual convergence of (t) to (0) . The idempotency condition is then imposed by applying repeatedly Јϭ3() 2 Ϫ2() 3 until a convergence is reached. 27, 28 The resulting Ј is then taken as the new trial density matrix. The above-mentioned process is applied iteratively until the density matrix (t) is converged. 3, 4 The initial guess (t 0 ) is preferably close enough to the real ground state density matrix (0) , and is obtained by the divide-and-conquer approach.
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III. APPLICATION TO POLYACETYLENE
A polyacetylene ͑PA͒ oligomer is a planar -conjugated molecule, and its valence molecular orbitals ͑MOs͒ may be divided into and MOs. 11 It has been pointed out that the electrons are mainly responsible for the response in the optical range. [30] [31] [32] [33] The Pariser-Parr-Pople ͑PPP͒ Hamiltonian is employed to describe the dynamics of electrons. The zero differential overlap approximation 34 V mi,n j ϭ␦ mi ␦ n j V mn is adopted in the PPP Hamiltonian. The effective Coulomb interaction between two electrons may be expressed by the Ohno formula
where r mn is the distance between the two orbitals m and n, and U 0 /⑀ is the on-site Coulomb repulsion. ⑀ is the static dielectric constant caused by the polarization of core and electrons. a 0 is of the same magnitude as the bond length. U 0 ϭ11.13 eV, ⑀ϭ1.5, and a 0 ϭ1.2935 Å are used in the calculation. The on-site energy t mm and the hopping matrix elements t mn other than the nearest neighbors are set to zero. The nearest-neighbor hopping matrix elements t m,mϮ1 or t mϮ1,m are expressed as
as in Refs. [16] [17] [18] . t m,mϮ1 depends on the bond-length alternation parameter ⌬. 2⌬ is the z component of the average bond length difference for single and double bonds. The PA chain is aligned along the z axis. ␤ 0 is set to 2.4 eV, the ␤Ј value is listed in Table I for different optimized structures. The electric field is polarized along the z axis. The duration t of the stimulating electric pulse is set to 30 fs. The simulation time period t is from Ϫ90.0 to 125.0 fs for each frequency 0 . The time step ⌬tϭ0.1 fs is employed. When the duration of laser pulse t is increased from 30 fs to 50 fs, little change is observed. Thus, tϭ30 fs is used for calculating the THG spectrum. The absorption spectrum is obtained with 0 ϭ0.0 eV and tϭ0.1 fs, the simulation time from Ϫ0.5 to 70 fs, and time step 0.01 fs is employed. In the calculation, the structures of large PA oligomers (NϾ40) are based on the optimized geometry for Nϭ40. The structure of the PA oligomer for Nϭ40 is optimized using different methods, ab initio Hartree-Fock methods with 6-31G basis set with GAUSSIAN 94, 36 or semiempirical methods like PM3 15 and AM1.
14 The self-consistent convergence criteria 10 Ϫ12 is used for the semiempirical calculations. Figure 1 shows the linear absorption and THG spectra for Nϭ200 (ϳ 246 Å͒ calculated by the LDM method. The cutoff lengths l 0 ϭl 1 ϭ50 Å and l 2 ϭl 3 ϭ96 Å are used in the calculation of THG spectra while l 0 ϭl 1 ϭ50 Å are employed for the absorption. The phenomenological dephasing constant ␥ is set to 0.1 eV. The structure is optimized by the ab initio Hartree-Fock method. A three-level hierarchy is used in the FMM calculation with 25 atoms in the smallest box. The linear spectrum is plotted in Fig. 1͑a͒ . The inset shows the absorption spectrum for Nϭ200 from ϭ3.0 to 5.5 eV. The amplitude has been magnified 105 times for clarity. The peak a in ͉ (3) (Ϫ3;,,)͉ spectrum at ϭE g /3ϭ0.67 eV, where E g is the optical gap, is attributed to the threephoton resonances and is consistent with the free-electron laser experimental result. 37 Note that the resonance enhancements in ͉ (3) (Ϫ3;,,)͉ occur at ϭ1.38, 1.52, and 1.69 eV ͓b, c, and d in Fig. 1͑b͔͒ corresponding In order to verify that the computational time scales linearly, the CPU time for calculating (3) (0) is recorded for different values of N. The critical lengths l 0 ϭl 1 ϭl 2 ϭl 3 ϭ96 Å are employed and 12 atoms in the smallest box are included for the FMM calculation. Each calculation is performed during a time interval ͓Ϫ90 fs, Ϫ88 fs͔ with a time step 0.1 fs. The calculation is done by the 400 MHz Pentium II computer with RedHat LINUX 5.2. The results are plotted in Fig. 2 . Clearly, the CPU time is proportional to the system size N. Thus, the linear-scaling property of the LDM computational time is preserved for the nonlinear optical response calculation.
Saturation of the off-resonant second hyperpolarizability (3) (0) has been investigated intensively. The saturation length varies from 40 to 200 Å. 16, 17 We examine this issue here. ͑For hyperpolarizability related issues, see e.g., Refs. tical gap and N, and is insensitive to small variation of the bond length alternation ⌬. The onset of the saturation of ͉ (3) ͉ occurs at about Nϭ300 carbon atoms. It is consistent with the result of a recent experiment 48, 49 and agrees with a numerical calculation by Mukamel and co-workers. 17 On the other hand, the saturation length for (1) (0) is about N ϭ100 ͓see Fig 3͑a͔͒, which is consistent with the finding of Ref. 16 .
IV. CONCLUSION
The linear-scaling method, for instance, the divided-andconquer method, 29 and the density-matrix minimization approach 28 have been used to calculate the ground state energy and charge distribution. Usually a cutoff length of 10 Å is adopted. The resulting reduced density matrix yields accurate energy and charge distribution for the ground state. However, it might yield unphysical features in the absorption spectrum if the reduced ground state density matrix obtained with the short cutoff length is employed directly for the excited state property calculation. Thus, it is essential that a large cutoff length is used for the ground state calculation to ensure the validity and accuracy of subsequent excited state property calculation. In our calculation, the cutoff length l 0 ϭ50 Å is used to obtain the reduced ground state density matrix.
The computational time required for a LDM calculation scales also as O(M 3 ), where M is the number of atomic orbitals within the critical length l n . The larger the critical length l n , the higher the computational cost. Since a larger value of l 3 is required for the THG calculation than l 1 for the absorption spectrum, the computational time for calculating the THG spectrum is higher than that of the linear response. In addition, one stimulating laser pulse centered around 0 may only be used to calculate (3) (Ϫ3 0 ; 0 , 0 , 0 ), one point in the THG spectrum. Thus, it is still relatively expensive to calculate the nonlinear optical response using the LDM method, although the computational time does scale linearly with the system size.
To summarize, we have generalized the linear-scaling LDM method to calculate the nonlinear optical response of very large systems. The computational time has been demonstrated to scale linearly with the system size for polyacetylene oligomers containing up to 3200 carbon atoms. The second hyperpolarizabilities of polyacetylene oligomers with up to 500 carbon atoms have been determined accurately. The values of off-resonant polarizabilities are found depending mainly on the optical gap and N while small variation of geometry has little effect.
