Abstract. We consider a machine-job assignment problem with separable convex cost. A major source of difficulty with solving the problem using relaxation methods is that optimal solutions to its continuous relaxations are highly fractional as they are typically found in the interior of the relaxation due to the convex cost function.
Introduction
We study a machine-job assignment problem with controllable processing times arising in flexible manufacturing systems. Processing times on computer numerically controlled (CNC) machines can be compressed by increasing the cutting speed and the feed rate at a convex increasing cost for compression. Thus, when processing time becomes a decision variable, one is faced with a trade-off between increasing yield and cost of machining, which can be modeled as a nonlinear mixed 0-1 profit maximization problem.
If compression of processing times is not allowed, the machine-job assignment problem reduces to the classical generalized assignment problem, which is known to be N P-hard. The nonlinearity of the compression cost makes this assignment problem particularly difficult to solve in practice. Even for the quadratic case, commercially available software that employ fast quadratic programming (QP) algorithms within a branch-and-bound framework are far from solving large instances of the problem.
In this paper we reformulate the problem using a polynomial number of conic quadratic constraints. Our approach for developing conic reformulations is analogous to the polyhedral approach for linear integer programming with the goal of strengthening bounds from continuous relaxations of the problem. We construct strong conic reformulations by studying the convex hull description of appropriate mixed integer sets defined by nonlinear inequalities.
This study is strongly motivated by the recent advances in conic programming, in particular, second order conic (or conic quadratic) programming (SOCP) (Ben-Tal and Nemirovski, 2001, Alizadeh and Goldfarb, 2003) . Availability of efficient SOCP algorithms implemented in branch-and-bound solvers led us to explore the effectiveness of using conic quadratic constraints to formulate the machine-job assignment problem with controllable processing times as a conic mixed-integer program.
Research on strengthening conic integer programming formulations is so far fairly limited. Ç ezik and Iyengar (2005) describe Chvátal-Gomory and disjunctive cuts for conic integer programs. Atamtürk and Narayanan (2006) give nonlinear conic mixed-integer rounding cuts for conic mixed-integer programming. Whereas these earlier papers develop cuts for general conic mixed-integer programs, in this study we exploit the problem structure in order to derive strong conic formulations.
Two recent papers study a similar structure and propose alternative solution approaches to the one given here. Frangioni and Gentile (2006) describe an interesting cutting plane procedure based on linear outer approximations of the perspective of convex functions and apply it to the unit commitment problem with separable quadratic cost. Günlük et al. (2007) give problem-specific linear and nonlinear cuts for a quadratic cost facility location problem. Although in the current paper we apply conic strengthening to the machine-job assignment problem with controllable processing times, our results are sufficiently general so that they can also be applied to other mixed 0-1 optimization problems with separable convex objective, including those studied in these two recent papers.
The machine-job assignment problem with controllable processing times arises in flexible manufacturing systems, where the processing times of machines are numerically controlled. In such systems one employs a host of non-identical machines each having different applicable machining power levels. The high cost of investment in a flexible manufacturing system necessitates careful planning and scheduling of jobs on the machines as discussed in Gürel and Aktürk (2007) .
In the scheduling literature Vickson (1980) was the first to consider controllable processing times. In recent years there has been a growing interest in controllable processing times. For a similar problem to ours with linear processing cost functions, Trick (1994) provides certain optimality properties and heuristic algorithms based on these properties. We refer the reader to Shabtay and Steiner (to appear) for a recent survey of related studies.
This paper is organized as follows. In Section 2 we give the definition of the machine-job assignment problem with controllable processing times and a nonlinear mixed 0-1 programming formulation for it. In Section 3 we describe conic reformulations of the problem so as to strengthen the bounds from the continuous relaxations. In Section 4 we present a computational analysis of the introduced formulations. Finally, we conclude with Section 5.
Problem Definition
Given n jobs and m non-identical parallel machines with finite capacity, the machine-job assignment problem is to choose a subset of the jobs and assign them to the machines so that the total profit from the assignment is maximized. Letting c i denote the available machining time for machine i = 1, . . . , m, and p ij and h ij , the regular processing time and profit corresponding to job j if it is assigned to machine i, the problem can be modeled as a linear 0-1 program. This problem is also referred to as the generalized assignment problem (Savelsbergh, 1997) .
In a flexible manufacturing system, where jobs are processed on computer numerically controlled (CNC) machines, processing times can be reduced by appropriately setting the machining parameters such as cutting speed and feed rate. However, compressing processing time naturally leads to reduced tool life, and, consequently, increased machining cost. We model the change in the machining cost due to processing time compression y ≥ 0 as
where a and b are integers satisfying a ≥ b > 0 and k > 0, so that f is an increasing and convex function of the compression. The function f reflects the relationship between compression and cost in that as one decreases the processing time of a job, it becomes more expensive to compress it further. Technical specifications of a job such as its length, diameter, required surface quality, as well as machine and tool type determine the cost coefficients k, a, and b. Defining a binary assignment variable x ij = 1, if job j is assigned to machine i, 0, otherwise, and compression variable y ij for each machine-job pair, the machine-job assignment problem with controllable times can be formulated as the following nonlinear mixed 0-1 program:
Constraint (1) ensures that the jobs assigned to machine i take no more than the machine capacity c i . Constraint (2) ensures that compression is allowed on the processing time of job j on machine i only if job j is assigned to machine i and that compression is no more than a specified maximum u ij < p ij . Finally, constraint (3) guarantees that each job is assigned to at most one machine.
MJ0 is N P-hard as it reduces to the generalized assignment problem when all u ij are zero. The nonlinearity introduced with the option of compression of processing times makes the problem much more harder to solve, in practice, compared to the generalized assignment problem. Note that MJ0 is a maximization problem with a concave objective and the feasible set of its continuous relaxation (3) is a polyhedron. Unlike for the case of generalized assignment problem, optimal solutions to its continuous relaxation are found typically in the interior of this polyhedron with almost all x ij being fractional. Consequently, branch-and-bound algorithms based on such relaxations require an extremely large number of branching to find feasible integer solutions. Even when f is quadratic, i.e., a/b = 2, it is a challenge to solve practical-size instances of MJ0 with quadratic MIP solvers of commercial software packages. We will elaborate on the computational difficulty of solving MJ0 in Section 4.
Rather than developing a special purpose algorithm for MJ0, our goal is to reformulate the problem so that its continuous relaxation is stronger and the formulation may be solved by readily available solvers of optimization software packages. In particular, we describe a conic quadratic relaxation whose optimal solutions avoid all non-extreme points of P . Our results on conic strengthening are general enough for them to be applicable to other mixed 0-1 minimization problems with convex separable objective with rational exponents.
Conic Reformulations
In this section we describe strong conic reformulations of MJ0. We first point out the source of difficulty in MJ0 due to the nonlinearity of the objective. Then we describe a strengthening and show how to express it using polynomial number of conic quadratic constraints.
3.1. Working with epi(f ). For strengthening the formulation it is convenient to work with the epigraph of f . So, by introducing auxiliary variables t ij ∈ R + we bring the nonlinear objective into the constraints and linearize the objective of the formulation as
(1), (2), (3), (4).
MJ1 is not necessarily easier to solve than MJ0. On the contrary, solvers can usually deal with nonlinearity in the objective easier than nonlinearity in the constraints. MJ1 is an intermediate formulation that will enable us to derive a strong conic formulation. Note that because MJ1 has a linear objective, its continuous relaxation has optimal solutions that are extreme points of its feasible region.
For our purpose it is sufficient to concentrate on the mixed 0-1 set
Observe that constraints of C are of the form (1), (4), and (5). The results in the paper are applicable to any optimization problem that contains C as a substructure. It is useful to consider the continuous relaxation of C
to understand the source of difficulty with nonlinearity of the objective. The proposition below shows that C R has infinitely many extreme points with fractional x.
Proposition 1. Each point on the curve defined as
Proof. We will prove the claim by showing that each point on L is the unique face of C R defined by some supporting hyperplane. To see this, consider the optimization problem with a parametric linear objective
From complementary slackness conditions we have γ = δ = 0 for 0 < x < 1. Then writing the KKT dual feasibility conditions
we find that the remaining dual variables are α = 1 and β = 1/u. Therefore, complementary slackness conditions imply that y = ux, y a/b = t for any KKT point with 0 < x < 1. Also, since there is a unique solution to
, each point on L is a unique KKT point, hence optimal solution to the problem for such λ.
The set of points L is illustrated with the dashed curve in Figure 1 (a). Our next goal is reformulate C so that L is eliminated from its continuous relaxation.
3.2. Strengthening the continuous relaxation. First, observe that for C, as y, t ≥ 0 and b > 0, inequality y a/b ≤ t is equivalent to
We propose to strengthen (6) as
Because a ≥ b, for 0 ≤ x ≤ 1 inequality (7) implies (6). It is also clear that (7) is valid for C as for x ∈ {0, 1} it reduces to (6). Thus, we may replace (6) with (7). Consider, then, the strengthened continuous relaxation of C:
Although (7) is highly nonlinear, C S is a convex set. Indeed, as we show in the next proposition, it is the smallest convex relaxation of C.
Proposition 2. The convex hull of C, conv(C), equals C S .
Proof. Consider the disjunction C 0 ∪ C 1 , where C 0 := {(x, y, t) ∈ C : x = 0} and C 1 := {(x, y, t) ∈ C : x = 1}; thus, C = C 0 ∪ C 1 . We will first show that Figure 1 . Surfaces defined by inequalities (6) and (7). conv(C) ⊆ C S . Consider an arbitrary point p 0 = (0, 0, t 0 ) ∈ C 0 and an arbitrary point p 1 = (1, y 1 , t 1 ) ∈ C 1 . Let p be a convex combination of p 0 and p 1 ; that is,
for some 0 ≤ λ ≤ 1. Clearly, p ∈ R 3 + , y = λy 1 ≤ ux = uλ, and x = λ ≤ 1. To see that (7) holds for p, observe that
where the last inequality holds from 0 ≤ t 0 and y
On the other hand, if 0 < x < 1, then p is a convex combination of (0, 0, 0) ∈ C 0 and (1, y/λ, t/λ) with λ = x. To see that the latter point is in C 1 , observe that y/λ ≤ u and (y/λ) a ≤ (t/λ) b , or equivalently,
Inequality (7) is illustrated in Figure 1 (b) . This figure shows that (7) defines the curved boundary of conv(C) and that any point (x, y, t) on it with 0 ≤ x ≤ 1 is a convex combination of C 0 and C 1 .
The proof of Proposition 2 should convince the reader that inequality (7) indeed defines the epigraph of the perspective of f . Recently, Frangioni and Gentile (2006) proposed an interesting cut generation method based on perspective functions. Their approach is to generate supporting hyperplanes of the perspective of a convex function as cuts to improve relaxations with convex objective on a polyhedral set. Although this is a more general approach as it applies to any separable convex function, as also stated by Frangioni and Gentile in their computational study, there are practical difficulties with approximating the perspective with a large number of linear inequalities and solving a relaxed problem as this leads to finding infeasible integer solutions that need to be avoided.
Here we use the nonlinear constraint (7) explicitly by reformulating it via conic quadratic constraints as discussed in Section 3.3. Before doing so, we address the important question: what happens when constraint (7) is used in conjunction with other constraints of the problem at hand? Specifically, consider the reformulation
(1), (2), (3),(4).
It follows from the next proposition that any extreme point of the continuous relaxation of MJ2 projects to an extreme point of the continuous relaxation of MJ0. Thus, because MJ2 has a linear objective, by solving its relaxation, one avoids all non-extreme points of the continuous relaxation of MJ0. Therefore, the major source of difficulty due to the nonlinearity of the objective of MJ0 is eliminated.
Proposition 3. Let P ⊆ R 2n be a closed, convex set. For i = 1, . . . , n, let
is an extreme point of Q, then (x, y) is an extreme point of P .
Proof. Note that for any extreme point (x, y, t) of Q, t i equals the smallest value defined by (x i , y i ), i.e.,
for all i. For contradiction, suppose (x, y) = λ(x , y ) + (1 − λ)(x , y ) for some (x , y ), (x , y ) in P and 0 < λ < 1. Now consider the two points (x , y , t ) and (x , y , t ) in Q with componentwise smallest t , t . Then, for each i
where the inequality follows from superadditivity of a convex increasing function g : R n + → R with g(0) = 0. On the other hand, from convexity of τ , we have
as well, implying λt i + (1 − λ)t i = t i . Contradiction with the choice of (x, y, t) as an extreme point of Q.
3.3. Conic quadratic representation. In this section we will give an efficient representation of the set C S using a polynomial number of conic quadratic constraints. It is known that an inequality of the form
for r, s 1 , . . . , s 2 l ≥ 0 can be expressed equivalently using O(2 l ) variables and O(2 l ) hyperbolic inequalities of the form
(Ben-Tal and Nemirovski, 2001). Furthermore, each constraint (10) can be written as a conic quadratic (second-order cone) constraint
Proposition 4. Inequalities
can be expressed equivalently using O(log 2 a) variables and O(log 2 a) conic quadratic constraints of the form (11).
Proof. Let l = log 2 (a) and, using y ≥ 0, rewrite constraint (7) as
Now it is clear that (12) is a special case of (9) with s 1 = · · · = s b = t, s b+1 = · · · = s a = x, s a+1 = · · · = s 2 l = y. Following the construction in Alizadeh and Goldfarb (2003) , inequalities (10) can be built using a binary tree with leaf nodes for leaf node of the binary tree represents a new hyperbolic inequality (10) and variable introduced. Because the binary tree has at most two times the number of its leaves, the number of inequalities and variables in the conic quadratic representation is at most O(log 2 a).
Below we illustrate how to represent inequalities (7) with conic quadratic constraints with an example. Example 1. Suppose the convex function is given as f (y) = y 7/5 . We write the corresponding inequalities y 7 ≤ t 5 x 2 , y, t, x ≥ 0 first as
Then using the binary representation of the exponents of t 5 , x 2 , and y on the right hand side to form the leaves of the construction tree shown in Figure 2 , we express the inequalities equivalently with the following hyperbolic constraints:
Note that only those powers of 2 needed to express an integer exponent are used as the leaves of the binary tree. The hyperbolic constraints are then written in conic quadratic form as Observe that conic reformulations based on (6) can be obtained by simply fixing x = 1 in this derivation. We refer to the conic reformulation of MJ1 based on the weak constraint (6) as CMJ1 and to the conic reformulation MJ2 based on the strengthened constraint (7) as CMJ2. In the next section, we will compare these alternative conic reformulations computationally.
Computational Analysis
In order to test the computational effectiveness of our approach we have performed experiments with different formulations of the problem using three different objective functions. The first two are the quadratic and cubic cases, i.e., f (y) = ky 2 and f (y) = ky 3 . The third one is f (y) = ky a/b , where the rational exponent a/b is generated from Uniform [1.0,3.0] with a single decimal digit. All experiments are performed using ILOG CPLEX Version 10.1 on a 3 GHz Linux workstation with 512 MB memory with a 1000 CPU seconds time limit.
We performed experiments on data sets with varying number of jobs (n = 50, 100, 150, 200), machines (m = 1, 2, 3), and capacity factors (κ = 0.1, 0.2). For each experimental configuration of n, m, κ, we generated five instances with h ij from Uniform 
We compare three formulations for the quadratic case f (y) = ky 2 . The first formulation is MJ0, which is a mixed 0-1 program with quadratic objective, solved by CPLEX MIQP solver. The second one is CMJ1, which is a quadratically constrained quadratic MIP (which is equal to MJ1 in the quadratic case) with constraints y 2 ≤ t for each machine-job pair. Finally, the third one is CMJ2, the conic reformulation based on the strengthened inequality (7)
which is already hyperbolic for the quadratic case. We summarize the results of this experiment in Table 1 . For each formulation we report the averages for the CPU seconds required to solve the continuous relaxation at the root node (rcpu), the integrality gap at the root node as percentage (rgap), the number of branch-and-bound nodes explored (nodes), and the total cpu seconds (cpu). We also report the number of instances out of five that could be solved to optimality within the time limit (opt) and if there are instances that could not be solved, we report the average gap between the best known lower bound and upper bound at termination (egap).
Whereas most of the instances could not be solved to optimality with either MJ0 or CMJ1 within the time limit, they were all solved within only a few seconds using the strong conic formulation CMJ2. As expected the integrality gap is the same for MJ0 and CMJ1 and it takes longer time to solve CMJ1 than MJ0. Because the continuous relaxation of MJ0 is a QP, it is solved much faster than the quadratically constrained QP relaxation of CMJ1. Thus, a conic reformulation is not helpful when its relaxation has the same bound as for the QP. On the other hand, with conic formulation CMJ2, the integrality gap at the root node is reduced to almost zero, which in turn leads to a very small number of branch-and-bound nodes. Even though continuous conic relaxation takes longer to solve than QP, it certainly pays off when solving the integer problem due to the bound strengthening.
We furthermore observe that the tighter the machine capacity, the higher is the integrality gap at the root node for all problems sizes. Whereas only the smaller Table 2 . Alternative formulations for the cubic case: f (y) = ky 3 .
CMJ1 CMJ2 CMJ2
Hyperbolic inequalities
instances can be solved with MJ0, conic reformulation CMJ2 scales well and is suitable for all instances. The next experiment is on the cubic case f (y) = ky 3 . Inequalities (6) and (7), used in CMJ1 and CMJ2 for this case, are
In addition, in order to see whether only a partial strengthening would be effective, we also compared CMJ1 and CMJ2 with a conic formulation with a simpler inequality y 3 ≤ tx.
We refer to this partially strengthened formulation as CMJ2 . In Table 2 we present the corresponding hyperbolic constraints for the three formulations. We summarize the results with these formulations in Table 3 . The first observation is that the integrality gap is larger for the cubic case than for the quadratic case. Out of 120 instances only 5 could be solved to optimality with formulation CMJ1. Even though the partially strengthened formulation CMJ2 resulted some improvement with smaller integrality gap, most of the instances still could not be solved with it. On the other hand, all of the instances were solved within a few seconds with the strong formulation CMJ2.
The final experiment is with the rational exponent case f (y) = ky a/b . As in the previous experiment, we compared three formulations. Formulations CJM1 and CJM2 are based on constraints (6) and (7), whereas the partially strengthened formulation CJM2 is based on inequality
which is only a slight weakening of (7). Recall that a/b is generated from Uniform [1.0,3.0] with a single decimal digit; thus, 10 ≤ b ≤ a ≤ 30. As the number of additional variables and constraints in the conic reformulations are O(log 2 a), the size of the formulations for the rational exponent case is larger than for the quadratic and cubic cases. In Table 4 we report average size of the conic formulations for instances with 200 jobs. We report the summary results for the rational exponent case in Table 5 . As expected from the size of the formulations, the conic quadratic relaxations for the Table 5 . Computational results for the general case: f (y) = ky a/b . rational case took longer to solve compared to the quadratic and cubic cases. Yet they were all solved within a couple of seconds. The performance of the three formulations is consistent with the cubic case. Whereas most problems could not be solved with the weak conic formulation CMJ1, all of them were solved fairly quickly (within 2 minutes) using the strong conic formulation CMJ2. The comparison between CMJ2 and CMJ2 clearly shows that it is crucial to formulate the problems with the strongest possible constraints. Even a small weakening of the constraint renders most of the instances unsolvable. This is a rather interesting observation because typically the integrality gap of the partially strengthened formulation is quite small (almost always within a half percent). The difficulty of solving nonlinear MIPs even with very small integrality gaps highlights the importance of carefully constructed formulations, perhaps, even more so than for linear MIPs.
Conclusion
In this study we have given a strengthened conic quadratic reformulation for the machine-job assignment problem with controllable processing times. The conic strengthening is sufficiently general to be applicable to other mixed 0-1 programs with separable convex objective or constraints with rational exponents and variable upper bounds. Our computations demonstrate the viability of using conic quadratic constraints that exploit problem structure as a means for strengthening nonlinear mixed 0-1 programs just like the strong polyhedral cuts based on problem structure for linear MIPs. Availability of efficient and stable SOCP solvers will likely stimulate further research on the development of conic quadratic cuts.
