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Prefacio
Modelar un problema de la vida real desde el punto de vista matemático en
el que intervengan dos o más variables independientes conduce a las Ecua-
ciones Diferenciales en Derivadas Parciales (EDP). La aparición de varias va-
riables independientes hace que este tema resulte mucho más complejo que
el de las ecuaciones diferenciales ordinarias (EDO): la teoría de EDP es evi-
dentemente una generalización y extensión de la teoría de EDO. Al abordar
el estudio de EDP necesitamos desarrollar conceptos como el de superﬁcie
característica, distinguir las clases de soluciones, analizar cuidadosamente la
dependencia (regularidad) de las soluciones con respecto a la variable espa-
cial, necesidades que no se presentan en el marco de la teoría de EDO.
La forma en la que las EDP se presentan habitualmente en la modelización
de fenómenos de la Ciencia y Tecnología es la de modelos de evolución de
determinada cantidad o variable (también a veces denominada estado) que
puede representar fenómenos de lo más diversos.
En la teoría clásica de EDP de segundo orden éstas se clasiﬁcan en tres
grandes grupos: elípticas, parabólicas e hiperbólicas. El modelo elíptico por
excelencia involucra el operador de Laplace. La variable tiempo está ausente
en este modelo. Es por eso que sólo permite describir estados estacionarios
o de equilibrio. Las ecuaciones parabólicas y las hiperbólicas, representadas
respectivamente por la ecuación del calor y la de ondas, son los modelos más
clásicos y representativos en el contexto de las EDP de evolución. Sus carac-
terísticas matemáticas son bien distintas. Mientras que la ecuación del calor
permite describir fenómenos altamente irreversibles en el tiempo en los que la
información se propaga a velocidad inﬁnita, la ecuación de ondas es el pro-
totipo de modelo de propagación a velocidad ﬁnita y completamente reversible
en el tiempo.
El operador del calor y de ondas se distinguen también por sus ámbitos de apli-
cación. Mientras que el primero es habitual en la dinámica de ﬂuídos (a través
de una versión más soﬁsticada, el operador de Stokes) o en fenómenos de
difusión (del calor, de contaminantes, etc.) el operador de ondas y sus varian-
tes intervienen en forma sistemática en elasticidad (frecuentemente a través
de sistemas más soﬁsticados, como el de Lamé, por ejemplo) o en la propa-
gación de ondas acústicas o electromagnéticas (ecuaciones de Maxwell). La
mecánica de medios continuos está repleta también de otras ecuaciones, ope-
radores y modelos, pero en todos ellos, de una u otra manera, encontraremos
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siempre el operador del calor, de ondas o una variantemuy próxima de los
mismos.
Frecuentementelosmodelosmásrealistassonmássofisticadosqueunasim-
pleecuaciónaislada. Se trataamenudodesistemasacopladosdeEDPen
losqueeshabitualencontrar tantocomponentesparabólicascomohiperbóli-
cas.Es el caso por ejemplo de las ecuaciones de la termoelasticidad.En
estoscasos,sibienunbuenconocimientode losaspectosmásrelevantesde
laecuacióndelcalorydeondasaisladamentepuedenosersuficienteacausa
delasinteraccionesdelosdiferentescomponentes,resultaindispensablepara
entenderelcomportamientoglobaldelsistema.
Hastaahoranoshemos referido s³loa lasecuacionesdel calor ydeondas
ensuexpresiónmássencilla:concoeficientesconstantes.Estasecuaciones,
cuandomodelizan fenómenosenmediosheterogéneos(compuestosporma-
terialesdediversanaturaleza)adoptanformasmáscomplejasysepresentan
con coeficientes variables, dependientesde la variableespacial, de la varia-
ble temporalodeambas,quedando fuerade losobjetivosdeeste textopero,
sepuedeasegurarque loselementosqueaquíexpondremosseránsinduda
degranutilidad, sino indispensables, a lahoradeadentrarseenotrosmo-
delosmás complejos, inclusoaquéllosque involucren términosno-lineales y
estocásticos.
El texto reúne los contenidos del curso semestral EcuacionesDiferenciales
Parcialesquesedictadesdeagostode2002en laFacultaddeCienciasAs-
tronómicas yGeofísicas de laUNLP para alumnos avanzados. Se requiere
porpartedellectordeunaformaciónbásicasobreAnálisisMatemáticoenuna
yvariasvariablesrealesyenvariablecompleja,asícomosobreÁlgebrayÁl-
gebra Lineal. Se halla organizado en ocho capítulos, y seis apéndices que
incluyenmaterialcomplementario.
Enestasnotasdesarrollaremospartedeloqueesunateoríageneralyclásica
deEDP.Elcapítulo1desarrollalateoríadeintegracióndelasecuacionesge-
neralesdeprimerorden,presentandoelmétodode lascaracterísticaspara la
obtencióndesolucionesgenerales, introduce losdistintostiposdesoluciones
o superﬁcies integrales y trata la resolución de un problema de valor inicial
o problema de Cauchy, discutiendo las condiciones necesarias y suﬁcientes
paralaexistenciadeunasoluciónúnica.Elcapítulo2abordalaclasificacióny
reducciónasusformasnormalesde lasEDPdesegundoorden.Elcapítulo3
sededicaalestudioconciertodetallede laecuacióndeondasenunadimen-
siónespacial,paradigmadelasecuacioneslinealeshiperbólicas.Elestudiode
procesos de conductividad térmica o difusión en una dimensión espacial
descriptosporelarquetipodelasecuacioneslinealesparabólicasseincluyeen
elcapítulo4.La teoría relativaa laecuacióndeLaplacey losproblemasde
contornoaellaasociadosseabordaNenelcapítulo5,brindandounadetallada
descripciónde lascondicionesnecesariasparaque losproblemassean”bien
planteados"; tambiénsepresentan interesantespropiedadesde las funciones
armónicasdefrecuenteapariciónenelplanteomatemáticodeproblemasdela
Física. Las ecuaciones hiperbólicas y parabólicas enmás de una dimensión
espacialseestudianen loscapítulos6y7.Elcapítulo8presenta la teoríaDE
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los potenciales de volumen y de superficie, de doble y simple capa, y su
aplicación al tratamiento de problemas de contorno para las ecuaciones de
Laplace,Poissony laecuacióndeHelmholtzmediante laresolucióndeecua-
cionesintegrales.
LosapéndicesA,ByDcubren tópicosque resultanauxiliaresparaelabor-
dajedelosproblemasdecontornoobjetodeestudiodemodoqueeltextosea
autocontenido. Elmétododeseparacióndevariables tratadoenCconstituye
un tema importanteque nos conduciráa losproblemasdeSturm-Liouville y
susautovalores,resultadosqueseaplicanenvariosde losproblemasresuel-
tos y sedescribenenelapéndiceE .Finalmente, elapéndiceFbrindauna
introducción a los métodos de resolución de ecuaciones integrales.
El libro contienenumerososejemplos resueltos, conelpropósitode consoli-
dar lacomprensiónde los tópicosabordados,y tambiénunbuennúmerode
problemas propuestos, con sus soluciones respectivas, destinados a desa-
rrollarenel lector lahabilidadde resolverlos yeldominiode lasestructuras
matemáticasaellosasociados.
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Capítulo 1
Ecuaciones diferenciales
parciales de primer orden
1.1 Ecuaciones diferenciales parciales de primer
orden con dos variables independientes
El estudio de las ecuaciones diferenciales parciales (EDP) de primer orden se
inició en la segunda mitad del siglo XVIII a raíz de los trabajos de Clairaut,
Lagrange, Charpit, Monge y Cauchy en el campo de la Geometría y de la Óp-
tica Geométrica. Estas ecuaciones admiten interesantes interpretaciones ge-
ométricas. Por esta razón estudiaremos el caso correspondiente a dos varia-
bles independientes, x, y, pero advirtiendo que el formalismo teórico se puede
extender en forma inmediata a cualquier número de variables independientes.
Consideremos ecuaciones para la función incógnita u de la forma general
F (x, y, u, ux, uy) = 0 (1.1)
donde
ux =
∂u
∂x
, uy =
∂u
∂y
. (1.2)
El conjunto de soluciones de una EDP es una familia de superﬁcies en el es-
pacio de tres dimensiones. El problema de hallar aquella superﬁcie u = u(x, y)
que pase por una curva dada, llamada curva inicial o condición inicial, se
conoce con el nombre de problema de valor inicial o problema de Cauchy.
Estudiaremos en primer término las EDP lineales, cuya forma general es
a(x, y)ux + b(x, y)uy + c(x, y)u + d(x, y) = 0, (1.3)
donde a, b, c y d son funciones dadas.
Antes de abordar el problema de su integración, analizaremos algunos ejem-
plos sencillos.
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• Al integrar la EDP ux = 0 se obtiene la solución u(x, y) = φ(y), con φ
función arbitraria.
• Para la EDP ux = uy, el cambio de variables
x+ y = ξ, x− y = η, (1.4)
conduce a
u(x, y) = u
(
ξ + η
2
,
ξ − η
2
)
= v(ξ, η). (1.5)
La EDP se transforma entonces en
vη = 0, (1.6)
cuya solución, v = φ(ξ), en términos de las variables originales es
u(x, y) = φ(x+ y), (1.7)
siendo φ una función arbitraria.
Una solución que depende de una función φ arbitraria, tal como se obtuvo en
los ejemplos anteriores, se denomina solución general.
1.2 Integración de ecuaciones lineales
Movimiento ondulatorio unidireccional
La EDP que describe el movimiento ondulatorio unidireccional es
ut + c ux = 0, (1.8)
donde la velocidad de propagación c es una constante. Consideremos además
la condición inicial
u(x, 0) = f(x), (1.9)
siendo f una función conocida.
La ecuación (1.8) representa la derivada de u en la dirección s dada por
dt
ds
= 1,
dx
ds
= c (1.10)
o bien,
dx
dt
= c. (1.11)
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El sistema de ecuaciones (1.10) determina una familia de curvas en el plano
(x, t),
t = t(s), x = x(s),
cuya tangente es 1/c.
A lo largo de estas curvas la función u = u(x, t) es u = u(x(s), t(s)), y veriﬁca
du
ds
= ux
dx
ds
+ ut
dt
ds
= cux + ut = 0. (1.12)
De (1.11) se obtiene la familia de curvas - en este caso rectas - en el plano de
las fases (x, t), descriptas por la ecuación
x = ct + k, (1.13)
y de (1.12) resulta
u = K, (1.14)
con K constante (relativa) sobre cada recta (1.13), es decir,
u = K(k). (1.15)
Una solución general es entonces
u = K(x− ct), (1.16)
y el problema queda resuelto determinando K mediante la condición inicial:
u(x, 0) = f(x) = K(x), (1.17)
de donde se obtiene
u(x, t) = f(x− ct). (1.18)
Si f es derivable, entonces (1.18) es solución del problema (1.8)-(1.9).
En la ﬁgura 1.1 se muestra la superﬁcie solución generada al propagarse la
perturbación inicial f(x) a lo largo de cada recta x − ct = cte, con velocidad
dx/dt = c.
El problema (1.8)-(1.9) también puede resolverse trabajando con el parámetro
s. En efecto, de (1.10) se obtienen
x = cs + k1, t = s + k2, (1.19)
y de (1.12) se ve que sobre estas curvas es
u = k3. (1.20)
Parametrizando la condición inicial
x(τ) = τ, t(τ) = 0, u(τ) = f(τ), (1.21)
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O
Figura 1.1: Superﬁcie u(x, y) generada al propagarse la perturbación inicial
f(x) a lo largo de cada recta x− ct = cte con velocidad dx/dt = c.
y, con la convención de que para s = 0 (1.19) y (1.20) determinan la curva
inicial, se obtiene la superﬁcie
x = cs + τ, t = s, u = f(τ). (1.22)
y eliminando los parámetros s y τ en (1.22) resulta nuevamente (1.18).
Método de las características
El término de la izquierda de la EDP lineal
a(x, y)ux + b(x, y)uy = c(x, y)u + d(x, y) (1.23)
representa la derivada de u en la dirección
b(x, y)
a(x, y)
(1.24)
en los puntos en los cuales no son simultáneamente nulos los coeﬁcientes
a(x, y) y b(x, y).
Si se consideran en el plano (x, y) las curvas deﬁnidas por las ecuaciones
x = x(s), y = y(s), cuyas tangentes tienen la dirección (1.24), de modo que
dx
ds
= a(x, y),
dy
ds
= b(x, y), (1.25)
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o bien
dy
dx
=
b(x, y)
a(x, y)
, (1.26)
a lo largo de estas curvas es u = u(x(s), y(s)) (ó u = u(x, y(x)), y
du
ds
= ux
dx
ds
+ uy
dy
ds
= uxa(x, y) + uyb(x, y) = c(x, y)u+ d(x, y), (1.27)
o bien
du
dx
= ux +
b(x, y)
a(x, y)
uy =
c(x, y)u+ d(x, y)
a(x, y)
. (1.28)
La familia monoparamétrica de curvas deﬁnidas por (1.25) (ó (1.26)) determina
las curvas características de base, sobre las cuales se hallan, por (1.27) (ó
(1.28)), las curvas características.
Las curvas características proveen la solución general de (1.23), la cual existe
si admite solución el sistema característico formado por (1.25) y (1.27) (ó (1.26)
y (1.28)), es decir
dx
a(x, y)
=
dy
b(x, y)
=
du
c(x, y)u+ d(x, y)
. (1.29)
Si las soluciones del sistema característico (1.29) son f(x, y) = c (característi-
cas de base) y g(x, y, u) = k, entonces cualquier función arbitraria Φ(f, g) = 0
será solución general de la ecuación (1.23). En efecto, Φ satisface la ecuación
diferencial parcial, tal como puede veriﬁcarse derivando Φ respecto de x y
de y, despejando ux y uy, reemplazando en (1.23) y teniendo en cuenta que
dΦ = 0.
Supongamos ahora que a φ(x, y, u) = 0, solución general de (1.23), se le
asigna un valor "inicial” en un punto (x0, y0) del plano (x, y), u(x0, y0) = u0.
Las ecuaciones (1.25) (ó (1.26)) deﬁnen (con condición de continuidad de los
coeﬁcientes) una única característica de base. La solución sobre dicha carac-
terística queda unívocamente determinada por (1.27) (ó (1.28)). Esto es, dada
u en un punto (x0, y0, u0) queda determinado su valor sobre toda la curva
característica que pasa por dicho punto (ver ejemplo 2).
Esto sugiere que si se asignan valores iniciales sobre una curva que intersecte
a cada característica sólo en un punto, se obtiene (generalmente) una única
superﬁcie u(x, y) solución de (1.23).
A continuación consideraremos, a título ilustrativo, distintos problemas para
una EDP lineal.
Ejemplo 1. En primer lugar, hallaremos una integral general de la EDP
xy(ux − uy) = (x− y)u. (1.30)
De los dos primeros téminos del sistema característico
dx
xy
=
dy
−xy =
du
(x− y)u, (1.31)
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obtenemos la integral
x+ y = c. (1.32)
Del 1◦ y 3◦ término resulta la ecuación
du
u
=
(2x− c)
x(c− x)dx, (1.33)
cuya integral es
xyu = k. (1.34)
Las constantes c y k no son independientes dado que provienen del mismo sis-
tema característico, luego, la solución general (sin condiciones sobre u) vendrá
dada por la relación arbitraria Φ entre c y k,
Φ(x+ y, xyu) = 0. (1.35)
Ejemplo 2. Resolveremos ahora el problema de valor inicial
yux + xuy = 2u, u(0, 1) = 1. (1.36)
El sistema característico
dx
y
=
dy
x
=
du
2u
(1.37)
nos provee las curvas características de base
y2 − x2 = c. (1.38)
Teniendo en cuenta la condición inicial, tomamos la rama positiva de esta fun-
ción, es decir
y =
√
c+ x2. (1.39)
Y sobre las curvas características es
u(x, y(x)) =
1
k
exp
[
2 argsh
(
x√
y2 − x2
)]
. (1.40)
La condición inicial u(0, 1) = 1 determina las constantes
c = 1, k = 1, (1.41)
que corresponden a una curva característica de base y a sus valores sobre
ella,
u(x,
√
1 + x2) = exp [2 argsh(x)]. (1.42)
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Si deseamos hallar la superﬁcie solución que contenga a la curva inicial u(0, y) =
y, entonces las constantes son
y2 = c, yk = 1, (1.43)
y la relación entre ellas es
c =
1
k2
. (1.44)
Esta relación determina la solución
u(x, y) =
⎧⎪⎪⎨⎪⎪⎩
√
y2 − x2 exp
[
2 argsh
(
x√
y2−x2
)]
, y > x
−
√
y2 − x2 exp
[
−2 argsh
(
x√
y2−x2
)]
, y < x
(1.45)
que veriﬁca la condición inicial y es válida para |y| > |x| en el campo real.
Para considerar el caso |y| < |x|, deberíamos tomar x2 − y2 = c, y obten-
dríamos una solución análoga a la anterior.
Para |x| = |y| se obtienen las soluciones:
y − x = c, u = k y2,
y + x = c, u =
k
y2
. (1.46)
Ejemplo 3. Resolveremos la EDP
(y3x− 2x4)ux + (2y4 − x3y)uy = 9u(x3 − y3) (1.47)
con la condición inicial
u(x, 1/x) = x3. (1.48)
El sistema característico asociado
dx
y3x− 2x4 =
dy
2y4 − x3y =
du
9u(x3 − y3) , (1.49)
tiene como soluciones a las funciones
x3 + y3 = cx2y2, ux3y3 = k. (1.50)
La primera función se obtiene al integrar los dos primeros términos del sistema,
cuya ecuación equivalente es
x2dx+ y2dy
x2(y3x− 2x4) + y2(2y4 − x3y) =
xy2dx+ yx2dy
xy2(y3x− 2x4) + yx2(2y4 − x3y) (1.51)
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y que simpliﬁcada adopta la forma
3x2dx+ 3y2dy
x3 + y3
= 2
dx
x
+ 2
dy
y
. (1.52)
La función ux3y3 = k resulta de resolver
ydx+ xdy
y(y3x− 2x4) + x(2y4 − x3y) =
du
9u(x3 − y3) , (1.53)
o bien
3dx
x
+
3dy
y
+
du
u
= 0. (1.54)
La condición inicial xy = 1, u = x3, determina la relación entre las constantes,
pues de
c = x3 +
1
x3
, k = x3, (1.55)
resulta
c = k +
1
k
. (1.56)
Por lo tanto,
x3 + y3 =
(
ux3y3 +
1
ux3y3
)
x2y2. (1.57)
Explicitando u se obtiene
u(x, y) =
1
2x5y5
(
x3 + y3 ±
√
(x3 + y3)2 − 4x4y4
)
,
y resulta la solución al problema de valor inicial planteado
u(x, y) =
⎧⎨⎩
1
2x5y5
(
x3 + y3 +
√
(x3 + y3)2 − 4x4y4
)
, x > 1,
1
2x5y5
(
x3 + y3 −√(x3 + y3)2 − 4x4y4) , x < 1, (1.58)
donde el signo de la raíz se determina empleando la condición inicial.
1.3 Ecuaciones cuasi-lineales de primer orden
La ecuación cuasi-lineal en dos variables independientes es de la forma
a(x, y, u)ux + b(x, y, u)uy = c(x, y, u). (1.59)
Una solución u = u(x, y) de (1.59) deﬁne una superﬁcie integral en el espa-
cio cuyo gradiente es el vector (ux, uy,−1), normal a dicha superﬁcie integral.
La ecuación (1.59) expresa la condición de ortogonalidad entre el gradiente
de u y el vector (a, b, c). Por lo tanto, (a, b, c) es, en cada punto, tangente a
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la superﬁcie integral y deﬁne en el espacio (x, y, u) un campo de direcciones
(a(x, y, u), b(x, y, u), c(x, y, u)) llamadas direcciones características. Las cur-
vas integrales de este campo, o sea, la familia de curvas cuyas tangentes
coinciden con las direcciones características, se llaman curvas características
y están dadas por el sistema característico
dx
a(x, y, u)
=
dy
b(x, y, u)
=
du
c(x, y, u)
, (1.60)
que en forma paramétrica se escribe
dx
ds
= a(x, y, u),
dy
ds
= b(x, y, u),
du
ds
= c(x, y, u). (1.61)
Si a, b, c son funciones suﬁcientemente diferenciables, la teoría de ecuaciones
diferenciales ordinarias garantiza que por cada punto pasará una única carac-
terística.
Un problema de valor inicial para la ecuación cuasi-lineal (1.59) consiste en
hallar una superﬁcie integral que contenga a una curva dada. Si tal superﬁ-
cie integral existe, está generada por la familia de curvas características que
pasan por los puntos de la curva inicial. Así lo establece el teorema que pre-
sentamos a continuación.
Teorema 1.1 Una superﬁcie u = u(x, y) es una superﬁcie integral de la EDP
a(x, y)ux+ b(x, y)uy = c(x, y) si y sólo si u está formada por curvas caracterís-
ticas.
Demostración: Supongamos que u(x, y) es una superﬁcie integral, es decir
que veriﬁca la ecuación aux + buy = c. Por cada punto P0(x0, y0, u0) de la
superﬁcie u y con dirección (a(x0, y0, u0), b(x0, y0, u0), c(x0, y0, u0)) pasa una
curva característica (ecuación (1.60)). Por lo tanto, u está generada por curvas
características.
Recíprocamente, si u(x, y) está formada por curvas características, su plano
tangente en P0(x0, y0, u0),
u− u0 = ux(P0)(x− x0) + uy(P0)(y − y0), (1.62)
contiene a la recta tangente a la característica que pasa por P0,
x− x0
a(x0, y0, u0)
=
y − y0
b(x0, y0, u0)
=
u− u0
c(x0, y0, u0)
, (1.63)
es decir, veriﬁca aux + buy = c en cada punto de la superﬁcie u, por lo tanto u
es una superﬁcie integral.
Como corolario de este teorema obtenemos el siguiente resultado:
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Si dos superﬁcies integrales se cortan en un punto no singular, se cortan a lo
largo de la curva característica que pasa por él.
Ejemplo 4. En primer lugar hallaremos la solución general de la ecuación
cuasi-lineal
(y + u)ux + (x+ u)uy = x+ y. (1.64)
El sistema característico asociado a la ecuación es
dx
y + u
=
dy
x+ u
=
du
x+ y
; (1.65)
e integrando el sistema equivalente
dx+ dy + du
2(x+ y + u)
=
dx− dy
y − x =
du− dx
x− u , (1.66)
resultan
(x+ y + u)(y − x)2 = c,
(x+ y + u)(x− u)2 = k. (1.67)
En consecuencia, una integral general es
Φ((x+ y + u)(y − x)2, (x+ y + u)(x− u)2) = 0. (1.68)
Ejemplo 5. Resolveremos la ecuación cuasi-lineal que representa el movimiento
ondulatorio unidireccional no lineal
ut + uux = 0, (1.69)
con la condición inicial:
u(x, 0) = −x. (1.70)
La condición inicial parametrizada es
x = τ, t = 0, u = −τ. (1.71)
Las ecuaciones características
dx
ds
= u,
dt
ds
= 1,
du
ds
= 0, (1.72)
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Figura 1.2: Movimiento ondulatorio unidimensional no lineal en el plano (x, u)
(ver ecuación (1.72)).
proveen las soluciones
x = us+ c1, t = s+ c2, u = c3. (1.73)
Para s = 0 las curvas características pasan por la curva inicial determinando
la superﬁcie integral buscada,
x(s, τ) = us+ τ, t(s, τ) = s, u(s, τ) = −τ. (1.74)
Eliminando los parámetros resulta
u(x, t) =
x
t− 1 . (1.75)
Analizando esta ecuación en el plano (x, u) se advierte que (0, 0) es un punto
estacionario y que los puntos restantes se mueven con mayor velocidad a me-
dida que se alejan del punto estacionario, según muestra la ﬁgura 1.2. En t = 1
es x = 0 (eje u), y por lo tanto, u puede tomar cualquier valor.
Además, se comprueba que por cada punto de la superﬁcie solución con t = 1
pasa una curva característica. Por ejemplo, la condición u(1, 0) = −1 deter-
mina la característica
x+ t = 1, u = −1, (1.76)
perteneciente a la superﬁcie integral.
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Figura 1.3: Curvas características para el movimiento ondulatorio unidimen-
sional no lineal en el plano (x, t).
Si se observan las ecuaciones paramétricas de la superﬁcie integral se ve que
para t = 1, u es indeterminada. En efecto, en t = 1 se tiene un punto singular,
tal como se aprecia en la ﬁgura 1.3.
Si a la misma EDP se le impone la condición inicial
u(x, 0) = x, (1.77)
se obtiene la solución
u(x, t) =
x
t+ 1
, (1.78)
que está deﬁnida ∀t > 0.
A continuación demostraremos un teorema relativo a la existencia y unicidad
de soluciones de EDP cuasi-lineales.
Teorema 1.2 Sea la EDP cuasi-lineal
a(x, y, u) ux + b(x, y, u) uy = c(x, y, u), (1.79)
con a, b, c, funciones con derivadas parciales continuas con respecto a x, y, u
en un entorno de una curva γ. Se supone que la curva γ está representada por
las ecuaciones x1(τ), y1(τ), u1(τ) y tiene derivada continua para τ1 < τ < τ2.
Si sobre γ se veriﬁca (
a
dy
dτ
− bdx
dτ
)
γ = 0, (1.80)
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entonces existe una única solución u(x, y) deﬁnida en algún entorno de γ y
que satisface la condición inicial, es decir tal que
u(x1(τ), y1(τ)) = u1(τ). (1.81)
Demostración: El sistema de ecuaciones ordinarias
dx
ds
= a(x, y, u),
dy
ds
= b(x, , y, u)
du
ds
= c(x, y, u) (1.82)
admite como única solución a la familia de características
x(τ, s), y(τ, s), u(τ, s), (1.83)
que satisfacen las condiciones iniciales
x(τ, 0) = x1(τ), y(τ, 0) = y1(τ), u(τ, 0) = u1(τ). (1.84)
Por hipótesis, el Jacobiano sobre γ
∂(x, y)
∂(τ, s)
s=0 =
(
b
dx1
dτ
− ady1
dτ
)
s=0 = 0 (1.85)
es continuo en un entorno de γ. Por lo tanto, en dicho entorno pueden hallarse
τ(x, y) y s(x, y). Sea u(x, y) = u(τ(x, y), s(x, y)), se ve que u contiene a la
curva inicial γ y además satisface la ecuación diferencial pues
a ux + b uy = a (uτ τx + ussx) + b (uτ τy + ussy),
= uτ (aτx + bτy) + us (asx + bsy),
= uτ (xsτx + ysτy) + us (xssx + yssy)
= uτ τs + usss = c. (1.86)
En las condiciones de las hipótesis, por cada punto pasa una sola caracterís-
tica. El teorema 1.1 aﬁrma que la solución está generada por las caracterís-
ticas que pasan por los puntos de la curva inicial γ. Por tanto, la solución es
única.
Ejemplo 6. Aplicaremos el teorema 1.2 a la resolución de la ecuación
uux + uy = 1 (1.87)
con la condición inicial
x = y, u = x/2, x ∈ [0, 1]. (1.88)
Parametrizando la curva inicial γ se tiene
x = τ, y = τ, u = τ/2 τ ∈ [0, 1]. (1.89)
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y advertimos que existe una solución única en un entorno de γ, pues(
a
dy
dτ
− bdx
dτ
)
γ = τ
2
− 1 = 0, τ ∈ [0, 1]. (1.90)
Las ecuaciones características
dx
ds
= u,
dy
ds
= 1,
du
ds
= 1, (1.91)
admiten las soluciones
y = s+ c1, u = s+ c2, x =
s2
2
+ c2s+ c3. (1.92)
Para s = 0 se obtiene la curva inicial
c2 =
τ
2
c1 = c3 = τ, (1.93)
quedando así determinada la superﬁcie integral
x =
s2
2
+ s
τ
2
+ τ, y = s+ τ, u = s+
τ
2
. (1.94)
Finalmente, eliminando los parámetros auxiliares s y τ , se obtiene
u =
4y − 2x− y2
2(2− y) , (1.95)
que es la solución buscada.
1.4 Ecuaciones generales de primer orden
El método de las características puede extenderse a ﬁn de tratar el caso de
una EDP general de primer orden en u(x, y) cuya expresión general es
F (x, y, u, ux, uy) = 0. (1.96)
Nótese que las ecuaciones lineales y cuasi-lineales son casos particulares de
(1.96).
Si u(x, y) es una superﬁcie integral de (1.96), y p = ux, q = uy, entonces el
plano tangente a u en el punto (x0, y0, u0) tiene números directores (p, q,−1)
que satisfacen la ecuación
F (x0, y0, u0, p, q) = 0. (1.97)
Para ilustrar esta situación consideremos la ecuación uxuy = 1, que escrita en
la forma (1.97) es F = pq − 1 = 0. Las direcciones de los planos tangentes a
una superﬁcie integral deben ser (p, 1/p,−1).
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Figura 1.4: La superﬁcie integral es tangente al cono de Monge en cada punto
y la dirección común es la dirección característica.
Es decir, la familia de planos tangentes a una superﬁcie integral de (1.96)
debe tener números directores (p, q(p),−1) donde q(p) se obtiene de (1.97).
Esta familia de planos tangentes en (x0, y0, u0) determinados por (p, q(p),−1)
envuelven generalmente un cono, llamado Cono de Monge. Por lo tanto, si la
superﬁcie u(x, y) es solución de (1.96), en cada punto (x0, y0, u0) deberá ser
tangente al cono de Monge en dicho punto, como lo ilustra la ﬁgura 1.4.
Las tangentes comunes a la superﬁcie u y al cono de Monge determinan un
campo de direcciones llamadas direcciones características.
A ﬁn de obtener las direcciones características asociadas a F (x, y, u, p, q) = 0,
comenzaremos hallando el cono de Monge respectivo en cada punto. Para
ello recordemos el siguiente resultado.
Lema 1.1 La envolvente de una familia monoparamétrica f(x, y, u, c) = 0 de
superﬁcies es la superﬁcie que resulta de eliminar c de las ecuaciones
f(x, y, u, c) = 0, fc(x, y, u, c) = 0. (1.98)
A continuación se determina un sistema de ecuaciones que permite calcular
el cono de Monge en un punto.
Proposición 1.1 El cono de Monge asociado a la ecuación F (x, y, u, p, q) = 0
en el punto (x0, y0, u0) se obtiene eliminando p y q de las ecuaciones
F (x0, y0, u0, p, q) = 0, (1.99)
y
x− x0
Fp(x0, y0, u0, p, q)
=
y − y0
Fq(x0, y0, u0, p, q)
=

=
u−u0
pFp(x0, y0, u0, p, q) + qFq(x0, y0, u0, p, q)
. (1.100)
Demostración: El cono de Monge en (x0, y0, u0) es la envolvente de la familia
monoparamétrica de planos,
u− u0 = p(x− x0) + q(p)(y − y0), (1.101)
en la que p y q satisfacen
F (x0, y0, u0, p, q) = 0. (1.102)
Aplicando el lema anterior a la familia (1.101) de parámetro p, se obtiene el
sistema
u− u0 = p(x− x0) + q(p)(y − y0),
0 = (x− x0) + q′(p)(y − y0). (1.103)
Por otra parte, derivando (1.102) respecto del parámetro p, resulta
Fp(x0, y0, u0, p, q) + q
′(p)Fq(x0, y0, u0, p, q) = 0, (1.104)
y eliminando q′(p) entre las ecuaciones (1.103) y (1.104) se obtienen ﬁnal-
mente las ecuaciones (1.100).
Ejemplo 7. Hallaremos el cono de Monge asociado a la ecuación F = uxuy −
1 = 0, para lo cual además de la EDP consideramos el sistema (1.100)
x− x0
q
=
y − y0
p
=
u− u0
2
. (1.105)
Eliminando p y q resulta el cono de ecuación
4(x− x0)(y − y0) = (u− u0)2. (1.106)
El cono correspondiente al punto (x0, y0, z0) = (1, 0, 1) se presenta, a modo de
ilustración, en la ﬁgura 1.5.
Ejemplo 8. Consideremos ahora la ecuación eiconal de la óptica geométrica,
F = u2x + u
2
y − n2 = 0. El cono de Monge asociado a ella se obtiene a partir
del sistema
p2 + q2 − n2 = 0,
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Figura 1.5: Cono de Monge para la ecuación uxuy − 1 = 0 en el punto
(x0, y0, z0) = (1, 0, 1).
x− x0
2p
=
y − y0
2q
=
u− u0
2n2
, (1.107)
por lo tanto su ecuación es
n2
[
(x− x0)2 + (y − y0)2
]
= (u− u0)2. (1.108)
Notemos que para una EDP cuasi-lineal, el cono de Monge degenera en una
recta, pues se obtiene de las ecuaciones
F = a(x0, y0, u0)p+ b(x0, y0, u0)q − c(x0, y0, u0) = 0,
x− x0
a(x0, y0, u0)
=
y − y0
b(x0, y0, u0)
=
u− u0
pa(x0, y0, u0) + qb(x0, y0, u0)
, (1.109)
dando como resultado
x− x0
a(x0, y0, u0)
=
y − y0
b(x0, y0, u0)
=
u− u0
c(x0, y0, u0)
. (1.110)
Las direcciones de las aristas del cono de Monge
x− x0
Fp
=
y − y0
Fq
=
u− u0
pFp + qFq
(1.111)
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son las direcciones características, de modo que las curvas características son
soluciones del sistema
dx
Fp
=
dy
Fq
=
du
pFp + qFq
, (1.112)
o bien, parametrizando
dx
ds
= Fp,
dy
ds
= Fq,
du
ds
= pFp + qFq. (1.113)
Pero dado que p y q no se conocen, no basta (1.112) para determinar las cur-
vas características. Extendemos entonces el sistema característico derivando
F (x, y, u, p, q) = 0 respecto de x y de y,
Fx + pFu + pxFp + qxFq = 0,
Fy + qFu + pyFp + qyFq = 0. (1.114)
Observando que las características, soluciones de (1.112), veriﬁcan
dp
ds
= px
dx
ds
+ py
dy
ds
= pxFp + pyFq,
dq
ds
= qx
dx
ds
+ qy
dy
ds
= qxFp + qyFq, (1.115)
y, suponiendo que u tiene derivadas segundas continuas (py = qx), de (1.114)
y (1.115) resultan
dp
ds
= −Fx − pFu, dq
ds
= −Fy − qFu. (1.116)
A partir de las ecuaciones (1.113) y (1.116) pueden obtenerse x(s), y(s), u(s),
p(s) y q(s) tales que F (x, y, u, p, q) = 0.
Esto signiﬁca que además de una curva x(s), y(s), u(s) en el espacio, se
obtiene en cada punto una dirección (p, q,−1) que deﬁne un plano tangente;
esta solución se interpreta como una franja característica, y a la curva x(s),
y(s), u(s) se la denomina curva característica. La situación se ilustra en la
ﬁgura 1.6.
El resultado anterior se enuncia en el siguiente teorema.
Teorema 1.3 Las franjas características asociadas a F (x, y, u, p, q) = 0 están
determinadas por dicha ecuación y la solución del sistema característico
dx
Fp
=
dy
Fq
=
du
pFp + qFq
= − dp
Fx + pFu
= − dq
Fy + qFu
. (1.117)
o bien, del sistema característico parametrizado
dx
ds
= Fp,
dy
= Fq,
du
= pFp + qFq,
ds
dp
ds
ds
= −(Fx + pFu), dq
ds
= −(Fy + qFu). (1.118)
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Figura 1.6: Franja característica.
De las tres primeras ecuaciones (1.117) se deduce que las franjas caracterís-
ticas veriﬁcan la relación
du
= p
dx
ds
+ q
dy
ds
, (1.119)
ds
que se denomina condición de franja.
Un problema de valor inicial o problema de Cauchy consiste en hallar la super-
ﬁcie integral de F (x, y, u, p, q) = 0 que contiene a una curva dada.
Si la curva inicial tiene ecuación x0(τ), y0(τ), u0(τ) y sobre ella p y q toman
valores p0(τ), q0(τ), éstos están obligados a veriﬁcar la EDP,
F (x0, y0, u0, p0, q0) = 0, (1.120)
y la condición de franja,
du0
dτ
dx0
dτ
dy0
dτ
= p0(τ) + q0(τ) . (1.121)
Las cantidades x0(τ), y0(τ), u0(τ), p0(τ), q0(τ) deﬁnen la franja inicial.
Ejemplo 9. Hallaremos la superﬁcie solución de uxuy = 1 que contiene a la
curva u(x, 0) = x.
Apliquemos el teorema 1.3 a ﬁn de obtener las franjas características de la
ecuación F = pq − 1 = 0. Integrando (1.118) se obtienen
p = c1, q = c2, x = c2s+ c3, y = c1s+ c4, u = 2s+ c5,
y dado que pq = 1, las franjas están dadas por
1
c1
1
c1
p = c1, q = , x = s+ c3, y = c1s+ c4, u = 2s+ c5.
Para determinar las constantes c1, c3, c4 y c5, parametrizamos la curva inicial
x = τ, y = 0, u = τ, (1.122)
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y de (1.121) obtenemos que p = 1. La superﬁcie integral es entonces
(1.123)x = s+ τ, y = s, u = 2s+ τ,
y eliminando los parámetros auxiliares resulta
u(x, y) = x+ y. (1.124)
A continuación presentaremos el teorema que asegura la existencia y unicidad
de la solución para el problema de Cauchy.
Teorema 1.4 Sea F (x, y, u, p, q) = 0 con derivadas segundas continuas res-
pecto a todas sus variables. Dada una curva inicial x0(τ), y0(τ) , u0(τ) con
derivadas segundas continuas, sobre ella las direcciones p0(τ), q0(τ) con de-
rivadas continuas deben veriﬁcar
F (x0(τ), y0(τ), u0(τ), p0(τ), q0(τ)) = 0,
du0
dτ
= p0
dx0
dτ
+ q0
dy0
dτ
, (1.125)
si (
dx0
dτ
Fq(x0, y0, u0, p0, q0)− dy0
dτ
)
Fp(x0, y0, u0, p0, q0) γ = 0, (1.126)
entonces, en algún entorno de la curva inicial existe una solución única u(x, y)
que contiene a la franja inicial, es decir, tal que
u(x0(τ), y0(τ)) = u0(τ),
ux(x0(τ), y0(τ)) = p0(τ),
uy(x0(τ), y0(τ)) = q0(τ). (1.127)
Demostración: El sistema característico asociado a la EDP
dx
ds
= Fp,
dy
= Fq,
du
ds
= pFp + qFq,
dp
ds
ds
= −(Fx + pFu), dq
ds
= −(Fy + qFu) (1.128)
es un sistema de EDO y su solución provee las franjas características
x(s, τ), y(s, τ), u(s, τ), p(s, τ), q(s, τ). (1.129)
Supongamos que las franjas características para s = 0 dan la franja inicial, lo
que equivale a tomar el origen del parámetro s sobre la franja inicial, es decir
x(0, τ) = x0(τ), y(0, τ) = y0(τ), u(0, τ) = u0(τ),
p(0, τ) = p0(τ), q(0, τ) = q0(τ). (1.130)
Veremos que las curvas características, x(s, τ), y(s, τ), u(s, τ), determinan una
superﬁcie integral.
Dado que sobre la curva inicial el Jacobiano es
∂(x, y)
∂(s, τ)
γ = 0 (1.131)
por la condición (1.126), en un entorno de la curva inicial pueden deﬁnirse las
funciones s = s(x, y), τ = τ(x, y), de donde
u = u(s(x, y), τ(x, y)) = u(x, y), (1.132)
y también
p = p(s(x, y), τ(x, y)) = p(x, y),
q = q(s(x, y), τ(x, y)) = q(x, y). (1.133)
Las consideraciones previas sobre las franjas características permiten aﬁrmar
que
F (x, y, u, p, q) = 0. (1.134)
Entonces la función u de (1.132) es solución si
p = ux, q = uy. (1.135)
Para demostrar esto deﬁnimos la expresión
v(s, τ) = uτ − pxτ − qyτ , (1.136)
y teniendo en cuenta (1.125) es
v(0, τ) = u0τ − p0x0τ − q0y0τ = 0. (1.137)
Calculando
∂v
∂s
= uτs − psxτ − pxτs − qsyτ − qyτs (1.138)
∂v
∂s
=
∂
∂τ
(us − pxs − qys) + pτxs + qτys − psxτ − qsyτ , (1.139)
y utilizando el sistema característico (1.128) se obtiene
∂v
∂s
= pτFp + qτFq + (Fx + pFu)xτ + (Fy + qFu)yτ . (1.140)
Sumando y restando Fuuτ resulta ﬁnalmente
∂v
∂s
= Fτ − Fuv = −Fuv, (1.141)
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pues Fτ = 0.
Para τ ﬁjo, la EDO
dv
ds
= −Fuv (1.142)
admite la solución
v = v(0) e−
∫ s
0
Fuds. (1.143)
Pero v(0) = 0, de donde v ≡ 0 y
uτ = pxτ + qyτ , (1.144)
y del sistema característico (1.128) es
us = pxs + qys. (1.145)
Estas dos últimas ecuaciones forman un sistema en p y q. En tanto, para las
curvas características se obtiene que
uτ = uxxτ + uyyτ ,
us = uxxs + uyys, (1.146)
es decir, ux y uy satisfacen el mismo sistema que p y q, de modo que, siendo
∂(x, y)
∂(s, τ)
γ = 0 (1.147)
por hipótesis, en algún entorno de la curva inicial es
p = ux, q = uy. (1.148)
La continuidad de los coeﬁcientes del sistema característico (1.128) garantiza
que por cada punto de la curva inicial pasa una única curva característica. En
consecuencia, la única superﬁcie integral está generada por curvas caracterís-
ticas.
En el ejemplo que sigue aplicamos el teorema 1.4 para asegurar la región de
existencia y unicidad de la solución de una EDP.
Ejemplo 10. Consideremos nuevamente la ecuación eiconal de la óptica ge-
ométrica,
u2x + u
2
y = n
2, (1.149)
con la condición inicial
u(x, x) = ax, (1.150)
siendo a y n constantes.
La franja inicial está dada por las ecuaciones paramétricas
x0 = τ, y0 = τ, u0 = aτ (1.151)
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p0(τ) + q0(τ) = a, p
2
0 + q
2
0 = n
2 (1.152)
donde hemos utilizado la ecuación (1.125).
Con el ﬁn de obtener expresiones simples para p0, q0, introducimos el cambio
de variables:
p = ncosθ, q = nsenθ, 0 ≤ θ < 2π, (1.153)
con el que obtenemos
p0 = p, q0 = q, a = n(cosθ + senθ) = n
√
2 sen
(
θ +
π
4
)
. (1.154)
Notemos que θ tiene un valor ﬁjo, por ejemplo, si a = n, será θ = 0.
De la condición (1.126) se tiene que
2(senθ − cosθ) = 0, (1.155)
por lo que debemos excluir los valores θ = π/4 y θ = 5π/4, y el correspondiente
valor de a, es decir a = ±n√2.
El sistema característico es
dx
ds
= 2p,
dy
ds
= 2q,
du
ds
= 2(p2 + q2) = 2n2,
dp
ds
= 0,
dq
ds
= 0. (1.156)
Por tanto, p y q son constantes sobre las características,
p(s, τ) = p0 = n cosθ, q(s, τ) = q0 = n senθ, (1.157)
y las características son
x(s, τ) = 2ns cosθ + τ, y(s, τ) = 2ns senθ + τ, (1.158)
u(s, τ) = 2n2s+ (senθ + cosθ)nτ. (1.159)
Hallando s y τ en función de x e y,
s =
y − x
2n(senθ − cosθ) , τ =
x senθ − y cosθ
(senθ − cosθ) , (1.160)
y reemplazando en u(s, τ), obtenemos
u(x, y) = n(x cosθ + y senθ) (1.161)
que es la solución de la onda plana, donde
θ = arcsin
(
a
n
√
2
)
− π
4
. (1.162)
En el marco de la óptica geométrica siendo u(x, y) solución de la ecuación
eiconal, las curvas de nivel u = cte describen los frentes de onda, en tanto
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que las curvas características de base x = x(s, τ), y = y(s, τ), para s ﬁjo,
representan los haces de luz.
Las curvas de nivel son rectas que corresponden a planos en el problema tridi-
mensional y se llaman ondas planas. Los vectores tangentes a las caracterís-
ticas de base, dx/ds = 2p, dy/ds = 2q, son rectas, y los vectores normales a
las curvas de nivel son ∇u = (p, q). Por lo tanto, los haces de luz son normales
a los frentes de onda.
Ejemplo 11.a Hallaremos una solución para la EDP
uxuy = 4xyu, (1.163)
con la condición inicial
u(x, 0) = x2. (1.164)
Se deja al lector la veriﬁcación de las hipótesis del teorema 1.4.
El sistema característico asociado a la ecuación F = pq − 4xyu = 0 es
dx
q
=
dy
p
=
du
2pq
=
dp
4y(u+ xp)
=
dq
4x(u+ yq)
. (1.165)
Para integrarlo resulta conveniente modiﬁcar la forma de este sistema. Reali-
zando operaciones de proporcionalidad y utilizando la EDP obtenemos que
qdp− pdq
pq
=
ydx− xdy
xy
, (1.166)
o bien,
dp
p
− dq
q
=
dx
x
− dy
y
, (1.167)
cuya integración conduce a
p
q
= a2
x
y
. (1.168)
Reemplazando en la EDP, resultan
p = 2ax
√
u, q =
2y
a
√
u, (1.169)
y parametrizando las tres primeras ecuaciones del sistema característico, se
obtiene la familia de curvas características
ax2 = 2s+ b, y2 = 2sa+ c,
√
u = 2s+ d. (1.170)
Las curvas características que contienen a la franja inicial
x = τ, y = 0, u = τ2, p = 2τ, q = 0, (1.171)
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Figura 1.7: Superﬁcie integral para el problema de valor inicial dado en el
ejemplo 11.a.
son
ax2 = s+ aτ2, y2 = as,
√
u = s+ τ. (1.172)
Recordemos que los valores de p y de q iniciales se obtienen de (1.125).
El valor de a surge de la relación
p = 2ax
√
u, (1.173)
y de la franja inicial, resultando a = 1/τ .
La solución generada por las curvas características,
u(x, y) = x2(y2 + 1), (1.174)
se muestra en la ﬁgura 1.7.
11.b Resolvemos el Problema de Cauchy para la misma EDP
uxuy = 4xyu, (1.175)
con una condición inicial de mayor complejidad:
u(x, 1) =
2
3
x3, (1.176)
obteniendo la solución
u =
⎧⎨⎩x227 −
[
1− y2 ±√(1− y2)2 + 9x2
3
]2⎫⎬⎭
{
2(y2 − 1)±√(1− y2)2 + 9x2
9
}
(1.177)
donde los signos + y − corresponden a x > 0 y x < 0, respectivamente, y se
determinan de modo que u satisfaga la condición inicial.
Esta solución se obtiene hallando las características que contienen a la franja
inicial:

x = τ, y = 1, u =
2
3
τ3, p = 2τ2, q =
4
3
τ2, (1.178)
con a2 = 3/2τ .
1.5 Ecuación general de primer orden para una
función de n variables independientes
Sea
F (x1, ..., xn, u, p1, ..., pn) = 0, (1.179)
una EDP para una función u = u(x1, ..., xn), de n variables independientes,
con derivadas parciales
pi = uxi , i = 1, 2, ..., n.
Una solución de la EDP (1.179) será una hipersuperﬁcie del espacio (n + 1)-
dimensional, (x1, ..., xn, u), y el sistema característico asociado a dicha ecuación
es
dxi
ds
= Fpi , i = 1, ..., n
du
ds
=
n∑
i=1
piFpi ,
dpi
ds
= −(Fxi + piFu), i = 1, ..., n. (1.180)
Dada una variedad inicial (n+ 1)-dimensional,
x0i = x0i(τ1, ..., τn−1), i = 1, ..., n, (1.181)
el problema de Cauchy o de valor inicial consiste en resolver la EDP de modo
que u sobre dicha variedad veriﬁque la condición
u0 = u0(τ1, ..., τn−1). (1.182)
Asignando valores iniciales para pi:
p0i = p0i(τ1, ..., τn−1), i = 1, ..., n, (1.183)
tales que
F (x01 , ...x0n , u0, p01 , ..p0n) = 0, (1.184)
y
∂u0
∂τj
=
n∑
i=1
∂u0i
∂τi
p0i , (1.185)

para j = 1, 2, ..., (n − 1), se obtiene una franja inicial (1.181), (1.182), (1.183),
que con (1.179) y (1.180) dan las franjas características:
xi = xi(τ1, ..., τn−1, s), i = 1, ..., n, (1.186)
u = u(τ1, ..., τn−1, s), (1.187)
pi = pi(τ1, ..., τn−1, s), i = 1, ..., n. (1.188)
Si el determinante Jacobiano veriﬁca
∂(x1, x2, ..., xn)
∂(τ1, τ2, ..., τn−1, s)
= 0, (1.189)
en un entorno de la variedad inicial, puede probarse que
u = u(τ1(x1, ..., xn), ..., τn−1(x1, ..., xn), s(x1, ..., xn)) = u(x1, ..., xn) (1.190)
es la única solución del problema de Cauchy.
Vemos que el método de las características reduce el estudio de una EDP a
resolver un sistema de EDO.
1.6 Distintos tipos de soluciones de una EDP
Según la forma de la función u, solución de una EDP de primer orden, ésta
recibe distintas denominaciones.
Una función u(x, y), solución de la EDP F (x, y, u, ux, uy) = 0, se llama solución
general si depende de una función arbitraria.
Hemos presentado ejemplos de solución general en 1.1.
Una solución de F (x, y, u, ux, uy) = 0 es una solución completa, si depende de
dos parámetros independientes a, b, es decir si es de la forma Φ(x, y, u, a, b) =
0.
Por ejemplo, la familia de planos u = ax + by + ab es solución completa de la
ecuación u = xux + yuy + uxuy, y la familia de paraboloides con vértices en
los puntos del plano (x, y), u = (x − a)2 + (y − b)2, es solución completa de
u2x + u
2
y = 4u.
La envolvente de una familia de soluciones dada por la solución completa, si
existe, también satisface la EDP y se denomina solución singular.
Recordemos que dada una familia biparamétrica f(x, y, u, a, b) = 0, su envol-
vente se obtiene eliminando los parámetros a y b de entre las ecuaciones
f(x, y, u, a, b) = 0, fa(x, y, u, a, b) = 0, fb(x, y, u, a, b) = 0. (1.191)

Así se obtiene la envolvente de la familia de planos u = ax+ by+ ab, dada por
u = −xy, que es solución singular de u = xux + yuy + uxuy.
Notemos que la solución singular puede hallarse sin conocer una solución
completa, tal como lo propone el siguiente teorema.
Teorema 1.5 Sea F (x, y, u, p, q) = 0 una EDP tal que Fu = 0. Una solución
singular se obtiene eliminando p y q entre las ecuaciones
F = 0, Fp = 0, Fq = 0. (1.192)
Demostración: Supongamos la existencia de una integral completa dada por
u = f(x, y, a, b) de modo que es F (x, y, f, fx, fy) = 0 y, derivando respecto de
los parámetros a y b, se obtiene el sistema
Fufa + Fpfxa + Fqfya = 0,
Fufb + Fpfxb + Fqfyb = 0. (1.193)
Si Fp = Fq = 0 y Fu = 0, resultan fa = fb = 0, que junto con f determinan la
solución singular.
Si Fu = 0, podrían igualmente ser fa = fb = 0.
Citaremos a continuación algunos ejemplos.
• La EDP pq = 1 no posee solución singular ya que el sistema pq − 1 = 0,
p = 0, q = 0, es incompatible.
• La solución singular de u = expq + xp+ yq es u = −xye−x.
El conocer una solución completa nos permite obtener la solución de proble-
mas de valor inicial según lo muestra el siguiente teorema.
Teorema 1.6 Sea f(x, y, u, a, b) = 0 una solución completa de la ecuación
F (x, y, u, ux, uy) = 0. La solución que contiene a la curva inicial x(τ), y(τ),
u(τ) es la envolvente de la familia monoparamétrica f(x, y, u, a(τ), b(τ)) = 0,
donde a(τ) y b(τ) se obtienen como solución del sistema
f(x(τ), y(τ), u(τ), a, b) = 0,
fxx
′(τ) + fyy′(τ) + fuu′(τ) = 0. (1.194)


Demostración: Se sabe que la envolvente de una familia de soluciones es
solución, basta entonces con demostrar que la curva inicial está contenida en
la envolvente. Esto equivale a pedir que la curva inicial veriﬁque
f(x, y, u, a(τ), b(τ)) = 0,
(1.195)fτ (x, y, u, a(τ), b(τ)) = 0.
La curva inicial satisface la primera de las ecuaciones pues es
f(x(τ), y(τ), u(τ), a, b) = 0.
Si se deriva respecto de τ la ecuación
f(x(τ), y(τ), u(τ), a(τ), b(τ)) = 0, (1.196)
sabiendo que
fxx
′(τ) + fyy′(τ) + fuu′(τ) = 0, (1.197)
se obtiene
faa
′(τ) + fbb′(τ) = fτ (x, y, u, a(τ), b(τ)) = 0, (1.198)
con lo cual también se veriﬁca la segunda ecuación en (1.195), quedando
demostrado el teorema.
Ejemplo 12. La EDP uxuy = 4xyu tiene como solución completa a la familia
u = (x2 + a)(y2 + b). Hallaremos la superﬁcie integral que contiene a la curva
u(x, 0) = x2, utilizando el teorema anterior.
La curva parametrizada es x = τ , y = 0, u = τ2, y resultan a(τ) = 0, b(τ) = 1.
La solución al problema planteado es
u = x2(y2 + 1). (1.199)
En este caso a y b no dependen de τ y la solución es un caso particular de la
solución completa. Comparar con el ejemplo 11.a (ecuación (1.174)).
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Ejemplo 13. Consideremos el problema de valor inicial uxuy = 4xyu tal que
u(x, 1) = 2x3, que ya ha sido analizado en el ejemplo 11.b.
Partiendo de la solución completa u = (x2 + a)(y2 + b) de la ecuación dada,
parametrizando la curva inicial x = τ , y = 1, u = 2τ3/3, y con el sistema
23
τ3 = (τ2 + a)(1 + b), (1.200)
2τ2 = 2τ(1 + b), (1.201)
obtenemos b = τ − 1, a = −τ2/3.
La envolvente de la familia monoparamétrica u = (x2 − τ23 )(y2 + τ − 1) resulta
de resolver el sistema
u = (x2 − τ
2
3
)(y2 + τ − 1),
0 = −2
3
τ(y2 + τ − 1) + x2 − τ
2
3
. (1.202)
De la segunda ecuación obtenemos
τ =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1−y2
3 +
√(
1−y2
3
)2
+ x2, x > 0
1−y2
3 −
√(
1−y2
3
)2
+ x2, x < 0
(1.203)
y resulta la solución
u =
⎧⎨⎩x227 −
[
1− y2 ±√(1− y2)2 + 9x2
3
]2⎫⎬⎭
{
2(y2 − 1)±√(1− y2)2 + 9x2
9
}
(1.204)
donde el signo positivo de la raíz cuadrada corresponde a la solución para
x > 0 y el negativo a x < 0. Puede veriﬁcarse que ésta es la misma solución
obtenida en el ejemplo 11.b.
1.7 Métodos para la obtención de una solución
completa
Hemos señalado ya el importante rol que desempeña la solución completa de
una EDP, en tanto que permite resolver un problema de valor inicial. En las
proposiciones que siguen presentamos resultados preliminares a los métodos
más conocidos para obtener dicha solución.
Proposición 1.2 La ecuación diferencial
P (x, y, u)dx+Q(x, y, u)dy +R(x, y, u)du = 0, (1.205)

escompletamenteintegrablesiyslosi
P (Qu −Ry) +Q(Rx − Pu) +R(Py −Qx) = 0. (1.206)
Si R = 0 y la ecuación (1.205) puede escribirse en la forma
du = Sdx+ Tdy, (1.207)
y la condición (1.206) es
Sy + TSu = Tx + STu. (1.208)
Demostración: La ecuación (1.205) es completamente integrable si existe el
factor integrante μ(x, y, u) y una función F (x, y, u), con derivadas segundas
continuas, tales que
μP = Fx, μQ = Fy, μR = Fu. (1.209)
De aquí resultan
(μP )y = Fxy = Fyx = (μQ)x, (1.210)
es decir
μ(Py −Qx) = μxQ− μyP, (1.211)
y, análogamente,
μ(Qu −Ry) = μyR− μuQ,
μ(Rx − Pu) = μuP − μxR. (1.212)
Multiplicando las últimas tres ecuaciones por R, P y Q respectivamente resulta
(1.206).
La condición (1.206) es una condición suﬁciente. En efecto, si se deja cons-
tante una variable, por ejemplo u, la ecuación (1.205) se reduce a
P (x, y, u)dx+Q(x, y, u)dy = 0, (1.213)
donde u se toma como parámetro. Sea
f(x, y, u) = c = cte (1.214)
una solución; si ρ(x, y, u) es factor integrante de (1.213), entonces se veriﬁca
que
fx = ρP, fy = ρQ, (1.215)
pero, en general, será fu = ρR. Con

fu = ρR− g, (1.216)
y en virtud de (1.206) resulta que
∂(f, g)
∂(x, y)
= 0
para toda f , por lo que g es función de f y del parámetro u.
Consideremos la ecuación
df + g(f, u)du = 0; (1.217)
si h(f, u) = K es solución de esta ecuación y ν es factor integrante, entonces
ν(df + gdu) = dh(f, u) = 0, (1.218)
y, expresando h en términos de x, y, u, la solución se escribe
F (x, y, u) = K. (1.219)
Dado que
ρ(Pdx+Qdy +Rdu) = df + gdu, (1.220)
la función F (x, y, u) = K es solución de (1.205).
Observación: esta parte de la demostración provee un método de integración
para la ecuación (1.205).
Ejemplo 14. Como aplicación de la anterior proposición, consideremos la
ecuación
y2dx− udy + ydu = 0, (1.221)
que cumple con la condición de integrabilidad (1.206).
Haciendo por ejemplo, x constante es
ydu− udy = 0, (1.222)
e integrando se obtiene
f(x, y, u) = lnu− lny = C, (1.223)
con ρ = 1/yu y g = y/u = e−f .
Resolviendo
df + gdx = df + e−fdx = 0
resulta
ef + x = K

y de allí, la solución de la ecuación,
F (x, y, u) =
u
y
+ x = K. (1.224)
Para presentar el método de Lagrange-Charpit para obtener integrales com-
pletas resulta útil la siguiente proposición.
Proposición 1.3 Sean F (x, y, u, p, q) = 0 una EDP y g(x, y, u, p, q, a) = 0 una
solución del sistema característico con la condición
∂(F, g)
∂(p, q)
= 0.
Si de F = 0 y g = 0 se obtienen p = p(x, y, u, a) y q = q(x, y, u, a), entonces se
veriﬁca que
py + qpu = qx + pqu. (1.225)
Demostración: Derivando respecto de x y de y a
F (x, y, u, p(x, y, u, a), q(x, y, u, a)) = 0,
y
g(x, y, u, p(x, y, u, a), q(x, y, u, a)) = 0,
se obtienen
Fx + Fup+ Fp(px + pup) + Fq(qx + qup) = 0,
gx + gup+ gp(px + pup) + gq(qx + qup) = 0,
Fy + Fuq + Fp(py + puq) + Fq(qy + quq) = 0,
gy + guq + gp(py + puq) + gq(qy + quq) = 0, (1.226)
y multiplicando respectivamente por gp, −Fp, gq, −Fq y sumando resulta
(Fpgq − Fqgp) [py + puq − (qx + qup)] =
= −(Fx + Fup)gp + (gx + gup)Fp − (Fy + Fuq)gq + (gy + guq)Fq. (1.227)
Pero en virtud de g(x, y, u, p, q, a) = 0 es
gxdx+ gydy + gudu+ gpdp+ gqdq = 0, (1.228)
de donde, reemplazando cada diferencial por el denominador respectivo del
sistema característico asociado a F , se deduce que el segundo miembro de
(1.227) es nulo.

Por lo tanto, y dado que el primer factor en el primer miembro de (1.227) es
∂(F, g)
∂(p, q)
= 0,
se concluye que es nulo el segundo factor, lo que completa la demostración.
Método de Lagrange-Charpit
Teorema 1.7 Una solución completa de la EDP F (x, y, u, p, q) = 0 es la solu-
ción general de
du = pdx+ qdy, (1.229)
donde p y q se obtienen de F (x, y, u, p, q) = 0 y de una integral del sistema
característico.
Demostración: Sea
g(x, y, u, p, q, a) = 0 (1.230)
una integral del sistema característico asociado a F (x, y, u, p, q) = 0; si se ve-
riﬁca que ∂(F,g)∂(p,q) = 0, de (1.230) y de la EDP pueden obtenerse p = p(x, y, u, a)
y q = q(x, y, u, a). La ecuación
du = p(x, y, u, a)dx+ q(x, y, u, a)dy (1.231)
es completamente integrable pues cumple con la condición py+qpu = qx+pqu
(proposiciones 1.2 y 1.3).
Por lo tanto, la solución general de esta EDO es una solución completa de la
EDP.
Este teorema proporciona un método para la obtención de una integral com-
pleta que se conoce como método de Lagrange-Charpit.
Ejemplo 15. Hallaremos una integral completa de la ecuación
2uu2y − y2ux + y2uy = 0. (1.232)
El sistema característico asociado a F (x, y, u, p, q) = 2uq2 + y2(q − p) = 0 es
dx
−y2 =
dy
y2 + 4uq
=
du
2uq2
= − dp
2pq2
= − dq
2y(q − p) + 2q3 . (1.233)
e integrando respecto a u y a p se obtiene
pu = a, (1.234)

y de la EDP resulta
q =
−y2 ± y
√
y2 + 8a
4u
. (1.235)
Reemplazando p y q en
du = pdx+ qdy, (1.236)
se tiene que
4u du = 4a dx− y2 dy ± y
√
y2 + 8a dy, (1.237)
e integrando
4a x− y
3
3
± 1
3
(
y2 + 8a
)3/2 − 2u2 = b. (1.238)
Finalmente, racionalizando se obtiene la integral completa:
(6u2 − 12a x+ y3 + b)2 = (y2 + 8a)3. (1.239)
El teorema que sigue permite determinar una solución completa para EDP de
forma particular. Para su demostración utilizaremos el método de Lagrange-
Charpit.
Teorema 1.8 i) Una solución completa de F (p, q) = 0 es
u = ax + f(a)y + b, (1.240)
donde f(a) = q.
ii) Una solución completa de F (u, p, q) = 0 es la solución general de
F
(
g,
dg
dv
, a
dg
dv
)
= 0, (1.241)
con
v = x+ ay + b u(x, y) = g(v). (1.242)
iii) Una solución completa de u = xp + yq + f(p, q) es
u = ax + by + f(a, b). (1.243)
Demostración:
i) Si F (p, q) = 0, es Fx = Fy = Fu = 0 y el sistema característico
dx
Fp
=
dy
Fq
=
du
pFp + qFq
= − dp
Fx + pFu
= − dq
Fy + qFu
, (1.244)
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conduce a dp = dq = 0, es decir p y q constantes.
Luego, con p = a y q = f(a) obtenido a partir de F (a, q) = 0, resulta la solución
completa:
u = ax + f(a)y + b. (1.245)
ii) Para una ecuación de la forma F (u, p, q) = 0, es Fx = Fy = 0. De los dos
últimos miembros del sistema característico resulta que q = ap.
Combinando este resultado con la EDP, se obtienen p y q en términos de u
p = f(u), q = af(u), (1.246)
y, en virtud de (1.229) es ∫
du
f(u)
= x+ ay + b, (1.247)
y u es función de la combinación x+ ay + b.
Al proponer u(x, y) = g(x+ ay + b) = g(v), la EDP se transforma en una EDO
de primer orden
F
(
g,
dg
dv
, a
dg
dv
)
= 0, (1.248)
cuya solución general contiene la constante arbitraria a y una segunda cons-
tante de integración b y provee así una solución completa de la EDP.
iii) Para una EDP de la forma
u = xp + yq + f(p, q), (1.249)
es Fx + pFu = Fy + qFu = 0 y del sistema característico se obtienen p = a,
q = b constantes; reemplazando en la diferencial (1.229) e integrando resulta
la solución completa:
u = ax + by + f(a, b). (1.250)
Ejemplo 16. Para la EDP
u3x − 2uxuy + 3uy = 5 (1.251)
se tiene p = a, y de la ecuación es q = (5− a3)/(3− 2a); entonces
u = ax +
(
5− a3
3− 2a
)
y + b. (1.252)

Ejemplo 17. En la EDP
u2(u2x + u
2
y + 1) = 1 (1.253)
la sustitución v = x+ ay + b conduce a la EDO
(1 + a2)
(
dg
dv
)2
+ 1 =
1
g2
, (1.254)
es decir
√
1 + a2 g dg√
1− g2 = ±dv, (1.255)
y la integral completa buscada es
(1 + a2) (1− u2) = (x+ ay + b)2. (1.256)
Ejemplo 18. Para la EDP
u = xux + yuy + u
2
x − u2y (1.257)
se obtiene en forma inmediata la integral completa
u = ax+ by + a2 − b2. (1.258)
El método de Lagrange-Charpit propone obtener p y q de la EDP y de una
integral del sistema característico, para luego obtener una solución completa
como la solución general de (1.229):
du = pdx+ qdy.
Sin embargo, se pueden obtener ambas p y q, de dos integrales del sistema ca-
racterístico y reemplazarlas en la diferencial para obtener la solución completa.
De hecho, en algunos casos es éste el camino más conveniente, tal como lo
ilustra el siguiente ejemplo.
Ejemplo 19. Para la EDP
xu3x + yu
3
y + ux − u = 0 (1.259)

el sistema característico asociado es
dx
3xp2 + 1
=
dy
3yq2
=
du
3xp3 + p+ 3yq3
= − dp
p3 − p = −
dq
q3 − q . (1.260)
Integrando el 2◦ y 5◦ término, y el 4◦ y 5◦, se obtienen
3y(q2 − 1)3/2 = a
b
(q2 − 1)
q2
=
(p2 − 1)
p2
. (1.261)
De aplicarse el método de Lagrange-Charpit, cualquiera de estas funciones
reemplazadas en la EDP conduce a una ecuación algebráica de tercer grado.
En cambio, llevando ambas integrales a la EDP, resulta la solución completa
(9y2 + a2)3/2
{
x± [9y
2 + a2(1− b)]3/2
27
}
+
+[9y2 + a2(1− b)]
√
9y2 + a2 − [9y2 + a2(1− b)]3/2u = 0 (1.262)
Método de variables separables
Para una EDP de la forma
F (x, p) = G(y, q) (1.263)
se propone como solución u = f(x) + g(y), lo que provee dos EDO. En efecto,
se tiene
F (x, f ′(x)) = G(y, g′(y)) = a, (1.264)
y despejando de ellas f ′(x) y g′(y) e integrando resulta la solución completa
u = f(x, a) + g(y, a) + b. (1.265)
Ejemplo 20. La ecuación para el problema de los dos cuerpos de la mecánica
es
u2x + u
2
y =
k√
x2 + y2
− h (1.266)

con k y h constantes. Trataremos de transformarla de modo que resulte una
ecuación de variables separables.
Pasando a coordenadas polares con x = rcosθ, y = rsenθ,
u(x, y) = u(r cosθ, r senθ) = v(r, θ), (1.267)
obtenemos
p2 + q2 = v2r (r
2
x + r
2
y) + v
2
θ (θ
2
x + θ
2
y) + 2vrvθ (rxθx + ryθy)
=
k
r
− h. (1.268)
Teniendo en cuenta que
rx =
x
r
, ry =
y
r
, θx = − y
r2
, θy =
x
r2
, (1.269)
es
v2r +
v2θ
r2
=
k
r
− h (1.270)
y entonces
r2 v2r − rk + hr2 = −v2θ , (1.271)
que es de variables separables. Proponiendo
v = f(r) + g(θ) (1.272)
obtenemos
r2f ′2 − rk + hr2 = −g′2 = −a2, (1.273)
es decir
f ′(r) = ±
√
rk − a2 − hr2
r2
, g′(θ) = a. (1.274)
La solución completa es
v(r, θ) =
∫ r
1
√
rk − a2 − hr2
r
dr + aθ + b, (1.275)
o bien
u(x, y) =
∫ √x2+y2
1
√
rk − a2 − hr2
r2
dr + a arctg
(y
x
)
+ b. (1.276)
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Método de Jacobi
Este método es una suerte de generalización del método de Lagrange-Charpit
y su demostración es muy semejante a la de aquél, por lo que será apenas
esbozada en esta sección.
Sea v = v(x, y, u) = C una solución de la EDP F (x, y, u, p, q) = 0. Adoptando
la notación v1 = vx, v2 = vy, v3 = vu, de vx + vup = 0 y vy + vuq = 0, se
obtienen
p = −v1
v3
y
q = −v2
v3
, (1.277)
y reemplazando estos valores en la EDP dada, resulta la ecuación
G(x, y, u, v1, v2, v3) = 0, (1.278)
cuyo sistema característico es
dx
Gv1
=
dy
Gv2
=
du
Gv3
=
dv
v1Gv1 + v2Gv2 + v3Gv3
=
=
−dv1
Gx + v1Gv
=
−dv2
Gy + v2Gv
=
−dv3
Gu + v3Gv
. (1.279)
Pero, en este caso es dv = 0 (pues v = C) y Gv = 0, y el sistema se reduce a
dx
Gv1
=
dy
Gv2
=
du
Gv3
=
−dv1
Gx
=
−dv2
Gy
=
−dv3
Gu
. (1.280)
Si f(x, y, u, v1, v2, v3, a) = 0 y g(x, y, u, v1, v2, v3, b) = 0 son dos soluciones
cualesquiera de este sistema y es
∂(G, f, g)
∂(x, y, u)
= 0,
pueden hallarse vi(x, y, u), con i = 1, 2, 3 y con ellas formarse
dv = v1 dx + v2 dy + v3 du = 0 (1.281)
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que resulta una diferencial exacta cuya solución es v(x, y, u) = C.
Ejemplo 21. Obtendremos nuevamente una solución completa de u2x + u2y =
4u, ahora empleando el método de Jacobi.
Para ello escribimos
G = v21 + v
2
2 − 4uv23 = 0
y su sistema característico
dx
v1
=
dy
v2
=
du
−4uv3 = −
dv1
0
= −dv2
0
=
dv3
2v23
, (1.282)
de donde resultan
v1 = a, v2 = b, (1.283)
y de G = 0
v3 =
√
a2 + b2
4u
. (1.284)
Luego de
dv = a dx + b dy +
1
2
√
a2 + b2
du√
u
= 0 (1.285)
obtenemos
v = ax + by +
√
a2 + b2
√
u = C (1.286)
y, tomando C = 1,
u =
(1− ax− by)2
a2 + b2
. (1.287)
Ejemplo 22. Resolveremos la EDP
(ux − u)(uy − u)(uz − u) = uxuyuz. (1.288)
Tomando p = −v1/v4, q = −v2/v4, y r = −v3/v4, obtenemos
G = (v1 + uv4)(v2 + uv4)(v3 + uv4)− v1v2v3 = 0, (1.289)
cuyo sistema característico
dx
(v2 + uv4)(v3 + uv4)− v2v3 =
dy
(v1 + uv4)(v3 + uv4)− v1v3 =
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dz
(v1 + uv4)(v2 + uv4)− v1v2 =
du
u[(v2 + uv4)(v3 + uv4) + (v1 + uv4)(v3 + uv4) + (v1 + uv4)(v2 + uv4)]
=
−dv1
0
= −dv2
0
= −dv3
0
=
−dv4
v4[(v2 + uv4)(v3 + uv4) + (v1 + uv4)(v3 + uv4) + (v1 + uv4)(v2 + uv4)]
(1.290)
nos permite concluir que
v1 = a1, v2 = a2, v3 = a3, uv4 = a4. (1.291)
Observemos, a partir de la EDP, que las constantes ai deben satisfacer la
relación
(a1 + a4) (a2 + a4) (a3 + a4) = a1a2a3. (1.292)
Dado que
dv = v1 dx+ v2 dy + v3 dz + v4 du = 0
tenemos
a1 x+ a2 y + a3 z + a4 ln(u) = C, (1.293)
donde sin pérdida de generalidad podemos tomar a4 = 1, y obtenemos la
integral completa
u = exp (C − a1x− a2y − a3z), (1.294)
con las constantes arbitrarias ai, i = 1, 2, 3, sujetas a la relación
(a1 + 1) (a2 + 1) (a3 + 1) = a1a2a3. (1.295)
1.8 Problemas propuestos
1- Resolver:
a)
a ux + b uy = 0,
con a y b constantes;
b)
xux + y (1− x) uy = 0.
2- Resolver los problemas con las condiciones a) y b) para la ecuación:
2ux − 3uy = 4.
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a)
u(x, 1) = 2x+ 1,
b)
u(x, x) = ex.
Veriﬁcar las soluciones.
3- Hallar la integral general de:
a)
(x+ a)ux + (y + b)uy = u+ c
b)
ux − uy = ln(x+ y)
c)
x2ux − y2uy − (x− y)u
d)
(x+ y)(xux − yuy) = (x− y)u
e)
xyux − x2uy + yu = 0
f)
xxu + 2xuy = (x− y)u
g)
xp+ yq + zr = xyz,
con u = u(x, y, z) y r = uz.
4-¿Quéfunciónesigualalasumadesusderivadasparcialesprimeras?
5-a)HallaralgúnfactorintegranteparaquelaEDO
M(x, y)dx+N(x, y)dy = 0
sea exacta.
b) Analizar el caso en que N = cte y M = a(x)y + b(x).
6- Resolver el problema de valor inicial para la ecuación de onda unidimen-
sional amortiguada:
ut + c ux + λu = 0,
con la condición inicial
u(x, 0) = F (x), y λ > 0.
7- Hallar la superﬁcie integral de
xuy − yux = 0,
que pasa por la curva
x = 0, u = y2.
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8- Hallar la superﬁcie integral de
ux − 2xuy = 0,
que pasa por la curva
x = 1, u = y2.
9- Resolver:
2ux − 3uy = 6.
con la condición inicial
u(x, x) = ex.
10- Resolver:
x2ux − xyuy = y(u2x)
con la condición inicial
u(x, x) = x− 1.
11- Resolver:
ut + uux = 0,
con la condición inicial
u(x, 0) = 1− x2.
12- Resolver el problema de valor inicial para la ecuación de la onda cuasi-
lineal amortiguada dado por
ut + uux + c u = 0,
u(x, 0) = 1 + x.
13- Resolver:
ut + c ux + u
2 = 0,
con la condición inicial
u(x, 0) = x.
14- Resolver:
y2 ux − xy uy = x (u− 2y),
con la condición inicial
u(x, x) = x− 1.
15- Hallar la superﬁcie integral de
x2 ux + y
2 uy + u
2 = 0,
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que contiene a la curva xy = x+ y, u = 1.
16- Hallar la superﬁcie integral de
u (xux − y uy) = y2 − x2,
que contiene a la curva y = x− 1, u = x, para 1 < x < 2.
17- Hallar la integral general de las siguientes ecuaciones cuasi-lineales:
a)
yuux − xuuy = xy(x2 + y2)
b)
(x− u)ux + (u− y)uy = 0
c)
(2u− y)ux + (x+ u)uy + 2x+ y = 0
d)
(y − u)ux + (u− x)uy = x− y
e)
x(y − u)ux + y(u− x)uy = u(x− y)
f)
x(u2 − y2)ux + y(x2 − u2)uy = u(y2 − x2)
18- Resolver:
ut + uux = 0
u(x, 0) = x2.
19- Resolver la ecuación de onda cuasi-lineal amortiguada,
ut + uux + cu = 0,
con
u(x, 0) = 2x+ 1.
20- Resolver:
ut + cux + u
2 = 0
con
u(x, 0) = x.
21- Resolver:
ux + u
2uy = 1
con
u(x, x/3) = 1.
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22- Resolver:
yuux + uy = 0
con
u(x, x) = x2.
23- Resolver:
x2ux + y
2uy + u
2 = 0
con {
xy = x+ y
u = 1
24- Hallar el cono de Monge para
a)
ux
2uy = 1;
b)
ux
2 + uy = y;
c)
uux + yuy = x.
25- Demostrar que las franjas características de p2 = q que pasan por el origen
(x = y = u = 0) generan el cono 4yu = −x2.
26- Resolver:
ux
2 + uy = 0,
con las condiciones iniciales:
a) u(x, 0) = ax,
b) u(x, 0) = −x2.
27- Resolver:
ux
2uy = 1,
si u(x, 0) = x.
28- Resolver:
ux
2 + uy = y,
con u(x, 0) = 0.
29- Hallar dos soluciones de

u =
1
2
(ux
2 + uy
2) + (ux − x)(uy − y)
que pasen por el eje x, es decir tales que u(x, 0) = 0.
30- Resolver:
ux
2 + uy
2 = 4u,
con u(0, y) = y2.
31- Resolver:
uy = ux
3,
si u(x, 0) = 2x
3
2 .
32- Hallar la solución implícita de
x4ux
2 + y2uy = 0,
si u(x, 1) = x.
33-a) Hallar la EDP cuya solución completa es
(x− a)2 + (y − b)2 + u2 = 1.
b) Hallar la solución singular.
c) Obtener otra solución diferente de las anteriores.
d) Hallar la solución que contiene a u(x, 1) = 1.
34- Hallar la solución de
(ux
2 + uy
2 + 1)u2 = 1
que veriﬁque u(x, x+ 1) = 1, a partir de la solución completa:
(x− a)2 + (y − b)2 + u2 = 1.
35-a) Hallar la EDP cuya solución completa es
u(x, y) = ax+ by + 3a
1
3 b
1
3 .
b) Hallar si existe la solución singular.
c) Hallar la solución que veriﬁque u(x, 0) = x.
36- Hallar, si existe, la solución singular de
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a)
ux
2 + uy = y,
b)
u =
1
2
(ux
2 + uy
2) + (ux − x)(uy − y).
37- Hallar la solución completa por el método de Lagrange-Charpit de
2(u+ xux + yuy) = yux
2.
38- Hallar la solución completa de
ux
2 + yuy − u = 0,
a) utilizando el último término del sistema característico;
b) utilizando el 1◦ y 4◦ términos del sistema característico.
c) Hallar la solución que pase por u(x, 1) = 1.
39- Hallar la solución completa y la singular de
(ux
2 + uy
2)y = uuy.
40- Hallar la solución completa de
uxuy + uyx = y.
41- Sabiendo que la familia biparamétrica de planos tangentes a la esfera
unidad
u =
−a√
1− (a2 + b2) x−
b√
1− (a2 + b2) y +
1√
1− (a2 + b2)
es una solución completa de la EDP:
u− uxx− uyy =
√
1 + u2x + u
2
y,
hallar la superﬁcie integral que contiene a la curva
u = 1, x =
1
2
cos θ, y =
1
2
sin θ; 0 ≤ θ ≤ 2π.
42- Hallar la solución u(x, y) de u2x + u2y = 1 que toma el valor uo sobre
ax+ by = 0, a, b > 0
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43- Resolver u2x + uy = 0 con las condiciones iniciales:
a)
u(x, 0) = ax,
b)
u(x, 0) = −x2.
44- Resolver u2x uy = 1 con la condición inicial u(x, 0) = x.
45- Resolver u2x + uy = y con la condición inicial u(x, 0) = 0.
46- Hallar dos soluciones de
u =
1
2
(p2 + q2) + (p− x)(q − y)
que pasen por el eje x (u(x, 0) = 0).
47- Hallar la solución de p2 + q2 = 4u con la condición inicial u(0, y) = y2.
48- Resolver x4p2q = 0 con la condición inicial u(x, 1) = x (obtener la solución
en forma implícita).
49- a) Hallar la EDP cuya solución completa es
(x− a)2 + (y − b)2 + u2 = 1.
b) Hallar la solución singular.
c) Hallar otra solución diferente de las anteriores.
d) Hallar la solución que contiene a u(x, 1) = 1.
50- Hallar la solución de (p2 + q2 + 1)u2 = 1 que veriﬁque u(x, x + 1) = 1, a
partir de la solución completa (x− a)2 + (y − b)2 + u2 = 1.
51- a) Hallar la EDP cuya solución completa es:
u = ax+ by + 3a1/3b1/3.
b) Hallar si existe la solución singular.
c) Hallar la solución que veriﬁque u(x, 0) = x.
52- Hallar, si existe, la solución singular de:
a)
u2x + uy = y;
b)
u =
1
2
(u2x + u
2
y) + (ux − x)(uy − y).
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53- Hallar una integral completa para cada una de las ecuaciones no lineales
dadas. Hallar las soluciones singulares que puedan existir.
a)
u2x + u
2
y = 4
b)
uxuy = k
c)
9(u2xu+ u
2
y) = 4
d)
u2x = 2uuy + u
2
e)
u2u2y = ux
f)
u2u2y = ux
g)
u2u2uy + u(ux + uy) = 1
h)
u = xux + yuy + (αu
2
x + βu
2
y + γ)
1/2
i)
u = p1x1 + p2x2 + p3x3 + f(p1, p2, p3)
j)
u =
n∑
i=1
xipi + (n+ 1)(p1p2...pn)
1
(n+1)
54- Hallar la solución completa de:
a)
2(u+ xux + yuy) = yu
2
x
b)
(u2x + u
2
y)y = uuy
c)
uy(ux + x) = y
55- Hallar la solución completa de:
u2x + yuy − u = 0
a) utilizando el último término del sistema característico;
b) utilizando 1◦ y 4◦ término;
c) utilizando 2◦ y 4◦ término;
d) hallar la solución que pasa por u(τ, 1) = τ ;
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e) hallar la solución singular.
56- Hallar la solución completa por el método de separación de variables para
las ecuaciones:
a)
ux − uy = x2 + y2
b)
c) √
u2x + u
2
y = x+ y
ux −√uy + 3x = 0
d)
u2x − y3uy = x2 − y2
e)
uy = xux + u
2
x
57- Mostrar que una ecuación de la forma:
f(ux, x) = g(uy, y)
carece de integral singular.
58- Hallar la solución completa por separación de variables de
a)
ux − uy = x2 + y2;
b)
(1− y2)xuy2 + y2ux = 0;
c)
ux
1
2 − uy 12 + 3x = 0.
59- Hallar la solución de
uy = xux + ux
2
por el método de Lagrange-Charpit, utilizando el 2◦ y 4◦ términos del sistema
característico.
60- Resolver por el método de Jacobi las EDP:
a)
uux
2 − y2ux + y2uy = 0;
b)
(ux
2 + uy
2)y = uuy.
c)
yuxuy − 3z2u2x + uz − 4 = 0
d)
uxx
2 = u2y + au
2
z
e)
uxuyuz = uxx+ uyy + uzz
f)
u2 + uuz = u
2
x + u
2
y
Soluciones a los problemas propuestos
1-a
u(x, y) = K(bx− ay)
1-b
u(x, y) = K(e−xx/y)
2-a
u(x, y) = 2x+ 1
2-b
u(x, y) = 4(x− y)/5 + e(3x+2y)/5
3-a
Φ
(
y + b
x+ a
,
u+ c
x+ a
)
= 0
3-b
Φ (y + x, u− x lnx+ y) = 0
3-c
Φ
(
y + x
xy
,
u
x+ y
)
= 0
3-d
Φ
(
xy,
u
x+ y
)
= 0
3-e
Φ
(
y2 + x2, xu
)
= 0
3-f
Φ
( y
x2
, 2 lnu− 2x− y
)
= 0
3-g
Φ
(
x
y
,
z
y
, xyz − 3u
)
= 0
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4-
u(x, y) = ex Φ(y − x), u(x, y) = ey Φ(y − x)
6-
u(x, t) = e−λt F (x− ct)
7-
u(x, y) = x2 + y2
8-
u(x, y) = (y − x2 + 1)2
9-
u(x, y) = 6(x+ y) + e3x−2y
10-
u(x, y) = x−
√
x2 + y2
2x2
11-
u(x, t) = 1−
[
1−√1− 4t(x− t)
2t
]2
12-
u(x, t) =
c(x+ 1)e−ct
1 + c− e−ct
13-
u(x, t) =
x− ct
t(x− ct) + 1
14-
u(x, y) = y −
√
x2 + y2
2y2
15-
1
u
=
3
2
− 1
2x
− 1
2y
16-
u2 = −x2 − y2 + 3
8
(1 +
√
1− 4xy)2 −
√
1− 4xy
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17-a
Φ(x2 + y2, u2 − x4 − x2y2) = 0
17-b
Φ((x− u)(u− y), u) = 0
17-c
Φ(u− x+ 2y, x2 + y2 + u2) = 0
17-d
Φ(u+ x+ y, x2 + y2 + u2) = 0
17-e
Φ(u+ x+ y, xyu) = 0
17-f
Φ(u2 + x2 + y2, xyu) = 0
18-
u(x, t) =
1− 2tx−√1 + 4tx
2t2
, si t = 0; u(x, 0) = x2
19-
u(x, t) =
c(2x+ 1)
(2 + ct)ect − 2
20-
u(x, t) =
x− ct
t(x− ct) + 1
21-
u3 − u+ x− 3y = 0
22-
u5/3 − uy2 + 2x = 0
23-
u(x, y) =
2xy
3xy − x− y
24-a
4(u− u0)3 = 27(x− x0)2(y − y0)
24-b
4(y − y0)(u− u0) = (x− x0)2 + 4y0(y − y0)2
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24-c
(u− u0)/x0 = (x− x0)/u0 = (y − y0)/y0
26-a
u(x, y) = a(x− ay)
26-b
u(x, y) =
x2
(4y − 1)
27-
u(x, y) = x+ y
28-
u(x, y) = y2/2
29-
u1(x, y) = y
2/2; u2(x, y) = (4xy − 3y2)/2
30-
u(x, y) = y2
31-
u(x, y) =
2x3/2√
1− 27y
32-
uy = −τ4 + (τ + τ4)y; u = τ2x3/6 + τ − τ5/6
33-a
u2(p2 + q2 + 1) = 1
33-b
u2 = 1
33-c Proponer una relación arbitraria entre a y b; por ejemplo tomando a = b
resulta
(x− y)2 + 2u2 = 2
33-d
u(x, y) =
√
1− (y − 1)2
34-
(x− y + 1)2 + 2u2 = 2
35-a
u = px+ qy + 3p
1
3 q
1
3
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35-b
u = 1/xy
35-c
u = x
36-a No existe
36-b
u = x2/2 = y2/2
37-
u(x, y) =
ax
y2
− a
2
4y3
+
b
y
38-a
u(x, y) = x2/4 + bx+ b2 + ay
38-b
u(x, y) = (x/2 + a)2 + by
38-c
u(x, y) = y(1 + x− y)
39-
a2u2 = (a2x+ b)2 + a4y2; u = 0
40-
u =
−x2
2
+ ax+
y2
2a
+ b
43-a
u(x, y) = a(x− ay)
43-b
u(x, y) =
−x2
1− 4y
44-
u(x.y) = x+ y
45-
u(x, y) = y2/2
47-
u(x, y) = y2
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49-a
(p2 + q2 + 1)u2 = 1
49-b
u2 = 1
49-c Tomando por ejemplo a = b se obtiene una solución distinta como la
envolvente de la familia monoparamétrica resultante:
(x− y)2 + 2x2 = 2
49-d
u2 + (y − 1)2 = 1
50-
2u2 + (x− y + 1)2 = 2
51-a
u = ap+ bq + 3p1/3q1/3
51-b
u(x, y) = 1/xy
51-c
u(x, y) = x
52-a No existe.
52-b
u = (x2 + y2)/2
53-a
u = 2(x cosα+ y sinα] + b
53-b
u = ax+ ky/a+ b
53-c
(u+ a2)3 = (x+ ay + b)2
53-d
(lnu− ax− a2y))2 = (1 + a2)(x+ ay + b)2
Solución singular:
u = 0
53-e
u3a2 = 3(x+ ay + b)
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53-f
(au2 + x+ ay + ax+ a2y)2 = (1 + 6a+ a2)(x+ ay + b)2
53-g
2u = b+ x(x+ a) + y(y + a)± (x− y)
√
2(x− y)2 − a2/22/3±
±a2 ln [
√
2(x− y) +
√
2(x− y)2 − a2]−1/22/3
53-h
u = ax+ by +
√
αa2 + βb2 + γ
solución singular:
x2/α+ y2/β + u2/γ = 1
53-i
u = a1x1 + a2x2 + a3x3 + f(a1, a2, a3)
la solución singular surge por eliminación de ai de
xi +
∂fi
∂ai
= 0
53-j
u =
n∑
i=1
aixi + (n+ 1)(a1...an)
1/(n+1)
Solución singular:
ux1x2...xn = (−1)n
54-a
u = (4axy + 4y2b− a2)/4y3
54-b
a2u2 = (a2x+ b)2) + a4y2
54-c
u = (y2 + 2a2x− ax2 + 2ab)/2a
55-a
u = (x/2 + b)2 + ay
55-b
u = (x/2 + b)2 + ay
55-c
u = ay(x− ay) + by
55-d
u = y(1 + x− y)
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55-e
u = 0
56-a
u = a(x+ y) + b+ (x3 − y3)/3
56-b
u = [2(x+ a)3/2 + 2(y − a)3/2 + 3b]/3
56-c
u = 3x3 − 3ax2 + a2(x+ y) + b, sia > 3x
56-d
u = [2a+ x
√
x2 + b+ b ln (x+
√
x2 + 4b)− b/y2 + 2 ln y]/2
56-e
u = 4(a+ by)− x2 ± [x
√
x2 + 4b+ 4b ln (x+
√
x2 + 4b)/2
58-a
u(x, y) = a(x+ y) + (x3 + y3)/3 + b
58-b
u(x, y) = ax2/2 +
√
x(y2 − 1) + b
58-c
u(x, y) = 3x3 − 3ax2 + a2(x+ y) + b
59-
u(x, y) = axey + a2e2y/2 + b
60-a
u2 = a(x+ y)− a/y + b
60-b
u2[a2y2 + ((b− ax)2] = y2
60-c
u = ax+ blny + (4− ab)z + a2z3 + c
60-d
u = (a1 + a2xy + a3xz + bx)/x, a
2
2 + aa
2
3 + a1 = 0
60-e
(u− b)2 = 4(a1x+ a2y + a3z)3/9, a1a2a3 = 1
60-f
u = e(b−a1x−a2y−a3z), a21 + a
2 + a3 = 1
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Capítulo 2
Ecuaciones diferenciales
parciales lineales de
segundo orden
2.1 EDP lineales de segundo orden con coeﬁcien-
tes constantes
Las EDP lineales de segundo orden pueden ser de tres tipos, según sean
los coeﬁcientes de sus derivadas de segundo orden. Ejemplos de estos tres
tipos son, como veremos más adelante, la ecuación de ondas o de la cuerda
vibrante en una dimensión,
utt − k2uxx = f(x, t),
la ecuación de difusión o de conducción del calor unidimensional,
ut − kuxx = f(x, t),
y la ecuación de Poisson en dos dimensiones,
uxx + uyy = f(x, y).
Para cada tipo de ecuación existe una transformación lineal adecuada que
permite llevarla a una forma más simple llamada forma canónica. En aque-
llos casos en los que podemos resolver la ecuación canónica, aplicando la
transformación lineal inversa obtenemos la solución a la ecuación original.
2.1.1 Clasiﬁcación y formas canónicas
Una EDP lineal de segundo orden con coeﬁcientes constantes es una ecuación
de la forma
auxx + 2buxy + cuyy + dux + euy + lu = f(x, y), (2.1)
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con a = 0, b, c, d, e, y l constantes.
Para ella establecemos la siguiente clasiﬁcación:
• si b2 − ac > 0 , la ecuación es hiperbólica,
• si b2 − ac < 0 , la ecuación es elíptica,
• si b2 − ac = 0 , la ecuación es parabólica.
Para obtener la forma canónica de una EDP deﬁnimos la transformación lineal
αx+ βy = ξ,
γx+ δy = η, (2.2)
con α, β, γ y δ constantes, tales que ∂(ξ, η)/∂(x, y) = 0, y transformamos la
ecuación (2.1), la cual adopta la forma
AUξξ + 2BUξη + CUηη +DUξ + EUη + LU = F (ξ, η), (2.3)
con U(ξ, η) = u(x, y), y
A = aα2 + 2bαβ + cβ2,
B = aαγ + b(αδ + βγ) + cβδ,
C = aγ2 + 2bγδ + cδ2,
D = dα+ eβ,
E = dγ + eδ,
L = l. (2.4)
Los coeﬁcientes de la ecuación original y los de la ecuación transformada ve-
riﬁcan
B2 −AC = (b2 − ac)
[
∂(ξ, η)
∂(x, y)
]2
, (2.5)
es decir, que la operación de transformación no altera el tipo de ecuación.
Convendría eligir la transformación (2.2) de modo de eliminar en (2.3) tantos
términos en derivadas de segundo orden como sea posible. Ello se consigue
resolviendo la ecuación diferencial ordinaria asociada a (2.1):
a (dy)
2 − 2b (dx)(dy) + c (dx)2 = 0, (2.6)
llamada ecuación característica, que puede escribirse en la forma
a
(
dy
dx
)2
− 2b
(
dy
dx
)
+ c = 0, (2.7)
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o bien, con λ = dy/dx,
aλ2 − 2bλ+ c = 0. (2.8)
Si λ1 y λ2 son soluciones de (2.8), la ecuación característica (2.6) puede fac-
torearse en la forma
(dy − λ1dx)(dy − λ2dx) = 0, (2.9)
y sus soluciones
y − λ1x = c1,
y − λ2x = c2, (2.10)
se denominan rectas características.
La ecuación característica asociada a la ecuación transformada (2.3) es
A (dη)2 − 2B (dξ)(dη) + C (dξ)2 = 0, (2.11)
y sus soluciones (rectas características) coinciden con las rectas que resultan
de transformar las (2.10) según (2.2). Esto sugiere utilizar las características
de (2.1) como nuevas coordenadas, pues al utilizar la transformación
y − λ1x = ξ,
y − λ2x = η, (2.12)
las características de la ecuación transformada serán las rectas paralelas a los
ejes coordenados ξ y η:
ξ = c1,
η = c2. (2.13)
Por lo tanto,
• si la ecuación es hiperbólica, las raíces de (2.8) son reales y distintas, y
de la transformación (2.12) resultan A = C = 0, y por (2.5) es B = 0.
Dividiendo (2.3) por 2B obtenemos
Uξη +A1Uξ +A2Uη +A3U = H(ξ, η), (2.14)
que es la forma canónica de una ecuación hiperbólica;
• si la ecuación es elíptica las raíces son complejas conjugadas, λ2 =
λ∗1, y para hallar una forma canónica en el campo real, consideramos la
transformación
y − λ1x = ξ + iη,
y − λ∗1x = ξ − iη, (2.15)
que equivale a
y −Re(λ1)x = ξ
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−Im(λ1)x = η, (2.16)
y para la cual es B = 0, A = C, y por (2.5) A = 0, entonces
Uξξ + Uηη +B1Uξ +B2Uη +B3U = H1(ξ, η), (2.17)
es la forma canónica de una ecuación elíptica;
• si la ecuación es parabólica es λ1 = λ2 = λ, y debe redeﬁnirse la trans-
formación. Si a = 0, podemos tomar la transformación
y − λx = ξ,
αx = η, α = 0, (2.18)
de donde resultan A = B = 0, C = 0, y
Uηη + C1Uξ + C2Uη + C3U = H2(ξ, η), (2.19)
que es la forma canónica de una ecuación parabólica.
Observación: Se advierte que no hay una única forma canónica, pero sí es
único el tipo de EDP. En efecto, la forma canónica es transitoria, siempre hay
que volver a las variables originales, en tanto que el tipo de ecuación determina
su solución.
Las ecuaciones de la física antes mencionadas proveen ejemplos de cada tipo
de ecuación:
• para la ecuación de ondas en una dimensión, utt − k2uxx = f(x, t), es
b2 − ac = k2 > 0, por lo tanto la ecuación es hiperbólica,
• en la ecuación de difusión, ut − kuxx = f(x, t) , es b2 − ac = 0, y la
ecuación es parabólica,
• la ecuación de Poisson, uxx + uyy = f(x, y) , veriﬁca b2 − ac < 0 , y por
lo tanto es elíptica.
Ejemplo 1. Clasiﬁcaremos y reduciremos a la forma canónica las siguientes
ecuaciones
a) uxx + uxy − 2uyy − 2ux + 5uy − 3u = 0,
b) uxx − 4uxy + 5uyy = x2y,
c) uxx + 2uxy + uyy + 2ux − uy = 0.
a) El discriminante correspondiente a
uxx + uxy − 2uyy − 2ux + 5uy − 3u = 0,
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es b2 − ac = 9/4 > 0, por lo tanto la ecuación diferencial es de tipo hiperbólico.
Las características
y − λ1x = cte,
y − λ2x = cte,
con λ1 y λ2 raíces de la ecuación λ2 − λ − 2 = 0, proveen la transformación
lineal
y − 2x = ξ,
y + x = η,
que permite reducir la ecuación dada a la forma canónica
Uξη − Uξ − 1
3
Uη +
1
3
U = 0.
b) La ecuación
uxx − 4uxy + 5uyy = x2y,
es de tipo elíptico, ya que su discriminante es b2 − ac = −1 < 0.
Las raíces de su ecuación característica λ2 − 4λ + 5 = 0 son λ1 = −2 + i y
λ2 = −2− i, y mediante la transformación lineal
y + 2x = ξ,
x = η,
resulta la forma canónica
Uξξ + Uηη = η
2(ξ − 2η).
c) El discriminante para la ecuación
uxx + 2uxy + uyy + 2ux − uy = 0
es nulo; se trata de una ecuación de tipo parabólico. En este caso es λ1 =
λ2 = 1. Proponiendo la transformación
y − x = ξ,
x = η,
obtenemos la forma canónica
Uηη + 2Uη − 3Uξ = 0.
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2.1.2 Forma canónica alternativa para las ecuaciones hiper-
bólicas
Otra forma canónica para una EDP hiperbólica se obtiene a partir de la trans-
formación
y − λ1x = ξ + η,
y − λ2x = ξ − η, (2.20)
que es equivalente a
y − (λ1 + λ2)
2
x = ξ,
(λ2 − λ1)
2
x = η. (2.21)
Con esta transformación resultan B = 0, y A = −C = 0, y la forma canónica
alternativa es
Uξξ − Uηη +D1Uξ +D2Uη +D3U = H3(ξ, η). (2.22)
Ejemplo 2. La ecuación del ejemplo 1.a,
uxx + uxy − 2uyy − 2ux + 5uy − 3u = 0,
podría haberse transformado según
y − 2x = ξ + η,
y + x = ξ − η,
o bien
y − x/2 = ξ,
−3x/2 = η,
y así obtener la forma canónica alternativa
Uξξ − Uηη − 8
3
Uξ − 4
3
Uη +
4
3
U = 0.
2.1.3 Formas canónicas simpliﬁcadas
Eliminando la mayor cantidad posible de derivadas primeras o la función incóg-
nita en las formas canónicas se obtienen las formas canónicas simpliﬁcadas
para los tres tipos de ecuaciones a coeﬁcientes constantes:
• vξη+kv = f(ξ, η) ó vξξ−vηη+kv = f(ξ, η) para ecuaciones hiperbólicas,
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• vξξ + vηη + kv = f(ξ, η) para ecuaciones elípticas,
• vξξ + kvη = f(ξ, η) ó vηη + kvξ = f(ξ, η) para ecuaciones parabólicas.
Bastará resolver estos tres tipos de ecuaciones para tener resueltas todas las
EDP a coeﬁcientes constantes.
Las formas canónicas simpliﬁcadas se obtienen a partir de las formas canóni-
cas proponiendo la transformación
u(ξ, η) = e(αξ+βη) v(ξ, η), (2.23)
con α y β constantes, y tales que anulen los coeﬁcientes de las derivadas
primeras o de la función u, según convenga.
Así, para una ecuación de tipo hiperbólico (2.14), la transformación
U(ξ, η) = v(ξ, η) e(−A2ξ−A1η), (2.24)
conduce a
vξη +A3v = e
(A2ξ+A1η) H(ξ, η). (2.25)
Ejemplo 3. Consideremos la EDP
uxx − 6uxy − 7uyy + 9ux + uy + 8u = 64y e−x.
Esta ecuación es hiperbólica pues b2 − ac = 16; transformando según las
características
y + 7x = ξ,
y − x = η,
obtenemos
Uξη − Uξ + 1
8
Uη − 1
8
U = − (ξ + 7η)
8
e(η−ξ)/8,
y haciendo
U(ξ, η) = v(ξ, η) e−ξ/8+η,
llegamos a la forma canónica simpliﬁcada
vξη = − (ξ + 7η)
8
e−7η/8.
Observemos que esta ecuación puede integrarse inmediatamente respecto de
η y de ξ sucesivamente; esto es posible en ecuaciones de tipo hiperbólico
cuando en la forma simpliﬁcada no aparece la función v. Integrando resulta
v =
[
ξ2/14 + ξ(η + 8/7)
]
e−7η/8 + C(ξ) +K(η),
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y volviendo a las variables originales, obtenemos la solución general de la
ecuación dada
u =
(
15
14
y2 − 7
2
x2 + 7xy +
8
7
y + 8x
)
e−x
+ φ(y + 7x) ey−x + ϕ(y − x) e−(7x+y)/8.
2.2 EDP lineales de 2◦ orden con coeﬁcientes va-
riables. Clasiﬁcación y formas canónicas
La forma general de las ecuaciones lineales con coeﬁcientes variables es
a(x, y)uxx +2b(x, y)uxy + c(x, y)uyy + d(x, y)ux + e(x, y)uy + l(x, y)u = f(x, y),
(2.26)
y su ecuación característica asociada
a(x, y) (dy)
2 − 2b(x, y) (dx)(dy) + c(x, y) (dx)2 = 0, (2.27)
puede factorearse en la forma
(dy − λ1(x, y)dx) (dy − λ2(x, y)dx) = 0. (2.28)
Las soluciones de (2.28) son las curvas características
φ(x, y) = c1,
ϕ(x, y) = c2. (2.29)
Mediante la transformación
φ(x, y) = ξ,
ϕ(x, y) = η, (2.30)
con ∂(ξ, η)/∂(x, y) = 0, la ecuación (2.26) con u(x, y) = U(ξ, η) se transforma
en
A(ξ, η)Uξξ + 2B(ξ, η)Uξη + C(ξ, η)Uηη +D(ξ, η)Uξ+
+E(ξ, η)Uη + L(ξ, η)U = F (ξ, η), (2.31)
con
A(ξ, η) = aφ2x + 2bφxφy + cφ
2
y,
B(ξ, η) = aφxϕx + b(φxϕy + φyϕx) + cφyϕy,
C(ξ, η) = aϕ2x + 2bϕxϕy + cϕ
2
y,

D(ξ, η) = aφxx + 2bφxy + cφyy + dφx + eφy,
E(ξ, η) = aϕxx + 2bϕxy + cϕyy + dϕx + eϕy,
L(ξ, η) = l,
F (ξ, η) = f. (2.32)
La ecuación característica asociada a (2.31) es
A (dη)
2 − 2B (dξ)(dη) + C (dξ)2 = 0, (2.33)
y los discriminantes de ambas ecuaciones características veriﬁcan
B2 −AC = (b2 − ac)
[
∂(ξ, η)
∂(x, y)
]2
. (2.34)
Esto permite, como antes, deﬁnir el tipo de ecuación según el signo del dis-
criminante, ya que éste no cambia cualquiera sea la transformación que se
aplique. Por lo tanto, la ecuación (2.26) se clasiﬁca según el siguiente criterio:
• si b2 − ac > 0 en una región R del plano, la ecuación es hiperbólica en
R,
• si b2 − ac < 0 en una región R del plano, la ecuación es elíptica en R,
• si b2 − ac = 0 en una región R del plano, la ecuación es parabólica en
R.
Para hallar la forma canónica de la ecuación (2.26), diferenciamos las carac-
terísticas,
φxdx+ φydy = 0,
ϕxdx+ ϕydy = 0, (2.35)
o, en forma equivalente,
dy +
φx
φy
dx = 0,
dy +
ϕx
ϕy
dx = 0, (2.36)
con lo cual
λ1 = −φx
φy
, λ2 = −ϕx
ϕy
. (2.37)
Las formas canónicas se obtienen como sigue:
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• si la ecuación es hiperbólica en R es λ1 = λ2 y resulta φxϕy − φyϕx = 0,
o sea, ∂(ξ, η)/∂(x, y) = 0. En este caso se elige la transformación
φ(x, y) = ξ,
ϕ(x, y) = η, (2.38)
lo que conduce a A = C = 0, y se obtiene la forma canónica
Uξη +D(ξ, η)Uξ + E(ξ, η)Uη + L(ξ, η)U = F (ξ, η), (2.39)
• si la ecuación es elíptica en R, se elige la transformación real
φ(x, y) = ξ + iη,
ϕ(x, y) = ξ − iη, (2.40)
o bien
φ(x, y) + ϕ(x, y)
2
= ξ,
φ(x, y)− ϕ(x, y)
2i
= η, (2.41)
de donde A = C, B = 0, y la forma canónica es
Uξξ + Uηη +D(ξ, η)Uξ + E(ξ, η)Uη + L(ξ, η)U = F (ξ, η), (2.42)
• si la ecuación es parabólica en R y φ(x, y) es la curva característica, se
elige una función φ1(x, y), de modo que la transformación
φ(x, y) = ξ,
φ1(x, y) = η, (2.43)
veriﬁque ∂(ξ, η)/∂(x, y) = 0, lo que conduce a la forma canónica
Uηη +D(ξ, η)uξ + E(ξ, η)uη + L(ξ, η)u = F (ξ, η). (2.44)
Ejemplo 4. La ecuación
yuxx + xuxy + 2xuyy + xux − uy + u = 0,
es hiperbólica en las regiones x > 0, 8y < x, y x < 0, 8y > x, elíptica en
x > 0, 8y > x, y en x < 0, 8y < x, y parabólica en x = 0, y = 0, y en
x = 0, x = 8y.
Ejemplo 5. La ecuación
yuxx + xuxy + 2xux − u = 0,
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es hiperbólica en la región x = 0, y parabólica en x = 0. Para x = 0, transfor-
mando según
y = ξ,
y2 − x2 = η,
se obtiene
Uξη + Uη
2(ξ + 2ξ2 − 2η)
(ξ2 − η) + U
1
(ξ2 − η) = 0.
2.3 Método de las características para hallar una
solución general para EDP hiperbólicas
El método de las características nos permite hallar una solución general a par-
tir de la forma canónica de una ecuación hiperbólica. En efecto, en el ejemplo
3 hemos visto cómo, al encontrar la forma canónica de la EDP, resultó una
ecuación fácilmente integrable, para la cual obtuvimos una solución general.
Sin embargo, no toda ecuación hiperbólica es resoluble de esta manera, como
lo ilustra el último ejemplo considerado donde, además de Uξη aparecen Uη y
U . Veamos algunos ejemplos.
Ejemplo 6. Hallaremos la solución general de
uxx − 2 sinxuxy − cos2x uyy − cosx uy = 0.
La transformación según las características
y − cosx− x = ξ,
y − cosx+ x = η,
nos conduce a
uξη = 0.
Integrando obtenemos u = φ(ξ) + ψ(η) y la solución general es
u = φ(y − cosx− x) + ψ(y − cosx+ x).
Ejemplo 7. Resolveremos el problema de Cauchy
uxx − 2uxy + 4ey = 0,
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u(0, y) = α(y),
ux(0, y) = β(y).
El discriminante es b2−ac = 1 > 0, la ecuación es de tipo hiperbólico y λ1 = −2
y λ2 = 0 son las raíces de la ecuación característica asociada. Mediante la
transformación
ξ = y + 2x,
η = y,
la ecuación se reduce a la forma canónica
uξη = e
η,
e integrando resulta
u(ξ, η) = ξeη + φ(ξ) + ψ(η),
es decir
u(x, y) = (y + 2x)ey + φ(y + 2x) + ψ(y),
con
ux = 2e
y + 2φ′(2x+ y).
Además, es
u(0, y) = α(y) = yey + φ(y) + ψ(y),
ux(0, y) = β(y) = 2e
y + 2φ′(y),
entonces
φ(y) =
∫ y
y0
(
β(z)
2
− ez
)
dz + C,
y
ψ(y) = α(y)− yey −
∫ y
y0
(
β(z)
2
− ez
)
dz − C,
de donde se obtiene
u(x, y) = α(y) +
(
2x+ 1− e2x) ey + ∫ 2x+y
y
β(z)
2
dz.
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2.4 EDP lineales de 2◦ orden con más de dos va-
riables independientes. Clasiﬁcación
Consideremos la ecuación lineal
n∑
i,j=1
aijuxixj +
n∑
i=1
biuxi + cu+ l = 0, (2.45)
donde aij , bi, c, l son funciones de x1,..., xn. Sean a0ij los coeﬁcientes aij
evaluados en un punto P0(x01, ..., x0n). Trabajando con la primera sumatoria de
(2.45), es decir, con los términos que contienen a las derivadas de segundo
orden,
n∑
i,j=1
a0ijuxixj , (2.46)
y asociando a ella la forma cuadrática
n∑
i,j=1
a0ijxixj , (2.47)
mediante una transformación lineal no singular de matriz A,
ξi =
n∑
j=1
aijxj , (2.48)
se la reduce a la forma canónica
m∑
i=1
±ξ2i , m ≤ n. (2.49)
Cualquier otra transformación lineal que se utilice es tal que el número de
coeﬁcientes positivos, negativos y nulos en (2.49) es independiente de ella
y está determinado por (2.47) (ley de inercia de las formas cuadráticas). La
expresión (2.46) se reduce a la forma canónica mediante la transformación de
matriz
B = (A−1)T , (2.50)
(Birkhoff & MacLane, 1951; Petrovsky, 1954).
La clasiﬁcación de (2.45) se deﬁne escribiendo la EDP en la forma canónica:
m∑
i=1
±Uξiξj + F = 0, (2.51)
con u(x1, ..., xn) = U(ξ1, ..., ξn).
• Si m = n , y (n − 1) coeﬁcientes tienen el mismo signo y uno de ellos
signo opuesto, la ecuación se llama hiperbólica en P0.


• Si m = n , y todos los coeﬁcientes tienen el mismo signo, la ecuación se
dice elíptica en P0.
• Si m < n , la ecuación es parabólica en P0.
• Si hay m > 1 coeﬁcientes de un signo y (n−m) > 1 de signo opuesto,
la ecuación se dice ultrahiperbólica en P0.
Ejemplo 8. Clasiﬁcaremos la ecuación
uxx + xuxy + zuyy + 2uxz + xyuy + u = 0,
y obtendremos su forma canónica.
La forma cuadrática asociada a la ecuación en P0(x0, y0, z0) es
x2 + x0xy + z0y
2 + 2xz.
Si la normalizamos completando cuadrados obtenemos
(√
z0y +
x0x
2
√
z0
)2
+
⎢⎣ 1− x20
4z0
x+
⎛⎝
⎡√ √
1− x
2
0
4z0
⎞⎠−1 z
⎤⎥⎦
2
−
(
1− x
2
0
4z0
)−1
z2 =
= ξ
2
+ η2 − ρ2,
Llamando β =
√
z0, α = x0/(2
√
z0) y γ = (1 − α2)1/2, la transformación lineal
utilizada en la normalización anterior es
ξ = αx+ βy,
η = γx+ γ−1z,
ρ = γ−1z,
con matriz
A =
⎛⎝α β 0γ 0 γ−1
0 0 γ−1
⎞⎠
• Para la región del espacio 4z0 > x20, la EDP se lleva a la forma canónica
mediante la transformación de matriz
(A−1)T =
⎛⎝ 0 β−1 0γ−1 −α(βγ)−1 0
γ−1 α(βγ)−1 γ
⎞⎠ ,
es decir,
ξ = β−1y,
η = γ−1x− α(βγ)−1y,
ρ = γ−1x+ α(βγ)−1 + γz.
Calculando uy, uxy, uxx, uyy y uxz en el espacio de las nuevas variables
ξ, η, ρ, con u(x, y, z) = U(ξ, η, ρ) resulta
Uξξ + Uηη − Uρρ + x0y0√
z0
Uξ − x
2
0 y0√
z0(4z0 − x20)
Uη+
+
x20 y0√
z0(4z0 − x20)
Uρ + U = 0
que es una ecuación de tipo hiperbólico.
• Para los puntos de la región z0 > 0 , z0 < x20/4 , la forma cuadrática
canónica se obtiene mediante la transformación real
ξ = αx+ βy,
η = γx+ γ−1z,
ρ = −γ−1z,
que resulta en la transformación real para la EDP:
ξ = β−1y,
η = γ−1x− α(βγ)−1y,
ρ = γ−1x+ α(βγ)−1y − γz.
Obtenemos así la forma canónica de la ecuación,
Uξξ − Uηη + Uρρ + x0y0√
z0
Uξ − x
2
0 y0√
z0(−4z0 + x20)
Uη +
x20 y0√
z0(−4z0 + x20)
Uρ + U = 0,
y en esta región la EDP es de tipo hiperbólico.
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• Si 4z0 = x20 , la ecuación a transformar es
uxx + x0uxy +
x20
4
uyy + 2uxz + x0y0uy + u = 0.
Si normalizamos la forma cuadrática,
x2 + x0xy +
x20
4
y2 + 2xz =
(x0
2
y + x+ z
)2
−
(
z +
x0
2
y
)2
+
x20
4
y2 =
= ξ
2
+ η2 − ρ2,
nos conduce a la transformación
ξ = x,
η =
2y
x0
− z,
ρ = −x+ z,
con la que obtenemos la forma canónica
Uξξ + Uηη − Uρρ + 2y0Uη + U = 0.
En esta región la EDP es de tipo hiperbólico.
• En z = 0, la EDP es
uxx + x0uxy + 2uxz + x0y0uy + u = 0.
Al normalizar la forma cuadrática,
x2 + x0xy + 2xz =
(x0
2
y + x+ z
)2
−
(
z +
x0
2
y
)2
= ξ
2 − η2 + 0ρ2,
obtenemos la transformación:
ξ = x,
η = −x+ 2
x0
y,
ρ = − 2
x0
y + z,
resultando la forma canónica,
Uξξ − Uηη + 2y0Uη − 2y0Uρ + U = 0.
Aquí la ecuación es de tipo parabólico.
En resumen, la EDP dada es hiperbólica en todo el espacio excepto en el
plano z = 0, donde es parabólica.
Note el lector, al completar los detalles de este problema, que es posible de-
terminar el tipo de ecuación a partir de la forma cuadrática normalizada.
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2.5 Problemas propuestos
1- Demostrar que la transformación lineal
αx+ βy = ξ,
γx+ δy = η,
transforma las características de la ecuación a coeﬁcientes constantes
auxx + 2buxy + cuyy + dux + euy + fu = g(x, y),
en las características de la ecuación transformada.
2- Demostrar que los coeﬁcientes de la EDP y de su transformada están rela-
cionados por
B2 −AC = (b2 − ac)
(
∂(ξ, η)
∂(x, y)
)2
.
3- Demostrar que otra forma de la ecuación hiperbólica normal es
uξξ − uηη + ... = G(ξ, η).
Sugerencia: utilizar
y − λ1x = ξ + η,
y − λ2x = ξ − η.
4-a) Hallar las formas canónicas simpliﬁcadas para las ecuaciones a coeﬁ-
cientes constantes de tipo elíptico y parabólico.
b) Decir por qué en el caso parabólico no tienen interés formas distintas de
vξξ + kvη = f(ξ, η),
con k = 0.
5- Clasiﬁcar y hallar la solución general de
a)
3uxx − 4ux + u+ x = 0;
b)
uxx + u = ye
x.
6- Clasiﬁcar y reducir a la forma canónica
a)
3uxx + 5uxy − ux = ex,

b)
4uxx − 4uxy + 3uyy + uy = x,
c)
uxx − 2uxy + uyy + 2ux + u = x2y.
7- Reducir a la forma canónica simpliﬁcada
a)
2uxx − 2uxy + uyy + uy = x+ y,
b)
uxx − 3uxy + ux + u = xy.
8- Demostrar que para la EDP lineal de segundo orden con coeﬁcientes varia-
bles se veriﬁca que
B2 −AC = (b2 − ac)
(
∂(ξ, η)
∂(x, y)
)2
.
9- Para la EDP lineal de segundo orden hiperbólica con coeﬁcientes variables
hallar otra forma canónica.
10- Clasiﬁcar y reducir a la forma canónica
a)
xuxx + 2xuxy + (x− 1)uyy = 0,
b)
uxx + xyuyy = 0.
c)
uxx − 2 ch(x)uxy + uyy + e−x uy = 0.
11- Por el método de las características, hallar la solución general de:
a)
3uxx + 10uxy + 3uyy + ux + uy + u/16 − 16x e−(x+y)/16 = 0,
b)
uxx − 2 cosx uxy − [3 + (sinx)2]uyy + ux + (sinx− cosx− 2)uy = 0,
c)
e−2x uxx − e−2y uyy − e−2x ux + e−2y uy + 8ey = 0.
d)
uxx + uxy − 2uyy − 2ux + 5uy − 3u = 0.
12.- Clasiﬁcar las siguientes ecuaciones y reducir a la forma canónica.

a)
uxx − 4uxy + 2uxz + 4uyy + uzz + 3ux = 0
b)
uxy − uxz + 3xux − 2yuz + x = 0
13- Resolver el problema de Cauchy
a)
4y2uxx + 2(1− y2)uxy − uyy = 2y
(1 + y2)
(2ux − uy),
con u(x, 0) = α(x), uy(x, 0) = β(x).
b)
uxx − 2uxy + 4exp(y) = 0,
con u(0, y) = α(y), ux(0, y) = β(y).
Soluciones a los problemas propuestos
4- Ecuación elíptica:
vξξ + vηη + kv = G
∗(ξ, η);
ecuación parabólica:
vξξ + kvη = G
∗(ξ, η)
5-a Ecuación parabólica;
u(x, y) = a(y)ex + b(y)ex/3 − (x+ 4)
5-b Ecuación parabólica;
u(x, y) = a(y) cosx+ b(y) sinx+ yex/2
6-a Ecuación hiperbólica;
uξη − uξ/5 = −3e3(ξ−η)/5/25
6-b Ecuación elíptica;
uξξ + uηη + uξ/2 = −η/
√
2
6-c Ecuación parabólica;
uηη + 2uξ + u = η(ξ − η)2
7-a
vξξ + vηη − v = 2(ξ + η)eξ

7-b
vξη − v/9 = ξ(η − ξ)e−ξ/3/27
9-
uξξ − uηη +D(ξ, η)uξ + E(ξ, η)uη + F (ξ, η)u = G(ξ, η)
10-a Para x > 0 es hiperbólica;
uξη + (uξ − uη)/2(ξ − η) = 0,
para x = 0 es parabólica;
uyy = 0,
para x < 0 es elíptica;
uξξ − uηη − ηuη/4 = 0.
10-b En 2◦ y 4◦ cuadrantes es hiperbólica;
uξη +
uξ
2
[
1
3(η − ξ) −
1
(ξ + η)
]
− uη
2
[
1
3(η − ξ) +
1
(ξ + η)
]
= 0,
en 1◦ y 3◦ cuadrantes es elíptica;
uξξ + uηη = 0,
para x = 0 ó y = 0 parabólica;
uxx = 0.
10-c Para x = 0 es hiperbólica;
uξη + uη
(η − ξ)
4− (ξ − η)2 = 0,
para x = 0 es parabólica;
uηη + uξ = 0,
11-a
u(x, y) = e−(x+y)/16 [8x3/9 + φ(y − 3x) + ψ(y − x/3)]
11-b
u(x, y) = e−(y+sin x+2x)/4[φ(y + sinx− 2x) + ψ(y + sin 2x+ 2x)]
11-c
u(x, y) = ey(e2y − e2x) [φ(ey − ex) + ψ(ey + ex)]
11-d
u(x, y) = e(4y+x)/3 [φ(y − 2x) + ψ(y + x)]

12- a Ecuación hiperbólica;
uξξ − uηη − uρρ − 3uξ = 0
12- b Ecuación parabólica;
uξξ − uηη + (ξ + 2η)uξ + 3(ξ + η)uη/2 + (ξ + η)/2 = 0
13-a
u(x, y) = α(x− 2y3/3) + 1
2
∫ x+2y
x−2y3/3
β(z)dz
13-b
u(x, y) = α(y) + ey(1− e2x + 2x) + 1
2
∫ 2x+y
y
β(z)dz
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Capítulo 3
Ecuaciones hiperbólicas en
una dimensión espacial
3.1 Propagación en la recta. Ecuación homogé-
nea
La ecuación de onda homogénea en una dimensión,
utt − a2uxx = 0, (3.1)
donde x denota la posición y t el tiempo, describe el desplazamiento normal
de las perturbaciones de una cuerda vibrante ﬂexible cuando las oscilaciones
respecto a la posición de equilibrio son pequeñas.
Se trata de una ecuación de tipo hiperbólico que se resuelve por el método de
las características; en efecto, transformando según las rectas características
x+ at = ξ,
x− at = η, (3.2)
se obtiene
uξη = 0, (3.3)
cuya solución general es u = f(ξ) + g(η), que en términos de las variables
originales se escribe
u = f(x+ at) + g(x− at), (3.4)
donde f y g tienen derivadas segundas continuas.
Se observa que la solución general se obtiene como la suma de dos soluciones
y puede interpretarse como la superposición de una onda que se desplaza
hacia la izquierda y otra hacia la derecha, ambas con velocidad constante a y
sin alterar su forma.
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tu
x
O
x-at=
x
0
x-at=
x
1
g(x)
Figura 3.1: Comportamiento del perﬁl g(x − at) sobre las características x −
at = cte.
La ﬁgura 3.1 ilustra el desplazamiento del perﬁl g(x− at) sobre las caracterís-
ticas de ecuación x− at = cte.
Problema de Cauchy
El problema de Cauchy consiste en hallar la solución de la ecuación de onda
cuando se dan los valores de u y de ut para t = 0. Se trata de un problema
de valor inicial pues el desplazamiento u depende del perﬁl y de la distribución
de velocidades de la cuerda para t = 0. Se supone que el resultado es válido
para todo x, es decir, −∞ < x < ∞.
Este planteo corresponde al caso de una cuerda suﬁcientemente larga o, en
su defecto, al caso en que se considera un intervalo de tiempo pequeño, por
lo que no se evidencia la inﬂuencia de los extremos de la cuerda.
El problema consiste en hallar la solución a la ecuación de onda,
utt − a2uxx = 0, a > 0, −∞ < x < ∞, t ≥ 0, (3.5)
sujeta a las condiciones iniciales
u(x, 0) = φ(x), ut(x, 0) = ψ(x), −∞ < x < ∞. (3.6)
Para resolverlo partimos de la solución general (3.4) y, utilizando las condi-
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P(x -a t ,0)0 0 Q(x +a t ,0)0 0
M(x ,t )0 0
t
x
Figura 3.2: Triángulo característico correspondiente al punto de coordenadas
(x0, t0) en el espacio de fases.
ciones iniciales del problema, obtenemos
u(x, 0) = φ(x) = f(x) + g(x),
ut(x, 0) = ψ(x) = af
′(x) − ag′(x). (3.7)
y de la última, la relación∫ x
x0
ψ(ξ) dξ = af(x)− ag(x) + aC. (3.8)
Con la primera de (3.7) y (3.8) se determinan las funciones f y g,
f(x) =
1
2
φ(x) +
1
2a
∫ x
x0
ψ(ξ) dξ − C
2
,
g(x) =
1
2
φ(x) − 1
2a
∫ x
x0
ψ(ξ) dξ +
C
2
, (3.9)
y la solución al problema es
u(x, t) =
1
2
{φ(x− at) + φ(x+ at)}+ 1
2a
∫ x+at
x−at
ψ(ξ) dξ. (3.10)
A esta solución, que describe cómo se propagan la desviación y la velocidad
iniciales, se la conoce como fórmula de D’Alembert.
Si en el plano de las fases (x, t), por el punto (x0, t0) se trazan las caracterís-
ticas de ecuación x ± at = x0 ± at0, queda determinado un triángulo llamado
triángulo característico, como se muestra en la ﬁgura 3.2.
De la fórmula de D’Alembert se deduce que el valor de la solución u en el punto
(x0, t0) depende del valor de φ en los puntos (x0±at0, 0), y del valor de ψ en los
puntos del intervalo (x0−at0, x0+at0) del eje t = 0. El intervalo [x0−at0, x0+
at0], base del triángulo característico, se denomina dominio de dependencia

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x -a t0 0 x0 x +a t0 0
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Figura 3.3: Dominio de inﬂuencia de (x0, 0) (región sombreada) y dominio de
dependencia del punto M (intervalo sobre el eje x, [x0 − at0, x0 + at0]).
de u(x0, t0). Por otro lado, un punto (x0, 0) inﬂuye en la determinación de los
valores de u en los puntos (x, t) de la región limitada por las características
que pasan por él; a esta región del plano de fases se la denomina dominio de
inﬂuencia de (x0, 0) y se la muestra sombreada en la ﬁgura 3.3.
Ejemplo 1. Hallaremos las vibraciones de una cuerda que ha sido sometida a
una deformación inicial dada por
φ(x) =
{
1− x2, −1 ≤ x ≤ 1
0, |x| > 1,
y con velocidad inicial nula.
Aplicando la fórmula de D’Alembert obtenemos
u(x, t) =
φ(x− at) + φ(x+ at)
2
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1− (x2 + a2t2), at− 1 ≤ x ≤ 1− at[
1− (x− at)2] /2, |at− 1| ≤ x ≤ 1 + at[
1− (x+ at)2] /2, −at− 1 ≤ x ≤ −|1− at|
0, at+ 1 < |x|, |x| < at− 1.
Hallando el valor de u en distintos instantes, por ejemplo en t = 1/2a , t = 1/a,
y t = 2/a, comprobamos que la onda inicial se desdobla en dos de semi-
amplitud; una que se desplaza hacia la derecha y la otra hacia la izquierda,
ambas con velocidad a:
u
(
x,
1
2a
)
=
1
2
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
3/4− x2 − x, −3/2 ≤ x ≤ −1/2
3/2− 2x2, −1/2 ≤ x ≤ 1/2
3/4− x2 + x, 1/2 ≤ x ≤ 3/2
0, |x| > 3/2,
u
(
x,
1
a
)
=
1
2
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
−x2 − 2x, −2 ≤ x ≤ 0
−x2 + 2x, 0 ≤ x ≤ 2
0, |x| > 2,
u
(
x,
2
a
)
=
1
2
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
−3− x2 − 4x, −3 ≤ x ≤ −1
−3− x2 + 4x, −1 ≤ x ≤ 3
0, |x| < 1, |x| > 3.
El perﬁl de la cuerda en cada uno de estos instantes se ilustra en la ﬁgura 3.4.
Analizando la solución en el plano de las fases (x, t), vemos que la condición
ψ(x) = 0 implica que el dominio de dependencia consiste sólo en los extremos
del intervalo [−1, 1]. De hecho, para visualizar cómo se propaga la deforma-
ción inicial, podemos dividir el plano de las fases (x, t) en seis regiones deter-
minadas por las características que pasan por ±1, que graﬁcamos en la ﬁgura
3.5.
En la región I se propaga la onda φ(x + at)/2, en la III la onda φ(x − at)/2,
y en la II la suma de ambas. Como la perturbación viaja a lo largo de las
características, en las restantes regiones no hay desplazamiento.
Relacione el lector los gráﬁcos 3.4 y 3.5, e imagine el perﬁl de la cuerda a
medida que transcurre el tiempo. Así por ejemplo, para t = 1/a, de la ﬁgura
3.5 se deduce que si −2 ≤ x ≤ 0 la onda tiene la forma φ(x+1)/2, si 0 ≤ x ≤ 2
es φ(x − 1)/2 y es nula para |x| > 2. Esto naturalmente concuerda con los
valores calculados para u(x, 1/a).
Ejemplo 2. A una cuerda inﬁnita sin deformación inicial, se le imparte una
velocidad inicial transversal v0 = cte, sobre la sección −1 ≤ x ≤ 1, es decir
u(x, 0) = 0, ut(x, 0) =
{
v0, |x| < 1
0, |x| > 1.
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Figura 3.4: Perﬁl de la cuerda para los instantes t = 0, t = 1/2a, t = 1/a y
t = 2/a siendo nula la distribución inicial de velocidades.
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Figura 3.5: Regiones determinadas por las características que pasan por ±1.
Para hallar su desplazamiento recurrimos a la fórmula de D’Alembert:
u(x, t) =
1
2a
∫ x+at
x−at
ψ(α)dα.
Deﬁnimos entonces la función
Ψ(x) =
1
2a
∫ x
−1
ψ(α)dα =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0, x < −1
(x+ 1)v0/2a, −1 < x < 1
v0/a, x > 1,
cuya gráﬁca se presenta en la ﬁgura 3.6.
La solución es la diferencia de dos ondas con perﬁl Ψ(x), que se propagan con
velocidades opuestas ±a,
u(x, t) = Ψ(x+ at)−Ψ(x− at).
El perﬁl de la cuerda en t = 0, 1/2a, 1/a, 3/2a, representado en la ﬁgura 3.7,
viene dado por
u(x, 0) = 0,
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( )x,t
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Figura 3.6: Gráﬁca de la función Ψ(x) deﬁnida en el texto.
u(x, 1/2a) = Ψ(x+ 1/2)−Ψ(x− 1/2) =
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0, |x| > 3/2
(x+ 3/2)v0/2a, −3/2 < x < −1/2
v0/2a, |x| < 1/2
(−x+ 3/2)v0/2a, 1/2 < x < 3/2,
u(x, 1/a) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0, |x| > 2
(x+ 2)v0/2a, −2 < x < 0
(−x+ 2)v0/2a, 0 < x < 2,
u(x, 3/2a) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0, |x| > 5/2
(x+ 5/2)v0/2a, −5/2 < x < −1/2
v0/a, |x| < 1/2
(−x+ 5/2)v0/2a, 1/2 < x < 5/2.
Se advierte que para t > 1/a la cuerda adopta un perﬁl trapezoidal que se
ensancha uniformemente con el tiempo.
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Figura 3.7: Perﬁl de la cuerda en t = 1/2a, 1/a y 3/2a correspondiente al
ejemplo 2.
3.2 Propagación en la recta. Ecuación no homo-
génea
El problema de Cauchy para la ecuación de onda no homogénea está dado
por
utt = a
2uxx + f(x, t), −∞ < x < ∞, t > 0,
u(x, 0) = φ(x), ut(x, 0) = ψ(x), (3.11)
donde la función f(x, t) representa una fuerza externa por unidad de masa.
Resolveremos la ecuación por el método de las características. La transfor-
mación
ξ = x+ at,
η = x− at, (3.12)
lleva la EDP a la forma
uξη
(
ξ + η
2
,
ξ − η
2a
)
= − 1
4a2
f
(
ξ + η
2
,
ξ − η
2a
)
, (3.13)
que integrada con respecto a ξ entre η y ξ, es
uη
(
ξ + η
2
,
ξ − η
2a
)
= uη(η, 0) − 1
4a2
∫ ξ
η
f
(
ξ + η
2
,
ξ − η
2a
)
dξ. (3.14)
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Integrando respecto de η entre η y ξ, y teniendo en cuenta que
uη(η, 0) =
1
2
ux(η, 0)− 1
2a
ut(η, 0), (3.15)
obtenemos
u(ξ, 0)− u
(
ξ + η
2
,
ξ − η
2a
)
=
∫ ξ
η
[
1
2
ux(η, 0)− 1
2a
ut(η, 0)
]
dη −
− 1
4a2
∫ ξ
η
∫ ξ
η
f
(
ξ + η
2
,
ξ − η
2a
)
dξdη. (3.16)
La primera integral en (3.16) resulta∫ ξ
η
ux(η, 0)dη =
∫ ξ
η
φ′(η)dη = φ(ξ)− φ(η). (3.17)
En la última integral volvemos a las variables originales transformando el recinto
de integración, y obtenemos como solución la función
u(x, t) =
1
2
{φ(x− at) + φ(x+ at)}+ 1
2a
∫ x+at
x−at
ψ(ξ) dξ+
+
1
2a
∫ t
0
∫ x+a(t−τ)
x−a(t−τ)
f(ξ, τ) dξ dτ. (3.18)
Ejemplo 3. El desplazamiento de una cuerda inﬁnita sometida sólo a una
fuerza externa f(x, t) = sin (x+ at) es
u(x, t) = − t
2a
cos (x+ at) +
1
2a2
cosx sin at.
3.3 Estabilidad de las soluciones. Problema bien
planteado
'ENERALMENTE EN UN PROBLEMA F¤SICO SE NECESITA OBTENER UNA SOLUCIN
¢NICA PARA ELLO ADEMÖS DE LA ECUACIN QUE REPRESENTA EL PROBLEMA ES
NECESARIO CONOCER EL CONTEXTO EN EL CUAL SE PRODUCE EL FENMENO 9A SE
HAN TRATADO DOS PROBLEMAS DE #AUCHY PARA LA CUERDA DONDE EL CONTEXTO
ESTABA DEFINIDO POR LA DESVIACIN Y LA VELOCIDAD EN t = 0, dE AQU¤ QUE A
ESTAS CONDICIONES SE LAS LLAME CONDICIONES INICIALES
-ÖS ADELANTE CONSIDERAREMOS EL PROBLEMA DE LAS OSCILACIONES DE UNA CUER
DA FINITA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EN movimiento); a estas condiciones se las llama condiciones de frontera.
Ambas condiciones, iniciales y de frontera, se denominan condiciones de
bordeodecontorno.
SedenominaproblemadecontornoaaquélqueconsisteenresolverunaEDP
sujetaacondicionesinicialesy/odefrontera.
Es importante conocer en quemedida semodifica la solución a un proble-
madadocuandoseconsideranpequeñasvariacionesensuscondicionesde
borde;másaúnenelcasodeunproblemaexperimentaldondeentranenjuego
erroresdemedición.Aestorefiereelconceptodeestabilidad.
Si lasolucióndeunproblemadependeen formacontinuade lascondiciones
deborde,sedicequeelproblemaesestable. Esdecir,unproblemaestable
secaracterizapor tenerpequeñasvariacionesensusolucióncuandosepro-
ducenpequeñasvariacionesenlascondicionesdeborde.Estoseexpresaen
lasiguienteproposiciónparaelproblemaresueltoen3.1.
Proposición 3.1 El problema planteado por las ecuaciones (3.5) y (3.6) es
estable si para cualquier intervalo de tiempo [0, t0], y ∀ , existe δ(, t0) tal que
dos soluciones cualesquiera, u1(x, t) y u2(x, t), veriﬁcan
|u1(x, t)− u2(x, t)| < , 0 ≤ t ≤ t0, (3.19)
cuando
|φ1(x)− φ2(x)| < δ, |ψ1(x)− ψ2(x)| < δ, (3.20)
con
φi(x) = ui(x, 0), ψi(x) = (ui)t(x, 0) i = 1, 2. (3.21)
Demostración: Si las condiciones iniciales varían en menos de δ, es
|u1(x, t)− u2(x, t)| ≤ 1{|φ1(x− at)− φ2(x− at)|+
2
+|φ1(x+ at)− φ2(x+ at)|}+
+
1
∫ x+at
a x−at
|ψ1(ξ)− ψ2(ξ)| dξ
≤ 1
2
(2δ + 2δt) ≤ δ(1 + t0). (3.22)
Tomando δ = /(1 + t0) se obtiene
|u1(x, t)− u2(x, t)| < , (3.23)
que expresa la pequeña variación en la solución.
Además de la estabilidad, para una gama bastante amplia de problemas físi-
cos, interesa que éstos tengan solución única. Por eso se dice que un proble-
ma está bien planteado si

i) la solución del problema existe,
ii) la solución es única,
iii) el problema es estable.
Los problemas de Cauchy para la cuerda tratados en las secciones 3.1 y 3.2
están bien planteados si φ tiene derivada segunda continua y ψ tiene derivada
primera continua.
3.4 Propagación en la semirrecta. Ecuación ho-
mogénea
Este problema de contorno describe los procesos de reﬂexión de ondas en
un extremo de una cuerda, y propone resolver la ecuación de onda dadas las
condiciones iniciales y el comportamiento en la frontera x = 0.
La condición de frontera puede ser de dos tipos, u(0, t) = μ(t) o ux(0, t) =
ν(t), determinando el 1◦ problema de contorno o el 2◦ problema de contorno,
respectivamente.
El 1◦ problema de contorno con extremo ﬁjo (o el 2◦ problema de contorno con
extremo libre) consiste en hallar u(x, t) tal que
utt = a
2uxx, 0 ≤ x ≤ ∞, t > 0,
u(0, t) = 0, (ux(0, t) = 0),
u(x, 0) = φ(x), ut(x, 0) = ψ(x), x > 0. (3.24)
Este problema se puede resolver utilizando la solución en la recta. Para ello
son necesarias las propiedades que establecen los lemas siguientes.
Lema 3.1 Si en la fórmula de D’Alembert
u(x, t) =
φ(x+ at) + φ(x− at)
2
+
1
2a
∫ x+at
x−at
ψ(ξ)dξ, (3.25)
las funciones φ y ψ son impares respecto a x0 entonces u(x0, t) = 0.
Demostración: Es u(x0, t) = 0 pues φ y ψ son impares respecto a x0, es
decir, φ(x0 − x) = −φ(x0 + x) y ψ(x0 − x) = −ψ(x0 + x) para cualquier x, y
ψ se integra en un intervalo simétrico respecto a x0.
Lema 3.2 Si en la fórmula de D’Alembert
φ(x+ at) + φ(x− at)
2
1
2a
∫ x+at
x−at
u(x, t) = + ψ(ξ)dξ (3.26)
las funciones φ y ψ son pares respecto a x0 entonces ux(x0, t) = 0.
Demostración: La paridad de φ, φ(x0 − x) = φ(x0 + x), implica la imparidad
de su derivada, −φ′(x0 − x) = φ′(x0 + x), por lo que resulta
ux(x0, t) =
1
2
{φ′(x0+at)+φ′(x0−at)}+ 1
2a
{ψ(x0+at)−ψ(x0−at)} = 0. (3.27)
La última ecuación ha sido obtenida mediante la fórmula de Leibnitz:
d
dx
(∫ a2(x)
a1(x)
g(ξ, x)dξ
)
= a′2(x)g(a2(x))− a′1(x)g(a1(x)) +
∫ a2(x)
a1(x)
∂
∂x
g(ξ, x) dξ,
(3.28)
donde a1(x) y a2(x) son derivables en un intervalo a < x < b y g(ξ, x) tiene
derivada respecto a x.
3.4.1 Primer problema de contorno con extremo ﬁjo
El 1◦ problema de contorno con extremo ﬁjo en la semirrecta es
utt = a
2uxx, 0 ≤ x ≤ ∞, t > 0,
u(0, t) = 0, t ≥ 0,
u(x, 0) = φ(x), ut(x, 0) = ψ(x), x > 0. (3.29)
Para resolverlo se prolongan φ y ψ a toda la recta, como funciones impares,
Φ(x) =
{
φ(x), x > 0
−φ(−x), x < 0 , Ψ(x) =
{
ψ(x), x > 0
−ψ(−x), x < 0.
La solución para −∞ ≤ x ≤ ∞ está dada por
u(x, t) =
Φ(x+ at) + Φ(x− at)
2
+
1
2a
∫ x+at
x−at
Ψ(ξ) dξ, (3.30)
y en virtud del lema 3.1 es u(0, t) = 0. La solución en la semirrecta tiene la
forma
u(x, t) =
1
2
⎧⎨⎩φ(x+ at) + φ(x− at) +
1
a
∫ x+at
x−at ψ(ξ)dξ, t < x/a
φ(x+ at)− φ(at− x) + 1a
∫ x+at
at−x ψ(ξ)dξ, t > x/a.
(3.31)
3.4.2 Segundo problema de contorno con extremo libre
El 2◦ problema de contorno con extremo libre en la semirrecta es
utt = a
2uxx, 0 ≤ x ≤ ∞, t ≥ 0,
ux(0, t) = 0, t ≥ 0,
u(x, 0) = φ(x), ut(x, 0) = ψ(x), x ≥ 0.

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Figura 3.8: Extensión impar de φ(x) respecto de x = 0.
Para resolverlo se toman las prolongaciones pares de φ y ψ a toda la recta,
Φ(x) =
{
φ(x), x > 0
φ(−x), x < 0, Ψ(x) =
{
ψ(x), x > 0
ψ(−x), x < 0,
y se obtiene para la cuerda no acotada la solución
u(x, t) =
Φ(x+ at) + Φ(x− at)
2
+
1
2a
∫ x+at
x−at
Ψ(ξ) dξ, (3.32)
que por el lema 3.2 veriﬁca ux(0, t) = 0. La solución resulta
u(x, t) =
1
2
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
φ(x+ at) + φ(x− at) + 1a
∫ x+at
x−at ψ(ξ)dξ, t < x/a
φ(x+ at) + φ(at− x) + 1a
∫ at−x
0
ψ(ξ)dξ+
+ 1a
∫ at+x
0
ψ(ξ)dξ, t > x/a
. (3.33)
A ﬁn de justiﬁcar los argumentos utilizados para la resolución de problemas en
la semirrecta mediante la solución en la recta, resulta útil graﬁcar el caso de
una cuerda semi-inﬁnita, ﬁja en x = 0 y excitada por una deﬂexión inicial φ(x).
Se extiende φ(x) para x < 0 como función impar, tal como lo ilustra la ﬁgura
3.8.
Para t > 0 la desviación inicial se divide en dos ondas que se desplazan en
sentido opuesto con velocidad constante (ver ﬁgura 3.9).
Las ondas que pasan por x = 0 son las que contribuyen al proceso de reﬂexión
en el extremo ﬁjo de la cuerda semi-inﬁnita como se ilustra en la ﬁgura 3.10.
Ejemplo 4. Consideremos un cable semi-inﬁnito con extremo libre en x =
0, al cual se le imparte una velocidad inicial longitudinal igual a v0 sobre el

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Figura 3.9: Desviación para t = 1/a.
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Figura 3.10: Reﬂexión en el extremo de la cuerda semi-inﬁnita.
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segmento [c, 2c] e igual a cero fuera de él. Obtendremos u(x, t) para t =
0, c/a, 2c/a, 3c/a.
A ﬁn de satisfacer la condición de extremo libre, ux(0, t) = 0, prolongamos las
condiciones iniciales en forma par y proponemos la solución para la recta (en
virtud del lema 3.2).
Con Φ(x) = 0 , y
Ψ(x) =
⎧⎨⎩ 0, |x| < cv0, c < |x| < 2c
0, 2c < |x|,
se obtiene la solución en la recta:
u(x, t) =
1
2a
∫ x+at
x−at
Ψ(ξ) dξ.
Llamando
Ψ1(x) =
1
2a
∫ x
−2cΨ(ξ) dξ =
v0
2a
⎧⎪⎪⎪⎨⎪⎪⎪⎩
0, x < −2c
(x+ 2c), −2c < x < −c
c, −c < x < c
x, c < x < 2c
2c, 2c < x,
la solución es
u(x, t) = Ψ1(x+ at)−Ψ1(x− at).
En el instante inicial la desviación es igual a cero, u(x, 0) = 0. En los instantes
t = c/a, t = 2c/a y t = 3c/a, se obtienen
u(x, c/a) = v02a ,
⎧⎪⎨⎪⎩
x, 0 < x < c
c, c < x < 2c
(3c− x), 2c < x < 3c
0, 3c < x,
u(x, 2c/a) = v02a
⎧⎪⎨⎪⎩
(2c− x), 0 < x < c
c, c < x < 3c
(4c− x), 3c < x < 4c
0, 4c < x,
u(x, 3c/a) = v02a
⎧⎪⎪⎪⎨⎪⎪⎪⎩
2c, 0 < x < c
(3c− x), c < x < 2c
c, 2c < x < 4c
(5c− x), 4c < x < 5c
0, 5c < x.
Estas funciones se graﬁcan en las ﬁguras 3.11 y 3.12.
Notemos que al inicio, en x > 0, el proceso transcurre igual que en la cuerda
inﬁnita. Luego, la onda se reﬂeja - con la misma fase - en el extremo libre.
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Figura 3.11: Gráﬁca de Ψ1(x).
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Figura 3.12: Gráﬁca de u(x, t) para los instantes t = c/a, 2c/a, 3c/a.

3.4.3 Primer problema general de contorno
El 1◦ problema general de contorno para la semirrecta con condiciones ini-
ciales nulas es
utt = a
2uxx, 0 ≤ x ≤ ∞, t ≥ 0,
u(x, 0) = ut(x, 0) = 0, x ≥ 0,
u(0, t) = μ(t), t > 0. (3.34)
Se observa que la condición de frontera genera una onda que se desplaza a
la derecha con velocidad a, por lo tanto la solución tiene la forma
u(x, t) = f(x− at). (3.35)
Al imponer la condición de frontera
u(0, t) = f(−at) = μ(t), (3.36)
se determina f :
f(x) = μ
(
−x
a
)
, (3.37)
de donde
u(x, t) = μ
(
t− x
a
)
, t >
x
a
≥ 0. (3.38)
Dado que μ está deﬁnida sólo para valores positivos del argumento, se la
puede extender para t ≤ 0 de modo que la solución veriﬁque las condiciones
iniciales,
μ(t) =
{
μ(t), t > 0
0, t ≤ 0. (3.39)
La solución es entonces
u(x, t) = μ
(
t− x
a
)
, x > 0, t > 0. (3.40)
3.4.4 Segundo problema general de contorno
El 2◦ problema general de contorno con condiciones iniciales nulas es
utt = a
2uxx, 0 ≤ x ≤ ∞, t > 0,
u(x, 0) = ut(x, 0) = 0, x ≥ 0,
ux(0, t) = ν(t), t > 0. (3.41)
Se propone como solución la onda
u(x, t) = f(x− at), (3.42)

obteniendo
ux(0, t) = f
′(−at) = ν(t), (3.43)
o sea
f ′(−y) = ν
(y
a
)
. (3.44)
Extendiendo ν para argumentos negativos
ν(t) =
{
ν(t), t > 0
0, t ≤ 0, (3.45)
puede calcularse
f(−y) = −
∫ y
0
ν
(
ξ
a
)
dξ + C. (3.46)
La solución se representa por
u(x, t) = −a
∫ t− xa
0
ν(τ)dτ. (3.47)
Notar que para que se cumpla u(x, 0) = 0 para x ≥ 0 debe ser C = 0.
3.5 Propagación en la semirrecta. Ecuación no
homogénea
Las soluciones obtenidas para la propagación en la recta pueden ser utilizadas
para resolver algunos problemas en la semirrecta si se prolongan en forma
adecuada las condiciones de borde y la inhomogeneidad según corresponda.
Para el problema inhomogéneo en la semirrecta resulta de utilidad el lema que
sigue.
Lema 3.3 Dado el problema
utt = a
2uxx + f(x, t), −∞ ≤ x ≤ ∞, t ≥ 0,
u(x, 0) = ut(x, 0) = 0, −∞ < x < ∞, (3.48)
si f(x, t) es función impar de x respecto del origen entonces u(0, t) = 0 , y si
es función par de x respecto del origen entonces ux(0, t) = 0.
Demostración: La solución en la recta de la ecuación inhomogénea con
condiciones iniciales nulas es
u(x, t) =
1
2a
∫ t
0
∫ x+a(t−τ)
x−a(t−τ)
f(ξ, τ) dξdτ. (3.49)
Luego, si f(x, t) es una función impar de x se tiene
u(0, t) =
1
2a
∫ t
0
∫ a(t−τ)
−a(t−τ)
f(ξ, τ) dξ dτ = 0, (3.50)

pues la función impar se integra sobre un intervalo simétrico respecto del ori-
gen.
En virtud de la fórmula de derivación de Leibnitz se obtiene
ux(x, t) =
1
2a
∫ t
0
{f(x+ a(t− τ), τ)− f(x− a(t− τ), τ)} dτ, (3.51)
y, si f(x, t) es una función par de x, en x = 0 resulta
ux(0, t) =
1
2a
∫ t
0
{f(a(t− τ), τ)− f(−a(t− τ), τ)} dτ = 0. (3.52)
Las condiciones u(0, t) = 0 y ux(0, t) = 0 corresponden a los casos de extremo
ﬁjo y libre respectivamente, para una cuerda semi-inﬁnita.
3.5.1 Primer problema de contorno con extremo ﬁjo y condi-
ciones iniciales homogéneas
El 1◦ problema de contorno con extremo ﬁjo y condiciones iniciales nulas se
escribe
utt = a
2uxx + f(x, t), x ≥ 0, t > 0,
u(0, t) = 0, t > 0,
u(x, 0) = ut(x, 0) = 0, x ≥ 0. (3.53)
Si se extiende f como una función impar respecto del origen,
F (x, t) =
{
f(x, t), x > 0
−f(−x, t), x < 0, (3.54)
la solución del problema en la recta viene dada por
u(x, t) =
1
2a
∫ t
0
∫ x+a(t−τ)
x−a(t−τ)
F (ξ, τ) dξdτ, (3.55)
que satisface u(0, t) = 0 (en virtud del lema 3.3).
Para t < x/a, la solución en la semirrecta coincide con la solución en la recta
con F = f .
Para t > x/a puede ser (x − at + aτ) < 0 , o (x − at + aτ) > 0 , es decir,
0 < τ < (t− x/a) o τ > (t− x/a) respectivamente; la solución es entonces
u(x, t) =
1
2a
∫ t− xa
0
dτ
(
−
∫ 0
x−a(t−τ)
f(−ξ, τ) dξ +
∫ x+a(t−τ)
0
f(ξ, τ) dξ
)
+
+
1
2a
∫ t
t− xa
dτ
∫ x+a(t−τ)
x−a(t−τ)
f(ξ, τ)dξ

=
1
2a
(∫ t− xa
0
dτ
∫ a(t−τ)+x
a(t−τ)−x
f(ξ, τ)dξ +
∫ t
t− xa
dτ
∫ x+a(t−τ)
x−a(t−τ)
f(ξ, τ) dξ
)
.
(3.56)
Resumiendo,
u(x, t) =
1
2a
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
∫ t
0
∫ x+a(t−τ)
x−a(t−τ) f(ξ, τ) dξ dτ, t < x/a
∫ t− xa
0
∫ a(t−τ)+x
a(t−τ)−x f(ξ, τ) dξ dτ+
+
∫ t
t− xa
∫ x+a(t−τ)
x−a(t−τ) f(ξ, τ) dξ dτ, t > x/a.
(3.57)
3.5.2 Segundo problema de contorno con extremo libre y
condiciones iniciales homogéneas
El 2◦ problema de contorno con extremo libre y condiciones iniciales nulas
consiste en hallar u tal que
utt = a
2uxx + f(x, t), x ≥ 0, t > 0,
u(x, 0) = ut(x, 0) = 0, x ≥ 0,
ux(0, t) = 0, t > 0. (3.58)
Si se extiende f como función par de x,
F (x, t) =
{
f(x, t), x > 0
f(−x, t), x < 0, (3.59)
teniendo en cuenta el lema 3.3, la solución del consiguiente problema en la
recta es
u(x, t) =
1
2a
∫ t
0
dτ
∫ x+a(t−τ)
x−a(t−τ)
F (ξ, τ) dξ, (3.60)
con ux(0, t) = 0, que coincide con la solución en la semirrecta cuando t < x/a.
Para t > x/a puede ser (x − at + aτ) < 0 , o (x − at + aτ) > 0, lo que se
traduce en 0 < τ < (t− xa ) , o τ > (t− xa ) y por lo tanto se tiene
u(x, t) =
1
2a
∫ t− xa
0
dτ
(∫ 0
x−a(t−τ)
f(−ξ, τ)dξ +
∫ x+a(t−τ)
0
f(ξ, τ)dξ
)
+
+
1
2a
∫ t
t− xa
dτ
∫ x+a(t−τ)
x−a(t−τ)
f(ξ, τ)dξ. (3.61)

Resumiendo estos resultados se obtiene la solución del problema (3.58):
u(x, t) =
1
2a
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
∫ t
0
dτ
∫ x+a(t−τ)
x−a(t−τ) f(ξ, τ) dξ, t < x/a
∫ t− xa
0
dτ
(∫ a(t−τ)−x
0
f(ξ, τ)dξ +
∫ a(t−τ)+x
0
f(ξ, τ)dξ
)
+∫ t
t− xa dτ
∫ x+a(t−τ)
x−a(t−τ) f(ξ, τ)dξ, t > x/a.
.
(3.62)
Como consecuencia de lo analizado, y utilizando el principio de superposición
(tratado en el apéndice C), quedan resueltos los problemas que se presentan
a continuación.
3.5.3 Primer problema de contorno para la semirrecta
El 1◦ problema de contorno para la semirrecta se escribe
utt = a
2uxx + f(x, t), x ≥ 0, t > 0,
u(x, 0) = φ(x), ut(x, 0) = ψ(x), x ≥ 0,
u(0, t) = μ(t), t > 0, (3.63)
y su solución es
u(x, t) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
φ(x+at)+φ(x−at)
2 +
1
2a
∫ x+at
x−at ψ(ξ)dξ +
+ 12a
∫ t
0
dτ
∫ x+a(t−τ)
x−a(t−τ) f(ξ, τ)dξ, t < x/a
φ(at+x)−φ(at−x)
2 +
1
2a
∫ at+x
at−x ψ(ξ)dξ + μ(t− xa ) +
+ 12a{
∫ t− xa
0
dτ
∫ a(t−τ)+x
a(t−τ)−x f(ξ, τ)dξ+
+
∫ t
t− xa dτ
∫ x+a(t−τ)
x−a(t−τ) f(ξ, τ)dξ}, t > x/a.
(3.64)
3.5.4 Segundo problema de contorno para la semirrecta
La solución al 2◦ problema de contorno para la semirrecta,
utt = a
2uxx + f(x, t), x ≥ 0, t > 0,

u(x, 0) = φ(x), ut(x, 0) = ψ(x), x ≥ 0,
ux(0, t) = ν(t), t > 0, (3.65)
es
u(x, t) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
φ(x+at)+φ(x−at)
2 +
1
2a
∫ x+at
x−at ψ(ξ)dξ +
+ 12a
∫ t
0
dτ
∫ x+a(t−τ)
x−a(t−τ) f(ξ, τ)dξ, t < x/a
φ(at+x)+φ(at−x)
2 +
1
2a{
∫ at−x
0
ψ(ξ)dξ +
∫ at+x
0
ψ(ξ)dξ} +
+ 12a
∫ t− xa
0
dτ{∫ a(t−τ)−x
0
f(ξ, τ)dξ +
∫ a(t−τ)+x
0
f(ξ, τ)dξ} +
+ 12a{
∫ t
t− xa dτ
∫ x+a(t−τ)
x−a(t−τ) f(ξ, τ)dξ} − a
∫ t− xa
0
ν(τ)dτ, t > x/a.
(3.66)
En las soluciones de los dos problemas anteriores observamos que la per-
turbación que actúa en el extremo x = 0 se maniﬁesta una vez superado el
instante t = x/a.
3.6 Oscilaciones en el segmento (0, l). Ecuación
homogénea
En la presente sección se trata el problema de una cuerda vibrante de longitud
l con condiciones en ambos extremos.
3.6.1 Extremos ﬁjos
Hallar las vibraciones de una cuerda ﬁja en sus extremos equivale a resolver
el problema de contorno
a2uxx = utt, 0 ≤ x ≤ l,
u(x, 0) = φ(x), ut(x, 0) = ψ(x), 0 ≤ x ≤ l,
u(0, t) = u(l, t) = 0, t > 0. (3.67)
Este problema puede llevarse a la recta de modo que las condiciones de fron-
tera sean nulas. Para ello es necesario extender φ y ψ como funciones impares
respecto de x = 0 y de x = l (según el lema 3.1). Sean Φ y Ψ tales prolonga-
ciones, esto signiﬁca que Φ veriﬁca

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{
Φ(x) = −Φ(−x)
Φ(l + x) = −Φ(l − x), (3.68)
es decir, {
Φ(x) = −Φ(−x)
Φ(x) = −Φ(2l − x), (3.69)
lo que implica que Φ(x) = Φ(2l + x), es decir Φ(x) es periódica de período 2l
de modo que admite el desarrollo senoidal de Fourier (ver apéndice B):
Φ(x) =
∞∑
n=1
φn sin
nπx
l
, (3.70)
con
φn =
2
l
∫ l
0
φ(ξ) sin
nπξ
l
dξ. (3.71)
Análogamente para Ψ se tiene que Ψ(x) = Ψ(2l + x) y es
Ψ(x) =
∞∑
n=1
ψn sin
nπx
l
, (3.72)
con
ψn =
2
l
∫ l
0
ψ(ξ) sin
nπξ
l
dξ. (3.73)
La solución al problema en la recta (tratado en la sección 3.1) está dada por
u(x, t) =
Φ(x+ at) + Φ(x− at)
2
+
1
2a
∫ x+at
x−at
Ψ(ξ)dξ, (3.74)
con
Φ(x+ at) + Φ(x− at)
2
=
1
2
∞∑
n=1
φn
(
sin
nπ(x+ at)
l
+ sin
nπ(x− at)
l
)
=
=
∞∑
n=1
φn sin
nπx
l
cos
nπat
l
, (3.75)
y
1
2a
∫ x+at
x−at
Ψ(ξ)dξ =
l
2aπ
∞∑
n=1
ψn
n
(
cos
nπ(x− at)
l
− cos nπ(x+ at)
l
)
=

=
l
aπ
∞∑
n=1
ψn
n
sin
nπx
l
sin
nπat
l
. (3.76)
De aquí se obtiene la solución al problema planteado,
u(x, t) =
n=1
∞∑(
φn cos
nπat
l
+
lψn
aπn
sin
nπat
l
)
sin
nπx
l
, (3.77)
siendo φn y ψn los coeﬁcientes de los desarrollos senoidales de Fourier de φ
y ψ con período 2l dados por (3.71) y(3.73) respectivamente.
3.6.2 Extremo x = 0 variable
Si sólo el extremo x = l está ﬁjo, las vibraciones de la cuerda de longitud l
están representadas por u(x, t), solución del siguiente problema:
a2uxx = utt, 0 ≤ x ≤ l,
u(x, 0) = ut(x, 0) = 0, 0 ≤ x ≤ l,
u(0, t) = μ(t), u(l, t) = 0, t > 0. (3.78)
El resultado obtenido en la sección 3.4 para la cuerda semi-inﬁnita con condi-
ciones iniciales nulas, provee la solución para t < l/a,
u(x, t) = μ(t− x/a), (3.79)
con
μ(t) =
{
μ(t), t > 0
0, t ≤ 0, (3.80)
aunque ésta en general no satisface la condición de frontera u(l, t) = 0 para
t > l/a. Si se toma la onda reﬂejada que viaja hacia la izquierda y que para
x = l es μ(t− l/a), esta onda tiene la forma f(x+at) con f(l+at) = μ(t− l/a),
por lo que f resulta ser f(y) = μ(y − 2l/a); luego f(x+at) = μ(t+x/a−2l/a)
y la solución para t < 2l/a es
u(x, t) = μ
(
t− x
a
)
− μ
(
t+
x
a
− 2l
a
)
. (3.81)
El proceso se continúa tomando la onda reﬂejada en x = 0 que viaja hacia
la derecha y restándole aquélla que se reﬂeja en x = l y viaja a la izquierda.
Se ha considerado a la función μ(t− x/a) como la onda que se genera por el
régimen de frontera en x = 0, independientemente de la inﬂuencia de x = l,
tal como si se tratara de una cuerda semi-inﬁnita, pero en x = l debe necesa-
riamente considerarse la reﬂexión de la onda y luego las sucesivas reﬂexiones
en x = 0 y x = l.
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Como próximo paso consideremos la onda que viaja hacia la derecha f(x−at)
y que en x = 0 es f(−at) = μ(t − 2l/a). Por lo tanto, f(y) = μ(−y − 2l/a) y
f(x−at) = μ(t−x/a−2l/a), ésta llega a x = l con el valor f(l+at) = μ(t−3l/a),
es decir f(y) = μ(y/a− 4l/a) y f(x+ at) = μ(t+ x/a− 4l/a).
Entonces la solución para t < 4l/a, es la anterior (3.81) más los términos
μ
(
t− x
a
− 2l
a
)
− μ
(
t+
x
a
− 4l
a
)
.
Como consecuencia de considerar las sucesivas reﬂexiones en los extremos,
resulta que la solución al problema planteado es la serie
u(x, t) =
∞∑
n=0
[
μ
(
t− x
a
− 2nl
a
)
− μ
(
t+
x
a
− 2(n+ 1) l
a
)]
. (3.82)
Para cada t ﬁjo sólo hay un número ﬁnito de términos no nulos pues μ(t) = 0
para t < 0.
Es inmediato veriﬁcar que (3.82) satisface las condiciones iniciales. Por otro
lado se tiene que (
t− 2l
a
)
+ μ
(
t− 2l
a
)
− ... = μ(t),
u(l, t) = μ
u(0, t) = μ(t)− μ
∞∑[ (
t− (2n+ 1) l
a
)
− μ
(
t− (2n+ 1) l
a
)]
= 0, (3.83)
n=0
de modo que (3.82) satisface también las condiciones de frontera.
3.6.3 Extremo x = l variable
Las vibraciones de una cuerda de longitud l con condición de frontera no nula
en x = l se obtienen como solución del problema
a2uxx = utt, 0 ≤ x ≤ l,
u(x, 0) = ut(x, 0) = 0, 0 ≤ x ≤ l,
u(0, t) = 0, u(l, t) = ν(t), t > 0. (3.84)
Este problema se resuelve con un razonamiento análogo al anterior, que con-
duce en este caso a la solución
u(x, t) =
n=0
ν
(
t+
x
a
− (2n+ 1) l
a
− ν t− x
a
− (2n+ 1) l
a
∞∑[ ) ( )]
, (3.85)
con ν(t) deﬁnida en (3.45). Queda a cargo del lector la veriﬁcación de las
condiciones de contorno.
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3.6.4 Problema general
Utilizando el principio de superposición, se resuelve el problema lineal de las
vibraciones de una cuerda de longitud l con condiciones de contorno no nulas,
a2uxx = utt, 0 ≤ x ≤ l,
u(x, 0) = φ(x), ut(x, 0) = ψ(x), 0 ≤ x ≤ l,
u(0, t) = μ(t), u(l, t) = ν(t), t > 0. (3.86)
La solución a este problema es
u(x, t) =
2
l
∞∑
n=1
{cos nπat
l
∫ l
0
φ(ξ) sin
nπξ
l
dξ+
+
l
aπn
sin
nπat
l
∫ l
0
ψ(ξ) sin
nπξ
l
dξ} sin nπx
l
+
+
∞∑
n=0
[
μ
(
t− x
a
− 2n l
a
)
− μ
(
t+
x
a
− 2(n+ 1) l
a
)]
+
+
∞∑
n=0
[
ν
(
t+
x
a
− 2(n+ 1) l
a
)
− ν
(
t− x
a
− 2(n+ 1) l
a
)]
donde se deﬁnen μ(t) y ν(t) según (3.39) y (3.45), es decir, nulas para t ≤ 0.
3.6.5 Unicidad de la solución
Teorema 3.1 La solución al problema de contorno
(3.88)utt = uxx, a ≤ x ≤ b, t > 0,
con condiciones iniciales
(3.89)u(x, 0) = φ(x), ut(x, 0) = ψ(x),
y condiciones de frontera
u(a, t) = μ1(t), u(b, t) = ν1(t), (3.90)
o bien,
ux(a, t) = μ2(t), ux(b, t) = ν2(t), (3.91)
es única.
Demostración: Sean u1 y u2 dos soluciones distintas. La función u = u1 −
u2 será solución de la ecuación homogénea con condiciones iniciales y de
frontera nulas,
utt = uxx, a ≤ x ≤ b, t > 0,
u(x, 0) = ut(x, 0) = 0,
u(a, t) = u(b, t) = 0, (ux(a, t) = ux(b, t) = 0). (3.92)
Probaremos que u es idénticamente nula. Para ello consideramos la integral
I(t) =
1
2
∫ b
a
(
u2x + u
2
t
)
dx, (3.93)
de modo que
d
dt
I(t) =
∫ b
a
(uxuxt + ututt) dx, (3.94)
y, en virtud de la ecuación diferencial, es
d
dt
I(t) =
∫ b
a
(uxuxt + utuxx) dx =
∫ b
a
∂
∂x
(uxut) dx
= uxutba = ux(b, t)ut(b, t)− ux(a, t)ut(a, t). (3.95)
De las condiciones de frontera resulta que ut(a, t) = ut(b, t) = 0 , o bien,
ux(a, t) = ux(b, t) = 0, entonces
d
dt
I(t) = 0 ⇒ I(t) = cte. (3.96)
En t = 0 es u(x, 0) = ut(x, 0) = 0, luego I(t) = 0, y como el integrando en
I(t) es una función deﬁnida positiva se tiene que ux(x, t) = 0 y ut(x, t) = 0,
es decir, u(x, t) = cte. Pero u(x, 0) = 0, entonces es u ≡ 0, lo que implica que
u1 = u2 y la solución es única.
3.7 Oscilaciones en el segmento (0, l). Ecuación
no homogénea
3.7.1 Extremos ﬁjos
Si a una cuerda ﬁja en sus extremos se la somete a una perturbación f(x, t),
en cada punto x y en cada instante t, la vibración u de sus puntos es solución
del problema
utt = a
2uxx + f(x), 0 ≤ x ≤ l,
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u(x, 0) = ut(x, 0) = 0, 0 ≤ x ≤ l,
u(0, t) = u(l, t) = 0, t > 0. (3.97)
Teniendo presente el problema tratado en la subsección 3.6.1, para éste pro-
ponemos un desarrollo en serie de Fourier de la forma
u(x, t) =
∞∑
n=1
un(t) sin
nπx
l
, (3.98)
con t como parámetro (ver apéndice B), y para obtener la solución basta hallar
los coeﬁcientes un(t). Entonces, si desarrollamos f(x, t) en serie de Fourier
como función impar de x, de período 2l, se tiene
f(x, t) =
∞∑
n=1
fn(t) sin
nπx
l
, (3.99)
con
fn(t) =
2
l
∫ l
0
f(ξ, t) sin
nπξ
l
dξ. (3.100)
y, sustituyendo las series (3.98) y (3.99) en la EDP, resulta
∞∑
n=1
[
u′′n(t) +
(anπ
l
)2
un(t)− fn(t)
]
sin
nπx
l
= 0. (3.101)
En virtud de la unicidad del desarrollo de Fourier, debe veriﬁcarse ∀n que
u′′n(t) +
(anπ
l
)2
un(t) = fn(t). (3.102)
Esta es una EDO con condiciones iniciales nulas, un(0) = u′n(0) = 0, que
puede resolverse aplicando la transformada de Laplace (ver apéndice D),
s2Un +
(anπ
l
)2
Un = Fn(s), (3.103)
o bien,
Un =
Fn(s)
s2 + (anπl )
2
. (3.104)
De aquí se obtienen los coeﬁcientes
un(t) =
l
anπ
∫ t
0
fn(τ) sin
[anπ
l
(t− τ)
]
dτ, (3.105)
y la solución al problema planteado es
u(x, t) =
l
aπ
∞∑
n=1
1
n
{∫ t
0
fn(τ) sin
[anπ
l
(t− τ)
]
dτ
}
sin
anπx
l
. (3.106)
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3.7.2 Problema general
El problema general de las oscilaciones de una cuerda de longitud l con todos
sus puntos sometidos a perturbación consiste en hallar u(x, t) tal que
utt = a
2uxx + f(x, t), 0 ≤ x ≤ l,
u(x, 0) = φ(x), ut(x, 0) = ψ(x), 0 ≤ x ≤ l,
u(0, t) = μ(t), u(l, t) = ν(t), t > 0. (3.107)
La solución a este problema, dada su linealidad, puede obtenerse sumando
las soluciones de los problemas resueltos en 3.6.4 y 3.7.1.
Sin embargo, existe una alternativa de resolución que ofrece la ventaja de
reducir el número de series a evaluar, lo cual en casos concretos conduce a
cálculos menos complicados pues no siempre se conoce la suma de una serie.
Podemos proponer una solución de la forma:
u(x, t) = v(x, t) + w(x, t), (3.108)
y se elige v de modo que v(0, t) = μ(t) y v(l, t) = ν(t), por ejemplo
v(x, t) =
xν(t) + (l − x)μ(t)
l
. (3.109)
El problema en u se transforma en el problema para w:
wtt = a
2wxx + f(x, t)− 1
l
{xν′′(t) + (l − x)μ′′(t)} = a2wxx + f˜(x, t),
w(x, 0) = φ(x)− 1
l
{xν(0) + (l − x)μ(0)} = φ˜(x),
wt(x, 0) = ψ(x)− 1
l
{xν′(0) + (l − x)μ′(0)} = ψ˜(x),
w(0, t) = w(l, t) = 0, (3.110)
que tiene como solución la suma de las soluciones a los problemas tratados
en 3.6.1 y 3.7.1.
En efecto, la solución viene dada por
u(x, t) =
xν(t) + (l − x)μ(t)
l
+
∞∑
n=1
l
anπ
∫ t
0
f˜n(τ) sin
anπ
l
(t− τ)dτ sin nπx
l
+
∞∑
n=1
(
φ˜n cos
nπat
l
+
l
anπ
ψ˜n sin
nπat
l
)
sin
nπx
l
,
(3.111)
donde f˜n, φ˜n, ψ˜n son los coeﬁcientes de los desarrollos impares de Fourier
en x, de f˜ , φ˜ y ψ˜, respectivamente.
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3.7.3 Fuerza externa estacionaria
Cuando en cada punto x, 0 ≤ x ≤ l, se aplica una fuerza que no depende
del tiempo y las condiciones de frontera son constantes, se tiene el siguiente
problema:
utt = a
2uxx + f(x), 0 ≤ x ≤ l, t > 0,
u(x, 0) = φ(x) ut(x, 0) = ψ(x), 0 ≤ x ≤ l,
u(0, t) = u1 = cte, u(l, t) = u2 = cte, t > 0. (3.112)
En este caso proponemos como solución la suma
u(x, t) = v(x) + w(x, t), (3.113)
que reemplazada en la EDP provee para w la ecuación
wtt = a
2(v′′ + wxx) + f(x, t). (3.114)
La ﬂexión estática de la cuerda v(x), se determina de modo que responda al
problema
a2v′′ + f = 0,
v(0) = u1, v(l) = u2. (3.115)
Entonces, la desviación del estado estacionario w(x, t) deberá veriﬁcar que
wtt = a
2wxx,
w(x, 0) = φ(x)− v(x) = φ˜(x),
wt(x, 0) = ψ(x),
w(0, t) = w(l, t) = 0. (3.116)
Integrando dos veces se obtiene
v(x) = u1+(u2−u1)x
l
+
x
a2l
∫ l
0
dη
∫ η
0
f(ξ) dξ− 1
a2
∫ x
0
dη
∫ η
0
f(ξ) dξ, (3.117)
y la función w es la solución obtenida en 3.6.1. Por lo tanto, la solución al
problema (3.112) es
u(x, t) =
∞∑
n=1
(
φ˜n cos
nπat
l
+
l
anπ
ψn sin
nπat
l
)
sin
nπx
l
+ u1 + (u2 − u1)x
l
+
x
a2l
∫ l
0
dη
∫ η
0
f(ξ) dξ − 1
a2
∫ x
0
dη
∫ η
0
f(ξ) dξ, (3.118)
con φ˜n y ψn coeﬁcientes del desarrollo impar en serie de Fourier de φ˜ y ψ,
respectivamente.
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3.8 Ecuaciones lineales generales de tipo hiper-
bólico
El problema general a resolver en R2 consiste en hallar una función u(x, y) tal
que veriﬁque la EDP
uxx − uyy + a(x, y)ux + b(x, y)uy + c(x, y)u = −f(x, y), (3.119)
con condiciones dadas sobre una curva C del plano (x, y).
Antes de abordar el problema general, consideremos un problema relativa-
mente más sencillo: hallar la función u(x, y) solución de la ecuación
uyy − uxx = f(x, y), (3.120)
con condiciones sobre una curva C,
uC = φ(x),
unC = ψ(x), (3.121)
utilizando el teorema de Green. Dicho teorema establece que si F (x, y) y
G(x, y) son funciones continuas y tienen derivadas primeras continuas en un
dominio D, de frontera F , entonces∫ ∫
D
(Fξ −Gη) dξdη =
∫
F
(Gdξ + F dη). (3.122)
Si u(x, y) es una solución de la EDP (3.120), entonces (3.122), con F = −uξ y
G = −uη, se escribe∫ ∫
D
f(ξ, η)dξdη =
∫
F
(−uξdη − uηdξ), (3.123)
donde D es la región triangular limitada por las características C1 y C2 que se
cortan en el punto P (x, y), y la curva C que las une. La ﬁgura 3.13 ilustra el
dominio D con R(x1, y1) y Q(x2, y2).
Sobre C1 es dξ = dη, entonces∫
C1
(−uξdη − uηdξ) = −
∫
C1
(uξdξ + uηdη) = −
∫
C1
du = −u(x1, y1) + u(x, y)
(3.124)
en tanto que sobre C2 es dξ = −dη, y∫
C2
(−uξdη−uηdξ) =
∫
C2
(uξdξ+uηdη) =
∫
C2
du = u(x, y)−u(x2, y2). (3.125)
La ecuación (3.123) se escribe
2u(x, y)− u(x1, y1)− u(x2, y2)−
∫
C
(uξdη+ uηdξ) =
∫ ∫
D
f(ξ, η)dξdη, (3.126)
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Figura 3.13: Dominio D con R(x1, y1) y Q(x2, y2).
y la solución viene dada por
u(x, y) =
u(x1, y1) + u(x2, y2)
2
+
1
2
∫
C
(uξdη + uηdξ) +
1
2
∫ ∫
D
f(ξ, η)dξdη,
(3.127)
donde uξC y uηC se obtienen mediante las fórmulas
uξC =
φ′(ξ) + ψ(ξ)g′(ξ)
√
1 + g′(ξ)2
1 + g′(ξ)2
,
uηC =
φ′(ξ)g′(ξ)− ψ(ξ)
√
1 + g′(ξ)2
1 + g′(ξ)2
, (3.128)
con g(x) la ecuación de la curva C.
La fórmula (3.127) provee la solución al problema de Cauchy siempre que
(x2, y2) → (x1, y1) si (x, y) tiende a un punto de C, es decir, si el dominio
triangular D se reduce a un punto a medida que (x, y) se aproxima a la curva
inicial.
Nótese que éste no es siempre el caso pues si en algún punto la pendiente
de C es mayor que la unidad, se tendrá una situación como la que muestra la
ﬁgura 3.14, donde al hacer tender (x, y) al punto R de la curva C, Q → Q1 = R.
Entonces, si nos restringimos a curvas iniciales C cuya pendiente en valor
absoluto es menor que la unidad -llamadas curvas de tipo espacial-, la solución
del problema de Cauchy está dada por (3.127).
En tanto, puede mostrarse que para curvas de tipo temporal, es decir con
pendientes en valor absoluto mayores que la unidad, la fórmula (3.127), en
general, no provee la solución al problema de valor inicial.
3.8.1 Problema de Goursat
Se denomina de esta manera al problema de contorno para una ecuación
hiperbólica donde se dan determinadas condiciones sobre dos características
que se cortan en un punto.
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Figura 3.14: Caso en que la pendiente de C es mayor que 1.
Sean R y Q puntos que están sobre las características que se cortan en
P (x, y). El problema de Goursat consiste en hallar la solución v(x, y) de la
ecuación hiperbólica
M(v) = vxx − vyy − (av)x − (bv)y + cv = 0, (3.129)
tal que sobre las características satisface las condiciones
vPR = exp
[∫ s
s0
b− a
2
√
2
ds
]
,
vQP = exp
[
−
∫ s
s0
b+ a
2
√
2
ds
]
,
v(P ) = 1. (3.130)
La función analítica v solución de este problema se denomina función de Rie-
mann.
Teorema 3.4 La función de Riemann existe y es única.
Demostración: De las condiciones (3.130) sobre las características conside-
radas en el plano (ξ, η) resultan
dvPR = v
(b− a)
2
√
2
ds = −v (b− a)
2
dξ,
dvQP = −v 2
(b+ a)√
2
ds = v
(b+ a)
2
dξ,
v(p) = 1. (3.131)
Consideremos la región D limitada por las características η − ξ = y1 − x1 y
η + ξ = y2 + x2 que pasan por R = (x1, y1) y Q = (x2, y2) y se cortan en
P (x, y), y las características η + ξ = y1 + x1 y η − ξ = y2 − x2 que también
pasan por R y Q y se intersectan en un punto B. Entonces dicha región tiene
frontera F = QP +PR+RB+BQ. Si aplicamos el teorema de Green (3.122)
a la región D con F = vξ − av y G = vη + bv, resulta
−
∫ ∫
D
cv dξdη =
∫
F
(vη + bv) dξ + (vξ − av) dη =
=
∫
QP
−dv + v(b+ a) dξ +
∫
PR
dv + v(b− a) dξ +
∫
RB
−dv + v(b+ a) dξ+
+
∫
BQ
dv + v(b− a) dξ =
=
∫
QP
dv −
∫
PR
dv −
∫
RB
dv +
∫
BQ
dv +
∫
RB
v(b+ a) dξ +
∫
BQ
v(b− a) dξ =
= 2v(P )− 2v(B) +
∫
RB
v(b+ a) dξ +
∫
BQ
v(b− a) dξ, (3.132)
lo que implica
v(B) = 1 +
1
2
[∫ ∫
RB
(b+ a)v dξ +
∫
BQ
(b− a)v dξ +
∫ ∫
D
cv dξdη
]
. (3.133)
El segundo término de la suma (3.133) puede considerarse como un operador
lineal T aplicado a la función v, y nos interesa hallar v tal que
v = 1 + T (v). (3.134)
Esta ecuación puede resolverse por iteración según el esquema:
vn+1 = 1 + T (vn), v0 = 1. (3.135)
Demostraremos que existe el límite
v = lim
n→∞ vn. (3.136)
Para ello tomamos un entorno U del punto P suﬁcientemente pequeño de
modo que ∀ v se veriﬁque
T (v) ≤ 1
2
max
Q∈U
|v|. (3.137)
Además, es
|vn+1 − vn| = |T (vn − vn−1)| ≤ 1
2
max
Q∈U
|vn − vn−1|, (3.138)
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y
Q∈U
max |vn+1 − vn| ≤ 1
2
max
Q∈U
|vn − vn−1|. (3.139)
Aplicando sucesivamente esta desigualdad resulta que
max
Q∈U
|vn+1 − vn| ≤ 1
2n
max
Q∈U
|v1 − v0|.
(3.140)
Si consideramos ahora la identidad
vn = v0 +
n∑
(vk − vk−1)
k=1
(3.141)
observamos que el término
∑n
k=1(vk − vk−1) es la suma parcial∑nde una kser−1ieque tiene como mayorante a la serie geométrica max |v1− v0| k=1 (1/2) ,
que es convergente por lo tanto vn converge uniformemente a v en U .
La función v es solución de la ecuación (3.133) dado que
lim
n→∞
( )
= 1 + lim
n→∞T (vn) = limn→∞1 + T (v) = 1 + T vn vn = v. (3.142)
Esta solución es única pues si suponemos que existen dos soluciones v1, v2,
su diferencia veriﬁca
(3.143)
y en U es |T (v1 − v2)| ≤ 12
v1 − v2 = T (v1 − v2),
max |v1 − v2|, por lo cual
1
2
max |v1 − v2| ≤ max |v1 − v2|, (3.144)
desigualdad que implica que v1 − v2 ≡ 0, es decir v1 = v2 y la solución es
única.
3.8.2 Método de Riemann
Este método provee una solución para la EDP de tipo hiperbólico
L(u) = uxx − uyy + a(x, y)ux + b(x, y)uy + c(x, y)u = −f(x, y), (3.145)
con condiciones dadas sobre una curva en el plano.
Se presentan previamente algunos resultados relativos a los operadores dife-
renciales lineales L(u) deﬁnido en (3.145) y M(v) dado por
M(v) = vxx − vyy − (av)x − (bv)y + cv. (3.146)
Los operadores L y M se dicen conjugados o adjuntos si veriﬁcan la relación
vL(u)− uM(v) = Hx +Ky, (3.147)
con H y K funciones que dependen de u, v y sus derivadas de primer orden.
Si L = M , L se dice autoadjunto o autoconjugado.
Si multiplicamos L(u) por v y teniendo en cuenta que
vuxx = (vux)x − (vxu)x + uvxx,
vuyy = (vuy)y − (vyu)y + uvyy,
vaux = (avu)x − u(av)x,
vbuy = (bvu)y − u(bv)y,
obtenemos que
vL(u) = uM(v) +
∂H
∂x
+
∂K
∂y
, (3.148)
con
H = vux − uvx + avu = (vu)x − (2vx − av)u,
K = −vuy + uvy + bvu = −(vu)y + (2vy − bv)u, (3.149)
y los operadores L y M son conjugados.
Aplicando el teorema de Green (3.122) a una región D limitada por una curva
F , se tiene ∫ ∫
D
[vL(u)− uM(v)]dξdη =
∫
F
(Hdη −Kdξ). (3.150)
Esta fórmula es el punto de partida para resolver el problema que consiste en
hallar la función u que veriﬁca la EDP hiperbólica
L(u) = uxx − uyy + aux + buy + cu = −f(x, y), (3.151)
y tal que sobre la curva C, u y su derivada normal toman valores dados,
uC = φ(x), unC = ψ(x). (3.152)
Sea C de ecuación y = g(x) derivable y tal que |g′(x)| < 1. Consideramos la
región D delimitada por las características que pasan por P (x, y) y por el arco
de la curva C que une los puntos R y Q en los que las características cortan a
C (ver ﬁgura 3.13), y se calcula∫ ∫
D
[vL(u)− uM(v)] dξdη =
∫
PR+R̂Q+QP
(Hdη −Kdξ). (3.153)
Las integrales sobre las características se pueden transformar sabiendo que
sobre QP : dξ = −dη = − ds√
2
,
sobre PR : dξ = dη = − ds√
2
. (3.154)
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Luego,∫
QP
(Hdη −Kdξ) =
∫
QP
(vu)ξdη + (vu)ηdξ − 2(vξdη + vηdξ)u
= −
QP
d(uv) +
+adη − adξuv =
∫ ∫
QP
(
2
dv
ds
+
a+ b√
2
v
)
uds =
=
+
QP
−(uv)(P ) + (uv)(Q)
∫ (
2
dv
ds
+
a+ b√
2
v
)
u ds.
(3.155)
En forma análoga,∫
Hdη −Kdξ = −(uv)(P ) + (uv)(R)−
∫
PR
(
2
dv
ds
− a− b√
2
v
)
uds. (3.156)
PR
De aquí resulta
D
[vL(u)− uM(v)] dξdη =
∫ ∫ ∫
R̂Q
(Hdη −Kdξ)− 2(uv)(P ) + (uv)(Q)+
QP
∫ (
2
dv
ds
+
a+ b√
2
v uds−
PR
2
dv
ds
− a− b√
2
v
) ∫ ( )
uds,+(uv)(R) +
que equivale a
(uv)(P ) =
(uv)(Q) + (uv)(R)
2
+
1
2
∫
R̂Q
(Hdη −Kdξ)+
+
∫
QP
(
dv
ds
+
a+ b
2
√
2
v
)
uds−
∫
PR
(
dv
ds
− a− b
2
√
2
v
)
uds−
− 1
2
∫ ∫
D
[vL(u)− uM(v)] dξdη.
A ﬁn de que esta expresión sea lo más simple posible, elegimos v solución de
M(v) = vxx − vyy − (av)x − (bv)y + cv = 0, (3.157)
en D, tal que sobre la característica PR veriﬁque
dv
ds
(a− b)
2
√
2
= v, (3.158)
sobre QP
dv
ds
= − (a+ b)
2
√
2
v, (3.159)
y sea v(P ) = 1.
Es decir, v es una función de Riemann, la función de Riemann asociada a
L(u).
Si se denomina s0 = s(P ), sobre PR resulta
ln v =
∫ s
s0
(a− b)
2
√
2
ds+ C, (3.160)
pero como v(P ) = 1 es C = 0, y
v = exp
[∫ s
s0
(a− b)
2
√
2
ds
]
. (3.161)
Este problema tiene solución única (tal como lo enuncia el teorema 3.4) y por
lo tanto
u(P ) =
(uv)(Q) + (uv)(R)
2
+
1
2
∫
R̂Q
{v(uξdη + uηdξ)− u(vξdη + vηdξ)+
+uv(adη − bdξ)}+ 1
2
∫ ∫
D
v f dξdη (3.162)
que es la solución al problema (3.151)-(3.152).
Las funciones uξ y uη sobre C pueden hallarse a partir de las fórmulas (3.128),
siendo g(x) la ecuación de C.
Ejemplo 6. Por el método de Riemann hallaremos la solución al problema
a2uxx − utt = −f(x, t), −∞ < x < ∞, t ≥ 0
u(x, 0) = φ(x),
ut(x, 0) = ψ(x).
Tomando y = at, obtenemos el problema equivalente para U(x, y) = u(x, y/a)
Uxx − Uyy = −f1(x, y),
U(x, 0) = φ(x),
Uy(x, 0) = ψ1(x),
con f1(x, y) = f(x, t)/a2 y ψ1(x) = ψ(x)/a.
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R(x-y,0) Q(x+y,0)
P(x,y)

x
y
Figura 3.15: El arco R̂Q es ahora un segmento del eje y = 0.
Sabemos que la solución está dada por
(Uv)(P ) =
(Uv)(Q) + (Uv)(R)
2
+
+
1
2
∫
R̂Q
[v(Uξdη + Uηdξ)− U(vξdη + vηdξ) + Uv(adη − bdξ)] +
+
1
2
∫ ∫
D
vf1dξdη,
donde el arco R̂Q es ahora un segmento del eje y = 0 que indicaremos con
RQ (ver ﬁgura 3.15).
El operador L(U) = Uxx − Uyy es autoconjugado, L(U) = M(v).
Como a = b = 0, v es igual a la unidad sobre las características PR y QP , y
entonces es v ≡ 1.
Considerando además que sobre RQ es dη = 0, resulta
U(P ) =
U(Q) + U(R)
2
+
1
2
∫
RQ
Uηdξ +
1
2
∫ ∫
D
f1 dξdη,
o bien,
U(x, y) =
φ(x− y) + φ(x+ y)
2
+
1
2
∫ x+y
x−y
ψ1(ξ)dξ+
+
1
2
∫ y
0
∫ x+(y−η)
x−(y−η)
f1(ξ, η)dξdη.
Notemos que al volver a u(x, t) obtenemos (3.18) y, en el caso en que f(x, t) =
0, la fórmula de D’Alembert; en efecto, es
u(x, t) =
φ(x− at) + φ(x+ at)
2
+
1
2a
∫ x+at
x−at
ψ(ξ)dξ+

+
1
2a
∫ t
0
∫ x+a(t−τ)
x−a(t−τ)
f(ξ, τ)dξdτ.
Ejemplo 7. Aplicaremos el método de Riemann a ﬁn de resolver el problema
con condiciones iniciales para la forma general de la ecuación no homogénea
con coeﬁcientes constantes
uxx − uyy + cu = −f(x, y), −∞ < x < ∞, y > 0,
u(x, 0) = φ(x),
uy(x, 0) = ψ(x).
La determinación de u se reduce a escribir la función de Riemann v(x, y; ξ, η),
la que deberá satisfacer:
i) vxx − vyy + cv = 0,
ii) v = 1 sobre la característica PR,
iii) v = 1 sobre la característica PQ.
Pondremos
v = V (z), z =
√
(x− ξ)2 − (y − η)2,
y dejamos como ejercicio al lector el veriﬁcar que la ecuación para V (z) toma
la forma
V ′′ +
1
z
V ′ + cV = 0,
con la condición V (0) = 1. En efecto, notemos que sobre las características
PR y PQ es z = 0.
La solución de esta ecuación es la función de Bessel de orden nulo (apéndice
E),
V = J0(
√
c z),
o bien
v(x, y; ξ, η) = J0
(√
c[(x− ξ)2 − (y − η)2]
)
.
La solución u(x, y) viene dada por
u(P ) =
u(R) + u(Q)
2
+
1
2
∫
RQ
(vuη − uvη) dξ + 1
2
∫ ∫
D
vf dξdη,
pues dη = 0.
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La integral sobre el segmento RQ es∫
RQ
(vuη − uvη) dξ =
∫ x+y
x−y
{J0
(√
c[(x− ξ)2 − y2]
)
uη(ξ, 0)−
− u(ξ, 0)J ′0
(√
c[(x− ξ)2 − y2]
) cy√
c[(x− ξ)2 − y2]} dξ,
de modo que, en virtud de
J ′0(x) = −J1(x)
con J1(x) función de Bessel de orden 1 (ver apéndice E), y usando las condi-
ciones iniciales obtenemos
u(x, y) =
φ(x− y) + φ(x+ y)
2
+
1
2
∫ x+y
x−y
J0
(√
c [(x− ξ)2 − y2]
)
ψ(ξ) dξ+
+
1
2
cy
∫ x+y
x−y
J1
(√
c [(x− ξ)2 − y2]
)
√
c[(x− ξ)2 − y2] φ(ξ) dξ +
+
1
2
∫ y
0
∫ x+y−η
x−y+η
J0
(√
c [(x− ξ)2 − (y − η)2]
)
f(ξ, η) dξdη.
Si es c = 0, haciendo y = at reobtenemos la fórmula de D’Alembert,
u(x, t) =
φ(x− at) + φ(x+ at)
2
+
1
2a
∫ x+at
x−at
ψ(x) dξ,
que da la solución al problema de las oscilaciones en la cuerda inﬁnita,
uxx − 1
a2
utt = 0,
con las condiciones iniciales
u(x, 0) = φ(x),
ut(x, 0) = ψ(x) = aψ(x) = auy(x, 0).
3.9 Problemas propuestos
1- Una cuerda inﬁnita es sometida a una deformación inicial dada por
φ(x) =
{
1− x2, |x| < 1
0, |x| > 1.
a) Hallar el desplazamiento de la cuerda en t = 1/a y representar gráﬁca-
mente.
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b) Hallar el movimiento de x = 0 y representar gráﬁcamente.
c) Dividir el plano de las fases (x, t) según las características que pasan por
x = 1 y x = −1. Imaginar como viajan las ondas φ y que valores inciden en
cada región.
2- A una cuerda inﬁnita se le imparte una velocidad inicial transversal v0 = cte,
sobre una sección −1 ≤ x ≤ 1. Graﬁcar la posición de la cuerda para t =
0, 1/2a, 1/a.
3- Hallar el desplazamiento de una cuerda inﬁnita sometida sólo a una fuerza
continua f(x, t) = sen(x+ at).
4- A una cable semi-inﬁnito con extremo ﬁjo en x = 0 se le imparte una veloci-
dad inicial longitudinal igual a v0 = cte sobre el segmento c ≤ x ≤ 2c y nula
fuera de él. Graﬁcar u(x, t) para t = 0, c/a, 2c/a, 3c/a.
5- Una onda u(x, t) = f(x + at) viaja a lo largo de una cuerda semi-inﬁnita.
Hallar las vibraciones de la cuerda si su extremo
a) está ﬁjo,
b) está libre.
6- Probar que si f(x, t) en el problema
utt = a
2uxx + f(x, t),
donde −∞ < x < ∞, t ≥ 0, con u(x, 0) = ut(x, 0) = 0, es función impar de x
entonces u(0, t) = 0 y si es función par de x, entonces ux(0, t) = 0.
7- Resolver
utt = a
2uxx + f(x, t),
con x > 0, t > 0, si u(x, 0) = ut(x, 0) = 0 y u(0, t) = 0.
Considerar el caso particular en que f(x, t) = xexp(−t).
8- Resolver
utt = a
2uxx + f(x, t),
donde x > 0, t > 0, si u(x, 0) = ut(x, 0) = 0 y ux(0, t) = 0.
9- Resolver el problema de las vibraciones longitudinales de un cable con ex-
tremo ﬁjo en x = 0 y el extremo x = l libre, si el cable tiene una extensión
inicial u(x, 0) = Ax para 0 ≤ x ≤ l y la velocidad inicial es nula.
10- Resolver el problema de las oscilaciones de una cuerda bajo la acción de
una fuerza externa estacionaria f(x) = exp(x) y tal que u(0, t) = 1, u(1, t) = 2,
siendo la longitud de la cuerda l = 1.
11- Resolver por el método de separación de variables la ecuación
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utt = 4uxx,
con 0 ≤ x ≤ 1 y las condiciones u(x, 0) = 0, ut(x, 0) = 2cos2(πx) y u(0, t) =
ux(1, t) = 0.
12- Resolver la ecuación
utt − 2ut + u = a2uxx +A sin
(πx
l
)
con 0 ≤ x ≤ l, y las condiciones u(x, 0) = 0, ut(x, 0) = 0, u(0, t) = ux(l, t) = 0.
13- Resolver la ecuación
uxx + 6uxy + 5uyy = 0,
de modo que sobre las características L1 : x − y = 0 y L2 : 5x − y = 0 tome
los valores uL1 = α(x), uL2 = β(x), con α(0) = β(0).
14- Veriﬁcar directamente que la fórmula
v(x, t) = J0
(
μ
√
(x+ t− α)(x− t− β)
)
,
(función de Riemann) es solución de la ecuación
vxx − vtt + μ2v = 0.
Sugerencia: J ′0(x) = −J1(x) y [xJ1(x)]′ = xJ0(x).
15- Usando la función de Riemann expresar la solución del problema
uxx − utt + μ2u = 0,
con u(x, 0) = φ(x), ut(x, 0) = ψ(x).
16- Resolver la ecuación
uxx − uyy + aux + buy + cu = 0,
donde a, b y c son constantes, con −∞ < x < ∞, y > 0, si u(x, 0) = φ(x) y
uy(x, 0) = ψ(x).
17- Hallar la solución de
utt = uxx,
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con x ≥ 0, k > 1, si u(x, 0) = φ0(x), ut(x, 0) = φ1(x) y u(x, kx) = ψ(x), con
φ0(0) = ψ(0).
Soluciones a los problemas propuestos
1-a
u(x, 1/a) =
⎧⎪⎪⎨⎪⎪⎩
0 x < −2
−x(x+ 2) −2 < x < 0
−x(x− 2) 0 < x < 2
0 x > 2.
1-b
u(0, t) =
{
1− a2t2 0 < t < 1/a
0 t > 1/a.
1-c
u(1, t) =
{
1−(1−at)2
2 0 < t < 2/a
0 t > 2/a.
3-
u(x, t) = −t cos (x+ at]/2a+ [sin (x+ t(2− a)− sin (x− at)] /4a
4-
u(x, 0) = 0
u(x, c/a) =
⎧⎪⎪⎨⎪⎪⎩
v0x/2a 0 < x < c
v0c/2a c < x < 2c
v0(3c− x)/2a 2c < x < 3c
0 x > 3c.
u(x, 2c/a) =
⎧⎪⎪⎨⎪⎪⎩
v0(2c− x)/2a 0 < x < c
v0c/2a c < x < 3c
v0(4c− x)/2a 3c < x < 4c
0 x > 4c.
5-a
u(x, t) =
{
f(x+ at) t < x/a
f(at+ x)− f(at− x) t > x/a.
5-b
u(x, t) =
{
f(x+ at) t < x/a
f(at+ x) + f(at− x)− f(0) t > x/a.
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7-
u(x, t) =
1
2a
⎧⎪⎪⎨⎪⎪⎩
∫ t−x/a
0
dτ
∫ a(t−τ)+x
a(t−τ)−x f(ξ, η)dξ +
∫ t
t−x/a dτ
∫ x+a(t−τ)
x−a(t−τ) f(ξ, η)dξ, t > x/a
∫ t
0
dτ
∫ x+a(t−τ)
x−a(t−τ) f(ξ, η)dξ t < x/a.
u(x, t) = x(t− 1 + e−t)
8-
u(x, t) =
{∫ t−x/a
0
dτ
[∫ a(t−τ)−x
0
f(ξ, η)dξ +
∫ a(t−τ)+x
0
f(ξ, η)dξ
]}
/2a+
+
{∫ t
t−x/a
dτ
∫ x+a(t−τ)
x−a(t−τ)
f(ξ, η)dξ
}
/2a; t > x/a
u(x, t) =
{∫ t
0
dτ
∫ x+a(t−τ)
x−a(t−τ)
f(ξ, η)dξ
}
/2a; t < x/a
9-
u(x, t) =
8Al
π2
∞∑
n=1
1
n2
sin
(nπ
2
)
sin
(nπx
2l
)
cos
(
nπat
2l
)
10-
u(x, t) =
∞∑
n=1
φn sin (nπx) cos (nπat) + [a
2 + 1− ex + x(a2 + e− 1]/a2
con
φn =
2
πn
[
1 +
e− 1
a2(1 + n2π2)
− (−1)n2
]
11-
u(x, t) = t+ cos (2πx) sin (4πt)
12-
u(x, t) =
Al
aπ
l2
(l2 + a2π2)
sin
(πx
l
) [aπ
l
+ et sin
(πx
l
)
− aπ
l
et cos
(πx
l
)]
13-
u(x, y) = φ
(
5x− y
4
)
+ ψ
(
y − x
4
)
− φ(0)
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15-
u(x, t) =
φ(x+ t) + φ(x− t)
2
+
1
2
∫ x+t
x−t
J0
(
μ
√
(ξ − x− t)(ξ − x+ t)
)
ψ(ξ)dξ
+
1
2
∫ x+t
x−t
φ(ξ)μt√
(ξ − x− t)(ξ − x+ t)J1
(
μ
√
(ξ − x− t)(ξ − x+ t)
)
dξ
16-
u(x, y) =
φ(x+ y)e(b+a)y/2 + φ(x− y)e(b−a)y/2
2
+
+
eby/2
2
∫ x+y
x−y
(
−b
2
J0(B) +
√
ky√
B
J1(B)
)
φ(ξ)e−a(x−ξ)/2dξ
+
eby/2
2
∫ x+y
x−y
J0(B)φ(ξ)e
−a(x−ξ)/2dξ,
con
B =
√
k(ξ − x− y)(ξ − x+ y)
17-
u(x, y) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
φ0(x+y)+φ0(x−y)
2 +
1
2
∫ x+y
x−y φ1(ξ)dξ x ≥ t
ψ
(
t+x
k+1
)(
1
2 − kk2+1
)
+ ψ
(
t−x
k−1
)(
1
2 +
k
k2+1
)
+ 1−k
2
(1+k2)3/2
[
ψ
(
t+x
k−1
)
− ψ
(
t−x
k−1
)]
−
− 1√
1+k2
[∫ t+x
(k+1)(t−x)
(k−1)
φ1(ξ)dξ + φ0(t+ x)− φ0 ((k + 1)(t− x)/(k − 1))
]
x < t.
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Capítulo 4
Ecuaciones parabólicas en
una dimensión
La ecuación parabólica en una variable espacial,
uxx − ut + b(x, t)ux + c(x, t)u = f(x, t), (4.1)
representa procesos de conducción del calor o de difusión.
4.1 Deﬁnición de solución de un problema de con-
torno
El 1◦ problema de contorno para la ecuación homogénea en un intervalo es-
pacial ﬁnito consiste en resolver
ut = a
2uxx, 0 < x < l, 0 < t ≤ T, (4.2)
con la condición inicial
u(x, 0) = φ(x), 0 ≤ x ≤ l, (4.3)
y las condiciones de frontera
u(0, t) = μ(t), u(l, t) = ν(t), 0 ≤ t ≤ T. (4.4)
Para considerar aquellos problemas de interés físico resulta conveniente pre-
cisar la deﬁnición de solución a ﬁn de tener un problema bien planteado. En
efecto, notemos por ejemplo, que si se entendiera por solución una función u
que veriﬁque la ecuación y las condiciones de contorno en las regiones que
indica el problema, entonces la función deﬁnida por:
u(x, t) = c, 0 < x < l, 0 < t ≤ T,


u(x, 0) = φ(x),
u(0, t) = μ(t),
0 ≤ x ≤ l,
u(l, t) = ν(t), 0 ≤ t ≤ T, (4.5)
con c una constante arbitraria, sería solución, aún cuando φ(x) = c, μ(t) = c
o ν(t) = c; y en ese caso el problema tendría inﬁnitas soluciones. Procuremos
pues una deﬁnición de solución que nos garantice tener un problema bien
planteado. Diremos entonces que entendemos por solución del 1◦ problema
de contorno propuesto, una función u(x, t) tal que
i) u(x, t) es continua en la región cerrada:
0 ≤ x ≤ l, 0 ≤ t ≤ T .
ii) u(x, t) satisface la ecuación (4.2) en la región abierta:
0 < x < l, 0 < t < T .
iii) u(x, t) satisface la condición inicial y las condiciones de frontera, con
φ(x), μ(t), ν(t) funciones continuas que veriﬁcan las llamadas condiciones de
conjunción:
φ(0) = μ(0), φ(l) = ν(0).
Notemos que las condiciones de conjunción están ya implícitas en la condición
i), pero resulta conveniente explicitarlas dado que las funciones φ, μ y ν pueden
elegirse libremente.
4.2 Unicidad y estabilidad del primer problema de
contorno para una región acotada
Un resultado físico coherente con el problema de la conducción del calor en
una barra ﬁnita cuando no actúan fuentes externas, y que nos permitirá de-
mostrar la unicidad de la solución al 1◦ problema de contorno en el segmento,
es el siguiente teorema.
Teorema del valor máximo. Si la función u(x, t) es continua en la región
0 ≤ x ≤ l, 0 ≤ t ≤ T , y satisface la ecuación ut = a2uxx en 0 < x < l,
0 < t < T , entonces u toma sus valores máximo y mínimo en el instante inicial
t = 0, o en los puntos de la frontera o extremos x = 0, x = l.
En este problema denominaremos contorno al conjunto:
C = {(x, 0); 0 ≤ x ≤ l} ∪ {(0, t), (l, t); 0 ≤ t < T}.
Demostración: Procedemos por vía del absurdo. Sea M el valor máximo de
u en el contorno y supongamos que existe un punto (x0, t0) no perteneciente
a C, es decir 0 < x0 < l, 0 < t0 ≤ T , tal que u(x0, t0) = M + .
Deﬁnimos una función auxiliar v dada por
v(x, t) = u(x, t) + k (t0 − t), (4.6)
con k > 0 y que veriﬁca la condición k(t0 − t) ≤ kT < /2, o sea k < /2T .
Esta función v está acotada en C; en efecto,
v(x, t) ≤ M + 
2
, (4.7)
y cumple que v(x0, t0) = u(x0, t0) = M + .
Por ser continua, v alcanza su valor máximo en un punto (x1, t1), con 0 < x1 <
l, 0 < t1 ≤ T , y será
v(x1, t1) ≥ v(x0, t0) = M + . (4.8)
Las condiciones de máximo en la región mencionada implican que
vxx(x1, t1) = uxx(x1, t1) ≤ 0,
ut(x1, t1) = vt(x1, t1) + k ≥ k > 0. (4.9)
Esto signiﬁca que la ecuación ut = a2uxx no se satisface en el punto inte-
rior (x1, t1), lo que contradice la hipótesis del teorema. En consecuencia, el
máximo se alcanza en puntos de C.
Si consideramos la función −u, ésta toma su valor máximo en C, entonces u
alcanza su mínimo en C.
Teorema de unicidad. Si el 1◦ problema de contorno para la ecuación ho-
mogénea en un intervalo tiene solución, ésta es única.
Demostración: Sean u1 y u2 soluciones del problema deﬁnido en 4.1 y sea
u = u1 − u2. La función u es solución de la ecuación homogénea con condi-
ciones de contorno nulas: u(x, 0) = 0, u(0, t) = u(l, t) = 0. Pero por el teorema
del valor máximo es u ≡ 0, es decir u1 = u2.
Los dos lemas que demostramos a continuación conducen a determinar la
estabilidad del 1◦ problema de contorno para la ecuación homogénea en un
intervalo.
Lema 4.1 Si dos soluciones u1, u2 de la ecuación homogénea ut = a2uxx
veriﬁcan u1 ≤ u2 en la frontera C, entonces u1(x, t) ≤ u2(x, t) para 0 ≤ x ≤ l,
0 ≤ t ≤ T .
Demostración: Sea v(x, t) = u1(x, t) − u2(x, t), entonces v es solución de la
ecuación homogénea y v ≤ 0 en C, entonces por el teorema del valor máximo,
es v ≤ 0 en 0 ≤ x ≤ l, 0 ≤ t ≤ T .
Lema 4.2 Si dos soluciones u1, u2 de la ecuación homogénea ut = a2uxx
veriﬁcan |u1(x, t) − u2(x, t)| <  en C, entonces |u1(x, t) − u2(x, t)| <  para
0 ≤ x ≤ l, 0 ≤ t ≤ T .
Demostración: Las funciones v = u1 − u2, v1 = −, v2 =  son soluciones
de la ecuación homogénea y v1 ≤ v ≤ v2 en C, entonces por el lema 4.1 es
v1 ≤ v ≤ v2 en 0 ≤ x ≤ l, 0 ≤ t ≤ T .
Como corolario del lema 4.2 se concluye que la solución del primer problema
de contorno para la ecuación homogénea en un intervalo depende en forma
continua de las condiciones de contorno, es decir, es un problema estable. Si
este problema tiene solución, entonces es un problema bien planteado.
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4.3 Solución del primer problema de contorno pa-
ra una barra ﬁnita
El problema general representa la propagación del calor en una barra de lon-
gitud l, 0 ≤ x ≤ l, donde cada punto x está a una temperatura inicial φ(x).
A los puntos de la barra se les suministra calor mediante una fuente externa
f(x, t), 0 < x < l, t > 0 y a los extremos, mediante fuentes de calor μ(t) y ν(t),
respectivamente.
Ecuación homogénea con condiciones de frontera nulas
Este problema consiste en resolver la ecuación
ut = a
2uxx, 0 < x < l, t > 0, (4.10)
con las condiciones de contorno
u(x, 0) = φ(x), 0 ≤ x ≤ l,
u(0, t) = u(l, t) = 0, t ≥ 0. (4.11)
En virtud del método de separación de variables (apéndice C) escribimos la
solución como el producto u = f(x)g(t). Reemplazando en (4.10) y separando
los términos que contienen a las variables independientes x y t, obtenemos
g′
a2g
=
f ′′
f
= −λ2. (4.12)
Notemos que la constante de separación debe ser negativa a ﬁn de responder
a la realidad física del problema. En efecto, en caso contrario, la temperatura
crecería exponencialmente con el tiempo.
Las dos EDO resultantes
f ′′ + λ2 f = 0,
g′ + (aλ)2 g = 0, (4.13)
dan como posibles soluciones a la familia
uλ(x, t) = (Aλ cosλx+Bλ sinλx) e
−a2λ2t. (4.14)
Teniendo en cuenta las condiciones de frontera, deben ser
Aλ = 0, sinλl = 0. (4.15)
y según la última condición, los valores de λ deben satisfacer λl = nπ.
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Por principio de superposición proponemos como solución a la función
u(x, t) =
n=1
un(x, t) =
∞∑ ∞∑
n=1
Bn sin
nπx
l
e−(anπ/l)
2t, (4.16)
tal que
u(x, 0) = φ(x) =
∞∑
n=1
Bn sin
nπx
l
. (4.17)
Este desarrollo de Fourier (apéndice B) converge a φ(x) en el intervalo (0, l), y
representa su prolongación impar y periódica a toda la recta. Los coeﬁcientes
se calculan mediante la expresión
Bn =
2
l
∫ l
0
φ(ξ) sin
nπξ
l
dξ, (4.18)
quedando así determinada la solución
u(x, t) =
2
l
n=1
∞∑(∫ l
0
φ(ξ) sin
nπξ
l
dξ
)
sin
nπx
l
e−(anπ/l)
2t. (4.19)
Puede demostrarse que esta función es solución en el sentido deﬁnido en 4.1.
Hemos arribado a la solución por el método clásico de separación de variables
pero podríamos haber obtenido este resultado proponiendo una solución de la
forma
u(x, t) =
∞∑
n=1
un(t) sin
nπx
l
, (4.20)
pues las condiciones de frontera nulas sugieren el desarollo senoidal de Fourier,
tomando a t como parámetro.
Ecuación completa con condiciones de contorno nulas
Resolveremos la ecuación
(4.21)ut = a2uxx + f(x, t), 0 < x < l, t > 0,
con condiciones de borde nulas
u(x, 0) = u(0, t) = u(l, t) = 0, 0 ≤ x ≤ l, t ≥ 0, (4.22)
para lo cual proponemos como solución la serie de Fourier:
u(x, t) =
∞∑
n=1
un(t) sin
nπx
l
. (4.23)
Si extendemos a f(x, t) como función impar de x respecto de x = 0 y x = l, es
f(x, t) =
∞∑
n=1
fn(t) sin
nπx
l
, (4.24)
con
fn(t) =
2
l
∫ l
0
f(ξ, t) sin
nπξ
l
dξ. (4.25)
Sustituyendo según (4.23) y (4.24) en (4.21) obtenemos
∞∑
n=1
[
u′n +
(anπ
l
)2
un − fn
]
sin
nπx
l
= 0; (4.26)
y por la unicidad del desarrollo de Fourier resulta que
u′n +
(anπ
l
)2
un − fn = 0. (4.27)
Resolviendo esta ecuación por el método de la transformada de Laplace (a-
péndice D), con la condición inicial un(0) = 0, y denotando con L{fn} = Fn,
se obtiene
L{un} = Un = Fn
s+ (anπl )
2
, (4.28)
y tomando la transformada inversa resulta
un =
∫ t
0
fn(τ)e
−( anπl )2(t−τ)dτ. (4.29)
Por lo tanto es
u(x, t) =
∞∑
n=1
(∫ t
0
fn(τ) e
−( anπl )2(t−τ)dτ
)
sin
nπx
l
, (4.30)
o bien, en términos de los datos del problema,
u(x, t) =
2
l
∫ t
0
∫ l
0
( ∞∑
n=1
e−(
anπ
l )
2(t−τ) sin
nπξ
l
sin
nπx
l
)
f(ξ, τ) dξdτ. (4.31)
Problema general en el segmento
El problema general en la barra ﬁnita consiste en resolver la ecuación
ut = a
2uxx + f(x, t), 0 < x < l, t > 0, (4.32)
con condición inicial
u(x, 0) = φ(x), 0 ≤ x ≤ l, (4.33)
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y condiciones de frontera
u(0, t) = μ(t), u(l, t) = ν(t), t ≥ 0. (4.34)
Recurrimos a una función auxiliar, w(x, t) = u(x, t) + v(x, t), de modo que
v(x, t) sea la solución de
vt = a
2vxx + f˜(x, t), (4.35)
donde f˜(x, t) = −f(x, t) + wt − a2wxx, con las condiciones de contorno
v(x, 0) = −φ(x) + w(x, 0) = φ˜(x),
v(0, t) = −μ(t) + w(0, t) = 0,
v(l, t) = −ν(t) + w(l, t) = 0, (4.36)
La función w(x, t) entonces deberá cumplir las condiciones de frontera
w(0, t) = μ(t), w(l, t) = ν(t), (4.37)
para lo cual basta con deﬁnir
w(x, t) = μ(t) +
x
l
[ν(t)− μ(t)] , (4.38)
y resulta la solución
u(x, t) = μ(t) +
x
l
[ν(t)− μ(t)]− 2
l
∞∑
n=1
[∫ l
0
φ˜(ξ) sin
(
nπξ
l
)
dξ
]
e−(
anπ
l )
2t−
− 2
l
∞∑
n=1
[∫ t
0
∫ l
0
f˜(ξ, τ) sin
(
nπξ
l
)
e−(
anπ
l )
2(t−τ)dξdτ
]
sin
(nπx
l
)
(4.39)
con
φ˜(x) = −φ(x) + x
l
[ν(0)− μ(0)] + μ(0),
f˜(x, t) = −f(x, t) + x
l
[ν′(t)− μ′(t)] + μ′(t). (4.40)
Como ejemplo consideremos el problema de contorno
ut = a
2uxx + f(x), 0 < x < l, t > 0
u(x, 0) = φ(x), 0 ≤ x ≤ l,
u(0, t) = u1, u(l, t) = u2, t > 0 (4.41)
con u1 y u2 constantes.
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En problemas con segundo miembro estacionario es conveniente separar la
solución estacionaria v(x) y buscar la desviación de dicha solución, w(x, t).
Entonces proponemos
u(x, t) = v(x) + w(x, t), (4.42)
lo que permite separar el problema original en otros dos. En efecto, susti-
tuyendo en la EDP se tiene
wt = a
2(v′′ + wxx) + f(x), (4.43)
y debemos hallar v(x) y w(x, t) tales que⎧⎨⎩ a
2v′′ = −f(x)
v(0) = u1
v(l) = u2
⎧⎨⎩wt = a
2wxx
w(x, 0) = φ(x)− v(x) = φ˜(x).
w(0, t) = w(l, t) = 0.
(4.44)
Así se obtiene
v =
−1
a2
∫ x
0
∫ μ
0
f(ξ) dξdμ + C1x + C2, (4.45)
con
C2 = u1, C1 =
1
l
(u2 − u1) + 1
a2l
∫ l
0
∫ μ
0
f(ξ) dξdμ. (4.46)
En tanto, la función w es solución de la ecuación homogénea con extremos a
temperatura nula. Finalmente, la solución de (4.41) resulta
u(x, t) = u1 +
x
l
(u2 − u1) + x
a2l
∫ l
0
∫ μ
0
f(ξ) dξdμ −
− 1
a2
∫ x
0
∫ μ
0
f(ξ) dξdμ +
+
2
l
∞∑
n=1
(∫ l
0
φ˜(ξ) sin
nπξ
l
dξ
)
sin
nπx
l
e−(anπ/l)
2t. (4.47)
4.4 Propagación del calor en una barra inﬁnita
El problema general corresponde al caso de determinar la temperatura en una
barra muy larga, para la cual el calor en los extremos no inﬂuye en el experi-
mento.
Ecuación homogénea
Sea el problema de hallar la solución acotada de la ecuación
ut = a
2uxx, −∞ < x < ∞, t > 0, (4.48)
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con la condición inicial
u(x, 0) = φ(x), −∞ < x < ∞. (4.49)
Si u(x, t) y ux(x, t) tienden a cero para x tendiendo a ±∞ y u y ut son fun-
ciones continuas, el problema puede resolverse aplicando la transformada de
Fourier (apéndice B). Esta es una herramienta para resolver EDP, análoga a
la transformada de Laplace para EDO.
Sabiendo que la transformada de Fourier de u respecto de x, con t como pa-
rámetro, es
U(λ, t) = F{u(x, t)}(λ, t) = 1√
2π
∫ ∞
−∞
u(ξ, t) e−iλξ dξ, (4.50)
y que
F
{
∂nu
∂xn
}
(λ, t) = (iλ)n U(λ, t), (4.51)
y transformando (4.48) obtenemos
Ut + a
2λ2U = 0, (4.52)
cuya solución es
U(λ, t) = A(λ) e−a
2λ2t. (4.53)
Transformando la condición inicial resulta
U(λ, 0) = Φ(λ) = A(λ). (4.54)
y la transformada inversa de U(λ, t) = Φ(λ)e−a
2λ2t es
u(x, t) =
1√
2π
∫ ∞
−∞
Φ(λ) e−a
2λ2t+ixλ dλ =
=
1
2π
∫ ∞
−∞
∫ ∞
−∞
φ(ξ) e−[a
2λ2t−iλ(x−ξ)] dλdξ. (4.55)
Calculamos la integral respecto de λ, teniendo en cuenta que
∫∞
−∞ e
−μ2dμ =√
π. Así, tomando
μ = aλ
√
t − i (x− ξ)
2a
√
t
, (4.56)
resulta ∫ ∞
−∞
e−[a
2λ2t−iλ(x−ξ)] dλ =
√
π
a
√
t
e−
(x−ξ)2
4a2t . (4.57)
Entonces, la solución acotada es
u(x, t) =
1
2a
√
πt
∫ ∞
−∞
φ(ξ) e−
(x−ξ)2
4a2t dξ, (4.58)
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que se denomina integral de Poisson.
Ejemplo 1. Como aplicación consideremos la ecuación de la conducción del
calor
ut = a
2uxx, −∞ < x < ∞, t > 0,
con la condición inicial
u(x, 0) = φ(x) =
{
T1, x > 0
T2, x < 0.
La solución está dada por
u(x, t) =
1
2
√
π
∫ ∞
−∞
1
a
√
t
e−
(x−ξ)2
4a2t φ(ξ)dξ =
=
T2√
π
∫ 0
−∞
e−
(x−ξ)2
4a2t
dξ
2a
√
t
+
T1√
π
∫ ∞
0
e−
(x−ξ)2
4a2t
dξ
2a
√
t
=
=
T2√
π
∫ −x/2a√at
−∞
e−α
2
dα+
T1√
π
∫ ∞
−x/2
√
a2t
e−α
2
dα =
=
T1 + T2
2
+
T1 − T2√
π
∫ x/2a√t
0
e−α
2
dα.
Introduciendo la función error deﬁnida por
Erf(z) =
2√
π
∫ z
0
e−α
2
dα,
con Erf(∞) = 1, la solución se escribe
u(x, t) =
T1 + T2
2
+
T1 − T2
2
Erf
(
x
2a
√
t
)
.
Nótese que en el punto x = 0 la temperatura es constante e igual al promedio
de los valores iniciales a derecha e izquierda.
Ecuación completa con condición inicial nula
Sea el problema de resolver la ecuación
ut = a
2uxx + f(x, t), −∞ < x < ∞, t > 0, (4.59)
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con la condición inicial
u(x, 0) = 0. (4.60)
Aplicando al problema la transformada de Fourier respecto a x obtenemos
Ut + (aλ)
2 U = F (λ, t), U(λ, 0) = 0, (4.61)
y utilizando la transformada de Laplace es
U(λ, t) =
∫ t
0
F (λ, τ) e−a
2λ2(t−τ) dτ. (4.62)
De la transformada inversa resulta
u(x, t) =
1√
2π
∫ t
0
∫ ∞
−∞
F (λ, τ) e−a
2λ2(t−τ) eixλ dλdτ, (4.63)
y la solución continua y acotada al problema (4.59)-(4.60) viene dada por
u(x, t) =
1
2a
√
π
∫ t
0
∫ ∞
−∞
f(ξ, τ) e
− (ξ−x)2
4a2(t−τ)
√
t− τ dξdτ. (4.64)
Problema general
El problema general consiste en hallar u(x, t) tal que
ut = a
2uxx + f(x, t), −∞ < x < ∞, t > 0,
u(x, 0) = φ(x). (4.65)
La solución se obtiene sumando las soluciones a los dos problemas anteriores,
es decir a (4.48)-(4.49) y (4.59)-(4.60):
u(x, t) =
1
2a
√
πt
∫ ∞
−∞
φ(ξ) e−
(x−ξ)2
4a2t dξ +
+
1
2a
√
π
∫ t
0
∫ ∞
−∞
f(ξ, τ) e
− (ξ−x)2
4a2(t−τ)
√
t− τ dξdτ. (4.66)
La transformada de Fourier es una herramienta útil para obtener la solución de
algunos problemas de contorno para EDP, pero no garantiza la unicidad de la
solución, por ello demostramos el siguiente teorema.
Teorema de unicidad. Si u1(x, t) y u2(x, t) son funciones continuas, acotadas
en toda la región de variación de las variables x y t, que satisfacen la ecuación
de la conducción del calor
ut = a
2uxx, −∞ < x < ∞, t > 0, (4.67)
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y la condición
u1(x, 0) = u2(x, 0) −∞ < x < ∞, (4.68)
entonces
u1(x, t) = u2(x, t) −∞ < x < ∞, t > 0. (4.69)
Demostración: Sea
v(x, t) = u1(x, t)− u2(x, t). (4.70)
Esta función es continua y satisface la ecuación homogénea del calor con la
condición inicial nula, v(x, 0) = 0. Además, dado que u1(x, t) y u2(x, t) son
acotadas en toda la región, |u1(x, t)| < M , |u2(x, t)| < M , es
|v(x, t)| ≤ |u1(x, t)|+ |u2(x, t)| < 2M (4.71)
en −∞ < x < ∞, t ≤ 0.
Nótese que el principio del valor máximo no es aplicable en este caso puesto
que se trata de una región no acotada.
Sin embargo, consideremos la región |x| ≤ L, con L > 0 y la función continua
V (x, t) =
4M
L2
(
x2
2
+ a2t
)
, (4.72)
que es solución de la ecuación del calor homogénea y veriﬁca
V (x, 0) ≥ |v(x, 0)| = 0,
V (±L, 0) = 2M ≥ v(±L, t). (4.73)
Luego, en la región acotada, |x| ≤ L, 0 ≤ t ≤ T , vale el teorema del valor
máximo (sección 4.2) y en virtud del lema 4.1 y las desigualdades (4.73), las
funciones −V (x, t), v(x, t) y V (x, t) en dicha región satisfacen
−V (x, t) ≤ v(x, t) ≤ V (x, t), (4.74)
es decir
−4M
L2
(
x2
2
+ a2t
)
≤ v(x, t) ≤ 4M
L2
(
x2
2
+ a2t
)
. (4.75)
Fijando los valores de x y t, y haciendo tender L a inﬁnito, resulta v(x, t) ≡ 0,
entonces es u1(x, t) = u2(x, t).
En forma análoga se prueba la unicidad de la solución en la semirrecta.
4.5 Solución del primer problema de contorno pa-
ra una barra semi-inﬁnita
Este problema consiste en hallar la distribución de temperatura en las proxi-
midades de un extremo de la barra, siendo la inﬂuencia del otro extremo casi
nula.
Si la condición en la frontera x = x0 es u(x0, t) = μ(t) se tiene el 1◦ problema
de contorno. En el 2◦ problema de contorno en cambio, se conoce la condición
en el extremo de la forma ux(x0, t) = ν(t).
Consideramos la solución acotada y suponemos condiciones de contorno tam-
bién acotadas.
Para la resolución del 1◦ problema en una barra semi-inﬁnita recurrimos a la
integral de Poisson (4.58) en virtud de la propiedad siguiente.
Lema 4.3 Si la función φ(x) es impar entonces la integral de Poisson
u(x, t) =
1
2a
√
πt
∫ ∞
−∞
e−
(x−ξ)2
4a2t φ(ξ)dξ, (4.76)
satisface u(0, t) = 0.
Demostración: La integral
u(0, t) =
1
2a
√
πt
∫ ∞
−∞
e−
ξ2
4a2tφ(ξ)dξ =
1
2a
√
πt
lim
M→∞
∫ M
−M
e−
ξ2
4a2tφ(ξ)dξ, (4.77)
es una integral de límites simétricos de una función impar respecto del punto
medio, lo que implica que u(0, t) = 0.
Ecuación homogénea con condición de frontera nula
Consideremos el problema de resolver la ecuación
ut = a
2uxx, x > 0, t > 0, (4.78)
con la condición inicial
u(x, 0) = φ(x), x > 0, (4.79)
y la condición de frontera
u(0, t) = 0, t > 0. (4.80)
Si prolongamos φ(x) como función impar respecto de x = 0,
Φ(x) =
{
φ(x) x > 0
−φ(−x) x < 0, (4.81)
la solución de la ecuación homogénea en la recta vendrá dada por la ecuación
de Poisson:
u(x, t) =
1
2a
√
πt
∫ ∞
−∞
e−
(x−ξ)2
4a2t Φ(ξ) dξ, (4.82)
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o bien,
u(x, t) =
1
2a
√
πt
(
−
∫ 0
−∞
e−
(x−ξ)2
4a2t φ(−ξ) dξ +
∫ ∞
0
e−
(x−ξ)2
4a2t φ(ξ) dξ
)
. (4.83)
y de aquí resulta la solución a (4.78)-(4.79)-(4.80):
u(x, t) =
1
2a
√
πt
∫ ∞
0
(
e−
(x−ξ)2
4a2t − e− (x+ξ)
2
4a2t
)
φ(ξ) dξ. (4.84)
Ecuación homogénea con condición inicial nula
Este problema consiste en resolver la ecuación
x > 0, t > 0 (4.85)ut = a2uxx,
con las siguientes condiciones de borde:
u(x, 0) = 0, x > 0,
u(0, t) = μ(t) t > 0. (4.86)
Por medio de la transformada de Laplace, U(x, s) = L{u(x, t)}, pasamos a
considerar el problema transformado:
a2Uxx − sU = 0, U(0, s) = M(s), s, a > 0, (4.87)
cuya solución acotada está dada por
U(x, s) = M(s) e−
√
s
a x. (4.88)
La transformada inversa (apéndice D),
u(x, t) =
x√
∫ t
0
μ(τ)
e
− x2
4a2(t−τ)
(t− τ) 32 dτ, (4.89)2a π
da la solución al problema planteado.
Ecuación completa con condiciones de contorno nulas
Sea el problema de resolver la ecuación
x > 0, t > 0, (4.90)ut = a2uxx + f(x, t),
con las condiciones nulas:
u(x, 0) = u(0, t) = 0 x > 0, t > 0. (4.91)
Para ello extendemos f(x, t) como función impar respecto de x = 0
F (x, t) =
{
f(x, t) x > 0
−f(−x, t) x < 0, (4.92)
y recurrimos a la solución del problema correspondiente en la recta
u(x, t) =
1
2a
√
π
∫ t
0
∫ ∞
−∞
F (ξ, τ)
e
−(x−ξ)2
4a2(t−τ)
√
t− τ dξ dτ, (4.93)
que veriﬁca u(0, t) = 0. Se obtiene entonces
u(x, t) =
1
2a
√
π
∫ t
0
dτ√
t− τ
(∫ ∞
0
e
− (x−ξ)2
4a2(t−τ) f(ξ, τ) dξ
)
−
− 1
2a
√
π
∫ t
0
dτ√
t− τ
(∫ 0
−∞
e
− (x−ξ)2
4a2(t−τ) f(−ξ, τ) dξ
)
, (4.94)
que nos da la solución en la semirrecta,
u(x, t) =
1
2a
√
π
∫ t
0
∫ ∞
0
f(ξ, τ)√
t− τ
(
e
− (x−ξ)2
4a2(t−τ) − e−
(x+ξ)2
4a2(t−τ)
)
dξdτ . (4.95)
Problema general
Este problema consiste en resolver la ecuación
ut = a
2uxx + f(x, t), x > 0, t > 0, (4.96)
con las condiciones
u(x, 0) = φ(x), x > 0,
u(0, t) = μ(t), t > 0. (4.97)
Por tratarse de un problema lineal se resuelve sumando las soluciones ante-
riores. En efecto, es
u(x, t) =
1
2a
√
πt
∫ ∞
0
φ(ξ)
(
e−
(x−ξ)2
4a2t − e− (x+ξ)
2
4a2t
)
dξ +
+
x
2a
√
π
∫ t
0
μ(τ)
(t− τ) 32 e
− x2
4a2(t−τ) dτ +
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+
1
2a
√
π
∫ t
0
∫ ∞
0
f(ξ, τ)√
t− τ
(
e
− (x−ξ)2
4a2(t−τ) − e−
(x+ξ)2
4a2(t−τ)
)
dξdτ .
(4.98)
En algunos casos particulares sin embargo, puede ser más conveniente plan-
tear directamente la solución sin recurrir a (4.98), tal como lo ilustra el ejemplo
siguiente.
Ejemplo 2. Obtendremos la solución acotada de la ecuación homogénea de
la conducción del calor en la región x > 0 que satisface
u(0, t) = A cosωt. (4.99)
Para ello resolveremos la ecuación con la condición de frontera u(0, t) = Aeiωt,
y, en virtud de la linealidad de la ecuación homogénea del calor, la parte real
de la solución resultante dará la solución al problema planteado originalmente.
Proponemos entonces una solución de la forma
u(x, t) = Aeαx+βt,
con α y β constantes a determinar.
Sustituyendo esta función en la ecuación diferencial y utilizando la condición
de frontera, se obtienen
a2α2 = β, β = iω, (4.100)
de donde
α = ±
√
ω
a
ei
π
4 = ±
√
ω
2
(1 + i)
a
. (4.101)
Entonces, es
u(x, t) = A e(±
√
ω
2
(1+i)
a x+ iωt), (4.102)
y la solución acotada resulta al considerar el signo negativo. Finalmente,
tomando la parte real se tiene
u(x, t) = A e(−
√
ω
2
x
a ) cos
(
−
√
ω
2
x
a
+ ωt
)
, (4.103)
que es la solución al problema planteado.
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4.6 Solución del segundo problema de contorno
para una barra semi-inﬁnita
Las soluciones se obtienen en forma análoga a las de la sección previa por lo
que obviaremos detalles.
Ecuación homogénea con condición de frontera nula
Este problema consiste en resolver la ecuación
ut = a
2uxx, x > 0, t > 0, (4.104)
con las condiciones
u(x, 0) = φ(x), x > 0
ux(0, t) = 0, t > 0. (4.105)
Si se prolonga φ(x) como función par respecto de x = 0 a toda la recta
Φ(x) =
{
φ(x) x > 0
φ(−x) x < 0, (4.106)
la solución del problema extendido es
u(x, t) =
1
2a
√
πt
∫ ∞
−∞
e−
(x−ξ)2
4a2t Φ(ξ) dξ, (4.107)
que veriﬁca ux(0, t) = 0.
La solución al problema original en la semirrecta es, por tanto,
u(x, t) =
1
2a
√
πt
∫ ∞
0
φ(ξ)
(
e−
(x−ξ)2
4a2t + e−
(x+ξ)2
4a2t
)
dξ. (4.108)
Ecuación homogénea con condición inicial nula
Este problema consiste en resolver la ecuación
ut = a
2uxx, x > 0, t > 0, (4.109)
con las condiciones
u(x, 0) = 0, x > 0
ux(0, t) = μ(t), t > 0. (4.110)
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Aplicando la transformada de Laplace se obtiene la EDO
a2Uxx − sU = 0, (4.111)
con la condición Ux(0, s) = M(s). La solución acotada del problema transfor-
mado es
U(x, s) = −aM(s)√
s
e−
√
s xa , (4.112)
y la transformada inversa provee la solución
u(x, t) = − a√
π
∫ t
0
μ(τ)
(t− τ) e
− x2
4a2(t−τ) dτ. (4.113)
Ecuación completa con condiciones nulas
Sea el 2◦ problema de contorno en la semirrecta dado por la ecuación
ut = a
2uxx + f(x, t), x > 0, t > 0, (4.114)
con las condiciones
u(x, 0) = 0, x > 0
ux(0, t) = 0, t > 0. (4.115)
Si F (x, t) es la extensión par respecto de x = 0 a toda la recta de la función
f(x, t), la solución del problema extendido está dada por
u(x, t) =
1
2a
√
π
∫ t
0
∫ ∞
−∞
F (ξ, τ)
e
− (x−ξ)2
4a2(t−τ)
√
t− τ dξdτ, (4.116)
y veriﬁca ux(0, t) = 0.
Luego, la solución para x > 0 es
u(x, t) =
1
2a
√
π
∫ t
0
∫ ∞
0
f(ξ, τ)√
t− τ
(
e
− (x−ξ)2
4a2(t−τ) + e
− (x+ξ)2
4a2(t−τ)
)
dξdτ . (4.117)
Problema general
Este problema consiste en resolver la ecuación
ut = a
2uxx + f(x, t), x > 0, t > 0, (4.118)
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con las condiciones
u(x, 0) = φ(x), x > 0
ux(0, t) = μ(t), t > 0. (4.119)
La solución es suma de las soluciones anteriores, es decir
u(x, t) =
1
2a
√
πt
∫ ∞
0
φ(ξ)
(
e−
(x−ξ)2
4a2t + e−
(x+ξ)2
4a2t
)
dξ
− a√
π
∫ t
0
μ(τ)
(t− τ) e
− x2
4a2(t−τ) dτ+
+
1
2a
√
π
∫ t
0
∫ ∞
0
f(ξ, τ)√
t− τ
(
e
− (x−ξ)2
4a2(t−τ) + e
− (x+ξ)2
4a2(t−τ)
)
dξdτ .
(4.120)
4.7 Función de Green asociada a la ecuación del
calor
La función de Green o función de la fuente puntual asociada a un problema de
contorno permite una interesante interpretación física de su solución matemá-
tica. En la presente sección discutiremos el concepto de función de Green en
el caso de la ecuación del calor.
Función de Green asociada al problema en una barra ﬁnita
En 4.3 obtuvimos la solución para una barra de longitud ﬁnita de la ecuación
del calor homogénea con condiciones de frontera nulas, expresada por la fór-
mula
u(x, t) =
∞∑
n=1
2
l
(∫ l
0
φ(ξ) sin
nπξ
l
dξ
)
sin
nπx
l
e−(
nπa
l )
2t =
=
∫ l
0
(
2
l
∞∑
n=1
e−(
nπa
l )
2t sin
nπξ
l
sin
nπx
l
)
φ(ξ) dξ. (4.121)
La serie en el último miembro de (4.121) converge uniformemente para x > 0,
dado que tiene como mayorante a 2l
∑∞
n=1 e
−(nπal )2t, lo que justiﬁca su con-
mutación con la integral.
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Es así que se denomina función de Green asociada a la ecuación del calor
para una barra ﬁnita a la serie
G(x, ξ; t) =
2
l
∞∑
n=1
e−(
nπa
l )
2t sin
nπξ
l
sin
nπx
l
. (4.122)
Utilizando la función de Green, la solución al problema (4.10)-(4.11) se escribe
u(x, t) =
∫ l
0
G(x, ξ; t)φ(ξ) dξ. (4.123)
Considerada como función de x, G(x, ξ; t) describe la distribución de tempera-
tura en la barra ﬁnita de longitud l, cuyos extremos se mantienen a temperatura
nula, con temperatura inicial nula y de modo que en el instante t = 0 del punto
x = ξ se desprende una cantidad de calor unitaria.
La temperatura u(x, t) en el punto x en el instante t, se obtiene sumando la
cantidad de calor φ(ξ) que aporta cada punto, distribuído por G(x, ξ; t).
Si consideramos la ecuación completa con condiciones de contorno nulas (pro-
blema (4.21)-(4.22)), hay aporte de temperatura en cada punto ξ y en cada
instante τ suministrado por la fuente f(ξ, τ), de modo que la solución puede
escribirse en la forma:
u(x, t) =
∫ t
0
∫ l
0
G(x, ξ; t− τ) f(ξ, τ) dξdτ, (4.124)
que naturalmente coincide con la ecuación (4.31).
Función de Green asociada al problema en una barra inﬁnita
La solución de la ecuación homogénea con condición inicial φ(x) es
u(x, t) =
1
2a
√
πt
∫ ∞
−∞
e−
(x−ξ)2
4a2t φ(ξ)dξ =
∫ ∞
−∞
G(x− ξ, t)φ(ξ)dξ, (4.125)
donde se ha deﬁnido la función de Green asociada a la ecuación del calor para
la barra inﬁnita como
G(x− ξ, t) = 1
2a
√
πt
e−
(x−ξ)2
4a2t , (4.126)
que representa la distribución de temperatura en la barra inﬁnita con tempe-
ratura inicial nula, cuando de x = ξ se desprende en el instante t = 0 una
cantidad de calor igual a la unidad.
Dado que G(x − ξ, t) satisface la ecuación homogénea en (x, t) se la llama
solución fundamental de la ecuación de conducción del calor.
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Para la ecuación completa con condición inicial nula, (4.59)-(4.60), en términos
de la función de Green, la solución se escribe
u(x, t) =
∫ t
0
∫ ∞
−∞
G(x− ξ, t− τ) f(ξ, τ) dξdτ. (4.127)
que coincide con (4.64).
Función de Green asociada al problema en una barra semi-inﬁnita
Para el problema en una barra semi-inﬁnita se utilizan los resultados de la
barra inﬁnita por lo que deﬁniendo nuevamente como función de Green a
G(x− ξ, t) = 1
2a
√
πt
e−
(x−ξ)2
4a2t , (4.128)
y observando que
∂G
∂ξ
ξ=0 = x
4a3
√
πt3
e
−x2
4a2t , (4.129)
la solución al 1◦ problema de contorno para la ecuación homogénea con condi-
ción inicial nula (4.85)-(4.86) puede escribirse en la forma
u(x, t) = 2a2
∫ t
0
μ(τ)
∂G
∂ξ
(x, t− τ) dτ. (4.130)
4.8 Problemas propuestos
1- Hallar la distribución de temperatura en un cable de longitud l si su extremo
x = 0 se halla a temperatura nula y la temperatura en x = l varía de acuerdo
a la ley u(l, t) = At, con A constante y t > 0.
2- Hallar la temperatura de una barra con fuente de calor distribuida en forma
continua y de densidad tsin(πx/l) si la temperatura inicial está dada por φ(x) =
x y la temperatura se mantiene nula en los extremos x = 0 y x = l.
3- Resolver
ut = a
2uxx,
con u(0, t) = A cos(ωt), u(l, t) = 0, para 0 ≤ x ≤ l.
4- Resolver
ut = a
2uxx + f(x),
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con la condición inicial u(x, 0) = φ(x), y las condiciones de frontera u(0, t) = c0,
u(l, t) = c1.
5- Resolver
ut = uxx,
con la condición inicial u(x, 0) = x(l − x) para 0 ≤ x ≤ l, y las condiciones de
frontera ux(0, t) = ux(l, t) = 0.
6- Resolver
ut = 2uxx,
con la condición inicial u(x, 0) = 10 sin(4πx) para 0 ≤ x ≤ 5, y las condiciones
de frontera ux(0, t) = ux(5, t) = 0.
7- Resolver
uxx + cux − ut + c2u/4 = 0,
si c es constante y u(x, 0) = sin(x)e−cx/2, u(0, t) = u(π, t) = 0.
8- Aplicando la transformada de Fourier resolver
ut = a
2uxx,
con u(x, 0) = φ(x), −∞ < x < ∞, t > 0.
9- Veriﬁcar directamente que la función
u(x, t) =
∫ t
0
v(x, t, τ) dτ,
con
v(x, t, τ) =
1
2a
√
π(t− τ)
∫ ∞
−∞
e
− (x−ξ)2
4a2(t−τ) f(ξ, τ) dξ,
y f(x, t) acotada y continua en R, t > 0, es solución de
a2uxx = ut − f(x, t).
Sugerencia: considerar que
lim
τ→t v(x, t, τ) = f(x, t).
10- Resolver

ut = uxx − t sin(x),
con −∞ < x < ∞, t > 0, si u(x, 0) = e−x.
11- Resolver aplicando la transformada de Laplace la ecuación
ut = a
2uxx,
con x > 0, t > 0, si u(x, 0) = 0, u(0, t) = T .
12- Resolver
ut = a
2uxx + f(x, t),
con x ≥ 0, t > 0, si u(x, 0) = 0, u(0, t) = 0.
13- Resolver el 2◦ problema de contorno
ut = a
2uxx,
con x ≥ 0, t > 0, si u(x, 0) = φ(x), ux(0, t) = 0.
Soluciones a los problemas propuestos
1-
u(x, t) =
Ax
l
[
t+
(x2 − l2)
6a2
]
+
2Al2
a2π3
∞∑
n=1
(−1)(n+1)
n3
e−(
nπa
l )
2
t sin
(nπx
l
)
2-
u(x, t) =
(
l
πa
)2
sin
(πx
l
)[
t− l
2
π2a2
(
1− e−(nπal )2t
)]
+
2l
π
∞∑
n=1
(−1)(n+1)
n
e−(
nπa
l )
2
t sin
(nπx
l
)
3-
u(x, t) = A cos (ωt)− 2A
π
∞∑
n=1
e−(
nπa
l )
2
t
n
sin
(nπx
l
)
+
2Aωl2
π
∞∑
n=1
sin
(
nπx
l
)
n(n2π2a2 + ω2l2)
[
ωe−(
nπa
l )
2
t − ω cos (ωt) + nπa
l
sin (ωt)
]
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4-
u(x, t) = c0 +
(c1 − c0)x
l
+
∫ l
0
G(x, ξ; t)
[
φ(ξ)− c0 − ξ(c1 − c0)
l
]
dξ+
+
∫ t
0
∫ l
0
G(x, ξ; t− τ)f(ξ)dξdτ
5-
u(x, t) =
l
π
∞∑
n=1
e−(
2nπ
l )
2
t
n2
cos
(
2nπx
l
)
6-
u(x, t) = 10 sin (4πx)e(−32π
2t)
7-
u(x, t) = sinx e−(t+cx/2)
8-
u(x, t) =
∫ ∞
−∞
G(x, ξ; t)φ(ξ)dξ
10-
u(x, t) = e(t−x) + (1− t− e−t) sinx
11-
u(x, t) = T
[
1− Erf
(
x
2a
√
t
)]
12-
u(x, t) =
2a√
π
∫ t
0
dτ
∫ ∞
0
f(ξ, τ)√
t− τ
[
e−(x−ξ)
2/4a2(t−τ) − e−(x+ξ)2/4a2(t−τ)
]
dξ
13-
u(x, t) =
1
2a
√
πt
∫ ∞
0
φ(ξ)
[
e−(x−ξ)
2/4a2t − e−(x+ξ)2/4a2t
]
dξ

Capítulo 5
Ecuaciones de tipo elíptico
Las ecuaciones de tipo elíptico se hallan asociadas a la descripción y estudio
de procesos estacionarios o estados de equilibrio. La más conocida es la
ecuación de Laplace, que en tres dimensiones presenta la forma:
Δu = 0, (5.1)
donde Δ es el operador diferencial
Δ =
∂2
∂x2
+
∂2
∂y2
+
∂2
∂z2
(5.2)
llamado laplaciano.
5.1 Soluciones particulares para la ecuación de
Laplace
El laplaciano en coordenadas esféricas se escribe como sigue
Δ =
1
r2
∂
∂r
(
r2
∂
∂r
)
+
1
r2 sin θ
∂
∂θ
(
sin θ
∂
∂θ
)
+
1
r2 sin2 θ
∂2
∂φ2
. (5.3)
Si u tiene simetría esférica, es decir, depende sólo de r, entonces la solución
de la ecuación de Laplace,
Δu =
d
dr
(
r2
du
dr
)
= 0, (5.4)
viene dada por
u =
A
r
+B, (5.5)
y la función 1/r recibe la denominación de solución fundamental de la ecuación
de Laplace en el espacio.
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En tanto, el laplaciano en coordenadas cilíndricas es
Δ =
1
ρ
∂
∂ρ
(
ρ
∂
∂ρ
)
+
1
ρ2
∂2
∂φ2
+
∂2
∂z2
, (5.6)
y para funciones con simetría cilíndrica, es decir, que sólo dependen de ρ, la
solución de la ecuación de Laplace,
Δu =
1
ρ
∂
∂ρ
(
ρ
∂u
∂ρ
)
= 0, (5.7)
es de la forma
u = A ln ρ+B, (5.8)
y la función u = ln(1/ρ) se conoce como solución fundamental de la ecuación
de Laplace en el plano.
Las soluciones de la ecuación de Laplace, continuas y con derivadas primeras
y segundas continuas en una región D, se llaman funciones armónicas en D
y juegan un rol esencial en el desarrollo del presente capítulo, tal como se
muestra en las secciones que siguen.
5.2 Fórmulas de Green
Las fórmulas de Green son de uso frecuente en la resolución de problemas
que involucran ecuaciones de tipo elíptico. Se obtienen a partir de la fórmula
de Gauss en el espacio según la cual, para un volumen T ⊂ R3 de frontera Σ
y funciones P , Q y R continuas en T + Σ y con derivadas continuas en T , se
veriﬁca que:∫∫∫
T
(
∂P
∂x
+
∂Q
∂y
+
∂R
∂z
)
dxdydz =
∫
Σ
(P cosα+Q cosβ +R cos γ) dS =
=
∫∫
Σ
Pdydz +Qdxdz +Rdxdy, (5.9)
donde α, β y γ son los ángulos determinados por la normal exterior a Σ y los
ejes x, y y z, respectivamente.
Sean las funciones u(x, y, z) y v(x, y, z) continuas, con derivadas continuas en
T +Σ, y con derivadas segundas continuas en T . Tomando
P = u vx, Q = u vy, R = u vz, (5.10)
resultan
Px +Qy +Rz = uΔv +∇u · ∇v,
P cosα+Q cosβ +R cos γ = u(∇v · n) = u ∂v
∂n
, (5.11)
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con n la normal exterior a Σ. Reemplazando en (5.9) se obtiene la primera
fórmula de Green:∫
T
uΔv dV =
∫
Σ
u vn dS −
∫
T
(∇u · ∇v) dV. (5.12)
Si en la fórmula (5.12) se intercambian u y v resulta∫
T
vΔu dV =
∫
Σ
v un dS −
∫
T
∇v · ∇u dV, (5.13)
y si de (5.12) se resta (5.13) se obtiene la segunda fórmula de Green:∫
T
(uΔv − vΔu) dV =
∫
Σ
(u vn − v un) dS. (5.14)
A partir de (5.14) obtendremos la fórmula fundamental de Green en el espacio.
Para ello consideramos la función v = 1/R, donde
R = RM0M =
√
(x− x0)2 + (y − y0)2 + (z − z0)2, (5.15)
es la distancia entre los puntos M(x, y, z) y M0(x0, y0, z0), que satisface la
ecuación de Laplace ∀M = M0. Sea u una función continua y con derivadas
primeras continuas en T +Σ y derivadas segundas continuas en T .
Si el punto M0 /∈ T , las funciones u y 1/R satisfacen la ecuación (5.14).
En el caso en que M0 ∈ T , deﬁnimos una región en la que se pueda aplicar
(5.14). Tomamos entonces una esfera KM0 , de centro M0 y radio , de frontera
ΣM0 . La región de continuidad de u y sus derivadas es T −KM0 , con frontera
Σ+ΣM0 (ver ﬁgura 5.1). Si T es abierto podemos elegir  de modo que KM0 +
ΣM0 ⊂ T .
Entonces, de (5.14) resulta
−
∫
T−KM0
Δu
R
dV =
∫
Σ
[
u
∂
∂n
(
1
R
)
− 1
R
∂u
∂n
]
dS+
+
∫
Σ
M0

u
∂
∂n
(
1
R
)
−
∫
Σ
M0

1
R
∂u
∂n
dS. (5.16)
Dado que n denota a la normal exterior a la frontera de (T −KM0 ), es
∂
∂n
(
1
R
)

Σ
M0

= − ∂
∂R
(
1
R
)
R= = 1
2
. (5.17)
Si se aplica el teorema del valor medio a las integrales sobre ΣM0 , y se indican
con u y ∂u/∂n el valor medio de u y de ∂u/∂n sobre ΣM0 respectivamente,
resultan ∫
Σ
M0

u
∂
∂n
(
1
R
)
dS = 4π u,
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Figura 5.1: Región T −KM0 de frontera Σ+ ΣM0 .
∫
Σ
M0

1
R
∂u
∂n
dS = 4π
∂u
∂n
, (5.18)
y sustituyendo estos valores en la fórmula (5.16) se obtiene
−
∫
T−KM0
Δu
R
dV =
∫
Σ
[
u
∂
∂n
(
1
R
)
− 1
R
∂u
∂n
]
dS + 4π u− 4π ∂u
∂n
. (5.19)
Dado que u y sus derivadas primeras son continuas en T , y que
∂u
∂n
= ux cosα+ uy cosβ + uz cos γ, (5.20)
se veriﬁcan
lim
→0
u = u(M0), lim
→0
4π 
∂u
∂n
= 0. (5.21)
El primer miembro de la fórmula integral hallada es una integral impropia (ver
apéndice A) y al tomar el límite para  → 0 se obtiene
−
∫
T
Δu
R
dV =
∫
Σ
[
u
∂
∂n
(
1
R
)
− 1
R
∂u
∂n
]
dS + 4πu(M0), (5.22)
o bien,∫
Σ
[
1
RM0M
∂u
∂n
− u ∂
∂n
(
1
RM0M
)]
dS −
∫
T
Δu
RM0M
dV = 4πu(M0), (5.23)
que es la fórmula fundamental de Green para M0 ∈ T , con T abierto.
Si M0 ∈ Σ, y se supone que Σ tiene plano tangente que varía con continuidad,
entonces se puede elegir  pequeño, tal que el área de la esfera KM0 de centro
en M0 y radio  que queda dentro de T sea la misma que la que queda fuera.
Consideremos ahora el volumen T − KM0 de frontera Σ1 + Σ2, con Σ1 =
ΣM0 ∩ T y Σ2 = Σ− (Σ ∩KM0 ) .
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Entonces la fórmula de Green resulta
−
∫
T−KM0
Δu
R
dV =
∫
Σ1
[
u
∂
∂n
(
1
R
)
− 1
R
∂u
∂n
]
dS+
+
∫
Σ2
[
u
∂
∂n
(
1
R
)
− 1
R
∂u
∂n
]
dS, (5.24)
con ∫
Σ1
u
∂
∂n
(
1
R
)
dS = 2πu,
∫
Σ1
1
R
∂u
∂n
dS = 2π
∂u
∂n
, (5.25)
y tomando límite para  → 0 se obtiene
−
∫
T
Δu
R
dV =
∫
Σ
[
u
∂
∂n
(
1
R
)
− 1
R
∂u
∂n
]
dS + 2πu(M0). (5.26)
Esto completa la fórmula fundamental de Green en el espacio:
∫
Σ
[
1
R
∂u
∂n
− u ∂
∂n
(
1
R
)]
dS −
∫
T
Δu
R
dV =
⎧⎨⎩ 4πu(M0), M0 ∈ T2πu(M0), M0 ∈ Σ
0, M0 /∈ T +Σ,
(5.27)
considerando la región abierta T , cuya frontera Σ es una superﬁcie con plano
tangente continuo en todos los puntos.
Si u es una función armónica en T , entonces en M0 ∈ T la fórmula fundamen-
tal de Green es
u(M0) =
1
4π
∫
Σ
[
1
R
∂u
∂n
− u ∂
∂n
(
1
R
)]
dS. (5.28)
Es decir, si u es una función armónica en T , su valor en un punto M0 interior
a T se puede hallar si se conocen los valores de la función u y de su derivada
normal sobre la superﬁcie Σ, frontera de T .
Análogamente, a partir de la segunda fórmula de Green en R2, se obtiene la
fórmula fundamental de Green en el plano:
∫
C
[
ln
1
R
∂u
∂n
− u ∂
∂n
(
ln
1
R
)]
ds−
∫
S
Δu ln
1
R
dS =
⎧⎨⎩ 2πu(M0), M0 ∈ Sπu(M0), M0 ∈ C
0, M0 /∈ S + C,
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donde S es una región abierta de frontera C, y u es continua, con derivadas
primeras continuas en S + C y derivadas segundas continuas en S.
El corolario inmediato de esta fórmula es la solución del problema de contorno
para una función u armónica en una región S, con valores dados de u y ∂u/∂n
sobre la frontera C:
u(M0) =
1
2π
∫
C
[
ln
1
R
∂u
∂n
− u ∂
∂n
(
ln
1
R
)]
ds, M0 ∈ S. (5.29)
A continuación veremos dos resultados que involucran a la transformación de
los radio-vectores inversos.
Recordemos que se llama transformación de los radio-vectores inversos res-
pecto a una esfera de radio a, con centro en el origen O de coordenadas
esféricas (r, θ, φ), a la transformación en la cual a cada punto M(r, θ, φ) se le
hace corresponder el punto M ′(r′, θ, φ). Los puntos O,M,M ′ están sobre la
misma recta y los radio-vectores r y r′ se relacionan según la ecuación
rr′ = a2. (5.30)
Sin pérdida de generalidad podemos tomar a = 1, lo que corresponde sólo a
un cambio de escala en las longitudes; la transformación resultante r′ = 1/r
suele denominarse transformación de Kelvin. En el plano, la transformación
de los radio-vectores inversos se toma respecto de un círculo.
En primer término probaremos que una función u armónica en el plano (ρ, φ),
se transforma, mediante la transformación de los radio-vectores inversos, en
una función v armónica en el plano (ρ′, φ), dada por
v(ρ′, φ) = u(ρ, φ) (5.31)
donde ρ′ = 1/ρ.
La función u(ρ, φ) = v(ρ′, φ) es ármonica en el plano (ρ, φ), es decir veriﬁca:
Δρ,φu = ρ
2uρρ + ρuρ + uφφ = 0 (5.32)
y, transformando esta ecuación al plano (ρ′, φ), se obtiene
ρ′2vρ′ρ′ + ρ′vρ′ + vφφ = Δρ′,φv = 0. (5.33)
Luego v(ρ′, φ) es armónica.
Análogamente, puede verse que si u es una función armónica en el espacio
(r, θ, φ), es decir, Δr,θ,φu = 0, entonces
v(r′, θ, φ) = r u(r, θ, φ), (5.34)
con r′ = 1/r, satisface la ecuación de Laplace Δr′,θ,φv = 0, es decir, v es
armónica en el espacio (r′, θ, φ).
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5.3 Propiedades fundamentales de las funciones
armónicas
Los teoremas que se demuestran a continuación se hallan íntimamente ligados
a la resolución de problemas de contorno.
Teorema 5.1. Si la función u es armónica en T abierto de R3, y Σ1 es una
superﬁcie cerrada contenida en T , entonces∫
Σ1
∂u
∂n
dS = 0. (5.35)
Demostración: Las hipótesis del teorema permiten aplicar la segunda fórmula
de Green al volumen T1 ⊂ T limitado por Σ1∫
T1
(uΔv − vΔu) dV =
∫
Σ1
(uvn − vun) dS, (5.36)
y, tomando v = 1, resulta (5.35).
Este resultado nos permite aﬁrmar que el problema de contorno en T con
frontera Σ, que consiste en hallar u armónica en T , tal que
∂u
∂n
Σ = f, (5.37)
con f continua, sólo tiene solución si se veriﬁca la condición
∫
Σ
fdS = 0.
Primer teorema del valor medio en R3. Con las hipótesis del teorema 5.1 y
siendo ΣM0a la superﬁcie esférica de centro M0 y radio a contenida en T , se
veriﬁca
u(M0) =
1
4πa2
∫
Σ
M0
a
u dS. (5.38)
Demostración: De la fórmula fundamental de Green (5.27) aplicada a KM0a ⊂
T y de frontera ΣM0a
u(M0) =
1
4π
∫
Σ
M0
a
[
1
R
∂u
∂n
− u ∂
∂n
(
1
R
)]
dS, (5.39)
y en virtud del teorema 5.1 resulta
u(M0) = − 1
4π
∫
Σ
M0
a
u
∂
∂n
(
1
R
)
dS =
1
4πa2
∫
Σ
M0
a
u dS. (5.40)
Segundo teorema del valor medio en R3. Con las hipótesis del teorema
5.1, si KM0a ⊂ T es la esfera de centro M0 y radio a, entonces
u(M0) =
3
4πa3
∫
K
M0
a
u dV. (5.41)
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Demostración: Si en el primer teorema del valor medio se considera una
superﬁcie esférica de radio ρ es
4πρ2u(M0) =
∫
Σ
M0
ρ
u dS, (5.42)
e integrando ambos miembros de (5.42) respecto de ρ entre 0 y a, se obtiene
5.41.
Procediendo en forma análoga para R2 se tienen los siguientes teoremas:
Teorema 5.2. Si u es continua, con derivadas primeras continuas, y armónica
en S, y si C es una curva cerrada contenida en S, entonces∫
C
∂u
∂n
ds = 0. (5.43)
Primer teorema del valor medio en R2. Con las hipótesis del teorema 5.2 y
siendo CM0a la circunferencia de centro M0 y radio a, es
u(M0) =
1
2πa
∫
C
M0
a
u ds. (5.44)
Segundo teorema del valor medio en R2. Con las hipótesis del teorema 5.2
y siendo DM0a el círculo de centro M0 y radio a contenido en S, es
u(M0) =
1
πa2
∫
D
M0
a
u dS. (5.45)
5.4 Problemas de contorno para la ecuación de
Laplace. Unicidad y estabilidad
Veremos a continuación un teorema que resulta una herramienta útil para de-
mostrar la unicidad de la solución de algunos problemas de contorno relativos
a la ecuación de Laplace.
Teorema del valor máximo. Sea T un conjunto abierto conexo con frontera
Σ. Si u es armónica en T y es continua en T + Σ, entonces u toma sus
valores máximo y mínimo en Σ, y sólo alcanza dichos valores en T cuando u
es constante.
Demostración: Si se supone que u toma su valor máximo en M0 ∈ T , en-
tonces u(M0) ≥ u(M), ∀M ∈ T + Σ. Si se aplica el primer teorema del valor
medio a u sobre la superﬁcie esférica ΣM0ρ ⊂ T , se tiene
u(M0) =
1
4πρ2
∫
Σ
M0
ρ
u(M) dS, (5.46)
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que también puede escribirse en la forma:∫
Σ
M0
ρ
u(M0) dS =
∫
Σ
M0
ρ
u(M) dS, (5.47)
o bien, ∫
Σ
M0
ρ
[u(M0)− u(M)] dS = 0, (5.48)
y dado que u(M0)− u(M) ≥ 0, para M ∈ ΣM0ρ , es u(M) = u(M0). Como ρ es
arbitrario, se veriﬁca que u(M) = u(M0) para M ∈ KM0a .
Si M1 es cualquier otro punto de T , se puede unir con M0 por medio de una
poligonal de longitud l. Sea ρm menor que la mínima distancia de la poligonal
a la superﬁcie Σ. Se toma una sucesión de esferas de radio ρm, cada una
con centro en el punto donde la poligonal corta a la superﬁcie esférica anterior
comenzando en M0. Las esferas Kρm cubren la poligonal. Habrá a lo sumo
l/ρm esferas tales que u(M) = u(M0), para M ∈ Kρm y todo m.
La última de ellas contiene a M1, por lo que es u(M1) = u(M0).
Se ha demostrado que u(M) ≡ u(M0), constante en T . Por continuidad de u
es u ≡ u(M0), constante en T +Σ.
Por tanto, si u no es constante, toma su valor máximo en Σ.
Este resultado se extiende al mínimo de u pues es el máximo de −u.
El teorema del valor máximo en R2 se demuestra en forma enteramente aná-
loga.
Corolario 1. Con las hipótesis del teorema del valor máximo, si u ≤ v en Σ
entonces u ≤ v en T .
Demostración: Aplicando el teorema del valor máximo, si u − v ≤ 0 en Σ
entonces u− v ≤ 0 en T .
Corolario 2. Con las hipótesis del teorema del valor máximo, si |u| ≤ v en Σ
es |u| ≤ v en T .
Demostración: Si −v ≤ u ≤ v en Σ, por el corolario 1 es −v ≤ u ≤ v en T .
Corolario 3. Con las hipótesis del teorema del valor máximo, se veriﬁca que
|u| ≤ maxP∈Σ |u|
en T .
Demostración: Sea v = max{|u(P )|;P ∈ Σ}, esto implica v ≥ |u| en Σ y
por el corolario 2 es v ≥ |u| en T .
Para la ecuación de Laplace se deﬁnen problemas interiores y exteriores de
contorno, y se estudia su estabilidad y la unicidad de su solución.
El 1◦ problema interior de contorno para la ecuación de Laplace o proble-
ma interior de Dirichlet en una región T consiste en hallar una función u con
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derivadas primeras continuas en T +Σ y derivadas segundas continuas en T ,
tal que
i) Δu = 0 en T ,
ii) u es continua en T +Σ,
iii) uΣ = f , con f continua.
Notemos que de no imponerse la condición ii) el problema tendría inﬁnitas
soluciones, pues cualquier función constante en T y que sobre Σ coincida con
f sería solución.
Teorema de unicidad. Si el 1◦ problema interior de Dirichlet en R3 tiene
solución, la solución es única.
Demostración: Sean u1 y u2 soluciones, entonces u = u1 − u2 es solución y
uΣ = 0, con u continua en T + Σ. Por el teorema del valor máximo es u ≡ 0
en T , de donde u1 = u2.
Teorema de estabilidad. El 1◦ problema interior de Dirichlet es estable.
Demostración: Se consideran dos soluciones u1, u2 tales que |u1 − u2| < 
en Σ, dado que la función constante  es armónica, del corolario 2 se deduce
que |u1 − u2| <  en T .
A partir de los teoremas de unicidad y estabilidad, se concluye que si el 1◦
problema interior de Dirichlet tiene solución entonces es un problema bien
planteado.
El 1◦ problema exterior de contorno para la ecuación de Laplace en el espacio
se deﬁne para funciones que tienden uniformemente a cero en el inﬁnito, es
decir, funciones u para las cuales existe una función (r) tal que |u(M)| < (r)
y limr→∞ (r) = 0, siendo r la distancia de M al origen.
El 1◦ problema exterior de contorno para la ecuación de Laplace o problema
exterior de Dirichlet en la región U ⊂ R3, abierta no acotada y de frontera
acotada Σ, consiste en hallar una función u con derivadas primeras continuas
en U +Σ y derivadas segundas continuas en U , tal que
i) Δu = 0 en U ,
ii) u es continua en U +Σ,
iii) uΣ = f ,
iv) u tiende uniformemente a cero en el inﬁnito.
Nótese que es la condición iv) la que garantiza la unicidad de la solución, pues
por ejemplo, si se exigieran sólo las tres primeras, en el caso en que f = u0
constante sobre una superﬁcie esférica de radio a, se tendrían al menos las
dos soluciones: u = u0 y u = au0/r.
Teorema de unicidad. Si el 1◦ problema exterior de Dirichlet en R3 tiene
solución, la solución es única.
Demostración: Si u1 y u2 son soluciones, entonces u = u1 − u2 es armónica
en U , uΣ = 0 y u veriﬁca ii). Si se supone que existe Q ∈ U tal que u(Q) =
u0 = 0, puede tomarse  = |u0|/2. La condición iv) implica que para dicho
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Figura 5.2: Q ∈ (U ∩K0r0) con U región no acotada de frontera Σ ⊂ K0r0 .
 > 0 existe R0 tal que para r ≥ R0 es |u(M)| < . Se consideran r0 ≥ R0 y la
esfera con centro en el origen K0r0 , de modo que Q ∈ (U ∩K0r0) y Σ ⊂ K0r0 , tal
como lo muestra la ﬁgura 5.2. Dado que |u|Σr0 < , y uΣ = 0, por el teorema
del valor máximo es |u(Q)| < , pero |u(Q)| = |u0| >  = |u0|/2, por lo tanto
u(Q) = 0 ∀Q ∈ U .
El 1◦ problema exterior de contorno o problema exterior de Dirichlet en la
región V ⊂ R2 abierta, no acotada y de frontera acotada C, consiste en hallar
una función u con derivadas primeras continuas en V + C y derivadas segun-
das continuas en V , tal que
i) Δu = 0 en V ,
ii) u continua en V + C,
iii) uC = f ,
iv) |u| ≤ A, A ∈ R.
La condición iv) es necesaria para la unicidad de la solución. En efecto, sobre
el círculo de radio a, con valor constante u0 en su frontera, existen dos fun-
ciones armónicas, u = u0 y u = u0 ln(r)/ ln(a). No obstante, la última función
se descarta como solución del problema de Dirichlet en virtud de la condición
iv).
Teorema de unicidad. Si el problema exterior de Dirichlet en el plano tiene
solución con derivadas segundas continuas, entonces esta solución es única.
Demostración: Sea u la diferencia de dos soluciones u = u1−u2, por lo tanto
u es armónica en V , continua en V +C, uC = 0 y |u| ≤ A1 +A2 = B, donde
A1 y A2 son las cotas de u1 y u2, respectivamente. Se toman R1 y R2 tales
que DM0R1 ⊂ R2 − V y C ⊂ DM0R2 , y se denomina V ′ a la región DM0R2 ∩ V ,
como lo muestra la ﬁgura 5.3.
La función ln(1/R), con R = RM0M la distancia entre M y M0, es continua en
V , y ln(R/R1) > 0 en V + C. Se deja ﬁjo R1 y se deﬁne la función uR2(M) =
B ln(R/R1)/ ln(R2/R1), armónica en V ′, positiva sobre C y con valor B sobre
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Figura 5.3: Sea V la región no acotada de frontera C; R1 y R2 son tales que
DM0R1 ⊂ R2 − V y C ⊂ V ′ = V ∩DM0R2 .
la circunferencia con centro en M0 y radio R2. Por el teorema del valor máximo
es u < uR2 en V ′; u no depende de R2, luego, haciendo R2 → ∞, uR2 → 0;
por lo tanto es u ≡ 0 en V y la solución es única.
El 2◦ problema interior de contorno o problema interior de Neumann en una
región T acotada de frontera Σ, consiste en hallar una función u con derivadas
primeras continuas en T +Σ y derivadas segundas continuas en T , tal que
i) Δu = 0 en T ,
ii) u continua en T +Σ,
iii) ∂u/∂nΣ = f .
Teorema de unicidad relativa. Dos soluciones del problema interior de Neu-
mann con derivadas primeras y segundas continuas diﬁeren en una constante.
Demostración: Sea u = u1−u2, con u1, u2 soluciones del problema, entonces
u es armónica en T , continua en T +Σ y ∂u/∂nΣ = 0.
Si se considera la primera fórmula de Green∫
T
uΔv dV = −
∫
T
(∇u · ∇v) dV +
∫
Σ
u vn dS, (5.49)
con v = u, es ∫
T
(u2x + u
2
y + u
2
z) dV = 0, (5.50)
entonces ux = uy = uz = 0, lo que implica que u es constante.
El 2◦ problema exterior de contorno o problema exterior de Neumann en una
región U no acotada, de frontera acotada Σ consiste en hallar una función u
con derivadas primeras continuas en U + Σ y derivadas segundas continuas
en U , tal que
i) Δu = 0 en U ,
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ii) u continua en U +Σ,
iii) ∂u/∂nΣ = f .
La unicidad de este problema se demuestra para funciones regulares en el
inﬁnito. Una función armónica u se dice regular en el inﬁnito si existen R0
suﬁcientemente grande y A > 0 tales que para R ≥ R0 se veriﬁcan |u| < A/R,
y |ux|, |uy|, |uz| < A/R2.
Teorema de unicidad condicionada. Si el 2◦ problema exterior de contorno
tiene solución regular en el inﬁnito, entonces dicha solución es única.
Demostración: Sean u1 y u2 dos soluciones regulares en el inﬁnito. La fun-
ción u = u1 − u2 es solución del problema con condición de frontera nula
(f = 0). Sean R1 y R2 dos números suﬁcientemente grandes para los que
se satisface la regularidad en el inﬁnito de u1 y u2, respectivamente. Sean
R0 = max{R1, R2} y R ≥ R0 tal que la esfera KR de radio R, con centro en
el origen y de frontera ΣR, contenga al complemento de U . Considerando la
primera fórmula de Green en la región U1 = KR ∩ U , y con v = u, resulta
(∇u)2 dV = uun dS + uun dS =
∫ ∫ ∫ ∫
uun dS, (5.51)
U1 Σ ΣR ΣR
pues unΣ = 0. La regularidad en el inﬁnito de u implica que∣∣∣∣
ΣR
uun dS ∣∣ = ∣∣∫ ∣∣ ∣∣∫
ΣR
∣∣
u(ux cosα+ uy cosβ + uz cos γ) dS ∣∣ ≤
≤
∫
ΣR
3A2
R3
A2
R
dS = 12π . (5.52)
Para R → ∞ es ∫
ΣR
uun dS = 0, (5.53)
y por lo tanto, ∫
U
(∇u)2 dV = 0. (5.54)
De aquí resulta u constante en U , y como por hipótesis limR→∞ |u| = 0, es
u ≡ 0 en U y la solución es única.
Resultados y deﬁniciones análogas valen en el plano.
5.5 Solución del primer problema de contorno en
el círculo. Integral de Poisson
Hallaremos una función u armónica dentro del círculo de radio a, tal que
uρ=a = Φ(φ), con 0 ≤ φ ≤ 2π y Φ continua y derivable. Paralelamente re-
solveremos el problema exterior, es decir, en ρ > a.
La ecuación de Laplace en coordenadas polares es
Δu =
1
ρ
∂
∂ρ
(
ρ
∂u
∂ρ
)
+
1
ρ2
∂2u
∂φ2
= 0, (5.55)
y si proponemos una solución en forma de producto,
u = f(ρ)g(φ), (5.56)
separando las variables obtenemos las EDO
g′′ + λg = 0,
ρ2f ′′ + ρf ′ − λf = 0. (5.57)
La solución de la primera ecuación es
g(φ) = A cos
√
λφ+B sin
√
λφ, (5.58)
y como debe veriﬁcarse que g(φ+2π) = g(φ), resulta
√
λ = n. Obtenemos así
la sucesión de soluciones particulares
gn(φ) = An cosnφ+Bn sinnφ. (5.59)
Además, las soluciones de ρ2f ′′ + ρf ′ − n2f = 0 son ρn y ρ−n; la primera
es continua y acotada dentro del círculo (problema interior) y la segunda lo es
fuera del círculo (problema exterior).
Entonces las soluciones particulares para Δu = 0 son
un = ρ
n(An cosnφ+Bn sinnφ), ρ ≤ a,
un = ρ
−n(An cosnφ+Bn sinnφ), ρ ≥ a, (5.60)
y por el principio de superposición se obtienen las soluciones
u =
∞∑
n=0
ρn(An cosnφ+Bn sinnφ), ρ ≤ a,
u =
∞∑
n=0
ρ−n(An cosnφ+Bn sinnφ), ρ ≥ a. (5.61)
Imponiendo la condición de frontera para el problema interior es
u(a, φ) = Φ(φ) =
∞∑
n=0
an(An cosnφ+Bn sinnφ) =
=
a0
2
+
∞∑
n=1
(an cosnφ+ bn sinnφ), (5.62)
donde an, bn, son los coeﬁcientes del desarrollo de Fourier de Φ(φ),
an =
1
π
∫ π
−π
Φ(α) cosnα dα,
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bn =
1
π
∫ π
−π
Φ(α) sinnα dα, (5.63)
y la solución para el problema interior es
u(ρ, φ) =
a0
2
+
∞∑
n=1
(ρ
a
)n
(an cosnφ+ bn sinnφ). (5.64)
De manera análoga resulta la solución para el problema exterior,
u(ρ, φ) =
a0
2
+
∞∑
n=1
(
a
ρ
)n
(an cosnφ+ bn sinnφ). (5.65)
La continuidad de u se deduce de la convergencia uniforme de la serie que la
deﬁne, y esta propiedad es consecuencia de la continuidad y derivabilidad de
Φ.
La integral de Poisson para el problema interior se obtiene reescribiendo la
solución (5.64) introduciendo en ella las expresiones que deﬁnen a los coeﬁ-
cientes de Fourier:
u(ρ, φ) =
1
π
∫ π
−π
Φ(α)
[
1
2
+
∞∑
n=1
(ρ
a
)n
(cosnφ cosnα+ sinnφ sinnα)
]
dα =
=
1
2π
∫ π
−π
Φ(α)
[
1 + 2
∞∑
n=1
(ρ
a
)n
cos [n(α− φ)]
]
dα. (5.66)
Si en la última expresión denotamos con ω = α− φ y operamos:
1 + 2
∞∑
n=1
(ρ
a
)n
cosnω = −1 + 2
∞∑
n=0
(ρ
a
)n
cosnω =
= −1 + 2Re
[ ∞∑
n=0
(ρ
a
)n
einω
]
=
= −1 + 2Re
(
1− ρ
a
eiω
)−1
=
=
a2 − ρ2
a2 + ρ2 − 2aρ cos (α− φ) ,
ρ
a
< 1, (5.67)
la integral de Poisson para el problema interior resulta
u(ρ, φ) =
1
2π
∫ π
−π
Φ(α)
(a2 − ρ2)
a2 + ρ2 − 2aρ cos (α− φ) dα, ρ < a, (5.68)
siendo (5.67) el núcleo de Poisson.
La integral (5.68) coincide con la serie (5.64) para ρ < a y la serie es una
función continua en ρ ≤ a, entonces
u(a, φ) = lim
ρ→au(ρ, φ) = Φ(φ). (5.69)
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En forma análoga se obtiene la integral de Poisson para el problema exterior:
u(ρ, φ) =
1
2π
∫ π
−π
Φ(α)
(ρ2 − a2)
a2 + ρ2 − 2aρ cos (α− φ) dα, ρ > a, (5.70)
con u(a, φ) = Φ(φ).
Si se considera el problema interior con Φ(φ) = 1 entonces, por el teorema del
valor máximo es u = 1 en el círculo ρ < a, y de (5.68) se obtiene el valor de la
integral del núcleo:∫ π
−π
dα
a2 + ρ2 − 2aρ cos (α− φ) =
2π
a2 − ρ2 . (5.71)
La integral de Poisson resuelve los problemas en el círculo también en el caso
en el que Φ es seccionalmente continua, y su solución resulta una función
acotada en el círculo cerrado.
Una aplicación interesante de la integral de Poisson es el resultado siguiente:
Toda solución continua u(x, y) de la ecuación de Laplace en una región abierta
D ⊂ R2 es la parte real de una función analítica.
Demostración: La función u(x, y) puede representarse como una integral de
Poisson en alguna circunferencia C con centro en (x0, y0) y radio a (a ﬁn de
simpliﬁcar la notación podemos tomar x0 = y0 = 0).
El núcleo de Poisson puede escribirse en la forma
(a2 − ρ2)
a2 + ρ2 − 2aρ cos (α− φ) = −1 + 2aRe
{
1
a− ρ exp[i(φ− α)]
}
=
= −1 + 2Re
{
ia exp(iα)
i[a exp(iα)− ρ exp(iφ)]
}
. (5.72)
Llamando β = a exp(iα), z = ρ exp(iφ), y suponiendo que uρ=a = Φ(φ), se
tiene
u(x, y) = − 1
2π
∫ π
−π
Φ(α) dα+
1
π
Re
∮
Φ(β)
i(β − z) dβ, (5.73)
donde
∮
es la integral sobre la circunferencia de radio a. Entonces,
u(x, y) = −u(0, 0) +Re{f(z)}, (5.74)
con f(z) analítica.
5.6 Funciones de Green asociadas a la ecuación
de Laplace
Las funciones de Green proveen un camino diferente para resolver problemas
de contorno. En las secciones 5.7 y 5.8 abordaremos por este método el pro-
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blema para la ecuación de Laplace en una región esférica y en un subespacio
(región no acotada), respectivamente.
En R3 la función de Green asociada al 1◦ (o 2◦) problema de contorno en la
región T de frontera Σ, es la función G(M,P ) definida en el punto P (ξ, η, ζ)
con M(x, y, z) fijo, y que satisface
i) ∆G = 0 para P 6= M , en T ,
ii) G(M,P ) = 1/4piRMP + v(M,P ) con v armónica en T ,
iii) G(M,P )cΣ = 0, (o ∂G/∂ncΣ = 0).
En R2 la función de Green asociada al 1◦ (o 2◦) problema de contorno en la
región S de frontera C es la función G(M,P ) definida por
i) ∆G = 0 para P 6= M , en S,
ii) G(M,P ) = 12pi ln (1/RMP ) + v(M,P ) con v armónica en S,
iii) G(M,P )cC = 0, (o ∂G/∂ncC = 0).
Si se consideran las funciones u y v armónicas en T y continuas en T + Σ,
de la fórmula fundamental de Green para M ∈ T y de la segunda fórmula de
Green se obtienen
u(M) =
1
4pi
∫
Σ
[
−u ∂
∂n
(
1
R
)
+
1
R
∂u
∂n
]
dS
0 =
∫
Σ
(−uvn + vun) dS. (5.75)
Sumando las igualdades anteriores y denotando G = 1/4piRMP + v(M,P )
u(M) =
Σ
(
G
∂u
∂n
− u∂G
∂n
resulta ∫ )
dS. (5.76)
Por lo que, en regiones acotadas, donde se pueden aplicar las fórmulas de
Green, la solución al 1◦ problema interior de contorno en R3 con ucΣ = f es
u(M) = −
∫
Σ
∂G(M,P )
∂n
f(P ) dSP , (5.77)
dado que GcΣ = 0.
Proposición 5.1 Si G es la función de Green para la ecuación de Laplace,
entonces para el 1◦ problema interior de contorno en T + Σ se cumplen
i) G(M,P ) > 0 en T ,
ii) ∂G∂n cΣ ≤ 0.
Demostración: i) La función de Green es positiva en todos los puntos de T .
En efecto, G se anula en la frontera Σ de la región, y es positiva sobre la
superficie de una esfera suficientemente pequeña con centro en M .
aO
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Figura 5.4: Transformación de los radio-vectores inversos respecto de la esfera
de radio a.
Luego, por el principio del valor máximo, se deduce que G es positiva en toda
la región.
ii) La propiedad
∂G
∂n
Σ ≤ 0, (5.78)
surge en forma inmediata dado que G es positiva en T y nula sobre su frontera
Σ.
5.7 Primer problema de contorno para la esfera.
Integral de Poisson
Por medio de la función de Green hallaremos la función u(r, θ, φ) armónica en
la esfera de radio a y tal que uρ=a = f(φ, θ). Para determinar la función de
Green asociada a la esfera utilizaremos la transformación de los radio-vectores
inversos, ρ0 = OM0 y ρ1 = OM1, que veriﬁcan ρ0ρ1 = a2 (ver ﬁgura 5.4).
Si P ∈ Σa, los triángulosOPM0 yOPM1 son semejantes pues tienen el ángulo
en O en común y los lados adyacentes proporcionales, por lo tanto es
ρ0
a
=
a
ρ1
=
r0
r1
, (5.79)
donde r0 = PM0 y r1 = PM1.
Entonces es r0 = ρ0r1/a, ∀P ∈ Σa, y la función armónica v(M) = −a/(ρ0RM1M )
toma sobre la esfera el mismo valor que la función −1/RM0M . Resulta así la
función de Green para la esfera,
G(M0,M) =
1
4π
(
1
RM0M
− a
ρ0
1
RM1M
)
. (5.80)
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Según vimos, la solución al 1◦ problema de contorno es
u(M0) = −
∫
Σa
f(P )
∂G(M0,P )
∂n
dSP . (5.81)
Debemos entonces obtener ∂G/∂n y evaluarla sobre la superﬁcie Σa; es
∂G
∂n
=
1
4π
[
∂
∂n
(
1
r0
− a
ρ0
∂
∂n
1
r1
) ( )]
, (5.82)
donde
∂
∂n
(
1
r0
)
=
∂
∂r0
(
1
r0
)
∂r0
∂n
= − 1
r20
cos(n,̂ r0),
∂
∂n
(
1
r1
)
= − 1
r21
cos(n,̂ r1). (5.83)
Además,
cos(n,̂ r0)Σa =
a2 + r20 − ρ20
2ar0
,
cos(n,̂ r1)Σa =
a2 + r21 − ρ21
2ar1
, (5.84)
y de r1 = ar0/ρ0 y de ρ1 = a2/ρ0 se obtiene
cos(n,̂ r1)Σa =
a2 + a2r0
2/ρ20 − a4/ρ20
2a2r0/ρ0
=
ρ20 + r
2
0 − a2
2r0ρ0
. (5.85)
Por lo tanto,
∂G
∂n
Σa = −
(a2 − ρ20)
4πar30
, (5.86)
y
u(M0) =
1
4πa
∫
Σa
f(P )
(a2 − ρ20)
r30
dSP . (5.87)
Si γ es el ángulo formado porOP yOM0 con P (a, α, β) yM0(ρ, φ, θ), es cos γ =
cosβ cos θ + sinβ sin θ cos(α − φ), entonces, la solución del problema interior
para la esfera de radio a está representada por la integral de Poisson:
u(ρ, φ, θ) =
a
4π 0
∫ 2π ∫ π
0
f(α, β)
(a2 − ρ2) sinβ
(a2 + ρ2 − 2aρ cos γ)3/2 dβdα. (5.88)
La solución al problema exterior se obtiene en forma análoga y viene dada por
la integral de Poisson correspondiente,
u(ρ, φ, θ) =
a
4π 0
∫ 2π ∫ π
0
f(α, β)
(ρ2 − a2) sinβ
(a2 + ρ2 − 2aρ cos γ)3/2 dβdα. (5.89)
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Figura 5.5: Una carga electrostática puntual ubicada en P y la esfera conduc-
tora de radio a.
Como aplicación, resolveremos el problema que consiste en hallar el campo
electrostático de una carga puntual e situada en el punto P , en presencia de
una esfera conductora ideal de radio a, como muestra la ﬁgura 5.5.
Para ello consideramos el origen del sistema de coordenadas esféricas en el
centro de la esfera y hacemos pasar el eje polar (θ = 0) por el punto P , con
OP = r0 > a.
El campo electrostático viene dado por E = −∇u y el potencial u = u(M), con
M = M(r, φ, θ), satisface la ecuación de Laplace en todos los puntos fuera
de la esfera, excepto en M = P donde presenta una singularidad del tipo
e/RMP = u0, siendo u0 el potencial de la carga e en el espacio en ausencia
de la esfera. En la superﬁcie de la esfera es ur=a = 0. Luego, la solución del
problema será de la forma:
u(M) =
e
R
+ v(M), (5.90)
con R = RMP =
√
r20 + r
2 − 2rr0 cos θ, y donde v es la solución al problema
exterior de Dirichlet que sigue:
Δv = 0, r > a
vr=a = − e
R
r=a. (5.91)
La función 1/R admite el desarrollo en serie de polinomios de Legendre (ver
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apéndice E),
1
R
=
1
r0
∞∑
n=0
(
r
r0
)n
Pn(cos θ), r < r0. (5.92)
En tanto, para la resolución del problema exterior de Dirichlet proponemos
v =
n=0
a
r
∞∑ ( )n+1
Yn(θ, φ), (5.93)
siendo Yn(θ, φ) una función esférica (remitimos nuevamente al apéndice E)
que en este caso, por simetría, será independiente de φ. Entonces, de (5.92)
y (5.93) sigue que
Yn(θ) = −eanr−(n+1)0 Pn(cos θ), (5.94)
y el potencial u = u(r, θ) viene dado por
u(r, θ) =
e
R
− e
∞∑
n=0
a2n+1
(rr0)n+1
Pn(cos θ). (5.95)
5.8 Problema de contorno para un semiespacio
Resolveremos la ecuación de Laplace en el semiespacio z > 0, tal que uz=0 =
f(x, y), con f regular en el inﬁnito. La solución, dada por
u(M0) = −
∫
Σ
u(P )
∂G(M0, P )
∂n
dSP , (5.96)
con M0(x0, y0, z0) y P (x, y, z), es válida para regiones no acotadas sólo en el
caso de funciones regulares en el inﬁnito (deﬁnidas en 5.4).
Hallaremos la función de Green asociada a este problema
1
G(M0, P ) =
4πRM0P
+ v(M0, P ), (5.97)
de modo que Gz=0 = 0. Sea M1(x0, y0,−z0) el punto simétrico de M0 res-
pecto del plano z = 0, si se deﬁne
G(M0, P ) =
1
4π
(
1
RM0P
− 1
RM1P
)
, (5.98)
entonces se veriﬁca Gz=0 = 0.
Dado que ∂G/∂nz=0 = −∂G/∂zz=0, y utilizando las igualdades
R2M0P = (x− x0)2 + (y − y0)2 + (z − z0)2,
R2M1P = (x− x0)2 + (y − y0)2 + (z + z0)2,
∂RM0P
∂z
=
z − z0
RM0P
,
∂RM1P
∂z
=
z0 + z
RM1P
, (5.99)
obtenemos
∂G
∂n
z=0 = 1
4π
(
z − z0
R3M0P
− z + z0
R3M1P
)
z=0
= − z0
2π[(x− x0)2 + (y − y0)2 + z20 ]3/2
. (5.100)
Entonces la solución para cualquier punto M0 del subespacio es
u(x0, y0, z0) =
z0
2π
∫ ∫ ∞
−∞
f(x, y)
[(x− x0)2 + (y − y0)2 + z20 ]3/2
dxdy. (5.101)
5.9 Ecuación general con coeﬁcientes constantes
Toda ecuación de tipo elíptico con coeﬁcientes constantes se reduce a la forma
Δu+ cu = F, (5.102)
y las propiedades de su solución dependen del signo de c.
En particular, cuando es c > 0 suele escribirse
Δu+ k2u = F, (5.103)
y se la conoce como ecuación de Helmholtz o ecuación ondulatoria. Esta
ecuación se presenta en problemas relacionados con oscilaciones perma-
nentes, propagación de ondas, problemas estacionarios, etc. Como se verá,
el tratamiento de esta ecuación es semejante al de la ecuación de Laplace.
Cuando es c < 0, la ecuación (5.102) veriﬁca los teoremas que se demuestran
a continuación.
Teorema del valor máximo para problemas interiores. Sea T una región
abierta y acotada. La solución de Δu − k2u = 0, continua y con derivadas
primeras y segundas continuas en T , toma su valor máximo positivo y mínimo
negativo en la frontera de T .
Demostración: Supongamos que la solución u toma su valor máximo positivo
en M0 ∈ T , entonces uxx(M0), uyy(M0), uzz(M0) ≤ 0 y, en consecuencia, es
Δu(M0) ≤ 0, pero k2u(M0) > 0. Pero en ese caso no se veriﬁcaría la ecuación
en M0; esto es absurdo por lo tanto M0 debe estar en la frontera de T .
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El mínimo negativo de u es el máximo positivo de −u, de aquí que la misma
demostración es válida para el mínimo negativo de u.
El 1◦ problema interior de contorno para la ecuación Δu − k2u = 0 en la
región T de frontera Σ, consiste en hallar una función u, continua en T + Σ,
que veriﬁque la ecuación y tal que uΣ = f .
Teorema de unicidad para el 1◦ problema interior de contorno. Si el 1◦
problema interior de contorno para la ecuación Δu − k2u = 0 tiene solución,
esta solución es única.
Demostración: Sean u1 y u2 soluciones, la función u = u1−u2 es solución de
la ecuación homogénea y uΣ = 0. El valor máximo de u no puede ser positivo
pues debería estar en la frontera, y el valor mínimo no puede ser negativo por
la misma razón. Por lo tanto es u ≡ 0 y la solución es única.
Las soluciones con simetría esférica de la ecuación Δu+k2u = 0 son e±ikr/r ,
y las de Δu− k2u = 0 son e±kr/r , en ambos casos con r = 0.
Esto resulta de considerar que para u = u(r), el laplaciano se reduce a
Δu =
1
r2
d
dr
(
r2
du
dr
)
=
1
r
d2(ru)
dr2
,
y tomando w = ru, la ecuación Δu+ k2u = 0 se escribe d2w/dr2 + k2w = 0 ,
que tiene como solución general a w = Aeikr +Be−ikr.
A las soluciones particulares de la ecuación de Helmholtz homogénea, e±ikr/r,
se las llama soluciones fundamentales.
En forma análoga, a partir de la solución general de d2w/dr2 − k2w = 0 se
obtienen las soluciones fundamentales e±kr/r de Δu− k2u = 0.
Utilizando las soluciones fundamentales y deﬁniendo la Función de Green, se
puede obtener una solución de la ecuación (5.102) en forma de integral. Para
esto se deﬁne el operador lineal L(u) = Δu + cu, y teniendo en cuenta la
segunda fórmula de Green,∫
T
(uΔv − vΔu) dV =
∫
Σ
(uvn − vun) dS, (5.104)
se obtiene que ∫
T
(uL(v)− vL(u)) dV =
∫
Σ
(uvn − vun)dS. (5.105)
Siguiendo un procedimiento análogo al utilizado para la fórmula fundamental
de Green asociada a la ecuación de Laplace, se consideran, para c = −k2
y c = k2, las funciones v = e−kR/R y v = e−ikR/R, respectivamente, con
R = RM0M , y resultan las fórmulas fundamentales correspondientes.
Sabiendo que L(u) = F , y tomando v = e−kR/R, se obtiene
u(M0) = − 1
4π
∫
Σ
[
u
∂
∂n
(
e−kR
R
)
− e
−kR
R
∂u
∂n
]
dS− 1
4π
∫
T
e−kR
R
F dV, (5.106)
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que es la fórmula fundamental asociada a Δu− k2u = F para M0 ∈ T .
Tomando v = e−ikR/R resulta
u(M0) = − 1
4π Σ
u
∂
∂n
e−ikR
R
− e
−ikR
R
∂u
∂n
dS − 1
4π
∫ [ ( ) ] ∫
T
e−ikR
R
F dV,
(5.107)
fórmula fundamental para la ecuación Δu + k2u = F siendo M0 un punto
interior a T .
La función de Green asociada a la ecuación Δu − k2u = F en la región T de
frontera Σ, y para el 1◦ problema de contorno, es la función G(M0,M) deﬁnida
por
i) G(M0,M) = e−kR/4πR+ v(M),
ii) L(G) = 0 para M = M0, (lo que implica que L(v) = 0),
iii) GΣ = 0.
La función de Green correspondiente al 2◦ problema de contorno se deﬁne por
i) G(M0,M) = e−kR/4πR+ v(M),
ii) L(G) = 0 para M = M0, (lo que implica que L(v) = 0),
iii) ∂∂nGΣ = 0.
A continuación obtendremos la expresión integral de la solución al problema
interior para Δu − k2u = F en T con uΣ = f . Sumando a la fórmula funda-
mental (5.106), la fórmula (5.105) con L(v) = 0, resulta
u(M0) = −
∫
Σ
[
u
∂
∂n
(
e−kR
4πR
+ v
)
−
(
e−kR
4πR
+ v
)
∂u
∂n
]
dS
−
∫
T
(
e−kR
4πR
+ v
)
F dV, (5.108)
u(M0) = −
que en términos de G(M0,M) es∫
Σ
u(M)
∂G(M0,M)
∂n
dS −
∫
T
F (M)G(M0,M) dV. (5.109)
Entonces, la solución al problema planteado puede escribirse en la forma:
u(M0) = −
Σ
f(M)
∂G(M0,M)
∂n
dS −
∫ ∫
T
F (M)G(M0,M) dV. (5.110)
La función de Green asociada a la ecuación Δu + k2u = F en la región T de
frontera Σ, para el 1◦ problema de contorno, es la función G(M0,M) deﬁnida
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por
i) G(M0,M) = e−ikR/4πR+ v(M0.M),
ii) L(G) = 0, para M = M0,
iii) GΣ = 0.
Con esta función de Green se resuelve el problema interior para la ecuación
Δu + k2u = F en T con uΣ = f , cuya solución es formalmente igual a la
expresión (5.110).
Las fórmulas previas se aplican a regiones no acotadas, para la ecuación Δu−
k2u = 0. Así por ejemplo, para problemas en el semiespacio z > 0, la función
de Green se puede obtener utilizando un método análogo al de las imágenes
electrostáticas, y resulta de la forma
G(M0,M) =
1
4π
e−kRM0M
RM0M
− e
−kRM1M
RM1M
( )
, (5.111)
con M0(x0, y0, z0) y M1(x0, y0,−z0).
Como se observa, se construyó G como función impar de z, de modo que se
veriﬁque Gz=0 = 0.
Para concluir esta sección, hallaremos la forma del operador O tal que
u(x, y, z) = exp(ikzO)(f(x, y)), (5.112)
sea solución de la ecuación de Helmholtz Δu+ k2u = 0.
Se deﬁne el operador exp(ikzO) por la expresión
exp(ikzO)(f) =
∞∑
n=0
(ikz)n
n!
On(f). (5.113)
Si Δ2 es el laplaciano en dos dimensiones, entonces
Δu = Δ2u − k2
∞∑
n=2
(ikz)n−2
(n− 2)! O
n(f)
=
∞∑
n=0
(ikz)n
n!
[Δ2 − k2O2]On(f)
= −k2u = −k2
∞∑
n=0
(ikz)n
n!
On(f). (5.114)
Por lo tanto,
Δ2 − k2O2 = −k2, (5.115)
o bien
O = (1 + k−2Δ2)1/2. (5.116)
Nota: En óptica suele utilizarse la aproximación paraxial del operador O,
O = 1 +
Δ2
2k2
. (5.117)
(Se supone k grande y se toman los dos primeros términos del desarrollo en
serie de potencias de
√
1 + k−2Δ2 ).
En este caso, una solución de la ecuación de Helmholtz es
u(x, y, z) = exp(ikz) exp
(
izΔ2
2k
)
(f(x, y)). (5.118)
5.10 Problemas propuestos
1- Clasiﬁcar las siguientes ecuaciones:
a)
uxx − 4uxy + 2uxz + 4uyy + uzz + 3ux = 0,
b)
uxy − uxz + 3xux − 2yuz + x = 0.
2- Sea u(M) una función armónica. Decir cuáles de las siguientes funciones
son armónicas:
a) u(λx, λy, λz), con M(x, y, z) ∈ R3, λ ∈ R;
b) u(CM), con M(x, y, z) ∈ R3, siendo C una matriz constante ortogonal;
c) v = uxuy si M(x, y) ∈ R2;
d) v = uxuy si M(x, y, z) ∈ R3.
3- Hallar los valores máximo y mínimo de la función armónica u = xy en la
región D : x2 + y2 ≤ 1. Hallar un en los puntos extremos de u siendo n la
normal exterior a la frontera de D.
4- Resolver si es posible, Δu = A dentro del anillo a < ρ < b, si unρ=a = B
y unρ=b = C.
5- Hallar la solución de Δu = Ar +B dentro de la esfera r < a, si ur=a = 0.
6- Determinar la distribución estacionaria de temperatura dentro de una capa
esférica a < r < b, si la superﬁcie r = a tiene temperatura constante u1 y r = b
temperatura constante u2 (simetría esférica).
7- Para el círculo, resolver el 1◦ problema interior de contorno para la ecuación
de Laplace en u(ρ, ϕ) si
a) u(a, ϕ) = A,
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b) u(a, ϕ) = A cosϕ,
c) u(a, ϕ) = A+Ba sinϕ,
d) u(a, ϕ) = A(sinϕ)2 +B(cosϕ)2,
e) u(a, ϕ) = Aa2 sin(2ϕ)/2.
8- Mostrar que las partes real e imaginaria de una función analítica son fun-
ciones armónicas.
Sugerencia: usar las condiciones de Cauchy-Riemann
9- Obtener la fórmula fundamental de Green en el plano.
Sugerencia: en la segunda fórmula de Green en R2 tomar v = ln (1/RM0P ),
donde RM0P es la distancia de P (x, y) a un punto ﬁjo M0(x0.y0), y proceder
en forma análoga al caso tridimensional.
10- Para el círculo de radio a, resolver el 1◦ problema exterior de contorno para
la ecuación de Laplace, en los siguientes casos
a) u(a, ϕ) = A cosϕ,
b) u(a, ϕ) = A+Ba sinϕ,
c) u(a, ϕ) = A(sinϕ)2 +B(cosϕ)2,
d) u(a, ϕ) = A sin(2ϕ).
11- Resolver el problema interior de Dirichlet: Δu = 0, con x, y ∈ D, siendo
D : x2 + y2 + 2x < 0, si sobre la frontera de D es u = 4x3 + 6x− 1.
12- Hallar la función armónica u, dentro del anillo a < ρ < b en R2 tal que
u(a, ϕ) = 0 y u(b, ϕ) = cosϕ.
Sugerencia: utilizar separación de variables e incluir la solución para n = 0.
13- Dada una lámina en forma de sector circular ρ < a, 0 ≤ ϕ ≤ α tal que
u(ρ, ϕ) =
⎧⎨⎩ u1 ρ = a, 0 < ϕ <
α
2
u2 ρ = a, α2 < ϕ < α
0 ϕ = 0, ϕ = α
hallar la temperatura estacionaria en la lámina.
Sugerencia: utilizar separación de variables.
14- Hallar la solución del 1◦ problema de contorno para la ecuación de Laplace
dentro del rectángulo.
Sugerencia: utilizar separación de variables y considerar u = u1+u2+u3+u4,
donde ui es la solución del problema con condición no nula sólo en el lado
i-ésimo donde ui = fi.
15- Hallar la función u armónica en el semicírculo de radio a, y > 0, tal que
u = f(x, y) en ρ = a, y > 0; uy(x, 0) = 0 con −a < x < a.

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Sugerencia: utilizar la fórmula de Poisson.
16- Escribir la solución del 2◦ problema de contorno para el círculo de radio a,
Δu = 0 con unρ=a = f(ϕ).
a) interior,
b) exterior.
17- Resolver, si es posible, el 2◦ problema de contorno para el círculo de radio
a y centro en el origen, Δu = 0 con unρ=a = f(ϕ), en los siguientes casos:
a) u(a, ϕ) = A
b) u(a, ϕ) = A cos (2ϕ)
18- Probar que el problema interior de Neumann para el círculo con un = f
sobre la frontera Σ, tiene como solución
u(x, y) = − 1
π
∫
Σ
ln[
√
(ξ − x)2 + (η − y)2]f(ξ, η) ds+ cte.
Sugerencia: utilizar un razonamiento análogo al que condujo a la integral de
Poisson.
19- Demostrar que para el 1◦ problema interior de contorno en T +Σ y para la
función de Green para la ecuación de Laplace, se veriﬁca que
a) G > 0 en T ,
b) GnΣ ≤ 0.
20- Para el círculo, hallar la función de Green y resolver por medio de ella, el
1◦ problema interior de contorno.
21- Resolver el 1◦ problema interior de contorno para el semiespacio superior
por medio de la función de Green.
22- Dada una esfera de radio a, resolver el problema de Dirichlet:
Δu = 0, ur=a = f(θ, ϕ)
a) interior,
b) exterior.
Sugerencia: utilizar separación de variables. La solución se expresa en térmi-
nos de las funciones esféricas Yn(θ, ϕ) (descriptas en el apéndice E).
23- Resolver el 1◦ problema de contorno para el semiplano superior con
u(x, 0) =
x
x2 + 1
.
24- Probar que las funciones
uν(r, θ) = Iν(μr) cos(νθ)
vν(r, θ) = Iν(μr) sin(νθ)
con Iν funciones de Bessel modiﬁcadas de primera clase (apéndice E), veriﬁ-
can la ecuación:
Δu− μ2u = 0.
25- Probar que las funciones
uν(r, θ) = Kν(μr) cos(νθ)
vν(r, θ) = Kν(μr) sin(νθ)
con Kν funciones de Bessel modiﬁcadas de tercera clase (apéndice E), veriﬁ-
can la ecuación:
Δu− μ2u = 0.
26- Hallar la distribución estacionaria de la concentración de un gas inestable
dentro de un cilindro inﬁnito de sección circular si se mantiene la concentración
constante en la superﬁcie del cilindro. Este problema consiste en hallar la
solución acotada de la ecuación bidimensional
Δu− μ2u = 0, r ≤ a; ur=a = u0.
27- Hallar la distribución estacionaria de la concentración de un gas inestable
fuera de un cilindro inﬁnito de sección circular si se mantiene la concentración
constante en la superﬁcie del cilindro. Este problema consiste en hallar la
solución acotada de la ecuación bidimensional
Δu− μ2u = 0, r ≥ a; ur=a = u0.
Soluciones a los problemas propuestos
1-a Hiperbólica
1-b Hiperbólica
2-a,b,c Armónicas; d No es armónica.
3- Máximos en (1/
√
2, 1/
√
2) y (−1/√2,−1/√2) donde u = 1/2 y un = 1;
mínimos en (−1/√2, 1/√2) y (−1/√2,−1/√2) donde u = −1/2 y un = −1
4- La solución existe siempre que C = Ab/2− a(B +Aa/2)/b y es
u(ρ) =
Aρ2
4
+ C1 ln ρ+ C2

con C1 = −a(B +Aa/2) = b(c−Ab/2)
5-
u(r) = A(r3 − a3)/12 +B(r2 − a2)/6
6-
u(r) =
ab(u2 − u1)
(a+ b)r
+
au1 − bu2
(a− b)
7-a
u(ρ, ϕ) = A
7-b
u(ρ, ϕ) = Aρ cosϕ/a
7-c
u(ρ, ϕ) = A+Bρ sinϕ
7-d
u(ρ, ϕ) =
(A+B)
2
+
(B −A)
2a2
ρ2 cos(2ϕ)
7-e
u(a, ϕ) = Aρ2 sin(2ϕ)/2
10-a
u(ρ, ϕ) = Aa cosϕ/ρ
10-b
u(ρ, ϕ) = A+Ba sinϕ/ρ
10-c
u(ρ, ϕ) =
(A+B)
2
+
(B −A)
2ρ2
a2 cos(2ϕ)
10-d
u(ρ, ϕ) = Aa2 sin(2ϕ)/ρ2
11-
u(x, y) = x3 − 3x2 + 3y2 − 3xy2 + 12x− 1
12-
u(ρ, ϕ) =
b
b2 − a2 (ρ− a
2/ρ) cosϕ
13-
u(ρ, ϕ) =
u1 + u2
π
arctg
[
2(ρa)π/α sin(πϕ/α)
a2π/α − ρ2π/α
]
+

+
u1 − u2
π
arctg
[
2(ρa)2π/α sin(2πϕ/α)
a4π/α − ρ4π/α
]
14-
u1 =
∞∑
n=1
2
ash(nπb/a)
(∫ a
0
f1(ξ) sin(nπξ/a)dξ
)
sh
[
nπ(b− y)
a
]
sin(nπx/a)
u2 =
∞∑
n=1
2
bsh(nπa/b)
(∫ a
0
f2(ξ) sin(nπξ/b)dξ
)
sh
[nπx
b
]
sin(nπy/b)
u3 =
∞∑
n=1
2
ash(nπb/a)
(∫ a
0
f3(ξ) sin(nπξ/a)dξ
)
sh
[nπy
a
]
sin(nπx/a)
u4 =
∞∑
n=1
2
bsh(nπa/b)
(∫ a
0
f4(ξ) sin(nπξ/b)dξ
)
sh
[
nπ(a− x)
b
]
sin(nπy/b)
15-
u(ρ, φ) =
(a2 − ρ2)
2π
∫ π
0
f(α)dα
(a2 + ρ2 − 2aρ cos(α+ ϕ))+
+
(a2 − ρ2)
2π
∫ π
0
f(α)dα
(a2 + ρ2 − 2aρ cos(α− ϕ))
16-a
u(ρ, φ) = A0 +
a
π
∫ π
−π
f(α)
∞∑
n=1
1
n
(ρ
a
)n
cosn(α− ϕ)dα; ρ < a
16-b
u(ρ, φ) = A0 − a
π
∫ π
−π
f(α)
∞∑
n=1
1
n
(
a
ρ
)n
cosn(α− ϕ)dα; ρ > a
17-a No existe solución a menos que sea A=0; en ese caso la solución es
u = cte.
17-b
u(ρ, φ) = A0 +
Aρ2
2a
cos (2ϕ)
20-
G(P,M0) =
1
2π
[
ln
(
1
RPM0
)
− ln
(
a
ρ0RPM1
)]

con M0 y M1 conjugados: ρ0ρ1 = a2,
u(ρ0, θ) =
1
2π
∫ π
−π
f(θ)
a2 − ρ20
a2 + ρ20 − 2aρ0 cos (θ − θ0)
dθ ρ0 < a
con P (ρ, θ) y M0(ρ0, θ0).
21-
u(x0, y0, z0) =
1
2π
∫ ∫ ∞
−∞
f(x, y)
z0
[(x− x0)2 + (y − y0)2 + z20 ]3/2
dxdy
22-a
u(r, θ, ϕ) =
∞∑
n=0
( r
a
)n
Yn(θ, ϕ), r ≤ a
Y (θ, ϕ) =
m∑
n=0
[Anm cos (mϕ) +Bnm sin (mϕ)]P
(m)
n (cos θ)
22-b
u(r, θ, ϕ) =
∞∑
n=0
(a
r
)n+1
Yn(θ, ϕ), r ≤ a
23-
u(x, y) =
x
x2 + (y + 1)2
26-
u(r, θ) =
u0
I0(ka)
I0(kr)
27-
u(r, θ) =
u0
K0(ka)
K0(kr)
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Capítulo 6
Ecuaciones hiperbólicas en
el espacio y en el plano
6.1 Problema de Cauchy en el espacio. Integral
de Poisson
Estudiaremos la ecuación que representa los procesos oscilatorios en el es-
pacio o ecuación de onda,
a2Δu =
∂2u
∂t2
− f, (6.1)
donde u y f son funciones de M(x, y, z) y del tiempo t, y Δ es el laplaciano en
tres dimensiones.
La función u es solución de la ecuación (6.1) en una región A del espacio si
satisface la ecuación en A, y es continua y tiene derivadas primeras y segun-
das continuas en A para t > 0.
El problema de Cauchy para la ecuación de onda en el espacio consiste en
hallar u tal que veriﬁque la ecuación
a2Δu = utt − f(M, t), M(x, y, z) ∈ R3, t > 0, (6.2)
con las condiciones iniciales
u(M, 0) = φ(M),
ut(M, 0) = ψ(M). (6.3)
A continuación demostraremos algunos resultados auxiliares que conducirán
a la representación integral de la solución al problema de Cauchy (6.2)-(6.3).
Lema 6.1 Sea v(r, t) = ru(r, t), entonces la función u con simetría esférica
veriﬁca utt = a2Δu si y sólo si v satisface vtt = a2vrr.
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Demostración: Dado que u(r, t) tiene simetría esférica y el laplaciano en co-
ordenadas esféricas es
Δu =
1
r2
∂
∂r
(
r2
∂u
∂r
)
=
1
r
∂2
∂r2
(ru) =
1
r
vrr, (6.4)
de vtt = rutt y de utt = a2Δu , resulta vtt = a2vrr, y recíprocamente.
Proposición 6.1 Las soluciones particulares de la ecuación homogénea utt =
a2Δu que poseen simetría esférica respecto a un punto M0 y son acotadas en
M0 tienen la forma:
u(R, t) =
1
R
[
g
(
t+
R
a
)
− g
(
t− R
a
)]
, (6.5)
con R = RM0M y g continua y con derivadas primera y segunda continuas.
Demostración: Las soluciones de utt = a2Δu con simetría esférica se ob-
tienen de v(R, t) = Ru(R, t) (en virtud del lema 6.1) con v(R, t) soluciones
de vtt = a2vRR y, como se ha visto en el capítulo 3, esta ecuación tiene como
solución general a la función
v(R, t) = f1
(
t− R
a
)
+ f2
(
t+
R
a
)
. (6.6)
Dado que u es acotada en M0, es v(0, t) = 0 y resulta
0 = f1(t) + f2(t), (6.7)
de modo que denotando f2(t) = −f1(t) = g(t) obtenemos que
u(R, t) =
1
R
[
g
(
t+
R
a
)
− g
(
t− R
a
)]
, (6.8)
tal como se quería demostrar.
Corolario: Con las hipótesis y notaciones de la proposición 6.1, es
u(0, t) =
2
a
g′(t). (6.9)
Demostración: Sólo basta observar que
g′(t) = lim
R→0
{
g (t+R/a)− g (t−R/a)
2R/a
}
=
a
2
u(0, t). (6.10)
A ﬁn de hallar la solución en forma de integral del problema de Cauchy para
la ecuación de onda homogénea se utiliza el método de promediación que se

describe a continuación y que conduce a la integral de Poisson.
Método de promediación
Sea u solución del problema de Cauchy
a2Δu = utt, t > 0, M ∈ R3,
u(M, 0) = φ(M).
ut(M, 0) = ψ(M). (6.11)
Introduciendo coordenadas esféricas con centro en un punto ﬁjoM0, deﬁnimos
la función u(R, t) como
u(R, t) =
1
4πR2
∫
Σ
M0
R
u(M, t) dS =
=
1
4π
∫
Σ
M0
R
u(M, t) dΩ, (6.12)
con R2dΩ = dS y dΩ = sin θdθdφ , que representa el valor medio de u sobre
la superﬁcie esférica de centro M0 y radio R, y de (6.12) se deduce que
u(0, t) = u(M0, t). (6.13)
Tal como veremos, la función u(R, t) veriﬁca la ecuación a2Δu = utt. En
efecto, integrando a2Δu = utt en la esfera KM0R con centro en M0 y radio R
a2
∫
K
M0
R
Δu dV =
∫
K
M0
R
utt dV, (6.14)
y, aplicando la primera fórmula de Green en dicho volumen:∫
K
M0
R
vΔu dV =
∫
Σ
M0
R
vun dS −
∫
K
M0
R
∇u∇v dV (6.15)
y tomando v = 1, obtenemos que el primer término de (6.14) se escribe
a2
∫
K
M0
R
Δu dV = a2
∫
Σ
M0
R
uRR
2dΩ = a2R2
∂
∂R
(∫
Σ
M0
R
udΩ
)
=
= 4πR2a2
∂u
∂R
. (6.16)
En tanto, para el segundo término de (6.14), resulta

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∫
K
M0
R
utt dV =
∂2
∂t2 0
ρ2
Σ
M0
ρ
u dΩdρ = 4π
(∫ R ∫ ) ∫ R
0
uttρ
2dρ, (6.17)
y, de las ecuaciones (6.16) y (6.17), se obtiene
R2a2
∂u
∂R
=
∫ R
0
utt(ρ, t)ρ
2dρ, (6.18)
que derivada respecto a R es
a2
∂
∂R
(
R2
∂u
∂R
)
= R2utt, (6.19)
es decir,
(6.20)a2Δu = utt.
La proposición 6.1 permite escribir la solución u en la forma
u(R, t) =
1
R
g t+
R
a
− g t− R
a
[ ( ) ( )]
. (6.21)
y derivando Ru respecto de R y de t, se obtienen
(Ru)R =
1
a
g′ t+
R
a
[ ( )
+ g′
(
t− R
a
)]
,
(Ru)t = g
′
(
t+
R
a
)
− g′
(
t− R
a
)
, (6.22)
y de aquí [
(Ru)R +
1
a
]
t=0,R=at0
2
a
(Ru)t = g
′(t0). (6.23)
Pero según el corolario de la proposición 6.1 y por (6.13) es
2
u(0, t0) = g
′(t0) = u(M0, t0). (6.24)
a
De estos dos últimos resultados y reemplazando u por su expresión (6.12)
resulta
u(M0, t0) =
1
4π
[
R
a
∫
Σ
M0
R
ut dΩ+
∂
∂R
∫
Σ
M0
R
Ru dΩ
]
t=0,R=at0
. (6.25)
Finalmente, considerando las condiciones iniciales y el valor de u en un punto
genérico (M, t), se obtiene la fórmula integral de Poisson,
u(M, t) =
1
4π
{
t
∫
ΣMat
ψ(P ) dΩP +
∂
∂t
t
∫
ΣMat
φ(P ) dΩP
}
. (6.26)
De la integral de Poisson se deduce la unicidad de la solución del problema
(6.11) ya que si u1 y u2 son soluciones de dicho problema, u = u1 − u2 es
solución del problema con condiciones iniciales nulas y de (6.26) resulta u ≡ 0,
con lo cual es u1 = u2.
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Figura 6.1: Esquema que ilustra la relación entre el diferencial de superﬁcie
sobre uno de los casquetes esféricos y su proyección sobre el plano (ξ, η).
6.2 Método del descenso
El resultado (6.26) para tres dimensiones puede utilizarse para encontrar la
fórmula de Poisson en R2. En efecto, el problema de Cauchy en el plano
consiste en resolver la ecuación
a2(uxx + uyy) = utt, t > 0, (6.27)
con las condiciones iniciales
u(x, y, 0) = φ(x, y),
ut(x, y, 0) = ψ(x, y). (6.28)
Consideremos la integral de Poisson (6.26) con φ y ψ independientes de z,
lo que permite integrar sobre el círculo DM , proyección de la superﬁcie ΣMat at
sobre el plano (ξ, η). Tal como lo ilustra la ﬁgura 6.1 el diferencial de superﬁcie
esférica dS proyectado es
dσ = cos γdS = a2t2 cos γ dΩ, (6.29)
donde
cos γ =
√
(at)2 − ρ2
at
=
√
(at)2 − (x− ξ)2 − (y − η)2
at
, (6.30)
con M(x, y) y P (ξ, η).
Nótese que la integral sobre el círculo debe tomarse dos veces dadas las
proyecciones de los casquetes superior e inferior, obteniéndose
u(M, t) =
1
2πa
∫ ∫
DMat
ψ(ξ, η) dξdη√
(at)2 − (x− ξ)2 − (y − η)2 +

+
1 ∂
2πa ∂t
∫ ∫
DMat
φ(ξ, η) dξdη√
(at)2 − (x− ξ)2 − (y − η)2 , (6.31)
que es la fórmula de Poisson en el plano.
Ejemplo 1. Resolveremos la ecuación del telegraﬁsta,
wxx − k2w = a−2wtt,
con las condiciones iniciales
w(x, 0) = f(x),
wt(x, 0) = g(x),
aplicando la fórmula (6.31).
La función
v(x, y, t) = w(x, t) cos (ky),
satisface la ecuación de onda
vxx + vyy = wxx cos (ky)− k2w cos (ky) = a−2wtt cos (ky) = a−2vtt,
con las condiciones iniciales
v(x, y, 0) = f(x) cos (ky),
vt(x, y, 0) = g(x) cos (ky).
Luego, en virtud de la fórmula (6.31) aplicada a v resulta
w(x, t) = v(x, 0, t) =
1
2πa
∫ ∫
DMat
g(ξ) cos (kη) dξdη√
(at)2 − (x− ξ)2 − η2+
+
1
2πa
∂
∂t
∫ ∫
DMat
f(ξ) cos (kη) dξdη√
(at)2 − (x− ξ)2 − η2 ,
con M(x, 0).
Consideremos la primera integral∫ ∫
DMat
g(ξ) cos (kη) dξdη√
(at)2 − (x− ξ)2 − η2 =
= 2
∫ x+at
x−at
g(ξ) dξ
∫ √(at)2−(ξ−x)2
0
cos (kη) dη√
(at)2 − (x− ξ)2 − η2 ,
e introduciendo la sustitución
η =
√
(at)2 − (ξ − x)2 sin θ,
es∫ √(at)2−(ξ−x)2
0
cos (kη) dη√
(at)2 − (x− ξ)2 − η2 =
∫ π/2
0
cos(k
√
(at)2 − (ξ − x)2 sin θ) dθ
=
π
2
J0
(
k
√
(at)2 − (ξ − x)2
)
(tal como se muestra en el apéndice E).
Finalmente la solución al problema se escribe
w(x, t) =
1
2a
∫ x+at
x−at
g(ξ) J0
(
k
√
(at)2 − (ξ − x)2
)
dξ+
+
1
2a
∂
∂t
∫ x+at
x−at
f(ξ) J0
(
k
√
(at)2 − (ξ − x)2
)
dξ.
6.3 Método de la transformada de Fourier
Resolveremos el problema
utt = a
2Δu, M(x, y) ∈ R2,
u(M, 0) = φ(x, y),
ut(M, 0) = ψ(x, y). (6.32)
aplicando la transformada doble de Fourier. Denotando con U = F{u} , este
problema se transforma en
Utt + a
2(ξ2 + η2)U = 0, (6.33)
(ver apéndice B) con las condiciones iniciales
U(ξ, η, 0) = F{u(x, y, 0)} = F{φ} = Φ(ξ, η),
Ut(ξ, η, 0) = F{ut(x, y, 0)} = F{ψ} = Ψ(ξ, η). (6.34)
Será por lo tanto,
U(ξ, η, t) = Φ(ξ, η) cos
(
a
√
ξ2 + η2 t
)
+
Ψ(ξ, η)
a
√
ξ2 + η2
sin
(
a
√
ξ2 + η2 t
)
, (6.35)

y antitransformando se obtiene
F−1{U} = 1
2π
∫ ∫ ∞
−∞
Φ(ξ, η) cos
(
a
√
ξ2 + η2 t
)
ei(ξx+ηy) dξ dη+
+
1
2π
∫ ∫ ∞
−∞
Ψ(ξ, η)
a
√
ξ2 + η2
sin
(
a
√
ξ2 + η2 t
)
ei(ξx+ηy) dξ dη, (6.36)
o bien,
u(x, y, t) =
∫ ∫ ∫ ∫ ∞
−∞
φ(u, v)
4π2
cos
(
a
√
ξ2 + η2t
)
e−i[ξ(u−x)+η(v−y)] dudvdξdη+
+
∫ ∫ ∫ ∫ ∞
−∞
ψ(u, v)
4π2a
√
ξ2 + η2
sin
(
a
√
ξ2 + η2t
)
e−i[ξ(u−x)+η(v−y)]dudvdξdη.
Introduciendo coordenadas polares
ξ = r cos θ, u− x = ρ cosα,
η = r sin θ, v − y = ρ sinα, (6.37)
la primera integral se escribe
u1(x, y, t) =
1
4π2
∫ 2π
0
∫ ∞
0
φ(x+ ρ cosα, y + ρ sinα)ρdρdα ·∫ ∞
0
∫ 2π
0
e−irρ cos(θ−α)dθ cos(art)rdr, (6.38)
pero, como se muestra en el apéndice E, es∫ 2π
0
e−irρ cos(θ−α) dθ = 2πJ0(rρ), (6.39)
entonces∫ ∞
0
2πJ0(rρ) r cos(art) dr =
2π
a
∂
∂t
∫ ∞
0
J0(rρ) sin(art) dr, (6.40)
de modo que se obtiene
u1(x, y, t) =
1
2πa
∂
∂t
∫ 2π
0
∫ at
0
φ(x+ ρ cosα, y + ρ sinα)√
(at)2 − ρ2 ρdρdα, (6.41)
donde se ha utilizado la siguiente identidad∫ ∞
0
J0(ρr) sin(art)dr =
{
0, at < ρ
1√
(at)2−ρ2 , at > ρ,
(6.42)

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que se demuestra en el apéndice E.
En tanto, el segundo término de (6.36) es
u2(x, y, t) =
1
4π2a 0
∫ 2π ∫ ∞
0
ψ(x+ ρ cosφ, y + ρ sinφ) ρdρdφ ·
∫ ∞
0
(∫ 2π
0
e−irρ cos(θ−φ)dθ
)
sin(art)dr =
=
1
2πa
∫ 2π
0
∫ ∞
0
ψ(x+ ρ cosα, y + ρ sinα) ρdρdα·
0
J0(rρ) sin(art)dr
(∫ ∞ )
=
=
1
2πa
∫ 2π
0
∫ at
0
ψ(x+ ρ cosα, y + ρ sinα)
ρ√
(at)2 − ρ2 dρdα,
(6.43)
y la solución viene dada por
u(x, y, t) =
1
2πa
∫ 2π
0
∫ at
0
ψ(x+ ρ cosα, y + ρ sinα)√
(at)2 − ρ2 ρ dρdα+
+
1
2πa
∂
∂t
∫ 2π
0
∫ at
0
φ(x+ ρ cosα, y + ρ sinα)√
(at)2 − ρ2 ρ dρdα; (6.44)
o bien, indicando con DMat al círculo con centro en M y radio at, es
u(M, t) =
1
2πa
∫ ∫
DMat
ψ(u, v) dudv√
(at)2 − (x− u)2 − (y − v)2 +
+
1
2πa
∂
∂t
∫ ∫
DMat
φ(u, v) dudv√
(at)2 − (x− u)2 − (y − v)2 , (6.45)
fórmula que se obtuvo por el método del descenso.
Este ejemplo muestra que la transformada de Fourier es una herramienta útil
para resolver algunos tipos de EDP.
6.4 Método de reﬂexión
Este método suele utilizarse cuando se tienen regiones limitadas por planos.
Aquí consideraremos el problema en un subespacio, que consiste en resolver
la ecuación homogénea
a2Δu = utt, z ≥ 0, (6.46)
con condiciones iniciales
u(M, 0) = φ(M),
ut(M, 0) = ψ(M), M(x, y, z), z ≥ 0, (6.47)
y condición de frontera nula
uz=0 = 0, (6.48)
para el 1◦ problema de contorno, o
uzz=0 = 0, (6.49)
en el caso del 2◦ problema de contorno.
La solución se obtiene de la integral de Poisson en R3,
u(M0, t) =
1
4πa
{∫
Σ
M0
at
ΨdS
at
+
∂
∂t
∫
Σ
M0
at
ΦdS
at
,
}
(6.50)
donde para el 1◦ problema de contorno Φ y Ψ denotan a las prolongaciones
impares respecto de z = 0 de φ y ψ dadas por (6.47). En efecto, en puntos
(x, y, 0) el valor de las integrales sobre el casquete superior de ΣMat es igual y
de signo opuesto al de las integrales sobre el casquete inferior y por tanto es
u(x, y, 0, t) = 0.
Para el 2◦ problema de contorno se toman Φ y Ψ como las prolongaciones
pares respecto de z = 0 de las condiciones iniciales; entonces la integral de
Poisson resuelve el problema (6.46)-(6.47) con uzz=0 = 0.
Si se desea hallar la solución de
a2Δu = utt, 0 ≤ z ≤ l, t > 0,
u(M, 0) = φ(M),
ut(M, 0) = ψ(M), 0 ≥ z ≥ l,
uz=0 = uz=l = 0, (6.51)
se prolongan en forma impar las funciones φ y ψ respecto de z = 0 y de z = l,
y la solución vendrá dada por la fórmula de Poisson. En este caso Φ y Ψ
resultarán funciones periódicas de z con período 2l.
En forma análoga se resuelve el problema anterior con las condiciones de
frontera uzz=0 = uzz=l = 0 , prolongando las condiciones iniciales en forma
par.
6.5 Fórmula de Kirchhoff
Para resolver la ecuación completa,
a2Δu− utt = −f, (6.52)

en el punto (M0, t0) se introduce, en lugar del tiempo t , el tiempo local t∗ del
punto M0 dado por
t∗ = t−
(
t0 − RM0M
a
)
. (6.53)
Se emplean coordenadas esféricas (R,φ, θ) con centro en M0 (R = RM0M ) ,
y se considera la función U deﬁnida por
u(R, θ, φ, t) = u
(
R, θ, φ, t∗ + t0 − R
a
)
= U(R, θ, φ, t∗). (6.54)
Para
Δu =
∂2u
∂R2
+
2
R
∂u
∂R
+
1
R2 sin θ
∂
∂θ
(
sin θ
∂u
∂θ
)
+
1
R2 sin2 θ
∂2u
∂φ2
, (6.55)
se tienen
uR = UR +
1
a
Ut∗ ,
uRR = URR +
2
a
URt∗ +
1
a2
Ut∗t∗ ,
que reemplazadas en (6.52), con F (R, θ, φ, t∗) = f(R, θ, φ, t), dan la ecuación
a2ΔU = −F − 2aURt∗ − 2a
R
Ut∗
= −F − 2a
R
∂
∂R
(RUt∗). (6.56)
Si T es una región del espacio de frontera Σ y M0 ∈ T , la fórmula fundamental
de Green en el espacio (ecuación (5.27)) aplicada a U , con t∗ = 0, arroja
4πU(M0, 0) =[∫
Σ
(
1
R
∂U
∂n
− U ∂
∂n
(
1
R
))
dS +
∫
T
2
aR2
∂
∂R
(RUt∗) dV +
∫
T
F
a2R
dV
]
t∗=0
.(6.57)
Notamos que la segunda de las integrales es impropia (apéndice A) de modo
que, tomando esferas con centro M0 y radio , si ΣM0 = Σ y KM0 = K, se
considera la integral
I =
∫
T−K
1
R2
∂
∂R
(RUt∗)dV =
∫
T−K
∂
∂R
(RUt∗) sin θ dRdθdφ, (6.58)
e integrando con respecto a R se obtiene
I =
∫
Σ
1
R
∂U
∂t∗
cos(n̂, R) dS +
∫
Σ
1
R
∂U
∂t∗
dS, (6.59)
con dS cos(n̂, R) = R2 sin θdθdφ y n la normal a Σ. Entonces es∫
T
1
R2
∂
∂R
(RUt∗) dV = lim
→0
I =
∫
Σ
1
R
∂U
∂t∗
dR
dn
dS, (6.60)

pues
lim
→0
∫
Σ
1
R
Ut∗ dS = lim
→0
U t∗4π = 0, (6.61)
con Ut∗ continua en M0.
De aquí que (6.57) se transforma en
4πU(M0, 0) =
[∫
Σ
(
1
R
∂U
∂n
− U ∂
∂n
(
1
R
))
dS +
∫
Σ
2
aR
Ut∗
dR
dn
dS
]
t∗=0
+
+
[∫
T
F
a2R
dV
]
t∗=0
. (6.62)
y, teniendo presente las deﬁniciones para U y t∗, resultan
U(M0, 0) = u(M0, t0),
∂u
∂n
=
∂U
∂n
+
1
a
∂U
∂t∗
dR
dn
. (6.63)
Finalmente, se obtiene para u la fórmula de Kirchhoff:
u(M0, t0) =
1
4π
∫
Σ
{
1
R
[
∂u
∂n
]− [u] ∂
∂n
(
1
R
)
+
1
aR
[
∂u
∂t
]
dR
dn
}
dS+
+
1
4πa2
∫
T
[f ]
R
dV, (6.64)
donde los corchetes indican que las funciones están evaluadas en t = t0 −
R/a , pues es t∗ = 0.
6.6 Corolarios de la fórmula de Kirchhoff
A partir de (6.64) se desea obtener la solución del problema en el espacio
a2Δu = utt,
u(M, 0) = φ(M),
ut(M, 0) = ψ(M), (6.65)
resuelto en la sección 6.1 por el método de promediación.
Tomando Σ = ΣM0at0 se calculan
[u]Σ = u (M, t0 −R/a)Σ = u(M, 0) = φ(M),
[
∂u
∂t
]Σ = ∂u
∂t
(M, 0) = ψ(M),


[
∂u
∂n
]Σ = ∂u
∂R
(M, 0) =
∂φ
∂R
(M), (6.66)
de donde resulta[
1
R
[
∂u
∂n
]− [u] ∂
∂n
(
1
R
)]
Σ = 1
R
∂φ
∂R
+
φ
R2
=
1
R2
∂
∂R
(Rφ). (6.67)
Sustituyendo en (6.64) se tiene que
u(M0, t0) =
1
4π
∫
Σ
M
at
0
0
(
1
R2
∂
∂R
(Rφ) +
1
aR
ψ
)
dS =
=
1
4π
(
∂
∂R
∫
Σ
M
at
0
0
Rφ dΩ+
1
a
∫
Σ
M
at
0
0
Rψ dΩ
)
R=at0 , (6.68)
y, suprimiendo los subíndices, es
u(M, t) =
1
4π
(
∂
∂t
t
∫
ΣMat
φ dΩ+ t
∫
ΣMat
ψ dΩ
)
, (6.69)
que coincide con (6.26).
Para el problema
a2Δu = utt − f,
(6.70)u(M, 0) = ut(M, 0) = 0,
la fórmula de Kirchhoff provee la solución
u(M, t) =
1
4πa2
∫
KMat
f(P, t−R/a)
R
dVP , (6.71)
con R = RMP . (Según convenga puede tomarse cualquier volumen T como
recinto de integración.)
El problema de Cauchy en R3 con t > 0:
a2Δu = utt − f,
u(M, 0) = φ(M),
ut(M, 0) = ψ(M), (6.72)
tiene como solución a la función suma de las soluciones a (6.11) y (6.70),
u(M, t) =
1
4π
(
∂
∂t
t
∫
ΣMat
φ(P ) dΩP + t
∫
ΣMat
ψ(P ) dΩP
)
+
+
1
4πa2
∫
KMat
f(P, t−R/a)
R
dVP . (6.73)
Si en (6.70) se considera el caso particular en que f = f0(M) eiωt, es decir, f
es una función periódica del tiempo, de (6.71) se obtiene que
u(M, t) =
eiωt
4πa2
∫
KMat
f0(P )
e−ikR
R
dV, ω = ak, (6.74)
donde R = RMP .
Consideremos ahora una función f0 local, es decir f0 = 0 fuera de una región
T compacta. Si M /∈ T , y d es la distancia de dicho punto a T , entonces para
t < d/a es ∫
KMat
f0(P )
e−ikR
R
dVP = 0. (6.75)
Si D =máxP∈T RMP , a partir de t > D/a la integral que deﬁne a la amplitud
v de las oscilaciones periódicas es constante y vale
v(M) =
1
4πa2
∫
T
f0(P )
e−ikR
R
dVP . (6.76)
Entonces será
u(M, t) = v(M) eiωt, t ≥ D/a. (6.77)
que llevada a a2Δu = utt − f , con f = f0eiωt, determina que la amplitud
satisface
Δv + k2v = −f0(M)
a2
, (6.78)
conocida como ecuación ondulatoria o ecuación de Helmholtz.
Para el caso de oscilaciones permanentes, con f(M, t) = f0(M)eiωt, la solu-
ción es u(M, t) = v(M, t) eiωt con v solución de (6.78). Calculando
[u] = u (M, t−R/a) = v(M) eiω(t−R/a)[∂u
∂n
] =
∂v
∂n
eiω(t−R/a),
[
∂u
∂n
] =
∂v
∂n
eiω(t−R/a),
[
∂u
∂t
] = iωv(M) eiω(t−R/a),
[f ] = f0(M)e
iω(t−R/a), (6.79)
y sustituyendo estos valores en la fórmula de Kirchhoff, se obtiene para la
amplitud la expresión
v(M) =
1
4π
∫
Σ
[
e−ikR
R
∂v
∂n
− v e−ikR ∂
∂n
(
1
R
)
+
ikv
R
e−ikR
dR
dn
]
dS+
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+
1
4πa2
∫
T
f0(M)e
−ikR
R
dV, (6.80)
o bien,
v(M) =
1
4π
∫
Σ
[(
e−ikR
R
)
∂v
∂n
− v ∂
∂n
(
e−ikR
R
)]
dS+
+
1
4π
∫
T
f0(M)
e−ikR
a2R
dV, (6.81)
que es la fórmula integral para la ecuación de Helmholtz.
Naturalmente, si ω = ak = 0, se recupera la fórmula fundamental de Green
para la ecuación de Poisson Δv = −f0(M)/a2.
En los ejemplos que siguen, al tratarse de ecuaciones homogéneas, resulta
efectivo el método de separación de variables (tratado en el apéndice C).
Como veremos, se utilizan en cada caso coordenadas adecuadas a la ge-
ometría del problema particular a resolver.
6.7 Problemas en regiones acotadas. Separación
de variables
Membrana rectangular. Resolveremos el problema de las oscilaciones de
una membrana rectangular homogénea y plana, ﬁja en su borde y perturbada
mediante una desviación y velocidad iniciales,
utt = a
2Δu,
ut=0 = φ(x, y),
u(0, y, t) = u(b, y, t) = 0,
u(x, 0, t) = u(x, c, t) = 0,
utt=0 = ψ(x, y),
0 ≤ y ≤ c,
0 ≤ x ≤ b.
Para ello proponemos una solución de la forma
u(x, y, t) = v(x, y)T (t).
Así obtenemos para T (t) la ecuación
T ′′ + a2λT = 0, (6.82)
y para v(x, y) el siguiente problema de contorno:
vxx + vyy + λv = 0,
v(0, y) = v(b, y) = 0,

v(x, 0) = v(x, c) = 0,
que también resolveremos por el método de separación de variables con
v(x, y) = X(x)Y (y).
Obtenemos entonces para X e Y los problemas unidimensionales
X ′′ + νX = 0
X(0) = X(b) = 0
{ {
Y ′′ + μY = 0
Y (0) = Y (c) = 0,
donde las constantes de separación ν y μ se hallan ligadas por la ecuación
ν + μ = λ.
Las soluciones para X e Y son
Xn(x) = sin
(nπx
b
)
, Ym(y) = sin
(mπy
c
)
,
νn =
(nπ)2
, μm =
(mπ
c
)2
,
b
de modo que a los autovalores
λn,m =
(nπ
b
)2
+
(mπ
c
)2
,
corresponden las funciones propias(nπx
b
)
sin
(mπy
c
)
,vn,m = An,m sin
donde An,m es un factor constante.
Tomando
An,m =
2√
bc
,
puede veriﬁcarse que las funciones vn,m forman un sistema normal. Además,
el sistema de funciones vn,m es tal que cualquier función F (x, y) con derivadas
primeras y segundas continuas y que cumple las condiciones homogéneas de
frontera puede ser desarrollada en serie absoluta y uniformemente conver-
gente de las funciones vn,m (teoría de las series múltiples de Fourier).
Las soluciones particulares para u, que tienen la forma
un,m = vn,m(x, y)
[
Bn,m cos(
√ √
λn,mat) + Cn,m sin( λn,mat)
]
,
son ondas estacionarias cuyo perﬁl se determina por las funciones vn,m.
Los lugares geométricos de los puntos dentro del rectángulo en los cuales las
funciones vn,m se anulan, se llaman líneas nodales.

Finalmente, la solución al problema planteado es
u(x, y, t) =
m=1 n=1
[
Bn,m cos(
∞∑ ∞∑ √ √
λn,mat) + Cn,m sin( λn,mat)
]
vn,m(x, y),
donde
Bn,m =
∫ b
0
∫ c
0
Cn,m =
1√
a2λ 0
φ(x, y) vn,m(x, y) dxdy,∫ b ∫ c
0
ψ(x, y) vn,m(x, y) dxdy,
con
vn,m =
2√
bc
sin
(nπx
b
)
sin
(mπy
c
)
. (6.83)
Membrana circular. Resolveremos el problema de las oscilaciones de una
membrana circular ﬁja en su borde, sometida a una deformación y una dis-
tribución de velocidades dadas en el instante inicial t = 0.
La ecuación de las oscilaciones en coordenadas polares se escribe
1
r
∂
∂r
(
r
∂u
∂r
)
+
1
r2
∂2u
∂θ2
=
1
a2
∂2u
∂t2
,
y sean las condiciones iniciales
u(r, θ, 0) = f1(r, θ),
ut(r, θ, 0) = f2(r, θ),
y la condición de frontera
u(r0, θ, t) = 0.
Proponiendo para su resolución la separación de variables,
u(r, θ, t) = v(r, θ)T (t),
se obtiene para T (t) la ecuación
T ′′ + a2λT = 0, λ > 0.
y resulta
√
T (t) = C1 cos(a
√
λt) + C2 sin(a λt).

Para v(r, θ) se tiene el problema
1
r
∂
∂r
∂v
∂r
( )
r +
1
r2
∂2v
∂θ2
+ λv = 0, 0 < r < r0,
|v(0, θ)| < ∞,
v(r0, θ) = 0,
y es v(r, θ) = v(r, θ + 2π).
Si se propone v(r, θ) = R(r)Θ(θ), se obtiene para Θ la ecuación
Θ′′ + μ2Θ = 0, μ > 0,
Θ(θ) = Θ(θ + 2π),
Θ′(θ) = Θ′(θ + 2π),
en tanto que para R se tiene que
1
r
d
dr
(
r
dR
dr
)
+
(
λ− μ
2
r2
)
R = 0,
R(r0) = 0,
|R(0)| < ∞.
Las soluciones periódicas no triviales para Θ(θ) existen sólo para μ2 = n2 (con
n ∈ Z)
Θn(θ) = Dn cos (nθ) + En sin (nθ).
Para R(r) se tiene la ecuación
d2R
+
dr2
1
r
dR
dr
+
(
λ− n
2
r2
)
R = 0,
con las condiciones
R(r0) = 0, |R(0)| < ∞.
La condición de acotación para r = 0 se halla relacionada con el hecho de que
r = 0 es un punto singular de la ecuación.
Introduciendo la nueva variable x =
√
λr, y escribiendo
R(r) = R √
(
x
)
= y(x),
λ
se obtiene para y(x) la ecuación de las funciones cilíndricas de n-ésimo orden
(ver apéndice E):
d2y
dx2
+
1
x
dy
dx
+
(
1− n
2
x2
)
y = 0
con las condiciones de frontera
y(x0) = 0, (x0 =
√
λr0),
|y(0)| < ∞.
La solución general de la ecuación de las funciones cilíndricas es
y(x) = d Jn(x) + eNn(x),
donde Jn(x) y Nn(x) son las funciones de Bessel y de Neumann de n-ésimo
orden respectivamente. La condición de acotación en x = 0 implica que e = 0,
en tanto que por la primera condición es
Jn(
√
λr0) = 0.
Si μ(n)m es la raíz m-ésima de la ecuación Jn(μ) = 0, entonces es
λn,m =
(
μ
(n)
m
r0
)2
.
A este valor le corresponde la función
Rn,m = y
(√
λn,mr
)
= Jn
(
μ
(n)
m
r0
r
)
, (6.84)
y las dos funciones propias
vn,m = Jn
(
μ
(n)
m
r0
r
)
cos(nθ),
vn,m = Jn
(
μ
(n)
m
r0
r
)
sin(nθ),
cuya combinación lineal provee
vn,m(r, θ) = Jn
(
μ
(n)
m
r0
r
)
[An,m cos(nθ) +Bn,m sin(nθ)] .
Puede demostrarse que las funciones vn,m forman un sistema ortogonal. Ade-
más, cualquier función continua F (r, θ) con derivadas primeras que satisfaga
las condiciones de frontera se puede desarrollar en la serie
F (r, θ) =
∑
n,m
[
An,mvn,m(r, θ) +Bn,mvn,m(r, θ)
]
,
tomada sobre todos los valores propios λn,m para el círculo, que converge en
forma absoluta y uniforme.

Los coeﬁcientes del dessarrollo se calculan según
An,m =
2
∫ 2π
0
F (r, θ) Jn
(
μ(n)m
r0
r
)
cos(nθ) r drdθ
πr20 n [J
′
n(μ
(n)
m )]2
,
Bn,m =
2
∫ 2π
0
F (r, θ) Jn
(
μ(n)m
r0
r
)
sin(nθ) r drdθ
πr20 n [J
′
n(μ
(n)
m )]2
,
donde
n =
{
2, si n = 0,
1, si n = 0.
Volviendo al problema original de las oscilaciones de una membrana con des-
viación y distribución de velocidades dadas, su solución se puede escribir en
la forma
u(r, θ, t) =
∞∑
n,m
vn,m(r, θ)
[
An,m cos
(
aμ
(n)
m
r0
t
)
+Bn,m sin
(
aμ
(n)
m
r0
t
)]
+
+
∞∑
n,m=0
vn,m(r, θ)
[
Cn,m cos
(
aμ
(n)
m
r0
t
)
+Dn,m sin
(
aμ
(n)
m
r0
t
)]
.
Los coeﬁcientes An,m, Bn,m, Cn,m y Dn,m se determinan a partir de las condi-
ciones iniciales:
u(r, θ, 0) =
∞∑
n,m=0
(An,mv + Cn,mv) = f1(r, θ),
ut(r, θ, 0) =
∞∑
n,m=0
(Bn,mv +Dn,mv)
aμ
(n)
m
r0
= f2(r, θ).
lo cual completa la solución al problema.
6.8 Problemas propuestos
1- a) Resolver el problema de Cauchy en el espacio
utt = Δu,
con u = ϕ(r) en t = 0 y ut = ψ(r) en t = 0.
b) Hallar u(0, t).
2- Resolver

Δu =
utt
a2
,
en R2, con u(x, y, 0) = x3y2 , ut(x, y, 0) = x2y4 − 3x3 .
Sugerencia: utilizar la fórmula de Poisson.
3- Resolver
utt = a
2Δu,
en R3, con u(x, y, z, 0) = x2 + y2 + z2 , ut(x, y, z, 0) = xy .
Sugerencia: utilizar la fórmula de Poisson.
4- Resolver
utt = a
2Δu,
en R3, con u(x, y, z, 0) = x2z + xyz, ut(x, y, z, 0) = y2 + xyz .
5- Resolver
utt = a
2Δu+ f(x, y, t),
en R2, con u(x, y, 0) = 0 , ut(x, y, 0) = xy .
Sugerencia: utilizar la fórmula integral de Kirchhoff.
6- Resolver
Δu =
utt
a2
+ xyt,
en R2, con u(x, y, 0) = 0 , ut(x, y, 0) = xy .
Sugerencia: utilizar la fórmula integral de Kirchhoff.
7- Veriﬁcar que u(x, y) = J0(μ
√
(z − w)z ), con z = x+iy, w = ξ+iη, satisface
la ecuación homogénea de Helmholtz en dos variables,
Δu+ μ2u = 0.
8- Hallar las oscilaciones permanentes de una membrana circular bajo la ac-
ción de una fuerza periódica, distribuida sobre la membrana con densidad
constante f = Asen(wt).
Sugerencia: utilizar la forma compleja para f y emplear separación de varia-
bles.
9- Aplicando transformada doble de Fourier resolver
utt = a
2Δu,


en R2, con u(x, y, 0) = ϕ(x, y), ut(x, y, 0) = ψ(x, y).
Sugerencia: utilizar la fórmula∫ ∞
0
J0(ρr) sin (aρt) dρ =
{
0 at < r
√ 1
a2t2−r2 at > r
(apéndice E).
10- Resolver
utt = a
2Δu+ f(x, y, t),
en R2, si u(x, y, 0) = ut(x, y, 0) = 0.
Sugerencia: utilizar el ejercicio anterior y transformada de Laplace.
Soluciones a los problemas propuestos
1-a
u(r, t) =
[(r + at)φ(r + at) + (r − at)φ(r − at)]
2r
+
1
2ar
∫ r+at
r−at
ξψ(ξ)dξ si t < r/a
u(r, t) =
[(r + at)φ(r + at)− (at− r)φ(at− r)]
+
+
1
2ar
(∫ at−r
0
ξψ(ξ)dξ +
0
ξψ(ξ)dξ
2r∫ at+r )
si t > r/a
1-b
u(0, t) = φ(at) + atφ′(at) + tψ(at)
2-
u(x, y, t) = x3y2+(x2y4−3x3)t+(x3+3xy2)a2t2+(3x2y2−9x/2+y4/2)2x2t3/3
+xa4t4 + (2y2 + x2)a4t5/5 + a6t7/35
3-
u(x, y, z, t) = xyt+ 3a2t2 + x2 + y2 + z2
4-
u = x2z + xyz + y2t+ xyzt+ za2t2 + a2t3/3
5-
u(x, y, t) =
1
2πa
∫ t
0
dτ
∫
DM
a(t−τ)
f(u, v, τ) dudv√
a2(t− τ)2 − (x− u)2 − (y − v)2

6-
u(x, y, t) = xyt(1− t2/6)
8-
u(r, t) = A
( a
ω
)2 [
J0
(ωr
a
)
/J0
(ωr0
a
)
− 1
]
sin(ωt)
9-
u(x, y, t) =
1
2πa
∫ ∫
DMat
ψ(ξ, η) dξdη√
(at)2 − (x− ξ)2 − (y − η)2 +
+
1
2πa
∂
∂t
∫ ∫
DMat
ϕ(ξ, η) dξdη√
(at)2 − (x− ξ)2 − (y − η)2
10-
u(x, y, t) =
1
2πa
∫ t
0
dτ
∫ ∫
DMat
f(ξ, η, τ) dξdη√
(a(t− τ))2 − (x− ξ)2 − (y − η)2
Capítulo 7
Ecuaciones parabólicas en
el espacio
En este capítulo estudiaremos la ecuación
a2Δu− ut = − f
cρ
, (7.1)
asociada a los procesos de conducción del calor en el espacio; ρ es la den-
sidad del medio, c es el calor especíﬁco, k el coeﬁciente de conductividad
térmica y a2 = k/(cρ).
A menudo (7.1) se relaciona con procesos de difusión y en ese caso a2 se
interpreta como el coeﬁciente de difusión.
7.1 Función de Green
Para resolver la ecuación (7.1) recurrimos a la función de Green a ella asocia-
da, para cuya obtención se requiere de algunos resultados preliminares que
presentamos a continuación.
Proposición 7.1 Si en el origen de coordenadas, r = 0, se sitúa una fuente de
acción continua y potencia q , y en el resto del espacio la temperatura inicial
es nula, entonces la temperatura se propaga según la ley
u(r, t) =
q
2πkr
√
π
∫ ∞
r/(2a
√
t)
e−μ
2
dμ = q U(r, t), (7.2)
donde U(r, t) es la temperatura que corresponde a la fuente unitaria, q = 1.
Demostración: La fuente térmica en r = 0 da lugar a un ﬂujo térmico por
unidad de tiempo a través de la esfera Σ con centro en r = 0 y radio , que


cuando  → 0 es igual a q:
lim
→0
(
−
∫
Σ
k
∂u
∂n
dS
)
= q. (7.3)
Por simetría, ∂u/∂n es constante sobre la superﬁcie esférica, entonces es
lim
→0
−k ∂u
∂n
4πr2
( )
r= = q. (7.4)
Esto signiﬁca que ∂u/∂n tiene en r = 0 una singularidad del tipo −q/(4πkr2),
y por lo tanto u tiene una singularidad del tipo q/(4πkr) y resulta que v =
rur=0 = q/(4πk).
El problema para v consiste en
a2vrr = vt,
v(0, t) =
q
4πk
, v(r, 0) = 0, (7.5)
y su solución, tal como se mostró en el capítulo 4, es
q
4πk
r
2a
√
t
v(r, t) = 1− Erf = q
2πk
√
π
[ ( )] ∫ ∞
r/(2a
√
t)
e−μ
2
dμ = r u(r, t).
(7.6)
La función de Green en el espacio resulta de considerar la acción de una
fuente instantánea. Para ello se supone situada en el punto P (ξ, η, ζ) una
fuente de potencia q continua durante un intervalo de tiempo τ . Esto equivale
a accionar una fuente de potencia q en t = 0 y otra de potencia −q en t = τ .
Entonces, la temperatura en M de coordenadas (x, y, z) viene dada por
uτ (R, t) = q [U(R, t)− U(R, t− τ) ] . (7.7)
con R2 = (x − ξ)2 + (y − η)2 + (z − ζ)2. Durante el intervalo de tiempo τ se
genera una cantidad de calor Q = qτ , de donde resulta
uτ (R, t) =
Q
[U(R, t)− U(R, t− τ) ] , (7.8)
τ
y considerando Q constante se obtiene
u0(R, t) = lim
τ→0
uτ (R, t) = Q
∂U
∂t
=
Q
23πk
√
π
e−R
2/(4a2t)
at3/2
, k = a2cρ, (7.9)
la acción en M de una fuente instantánea en P . Con la notación
G(x− ξ, y − η, z − ζ, t) = 1
8a3(πt)3/2
e−[(x−ξ)
2+(y−η)2+(z−ζ)2]/4a2t, (7.10)

resulta
u0(R, t) =
Q
cρ
G(x− ξ, y − η, z − ζ, t). (7.11)
La función G(x− ξ, y− η, z− ζ, t) o función de Green asociada a la ecuación
de conducción del calor en el espacio representa la temperatura en el punto
M(x, y, z), en el instante t, debida a la acción de una fuente puntual de poten-
cia Q = cρ , situada en el punto P (ξ, η, ζ) en t = 0.
La función de Green veriﬁca la propiedad∫ ∫ ∫ ∞
(7.12)
pues
1
2a
√
πt −∞
e
−(x−ξ)
4a2t dξ =
1√
π
G(x− ξ, y − η, z − ζ, t) dξ dη dζ = 1,
−∞∫ ∞ 2 ∫ ∞
−∞
e−μ
2
dμ = 1. (7.13)
De la expresión (7.10) se deduce que G es simétrica respecto de las variables
espaciales, pero no del tiempo, lo que evidencia la irreversibilidad temporal de
los procesos térmicos.
Para hallar la expresión de la función de Green en dos dimensiones, G2, se
considera una fuente lineal instantánea paralela al eje z y que pasa por (ξ, η, 0),
de la que se desprende una cantidad de calor Q en t = 0. La distribución de
temperatura debida al aporte de la fuente a lo largo del eje z está dada por∫ ∞
−∞
Q
cρ
G(x− ξ, y − η, z − ζ, t) dζ. (7.14)u =
y aplicando (7.13) resulta
u =
Q
cρ
G2, (7.15)
con
G2(x− ξ, y − η, t) = 1
4a2πt
e−[(x−ξ)
2+(y−η)2]/4a2t. (7.16)
Para hallar la función de Green unidimensional, G1, se considera una fuente
instantánea plana Q en t = 0, paralela al plano (y, z) y que pasa por el punto
(ξ, 0, 0), con lo cual se obtiene
u =
∫ ∫ ∞
−∞
Q
cρ
G(x− ξ, y − η, z − ζ, t) dηdζ =
=
Q
cρ
G1(x− ξ, t) (7.17)
con
1
2a
√
πt
e−[(x−ξ)
2]/4a2t, (7.18)G1(x− ξ, t) =
tal como se obtuvo en el capítulo 4.
7.2 Propagación del calor en el espacio
Para resolver el problema en el espacio, con t > 0,
a2Δu = ut,
u(M, 0) = φ(M), (7.19)
se recurre a la función de Green, teniendo en cuenta que en t = 0 y en cada
punto del espacio hay una fuente de calor de potencia cρφ(ξ, η, ζ). La tempe-
ratura en (x, y, z) en el instante t estará dada, aplicando el principio de super-
posición, por la expresión
u(x, y, z, t) =
∫ ∫ ∫ ∞
−∞
G(x− ξ, y − η, z − ζ, t) φ(ξ, η, ζ) dξdηdζ, (7.20)
con G(x− ξ, y − η, z − ζ, t) = G(RMP , t) dada por (7.10).
Dado que la fórmula (7.20) no se obtuvo mediante un método matemático ri-
guroso, enunciaremos el teorema siguiente, cuya demostración puede verse
en Tijonov & Samarsky (1972).
Teorema 7.1 Si la función φ es seccionalmente continua, entonces la función
u dada por (7.20):
i) está acotada en todo el espacio,
ii) veriﬁca a2Δu = ut,
iii) limt→0
∫ ∫ ∫∞
−∞G(x− ξ, y − η, z − ζ, t)φ(ξ, η, ζ) dξdηdζ = φ(x, y, z).
Para resolver la ecuación no homogénea en el espacio,
a2Δu = ut − f
cρ
t > 0, (7.21)
con condición inicial nula,
u(M, 0) = 0, (7.22)
se aplica el principio de superposición teniendo en cuenta que hay aporte de
temperatura no sólo en t = 0, sino durante todo el intervalo 0 < τ < t, de aquí
que se proponga como solución al problema (7.21-7.22) la función
u(x, y, z, t) =
1
cρ
∫ t
0
∫ ∫ ∫ ∞
−∞
G(x− ξ, y−η, z− ζ, t− τ) f(ξ, η, ζ, τ) dξdηdζdτ.
(7.23)
El problema general en el espacio,
a2Δu− ut = − f
cρ
, t > 0,
u(M, 0) = φ(M), (7.24)
tiene como solución la suma de (7.20) y (7.23).

7.3 Propagación del calor en regiones acotadas
Para una región T acotada, con frontera Σ, se establece el problema
a2Δu = ut, t > 0,
u(M, 0) = φ(M),
uΣ = f(M, t), M ∈ T, t > 0. (7.25)
Para resolverlo se deﬁne la función de Green a él asociada, G(x− ξ, y− η, z−
ζ, t− τ) = G(RMP , t− τ), que veriﬁca:
i) a2ΔG = Gt,
ii) GΣ = 0,
iii) G(RMP , t− τ) = e−[R2MP /4a2(t−τ)]/8a3[π(t− τ)]3/2 + v(M, t− τ),
con M(x, y, z) y P (ξ, η, ζ).
La ecuación en i) puede escribirse
a2ΔG = −Gτ . (7.26)
De la segunda fórmula de Green,∫
T
(uΔG−GΔu) dV =
∫
Σ
(uGn −Gun) dS, (7.27)
utilizando i) y ii) se obtiene∫
T
(uGτ +Guτ ) dV = −a2
∫
Σ
f(P, τ)Gn dS, (7.28)
y luego de un intervalo de tiempo, 0 < τ < t,∫
T
∫ t
0
∂
∂τ
(uG) dτdV = −a2
∫ t
0
∫
Σ
f Gn dSdτ. (7.29)
El primer término es∫
T
[(uG)τ=t − (uG)τ=0] dV = u(M, t)−
∫
T
φ(P )G(RMP , t) dV, (7.30)
La solución al problema propuesto resulta entonces
u(M, t) =
∫
T
φ(P )G(RMP , t) dV − a2
∫ t
0
∫
Σ
f(P, τ)
∂G
∂n
(RMP , t− τ) dSdτ.
(7.31)
7.4 Propagación del calor en un semiespacio
El resultado de la sección 7.3 se generaliza para regiones no acotadas, y se
puede aplicar para resolver el problema siguiente:
a2Δu = ut, z ≥ 0, t > 0,

u(M, 0) = φ(M), z ≥ 0,
uz=0 = f(x, y, t), t > 0. (7.32)
Como en casos anteriores se utiliza el método de las imágenes respecto de
z = 0 para determinar la función de Green
G(RMP , t− τ) = 1
8a3[π(t− τ)]3/2
(
e−R
2
MP /4a
2(t−τ) − e−R2MP1/4a2(t−τ)
)
,
(7.33)
donde P1(ξ, η,−ζ) es el conjugado respecto de z = 0 del punto P (ξ, η, ζ).
Calculando
∂G
∂n
ζ=0 = −
(
∂G
∂ζ
)
ζ=0 =
= − z
16a5π3/2(t− τ)5/2 exp
[
− (x− ξ)
2 + (y − η)2 + z2
4a2(t− τ)
]
,(7.34)
de (7.31) se obtiene
u(M, t) =
∫
z≥0
φ(P )G(RMP , t) dV−
− a2
∫ t
0
∫ ∫ ∞
−∞
f(ξ, η, τ)
(
∂G
∂ζ
)
ζ=0 dξdηdτ. (7.35)
que provee la solución.
7.5 Problemas resolubles por separación de va-
riables
Algunos problemas pueden tratarse mediante el método de separación de va-
riables, no requiriendo de la determinación de la función de Green correspon-
diente.
A modo de ejemplo estudiaremos el problema del enfriamiento de un cilindro
circular de eje z, radio r0 e inﬁnitamente largo, cuando su temperatura inicial
es independiente de z y su superﬁcie se mantiene a temperatura nula.
La temperatura variará sólo en un corte perpendicular al eje del cilindro por lo
que, tomando coordenadas polares en el corte, se tiene el problema de hallar
la función u(r, φ, t) que satisface la ecuación
∂2u
∂r2
+
1
r
∂u
∂r
+
1
r2
∂2u
∂φ2
=
1
a2
∂u
∂t
,
con la condición inicial
u(r, φ, 0) = Φ(r, φ), r < r0,

y la de frontera
u(r0, φ, t) = 0.
Por el método de separación de variables puede verse que la solución es de
la forma
u(M, t) =
∞∑
n=1
cne
−a2λntvn(M),
donde las funciones propias vn son solución del problema
1
r
∂
∂r
(
r
∂v
∂r
)
+
1
r2
∂2v
∂φ2
+ λ2v = 0, 0 < r < r0, v = 0,
v(r0, φ) = 0, |v(0, ϑ)| < ∞,
que fue tratado al estudiar las oscilaciones de una membrana circular en el
capítulo 6.
A cada valor propio λnm =
(
μ
(n)
m /r0
)2
corresponden dos funciones
vnm = Jn
(
μ
(n)
m
r0
r
)
cosnφ,
vnm = Jn
(
μ
(n)
m
r0
r
)
sinnφ,
cuyas normas al cuadrado son
||vnm||2 = ||vnm||2 = πnr
2
0
2
[J ′n(μ
(n)
m )]
2,
con
n =
{
1, n = 0
2, n = 0,
siendo μ(n)m la raíz m-ésima de Jn = 0. Luego, la solución se escribe
u(r, φ, t) =
∞∑
n=0
∞∑
m=1
(cnm cosnφ + cnm sinnφ) Jn
(
μ
(n)
m
r0
r
)
e
−
(
aμ
(n)
m
r0
)2
t
,
donde los coeﬁcientes cnm y cnm están dados por
πr20
2
cnm =
∫ r0
0
∫ 2π
0
Φ(r, φ) Jn(
μ(n)m
r0
r) cos(nφ) rdφdr
n [J ′n(μ
(n)
m )]2
,
πr20
2
cnm =
∫ r0
0
∫ 2π
0
Φ(r, φ) Jn(
μ(n)m
r0
r) sin(nφ) rdφdr
n[J ′n(μ
(n)
m )]2
.

Si la temperatura inicial Φ depende sólo de r, la serie doble se sustituye por
la serie simple
u(r, t) =
∞∑
m=1
cm J0
(
μ
(0)
m
r0
r
)
exp
⎡⎣−(aμ(0)m
r0
)2
t
⎤⎦ ,
donde
cm =
2
∫ r0
0
Φ(r) J0
(
μ(0)m
r0
r
)
rdr
r20
[
J ′0(μ
(0)
m )
]2 ,
y μ(0)m es la raíz m-ésima de J0(μ) = 0.
Si la temperatura inicial es constante,
u(r, 0) = Φ = u0,
se tiene
cm =
2u0
∫ r0
0
J0
(
μ(0)m
r0
r
)
rdr
r20[J1(μ
(0)
m )]2
=
2u0
μ
(0)
m J1(μ
(0)
m )
,
puesto que −J ′0 = J1 y αJ0(α) = [αJ1(α)]′ (ver apéndice E); entonces
resulta
u(r, t) =
∞∑
m=1
⎡⎣2u0J0
(
μ(0)m
r0
r
)
μ
(0)
m J1(μ
(0)
m )
⎤⎦ exp
⎡⎣−(aμ(0)m
r0
)2
t
⎤⎦ ,
que es la solución al problema planteado.
7.6 Problemas propuestos
1- Hallar la distribución de temperatura en el espacio si la temperatura inicial
es u(x, y, z, 0) = φ(x, y, z). Utilizar transformada triple de Fourier.
2- Hallar la distribución de temperatura en el espacio si actúa una fuente de
densidad g(x, y, z, t) y la temperatura inicial es nula.
Sugerencia: utilizar transformada triple de Fourier.
3- Resolver
ut = a
2Δu,
en R2, con u(x, y, 0) = 1− (x2 + y2).
4- Resolver

ut = a
2Δu+ z2t,
con u(x, y, z, 0) = xy.
Soluciones a los problemas propuestos
1-
u(x, y, z, t) =
1
8a3(πt)3/2
∫ ∫ ∫ ∞
−∞
φ(u, v, w)e
−[(x−u)2+(y−v)2+(z−w)2]
4a2t du dv dw
2-
u(x, y, z, t) =
1
(2π)3/2
∫ ∫ ∫ ∞
−∞
U(ξ, η, ζ)ei[(x−ξ)
2+(y−η)2+(z−ζ)2]dξ dη dζ
U(ξ, η, ζ) =
∫ t
0
G(ξ, η, ζ)e−a
2(ξ2+η2+ζ2)(t−τ)dτ
G(ξ, η, ζ) =
1
(2π)3/2
∫ ∫ ∫ ∞
−∞
g(u, v, w)e−i(ξu+ηv+ζw)dudvdw
3-
u(x, y, t) = 1− (x2 + y2)− 4a2t
4-
u(x, y, z, t) = xy + z2t2/2 + a2t3/3

Capítulo 8
Teoría de potencial
En este capítulo se obtienen soluciones para ecuaciones de tipo elíptico por
medio de integrales que se presentan con frecuencia en la física y que se
conocen como potenciales.
8.1 Potencial de volumen y potencial logarítmico
8.1.1 Deﬁniciones
Si se tiene una distribución de masa en el espacio, para un cuerpo T de den-
sidad ρ, su potencial en el punto M está dado por
u(M) =
∫
T
ρ(P )
RMP
dVP , (8.1)
con M(x, y, z) y P (ξ, η, ζ), llamado también potencial de volumen.
Si el punto M /∈ T y la densidad ρ es acotada, se puede derivar (8.1) bajo el
signo integral y se obtienen
∂u
∂x
= X = −
∫∫∫
T
ρ(ξ, η, ζ)
(x− ξ)
R3
dξdηdζ,
∂u
∂y
= Y = −
∫∫∫
T
ρ(ξ, η, ζ)
(y − η)
R3
dξdηdζ,
∂u
∂z
= Z = −
∫∫∫
T
ρ(ξ, η, ζ)
(z − ζ)
R3
dξdηdζ, (8.2)
por lo tanto, u es el potencial del campo de componentes X,Y, Z.

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Si se calcula el laplaciano de (8.1) para los puntos M ∈/ T , se obtiene
Δu(M) =
T
ρ(P ) Δ
1
RMP
∫ ( )
dVP = 0, (8.3)
y el potencial u satisface la ecuación de Laplace en el espacio.
Para una distribución de masa en el plano en una región S de densidad μ(ξ, η),
se llama potencial logarítmico a
u(M) = 2
S
μ(P ) ln
1
RMP
∫ ( )
dSP , (8.4)
con M(x, y) y P (ξ, η).
El potencial logarítmico es solución de la ecuación de Laplace en el plano para
los puntos M ∈/ S; además,
∂u
∂x
(M) = X(M) = −2
∫∫
S
μ(ξ, η)
(x− ξ)
R2
dξdη,
∂u
∂y
(M) = Y (M) = −2
∫∫
S
μ(ξ, η)
(y − η)
R2
dξdη, (8.5)
son las componentes del campo de fuerzas en el punto M generado por el
potencial u(x, y).
Si M ∈ T en (8.1) o M ∈ S en (8.4), las integrales son impropias y el compor-
tamiento de las componentes del campo en tal caso se analizan en el punto
siguiente.
8.1.2 Derivadas del potencial
Si M ∈ T , las integrales
u(M) =
∫
T
ρ(P )
RMP
dVP , (8.6)
y
X(M) = −
∫∫∫
T
ρ(P )
(x− ξ)
R3MP
dξdηdζ,
Y (M) = −
∫∫∫
T
ρ(P )
(y − η)
R3MP
dξdηdζ,
Z(M) = −
∫∫∫
T
ρ(P )
(z − ζ)
R3MP
dξdηdζ, (8.7)
son impropias y no se puede aﬁrmar que
∂u
∂x
(M) = X(M),
∂u
∂y
(M) = Y (M),
∂u
∂z
(M) = Z(M). (8.8)
Cuando la densidad es acotada, |ρ| < A, el integrando en (8.6) está acotado
por ∣∣∣ ρ
R
∣∣∣ < A
R
, (8.9)
donde R = RMP , y dado que ∫
T
dV
Rα
(8.10)
converge si α < 3 (ver apéndice A), entonces (8.6) converge.
Lo mismo sucede para (8.7), pues si la densidad |ρ| < A, es
|ρ| |x− ξ|
R3
=
|ρ|
R2
|x− ξ|
R
<
A
R2
, (8.11)
dado que |x− ξ| < R.
En el teorema que sigue se demuestra que con sólo la condición de acotación
de ρ se puede derivar bajo el signo integral aún en el caso en que M ∈ T .
Teorema 8.1 Si T es abierto y |ρ| < A, entonces para el potencial de volumen
se veriﬁcan
X(M) = ux(M), Y (M) = uy(M), Z(M) = uz(M). (8.12)
Demostración: Según la deﬁnición de derivada parcial, para  > 0 debe existir
δ() > 0 de modo que si Δx < δ se veriﬁque∣∣∣∣u(x+Δx, y, z)− u(x, y, z)Δx −X
∣∣∣∣ < , (8.13)
con (x, y, z) coordenadas del punto M.
Sean T1 = KMδ1 ⊂ T , T2 = T − T1 y ui =
∫
Ti
(ρ/R) dV , para i = 1, 2, entonces
u(x+Δx, y, z)− u(x, y, z)
Δx
=
u1(x+Δx, y, z)− u1(x, y, z)
Δx
+
+
u2(x+Δx, y, z)− u2(x, y, z)
Δx
. (8.14)
Dado que M /∈ T2, es
∂u2
∂x
= X2 =
∫
T2
ρ
∂
∂x
(
1
R
)
dV. (8.15)
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Por lo tanto,∣∣∣∣u(x+Δx, y, z)− u(x, y, z)Δx
∣∣∣∣−X ≤ ∣∣∣∣u2(x+Δx, y, z)− u2(x, y, z)Δx
∣∣−X2∣∣+
+ |X1|+
∣∣∣∣u1(x+Δx, y, z)− u1(x, y, z)Δx
∣∣∣∣ .
El primer sumando de la derecha puede hacerse menor que /3 para |Δx| <
δ2, además
|X1| =
∣∣∣∣∫
T1
ρ
(x− ξ)
R3
∣∣
dV ∣∣ < A∫ δ1
0
∫ 2π
0
∫ π
0
sin θ dθ dφ dr
= 4πAδ1 <

3
; (8.16)
por último,∣∣∣∣u1(x+Δx, y, z)− u1(x, y, z)Δx
∣∣∣∣ = ∣∣∣∣ 1Δx
∫
T1
ρ
(
1
R1
− 1
R
)
dV
∣∣∣∣
=
∣∣∣∣ 1Δx
∫
T1
ρ
R−R1
RR1
∣∣
dV ∣∣ , (8.17)
si Δx < δ1 y donde R12 = [(x+Δx)− ξ]2 + (y − η)2 + (z − ζ)2 = R2M1P .
El triángulo formado por M(x, y, z), P (ξ, η, ζ) y M1(x + Δx, y, z) tiene lados
R, R1, y Δx, por lo que
|R−R1| ≤ Δx, (8.18)
y ∣∣∣∣ 1Δx
∫
T1
ρ
R−R1
RR1
∣∣
dV ∣∣ ≤ A ∫
T1
dV
RR1
≤ A
2
(∫
T1
dV
R2
+
∫
T1
dV
R21
)
, (8.19)
pues para a y b cualesquiera se veriﬁca
a b ≤ 1
2
(a2 + b2). (8.20)
Calculando las integrales sobre T1 resultan∫
T1
dV
R2
= 4πδ1,
∫
T1
dV
R21
≤
∫
K2
M
δ
1
1
dV
R21
= 8πδ1. (8.21)
Elegimos δ1 de modo que∣∣∣∣u1(M1)− u1(M)Δx
∣∣∣∣ ≤ 6πAδ1 < 3 , (8.22)
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con lo cual también se veriﬁca (8.16).
Si δ = min{δ1, δ2}, entonces para |Δx| < δ se satisface (8.13).
8.1.3 Ecuación de Poisson asociada a un potencial
Teorema 8.2 Sea T una región abierta y acotada de R3, de frontera Σ. Si la
densidad ρ es acotada y tiene derivadas continuas en T+Σ y M ∈ T , entonces
el potencial de volumen u asociado a T satisface la ecuación
Δu(M) = −4πρ(M). (8.23)
Con las mismas hipótesis, en R2 se veriﬁca que
Δu(M) = −2πμ(M). (8.24)
δDemostración: Se consideran las regiones T1 = K
M ⊂ T y T2 = T − T1 y∫
Ti
las funciones ui = (ρ/R) dV , para i = 1, 2; como M ∈/ T2 es Δu2(M) = 0,
por lo que basta analizar Δu1(M). En virtud del teorema anterior tenemos que
∂u1
∂x
=
T1
ρ
∂
∂x
1
R
)
dV = −
T1
ρ
∂
∂ξ
1
R
∫ ( ∫ ( )
dV.
(8.25)
Utilizando la fórmula de Gauss,
T1
∂F
∂x
dV =
∫ ∫
Σ1
F (P ) cosαdSP =
∫∫
Σ1
F (P ) dηdζ, (8.26)
donde α es el ángulo que forma la normal exterior a Σ1 = Σδ
M en P con el eje
x, resulta
∂u1
∂x
= −
∫
T1
∂
∂ξ
( ρ
R
)
dV +
∫
T1
1
R
∂ρ
∂ξ
dV
= −
∫∫
Σ1
ρ
R
dηdζ +
∫
T1
1
R
∂ρ
∂ξ
dV. (8.27)
El primer sumando es una función derivable en M , el segundo es un potencial
de volumen de densidad ∂ρ/∂ξ, y dado que ρ es una función con derivadas
primeras continuas en T +Σ, es |∂ρ/∂ξ | < C en T1 y la ecuación (8.27) se
puede derivar respecto de x.
La derivada del segundo sumando en (8.27) está acotada por 4πCδ, en tanto
que la derivada del primer sumando es
Σ1
ρ
(x− ξ)
R3
dηdζ = −
∫∫ ∫∫
Σ1
ρ
R2
cosα dηdζ
= −
∫
Σ1
ρ
R2
cos2 α dS. (8.28)
Considerando que
Δu = lim
δ→0
(Δu1 +Δu2) = lim
δ→0
Δu1, (8.29)
y que
lim
δ→0
Δu1(M) = − lim
δ→0
∫
ΣMδ
ρ
(cos2 α+ cos2 β + cos2 γ)
R2
dS =
= − lim
δ→0
∫
ΣMδ
ρ
R2
dS, (8.30)
tomando coordenadas esféricas con centro M se obtiene
Δu = − lim
δ→0
∫ 2π
0
∫ π
0
ρ(x+ δ cosφ sin θ, y + δ sinφ sin θ, z + δ cos θ) sin θdθdφ
= −4πρ(M). (8.31)
Entonces, para M ∈ T , es
Δu(M) = −4πρ(M). (8.32)
8.1.4 Aplicación del potencial de volumen a la resolución
de problemas de contorno
Se considera la ecuación de Poisson
Δu(M) = −F (M), (8.33)
en una región acotada T de frontera Σ. Si F es acotada y tiene derivadas
primeras continuas en T +Σ, una solución particular es
v =
1
4π
∫
T
F (P )
RMP
dVP . (8.34)
Por lo tanto, una solución de (8.33) es
u = v + w, (8.35)
con w solución de Δw = 0 en T .
La solución del problema interior para (8.33), con
uΣ = f, (8.36)
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es u = v+w, con v dada por (8.34) y donde w es solución del problema interior
de Dirichlet en T ,
Δw = 0,
wΣ = f − vΣ. (8.37)
8.2 Potenciales de superﬁcie y de línea
Se considera en R3 una superﬁcie Σ orientada, es decir, con interior y exterior,
sobre la cual se considera la normal exterior.
Se denomina potencial de simple capa a la función u tal que
u(M) =
∫
Σ
μ(P )
RMP
dSP , (8.38)
donde μ(P ) es la densidad superﬁcial.
Se denomina potencial de doble capa a la función w tal que
w(M) = −
∫
Σ
ν(P )
d
dnP
(
1
RMP
)
dSP , (8.39)
donde ν(P ) es la densidad superﬁcial.
Si C es una curva orientada en R2 y nP su normal exterior en P , se denomina
potencial de simple capa a la función
u(M) =
∫
C
μ(P ) ln
(
1
RMP
)
dsP , (8.40)
y potencial de doble capa a
w(M) = −
∫
C
ν(P )
d
dnP
(
ln
1
RMP
)
dsP , (8.41)
con μ y ν densidades lineales.
Nótese que para M /∈ Σ (o M /∈ C) se puede derivar bajo el signo integral
por lo que los potenciales de simple y doble capa son funciomes armónicas
fuera de Σ (o de C). En cambio, en los puntos de la superﬁcie (o la curva) son
integrales impropias.
Los potenciales de doble capa pueden escribirse
w(M) =
∫
Σ
ν
cosφ
R2
dS, si M ∈ R3,
w(M) =
∫
C
ν
cosφ
R
ds, si M ∈ R2, (8.42)
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donde φ es el ángulo entre RMP y nP .
El comportamiento de los potenciales de superﬁcie y de línea se describe en
los teoremas que siguen.
Discontinuidad del potencial de doble capa
Sea Σ una superﬁcie cerrada, frontera de una región abierta T de R3, y M0 ∈
Σ. Se deﬁnen las funciones
wi(M0) = lim
M→M0
w(M), con M ∈ T,
we(M0) = lim
M→M0
w(M), con M /∈ T +Σ, (8.43)
donde w(M) es el potencial de doble capa en R3.
En R2 se dan deﬁniciones análogas.
Antes de demostrar la discontinuidad del potencial de doble capa, considerare-
mos un caso particular importante que da cuenta del comportamiento de este
potencial cuando la densidad es constante.
Proposición 8.1 Sea Σ una superﬁcie cerrada con normal variando con con-
tinuidad y que limita una región abierta T . Entonces, el potencial de doble
capa sobre Σ, con densidad constante ν0 veriﬁca
w0(M) = ν0
{
4π, M ∈ T ,
2π, M ∈ Σ,
0, M /∈ T +Σ.
(8.44)
En R2, si C es una curva con tangente variando con continuidad y que
limita una región abierta S, entonces el potencial de doble capa sobre C con
densidad constante ν0 es
w0(M) = ν0
{
2π, M ∈ S,
π, M ∈ C,
0, M /∈ S + C.
(8.45)
Demostración: Por simplicidad se demuestra primero en R2, con
w0(M) =
∫
C
ν0
cosφ
R
ds. (8.46)
En la ﬁgura 8.1 se ha tomado M ∈ S, un eje de referencia y P ∈ C.
Se tiene ds cosφ = dσ = Rdα, y
w0(M) = ν0
∫ 2π
0
dα = 2πν0. (8.47)
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

d R
Pds
d

C
M
n
Figura 8.1: dα es el ángulo con vértice en M ∈ S desde el cual se ve el
diferencial de arco ds de la curva C.
M

R
dS
n


Figura 8.2: dα es el ángulo sólido bajo el cual se ve, desde M ∈ T , el diferen-
cial de superdicie dS de Σ.
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Los otros casos se analizan de la misma forma.
Análogamente, en R3 se tiene dS cosφ = R2dα (ver ﬁgura 8.2), y
w0(M) = ν0
∫
ΣRM
dα = 4πν0, (8.48)
para M ∈ T , siendo α el ángulo sólido bajo el cual se ve, desde M , dS.
Corolario: Si M0 ∈ Σ, en R3, entonces
w0i (M0) = 4πν0 = w
0(M0) + 2πν0,
w0e(M0) = 0 = w
0(M0)− 2πν0. (8.49)
Si M0 ∈ C, en R2 es
w0i (M0) = 2πν0 = w
0(M0) + πν0,
w0e(M0) = 0 = w
0(M0)− πν0. (8.50)
Para el potencial de doble capa con ν variable se demuestra el teorema que
sigue.
Teorema 8.3 Sea Σ una superﬁcie cuyo plano tangente varía con continuidad
y formada por un número ﬁnito de superﬁcies convexas (una superﬁcie se dice
convexa si todo plano la corta a lo sumo en una curva cerrada). Sea T la
región acotada y abierta encerrada por Σ, y ν(M) continua.
Entonces, si M0 ∈ Σ el potencial de doble capa con densidad ν existe y
tiene una discontinuidad de primera clase sobre Σ dada por
wi(M0) = w(M0) + 2πν(M0),
we(M0) = w(M0)− 2πν(M0), M0 ∈ Σ, (8.51)
o bien,
w(M0) =
wi(M0) + we(M0)
2
(8.52)
Demostración: Consideremos la función
I(M) = w(M)− w0(M) =
∫
Σ
(ν(P )− ν0) cosφ
R2
dS, (8.53)
con ν0 = ν(M0). Veremos que esta función converge uniformemente en M0 y
por tanto es continua en ese punto.
Dado que Σ está formada por un número ﬁnito de superﬁcies convexas, es∫
Σ
| cosφ|
R2MP
dsP < AΣ, (8.54)
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con AΣ múltiplo de 4π (según la convexidad de Σ).
Si  > 0, para 1 = /AΣ existe δ(1) tal que |ν(P )−ν0| < 1 para |P −M0| < δ.
Sea Σ1 un entorno de M0 en Σ de diámetro δ, y sea
I1(M) =
∫
Σ1
(ν(P )− ν0) cosφ
R2
dS, (8.55)
entonces
|I1(M)| < 1
∫
Σ1
| cosφ|
R2
dS ≤ 1AΣ = . (8.56)
Es decir que I(M) converge uniformemente en M0, lo que implica su con-
tinuidad en dicho punto. Pero entonces w(M) tiene en M0 una discontinuidad
del mismo tipo que w0(M). Esto signiﬁca que existen wi(M0) y we(M0) y, dada
la continuidad de I(M), es
wi(M0) = I(M0) + w
0
i (M0) = I(M0) + w
0(M0) + 2πν0
= w(M0) + 2πν(M0). (8.57)
De la misma forma se obtiene we(M0) y se prueba la existencia de w(M0).
Las fórmulas correspondientes en R2 son
wi(M0) = w(M0) + πν(M0),
we(M0) = w(M0)− πν(M0). (8.58)
Propiedades del potencial de capa simple
En esta sección se supone que la superﬁcie Σ posee plano tangente que varía
con continuidad.
Proposición 8.2 Si |μ| < A, el potencial de capa simple,
u(M) =
∫
Σ
μ
R
dS, (8.59)
es una función continua en R3.
En R2 la aﬁrmación anterior es válida para el potencial de capa simple sobre
una curva cuya tangente varía con continuidad.
Demostración: La función u es continua en puntos que no pertenecen a Σ
y, como demostraremos, es uniformemente convergente en los puntos de Σ.
Sean M0 ∈ Σ, Σ1 un entorno de M0 de diámetro δ, y
u1(M) =
∫
Σ1
μ(P )
RMP
dSP . (8.60)
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Tomemos un sistema de coordenadas (ξ, η, ζ) con centro en M0, y el eje ζ en
la dirección de la normal exterior a Σ enM0. SeaM ∈ Σ1 y Σ′1 la proyección de
Σ1 sobre (ξ, η), si M = M(x, y, z) y M ′(x, y, 0) entonces Σ′1 ⊂ (K2δM ′ ∩R) = W ,
R =
√
(x− ξ)2 + (y − η)2 + (z − ζ)2 ≥
√
(x− ξ)2 + (y − η)2,
dS =
dS′
cos γ
=
dξdη
cos γ
, (8.61)
siendo dS′ la proyección de dS sobre el plano (ξ, η). En consecuencia, es
|u1(M)| < A
∫
Σ1
dS
R
= A
∫
Σ′1
dξdη
R cos γ
≤
≤ 2A
∫
Σ′1
dξdη√
(x− ξ)2 + (y − η)2
≤ 2A
∫
W
dξdη√
(x− ξ)2 + (y − η)2 . (8.62)
En esta desigualdad se ha considerado δ suﬁcientemente pequeño de modo
que cos γ > 1/2.
Si se introducen coordenadas polares con centro M ′ es
|u1| < 2A
∫ 2π
0
∫ 2δ
0
dρdφ = 8πAδ, (8.63)
con δ suﬁcientemente pequeño. Además dado un  > 0, se toma δ ≤ /(8πA),
de modo que si |M −M0| < δ es |u1(M)| < , o sea, u converge uniforme-
mente en Σ, y esto implica que u es continua en Σ.
Finalmente, consideraremos la derivada normal de un potencial de capa sim-
ple. Sea M0 ∈ Σ, n la normal exterior en M0 y T un volumen abierto y acotado
limitado por Σ, para M ∈ n se deﬁnen(
∂u
∂n
)
i
(M0) = lim
M→M0
∂u
∂n
(M), M ∈ T
(
∂u
∂n
)
e
(M0) = lim
M→M0
∂u
∂n
(M), M /∈ T +Σ. (8.64)
Si se toma la normal interior en lugar de la exterior, las deﬁniciones son las
mismas.
Teorema 8.4 Sea Σ una superﬁcie cuyo plano tangente varía con continuidad
y formada por un número ﬁnito de superﬁcies convexas. Sea T la región aco-
tada y abierta encerrada por Σ y sea μ(M) continua.
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Figura 8.3: Gráﬁco de la superﬁcie Σ donde se indican las cantidades que
intervienen en la deﬁnición de un(M).
Siendo u el potencial de capa simple y n la normal exterior en M0 ∈ Σ,
resultan (
∂u
∂n
)
i
(M0) =
∂u
∂n
(M0)− 2πμ(M0),(
∂u
∂n
)
e
(M0) =
∂u
∂n
(M0) + 2πμ(M0). (8.65)
Si n es la normal interior se intercambian los valores de (∂u/∂n)i y (∂u/∂n)e.
Demostración: El potencial en M ∈ n, M /∈ Σ (ver ﬁgura 8.3) puede derivarse
bajo el signo integral por lo que se obtiene
∂u
∂n
(M) =
∫
Σ
μ(P )
∂
∂n
(
1
RMP
)
dS = −
∫
Σ
μ
cosψ
R2
dS, (8.66)
con ψ el ángulo entre RMP y n.
El potencial de capa doble es
w(M) =
∫
Σ
μ
cosφ
R2
dS. (8.67)
Dado que cosψ = cos θ cosφ+ sin θ sinφ cosΩ, donde Ω es el ángulo diedro de
arista nP , resulta
∂u
∂n
(M) = −
∫
Σ
(μ cos θ)
cosφ
R2
dS −
∫
Σ
μ sin θ sinφ cosΩ
R2
dS =
= w1(M) + I(M). (8.68)
Advertimos que w1 es un potencial de capa doble con densidad μ1(P ) =
−μ(P ) cos θ y la función I(M) es continua en M0 (la demostración es análoga
a la del teorema correspondiente al potencial de doble capa).
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Dado que el plano tangente varía con continuidad, cuando P tiende a M0 el
ángulo θ tiende a cero, entonces ∂u/∂n(M0) existe y tiene la misma discon-
tinuidad que w1(M0), por lo tanto(
∂u
∂n
)
i
(M0) = w1(M0) + 2πμ1(M0) + I(M0) =
∂u
∂n
(M0)− 2πμ(M0) (8.69)
Si se toma n como la normal interior, cuando P tiende a M0, θ tiende a π y
μ1(M0) = μ(M0).
Las fórmulas correspondientes a (8.65) en R2 son(
∂u
∂n
)
i
(M0) =
∂u
∂n
(M0)− πμ(M0),(
∂u
∂n
)
e
(M0) =
∂u
∂n
(M0) + πμ(M0), (8.70)
donde u es el potencial de línea de capa simple.
Nota: Los teoremas sobre potenciales de capa simple y doble son válidos si
la superﬁcie Σ (o la curva C) tiene curvatura acotada.
8.3 Aplicación a la resolución de problemas de
contorno para la ecuación de Laplace
Las ecuaciones diferenciales asociadas a estos problemas se transformarán
en ecuaciones integrales (ver apéndice F).
Consideraremos superﬁcies con plano tangente que varía con continuidad y
curvas cuya tangente es continua.
Para resolver el problema interior de Dirichlet, que consiste en hallar una fun-
ción continua en T + Σ, armónica en T y tal que veriﬁque uΣ = f , con f
continua, se recurre al potencial de doble capa. Es decir, se propone como
solución la integral
u(M) =
∫
Σ
ν(P )
cosφ
R2MP
dSP , (8.71)
que como mostramos es armónica en T , donde φ es el ángulo que forman
RMP y la normal en P ∈ Σ.
Como acabamos de ver, para M0 ∈ Σ es
u(M0) + 2πν(M0) = f(M0), (8.72)
que deﬁne a u como una función continua en T + Σ por lo que ν(P ) debe
satisfacer la ecuación integral de Fredholm de segunda clase (ver apéndice
F): ∫
Σ
ν(P )
cosφ
R2M0P
dSP + 2πν(M0) = f(M0). (8.73)


En forma análoga, el problema exterior de Dirichlet tiene como solución al
potencial (8.71), con ν(P ) solución de la ecuación integral de Fredholm de
segunda clase: ∫
Σ
ν(P )
cosφ
R2M0P
dSP − 2πν(M0) = f(M0). (8.74)
En tanto, el problema interior de Neumann consiste en hallar una función ar-
mónica en T , continua en T +Σ y tal que ∂u/∂nΣ = f , con f continua.
Buscamos la solución en forma de potencial de capa simple,
u(M) =
∫
Σ
μ(P )
RMP
dSP , (8.75)
donde μ(P ) es solución de la ecuación integral:
−2πμ(M0)−
∫
Σ
μ(P )
cosψ
R2M0P
dSP = f(M0), (8.76)
con M0 ∈ Σ, n la normal exterior en M0 y ψ el ángulo entre RM0P y n.
La solución al problema exterior de Neumann es (8.75), con μ(P ) solución de
la ecuación integral:
−2πμ(M0) +
∫
Σ
μ(P )
cosψ
R2M0P
dSP = f(M0). (8.77)
En este caso hay que tener en cuenta que la normal considerada en la condi-
ción de frontera (normal exterior) tiene signo opuesto a la normal que se con-
sideró en el último teorema demostrado, donde T es la región acotada. El
ángulo ψ es el mismo que aparece en (8.76).
Para los problemas equivalentes en R2 consideramos curvas cuya tangente
varía con continuidad y se proponen como solución los potenciales de línea
recurriendo a las ecuaciones (8.58) para el caso de los problemas de Dirichlet
interior y exterior, y a las ecuaciones (8.70) para los problemas de Neumann
interior y exterior.
Ejemplo 1. Hallaremos la función u, armónica en un círculo de radio a, y que
en la frontera C satisface la condición uC = f .
Para ello buscaremos la solución del 1◦ problema interior de contorno para el
círculo en forma de potencial de doble capa,
w(M) =
∫
C
cosφ
RMP
ν(P ) dsP .
Esta función, para cualquier elección de ν(P ), satisface la ecuación de Laplace
dentro del círculo, y es discontinua en C. Para que la solución sea continua
OP
C
M0

n
Figura 8.4: La normal exterior en el punto P tiene la dirección del diámetro y
es M0 ∈ C.
debe veriﬁcarse
wi(M0) = f(M0), M0 ∈ C,
y, en virtud de la propiedad
wi(M0) = w(M0) + πν(M0),
se obtiene para ν(P ) la ecuación integral
πν(M0) +
∫
C
cosφ
RM0P
ν(P ) dsP = f(M0).
Dado que la normal exterior en el punto P tiene la dirección del diámetro y
M0 ∈ C, es
cosφ
RM0P
=
1
2a
,
como muestra la ﬁgura 8.4.
Designando con s y s0 a los arcos de C que corresponden a los puntos P y
M0 respectivamente, la ecuación integral para ν se escribe
ν(s0) +
1
2πa
∫
C
ν(s) ds =
1
π
f(s0).
Proponiendo como solución (por la forma de la ecuación) a
ν(s) =
f(s)
π
+A,
se determina la cantidad A de
1
π
f(s0) +A+
1
2πa
∫
C
(
1
π
f(s) +A
)
ds =
1
π
f(s0),
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y se obtiene
A = − 1
4π2a
∫
C
f(s) ds,
de modo que para este problema
ν(s) =
1
π
f(s)− 1
4π2a
∫
C
f(s) ds,
es la solución de la ecuación integral.
El correspondiente potencial de doble capa es
w(M) =
∫
C
cosφ
RMP
(
1
π
f(s)− 1
4π2a
∫
C
f(s)ds
)
ds.
Si M es un punto interior al círculo,
w(M) =
1
π
∫
C
cosφ
RMP
f(s) ds−
(
1
4π2a
∫
C
f(s)ds
)
2π =
=
1
π
∫
C
(
cosφ
RMP
− 1
2a
)
f(s) ds.
La integral ∫
C
cosφ
RMP
ds = 2π,
fue calculada al tratar la discontinuidad del potencial de doble capa. Tomando
coordenadas polares con origen en el centro del círculo, y considerando el
punto M = M(r, θ), y el triángulo OPM (ver ﬁgura 8.5), se deduce que
cosφ
RMP
− 1
2a
=
2aRMP cosφ−R2MP
2aR2MP
=
a2 − r2
2a[a2 + r2 − 2ar cos (θ − α)] .
Así se arriba a la integral de Poisson
u = w(r, θ) =
1
2π
∫ 2π
0
(a2 − r2)
a2 + r2 − 2ar cos(θ − α) f(α) dα,
que es la solución del 1◦ problema de contorno para el círculo que obtuvimos
en el capítulo 5 (ecuación (5.68)).
Ejemplo 2. Utilizando el potencial de doble capa, hallaremos una función
armónica en R3, continua en z ≥ 0, y que tome en la frontera z = 0 el valor
dado f(x, y).
Para esto hallaremos la solución en forma de potencial de doble capa, con
w(M) =
∫∫ ∞
−∞
cosφ
R2
ν(ξ, η) dξdη,


O
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M
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

r
Figura 8.5: Triángulo OPM con M(r, θ) y P (a, α).
donde R2 = (x− ξ)2 + (y − η)2 + z2. En este caso es
cosφ
R2
z
R3
= ,
de modo que
cosφz=0 = 0,
R2
y la ecuación integral para ν se reduce a
2πν(M0) = f(M0).
La solución es entonces
u(x, y, z) =
z
2π
∫∫ ∞
−∞
f(ξ, η)
[(x− ξ)2 + (y − η)2 + z2]3/2 dξdη.
8.4 Potenciales para la ecuación Δu− k2u = 0
Resultados análogos a los presentados en las secciones 8.1 y 8.2, pueden ob-
tenerse para los potenciales asociados a la ecuación de Helmholtz, Δu−k2u =
0, y a la ecuación Δu+ k2u = 0.
Para la ecuación de Helmholtz, y con hipótesis análogas a las de las secciones
8.1 y 8.2, se deﬁne el potencial de volumen
u(M) =
∫
T
ρ(P )
e−kRMP
RMP
dVP , (8.78)
que, para el caso en que la densidad ρ es acotada, posee las siguientes
propiedades:

• para M ∈/ T , u(M) satisface la ecuación de Helmholtz;
• en T están deﬁnidas u y las funciones que se obtienen derivando bajo el
signo integral;
• las derivadas primeras de u se calculan derivando bajo el signo integral;
• si u tiene derivadas segundas en T , para M ∈ T , u(M) satisface la EDP:
Δu(M)− k2u(M) = −4πρ(M). (8.79)
Representación de un problema de contorno
En la región T de frontera Σ, una solución al problema de contorno deﬁnido
por
Δu− k2u = −F,
uΣ = f, (8.80)
es u = v+u1, con v potencial de volumen de densidad ρ = F/4π, y u1 solución
de la ecuación de Helmholtz con u1Σ = f − vΣ.
Potencial de capa doble
El potencial de capa doble asociado a la ecuación de Helmholtz es
w(M) = −
Σ
ν(P )
∂
∂nP
e−kRMP
RMP
∫ ( )
dSP . (8.81)
Este potencial veriﬁca las siguientes propiedades:
• para M ∈/ Σ, w es solución de la ecuación de Helmholtz;
• w existe en M0 ∈ Σ y tiene una discontinuidad de primera especie dada
por
wi(M0) = w(M0) + 2πν(M0),
we(M0) = w(M0)− 2πν(M0). (8.82)
Representación de un problema de contorno
El 1◦ problema interior de contorno para la ecuación de Helmholtz consiste en
en hallar u continua en T +Σ, tal que veriﬁque
Δu− k2u = 0, en T
uΣ = f. (8.83)
Se propone como solución al potencial de capa doble de modo que ν(P ) veri-
ﬁque, para M0 ∈ Σ
f(M0) = 2πν(M0)−
∫
Σ
ν(P )
∂
∂nP
(
e−kRM0P
RM0P
)
dSP . (8.84)
Esta es una ecuación de Fredholm de segunda especie.
Potencial de capa simple
El potencial de capa simple asociado a la ecuación de Helmholtz es
u(M) =
∫
Σ
μ(P )
(
e−kRMP
RMP
)
dSP , (8.85)
y veriﬁca las siguientes propiedades:
• para M /∈ T , u(M) satisface la ecuación de Helmholtz;
• u es una función continua;
• si M0 ∈ Σ y n es la normal exterior en M0(
∂u
∂n
)
i
(M0) =
∂u
∂n
(M0)− 2πμ(M0),(
∂u
∂n
)
e
(M0) =
∂u
∂n
(M0) + 2πμ(M0), (8.86)
donde los términos de la izquierda representan los valores límites de la
derivada normal desde el interior y exterior de Σ, respectivamente, en el
punto M0.
Representación de un problema de contorno
El 2◦ problema interior de contorno para la ecuación de Helmholtz consiste en
hallar u continua en T +Σ, tal que
Δu− k2u = 0, en T,

∂u
∂n
Σ = f. (8.87)
Se recurre al potencial de capa simple de modo que μ quede determinada por
la ecuación integral de Fredholm, con M0 ∈ Σ,
f(M0) =
∂u
∂n
(M0)− 2πμ(M0), (8.88)
y con
∂u
∂n
(M0) =
∂
∂n
∫
Σ
μ(P )
(
e−kRM0P
RM0P
)
dSP , (8.89)
que se obtiene de (8.85).
8.5 Problemas Propuestos
1- Hallar el potencial de volumen de una esfera de densidad constante.
2- Hallar el potencial de volumen de masas distribuidas
a) con densidad constante en una capa esférica a ≤ r ≤ b,
b) con densidad constante ρ1 en una esfera de radio a y con densidad cons-
tante ρ2 en la capa esférica b ≤ r ≤ c, con a < b.
3- a) Hallar la densidad de una distribución de masas sobre un dominio D con
la condición que el potencial de volumen de dichas masas es
u = 1− (x2 + y2 + z2)2.
b) Con los resultados de a) hallar la masa total que se encuentra en el interior
de una esfera de radio R incluida en D.
4- Hallar el potencial de capa simple distribuido con densidad constante μ0
sobre una superﬁcie esférica de radio a.
5- Hallar el potencial de capa doble en R2 de un segmento con densidad cons-
tante.
6- Utilizando el potencial de doble capa hallar una función armónica continua
en z ≥ 0 tal que u(x, y, 0) = f(x, y).
7- Demostrar que las soluciones fundamentales de Δv+ cv = 0 que dependen
de r en R2 son:
a) H(1)0 (kr), H
(2)
0 (kr), si c = k
2 donde H(1)0 y H
(2)
0 son las funciones de Hankel
de primera y segunda especie de orden cero.
b) I0(kr), K0(kr), si c = −k2 donde I0 y K0 son las funciones cilíndricas de
argumento imaginario de orden cero (ver apéndice E).
8- a) Probar que las funciones

uν(r, θ) = Iν(μr) cos νθ
vν(r, θ) = Iν(μr) sin νθ,
con Iν(α) función cilíndrica de argumento imaginario de orden ν, (ver apéndice
E) satisfacen la ecuación Δu− μ2u = 0 (r2 = x2 + y2; x = r cos θ; y = r sin θ).
b) Idem para
uν(r, θ) = Kν(μr) cos νθ
vν(r, θ) = Kν(μr) sin νθ,
con Kν funciones de Bessel modiﬁcadas de tercera clase.
9-a) Hallar la distribución estacionaria de concentración de un gas inestable
dentro de un cilindro inﬁnito de sección circular si se mantiene una concen-
tración constante sobre la superﬁcie del cilindro.
Este problema implica hallar la solución acotada de la ecuación bidimensional
Δu− k2u = 0, r < a con ur=a = u0.
b) Resolver el problema anterior en r > a.
10- Hallar la función de Green y la solución del 1◦ problema de contorno para
el semiespacio z > 0 y la ecuación Δu+ k2u = 0, con uz=0 = f(x, y)
11- Hallar la función de Green y resolver el 2◦ problema de contorno para
Δu+ k2u = 0, en z > 0 con uzz=0 = f(x, y)
Soluciones a los problemas propuestos
1-
u(M) =
{
4πa3ρ0/3R0, R0 > a,
2πρ0(a
2 −R20/3) R0 < a,
con R0 distancia de M al centro de la esfera de radio a.
2-a
u(M) =
⎧⎨⎩ 2πρ0(b
2 − a2), , R0 < a
2πρ0(b
2 − 2a3/3R0 −R20/3), a < R0 < b,
4πρ0(b
3 − a3)/3R0 b < R0,
con R0 distancia de M al centro.
2-b
u(M) =
⎧⎪⎪⎨⎪⎪⎩
2πρ1(a
2 −R20/3) + 2πρ2(c2 − b2), R0 < a,
4πρ1a
3/3R0 + 2πρ2(c
2 − b2), a < R0 < b,
4π[ρ1a
3 + ρ2(R
3
0 − b3)]/3R0 + 2πρ2(b2 −R20), b < R0 < c,
4π[ρ1a
3 + ρ2(c
3 − b3)]/3R0, c < R0
con R0 distancia de M al centro.
3-a
ρ = 5(x2 + y2 + z2)/5

3-b
m = 5R5
4-
u(M) =
{
4πμ0a, R0 < a
4πμ0a
2/R0, a < R0,
con R0 distancia de M al centro.
5-
w(M) = ν0 {arctg [(x− a)/y]− arctg [(x− b)/y]} a < x < b
6-
w(M) =
z
2π
∫ ∫ ∞
−∞
f(ξ, η)
[(x− ξ)2 + (y − η)2 + z2]3/2 dξ dη
9-a
u(r, θ) =
u0
I0(ka)
I0(kr)
9-b
u(r, θ) =
u0
K0(ka)
K0(kr)
donde I0 y K0 son las funciones cilíndricas de argumento imaginario de orden
cero.
10- Función de Green:
G(M,M0) =
e−ikR0
R0
− e
−ikR1
R1
donde
R0 =
√
(x− x0)2 + (y − y0)2 + (z − z0)2
R1 =
√
(x+ x0)2 + (y + y0)2 + (z + z0)2
Solución del problema de contorno:
u(M0) =
−z0
2π
∫ ∫ ∞
−∞
f(x, y)
e−ik
√
(x−x0)2+(y−y0)2+(z−z0)2
[(x− x0)2 + (y − y0)2 + z20 ]
·
(
ik +
1√
(x− x0)2 + (y − y0)2 + z20
)
dxdy
11- Función de Green:

G(M,M0) =
e−ikR0
R0
− e
−ikR1
R1
donde
R0 =
√
(x− x0)2 + (y − y0)2 + (z − z0)2
R1 =
√
(x+ x0)2 + (y + y0)2 + (z + z0)2
Solución del problema de contorno:
u(M0) =
1
2π
∫ ∫ ∞
−∞
f(x, y)
e−ik
√
(x−x0)2+(y−y0)2+(z−z0)2√
(x− x0)2 + (y − y0)2 + z20
dxdy
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Apéndice A
Integrales impropias
A.1 Integrales impropias en R1
La integral
∫ b
a
f(x) dx se llama impropia si es de una de las formas que se
describen a continuación:
i) a = −∞, o (y) b = ∞,
ii) f(x) no está acotada en al menos un punto x0, con a < x0 < b.
Para el caso i), si f(x) es integrable en todo intervalo ﬁnito a < x < b, entonces
se deﬁnen ∫ ∞
f(x) dx = lim
b→∞
∫ b
f(x) dx,
a∫ b
−∞
f(x) dx = lim
a→−∞
a∫ b
a
f(x) dx. (A.1)
Cada una de las integrales impropias se dice convergente si existe el límite
correspondiente y divergente si dicho límite no existe.
Así, por ejemplo, la integral ∫ ∞
a
dx
xp
con a > 0, converge si p > 1, y diverge si p ≤ 1.
Para el caso ii), si f no está acotada en x0, a < x0 < b, se deﬁne∫ b
a
f(x)dx = lim
→0
∫ x0−
a
f(x)dx + lim
→0
∫ b
x0+
f(x) dx (A.2)
con  > 0, y la integral se dice convergente si ambos límites existen, en caso
contrario la integral se dice divergente.
Si x0 = a desaparece el primer término del segundo miembro y en el caso
x0 = b desaparece el segundo término.
Por ejemplo, las integrales impropias∫ b
a
dx
(x− a)p , (A.3)
y ∫ b
a
dx
(b− x)p , (A.4)
convergen si p < 1 y divergen si p ≥ 1.
En problemas físicos se utiliza el valor principal de la integral impropia, y se
deﬁne como
v.p.
∫ ∞
−∞
f(x)dx = lim
M→∞
∫ M
−M
f(x)dx (A.5)
para el caso i), y
v.p.
∫ b
a
f(x)dx = lim
→0
(∫ x0−
a
f(x)dx+
∫ b
x0+
f(x)dx
)
, (A.6)
para el caso ii).
Ejemplo 1. La integral∫ ∞
−∞
xdx = lim
M→∞
∫ M
0
xdx+ lim
M→−∞
∫ 0
M
xdx = ∞
es divergente, mientras que
v.p.
∫ ∞
−∞
xdx = 0.
Ejemplo 2. La integral divergente∫ 2
−1
dx
x3
,
veriﬁca
v.p.
∫ 2
−1
dx
x3
=
3
8
.
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Criterios de convergencia
Para integrales de la forma
∫∞
a
f(x)dx existen los siguientes criterios de
convergencia:
Criterio de comparación
Sean 0 ≤ f(x) ≤ g(x) para x ≥ a entonces si ∫∞
a
g(x)dx converge,
∫∞
a
f(x)dx
también converge, y si
∫∞
a
f(x)dx diverge,
∫∞
a
g(x)dx diverge.
Criterio del cociente
Sean f(x), g(x) ≥ 0 para x ≥ a, y limx→∞ f(x)/g(x) = A .
Si 0 < A < ∞, entonces ∫∞
a
f(x)dx y
∫∞
a
g(x)dx ambas convergen o ambas
divergen.
Si A = 0, y
∫∞
a
g(x)dx converge entonces
∫∞
a
f(x)dx converge.
Si A = ∞, y ∫∞
a
g(x)dx diverge entonces
∫∞
a
f(x)dx diverge.
Criterio xp
Sea limx→∞ xpf(x) = A . Si A es ﬁnito y p > 1,
∫∞
a
f(x)dx converge. Si
A = 0 y p ≤ 1, ∫∞
a
f(x)dx diverge.
Para integrales de la forma
∫ b
∞ f(x)dx se tienen criterios análogos.
Para las integrales del tipo ii) con f(x) no acotada en x = a, los criterios de
convergencia más utilizados son:
Criterio de comparación
Sean 0 ≤ f(x) ≤ g(x) para a ≤ x ≤ b; si ∫ b
a
g(x)dx converge, entonces∫ b
a
f(x)dx converge, y si
∫ b
a
f(x)dx diverge, entonces
∫ b
a
g(x)dx diverge.
Criterio del cociente
Sean f(x), g(x) ≥ 0, para a ≤ x ≤ b y limx→a f(x)/g(x) = A.
Si 0 < A < ∞, entonces ∫ b
a
f(x)dx y
∫ b
a
g(x)dx ambas convergen o ambas
divergen.
Si A = 0, y
∫ b
a
g(x)dx converge entonces
∫ b
a
f(x)dx converge.
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Si A = ∞, y ∫ b
a
g(x)dx diverge entonces
∫ b
a
f(x)dx diverge.
Criterio xp
Sea limx→a+(x− a)pf(x) = A . Si p < 1 y A es ﬁnito,
∫ b
a
f(x)dx converge.
Si p ≥ 1 y A = 0 (puede ser inﬁnito) ∫ b
a
f(x)dx diverge.
Convergencia condicional y absoluta
La integral convergente
∫ b
a
f(x)dx es absolutamente convergente si
∫ b
a
|f(x)|dx
converge y es condicionalmente convergente si
∫ b
a
|f(x)|dx diverge.
Toda integral absolutamente convergente es convergente.
Convergencia uniforme
La integral F (y) =
∫∞
a
f(x, y)dx es uniformemente convergente en [c, d] si
para  > 0 existe M() tal que es | ∫∞
A
f(x, y)dx| <  para A > M y ∀y ∈ [c, d].
El criterio de Weierstrass establece que si |f(x, y)| ≤ g(x) para x > a, c ≤ y ≤
d y
∫∞
a
g(x)dx converge, entonces
∫∞
a
f(x, y)dx es absoluta y uniforme-
mente convergente en [c, d].
A.2 Integrales impropias en R3
Se estudiarán las integrales impropias de la forma
∫
T
fdV , donde f(x, y, z)
está deﬁnida sobre un conjunto acotado T ⊂ R3 excepto en un punto M0 en el
cual f no está acotada.
Si Un es una sucesión de entornos de M0 con diamUn < n, se deﬁne∫
T
fdV = lim
n→0
∫
T−Un
fdV. (A.7)
La integral impropia se dice convergente si existe el límite y divergente si no
existe, independientemente de la elección de los Un .
Criterios de convergencia
Dado que el límite anterior debe calcularse sobre todas las posibles familias
de entornos, no es práctico utilizar la deﬁnición sino alguno de los criterios que
se dan a continuación.
Convergencia para funciones no negativas
En lo que sigue se llama sucesión monótona a una sucesión Un tal que, para
n2 > n1 se veriﬁca Un2 ⊂ Un1 .
Teorema 1 Si f ≥ 0 en T y existe el límite (A.7) para una sucesión monótona
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Un , entonces existe el límite para cualquier otra sucesión Vn de diámetro
menor que n y ambos límites coinciden.
Demostración: Para cualquier Vn existen Un1 y Un2 tales que Un2 ⊂ Vn ⊂
Un1 . De aquí se sigue que∫
T−Un2
fdV ≥
∫
T−Vn
fdV ≥
∫
T−Un1
fdV. (A.8)
Dado que existe el límite de los términos de los extremos, es
lim
n→0
∫
T−Un
fdV = lim
n→0
∫
T−Vn
fdV =
∫
T
fdV. (A.9)
Si f cambia de signo en la región T , se puede aplicar el teorema anterior a |f |
pues si converge la integral del valor absoluto también converge la integral de
la función f , como se muestra a continuación.
Teorema 2 Si
∫
T
|f |dV converge entonces ∫
T
fdV converge.
Demostración: Si se deﬁnen
f1(M) =
⎧⎨⎩ f(M), f(M) ≥ 0
0, f(M) < 0,
(A.10)
y
f2(M) =
⎧⎨⎩ 0, f(M) ≥ 0−f(M), f(M) < 0, (A.11)
entonces es f = f1 − f2, f1 y f2 son no negativas y f1, f2 ≤ |f | .
Para una sucesión monótona Un se tiene∫
T−Un
fidV ≤
∫
T−Un
|f |dV ≤
∫
T
|f |dV, i = 1, 2, (A.12)
el término de la izquierda deﬁne una suceción monótona creciente y acotada,
por lo tanto posee límite. Entonces,∫
T
fdV =
∫
T
f1dV −
∫
T
f2dV, (A.13)
converge.
Lema La integral
∫
T
dV/Rα converge si α < 3 y diverge si α ≥ 3, con
R2 = (x0 − x)2 + (y0 − y)2 + (z0 − z)2 y M0(x0, y0, z0) ∈ T .
Demostración: Sin pérdida de generalidad se puede considerar que T es una
esfera de centro M0 y radio R0. Entonces tomando esferas Kn de centro M0
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T−Kn
dV
Rα
=
y radio n, se tiene∫ ∫ 2π
0
dφ
∫ π
0
sin θdθ
∫ R0
n
dR
Rα−2
=
⎧⎨⎩ 4π
R3−α
3−α R0n , α = 3
4πln(R)Rn0 , α = 3.
(A.14)
De aquí se obtiene la convergencia o divergencia tomando el límite para  → 0.
El resultado anterior depende de la dimensión del espacio; para dos variables
ndependientes, con r2 = (x − x0)2 + (y − y0)2 y M0(x0, y0) ∈ A, la integrali∫
A
dS/rα , converge si α < 2 y diverge si α ≥ 2.
Criterio de comparación
Sea |f | ≤ g, si ∫
T
gdV converge,
∫
T
fdV converge.
Demostración: Dada la sucesión monótona de entornos de M0, Un , se tiene
T−Un
|f |dV ≤
T−Un
gdV ≤
∫ ∫ ∫
T
gdV, (A.15)
el término de la izquierda deﬁne una sucesión monótona creciente que está∫lacotada por el término de la derecha, por lo tanto tiene ímite.
Aplicando el teorema 2 se obtiene la convergencia de fdV .
T∫Para la divergencia se veriﬁca que si f > g > 0 y ∫T gdV diverge entonces
T
fdV diverge.
A.3 Integrales impropias dependientes de un pa-
rámetro
Sea la integral impropia
F (M) =
∫
T
f(M,P ) dVP , (A.16)
con f(M,P ) continua respecto de M y de P para M = P , y no acotada para
M = P . La integral F (M) es uniformemente convergente en M0 ∈ T si dado
 > 0 existe un entorno U de M0 contenido en T , y tal que∣∣∣∣∫
U
∣∣
f(M,P )dVP ∣∣ < ,
∀M ∈ U .
Teorema 3 Si F (M) =
∫
T
f(M,P ) dVP converge uniformemente en M0 ∈ T ,
entonces F es continua en M0.
Demostración: Dado  > 0 se debe hallar δ() tal que |F (M) − F (M0)| < 
para |M −M0| < δ.
Se considera un entorno U de M0, U ⊂ T y T = T1 + T2, con T1 = U ,
T2 = T − U . Sean
Fi(M) =
∫
Ti
f(M,P )dVP , i = 1, 2. (A.17)
De donde
|F (M)− F (M0)| ≤ |F1(M)| + |F1(M0)| + |F2(M)− F2(M0)|. (A.18)
Por la continuidad uniforme de F en M0, para /3 existe U tal que diamU = δ1
y
|F1(M)|, |F1(M0)| < 
3
(A.19)
para M ∈ U .
Dado que M0 ∈ T1, F2 es continua en M0 por lo cual
|F2(M)− F2(M0)| < 
3
(A.20)
para |M −M0| < δ2.
Si
δ = min(δ1, δ2), (A.21)
entonces
|F (M)− F (M0)| < , (A.22)
para |M −M0| < δ.
Nota: Los resultados obtenidos son válidos también para integrales de super-
ﬁcie y de línea.
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Apéndice B
Serie y transformada de
Fourier
B.1 Funciones ortogonales
Sea gn(x) una función deﬁnida en el intervalo a ≤ x ≤ b; se denomina norma
de la función gn al número ||gn|| tal que
||gn||2 =
∫ b
a
|gn(x)|2dx.
Dadas las funciones gn(x) y gm(x) en el intervalo a ≤ x ≤ b, se deﬁne su
producto interno como el número (gn, gm) tal que
(gn, gm) =
∫ b
a
gn(x)gm(x)dx,
donde gm indica al complejo conjugado de gm.
De ambas deﬁniciones resulta que
||gn||2 = (gn, gn).
Un conjunto {gn}, n = 1, 2, 3, ..., es ortogonal si gn = 0 ∀n, y (gn, gm) = 0
para n = m.
Un conjunto {gn}, n = 1, 2, 3, ..., es ortonormal si es ortogonal y ||gn|| = 1
∀n.
Si {gn} es ortogonal, {gn/||gn||} es ortonormal.
Ejemplos de conjuntos ortogonales en el intervalo (−l, l) son
{sin (nπx/l)}, {cos (nπx/l)}, n = 0, 1, 2...,
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y a partir de ellos se obtienen los correspondientes conjuntos ortonormales{
1√
l
sin
(nπx
l
)}
,
{
1√
l
cos
(nπx
l
)}
, n = 0, 1, 2...,
En el campo complejo el conjunto
{exp (inπx/(b− a))}, n = 0, 1, 2...,
es ortogonal en (a, b), y normalizado resulta{
1√
b− a exp
(
inπx
b− a
)}
, n = 0, 1, 2...
B.2 Series de Fourier
Dada la función f(x) deﬁnida en el intervalo (−π, π), la serie de Fourier aso-
ciada a ella es la serie trigonométrica
a0
2
+
∞∑
n=1
(an cosnx+ bn sinnx),
con an = 1π
∫ π
−π f(x) cosnx dx, y bn =
1
π
∫ π
−π f(x) sinnx dx, n = 0, 1, 2, ... .
Los coeﬁcientes an, bn se llaman coeﬁcientes de Fourier, y se dice que la se-
rie trigonométrica representa a f(x) en (−π, π) si ambas coinciden en (−π, π)
salvo en un número ﬁnito de puntos.
Para deﬁnir la serie de Fourier se ha utilizado el conjunto de funciones ortogo-
nales
{sinnx, cosnx}, n = 1, 2, ...
El término constante de la serie es el valor medio de f en (−π, π).
Cada término de la serie trigonométrica es una función periódica de período
2π, por lo tanto si la serie converge a f(x), ésta debe ser una función periódica
de período 2π, que es una extensión periódica de f a todo R.
Las condiciones suﬁcientes para que la serie de Fourier asociada a f repre-
sente a esta función,
f(x) ∼ a0
2
+
∞∑
n=1
(an cosnx+ bn sinnx),
están detalladas en el teorema de Fourier que se enuncia a continuación.
Teorema 1 Sea f(x) una función seccionalmente continua en el intervalo
(−π, π) , entonces
1
2
{f(x+) + f(x−)} = a0
2
+
∞∑
n=1
(an cosnx+ bn sinnx) (B.1)
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con
an =
1
π
∫ π
−π
f(x) cosnxdx, bn =
1
π
∫ π
−π
f(x) sinnxdx, n = 0, 1, 2, ... (B.2)
donde con f(x+) y f(x−) se han indicado, respectivamente, los límites por
derecha e izquierda en el punto x.
Ejemplo 1. La serie de Fourier correspondiente a la función
f(x) =
{
0 −π,≤ x < 0
1 0 ≤ x < π ,
es
f(x) ∼ 2
π
( ∞∑
n=0
cos[(2n+ 1)x]
(2n+ 1)2
−
∞∑
n=1
(−1)n sinnx
n
)
.
A partir de ella se pueden sumar series numéricas, por ejemplo, si considera-
mos sucesivamente x = 0 y x = π/2, obtenemos
∞∑
n=0
1
(2n+ 1)2
=
π
4
,
∞∑
n=0
(−1)n
(2n+ 1)
=
π
2
,
teniendo en cuenta que en los puntos de discontinuidad la serie converge a
1/2 y a f(x) donde es continua.
Serie de Fourier de senos y cosenos
A partir de la deﬁnición de los coeﬁcientes de Fourier, se comprueba que si
f(x) es una función impar, es decir, f(−x) = −f(x) , es
an = 0, bn =
2
π
∫ π
0
f(x) sin(nx) dx. (B.3)
Si f es una función par, esto es, f(−x) = f(x) , entonces
an =
2
π
∫ π
0
f(x) cos(nx) dx, bn = 0. (B.4)
De aquí que una función impar tenga como desarrollo en serie de Fourier a
una serie de senos,
f(x) ∼
∞∑
n=1
bnsen(nx), (B.5)
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con los coeﬁcientes bn dados por (B.3).
Una función par se representa por una serie de cosenos
f(x) ∼ a0
2
+
∞∑
n=1
ancos(nx), (B.6)
con los coeﬁcientes an dados por (B.4).
El desarrollo (B.5) puede interpretarse como la prolongación impar en (−π, π)
de una función deﬁnida en (0, π), y el desarrollo (B.6) como la prolongación
par en (−π, π) de la misma función.
Ejemplo 2. La serie de senos para la función
f(x) =
{
x, 0 ≤ x < π/2
0, π/2 ≤ x < π ,
es
f(x) ∼ 2
π
∞∑
n=0
(−1)n
(2n+ 1)2
sin[(2n+ 1)x]−
∞∑
n=1
(−1)n
2n
sin(2nx).
Esta serie representa a la prolongación impar y periódica de período 2π de la
f(x) dada.
La misma función f tiene el desarrollo en serie de cosenos
1
2 {f(x+) + f(x−)} =
π
8
+
+
1
π
∞∑
n=0
1
(2n+ 1)2
{[(−1)n(2n+ 1)π − 2]cos[(2n+ 1)x]− cos[(4n+ 2)x]},
que representa a la prolongación par y periódica de período 2π de f(x).
Forma compleja de la serie de Fourier
En algunos casos conviene desarrollar la función f(x), deﬁnida en el intervalo
(a, b), tomando como base al conjunto ortogonal {exp(i2πn/(b− a))}, es decir
f(x) ∼
∞∑
−∞
cn exp
(
i2πn
b− a
)
, (B.7)
donde
cn =
1
(b− a)
∫ b
a
f(x) exp
(
− i2πn
b− a
)
dx. (B.8)
Los coeﬁcientes se han obtenido realizando el producto interno de f con cada
función exp(−i2πm/(b− a)), para m = 0,±1,±2, .., y bajo la suposición que la
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serie (B7) puede integrarse término a término. Las condiciones suﬁcientes de
existencia de un desarrollo en serie compleja de Fourier son las mismas que
las enunciadas en el teorema para el desarrollo en serie trigonométrica. Por lo
tanto, la serie (B.7) converge a {f(x+) + f(x−)}/2.
Ejemplo 3. El desarrollo en serie compleja de Fourier de la función
f(x) =
{
0, −π ≤ x < 0
x, 0 ≤ x < π,
es
f(x) ∼
∞∑
n=−∞
{
i
4n
e−i2nx − [2 + (2n+ 1)πi]
2π(2n+ 1)2
ei(2n+1)x
}
.
Forma general de la serie de Fourier
El desarrollo en serie trigonométrica de Fourier de una función deﬁnida en un
intervalo (a, b) se obtiene explicitando la exponencial que aparece en (B.7)
f(x) ∼ c0 +
∞∑
n=1
[
(cn + c−n) cos
(
2πnx
b− a
)
+ i(cn − c−n) sin
(
2πnx
b− a
)]
=
a0
2
+
∞∑
n=1
[
an cos
(
2πnx
b− a
)
+ bn sin
(
2πnx
b− a
)]
, (B.9)
con coeﬁcientes
an = cn + c−n =
2
(b− a)
∫ b
a
f(x) cos
(
2nπx
b− a
)
,
bn = cn − c−n = 2
(b− a)
∫ b
a
f(x) sin
(
2nπx
b− a
)
, n = 1, 2, 3... (B.10)
Ejemplo 4. La serie de Fourier de la función f(x) = x, a < x < b es la función
periódica de período (b− a):
(b+ a)
2
− (b− a)
π
∞∑
n=1
1
n
sen
(
2πn(x− a)
b− a
)
=
{
x a < x < b
(b+ a)/2 x = kb− (k − 1)a, k = 0,±1, ... .
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Derivación de una serie de Fourier
En general, la derivación término a término de la serie de Fourier de f no
representa a f ′, como lo muestra el siguiente ejemplo. Derivando término a
término la serie
f(x) = 2
∞∑
n=1
(−1)n+1
n
sen(nx), −π < x < π,
se obtiene
2
∞∑
n=1
(−1)n+1cos(nx),
que es una serie divergente, ya que limn→∞cos(nx) = 0.
Es importante, entonces, tener en cuenta condiciones suﬁcientes para que la
serie de las derivadas sea la derivada de la serie.
Teorema 2 Sea f(x) continua en (a, b), f(a) = f(b) y f ′(x) seccionalmente
continua en (a, b). Si
f(x) =
a0
2
+
∞∑ [
an cos
(
2πnx
b− a
)
+ bn sin
(
2πnx
b− a
)]
, a < x < b, (B.11)
n=1
y si existe f ′(x), entonces
f ′(x) =
(b− a)
2π
∞∑
n=1
n
[
bn cos
(
2πnx
b− a
)
− an sin
(
2πnx
b− a
)]
, a < x < b.
(B.12)
Integración de una serie de Fourier
La serie de Fourier de f puede integrarse término a término en condiciones
muy amplias para obtener la integral de f .
Teorema 3 La serie de Fourier de f (aún no siendo convergente), puede inte-
grarse término a término y converge a la integral de f . Es decir, si la serie de
Fourier asociada a f es
a0
2
+
∞∑
n=1
[
ancos
(
2πnx
b− a
)
+ bnsen
(
2πnx
b− a
)]
, a < x < b, (B.13)
entonces∫ x
a
f(x) dx =
a0(b− a)
4
+
(b− a)
2π
∞∑
n=1
{an
n
[
sin
(
2πnx
b− a
)
− sin
(
2πna
b− a
)]
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− bn
n
[
cos
(
2πnx
b− a
)
− cos
(
2πna
b− a
)]
− a0
n
sin
(
2πn(x− a))},
b− a
a < x < b.
Este resultado se ha obtenido integrando la serie de Fourier asociada a f entre
a y x y reemplazando luego x por su desarrollo en serie en (a, b) dado en el
ejemplo anterior.
B.3 Transformada de Fourier
La transformada de Fourier es una herramienta importante para la resolución
de EDP.
Se analizan aquí las transformadas en una y en dos dimensiones. Para el caso
de n dimensiones, las generalizaciones resultan inmediatas.
Transformada de Fourier unidimensional
La transformada de Fourier de f(x) es la función deﬁnida por
1
2π
∫ ∞
−∞
f(x) exp(−i2πxu)dx = F (u) = F{f}(u), (B.14)
con x y u variables reales y donde f(x) puede ser compleja.
De (B.14) se demuestra que la transformada inversa de F es
F−1{F}(x) =
∫ ∞
F (u) exp(i2πxu)du = f(x). (B.15)
−∞
Expresiones alternativas para (B.14) y (B.15) son
F{f}(u) = 1√
2π
∫ ∞
f(x) exp(−ixu)dx = F (u),
F−1{F}(x) = 1√
2π
∫−∞∞
−∞
F (u) exp(ixu)du = f(x). (B.16)
Condiciones suﬁcientes para la existencia de la transformada se dan en el
teorema que sigue. Sin embargo, hay que hacer notar que gran cantidad de
funciones que no satisfacen las hipótesis del teorema 4, poseen transformada.
Teorema 4 Si f veriﬁca las condiciones siguientes:
i) es absolutamente integrable, es decir,∫ ∞
−∞
|f(x)|dx < ∞,
ii) tiene un número ﬁnito de discontinuidades y un número ﬁnito de máximos y
mínimos en todo intervalo ﬁnito,
iii) no tiene discontinuidades inﬁnitas,
entonces existe la transformada de Fourier de f .
Ejemplo 5. La transformada de Fourier de la función
f(x) =
{
1/a, |x| < a/2
0, |x| > a/2,
es F (u) = sin(πau)/(πau) = sinc(πau), donde con sinc se denota a la función
seno cardinal.
Transformada de Fourier de la derivada de una función
Teorema 5 Si F{f} = F , entonces
F
{
drf
dxr
}
= (2πiu)rF (u) (B.17)
si las (r − 1) primeras derivadas de f se anulan para x → ±∞.
Transformada de Fourier bidimensional
La transformada de Fourier de f(x, y) es
1
4π
∫ ∫ ∞
−∞
f(x, y) exp[−2πi(xu+ yv)] dxdy = F (u, v) = F{f}(u, v), (B.18)
donde f puede ser una función a valores complejos.
La transformada inversa de la función F es∫ ∫ ∞
−∞
F (u, v) exp[2πi(xu+ yv)] dudv = f(x, y) = F−1{F}(x, y). (B.19)
Las condiciones de existencia de la transformada bidimensional son análogas
a las citadas para la transformada unidimensional.
Expresiones alternativas para (B.18) y (B.19) son
F{f}(u, v) = 1
2π
∫ ∫ ∞
−∞
f(x, y) exp[−i(xu+ yv)]dxdy = F (u, v),
F−1{F}(u, v) = 1
2π
∫ ∫ ∞
−∞
F (u, v) exp[i(xu+ yv)]dudv = f(x, y). (B.20)
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Ejemplo 6. La transformada de Fourier de
f(x, y) =
⎧⎨⎩
1
ab , |x| < a/2, |y| < b/2
0, |x| > a/2, |y| > b/2
es F (u, v) = senc(πau) senc(πbv).
A continuación se enumeran propiedades de la transformada que se derivan
de propiedades de la integración.
i) Linealidad
F{af + bg} = aF{f}+ bF{g},
con a y b constantes.
ii) Dilatación Si F{f} = F , entonces
F{f(ax, by)} = 1|ab|F
(u
a
,
v
b
)
,
con a, b constantes.
iii) Translación Si F{f} = F entonces
• F{f(x− a, y − b)}(u, v) = F (u, v)exp[−2πi(au+ bv)]
• F{f(x, y) exp[2πi(ax+ by)]}(u, v) = F (u− a, v − b).
Convolución
La convolución de f(x, y) con g(x, y) se anota f ∗ g, y se deﬁne por
(f ∗ g)(x, y) =
∫ ∫ ∞
−∞
f(u, v)g(x− u, y − v) dudv. (B.21)
De la deﬁnición sigue que f ∗ g = g ∗ f .
Teorema de convolución. Si existen las transformadas de Fourier de f y de
g, entonces
F{f ∗ g} = F{f}F{g}. (B.22)
Como corolario de este teorema se obtiene el resultado siguiente:
F{fg} = F{f} ∗ F{g}. (B.23)
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B.4 Transformada de Hankel
Para una función que posee simetría cilíndrica
f(x, y) = g(r), (B.24)
y cuya transformada de Fourier bidimensional es
F (u, v) =
∫ ∫ ∞
−∞
f(x, y)exp[−2πi(xu+ yv)] dxdy, (B.25)
al introducir coordenadas polares en ambos dominios,
x = r cos θ u = ρ cosφ,
y = r sin θ v = ρ sinφ,
se obtiene
F (u, v) =
∫ ∞
0
∫ 2π
0
g(r) exp[−2πirρ cos(θ − φ)] rdr
= G(ρ) = 2π
∫ ∞
0
g(r)J0(2πrρ) rdr, (B.26)
pues J0(x) = 12π
∫ 2π
0
exp(−ix cosα) dα (ver ecuación (E.27)).
Como también es J0(x) = 12π
∫ 2π
0
exp(ix cosα)dα, se tiene que
g(r) = 2π
∫ ∞
0
G(ρ)J0(2πrρ)ρdρ. (B.27)
La expresión (B.26) es la transformada de Hankel de g(r), también conocida
como transformada de Fourier-Bessel. La transformada inversa tiene la misma
forma, como lo muestra la ecuación (B.27).

Apéndice C
Principio de superposición.
Método de separación de
variables
C.1 Principio de superposición
Las EDP lineales homogéneas pueden deﬁnirse por medio de un operador
diferencial lineal. Así, por ejemplo, la ecuación hiperbólica
utt = a
2uxx (C.1)
puede escribirse como L(u) = 0, con L = ∂
2
∂t2 − a2 ∂
2
∂x2 .
La ecuación elíptica
uxx + uyy = a(x, y)u (C.2)
es L(u) = 0, con L = ∂
2
∂x2 +
∂2
∂y2 − a(x, y).
Un operador L es lineal si veriﬁca
L(u+ v) = L(u) + L(v),
L(cu) = cL(u), c = constante. (C.3)
Por lo tanto, la combinación lineal de soluciones de una ED lineal homogénea,
es también solución. Este resultado puede generalizarse para obtener el prin-
cipio de superposición que se enuncia en el teorema siguiente.
Teorema 1 Sean ui(x1, ..., xn), i = 1, 2, 3...., soluciones de la ED lineal ho-
mogénea L(u) = 0, entonces la serie u =
∑∞
i=1 ciui es también solución de
la ecuación si para toda derivada ∂mu/∂xmj que forma parte de L, se veriﬁca
∂mu/∂xmj =
∑∞
i=1 ci∂
mui/∂x
m
j .

La aﬁrmación del teorema se deduce inmediatamente de la linealidad de la ED
homogénea y de la propiedad de derivación término a término,
L(u) =
∞∑
i=1
ciL(ui) = 0. (C.4)
Una condición suﬁciente para que la serie de las derivadas converja a la
derivada de la serie es la convergencia uniforme de la serie derivada (C4).
Se puede trabajar bajo esta hipótesis.
C.2 Separación de variables
En este apartado se analiza el método de separación de variables para EDP
homogéneas de los tres tipos fundamentales estudiados en el capítulo 2, para
dos variables independientes. Consideraremos EDP que representan una gran
cantidad de problemas físicos, y que se deﬁnen por medio del operador lineal
L = − ∂
∂x
(
a(x)
∂
∂x
)
+ b(x), (C.5)
con a(x) > 0 y b(x) ≥ 0.
Región espacial acotada
Para el caso hiperbólico se tiene
f(x)
∂2u
∂t2
+ L(u) = 0, 0 < x < l, t > 0, (C.6)
con f(x) > 0 en 0 < x < l, condiciones homogéneas de frontera
α1 u(0, t)− β1 ux(0, t) = 0,
α2 u(l, t) + β2 ux(l, t) = 0 (C.7)
para t > 0, y condiciones iniciales
u(x, 0) = φ(x), ut(x, 0) = ψ(x), 0 < x < l. (C.8)
Para el caso parabólico la ecuación es
f(x)
∂u
∂t
+ L(u) = 0, 0 < x < l, t > 0, (C.9)
con las condiciones de frontera (C.7) y la condición inicial
u(x, 0) = φ(x), 0 < x < l. (C.10)
En el caso elíptico la ecuación es
f(x)
∂2u
∂y2
− L(u) = 0; 0 < x < l, 0 < y < l, (C.11)
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con las condiciones de frontera
α1 u(0, y)− β1 ux(0, y) = 0
α2 u(l, y) + β2 ux(l, y) = 0 (C.12)
para 0 < y < l, y
u(x, 0) = φ(x), u(x, l) = ψ(x), 0 < x < l. (C.13)
Si se propone como solución de (C.6) y (C.9)
u(x, t) = X(x)T (t), (C.14)
y como solución de (C.11),
u(x, y) = X(x)Y (y), (C.15)
excluyendo las soluciones triviales X(x) = 0, T (t) = 0, e Y (y) = 0 resultan
T ′′
T
=
1
Xf
∂
∂x
(aX ′) − b
f
= −λ,
T ′
T
=
1
Xf
∂
∂x
(aX ′) − b
f
= −λ,
Y ′′
Y
= − 1
Xf
∂
∂x
(aX ′) +
b
f
= λ, (C.16)
con λ constante pues los dos primeros términos de cada ecuación dependen
de distintas variables independientes.
De estas ecuaciones se obtiene para X
L(X) = − d
dx
(aX ′) + bX = λfX, 0 < x < l, (C.17)
con las condiciones de frontera
α1X(0)− β1X ′(0) = 0,
α2X(l) + β2X
′(l) = 0. (C.18)
El problema (C.17), (C.18) se conoce como el problema de Sturm-Liouville. Se
pide que f, a y b sean no negativas y continuas en 0 ≤ x ≤ l y que αi, βi ≥ 0,
y αi + βi > 0 para i = 1, 2.
La función X = 0 es solución de este problema, pero conduce a la solución
trivial u = 0, que no interesa. Se trata, entonces, de hallar valores de λ para
los cuales existe solución X no trivial; a estos valores de λ se los llama auto-
valores y a las correspondientes soluciones X autofunciones. El conjunto de
autovalores se denomina espectro.
Los autovalores y las autofunciones veriﬁcan las siguientes propiedades:
i) Existe un conjunto inﬁnito numerable de autovalores λ1, λ2, λ3, ..., por lo
que el espectro es discreto.
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ii) Las autofunciones correspondientes a distintos autovalores son ortogo-
nales en el intervalo 0 < x < l, y forman un conjunto completo.
iii) Los autovalores son reales y no negativos y las autofunciones se pueden
elegir como funciones reales.
Con estos resultados, toda función u de cuadrado integrable en 0 < x < l
posee un desarrollo en serie de autofunciones
u(x) =
∞∑
n=1
anXn(x), (C.19)
con an = 1||Xn||2
∫ l
0
u(x)Xn(x)dx.
Además, si u y su derivada son seccionalmente continuas en 0 < x < l, y u
satisface las condiciones de frontera (C.7), entonces la serie (C.19) converge
absoluta y uniformemente en 0 ≤ x ≤ l, salvo en los puntos de discontinuidad
xk, en los cuales la serie converge a {u(x+k ) + u(x−k )}/2.
El cálculo de autovalores y autofunciones quedará en claro en los numerosos
problemas considerados, lo mismo que el análisis de la solución (C.14) o
(C.15) donde las soluciones para T o Y se obtienen de las ecuaciones (C.16).
Región espacial no acotada
Cuando la región espacial es no acotada, también puede aplicarse el método
de separación de variables. En este caso el espectro obtenido es continuo, el
conjunto de autovalores es denso. Se obtienen soluciones de la forma
u(x, t, λ) = X(x, λ)T (t, λ), (C.20)
con λ ∈ D.
Por lo cual se propone una solución por superposición "continua"
u(x, t) =
∫
D
X(x;λ)T (t;λ)dλ. (C.21)
Se hace lo mismo cuando u = u(x, y).
En los problemas se verá que la integral (C.21) deﬁne una transformada (Fou-
rier, Bessel, Laplace, etc.).
El método de separación de variables sugiere que para regiones espaciales
acotadas pueda directamente proponerse una solución en forma de serie y
para regiones no acotadas, en forma de integral. Para ello hay que tener, al
menos, la sospecha de cuál es el sistema de funciones ortogonales (autofun-
ciones) relativo al problema espacial acotado, o cuál es el núcleo de la integral
(transformada) asociada al problema espacial no acotado. Generalmente, la
naturaleza del problema hace bastante cierta esta sospecha.
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Apéndice D
Transformada de Laplace
D.1 Deﬁnición y propiedades de la transformada
de Laplace
Dada una función f(t) deﬁnida ∀t > 0, se llama transformada de Laplace de
f(t) y se anota L{f}, a la función F (s),
F (s) = L{f} =
∫ ∞
0
e−stf(t) dt. (D.1)
La transformada F (s) existe si la integral converge en s.
La función original f(t) se denomina transformada inversa o inversa de F (s) y
se anota L−1{F}, es decir
f(t) = L−1{F}. (D.2)
Ejemplos:
• L{1} = 1s para s > 0.
• L{eat} = 1s−a para s− a > 0.
• Si f
a
(t) = t
1
a ∫con∞ a > 0 es L{ta} = ∫∞0 e−sttadt; haciendo st = x esL{t } = sa+1 0 e−xxadx = Γ(a+ 1)/sa+1, (s > 0) donde se ha intro-
ducido la función gamma, Γ.
Se dice que una función f(t) es seccionalmente continua sobre un intervalo
a ≤ t ≤ b, si el intervalo puede subdividirse en un número ﬁnito de subinterva-
los en cada uno de los cuales f(t) es continua y tiene límites ﬁnitos a derecha
e izquierda.
Teorema de existencia de la Transformada de Laplace
Sea f(t) una función seccionalmente continua sobre cada subintervalo ﬁnito
de t ≥ 0 y que satisface
|f(t)| ≤ Meαt, t ≥ N (D.3)
para algunas constantes M,N y α.
Entonces la transformada de Laplace de f(t) existe ∀s > α.
Observación: Este teorema establece condiciones suﬁcientes pero no nece-
sarias para la existencia de la transformada. En efecto, la función 1/
√
t tiende
a inﬁnito cuando t tiende a 0, y sin embargo, su trannsformada de Laplace
existe y es
L{t− 12 } = 1√
s
∫ ∞
0
e−xx−
1
2 dx =
Γ(1/2)√
s
=
√
π
s
.
Unicidad de la Transformada de Laplace
Si la transformada de Laplace existe, es única.
Inversamente, puede demostrarse que dos funciones que tienen la misma
transformada, no pueden diferir más que en puntos aislados.
Linealidad
La transformada de Laplace es un operador lineal, es decir, para funciones
f(t) y g(t) cuyas transformadas de Laplace existen, y para constantes cua-
lesquiera, a y b, se tiene que
L{af(t) + bg(t)} = aL{f(t)}+ bL{g(t)}. (D.4)
Utilizando la linealidad se obtienen
L{cosh(at)} = L
{
eat + e−at
2
}
=
s
s2 − a2 ,
L{sh(at)} = L
{
eat − e−at
2
}
=
a
s2 − a2 ,
L{cos(at)} = L
{
eiat + e−iat
2
}
=
s
s2 + a2
,
L{sin(at)} = L
{
eiat − e−iat
2i
}
=
a
s2 + a2
.
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Primer teorema de traslación
Si L{f(t)} = F (s) cuando s > α, entonces
L{eat f(t)} = F (s− a), s > a+ α. (D.5)
Por medio del primer teorema de traslación se obtienen
L{eat tn} = Γ(n+ 1)
(s− a)n+1 =
n!
(s− a)n+1 , ∀n ∈ N,
L{eat cos bt} = s− a
(s− a)2 + b2 .
Segundo teorema de traslación
Si L{f(t)} = F (s), entonces para cualquier constante a > 0
L{ua(t)f(t− a)} = e−asF (s), (D.6)
donde ua(t) es la función salto unidad o función de Heaviside en a, deﬁnida
por
ua(t) =
{
0 t < a
1 t > a.
(D.7)
Aplicando el segundo teorema de traslación, la transformada de Laplace de
f(t) = uπ/2(t) cos t = −uπ/2(t) sin (t− π/2)
es
F (s) =
e−
π
2 s
s2 + 1
.
Convolución
Teorema 1 Sean f(t) y g(t) funciones deﬁnidas para t > 0, la convolución
entre f y g es una función de t que se anota f ∗ g y se deﬁne por
(f ∗ g)(t) =
∫ t
0
f(μ)g(t− μ)dμ. (D.8)
La convolución posee las propiedades siguientes:
• f ∗ g = g ∗ f
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• f ∗ (g + h) = f ∗ g + f ∗ h
• (f ∗ g) ∗ h = f ∗ (g ∗ h)
Teorema 2 Si F (s) y G(s) son las transformadas de Laplace de f(t) y g(t)
respectivamente, entonces la transformada de Laplace de la convolución de
f(t) y g(t) veriﬁca:
L{f ∗ g} = F (s)G(s). (D.9)
Transformada de Laplace de la integral de una función
Si f(t) satisface las condiciones del teorema de existencia de la transformada,
entonces
L
{∫ t
0
f(τ)dτ
}
= L{1 ∗ f} = 1
s
L{f}, s > 0, s > α. (D.10)
{
1
s2(s2+w2)
}
Por aplicación reiterada del anterior resultado puede obtenerse L−1
pues
L−1
{
1
s2 + w2
}
=
1
w
sinwt,
y por lo tanto es
L−1
{
1
s(s2 + w2)
}
=
1
w
∫ t
0
sinwτdτ =
1
w2
(1− coswt),
y
L−1
{
1
s2(s2 + w2)
}
=
1
w2
∫ t
0
(1− coswτ)dτ = 1
w2
(
t− sinwt
w
)
.
Transformada de Laplace de la derivada de orden n
Sean f(t) y sus derivadas f ′(t), ..., f (n−1)(t) funciones continuas para t ≥ 0
que satisfacen (D.3).
Entonces la transformada de Laplace de f (n)(t) existe para s ≥ α y está dada
por
(D.11)L{f (n)(t)} = snL{f} − sn−1f(0)− ...− f (n−1)(0).
Con este resultado se calculan las siguientes transformadas:
• Si f(t) = sin2 t, entonces es f(0) = 0 y f ′(t) = 2 sin t cos t = sin 2t.
Luego,
L{f ′(t)} = L{sin 2t} = 2
s2 + 4
= sL{f},
y es
L{sin2 t} = 2
s(s2 + 4)
.
• Si f(t) = t sin t es
f ′(t) = sin t+ t cos t,
f ′′(t) = 2 cos t− t sin t,
y f ′(0) = f ′′(0) = 0.
L{f ′′(t)} = 2L{cos t} − L{f(t)} = s2L{f(t)},
de modo que
L{f(t)} = L{t sin t} = 2L{cos t}
s2 + 1
=
2s
(s2 + 1)2
. (D.12)
Derivada de la Transformada
Si L{f(t)} = F (s), entonces
L{tnf(t)} = (−1)n d
n
dsn
F (s). (D.13)
Puede obtenerse la antitransformada de F (s) = ln {(s+ a)/(s− a)} calcu-
lando
−2a
(s+ a)(s− a) =
−2a
s2 − a2 = −2L{sh(at)},
luego es f(t) = 2sh(at)/t.
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Apéndice E
Funciones especiales
Al aplicar el método de separación de variables para resolver una EDP se ob-
tienen, en general, EDO. De entre las EDO con coeﬁcientes variables más
conocidas, estudiaremos aquí sólo aqéllas que se utilizan en el texto. Sus
soluciones, llamadas funciones especiales, y todas sus propiedades pueden
consultarse, por ejemplo, en la tabla de Gradshteyn & Ryzhik (2000).
E.1 Ecuaciones diferenciales asociadas a funcio-
nes especiales
Las ecuaciones diferenciales que analizaremos son, la ecuación de Bessel de
orden ν
(x y′)′ + (x− ν
2
x
)y = 0, x > 0, (E.1)
la ecuación de Legendre
[(1− x2) y′]′ + λy = 0, |x| < 1, (E.2)
y la ecuación adjunta de Legendre
[
(1− x2) y′]′ + [λ− m2
(1− x2)
]
y = 0, |x| < 1. (E.3)
Todas estas ecuaciones tienen la forma
L(y) = [g(x) y′]′ − q(x)y = 0, (E.4)
con g(x) > 0 para a < x < b, y g(x) = 0 en x = a o en x = b.
Los lemas 1 y 2 que presentamos a continuación establecen el comportamiento
de las soluciones de (E.4) en un entorno de uno de los extremos del intervalo
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respectivo.
Lema 1 Dada la ecuación (E.4) con g(x) = (x−a)φ(x), φ(a) = 0 y φ continua, si
y1(x), y2(x) son soluciones linealmente independientes y además |y1(a)| < ∞,
entonces limx→a y2(x) = ±∞.
Demostración: De la igualdad
y2L(y1)− y1L(y2) = [g (y2y′1 − y1y′2)]′ = 0, (E.5)
se deduce que el Wronskiano de y1, y2 es
y1y
′
2 − y2y′1 =
c
g
, (E.6)
con c = 0 pues y1 e y2 son linealmente independientes.
De la relación anterior resulta (
y2
y1
)′
=
c
gy21
, (E.7)
e integrando es
y2(x) = y1(x)
(∫ x
x0
cdξ
g(ξ)y21ξ
+K
)
, a < x < x0. (E.8)
La función y1 puede escribirse en la forma
y1(x) = (x− a)nz(x), (E.9)
con n ≥ 0, z continua y z(a) = 0.
Tomamos x0 tal que φ = 0 y z = 0 en (a, x0], entonces es
y2(x) = (x− a)nz(x)
(
K +
∫ x
x0
cdξ
(ξ − a)2n+1z2(ξ)φ(ξ)
)
. (E.10)
y aplicando el teorema del valor medio a la integral resulta
y2(x) = (x− a)nz(x)
(
K +A
∫ x
x0
dξ
(ξ − a)2n+1
)
, (E.11)
con
A =
c
[φ(x)z2(x)]
, x ≤ x ≤ x0, (E.12)
de donde se obtiene
y2(x) =
⎧⎪⎪⎨⎪⎪⎩
(x− a)nz(x){K + A2n [(x0 − a)−2n − (x− a)−2n]}, n > 0
y1(x)[K +A ln(
x−a
x0−a )], n = 0
. (E.13)
Finalmente, de esta última expresión se tiene que limx→a y2(x) = ±∞.
Lema 2 En las hipótesis del lema 1, si y1(a) = 0 entonces y2(x) tiene una
singularidad logarítmica en x = a, y si y1(x) tiene un cero de orden n > 0
entonces y2 tiene un polo de orden n en x = a.
Estos resultados se deducen de la ecuación (E.13) para n = 0 y n > 0 respec-
tivamente.
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E.2 Funcionescilíndricas
Funciones de Bessel
La ecuación de Bessel forma parte de la solución de algunos problemas de
contorno para la ecuación
Δu+ k2u = 0, (E.14)
en un círculo o en un cilindro. Por este motivo a las funciones de Bessel se las
llama funciones cilíndricas.
Las funciones de Bessel de primera clase y de orden n, Jn(x), son los co-
eﬁcientes del desarrollo en serie de potencias de t, (t = 0), de la función
exp [x2 (t− 1/t)], a esta función se la llama función generatriz y su desarrollo es
exp
2
t− 1
t
=
[
x
( )] ∞∑
Jn(x)t
n. (E.15)
n=−∞
Si en (E.15) se cambia t por −t−1 se obtiene el mismo resultado, por lo tanto
J−n(x) = (−1)nJn(x). (E.16)
Las funciones de Bessel se expresan mediante la serie
Jn(x) =
2
k=0
k!(n+ k)!
(x)n ∞∑ (−1)k (x
2
)2k
, (E.17)
absolutamente convergente ∀x.
La función Jn(x) es solución de la ecuación de Bessel
x2y′′ + xy′ + (x2 − n2)y = 0, (E.18)
como se comprueba considerando la función
F (x, t) = exp
2
t− 1
t
[
x
( )]
=
∞∑
n=−∞
Jn(x)t
n, (E.19)
que veriﬁca
x2Fxx + xFx + x
2F = t2Ftt + tFt, (E.20)
es decir ∞∑
n=−∞
[
x2Jn
′′
n(x) + xJ
′ (x) + (x2 − n2)Jn(x)
]
tn = 0. (E.21)
Para ν ∈/ Z, la función de Bessel de primera clase y de orden ν es
Jν(x) =
2
k=0
k!Γ(ν + k + 1) 2
(x)ν ∞∑ (−1)k (x)2k
, (E.22)
y veriﬁca
x2y′′ + xy′ + (x2 − ν2)y = 0. (E.23)
Si ν /∈ Z, dos soluciones linealmente independientes de (E.23) son Jν(x) y
J−ν(x).
Integrales de Bessel
De (E.15) con t = eiφ resulta
eix sinφ =
∞∑
n=0
Jn(x)e
inφ, (E.24)
que es el desarrollo en serie de funciones de Bessel de la onda plana.
De (E.24) y (E.19) se obtiene
eix sinφ = J0(x)+2iJ1(x) sinφ+2J2(x) cos 2φ+2iJ3(x) sin 3φ+2J4(x) cos 4φ+...
(E.25)
e igualando la parte real y la parte imaginaria, resultan
cos (x sinφ) = J0(x) + 2J2(x) cos 2φ+ 2J4(x) cos 4φ+ ...,
sin (x sinφ) = 2J1(x) sinφ+ 2J3(x) sin 3φ+ ... (E.26)
Entonces ∫ 2π
0
cos (x sinφ) cosnφ dφ = π [1 + (−1)n]Jn(x),∫ 2π
0
sin (x sinφ) sinnφ dφ = π [1− (−1)n]Jn(x). (E.27)
Sumando ambos resultados se obtiene para Jn(x) la representación integral
Jn(x) =
1
π
∫ π
0
cos (nφ− x sinφ)dφ. (E.28)
Bessel utilizó esta integral para determinar los coeﬁcientes de Fourier nece-
sarios para resolver la ecuación de Kepler para una órbita planetaria.
Tomando n = 0 y t = sinφ en (E.28) obtenemos otra representación integral
para J0,
J0(x) =
2
π
∫ 1
0
cosxt
(1− t2)1/2 dt. (E.29)
Funciones de Neumann
Una solución de la ecuación de Bessel con ν /∈ Z es la función de Neumann
deﬁnida por
Nν(x) = [Jν(x) cosπν − J−ν(x)] cosec(πν). (E.30)
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Entonces una solución general de (E.1) es
y = AJν(x) +BNν(x). (E.31)
Para ν = n ∈ Z, una solución general de (E.1) es
y = AJn(x) +BNn(x), (E.32)
con
Nn(x) = lim
ν→nNν(x) =
1
π
{(
∂Jν
∂ν
)
ν=n
− (−1)n
(
∂J−ν
∂ν
)
ν=n
}
. (E.33)
Funciones de Hankel
Las funciones de Hankel de primera y segunda especie son soluciones com-
plejas conjugadas de la ecuación de Bessel. Se las deﬁne mediante
H(1)ν (x) = Jν(x) + iNν(x),
H(2)ν (x) = Jν(x)− iNν(x). (E.34)
Para ν /∈ Z, toman la forma
H(1)ν (x) = [Jν(x) exp (−iπν)− J−ν(x)]i cosec(πν),
H(2)ν (x) = −[Jν(x) exp (iπν)− J−ν(x)]i cosec(πν). (E.35)
Para ν = n ∈ Z, por paso al límite, se obtienen
H(1)n (x) = Jn(x) +
i
π
{(
∂Jν
∂ν
)
ν=n
− (−1)n
(
∂J−ν
∂ν
)
ν=n
}
,
H(2)n (x) = Jn(x)−
i
π
{(
∂Jν
∂ν
)
ν=n
− (−1)n
(
∂J−ν
∂ν
)
ν=n
}
. (E.36)
Entonces la solución general de la ecuación de Bessel puede expresarse por
y = AH(1)ν (x) +BH
(2)
ν (x), (E.37)
con A y B constantes arbitrarias.
Funciones de Bessel de orden semi-entero
La serie (E.17) que deﬁne Jn(x) puede escribirse
Jn(x) =
xn
2nΓ(n+ 1)
[
1− x
2
2(2n+ 2)
+
x4
2.4(2n+ 2)(2n+ 4)
− ...
]
. (E.38)
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En particular,
J1/2(x) =
√
2
πx
(
x− x
3
3!
+
x5
5!
− ...
)
=
√
2
πx
sinx, (E.39)
y
J−1/2(x) =
√
2
πx
cosx. (E.40)
Teniendo en cuenta que
d
dx
[
Jn(x)
xn
]
= −Jn+1(x)
xn
,
1
x
d
dx
[
1
x
d
dx
(
Jn(x)
xn
)]
=
Jn+2(x)
xn+2
, (E.41)
y en general (
1
x
d
dx
)k (
Jn(x)
xn
)
=
(−1)kJn+k(x)
xn+k
, (E.42)
se obtiene
Jn+1/2(x) =
√
2
π
(−1)nxn+1/2
(
1
x
d
dx
)n(
sinx
x
)
. (E.43)
Análogamente, de (
1
x
d
dx
)k
(xnJn(x)) = x
n−kJn−k(x), (E.44)
resulta
J−n−1/2(x) =
√
2
π
xn+1/2
(
1
x
d
dx
)n (cosx
x
)
. (E.45)
Observación: Se debe tener en cuenta que la notación ( 1x
d
dx )
k es operacional,
esto es, signiﬁca aplicar sucesivamente el operador diferencial 1x
d
dx , k veces.
Fórmulas de recurrencia
Las soluciones de la ecuación de Bessel se hallan relacionadas mediante las
siguientes fórmulas:
νWν(x) =
x
2
(Wν−1(x) +Wν+1(x)) ,
W ′ν(x) =
1
2
(Wν−1(x)−Wν+1(x)) ,
W ′ν(x) = Wν−1(x)−
ν
x
Wν(x),
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W ′ν(x) =
ν
x
Wν(x)−Wν+1(x). (E.46)
Integral de Fourier Bessel
Sea f(r) una función continua en el intervalo (0,∞), con un número ﬁnito de
máximos y mínimos en todo intervalo ﬁnito. Si existe∫ ∞
o
|f(r)|r dr (E.47)
entonces existe la transformada de Fourier Bessel de f(r),
F (λ) =
∫ ∞
o
f(ρ)Jn(λρ)ρ dρ, (E.48)
y su transformada inversa es
f(r) =
∫ ∞
o
F (λ)Jn(λρ)λ dλ. (E.49)
Funciones de Bessel de argumento imaginario
Las funciones de Bessel de argumento imaginario, llamadas también funciones
de Bessel modiﬁcadas de primera clase, se deﬁnen por
Iν(x) = i
−νJν(ix). (E.50)
A partir de (E.17), se obtiene
Iν(x) =
(x
2
)ν ∞∑
k=0
1
k! Γ(ν + k + 1)
(x
2
)2k
, (E.51)
y se observa que cuando x es real, Iν(x) es real. Iν(x) satisface la ecuación
diferencial
x2y′′ + xy′ − (x2 + ν2)y = 0. (E.52)
Para ν /∈ Z una solución general es
y = AIν(x) +BI−ν(x), (E.53)
con A y B constantes arbitrarias.
Una segunda solución de (E.52) es
Kν(x) =
π
2
[I−ν(x)− Iν(x)] cosec(πν). (E.54)
Si ν = n ∈ Z, se veriﬁca que
I−n(x) = In(x), (E.55)
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y en este caso una segunda solución de (E.52) se obtiene como límite para
ν → n de (E.54). Entonces, una solución general es
y = AIn(x) +BKn(x), (E.56)
con
Kn(x) =
(−1)n
2
[(
∂I−ν
∂ν
)
ν=n
−
(
∂Iν
∂ν
)
ν=n
]
. (E.57)
Desarrollo en serie de funciones de Bessel
Teorema 1 Toda función f(r), derivable dos veces, acotada en r = 0, y nula
para r = r0, se puede desarrollar en la serie absoluta y uniformemente con-
vergente
f(r) =
∞∑
n=1
AnJm
(
μ
(m)
n r
r0
)
, (E.58)
con
Am =
1
||Jm||2
∫ r0
0
f(r)Jm
(
μ
(m)
n r
r0
)
r dr, (E.59)
y
||Jm||2 =
[
J ′m(μ
(m)
n )
]2 r20
2
, (E.60)
siendo μ(m)n las inﬁnitas raíces de la ecuación Jn(μ) = 0.
E.3 Funciones esféricas
Las funciones esféricas surgen al resolver la ecuación de Laplace en coorde-
nadas esféricas.
E.3.1 Polinomios de Legendre
La función generatriz
Ψ(ρ, x) =
1√
1 + ρ2 − 2ρx, 0 < ρ < 1, |x| < 1, (E.61)
admite el desarrollo
Ψ(ρ, x) =
∞∑
n=0
Pn(x)ρ
n, (E.62)
y los coeﬁcientes Pn(x) se denominan polinomios de Legendre de grado n.

Los coeﬁcientes se calculan por medio del teorema de Cauchy:
Pn(x) =
1
n!
∂nΨ
∂ρn
ρ=0 = 1
2πi
∫
C
Ψ(ζ, x)
ζn+1
dζ, (E.63)
dondeC es una curva cerrada que contiene al punto ζ = 0 en el plano complejo
ζ = ξ + iη. Si
√
1 + ζ2 − 2ζx = 1− ζz , se obtienen
ζ =
2(z − x)
(z2 − 1) , dζ =
2(1− ζz)dz
(z2 − 1) , Ψ(ζ, x) dζ =
2dz
z2 − 1 ,
entonces
Pn(x) =
1
2n+1πi
∫
C1
(z2 − 1)n
(z − x)n+1 dz, (E.64)
donde C1 es una curva cerrada que contiene a z = x. Por lo tanto,
Pn(x) =
1
2nn!
dn
dxn
(x2 − 1)n. (E.65)
Esta es la fórmula de Rodrigo que permite concluir que Pn(x) es un polinomio
de grado n y que se veriﬁca que Pn(−x) = (−1)nPn(x).
Haciendo x = 1 y teniendo en cuenta la función generatriz se tiene
Ψ(ρ, 1) =
1
1− ρ =
∞∑
n=0
Pn(1)ρ
n, (E.66)
con lo cual Pn(1) = 1 y Pn(−1) = (−1)n.
Si se consideran dos puntos M y M0 con radios vectores r y r0 que forman
entre sí un ángulo θ, entonces es
R2 = r2 + r20 − 2rr0 cos θ, (E.67)
y denotando x = cos θ
1
R
=
⎧⎪⎨⎪⎩
1
r0
1√
1+ρ2−2ρx , ρ =
r
r0
< 1
1
r
1√
1+ρ2−2ρx , ρ =
r0
r < 1,
(E.68)
y la solución fundamental de la ecuación de Laplace, 1/R, puede desarrollarse
en serie de polinomios de Legendre
1
R
=
⎧⎪⎪⎨⎪⎪⎩
1
r0
∑∞
n=0
(
r
r0
)n
Pn(cos θ), r < r0
1
r
∑∞
n=0
(
r0
r
)n
Pn(cos θ), r0 < r.
(E.69)
Fórmulas de recurrencia
Las fórmulas de recurrencia más utilizadas son
(n+ 1)Pn+1(x) − x(2n+ 1)Pn(x) + nPn−1(x) = 0,
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nPn(x) − xP ′n(x) + P ′n−1(x) = 0. (E.70)
Ecuación de Legendre
La ecuación de Legendre tiene la forma
[(1− x2) y′]′ + λy = 0. (E.71)
Para λ = n(n+ 1) se tiene la ecuación
[(1− x2) y′]′ + n(n+ 1)y = 0, (E.72)
cuya solución acotada es el polinomio de Legendre Pn(x).
Ortogonalidad de los polinomios de Legendre
Los polinomios de Legendre veriﬁcan∫ 1
−1
Pn(x)Pm(x)dx =
{
0 m = n
2
(2n+1) m = n
. (E.73)
Los polinomios de Legendre son las únicas soluciones no triviales acotadas
de la ecuación de Legendre. La segunda solución linealmente independiente
con Pn tiene en x = ±1 una singularidad logarítmica.
Ceros de los polinomios de Legendre
El polinomio de Legendre Pn(x) tiene n ceros en el intervalo (−1, 1) y su
derivada k-ésima, k ≤ n, tiene (n− k) ceros en (−1, 1)
Utilizando la fórmula de Rodrigo (E.65) y analizando el comportamiento de las
derivadas de w(x) = (x2 − 1)n para n > 1 se tiene que w(x) y w′(x) se anulan
en x = ±1, por tanto w′(x) tiene al menos un cero en (−1, 1), w′′(x) se anula
en ±1 y tiene al menos dos ceros en (−1, 1). Siguiendo este razonamiento,
w(n)(x) tiene al menos n ceros en (−1, 1), y dado que es un polinomio de
grado n, tiene exactamente n ceros en dicho intervalo.
Del mismo modo la derivada primera de Pn(x) tiene al menos (n− 1) ceros en
(−1, 1) y es un polinomio de grado (n−1), por lo que tiene exactamente (n−1)
ceros en (−1, 1). Entonces la derivada k−ésima de Pn(x) tiene (n − k) ceros
en (−1, 1).
Representación integral de los polinomios de Legendre
A partir de la ecuación
Pn(x) =
1
2n+1πi
∫
C1
(z2 − 1)n
(z − x)n+1 dz, (E.74)
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y tomando el contorno C1 como la circunferencia de radio R =
√
1− x2, |x| <
1, y centro x, es decir z = x+
√
1− x2eiφ, se tiene
dz = i
√
1− x2 eiφdφ, (z − x)n+1 = (1− x2)n+12 ei(n+1)φ,
z2 − 1 = x2 − 1 + (1− x2) e2iφ + 2x
√
1− x2 eiφ =
=
√
1− x2 eiφ[2x+
√
1− x2(eiφ − e−iφ)] =
= 2
√
1− x2 eiφ[x+ i
√
1− x2 sinφ].
Reemplazando en la expresión anterior resulta para los polinomios de Legen-
dre la representación integral:
Pn(x) =
1
2π
∫ 2π
0
[
x+ i
√
1− x2 sinφ
]n
dφ. (E.75)
Acotación de los polinomios de Legendre
Los polinomios de Legendre están uniformemente acotados en [−1, 1] , pues
veriﬁcan que |Pn(x)| ≤ 1.
Este resultado surge en forma inmediata de su representación integral.
E.3.2 Funciones adjuntas de Legendre
Las funciones adjuntas de Legendre son las soluciones acotadas de la ecuación
d
dx
[
(1− x2)dy
dx
]
+
(
λ− m
2
1− x2
)
y = 0, −1 < x < 1. (E.76)
Para hallarlas se propone una función de la forma
y(x) = (1− x2)m/2v(x), v(±1) = 0, (E.77)
que reemplazada en la ecuación da
(1− x2)v′′ − 2x(m+ 1)v′ + [λ−m(m+ 1)]v = 0. (E.78)
Si se deriva la ecuación (E.71) m veces, se obtiene esta última ecuación, por
lo que v es la derivada de orden m de la solución acotada de (E.71), es decir
λ = n(n+ 1) y
v =
dmPn
dxm
. (E.79)
Entonces, la función adjunta de Legendre de orden m, solución acotada de
(E.76) con λ = n(n+ 1), es
P (m)n (x) = (1− x2)m/2
dmPn
dxm
. (E.80)
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Las funciones adjuntas de Legendre veriﬁcan
P (0)n (x) = Pn(x), P
(m)
n (x) = 0, m ≤ n. (E.81)
Norma de las funciones adjuntas
Las funciones adjuntas forman un sistema ortogonal cuya norma es
||P (m)n ||2 =
2(n+m)!
(2n+ 1)(n−m) . (E.82)
E.3.3 Polinomios armónicos y funciones esféricas
Un polinomio armónico es un polinomio homogéneo que satisface la ecuación
de Laplace.
En R3 son polinomios armónicos de grado 1 y 2 respectivamente,
u1(x, y, z) = ax+ by + cz,
u2(x, y, z) = ax
2 + by2 − (a+ b)z2 + cxy + dxz + eyz,
con a, b, c, d, e arbitrarios.
Como se puede observar, hay tres polinomios linealmente independientes de
grado 1 y cinco de grado 2.
Para el caso general se tiene el siguiente resultado:
Proposición En R3 existen (2n + 1) polinomios armónicos linealmente inde-
pendientes de grado n.
Demostración: El número de coeﬁcientes de un polinomio homogéneo un, de
grado n es igual al número de combinaciones con repetición de 3 elementos
tomados de a n, es decir(
n+ 2
n
)
=
(n+ 1)(n+ 2)
2
. (E.83)
El polinomio armónico de grado n, un, veriﬁca Δun = 0, que a su vez es
un polinomio homogéneo de grado (n − 2), y por lo tanto tiene n(n− 1)/2
coeﬁcientes nulos. Esto impone n(n− 1)/2 condiciones sobre los coeﬁcientes
de un, y restan
(n+ 1)(n+ 2)
2
− n(n− 1)
2
= 2n+ 1 (E.84)
linealmente independientes.
Los polinomios armónicos se llaman funciones esferoidales.
Funciones esféricas
Se llaman funciones esféricas a las soluciones acotadas y con derivadas se-
gundas continuas de la ecuación
1
sin θ
∂
∂θ
(
sin θ
∂Y
∂θ
)
+
1
sin2 θ
∂2Y
∂φ2
+ λY = 0. (E.85)
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Para su resolución se propone la separación de variables
Y (θ, φ) = Z(θ)W (φ),
y se obtiene la ecuación en W
W ′′ + μW = 0,
cuyas soluciones acotadas sobre una esfera son cosmφ y sinmφ, con m2 = μ.
Para Z se tiene la ecuación
1
sin θ
∂
∂θ
(
sin θ
dZ
dθ
)
+
(
λ− μ
sin2 θ
)
Z = 0. (E.86)
Con el cambio de variable x = cos θ, y llamando X(x) = X(cos θ) = Z(θ), la
ecuación se transforma en la ecuación adjunta de Legendre,
d
dx
[
(1− x2)dX
dx
]
+
(
λ− m
2
1− x2
)
X = 0 |x| < 1, (E.87)
cuyas soluciones acotadas se obtienen para λ = n(n+ 1), y son las funciones
adjuntas de Legendre,
X(x) = P (m)n (x) = P
(m)
n (cos θ) = Z(θ), m ≤ n. (E.88)
Las funciones esféricas de orden n son
Y (θ, φ) = P (m)n (cos θ)[Anm cosmφ+Bnm sinmφ]. (E.89)
Para designar a las funciones independientes en (E.89), se adopta la notación
Yn,m(θ, φ) = P
(m)
n (cos θ) sinmφ,
Yn,−m(θ, φ) = P (m)n (cos θ) cosmφ, m = 0, 1, 2..., n. (E.90)
Por lo tanto existen (2n+ 1) funciones esféricas distintas de orden n. La com-
binación lineal de ellas,
Yn(θ, φ) =
n∑
m=−n
Cn,m Yn,m(θ, φ), (E.91)
se denomina armónico esférico y es una función esférica.
Soluciones de la ecuación de Laplace
Se hallan aquí soluciones de la ecuación de Laplace en forma de funciones
esferoidales. Para ello se resuelve la ecuación de Laplace sobre una esfera:
Δu =
1
r2
∂
∂r
(
r2
∂u
∂r
)
+
1
r2 sin θ
∂
∂θ
(
sin θ
∂u
∂θ
)
+
1
r2 sin2 θ
∂2u
∂φ2
= 0. (E.92)
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Proponiendo u(r, θ, φ) = R(r)Y (θ, φ) se obtiene para Y la ecuación (E.85) y
para R la ecuación de Euler,
r2R′′ + 2rR′ − λR = 0. (E.93)
Si el problema a resolver exige soluciones acotadas, el parámetro de sepa-
ración debe ser λ = n(n+ 1).
Por lo tanto, las soluciones de la ecuación de Euler son rn y r−(n+1), halladas
proponiendo la solución rα.
Las soluciones de la ecuación de Laplace resultan
rnYn(θ, φ), r
−(n+1)Yn(θ, φ), (E.94)
la primera se utiliza para la solución de problemas interiores y la segunda para
problemas exteriores.
Estas soluciones son polinomios homogéneos en x, y, z, de grado n.
En efecto, la primera de las soluciones (E.94) es un polinomio homogéneo de
grado n pues
rnYn(θ, φ) = r
n
n∑
m=0
P (m)n (cos θ)(Anm cosmφ+Bnm sinmφ), (E.95)
y, según (E.90), cada término de rnYn(θ, φ) puede escribirse en la forma
v = rn sinm θ cosmφ cosn−m−2k θ, 0 ≤ k ≤ [(n−m)/2], (E.96)
donde [ ] designa a la parte entera, siendo v = v1v2v3, con
v1 = r
m sinm θ cosmφ = Re
(
r sin θeiφ
)m
= Re(x+ iy)m,
v2 = r
n−m−2k cosn−m−2k θ = zn−m−2k,
v3 = r
2k = (x2 + y2 + z2)k. (E.97)
Ortogonalidad de las funciones esféricas
El conjunto de funciones esféricas Yn(θ, φ), para distintos valores de n, es un
conjunto ortogonal.
Para un valor ﬁjo de n, el conjunto de las (2n + 1) funciones esféricas es un
conjunto ortogonal.
Desarrollo en serie de funciones esféricas
Toda función f(θ, φ) con derivadas segundas continuas, puede desarrollarse
en serie de funciones esféricas absoluta y uniformemente convergente
f(θ, φ) =
∞∑
n=0
Yn(θ, φ) =
∞∑
n=0
∞∑
m=0
(Amn cosmφ+Bmn sinmφ)P
(m)
n (cos θ),
(E.98)
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cuyos coeﬁcientes son
Amn =
1
||Ymn||2
∫ 2π
0
f(θ, φ)P (m)n (cos θ) cosmφ sin θ dθdφ,
Bmn =
1
||Ymn||2
∫ 2π
0
f(θ, φ)P (m)n (cos θ) sinmφ sin θ dθdφ, (E.99)
con
||Ynm||2 = 2π
(2n+ 1)
(n+m)!
(n−m)! , m > 0,
||Yn0||2 = 4π
(2n+ 1)
. (E.100)
E.4 Problemas propuestos
1- Demostrar que
a)
J1/2 =
√
2
πx
sinx,
b)
J−1/2(x) =
√
2
πx
cosx.
2- Expresar J3/2, J−3/2, J5/2 y J−5/2 en términos de las funciones trigonomé-
tricas.
3- a) Expresar J3(x) en función de J0(x) y J1(x).
b) Integrar ∫
x−3 J4(x) dx.
4- a) Probar que las funciones
uν(r, ϑ) = Iν(μr) cos(νϑ),
vν(r, ϑ) = Iν(μr) sin(νϑ),
con Iν funciones de Bessel modiﬁcadas de primera clase, satisfacen la ecuación
Δu− μ2u = 0.
b) Idem para
uν(r, ϑ) = Kν(μr) cos(νϑ),
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vν(r, ϑ) = Kν(μr) sin(νϑ),
con Kν funciones de Bessel modiﬁcadas.
5- a) Hallar la distribución estacionaria de concentración de un gas inestable
dentro de un cilindro inﬁnito de sección circular si se mantiene una concen-
tración constante sobre la superﬁcie del cilindro. Este problema corresponde
a hallar la solución acotada de la ecuación bidimensional
Δu− k2u = 0, r < a,
con u(a, ϑ) = u0.
b) Resolver el problema anterior en r > a.
6- Demostrar que
a)
H
(k)
ν+1 +H
(k)
ν−1 =
2ν
x
H(k)ν , k = 1, 2,
b)
H
(k)
ν+1 −H(k)ν−1 = −2
[
H(k)ν
]′
, k = 1, 2.
Sugerencia: integrar por partes.
7- Demostrar que
J0(x) =
2
π
∫ 1
0
cos tx√
1− t2 dt.
8- Demostrar que∫ ∞
0
exp(−xλ)J0(ρλ) dλ = 1√
ρ2 + x2
, x > 0.
9- Demostrar que∫ ∞
0
exp(−zλ)J1(ρλ) dλ = 1
ρ
(
1− z√
ρ2 + z2
)
, Re(z) > 0.
10- Demostrar que∫ ∞
0
exp(−tλ2)Jν(ρλ)λν+1 dλ = 1
2t
( ρ
2t
)ν
exp
(
−ρ
2
4t
)
.
11- Probar que
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c(ρ, z) =
∫ ∞
0
J0(ρλ)
exp(−z√λ2 − k2)√
λ2 − k2 λ dλ =
exp (ik
√
ρ2 + z2)√
ρ2 + z2
, z > 0
con z ∈ R , es solución de
Δv + k2v = 0.
12- Demostrar que
u(x, y, z) =
1
2π
∫ π
−π
exp [λ (z + ix sin t+ iy cos t)] exp(imt) dt
es armónica.
13- Hallar la distribución estacionaria de temperatura en un cilindro homogé-
neo 0 ≤ r ≤ r0, 0 ≤ φ ≤ 2π, 0 ≤ z ≤ 2l. La base del cilindro tiene temperatura
T y el resto de la superﬁcie temperatura nula.
14- Demostrar:
a)
nPn(x)− xP ′n(x) + P ′n−1(x) = 0,
b)
P ′n(x)− xP ′n−1(x)− nPn−1(x) = 0.
15- Demostrar que los polinomios de Legendre satisfacen la ecuación
[(1− x2)P ′n]′ + n(n+ 1)Pn = 0.
16- a) Demostrar la ortogonalidad de los polinomios de Legendre.
b) Veriﬁcar que
‖ Pn ‖2 = 2
2n+ 1
.
17- Veriﬁcar que
q(x) =
x
2
ln
(
x+ 1
x− 1
)
− 1,
satisface la ecuación de Legendre para n = 1.
18- a) Probar que
u(x, y, z) =
∫ π
−π
f(z + ix sin t+ iy cos t, t) dt,
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con f(τ, t) analítica respecto de τ y t, es armónica.
b) Probar que
1
2π
∫ 2π
0
(z + ix sin t+ iy cos t)
m
dt = rmPm(cosϑ),
con x = r cosϕ sinϑ, y = r sinϕ sinϑ, z = r cosϑ.
19- Resolver Δu = 0 con u(r, ϑ) acotada y u(r0, ϑ) = f(ϑ) para
a) r < r0,
b) r > r0.
20- Demostrar que existen (2n + 1) polinomios armónicos de grado n lineal-
mente independientes.
21- Hallar todos los polinomios armónicos de tercer grado.
22- a) Demostrar que las funciones rnY (k)n (ϑ, ϕ) son polinomios armónicos de
grado n.
b) Hallar Y (0)3 (ϑ, ϕ), Y
(1)
3 (ϑ, ϕ).
c) Expresar r3Y (0)3 (ϑ, ϕ), r
3Y
(1)
3 (ϑ, ϕ) en función de los polinomios del proble-
ma 21.
23- Demostrar la ortogonalidad del sistema de funciones propias{
Jm
(
μ
(m)
n r
r0
)}
y obtener su norma.
24- Resolver el problema de las oscilaciones propias de una membrana circu-
lar de radio r0 utilizando separación de variables:
1
r
∂
∂r
(
r
∂v
∂r
)
+
1
r2
∂2v
∂φ2
+ λ2v = 0, 0 < r < r0, v = 0,
v(r0, φ) = 0, |v(0, ϑ)| < ∞,
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Apéndice F
Ecuaciones integrales
F.1 Ecuaciones integrales de primera y segunda
especie
Una ecuación integral es aquella que contiene a la función incógnita bajo el
signo integral.
En particular, la siguiente ecuación, respecto de la función φ(x), es una ecua-
ción integral
h(x)φ(x)− λ
∫ b
a
K(x, ξ)φ(ξ)dξ = f(x), (F.1)
donde h(x), K(x, ξ), y f(x) son funciones conocidas, y λ es un parámetro (o
autovalor); las variables ξ y x toman valores en los intervalos (a, b) y (c, d)
respectivamente, pero ambos pueden reducirse al intervalo (0, 1) por transfor-
maciones simples.
Se estudiarán sólo las ecuaciones integrales lineales, es decir, aquellas donde
la función incógnita aparece una vez en cada sumando. Si h(x) no se anula,
dividiendo ambos miembros de (F.1) por h(x), se obtiene una ecuación de la
forma
φ(x)− λ
∫ 1
0
K(x, ξ)φ(ξ)dξ = f(x). (F.2)
La ecuación (F.2) se denomina ecuación integral de segunda especie o de
Fredholm.
Si f(x) = 0, la ecuación se dice homogénea. Si en la ecuación (F.1) es h(x) =
0, se tiene ∫ 1
0
K(x, ξ)φ(ξ)dξ = f(x), (F.3)
y se denomina ecuación integral de primera especie.
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La función K(x, ξ) es el núcleo de la ecuación integral. El núcleo es simétrico
si K(x, ξ) = K(ξ, x).
La ecuación
φ(x)− λ
∫ x
0
K(x, ξ)φ(ξ)dξ = f(x), x > 0, (F.4)
caso particular de (F.2) donde K(x, ξ) = 0 para x < ξ, es la ecuación integral
de Volterra de segunda especie y la ecuación∫ x
0
K(x, ξ)φ(ξ)dξ = f(x), x > 0, (F.5)
es la ecuación de Volterra de primera especie.
Las ecuaciones integrales se relacionan con las ecuaciones diferenciales ordi-
narias, tal como lo muestra el siguiente resultado.
Proposición 1 El problema de valor inicial
φ′′(x) + p(x)φ(x) = q(x),
φ(0) = φ(1) = 0, (F.6)
es equivalente a la ecuación de Fredholm de segunda especie
φ(x)−
∫ 1
0
K(x, ξ)p(ξ)φ(ξ) dξ = f(x), (F.7)
con
K(x, ξ) =
{
ξ(1− x), ξ ≤ x
x(1− ξ), x ≤ ξ, (F.8)
y
f(x) = −
∫ 1
0
K(x, ξ)q(ξ)dξ. (F.9)
Demostración: Según (F.8) es K(0, ξ) = K(1, ξ) = 0, entonces f(0) = f(1) =
0 y por (F.7) φ(0) = φ(1) = 0.
De (F.7) se tiene
φ(x) = −
∫ x
0
K(x, ξ)q(ξ)dξ −
∫ 1
x
K(x, ξ)q(ξ)dξ+
+
∫ x
0
K(x, ξ)p(ξ)φ(ξ)dξ +
∫ 1
x
K(x, ξ)p(ξ)φ(ξ)dξ
= −(1− x)
∫ x
0
ξq(ξ)dξ − x
∫ 1
x
(1− ξ)q(ξ)dξ+
+ (1− x)
∫ x
0
ξp(ξ)φ(ξ)dξ + x
∫ 1
x
(1− ξ)p(ξ)φ(ξ)dξ, (F.10)
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derivando resulta
φ′(x) =
∫ x
0
ξq(ξ)dξ −
∫ 1
x
(1− ξ)q(ξ)dξ −
∫ x
0
ξp(ξ)φ(ξ)dξ+
+
∫ 1
x
(1− ξ)p(ξ)φ(ξ)dξ, (F.11)
y ﬁnalmente se obtiene
φ′′(x) = q(x)− p(x)φ(x). (F.12)
La recíproca se demuestra fácilmente integrando y haciendo el camino inverso.
En forma análoga se demuestra el siguiente resultado que relaciona una EDO
con una ecuación de Volterra.
Proposición 2 El problema de valor inicial
φ′′(x) + p(x)φ(x) = q(x),
φ(0) = α, φ′(0) = β, (F.13)
es equivalente a la ecuación de Volterra de segunda clase
φ(x) =
∫ x
0
(x− ξ)q(ξ)dξ −
∫ x
0
(x− ξ)p(ξ)φ(ξ)dξ + α+ βx. (F.14)
Ecuaciones integrales de segunda especie de núcleo disociado
Estas ecuaciones tienen especial interés como puente de enlace con los sis-
temas de ecuaciones algebráicas y por servir de aproximación al caso general.
Se analiza el núcleo de la ecuación completa
φ(x)− λ
∫ 1
0
K(x, ξ)φ(ξ)dξ = f(x). (F.15)
a) Si el núcleo tiene separadas o disociadas sus variables, es decir,
K(x, ξ) = α(x)β(ξ), (F.16)
la ecuación integral se reduce a
φ(x)− λΦα(x) = f(x), (F.17)
llamando
∫ 1
0
β(ξ)φ(ξ)dξ = Φ.
Multiplicando (F.17) por β(x) e integrando en (0, 1), la ecuación integral se
transforma en
Φ− λkΦ = f1, (F.18)

con k =
∫ 1
0
α(x)β(x)dx, y f1 =
∫ 1
0
f(x)β(x)dx. Despejando el valor de Φ, si
es λk = 1, la ecuación (F.17) determina φ(x) como la única solución posible,
como se ve sustituyendo en (F.17) el valor de (F.18), obteniéndose una φ(x)
que veriﬁca la ecuación (F.2) para el núcleo (F.16).
Supongamos ahora que la ecuación integral es homogénea, es decir, f(x) =
0, entonces, la ecuación (F.18) es Φ(1 − λk) = 0, por lo tanto la condición
necesaria y suﬁciente para que haya solución no nula es λ = 1/k (autovalor).
Si α y β son ortogonales en (0, 1) (es decir k = 0), resulta Φ = 0, y no existen
autovalores.
b) El tipo más general de núcleo disociado o degenerado es de la forma
K(x, ξ) =
n∑
j=1
αj(x)βj(ξ). (F.19)
La ecuación integral (F.2) se puede escribir
φ(x)− λ
n∑
j=1
Φjαj(x) = f(x), (F.20)
con Φj =
∫ 1
0
βj(ξ)φ(ξ)dξ. Multiplicando la ecuación (F.20) por βi(x), i =
1, 2, ...n, e integrando en (0, 1) resulta
Φi − λ
n∑
j=1
kijΦj = fi, (F.21)
donde kij =
∫ 1
0
αj(x)βi(x) dx, y fi =
∫ 1
0
f(x)βi(x) dx.
Se tiene pues para i = 1, 2, ...n, un sistema de ecuaciones lineales en las
n incógnitas Φ1,Φ2, ...,Φn, cuyo determinante es det(I − λK), con I matriz
unidad y K = (kij). Si det(I − λK) = 0, el sistema (F.21) tiene solución única
y los valores de λ correspondientes se llaman valores regulares.
El sistema (F.21) homogéneo, f(x) = 0, tiene solución sólamente si λ es auto-
valor, es decir, si anula al determinante del sistema.
Ejemplo 1. Resolvamos la ecuación integral
φ(x) = 1− 3x+ λ
∫ 1
0
(1− 3xξ)φ(ξ) dξ,
para valores regulares de λ.
El núcleo es K(x, ξ) = 1−3xξ, de modo que tomaremos α1(x) = 1, α2(x) = x,
β1(ξ) = 1, β2(ξ) = −3ξ.
Si Φ1 =
∫ 1
0
φ(ξ) dξ y Φ2 =
∫ 1
0
(−3ξ)φ(ξ) dξ, la ecuación integral dada se escribe
φ(x)− λ(Φ1 +Φ2x) = 1− 3x.
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Multiplicando la anterior por βi, i = 1, 2, e integrando entre 0 y 1 se obtiene el
sistema
Φ1 − λ
(
Φ1
∫ 1
0
dx+Φ2x
∫ 1
0
xdx
)
=
∫ 1
0
(1− 3x)dx
Φ2 − λ
(
Φ1
∫ 1
0
(−3x)dx+Φ2
∫ 1
0
(−3x2)dx
)
=
∫ 1
0
(x− 3x2)dx,
es decir, ⎧⎨⎩ (1− λ) Φ1 −
λ
2 Φ2 = − 12
3
2λΦ1 + (1 + λ) Φ2 =
3
2 .
El sistema tiene determinante∣∣∣∣ 1− λ −λ23λ
2 1 + λ
∣∣∣∣ = 1− λ24 ,
de modo que los valores regulares de λ son R − {2,−2}. La solución del
sistema es
Φ1 = − 1
(λ+ 2)
, Φ2 =
3
(λ+ 2)
.
Por lo tanto, la solución de la ecuación integral dada, para cada λ que no sea
autovalor, está dada por la ecuación (F.20),
φ(x) = 1− 3x+ λ
[(
− 1
(λ+ 2)
)
+
(
3
(λ+ 2)
)
x
]
,
φ(x) = 1− 3x+ (1− 3x)
[
− λ
(λ+ 2)
]
,
es decir,
φ(x) = (1− 3x) 2
(λ+ 2)
.
Las soluciones de la ecuación homogénea son, para λ = 2, φ(x) = c(1− x) y
para λ = −2, φ(x) = c(1− 3x).
Ejemplo 2. Consideremos la ecuación
φ(x)− λ
∫ 1
0
(2xξ − ξ2)φ(ξ)dξ = 1
x
.
Poniendo α1(x) = 2x, α2(x) = 1, β1(ξ) = ξ, β2(ξ), el sistema (F.21) es⎧⎨⎩ (6− 4λ) Φ1 − 3λΦ2 = 6
3λΦ1 + (6 + 2λ) Φ2 = −3,

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con
3(λ+ 12)
(λ− 6)
−6(λ+ 3)
(λ− 6)2Φ1 = 2 , Φ2 = ,
y la solución de la ecuación integral dada, para cada λ que sea regular es
φ(x) =
1
x
+ 2xλΦ1 + λΦ2.
El único autovalor es la raíz doble λ = 6. El sistema homogéneo se reduce a
Φ1 +Φ2 = 0, y la solución de la ecuación homogénea es φ(x) = c(2x− 1).
Ejemplo 3. Sea la ecuación integral homogénea
φ(x) = λ
∫ 2π
0
sin (x+ ξ)φ(ξ)dξ.
El núcleo es K(x, ξ) = sin (x+ ξ) = sinx cos ξ + cosx sin ξ.
El sistema (F.21) se escribe{
Φ1 − λπΦ2 = 0
−λπΦ1 +Φ2 = 0.
Las correspondientes soluciones son Φ1 = ±Φ2. El determinante es∣∣∣∣ 1 λπλπ 1
∣∣∣∣
y los autovalores son λ = ±1/π.
Las soluciones de la ecuación integral son
φ(x) = sinx, φ(x) = cosx,
a menos de un factor constante.
Teoremas de Fredholm
Consideremos la ecuación integral lineal de segunda especie
φ(x)− λ
∫ 1
K(x, ξ)φ(ξ)dξ = f(x), (F.22)
0
donde K(x, ξ) y f(x) son funciones conocidas.
Teorema 1 (teorema de la alternativa) O bien la ecuación integral de se-
gunda especie (F.22) tiene solución única para cualquier f(x), o la ecuación

homogénea correspondiente tiene por lo menos una solución no trivial, o sea,
no idénticamente nula.
Teorema 2 Si la ecuación (F.22) tiene solución única, entonces también tiene
solución única la ecuación traspuesta, es decir de núcleo K(ξ, x),
φ(x)− λ
∫ 1
0
K(ξ, x)φ(ξ)dξ = f(x). (F.23)
La ecuación integral homogénea dada y su traspuesta tienen el mismo número
ﬁnito de soluciones linealmente independientes.
Teorema 3 Si la ecuación homogénea tiene por lo menos una solución distinta
de la trivial, la condición necesaria y suﬁciente para la existencia de la solución
de la ecuación no homogénea (F.22) es∫ 1
0
f(x)z(x)dx = 0, (F.24)
donde z(x) = 0 es cualquier solución de la ecuación homogénea traspuesta
de (F.22).
Si se cumple la condición (F.24), la ecuación (F.22) posee un conjunto inﬁnito
de soluciones, ya que esta ecuación será también satisfecha por cualquier
función del tipo
φ(x) = g(x) + a1φ1(x) + a2φ2(x) + ...+ akφk(x), (F.25)
0
con g(x) alguna solución de (F.22) y φk(x) las soluciones de la ecuación ho-
mogénea correspondiente. ∫ 1Una solución general de la ecuación φ(x) = 1 − 3x + λ (1 − 3xξ)φ(ξ)dξ es
(ver ejemplo 1), para λ = 2, φ(x) = (1− 3x)/2 + c(1− x).
Los tres teoremas enunciados se conocen como teoremas de Fredholm. Sus
demostraciones, como en general la mayoría de las demostraciones de e-
xistencia de soluciones de ecuaciones, proveen métodos para la resolución
aproximada de las ecuaciones integrales (F.22).
En las aplicaciones desempeña un papel importante el primer teorema de
Fredholm sobre la alternativa, ya que en lugar de demostrar que la ecuación
integral dada (F.22) tiene solución, frecuentemente resulta conveniente de-
mostrar que la ecuación homogénea correspondiente (o su traspuesta), tiene
sólamente solución trivial.
Resolución por iteración
Dada la ecuación integral
φ(x) = f(x) + λ
∫ 1
0
K(x, ξ)φ(ξ)dξ, (F.26)
y sustituyendo en ella φ(ξ) por
φ(ξ) = f(ξ) + λ
∫ 1
0
K(ξ, η)φ(η)dη, (F.27)
resulta
φ(x) = f(x)+λ
∫ 1
0
K(x, ξ)f(ξ)dξ+λ2
∫ 1
0
K(x, ξ)
∫ 1
0
K(ξ, η)φ(η)dη}dξ. (F.28)
Introduciendo el núcleo iterado, deﬁnido por
K(2)(x, η) =
∫ 1
0
K(x, ξ)K(ξ, η)dξ, (F.29)
la ecuación (F.28) se escribe
φ(x) = f(x) + λ
∫ 1
0
K(x, ξ)f(ξ)dξ + λ2
∫ 1
0
K(2)(x, η)φ(η)dη. (F.30)
Si designamos K1 al operador
K1φ(ξ)(x) =
∫ 1
0
K(x, ξ)φ(ξ)dξ, (F.31)
con K2 al operador
K1{K1φ(ξ)}(x) =
∫ 1
0
K(x, ξ)
∫ 1
0
K(ξ, η)φ(η)dηdξ,=
∫ 1
0
K(2)(x, ξ)φ(ξ)dξ,
(F.32)
y en general,
Knφ(ξ)(x) =
∫ 1
0
K(n)(x, ξ)φ(ξ)dξ, (F.33)
la ecuación (F.30) resulta
φ(x) = {f}(x) + λK1{f}(x) + λ2K2{φ}(x). (F.34)
Reiterando este procedimiento resulta la n-ésima iteración
φ = {f}+ λK1{f}+ λ2K2{f}+ ...λnKn{f}+ λn+1Kn+1{f}φ; (F.35)
No se sabe si φ(x) existe, no obstante, a modo de conjetura, se escribe la
serie
φ = f + λK1f + ...+ λnKnf + ... (F.36)
y se ve si converge, y en tal caso, si satisface (F.26).
Suponiendo que se cumplen las acotaciones
|K(x, ξ)| < M, |f(x)| < N, 0 < x, ξ < 1, (F.37)
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al multiplicar f por K(x, ξ) e integrar resulta |K1{f}| < MN , |K2{f}| < NM2,
..., |Kn{f}| < NMn, ..., luego, la serie converge uniforme y absolutamente
para λ < 1/M y la función φ(x) así deﬁnida satisface la ecuación φ− λK1φ =
f , pues siendo legítima la integración término a término es, K1{φ} = K1{f}+
λK2{f}+...+ , y multiplicando por λ y restando de (F.36) resulta f(x); así pues,
para λ suﬁcientemente pequeño (λ < 1/M ), la ecuación (F.36) representa la
solución buscada para la ecuación integral dada (F.26).
Esto puede expresarse de otro modo, llamando núcleo resolvente a la función
de x, ξ y λ deﬁnida por la serie (también llamada de Neumann)
K(x, ξ, λ) = K(x, ξ) + λK2(x, ξ) + λ2K3(x, ξ) + ..., (F.38)
pues la solución se expresa
φ(x) = f(x) + λ
∫ 1
0
K(x, ξ, λ)f(ξ)dξ. (F.39)
El propio método iterativo muestra la unicidad de la solución, en efecto, si
existiera otra solución ψ, dicho procedimiento conduciría a la ecuación (F.36),
y por lo tanto, φ = ψ.
Obsérvese la gran generalidad del método, que sólo ha exigido del núcleo
integrabilidad y acotación, mientras que la demostración del teorema de la
alternativa de Fredholm se basa en la continuidad del núcleo.
Ejemplo 4. Resolveremos la ecuación integral
φ(x) = x+
1
5
∫ 1
0
xξφ(ξ) dξ,
por el método de aproximaciones sucesivas. Será, en virtud de (F.36)
f(x) = x,
λK1{f} = x
5
∫ 1
0
ξ2 dξ =
x
15
,
λ2K2{f} = λK1{λK1{f}} = 1
15
(
x
5
∫ 1
0
ξ2 dξ
)
=
x
152
, ...,
φ(x) = (1 +
1
15
+
1
152
+ ...+
1
15n
+ ...)/, x,
de modo que
φ(x) =
15
14
x,
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es la solución buscada.
Ecuaciones de Volterra
Para resolver la ecuación integral de Volterra
φ(x)− λ
∫ x
0
K(x, ξ)φ(ξ)dξ = f(x), (F.40)
también se utiliza el método iterativo o de aproximaciones sucesivas. Aún más,
veremos cómo se amplía la región de convergencia de la serie (F.36), gracias
a la más estrecha acotación que ahora se logra. En efecto, al permutar la
integral reiterada en (F.28), resulta∫ x
0
K(x, ξ)
(∫ ξ
0
K(ξ, η)φ(η)dη
)
dξ =
∫ x
0
φ(η)
∫ x
η
K(x, ξ)K(ξ, η) dξdη, (F.41)
si |K(x, ξ)| < M , el núcleo iterado
K(2)(x, η) =
∫ x
η
K(x, ξ)K(ξ, η) dξ, (F.42)
está acotado por
|K(2)(x, η)| < M2
∫ x
η
dη =
(x− η)
1!
M2. (F.43)
En general se tiene
K(n)(x, η) =
∫ x
η
K(x, ξ)K(n−1)(ξ, η) dξ, (F.44)
y
|K(n)(x, η)| < (x− η)
n−1
(n− 1)! M
n. (F.45)
Por lo que si |f(x)| < N , el operador Kn veriﬁca
|Kn{f}| < NM
nxn
n!
. (F.46)
La serie mayorante, en este caso, no es geométrica, sino exponencial, y con-
verge ∀ λ, luego resulta que la serie de Neumann (F.38) de una ecuación de
Volterra de segunda especie converge absoluta y uniformemente a su única
solución ∀ λ.
En particular, por ser única la solución dada por la serie de Neumann, si la
ecuación (F.40) es homogénea (f(x) = 0), su solución es la función idéntica-
mente nula, luego, el problema homogéneo es imposible ∀ λ.

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