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Abstract In this paper, we present a conditional gradient type (CGT) method for solving a class of composite
optimization problems where the objective function consists of a (weakly) smooth term and a (strongly) convex
regularization term. While including a strongly convex term in the subproblems of the classical conditional
gradient (CG) method improves its rate of convergence, it does not cost per iteration as much as general proximal
type algorithms. More specifically, we present a unified analysis for the CGT method in the sense that it achieves
the best known rate of convergence when the weakly smooth term is nonconvex and possesses (nearly) optimal
complexity if it turns out to be convex. While implementation of the CGT method requires explicitly estimating
problem parameters like the level of smoothness of the first term in the objective function, we also present a
few variants of this method which relax such estimation. Unlike general proximal type parameter free methods,
these variants of the CGT method do not require any additional effort for computing (sub)gradients of the
objective function and/or solving extra subproblems at each iteration. We then generalize these methods under
stochastic setting and present a few new complexity results. To the best of our knowledge, this is the first time
that such complexity results are presented for solving stochastic weakly smooth nonconvex and (strongly) convex
optimization problems.
keywords iteration complexity, nonconvex optimization, strongly convex optimization, conditional gradient type
methods, unified methods, weakly smooth functions,
1 Introduction
In this paper, we study a class of composite nonlinear programming problems given by
Ψ∗ := min
x∈X
{Ψ(x) := f(x) + h(x)}, (1.1)
where X ⊆ Rn is a closed convex set, f : X → R is continuously differentiable but possibly nonconvex such that
Ψ∗ is finite, and h is a possibly non-differentiable (strongly) convex function with parameter µ ≥ 0 with known
structure i.e.,
h(αx+ (1− α)y) ≤ αh(x) + (1− α)h(y)− α(1− α)µ
2
‖x− y‖2 (1.2)
for all x, y ∈ X and α ∈ [0,1]. Note that we allow µ = 0 to simply include the case when h is only convex.
Moreover, we assume that f has Ho¨lder continuous gradient on X i.e., there exists Lν > 0 for any ν ∈ (0,1] such
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that
‖f ′(y)− f ′(x)‖∗ ≤ Lν‖y − x‖ν ∀x, y ∈ X, (1.3)
where f ′(x) is the gradient of f at x and ‖ · ‖∗ denotes the dual norm. It can be easily verified that the above
inequality implies that
|f(y)− f(x)− 〈f ′(x), y − x〉| ≤ Lν
1 + ν
‖y − x‖1+ν ∀x, y ∈ X. (1.4)
The assumption in (1.3) covers a wide range class of functions including smooth (ν = 1) and weakly smooth
ones (ν ∈ (0,1)). Different applications arise in the form of problem (1.1). In several machine learning problems,
the objective function is given as summation of a loss function and a (strongly) convex regularization term where
the loss function can be convex (see e.g., [13,35] ) or nonconvex (see e.g., [25,2]). Signal processing problems
using a (strongly) convex regularization term to avoid data overfitting also satisfy in the above setting (see e.g.,
[18]).
Problem (1.1) has been well-studied under specific assumptions. Nesterov [29] showed that a variant of his
well-known accelerated gradient (AG) method, originally proposed for smooth unconstrained problems, achieves
the optimal iteration complexities O(1/√ǫ) and O(ln 1/ǫ) for finding an ǫ-optimal solution of problem (1.1) i.e.,
a solution x¯ ∈ X s.t. Ψ(x¯) − Ψ(x∗) ≤ ǫ, when f is a smooth convex function, µ = 0, and µ > 0, respectively.
Lan [21] presented bundle-level type methods achieving the optimal complexity O(1/ǫ 21+3ν ) for solving weakly
smooth convex problems. Nemirovski and Nesterov [27] also proposed an optimal proximal gradient type method
which possesses the optimal complexity bound O(1/ǫ 1−ν1+3ν ) for solving weakly smooth strongly convex problems.
This bound is also recently obtained in [32,16]. When f is smooth and possibly nonconvex and h is only convex,
the (projected) gradient type methods [1,11,28] have been proposed achieving the best known complexity O(1/ǫ)
to find an ǫ-stationary point of problem (1.1) i.e., having ‖gX,k‖2 ≤ ǫ for at least one iteration k (see (2.3) for
definition of the so-called gradient mapping gX,k at the k-th iteration). Recently, Nesterov’s AG method has
been also generalized for nonconvex problems achieving the aforementioned complexity bound [10,12]. It seems
that for general first-order methods, strong convexity of h does not improve the complexity results when f is
possibly nonconvex. Ghadimi et al. [12] also generalized the AG method and bundle-level type methods which
possess the complexity bound O(1/ǫ 1+ν2ν ) for finding ǫ-stationary point of weakly smooth nonconvex problems.
These methods are also uniformly optimal in the sense that they automatically achieve the optimal complexity
bound if the problem turns out to be convex. Such uniform methods have been developed before only for convex
programming [21,30].
All of the above-mentioned methods except the bundle-level type methods, generally known as proximal type
methods, require solving subproblems in the form of
min
u∈X
{〈f ′(x), u〉+ h(u) + 1
γ
V (u, x)} (1.5)
at each iteration, where γ is a stepsize and V (u, x) is a strongly convex function usually referred to Bregman
distance function given by V (u, x) = ω(u)− ω(x)− 〈w′(x), u− x〉 for a strongly convex so-called prox-function ω.
Different class of methods include subproblems in which only linear approximation of the objective function
is minimized over a bounded feasible set. The classical conditional gradient (CG) method seems to be the eldest
one first proposed by Frank and Wolfe in 1956 [6] and later widely used in the literature due to its low iteration
cost (see e.g., [4,5,17,7,15,24,22]). While this class of algorithms generally achieves the iteration complexity
of O(1/ǫ) for solving smooth strongly convex problems, some of them exhibit linear rate of convergence under
specific conditions on the feasible set (see e.g., [33,14,7,22]). Recently, Nesterov [31] showed that the CG method
achieves the iteration complexity O(1/ǫ 1ν ) for minimizing weakly smooth convex problems. In particular, he
considered the class of problems given by (1.1) and showed that by modifying the linear optimization in the
subproblems of the CG method to
min
u∈X
{〈f ′(x), u〉+ h(u)}, (1.6)
we can obtain the complexity bound O(1/ǫ 12ν ) for solving problem (1.1) when f is weakly smooth and convex
(Ψ is strongly convex). Jiang and Zhang [19] also presented an algorithm involving subproblems in the form of
(1.6) for solving problem (1.1) when f is possibly nonconvex and h is convex. This method exhibits iteration
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complexity of O(1/ǫ 1+νν ) for finding at least one k such that gk ≤ ǫ, where gk, defined in (2.6), is a different
termination criterion for finding approximate stationary points (see our discussion after Algorithm 1 about the
relation between gk and the aforementioned gradient mapping gX,k).
Our goal in this paper is to make a bridge between the classical CG method and general first-order methods
including proximal type ones. Note that solving subproblem (1.5) can be more difficult than the above one due
to the choice of ω. For example, while subproblem (1.6) has a closed form solution for some choices of h, we
may need an iterative algorithm to solve subproblem (1.5) due to the existence of Bregman distance function.
On the other hand, since variants of the classical CG method require only solving linear programming in each
iteration, their iteration costs can be cheaper than solving subproblem (1.6) in general. It is also worth noting
that while subproblems of the bundle-level type methods may consist of objective functions similar to that of
(1.6), their feasible sets at each iteration are changed and hence are more complicated than X (see e.g., [21]).
Indeed, iteration costs of these methods are computationally more expensive than the proximal type methods.
There are several choices of h where (1.6) is solved more efficiently than (1.5). A few examples are as follows.
• h = IX , where IX denotes the indicator function of the bounded set X.
• h(x) = λ‖x‖1 or h(x) = λ‖x‖∞ for some λ > 0.
• h(x) =∑ni=1 xi log xi which is strongly convex w.r.t ‖ · ‖1 with parameter 1 over the standard simplex.
• h(x) = 12‖x‖2p which is strongly convex w.r.t ‖ · ‖p with parameter p− 1, for p ∈ (1,2].
• h(x) = 12‖A‖2S(p), where ‖A‖S(p) =
(
min(n,m)∑
i=1
x(A)pi
) 1
p
is the Schatten lp norm for a matrix A with singular
values {x(A)i}min(n,m)i=1 . For any p ∈ (1,2], h is strongly convex w.r.t the Schatten lp norm with parameter
p− 1 ([20]).
It is worth noting that for the first two examples, subproblem (1.6) is reduced to a linear programming by
possibly adding more variables and/or linear constraints and hence it is equivalent to the subproblems of the
classical CG method. This type of subproblems can be solved very efficiently for special cases of the feasible set
like polytopes. Also, for the rest of the examples where h is strongly convex, subproblem (1.6) has a closed form
solution over their corresponding feasible sets i.e., simplex for the entropy function and the whole space for both
squared lp norm and the squared Schatten norm. For the latter, it is trivial that if X is any subset of the space
containing the solution of the unconstrained case, it also admits that closed form solution. Note also that unlike
the classical setting of the CG method, we can relax the boundedness assumption of the feasible set when h is
strongly convex.
We should point out that when h is strongly convex and the prox-function is set to h, difficulty of solving (1.6)
and (1.5) are comparable. However, the prox-function ω is usually considered to be continuously differentiable
which may not be true for h in our setting. For examples, squared lp norms (p ∈ (1, 2)) are not differentiable at
points with at least one zero component. Moreover, except for very common choices of strongly convex function h
like ‖ · ‖22, there seems no convergence analysis for this kind of algorithms when applied to (stochastic) composite
weakly smooth nonconvex problem. It is also worth noting the stepsize γ in (1.5) usually depends on the problem
parameters. On the other hand, since no stepsize is involved in (1.6), we can design a parameter free algorithm
which is computationally much cheaper per iteration, when h is strongly convex, than those include subproblems
in the form of (1.5) regardless of choice of the prox-function (see Algorithm 2 and the discussion after that for
more details).
While the iteration cost of the methods including subproblems in the form of (1.6) is comparable or even
better than that of the classical CG method for several examples of h and X (which some of them are mentioned
above), it generally lies between that of having linear programming in the subproblems and general proximal
type methods including subproblems in the form of (1.5). As we will show, the same fact holds for the iteration
complexity of these methods. However, methods including (1.6) can also achieve the iteration complexity of the
general proximal type methods under specific assumptions on problem (1.1) which consequently implies a better
total computational complexity. For example, assume that f is a smooth nonconvex function, h is the squared
lp norm, X is set to Rn, or the unit lp norm ball. Then, our proposed methods, as summarized in Table 1,
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achieve iteration complexity of O(1/ǫ) to find an ǫ-approximate stationary point of problem (1.1) while their
subproblems have closed form solutions. Hence, the total number of (sub)gradient computations is still bounded
by O(1/ǫ). On the other hand, a few proximal type algorithms like the (projected) gradient method achieve
the same O(1/ǫ) iteration complexity ([12]). However, when the prox-function in subproblem (1.5) is set to a
continuously differentiable strongly convex function like l2 norm squared, then one needs an iterative algorithm
to solve the subproblems. It can be easily verified that if the subproblems are solved within ǫ accuracy, then
the iteration complexity of the (projected) gradient method does not change. Since the objective function of the
subproblem in this example is nonsmooth and strongly convex, the (projected) subgradient method can solve it
within O(1/ǫ) number of iterations (subgradient computations of h). Therefore, the total number of (sub)gradient
computations for this method is bounded by O(1/ǫ2) which is worse than the above-mentionedO(1/ǫ) complexity
for our proposed methods.
Our contribution in this paper consists of the following three aspects. First, we present a conditional gradient
type (CGT) method for solving problem (1.1) which only differs from the classical CG method in incorporating
function h into the subproblems as shown in (1.6). We show that the number of iterations performed by the CGT
method to find an ǫ-approximate stationary point of problem (1.1), when gk is used as the termination criterion,
is bounded by
O
{
L
1
ν
ν
ǫ
1+ν
ν
}
, O
{(
Lν
ǫ
) 1
ν
log
1
ǫ
}
, (1.7)
when f is nonconvex or convex, respectively. In the former case, the first bound is similar to the one obtained
in [19] for a variant of the CGT method with different stepsizes. In the latter, the above second bound also
guarantees finding an ǫ-optimal solution of (1.1) and is in the same order, up to a logarithmic factor, of the one
obtained in [31] with a different stepsize policy. However, it is still worse than the optimal complexity bound
of O(ǫ−
2
1+3ν ) for the general first-order methods. Moreover, if h is strongly convex, then by using a different
stepsize policy, the above-mentioned bounds are, respectively, improved to
O
{(
L2ν
(µνǫ)1+ν
) 1
2ν
}
, O
{(
L2ν
µν(1+ν)ǫ1−ν
) 1
2ν
log
1
ǫ
}
. (1.8)
The first bound, disregarding µ, is the best-known iteration complexity achieved by the first-order methods when
applied to (composite) weakly smooth nonconvex problems. Recently, Ghadimi et al. [12] obtained a similar bound
for a class of uniformly optimal first-order methods. Note however, that while function h in (1.1) is assumed to
be only convex in [12], their algorithms include subproblems in the form of (1.5) for the choice of ω(x) = 12‖x‖22
and are more complicated than the CGT method. On the other hand, when f is convex, the second bound is
worse than the optimal complexity bound of O(ǫ
ν−1
1+3ν ) for first-order methods for minimizing the class of weakly
smooth strongly convex functions ([27,32,16]). Note however, that if f is smooth (ν = 1), it is reduced to the
optimal complexity bound O(log 1ǫ ) for solving smooth strongly convex problems. It should be also mentioned
that we have a unified analysis of the CGT method to obtain these bound in the sense that the same stepsize
policy is used regardless of the convexity of f . However, knowing the strong convexity of h helps us to get better
results by modifying the stepsize policy.
Second, while obtaining the above-mentioned complexity bounds requires explicitly estimating problem pa-
rameters Lν , ν, and µ, we also present two variants of the CGTmethod which relax such estimations. In particular,
when µ > 0, we equip the CGT method with a line search procedure which only uses the target accuracy as
a parameter in its implementation. On the other hand, since there is no stepsize involved in the subproblem
(1.6), this line search does not require any additional effort for computing extra gradients of f and/or solving
more subproblems. In this sense, this variant of the CGT method is computationally much cheaper per iteration
than the other parameter free algorithms like the ones in [12,32,30] using subproblems in the form of (1.5) for
solving weakly smooth problems. It is worth noting that such a parameter free algorithm is much more desirable
in a black-box optimization where only first-order information of f in (1.1) is given through an oracle and its
convexity and level of smoothness may not be exactly known. This variant of the CGT method achieves the same
complexity bounds in (1.8). Furthermore, we present another variant of the CGT method which does not require
h to be strongly convex, any line search procedure, and the target accuracy in advance. However, its complexity
bounds are slightly worse than the aforementioned ones for the CGT method.
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Finally, we consider problem (1.1) under stochastic setting where only noisy first-order information of f is
available via subsequent calls to a stochastic oracle (SO). More specifically, when SO receives xk ∈ X as the input
at the k-th call, it outputs stochastic gradient G(xk, ξk), where {ξk}k≥1 are random vectors whose distributions
Pk are supported on Ξk ⊆ Rd. The following assumption is made for the stochastic gradients returned by the
SO.
Assumption 1 For any x ∈ X and k ≥ 1, we have
a) E[G(x, ξk)] = f
′(x), (1.9)
b) E
[
‖G(x, ξk)− f ′(x)‖2∗
]
≤ σ2. (1.10)
We present a randomized stochastic CGT (RSCGT) method for solving problem (1.1) and show that the total
number of calls to the SO performed by this method to have E[gR] ≤ ǫ is bounded by
O
{
σ2
(
L1+νν
ǫ1+3ν
) 1
ν
}
, O
{
σ2
(
Lν
ǫ1+2ν
) 1
ν
}
, (1.11)
when f is nonconvex or convex, respectively. Here, the expectation is taken w.r.t ξ and R, where R is a discrete
random variable whose probability mass function is supported on {1, 2, . . . , N} for some given iteration limit
N ≥ 1. This type of randomized framework for stochastic optimization first was proposed by Ghadimi and Lan [9]
and later used in [11,10,3], for general stochastic approximation algorithms applying to smooth (un)constrained
problems. To the best of our knowledge, the complexity bounds in (1.11) seems to be the first ones for the
conditional gradient type methods when applied to stochastic weakly smooth nonconvex and convex problems.
Note that the first bound is reduced to O(1/ǫ4), when ν = 1, which is also recently obtained by [34] for the
classical CG method (h ≡ 0) when applied to stochastic smooth nonconvex problems1. Moreover, when h is
strongly convex, the above bounds are improved to
O

σ2
(
L1+2νν
(µǫ)
1+4ν
2
) 1
ν

 , O

σ2
(
Lν
(µǫ)
1+2ν
2
) 1
ν

 . (1.12)
The first bound is better than O(ǫ−
(1+ν)2
ν ) obtained in [19] (when h is convex) for a stochastic gradient type
method including subproblems in the form of (1.5) in which the Bregman distance function is replaced by ‖·‖1+ν
and under stronger assumption than Assumption 1.b). In addition, when ν = 1 and µ > 0, by using different
stepsize policy we can further improve the complexity bounds in (1.12) to
O
{
σ2L1
µ2ǫ2
}
, O
{
σ2L1
µ2ǫ
log
1
ǫ
}
.
Note that the first bound is in the same order of the one obtained in [11,10] for stochastic gradient type
algorithms, and the second one is optimal up to a logarithmic constant for solving stochastic smooth strongly
convex optimization problems in terms of dependence on the accuracy ǫ (see e.g., [26,8]). We should mention
that the bounds in are also obtained in [23] for a method using only linear optimization in subproblems when
applied to smooth stochastic optimization. A brief summary of comparing our results with the ones for conditional
gradient type methods when applied to weakly smooth optimization problems is given in Table 1.
Rest of the paper is organized as follows. In Section 2, we present the CGT method and its variants with
establishing their convergence properties for solving problem (1.1). In Section 3, we generalize some of our results
to the stochastic setting of problem (1.1). Finally, we conclude the paper by some remarks in Section 4.
Notation. For a differentiable function h : Rn → R, h′(x) is the gradient of h at x. More generally, when h
is a proper convex function, ph(x) ∈ ∂h(x) denotes a subgradient of h in the subdifferential set of h at x. For
x ∈ Rn and y ∈ Rn, 〈x, y〉 is the standard inner product in Rn, and ‖·‖ denotes a general norm unless otherwise is
1 [34] was released several months after releasing the first version of this work.
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Table 1 Complexity results for algorithms including subproblems in the form of (1.6) for finding an ǫ-approximate stationary
point (or optimal point when f is convex) of problem (1.1) when ν ∈ (0, 1].
Algorithms f h σ Complexity
[19] nonconvex convex 0 O(ǫ
−
1+ν
ν )
[31] convex
convex
0
O(ǫ
−
1
ν )
strongly convex O(ǫ−
1
2ν )
nonconvex
convex
0
O(ǫ−
1+ν
ν )
strongly convex O(ǫ−
1+ν
2ν )
convex
> 0
O(ǫ−
1+3ν
ν )
This paper strongly convex O(ǫ
−
1+4ν
2ν )
convex
0
O(ǫ−
1
ν log 1
ǫ
)
convex strongly convex O(ǫ
ν−1
2ν log 1
ǫ
)
convex
> 0
O(ǫ
−
1+2ν
ν )
strongly convex O(ǫ−
1+2ν
2ν )
mentioned. For any real number r, ⌈r⌉ and ⌊r⌋ denote the nearest integer to r from above and below, respectively.
We also denote the diameter of set X (whenever it is assumed to be bounded) by DX = maxx,y∈X ‖x−y‖. When
f is convex, an optimal solution of (1.1) is denoted by x∗ ∈ X and Ψ∗ = Ψ(x∗). O(1) also stands for a positive
constant.
2 Conditional gradient type methods for composite optimization
Our goal in this section is to present a conditional gradient type (CGT) method for solving problem (1.1). Note
that the classical CG method cannot be directly applied to this problem since h is not necessarily differentiable.
However, it is shown that if h is Lipschitz continuous, then it can be approximated by using some smoothing
techniques and hence the CG method can be used for solving problem (1.1) when f is smooth and convex [22].
Different from the classical CG method, we minimize summation of the (strongly) convex function h and a linear
approximation of function f in the subproblems of the CGT method.
Below we precisely describe the conditional gradient type (CGT) method.
Algorithm 1 The conditional gradient type (CGT) algorithm
Input: x0 ∈ X, {αk}k≥1 ∈ (0, 1].
0. Set y0 = x0 and k = 1.
1. Compute f ′(yk−1) and set
xk = w(f
′(yk−1)) := arg min
u∈X
{
〈f ′(yk−1), u〉+ h(u)
}
, (2.1)
yk = (1 − αk)yk−1 + αkxk, (2.2)
2. Set k ← k + 1 and go to step 1.
We now add a few remarks about the above algorithm. First, note that as mentioned above, the CGT method
only differs from the classical CG method in the existence of h in subproblem (2.1). As we will show, while this
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may make the subproblems harder to solve, it improves rate of convergence of the CG method when h is strongly
convex. Second, as mentioned in Section 1, there are several examples of h where solving (2.1) is not harder than
subproblems of the classical CG methods. Moreover, when h is strongly convex, by properly choosing stepsizes
αk, we can relax the boundedness assumption of feasible set X required in the setting of iterative methods
minimizing only linear approximation of the objective function at each iteration. Third, note that Algorithm 1 is
essentially the same as the ones proposed in [31,19]. However, we consider different assumptions on the objective
function and discuss different choices of stepsize policies for this algorithm which improve its existing complexity
bounds for solving both (strongly) convex and nonconvex problems. Finally, since f is possibly nonconvex in
(1.1), we need to define a different termination criterion to establish the convergence of Algorithm 1. To do so,
we can define gradient mapping at point xk ∈ X as
gX,k = gX (w(f
′(yk−1))) := yk−1 − xk. (2.3)
Note that the extra notation of w(·) will be helpful in our convergence analysis when we consider the stochastic
setting of problem (1.1). The equivalent definitions of the gradient mapping have been widely used based on the
updating step of different algorithms (see e.g., [29,10]). Note that by the optimality condition of (2.1) and for all
x ∈ X, we have
〈−[f ′(yk−1) + ph(xk)], x− xk〉 ≤ 0→ 〈−pΨ (xk), x− xk〉 ≤ 〈f ′(yk−1)− f ′(xk), x− xk〉. (2.4)
Moreover, if X is bounded, then by Cauchy-Schwarz inequality and (1.3), we have
〈f ′(yk−1)− f ′(xk), x− xk〉 ≤ ‖f ′(yk−1)− f ′(xk)‖∗‖x− xk‖ ≤ LvDX‖yk−1 − xk‖ν = LvDX‖gX,k‖ν . (2.5)
Hence, if ‖gX,k‖ ≤ [ǫ/(LvDX)]
1
ν , then xk is an ǫ-approximate stationary point of problem (1.1) i.e.,
〈−pΨ (xk), x− xk〉 ≤ ǫ ∀x ∈ X.
When f is convex, the above relation also implies Ψ(xk)− Ψ(x∗) ≤ ǫ.
Another termination criterion can be defined as
gk = g(w(f
′(yk−1))) := 〈f ′(yk−1), yk−1〉+ h(yk−1) +max
x∈X
{−〈f ′(yk−1), x〉 − h(x)}
= 〈f ′(yk−1), yk−1 − xk〉+ h(yk−1)− h(xk) ≥ 0, (2.6)
where the last equality is due to (2.1) and the inequality follows from convexity of h and (2.4). Similarly, for any
x ∈ X, we have
〈−f ′(yk−1), x− yk−1〉+ h(yk−1)− h(x) ≤ gk,
〈−f ′(yk−1), x− yk−1〉+ h(yk−1)− h(x) ≤ 〈−pΨ(yk−1), x− yk−1〉. (2.7)
Observe that if yk−1 is a stationary point of problem (1.1), then RHS of the above inequality is nonpositive for
all x ∈ X. Hence, setting x = xk, the LHS equals gk which becomes nonpositive and together with (2.6) imply
that gk is zero. Therefore, gk = 0 is a necessary condition for yk−1 to be a stationary point. Note, however, that
(2.4) implies that ‖gX,k‖ = 0 is a sufficient condition for xk(= yk−1) to be a stationary point. It can be also seen
that when h ≡ 0, both criteria are equivalent (at different points). In this case, gk will be the Frank-Wolf gap
defined in the literature of conditional gradient methods. Hence, it makes sense to consider it as a generalized
Frank-Wolf gap when h exists.
On the other hand, when f is convex, by (2.6) we have
gk = h(yk−1)+max
x∈X
{〈f ′(yk−1), yk−1−x〉−h(x)} ≥ h(yk−1)+max
x∈X
{f(yk−1)−[f(x)+h(x)]}= Ψ(yk−1)−Ψ(x∗), (2.8)
which implies that gk provides an upper bound on the optimality gap Ψ(yk−1)− Ψ(x∗). Next result summarizes
the relation between gk and gX,k . It should be pointed out that a similar result stating the relation between gk
and the gradient mapping for proximal methods have been proposed in [19] when h is only convex.
Lemma 1 Let {xk, yk}k≥0 be generated by Algorithm 1. Also, suppose that gX,k and gk are defined in (2.3) and (2.6),
respectively.
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a) If there exist positive constants Mf and Mh such that ‖f ′(x)‖∗ ≤Mf and ‖ph(x)‖∗ ≤Mh for any x ∈ X, then we
have gk ≤ (Mf +Mh)‖gX,k‖ ∀k ≥ 1.
b) If h is strongly convex with parameter µ > 0, then we have ‖gX,k‖2 ≤ 2gk/µ ∀k ≥ 1.
Proof. First, note that by (2.6), convexity of h, Cauchy-Schwarz, and triangle inequalities, we have
gk ≤ 〈f ′(yk−1)+ph(yk−1), yk−1−xk〉 ≤ ‖f ′(yk−1)+ph(yk−1)‖∗‖yk−1−xk‖ ≤ (‖f ′(yk−1)‖∗+‖ph(yk−1)‖∗)‖yk−1−xk‖,
which together with (2.3) and boundedness assumption on (sub)gradients of f and h imply part a). Second, by
(2.6), strong convexity of h, and optimality condition of (2.1), we have
gk ≥ 〈f ′(yk−1) + ph(xk), yk−1 − xk〉+ µ2 ‖yk−1 − xk‖
2 ≥ µ
2
‖yk−1 − xk‖2,
which together with (2.3) imply part b).
While, gk denotes a weaker notation of approximate stationary points than ‖gX,k‖ when X is bounded and h
is only convex, the latter cannot be theoretically guaranteed to be convergent. Furthermore, when h is strongly
convex with µ > 0, Lemma 1.b) implies that gk is an upper bound on ‖gX,k‖2. In this case, gk = 0 is a necessary
and sufficient condition for yk−1 to be a stationary point of problem (1.1). Therefore, to include more general
cases of h and X, we provide convergence analysis of Algorithm 1 and its variants based on gk throughout the
paper.
Below we establish main convergence properties of Algorithm 1.
Theorem 1 Suppose that the sequence {xk, yk}k≥0 is generated by Algorithm 1.
a) If stepsizes αk ∈ (0,1] are chosen such that
ανk ≤
(1 + ν)gk
4Lν‖xk − yk−1‖1+ν
∀k ≥ 1, (2.9)
then for any N ≥ 1, we have
N∑
k=1
αkgk ≤ 43 [Ψ(x0)− Ψ
∗]. (2.10)
If, in addition, f is convex, then we have
Ψ(yN )− Ψ∗
AN
+
N∑
k=1
αkgk
4Ak
≤ Ψ(x0)− Ψ∗, (2.11)
where
A0 = 1, AN =
N∏
k=1
(
1− αk
2
)
∀N ≥ 1. (2.12)
b) If h is strongly convex with parameter µ > 0 and stepsizes αk ∈ (0,1] are chosen such that
ανk ≤
(1 + ν)g
1−ν
2
k
4Lν
(
µ
2
) 1+ν
2 ∀k ≥ 1, (2.13)
then for any N ≥ 1, we still obtain (2.10) and (2.11) when f is nonconvex or convex, respectively.
Proof. We first show part a). Noting (1.4) and (2.2), we have
f(yk) ≤ f(yk−1) + 〈f ′(yk−1), yk − yk−1〉+ Lν1 + ν ‖yk − yk−1‖
1+ν
= f(yk−1)− αk
[
〈f ′(yk−1), yk−1 − xk〉 −
Lνα
ν
k
1 + ν
‖xk − yk−1‖1+ν
]
. (2.14)
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Also, noting (1.2) and (2.2), we have
h(yk) ≤ (1− αk)h(yk−1) + αkh(xk)−
αk(1− αk)µ
2
‖xk − yk−1‖2. (2.15)
Adding the above two inequalities and noting (2.6), we obtain
Ψ(yk) ≤ Ψ(yk−1)− αk
[
gk −
Lνα
ν
k
1 + ν
‖xk − yk−1‖1+ν +
(1− αk)µ
2
‖xk − yk−1‖2
]
, (2.16)
which after re-arranging the terms and noting (2.9) imply that
3αkgk
4
≤ Ψ(yk−1)− Ψ(yk) ∀k ≥ 1.
Summing up the above inequalities and noting the fact that Ψ∗ ≤ Ψ(yk) ∀k ≥ 0, we obtain (2.10). Moreover, if
f is convex, then by subtracting Ψ∗ from both sides of (2.16), we have
Ψ(yk)− Ψ∗ ≤ (1− αk2 )[Ψ(yk−1)− Ψ
∗] +
αk
2
[Ψ(yk−1)− Ψ∗]− αk
[
gk −
Lνα
ν
k
1 + ν
‖xk − yk−1‖1+ν
]
≤ (1− αk
2
)Ψ(yk−1)− αk
[
gk
2
− Lνα
ν
k
1 + ν
‖xk − yk−1‖1+ν
]
≤ (1− αk
2
)[Ψ(yk−1)− Ψ∗]−
αkgk
4
,(2.17)
where the second and third inequalities are followed by (2.8) and (2.9), respectively. Dividing both sides of the
above inequality by Ak, noting (2.12), summing them up, and re-arranging the terms, we obtain (2.11).
We now show part b). Suppose that h is strongly convex with parameter µ > 0. Then, by (2.3), Lemma 1.b),
and (2.16), we have
Ψ(yk) ≤ Ψ(yk−1)− αk
[
gk −
Lνα
ν
k
1 + ν
(
2gk
µ
) 1+ν
2
]
, (2.18)
which together with (2.13) and similarly to part a), imply (2.10) and (2.11).
Observe that the convergence results in Theorem 1 rely on the choice of stepsizes {αk}k≥1 which should
satisfy (2.9) or (2.13). Below we specialize these results for specific choices of stepsizes.
Corollary 1 Suppose that the sequence {xk, yk}k≥0 is generated by Algorithm 1 and a target accuracy ǫ > 0 is given.
a) Let X be bounded and stepsizes {αk} set to
αk =
(
gk
gk +
4Lν
1+ν ‖xk − yk−1‖1+ν
) 1
ν
∀k ≥ 1, (2.19)
then for any N ≥ 1, we have
g
Nˆ
≤ max
{
4 [Ψ(x0)− Ψ∗]
3Nα¯ǫ,ν
, ǫ
}
, (2.20)
where
Nˆ = arg min
k∈{1,...,N}
gk, (2.21)
and
α¯ǫ,ν =
(
ǫ
ǫ+ 4Lν1+νD
1+ν
X
) 1
ν
. (2.22)
If, in addition, f is convex, then we have
Ψ(y
Nˆ−1)− Ψ
∗ ≤ g
Nˆ
≤ max
{
4[Ψ(x0)− Ψ∗](1− α¯ǫ,ν2 )N
α¯ǫ,ν
, ǫ
}
. (2.23)
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b) If h is strongly convex with parameter µ > 0 and stepsizes {αk} are set to
αk =

 g
1−ν
2
k
g
1−ν
2
k
+ 4Lν1+ν
(
2
µ
) 1+ν
2


1
ν
∀k ≥ 1, (2.24)
then we have (2.20) in which α¯ǫ,ν is replaced by
αǫ,ν =

 ǫ
1−ν
2
ǫ
1−ν
2 + 4Lν
(1+ν)
(
2
µ
) 1+ν
2


1
ν
. (2.25)
With this replacement, we also obtain (2.23) when f is convex.
Proof. First, observe that the choice of stepsizes in (2.19) satisfies (2.9). Now, if there exists a k ∈ {1, . . . , N}
such that gk ≤ ǫ, then both (2.20) and (2.23) clearly hold due to (2.21). If this is not the case, then we must
have gk > ǫ k = 1, . . . , N which together with (2.22), and boundedness of X imply that
αk ≥ α¯ǫ,ν k = 1, . . . , N,
N∑
k=1
αkgk ≥
N∑
k=1
α¯ǫ,νgk ≥ Nα¯ǫ,νgNˆ . (2.26)
Hence, (2.20) still holds by noting (2.10). Second, noting (2.12) and the first inequality in (2.26), we have
AN =
N∏
k=1
(
1− αk
2
)
≤
N∏
k=1
(
1− α¯ǫ,ν
2
)
=
(
1− α¯ǫ,ν
2
)N
,
N∑
k=1
αk
2Ak
=
N∑
k=1
[
1
Ak
− 1−
αk
2
Ak
]
=
N∑
k=1
[
1
Ak
− 1
Ak−1
]
=
1
AN
− 1 ≥ α¯ǫ,ν
2
(
1− α¯ǫ,ν
2
)−N
. (2.27)
Combining the above relations with (2.8) under convexity of f , (2.11), and noting that Ψ(yN ) ≥ Ψ∗, we obtain
(2.23). Third, note that when µ > 0, the choice of stepsizes in (2.24) satisfies (2.13) and then (2.26), (2.27) hold
by replacing α¯ǫ,ν with αǫ,ν due to (2.25). Hence, (2.20) and (2.23) still hold with this replacement.
We now add a few remarks about the above results. First, observe that by (2.22), (2.25), and convexity of
the univariate function x→ xr(r > 1) on (0,∞), we have
1
α¯ǫ,ν
=
[
1 +
2LνD
1+ν
X
(1 + ν)ǫ
] 1
ν
≤ 2 1−νν

1 +
(
2LνD
1+ν
X
(1 + ν)ǫ
) 1
ν

 , 1
αǫ,ν
≤ 2 1−νν

1 +
(
4Lν
(1 + ν)ǫ
1−ν
2
) 1
ν (
2
µ
) 1+ν
2

 , (2.28)
which together with (2.20), imply that if stepsizes are set to (2.19), then the total number of iterations performed
by Algorithm 1 to have gk ≤ ǫ for at least one k, is bounded by
O(1)max

1,
(
LνD
1+ν
X
ǫ
) 1
ν


{
Ψ(x0)− Ψ∗
ǫ
}
. (2.29)
This bound (when the second term is the dominating one) is also obtained in [19] for Algorithm 1 with different
choice of stepsizes. Moreover, when f is convex, the above complexity bound is improved to
O(1)max

1,
(
LνD
1+ν
X
ǫ
) 1
ν


{
log
Ψ(x0)− Ψ∗
ǫ
+
1
ν
log
LνD
1+ν
X
ǫ
}
, (2.30)
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which also guarantees fining a solution x¯ ∈ X such that Ψ(x¯)−Ψ(x∗) ≤ ǫ. This bound, up to a logarithmic factor,
is similar to the bound O(ǫ−
1
ν ) bound obtained by Nesterov [31] for Algorithm 1 with different stepsize policy
not depending on the problem parameters. However, it is worse than the optimal complexity bound of O(ǫ−
2
1+3ν )
for general first-order methods applied to weakly smooth convex optimization problems [26].
Second, if µ > 0 and stepsizes are set to (2.19), then the complexity bound (2.29) is improved to
O(1)max
{
1,
(
L2ν
µv(1+ν)ǫ1−ν
) 1
2ν
}{
Ψ(x0)− Ψ∗
ǫ
}
. (2.31)
This bound (when the second term is the dominating one) is obtained by Ghadimi et al. [12] for a class
of gradient type methods when applied to weakly smooth nonconvex problems. However, their methods do not
require the knowledge of problem parameters in advance. It should be also mentioned that when ν = 1, (2.31)
is reduced to the best known complexity O(1/ǫ) for first-order methods when applied to smooth nonconvex
problems. Furthermore, observe that if f is convex (Ψ is strongly convex), then the bounds in (2.30) and (2.31)
are improved to
O(1)max
{
1,
(
L2ν
µv(1+ν)ǫ1−ν
) 1
2ν
}{
log
Ψ(x0)− Ψ∗
ǫ
+
1
ν
log
L2ν
µν(1+ν)ǫ1−ν
}
, (2.32)
which also guarantees fining a solution x¯ ∈ X such that Ψ(x¯)−Ψ(x∗) ≤ ǫ. This bound also much better than the
complexity of O(ǫ−
1
2ν ) obtained by Nesterov [31] for Algorithm 1 for solving strongly convex problem. However,
it is worse than the optimal complexity bound O(ǫ
ν−1
1+3ν ) for minimizing weakly smooth strongly convex problems
which is achieved by a few more complicated first-order methods [32,16]. It should be also mentioned that these
methods do not consider the composite setting. On the other hand, (2.32) guarantees linear rate of convergence
for Algorithm 1 when f is smooth, convex and h is strongly convex.
Finally, observe that our choices of stepsizes in (2.19) and (2.24) do not depend on the convexity of f which
provide unified analysis for Algorithm 1. Moreover, strong convexity of h significantly improves the existing
complexity bounds obtained by conditional gradient methods for both convex and nonconvex problems and
relaxes the boundedness assumption of the feasible set. On the other hand, these stepsize policies depend on the
problem parameters like ν and Lν which may not be known exactly. Below we present a variant of Algorithm 1
which does not require such knowledge of parameters in advance. It should be mentioned that convergence of
this algorithm can be only guaranteed when h is strongly convex.
Algorithm 2 The conditional gradient type algorithm with line search
Input: x0 ∈ X, {αk}k≥1 ∈ (0, 1], γ ∈ (0, 1), and δ > 0 .
0. Set y0 = x0 and k = 1.
1. Compute f ′(yk−1) and set xk to (2.1).
2. Set yk to (2.2) with the choice of
αk = γ
tk ∀k ≥ 1, (2.33)
where tk ≥ 1 is the smallest integer number such that
Ψ(yk) ≤ Ψ(yk−1)− αkgk + δαk (2.34)
holds, where gk is defined in (2.6).
3. Set k ← k + 1 and go to step 1.
Note that in the framework of the CGT method, yk is indeed a weighted average of xi i = 0, 1, . . . , k due
to (2.2). Hence, purpose of the line search procedure defined in (2.33) and (2.34) is to only find the appropriate
choice of αk to specify these weights and subproblem (2.1) is solve once at each iteration. Similar procedures
have been also used for weakly smooth convex and nonconvex problems in [30,12]. For each run of these line
search procedures, a new subproblem is to be solved and gradient computation of the objective function at a
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new point may be required. Note however, that our procedure does not require this additional effort and hence
it is computationally much cheaper per iteration.
In the next result, we show that the line search procedure defined in Step 2 of Algorithm 2 is run only for
a finite number of times and hence the complexity of this algorithm is similar to that of Algorithm 1 when h is
strongly convex.
Theorem 2 Suppose that the sequence {xk, yk}k≥0 is generated by Algorithm 2 and h is strongly convex with parameter
µ > 0. Then, the following statements hold.
a) The procedure (2.34) is well-defined in the sense that tk in (2.33) is finite for any k ≥ 1.
b) For any N ≥ 1, we have
N∑
k=1
αkgk ≤ Ψ(x0)− Ψ∗ + δ
N∑
k=1
αk. (2.35)
If, in addition, f is convex, then for any N ≥ 1, we have
Ψ(yN )− Ψ∗
AN
+
N∑
k=1
αkgk
2Ak
≤ Ψ(x0)− Ψ∗ + δ
N∑
k=1
αk
Ak
, (2.36)
where Ak is defined in (2.12).
Proof. We first show part a). Noting Lemma 1.b) and Ho¨lder inequality ab ≤ ap/p + bq/q with p = 21+ν and
q = 21−ν for ν ∈ (0,1), we have
Lν(αk‖xk − yk−1‖)1+ν
1 + ν
= αk
[
Lνα
ν
k‖xk − yk−1‖1+ν
1 + ν
(
(1− ν)
2δ
) 1−ν
2
][
2δ
(1− ν)
] 1−ν
2
≤ Lˆν,δα
1+3ν
1+ν
k
2
‖xk − yk−1‖2 + δαk, (2.37)
where
Lˆν,δ =


Lν[
2(1+ν)δ
1−ν
] 1−ν
2


2
1+ν
and Lˆ1,δ = lim
ν→1
Lˆν,δ = L1. (2.38)
Combining the above relation with (2.16), we obtain
Ψ(yk) ≤ Ψ(yk−1)− αkgk − αkµ2

1− αk − Lˆν,δα
2ν
1+ν
k
µ

 ‖xk − yk−1‖2 + δαk. (2.39)
Noting αk ≤ α
2ν
1+ν
k
due to the facts that ν, αk ∈ (0, 1], if
αk ≤

 1
1 +
Lˆν,δ
µ


1+ν
2ν
:= αδ,ν , (2.40)
then (2.39) clearly implies (2.34). Observe that the above upper bound on αk is fixed and less than 1. Hence,
this observation and (2.33) imply that the line search procedure defined in (2.34) is terminated in finite steps.
Moreover, assuming that (2.34) holds, part b) follows similarly to the proof of Theorem 1 and hence we skip the
details.
Observe that the line search procedure defined in Step 2 of Algorithm 2 is performed up to a constant number
⌈logαδ,ν/ log γ⌉ per iteration due to (2.40). Hence, if γ is small, then the line search terminates earlier. However,
this may lead to a conservative choice of αk. Therefore, a moderate choice like γ = 0.5 would perform well in
practice.
We specialize convergence of Algorithm 2 in the next result.
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Corollary 2 Suppose that the sequence {xk, yk}k≥0 is generated by Algorithm 2 and h is strongly convex with parameter
µ > 0. Then, for any N ≥ 1, we have
g
Nˆ
≤ Ψ(x0)− Ψ
∗
γNαδ,ν
+ δ, (2.41)
where Nˆ and αδ,ν are defined in (2.21) and (2.40), respectively.
If, in addition, f is convex, then we have
Ψ(y
Nˆ−1)− Ψ
∗ ≤ g
Nˆ
≤ 2
[
(1− γαδ,ν2 )N [Ψ(x0)− Ψ∗]
γαδ,ν
+ δ
]
. (2.42)
Proof. Noting that by (2.33) and (2.40), we have αk ≥ γαδ,ν , the results follow similarly to the proof of
Corollary 1 in which α¯ǫ,ν is replaced by γαδ,ν .
Observe that by (2.40) and similar to (2.28), we have
α−1δ,ν ≤ 2
1−ν
ν

1 +
(
Lˆν,δ
µ
) 1+ν
2ν

 ,
which together with the choice of δ = ǫ/4, (2.38), and (2.41) imply that the number of iterations performed
by Algorithm 2, to have gk ≤ ǫ for at least one k is bounded by (2.31) and (2.32) when f is nonconvex or
convex, respectively. However, these results are obtain without knowing problem parameters ν and Lν . Also note
that only positivity of µ is to be known and its value is not required in the implementation of Algorithm 2. It
should be also mentioned that, while such a prior knowledge of problem parameters is not required in [12] for
general first-order methods to obtain the similar bound for weakly smooth nonconvex problems, their line search
procedure is computationally more expensive than the one in (2.34) as mentioned before.
Below we present another variant of Algorithm 1 whose implementation is totally independent of all problem
parameters and we do not need to know whether h is strongly convex or fix the target accuracy in advance.
We should point out that while we do not need any knowledge about the problem parameters, the complexity
bounds of this algorithm are worse than the ones we obtained for Algorithm 2.
Algorithm 3 The folded conditional gradient type (FCGT) algorithm
Input: x0 ∈ X, {αk}k≥1 ∈ (0, 1], and {βk}k≥1 ∈ (0, 1].
0. Set the initial points y0 = x0 and k = 1.
1. Compute f ′(yk−1) and set xk to (2.1).
2. Set yk = argminx∈{yˆk,y˜k} Ψ(x), where
yˆk = (1− αk)yk−1 + αkxk,
y˜k = (1− βk)yk−1 + βkxk. (2.43)
2. Set k ← k + 1 and go to step 1.
Note that the above algorithm only differs from Algorithm 1 in updating the sequence {yk}k≥0. In particular,
two folded sequences {yˆk}k≥0 and {y˜k}k≥0 are generated by taking different convex combination of yk−1 and xk
and yk is set to the one with smaller objective value. This way of updating yk, as shown in the next result, allows
us to have stepsize policies which are totally independent of the problem parameters.
Theorem 3 Suppose that the sequence {xk, yk}k≥0 is generated by Algorithm 3 and X is bounded.
a) For any N ≥ 1, we have
N∑
k=1
βkgk ≤ Ψ(x0)− Ψ∗ + C¯ν
N∑
k=1
β1+νk , (2.44)
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where
C¯ν =
LνD
1+ν
X
(1 + ν)
. (2.45)
If, in addition, f is convex, then for any N ≥ 1, we have
Ψ(yN )− Ψ∗
AN
+
N∑
k=1
αkgk
2Ak
≤ Ψ(x0)− Ψ∗ + C¯ν
N∑
k=1
α1+ν
k
Ak
, (2.46)
where Ak is defined in (2.12).
b) If h is strongly convex with parameter µ > 0, then for any N ≥ 1, we have
N∑
k=1
βk(1− βk)gk ≤ Ψ(x0)− Ψ∗ +
µC2ν
2
N∑
k=1
β1+2νk , (2.47)
where
Cν = LνD
ν
X
µ(1 + ν)
. (2.48)
If, in addition, f is convex and stepsizes are chosen such that
αk ≤
6
7
∀k ≥ 1, (2.49)
then for any N ≥ 1, we have
Ψ(yN )− Ψ∗
AN
+
N∑
k=1
αkgk
2Ak
≤ Ψ(x0)− Ψ∗ + 7µC
2
ν
2
N∑
k=1
α1+2ν
k
Ak
. (2.50)
Proof. We first show part a). Noting (2.43), the facts that Ψ(yk) ≤ Ψ(yˆk), Ψ(yk) ≤ Ψ(y˜k), boundedness of X,
similar to (2.16), and (2.17), we obtain
Ψ(yk) ≤ Ψ(y˜k) ≤ Ψ(yk−1)− βkgk +
Lνβ
1+ν
k
1 + ν
D1+νX ,
Ψ(yk)− Ψ∗ ≤ Ψ(yˆk)− Ψ∗ ≤ (1− αk2 )[Ψ(yk−1)− Ψ(x
∗)]− αk
2
gk +
Lνα
1+ν
k
1 + ν
D1+νX .
when f is nonconvex and convex, respectively. Then, (2.44) and (2.46) are followed similarly to the proof of
Theorem 1.a) by noting (2.45).
We now show part b). By the fact that ab ≤ a2/2 + b2/2, we have
Lνm
1+ν
1
1 + ν
‖xk − yk−1‖1+ν ≤
(m2Lν)
2m1+2ν1
2µ(1 + ν)2
‖xk − yk−1‖2ν +
µm1
2m22
‖xk − yk−1‖2 (2.51)
for some m1 > 0 and m2 ∈ R. Combining the above relation with the choice of m1 = βk, m2 = 1, (2.43), and
(2.16) in which αk is replaced with βk, we have
Ψ(yk) ≤ Ψ(y˜k) ≤ Ψ(yk−1)− βkgk +
µβ2k
2
‖xk − yk−1‖2 +
L2νβ
1+2ν
k
2µ(1 + ν)2
‖xk − yk−1‖2ν
≤ Ψ(yk−1)− βk(1− βk)gk +
L2νβ
1+2ν
k
D2νX
2µ(1 + ν)2
, (2.52)
where the second inequality follows from Lemma 1.b) and boundedness of X. Summing up the above inequalities
and re-arranging the terms, and in the view of (2.48), we obtain (2.47). Moreover, if f is convex, then by (2.43),
(2.51) with the choice of m1 = αk, m2 =
√
7, and similar to (2.17), we obtain
Ψ(yk)− Ψ∗ ≤ (1−
αk
2
)[Ψ(yk−1)− Ψ(x∗)]−
αk
2
gk −
αk(6− 7αk)µ
14
‖xk − yk−1‖2 +
7L2να
1+2ν
k
2µ(1 + ν)2
‖xk − yk−1‖2ν (2.53)
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Dividing both sides of the above inequality by Ak, summing them up, noting boundedness of X, (2.49), and in
the view of (2.48), we have (2.50).
In the next result, we specify the choice of stepsizes βk and αk to specialize the rate of convergence of
Algorithm 3 when applied to nonconvex or (strongly) convex problems defined in (1.1).
Corollary 3 Suppose that the sequence {xk, yk}k≥0 is generated by Algorithm 3 and X is bounded.
a) If stepsizes are set to
βk =
1
2Nq
k = 1, 2, . . . , N (2.54)
for some q ∈ (0,1), then for any N ≥ 1, we have
g
Nˆ
≤ 2[Ψ(x0)− Ψ
∗]
N1−q
+
C¯ν
(2Nq)ν
, (2.55)
where Nˆ is defined in (2.21). If, in addition, f is convex and stepsizes are set
α1 =
6
7
, αk =
6
k + 5
∀k ≥ 2, (2.56)
then for any N ≥ 1, we have
Ψ(y
Nˆ−1)− Ψ
∗ ≤ g
Nˆ
≤ 160[Ψ(x0)− Ψ
∗]
(N + 3)3
+
27 · 6ν C¯ν
(N + 5)ν
. (2.57)
b) If h is strongly convex with parameter µ > 0 and βk is set to (2.54), then we have
g
Nˆ
≤ 4[Ψ(x0)− Ψ
∗]
N1−q
+
µC2ν
(2Nq)2ν
. (2.58)
If, in addition, f is convex and (2.56) holds, then we have
Ψ(y
Nˆ−1)− Ψ
∗ ≤ g
Nˆ
≤ 160[Ψ(x0)− Ψ
∗]
(N + 3)3
+
14 · 62νµC2ν
(N + 5)2ν
. (2.59)
Proof. First, note that by (2.54), we have
N∑
k=1
βk =
N1−q
2
,
N∑
k=1
βk(1− βk) =
N∑
k=1
1
2Nq
(
1− 1
2Nq
)
≥
N∑
k=1
1
4Nq
=
N1−q
4
,
N∑
k=1
β1+νk =
N∑
k=1
N1−q−qν
21+ν
,
N∑
k=1
β1+2νk =
N1−q−2qν
21+2ν
,
which together with (2.44) and (2.47) imply (2.55) and (2.58), respectively.
Second, noting (2.56) and (2.12), we obtain
Ak =
4
7
k∏
i=2
i+ 2
i+ 5
=
480
7(k+ 3)(k+ 4)(k+ 5)
,
N∑
k=1
αk
2Ak
=
1
AN
− 1 ≥ (N + 3)(N + 4)(N + 5)
160
,
N∑
k=1
α1+2ν
k
Ak
≤
N∑
k=1
7 · 62ν(k + 3)(k+ 4)
80(k+ 5)2ν
≤ 6
2ν
11
N∑
k=1
(k+ 4)2−2ν ≤ 6
2ν
11
∫ N+1
1
(x+ 4)2−2νdx
=
62ν [(N + 5)3−2ν − 53−2ν ]
11(3− 2ν) ≤ 6
2ν−1(N + 3)(N + 4)(N + 5)1−2ν ,
N∑
k=1
α1+ν
k
Ak
≤
N∑
k=1
7 · 6ν(k+ 3)(k+ 4)
80(k+ 5)ν
≤ 6ν−1(N + 3)(N + 4)(N + 5)1−ν , (2.60)
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which together with (2.46) and (2.50) imply (2.57) and (2.59), respectively.
We now add a few remarks about the above results. First, note that rate of convergence of Algorithm 3
when f is nonconvex depends on the choice of q. In particular, (2.55) implies that the total number of iterations
required by this method to have gk ≤ ǫ for at least one k, is bounded by
O(1)


(
Ψ(x0)− Ψ∗
ǫ
) 1
1−q
+
(
LνD
1+ν
X
ǫ
) 1
qν

 . (2.61)
Observe that the best choice is q = 11+ν which reduces the above bound to the order of the one in (2.29). However,
Algorithm 3 is assumed to be implemented without knowing any problem parameters and hence (2.61) would
be worse than (2.29). It should be also mentioned that the above observation suggests to confine the range of q
and have q ∈ [1/2,1) to get better a complexity bound. Moreover, when f is convex, then (2.57) implies that the
iteration complexity of Algorithm 3 to find and ǫ-optimal solution of problem (1.1) is bounded by
O(1)


(
Ψ(x0)− Ψ∗
ǫ
) 1
3
+
(
LνD
1+ν
X
ǫ
) 1
ν

 , (2.62)
which is in the same order of (2.30). However, the above bound is obtained without knowing any problem
parameters. It should be mentioned that this bound (disregarding the first term) is also obtained by Nesterov in
[31] for Algorithm 1 when f is convex. However, our choice of stepsizes and analysis in the MCGT method as a
variant of Algorithm 1 is slightly different.
Second, when f is possibly nonconvex and h is strongly convex, (2.58) implies that the bound in (2.61) is
improved to
O(1)
{(
Ψ(x0)− Ψ∗
ǫ
) 1
1−q
+
(
LνD
ν
X
µ
√
ǫ
) 1
qν
}
, (2.63)
which is worse than the one in (2.31). Similar to the aforementioned observation, (2.63) also suggests to confine
the range of q to q ∈ [1/3,1). Furthermore, when f is convex, then (2.50) implies that that the bound in (2.61)
is improved to
O(1)
{(
Ψ(x0)− Ψ∗
ǫ
) 1
3
+
(
LνD
ν
X
µ
√
ǫ
) 1
ν
}
. (2.64)
This bound, when the second term is the dominating one, is also obtained in [31]. Although, the above bound is
still worse than the one in (2.32), it is obtained without knowing any problem parameter or doing any line search
procedure. It is worth noting that in this case, we need boundedness of the feasible set even when h is strongly
convex.
On the other hand, if we know the problem parameters, it is possible to modify Algorithm 3 and obtain better
results when µ > 0. In particular, we can properly shrink the feasible set and restart Algorithm 3 to achieve the
complexity bound in (2.32) with the logarithmic factor. However, it requires knowing problem parameters and
solving subproblems of (2.1) over the intersection of the feasible set and a ball around the current search point.
Hence, this algorithm has limitation in practice and we skip its presentation for sake of simplicity.
3 Stochastic Conditional gradient type method for composite optimization
In this section, we would like to generalize the algorithms presented in Section 2 for solving problem (1.1) under
stochastic setting. In particular, we assume that only noisy information of f is available through the stochastic
oracle (SO) satisfying Assumption 1. Moreover, we consider ‖ · ‖ as the norm associated with the inner product
in Rn throughout this section.
Below we present a stochastic variant of Algorithm 1 for solving (1.1).
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Algorithm 4 The randomized stochastic conditional gradient type (RSCGT) algorithm
Input: x0 ∈ X, {αk}k≥1 ∈ (0, 1], an iteration limit N ≥ 1, probability mass function (PMF) PR(·) supported on {1, 2, . . . , N},
and sequence of positive integer numbers {bk}k≥1.
0. Set y0 = x0, k = 1, and generate random variable R according to PR(·).
For k = 1, 2, . . . , R:
1. Call the stochastic oracle bk times to compute
G¯(yk−1, ξk) =
∑bk
i=1G(yk−1, ξi,k)
bk
. (3.1)
2. Set
xk = w(G¯(yk−1, ξk)) = arg min
u∈X
{
〈G¯(yk−1, ξk), u〉+ h(u)
}
, (3.2)
and yk to (2.2).
End
Note that the above algorithm differs from Algorithm 1 in two aspects. First, replacing the true gradient of f
by its stochastic approximation given in (3.1). While this average of stochastic gradients is an unbiased estimator
for the true gradient of f , it has reduced variance with respect to the individual ones. More specially, denoting
∆i,k = G(yk−1, ξi,k)− f ′(yk−1) and under Assumption 1, we have
E[G¯(yk−1, ξk)] =
∑bk
i=1 E[G(yk−1, ξi,k)]
bk
= f ′(yk−1),
E
[
‖G¯(yk−1, ξk)− f ′(yk−1)‖2∗
]
=
1
b2
k
E
[
‖
bk∑
i=1
∆i,k‖2∗
]
≤ σ
2
bk
, (3.3)
where the last inequality follows from the fact that E
[
〈∑bk−1i=1 ∆i,k, ∆bk,k〉|∑bk−1i=1 ∆i,k] = 0.
Second, Algorithm 4 is terminated according to the random variable R since Nˆ in (2.21) is not computable
under stochastic setting. Hence, this algorithm consists of two levels of randomness: ξ coming from the stochastic
oracle and R imposed for terminating the algorithm. This randomization scheme is the current practice for
establishing rate of convergence of stochastic algorithms for nonconvex problems. As mentioned in Section 1, it
was first proposed by Ghadimi and Lan in [9] for smooth unconstrained stochastic optimization and later used
for constrained and composite optimization (see e.g., [11,10,3]).
Noting subproblem (3.2), we can define stochastic generalized Frank-Wolf gap (g˜k) which will not be useful
in our analysis. Hence, we still use (2.6) with w(f ′(yk−1)) to establish convergence of Algorithm 4. Note however,
that this quantity is not available under stochastic setting and it is only used to provide convergence analysis.
Moreover, we cannot generalize the analysis used in Theorem 1 for the weakly smooth stochastic problems due
to the dependence of the stepsizes on g˜k. Therefore, we use different stepsize policies to establish convergence
analysis of Algorithm 4. It is also worth noting that, when ν = 1 and h is strongly convex, then stepsizes similar
to those used in Theorem 1 only depend on problem parameters and give us a better rate of convergence. Hence,
in addition to the general results, we also present specific rates of convergence when ν = 1 and µ > 0.
In the next result, we provide main convergence analysis of Algorithm 4.
Theorem 4 Suppose that the sequence {xk, yk}k≥0 is generated by Algorithm 4 and X is bounded.
a) Assume that DX ≥ 1 (for simplicity) and let R be a discrete random variable whose PMF is given by
PR(R = k) =
αk∑N
k=1 αk
k = 1, . . . , N (3.4)
for some given iteration limit N ≥ 1. Then, we have
Eξ[N ],R [gR] ≤
Ψ(x0)− Ψ∗ +
∑N
k=1
[
2LνD
2
Xα
1+ν
k
(1+ν) +
(1+ν)σ2α1−ν
k
4Lνbk
]
∑N
k=1 αk
. (3.5)
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If f is convex and PR(·) is given by
PR(R = k) =
αkA
−1
k∑N
k=1 αkA
−1
k
k = 1, . . . , N, (3.6)
then we have
Eξ[N ],R
[
Ψ(yR−1)− Ψ∗
] ≤ Eξ[N ],R[gR] ≤
2
{
Ψ(x0)− Ψ(x∗) +
∑N
k=1
[
2LνD
2
Xα
1+ν
k
(1+ν)Ak
+
(1+ν)σ2α1−ν
k
4LνbkAk
]}
∑N
k=1 αkA
−1
k
, (3.7)
where Ak is defined in (2.12).
b) Assume that h is strongly convex with parameter µ > 0, and stepsizes are chosen such that
αk ≤ 67 ∀k ≥ 1. (3.8)
If PR(·) is given by (3.4), then we have
Eξ[N ],R [gR] ≤
Ψ(x0)− Ψ∗ +
∑N
k=1
[
7µC2να
1+2ν
k
2 +
σ2αk
2µbk
]
∑N
k=1 αk
, (3.9)
where Cν is defined in (2.48).
If, in addition, f is convex and PR(·) is given by (3.6), then we have
Eξ[N ],R
[
Ψ(yR−1)− Ψ(x∗)
] ≤ Eξ[N ],R[gR] ≤ 2
{
Ψ(x0)− Ψ∗ +
∑N
k=1
[
7µC2να
1+2ν
k
2Ak
+ σ
2αk
2µbkAk
]}
∑N
k=1 αkA
−1
k
. (3.10)
Proof. We first show part a). Noting optimality condition of (3.2), (strong) convexity of h, for any u ∈ X and
some ph ∈ ∂h(xk), we have
〈f ′(yk−1) +∆k + ph, u− xk〉 ≥ 0,
h(u) ≥ h(xk) + 〈ph, u− xk〉+ µ2 ‖u− xk‖
2,
where ∆k = G¯(yk−1, ξk)− f ′(yk−1). Summing up the above inequalities, we obtain
〈f ′(yk−1) +∆k, xk − u〉+ h(xk) + µ2 ‖xk − u‖
2 ≤ h(u) ∀u ∈ X. (3.11)
Letting u = w(f ′(yk−1)) (the solution of the subproblem when true gradient is used) in the above inequality,
multiplying it by αk, adding it up with (2.14), and (2.15), we obtain
Ψ(yk) ≤ Ψ(yk−1)− αk
[〈f ′(yk−1), yk−1 − w(f ′(yk−1))〉+ h(yk−1)− h(w(f ′(yk−1)))]+ Lνα1+νk1 + ν ‖xk − yk−1‖1+ν
+ αk〈∆k, w(f ′(yk−1))− xk〉 − µαk2
[
‖w(f ′(yk−1))− xk‖2 + (1− αk)‖xk − yk−1‖2
]
= Ψ(yk−1)− αkgk +
Lνα
1+ν
k
1 + ν
‖xk − yk−1‖1+ν + αk〈∆k, w(f ′(yk−1))− xk〉
− µαk
2
[
‖w(f ′(yk−1))− xk‖2 + (1− αk)‖xk − yk−1‖2
]
(3.12)
≤ Ψ(yk−1)− αkgk +
Lνα
1+ν
k
1 + ν
[
‖xk − yk−1‖1+ν + ‖w(f ′(yk−1))− xk‖2
]
+
(1 + ν)α1−ν
k
‖∆k‖2
4Lν
≤ Ψ(yk−1)− αkgk +
2Lνα
1+ν
k
D2X
1 + ν
+
(1 + ν)α1−ν
k
‖∆k‖2
4Lν
, (3.13)
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where the second inequality follows from the fact that
αk〈∆k, w(f ′(yk−1))−xk〉 ≤ αk‖∆k‖∗‖xk−w(f ′(yk−1))‖ ≤
m3α
2m4
k
2
‖xk−w(f ′(yk−1))‖2+
α
2(1−m4)
k
2m3
‖∆k‖2∗, (3.14)
with m3 =
2Lν
1+ν , m4 =
1+ν
2 , and the last inequality follows from the assumption that DX ≥ 1. Taking expectation
from both sides of the above inequality, re-arranging the terms, summing them up, diving both sides by
∑N
k=1 αk,
noting (3.3), and in the view of
Eξ[N ],R [gR] =
∑N
k=1 Eξ[N ]αkgk∑N
k=1 αk
,
we obtain (3.5). If f is convex, then (3.7) follows similarly to the proof of (2.46) by noting (2.8), (3.13), and (3.6).
We now show part b). Noting (3.12), (3.14) (m3 = µ, m4 = 1/2), and (2.51) (m1 = αk, m2 =
√
7), we have
Ψ(yk) ≤ Ψ(yk−1)− αkgk −
αk(6− 7αk)µ
14
‖xk − yk−1‖2 +
L2να
1+2ν
k
µ(1 + ν)2
‖xk − yk−1‖2ν + αk‖∆k‖
2
∗
2µ
≤ Ψ(yk−1)− αkgk +
7L2να
1+2ν
k
D2νX
2µ(1 + ν)2
+
αk‖∆k‖2∗
2µ
, (3.15)
where the second inequality follows from (3.8) and boundedness of X. Rest of the proof is similar to part a) and
hence we skip the details.
In the next result, we specialize rate of convergence of Algorithm 4 by specifying the choice of stepsizes.
Corollary 4 Suppose that the sequence {xk, yk}k≥0 is generated by Algorithm 4 and X is bounded.
a) If stepsizes, batch sizes, and the iteration limit are set to
αk =
1
N0(ǫ)
1
1+ν
, bk = b¯ǫ =
⌈
(1 + ν)σ2Df,X
Lνǫ2
⌉
∀k ≥ 1, N0(ǫ) =
⌈(
2Df,X
ǫ
) 1+ν
ν
⌉
(3.16)
for some Df,X ≥ Ψ(x0) − Ψ∗ + (2LνD2X )/(1 + ν) and a given target accuracy ǫ > 0. Then, the total required
number of calls to the stochastic oracle to have E[gR] ≤ ǫ, where R is uniformly distributed over {1, 2, . . . , N0(ǫ)},
is bounded by
b¯ǫN0(ǫ) =
O(1)σ2D
1+2ν
ν
f,X
Lνǫ
1+3ν
ν
. (3.17)
If f is convex, the stepsizes are set to (2.56), PR(·) is given by (3.6), batch sizes, and the iteration limit are set to
bk =
⌈(
(1 + ν)σ(k+ 3)ν
22ν+1.5LνDX
)2⌉
∀k ≥ 1, N1(ǫ) =
⌈
4
(
216LνD
2
X
(1 + ν)ǫ
) 1
ν
⌉
, (3.18)
and assuming Ψ(x0)− Ψ∗ ≤ O(N1(ǫ)3−νLνD2X ) (for simplicity), then the complexity bound in (3.17) is improved
to
bǫN1(ǫ) = O(1)σ2
(
LνD
2+2ν
X
ǫ1+2ν
) 1
ν
, (3.19)
which also guarantees E [Ψ(yR−1)− Ψ(x∗)] ≤ ǫ.
b) If µ > 0, stepsizes, batch sizes, and the iteration limit are set to
αk =
6
7N2(ǫ)
1
1+2ν
bk = bǫ =
⌈
2σ2
µǫ
⌉
∀k ≥ 1, N2(ǫ) =


(
14
3ǫ
[
Ψ0 − Ψ∗
3
+ µ
(
6νCν
7ν
)2]) 1+2ν2ν  , (3.20)
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then the complexity bound in (3.17) is improved to
bǫN2(ǫ) =
O(1)σ2
µǫ
1+4ν
2ν
[
Ψ(x0)− Ψ∗ + L
2
νD
2ν
X
µ
] 1+2ν
2ν
. (3.21)
If, f is convex, stepsizes are set to (2.56), the iteration limit is set to
N3(ǫ) =
⌈(
56 · 36νµC2ν
ǫ
) 1
2ν
⌉
, (3.22)
and assuming Ψ(x0)−Ψ∗ ≤ O(µC2νN3(ǫ)3−2ν) (for simplicity), then the complexity bound in (3.19) is improved to
bǫN3(ǫ) =
O(1)σ2L
1
ν
ν DX
(µǫ)
1+2ν
2ν
. (3.23)
Moreover, this bound guarantees E [Ψ(yR−1)− Ψ(x∗)] ≤ ǫ.
Proof. By (3.4) and choice of αk in (3.16) we have R is uniformly distributed and together with (3.5), we
obtain
Eξ[N ],R [gR] ≤
Ψ(x0)− Ψ∗ + 2LνD2X/(1 + ν)
N0(ǫ)
ν
1+ν
+
(1 + ν)σ2N0(ǫ)
ν
1+ν
4Lν b¯ǫ
.
Replacing choices of batchsizes and the iteration limit given by (3.16), in the above relation, we clearly have
E[gR] ≤ ǫ. Hence, (3.17) follows from the fact that the total number of calls to the SO is bounded by
∑N
k=1 bk =∑N0(ǫ)
k=1 b¯ǫ = b¯ǫN0(ǫ). Moreover, If f is convex, then combining (2.56), (3.6), (3.7), (3.18), and similarly to the
proof of Corollary 3.a, we obtain (3.19) which also guarantees E [Ψ(yR−1)− Ψ(x∗)] ≤ ǫ.
Part b) follows similarly and hence we skip the details.
We now add a few remarks about the above results. First, note that the framework of Algorithm 3 cannot
be directly generalized to the stochastic setting. More specifically, since we do not know the exact value of the
objective function Ψ , taking that minimum in Step 2 of this algorithm requires much computational effort under
stochastic setting. Hence, we use different stepsize policies for both nonconvex and (strongly) convex cases in the
above result which lead to different complexity bounds.
Second, the complexity bound in (3.17) seems to be the first one for solving stochastic nonconvex weakly
smooth optimization problems obtained by the class of algorithms including subproblems in the form (1.6). When
ν = 1, this bound is reduced to O(ǫ−4) which is in the same order of the one achieved by a stochastic CG method
in [34] for smooth nonconvex problems (h ≡ 0). Moreover, when h is strongly convex, (3.17) is improved to
(3.21) which is also better than the complexity of O(ǫ−
(1+ν)2
ν ) obtained for a gradient type method including
subproblems in the form (1.5) in which the Bregman distance function is replaced by ‖ · ‖1+ν and under the
boundedness assumption of higher momentums of the stochastic error in gradient estimations ([19]).
Third, when f is convex, (3.19) seems to be the first complexity bound of CGT methods for solving stochastic
convex weakly smooth optimization problems. When ν = 1, this bound is O(ǫ−3) which is worse than O(ǫ−2)
obtained in [23] for a conditional gradient method skipping computing stochastic gradients for some iterations.
When Ψ is strongly convex, (3.19) is improved to (3.23) and it reduces to O(ǫ−1.5) for solving stochastic strongly
convex smooth optimization problems. Note however, that this bound is still worse than the optimal complexity
O(ǫ−1) for stochastic first-order methods. In the rest of this section, we provide a different choice of stepsizes for
Algorithm 4 to achieve the aforementioned optimal complexity bound when ν = 1 and µ > 0.
Theorem 5 Suppose that the sequence {xk, yk}k≥0 is generated by Algorithm 4, h is strongly convex with parameter
µ > 0, f has Lipschitz continuous gradient i.e., ν = 1 in (1.3) and (1.4), the stepsizes satisfy
αk ≤
µ
L1 + µ
∀k ≥ 1, (3.24)
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and PR(·) is given by (3.4). Then, we have
Eξ[N ],R [gR] ≤
Ψ(x0)− Ψ∗ + σ
2
2µ
∑N
k=1
αk
bk∑N
k=1 αk
(3.25)
If, in addition, f is convex and PR(·) is given by (3.6), then we have
Eξ[N ],R
[
Ψ(yR−1)− Ψ(x∗)
] ≤ Eξ[N ],R[gR] ≤ 2[Ψ(x0)− Ψ
∗] + σ
2
µ
∑N
k=1
αk
bkAk∑N
k=1 αkA
−1
k
, (3.26)
where Ak is defined in (2.12)
Proof. By (3.12) and (3.14) (with m3 = µ, m4 = 1/2), we have
Ψ(yk) ≤ Ψ(yk−1)− αkgk −
αk[µ− (µ+ L1)αk]
2
‖xk − yk−1‖2 + αk‖∆k‖
2
∗
2µ
≤ Ψ(yk−1)− αkgk + αk‖∆k‖
2
∗
2µ
,
where the second inequality follows from (3.24). Rest of the proof is similar to that of Theorem 4.a) and hence
we skip the details.
In the next result, we specify the appropriate choice of stepsizes for Algorithm 4 when f is smooth.
Corollary 5 Suppose that the sequence {xk, yk}k≥0 is generated by Algorithm 4, h is strongly convex with µ > 0, and
f has Lipschitz continuous gradient. If batch sizes are set to (3.20), stepsizes, and the iteration limit are set to
αk = α¯ =
µ
L1 + µ
, ∀k ≥ 1, N4(ǫ) =
⌈
4(µ+ L1)[Ψ(x0)− Ψ∗]
3µǫ
⌉
(3.27)
for a given ǫ > 0, then the total required number of calls to the stochastic oracle to have E[gR] ≤ ǫ, where R is uniformly
distributed over {1, 2, . . . , N4(ǫ)}, is bounded by
bǫN4(ǫ) = O(1)
(
(µ+ L1)σ
2[Ψ(x0)− Ψ∗]
µ2ǫ2
)
. (3.28)
If, in addition, f is convex, PR(·) is given by (3.6), and the iteration limit is set to
N5(ǫ) =
⌈
2(µ+ L1)
µ
log
(
4(µ+ L1)[Ψ(x0)− Ψ∗]
µǫ
)⌉
, (3.29)
then the complexity bound in (3.28) is improved to
bǫN5(ǫ) = O(1)
(
(µ+ L1)σ
2
µ2ǫ
log
[
(µ+ L1)[Ψ(x0)− Ψ(x∗)]
µǫ
])
. (3.30)
Moreover, the above bound guarantees E [Ψ(yR−1)− Ψ(x∗)] ≤ ǫ.
Proof. The results are followed similarly to that of Corollary 4 by noting (3.27) and (2.27).
Note that, the bound in (3.28) is better than the one in (3.21) when ν = 1 and after disregarding µ, it is the
best known complexity of first-order methods when applied to smooth nonconvex stochastic programming (see
e.g., [9,11,10]). Moreover, when f is convex, the complexity bound in (3.30) is also better than the one in (3.23)
and it is indeed optimal up to a logarithmic constant for solving smooth strongly convex stochastic optimization
[26].
It should be also pointed out that while all of the complexity bounds in this section are presented for
expectation results, we can simply use Markov’s inequality to provide similar bounds to have Prob {gk ≥ ǫ} ≤ Λ
in a single run of these algorithms. In particular, these large-deviation bounds are obtained with replacing ǫ by
ǫΛ in their associated expectation complexity bounds. However, we can improve dependence of these bounds on
Λ by designing a two-phase variant of the RSCGT method which consists of several runs of the RSCGT method
in the first phase and choosing the best solution among these runs as the output in the second phase (see e.g.,
[9,12] for similar two-phase variants of randomized stochastic (projected) gradient methods for smooth problems
in more details).
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4 Concluding remarks
In this paper, we present conditional gradient type methods for solving a class of composite nonlinear optimization
problems defined in (1.1). We present a unified analysis for both nonconvex and (strongly) convex problems in
the sense that our proposed method achieves the best-known complexity for nonconvex problems, and its rate of
convergence is (nearly) optimal if f is convex. We also present a few variants of this method which do not require
the knowledge of problem parameters. Since there is no stepsize involved in the subproblems of these methods,
their computational efforts are much cheaper per iteration than those of the existing parameter free proximal
type methods. Moreover, we consider problem (1.1) under stochastic setting where only noisy information of f
is available and provide complexity of our generalized methods to this setting. To the best of our knowledge,
this is the first time that such complexity results of CGT methods are presented for stochastic weakly smooth
optimization.
Acknowledgement: The author is very grateful to the associate editor and the anonymous referees for their
valuable comments for improving the quality and exposition of the paper.
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