We consider the problem of counting the number of answers to a first-order formula on a finite structure. We present and study an extension of first-order logic in which algorithms for this counting problem can be naturally and conveniently expressed, in senses that are made precise and that are motivated by the wish to understand tractable cases of the counting problem.
I. INTRODUCTION

A. Overview
The computational problem of evaluating a logical formula on a finite relational structure is of central interest in database theory and logic. In the context of database theory, this problem is often referred to as query evaluation, as it models the posing of a query to a database, in a well-acknowledged way: the formula represents the query, and the structure represents the database. We refer to the results of such an evaluation as answers; logically, these are the satisfying assignments of the formula on the structure. The particular case of this problem where the formula is a sentence is known as model checking.
In the sequel, we assume by default that (unless otherwise specified) all formulas and sentences under discussion are firstorder and relational.
This article concerns the problem of counting query answers: given a first-order formula and a finite structure, output the number of answers (for previous studies, see for example the works [1] , [2] , [3] , [4] ). This problem is a counting version of query evaluation, and generalizes model checking, which can be viewed as the particular case thereof where one is given a sentence and structure, and wants to decide if the number of answers is 1 or 0, corresponding to whether or not the empty assignment is satisfying. Motivation for studying this counting problem stems both from basic and fundamental interest, and from application scenarios: all practical query languages supported by database management systems have a counting operator, and it has indeed been argued [2] that database queries with counting are at the basis of decision support systems that handle large data volume.
With a first-order formula φ in hand, if one is interested in counting the number of answers to φ on given structures, it is natural to inquire if there is a language or logic in which one can directly express the mapping that provides, for each structure, the number of answers to φ. Such a logic could serve as a target language into which first-order formulas of interest (in the mentioned sense) could be compiled, and then optimized, rewritten, and evaluated. This article presents and studies such a logic, 7-logic, wherein the evaluation of a sentence on a structure yields an integer value. From the database-theoretic viewpoint, our presentation of 7-logic amounts to the introduction of a query language designed particularly for counting answers. We show that 7-logic enjoys and balances the following properties. ‚ Expressivity. In a sense made precise, 7-logic allows for the expression of known efficient algorithms for tractable cases of the counting query answers problem. Moreover, this expression is (in our view) direct and clean, and illustrates that 7-logic captures precisely the key computational primitives required by these algorithms; this capture, in turn, justifies the particular definition of 7logic. ‚ Optimizability. Minimizing a crucial measure known as width can be performed computably in an expressive fragment of 7-logic; this amounts to the fragment supporting an optimal form of query optimization, relative to this quantity. Our hope is that this article will contribute to and invigorate a broader investigation of query languages for counting answers. Such an investigation could address issues such as the identification of desirable theoretical properties of such query languages, and techniques for performing query rewriting, optimization, and evaluation.
B. Background: complexity
As has been previously articulated in the literature, a typical situation in the database setting is the evaluation of a relatively short formula on a relatively large structure. Consequently, it has been argued that, in measuring the time complexity of query evaluation tasks, one could reasonably allow a slow (non-polynomial-time) preprocessing of the formula, so long as the desired evaluation can be performed in polynomial time following the preprocessing [5] , [6] . Relaxing polynomial-time computation to allow arbitrary preprocessing of a parameter of a problem instance yields, in essence, the notion of fixedparameter tractability. This notion is at the core of and is the primary tractability notion in parameterized complexity theory, which provides a taxonomy for classifying problems where each instance has an associated parameter. Following this motivation, whenever the problem of counting query answers (or the model checking problem) is considered using parameterized complexity, in this article, the formula is taken to be the parameter.
The problem of counting query answers is well-known to be computationally intractable. It is possible to restrict this problem by considering restricted classes of queries, and then trying to understand which classes of queries are computationally well-behaved in that they give rise to a tractable case of the general problem. Precisely, for a class Φ of first-order formulas, define countpΦq to be the problem where an instance is a formula φ P Φ paired with a finite structure B, and the output is the number of answers of φ on B. We hence have a family of problems, one problem countpΦq for each such formula class Φ, and one can inquire which of these problems are tractable (and which are not). We will also have cause to consider the case of model checking, so, when Φ is a class of first-order sentences, define MCpΦq to be the model checking problem where an instance is a sentence φ P Φ paired with a finite structure B, and the output is yes or no depending on whether or not B satisfies φ. The complexity of the problem family MCpΦq has been considered in numerous papers, such as [7] , [8] , [9] , [10] , [11] , [12] , [13] .
C. Background: width
Width is a syntactic measure of logical formulas. The width of a first-order formula φ is defined as the maximum number of free variables over all subformulas of φ. In studies of the problem family MCpΦq, width has emerged as a crucially relevant measure; we now explain how.
Say that a class Φ of first-order formulas has bounded width if there exists a constant k ě 1 such that each φ P Φ has width at most k. It is now well-known that bounded width sentence classes are computationally desirable for model checking, made precise as follows.
Observation 1.1: [14] , [15] Suppose that Φ is a class of sentences having bounded width. The computational problem MCpΦq is polynomial-time decidable, via the algorithm that (given a sentence and a structure) simply computes the set of satisfying assignments for each subformula, inductively.
As suggested above, it is known that a problem is fixedparameter tractable if, after performing preprocessing on the parameter, an instance can be resolved in polynomial time [6, Theorem 1.37] . For a problem MCpΦq, one can readily observe that if each sentence φ P Φ can be algorithmically translated to a sentence lying in a class having bounded width, then MCpΦq is fixed-parameter tractable as a consequence of Observation 1.1. This can be formalized as follows.
Observation 1.2: [11] Suppose that Φ is a sentence class. The following condition, which we will refer to as the classical condition, is sufficient for the problem MCpΦq to be fixedparameter tractable: there exists a sentence class Φ 1 having bounded width and an algorithm f that computes, for each φ P Φ, a logically equivalent sentence f pφq that is in Φ 1 .
Research on the problem family MCpΦq has succeeded in obtaining classifications on classes Φ of bounded arity where the quantifiers and connectives are restricted (see for examples [7] , [10] , [11] ). An example relevant to the present article is a study [11] of existential positive logic (by which we mean the positive fragment of first-order logic consisting of formulas built from atoms,^, _, and D); making crucial use of a hardness result by Grohe [7] , this work observed that when Φ is a class of existential positive sentences having bounded arity, the problem MCpΦq is fixed-parameter tractable if and only if the classical condition applies to Φ. (Here and elsewhere in our discussion, we assume the standard complexity-theoretic hypothesis that FPT ‰ W [1] .) That is, the sufficient condition for fixed-parameter tractability identified by Observation 1.2 is the exclusive explanation for fixed-parameter tractability, in the described setting of existential positive logic. Let us remark that the query preprocessing algorithm f here (in Observation 1.2) is related to and akin to the database notion of a query optimizer that computes a query execution plan.
Existential positive logic is a natural fragment of first-order logic [16] and is studied heavily in database theory. Existential positive formulas include and are semantically equivalent to so-called unions of conjunctive queries, also known as selectproject-join-union queries, which have been argued to be the most common database queries [17] . Recently, the present authors generalized the mentioned dichotomy on existential positive sentence classes, by presenting a classification theorem [18] describing the fixed-parameter tractable problems of the form countpΦq, where Φ is a bounded arity class of existential positive formulas. The classification theorem is in fact a trichotomy theorem, which demonstrates that the studied problems countpΦq can exhibit three types of complexity behavior.
D. Contributions
As a means of introducing our contributions, we here wish to highlight a conceptual point: the applicability of the above classical condition indicates that for the model checking problem, first-order logic itself can be used as a model of computation in which desirable, efficient algorithms can be expressed. This condition posits the existence of an algorithm that translates first-order sentences to a polynomial-time evaluable format; and, the particular format used therein is that of a first-order sentence! Let us highlight that here, logic can be viewed as playing two complementary roles: on the one hand, the computational problems of interest are phrased directly in terms of logic; on the other hand, appropriate algorithmic solutions to this problem are themselves describable by logical sentences.
Inspired by this perspective of logic as a useful model of computation, the present work was motivated by the desire to develop a logic that could serve as a useful model of computation for the problem of counting query answersanalogously to how first-order logic itself serves as a useful model of computation for the model checking problem.
Let us point out some desiderata that such a logic ought to fulfill. First, recall that in the problem of counting query answers, an instance is a first-order formula paired with a structure, and the output is the number of answers. The hope, then, would be to be able to translate a first-order formula φ to a sentence ψ in the logic such that evaluating ψ on a structure returns the number of answers to φ on the structure; hence, in the logic, the evaluation of a sentence on a structure ought to return a numerical quantity, instead of a propositional value as in usual first-order logic. Second, the logic must accommodate the fact that, while the classical condition explains all tractable cases of model checking in existential positive logic (in the sense made precise), there are classes Φ of formulas for which the problem countpΦq is fixed-parameter tractable, but on which the classical condition does not hold-in the sense that Φ does not have bounded width, even if each formula therein may be replaced with a logically equivalent one. 1 In this article, we introduce and study a logic, which we call 7-logic and which possesses the sought-after characteristics just described. In 7-logic, the evaluation of a 7-sentence (a type of formula in 7-logic) on a structure returns an integer value.
1) 7-logic, a preview: Syntactically, 7-logic consists of 7-formulas; each 7-formula φ has an associated set of free variables, denoted by freepφq, Let B be a structure, let φ be a 7formula over the signature of B, and let h : freepφq Ñ B be an assignment. Semantically, evaluating φ with respect to B and h returns an integer value, as opposed to a propositional value (as for a fo-formula). To present and discuss the semantics of 7-logic, we will notationally use rB, φs to denote the mapping that takes an assignment h : freepφq Ñ B to the corresponding integer value (that is, the integer value provided to the triple consisting of φ, B, and h).
To offer the reader a feel for the syntax and semantics of 7-logic, we provide a discussion of some example formulas. Example 1.3: Define φpx, y, zq to be the formula Epx, yqF px, zq. The first type of 7-formula is a casting of a foformula; define ψ to be CpEpx, yq, tx, yuq, which is a 7formula with free variables tx, yu. Let B be a structure, and let h : tx, yu Ñ B be an assignment; rB, ψsphq is equal to 1 or 0 depending on whether or not B, h |ù Epx, yq (respectively). Once one has a 7-formula, it is possible to define a further 7-formula by projecting free variables. For example, P tyuψ is a 7-formula with free variables txu. When g : txu Ñ B is an assignment, the value rB, P tyuψspgq is the number of extensions h : tx, yu Ñ B of g such that B, h |ù Epx, yq. In an analogous fashion, one may define ψ 1 to be the 7-formula CpF px, zq, tx, zuq; then, when g : txu Ñ B is an assignment, the value rB, P tzuψ 1 spgq is the number of extensions h 1 : tx, zu Ñ B of g such that B, h 1 |ù F px, zq. Now, let g : txu Ñ B be an assignment. Observe that the number of extensions h`: tx, y, zu Ñ B of g such that B, h`|ù Epx, yq^F px, zq is equal to the product of rB, P tyuψspgq and rB, P tzuψ 1 spgq. A product connec-tiveˆis provided by 7-logic, and said product is equal to 1 An example of such a class is Θ " tθn | n ě 1u where θnpx 1 , . . . , xnq " U 1 px 1 q^¨¨¨^Unpxnq. The number of answers for θn on any structure B is straightforwardly verified to be ś n i"1 |U B i |. Given θn and B, this quantity can indeed be computed in polynomial time; however, it can be verified that the classical condition does not apply to Θ, in the mentioned sense. rB, pP tyuψqˆpP tzuψ 1 qspgq. Finally, θ " P txuppP tyuψqp P tzuψ 1is a 7-formula with no free variables; letting H denote the empty assignment, rB, θspHq will be equal to the sum, over all assignments g : txu Ñ B, of rB, pP tyuψqp P tzuψ 1 qspgq, which is equal to the number of assignments f : tx, y, zu Ñ B such that B, f |ù φ. Phrased in terminology that will be defined precisely, the 7-formula θ represents the fo-formula φpx, y, zq.
l 2) 7-logic, features: From the discussed viewpoint of bounded width as an explanation for the tractability of model checking, the relationship of the counting query answers problem to 7-logic is strongly analogous to the relationship of model checking to usual first-order logic. The following parallel of Observation 1.1 holds. (Note that the width of a formula in 7-logic will be defined in a natural way.) Observation 1.4: Suppose that Ψ is a class of 7-sentences having bounded width. Then, the computational problem of evaluating a sentence ψ P Ψ on a finite structure is polynomialtime computable. (See Proposition 3.2 for a precise statement and further information.)
As expressed, one purpose of 7-logic is to allow for the translation of a first-order formula φ to a 7-sentence ψ such that ψ represents φ in that, for any structure B, the number of answers to φ on B is equal to the quantity that results from evaluating ψ on B. The following is an immediate consequence of the previous observation, and a parallel of Observation 1.2.
Observation 1.5: Suppose that Φ is a first-order formula class. The following condition, which we will refer to as the counting condition, is sufficient for the problem countpΦq to be fixed-parameter tractable: there exists a 7-sentence class Ψ having bounded width and an algorithm f that computes, for each φ P Φ, a 7-sentence f pφq that is in Ψ and that represents φ.
Of course, Observation 1.5 is only of interest if the counting condition possesses explanatory power, that is, only if this condition allows one to explain the fixed-parameter tractability of problems countpΦq having interest. We in fact show that, in the context of existential positive queries, the counting condition has maximal explanatory power: Theorem 1.6: Let Φ be any class of existential positive queries having bounded arity. If countpΦq is tractable, the counting condition applies to Φ. (See Theorem 4.6 for a precise statement.) That is, the counting condition is the exclusive explanation for the tractability of countpΦq in this existential positive setting, providing an analog to the result that the classical condition is the exclusive explanation for the tractability of MCpΦq in the existential positive setting. On a conceptual level, we view this result as strong evidence that, for the problem of counting query answers, 7-logic is a useful, expressive model of computation in which relevant, efficient algorithms can be presented. This result is obtained as an immediate consequence of two theorems: such that each φ P Φ has a representation in Ψ (Theorem 4.4). ‚ We prove that there is a minimization algorithm that, given an existential positive formula, computes a representation of minimum width (Theorem 4.5). The latter theorem, which we view as a key contribution in and of itself, can be read as demonstrating that 7-logic is wellcharacterized and well-understood as a model of computation: conceiving of a 7-sentence representation of an existential positive formula as a computational procedure for counting query answers, this theorem provides a minimization algorithm that always outputs an optimal procedure for a given existential positive formula, where optimality here is measured using width.
In short, our presentation and study of 7-logic forwards the discussed use of logic as a means for expressing computationally desirable procedures; in particular, 7-logic allows for the direct expression of procedures for counting query answers.
3) Counting homomorphisms: The problem of counting the number of homomorphisms from a given source structure A to a given target structure B arises and has been studied in numerous contexts [19] , [20] . This problem can be viewed as the special case of counting query answers where the formula is a quantifier-free conjunction of atoms; there is indeed a correspondence that allows one to pass from a source structure A to such a formula φ A which originates from the classical work [21] (and which is explained in Section II). This problem is now well-known to be polynomial-time tractable under a constant treewidth bound on the permitted source structures; indeed, the corresponding algorithm, which performs dynamic programming over a tree decomposition of A, has received a textbook treatment [22, Section 5.3] .
We discuss how, from a tree decomposition for a structure A, one can compute, in polynomial time, a 7-sentence ψ that has width at most the width of the given decomposition (plus one), and that represents A in the sense that evaluating ψ on an arbitrary structure B always yields the number of homomorphisms from A to B (Example 3.4). Combining this result with Observation 1.4, we obtain that the algorithm of this well-known polynomial-time tractability result can be expressed in 7-logic (Proposition 3.5). Indeed, we believe that the resulting 7-sentences accurately, faithfully, and cleanly describe the execution of this algorithm.
4) A dual perspective on a classical theorem of Lovász: Fix a relational signature τ ; in the following discussion, all structures are finite and on τ . Let B be a structure, let strrτ s denote the class of finite structures on τ , and let LpBq be the vector from Q strrτ s that maps a structure A P strrτ s to the number of homomorphisms from A to B. A classical theorem of Lovász states that, for any two structures B, B 1 , it holds that LpBq " LpB 1 q iff B and B 1 are isomorphic [23] .
When one is concerned with homomorphisms from one structure A to another structure B, sometimes, the structure A is referred to as the left-hand structure and the structure B is referred to as the right-hand structure. The vectors studied by Lovász indicate, for a structure B, the number of homo-morphisms coming from each possible left-hand side structure. One can naturally formulate a dual vector, as follows. For any structure A, define RpAq to be the vector from Q strrτ s that maps a structure B P strrτ s to the number of homomorphisms from A to B. That is, the vector RpAq indicates, for a structure A, the number of homomorphisms to each possible right-hand side structure.
Our previous work [18, Theorem 5.4 ] implied a dual of Lovász's theorem, namely, that for any two structures A, A 1 , it holds that RpAq " RpA 1 q iff A and A 1 are isomorphic. In the present work, we prove and use a natural generalization of this fact, namely, that for any finite sequence A 1 , . . . , A k of pairwise non-isomorphic structures, the vectors RpA i q are linearly independent (Theorem 7.1). (We view these vectors as over the rational numbers Q so as to be able to properly discuss linearly independence.) This linear independence theorem is used as a key tool to establish the correctness of our minimization algorithm. We believe that it should play an important role in future studies of counting query answers, and that the techniques and concepts that its proof requires may be of independent and future interest. Indeed, to prove this theorem, we extend notions and techniques from the work of Lovász [23] ; for example, we introduce and crucially use a notion of multivariate polynomial associated to a primitive positive formula.
E. Discussion
Logics with counting mechanisms have been considered in finite model theory and descriptive complexity; one wellknown example is the counting logic studied by Immerman and Lander [24] . A typical motivation in these areas for studying such logics is the desire to extend first-order logic in order to capture properties not expressible in first-order logic. This motivation contrasts somewhat with ours here; our objective is to introduce logics that allow for the relatively direct expression of useful algorithms for the problem of counting query answers. We believe that it could be of interest to try to understand the relationship (if any) between existing counting logics and the logics studied in the present work.
We wish to emphasize that, as regards our present motivations, our logic 2 trades off expressivity and computability properties in an extremely desirable fashion. On the one hand, the algorithms for the tractable cases of countpΦq (where Φ is existential positive) can be expressed in our logic, as described above; on the other hand, our minimization algorithm described above evidences that the measure of width can be computably minimized in our logic, and is thus in a certain sense well-characterized.
Previous work established that there is no algorithm for minimizing width in positive first-order logic [25, Section 5] . As a consequence, there is no algorithm for minimizing width in any logic that (1) includes positive first-order logic as a fragment and (2) where a width minimization algorithm would imply a width minimization algorithm for positive firstorder logic. Thus, such a logic would provably not exhibit the identified expressivity-computability tradeoff that our logic enjoys. To the best of our knowledge, our width minimization algorithm is the first such algorithm for a logic with a form of counting mechanism; again, we view this as one contribution of this article.
We believe that our introduction of 7-logic may open up further research directions. One particular question for future research that we may pose is whether or not there are Ehrenfeucht-Fraïssé style games for proving inexpressibility in bounded width fragments of our logic.
II. PRELIMINARIES A. Logic
We assume basic familiarity with the syntax and semantics of first-order logic. In this article, we focus on relational firstorder logic where equality is not built-in to the logic. Hence, each vocabulary/signature under discussion consists only of relation symbols. We assume structures under discussion to be finite (that is, have finite universe); nonetheless, we sometimes describe structures as finite for emphasis. We use the letters A, B, . . . to denote structures, and the corresponding letters A, B, . . . to denote their respective universes. When A, B are structures over the same signature τ , a homomorphism from A to B is a mapping h : A Ñ B such that, for each R P τ and each tuple pa 1 , . . . , a k q P R A , it holds that
We use the term fo-formula to refer to a first-order formula. An ep-formula (short for existential positive formula) is a foformula built from atoms (by which we refer to predicate applications of the form Rpv 1 , . . . , v k q, where R is a relation symbol and the v i are variables), conjunction (^), disjunction (_), and existential quantification (D). A pp-formula (short for primitive positive formula) is an ep-formula where disjunction does not occur. An fo-formula is prenex if it has the form Q 1 v 1 . . . Q n v n θ where θ is quantifier-free, that is, if all quantifiers occur in the front of the formula. The set of free variables of a formula φ is denoted by freepφq and is defined as usual; a formula φ is a sentence if freepφq " H. We define an ep-sentence to be an ep-formula that is a sentence, and define fo-sentence and pp-sentence similarly.
We now present some definitions and conventions that are not totally standard. A primary concern in this article is in counting satisfying assignments of fo-formulas on a finite structure. The count is sensitive to the set of variables over which assignments are considered; and, we will sometimes want to count relative to a set of variables that is strictly larger than the set of free variables. Hence, we will often associate with each fo-formula φ a set V of variables called the liberal variables, denoted by libpφq, for which it is required that libpφq Ě freepφq. We generally assume that the variables in libpφqzfreepφq are not used in φ. To indicate that V is the set of liberal variables of φ, we often use the notation φpV q; we also use φpv 1 , . . . , v n q, where the v i are a listing of the liberal variables. Relative to a formula φpV q, when B is a structure, we will use φpBq to denote the set of assignments f : V Ñ B such that B, f |ù φ. We call an fo-formula φ free if freepφq ‰ H, and liberal if libpφq is defined and libpφq ‰ H.
Example 2.1: Consider the formula φpx, y, zq " Epx, yq _ F py, zq.
Define ψpx, y, zq " Epx, yq and ψ 1 px, y, zq " F py, zq. The notation is intended to indicate that libpφq " libpψq " libpψ 1 q " tx, y, zu.
In the context of studying φ, it is natural to define libpψq and libpψ 1 q to be tx, y, zu; under these definitions, it holds that φpBq " ψpBq Y ψ 1 pBq, but in general this would not hold in the case that (say) libpψq was defined as tx, yu (which set is equal to freepψq). l
B. pp-formulas
It is well-known [21] that there is a correspondence between prenex pp-formulas and relational structures. In particular, each prenex pp-formula φpSq (on signature τ ) with libpφq " S may be viewed as a pair pA, Sq consisting of a structure A (on τ ) and a set S; the universe A of A is the union of S with the variables appearing in φ, and the following condition defines the relations of A: for each R P τ , a tuple pa 1 , . . . , a k q P A k is in R A if and only if Rpa 1 , . . . , a k q appears in φ. In the other direction, such a pair pA, Sq can be viewed as a prenex pp-formula φpSq where all variables in AzS are quantified and the atoms of φ are defined according to the above condition. A basic known fact [21] that we will use is that when φpSq is a pp-formula corresponding to the pair pA, Sq, B is an arbitrary structure, and f : S Ñ B is an arbitrary map, it holds that B, f |ù φpSq if and only if there is an extension f 1 of f that is a homomorphism from A to B. We will freely interchange between the structure view and the usual notion of a prenex pp-formula. For a prenex pp-formula specified as a pair pA, Sq, we typically assume that S Ď A.
Example 2.2: Consider the pp-formula that is given as φpu, v, w, xq " DypEpu, vq^F pw, yqq. To convert φ to a structure A, we take the universe A of A to be the union of libpφq with the variables appearing in φ, so A " tu, v, w, x, yu. The relations of A are as defined above, so E A " tpu, vqu and F A " tpw, yqu. The resulting pair representation of φ is pA, tu, v, w, xuq. l
C. Graphs
Throughout the paper, all graphs under discussion should be assumed to be undirected by default.
To every prenex pp-formula pA, Sq we assign a graph whose vertex set is A Y S and where two vertices are connected by an edge if they appear together in a tuple of a relation of A. A prenex pp-formula pA, Sq is called connected if its graph is connected. A prenex pp-formula pA 1 , S 1 q is a component of a prenex pp-formula pA, Sq over the same signature τ if there exists a set C that forms a connected component of the graph of pA, Sq, where S 1 " S X C, and for each relation R P τ , a tuple pa 1 , . . . , a k q is in R A 1 if and only if pa 1 , . . . , a k q P R A X C k .
Note that when this holds, the graph of pA 1 , S 1 q is the connected component of the graph of pA, Sq on vertices C. We will use the fact that, if φpV q is a prenex pp-formula and φ 1 pV 1 q, . . . , φ k pV k q is a list of its components, then for any finite structure B, it holds that |φpBq| " ś k i"1 |φ i pBq|. Example 2.3: Consider the formula φ from Example 2.2. The connected components of the graph of φ can be readily verified to be tu, vu, tw, yu, and txu. Hence, the pp-formula φ has 3 components, which can be readily verified to be φ 1 pu, vq " Epu, vq, φ 2 pwq " DyF pw, yq, and φ 3 pxq " J; here, J denotes the empty conjunction. l
D. Treewidth
We give some basic facts about tree decompositions and treewidth; see for example [6] for more details.
A tree decomposition of a graph G " pV pGq, EpGqq is a pair pT, pB t q tPV pTwhere T is a tree and pB t q tPV pT q is a family of subsets of V pGq such that (1) for every v P V pGq, the set tt P V pT q | v P B t u is non-empty and connected in T , and (2) for every edge uv P EpGq, there is a t P V pT q such that u, v P B t . We also denote B t using the notation Bptq. The width of a tree decomposition pT, pB t q tPV pTis defined as maxt|B t | : t P V pT qu´1. The treewidth twpGq of G is the minimum width over all the tree decompositions of G. Computing tree decompositions of minimal width is fixedparameter tractable parameterized by the treewidth [26] .
A tree decomposition is called nice if its tree T is rooted and every t P V pT q is of one of the following types: ‚ (leaf) t has no children and |Bptq| " 1. ‚ (introduce) t has one child t 1 and Bptq " Bpt 1 q Y tvu for a vertex v P V zBpt 1 q. ‚ (forget) t has one child t 1 and Bptq " Bpt 1 qztvu for a vertex v P Bpt 1 q. ‚ (join) t has two children t 1 , t 2 with Bptq " Bpt 1 q " Bpt 2 q. It is well-known that a width k tree decomposition of G can be converted to a width k nice tree decomposition, in polynomial time.
III. 7-LOGIC
In this section, we present the syntax and semantics of 7logic, as well as some associated terminology. Syntactically, 7-logic consists of 7-formulas; each 7-formula φ has an associated set of free variables, denoted by freepφq, as well as an associated set of closed variables, denoted by closedpφq. (At this point, the reader may wish to recall the preview of 7-logic presented in Section I-D1.)
A. Syntax
We define 7-formulas inductively, as follows.
‚ Cpφ, Lq is a 7-formula if φ is a fo-formula and L Ě freepφq. Define freepCpφ, Lqq " L and closedpCpφ, Lqq " H. ‚ P V φ is a 7-formula if φ is a 7-formula and V is a set of variables with V X closedpφq " H. Define freepP V φq " freepφqzV and closedpP V φq " V Y closedpφq.
‚ EV φ is a 7-formula if φ is a 7-formula and V is a set of variables with V X pfreepφq Y closedpφqq " H. Define freepEV φq " V Y freepφq and closedpEV φq " closedpφq.
‚ φˆφ 1 is a 7-formula if φ and φ 1 are 7-formulas with freepφq " freepφ 1 q and closedpφq X closedpφ 1 q " H. Define freepφˆφ 1 q " freepφq and closedpφˆφ 1 q " closedpφq Y closedpφ 1 q.
Define freepnq " H and closedpnq " H. A formula Cpφ, Lq can be thought of as the casting of a fo-formula φ into a 7-formula; the P quantifier can be thought of as projecting or closing variables; and the E quantifier can be thought of as expanding the set of free variables. The connectivesˆand`perform the usual arithmetic operations. We remark that, for each 7-formula φ, it holds that freepφq and closedpφq are disjoint; this is straightforwardly verified by induction.
Let ψ be a 7-formula. We say that a 7-formula θ is a 7subformula of ψ if θ is used in the inductive formation of ψ. We say that a fo-formula θ is a fo-subformula of ψ if ψ contains a subformula Cpφ, Lq where θ is a subformula of φ.
A subformula of ψ is a 7-subformula or fo-subformula of ψ. We define widthpψq to be the maximum of |freepθq| over all subformulas θ of ψ, and 7-widthpψq to be the maximum of |freepθq| over all 7-subformulas θ of ψ. We say that ψ is a 7-sentence if freepψq " H.
We define a 7PP-formula to be a 7-formula where, in each 7-subformula of the form Cpφ, Lq, φ is a pp-formula; the notion of 7EP-formula is defined analogously. We define a 7PP-sentence to be a 7PP-formula that is a 7-sentence, and we define a 7EP-sentence similarly.
B. Semantics
We define the semantics of our logic. For each structure B, each 7-formula ψ on the vocabulary of B, and each assignment h : freepψq Ñ B, we define rB, ψsphq recursively, as follows.
‚ When Cpφ, Lq is a 7-formula, rB, Cpφ, Lqsphq " 1 if B, h |ù φ; rB, Cpφ, Lqsphq " 0 otherwise. ‚ When P V φ is a 7-formula, rB, P V φsphq " ř h 1 rB, φsph 1 q, where the sum is over all extensions
‚ When EV φ is a 7-formula, rB, EV φsphq " rB, φsph ae freepφqq.
‚ When φˆφ 1 is a 7-formula, rB, φˆφ 1 sphq " rB, φsphq¨rB, φ 1 sphq.
‚ When φ`φ 1 is a 7-formula, rB, φ`φ 1 sphq " rB, φsphq`rB, φ 1 sphq.
‚ When n is a 7-formula, rB, nsphq " n. We consider two 7-formulas φ, φ 1 with freepφq " freepφ 1 q to be logically equivalent if for each structure B, it holds that rB, φs " rB, φ 1 s. A 7-sentence ψ represents or is a representation of a fo-formula φpV q if for each finite structure B, it holds that |φpBq| " rB, ψspHq, where H is the empty assignment. For simplicity, when ψ is a 7-sentence, we will typically write rB, ψs in place of rB, ψspHq. We will use the term 7PP-representation to refer to a representation that is a 7PP-formula, and define 7EP-representation similarly.
We make the basic observation that each fo-formula has a representation.
Proposition 3.1: For each fo-formula φpV q, the 7-sentence P V Cpφ, V q is a representation of φpV q.
We also observe that, when a constant width bound is assumed, evaluation of 7-sentences can be performed in polynomial time.
Proposition 3.2: For each k ě 1, there exists a polynomialtime algorithm that, given a finite structure B and a 7-sentence ψ having widthpψq ď k, computes rB, ψs. Proof. For each subformula θ of ψ and each mapping h : freepθq Ñ B, the algorithm computes rB, θsphq in the case that θ is a 7-subformula, and determines whether or not B, h |ù θ in the case that θ is a fo-subformula. This computation is performed inductively over the subformulas of ψ, and in the case that θ is a 7-subformula, the just-given semantics are used. l C. Examples Example 3.3: Let us define φpx 0 , x 1 , x 2 , y 0 , y 1 , y 2 q as the formula φ 0^φ1^φ2 , where φ i " Dz i T i px i , x i`1 , y i , z i q for each i P t0, 1, 2u; here, the quantity i`1 appearing in x i`1 is computed modulo 3. These formulas are over the vocabulary tT 0 , T 1 , T 2 u having three relation symbols, each of arity 4.
Define ψ i " P ty i uCpφ i , tx 0 , x 1 , x 2 , y i uq for each i P t0, 1, 2u. Observe that when B is a structure and h : tx 0 , x 1 , x 2 u Ñ B is a map, rB, ψ i sphq gives the number of extensions h 1 : tx 0 , x 1 , x 2 , y i u Ñ B of h satisfying φ i on B. We have freepψ 0 q " freepψ 1 q " freepψ 2 q " tx 0 , x 1 , x 2 u and closedpψ i q " ty i u. Now consider ψ " pψ 0ˆψ1 qˆψ 2 . It can be verified that, for a structure B and a map h : tx 0 , x 1 , x 2 u Ñ B, rB, ψsphq gives the number of extensions h 1 : tx 0 , x 1 , x 2 , y 0 , y 1 , y 2 u Ñ B of h satisfying φ on B. It follows that the 7-sentence θ " P tx 0 , x 1 , x 2 uψ is a representation of φ. Since 3 " |freepψq| " |freepψ 0 q| " |freepψ 1 q| " |freepψ 2 q|, we obtain that the representation θ has width equal to maxp3, widthpψ 0 q, widthpψ 1 q, widthpψ 2" 4.
As a further remark, consider, as an example, the subformula Cpφ 0 , tx 0 , x 1 , x 2 , y 0 uq of ψ 0 . It holds that x 2 R freepφ 0 q, and so Etx 2 uCpφ 0 , tx 0 , x 1 , y 0 uq is a 7-formula and is logically equivalent to Cpφ 0 , tx 0 , x 1 , x 2 , y 0 uq. l Example 3.4: Consider a prenex pp-formula φ without quantifiers whose structure view has the form pA, Aq. Suppose that pT, pBptis a width k tree decomposition of the graph of pA, Aq; without loss of generality, we may assume that this tree decomposition is nice, and that the root node r of T has Bprq " H. We explain how to give a representation of φ having width ď k`1.
Say that a node u of T is below a node t of T if t occurs on the unique simple path from u to the root of T (this is understood to hold in particular when u " t). When t is a node of T , define Bpď tq to be the union of Bpuq over all nodes u that are below t.
We show that, for each node t of T , there exists a 7-formula ψ t such that: ‚ freepψ t q " Bptq, ‚ closedpψ t q " Bpď tqzBptq, and ‚ for any structure D, the value rD, ψ t sphq is equal to the number of extensions h 1 : Bpď tq Ñ D of h such that pD, h 1 q satisfies each atom Rpa 1 , . . . , a k q of φ whose variables all fall into a bag Bpuq, with u below t.
We give a 7-formula depending on the type of the node t; we use the notation from the definition of nice tree decomposition.
where the α i are the atoms of φ whose variables fall into Bptq. Note that the presence of the Cpα i , Bptqq ensures that rD, ψ t sphq " 0 if pD, hq does not satisfy all of the α i . ‚ (leaf) ψ t is defined as in the previous case, except pEvψ t 1 q is omitted from the product.
In this case, ψ t1ˆψt2 is a 7-formula since freepψ t1 q " Bpt 1 q " Bpt 2 q " freepψ t2 q, and, by the definition of tree decomposition, it holds that the sets Bpď t 1 qzBpt 1 q " closedpψ t1 q and Bpď t 2 qzBpt 2 q " closedpψ t2 q are disjoint.
The desired representation is ψ r . The claim on the width of ψ r holds, for we have the following: each 7-subformula ψ 1 of ψ r has freepψ 1 q " Bpwq for a node w of T , and each fosubformula of ψ r is either J or an atom whose variables fall into a bag Bptq. l From the discussion in Example 3.4, we obtain the following.
Proposition 3.5: Let k ě 1. Consider the problem of computing, given a pair pA, Bq of relational structures (over the same signature) where A has treewidth ď k, the number of homomorphisms from A to B. This problem can be solved by the polynomial-time algorithm that computes a nice, width k tree decomposition (using a known polynomial-time algorithm for this task); computes, from A, the representation ψ r given by Example 3.4; and, invokes the algorithm of Proposition 3.2 to compute rB, ψ r s.
IV. MAIN THEOREMS
A. Statements
The treewidth of a prenex pp-formula φ, denoted here by twpφq, is defined as the treewidth of the graph of φ. The following notions are adapted from [4] , [18] . Let pA, Sq be a prenex pp-formula with graph G. An D-component of pA, Sq is a graph of the form GrW 1 s where there exists W Ď A that is a connected component of GrAzSs and W 1 is the union of W with all vertices in S having an edge to W . Define contractpA, Sq to be the graph on vertices S obtained by starting from GrSs and adding an edge between any two vertices that appear together in an D-component of pA, Sq. 3 Example 4.1: Let φpu 1 , u 2 , u 3 , u 4 q be the pp-formula
Note that, if we were to view φ as a pair pA, Sq, the structure A would have universe V and we would have S " libpφq " tu 1 , u 2 , u 3 , u 4 u. There are two connected components of GrAzSs, namely, W 1 " tx 1 , x 2 u and W 2 " tx 3 u. (Note that, in contrast, G itself is connected.) The D-components of φ are thus W 1 1 " W 1 Ytu 1 , u 2 u and W 1 2 " W 2 Ytu 2 , u 3 u. The graph contractpφq is the graph on vertices S " tu 1 , u 2 , u 3 , u 4 u obtained by starting from GrSs, which has the single edge tu 3 , u 4 u, and adding the edges tu 1 , u 2 u and tu 2 , u 3 u. l A core of pA, Sq is a prenex pp-formula pcpAq, Sq where c is an A-endomorphism fixing each s P S that has minimum image size. By cpAq, we mean the structure with universe cpAq and where R cpAq " tcptq | t P R A u; here, cptq denotes the tuple obtained by applying c to each entry of t. It is known that any core of a prenex pp-formula φ is logically equivalent to φ [21] . We speak of the core of a pp-formula, as it is unique up to isomorphism; this follows from the basic theory of cores [27] .
A class Φ of prenex pp-formulas satisfies the contraction condition if the class containing each graph contractpψq, where ψ is the core of a formula in Φ, has bounded treewidth; Φ satisfies the tractability condition if it satisfies the contraction condition and the cores of formulas in Φ have bounded treewidth. Previous work showed that, for bounded arity Φ, countpΦq is fixed-parameter tractable if Φ satisfies the tractability condition; interreducible with the parameterized clique problem if Φ satisfies the contraction condition but not the tractability condition; and as hard as the parameterized counting clique problem otherwise (see [4] for a precise statement).
We first study representations of pp-formulas, obtaining the following theorems.
Theorem 4.2: Let Φ be a class of prenex pp-formulas.
‚ The class Φ satisfies the tractability condition if and only if there exists k ě 1 such that each formula in Φ has a 7PP-representation φ 1 such that widthpφ 1 q ď k. ‚ The class Φ satisfies the contraction condition if and only if there exists k ě 1 such that each formula in Φ has a 7PP-representation φ 1 such that 7-widthpφ 1 q ď k. Theorem 4.3: There exists an algorithm that, given a prenex pp-formula φ, outputs a 7PP-representation ψ of φ of minimum width.
Building on this understanding of pp-formulas, we are then able to achieve general versions of these theorems for epformulas. Previous work showed that for any class Φ of epformulas, there exists a class Φ`of prenex pp-formulas such that the problems countpΦq and countpΦ`q are interreducible (see [18] for a precise statement), and hence (for example) whether or not the tractability condition holds on Φ`determines whether or not countpΦq is fixed-parameter tractable. For the purposes of this extended abstract, it is sufficient to know that the class Φ`is essentially defined from Φ in the following way: for each φ P Φ, it is shown that the function |φp¨q|, which maps a finite structure B to |φpBq|, can be written as a polynomial (over the integers) in unknowns |φ 1 p¨q|, . . . , |φ m p¨q| where the φ i are pp-formulas; the class Φ`is defined to contain all such formulas φ i arising in this way. (In general, the mentioned polynomial makes use of negative integers; this is a reason why our definition of 7logic allows arbitrary integers, and not just natural numbers.) For more information, we refer the reader to [18] .
Theorem 4.4: Let Φ be a class of ep-formulas.
‚ The class Φ`satisfies the tractability condition if and only if there exists k ě 1 such that each formula in Φ has a 7EP-representation φ 1 having widthpφ 1 q ď k. ‚ The class Φ`satisfies the contraction condition if and only if there exists k ě 1 such that each formula in Φ has a 7EP-representation φ 1 having 7-widthpφ 1 q ď k. Theorem 4.5: There exists an algorithm that, given an epformula φ, outputs a 7EP-representation ψ of φ of minimum width.
The following is a consequence of the previous two theorems.
Theorem 4.6: Let Φ be a class of ep-formulas. If Φ`satisfies the tractability condition, then there exists k ě 1 and an algorithm that, given a formula φ P Φ, computes a 7EPrepresentation φ 1 of φ having widthpφ 1 q ď k. Proof. The algorithm is that provided by Theorem 4.5. The claim on the width follows immediately from the first part of Theorem 4.4. l
B. Overviews of the proofs
In order to prove the main theorems just presented, we will develop several tools spanning Sections V to VII before finally proving the main results in Section VIII. Here, we offer the reader guidance by introducing the pieces of the puzzle and explaining how they fit together.
As formulated above, the tractability condition is defined in part using the contraction condition, and thus it appears to consist of two independent parts. In a first step, in Section V, we simplify the situation by introducing a new notion that we call quantifier-aware width of a pp-formula. It is defined to be the minimal width of certain restricted tree decompositions of a pp-formula. We show that having bounded quantifier-aware width is equivalent to the tractability condition (Lemma 5.2); as a consequence of this lemma, after Section V, we will not have to deal with the tractability condition directly anymore and can work with the conceptually cleaner notion of quantifier-aware width. We then go on to show that quantifieraware width can be computed in a fixed-parameter fashion (Lemma 5.3) which is an important building block for our minimization algorithm. Finally, we prove that quantifieraware width of a pp-formula is essentially equal to the width of an optimal representation by a 7PP-formula of a particularly simple type, which we call basic (Lemma 5.4). Together with the rest of the results of Section V, this gives an important connection between pp-formulas and 7PP-formulas and thus bridges the gap between ordinary first-order logic and 7-logic.
Section VI gives insights into the structure of 7EP-formulas by showing that we can always turn one into an equivalent weighted sum of basic 7PP-formulas. This allows us to leverage most of the results of Section V to general 7EP-formulas.
The perhaps most subtle but very important contribution to the proofs of the main theorem comes from the results of Section VII. In this section, we consider sums of the form ř m i"1 c i |φ i pV i q| where each c i is a non-zero rational constant and the φ i are pp-formulas which are pairwise not counting equivalent. We call such terms linear combinations; each naturally maps a finite structure B to the value ř m i"1 c i |φ i pBq|. The main result of Section VII is the independence theorem (Theorem 7.1) which states that for every linear combination there is a structure on which the linear combination evaluates to a non-zero value.
The independence theorem has concrete applications throughout the proofs of the main results in Section VIII. The reasoning is roughly as follows: we assign to a formula two different linear combinations having two different desirable properties (for example, small width and small number of summands) but computing the same value on every finite structure. Applying Theorem 7.1 on the difference of these linear combinations, we obtain that in fact both linear combinations are the same (up to counting equivalence of the φ i , a notion of equivalence to be defined). Consequently, both linear combinations have the same properties and thus in particular have both of the two desirable properties. This then allows to reason about the properties of the original formula we started with.
The proofs of the main results in Section VIII use the above tools in a rather black-box fashion. Thus the reader is invited to first skip the proofs in Sections V to VII and see how everything fits together in Section VIII before reading the proofs of the individual pieces.
V. QUANTIFIER-AWARE WIDTH
In this section, we introduce a new width measure of ppformulas which we call quantifier-aware width and show that it is related to the width of 7PP-formulas.
We here assume all tree decompositions of pp-formulas to be nice. So let pT, pBptqq tPT q be a nice tree decomposition of a pp-formula φ. For every variable x of φ let toppxq be the vertex t of T that is highest in T such that x P Bptq. We call a tree decomposition of φ quantifier-aware if for every D-component C of φ and for all x P V pCqzfreepφq and all y P V pCq X freepφq, we have that toppyq is on the path from toppxq to the root of T . We call the quantifier-aware width of a pp-formula φ, denoted by qawpφq, the minimal treewidth of a quantifier-aware tree decomposition of φ plus 1.
Remark 5.1: The quantifier-aware width can be arbitrarily higher than their treewidth. To see this consider the formula φ " Dz Ź iPrns Epx i , zq. The primal graph of φ is a star, so it has treewidth 1. We claim that the quantifier-aware width of φ is n`1. To see this, observe first that the free variables x 1 , . . . , x n must appear above toppzq in a bag of any quantifier-aware tree decomposition. But since x i z is an edge in the primal graph for every i, the variable x i must also appear in a common bag with z and consequently also in toppzq. Thus toppzq must contain n`1 variables.
We now demonstrate properties of quantifier-aware width that will be used to establish our main theorems.
We first show that qawpφq is, in a sense, characterized by twpφq and twpcontractpφqq, for every pp-formula φ. Consequently, quantifier-aware treewidth will allow us to characterize tractable classes of pp-formulas for counting.
Lemma 5.2: For every pp-formula φ we have maxttwpφq, twpcontractpφqqu`1 ďqawpφq ď twpφq`twpcontractpφqq`1.
We now give a lemma that shows how to compute the quantifier-aware treewidth, which will allow us to compute 7PP-formulas of optimal width. Lemma 5.3: The computation of quantifier-aware tree decompositions of pp-formulas having minimal width is fixedparameter tractable, when the parameter is taken as the quantifier-aware width.
We call a 7PP-formula φ basic if it does not containǹ or subformulas of the form n, where n P Z. The following lemma demonstrates that basic 7PP-formulas correspond very closely to pp-formulas.
Lemma 5.4: a) There exists an algorithm that, given a basic 7PPsentence φ 1 , computes a pp-formula φ that φ 1 represents, such that widthpφ 1 q ě qawpφq, and 7-widthpφ 1 q ě twpcontractpφqq`1. b) There exists an algorithm that, given a pp-formula φ, computes a basic 7PP-sentence φ 1 that represents φ, such that widthpφ 1 q ď qawpφq, and 7-widthpφ 1 q ď twpcontractpφqq`1.
VI. NORMALIZING 7EP-FORMULAS
We call a 7PP-formula constant if it is only constructed from constants in Z,ˆ, and P -and E-quantifiers. We call a 7PP-formula flat if it is of the form ř iPr s ψ iˆφi where the ψ 1 , . . . , ψ n are constant and φ 1 , . . . , φ are basic 7PPformulas.
The main result of this section is the following normalization lemma. Lemma 6.1: There exists an algorithm that computes, for a given 7EP-formula φ, a logically equivalent flat 7PP-formula φ 1 such that widthpφ 1 q ď widthpφq.
We prove a sequence of lemmas to aid us. Lemma 6.2: There exists an algorithm that computes, for a given 7EP-formula φ of the form Cpψ, Lq, a logically equivalent 7PP-formula φ 1 such that widthpφ 1 q ď widthpφq.
We call an 7-formula`-free if it does not contain`. Lemma 6.3: There exists an algorithm that computes, for a given 7EP-formula φ, a logically equivalent 7PP-formula φ 1 of the form ř s i"1 φ i where the φ i are`-free such that widthpφ 1 q ď widthpφq. Proof. The proof is by straightforward induction on the structure of φ, pushing all occurences of`up in the formula; for instance, one proves that P V pψ 1`ψ2 q is logically equivalent to P V ψ 1`P V ψ 2 . The base case φ " Cpψ, Lq is Lemma 6.
l
The proof of the following lemma is by a straightforward induction. Lemma 6.4: There exists an algorithm that computes, for a given constant 7PP-formula φ, a logically equivalent 7PPformula φ 1 " EV 1 P V 2 n with n P Z such that widthpφ 1 q ď widthpφq. Lemma 6.5: There exists an algorithm that computes, for a given`-free 7PP-formula φ, a logically equivalent 7PPformula φ 1 " ψ 1ˆψ2 where ψ 1 is constant and ψ 2 is basic such that widthpφ 1 q ď widthpφq. Proof. The proof is again straightforward induction in the style of Lemma 6.3. We consider only the the case of P -quantifiers which is the only case that is not completely clear from the definition.
So let φ " P V φ 1 where φ 1 " φ 1ˆφ2 such that φ 1 is constant and φ 2 is basic. Note that by Lemma 6.4 we may assume that φ 1 " P V 1 EV 2 n for some n P Z. We claim that φ is logically equivalent to φ 1 1ˆP V φ 2 where φ 1 1 " P V 1 EpV 2 zV q. To see this, consider a structure B and an assignment h to φ. Then rB, P V φ 1 sphq " ř h 1 rB, φ 1φ 2 sph 1 q " ř h 1 prB, φ 1 sph 1 q¨rB, φ 2 sph 1where the h 1 are as in the definition. Now for an arbitrary assignment h 2 to φ 1 , rB, φ 1 sph 2 q " rB, φ 1 sph 1 q " rB, φ 1 1 sphq for all h 1 . Consequently, we have rB, P V φ 1 sphq " rB, φ 1 sph 2 q¨ÿ
Proof. (of Lemma 6.1) First use Lemma 6.3 to turn φ into a sum of`-free 7PP-formulas. After this, apply Lemma 6.5 to each of the summands. l
VII. INDEPENDENCE THEOREM
In this section, we establish a key tool for reasoning about 7EP-formulas.
Define two fo-formulas φpV q, φ 1 pV 1 q to be counting equivalent if, for each structure B, it holds that |φpBq| " |φ 1 pBq|; note that a decidable characterization of counting equivalence on pp-formulas is known ( [18, Theorem 5.4] ).
In the scope of this article, define a linear combination to be an expression of the form ř m i"1 c i |φ i pV i q|, where m ě 1, each c i is a non-zero rational number, and the φ i pV i q are pp-formulas that are pairwise not counting equivalent. Here, the notation |φ i pV i q| is intended to indicate the function that maps each finite structure D to the value |φ i pDq|. So, each linear combination naturally induces a mapping p¨q from finite structures to Q, namely, the map given by pDq " ř m i"1 c i |φ i pDq|. The following theorem will be key for our understanding of equivalence of 7EP-formulas.
Theorem 7.1: (Independence theorem) For any linear combination , there exists a finite structure D such that pDq ‰ 0.
We devote the rest of this section to proving this theorem. By multiplying all values c i by a multiple of their denominators, we can and will assume that each value c i is an integer.
In order to establish this theorem, we will make use of the following lemma. Lemma 7.2: (Lovász [23] ) For each univariate polynomial p with positive integer coefficients and each finite structure B, there exists a finite structure ppBq such that, for each connected liberal pp-formula φ, it holds that |φpppBqq| " pp|φpBq|q.
The following lemma shows that certain pp-formulas can be controlled independently of each other. Lemma 7.3: Let φ 1 pS 1 q, . . . , φ n pS n q be connected liberal pp-formulas (over signature τ ) that are pairwise not counting equivalent. Then for every m ě 2, there exist structures pB pa1,...,anq | pa 1 , . . . , a n q P rms n q and injective functions f 1 , . . . , f n : rms Ñ N such that for each pa 1 , . . . , a n q P rms n and each i P rns, it holds that |φ i pB pa1,...,anq q| " f i pa i q.
Moreover, when A is any structure on which |φ i pAq| ą 0 for each i P rns, each structure B pa1,...,anq can be chosen in the form AˆE, where E is a structure such that |φpEq| ą 0 for all pp-formulas φ over τ .
Proof. As each φ i pS i q is connected and liberal, the result [18, Theorem 5.14] ensures that there exists a structure C 1 such that the values |φ i pC 1 q| are pairwise different, and where |φpC 1 q| ą 0 for all pp-formulas φ. By taking a sufficiently large power P of C 1 , we may obtain that for the structure C " C 1PˆA , the values c i " |φ i pCq| are pairwise different. For each pa 1 , . . . , a n q P rms n , define p pa1,...,anq to be a univariate polynomial over the rationals that evaluates to 0 at 0, and to a i at c i (for each i P rns). Define D to be the absolute value of the product of all denominators of coefficients in the defined polynomials. Set p 1 pa1,...,anq " D¨p pa1,...,anq ; each such polynomial has integer coefficients. Next, set pṕ a1,...,anq to be the restriction of p 1 pa1,...,anq to summands with negative coefficients. Define p 2 pa1,...,anq to be p 1 pa1,...,anq`2 ř pa1,...,anqPrms n p´pṕ a1,...,anq q. Now, for each pa 1 , . . . , a n q P rms n , define the structure B pa1,...,anq as p 2 pa1,...,anq pCq; for each i P rns, we have |φ i pB pa1,...,anq q| " |φ i pp 2 pa1,...,anq pCqq| " p 2 pa1,...,anq pc i q; the second equality here holds by the Lemma 7.2. From these equalities and the definitions of p pa1,...,anq and p 2 pa1,...,anq , it is straightforward to verify that the defined structures have the desired property. Our claim concerning each B pa1,...,anq having the form AˆE holds, as p 2 pa1,...,anq p0q " 0 (for each pa 1 , . . . , a n q P rms n ), implying that the structures B pa1,...,anq provided can be obtained in the form Cˆ¨, which has the form Aˆ¨.
l
We now introduce a highly useful notion, that of component polynomial. Fix a set V of liberal variables. Denote by E the set of counting equivalence classes of liberal connected ppformulas (with liberal variables from V ). A component polynomial q is a multivariate polynomial with integer coefficients over variables tX e | e P Eu. For any finite structure B, we define the value of q evaluated on B, denoted by q B , as the integer value obtained by evaluating q when each X e is given the value |φ e pBq|, for a formula φ e P e. The following is our main theorem on component polynomials. Theorem 7.4: When q is a non-zero component polynomial, there exists a finite structure B such that q B ‰ 0. Moreover, when φ 1 pS 1 q, . . . , φ n pS n q are representatives of the equivalence classes e 1 , . . . , e n P E whose corresponding variables X ei appears in q, the structure B may be picked as a structure of the form provided by Lemma 7.3.
In order to establish this theorem, we will make use of the following known fact concerning multivariate polynomials; see for example [28, Lemma 2.1] for a proof.
Proposition 7.5: Let ppx 1 , . . . , x n q be a multivariate polynomial in n variables over a field F . For each i P rns, let d i denote the degree of p as a polynomial in x i , and suppose that T i Ď F is a set of size d i`1 or greater. Then, if p is not the zero polynomial, there exists a point pt 1 , . . . , t n q P T 1ˆ¨¨¨ˆTn such that ppt 1 , . . . , t n q ‰ 0. Proof. (Theorem 7.4) Let φ 1 pS 1 q, . . . , φ n pS n q be as described in the theorem statement. Let m ě 2 be a value that exceeds the degree of each of the variables X e1 , . . . , X en in q, and apply Lemma 7.3 to obtain structures pB pa1,...,anq | pa 1 , . . . , a n q P rms n q and the corresponding functions f 1 , . . . , f n : rms Ñ N. Evaluating q on these structures amounts to evaluating q when the variables pX e1 , . . . , X en q are given values in f 1 prmsqˆ¨¨¨ˆf n prmsq. By Proposition 7.5, q must evaluate to a non-zero value on one of these structures. l
Proof. (Theorem 7.1) Denote by ř m i"1 c i |φ i pV i q| and let pA 1 , V 1 q, . . . , pA m , V m q be the pairs corresponding to the formulas φ 1 pV 1 q, . . . , φ m pV m q. By rearranging the indices, we may assume for the sake of notation that A 1 , . . . , A k are homomorphically equivalent structures (where k P rms) and that for no i with k ă i ď m does A i have a homomorphism to A 1 .
For any structure B, it holds that one of the values |φ 1 pBq|, . . . , |φ k pBq| is non-zero if and only if all of them are. Now, for each i, define p φ i pV i q from φ i pV i q by removing non-liberal components, that is, by removing each atom whose variables are all in a non-liberal component. Note that for every i P rks and for every structure B such that |φ i pBq| ą 0, we have that | p φ i pBq| " |φ i pBq|. Since the φ i are pairwise not counting equivalent, it follows that the p φ i are pairwise not counting equivalent. For each formula p φ i pV i q, by considering its liberal connected components, we may define r i to be a component polynomial which is a product of variables from tX e | e P Eu such that | p φ i pBq| " r i B for all finite structures B. The products r 1 , . . . , r k are pairwise distinct, so r " c 1 r 1`¨¨¨`ck r k is a non-zero component polynomial. By applying Lemma 7.3 with A " A 1 and then invoking Theorem 7.4, we obtain a finite structure D of the form AˆC such that r D ‰ 0. Since there is by assumption a homomorphism from A i to A and there is by Theorem 5.4 a homomorphism from A i to C, we have |φ i pDq| ą 0 for every i P rks. Consequently, |φ i pDq| " | p φ i pBq| by the observation from above. Since no structure A i with k ă i ď m maps homomorphically to A, we have |φ k`1 pDq| "¨¨¨" |φ m pDq| " 0 and hence pDq " r D ‰ 0. l
VIII. PROOFS OF MAIN THEOREMS
The following lemma shows that if we are only interested in 7PP-representations of pp-formulas, we may restrict ourselves to basic 7PP-formulas. Lemma 8.1: Let φ be a pp-formula and let φ 1 be a 7PPrepresentation of φ. Then there is a basic 7PP-sentence φ 2 that is also a 7PP-representation of φ such that widthpφ 2 q ď widthpφ 1 q and 7-widthpφ 2 q ď 7-widthpφ 1 q. Proof. (sketch) Using the normalization result given by Lemma 6.1 and the results of Section V, we can find numbers c 1 i P Z and pp-formulas φ 2 i such that for all structures B rB, φ 1 s "
where the φ 2 i are pairwise not counting equivalent and have qawpφ 2 i q ď widthpφ 1 q. Note that (1) is a linear combination. Now note that rB, φ 1 s " |φpBq|, which gives another linear combination. If follows with Theorem 7.1 that (1) consists only of one summand with coefficient 1. Now applying the results of Section V yields the result. l
Proof. (of Theorem 4.2 and Theorem 4.3; sketch) Observe that, by Lemma 8.1, we may restrict attention to basic 7PPsentence. Then both statements can be shown with the results of Section V in a rather straightforward fashion. l
Proof. (of Theorem 4.4; sketch) Let first Φ`satisfy the tractability condition. Then there is a constant k such that for all cores ψ of pp-formulas in Φ`we have twpψq ď k and twpcontractpψqq`1 ď k. With the results of Section V it follows that qawpψq ď 2k for such cores ψ. As discussed prior to the statement of Theorem 4.4, we can express, for each φ P Φ, the function |φp¨q| as a polynomial in unknowns |ψp¨q| with ψ P Φ` [18] . We can then substitute every term |ψ 1 p¨q| by a 7PP-formula of width at most 2k with the results of Section V. This yields a 7PP-formula of width at most 2k.
For the other direction, assume the existence of a constant k such that each ep-formula in Φ has a 7EP-representation φ 1 with widthpφ 1 q ď k. Let ψ be a pp-formula from Φ`. We will show that ψ is equivalent to a pp-formula of quantifier-aware width at most k which completes the proof with Section V.
We first choose φ P Φ that witnesses ψ P Φ`. Let φ 1 be the 7EP-representation of φ of width at most k. We first construct a linear combination 1 p.q as in (1) . Note that all summands of 1 p.q have quantfier-aware width at most k as in the proof of Lemma 8.1.
We then construct a second representation of |φpBq| as a linear combination 2 p.q. As in the first direction, for every structure we can express |φpBq| as a polynomial in unknowns of the form |θpBq|. Arithmetic simplifications and elimination of counting equivalent terms gives the second linear combination 2 p.q computing |φpBq|. We then argue that a term of the form c¨|ψpBq| must appear in 2 p.q.
We have that 1 and 2 compute |φpBq| and are hence equal. With Theorem 7.1 it follows that 1 contains a term that is counting equivalent to ψ. Since all summands of 1 p.q have quantifier-aware width at most k, the claim follows. l
Proof. (of Theorem 4.5; sketch) Using the results of Section V and the normalization result of Lemma 6.1, φ can be turned into a linear combination as in (1) . Moreover, starting with any such representation yields the same linear combination up to counting equivalence of the summands by Theorem 7.1. Now turning this linear combination into a 7PP-formula yields a 7PP-representation and minimizing the width of the summands with Theorem 4.3 gives a representation of optimal width. l
