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A B S T R A C T
In computational hemodynamics (CHD) it is desirable, if possible, to
impose accurately and robust physiologically correct boundary condi-
tions based on the dynamics of the complex arterial network. Prefer-
ably, patient-specific inlet and outlet BC’s. However, in the replication
of an experiment, there is not always data available, e.g. the pressure
distribution at the outflows. This can be solved by a secondary clo-
sure problem where the outflow is approximated by a model.
This thesis aims to carefully run CFD simulations in an effort to
reproduce a recent experimental microfluidic study, [7] 1. The main
objective in this experiment was to investigate in the kinematics of the
flow when changes was made to two rectangularly y-shaped geome-
tries, one with and the other without an expanded bifurcation geom-
etry. The geometries was motivated from biomedical flow as an effort
to emulate blood flow in a arterial bifurcation with an aneurysm.
The governing equations are discretized and solved by the frame-
work of Oasis, a high-end Navier-Stokes solver based on the finite
element method (FEM), and the outflows was modeled by the resis-
tance boundary condition.
Six different Reynolds numbers was visualized and compared to
the experiment: Re = 2.2, 84, 110, 170, 220, 340, where the simulations
resulted in a fairly good resemblance to the experiments. Further-
more, we will demonstrate the sensitivity of the peripheral resistance
coefficient and its interaction with various velocities, flow rate ratio,
mesh resolution and a change in the geometry.
Finally, three additional Reynolds number was simulated, Re =
500, 1000, 1500, and hopefully we will show some exciting and eye-
catching vitalizations.
1 This study was conducted at the Microfluidics Laboratory at SINTEF MiNaLab, as a
joint project with the Hydrodynamics laboratory at the University of Oslo.
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Part I
I N T R O D U C T I O N

1
B A C K G R O U N D
When the wall between a cerebral capillary bifurcation weakens, it
may gradually expand to form a balloon like sac called an aneurysm
1.1. In most cases it goes unnoticed without any symptoms, but in
rare cases a cerebral aneurysm may rupture and cause life threatening
conditions like stroke, Valen-Sendstad et al. [22].
Figure 1.1: Cerebral aneurysm [1]
The motion of viscous fluids
is governed by the Navier-Stokes
equations, and may be modeled
by computational fluid dynamics
(CFD). In particular, Computa-
tional hemodynamics (CHD) is de-
voted to the simulation of blood
flow in circulatory systems. Arte-
rial modeling using CHD is both
complex and a challenging pro-
cess, involving medical imaging
and post-processing procedures
in order to reconstruct the arte-
rial structure. However, one can
achieve a good overview of the
characteristics of fluid flows in
less expensive experimental se-
tups.
Recent development in microfluidic devices such as lab-on-chip
(LoC) provides powerful tools for researchers in the field of biome-
chanics to better understand the behavior of blood flow in arteries,
and also disease diagnosis such as cerebral aneurysm ,Sackmann, Ful-
ton, and Beebe [18] and Whitesides [25]. Microfluidic devices in com-
bination with the state-of-the-art flow measurement techniques such
as micro-particle velocimetry µPTV, have made it possible to reveal
detailed characteristics of flows in domains with spatial resolutions
on the order of µm or less. Whats more, it has turned out to be a
serious contender to replace conventional experimental approaches.
The purpose of this thesis is to carefully run CFD simulations in
an effort to reproduce the experimental data in a recent study. The
main objective in this experiment was to investigate in the kinematic
properties of flow in silicon micro-channels by the method of particle
tracking velocimetry (PTV). Both stationary and pulsatile flows was
generated in two different rectangularly Y-shaped geometries; with
and without an expanded bifurcation fig.1.2. Distinct difference in
3
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the flow regimes where found between the geometries, where flow
separation was observed only for the geometry with the expanded
bifurcation at Re = 84. The chosen geometries in the experiment was
motivated from biomedical flow, as an effort to emulate blood flow in
a arterial bifurcation with an aneurysm. Although these rectangularly
rigid walled geometries are not realistic compared to blood flow in
arteries, they give a good comparison to the numerical results. A brief
review of microfluidics and its applications is given in appendix 5.1.1
and PTV in 5.1.2.
Figure 1.2: The geometry[7]
The governing equations are
discretized in Oasis by the finite
element method FEM and frac-
tional step methods, Mortensen
and Valen-Sendstad [16]. Oa-
sis is a highly versatile and a
high-performance unstructured
Navier-Stokes solver written in
Python. Oasis uses building
blocks from the FEniCS project
- an automated differential equa-
tion solver based on the FEM .
The simulations are performed
with relatively coarse resolution
in 2D, before attempting on a
3D simulations. The meshes was
generated in Gmsh - an open source finite element mesh generator.
It is important to validate an experiment by simulation. If there
are any discrepancies in the comparison, and the implementations
is verified, the experimental setup and design must be questioned.
The computational results serves as a complement to experimental
and analytical approaches by providing a cost-effective alternative
to realistic flow simulations. The visualizations are capable to pro-
vide highly detailed vector, contour, and flow streamline plots that
describes the physics of the flow. Furthermore, CFD offers the abil-
ity to solve a wide range of complex flow problems where analytical
approaches are limited or does not even exist.
Numerous of experimental numeric surveys have been devoted to
viscous flows through complex geometries and complex arterial net-
works, see e.g Valen-Sendstad and Steinman [23]. This paper points
out the gap between the accuracy of CFD simulations in terms of
different solution strategies, where 12 different aneurysms was sim-
ulated and two different resolutions was compared; high-resolution
(HR) and normal-resolution (NR) , were both experiments was per-
formed within same finite-element mesh. The only difference was in
the degree of the elements, where quadratic elements was used in HR
and linear elements in NR. The results showed a strikingly discrep-
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ancy of 44% in the domain-averaged velocities between the NR and
HR. This is considerable, when commercial tends to utilize low-order
stabilization terms as default.
Another study dedicated to the validation of CFD-tools in biomed-
ical flow, Ugron [20], compared PIV and CFD for a a giant aneurysm
in the carotid-posterior artery and a tip aneurysm in the basilar artery,
where the basilar artery is the next branching after the carotid artery.
This paper concludes that CFD gives a fairly good prediction of the
gross flow patterns and also of the finer details, see fig.1.3.
Figure 1.3: CFD vs PIV Ugron [20]
Turbulence appears to oc-
cur everywhere, the cerebral
aneurysm is no exception. How-
ever, remarkable little attention
has been devoted to the presence
of turbulent flows in cerebral
arteries, see Valen-Sendstad et
al. [22]. This paper demonstrates
the presence of turbulence in an
intracranial aneurysm by direct
numerical simulation (DNS). DNS is dedicated to high-end solu-
tions of turbulent flows governed by the Navier-Stokes equations
Coleman and Sandberg [3]. In contrary to conventional CFD-solvers,
DNS resolves the Navier-Stokes equations explicitly rather than clo-
sure modeling like the Reynolds averaged Navier-Stokes (RANS) or
Large eddy simulation (LES) where sub-grid scale modeling is neces-
sary in order to include the smallest, unresolved eddies. The great-
est strength of DNS is its ability to provide a complete and de-
tailed knowledge of the turbulence flow at any given time and point
in space, without leaning on any approximation. DNS is an ideal
method for turbulence research. However, these promising abilities
comes at a high price; extreme computational cost and severe restric-
tion on the maximum Reynolds number.
Simulating blood flow and pressure in complex arterial networks
is a highly complicated procedure which requires outflow boundary
conditions to incorporate models of the downstream domains, prefer-
ably patient specific boundary conditions Valen-Sendstad, Mardal,
and Logg [21],Mardal et al. [14],Grinberg and Karniadakis [4]. The
large literature available on the importance of outflow BC’s reflects
the widely recognition on its application by the CFD community.
Inflow and outflow boundary conditions typically affect the large
scale characteristics of the flow, such as the pressure distribution and
the flow rate ratio. The major challenge in the mathematical model-
ing and the numerical simulation arise in the flow-through boundary
conditions and especially at the outflow boundary conditions. If the
domains are completely bounded by rigid walls, there is no ambi-
guity in the boundary conditions for the governing equations How-
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ever, when inflows and outflows are present, there are no general
agreement on which type of boundary conditions is both physically
appropriate and mathematically correct for the outflow boundaries ,
Moshkin and Yambangwai [17]. Conventionally, these problems are
treated by specifying velocity on the boundaries of the domain .
In many applications and especially in the replication of an exper-
iment, the velocities at the outflows are not always known; instead
one has to rely on the pressure variation given at the boundaries, and
then determine the flow within the domain. The flow rate distribu-
tion into various branches depends highly on the flow resistances of
these branches, and generally it is even impossible to predict the flow
direction.
The sensitivity described above will be given a special attention in
this thesis. The outflow boundary conditions will be modeled by the
resistance boundary condition (RBC), involving a resistant coefficient
C, which is highly dependent on the perimeter of the arteries and
is taken from quantitative measurement in arterial flows. However,
since our experiment has rectangularly rigid walls, asymmetrically
bifurcated in various size. this C must be uniquely determined for
the geometry of interest.
To this end, we may summarize the task in hand with these two
following statements:
1. Find the resistance coefficient C in the RBC for each geometry,
such that the ratio of the resistance to the flow R = R3/R2
converges to a constant pressure distribution, implying that we
have a steady-state flow. R3 is the resistance at the largest outlet,
and R2 is the resistance at small one.
2. Does this pressure distribution resemble the streamlines of the
experiment?
To address the first, many C’s in some given range would give a
constant R, some sooner then other. As will be demonstrated, a small
change in C would have a major impact on the pressure distribution.
Also a change in the Reynolds number would indeed change the R
within the same C. Furthermore, the sensitivity of C decreased as the
Reynolds number increased.
Starting with chapter 2, we briefly introduce the governing equa-
tions with the initial and boundary conditions, with a special atten-
tion to the resistance boundary condition. In chapter 3 the numerical
methods will be presented. Chapter 4 will hopefully present some ex-
citing visualization and plots of various Reynolds numbers . Chapter
5 is the appendix part with some miscellaneous topics.
A final remark is that it is highly recommended to read this thesis
in pdf, in particular chapter 4 should be read in pdf. The visualization
is in multiple colors with dark background, and the loss of quality is
significant in printed version.
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The pdf can be downloaded by following this link:
https://bitbucket.org/MoHoushmand/master-mo/src

Part II
M E T H O D O L O G Y

2
M AT H E M AT I C A L B A C K G R O U N D
2.1 navier-stokes equations
Figure 2.1: Control volume
The Navier-Stokes equations are the governing equations for vis-
cous fluids in motion Kundu, Cohen, and Dowling [8]. The equations
are systems of nonlinear partial differential equations (PDE) and a
statement of Newton’s second law, where the forces are modeled ac-
cording to those in a viscous Newtonian fluid; stating that the sum
of the inertial forces is equal to the sum of external forces. The equa-
tions dictates the velocity rather than the position. It follows that a
solution of the Navier-Stokes is the velocity field. Once the velocity
field is solved, other quantities may be found, such as the flow rate,
pressure, drag force and so on. The Navier-Stokes equations may be
derived by applying the Reynolds transport theorem eq.(2.1)
11
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d
dt
ˆ
Ω(t)
f (x, t)dV(t) =
ˆ
Ω(t)
∂
∂t
f (x, t)dV(t) +
ˆ
∂Ω(t)
f (x, t)u · ndS
(2.1)
to a moving control volume fig.2.1, resulting in the Navier-Stokes
equations
∂u
∂t
+ (u · ∇)u = −1
ρ
∇p + ν∇2u+ f (2.2)
∇ · u = 0 (2.3)
where u = (u, v, w) is the velocity vector, ρ is the density of the fluid,
and p is the pressure and ν is the kinematic viscosity. The conti-
nuity equation eq.(2.3) and the Navier-Stokes equation eq.(2.2) are
commonly referred to as the Navier-Stokes equations, Langtangen,
Mardal, and Winther [10], and will hereafter be termed according to
this terminology.
This initial and boundary value problem is second order in space
and first order in time which requires two boundary conditions and
one initial value to be given. In the experiment, both stationary and
pulsatile flows was generated. For the stationary case a fully devel-
oped Poiseuille flow will be used at the inlet, in both 2D and in 3D.
For the pulsatile flow, the dimensionless number Womersley number
will be used.
2.2 initial conditions
A flow generated by a pressure gradient is called Poiseuille flow.
When the flow is settled as we get far enough from its entrance, the
velocity becomes axial and varies only with the lateral axis. The flow
is then so called fully developed White and Corfield [24]. This means
that u = u(y, z), v = w = 0, and ∂∂x = 0. These conditions reduces the
mass and momentum equations to
0 = −dp
dx
+ µ
(
∂2u
∂y2
+
∂2u
∂z2
)
(2.4)
∂u
∂x
= 0
0 = −dp
dy
= −dp
dz
Indicating that the pressure is only a function of x for the fully devel-
oped Poiseuille flow.
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2.2.1 Velocity profile in 2D
Solving the one dimensional Poiseuille equation eq.(2.4), where ∂∂z =
0, with the boundary conditions u(±h) = 0 and u(0) = umax we end
with the 1D velocity profile applied at the inlet for the 2D simulations.
u(y) = umaks(1− y
2
h2
) (2.5)
The various velocities in the experiment are given in table 2.1, with
the corresponding plots in fig.2.2
Table 2.1: Kinematics
Re umax[
µm
µs ] u[
µm
µs ] Q[
µm3
µs ]
2.2 0.008730 0.00582 431
84 0.333343 0.2222287 16444
110 0.436521 0.291014 21535
170 0.674624 0.4497493 33281
220 0.873043 0.5820287 43070
340 1.349249 0.899499 66563
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Figure 2.2: Parabolic velocity profiles in 2D
2.2.2 Velocity profile in 3D
The solution of eq.(2.4) for a rectangular cross section is given in [24],
which is valid for laminar flows. The Fourier series solution of the
velocity field is expressed in eq.(2.6). For a rectangular duct with di-
mensions (a = 200µm), (b = 92.5µm), −a ≤ y ≤ a, −b ≤ z ≤ b, the
velocity profile is given by
u(y, z) =
16a2
µdpi3
(
−dpˆ
dx
) ∞
∑
i=1,3,...n+1
(−1) i−12
[
1− cosh(
ipiz
2a )
cosh( ipib2a )
]
×
cos
(
ipiy
2a
)
i3
(2.6)
The volume flow rate is obtained by integrating over the cross section
Q =
ˆ
A
udA
Q =
4ba3
3µ
(
−dpˆ
dx
)[
1− 192a
pi5b
∞
∑
i=1,3,...n+1
tanh( ipib2a )
i5
]
(2.7)
The mean velocity is then
2.2 initial conditions 15
u¯ =
Q
A
(2.8)
The important dimensionless parameter called the Reynolds number
Re, relates the inertial forces to the viscous forces. This number gives
a rough estimation of the flow pattern and the transition between
laminar and turbulent flows, defined as
Re =
uDh
ν
where ν is the kinematic viscosity, Dh the hydraulic diameter defined
as
Dh =
2ab
a + b
=
2 · 400 · 185
400+ 185
= 253µm (2.9)
Fig.2.3 illustrates the shape of the velocity profile given in eq.2.6.
z
y
x
Figure 2.3: Parabolic velocity profile in 3D
2.2.2.1 Pulsatile initial condition
For the pulsatile flow a dimensionless number called the Womers-
ley number will be used. This number relates the transient forces to
viscous forces
α2 =
transient
viscous
=
ωU
νU/L2
=
ωL2
ν
=
ωD2h
ν
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The angular frequency ω is expressed in terms of microhertz
ω =
2pi
T
= 2pi f (2.10)
In the experiment two different frequencies f where used
α1µHz = Dh
√
ω
ν
= 253
√√√√2pi · 1µHz
1.004µm
2
µs
= 0.633
α2µHz = Dh
√
ω
ν
= 253
√√√√2pi · 2µHz
1.004µm
2
µs
= 0.895
When α < 1, the flow predicts the pressure gradients very well and
exhibit a parabolic shape such that the oscillating fluid has the largest
amplitude farthest away from the wall, which is characterized by a
so called quasi-steady behavior. With α > 1 the velocity profile is no
longer parabolic and the flow is phase-shifted relative to the oscil-
lating pressure gradients and the amplitude of the fluid may either
decrease or increase. The solution to the pulsatile flow is given in
Loudon and Tordesillas [13]:
u(y, t) =
A
iωγ
{[sinhΦ1(y) sinΦ2(y)
+ sinhΦ2(y) sinΦ1(y)] cos(ωt) (2.11)
+[γ− coshΦ1(y) cosΦ2(y)
− coshΦ2(y) cosΦ1(y)] sin(ωt)}
where
Φ1(y) =
α√
2
(
1+
y
a
)
, Φ2(y) =
α√
2
(
1− y
a
)
(2.12)
γ = cosh
(
α
√
2
)
+ cos
(
α
√
2
)
(2.13)
The amplitude umax for this oscillating velocity is
umax =
A
iωρ
{[sinhΦ1(y) sinΦ2(y) + sinhΦ2(y) sinΦ1(y)]2
+[γ− coshΦ1(y) cosΦ2(y)− coshΦ2(y) cosΦ1(y)]2} 12(2.14)
2.3 boundary conditions
At the walls of the domains the no-slip condition is used, i.e. u = 0.
While, there are several approaches to the outflow boundary condi-
tions. The zero traction boundary conditions is widely regarded to be
the least complicated way to model the outflow Logg, Mardal, and
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Wells [12]. However, in a bifurcation the flow division is only depen-
dent on the downstream flow, and the zero traction condition does
not capture this very well. This type of BC may be reasonable for sim-
ulations of flows in a domain with a single outlet, but also for steady
flow simulations with multiple outlets, given that the pressure at each
outlet is known from measurements Grinberg and Karniadakis [4].
2.3.1 Outflow boundary conditions
There are four widely used models for the outflow The constant
pressure boundary conditions (CBC), the resistance boundary con-
ditions (RBC) , the Windkessel boundary conditions (WBC), and the
impedance boundary conditions (IBC)Grinberg and Karniadakis [4].
constant pressure boundary conditions The CBS is suit-
able for unsteady flows with only one outlet. Provided that the pres-
sure at the outlets are known from measurements it may also be rea-
sonable for unsteady flows in multiple outlets. When applying the
CBC one must be aware of the phase shifting in pressure waves at
each outlets. Application of the CBC in unsteady flows in domains
with multiple outlets will give a physiologically incorrect results.
the windkessel boundary conditions The WBC offers sev-
eral variations, where the most common one is the three-element
Windkessel model, often denoted RCR. This is suitable for both steady
and unsteady flows. There are two major drawbacks with this method.
The one is that the fluctuations at all frequencies are transferred to the
pressure oscillations. The second is that there are several parameters
at each outlets that must adjusted, typically a capacitance and two
resistances. This leads to numerous different parameters that needs
to be adjusted in domains with multiple outlets. The fitting of ca-
pacitance and the resistance is often done iteratively, which requires
simulations over several cycles. This will have a severe impact on the
computational cost.
the impedance boundary conditions With the IBC, the out-
flows are modeled by analytical approaches, where the method is
based on approximating the arterial network as one dimensional tree-
like structure, where the governing equations are linearized and solved
analytically. Furthermore, the flow is assumed to be time periodic
and can be applied to 1D, 2D, and 3D simulations in domains with
multiple outlets. In 3D, the computational costs are expensive since
accurate convergence of the solution is achieved after several cardiac
cycles.
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2.3.2 The resistant boundary conditions RBC
Figure 2.4: Relation between the flow
and the vessel radius to
the fourth power F ∝
r4Klabunde [6]
Preliminary to the the RBC , we
will briefly account for some ba-
sics and the origin of the resis-
tance to the flow
Following the analogy from
computational hemodynamics (CHD),
within a single vessel there are
primarily three factors that de-
termines the resistance to the
blood flow: the diameter of the
vessel, the length of the vessel
and the viscosity of the blood,
Klabunde [6]. The most impor-
tant of these factors is the diame-
ter, since the diameter in the ves-
sel changes due to relaxation and contraction of the smooth vascular
muscle in the wall of the blood vessel. Fortunately, we are attempt-
ing to replicate a static geometry in our experiment. However, as will
be shown, a very small change in the diameter will result in a large
change in the resistance. The length does not change significantly and
the change in viscosity is usually negligible.
The resistance R of the vessel is directly proportional to the length
L and the viscosity µ of the blood, and inversely proportional to the
fourth power r4 of the radius. Since the diameter and the radius are
directly proportional to each other i.e. D = 2r, and D ∝ r, the diame-
ter may be substituted for the radius such that
R ∝
µL
r4
(2.15)
As a simple example, a 2-fold increase of the viscosity will give
2-fold in the resistance to the flow. In contrary, a 2-fold increase in
radius alters the resistance to the fourth power, where the resistance
is decreased by 16-fold. Therefore, the resistance is an exquisitely sen-
sitive parameter in terms of changes in the radius.
Note that the same physical factors governing the flow of any fluid,
are based on the fundamental law of physics, namely Ohm’s Law,
stating that that current I equals the difference voltage ∆V divided
by the resistance R. Relating Ohm’s law to fluid flow, the current I is
analogous to the flow F, the difference in voltage ∆V is the difference
in pressure ∆P, summarized by
F =
∆P
Rs
(2.16)
Combining the above expression with eq.(2.15), we get the Poiseuille
equation
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F ∝
∆P · r4
µ · L (2.17)
Assuming constant L, ∆P and µ, The relation between the flow and
the vessel radius to the fourth power r4 is illustrated in Fig. 2.4. For
an arbitrary cross section, the resistance of the flow may be expressed
as
Rs = f
Re
4
(2.18)
=
1
µ
dp
dx
D2h
2umean
(2.19)
The RBC assumes that the pressure and the flow rates are linearly
dependent. Application of RBC for flows in rigid walled domains
may lead to numerical instabilities, because the velocity fluctuations
at all frequencies are transferred to the pressure oscillations. In steady
flows, the RBC becomes CBC. In terms of computational cost, the RBC
are much more expensive than the CBC, since the flux integral at each
outlet must be computed at each time-step.
Since the details of the velocity and the pressure from the exper-
iment are not known, we may model the pressure at the outlets by
the RBC in conjunction with Neumann condition for the velocity. The
value of the RBC is proportional to the flow, such that the pressure at
the outlet Γout,i may be modeled by
pi = p0 + Ri = p0 + C
ˆ
ui · ndsi (2.20)
pout1 = p0 + C
ˆ
u · nds1 (2.21)
pout2 = p0 + C
ˆ
u · nds2 (2.22)
Where p0 is the mean intracranial arterial pressure, C is the resis-
tance coefficient, u is the velocity, n is the outwards normal vector
and dsi is the width of each outlet respectively. C is usually taken
according to a table see table2.2, and as described above, it depends
highly on the peripheral of the arteries. The RBC in this form eq.(2.20)
is a model used in computational hemodynamics. Since we are trying
to replicate an experiment where the fluid is water in rectangularly
shaped domains, we may neglect the intracranial arterial pressure.
However, p0 was chosen a very small number, just to avoid zero di-
vision error on the very first time step when printing and plotting
the evolution of R. We can rule out this impact on the results be-
cause even if we add the contributions of 1 · 1010 time steps, we get
p0 = 10−90 ≈ 0.
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Table 2.2: RBC coefficient C for arteries of varying size. Valen-Sendstad,
Mardal, and Logg [21]
artery C[1 · 109pa · s ·m−3] radius
Thoracic Aorta 0.18 9.99
External Cerebral Artery 5.43 1.50
Middle Cerebral Artery 5.97 1.43
Anterior Communication Artery 8.48 1.20
Posterior Communication Artery 11.08 1.05
2.4 final mathematical model
We may summarize the final mathematical model with its correspond-
ing boundaries given in fig.2.5.
∂u
∂t
+ (u · ∇)u = −∇p + ν∇2u+ f for x ∈ Ω
∇ · u = 0 for x ∈ Ω× [0, T]
u(x, t) = 0 for x ∈ Γ× [0, T]
pi = p0 + C
ˆ
Γi
ui · ndsi for x ∈ Γout1 and x ∈ Γout2
u(x, 0) = u0 for x ∈ Γin
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Figure 2.5: Expanded bifurcation with initial and boundary conditions
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N U M E R I C A L M E T H O D S
There are many numerical techniques for solving the fully Navier-
Stokes equations. Some more efficient than others. One especially
popular combination is to spatially discretize the Navier-Stokes equa-
tions by the finite element method (FEM), temporally by the finite
difference method [16]. In the following sections we will briefly go
through the numerical methods used in this thesis. More precisely,
the numerical techniques already discretized in Oasis.
3.1 finite element method (fem)
FEM was initially developed for strain-stress calculations in solid me-
chanics where the mathematical foundation was based on variational
interpretation of the total potential energy of the system Kundu, Co-
hen, and Dowling [8]. Some of the major strengths of FEM is its ability
to easily deal with complex geometries, unstructured meshes, and
higher order approximations of the solutions Langtangen [9]. The
main idea of FEM is to divide the domain into elements, typically
shaped as tetrahedrons in 3D or triangles in 2D, and approximate
the unknown function by piecewise polynomials on each element.
These piecewise approximations are then glued together at the ver-
tices to find a global solution The chosen polynomials can be linear
or quadratic, but in terms of computational efficiency, higher order
polynomials are desirable. In most CFD problems, the Galerkin for-
mulation of FEM is used.
The fundamental idea in solving PDE’s in FEM is to seek an ap-
proximate solution u in some spanned function space V, such that
any u ∈ V can be expressed as a linear combination of some pre-
scribed finite element basis functions {ψj}j∈Is where Is = {0, ..., N}:
u(x) = ∑
j∈Is
cjψj(x) (3.1)
V = span{ψj(x)} (3.2)
where cj are coefficients to be determined. Consider an abstract PDE
L(u) = f , where a residual R is formed to measure the error in
fulfilling the governing equation.
R = L(u) = L
(
∑
j∈Is
cjψj(x)
)
(3.3)
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The idea of the Galerkin method is to minimize this residual by
demanding R to be orthogonal to some space W, not necessarily in
the same space as V where we seek the unknown function. This
generalization is popularly called the method of weighted residuals.
(R, v) = 0, ∀v ∈W (3.4)
Now, if {w0, ..., wN} is a basis for W, we may equivalently express the
method of wighted residual as
(R, wi) = 0, i ∈ Is (3.5)
Which results in N + 1 equations for {ci}i∈Is . Statements like eq.(3.4)
and eq.(3.5) are known as variational formulations or weak formu-
lations, while the continuity eq.(??) and the Navier-Stokes equations
eq.(??) in this form are called strong or classical formulations of the
problem. In the variational formulations it is common to use the
name trial function for the approximate u = ∑j cjψj, and the space V
containing the trial function is called trial space. The function v or
wi entering the orthogonality requirement is termed as test functions,
and the space W containing the test functions is called test space.
3.2 fractional step methods
The fractional step methods also referred to as projection methods,
constitutes a popular approach for splitting the Navier-Stokes equa-
tions ,Guermond, Minev, and Shen [5], Langtangen, Mardal, and
Winther [10], Mortensen [15], and Mortensen and Valen-Sendstad
[16]. These methods are classified into three classes; the velocity-
correction, the pressure-correction, and the consistent splitting meth-
ods. The common feature of these methods is that one typically starts
by discretizing in time and treat the convective velocity explicitly,
whereas the viscous term and the pressure are treated implicitly. The
most appealing feature of fractional step methods is that at each time
step one only is required to solve a sequence of the decoupled Navier-
Stokes equations for the velocity and the pressure, making it a very
efficient strategy for large scale numerical simulations.
3.2.1 Adams-Bashforth Crank-Nicolson (ABCN)
Writing the governing equations to be discretized and linearized once
again
∂u
∂t
+ (u · ∇)u = −1
ρ
∇p + ν∇2u+ f (3.6)
∇ · u = 0 (3.7)
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where the velocity vector is u(x, t), the constant fluid density is in-
corporated in the pressure p(x, t) , the kinematic viscosity ν, and
any volumetric or gravitational forces like buoyancy are denoted as
f (x, t), but for simplicity the volumetric forces are neglected. The ve-
locity and the pressure are solved separately with the fractional step
method. The temporal domain t ∈ [0, T] is uniformly distributed with
constant time step ∆t = TN such that t = k∆t, where k = 0, 1, . . . , N.
The velocity and the pressure at time step k is given as uk and pk.
A midpoint Crank-Nicolson evaluation is given by[
∂u
∂t
]k+ 12
+ [(u · ∇)u]k+ 12 = −1
ρ
∇pk+ 12 + ν∇2uk+ 12
where the transient term may be discretized by a 2-step central differ-
ence scheme that is second order accurate in time by[
∂u
∂t
]k+ 12
=
uk+1 − uk
∆t
+O(∆t2)
An implicit approximation at time step k + 12 for the velocity is
uk+
1
2 =
uk+1 − uk
∆t
+O(∆t2) (3.8)
The convective term is linearized by
[(u · ∇)u]k+ 12 = (uk+ 12 · ∇)uk+ 12
The only known and allowed velocity is the explicit convective ve-
locity uk+1/2 which is approximated at k + 12 with a second order
accurate Adams-Bashforth projection
uk+
1
2 =
3
2
uk − 1
2
uk−1 +O(∆t2)
And the pressure is also naturally evaluated at the midpoint k and
k + 1 and will be solved solved directly at pk+
1
2 instead of pk. This
means that both velocity and the pressure will be staggered in time,
which leads to the following scheme
1
∆t
(uk+1 − uk) +
(
(
3
2
uk − 1
2
uk−1 · ∇)
)
uk+
1
2 = −1
ρ
∇pk+ 12 + ν∇2uk+ 12
(3.9)
uk+1 = uk − ∆t
((
(
3
2
uk − 1
2
uk−1 · ∇)
)
uk+
1
2 − 1
ρ
∇pk+ 12 + ν∇2uk+ 12
)
∇ · uk+1 = 0 (3.10)
The velocity must be initialized on two time steps with no need for
modifications because the convective term will be degraded(will loss
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accuracy) to first order accurate (u0 · ∇)u 12 . One could alternatively
compute the convective velocity by iterating the first time step from
the last known approximation from the explicit midpoint rule eq.(3.8)
e.g (u
1
2 · ∇)u 12 .
There are still some major issues with the scheme (3.9) and (3.10)
that need to be addressed. First, we don’t have any update for the
pressure term. Second, conservation of mass is generally not satisfied.
The solution to these problems will be the topic of the next paragraph.
3.2.2 Incremental Pressure Correction Scheme (IPCS)
Pressure correction schemes are a class of time-stepping techniques
consisting of two sub-steps for each time step,Guermond, Minev, and
Shen [5]. The pressure is either treated explicitly or ignored in the
first sub-step and is corrected in the second one by projecting the
previous velocity onto the test space. A common way to satisfy the
continuity equation (divergence free velocity), is to introduce a veloc-
ity guess often termed tentative velocity u?. The velocity at time step
k + 1 is then taken as the sum of the tentative velocity and a correct-
ing velocity uc, where the correction term makes sure that mass is
conserved.
uk+1 = u? + uc (3.11)
Same procedure can be applied to the pressure by introducing a pres-
sure correction φk+1. A second order accurate second IPCS can be
summed up with three steps:
1. 12∆t (3u
?− 4uk+ uk−1)+ (uk+1 ·∇)u? = ν∇2u?−∇p? u? |Γ=
0
2.
 32∆t (uk+1 − u?) = −∇φk+1∇ · uk+1 = 0, uk+1 · n |Γ
3. pk+1 = p? + φk+1
.
3.3 mesh
The meshes was generated in several versions of each geometry with
different densities. Especially the fine 3D meshes was made for the
highest Re . Table 3.1 gives some information of some selected meshes,
where F is for fine, C for coarse, bi is the geometry without the ex-
panded bifurcation,and an for aneurysm is the geometry with the
expanded bifurcation.
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Table 3.1: Mesh information
mesh F an3D C an3D F bi3D C bi3D F an2D C an2D bi2D
Cells 330966 44770 130027 18578 13851 3294 6383
Vertices 61023 9461 25686 4357 7111 1733 3333
hmax 54.6 110.5 56.4 102 29 64.1 34.6
hmin 10.2 20.8 10.7 22.3 7.5 15.8 8.4

Part III
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R E S U LT S A N D D I S C U S S I O N
4.1 the experiment
The micro channel chip was manufactured in 500µm thick polished
silicon wafer with 6 inch(15.24cm) in diameter. The structure of the
micro-channels consisted of a rectangular cross-sections with a nomi-
nal depth of 185µm arranged in a Y-bifurcation layout, with the inflow
from left to right. The width of the inlet was 400µm , while the small-
est outlet was 100µm wide with an exit angle α1 = 45o relative to the
inlet, and the second outlet with a width of 400µm with an exit angle
α2 = 80o.
(a) The base frame and the geometry of the
silicon channel in a custom made which
enables easy change of chip. The chip
size with channel geometry is 20 × 40
mm.
(b) Experimental setup showing flow
generator, valves, channel geometry
and outlet reservoir. The small out-
lets from the main channel can be
used as pressure taps.
Figure 4.1: Microfluidic chipKolaas,
Jensen, and Mielnik [7]
A custom made frame where
build to hold the silicon chip
and to enable easy connection to
other equipment and to quickly
change the shape of the ge-
ometry, see fig. 4.1. The
flow was driven by a program-
able syringe pump, not power-
ful enough to create a periodic
time-dependent flow within the
recording length of the camera.
Alternatively, two valves were
used to either send or bypass
the flow through the bifurcation,
where both outlets were con-
nected through a confluence to
ensure equal pressure condition
on the outlets before ending in a
pipe above a sink (atmospheric
pressure condition).
The suspended particles was
photographed with long expo-
sure times to reveal the path-
lines or the streamlines of the
flow. The focus was mainly on
the stationary flow, where six
different Reynolds number was
visualized in both with and without the expanded bifurcation: Re =
[2.2, 84, 110, 170, 340]. There was found some significant differences
in the flow characteristics between the geometries.
31
32 results and discussion
(a) Re = 2.2 (b) Re = 84
(c) Re = 110 (d) Re = 170
(e) Re = 220 (f) Re = 340
Figure 4.2: Bifurcation
In the geometry without the
expanded bifurcation fig.4.2, there
was not much visual difference
between the lowest and the high-
est Reynolds number i.e. Re =
2.2 and Re = 340. The trend was
that at low Reynolds number the
flow was characterized by a stag-
nation point which would move
slightly downwards, i.e. in the
direction of the largest outlet
with increasing Reynolds num-
ber.
With the expanded bifurca-
tion however, there was found
some dramatical differences be-
tween the Reynolds number, es-
pecially from Re > 84, see
fig.4.3. As the Reynolds number
increased, the stagnation point
would move more and more
downward, where separation oc-
curred at Re ≈ 84 consisting of
a small eddy at the small out-
let and a larger one at the large
outlet. These would grow larger
with increasing Reynolds number. The brightest spots indicates low-
est velocity.
Since the experiment was conducted in rectangularly shaped geom-
etry and not tubes, this study attempted to study local flow features
around sharp edges and the stability of the flow with the expanded bi-
furcation where the main focus was on separation in stationary flows
with different flow rates. Additional details of the experiment is given
in appendix 5.2, and Kolaas, Jensen, and Mielnik [7].
In the comparison and in some figures and tables, the geometry
without the expanded bifurcation is denoted as bi2D or an3D , while
the expanded bifurcation with (aneurysm). In the visualization, the
focus will mainly be on the geometry with the expanded bifurcation
and stationary initial condition.
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(a) Re = 2.2 (b) Re = 84
(c) Re = 110 (d) Re = 170
(e) Re = 220 (f) Re = 340
Figure 4.3: Stationary results of the expanded bifurcation from the experi-
ment (aneurysm)
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4.2 preliminaries
Starting with the 2D simulations, initially C could be any number. A
natural starting point would be C = 1. This would diverge immedi-
ately and kill the run. So the next guess was an order lower: C = 0.1.
Now the simulation would run normally, at least for a while, but the
outflow from the smallest outlet was way to high, so this order was
also discarded. As we decreased the order of C, the flow would look
more and more naturally, up to some point. Decreasing C would give
an increase in the ratio R = R3/R2, meaning that the outflow from the
largest outlet would be higher and convergence was achieved much
slower. A high C would converge faster but it would give unrealis-
tic flow characteristics i.e. to much outflow from the smallest outlet.
This R must not be confused with the resistance Rs to the flow in
eq.(2.18). This is ratio of the resistance to the flow defined as
R =
R3
R2
(4.1)
which is a positive dimensionless number, where e.g. R = 10 indi-
cates that the outflow from the largest outlet is 10× higher than the
smallest.
Anyway, the 2D simulations was generally convergence friendly,
the latest registered steady-state was around tstep = 5600 (flat R), but
it was highly challenging to adjust C and predict the streamlines or R.
In 3D however it was the opposite, C was still very sensitive but much
more predictable and domesticated in terms of the streamlines, but it
would take extremely long time to converge. Even at tstep = 1 · 105
it was not flat, but very close Ri − Ri−1000 ≈ 0.05%. Fig.4.4 illustrates
the fast convergence of the 2D simulations for some selected C in
terms of the pressure distribution. Notice the enormous difference in
R for C = 1 · 10−4 between Re = 2.2, and Re = 84, and also how fast
C = 1 · 10−2 converges in both flow rates.
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(a) (b)
(c) (d)
Figure 4.4: 2D aneurysm pressure distribution
4.2.1 The impact of flow rates
To get a better view of how the ratio of the resistance would change
with different equally spaced C’s, i.e. ∆C = 0.25 , and different flow
rates, the R’s at steady-state was plotted against each other, see table
4.1 and fig.4.5. It was found that a change in the Re would certainly
change R within the same C.
From section 2.3.1 we recall that the resistance boundary condition
is based on the assumption of linear dependency between the flow
rate and the pressure. However, a change in the flow rate would not
change the R in a linear fashion. Otherwise, one could just introduce
a correction variable, say γ, and expressed it in terms of the Reynolds
number such that γR2.2 = R84. Note that R84 must not be confused
with Re = 84: R84 is the ratio of the resistance R = R3/R2 with flow
rate Re = 84, at steady state. This is illustrated in fig.4.5. and also in
fig.4.4.
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Figure 4.5: Comparison of flow rates at steady-state: Re = 2.2 vs Re = 84
Table 4.1: 2D steady-state comparison with equally spaced C: ∆C = 0.25
C R2.2 ∆R[%] R84 ∆R[%]
1 · 10−2 1.9 ? 2.1 ?
7.5 · 10−3 2.2 15.8% 2.4 14.3%
5 · 10−3 2.7 22.7% 3.0 25%
2.25 · 10−3 4.4 63% 4.7 56.7%
1 · 10−3 8.9 102% 7.3 55.3%
7.5 · 10−4 11.2 25.8% 8.5 16.4%
5 · 10−4 15.2 35.7% 10.1 18.8%
2.25 · 10−4 26.3 73% 13.2 30.7%
1 · 10−4 40 52.1% 15.5 17.4%
We notice that Re = 84 has a much more stable and narrower
range with different C’s, i.e the range of R2.2 = [1.9, ..., 40] > R84 =
[2.1, ..., 15.5] (greyed) fig. 4.5. This suggests that at higher flow rates,
the ratio of the resistance R is less sensitive to C. This effect was
not obvious Initially, where it was somehow naively presumed that R
would remain more or less the same as we increased the Re, at least
4.2 preliminaries 37
it would not differ so dramatically. Leaning to the Bernoulli’s princi-
ple; an increase in velocity results in a decrease in pressure, and vice
versa, a decrease in velocity makes pressure more dominant, that is,
within the same C, the run with Re = 2.2 will have a more pressure
dominant flow than Re = 84. Also, as C increases the R’s gets more
and more correlated, but this does not help us because it goes way to
much out of the smallest outlet.
Figure 4.6: Volume comparison
Fig. 4.7 shows how both flow rates and different geometries changes
the pressure distribution. From fig. 4.6 we a considerable volume in-
crease with the expanded bifurcation.
(a) (b)
Figure 4.7: Comparison of Re = 2.2 and Re = 84 for bi2D and an2D
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4.2.2 The stability of coarse mesh resolution (3D)
Figure 4.8: CFL, Re = 2.2, ∆t = 10
It would be desirable to some-
how optimize the mesh for cer-
tain flow rates, e.g it would be
waste of CPU to run Re = 2.2 in
a super fine mesh generated for
higher Re. But recalling section 1
and in particular the discussion
on different solution strategies
in terms of mesh-resolution pro-
posed by (Valen-Sendstad and
Steinman [23]), a coarse mesh
turned out to be useless. Even
though the coarsest resolution NR in this study, was most most likely
severely more dense than the mesh we are considering in this sec-
tion, it my not be unreasonable to draw a parallel. Nevertheless This
coarse mesh had a tremendous impact on the and the sensitivity of
C, stability of R, the range of accepted C’s, even with CFL << 1 see
fig. 4.8.
For simplicity, the stability criterion was taken as.
c = u
∆t
h
≤ cmax (4.2)
where cmax = 1 and h is the cell size. Fig. 4.9 illustrates the initial
steps of this run.
(a) (b)
Figure 4.9: 3D coarse mesh resolution ∆t = 100
Notice the narrow range of the plots: C = [1 · 10−4− 2 · 10−4]. With
C = 2 · 10−4 and ∆t = 100 in fig. 4.9a and fig. 4.9b we have an
oscillating behavior with some serious back flow issues. This run is
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certainly doomed. With C = 1.5 · 10−4 we have some initial oscilla-
tion but there is no back flow problem, however this run would also
eventually diverge. C = 1 · 10−4 looked stable in the beginning, but a
long run revealed that this was a diverging C as well. Any C’s above
or below this range would definitively kill the run.
Maybe the time step was to high, but on the other hand the CFL
unusually low. Anyway, lets see what happens if we lower the time
step to ∆t = 10. Now we have even lower CFL than ∆t = 100. Fig.
4.10 illustrates the initial steps of these runs.
(a) (b)
Figure 4.10: 3D coarse mesh resolution ∆t = 10
Although no back-flow behavior, these C’s are diverging heavily.
Much faster than the C’s in ∆t = 100. These C’s would shoot up
to R = 600 incredibly fast. Is there an upper limit on how coarse
a mesh can be independent of the CFL? Anyway, the lesson learned
here is that don’t be to greedy in terms of the mesh resolution and
computational sparing. Another bothering aspect is that both the
blue and the green lines are much more well behaving with ∆t = 100
fig. 4.9. But with ∆t = 10, much more variations of C’s are accepted.
In either way, this mesh resolution was useless. Even for Re = 2.2
and ∆t = 10.
4.2.3 Visualization
One obvious challenge in the comparison is that the photos from the
experiment are taken from above. But this would turn out to be no
problem for the laminar flows, since the streamlines at various eleva-
tions in the simulations would be more or less the same. However,
from Re > 170, various altitudes would differ considerably. We may
therefore variate the visualization techniques in order to provide a
more complete description of the flow characteristics.
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The results from the simulations was post-processed in paraview
where mainly three different visualization techniques was used:
• Surface-LIC, or the line integral convolution(LIC), is a vector
field visualization technique where the noise is convolved with
a vector field producing streaking patterns that follows the vec-
tor field tangents.
• The stream tracer follows the vector fields and was used to cap-
ture the characteristic streamlines of the vector field.
• The glyphs vector is used to display the vector fields and gives
a better view of the magnitude and the density of the flow rate.
To illustrate different aspects and give different point of views of the
flow, the presentation may differ in terms of angles, depth, color
range and visualization technique. Special focus will be on the ge-
ometry with the aneurysm, and also the highest Reynolds numbers
will be given most attention.
Unless specified, the LIC in 3D is taken at middle of the cross sec-
tion z = 92.5. The velocity legends will mostly be excluded of conve-
nient and esthetic reasons, unless there are something important to
be pointed out. The relevant kinematics are given in table 4.2.
Table 4.2: Kinematics
Re umax[
µm
µs ] u[
µm
µs ] Q[
µm3
µs ]
2.2 0.008730 0.00582 431
84 0.333343 0.2222287 16444
110 0.436521 0.291014 21535
170 0.674624 0.4497493 33281
220 0.873043 0.5820287 43070
340 1.349249 0.899499 66563
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4.3 2d results
4.3.1 Re = 2.2
4.3.1.1 Bifurcation
In the junction in fig.4.11a there is a fairly even battle of the momen-
tum between the outlets (the green color). As C decreases, the largest
outlet dominates more and more. The range of the velocity is much
higher in fig.4.11a and 4.11b, where the velocity is forced out of the
small outlet. The velocities in fig.4.11c and 4.11d are much closer to
the theoretical Poiseuille flow given in table 4.2.
(a) C = 1 · 10−2 (b) C = 5 · 10−3
(c) C = 1 · 10−3 (d) C = 1 · 10−4
Figure 4.11: bi2D Re = 2.2
Fig.4.12 gives a closer look at some selected C’s in fig.4.11. The
stagnation point moves downwards as C increases. Fig.4.12d seems
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to resemble the experiment best, at lest in terms of the stagnation
point.
(a) (b) C = 1 · 10−4
(c) C = 1 · 10−3 (d) C = 1 · 10−2
Figure 4.12: Comparison bi2D Re = 2.2
4.3.1.2 Aneurysm
In 2D aneurysm simulations, it was of some unknown reason ex-
tremely difficult, or maybe even impossible to replicate the stream-
lines of the experiment. More than thousand simulation was run in
an2D each with slightest change in C in an effort to recognize a pat-
tern, without the slightest luck.
Fig.4.13 illustrates the velocity distribution of some selected C’s
given in table 4.1.
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(a) C = 5 · 10−3 (b) C = 1 · 10−3
(c) C = 5 · 10−4 (d) C = 1 · 10−4
Figure 4.13: an2D
The streamlines of some selected C’s given in table 4.1 are illus-
trated in fig. In fig. 4.14a the outflow from the smallest outlet appears
to be way to much. While in fig.4.14b, 4.14c and 4.14d the stream-
lines are somehow dragged downwards against the largest outlet.
The common characteristics of these streamlines is that the stagna-
tion points are more or less at the same spot. We can also note that
as C decreases , the u-turn gets more and stretched downwards.
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(a) C = 5 · 10−3 (b) C = 1 · 10−3
(c) C = 5 · 10−4 (d) C = 1 · 10−4
Figure 4.14: Re = 2.2
A closer inspection of fig.4.14c and fig.4.14d is given in fig.4.15b.
The blue color indicates very low velocity and the dark is close to
zero.
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(a) (b) 5 · 10−4
(c) C = 1 · 10−4 (d) 5 · 10−4
Figure 4.15: an2D LIC Re = 2.2
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4.3.2 Re = 84
4.3.2.1 Bifurcation
In fig.4.16b we notice the formation of a tiny circulation at the upper
wall, slightly left to the smallest outlet, and a larger circulation by
the left wall at the large outlet. The tiny circulation disappears as
C decreases, while the large circulation gets larger. And also the
stagnation point moves slightly downwards.
(a) (b) 1 · 10−4
(c) 1 · 10−3 (d) 1 · 10−2
Figure 4.16: bi2D Re = 84
The stagnation point in the experiment is slightly higher than the
simulations. It is hard to tell which one these C’s are closest to the
experiment, but in terms of the u-bend right below the smallest outlet,
maybe fig.4.16c is the closest one.
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4.3.2.2 Aneurysm
With the Re = 84, the results started to become interesting, but at the
same time extremely frustrating. Enormous effort was put down to
figure out the behaviors of this flow rate. Starting with C = 5 · 10−3
in fig.4.17a, the flow rate out of the smallest outlet is maybe to much.
Additionally, we have some serious circulation issues, dangerously
near the boundary of the outlet.
(a) C = 5 · 10−3 (b) C = 1 · 10−3
(c) C = 5 · 10−4 (d) C = 1 · 10−4
Figure 4.17: Re = 84
The size of the circulation seems to be inversely proportional to
each other, i.e. as the circulation near the wall by the smallest outlet
grows, the circulation near the large outlet decreases.
Fig.4.17d is compared with the experiment in fig.4.18. These are
not comparable, and it was not possible to avoid circulations in 2D
runs with Re = 84. This run resembles Re = 220 in fig.4.3 more than
Re = 84.
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(a) (b) Surface-lic
Figure 4.18: Closer inspection, Re = 84, C = 5 · 10−4
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4.4 3d results
Initially, the idea was to find the C in 2D such that we could trans-
fer it to the 3D simulations, but the C’s that gave somehow reason-
able R’s in 2D was not applicable in 3D. After some consideration,
this approach was naturally not reasonable. Recalling section 1 and
2.3 where the resistance to the flow is inversely proportional to the
perimeter. In 3D, a new dimension is introduced with 185µm. In
General, the C’s was over an order lower in 3D. The computational
cost in 3D increased dramatically, which made it extremely challeng-
ing to test different C on a long run. Due to the limited computa-
tional power, the procedure to find the right C such that we got a
comparable simulation was done by choosing some range, roughly
estimated: C = [9 · 10−5, 8 · 10−5, ..., 1 · 10−5], and plot the evolution of
R in some short simulations. Next step was to discard the C’s which
gave streamlines that did not correspond to the experiment. This
search is demonstrated in fig.4.19.
(a) Semi-rough search for R (b)
(c) Narrowing the search (d) Narrowing the search even further
Figure 4.19: Search for R
Note that the grey area is only there for orientation in this search,
which was the area initially and roughly estimated that the R we are
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seeking for would be in. However, the R’s turned out to be much
higher, but at least we had a starting point. In fig.4.19a, we see a
distinct gap between the red curve C = 2 · 10−5 and C = 1 · 10−5. This
was interesting because above the gap the curves was not as curvy as
below the gap, but it was not clear how to interpret this. Anyway,
the next step was to investigate further in this area, where fig. 4.19c
shows five C’s, now in the range of C = 2 · 10−5 and C = 1 · 10−5.
A longer run resulted in fig. 4.19d. We had now a C that stayed in
this virtual zone, and had a candidate to invest a “long” run in, but
this greyed zone had nothing to do with the R’s at steady state. This
is not an exact science , for all we know it could be any of the other
colors.
Although decaying (in contrary to those in fig. 4.9), the problem in
3D was slow convergence. Fig. 4.20 illustrates some selected C’s and
the evolution of the corresponding pressure distributions for Re = 84.
Figure 4.20: Various C’s with Re = 84, ?→ ∆t = 20, ??→ ∆t = 50
Unfortunately, these C’s had no immediate plan to converge at first.
The computational cost for 1 · 105 time steps, or 1second of simulation
was approximately 48 hours with 4 processors, and 9-10 days for a
regular laptop. This made it extremely difficult to test out different
C’s such that the corresponding R got totally flat. This lead to the
comprise of comparing the simulations with only one second well
aware of the convergence issues.
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4.4.1 Re = 2.2
The C = 1.2 · 10−5 found in fig. 4.19d was first run on Re = 220 which
will be covered soon, but the same C would result in fig. 4.21 after
a long run, i.e T = 1 · 106mcs = 1s. Ignoring the convergence issues,
the results are very close to the experiment.
(a) The experiment (b)
(c) (d)
Figure 4.21: 3D, Re = 2.2, C = 1.2 · 10−5
Regarding the vector field in fig. 4.21d, we see the vectors are
sucked and divided by each outlet. In this Reynolds number the
vectors barely reached the aneurysm.
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4.4.2 Re = 84
Even though the velocities of the white lines are close to zero, we
register from fig. 4.22b that the stagnation point has moved more
downwards compared to the experiment. In fig.4.22c this point has
moved even further. Maybe this unique C in this geometry is even
lower, which makes the computational cost much more expensive
since lower C converges much slower.
(a) The experiment (b) C = 1.2 · 10−5
(c) C = 5 · 10−5 (d) C = 1.2 · 10−5
Figure 4.22: an3D, Re = 84
Fig. 4.23a show that there is still not much action in the aneurysm,
at least from a vector point of view. Fig.4.23b illustrates the path of
some particles, where the they get divided the outlets. Notice that
the particles getting sucked in the direction of the largest outlet does
not get as far into the aneurysm as the particles above. The particles
getting out of the smallest outlet have a longer slow-paced journey.
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(a) (b)
Figure 4.23
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4.4.3 Re = 110
Fig. 4.24 illustrates the velocity distribution for some selected C’s in
this run
(a) C = 5 · 10−5 (b) C = 3 · 10−5
(c) C = 2.5 · 10−5 (d) C = 2 · 10−5
Figure 4.24: Velocity distribution Re = 110
From fig. 4.25 we notice that as C decreases the stagnation point
moves more and more upwards. As a result of that, the u-turn gets
slightly wider. In the experiment, the u-turns are much more sharper.
The closest one in terms of the u-turns is maybe fig. 4.25d, but in
terms of the stagnation point fig. 4.25b is closer to the experiment.
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(a) (b) C = 2 · 10−5
(c) C = 3 · 10−5 (d) C = 5 · 10−5
Figure 4.25: 3D, Re = 110
A closer inspection of the stagnation point in fig. 4.25b for various
altitudes is given in fig. 4.26. We can immediately see that this point
moves upwards with increased height. This effect was not observed
for Re = 84 in the previous section.
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(a) z = 10 (b) z = 92.5
(c) z = 140 (d) z = 175
Figure 4.26: A closer look at the stagnation point for C = 2 · 10−5
Fig. 4.27a illustrates how the vector-field is distributed between the
outlets. There is much more action in the aneurysm compared to the
previous runs, but the vectors are still relatively small. The stream-
lines in fig. 4.27b reveals that the journey of the particles getting out
of the smallest outlet is even longer than the previous runs. This be-
havior is naturally enough as expected, considering the increase in
velocity.
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(a) (b)
Figure 4.27: Streamlines and the vector-field
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4.4.4 Re = 170
In this Reynolds number, the formation of the circulation has started.
This was an encouraging simulation, since the circulation in fig.4.29b
resembles the experiment quite well. The velocity distribution is
given in fig. 4.28.
Figure 4.28: Velocity distribution for C = 5 · 10−5
The circulation in the experiment fig. 4.29a has maybe a slightly
more shape to it, or is slightly more curvy than fig. 4.29b. This curvi-
ness is probably because it maybe goes more out of the smallest outlet
in the experiment compared than the simulation. Another point that
may support this hypothesis is by considering the top of the circula-
tion. In the experiment fig. 4.29a it is more symmetrically divided
between the inlet and the smallest outlet. In the simulation fig.4.29b
however, the circulation is somehow dragged in the direction of the
inlet. If this is true, than the resistance coefficient should be higher
for this geometry.
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(a) (b)
(c) (d)
Figure 4.29: 3D, Re = 170, C = 5 · 10−5
Fig. 4.30a shows some streamlines for this run, and it gets consid-
erably wobbly at the end of the smallest outlet. Fig. 4.30b illustrates
the magnitude at the smallest outlet.
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(a)
(b)
Figure 4.30: The streamlines and the vector field
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4.4.5 Re = 220
This run became the benchmark of this thesis, due to the strikingly
close resemblance to the experiment, see fig. 4.31.
(a) (b)
(c) (d)
Figure 4.31: 3D, Re = 220, C = 1.2 · 10−5
It would be attempting to suggest that C = 1.2 · 10−5 is the right C,
but this didn’t hold for Re = 84 in section4.4.2. Recalling from fig. 4.5
that as we increase the velocity, the chosen C will have less impact on
the pressure distribution. With this in mind we may compare another
C in fig. 4.32.
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(a) C = 1.2 · 10−5 (b) C = 5 · 10−5
Figure 4.32: C = 5 · 10−5
It is hard to tell which one of the C’s in fig. 4.32 or fig. 4.31 resem-
bles the experiment best. Maybe fig. 4.31 because of the symmetri-
cally divided circulation.
Figure 4.33: Vector-field over the eye
In fig. 4.34 we follow the path or the streamlines of some particles.
As they enter the aneurysm, some of them takes a dip up, while some
take a dip down and into a centrifugal spiral which decays they’re
momentum, and finally coming out of the outlets. Roughly observed,
it seems that it went more particles in than out. Maybe because some
of them decayed away in the spiral.
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(a)
(b)
Figure 4.34: The journey of some particles
Fig. 4.35 illustrates some flow characteristics in various altitudes.
It is hard to tell why fig. 4.35a differs from fig. 4.35d, since both are
±10µm from z = 0 and z = 185.
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(a) z = 10
(b) z = 92.5
(c) z = 150
(d) z = 175
Figure 4.35: Various altitude, Re = 220, C = 1.2 · 10−5
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There may be some contradictions in this figure compared to the
statements made about fig. 4.26. In the latter we biased that higher
altitudes gives a closer resemblance to the experiment in terms of the
stagnation point. However, this one indicates the opposite in terms
of the circulations. The photos from the experiment are crystal clear
and the white lines that indicates the lowest velocities are similar to
the experiment. All in all, the different visualization techniques must
be summed up to provide a more complete and holistic view of the
photos, e.g fig. 4.34 and especially fig. 4.33.
It would be exciting to see plots of the velocity profiles in various
cross sections, see fig. 4.37 and fig. 4.36 for orientation of the axis.
The plots are taken in the flow direction i.e: →. In fig. 4.37g we are
at x = 300 and the velocity profile is at the first sharp edge, dragged
towards the largest outlet. In fig. 4.37o the cross section is over the
circulation and the lowest dump indicates the eye of the circulation
Figure 4.36: Axis an3D
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(a) x = 10 (b) x = 100 (c) x = 200
(g) x = 300 (h) x = 400 (i) x = 500
(m) x = 600 (n) x = 700 (o) x = 800
Figure 4.37: 1D velocity profile for various cross sections
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4.4.6 Re = 340
This Reynolds number was the highest one in the experiment, it was
also the hardest one to simulate. The run was killed consistently at
tstep ≈ 3.5 · 104. It was hard to pinpoint what was going on around
these time steps. The .pvd files was unreadable because of the killed
run, so there was not much help from paraview.
Figure 4.38: Lan3D for Re = 340
Was it back-flow issues or
maybe even circulation getting
out of the domain, in particular
the largest outlet was in danger
recalling fig.4.17a in 2D simula-
tions, (Even though the 2D simu-
lations are not comparable to the
3D simulations). In either way,
the geometries had to be mod-
ified in some way. A remedy
to the back flow problem would
be to narrow down the outlets
a slightly such that we got out-
wards convection. Narrowing
the outlets would be extremely
challenging and time consum-
ing because of the horrendously
messy definitions of the bound-
aries. Instead, a new mesh was generated by doubling the length of
the original outlets. The first run in this mesh resulted in fig. 4.39
and fig. 4.40.
(a) Vector field (b) The whole field
Figure 4.39: 3D, Re = 340, C = 1.2 · 10−5
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(a) The experiment (b) Simulation
(c) Vector field (d) The whole field
Figure 4.40: 3D, Re = 340, C = 1.2 · 10−5
Although this run has a wider circulation than Re = 220 in section
4.4.5, it is not as wide as the experiment. Like section4.4.4 Re = 170,
the shape of the circulation is also more static than the experiment
Fig. 4.41 follows 200 particles from the inlet. Similar to fig. 4.34
for Re = 220, the particles takes a dip into the spiral which decays
they’re momentum in this journey. It also has become more chaotic
near the eye of the circulation.
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(a)
(b)
Figure 4.41: Streamlines Re = 340, C = 1.2 · 10−5
Fig. 4.42 reveals that there is not much action in the center of the
circulation, as expected, but the shape of the spiral is characteristic
for all the runs, and is obviously determined by the geometry.
Figure 4.42: Vector-field Re = 340, C = 1.2 · 10−5
From the first encounter with the circulations in Re = 170, it has
gradually grown wider with increasing Reynolds number and the
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eye has moved slightly downward. This feature is also seen in the
experiment. Fig. 4.43 compares Re = 340 and Re = 220. The shape
of fig. 4.43b is more dynamic and more closely to the experiment,
compared to fig. 4.43a.
(a) Re = 340, C = 1.2 · 10−5 (b) Re = 220, C = 5 · 10−5
Figure 4.43: Re = 340 vs Re = 220
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4.5 2d revisited
Still hopeful, it would be delighting to see the 2D simulation resem-
bling the experiment. Therefore 2D versions of the new mesh in
fig.4.38 was generated. These new prolonged geometries are here-
after termed as the L-geometries. Lets look at the pressure distribu-
tion fig.4.44. The solid lines are Re = 2.2 and the dots are Re = 84.
Clearly, an increase in length gives a higher R.
(a) (b)
(c) (d)
Figure 4.44: Comparison of 2D geometries
Unfortunately, the simulations in L-geometries would result in the
same pattern as the original geometries in 2D , see fig4.45.
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(a) (b)
Figure 4.45: L-geometry 2D LIC, Re = 84, C = 1 · 10−4
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(a) Streamlines Lbi2D (b) Streamlines Lan2D
(c) Vector-field Lbi2D (d) Vector-field: Lan2D
Figure 4.46: L-geometry 2D: streamlines & vector-field , Re = 84, C = 1 ·
10−3
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4.6 re = 500
Now that we have a brand new mesh, it would be pity not to test it
with a higher Re. So the next run was Re = 500 see fig. 4.47. We don’t
have any photos to compare with anymore, but from fig. 4.47 we
notice a dramatically change in the behavior of the flow compared to
Re = 340. Fig. 4.47a illustrate that the velocity distribution is smooth
anymore as it was for the previous runs. In fig. 4.47b the circulations
from the previous sections are now divided in two different shapes
rotating in the opposite direction of each other. The spirals in fig.
4.47c goes in all many directions, and the vectors in fig. 4.47d are
definitively stressing the aneurysm more tan the previous runs.
(a) (b)
(c) (d)
Figure 4.47: Lan3D Re = 500, C = 5 · 10−5
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(a) The aneurysm
Figure 4.48: L-geometry 3D streamlines, Re = 500, C = 5 · 10−5
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4.7 re = 1000
To see how far we can push it a final mesh was generated, much
heavier than Re = 340 and Re = 500 see table 4.3. With ∆t = 1
(microsecond), we got a CFL = 0.7 fig. 4.49 without having any
guaranty that this holds.
Figure 4.49: CFL: Re = 1000, ∆t = 1
Now the simulations was logged regularly, just in case the run got
killed due to the uncertainty of the mesh resolution, e.g. if its fine
enough to capture rapid variations.
Table 4.3: Summary of the 3D meshes, ∗ =L-geometries
mesh Re ≥ 1000* Re ≥ 340* Re ≤ 340
Cells 3736277 480271 330966
Vertices 640240 89462 61023
hmin 5 10 10
hmax 23 46 54
Paraview has some serious issues with the density of the mesh.
This mesh is so dense that the vector-field in paraview almost ap-
peared to be surface representation. Fig. 4.9b has 10× less points
include
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(a) The experiment (b) Surface-lic
(c) The experiment (d) Surface-lic
Figure 4.50: L-geometry 3D LIC, Re = 500, C = 5 · 10−5
Unfortunately, this run was killed because of an horrible personal
mistake, approximately around 1/4 of the initiated time steps. The
idea was to rerun this Reynolds number, but it would be more exiting
to push it even further.
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4.8 re = 1500
Fig. 4.51, 4.52 and 4.53 is taken at tstep=30000, a couple of hours
before delivering this thesis. Hopefully, a short movie of this run will
be shown at the exam.
(a) (b)
(c) (d)
Figure 4.51: The whole field Re = 1500
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(a) (b)
(c) (d)
Figure 4.52: Closer field Re = 1500
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(a) z = 50
(b) z = 92.5
(c) z = 130
(d) z = 160
Figure 4.53: Various elevations Re = 1500
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In general, when calling on the glyph vector in paraview, there are
some default setting on which the newly loaded will start up with.
Astonishingly, or maybe more hilariously, the start up for the glyph in
Re = 1500 is shown in fig.4.54. This figure has the same depth of view
as fig.4.51d, which was rescaled or downsized by 1/50 or maybe even
more. Even with this rescaling, see fig.4.52 for a closer inspection, we
register some gigantic vectors relative to the others. This magnitude
variation was not observed for the other runs. Re = 1000 had some,
but no way near this one.
Maybe the most apparent difference between this run and Re =
1000 a is seen near the walls. Re = 1000 has a much smoother curve
around and near the wall of the aneurysm, while this run is much
more fluctuation.
Figure 4.54
Figure 4.55
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4.9 conclusion
CFD is indeed a powerful tool in verification, or at least in the ex-
amination of an experiments. The 2D simulations turned out to be
frustrating in terms of the streamlines not replicating the experiment,
but it was a cheap way to investigate in how the flow rate ratio R
evolved with various C’s and Reynolds numbers. The 3D simulations
was much more responsive, but the divergence of R was unreason-
ably long. The L-geometries which was made as a result of the con-
sistently killed run in Re = 340. turned out to converge much faster.
Fig. 4.56 shows the convergence of R for the two geometries, where
the asterisk ∗ indicates the L-geometry.
Figure 4.56: Mixed geometry compar-
ison
Of hindsight, one could ar-
gue that it would be wise to
start with the L-geometries, but
recalling table 4.3, the compu-
tational cost increased signifi-
cantly when switching over to
the L-geometries. It is hard to
tell when either of them would
converge, but judging from the
3D plots, they have no imme-
diate plans to converge at first.
The C’s used in the L-geometry
was the same C’s used in the
regular geometries. Recalling
eq.(2.15) in chapter 1, doubling the length will lead to twice the resis-
tance to flow. This suggests that the Cin the L-geometries should be
lower, which would result in even slower convergence.
Unfortunately, the coarse mesh turned out to be useless, and the
computational cost became a serious issue in 3D. Limited by the com-
putational power, we had make a compromise by comparing the ex-
periment with the simulations at the one second mark. It would take
approximately 48 hours with four cores to simulate one second. At
this stage, most of the R’s hadn’t even woke up. Having said that, the
C = 1.2 · 10−5 seemed to be the most appropriate one. But failed for
Re = 84, it is hard to imagine how the streamlines would look like in
full convergence or flat R.
It is attempting to suggest that the RBC is a reasonable method
to find ta proper resistance coefficient in simple geometries with NR
(normal-resolution) such that it replicates or verifies an experiment. If
so, one could find the right pressure distribution and fix the pressure
at the outlets, avoid the integral at each time step and save consid-
erably in terms of computational cost. This procedure could maybe
serve as a preparation for a DNS. However, recalling the gap between
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a NR vs HR, see Valen-Sendstad and Steinman [23], the uncertainty
and the validation appears to be to large when the mesh is refined.
We will now try to demonstrate this HR vs NR analogy in a highly
simplified fashion compared to,Valen-Sendstad and Steinman [23].
We will use the impact of the resolution in terms of Rwithin the
same C, (instead of the velocity or stress) . See fig.4.57. The green
dots are the L-geometry and is only there for orientation in this plot.
However, Fan2D and an2D is the same geometry, they only differ in
mesh resolution, Fan2D may be analogous to HR and an 2D to NR,
the run is with Re = 2.2 and C = 1 · 10−4 . We register the there is a
considerable gap in R between these geometries. This characteristic
behavior may suggest to strengthen or verify the uncertainty related
to the various resolution.
As this thesis has evolved, it has become more and more apparent
that, things are much more complicated than initially assumed. There
are so many factors to
Figure 4.57: HR vs NR
Unfortunately and extremely
bitterly to put it mildly, there
was no time left for DNS. This
was meant to be the crowning
achievement of this thesis from
the beginning, but this was cer-
tainly not going to happening.
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A P P E N D I X
Digression: Pulsatile
There was not much focus on the pulsatile flow in the experiment, but
we will however compare one pulsatile simulation with the particle
path plot of PTV data provided by Jostein Kolaas.
5.1 literature review
5.1.1 Microfluidics
Microfluidics is a multidisciplinary scientific field of systems that pro-
cess or manipulate minuscule amount of fluids, typically in the range
of 10−3 to 10−12 µL [11]. As a technology, microfluidic offers many
advantages and useful capabilities; the ability to use small samples
and reagents, low cost, short analysis time, small footprints, and be-
ing capable to carry out separation and detection with high resolu-
tion and sensitivity. Initially, this technology was developed to manu-
facture microprocessors and to miniaturize transistors, which would
later make it possible to produce microscopic channels and integrate
them on chips.
The first lab on chip (LOC) analysis system was first proposed by
[19], where a miniature gas analysis system was built based on the
principles of gas chromatography. The major components was fab-
ricated in silicon using photolithography and chemical etching tech-
niques, which allowed at that time, size reductions of nearly three or-
ders of magnitude compared to conventional laboratory instruments.
Photolithography is a process used in micro-fabrication where light
is used to transfer a geometric pattern from a photo-stencil to a light-
sensitive chemical photoresist on to a substrate. Further chemical pro-
cessing then either engraves or deposes to achieve desired pattern on
the material of choice. Although, originally developed for chromato-
graph and expected for applications in the areas of portable ambient
air quality monitors, planetary probes, this would later turn out to
intersect many scientific fields [18].
The development of chemical and biological weapons during the
cold war was countered by the US Defense to fund and support a se-
ries of programs with the main target of developing microfluidic sys-
tems designed to function as detectors for these threats [25]. These
programs were the main source for the rapid growth of academic
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(a) (b)
(c) Stream tracer (d)
Figure 5.1: Pulsatile comparison
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microfluidic technology. In the 80’s, a new type of device emerged
called Micro Electro Mechanical Systems or MEMS, based on silicon
etching procedures developed for microelectronics industry. This de-
velopment made it possible to manufacture the first device containing
movable micro-elements integrated on a silicon wafer, giving rise to
applications in the fields of pressure sensors and printer heads. Many
researchers started to investigated in the applications of MEMS and
started to develop laboratories on a chip which would enable the in-
tegration of almost all diagnostic operations performed in a hospital
on a single microfluidic chip. The majority of microfluidic devices
were still made of either silicon or glass which required the heavy
infrastructure of the microelectronics industry.
Starting millennium, technologies based on molding micro-channels
in polymers such as PDMS grew gradually and started to replace
microfluidic devices made of silicon or glass. Cost and production
time of these decreased and enabled a large number of laboratories
to conduct researches in microfluidics. Many exploratory microflu-
idics research has been done with polymer, mainly PDMS, which has
distinct properties from those of silicone.
Thousands of researchers are today working with microfluidics to
extend its application fields, particularly towards biomedicine, biol-
ogy and chemistry. Two especially important contributions in the
fabrication process of microfluidic devices are soft lithography in
PDMS, and pneumatically activated pumps, valves and mixers based
on soft-lithographic procedures. These method have shortened the
fabrication process of prototypes dramatically. In particular, quake’s
pneumatic valves has been important as they have made it possible to
design and examine complicated devices, which in turn opened up a
number of areas of applications.
With new fabrication methods, microfluidics has revealed some
fundamental differences between fluid flow in large channels and
those in micro-channels. The most important differences are are seen
in turbulence; in macro scale flow, fluids mix convectively, e.g. milk
stirred in coffee suggests that inertia is typically more important then
viscosity. However, when water is used as fluid in micro-channels, the
opposite appears to be true; fluids does not mix convectively. In fact,
when to fluids streams together in micro-channels, they flow in a par-
allel stream where turbulence and eddies are absent. The only mixing
is due to molecular diffusion across the interface between those flu-
ids. One particularly important parameter in the study of fluid flow
is the Reynolds number. This number represents the ratio of inertial
forces to viscous forces and gives an indication of whether a flow is
laminar or turbulent [10].
Re =
uL
ν
(5.1)
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where u is the maximum velocity, L is the characteristic length scale
and ν is the kinematic viscosity. Other important equations to be
mentioned are:
5.1.2 Particle Tracking Velocimetry (PTV)
With particle image velocimetry(PIV) one aims to make accurate and
quantitative measurement of the fluid velocity vectors at a very large
number of points simultaneously [2]. In 1977, three groups of re-
searchers independently achieved to make such measurements by
the method of Laser Speckle Velocimetry (LSV), [Barker and Four-
ney, 1977], [Dudderar and Simpkins, 1977], [Grousson and Mallic,
1977], which was originally developed for application in the field of
solid mechanics. They demonstrated how to measure the fluid ve-
locity field by measuring the parabolic velocity profile for a laminar
flow in a tube, by using a double exposure photographs in combi-
nation with laser illuminated planar light sheet and interrogation by
forming Young’s interference fringes from multiple pairs of displaced
laser speckles in small interrogation spots on the specklegrams.
A young phd student [Meynart, 1979-1983] showed many practical
applications in both laminar and turbulent fluid flows by the method
of LSV. This gained strong interest from the fluid mechanics commu-
nity. In 1984, the first important explicit recognition of particle images
was made in two contemporaneous papers by [Pickering and Halli-
well, 1984], [Adrian, 1984], who argued that by illuminating fluid
flows by light sheet would rarely if ever produce speckle patterns in
the image plane. The image plane would instead have images of in-
dividual particles. This was the first time the term PIV was proposed
in the literature with the purpose to distinguish it from LSV. A sim-
ple criterion was made to distinguish the occurrence of the one mode
or the other by defining a dimensionless parameter called the source
density, which basically is the mean number of particles in a volume
of resolution, and one can express the number of overlapping im-
ages in the image plane in terms of it. Many turbulence researchers
realized the promising ability PIV offered to study the structure of
turbulent flows and this consequently strongly influenced in which
direction PIV would be developed. Turbulence is characterized by its
random chaotic motion making it impossible to determine the direc-
tion of the flow. Also the velocities and accelerations are high which
implies to use very small particles, typically few microns in diameter
in order to be able to follow these fluctuating acceleration. The tiny
light scattering cross section of these particles suggest the use of high
intensity illumination. To capture images of very fine particles with-
out blurring required short exposure time and high intensity pulsed
laser with a light sheet illuminating particles with diameter ranging
from few microns in gases to tens of microns in liquids.
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Many velocimetry techniques have been developed to characterize
microfluidic systems with the order of micrometers or less in spa-
tial resolutions. Two especially important techniques are micron-
resolution Particle Image Velocimetry (µPIV) and particle-tracking
velocimetry (PTV). µPIV is considered as independent from conven-
tional macroscopic PIV or PTV methods, and is widely recognized
as a reliable microfluidic velocimetry technique. Both µPIV and PTV
techniques applies tracer particles suspended in the fluid, with a dig-
ital camera to acquire the displacement of suspended particles over
time, but there are distinct differences between these two techniques.
Particle displacement in PIV is determined by cross-correlation tech-
niques for an interrogation region within an image pair where high
particle densities are commonly a characteristic of PIV. With PTV, par-
ticle displacements are determined by typically tracking single parti-
cles with its nearest matching neighbor. To avoid particle misiden-
tification, particle seeding densities are typically low with PTV tech-
niques. For nanoscale fluid mechanics, PIV methods are more desir-
able due to the high particle seeding density and the avoidance of
Brownian motion.
Extensive reviews of PTV and PIV techniques and its applications
have been proposed by [Adrian, 1991, 1996, 2005], [Sinton, 2004], [Raf-
fel et al., 2007] and [Lindken et al., 2009]. Compared to macroscopic
PIV, µPIV has considerably different mechanical and optical configu-
rations. In order to enhance the signal and overcome diffraction ef-
fects caused by small particle size, typically < 1µm, fluorescent imag-
ing is typically used . By using a microscope equipped with proper
optics, the resolution can be improved to less than one micrometer.
Another distinct difference is that in µPIV, a volume illumination is
used, while in macroscopic PIV a light sheet illumination is common.
5.2 experimental setup
As a light source for PTV and visualization, a metal halide lamp
was used for fluorescence illumination of the particles, with power
enough to capture at 1000 fps with a high speed video camera at a
volume flow rate sufficiently for velocity measurement. At higher
flow rates a pulsating light source was used to avoid streaks in the
images acquired. For the recordings, a high speed video camera of
CMOS type with maximum resolution of 1024× 1024 pixels at 1000
fps and a pixel size of 17µm was used together with an motorized
Olympus BX61 microscope, and a 20× magnification lens allowing to
step the focus in the z-directions using microscope control software.
The flow was seeded with a invitrogen red fluorescent particles
(F8851) 1µm diluted with deionized water at the volume ratio 1 : 1333
with a concentration of 3.6 · 106 particles/ ml. The highest flow rates
was seeded with Duke scientific green fluorescent 4.8µm (5µm nomi-
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nal) particles (G0500) with a volume ratio of 1 : 133 and a concentra-
tion of 1.6 · 105 particles/ml.
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