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For a simple graphG of order n, letA be a real n×n symmetricmatrix
whose (i, j)th entry (for i = j) is nonzero whenever {i, j} is an edge
in G and is zero otherwise. The minimum rank of G is the smallest
possible rank over all such symmetric matrices. The jth power of a
graph G is the graph Gj = (V, F), where {u, v} ∈ F if and only if
there is a walk of length j from u to v. In 2007 Brualdi, Hogben and
Shader reported a conjecture that if T is not the star K1,n−1, then
mr(T3)  mr(T2) − 1. In this paper, we construct a class of starlike
trees such that mr(T3)  mr(T2), which give a negative answer to
this conjecture.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Throughout this paper, all graphs are simple (with no loops and no multiple edges). Let G be a
simple graph with vertex set V(G) and edge set E(G). Denote by |G| the number of vertices of G. The
degree of a vertex v of G is denoted by dG(v) (or d(v)) and a vertex with degree k is also called k-vertex.
We also call a 1-vertex a pendent vertex. A tree is called starlike if it contains exactly one vertex vwith
degree greater than two. For set S ⊆ V , the subgraph of G induced by S, written asG[S], is the graphwith
vertex set S and edge set {uv ∈ E(G) : u, v ∈ S}. We denote by G − S the graph obtained by deleting
set S from V(G). If set S contains only one vertex, say v, then we use G − v for G − S for convenience.
Let Sn(R) be the set of all n × n real symmetric matrices. The graph of matrix A ∈ Sn(R), denoted
by G(A), is the graph with vertex set {1, 2, . . . , n} and edge set {ij : aij = 0, 1  i < j  n}. Denote
< This project is supported by NSF of China.∗ Corresponding author.
E-mail addresses: xlshen20032003@yahoo.com.cn (X. Shen), yphou@hunnu.edu.cn (Y. Hou).
0024-3795/$ - see front matter © 2011 Elsevier Inc. All rights reserved.
http://dx.doi.org/10.1016/j.laa.2011.08.045
4504 X. Shen et al. / Linear Algebra and its Applications 436 (2012) 4503–4511
set {A ∈ Sn(R) : G(A) = G} by S(G). Theminimum rank of a graph G is
mr(G) = min{rank(A) : A ∈ S(G)},
and themaximum nullity of a graph is
M(G) = max{null(A) : A ∈ S(G)}.
It is well known thatmr(G) + M(G) = |G|.
Theminimum rank problem of a graph is to determinemr(G) (or equivalently,M(G)). This problem
has received considerable attention recently, see [1–4,6–8,10,11] and references therein for more
details.
Recently, an important graph parameter Z(G), the zero forcing number, was introduced in [1] as a
tool to obtain the upper bound ofM(G).We adopt the following notation and terminology from [1,3,8].
• Color-change rule: Let each vertex of graph G be given either color white or color black. If u is a
black vertex of G, and exactly one neighbor v of u is white, then change the color of v to black.
We say that u forces v and write u → v.
• Given a coloring of G, the derived coloring is the result of applying the color-change rule until
no more changes are possible. From [1], we know that the derived coloring is unique.
• If the initial coloring with all vertices of subset Z ⊆ V(G) colored black and all the vertices of
V(G) − Z colored white has all the vertices of G as the derived coloring, then set Z is called a
zero forcing set of G. For a given zero forcing set, the list of forces in the order in which they
were performed is a chronological list of forces. The minimum of |Z| over all zero forcing sets
of G is called zero forcing number, denoted by Z(G). A zero forcing set with size Z(G) is called a
minimum zero forcing set.
Lemma 1.1 [1]. For any graph G, M(G)  Z(G).
A vertex v of a graph is called a cut-vertex if deleting v and all edges incident to it increases the
number of connected components. A block of a graph G is a maximal connected induced subgraph of
G that has no cut-vertices. A subgraph G′ of a graph G is a clique if G′ is a complete graph. A graph is
block-clique if every block is a clique. A set of subgraphs of G, each of which is a clique and such that
every edge of G is contained in at least one of these cliques, is called a clique covering of G. The clique
covering number cc(G) of G is the smallest number of cliques in all clique coverings of G.
Lemma 1.2 [1,9]. If G is a block-clique graph, then M(G) = Z(G). Moreover, if G is a block-clique graph
of order at least 2 such that no vertex is contained in more than 2 blocks, then mr(G) = cc(G) and
M(G) = Z(G).
Lemma 1.3 [2]. Let v be a cut-vertex of G. For i = 1, . . . , h, let Wi ⊆ V(G) be the set of vertices of the
ith component of G − v, and let Gi be the subgraph induced by {v}⋃Wi. Then
mr(G) =
h∑
i=1
mr(Gi − v) + min
⎧⎨
⎩
h∑
i=1
(mr(Gi) − mr(Gi − v)), 2
⎫⎬
⎭ .
The union of h graphs Gi = (Vi, Ei), i = 1, 2 . . . , h, denoted by⋃hi=1 Gi, is the graph with vertex
set
⋃h
i=1 Vi and edge set
⋃h
i=1 E(Gi).
Lemma 1.4 [10]. If G = ⋃hi=1 Gi, then mr(G)  ∑hi=1 mr(Gi).
The jth power of a graph G is the graph Gj = (V, F), where uv ∈ F if and only if there is a walk of
length j from u to v in G [5].
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Fig. 1. The starlike trees Sm , Ŝ and their third powers.
Lemma 1.5 [5]
(i) Let G be a graph. Then Gj ⊆ Gj+2.
(ii) Let Pn be the path on n vertices with n  4. Then mr(Pjn) = n − j when 1  j  n − 2 and
mr(P
j
n) = 2 for j  n − 2. Moreover, this minimum is achieved at a nonnegative integer matrix.
(iii) Let T be a tree on n  3 vertices. Then mr(T2) is less than or equal to the number of non-pendent
vertices of T.
Lemma 1.6 [1]. If T is a tree, then mr(T) = |T| − Z(T).
In [5], Brualdi et al. presented the following conjecture and question:
Conjecture 1.7. If T is not the star K1,n−1 on n vertices, then mr(T3)  mr(T2) − 1.
Question 1.8. Is it the case that for each tree T = K1,n, the sequencemr(Tj) decreases strictly until it
hits its limit of 2?
In this paper, we construct a class of starlike trees S such that mr(S3)  mr(S2). This fact proves
that Conjecture 1.7 is not true and the answer of Question 1.8 is also negative.
2. Third power of a starlike tree
Since each tree is bipartite, let V1, V2 be the vertex bipartition of a tree T . By Lemma 1.5, T is a
subgraph of T3. For u ∈ V1, u is also a vertex of T3. Then u is adjacent only to vertices in V2 because
T3 is the graph where uv ∈ E(T3) if and only if there is a walk of length 3 from u to v. Thus T3 is also a
bipartite graph with vertex bipartition V1, V2. For convenience, we denote the diameter of a tree T by
diam(T), and the distance between vertices u and v by d(u, v).
Let v be the unique vertex in a starlike tree with d(v)  3. Define S(p, q, r) to be the starlike tree
such that S(p, q, r) − v has p paths with even order, say, E1, . . . , Ep, q paths with odd order greater
than 2, say, O1, . . . ,Oq, and r isolated vertices, say, i1, . . . , ir , p, q, r  0. Clearly, S(0, 0, r) is a star.
In what follows we always assume that at least one of p, q is greater than 0.
Lemma 2.1. For a starlike tree S(p, q, r), mr(S(p, q, r)) = n − (p + q + r) + 1.
Proof. It is easy to get that a minimum zero forcing set for S(p, q, r) consists of all but one of pendent
vertices in S(p, q, r). By Lemma 1.6, the result follows immediately. 
We will use Sm to denote S(1, 0, r) or S(0, 1, r) and Ŝ for S(1, 1, r) with E1 = P2, O1 = P3, see
Fig. 1, wherem is the number of non-pendent vertices of Sm.
The minimum rank of S2(p, q, r) is given by the following lemma.
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Fig. 2. The graph G1.
Lemma 2.2. For a starlike tree S(p, q, r),
mr(S2(p, q, r)) =
⎧⎨
⎩
n − r − 1, if S(p, q, r) = Sm;
n − r − 2(p + q) + 2, otherwise.
Proof. Obviously, S2m is a block-clique graph with each block induced by all the neighbors of some
non-pendent vertex of Sm. Since each vertex of S
2
m is contained in at most 2 blocks, by Lemma 1.2,
mr(S2m) = m = n − r − 1.
Assume that S(p, q, r) = Sm. Then thegraph S2(p, q, r) consists of twocomponents: one is a starlike
tree S′ (or a path P if p = q = 1), the other is a block-clique graph G1 with each vertex contained in
at most 2 cliques, see Fig. 2 for G1, where Kt is a complete graph induced by all the neighbors of v in
S(p, q, r) and each vertex of Kt may be incident to a path outside of Kt . Obviously, t = r + p + q. For
v ∈ S′, d(u, v) is even in S(p, q, r) for each vertex u in S′ and d(w, v) is odd in S(p, q, r) for each vertex
w in G1.
By Lemma 2.1,mr(S′) = |S′| − (p1 + q1 + r1) + 1 (ormr(P) = |P| − 1), where p1 (resp., q1) is the
number of paths with even order (resp., odd order no less than 3) in S′ − v, and r1 is the number of P1
in S′ −v. Then p1+q1+ r1 = p+q. By Lemma 1.2,mr(G1) = |G1|− t+1 = |G1|−(r+p+q)+1. So
we havemr(S2(p, q, r)) = mr(S′)+mr(G1) = |S′|+|G1|− r−2p−2q+2 = n− r−2(p+q)+2 (or
mr(S2(p, q, r)) = mr(P)+mr(G1) = |P|−1+|G1|−(r+2)+1 = n−r−2 = n−r−2(p+q)+2).
The proof is completed. 
Form = 2, S32 is a complete bipartite graph,which hasminimumrank 2, so by Lemma2.2,mr(S32) =
mr(S22).
For m = 4, since is an induced subgraph of S34, mr(S34)  4. On the other hand, since
S34 = S32
⋃
P35 , by Lemmas 1.4 and 1.5,mr(S
3
4)  mr(S32) + mr(P35) = 4. Thus,mr(S34) = 4 = mr(S24).
But form = 2, 4, we have:
Lemma 2.3. For a starlike tree Sm such that m = 2, 4, mr(S3m) = mr(S2m) − 1.
Proof. By Lemma 2.2, mr(S2m) = m. If m = 3, then S33 is a complete bipartite graph, mr(S33) =
mr(S23) − 1 = 2. Suppose that m  5. Obviously, S3m = S33
⋃
P3m. By Lemmas 1.4 and 1.5, mr(S
3
m) 
mr(S33) + mr(P3m) = 2 + m − 3 = m − 1. On the other hand, let Z = {i1, . . . , ir, 1, 2}, where
ik is the kth pendant vertex adjacent to vertex 1, k = 1, . . . , r. Then Z is a zero forcing set for S3m
with a chronological list of forces: i1 → 3, j → j + 3, j = 1, . . . , n − 3, n − 2 → b. Hence
mr(S3m)  n − (r + 2) = m − 1. Somr(S3m) = m − 1 = mr(S2m) − 1. This completes the proof. 
For a starlike tree S(p, q, r) = Sm, we have
Proposition 2.4. For a starlike tree S(p, q, r) = Sm, if S(p, q, r) − v contains no component P3, then
2  mr(S3(p, q, r))  mr(S2(p, q, r)) − 1. Moreover, for any positive integer q  2, there exists a
starlike tree S′ of order n such that mr(S′3) = mr(S′2) − (q − 1).
X. Shen et al. / Linear Algebra and its Applications 436 (2012) 4503–4511 4507
Fig. 3. The graph S′ such that S′ − v = qP5.
Fig. 4. The graph G2.
Proof. Obviously, diam(S(p, q, r))  4. For diam(S(p, q, r)) = 4, S3(p, q, r) is a complete bipar-
tite graph, mr(S(p, q, r)3) = 2. By Lemma 2.2, mr(S3(p, q, r)) = mr(S2(p, q, r)) − 1. Assume that
diam(S(p, q, r))  5.
Let p′ be the number of paths with |Ei|  4 and S˜ be a starlike tree S(p + q, 0, r) with Ei = P2,
i = 1, . . . , p + q. Obviously, S˜3 is a complete bipartite graph, thus mr(˜S3) = 2. For convenience,
we relabel the paths with order greater than 3 in S(p, q, r) − v as Ci, i = 1, . . . , p′ + q. Let P|Ci|+1
be the path induced by V(Ci)
⋃{v}. Then S3(p, q, r) = ⋃p′+qi=1 P3|Ci|+1
⋃
S˜3. By Lemmas 1.4 and 1.5,
mr(S3(p, q, r))  ∑p′+qi=1 mr(P3|Ci|+1)+mr(˜S3) =
∑p′+q
i=1 (|Ci|−2)+2. Since there is not a component
P3 in S(p, q, r)− v, |Oj|  5, j = 1, . . . , q. Thereforemr(S3(p, q, r))  ∑p′i=1(|Ei|−2)+∑qj=1(|Oj|−
2) + 2 = n − r − 2(p + q) + 1 = mr(S2(p, q, r)) − 1 by Lemma 2.2.
Let S′ be a starlike tree such that S′ − v = qP5, q  2, (see Fig. 3). Let Z be the set which consists
of the first three vertices of all but one P5 (the black vertices in Fig. 3). Then Z is a zero forcing set for
S′3 and mr(S′3)  n − |Z| = 5q + 1 − 3(q − 1) = 2q + 4. Define matrices C =
⎡
⎢⎢⎢⎣
eT J + I I
eT I I
0 I I
⎤
⎥⎥⎥⎦ and
M =
⎡
⎣ 0 C
CT 0
⎤
⎦ ,where I is the identitymatrixwith order q, e = [1, 1, . . . , 1]. Clearly, G(M) = S′3 and
mr(S′3)  rank(M) = 2rank(C′) = 2q+4. Thusmr(S′3) = 2q+4. By Lemma 2.2,mr(S′2) = 3q+3,
so we havemr(S′3) = mr(S′2) − (q − 1). 
Let G2 be a graph depicted in Fig. 4.
Lemma 2.5. mr(G2) = q + 4, where q  2 is the number of quadrilaterals with edge (3, 6).
Proof. By Lemmas 1.3 and 2.1, mr(G2) = mr(S′′) + 2 = q + 4, where S′′ is a starlike tree with
S′′ − {6} = qK2. 
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Fig. 5. Starlike tree S with p, q  2 and its third power.
Theorem 2.6. Let S(p, q, r) be a starlike tree such that S(p, q, r) − v = rP1⋃ pP2⋃ qP3, where v is the
vertex with d(v) > 2. Then
mr(S3(p, q, r)) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
mr(S2(p, q, r)) + 1, if p, q  2;
mr(S2(p, q, r)), if p = 1, q = 1 or p  2, q = 1 ;
mr(S2(p, q, r)) − 1, else.
Proof. We divide the proof into three cases.
Case 1. p, q  2. Graph S(p, q, r) and its third power is depicted in Fig. 5.
Let X = {i1, . . . , ir, e1,1, . . . , ep,1, o1,1, . . . , oq,1} and Y = {v, e1,2, . . . , ep,2, o1,2, . . . , oq,2}. For
convenience, we let the upper circle be set X and the lower circle be set Y in Fig. 5. Then each vertex in
set Y is adjacent to all vertices in set X and vice versa, oj,3 is adjacent to vertices v and oj,2 in S
3(p, q, r)
, j = 1, . . . , q. By Lemma 2.2,mr(S2) = q + 3.
Let set W = {o1,1, o1,3, . . . , oq,3, v, e1,2, e2,2, o1,2, . . . , oq,2}, the set of black vertices in Fig. 5.
Then S3(p, q, r)[W] ∼= G2 in Fig. 4. (The heavy lines in Fig. 5 are the edges of S3(p, q, r)[W].) By
Lemma 2.5,mr(S3(p, q, r))  mr(S3(p, q, r)[W])  q + 4. To show that q + 4 is an upper bound of
mr(S3(p, q, r)), we construct a matrix M′ with rank q + 4 and G(M′) = S3(p, q, r) as the following:
the rows and columns are indexed by all the elements of set Y , X and {o1,3, . . . , oq,3} in order, the first
2 rows and columns ofM′ are both indexed by Y ,
M′ =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 J E
0 I J I
JT JT 0 0
ET I 0 I
⎤
⎥⎥⎥⎥⎥⎥⎦
,
where
E =
⎡
⎢⎢⎢⎢⎢⎢⎣
1 1 · · · 1
0 0 · · · 0
· · · · · · · · · · · ·
0 0 · · · 0
⎤
⎥⎥⎥⎥⎥⎥⎦
(p+1)×q
, (1)
and I is the identity matrix of order q. It is easy to get that rank(M′) = q+ 4, and G(M′) = S3(p, q, r).
Thenmr(S3(p, q, r))  rank(M′) = q+ 4. Therefore,mr(S3(p, q, r)) = mr(S2(p, q, r))+ 1 = q+ 4.
Case 2. p = 1, q = 1 or p  2, q = 1.
For p = 1, q = 0, graph S(p, q, r) is Sm withm = 2, which hasmr(S32) = mr(S22) = 2.
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Fig. 6. Graph S3(0, q, r) with q  2.
For p = 1, q  2, similar to the proof of Case 1,G′ = G2−{2} is an induced subgraph of S3(1, q, r),
where G2 is the graph in Fig. 4. By Lemma 1.3,mr(G
′)  q + 3, somr(S3(1, q, r))  q + 3. We shall
construct a symmetric matrix to show that q+3 is an upper bound ofmr(S3(1, q, r)). Definematrices
D = diag(−q−1, 1),A =
⎡
⎣ q + 1 q + 1 · · · q + 1
1 1 · · · 1
⎤
⎦
2×(r+1+q)
, andM′′ =
⎡
⎢⎢⎢⎢⎢⎢⎣
D 0 A E
0 I J I
AT JT 0 0
ET I 0 I
⎤
⎥⎥⎥⎥⎥⎥⎦
,
where I, E are the matrices defined in Case 1, the rows and columns of M′′ are indexed by all the
elements of set {v, e1,2, o1,2, . . . , oq,2, i1, . . . , ir, e1,1, o1,1, . . . , oq,1, o1,3, . . . , oq,3} in order. Then
G(M′′) = S3(1, q, r). It is not hard to get that rank(M′′) = q + 3. So mr(S3(1, q, r))  rank(M′′) =
q + 3. Thus,mr(S3(1, q, r)) = mr(S2(1, q, r)) = q + 3 by Lemma 2.2.
For p  2, q = 1, since is an induced subgraph of S3, mr(S3)  4. On the other hand,
since S3 = S˜3⋃ P34 , where S˜ is the starlike tree S(p + 1, 0, r) with Ei = P2, i = 1, . . . , p + 1.
Clearly, both S˜3 and P34 are complete bipartite graphs. Thus, mr(˜S
3) = mr(P34) = 2. By Lemma 1.4,
mr(S3(p, 1, r))  mr(˜S3) + mr(P34) = 4. Hence,mr(S3(p, 1, r)) = 4 = mr(S2(p, 1, r)).
Case 3. p  2, q = 0 or p = 0, q  1 or p = q = 1.
Subcase 3.1. p  2, q = 0. In this case, S(p, 0, r) is a tree with diameter 4. By Lemma 2.2,
mr(S2(p, 0, r)) = 3. S3(p, 0, r) is a complete bipartite graph, so mr(S3(p, 0, r)) = 2 = mr(S2
(p, 0, r)) − 1.
Subcase 3.2. p = 0, q  1.
For p = 0, q = 1, graph S(p, q, r) is Sm withm = 3. By Lemma 2.3,mr(S33) = mr(S23) − 1.
Assume that p = 0, q  2. Let set X′ = {i1, . . . , ir, o1,1, . . . , oq,1}, set Y ′ = {v, o1,2, . . . , oq,2}.
For convenience, we let the upper circle be set X′ and the lower circle be set Y ′ in Fig. 6. Then each
vertex in set Y ′ is adjacent to all vertices in set X′ and vice versa, oj,3 is adjacent to vertices v and oj,2
in S3(0, q, r), j = 1, . . . , q. Clearly, Z = {i1, . . . , ir , o1,1, . . . , oq−1,1, o1,3, . . . , oq−1,3, v}, the set of
black vertices in Fig. 6, is a zero forcing set for S3(0, q, r), by Lemma 1.1,mr(S3(0, q, r))  q + 2.
We construct a matrixM′′′ as the following: the rows and columns are indexed by all the elements
of set {v, o1,2, . . . , oq,2, i1, . . . , ir, o1,1, . . . , oq,1, o1,3, . . . , oq,3} in order,
M′′′ =
⎡
⎢⎢⎢⎢⎢⎢⎣
−q 0 qe e
0 I J I
qeT JT 0 0
eT I 0 I
⎤
⎥⎥⎥⎥⎥⎥⎦
,
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Fig. 7. Graph S(p, q, r) in Corollary 2.7 and an induced subgraph G3 in S
3(p, q, r).
where J is the q×(r+q)matrixwith all elements 1’s, I is the identitymatrix and e is defined in theproof
of Proposition 2.4. Then rank(M′′′) = q + 2 and G(M′′′) = S3(0, q, r). So we have mr(S3(0, q, r)) 
rank(M′′′) = q+ 2. Thusmr(S3(0, q, r)) = q+ 2. By Lemma 2.2,mr(S2(0, q, r)) = q+ 3. Therefore,
mr(S3(0, q, r)) = mr(S2(0, q, r)) − 1.
Subcase 3.3. p = q = 1. In this case, graph S(p, q, r) is the starlike tree Ŝ in Fig. 1. Let Z =
V (̂S)\{3, 4, u}. Then Z is a zero forcing set for Ŝ3. Somr(̂S3)  3. Define matrix R as following:
R =
⎡
⎢⎢⎢⎢⎢⎢⎣
1 0 e 0
0 0 J eT
eT JT 0 0
0 e 0 1
⎤
⎥⎥⎥⎥⎥⎥⎦
, (2)
where J is the 2 × (r + 2) matrix with all elements 1’s, I is the identity matrix and e is defined
in the proof of Proposition 2.4. Clearly, G(R) = Ŝ3 and mr(̂S3)  rank(R) = 3. By Lemma 2.2,
mr(S3(1, 1, r)) = 3 = mr(S2(1, 1, r)) − 1. 
For example, let S be a starlike tree such that S − v = pP2⋃ qP3.
• p = 2, q = 2:mr(S) = 8,mr(S2) = 5,mr(S3) = 6,mr(Sk) = 2, k  4.
• p = 2, q = 1:mr(S) = 6,mr(S2) = 4,mr(S3) = 4,mr(Sk) = 2, k  4.
• p = 3, q = 0:mr(S) = 5,mr(S2) = 3,mr(S3) = 2,mr(Sk) = 2, k  4.
Another counterexample is given by the following corollary:
Corollary 2.7. Let S(p, q, r) be a starlike tree such that S(p, q, r) − v = rP1⋃ xP2⋃ qP3⋃ yP4, where
v is the vertex with d(v) > 2, x + y = p, x, q  2, y  1. Then mr(S3(p, q, r)) = mr(S2(p, q, r)) + 1.
Proof. We label the vertices of graph S(p, q, r) as shown in Fig. 7. By Lemma 2.2, mr(S2(p, q, r)) =
q+ 3+ 2y. Clearly, S3(p, q, r) = yP35
⋃
S
3
(p, q, r), where yP35 is the disjoint union of y P
3
5 ’s, S(p, q, r)
is the graph defined in Theorem 2.6. By Lemma 1.4 and Theorem 2.6,mr(S3(p, q, r))  y×mr(P35) +
mr(S
3
(p, q, r)) = q + 4 + 2y. By Lemma 2.3, mr(G3) = q + 4 + 2y for the graph G3 in Fig. 7.
Since G3 is an induced subgraph of S
3(p, q, r), so mr(S3(p, q, r))  mr(G3) = q + 4 + 2y. Thus,
mr(S3(p, q, r)) = mr(S2(p, q, r)) + 1. 
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