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This note illustrates the strong relationship between duadic codes and difference 
sets. Sufficient conditions are given for the code of a difference set to be embedded 
into a duadic code. This result generalizes some wellknown results on projective 
planes and is related to Wilbrink’s Theorem.. 9 1991 Academx PI~SS. IX 
PRELIMINARIES 
The purpose of this note is to demonstrate the strong relationship 
between duadic codes and difference sets. After setting notation and ter- 
minology, we review the definitions and properties of duadic codes. Then 
we prove the main theorem, which gives sufficient conditions for the code 
of a difference set to be embedded in a duadic code (over an appropriate 
field). This theorem is related to Wilbrink’s Theorem [l, 161. We finish 
with some examples; these include the generalization of some known 
results on projective planes. 
Throughout, G is an abelian group of order u (written additively) and 
[F = GF( q), where we assume that gcd(u, q) = 1. All of our calculations take 
place in the group ring R = lF[G]. The elements of R are the sums 
a= C agxg, ag E [F, xR indeterminate. 
i?sG 
The multiplicative identity of R is x0, which we write for emphasis as 1. For 
SE G, define 
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Any automorphism p E Aut(G ) defines an automorphism of R by 
p(a)= C agxpcg). 
gcG 
If gcd(v, t) = 1, we define the automorphism pr by p,(g) = tg. Of special 
interest is the automorphism p ~, ; p _ i (a) is denoted by ii. 
Because u and 4 are relatively prime, R is semi-simple, which means that 
any ideal of R is the unique sum of minimal ideals (see [Z]). Ideals in R 
are called abelian group codes (or simply codes); when G is a cyclic group, 
these ideals correspond to the well-studied cyclic nodes. Each code is 
generated by a unique idempotent; minimal ideals are generated by 
primitive idempotents. All primitive idempotents not equal to the idem- 
potent (l/v) G are called nontrivial. If C is a code in R and p E Aut(G), 
then p is an automorphism of C iff p fixes its idempotent. 
Note that pq fixes any idempotent. Orbits on G by pq are called 
cyclotomic cosets. The primitive idempotents of R are in l-to-l corre- 
spondence with the cyclotomic cosets. Furthermore, if primitive idempotent 
e corresponds to orbit 0, e corresponds to the orbit p- ,( 0). See [7] for 
a discussion of cyclotomic cosets when G is cyclic and [2] for the more 
general case. 
We use standard terminology from coding theory (see [7]). The inner 
product that is used throughout is the ordinary dot product (where 
codewords are considered vectors of their coefficients). If C is a code, then 
C’ is the code orthogonal to C. 
This paper will be concerned with codes of odd length. If u is odd and 
C E (( l/u) G) + Cl, then C is almost self-orthogonal and is almost self-dual 
if equality holds. In particular, the dimension of an almost self-dual code 
is $(u+ 1). 
Denote the dot product of two elements a and b of R by (a, b). Then an 
easy calculation establishes 
ab= C (xga, 6) xg. 
gaG 
From this equation we can deduce: 
Fact 1. Let a, bER. Then ab=O iff 6 is in (a)l. 
The next fact is useful and easy to verify. 
Fact 2. Let s and t be nonzero integers with t odd. Then s has odd 
order modulo t iff s has odd order modulo each prime dividing t. 
Finally, we use basic results on difference sets (see [5]). The order of a 
(u, k, A)-difference set is n = k - 1. We stress that we do not adhere to the 
256 JOSEPH J.RUSHANAN 
common use of n as the length of a code. Recall that for D a (u, k, ;I)- 
difference set in G, the following equation holds in R 
where n and 1 are taken to be in [F in the natural way. 
DUADIC CODES 
Duadic codes are abelian group codes defined by a pair of idempotents. 
Duadic codes were first studied for GF(2) and GF(4) by Pless et al. [6, S] 
and were generalized to GF(q) [13, 151. Note that so-called Q-codes are 
a special case of duadic codes. Since then, duadic codes have been 
generalized further to triadic codes [ 121 and polyadic codes [3,4]. 
For the rest of the paper, u will be odd. Let e, and e2 be two idempotents 
in R satisfying the following equations 
1 
e,+e,-1=-G 
V 
e2 = de1 h p E Aut( G). (1) 
Then (e,), (1-e2), (e,), and (l-e,) are the duadic codes determined 
by e, and e,. The automorphism p in (1) is said to give the splitting for the 
duadic codes. 
The main case of interest is when the splitting is given by p ~, , because 
of the following characterization of such duadic codes. 
LEMMA 3. If C is an almost self-dual code, then C is a duadic code with 
the splitting given by pm-I. Conversely, if e is the idempotent of a duadic code 
whose splitting is given by p _ 1, then either (e) or (1 -e) is an almost 
self-dual code. 
Proof: This is a straightforward application of the definitions; see, for 
example, [8]. 1 
The existence of an almost self-dual code in R depends only on the 
values of q and v. This is shown by the next two lemmas. Both lemmas fail 
if v is even. Lemma 5 can be found in the discussion after [lo, Theorem 51. 
LEMMA 4. Suppose that q has odd order module v and let e be a 
nontrivial primitive idempotent in R. Then e # E. 
Proof: Suppose that e = @ for some nontrivial primitive idempotent e 
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with corresponding cyclotomic coset 0. Let g E 0 and set i to be the 
smallest positive integer such that qig= -g (such an i exists since 
0 = ~~~(0)). If I is the order of g in G, then 1 is odd and hence the order 
of q modulo I is 2i But this contradicts the assumption that q has odd 
order modulo v (using Fact 2). 1 
LEMMA 5. There exists a code in R that is almost self-dual iff q has odd 
order modulo v. If this is the case, then any almost self-orthogonal code B is 
contained in some almost self-dual code C. 
Proof First, let C be an almost self-dual code, and suppose that the 
order of q is even modulo v. Then the order of q must be even modulo 
some prime p dividing v (using Fact 2). In particular, qi = - 1 (modp) for 
some i. Let g be an element in G of order p. It follows that the cyclotomic 
coset determined by g is fixed by p _, . Set e to be the primitive idempotent 
that corresponds to this coset, so that e = 5. Let e, be the idempotent for 
C, and set e2 = e,. Then Lemma 3 implies that e, and e, satisfy Eq. (1). 
Since e is a nontrivial primitive idempotent, the first equation of (1) implies 
that e E C or e E p- i(C), but not both. However, since e = e, e must be in 
both C and p _ i (C). This is a contradiction, and thus q must have odd 
order modulo v. 
Conversely, suppose q has odd order modulo u. By Lemma 4, e #e for 
any nontrivial primitive idempotent e. Thus we can divide all of the non- 
trivial primitive idempotents into pairs {e, 5}. Now form e, by choosing 
one primitive idempotent from each pair, adding them, and then adding 
(l/v) G. Form e2 similarly using the other half of the pairs. Then e, and e, 
form duadic codes with splitting given by p _ i . 
Next, suppose that q has odd order modulo v and let B be an almost 
self-orthogonal code. Let e be a nontrivial primitive idempotent in B (if 
there are none, the result is immediate). Then e cannot also be in B (using 
the almost self-orthogonality of B and Fact 1). Hence, if e is a nontrivial 
primitive idempotent in B, e is not in B. To finish the proof we construct 
the code C as above only now choosing, when necessary, a primitive 
idempotent in B from each pair. u 
DIFFERENCE SETS IN DUADIC CODES 
The first relationship that we note between duadic codes and difference 
sets is the following result (see [6, 8-9, 10, 13, 141). The proof of the more 
general result that is stated here is identical to the specific cases in these 
references (and so is omitted). An odd-like codeword is one whose inner 
product with G is nonzero. The support of a codeword are those coor- 
dinates where it is nonzero. 
582a/51/2-1 
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THEOREM 6. Let C be a duadic code with the splitting given by p W-1. 
Then the minimum distance for odd-like codewords, d,, satisfies 
d,2-dO+ 1 >v. 
If equality holds, then the supports of the minimum-weight odd-like 
codewords of weight d,, are the blocks of a projective plane of order d, - 1. 
Furthermore, d, is the minimum distance of C, and the minimum weight 
codewords are precisely those codewords that are constant on the supports of 
the blocks of the projective plane. 
The purpose of this note is to prove the converse: given the projective 
plane, when is it in a duadic code? Not surprisingly, the answer depends 
on finding the appropriate field with which to construct the codes. We state 
the theorem in the full generality of difference sets. 
THEOREM 7. Let D be a (v, k, A)-difference set of order n in G, p be a 
prime dividing n but not dividing v, and q be a power of p. Supose that q has 
odd order modulo v. Then the code generated by D over GF(q) is embeddable 
in some duadic code C over GF(q) with splitting given by p ~ 1. 
Proof We show that we can embed the code of D over GF(q) in an 
almost self-dual code; this yields the result by Lemma 3. 
From the standard equation for difference sets, n(v - 1) = k(v - k), we 
see that p divides either k or v -k. Suppose that p divides k. Then p divides 
k-n=,4 and so 
DD=nl+ilG=O. 
From Fact 1 it follows that D E (D)‘, and so (D) is almost self- 
orthogonal. Thus, by Lemma 5, we can embed (D ) in an almost self-dual 
code C. 
If instead p divides v-k, consider the complement G\D, which is a 
(v, v - k, v - 2k + ,%)-difference set in G also of order n. Note that p divides 
v - 2k + A, and so the code generated by G-D is almost self-orthogonal 
(by the same reasoning as in the above case). Thus (G - D ) is embedded 
in some almost self-dual code C. Since any almost self-dual code contains 
G, it follows that D E C, and therefore C must contain (D). 1 
We next show how Theorem 7 relates to Wilbrink’s Theorem [ 161. The 
statement here is the generalization given in [ 11; the notation has been 
changed to match that of this paper. 
THEOREM 8 [Wilbrink]. Let D be a (v, k, A)-difference set in G. Let p 
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be a prime exactly dividing n and not dividing A. Suppose that pp fixes D. 
Then 
ProoJ We prove this theorem using Theorem 7 and some known 
results. Let q = p and note that B = (D ) has idempotent DP- ’ (this uses 
p,(D)=D). From Mann’s Theorem [S, Thm. 4.51, p has odd order 
modulo v. Thus from Theorem 7, B can be embedded in a duadic code C 
with the splitting given by p _ r . 
From [ 5, Theorem 2.121, B has dimension i(v + 1 ), which shows that 
B = C. Using Eq. (1) and Lemma 3, we obtain the idempotent equation 
DP-l+~P---_1&. 
V 
The result follows from noting that 1 -v (modp), and so APp2 = v-l 
(modp). I 
EXAMPLES 
How do we find the power of p, namely q, for which Theorem 7 is 
satisfied? Clearly we can take as the exponent for p the order of p modulo 
v (so then q - 1 (mod v)). Often a smaller power of p suffices. The following 
examples show the application of Theorem 7 when p does not exactly 
divide n, the order of the difference set (and so Wilbrink’s Theorem would 
not apply). 
We stress that although the difference set generates a code that is embed- 
dable in a duadic code, the minimum-weight vectors of this duadic code do 
not generally support the difference set as they do for projective planes 
(Theorem 6). For example, the (31, 15,7) Paley difference set generates the 
length 31 binary quadratic residue code, which has minimum weight 7. 
Projective planes. Theorem 7 can be applied readily in the case of 
projective planes. This result is a converse to Theorem 6 for planes in G 
with prime power order. 
THEOREM 9. Let D be a projective plane of order p’ in G. Then there is 
a duadic code containing (D) over GF(q) with q =p 2’, where 2’ exactly 
divides s. The splitting of the duadic code is given by p _, . 
Proo$ For a projective plane, we have 
v=p2”+pS+ 1, 
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from which it follows that 
P3.S = 1 (mod 21). 
Thus the order of p modulo I) must divide 3s. In particular, if q =p”, then 
q has odd order modulo u. The result follows from Theorem 7. 1 
If D is as in Theorem 9, then any duadic code containing (D) must 
have minimum weight pJ + 1 and the minimum weight vectors of the 
duadic code support the blocks of the projective plane. This follows from 
Theorem 6. 
Consider projective planes of order 2”. Ifs is odd, then we can take q = 2. 
This result is known [9, Corollary to Theorem 21. If s is exactly divisible 
by 2, then we can take q=4. This result is also known [S, Theorem 191. 
The first case excluded by these two results would be a projective plane of 
order 16, which would require q = 16. 
The case when q is a prime exactly dividing n is considered in [ 141. The 
cases when n =ps for prime p and s odd or exactly divisible by 2 is 
considered in [ 111. For example, a projective plane of order 27 must be in 
a ternary duadic code, while a projective plane of order 9 is in a duadic 
code over GF(9). 
Paley Difference Sets. Let G be the additive group of GF(u) with v a 
prime power congruent to 3 mod 4 and let r be the characteristic of GF(o). 
The nonzero squares in G form a (v, k, A)-difference set D in G of order n 
with u=4n- 1, k=2n- 1, and 1=n-1 (for example, see [S]). 
Suppose that n is an odd power of a prime p. Since u = 4n - 1, n must 
be a square modulo r. Furthermore, r E 3 (mod 4) so that n, and likewise 
p, must have odd order modulo r. But u is an odd power of r, so that p 
has odd order modulo u. This shows that (D) is embeddable in a duadic 
code over GF( p) with splitting given by p _ ,. As an example, the (31, 15,7) 
Paley difference set must be in a binary duadic code (namely, the length 31 
quadratic residue code). 
Singer Difference Sets. Consider Singer difference sets (see [S]) with 
parameters (2” + ’ - 1, 2” - 1, 2”-’ - 1). Since n = 2”- ‘, we only need 
consider fields of characteristic 2. But the order of 2 modulo u must divide 
m + 1. Thus, if 2( exactly divides m + 1, the code from the difference set is 
embeddable in a duadic code over the field GF(2*‘). 
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