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Abstract
An additive reverse inequality for the Cauchy–Bunyakovsky–Schwarz inequality is obtained. Some applications for the variance
and moments of continuous random variables defined on finite intervals are also provided.
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1. Introduction
Let f, g : [a, b] → R be two Lebesgue measurable functions on [a, b] such that f 2, g2 are Lebesgue integrable
on [a, b]; then f g is integrable on [a, b] and the following inequality is well known in the literature as the
Cauchy–Bunyakovsky–Schwarz inequality [8,3]:
0 ≤
∫ b
a
f 2(x)dx
∫ b
a
g2(x)dx −
(∫ b
a
f (x)g(x)dx
)2
. (1.1)
The discrete version can be stated as
0 ≤
n∑
i=1
a2i
n∑
i=1
b2i −
(
n∑
i=1
aibi
)2
,
where ai , bi , i ∈ {1, . . . , n} are real numbers and n ≥ 1.
The problem of finding different upper bounds for the nonnegative quantity in (1.1) or its discrete version, for
various assumptions on the functions involved f, g or sequences, respectively, has a long history; see for instance the
recent monographs [2,4,5] and the references therein.
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Wemention in the following some reverse inequalities that are well known and that have been used for applications
in probability theory [1], numerical analysis, and other domains [4].
If there exist constants M ≥ m > 0 such that g(x) ≥ 0,Mg(x) ≥ f (x) ≥ mg(x) for almost every (a.e.) x ∈ [a, b],
then
(0 ≤)
∫ b
a
f 2(x)dx
∫ b
a
g2 (x) dx −
(∫ b
a
f (x)g(x)dx
)2
≤ 1
4
· (M − m)
2
mM
(∫ b
a
f (x)g(x)dx
)2
and
(0 ≤)
(∫ b
a
f 2(x)dx
∫ b
a
g2 (x) dx
) 1
2
−
∫ b
a
f (x)g (x) dx
≤ 1
4
· (M − m)
2
m + M
∫ b
a
g2(t)dt.
For extensions to complex valued functions see [7] while generalisations for Bochner integrals of vector valued
functions in Hilbert spaces have been considered in [6].
The main aim of the present note is to obtain another additive reverse inequality for (1.1). Some applications for
the variance and moments of continuous random variables defined on finite intervals are also provided.
2. The results
We recall that a function h : [a, b]→ R is of the p-H -Ho¨lder type, with H > 0 and p ∈ (0, 1], if
|h(x)− h (y)| ≤ H |x − y|p
for any x, y ∈ [a, b] .
The following reverse of the Cauchy–Bunyakovsky–Schwarz inequality may be stated:
Theorem 1. Assume that f, g are measurable on [a, b] and fg is of the p−H-Ho¨lder type, with H > 0 and p ∈ (0, 1];
then
(0 ≤)
∫ b
a
f 2(x)dx
∫ b
a
g2 (x) dx −
(∫ b
a
f (x)g(x)dx
)2
≤ H2 ×

(b − a)2p+2
(2p + 1) (2p + 2) ‖g‖
4∞ , g ∈ L∞ [a, b] ;
2−
1
β (b − a)2p+ 2α
(2pα + 1) 1α (2pα + 2) 1α
‖g‖42β , g ∈ L2β [a, b] , α > 1,
1
α
+ 1
β
= 1;
1
2
(b − a)2p ‖g‖42 , g ∈ L2 [a, b] ;
(2.1)
where ‖g‖∞ := ess supt∈[a,b] |g (t)| and ‖g‖s := (
∫ b
a |g(x)|s dx)
1
s , s ≥ 1 are the usual Lebesgue norms.
Proof. We have∣∣∣∣ f (x)g(x) − f (y)g (y)
∣∣∣∣2 ≤ H2 |x − y|2p
for any x, y ∈ [a, b], which gives
| f (x)g (y)− f (y) g (x)|2 ≤ H2 |x − y|2p |g(x)|2 |g (y)|2
for any x, y ∈ [a, b] .
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Integrating on [a, b]2 we deduce∫ b
a
∫ b
a
[ f (x)g (y)− f (y) g(x)]2 dxdy ≤ H2
∫ b
a
∫ b
a
|x − y|2p g2(x)g2(y)dxdy. (2.2)
However,∫ b
a
∫ b
a
[ f (x)g (y)− f (y) g(x)]2 dxdy = 2
[∫ b
a
f 2(x)dx
∫ b
a
g2 (x) dx −
(∫ b
a
f (x)g(x)dx
)2]
(2.3)
and, by Ho¨lder’s inequality for double integrals, we have
I :=
∫ b
a
∫ b
a
|x − y|2p g2(x)g2(y)dxdy
≤

‖g‖2∞ ‖g‖2∞
∫ b
a
∫ b
a
|x − y|2p dxdy, g ∈ L∞ [a, b][∫ b
a
∫ b
a
|x − y|2pα dxdy
] 1
α
[∫ b
a
∫ b
a
g2β(x)g2β (y) dxdy
] 1
β
, g ∈ L2β [a, b] ,
α > 1,
1
α
+ 1
β
= 1;
sup
[x,y]∈[a,b]2
{
|x − y|2p
} ∫ b
a
∫ b
a
g2(x)g2(y)dxdy, g ∈ L2 [a, b] .
Utilising the simple identity∫ b
a
∫ b
a
|x − y|s dxdy = 2 (b − a)
s+2
(s + 1) (s + 2) , s > 0,
we have
I ≤

2 (b − a)2p+2
(2p + 1) (2p + 2) ‖g‖
4∞ , g ∈ L∞ [a, b] ;
2
1
α (b − a)2p+ 2α
(2pα + 1) 1α (2pα + 2) 1α
‖g‖42β , g ∈ L2β [a, b] , α > 1,
1
α
+ 1
β
= 1;
(b − a)2p ‖g‖42 , g ∈ L2 [a, b] .
From inequality (2.2) we obtain (2.1). 
Corollary 1. Assume that fg is Lipschitzian with constant L > 0, i.e.,∣∣∣∣ f (x)g(x) − f (y)g (y)
∣∣∣∣ ≤ L |x − y| (2.4)
for any x ∈ [a, b]; then
(0 ≤)
∫ b
a
f 2(x)dx
∫ b
a
g2 (x) dx −
(∫ b
a
f (x)g(x)dx
)2
≤ L2 ×

(b − a)4
12
‖g‖4∞ , g ∈ L∞ [a, b] ;
2−
1
β (b − a)2+ 2α
(2α + 1) 1α (2α + 2) 1α
‖g‖42β , g ∈ L2β [a, b] , α > 1,
1
α
+ 1
β
= 1;
1
2
(b − a)2 ‖g‖42 , g ∈ L2 [a, b] .
(2.5)
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Remark 1. The constant 112 is the best possible in (2.5). This can be seen by choosing f (x) = x and g (x) = 1 which
satisfy the Lipschitz condition with L = 1. It is an open question whether or not the other two constants, namely,
2−
1
β
(2α + 1) 1α (2α + 2) 1α
and
1
2
are sharp.
Corollary 2. Let h : [a, b] → R be of the Ho¨lder type with constant K > 0 and power q ∈ (0, 1] and
w : [a, b]→ [0,∞) be a Lebesgue integrable weight. Under these circumstances
(0 ≤)
∫ b
a
w(x)dx
∫ b
a
w(x)h2(x)dx −
(∫ b
a
w(x)h(x)dx
)2
≤ H2 ×

(b − a)2p+2
(2p + 1) (2p + 2) ‖w‖
2∞ , w ∈ L∞ [a, b] ;
2−
1
β (b − a)2p+ 2α
(2pα + 1) 1α (2pα + 2) 1α
‖w‖2β , w ∈ Lβ [a, b] , α > 1,
1
α
+ 1
β
= 1;
1
2
(b − a)2p ‖w‖21 , w ∈ L1 [a, b] .
Proof. This follows from Theorem 1 by choosing f (x) = h (x)√w(x), g(x) = √w (x). 
Remark 2. If h : [a, b]→ R is Lipschitzian with constant M > 0, then
(0 ≤)
∫ b
a
w(x)dx
∫ b
a
w(x)h2(x)dx −
(∫ b
a
w(x)h(x)dx
)2
≤ M2 ×

(b − a)4
12
‖w‖2∞ , w ∈ L∞ [a, b] ;
2−
1
β (b − a)2+ 2α
(2α + 1) 1α (2α + 2) 1α
‖w‖2β , w ∈ Lβ [a, b] , α > 1,
1
α
+ 1
β
= 1;
1
2
(b − a)2 ‖w‖21 , w ∈ L1 [a, b] .
(2.6)
Remark 3. For the particular case w ≡ 1 in Corollary 2 we have
(0 ≤) (b − a)
∫ b
a
h2(x)dx −
(∫ b
a
h(x)dx
)2
≤ H2 ×min
 (b − a)2p+2(2p + 1) (2p + 2) , 2
− 1
β (b − a)2p+ 2α
(2pα + 1) 1α (2pα + 2) 1α
,
1
2
(b − a)2p

where α > 1, 1
α
+ 1
β
= 1 and f is of the p-H -Ho¨lder type.
The case of a Lipschitzian quotient fg provides the possibility of getting a different additive reverse for the
Cauchy–Bunyakovsky–Schwarz inequality (1.1) with interesting consequences for random variables. These are
outlined in the next section.
Theorem 2. Assume that fg satisfies the Lipschitz condition (2.4); then
(0 ≤)
∫ b
a
f 2(x)dx
∫ b
a
g2 (x) dx −
(∫ b
a
f (x)g(x)dx
)2
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≤ L2
∫ b
a
g2(x)dx
∫ b
a
x2g2 (x) dx −
(∫ b
a
xg2(x)dx
)2
. (2.7)
The inequality (2.7) is sharp.
Proof. Inequality (2.7) easily follows from (2.2), (2.3) and the following equality:∫ b
a
∫ b
a
(x − y)2 g2(x)g2(y)dxdy = 2
[∫ b
a
g2(x)dx
∫ b
a
x2g2 (x) dx −
(∫ b
a
xg2(x)dx
)2]
and thus we obtain the desired inequality (2.7).
Choosing f (x) = x, g(x) = 1, then fg is Lipschitzian with L = 1 and the case of equality is realised in (2.7). 
A natural consequence of the above theorem is the following corollary.
Corollary 3. Let k : [a, b] → R be a Lipschitzian function with constant N > 0 and with v : [a, b] → [0,∞) being
a Lebesgue integrable weight. It follows that
(0 ≤)
∫ b
a
v(x)dx
∫ b
a
k2(x)v(x)dx −
(∫ b
a
v(x)k(x)dx
)2
≤ N 2
∫ b
a
v(x)dx
∫ b
a
x2v(x)dx −
(∫ b
a
xv(x)dx
)2
. (2.8)
The inequality (2.8) is sharp.
3. Applications for variance and moments
Let X be a random variable taking values in the finite interval [a, b], with density function ρ : [a, b]→ [0,∞) and
with cumulative distribution function F(x) = Pr (X ≤ x) = ∫ xa ρ (t) dt, x ∈ [a, b] .
If we denote by E(X) the expectation of X and by σ 2(X) the variance of X , then (see for instance [1, p. 185])
0 ≤ σ 2(X) ≤ [b − E(X)] [E(X)− a] ≤ 1
4
(b − a)2 ;
0 ≤ [b − E(X)] [E(X)− a]− σ 2(X),
≤

(b − a)3
6
‖ρ‖∞ , ρ ∈ L∞ [a, b] ;
[B (q + 1, q + 1)] 1q (b − a)2+ 1q ‖ρ‖p , ρ ∈ L p [a, b] , p > 1,
1
p
+ 1
q
= 1;
where B (·, ·) is Euler’s Beta function.
For other inequalities involving the variance, see Chapter 5 of the monograph [1] where further references are
given.
Utilising Corollary 2 above we can state the following inequality for the variance:
Proposition 1. With the above assumptions for the random variable X we have
σ 2(X) ≤

(b − a)4
12
‖ρ‖2∞ , ρ ∈ L∞ [a, b] ;
2−
1
β (b − a)2+ 2α
(2α + 1) 1α (2α + 2) 1α
‖ρ‖2β , ρ ∈ Lβ [a, b] , α > 1,
1
α
+ 1
β
= 1.
Proof. This follows from (2.6) on choosing w(t) = ρ (t) and h (t) = t , which is Lipschitzian with constant
M = 1. 
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Now, if the s-moments around the point a are defined by
Ms,a(X) :=
∫ b
a
(t − a)sρ (t) dt, s ≥ 1
then we can state the following proposition.
Proposition 2. With the above assumptions for the random variable X we have
(0 ≤)Ms2,a(X)−
[
Ms,a(X)
]2
≤

s2 (b − a)2s+2
12
‖ρ‖2∞ , ρ ∈ L∞ [a, b] ;
s22−
1
β (b − a)2s+ 2α
(2α + 1) 1α (2α + 2) 1α
‖ρ‖2β , ρ ∈ Lβ [a, b] , α > 1,
1
α
+ 1
β
= 1;
s2
2
(b − a)2s , ρ ∈ L1 [a, b] .
Proof. This follows from (2.6) on choosing w(t) = ρ (t) and h (t) = (t − a)s , which is Lipschitzian with constant
M = s (b − a)s−1 . 
Now, let Φ : [a, b] → R be a Lebesgue measurable function and consider the composite random variable Φ(X)
and the density ρ : [a, b]→ [0,∞).
On making use of Corollary 3, we have the following result.
Proposition 3. Let Φ : [a, b] → R be a Lipschitzian function with constant L > 0. If X is a random variable as
above, then
σ (Φ(X)) ≤ L · σ (X) . (3.1)
The inequality (3.1) is sharp.
In particular, this provides
σ
(
Xn
) ≤ nmax {|a|n−1 , |b|n−1} · σ(X)
for n = 2, 3, . . . .
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