We propose a nonintrusive reduced-order modeling method based on the notion of space-time-parameter proper orthogonal decomposition (POD) for approximating the solution of nonlinear parametrized timedependent partial differential equations. A two-level POD method is introduced for constructing spatial and temporal basis functions with special properties such that the reduced-order model satisfies the boundary and initial conditions by construction. A radial basis function approximation method is used to estimate the undetermined coefficients in the reduced-order model without resorting to Galerkin projection. This nonintrusive approach enables the application of our approach to general problems with complicated nonlinearity terms. Numerical studies are presented for the parametrized Burgers' equation and a parametrized convection-reaction-diffusion problem. We demonstrate that our approach leads to reduced-order models that accurately capture the behavior of the field variables as a function of the spatial coordinates, the parameter vector and time.
I. INTRODUCTION
Parametrized partial differential equations (PDEs) arise in a number of important application areas, including design optimization, uncertainty analysis, optimal control, and inverse parameter estimation. The computational cost associated with these applications can be exorbitant, particularly when the underlying PDE model is required to be solved with high accuracy using a fine spatial mesh and small time-steps. To solve challenging problems on a limited computational budget, there is a need for efficient numerical methods for constructing approximation models (also commonly known as surrogates or emulators) of parametrized PDEs. Such techniques enable the PDE solution to be efficiently approximated at any point in the parameter space, thereby leading to significant computational cost savings in applications requiring multiple evaluations of the PDE solution over the parameter space of interest. This has motivated a number of researchers to investigate numerical methods for approximating the solution of parametrized PDEs.
Reduced-order modeling (ROM) has emerged as a powerful approach for tackling parametrized PDEs and a number of formulations based on this idea has been proposed in the literature. The basic idea underlying ROM is to approximate the solution using an appropriate set of basis vectors/functions and subsequently estimate the undetermined coefficients in the expansion using Galerkin projection or an error minimization scheme. Existing approaches include methods based on Lagrange, Hermite, or Taylor subspace and proper orthogonal decomposition (POD) strategies; see Refs. [1] [2] [3] for an overview. However, most of the work on this topic has focused on parametrized steady-state PDEs [4] [5] [6] [7] [8] [9] and very little work has been done on developing general computational methods for ROM of time-dependent parametrized nonlinear PDEs. This can be primarily attributed to the inevitable computational difficulties that arise when it is sought to approximate the PDE solution as a function of the spatial coordinates, time and the parameter vector.
In Ref. [10] , we proposed a principal component analysis (PCA) methodology to construct ROMs of steady-state parametrized PDEs. The key idea was to apply PCA to a training dataset obtained by solving the fine solver at a set of design points chosen using a design of computer experiments (DoCE) algorithm to derive a set of spatial and parameter-space basis functions. A greedy adaptive algorithm was developed to ensure that the method scales well to high-dimensional problems that may necessitate a large number of runs of the fine solver. Detailed numerical studies were presented to demonstrate that this approach allows for the construction of highly accurate ROMs with modest computational effort.
Time-dependent parametrized PDEs are much more challenging compared to steady-state problems, particularly when the boundary conditions vary as a function of time and the parameter space. The main difficulty arises from the requirement of constructing a reduced-order approximation model that satisfies the initial and boundary conditions at all points in the parameter space. Gunzburger et al. [11] studied this problem for a special class of parametrized PDE models, where only the boundary conditions are parametrized. However, this approach cannot be readily extended to problems where the governing equations are also parametrized. Hay et al. [12] proposed sensitivity-based approaches for constructing reduced-order models of unsteady PDEs over parametrized geometries. Both these approaches are based on Galerkin projection due to which they can be difficult to implement for problems with complicated nonlinearity terms. It is worth mentioning here that the reduced basis method studied in Ref. [13] has been applied to the unsteady Burgers' equation in one space dimension and a posteriori error bounds were derived for the approximation. The so-called discrete empirical interpolation method [14, 15] is also a very interesting approach that has been applied for approximating the solution of nonlinear parametrized PDEs. An interesting method based on the Galerkin projection scheme combined with the best point interpolation method was applied in Ref. [16] to parametrized nonlinear convection-diffusion problems. The empirical interpolation method has been also used in the framework of reduced-basis approximations for time-dependent parametrized PDEs (parabolic equations with nonaffine and nonlinear parametric dependencies), providing an efficient offline-online computational strategy along with error estimation procedures [4] . Knezevic et al. [17] proposed a rapidly convergent reduced basis method with associated a posteriori error bounds for the parametrized unsteady Boussinesq equations.
In this article, we present a general nonintrusive method for constructing reduced-order approximations to the solution of time-dependent parametrized nonlinear PDEs, where the governing equations, the boundary and initial conditions are parametrized. The methodology presented here can be considered to be a generalization of our PCA-based method for steady-state parametrized PDEs. Our goal is to construct a ROM that can eventually be used to approximate the PDE solution at a huge number of points in the parameter space very efficiently. The key idea underpinning the proposed method is to split the reduced-order approximation into two terms. The first term is defined as the solution of an auxiliary parabolic linear parametrized PDE-this is to guarantee that the ROM satisfies the boundary and initial conditions by construction. The second term in the approximation is composed of a linear combination of a tensor product of physical space and temporal domain empirical proper orthogonal modes. We propose a two-level POD approach for constructing the spatial and temporal basis functions starting from an ensemble of solution snapshots obtained by solving the original PDEs at a finite set of points in the parameter space. The undetermined coefficients in the approximation are estimated using a nonintrusive approach based on radial basis function (RBF) approximation (in contrast to Galerkin projection), thereby enabling the straightforward application of our methodology to parametrized PDEs with complicated nonlinearity terms. We present numerical studies for a model parametrized Burgers' equation and a parametrized form of the convection-reaction-diffusion problem to illustrate the accuracy of the proposed approach.
The remainder of this article is organized as follows: In Section II, we outline the central ideas used in the proposed formulation. In the section that follows, we show how spatial and temporal basis functions that obey certain conditions can be constructed using a two-level POD method. Subsequently, in Section IV, we present a nonintrusive method based on RBF approximation to estimate the undetermined coefficients in the reduced-order approximation. Section V focuses on approximating the solution of the auxiliary parametrized parabolic PDE so that the ROM can be evaluated at any point in the parameter space in real-time. Section VI is devoted to numerical studies for a parametrized Burgers' equation. Numerical results are presented in Section VII for a more complex parametrized convection-reaction-diffusion problem including timings and ROM convergence studies. Eventually, Section VIII provides details on the ROM algorithm complexity. Section IX concludes the article and outlines some possible directions for further work on this topic.
II. PROBLEM STATEMENT AND METHODOLOGY
Consider the parametrized time-dependent PDE model given below:
where
is a vector of p parameters, t ∈ (0, T ] denotes time, and is the physical domain over which the PDE operator is defined with regular boundary ∂ . We denote by N (u θ , ∇u θ ) a nonlinear parametrized operator; u θ is the field variable which we seek to approximate as a function of the physical coordinates x, the parameter vector θ and time t. The governing equations are supplemented by parametrized boundary and initial conditions of the form generate a training dataset that is eventually used in a two-level POD procedure to construct the spatial and temporal basis functions that satisfy the conditions outlined earlier in (5) .
Next, we introduce a coarse sampling of the spatial domain, that is,
where h denotes the discretized computational domain with the index h referring to the spatial mesh diameter. Similarly, a coarse sampling of the temporal domain can be written in the form
In summary, what we have done so far is to carry out PCA of the set of shifted snapshots S 
and then apply a second PCA on (ξ m,i ) m,i to compute the temporal basis functions. The following proposition holds:
) be the spatial (resp. temporal) snapshot sets given by (12) (resp. (14) ). Then, the spatial and temporal basis functions ϕ k and ξ m satisfy the properties (5) , meaning that the ROM u θ given by (4) satisfies both the boundary and initial conditions by construction.
Proof. To prove this result, we use the expansion (13) of ϕ k,i as a linear combination of shifted spatial snapshots, and exploit a property of the "snapshot method" developed by Sirovich [21] . By construction, as u
Applying a PCA to all the basis sets (ϕ k,i ) k,i then leads to spatial modes (ϕ k ) k=1,2,...,K that are also linear combinations of (ϕ k,i ) k,i . Consequently the modes ϕ k also vanish on ∂ . Similar arguments can be used to establish the stated properties of the temporal basis functions ξ m because we have
where s m,i = (s m,i ) j denotes the mth eigenvector of the temporal Gram matrix M i t defined as
, j , j = 1, 2, . . . , N X .
Because we have
IV. ESTIMATION OF THE UNDETERMINED ROM COEFFICIENTS
In this section, we look at how the undetermined coefficients α km of the ROM (4) can be computed for any design point θ. We proceed as follows. In the first step, we compute the coefficients α km for each design point θ i ∈ W I . Considering the space-filling sets X N X and Y N T , we have, for a fixed value of θ i ,
For a fixed index i, the preceding equation can be written in the compact form
where 
where μ > 0 is a small regularization parameter and || · || is the Schur norm defined for a matrix X by ||X|| 2 = tr (X T X). It can be shown that the solution α i of (18) satisfies the Euler-Lagrange equations
Some interesting observations can be made regarding the solution of the preceding equation. If the system is not penalized (i.e., μ = 0), then α i can be computed via the successive solution of two-linear algebraic systems of equations:
If μ > 0, the linear system (19) can be solved for the unknown vector α i ∈ M KM by reshaping it into a linear system of size K × M, that is,
where C ∈ M KM,KM depends on the matrix coefficients of ϕ T ϕ, ξ T ξ , and where the rows of α i (resp. of the right hand side ϕ T (u i − v i ) ξ ) are put in α i (resp. in c i ). Then, it is straightforward to show that C can be written as
with a ij = (ϕ T ϕ) ij . The final step involves approximating the coefficients α km (θ ) as a function of θ so that they can be evaluated at any arbitrary point in the parameter space efficiently. For fixed k, m, we first expand the undetermined coefficients using RBFs as follows
Setting θ = θ i in (21) for i = 1, 2, . . . , I , leads to
where the symmetric interpolation matrix A is such that
We give more details about the choice of and σ later in Section VIIC. The preceding equation can be rewritten in compact form as
where b km is a vector of length I defined by (b km ) i = α km (θ i ). Given the solution of the above matrix system of equations, the undetermined coefficients can be efficiently computed at any point in the parameter space using (21) .
V. ENABLING REAL-TIME PREDICTIONS USING THE ROM

A. Motivation
We now look at how the ROM (4) can be used in a real-time prediction framework. There are essentially two options available to the user of such a ROM, depending on the time-dependent PDE model which is under consideration.
In the first case, let us consider the scenario when the ROM is to be evaluated at a limited number of points in the parameter space. Then, we can directly use the expansion (4) to get approximate solutions u θ for different values of θ . Once the spatial and temporal modes ϕ k and ξ m have been computed through the two-level PCA procedures (see Section III), we can compute the coefficients α km (θ ) using the methodology described in Section IV: solve (20) , next solve (23) , and then use (21) . To compute u θ , the final step involves computing v θ (i.e., the solution of the auxiliary parabolic linear PDE (6) (7) (8) ). It is worth noting that it is possible to achieve significant 3 To ensure that ϕ T ϕ and ξ T ξ have full rank, the conditions K ≤ N X and M ≤ N T are needed. In theory, these conditions are not satisfied by definition but in practice, these conditions are not restrictive because K, M are expected to be small compared to the coarse mesh sizes N X , N T (see numerical studies in Section VII). reductions in computational cost using the proposed approach (but not real-time predictions) when approximations are required at a limited number of points due to the need for solving the auxiliary PDE.
The second case involves the scenario where it is required to compute u θ at a large number of points in the parameter space. In principle, the steps outlined earlier can still be used; however, the main computational obstacle arises from computation of the term v θ while making predictions at any point in the parameter space. This is because direct numerical simulations of (6) (7) (8) cannot be done efficiently (say in real-time), even though the auxiliary PDE model is linear. Consequently, one needs to construct an adapted ROM for (6-8), which is not an obvious task because the boundary conditions are time-dependent. This would enable faster online evaluations of the reduced-order model at the expense of additional offline computations (due to the step of constructing an approximation model to enable efficient evaluation of the term v θ ). In this section, we focus on efficient numerical solution of the auxiliary parabolic PDE (6) (7) (8) . We take advantage of the linear nature of this equation to separate this PDE into two simpler ones: an initial value problem with homogeneous boundary conditions and a boundary value problem with zero initial conditions. The solution v θ of (6-8) can be split according to
where w θ and z θ are, respectively, solutions of the following PDEs
and
Note that the first PDE (25-27) is a linear heat equation with homogeneous boundary conditions, whereas the second PDE (28-30) is a linear heat equation with zero initial conditions. 4 We now move on to how the component terms w θ and z θ can be efficiently computed.
B. Solution of the Auxiliary PDE with Homogeneous BC
To approximate the solutions of (25-27) by a low-order model, we can use a classical PODGalerkin approach provided the initial condition u θ 0 is smooth enough. In other words, the term w θ , which is parametrized through the initial value, is approximated as 4 The splitting (24) (25) (26) (27) (28) (29) (30) follows from the additional conditions u
= 0 mentioned earlier in Section II.
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where a θ k (t) denote a set of undetermined coefficients which is an implicit function of θ . We denote by ϕ k I V (x) a set of basis functions obtained via the POD method, that is, by applying PCA to the following snapshot dataset
Now, for a fixed value of the parameter vector θ , the undetermined coefficients in (31) can be computed by solving the following (small) system of coupled linear ordinary differential equations
where the stiffness matrix is defined as
T . It is worth noting here that since the stiffness matrix is not a function of θ , it can be precomputed once for all. Hence, the solution of (33) can be computed efficiently for a given value of θ . Given the solution of (33), the term w θ (x, t) can be computed for any arbitrary value of θ using (31).
C. Solution of the Auxiliary PDE with Zero Initial Condition
We need to exercise particular care while solving (28) (29) (30) because the boundary function g θ (·, t) is time-dependent. Once again, we take advantage of the linear feature of this PDE. A POD PetrovGalerkin projection scheme appears to be suited in this case. To begin with, let us consider a set of boundary conditions L 2 (∂ )-valued snapshots
where t n belongs to a coarse temporal discretization. The idea behind using the set (34) is to identify the principal components related to the BC and to lower the dimension of the representative space of the time-dependent BC. Once a PCA is performed on the set U I n , the first
are stored. This procedure is performed for all coarse time instants t n , n = 1, 2, . . . , N T . From a computational point of view, the previous procedure is achievable because the N T PCA calculations can be run independently of each other in parallel. Moreover, the storage requirements of the corresponding N T K BC modes η k is reasonable because K BC is expected to be small, N T is not too large as it corresponds to the size of a coarse temporal grid, and also because η k are
For a fixed instant time t, let us now denote by πg θ the projection of the trace function g θ (·, t) onto the linear vector space spanned by the family η
with
Next, we then define the function z
are the solutions of the following K BC secondary equations that are independent of θ:
The following proposition holds:
defined by (36 and 37) and (ξ k ) by (38-40). Then, z θ is the solution of the problem
Proof. In × (0, T ] we have, from (37):
Equation (42) directly follows from (39):
and Eq. (43) from (40):
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In our ROM, we propose to use z θ defined by (37) as an approximation for z θ , the solution of the original equation (28) (29) (30) . We theoretically justify this approximation later in Section VD, where we provide an upper bound for ||(z θ − z θ )(·, t)|| L 2 ( ) . We now discuss different computational aspects of such a methodology, showing that the computations at every step can be carried out efficiently. First of all, it has to be noted that both η k and ξ k have to be known on the fine temporal grid because of (37) and (39). However, it seems impossible to directly compute η k on the fine temporal grid because it would require us to perform a PCA for each time instant which would be computationally prohibitive. Therefore, we propose the following strategy: once η k are computed on a coarse temporal grid as described previously, we deduce its values on a fine grid using temporal interpolations. More precisely, for any point
. . , N T }, using classical one-dimension interpolation functions (such as linear or cubic spline interpolators).
Once the η k are known on the fine temporal grid, we have to solve the problems (38-40). These problems can be solved in parallel for each ξ k because they are independent of each other. Moreover, because these problems do not depend on θ , the dual basis ξ 1 , ξ 2 , . . . , ξ K BC can be precomputed once and for all and used as the low-order basis to approximate the solutions of (28) (29) (30) .
We next examine an important aspect of our methodology, related to data storage complexity. From a computational point of view, it is not always feasible to keep in memory K BC spatiotemporal modes ξ k that are needed to expand the solution z θ [see (37)]. To overcome this difficulty, we propose a second-level ROM with low-dimensional representation by projecting ξ k onto low-order spatial/temporal POD modes, for example:
Using the second-level ROM (44) allows us to store
d N t ones if we directly store the ξ k values on the fine spatial/temporal grids (respectively, of size (N x ) d and N t ). Both (χ k,l ) l and (ς k,m ) m can be obtained by applying PCA to ξ k (x, t) using a standard snapshot method for dataset generation. For x j and t n belonging to the coarse spatial/temporal discretizations (10) and (11), we write,
The preceding equation can be rewritten in the compact form
where we denote
. Solving (45) with the penalized minimization problems
where μ > 0 is a small regularization parameter, leads to the Euler-Lagrange equations
We can reshape (47) as a linear algebraic system of equations size
, and where the rows of β k [resp. of the rhs of (47)] are put in the vector β
We follow the same procedure for the problem (41-43). We define y
k is the extension of πg θ to the whole domain , so that y θ is the solution of
The weak form of (55-57) is given by
Substracting (58) to (54), and taking ϕ = y θ − y θ as a test function, leads to
Using Poincaré and Cauchy-Schwarz's inequalities (see Refs. [25, 26] ), then gives
Using the integral form of the Grönwall lemma (see Ref.
[27]), we have the following inequality
Because α is a positive nondecreasing function, we get
Coming back to the definition of y θ and y θ , we have
which yields
We then estimate
For this, we invoke the maximum principle property related to the heat problem (41-43). Becasue
by linearity of the POD modes with respect to the snapshots. As a consequence, we get from (35) that The last step involves estimating the function α(t) which appears in (59). By construction, we have
We justify the convergence of the series in (60) as follows. Using the Cauchy-Schwarz's inequality, we have, ∀K BC :
We first prove that
Because
, we deduce from the maximum principle applied to (38-40)
, meaning that (62) holds. We then need to show that
Because c
by definition, using the Cauchy-Schwarz's inequality, we have
In (64), for m = 1 to M do 11: solve the linear system (23) 
, by linearity of the POD modes with respect to the snapshots. This allows us to conclude the proof becasue
E. Overview of the Proposed Methodology
Gathering all the previous steps of the ROM methodology, namely Eqs. (4), (31), (37) for the first-level ROM, and (44) for the second-level ROM, the approximate solution u θ can be written as
where w θ is given by (31) and with
The different steps of the proposed ROM methodology are summarized in Algorithms 1 and 2, where θ denotes any design parameter point. Algorithm 1 outlines the steps involved in computing the nonlinear contribution of the ROM solution (65) involved in computing the ROM solution of the auxiliary parabolic linear PDE given by the two first terms of (65), w θ and z θ .
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VI. NUMERICAL TEST-CASE (1d-x 1d-θ 1d-t)
A. Definition of the Test-Case
To illustrate the proposed methodology, we first consider the following unsteady Burgers' equation
where the continuous initial data is given by
with a ∈ ]0, 2[. The nonlinear problem (68-69) is inspired from [28] where a randomly parametrized Burgers' equation with an initial shock is studied. The solution of (68 and 69) is continuous for time t ∈ [0, a/u L (θ )[ and is given by (u L (θ ) + u R (θ )) = 0. In our numerical experiments, we will consider an integration time T < a / max θ |u L (θ )| to study the transient phase, namely before the shock appears.
B. Numerical Results
Because the boundary conditions in (68) do not vary as a function of time, the ROM (4) can be written as
meaning that we do not need to solve an auxiliary PDE of the form (6) (7) (8) . This simple test-case allows us to validate the first level of our ROM methodology described in Sections III and IV.
In our numerical experiments, we take a = 1, T = 0.8 s, and θ ∈ [−2, 2]. We consider a set of I = 20 design points θ i uniformly spread in [−2, 2] for the parameter-space sampling and a uniform spatial grid made of N x = 100 points. For the coarse temporal sampling, we use N T = 51 points in [0, T ] to generate the spatial snapshots. We consider a coarse spatial mesh of N X = 50 points x j and a time-step δt = 4.25 × 10 −3 to generate the temporal snapshots, corresponding to a grid of N t = 201 points.
To For estimating the coefficients α km (θ ), we use a Gaussian RBF (r) = e − r 2 2σ with σ = 0.13 in (21). This optimal value for σ has been numerically obtained by minimizing the distance between α km (θ i ) given by solving (20) and their RBF approximations (21) . As a first illustration, we compare on Fig. 1 the approximate ROM solution u θ to the exact solution u θ for θ = 2.0, which is the maximum value of the parameter space interval. One can see a good agreement between the two solutions, even if small oscillations appears in the ROM approximation at the final time T .
For a more systematic comparison, we plot on 
and the mean relative L 2 error
showing a good level of accuracy of the ROM (71). 
VII. NUMERICAL TEST-CASE (2d-x 3d-θ 1d-t) A. Definition of the Test-case
To illustrate the whole ROM approach described in Sections III -V, we consider a more complex parametrized model test-case, where the parameters are involved within the initial value, the boundary conditions, and the governing equation of the model. In this case, we will consider the ROM in its more advanced form (65), where we approximate the split solution (24) of the auxiliary PDE problem using the second-level ROM (44).
Parametrization of the Equations. We consider the following unsteady convection-reaction
on (upper BC), 
and the reactive term is given by
This model is an extension of the steady-state parametrized PDE model studied in Ref. [10] .
Parametrization of the BC. We justify here the chosen form of the parametrized BC, because there exists many possible choices for the function g θ . First of all, g θ must satisfy the condition g θ (·, 0) = 0, because of Eqs. (29 and 30) . Moreover, considering an usual expression for g θ , namely as the product of a temporal function and a spatial one, is restrictive. It is worth noting that if g θ (x, t) = α(t)β θ (x), then it can be seen from (34) that for different times t n = t m , the snapshots of U 
In our numerical simulations, we take
Parametrization of the Initial Value. For parametrization of u 0 , we consider some perturbations of a known functionū in the form
withū | ∂ = c | ∂ = 0, because of the homogeneous BC of the heat problem (25) (26) (27) . The relation (81) can be viewed as a simplified representation of Karhunen-Loève expansions used for modeling random fields in a stochastic framework (see Ref. [29] ), whereū is a deterministic mean function and θ are random variables. In our numerical simulations, θ = θ 3 andū is taken as an harmonic function that satisfies the Poisson problem
with f ≡ 1. We choose
with λ = 8 5 max |ū| so that the maximal amplitude of c represent a tenth of max |ū|.
A summary of the numerical studies presented in the next sections (VIIB, C, D, and E) is provided in Appendix B.
B. Numerical Results: Approximation of the Auxiliary PDE
To validate the methodology presented in Section V, we first present numerical results for approximation of the auxiliary PDE model (6) (7) (8) . The BC conditions and the initial value are defined by (77-80) and (81-83), respectively, meaning that we consider a two-parameter problem. After presenting the different parameters chosen for these simulations, we will compare the ROM solution
which corresponds to the two first terms of (65), to the solution v θ 2 ,θ 3 obtained by directly solving (6-8) with an implicit Euler scheme. 
It is worth noting that on the upper boundary , the solution is better approximated: The L 2 relative errors over the whole domain and the upper boundary as a function of time is shown in Fig. 8(a,b) , respectively. It can be noted that the quality of the approximated solution is not affected by the size of the temporal coarse grid used for the modes η k . We maintain the same level of accuracy using a temporal undersampling, with a coarse grid made of only 21 points. Figure 9(a,b) compare the temporal evolution of the solution at a fixed point in the interior and boundary for the ROM and the direct Euler solution.
We would like to point out that computation and storage of the POD modes η k (·, t n ) on the coarse temporal grid require a numerical postprocessing. Because these modes are obtained for different times t n , it is possible to generate discontinuities, because eigenvectors in the PCA methods are defined up to the sign. A simple procedure is hence needed to detect the possible changes of sign and has been used in our simulations. A summary of the numerical studies presented in sections VIIB, C, D, and E is provided in Table VI ; see Appendix B.
C. Numerical Results: Full Nonlinear Problem
We present now numerical results corresponding to the full-nonlinear problem (74), with the parametrization described in earlier sections. For our numerical simulations, we take ν = 0.05 and T = 5 s. The fine spatial grid is made of 40×40 points and the coarse one is made of N X = 110 points uniformly spread in , including the upper boundary . For the temporal discretization, we is not included in our snapshot generation process (12) and (14) . It can be seen that the reducedorder model provides a very accurate approximation of the full-direct solution during all time instants in the interval [0, 5] . It is to be noticed that the snapshots directly generated by a fine Euler scheme are obtained with N 
unknowns, once all the POD basis are generated. In addition, we represent in Fig. 15 the normalized L 2 errors
showing the ability of the ROM to reproduce accurately the full direct solution as a function of time. To illustrate the accuracy of the ROM at other points in the parameter space, we use the mean L 2 error defined below
where E(t n ) is the normalized L 2 error at time instant t n defined earlier in (85). Figure 16 shows the mean L 2 errors (86) represented for a set of 100 random design points. It can be seen from these results that the mean value of these errors is about 1.4 × 10 −2 with a maximum error equal to 4.7 × 10 −2 , showing that the ROM provides good accuracy.
D. Numerical Results: ROM Convergence
In this section, we study numerically the convergence of the approximate ROM solution towards the full-scale solution. We study the influence of the different ROM parameters: number of spatial modes (K) and temporal modes (M), number of modes for the boundary conditions (K BC ) and for the initial conditions (K IV ), and spatial coarse mesh size (N X ) and temporal coarse mesh size (N T ).
In the following, we study the influence of each parameter while keeping the other ones fixed.
When the parameters are fixed we consider the values taken in Section VII.C, namely:
, and N T = 101. To illustrate the ROM convergence, we represent the mean and the maximum value of E(θ ) given by (86), for design points θ belonging to the DoCE and for a set of 100 random points.
Influence of K and M . As shown in Figs. 17 and 18 , we obtain the convergence of the ROM when increasing the number of spatial modes (for a fixed number of temporal modes) and conversely when increasing the number of temporal modes for a fixed number of spatial modes.
Influence of K IV . We represent in Fig. 19 the mean and the maximal error of as a function of the number of modes K IV , for θ in the DoCE and for a set of random design points. It can be seen that the initial value approximation is correctly improved when K IV increases. However, the influence of K IV on the ROM convergence is not easy to observe in this case. As an illustration, we plot in Fig. 20 the ROM convergence for a single-design parameter Influence of K BC . The ROM convergence with respect to K BC is illustrated in Fig. 22 . In this numerical test-case, the convergence with respect to K BC is very quick (K BC = 1-2). It is to be noticed that considering larger values of K BC does not make sense because all the information of the Gram matrices used for the computation of the POD modes η k are located in the two first eigenvalues (see an example of the decay of such spectrum in Fig. 23 ). 
E. Numerical Results: Timings
In this section, we provide timing results for a test-case with a finer mesh grid (100 × 100). We take the same parameters as in Section VII.C, except for the coarse spatial mesh grid which is made of N X = 650 points.
In Table I , we compare the CPU time required by the fine numerical scheme to generate the DoCE with 125 points (41, 594 s) and the CPU time required by the different steps of the proposed ROM. After generating the precomputed data (auxiliary linear problem for θ in the DoCE and TABLE I. CPU times (in s) required by the fine numerical scheme for generating the DoCE and by the ROM algorithm (offline and online computations). A fine mesh grid of 100 × 100 is used, and the computations were carried out using MATLAB on a single core of a dual-hexcore Mac Pro workstation running at 2.66GHz.
Step offline ROM steps, which takes 1134 s), the ROM online computations for the 125 points in the DoCE takes 147 s, meaning that a speed-up of around 280 is obtained. This clearly shows the computational savings that can be obtained using the proposed ROM: as an example, generating 1000 online approximate solutions using ROM would take around 20 min whereas 1000 fine solutions would require 92 h. Some offline ROM computations (the nonlinear part) can be speeded up further using a coarser spatial mesh grid (while keeping the same level of accuracy, see Fig. 24 ) or a coarser temporal mesh grid (with a limited loss of accuracy, see Fig. 25 ). The speed-ups for numerical test-cases with more refined meshes, which is typically the case for three-dimensional problems, are expected to be even more significant.
VIII. ALGORITHMIC COMPLEXITY
In this section, we compare the computational complexity involved in a single-fine simulation with the online ROM computations involved in Algorithms 1 and 2. In what follows, we shall assume that the computational complexity of the fine simulation is
2 ), where γ 1, N x is the number of mesh points per coordinate direction, N t is the fine temporal discretization, and d is the number of spatial coordinates (dimensionality of the PDE). The computational complexity involved in solving the auxiliary PDE will be taken as O (N t 
2 ). These estimates of computational complexity assume a standard finite difference discretization on a regular spatial mesh of N d x points and an implicit Euler time-stepping scheme. As shown in Table II , online ROM computations are computationally much cheaper than a direct full-scale simulation becasue the number of modes (
This ties up with the fact that online ROM computations involve a small number of unknowns compared to the full-scale solver (see Section VII.C for a comparison of unknowns). A summary of the computational cost and memory requirements at each step of Algorithms 1 and 2 are presented in Appendix A (see Tables III-V) . In particular, we distinguish between offline computations and online calculations.
Remark 1.
When comparing the data storage needed for computing one single solution, ROM requires more data storage than the full-scale solver (2.2 Mb for ROM vs. 870 kb for the full-scale solver). This is due to the fact that precomputed data are needed to perform ROM online computations. However, one single-ROM online computation is far less costly than a fullscale simulation because the algorithmic complexity is significantly decreased (see timings in Section VII.E and the algorithmic complexity comparison presented above). Step Algorithmic complexity
IX. CONCLUDING REMARKS
In this article, we proposed a nonintrusive method for ROM of parametrized time-dependent PDEs where the governing equations, the initial, and time-dependent boundary conditions are parametrized. The key idea was to represent the reduced-order model as the sum of two terms. The first term was chosen as the approximate solution of an auxiliary parabolic linear PDE, which enforces satisfaction of the boundary and initial conditions, whereas the second term is a linear combination of a tensor product of adapted spatial and temporal basis functions obtained using a two-level POD method. The ability of this approach to accurately reproduce the solutions has been numerically validated for unsteady parametrized Burgers' and convection-reaction-diffusion models. Numerical studies show the convergence of the ROM solution towards the full-scale solution when increasing different ROM parameters. It would be of interest to develop greedy versions of the proposed approach to improve computational efficiency further (see Ref. [10] for a detailed exposition of the ROM-greedy algorithm for stationary parametrized problems, and Refs. [30, 31] for more general considerations on greedy approaches). It is also of interest to investigate the application of the proposed numerical schemes to solve PDEs that are randomly parametrized (see Ref. [32] for ongoing work on this topic). We would like to mention here that the ROM method proposed in this article can be directly applied to randomly parametrized PDEs because the final reduced-order approximation given by (65) can be efficiently postprocessed to estimate the statistical moments of the solution given the joint probability density function of the parameters. The error estimate provided in this work only applies for the approximation to the auxiliary parabolic PDE (without second-level ROM approximations) and not for the original parametrized PDE. Further work is required to establish error estimates for the full-nonlinear problem. It is also expected that the proposed ROM method may find applications to optimal control theory problems with complex time-dependent boundary conditions. TABLE III. Summary of computational cost and memory requirement at each step of Algorithm 1. The symbol ( * ) denotes online computations.
Algorithmic Data
Step Details complexity storage DoCE I fine simulations to get u In Tables III-V , we detail the computational costs and memory requirements needed in Algorithms 1 and 2. Online computations are specified, by contrast to offline calculations. Implicit Euler schemes are used for solving the heat equations that arise in the present formulation. 
