In this note we show that, a simple combination of deep results in the theory of random Schrödinger operators yields a quantitative estimate of the fact that the localization centers become far apart, as corresponding energies are close together.
Introduction
In this paper, we consider a simple random system and its spectral region where the Anderson localization holds (i.e., we have dense point spectrum with exponentially decaying eigenfunctions). We study the "center" of these localized eigenfunctions and prove a repulsive property on the distribution of those in relation to their corresponding energies, that is, "as eigenvalues get closer, the corresponding localization centers become far apart" · · · ( * ). A naive explanation which supports the observation ( * ) is :
(1) Suppose we have two eigenvalues E 1 , E 2 with their corresponding localization centers x 1 , x 2 satisfy |x 1 − x 2 | ∼ L. Because eigenfunctions are exponentially localized, we can find a finite box Λ of size in the order of L surrounding x 1 , x 2 , so that H Λ has two eigenvalues close to E 1 , E 2 . If the density of state is finite, eigenvalues of H Λ would arrange in the order of |Λ| −1 so that we could have
(2) (Carmona-Lacroix [3, p.338]) Because locally we have no repulsion between eigenvalues(Molchanov, Minami [12, 11] ), the overlap between the eigenfunctions should be small as the corresponding energies get closer.
The phenomenon ( * ) has been observed in numerical calculations [3, p.338] . [12] proves ( * ) in a special model on one space dimension, with a complicated statement. On the other hand, the observation ( * ) was used by Mott in the study of the ac-conductivity of random systems whose mathematical study is done recently (Kirsch-Lenoble-Pastur, Klein-Lenoble-Müller [7, 9] ). The purpose of this paper is to obtain a quantitative statement of ( * ) which holds for almost surely. To study the same property for the averaged quantity would require more elaborate analysis as is done in [9] .
Our model is the standard tight binding Hamiltonian with random potential on Z d as was treated by [11] .
(Hϕ)(x) := |y−x|=1
where λ > 0 is the coupling constant and {V ω (x)} x∈Z d is independent, identically distributed real-valued random variables on a probability space (Ω, F , P) whose common distribution is assumed to have a bounded density ρ. Under this assumption, the following facts are well-known. (ii) (extreme energy) away from the origin, (iii) (weak disorder) away from the spectrum of the free Laplacian if |λ| ≪ 1, and (iv) band edges. Before stating our results, we define some notations.
. ∂Λ := {y ∈ Λ : ∃z / ∈ Λ, |y − z| = 1} be the boundary of the box Λ. H Λ is the restriction of H on Λ with Dirichlet boundary condition.
be the set of its localization centers given by
This notion is due to Germinet-De Bièvre [2] .
is a finite set. Moreover, for the set {E j (ω)} j≥1 of eigenvalues of H counting multiplicity, we take the corresponding eigenfunctions {φ j (ω)} j≥1 and let
Let I(⊂ Σ) be the bounded interval where the initial length scale estimate of the multiscale analysis holds :
Assumption
We have an interval I(⊂ Σ) with
for some γ > 0, p > 2d and some L 0 > 0 sufficiently large.
I can be taken in regions mentioned in the paragraph preceding Definition in this section. This condition, together with Wegner's estimate, guarantee to apply the multiscale analysis, and from which the following fact is deduced [15] : we can find α = α(p, d), 1 < α < 2 such that, putting
we have
for any x, y with |x − y| > L k . The first result implies the distribution of localization centers are "thin" in Z d . [14] 
Theorem 1.1 (localization centers are thin)
Hence [6] ).
Remark 1.7 This result concerns the distribution of the localization centers which holds for almost surely. If one is interested in the fluctuation of those, by proceeding along the ideas in [11], one could expect the Poisson-type behavior also for localization centers, under a suitable scaling. To verify this observation would be an interesting problem
1 [13] .
In the following section, we prove Theorem 1.1, 1.2, along the naive argument given at the beginning of this section, which is done by making use of the machinery developed by Germinet-De Bièvre, Damanik-Stollmann, Klein-Molchanov and Minami [2, 4, 8, 11] : (i) If we have an (resp. at least two) eigenvalue in an interval J(⊂ I), the corresponding eigenfunction is exponentially small outside a box Λ surrounding its localization center [2, 4] . Then H Λ has an (resp. at least two) eigenvalue in J [8] .
(ii) We estimate the event that H Λ has an (resp. at least two) eigenvalue in J by Wegner's (resp. Minami's) estimate. Then the usual Borel-Cantelli argument gives the assertion. In Appendix, we collect lemmas used in these proofs borrowed from [2, 4, 8, 11 ].
Proof of Theorems
We first set E j = ω ∈ Ω : For some E ∈ I and some x, y ∈ Λ 3L j+1 with Λ j (x) ∩ Λ j (y) = ∅, Λ j (x), Λ j (y) are both (γ, E)-singular
1 The author would like to thank Rowan Killip to pointing this out.
Then by (1.1),
for some C 1 = C 1 (α, d, p) . In what follows, we take and fix any 0 < γ ′ < γ,
, and C 2 are positive constants given in Appendix.
, the following estimates hold.
Proof. (1) Let
by Lemma 3.2. Then the argument of the proof of Lemma 3.3 shows that 
is the set of eigenvalues of
Proof of Theorem 1.1 We consider the following event.
A k = {ω ∈ Ω : We have an eigenvalue of H in J k localized in Λ k } .
The Borel-Cantelli argument then proves the assertion of Theorem 1.1.
Proof of Theorem 1.2
We consider the following events.
Suppose |J| ≤ 2d k , J ⊂ I. Then by the argument in the proof of Lemma 2.1(2), 
and any interval (in I) of width less than d k is contained by some J(i, d k ). Hence
for large k and therefore k P(B k (x)) < ∞ by (2.1). By the Borel-Cantelli lemma, Ω(x) = lim inf k→∞ B c k (x) satisfies P(Ω(x)) = 1 and for ω ∈ Ω(x) we can find k 0 = k 0 (ω, x) such that for any k ≥ k 0 (ω, x) and for any interval J(⊂ I) with |J| ≤ d k , we have at most one eigenvalue of H in J localized in Λ k (x). For ω ∈ Ω ′ = x∈Z d Ω(x), the event described in the statement of Theorem 1.2 occurs.
Appendix
In this section, we state Lemmas used in section 2, which are borrowed from [2, 4, 8, 11] . The following lemma is [2, Lemma 3.5].
In what follows, we take and fix any γ ′ with 0 < γ ′ < γ.
Lemma 3.2
We can find a constant 
is (γ, E)-regular by Lemma 3.1.
Lemma 3.3
We can find positive constants C 2 , L 0 = L 0 (γ ′ ) with the following property. If ϕ 1 , ϕ 2 satisfy Hϕ j = E j ϕ j , ϕ j = 1, E j ∈ J = (a, b), j = 1, 2,
The proof is found in [8] : we orthonormalize ϕ Λ j = χ Λ ϕ j , j = 1, 2 and estimate from below the trace of the spectral projection of H corresponding to the interval (a − ǫ L , b + ǫ L ).
