ABSTRACT Discriminative correlation filters (DCFs) have received much attention in visual tracking due to their high performance but suffered from unwanted boundary effects. Convolutional regression tracking reformulates the DCFs as a one layer convolutional network and avoids the boundary effects. However, this single convolutional network based algorithms' performance has been drastically limited by over fitness caused by data imbalance. In this paper, we propose a residual attention module to the one layer convolutional network to inhibit the descent of discriminative ability caused by over fitness. A bottom-up and top-down fully convolutional structure is designed in the residual attention module to form samples with bigger receptive field. After that, two types of activation function are applied to capture spatial attention and time attention. By combining the two types of attention, the residual attention can highlight the object and diminish the background response. We perform extensive experiments on two widely used datasets, namely, OTB-2013 and OTB-2015 and the results show that the proposed algorithm achieves favorable performance compared with the state-of-art trackers.
I. INTRODUCTION
Visual object tracking is a crucial branch of computer vision. In the most general scenario of object tracking, the bounding box of the target is given in the first frame and the tracker tracks the target through the rest frames of the sequence automatically. The difficulty is primarily caused by extremely limited access to training data to learn an appearance model robust to a variety of challenges including background, occlusion, deformation, and fast motion. Discriminative correlation filters (DCFs) have attracted a great deal of attention in the tracking community [1] - [4] for their high performance on recent benchmarks [5] , [6] . DCFs trackers enable training and detection with densely-sampled examples and high dimensional features by applying circulant feature maps. However, training and detection with circulant feature maps can produce unwanted boundary effects, which may lead
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to an inaccurate representation of the image content [2] . Although steady improvements [2] , [7] , [8] have been made to stave off the boundary effects, such problem still awaits fundamental solutions.
Instead of learning a closed-form solution to a ridge regression problem as DCFs, employing one convolutional layer to approximate the solution to the ridge regression problem will help to avoid the boundary effects [9] . The kernel of the convolutional layer is set to the size of the target. By sliding the convolutional kernel across the whole region of interest in the training and detection procedures, virtually real samples can be extracted. The coefficients of the convolutional layer can be optimized by minimizing a loss function of the convolution output. The one convolutional layer network outputs dense response scores over all searching locations in a one-pass manner [10] . However, the training set includes only few positive samples, and the rest are all negative. The discriminative ability of the algorithm is reduced due to data imbalance [11] . When large deformation occurs or the target is occluded, the tracker is likely to be distracted by the background.
Inspired by recent advances of residual attention network in the field of classification [12] , we propose a residual attention convolutional network for visual tracking. We introduce the residual attention mechanism to the one convolutional layer tracker to highlight the object and diminish the background response. In this way, the descent of discriminative ability caused by data imbalance can be inhibited. We add a residual attention branch parallel to the main one convolutional layer to learn an attention mask. The residual attention branch employs a bottom-up and top-down fully convolutional structure [13] . The bottom-up feedforward structure produces low resolution feature maps with strong semantic information; the top-down network then generates dense features to inference on each pixel [12] ; and in the end of the residual attention branch, the output of the bottom-up and top-down structure is fed to a fully convolutional layer to form the soft attention map. Before the soft attention map is output, we use two different activation functions corresponded to time attention and spatial attention to normalize it. The experiments show that combining the two attentions can improve the performance of the tracker. As Fig. 1 shows, multiplying this soft mask with the response map which the main branch outputs can suppress background interference. All the connections in our network is differentiable, thus allowing the network to be trained end-to-end. Our tracking network does not need to be trained offline.
We design a residual attention network to address problems caused by data imbalance in the network training process. The main contribution is summarized below:
• We introduce a residual attention mechanism to one convolutional layer object tracking network to avoid data imbalance. The positive samples are located in the center of the region of interest. The residual branch learns an attention mask which gives each sample an attention value. The positive samples in the center of the region of interest will get bigger value. In this way the positive samples will be highlighted and the negative samples will be suppressed.
• We combine two types of residual attention to form the attention map. The spatial attention and time attention are acquired through the same residual attention branch with different activation functions. The spatial attention is based on the location of the samples. The time attention is based on the samples from continuous frames in the same location. Combining the two attentions, both spatial and time attention information work together to highlight the negative samples.
• We extensively validate our method on benchmark datasets with large-scale sequences, and draw the conclusion that our method outperforms state-of-art trackers.
II. RELATED WORK
There are extensive surveys of visual object tracking in the literature [11] , [14] , [15] . In this section, we mainly discuss tracking methods based on correlation filters and CNN. DCF based trackers. Discriminative correlation filters for visual tracking have been intensively studied due to their computational efficiency and strong performance on large benchmarks [5] , [6] . DCF based trackers take advantage of the fact that the convolution of two patches is equivalent to an element-wise product in the Fourier domain [1] . They train the correlation filters by regressing all circulant shifts of the input features to a Gaussinan function in Fourier domain. DCF based tracker is first introduced into the tracking field by MOSSE [16] which obtains the discriminative classifier by minimizing the output sum of square error. A series of extensions are introduced to considerably improve the performance of DCF based trackers, such as multiple dimensional features [17] , scale estimation [18] , part based tracking [19] , output constrain [20] , [21] and methods that address the boundary facts [2] , [7] , [8] , [22] , [23] . Especially, Danelljan et al. [2] proposed a spatial regularized function in the processing of learning to penalize the coefficients for the background context. Their trackers witnessed significantly improved performance compared with other DCF based trackers. Recently, Danelljan et al. [4] , [24] extended their method to include CNN features and achieved optimal performance in large benchmark: OTB [5] , [6] .
CNN based trackers. CNN has achieved great success in such computer vision tasks as image classification and object detection. It has also been investigated for visual tracking and significantly improved tracking performance. The CNN based tracking algorithm can be roughly classified into two categories [12] : feature extract network and endto-end network. Feature extract network exploits the trained network for feature extraction. Trackers like DeepSRDCF, RPNT [25] , and RTT [26] extract features from a single layer of different networks. Different layers of a deep network can provide multi-level feature description. The output of the last convolutional layer encodes the semantic information robust to significant appearance variations. On the other hand, earlier convolutional layers provide more precise localization. Based on this, trackers [27] , [28] , [29] using multiple layers for feature extraction are developed. End-to-end network based trackers train a network to conduct both feature extraction and candidate evaluation. Reference [10] generates a series of candidates using sliding window schemes, and produces the scores of these candidates for localizing the target. In [30] , [31] , Siamese Network is introduced to the tracking field. Bertinetto et al. [30] developed a fully connected siamese network to match the object template with the current search region in a convolutional manner. The Siamese network is pre-trained with tracking videos.
III. PROPOSED ALGORITHM
We develop a residual attention network to track the object online, as shown in Fig. 2 . To mitigate the disadvantages caused by data imbalance, we introduce a residual attention branch to the online deep regression tracking network. By fusing the output of both the residual attention branch and the main branch, the response score of the distracters are suppressed. In this section, we first revisit learning single layer convolutional regression networks for tracking briefly, then present the proposed residual attention network for tracking in detail, and discuss the training and detection procedures.
A. CONVOLUTIONAL REGRESSION NETWORKS
The convolutional regression networks have only one convolutional layer. The convolutional kernel of this layer is set to the size of the given object in the first frame of a sequence. This kernel size is fixed through the tracking process. By sliding the convolutional kernel across the whole region of interest, dense training or detection sample sets are formed. Different from DCFs which circles shift one base sample to form the training and detection sample sets, samples in these sample sets are actually all extracted from the image. The boundary effects caused by the circle shift samples can be avoided. We can extract numerous training samples x i ∈ R n from an initial image. The total number of training samples equals to the product of the length and width of the region of interest. n is the number of the dimension of sample features. The convolutional regression networks regress these samples to soft labels. We set the corresponding soft label y i ∈ R from 0 to 1. Learning the coefficients of the single convolutional layer network is to solve the following loss function:
where denotes the Euclidean norm, * refers to the convolutional operation, and W represents the kernel weight of the convolutional layer. W is the same size as the object. X is the input feature which is extracted with trained convolutional network . Y is the matrix of the corresponding Gaussian labels. The convolutional operation makes the optimal W by minimizing the loss function with all the training samples x i to be realized. The weights can be effectively calculated using the gradient descent method. After training, the features of the searching patch are passed into the trained network to obtain the regression results. The tracker can estimate the state of the object by searching for the location of the maximum value of the regression results.
B. RESIDUAL ATTENTION LEARNING
Residual attention learning has been proved to be effective in image classification [12] . In [12] , the residual attention branch learns soft masks of the features to generate attention aware features. Different from [12] , we use the residual attention branch to learn a soft mask of the output of the single convolutional layer. The output of this single convolutional layer is a response map of all training samples extracted through sliding the convolutional kernel across the whole region of interest. This soft mask represents the attention map of the response map of all the training samples. By multiplying the response map with the attention map, the response of the background can be restrained. Naive stacking of the attention branch leads to disadvantage. The attention map can potentially undermine the discriminative ability of the main branch. Hence, we moot the residual attention learning as a solution to this problem. We modify output of the residual attention as:
where R(x) represents the output of the residual attention network, F(x) represents the output of the main branch, and M (x) represents the output of the residual attention branch. M (x) ranges from [0, 1]. In this way, the performance of the tracker combining the two branch should be no worse than the tracker only applies the main branch. As M (x) approximating 0, R(x) will be approximate to the output of the main branch F(x). We revise the loss function of the residual attention network as:
The residual attention network structure is shown in Fig. 2 . The input is the feature map extracted from the region of interest with the pre-trained feature extractor (VGG-16). The main branch has only one convolutional layer. Similar to the covolutional regression network, the convolutional kernel of this layer is the same size as the target. By sliding the kernel across the feature map, the network extracts dense training and detection samples. The output of this branch is a response map of all the training and detection samples. The residual attention branch is the top branch, which has three parts. Specially, the first part is constructed with a bottom-up and top-down fully convolutional structure which reprocesses the samples with a bigger receptive field. The second part has the same structure with the convolutional layer in the main branch. In this way, the residual attention branch outputs an attention map of the responses of the training and detection samples. The third part is a softmax layer which normalizes the output range to (0, 1). By multiplying the outputs of the two branches, the network outputs a response map, and based on this, the tracker can locate the target.
The residual attention learning we propose is different from residual learning. The original residual learning is formulated as R(x) = F(x) + M (x), where F(x) is the output of the main branch, and M (x) is the output of the residual branch. The residual branch is set to capture the residual which is not presented in the main branch output. In our formulation, the M (x) works as the sample selector which enhances the good samples and suppresses the distractors.
C. RESIDUAL ATTENTION BRANCH
A cascaded bottom-up and top-down structure is employed in the residual attention branch to add soft weights to features. The bottom-up feedforward structure produces low resolution feature maps with strong semantic information; the top-down structure then generates dense features to inference on each pixel. In this way, we acquire a feature map extracted with bigger receptive field than the feature map inputted to the single convolutional layer, which is shown in Fig. 3 . Besides the cascaded bottom-up and top-down structure, a convolutional layer and a softmax layer are added to the residual attention branch. The convolutional kernel is the same size as the convolutional kernel of the main branch. This layer outputs a soft attention map of all the training and detection samples. The softmax layer normalizes the soft attention map range to (0, 1), and is implemented with two different functions corresponding to spatial attention and time attention, respectively.
In (4), x i,j represents the response of the training or detection samples located at (i, j). The spatial attention map is calculated using the response of the training or detection samples at different positions. And these samples are extracted from the same frame. In (5), x t denotes the training samples extracted from different frames. All the x t from 1 to T are extracted at the same position from different frames.
The spatial attention is based on the location of the samples. As the samples in the center of the region of interest is the positive samples, the will get bigger attention values. The sample which has the maximum value of response is located in the center of the region of interest as the regression target is a Gaussian function which has the biggest value in the center. The time attention is based on the samples from continuous frames in the same location. It works during online training procedure. The coefficients have already been initialized in the initial training.
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Online training is conducive to improve the robustness. Beside the spatial attention value, the samples from continuous frames in the same location will get time attention values. The time values indicate the importance of the sample in time domain.
By combining the two attention maps, we get the final residual attention map as the output of the residual attention branch.
In (6), M (x) represents the residual attention map as in Eq. 2. f s and f t refer to the spatial attention map and time attention map, respectively. Each sample for the online training will get an attention value indicate the importance of this sample compare to samples from the same frame in other locations and samples from continuous frames in the same location.
The output of this branch has same size as the output of the main branch and is a mask which gives each sample an attention value. In the training procedure, the residual branch will give the samples near the center of the region of interest bigger values than the samples near the boundary of the region of interest. In fact, the positive samples are extracted from the center of the region of interest. In this way, we give the positive samples bigger weight than the negative samples to inhibit the data imbalance.
D. TRACKING VIA RESIDUAL ATTENTION CONVOLUTIONAL NETWORK
In this section, we illustrate the residual attention convolutional network for visual tracking in detail. As the residual attention convolutional network is trained online, we present the tracking process through the both training and detection.
1) TRAINING
The network training has two steps, namely, the initial training and online training. In the initial training phase, we train the network with samples extracted from region around the given location in the first frame. We adopt the VGG-16 for feature extraction. All parameters in the two branches are randomly initialized following zero mean Gaussian distribution. The softmax layer uses the spatial attention function in this phase. The training samples are repeatedly passed into the network to update the coefficients until reaching a given loss threshold. We train the network online to deal with varying object appearance, and we train the network with samples extracted from past frames to learn the time attention. The softmax layer applies Eq. 5. By including multiple historical samples, we can train the coefficients in the residual attention branch based on the response value of samples extracted from the same location. In this phase of training, the spatial attention has also been learned. The output of the residual attention branch is obtained using Eq. 6. The coefficients of the residual attention branch are already initialized in initial training. Updating these coefficients in online training is conducive to improve robustness.
2) DETECTION
The detection scheme is straight-forward. We extract the feature map from the region of interest centered at the last location of the object. Then we feed it into the residual attention network when new frame comes. The feature map is the same size as the input of the network in training process. The output of our network is a one-channel response map. The elements in the response map represent the possibility that the corresponding detection samples are the targets. We can locate the object by searching for the maximum value. In this procedure, the spatial attention makes the contribution to the tracking results and all the elements of the time attention map is 1. The time attention works in the online training procedure. We adopt an approach used in [10] to estimate the scale. We extract search patches in different scales and adjust them to the size of the training patches. The corresponding response maps can be obtained by sending these patches into our network. By comparing the maximum value of these response maps, we can estimate the object scale. We update the object scale with the following equation:
where w t and h t are the width and height of the object scale at t. w * t , h * t is the scale we estimate. β is a weight factor that helps to update the object scale.
An overview of the RACT is summarized in Algorithm 1. Crop an image patch from current frame at the location of the target in the previous frame and extract its feature map with VGG-16.
5.
Calculate the response map with the tracking network and find the location pi. 6.
Estimate the size of the object. 7. Until the end of the sequence.
IV. EXPERIMENTAL RESULTS
In this section, we present comprehensive evaluations on the proposed residual attention network for visual tracking (RACT) on two large visual tracking benchmarks: OTB-2013 [5] and OTB-2015 [6] . These benchmarks are widely used in single object tracking field. We analyze the residual attention maps with different types and structures on OTB-2013. Then we compare our RACT tracker with state-of-art trackers on both OTB-2013 and OTB-2015 for performance evaluation. VOLUME 7, 2019 A. EXPERIMENTAL SETUP
1) IMPLEMENTATION DETAILS
The region of interest in training and detection is five times the size of the maximum value of the object width and height. The tracker extracts the feature maps from the conv4-3 layer of VGG-16, and the feature channels are reduced to 64 through PCA dimensionality reduction. The kernel size of the convolutional layers in the bottom-up and top-down structure is 3 × 3. The regression target map is generated using two dimensional Gaussian functions with a peak value of one. Our experiments are performed at a workstation with a Tesla c2075 GPU and a MatConvNet toolbox [32] . The GPU has 6G memory available, so we have to resize largesized objects to less than the size of the memory. The average speed including all training process and detection process is 1.47 frames per second. We train the residual attention network with the Adam as it can converge faster than SGD. Typically, the training stage accomplishes in several hundred steps. The learning rate in initial training is set to 5e-8 and that in online updating is 2e-9. In initial training, we iteratively apply the Adam optimizer until the loss in Eq. 3 is below the given threshold of 0.02. Typically, the initial training stage accomplishes in only several hundred steps, due to the efficient Adam optimizer. Setting a threshold here is to further improve the efficiency of the training. In order to capture the time attention, we update the coefficients using training data generated in five past frames for five iterations.
2) DATASET
OTB-2013 dataset includes 50 videos. On this basis, OTB-2015 extends to include 100 videos. These videos are manually tagged with 11 attributes, which represent the challenges faced by visual tracking, including, fast motion (FM), illumination variation (IV), background clutters (BC), inplane rotation (IPR), motion blur (MB), low resolution (LR), deformation (DEF), out-of-plane rotation (OPR), scale variation (SV), occlusion (OCC), and out-of-view (OV).
3) EVALUATION PROTOCOL
In the experiment, we use the standard protocol: one-pass evaluation (OPE) with precision and success plots metrics for quantitative analysis as in [5] . Center location error is used as an evaluation metric for tracking precision with threshold = 20 pixels which is a widely used threshold in visual tracking field. Bounding box overlap is used as an evaluation metric for tracking success rate with area under curve (AUC).
B. ABLATION STUDIES
We first discuss the performance of the residual attention branch with various structures. Then we analyze the effectiveness of the residual attention branch and contributions of the two types of attention maps.
We compare the structure of the residual attention branch with the depth and the kernel size of the convolutional layers in this experiment. To compare the performance of RACT with different depths of the residual attention branch, we construct RACT with two convolutional layers, four convolutional layers, and six convolutional layers. The structure of the residual attention branch is the same as the bottomup and top-down fully convolutional structure as shown in Fig. 2 . For example, the two convolutional layers include one convolutional layer and one deconvolutional layer. Other parts of the network work the same way. The three different RACT are represented by RACT_layer2, RACT_layer4, and RACT_layer6 in Table 1 . It shows that RACT_layer4 has the best performance. RACT_layer6 performs similarly with RACT_layer4 but with more coefficients. Hence, we base our tracker on a four convolutional layers structure.
The performance of RACT with three different kernel sizes are shown in Table 2 . RACT_kernel3, RACT_kernel5, and RACT_kernel7 represent the size of the kernel in the bottomup and top-down fully convolutional structure, and are set to 3×3, 5×5, and 7×7. We can see that RACT_kernel3 reaches the best performance. Draw on the results in this section, we implement the bottom-up and top-down fully convolutional structure with four convolutional layers and set the kernel size of these layers to 3×3 in the following experiments.
We conduct ablation analysis on the effectiveness of the two types of residual attention on OTB-2013. The base tracker in Table 3 tracks the object with the network with only a single convolutional layer. RACT_t represents the tracker applies the time attention; while RACT represents the tracker applies both the time attention and spatial attention. As shown in Table 3 , the base tracker obtains obvious improvement through the integration of both spatial and time residual attention, which lead to better overall performance than integrating only the time residual attention.
C. QUANTITATIVE EVALUATION
We compare our RACT tracker with 29 trackers from the OTB-2013 benchmark and other 10 state-of-art trackers include KCF [1] , SRDCF [2] , Staple [3] , CF2 [27] , HDT [29] , SRDCFdecon [33] , DLSSVM [34] , TGPR [35] , MEEM [36] , and LCT [37] . SRDCFdecon are DCFs trackers using handcraft features to track the object. HDT and CF2 are DCFs trackers tracking the object with convolutional features. TGPR analyzes probability using Gaussian Processes Regression and introduces a latent to assist the tracking decision. MEEM uses an online SVM with a redetection based on the entropy of the score function. We restore the experts to correct undesirable model updates. LCT decomposes the long-term visual tracking into translation and scale estimation of the target. The evaluation is conducted based on 50 video sequences and 100 video sequences using one-pass evaluation with precision and success metrics. Fig. 4 shows the evaluation results on the OTB-2013. For clarity of presentation, only the top ten trackers with respect to the ranking scores are shown in each plot. The precision and success scores are reported in the figure legend. Among all the trackers, RACT performs most favorably in terms of both the precision and success rates. We also compare RACT tracker with trackers of the same group on the OTB-2015. The results of one-pass evaluation on precision and success rates are presented in Fig. 5 , which indicate that our tracker outperforms the DCFs trackers and state-of-art trackers. HDT has better performance than RACT in precision plot on OTB-2015 due to the fact that they employ outputs of three different layers of VGGNet as features. Different from HDT, RACT only employ output of one layer of VGGNet. That means HDT will need more memory than RACT. SRDCFdecon has better performance than RACT in success plot on OTB-2015. It is because SRDCFdecon adopt the scale estimation with 33 templates. On the contrary, we only use 3 templates for scale estimation. And SRDCFdecon outperforms RACT only 0.01 in success plot.
The main challenges of visual tracking are usually from several aspects. Besides the camparison of the overall performance, it is useful to find out how well a tracker deals with various challenges. We further evaluate the RACT tracker and four other trackers, namly, SRDCFdecon, CF2 and HDT, under the 11 attributes of sequences on OTB-2013. Fig. 6 and Fig. 7 show that the average precision and success of the four algorithms in the 11 attributes. The RACT tracker ranks the first or the second among all the 11 attributes in terms of precision and success. Because the bottom-up feedforward structure produces low resolution feature maps with strong semantic information; the top-down structure then generates dense features to inference on each pixel. The output of the residual branch is gained with more strong semantic information than the main branch as it has bigger receptive field. On the other hand, the output of the main branch is more precise in spatial domain. When the object color is similar to background or the object is occluded, the output of the residual branch gained with more semantic information will avoid the tracking algorithm from drifting. Fig. 8 shows the results of five best-performed trackers: RACT, SRDCFdecon, CREST, ECO-HC, and HDT on ten challenging sequences. ECO-HC tracker underperforms in all the sequences as it adopts handcraft features, and also because its discriminator is trained every six frames for higher computational efficiency. SRDCFdecon fails to track the object in dragon baby and skiing due to the in plane rotation. Different from the above two trackers, CREST and HDT apply a trained deep convolutional network to abtain features. They fail to handle the scale variation in sequence Car1. Benefiting from the power from residual attention learning, our RACT is able to discriminate object from cluttered background. In the sequences Bird1, Dragon baby, motorrolling, and skiing, since the objects undergo severe deformation and rotation, it is difficult for a tracker to track the object correctly. In this situation, using the spatial attention and time attention to modify the tracking results is recommended as an effective approach.
D. SUBJECTIVE EVALUATION

V. CONCLUSIONS
We propose a residual attention network which stacks an attention module into a one-layer convolutional network to prevent the descent of discriminative ability caused by data imbalance. In our algorithm, a linear regression model with residual attention for visual tracking is trained using the gradient descent technique. The residual attention module highlights the object and diminishes the background response. Two types of activation functions corresponding to spatial attention and time attention are implemented to form the residual attention map. All the connections in our network vary, thus allowing the network to be trained end-to-end. Besides initial training, we also train the network online to deal with varying object appearance. Experiments show that stacking a residual attention module into a one-layer convolutional network can bring obvious improvements. Extensive experiments on two large benchmark datasets demonstrate that our RACT tracker performs favorably against stat-of-art trackers. 
