Secondly, asking questions of witnessing, ethics, and accountability, it interrogates the lines of disavowal and displacement which structure the offshoring of violent, obscene, and mundane sexual content. Contributing to the field of porn studies, it suggests that the ambivalent and multiple directions of sexual subject production within digital coloniality be addressed anew.
Introduction
While official numbers are difficult to ascertain, there are, according to some reports, over one hundred thousand people worldwide whose job it is to moderate the hundreds of millions of photos and videos uploaded, and statuses updated, every minute to various social media sites.
i Companies such as Facebook, Twitter, YouTube, and
Instagram, all rely on what Adrian Chen has called 'an army of workers employed to soak up the worst of humanity in order to protect the rest of us ' (2014) . This work, what Sarah Roberts (2016) calls 'commercial content moderation', ranges in scale from the reading, filtering, and deleting of written speech in comments and statuses (a process which, particularly in regards to hate speech, has its own difficulties), to the viewing, flagging, and deleting of photos and videos of violence and sexual content. While new 2 technologies are being developed to do some of this work through algorithms and 'photoDNA', ii the majority of this labor is undertaken by people employed by outsourcing companies in the Global South. Due to different companies having different standards for what is or is not acceptable, and due to these companies often relying on users to be the first line of call (reporting already uploaded content they deem inappropriate), flagged sexual content can include everything from depictions of 'female nipples' and bodily fluids, to bestiality, child pornography, mundane sexual expression, art, rape, and sexual torture. While some of this work is done in the United
States, often by temporary workers or low-paid sub-contractors, most of these companies, Catherine Buni and Soraya Chemaly report, 'consign their moderators to the margins, shipping their platforms' digital waste to "special economic zones" in the Global South' (2016). Buni and Chemaly's use of the term 'waste' is an indicative one.
Indeed, the lines of movement from production to disposal of online content are often the same ones, Roberts argues, which direct the flow of physical waste (and particularly e-waste) as well (2016) . These digital lines of movement-facilitated by and made physical through deep-sea cables that stretch around the globe-directly follow, Roberts writes, the 'well-worn circuits established during periods of formal colonial domination and continuing now, via mechanisms and processes that reify those circuits through economic, rather than political or military, means ' (2016, 6) . In other words, the circuits that transport the gamut of sexual content flagged for moderation in the United States and elsewhere to workers primarily based in India and the Philippines, are part of the contemporary digital life of coloniality, a coloniality which is, as has always been the case, structured through and productive of sexuality.
In this article, I work to unpack the digital life of coloniality as it is produced through commercial content moderation along two lines of interrogation, both of which 3 are specifically focused on the ways in which sexuality is structuring postcolonial relations in this particular contemporary moment. My first contention is that under the digital life of coloniality, the traditional understanding of the coming together of sexuality and regulation under colonialism and coloniality is rendered far more complex. What does it mean, I ask, that the contemporary regulation of 'good' and 'bad' sexual content-and particularly of the content which is specifically available for users in the United States-is being undertaken by workers in the Philippines, a former colony?
iii Does the fact that this regulation of American sexual content is done by people in a former US colony, rather than vice versa, open up the ways in which sexuality must be understood in relation to colonial power? In asking this question, however, my analysis necessarily turns to a second line of explication. For my concern is not just, or not really, the issue of regulation (particularly as this question of the direction of regulation between the United States and the Philippines is, and has always been, rather complex). My analysis of the digital life of coloniality lies rather at the level of affect and accountability. Here, in the second part of this paper, I shift from the question of regulation to that of witnessing, and I ask after the colonial lines of disavowal and displacement which structure the offshoring of commercial content moderation. For the offshoring of this labor is not just, I shall argue, a question of political economy. It is rather a means of displacing the affective, ethical, and political act of witnessing-and thus the questions of accountability which accompany this actto former colonies as well. Across this article, then, I contribute to the critical field of porn studies by suggesting that the ambivalent and multiple directions of sexual subject production within coloniality be interrogated anew in our scholarship. Doing so, I offer up a postcolonial critique with a focus on the digital to trouble the geopolitical 4 locatedness of the longstanding debates within and beyond feminism about obscenity, pornography, and censorship.
Close Cultural Ties
In flagging and restricting LGBT content in a bid to make their sites more 'kid friendly' (Chokshi 2017) . And yet, the forms of desire and sexuality that are being regulated through content moderation do not so easily fit within a heteronormative, or even homophobic frame. Victor Román Mendoza's call to interrogate the 'metroimperial' fantasy of the US 'nation' as a bounded, bordered entity not actively engaged in imperial (dis)possession, I want to consider this outsourced labor as fundamental to, and co-constitutive of, the regulation of sexual moralism within and beyond the space of the 'nation'. Indeed
Mendoza, who is interested in the colonial relation between the US and the Philippines around the turn of the twentieth century, argues that the US needs to be understood as a metroimperial project produced through 'synchronic legal, material, ideological, cultural, and social exchanges across transpacific space ' (2015, 9) . This framing opens up Rubin's intervention to transpacific processes of regulation.
Doing so requires an analysis of colonial sexual regulation that departs from much of the wider scholarship on sexuality and coloniality. While there has, of course, been a history of scholarship which has discussed the multiple, hybrid, and contested ways in which sexuality, gender, and race have structured the subject production of the colonizer under colonialism, and in the wake of coloniality (Bhabha 1991; Fanon 1967; Spivak 1988; Stoler 1995; Woollacott 1999) , this subject production is most often understood as emerging from the regulations which were specifically directed at the What I am arguing in relationship to content moderation, however, is that the sexual regulation which is taking place under the digital life of coloniality, while still being facilitated through, a tactic of, and justified under, colonial and postcolonial power, is a regulation that is specifically directed at the sexualities of the former colonizers. Unpacking this statement is not to argue for a re-centring of the colonizer, nor to argue that Americans are somehow the victims of their colonizing of the 10 Philippines. Nor is it to suggest that content moderation does not also follow traditional lines of power and sexual subjection. Indeed, one of the complex effects of content moderation is the ambivalent production of a very particular range of sexualities for the workers in the Philippines. Chen, discussing the psychological effects of content moderation, relays this in the following account of his conversation with Denise, a psychologist who consults for two different content moderation companies in the Philippines. Speaking to the issue of high employee turnover, he writes:
Workers quit because they feel desensitized by the hours of pornography they watch each day and no longer want to be intimate with their spouses. Others report a supercharged sex drive. 'How would you feel watching pornography for eight hours a day, every day?' Denise says. 'How long can you take that?' (2014).
The act of moderating, in other words, is in and of itself a sexual one. It produces a complicated sexual subjectivity. As this above quote makes clear, workers undertaking this labour become 'desensitized,' their intimate and affective bonds with their partners become ruptured, or, alternatively, intensified. The very act of witnessing this material becomes ingrained within the psyches and subjectivities of these workers. As I shall argue in the latter half of this article, regulating digital space is thus an act of curtailing an exposure to sexual imagery in one place, while producing a hyper-sexualized environment in another.
While this sexual subjectivity may not be premised on, or productive of, an outright pathologizing of 'Filipino sexuality', it does, nonetheless, clearly produce a perhaps ambivalent libidinal effect. It also follows, as I argue via Mendoza just below, a longer historical co-production of the hyper-sexualized racial-sexual Filipino subject and the queerness of American desires. In this way, content moderation is as much a reversal of the usual framework for understanding the direction of sexual colonial regulation, as it is the production of an ambivalent sexual subjectivity in the former […] It goes to our misunderstandings about the Internet and our view of technology as being somehow magically not human' (Roberts, cited in Chen 2014) . Similarly, Stone writes:
Internet companies are reluctant to discuss the particulars of content moderation, since they would rather not draw attention to the unpleasantness that their sites can attract.
[…] Outsourcing companies are also reluctant to discuss the business on the record, since their clients demand confidentiality. (2010) This effacement is important, I argue, because it indicates that more is taking place in the offshoring of this labor than simply the 'necessary' regulation of sexual content, and the financial incentives for technology companies. More is at stake, that is, than the misconception that the internet is a magical posthuman zone of possibility. There is, as I shall show in the following section, a fundamental difference between how content moderators approach sexual content and other political content (often by allowing the 'properly political' material to remain available for users while erasing any and all sexual content). And it is because of this, that the invisibility of this labor seems to function less in relation to the myth of the internet, and more as a disavowal of the very humanness of sexual violence and a displacement of the traumatic psychological effects of 'cleaning up' humanity's digital footprint.
The Displacement of Witnessing
It is precisely this line of questioning which leads me to the analysis that forms the rest of this article: that of witnessing and accountability. In what remains of this article, I
bring together my above discussion on the sexual regulation at play within coloniality's digital life with the scholarship on witnessing to explore what is at stake in the outsourcing of content moderation along the lines of trauma, affect, and accountability.
Doing so requires thinking across various scales and effects of traumas, and it entails risking a slippage into abolitionist perspectives on pornography, and into a sex negativity, which I do not subscribe to. Despite these risks, which I discuss further below, I undertake this line of questioning because I am interested in parsing out the psychic and political work that offshoring allows in relation to witnessing and being accountable for the 'worst' of humanity.
As a way of making more clear this shift from the multi-directionality of regulation under the digital life of coloniality to the questions of affect, trauma, and witnessing which I am arguing are absolutely entangled with the outsourcing of content moderation, let me return to Babayan, the labourer I introduced at the start of the article.
Describing his first encounter with Babayan, Chen writes:
The campuses of the tech industry are famous for their lavish cafeterias, cushy shuttles, and on-site laundry services. But on a muggy February afternoon, some of these companies' most important work is being done 7,000 miles away, on the to complicate the very demand that 'traumatic' images go unseen. Second, I argue that due to the very nature of the labour of content moderation, the assumption that erasing this image is successful in mitigating the alleged harm of the image cannot be sustained.
It is precisely because this harm cannot be contained and is reproduced through the very labour of erasing it, I argue, that this labour is relegated to invisibilized workers living in the margins.
To make sense of this argument, it is necessary to turn to scholarship on the ethics of witnessing. In the wake of images and testimonies of death and torture of those who were forcibly sent to concentration camps during the Holocaust, a longstanding area of philosophical questioning has centred around what it means to be a witness to horror, violence, and suffering (Agamben 1999; Felman and Laub 1992; Sontag 2003) .
The scholarship on the ethics of being a witness to trauma has since expanded to both ' (2008, 24) . It is precisely this twinned effect of the image-allowing the bearing of witness to trauma, and opening up new forms of alliance-which allegedly underscores the complex labor of human moderation. 'Nailing down the ineffable question of why one piece of content is acceptable but a slight variation breaks policy', Buni and Chemaly write, 'remains the holy grail of moderation ' (2016) . It is the difficulty in settling this precise yet murky distinction which requires human, rather than algorithmic, labor.
What is consistent across these accounts of companies negotiating the ethics of the image, however, is that they only pertain to a particular form of political violence. elsewhere on the internet, showed the children shaking, struggling to breathe and eventually dying. The images were deeply shocking -so much so that we placed a warning screen in front of them. But the images also prompted international outrage and renewed attention on the plight of Syrians. Reviewing online material on a global scale is challenging and essential. … The cases we review aren't the easy ones: they are often in a grey area where people disagree. Art and pornography aren't always easily distinguished, but we've found that digitally generated images of nudity are more likely to be pornographic than handmade ones, so our policy reflects that. (2017) 20
Echoing the discussion of the merits of hosting the video of Agha-Soltan's death above, here, Bickert acknowledges both the journalistic merit of hosting violent footage of warfare, and the necessity of remaining competitive. Complex thought seems to be going into the debate about whether or not the potential trauma that this footage might evoke is justified by the urgency of the circumstances of its production and dissemination. In contrast, the realm of the pornographic is given no consideration as such. Knowingly pornographic, and knowingly inappropriate, the material which blurs the line between art and pornography is deemed meritless. Here, distinguishing between art and pornography is understood to be a complex act, and yet, the implicit implication of assessing something as pornography is that it should therefore necessarily be removed. There are seemingly no instances in which sexual content is understood as politically useful to show. Unlike (political) violence, pornography (however defined) is not understood to have social or political value.
viii While this may, of course, be understood as simply a brand-management question, or a legal one-with anti-obscenity laws prohibiting the displaying, hosting, and access to certain sexual images across various websites and apps-there are two important things to keep in mind here. The first is that, as feminist scholars have argued for decades (Brownmiller 1975; Crenshaw 1993; Kappeler 1986; Kilby 2007; Woodiwiss 2014) case, is that the initial rape itself was premised on a failure of witnessing; the bar patrons relayed their proximity to the rape as mere 'spectators', not as 'witnesses'. None 22 of them called for help or intervened. As such, the broadcasting, and re-presenting of the rape, both on live television and in fictionalized filmic form, signalled a particular paradox: 'a case that received extensive publicity because it exposed a communal failure to witness a woman's rape, inaugurates a form of representation premised on the idea that communal looking serves the ends of civic justice ' (2004, 85 at the heart of witnessing. While witnessing is premised on, and perhaps allows for, communal empathy and accountability, it often requires the very same act-that of looking-which was foundational to the initial violence itself. As such, witnessing is not a straightforward act of accountability or ethics. Rather, it is a deeply ambivalent act which can simultaneously engender politically mobilizing active empathy, and engender violent participation.
Linking these two accounts back to content moderation, it is clear that the notion that flagged pornographic imagery is already knowingly unethical, and thus does not require a conversation about bearing witness to it, elides both the ethical imperative that witnessing and testimony call forth, and the ambivalences around looking which are central to the image. I need to be careful here in how I articulate this point, as my intention is not to flatten out all pornography, or indeed all sexual imagery (for flagged digital content is capacious in its breadth and intensity) as somehow equally and unequivocally violent. Nor am I suggesting that Facebook, for example, is necessarily the most appropriate place to hold such a debate. However, rather than attempt to resolve these difficulties here, I want instead to raise the second element which is central to the ways in which content moderation addresses these very questions. It is important to remember, that is, that while these images are removed from view for users of these websites and apps-and thus these questions of testimony, witnessing, and looking are evaded, at least somewhat, for 'us'-there are still people around the globe, like Babayan, who view, review, and re-view, these images on a daily basis. These very questions of looking and witnessing, in other words, are not resolved by the offshoring of content moderation to various outsourcing companies in the Philippines. The act of looking is in fact absolutely central to their daily labor. ix As such, rather than argue for a straightforward resolution to the 'crisis' in witnessing, I am arguing that the particular post-colonial relation that is facilitated by content moderation instigates a form of labor that displaces the very potential for witnessing to an elsewhere that sits 'beyond' the nation but firmly within the grasp of the metroimperial. The relegation of content moderation to invisibilized precarious labourers in the Global South is thus, I am arguing, less about the political economy of content moderation, as social media sites might claim, and is instead precisely about disavowing and displacing acts of witness and their inherent potential for instigating empathy and accountability onto a postcolonial other.
Conclusion: Witnessing Elsewhere
Returning to Zelizer's argument that one of the preconditions for witnessing (rather than spectating) is the formation of a collective who works through trauma together, it is important to consider that because the labor of moderating takes place in an invisibilized 'elsewhere,' no collective, beyond these laborers, can form. Even for these laborers, collectivity seems precluded:
Without visible consequences here and largely unseen, companies dump child abuse and pornography, crush porn, animal cruelty, acts of terror, and executions -images so extreme those paid to view them won't even describe them in words to their loved ones -onto people desperate for work. And there they sit in 24 crowded rooms at call centers, or alone, working off-site behind their screens and facing cyber-reality, as it is being created. (Buni and Chemaly 2016) There is no way to know exactly what the consequences of the displacement of witnessing into siloed, marginalized communities 'elsewhere' might be for the pervasiveness of sexual violence in the US, or for the possibilities and limitations of transpacific alliances premised on survivorship, accountability, and harm-prevention.
Nor, unfortunately, is definitively forging these links possible within the realm of this ii PhotoDNA is a technology developed by Microsoft that uses a technique called 'robust hashing' which creates a digital fingerprint for an image. This then matches it to other copies of that same image, even if the image has been altered. It was developed to track the spread of child pornography across the internet.
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iii Content moderation is more of a fragmented process than I am able to account for here. It includes workers located within in-house departments at various technology companies, outsourcing firms, call centres, and micro-labor sites, as well as 'untold numbers of algorithmic and automated products' (Buni and Chemaly 2016) .
iv While content moderation is thus a form of outsourced labor, it is not exactly the same job as working in a call center, the more traditional understanding of this type of work. Despite their differences, however, both of these industries can be understood together though an analysis of their shared political economy, and their emergence in certain geopolitical locations, from specific colonial relations. viii Reviewers and readers of this article have similarly asked me to define and differentiate between pornography, sexual imagery, sexual expression, and sexual content. While I agree with Bickert here that careful analysis and contextualization is necessary for such an act, I hesitate to make such a distinction within this piece precisely because of the ways in which, as within this quote from Bickert, the lines between art and pornography are blurred by social media companies. Rather than attempt to resolve slippages in my own writing between these different (yet overlapping) formulations, I am seeking to emphasise their slipperiness. For it is precisely the ways in which they are produced as slippery signifiers (mundane sexual expression for one becomes pornography for another) that they are able to take on so much work in terms of affect, accountability, and politicization.
ix While one could thus argue that content moderators' reviewing and re-viewing of images of sexual abuse, particularly child sexual abuse, might engender re-traumatizationparticularly given that one of the central arguments made against child pornography is that the child's knowledge of the image's circulation and viewing by others is in and of itself a form of trauma (Smolen 2013; Oswell 2006 )-this is not my intent here.
