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I. INTRODUCTION

A. Context
O NLINE estimation of the state of a dynamical system is crucial in practice, especially for monitoring or control purposes. However, very few general observer design methods exist for nonlinear time varying systems or for nonlinear systems with dynamics depending on an exogenous input. Some, such as the popular extended Kalman filters [2] rely on linearization methods, but thus provide only local convergence. Others consist in finding a reversible input-independent change of coordinates, which transforms the dynamics into a more favorable form such as state-affine time-varying forms ( [3] , [4] among others), for which a Kalman filter can be used, or a triangular form [5] , [6] for which a high gain observer can be used. But the existence of such a change of coordinates usually requires restrictive assumptions on the system, such as the so-called V. Andrieu is with the LAGEP, CNRS, CPE, Université Lyon 1, 69100 Villeurbanne, France (e-mail:, vincent.andrieu@gmail.com).
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uniform observability for triangular forms, or can be applied to some particular classes of nonlinear systems (see for instance the Immersion and Invariance approach in [7] ). On the other hand, if we allow the transformation to depend on the input, the range of possibilities widens. For instance, the transformation obtained by considering the output and a certain number of its derivatives, transforms the dynamics into the so-called phase-variable form [8] , [9] under the ACP(N ) condition [9] , which roughly says that the N th derivative of the output can be expressed in a "Lipschitz" way in terms of the first N − 1 ones. In this case, a classical high gain observer can be used. But a drawback of this transformation is that it involves the input's time derivatives (appearing when differentiating the output), which may make this solution unsuitable for practical applications.
In a completely independent line of research, some researchers have tried to reproduce Luenberger's initial 1 methodology presented in [1] for linear systems on nonlinear systems. Indeed, initially, Luenberger's method consisted in transforming the system into a linear asymptotically stable one for which a trivial observer (made of a copy of the dynamics) exists. The extension of such a method to autonomous nonlinear systems was proposed and analyzed in a general context by [10] , and rediscovered later by [11] where a local analysis close to an equilibrium point was given under conditions then relaxed in [12] . The localness as well as most of the restrictive assumptions were finally by-passed in [13] , leading to the so-called Kazantzis-Kravaris-Luenberger observers.
In this paper, we want to extend the use of those Luenberger observers to nonautonomous systems. By nonautonomous systems, we mean systems which may be time varying or which may depend on exogeneous signals. Exactly as in the high gain framework, two paths are possible when considering exogenous inputs: either we keep the stationary transformation obtained for some constant value of the input (typically u ≡ 0) and hope the additional terms due to the presence of the input do not prevent convergence; or we take a transformation taking into account (implicitly or explicitly) the input.
As far as we know, no result concerning this problem exists in the literature apart from [14] and [15] , which follow and extend [16] . The idea pursued in [14] belongs to the first path: the transformation is stationary and the input is seen as a disturbance, which must be small enough. Although the construction is extended in a cunning fashion to a larger class of inputs, namely those which can be considered as output of a linear generator model with small external input, this approach remains theoretic and restrictive. On the other hand, in [15] , the author rather tries to use a time-varying transformation but its injectivity is proved only under the so-called "finite-complexity" assumption, initially introduced in [16] for autonomous systems. Unfortunately, this property is very restrictive and hard to check. Besides, no indication about the dimension of the target form is given and the transformation cannot be computed online because it depends on the whole past trajectory of the output.
That is why, in this paper, we endeavor to give results of existence and injectivity of the transformation under more standard observability assumptions and keeping in mind the practical implementation of this method. Preliminary results presented in [17] showed that any system, which cannot blow up in finite backward time can be transformed through a time-varying transformation into a Hurwitz asymptotically stable form and the injectivity of this transformation is achieved under a differential observability condition. We complete here this result by showing that injectivity can actually be ensured under a weaker backward observability condition for "almost any" choice of the eigenvalues of the target Hurwitz form with sufficiently large dimension. We also show that it is possible to take a stationary transformation in the case of instantaneously uniformly observable systems whose order of differential observability equals the system's dimension.
B. Problem Statement
We consider a general system of the forṁ
where x is the state in R d x , y the output in R d y , f a continuously differentiable (C 1 ) function, h a continuous function, and 2 We denote X(x, t; s; u) the value at time s of the (unique) solution to system (1) with input u, initialized at x at time t, and Y (x, t; s; u) the corresponding output function at time s. We consider a subset X 0 of R d x containing all the possible initial conditions for the system. We introduce the following assumption.
Assumption 1: Solutions to system (1) initialized in X 0 are well defined in positive time and belong to an open set X . In other words, for all u in U, for all x 0 in X 0 and for all s in [0, +∞), X(x 0 , 0; s; u) is well defined and is in X .
In this paper, we want to design an observer for system (1), via the Luenberger-like methodology developed in [1] , [10] , [11] , [13] . We assume that the inputs and outputs are known in a causal way, namely the observer can use only their past or current values, i.e., at time t, u| [0,t] and y| [0,t] only. 3 The idea 2 Systems of the type (1) encompass time varying systems in the forṁ
simply by taking U = {t → t}, u(t) = t and U = [0, +∞). Following this route, systems in the formẋ = f (x, t, u), y = h(x, t, u) could also be considered. 3 Time 0 thus corresponds to the initial time of data recording.
is to transform system (1) into a Hurwitz form 
Indeed, implementing the dynamics (2) 
i.e., T becomes injective uniformly in time and in space after a certain time t. Then, there exists a function
such that for any x 0 in X 0 , and any ξ 0 in R d ξ , the (unique) solution (X(x 0 , 0; s; u), Ξ(ξ 0 , 0; s; u, y x 0 )) tȯ
verifies
We conclude that it is sufficient to find a solution T to PDE (3) that becomes injective uniformly in time and in space at least after a certain time to obtain an observer for system (1) .
In Section II, we show that the existence of the time-varying transformation T itself is achieved under mild assumptions, and that its injectivity can be ensured by observability assumptions, similar to those presented in [13] for autonomous systems. Then, in Section III, we show through practical examples how an explicit expression for such a transformation can be computed. Finally, in Section IV, we prove that, similarly to [5] and [6] for a high gain design, in the case of a uniformly observable (see [18, input u is such that (x, u,u, . . . , u (m ) ) is solution to the extended systemẋ
and h the extended measurement function
Note that while ν m is an element 
II. TIME-VARYING TRANSFORMATION
We make the following assumption. Assumption 2: Solutions to system (1) initiated from X do not blow-up in finite backward time, namely for any u in U,
The existence of a C 1 time-varying solution to PDE (3) is achieved thanks to the following lemma.
Lemma 1 ([17]):
We consider a strictly positive number
When Assumption 2 does not hold, it may still be possible to construct a function T 0 solution to PDE (3) on X × [0, +∞). This is the case if there exists a subset X of R d x such that cl(X ) ⊂ X from which no solution blows up at infinity in backward time before leaving the set 7 X . Indeed, any modified dynamicsẋ
with a C ∞ function χ :
is then backward complete and satisfies Assumption 2, and the PDE associated to system (6) is the same as PDE (3) on X × [0, +∞). In particular, we deduce the following.
In the extreme scenario where Assumption 2 does not hold even for system (6) , it could also be relaxed by considering an output dependent time rescaling as in [13, Sec. 2.6] when the system has some (backward) unbounded observability property.
Note that extending directly what is done in [13] and [16] would rather lead us to the solution
The drawback is that some assumptions about the growth of Y have to be made to ensure its continuity, unless Y is bounded backward in time. As for the C 1 property, and even if the solutions are bounded backward in time, it is achieved only if the eigenvalues of A are sufficiently negative. In fact, it is not absolutely needed that the solution be C 1 , one could look for continuous solutions to
instead of PDE (3). The major disadvantage of this solution is rather that T ∞ is not easily computable since it depends on the values of u on (−∞, t]. Nevertheless, it may still be useful. For example, that is the solution chosen in [19] for the specific application of a permanent synchronous motor, where it is proved to be injective.
Unlike T ∞ , T 0 depends only on the values of the input u on [0, t]. Therefore, it is theoretically computable online. However, for each couple (x, t), one would need to integrate backwards the dynamics (1) until time 0, which is quite heavy. If the input u is known in advance (for instance, u(t) = t) it can also be computed offline. We will see in Section III on practical examples how we can find a solution to PDE (3) in practice, without relying on the expression T 0 . We finally conclude that a C 1 time-varying transformation into a Hurwitz form always exists under the mild Assumption 2, but the core of the problem is to ensure its injectivity. 
A. Injectivity With Strong Differential Observability
is well defined on S × R d u (m +1) with m = max i m i and 
. . . 
Note that the additional assumption "T (·, 0) Lipschitz on X " is not very restrictive because the solution T can usually be chosen arbitrarily at initial time 0 (see examples in Section III). In particular, the elementary solution T 0 found in Lemma 1 is the zero constant function at time 0 and thus clearly verifies this assumption.
Applying successively Lemma 1, Theorem 2, and Theorem 1, we conclude that under Assumption 3, it is possible to write an observer for system (1) by choosing any (A i , B i ) controllable and k sufficiently large.
Remark 1: It is important to note that k does not depend on u, thanks to the fact that L H , M f , and L i given by Assumptions 3.2, 3.3, 3.4 are the same for all ν m in U m . However, the time t k,u after which the solution becomes injective a priori depends on k and u. This is not a problem in practice since we only want to be sure that for k sufficiently large, any solution will become injective after a certain time. If we want this time t k,u to be uniform in u, the Lipschitz constants of H i (·, u m (0))) and of T (·, 0) must be the same for all u in U.
Remark 2: If we choose m = max i m i sufficiently large distinct strictly positive real numbers λ j , and we take A i = − diag(λ 1 , . . . , λ m i ) and B i = (1, . . . , 1) , then, the PDEs to solve are simply
for each 1 ≤ i ≤ d y and λ in {λ 1 , . . . , λ m i }. Then, one take
Remark 3: Under Assumption 3.3 and 3.4, the system could also be transformed via H into a Lipschitz phase-variable form [8] , [20] and a high gain observer could be used. If we wanted to use only m i derivatives for each output and obtain an observer of dimension
h would have to satisfy an additional triangularity assumption. But in any case, the crucial difference with the Luenberger observer presented in this chapter is that, unlike H, the transformation used here does not require the computation of the derivatives of the input (see examples in Section III).
In order to check Assumption 3 more easily in practice, we have the following result. In other words, since the additional assumption "T (·, 0) Lipschitz on S" made in Theorem 2 is automatically verified when S is compact (T is C 1 ), the result of Theorem 2 holds under the only assumptions of Lemma 2 if S satisfies Assumption 3.1.
B. Injectivity With Backward Distinguishability
In the previous section, we have shown that finding an injective transformation into an Hurwitz form is possible under a strong differential observability property, namely that the function H(·, ν m ) made of each output and a certain number of its derivatives is an injective immersion. We investigate in this section if injectivity is still ensured when we have only a weak differential observability (i.e., H(·, ν m ) is injective but not an immersion) or even only backward-distinguishability as in [13, Th. 3] for autonomous systems.
Theorem 3: We take u in U and assume that for this input, system (1) is backward-distinguishable on X in time t u , i.e., for any t ≥ t u and any
We assume also that Assumption 2 holds. Then, there exists a set R of zero-Lebesgue measure in C d x +1 such that for any
\ R with Ω = {λ ∈ C, (λ) < 0}, and any t ≥ t u , the function T 0 defined in (5) with 
is injective on X for t > t u . Note that the assumption of backward-distinguishability in finite time is in particular verified when the system is instantaneously backward-distinguishable, and a fortiori when the map made of the output and its derivatives up to a certain order is injective, namely the system is weakly differentially observable.
Of course, if T 0 has been built with system (6) instead of (1) to satisfy Assumption 2, the assumption of backward distinguishability needed here should hold for system (6) , namely the outputs should be distinguishable in backward time before the solutions leave X .
Proof: Let us define for λ in C, the function T Given the structure of A and B, and with a permutations of the components
We need to prove that T 0 is injective for almost all
(in the sense of the Lebesgue measure). For that, we define the function
We are going to use the following lemma whose proof 9 can be found in [13] .
Lemma 3 (Coron's lemma): Let Ω and Υ be open sets of C and R 2d x +1 , respectively. Let ΔT : Υ × Ω → C d y be a function, which is holomorphic in λ for all x in Υ and
has zero Lebesgue measure in C d x +1 . In our case, ΔT is clearly holomorphic in λ and C 1 in x. Since for every x in Υ, λ → ΔT (x, λ) is holomorphic on the connex set C, its zeros are isolated and admit a finite multiplicity, unless it is identically zero on C. Let us prove that λ → ΔT (x, λ) cannot be identically zero on C. If it was the case, we would have in particular for any ω in R
with g the function
which is in L 2 . Thus, the Fourier transform of g would be identically zero and we deduce that necessarily we would have
for almost all τ in [0, t] and thus for all τ in [0, t] by continuity. Since t ≥ t u , it would follow from the backwarddistinguishability that x a = x b but this is impossible because (x a , x b , t) is in Υ. We conclude that λ → ΔT (x, λ) is not identically zero on C and the assumptions of the lemma are satisfied. Thus, R has zero measure and for all (λ 1 , . . . ,
Remark 4: The function T proposed by Theorem 3 takes complex values. To remain in the real frame, one should consider the transformation made of its real and imaginary parts, and instead of implementing for each i in {1, . . . , d y } and each lambdaξ
in terms of real variables. Remark 5: It should be noted that Theorem 3 gives for each u in U a set R u of zero measure in which not to choose the λ i , but unfortunately, there is no guarantee that u ∈U R u is also of zero-Lebesgue measure.
Remark 6: Unlike Theorem 2 which proved the injectivity of any solution T to PDE (3), Theorem 3 proves only the injectivity of T 0 . Note though that as shown at the beginning of the proof of Theorem 2 (see [17] ) by the "variation of constants" formula, any solution T verifies
with A Hurwitz, and thus tends to the injective function T 0 . We can thus expect T to become injective after a certain time, under some appropriate uniformity assumptions. In particular, this is the case if for all x in X and all t ≥ 0, X(x, t; 0; u) is in a set S for which there exists a class K function ρ such that for all
and a positive real number such that for all t ≥ 0
In that case
Hence, injectivity on X is obtained after a certain time. The first part is about uniform (in space) continuity, which is satisfied as soon as S is bounded, and the second part is about injectivity (in space and in time). In fact, a way of ensuring the injectivity is to take, if possible, a solution T with the boundary condition T (x, 0) = 0 ∀x ∈ S (11) because in that case, necessarily, T = T 0 . It is also interesting to remark that in the case where T is initialized along (11) , and the observer state is initialized at ξ 0 = 0, we have for all time s Ξ(ξ 0 , 0; s; u, y x 0 ) = T (X (x 0 , 0; s; u), s) i.e., finite-time convergence is achieved as soon as T (·, t) becomes injective.
We conclude from this section that as soon as no blow-up in finite-time is possible, there always exists a time-varying solution to PDE (3), which is injective under standard observability assumptions. It follows that the only remaining problem to address is the computation of such a solution without relying on the expression (5). This is done in the following section through practical examples.
III. EXAMPLES
A. Linear Dynamics With Polynomial Output
We consider a system of the form
with
But there exists a matrix of coefficients D :
so that we get
It follows that by choosing the coefficients M λ,i as solutions of the filterṡ
T λ,i is solution to the PDE (9) with X = R d x . A practical example of this kind of systems is a permanent magnet synchronous motor, which can be modeled bẏ
where x is in R 2 , the voltages u and currents i are time varying exogenous signals taking value in U = R 2 , the resistance R, impedance L, and flux Φ are known scalar parameters and the measurement y is constantly zero. Applying the method presented above and removing the unnecessary terms, we find that we can choose T λ of the form (d y = 1)
with the dynamics of a λ and b λ given bẏ
Once this solution has been found, an observability analysis must be carried out to know the number of eigenvalues λ, which are necessary to ensure the injectivity of the transformation. This is developed in [17] . Note that for this particular system, a classical gradient observer of smaller dimension exists [21] , [22] . The Luenberger observer that we would obtain here offers the advantage of depending only on filtered versions of u and i, which can be useful in presence of significant noise. On the other hand, no high gain design would have been possible for this system without computing the derivatives of i, which is not desirable in practice.
B. Time-Varying Transformation for an Autonomous System
It was observed in [23, Sec. 8.4 ] that it is sometimes useful to allow the transformation to be time-varying even for an autonomous system. Only results concerning stationary transformations were available at the time, so that the framework of dynamic extensions had to be used. This is no longer necessary thanks to Theorems 2 and 3. Indeed, we consider for instance the system
which admits bounded trajectories (the quantity x 2 1 + x 4 2 is constant). This system is weakly differentially observable of order 2 on
2 ) is injective on R 2 . It is thus a fortiori instantaneously backward-distinguishable and [13, Th. 3] holds. Applying Luenberger's methodology to this system would thus bring us to look for a stationary transformation
for which a possible solution is
Although the injectivity of T = (T λ 1 , T λ 2 , T λ 3 ) is satisfied for a generic choice of (λ 1 , λ 2 , λ 3 ) in {λ ∈ C : (λ) > 0} 3 according to [13, Th. 3] , it is difficult to compute T numerically and as far as we are concerned, we are not able to find an explicit expression.
Instead, it may be easier to look for a time-varying transformation and apply either Theorem 2 or 3. According to Lemma 1, such a transformation exists whatever the chosen set X of interest and given the structure of the dynamics, one can try to look for it in the form 
It verifies the dynamics (16) if for instancė
Using Remark 6 and applying Theorem 3, we know that, by initializing the filters a λ , b λ , c λ , d λ , and e λ at time 0, x → (T λ 1 (x, t), T λ 2 (x, t), T λ 3 (x, t)) is injective on R 2 for t > 0 and for a generic choice of (λ 1 , λ 2 , λ 3 ) in {λ ∈ C : (λ) > 0} 3 . To reduce the dimension of the filters, we can take d λ (t) = 1 λ and a λ (t) = 1 λ 2 . In that case, Theorem 3 cannot be properly applied because T λ is not T 0 λ . However, we have found at least in simulations that injectivity is preserved after a certain time as shown in Fig. 1 .
Note that since the system is strongly differentially observable of order 4 on S = {(x 1 , x 2 ) ∈ R 2 : x 2 1 + x 2 2 = 0}, i.e., H 4 is an injective immersion on S, Theorem 2 in combination with Lemma 2 says that, for any positive real number L > 1, by choosing 4 sufficiently large real strictly positive numbers λ i , and for any initial conditions for the filters,
2 < L after some time.
Remark 7: In those examples, the time dependence of T comes through filters a λ ,..., e λ , which take into account the input and output signals. Therefore, T could also be seen as a stationary transformation T (x, a λ , . . . , e λ ) if the filters' states were added to the system and observer states.
IV. STATIONARY TRANSFORMATION
We have just seen that a time-varying transformation could be used for an autonomous system. We investigate here the converse, i.e., if a stationary transformation can be used for timevarying systems. We consider a control-affine single-output systemẋ
We will use the following two notions of observability.
Definition 1 (Differential observability of the drift system):
The drift system of system (18) 
is injective on S. If it is also an immersion, we say strongly differentially observable of order m. 
2 for all s ≤ t. In the high gain framework, we know from [5] and [6] that when system (18) is uniformly instantaneously observable and its drift dynamics are differentially observable of order d x , it is possible to keep the stationary transformation associated to the drift autonomous system, because the additional terms resulting from the presence of inputs are triangular and do not prevent the convergence of the observer. It turns out that, inspired from [13, Th. 5] , an equivalent result exists in the Luenberger framework. 
which is a diffeomorphism on cl(X ) and is solution to the PDE associated to the drift dynamics
2) there exists a Lipschitz function ϕ defined on
∀x ∈ X (20) and such that, for any function T :
is an observer for system (18) initialized in X 0 . Proof: See Appendix. Even though Theorem 4 is not constructive in its statement, it has to be mentioned that the function involved in the observer definition can be given explicitly. For instance, following [13] , the function T :
whereX is the flow of a modified version of the vector field f (see the proof in the Appendix for more details). Similarly to the function T ∞ , this mapping is not easily computable. Note however that as shown in [24] , some numerical approximation can be considered.
Also, the function ϕ is defined on the open set T (X ) by (20) . If the trajectories of the observer stateξ remain in this set, there is no need to extend its domain of definition to the whole R d x . Otherwise, the only constraint is that the global Lipschitz constant a of the extension be such that k min |λ i | > a u, to ensure the convergence of the observer. In the proof below, it is proved that such extensions exist for k sufficiently large (this is not trivial because a could a priori depend on k).
Otherwise, instead of extending ϕ outside T (X ), one could take
but the way T is defined outside T (X ) must be such that
The constraint here is that α must be independent from k. For instance, the function
|T (x) − ξ| clearly works since
Another more regular candidate is the McShane extension
which also verifies the requirement.
Example 1:
We consider the bioreactor model used in [6] 
where x 1 (resp x 2 ) is the concentration of the microorganisms (resp the substrate) in a tank of constant volume, u is bounded positive input, and the growth rate is given by the "Contois" model
with a i positive constants. This system is uniformly instantaneously observable on the set
which is invariant by the dynamics (22) . Besides, it is straightforward to check that the drift system is strongly differentially observable of order 2 on S. Note finally that the input u being bounded, the trajectories are bounded and all the assumptions of Theorem 4 are satisfied. Let us look for a transformation T solution to the PDE (19) associated to the drift system. We first note that the quantity z = a 3 x 1 + x 2 is constant along the drift dynamics and to facilitate the computations, we look for T as a function of (x 1 , z) instead of (x 1 , x 2 ), namely we solve
Integrating with respect to x 1 , we find that a possible solution is
By taking
with λ 1 and λ 2 , two distinct strictly positive numbers, we thus obtain a solution to PDE (19) on S.
For k sufficiently large, we know from Theorem 4 that there exists at least one solution of (19) , which is a diffeomorphism and we assume the same property holds for this particular solution. Assuming also that ξ remains in T (X ) as in [6] , the observer writeṡ ξ = kA ξ + B y + dT dx (x)g(x)u,x = T −1 (ξ)
which may be realized in the x-coordinates aṡ
The results of a simulation with the same system parameters as in [6] are presented on Fig. 2 . 
V. CONCLUSION
We have shown how a Luenberger methodology can be applied to nonlinear controlled systems. It is based on the resolution of a time-varying PDE, the solutions of which exist under very mild assumptions, transform the system into a linear asymptotically stable one, and become injective after a certain time if 1) either the function made of the output and a certain number of its derivatives is Lipschitz-injective: this is verified when the system is strongly differentially observable and the trajectories are bounded; 2) or the system is backwarddistinguishable (uniformly in time), but in this case, injectivity is ensured for "almost all" choice of a diagonal complex matrix A (of sufficiently large dimension) in the sense of the Lebesgue measure in C.
Although solutions to the PDE are guaranteed to exist, they may be difficult to compute. We have shown on practical examples how this can be done by a priori guessing their "structure." The advantage with respect to a more straightforward high gain design is however that the transformation does not depend on the derivatives of the input which thus need not be computed.
Also, it is interesting to remember that exactly as in the high gain paradigm, for uniformly instantaneously observable control-affine systems, we may use the stationary transformation associated to the autonomous drift system when it is strongly differentially observable of order d x . The result does not stand for higher orders of differential observability, since it relies on the existence of Lipschitz functions g i such that
f (x), and it is shown in [18] that the Lipschitzness is lost when the drift system is differentially observable of higher order.
A perspective of this work could be to study the impact of the noise in a Luenberger design and in particular see if it is possible to optimize the choice of the eigenvalues of the Hurwitz matrix A in order to limit its effect. and T is full-rank on X . So T is a diffeomorphism on X for k ≥ k 1 . Now, let us show that system (21) is an observer for system (18) . Suppose for the time being that we have shown that there exists a strictly positive number a such that for any k ≥ k 1 , there exists a function ϕ such that (20) holds and
We take u in U, x 0 in X 0ξ0 in R d x , and consider the solution X(x 0 ; t; u) of system (18) and any corresponding solutionΞ(ξ 0 ; t; u, y x 0 ) of system (21) . Since X(x 0 ; t; u) remains in X by assumption, the error e(t) =Ξ(ξ 0 ; t; u, y x 0 ) − T (X(x 0 ; t; u)) verifieṡ e = kA e + ϕ(Ξ(ξ 0 ; t; u, y x 0 )) − ϕ(T (X(x 0 ; t; u)) u and thus˙ e e ≤ −2(ka − a u) e e.
Defining k 2 = max{k 1 ,
