Abstract. Working in the ring A of formal power series in one variable over the field of two elements, we have recently established lower bounds for both the number of even values and the number of odd values for a wide variety of partition functions. Here, we introduce two further ideas, differential equations in A and finite perturbations, to prove theorems on the parity of a considerably larger class of partition functions.
Introduction
Let p(n) denote the ordinary partition function, i.e., the number of ways a positive integer n can be represented as a sum of positive integers. It is expected that p(n) is even approximately half of the time, or, more precisely, #{n ≤ N : p(n) is even} ∼ 1 2 N, (1.1) as N → ∞. Numerical computations of T. R. Parkin and D. Shanks [13] seem to indicate that indeed (1.1) holds. The parity of p(n) has been investigated by a number of authors, including O. Kolberg [6] , J. Fabrykowski and M. V. Subbarao [4] , M. Newman [8] , L. Mirsky [7] , J.-L. Nicolas and A. Sárközy [10] . Greatly improving on previous results, Nicolas, I. Z. Ruzsa, and Sárközy [9] proved that In an appendix to their paper [9] , J.-P. Serre proved that
At present, this is the best result for even values of p(n). The lower bound (1.3) has been improved by S. Ahlgren [1] who proved that
The lower bound (1.5) is currently the best known result for odd values of p(n). 1 Research partially supported by grant MDA904-02-1-0065 from the National Security Agency. 2 Research partially supported by a grant from the Number Theory Foundation. 3 Mathematics Subject Classification 2000: Primary, 11P76; Secondary, 11P83.
Subbarao [14] conjectured that in every arithmetic progression n ≡ r (mod t) there are infinitely many values of n such that p(n) is even and that there are infinitely many values of n for which p(n) is odd. The most significant quantitative work on the parity of p(n) in arithmetic progressions has been accomplished by K. Ono [11] , [12] and Ahlgren [1] via the theory of modular forms. More details can be found in our first paper [2] and, of course, in the aforementioned authors' papers.
In [2] , the authors developed new methods, which are simple and apply to more general partition functions. In particular, explicit results were proved in [2] on the parity of several classes of partition functions, such as: the number p(r, s; n) of partitions of n into parts congruent to r, s, or r + s modulo r + s; the number c 3 (n) of partitions of n into three colors; the number of partitions of n into parts which are coprime to a given fixed integer b; and the number of partitions of n into parts which are square-free and coprime to a fixed integer b. For the latter problem, see also [15] .
In the present paper we use new ideas, which allow us to develop the theory in a more systematic way, and this leads in turn to vast generalizations of many of the results from [2] .
As in [2] , all our work is effected in the ring A of formal power series in one variable over the field of two elements Z/2Z. A key ingredient in the present work is a certain differential equation in A, which is studied in Section 3 below. Other essential tools in our investigation are two maps, introduced in Section 4. In Section 5 we define the concept of a finite perturbation, which gives more flexibility to our method. We then prove some general results on the parity of partition functions. In Section 6 we show how the results from the previous sections can be extended to the more general context of partition functions with colors. Lastly, in Section 8 we prove a theorem on the parity of the number of partitions with all parts belonging to a given arithmetic progression.
The Ring
] be the ring of formal power series in one variable X over the field with two elements F 2 = Z/2Z, i.e.,
The ring A is an integral domain. It is also a local ring, with maximal ideal generated by X. An element f (X) = ∞ n=0 a n X n ∈ A is invertible if and only if a 0 = 1. Since 0 and 1 are the only elements of F 2 , we may write any element f (X) ∈ A in the form
where the sum may be finite or infinite and 0
In other words, if f (X) is given by (2.2), then
We need to know the shape of a series f (X), given by (2.2), when divided by 1 − X.
We put together pairs of consecutive terms X n 2k+1 + X n 2k+2 and obtain
7) if s is even, and
if s is odd. On A we have a natural derivation which sends an
Note that for any f (X) ∈ A, f (X) = 0. (2.10) Let us also remark that for any f (X) given in the form (2.2), the condition
is equivalent to the condition that all the exponents n j are even numbers.
Solving a Differential Equation in A
Relevant to our study is the differential equation
where h(X) is a given nonzero element of A. There are two primary problems. The first one is to establish necessary and sufficient conditions in order for the equation (3.1) to have nonzero solutions Y (X) ∈ A. The second problem is to find all the nonzero solutions of (3.1), provided such solutions exist. The first problem is solved by the following observation. If 0 = Y (X) ∈ A is a solution to (3.1), then using (3.1) twice in combination with (2.10), we see that
Since A is an integral domain and Y (X) = 0, it follows that h (X) + h 2 (X) = 0, which can also be written as
3) Note that (3.3) has the same shape as (3.1), with Y (X) = h(X). Therefore if the equation (3.1) has nonzero solutions, then h(X) itself is a solution of (3.1). This solves the first problem mentioned above: the equation (3.1) has nonzero solutions if and only if h(X) satisfies (3.3), and in that case a particular solution to (3.1) is given by Y (X) = h(X). We now proceed to find the general solution to (3.1), assuming that (3.3) holds. Note that the first nonzero term in h(X) has an even exponent. Indeed, if this exponent is odd, say
with 2k + 1 < n 1 < n 2 < · · · , then the first nonzero term in h (X) will be X 2k while the first nonzero term in h 2 (X) will be X 4k+2 , and 4k +2 > 2k for any k ≥ 0. Therefore the first term in h(X) has an even exponent, and we write h(X) in the form
for some integer k ≥ 0 and h 0 (X) invertible in A. Next, we claim that h 0 is also a solution of (3.1). For, by (3.3) and (3.5),
7) and so h 0 (X) is also a solution to (3.1). We note in passing that if the equation (3.1) has nonzero solutions, then it has a solution, namely h 0 (X), which is invertible in A.
Let us take now a general solution Y (X) of (3.1). Since h 0 (X) is invertible in A, we may write Y (X) in the form
9) with 0 ≤ b 1 < b 2 < · · · , where, as usual, in such a representation the sum which appears on the right side of (3.9) may be finite or infinite. Differentiating (3.8), we obtain
(3.10) Using (3.1) and (3.7) in (3.10), we find that
Using (3.8) in (3.11), we find that h 0 (X)E (X) = 0. This further implies E (X) = 0, from which it follows that all the exponents b j which appear on the right side of (3.9) are even. Conversely, let E(X) be given by (3.9) with all the b j even, and define Y (X) by (3.8) . Differentiating the equality (3.8), we obtain the relation (3.10). Here the last term vanishes by our assumption on E(X), and so
(3.12)
Using (3.7) and (3.8) in (3.12), we see that (3.13) and so Y (X) satisfies (3.1). In conclusion, the general solution to (3.1) is given by (3.8) , where h 0 (X) is uniquely determined in terms of h(X) by (3.5) , and E(X) is any element of A with all the exponents b j in the representation (3.9) even numbers. In applications to parity problems for partition functions, the differential equation (3.1) appears in a slightly different form. Namely, we will be interested in a function F (X) ∈ A which is invertible in A and satisfies an equality of the form
(3.14)
Here we suppose that H(X) is known, and we want to be able to say something about F (X). First, since X divides the left side of (3.14), X has to divide H(X), since F (X) is invertible. So we assume this condition in what follows. Then H(X)/X will be a well defined element of A, denoted by h(X), i.e.,
The equation (3.14) is then equivalent to
As we know, this equation has nonzero solutions if and only if h(X) satisfies the condition (3.3). Let us write this condition in terms of our function H(X).
Differentiating (3.15) and using (3.3), we find that
Here we multiply the equality by X and use (3.15) to find that
, and H(X) satisfies (3.18), then if h(X) is defined by (3.15) , the series h(X) will satisfy (3.3). Indeed, from (3.15) it follows on one hand that
19) and on the other hand it follows that
Combining (3.19), (3.20) , and (3.18), we see that h(X) satisfies (3.3). In conclusion the equation (3.14) has solutions with F (X) invertible in A if and only if X divides H(X) and H(X) satisfies (3.18).
Assuming that these conditions are satisfied, we attempt to find the general solution of (3.14). We know that the first nonzero term in the series which gives H(X) has an odd exponent, and so we may write
where k ≥ 0 is an integer, and H 0 (X) is an invertible element of A. Of course, by (3.15) it is clear that in the representations (3.5) and (3.21), k is the same and H 0 (X) = h 0 (X). We know that the general solution to (3.1) is given by (3.8) , where E(X), in the representation (3.9), has all its exponents b j even. Since the equations (3.1) and (3.16) are the same, except for the constraint on F (X) to be invertible in A, we conclude that the general solution of (3.16), and therefore also the general solution of (3.14), is given by
) where E(X) is any invertible element of A which, in the representation (3.9), has all its exponents b j even. We collect these results in the following theorem.
has solutions, with F (X) invertible in A, if and only if H(X) satisfies the condition
XH (X) = H(X) + H 2 (X).
If this condition holds, then the general solution
, where H 0 (X) is the unique invertible element of A for which
for some integer k ≥ 0, and E(X) is any element of A of the form
where b j is an even positive integer and
we denote by p S (N ) the number of partitions of n with all parts in S. We begin with the generating function
By applying the operator q d dq we obtain
where σ S (k) is the sum of those divisors of k which belong to S. Let F S (X) be the image of F S (q) in A. Then, by (4.1), F S (X) will satisfy a differential equation of the form XF S (X) = F S (X)H S (X), where H S (X) is the image in A of the series on the far right side of (4.1). For any subset S of N * we denote by S odd the set of elements of S which are odd numbers, and by S even the set of elements of S which are even numbers. For any set Y , let P(Y ) be the set of subsets of Y ; we let A × denote the multiplicative group of invertible elements of A; and we denote by H the additive subgroup of A consisting of those elements H(X) which satisfy the equation XH (X) = H(X) + H 2 (X). We now describe a few properties of these maps.
(1) The map from P(N * ) to A × given by S → F S (X) is bijective. To prove that this map is injective, take two sets S and S such that F S (X) = F S (X) and show, by induction on n, that n belongs to S if and only if it belongs to S. To show that the map is surjective, take any invertible element F (X) = 1 + X n 1 + · · · in A and then construct a set S for which F S (X) = F (X). In doing this, use again induction on n. Assume that the elements of S which are strictly smaller than n have been already chosen, so that the series F S (X) coincides with F (X) modulo X n . Then one decides whether to put n in S or not, so that F S (X) is congruent to F (X) modulo X n+1 . In conclusion the map above is bijective. Also note that this map satisfies a multiplicative property. More precisely, if S and S are disjoint then F S∪S (X) = F S (X)F S (X).
(2) We now turn to the map S → H S (X). For any S and S with S odd = S odd , we see that σ S (n) and σ S (n) have the same parity for any n. Therefore H S (X) = H S (X). As a consequence, we have a well defined map, say Ψ, from P(N * odd ) to H, such that Ψ(S odd ) = H S (X) for any subset S of N * . Next, we show that the map Ψ is bijective. To show that this map is injective, take two subsets S and S of N * for which H S (X) = H S (X), that is, for which σ S (n) and σ S (n) have the same parity for each n. Then we prove, again by induction, that a positive odd integer 2k + 1 belongs to S if and only if it belongs to S . To show that the map Ψ is surjective, let H(X) ∈ H. From Theorem 3.1 we know that there exists F (X) invertible in A such that XF (X) = F (X)H(X). By the bijection from (1) above we further deduce that there exists a subset S of N * for which F S (X) = F (X). Then XF S (X) = F S (X)H(X), which in turn forces the equality H(X) = H S (X). So Ψ is surjective. Note also that Ψ satisfies an additive property. More precisely, if S and S are such that S odd and S odd are disjoint, then Ψ ((S ∪ S ) odd ) = Ψ(S odd ) + Ψ(S odd ). In other words, H S∪S (X) = H S (X) + H S (X).
(3) Using the results above one obtains generalizations of some of the results from [2] . For example, the proof given in Section 4 of [2] , combined with the considerations from the present section, give the following results. 
In particular, the two results above apply to the number of partitions of a positive integer into odd parts, which equals the number of partitions of a positive integer into distinct parts. 
In order to prove Corollary 4.3, we appeal to Theorem 3.1 above which tells us that one particular solution to our differential equation is H 0 (X)
and H 0 (X) = H(X)/X. Next, by the bijection (1), there exists an S for which F S (X) = H 0 (X). Of course, by the bijection (2) above it follows that this set S contains all the odd numbers, since its associated series H S (X) coincides with the initial H(X) given by (4.2). Finally, since F S (X) coincides with H 0 (X), which has less than 2 √ N nonzero terms up to X N , we conclude that there are less than 2 √ N integers n less than N for which p S (n) is odd.
Finite Perturbations
For any two sets S and S we denote
We say that S is a finite perturbation of S provided ∆(S, S ) is a finite set. If ∆(S, S ) has an even number of elements, we say that S is an even (finite) perturbation of S, while if the number above is odd, then we say that S is an odd (finite) perturbation of S. In this section we take a set S for which the sequence of terms from H S (X) is sparse. Then we consider sets S for which S odd is a finite perturbation of S odd , and investigate the parity of the corresponding partition functions p S (n). We emphasize that the corresponding series H S (X) are not sparse. In fact, it is impossible that, for two sets S and S with ∆(S odd , S odd ) nonempty and finite, that the nonzero terms in both H S (X) and H S (X) have zero density. Indeed, let us assume that there are sets of positive integers S and S such that S odd is a finite perturbation of S odd , S odd = S odd , and such that the nonzero terms in both series H S (X) and H S (X) have zero density.
Choose any positive integer a which is relatively prime to the product b 2 · · · b l and set n = ab 1 . The point here is that b 1 is an odd divisor of n which belongs to exactly one of the sets S, S , while any other odd divisor of n either belongs to both sets S, S , or it belongs to none of them. Therefore σ S (n) and σ S (n) have different parity. It follows that for any such n, X n is a nonzero term in exactly one of the series H S (X) and H S (X), and hence it is a nonzero term in the sum H S (X) + H S (X). Since the set of integers a which are relatively prime to b 2 · · · b l has positive density, equal to ϕ(b 2 
, we see that the set of nonzero terms in H S (X) + H S (X) has positive density. Thus for at least one of the series H S (X) and H S (X), the sequence of nonzero terms has positive density. 
Theorem 5.3. Let S be a set of positive integers, containing at least one odd element, for which the sequence of nonzero terms of H S (X) has zero density. Then, (i) for any set of positive integers S for which S odd is nonempty and is a finite perturbation of S odd , there are infinitely many positive integers n for which p S (n) is odd, and (ii) for any set of positive integers S for which S odd is an even finite perturbation of S odd , there are infinitely many positive integers n for which p S (n) is even.
We can apply the results above to some of the sets S considered in [2] , for which the corresponding sequences of nonzero terms in H S (X) were sparse.
For example, we can derive in this way a result for the parity of the number of partitions of n with all parts larger than 2002, say. Thus we take here S = {2002, 2003, . . . }, which is a finite perturbation of S = N * , and then use the estimates for B(H S (X), N ) and D(H S (X), N ) from [2] . Note that in this particular case S odd is an odd finite perturbation of S odd ; thus only Theorem 5.1 (and not Theorem 5.2) is applicable. If we consider more generally the number of partitions of n with all parts larger than or equal to a given positive integer r, then this is realized by taking S = {r, r + 1, . . . }. Here again we let S = N * . Then Theorem 5.1 is always applicable, while Theorem 5.2 is applicable provided r is congruent to 0 or 1 modulo 4.
Similarly, we can prove a result on the parity of the number of partitions in square free parts, all larger than a given fixed integer r.
Before we begin the proofs of Theorems 5.1, 5.2, and 5.3 , let us remark that, by the additive property of the map Ψ from the previous section, it follows that for any sets S and S ,
, and H ∆(S,S ) (X) = H S\S (X) + H S \S (X). Keeping in mind that we work in A, we find from the equalities above that 
For each fixed j, we see that σ {b j } (m) = 1, if m is a multiple of b j , and σ {b j } (m) = 0, if m is not a multiple of b j . Thus,
If we introduce the rational function
then from (5.1)-(5.4), we conclude that
We now make a remark which will be needed later. Suppose an odd integer b is chosen such that b is divisible by each of the numbers b 1 , . . . , b l . Then clearly
is a polynomial in X. We claim that, if S odd is an even finite perturbation of S odd , in other words if l is even, then P S,S ,b (X)/(1 − X) is also a polynomial in X. Indeed, for each j, the expression
is a polynomial in X which has an odd number of nonzero terms. If we add these polynomials for j = 1, 2, . . . , l, then, l being even, the total number of nonzero terms will be even. Some of these terms may cancel, but when they cancel they do so in pairs. We conclude that the polynomial P S,S ,b (X) has an even number of nonzero terms. This implies that P S,S ,b (X)/(1 − X) is also a polynomial, as we saw in (2.7). We are now ready for the proofs of the stated results. For the proof of Theorem 5.1, we use the known differential equation associated to S , namely,
Here we insert (5.5) for H S (X) to obtain
Next, we choose an odd positive integer b which is divisible by each of the numbers b 1 , . . . , b l , and multiply both sides of (5.7) by 1 − X b . We find that, by (5.6),
We now write (1 − X b )F S (X), which is an invertible element of A, in the form
We also write H S (X) as
Using the last two equalities in (5.8), we derive
The remainder of the proof is a counting argument, which goes as follows. If F S (X) is sparse, then both series X(1 − X b )F S (X) and F S (X)P S,S ,b (X) are sparse, the second one being sparse because P S,S ,b (X) is a polynomial of fixed degree, as N → ∞. Then the series (
on the left side of (5.9) cannot match the right side, given by
Thus, the n j s are not sparse. But then, the series F S (X) also cannot be sparse, because the series
. A straightforward computation, based on the reasoning above, completes the proof of the theorem.
In order to prove Theorem 5.2, we start by introducing a series, call it G S (X), for which the set of nonzero terms is the complement of the set of nonzero terms in F S (X). Thus
Since p S (n) is even if and only if X n appears as a nonzero term in G S (X), what we need in the following is to provide, for a given large positive integer N, a lower bound for the number of nonzero terms up to X N in G S (X). We differentiate (5.10) and obtain
(5.11)
Then we solve for G S (X) and G S (X) in (5.10) and (5.11) and introduce the corresponding expressions in (5.7) to find that ), use (5.6), and rearrange terms in the form
Let M be the number of nonzero terms up to X N in the series G S (X). The left side of (5.13) is a sum of five expressions. Let us denote, in order, by M 1 , . . . , M 5 , the number of nonzero terms up to X N in these five series. Clearly, G S (X) has no more than M nonzero terms up to X N , and so M 1 ≤ 2M. Recall that under our assumption that S odd is an even finite perturbation of S odd , P S,S ,b (X)/(1 − X) is a polynomial in X of degree at most b, and so it follows that M 2 ≤ b. Next, again, since P S,S ,b (X) is a polynomial of degree at most b, M 3 ≤ (1 + b) M. The fourth term is a product of H S (X) and a polynomial of degree b − 1; hence M 4 ≤ bB(H S (X), N ). For the fifth term on the left side, we have M 5 ≤ 2M B(H S (X), N ). Now the point is that on the right side of (5.13), the numerator has an odd number of nonzero terms. As a consequence, its division by (1 − X) will have the shape described in (2.8). That is, for any n ≥ b, X n appears as a nonzero term on the right side of our equality. So on the right side, the number of nonzero terms up to X N is at least N −b. Finally, by comparing the estimates obtained on the left side and, respectively, on the right side, we deduce Theorem 5.2.
We now turn to the proof of Theorem 5.3. Clearly, part (ii) follows directly from Theorem 5.2 above. In order to prove part (i), we use (5.7),
Next, after choosing b as before, we again obtain (5.8), i.e.,
(5.14)
Now the idea is is as follows. If we assume that F S (X) is a polynomial in X, then the entire left side of (5.14) will also be a polynomial in X. On the other hand, the product
is also a polynomial, say,
Since the sequence of nonzero terms of H S (X) is assumed to have zero density, there must be gaps larger than n k between consecutive terms in H S (X). Let us choose such a gap, say,
The point here is that the term X n k +m s , obtained by multiplying X n k from the right side of (5.15) with X ms from the right side of (5.16), cannot be canceled by any other term. Therefore X n k +m s appears as one of the nonzero terms on the right side of (5.14). Clearly no term from the left side of (5.14) can have such a high exponent. In conclusion, F S (X) must have infinitely many nonzero terms, and this completes the proof of Theorem 5.3.
Partition Functions with Colors
In this section we consider partitions with colors. Given a map C : N * → N, we denote by p C (n) the number of partitions of n with C(m) colors, where m is any positive integer. The generating for p C (n) is clearly
As usual, F C (X) denotes the image of F C (q) in A. Denote by C the set of maps C as above. Note that C has a natural structure of monoid with respect to addition, defined by (C + C )(m) = C(m) + C (m) for any m ∈ N * . We remark that the map from C to A × given by C → F C (X) is a morphism of monoids, that is,
for any C, C ∈ C. If we apply the operator q d dq to (6.1) and then send the resulting equality to A, we find, as before, that F C (X) satisfies a differential equation of the form
It is easy to see that the map from C to H given by C → H C (X) is also a morphism of monoids, in other words, In what follows we will identify each S with the corresponding element C S of C. Let us remark that F S (X) and H S (X) are left unchanged by this identification, in the sense that
Next, we take any element C of C and write it uniquely in the form 5) where C ∈ C and S is, via the above identification, a subset of N *
.
for any m ∈ N * , while S consists of those positive integers m for which C(m) is odd. In order to avoid possible confusion we sometimes denote by S(C) the set S defined by (6.5).
Combining (6.5) with (6.4) and using the fact that A is a ring of characteristic 2, we find that H C (X) = H S(C) (X), (6.6) for any C ∈ C. Therefore the series F C (X) and F S(C) (X), although distinct in general, are solutions of the same differential equation
This fact has a number of consequences. More precisely, all our results for partition functions associated to sets S of positive integers which have been obtained by studying the corresponding differential equations, can now be generalized to partition functions with colors. For example, by applying these considerations to Corollaries 4.1 and 4.2 above, and using at the same time the perturbation results from Theorems 5.1 and 5.2, we derive the following results. 
Partitions in Parts From a Given Arithmetic Progression
In this section we investigate the parity of the number of partitions with all parts in a given arithmetic progression. Thus, given two positive integers a, b, we let S be the arithmetic progression We now bring into play Dirichlet characters χ modulo b, in order to put the right side of (7.3) in a more convenient form. By the orthogonality of characters, we know (see eq. (4), p. 31 of [3] ) that , and consequently the exponent of I on the left side of (7.7) equals ke. We will show that for almost all m, the exponent of I on the right side of (7.7), call it l m , is at least ke + 1. This will force σ S (m) to be even for all these values of m. By (7.13) and (7.18), we see that #{m ≤ M : m ∈ H} ≤ M, (7.20) for any M ≥ M 0 . Finally, we claim that any positive integer m which does not belong to H, will necessarily lie in G. Indeed, let m / ∈ H. Then for each r ∈ R, m / ∈ E( , r); thus m has a prime factor q r ≥ 1+2/ with q r ∈ S r . These prime factors q r , with r ∈ R are distinct, and each of them is congruent to 1 modulo b. Moreover, since m / ∈ D and each q r satisfies the inequality q r ≥ 1 + 2/ , it follows that none of the numbers q 2 r divides m. In conclusion m lies in G, and so our claim is proved. Using this claim, in combination with (7.15) and (7.20), we deduce that (7.12) holds for any M ≥ M 0 . This completes the proof of the theorem.
