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Abstract
Using the background field method and the Batalin-Vilkovisky formalism, we prove a key
theorem on the cohomology of perturbatively local functionals of arbitrary ghost numbers, in
renormalizable and nonrenormalizable quantum field theories whose gauge symmetries are gen-
eral covariance, local Lorentz symmetry, non-Abelian Yang-Mills symmetries and Abelian gauge
symmetries. Interpolating between the background field approach and the usual, nonbackground
approach by means of a canonical transformation, we take advantage of the properties of both
approaches and prove that a closed functional is the sum of an exact functional plus a functional
that depends only on the physical fields and possibly the ghosts. The assumptions of the theo-
rem are the mathematical versions of general properties that characterize the counterterms and
the local contributions to the potential anomalies. This makes the outcome a theorem on the
cohomology of renormalization, rather than the whole local cohomology. The result supersedes
numerous involved arguments that are available in the literature.
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1 Introduction
Locality and gauge invariance allow us to prove that the divergences of perturbative quantum field
theory can be subtracted in a renormalization-group invariant way, preserving the cancellation of
gauge anomalies to all orders when they vanish at one loop.
Common tricks to handle certain difficulties, e.g. to fix the gauge in a local way, consist of
extending the set of the physical fields φ to a larger set Φα, which includes the Faddeev-Popov
ghosts C [1], the antighosts C¯ and suitable Lagrange multipliers B for the gauge fixing. Moreover,
to keep track of the effects of renormalization on the gauge symmetries, external sources Kα are
coupled to the transformations of the fields. The extra fields and the sources simplify several
arguments and derivations, but enlarge the set of counterterms and potential anomalies. It is
then necessary to show that the enlargement has no impact on the physical quantities.
To ease this task, a canonical formalism is introduced, known as Batalin-Vilkovisky formal-
ism [2], which collects the Ward-Takahashi-Slavnov-Taylor (WTST) identities [3] in a compact
form and generalizes the BRST symmetry [4]. The basic properties of the gauge symmetries are
incorporated into an extended action S(Φ,K) = Sc(φ)−
∫
Rα(Φ)Kα, where Sc(φ) is the classical
action and the functions Rα(Φ) are the infinitesimal transformations of the fields Φα. The great
advantage of the BV formalism is that it relates in a simple way the identities satisfied by the
action S(Φ,K) to the WTST identities satisfied by the generating functional Γ of the one-particle
irreducible correlation functions.
A notion of antiparentheses (X,Y ) for functionals X, Y is defined, where the fields Φ and
the sources K are viewed as conjugate variables. Gauge invariance is lifted to a certain identity
obeyed by S, the master equation (S, S) = 0, and a certain cohomology. The counterterms and
the local contributions to the potential anomalies are characterized by being cohomologically
closed, i.e. they are local functionals X that satisfy (S,X) = 0. A local functional is said to be
cohomologically exact, or trivial, if it has the form (S, Y ), Y being another local functional. Two
local functionals X and Y are said to be cohomologically equivalent if X − Y = (S,Z), Z being
another local functional. Throughout this paper, when we speak of local functionals we include
the perturbatively local ones. A perturbatively local functional is a functional that can be written
as a perturbative expansion where each term of the sum is equal to the spacetime integral of a
polynomial function of the fields, the sources and their derivatives, evaluated in the same point.
To show that the enlargement mentioned above does not extend the set of cohomological
classes, we must prove that the new local functionals Xnew that can be built with the extra fields
and the sources are all trivial. This problem has been widely studied in the literature.
Kluberg-Stern and Zuber conjectured in ref. [5] that the solution of (S,X) = 0 for local
functionals X of vanishing ghost number has the expected form in non-Abelian Yang-Mills theory,
i.e. it is the sum of a local functional G(φ) of the physical fields φ plus a trivial term (S, Y ).
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Motivated by the Kluberg-Stern–Zuber (KSZ) conjecture, several people, starting from Dixon
and Taylor [6] and Joglekar and Lee [7], embarked in the brave task of classifying all the local
functionals and operators that are cohomologically closed. A strong motivation was to work out
the most general solutions of the Wess-Zumino consistency conditions [8] for the classification of
anomalies [9, 10, 11]. In refs. [12] several results were generalized and formulated in the context
of the BV formalism. In ref. [13] the classification was worked out in detail in the physically
interesting case of Einstein–Yang-Mills theories. For a review of this approach, see ref. [14].
Unfortunately, the assumptions under which the Kluberg-Stern–Zuber conjecture holds are
too restrictive. In important cases, including the standard model, coupled to quantum gravity
or not, there exist nontrivial cohomological classes Xnew(Φ,K) that depend on the sources K.
The reasons are the presence of global symmetries and the U(1) factor in the gauge group. It is
well known that the hypercharges of the matter fields are not uniquely fixed (up to the overall
normalization) by the tree-level standard-model Lagrangian. The extra terms Xnew are precisely
those associated with the free hypercharges. If some counterterms proportional to Xnew were
generated by renormalization, they would jeopardize the cancellation of gauge anomalies. Indeed,
the cancellation of gauge anomalies at one loop imposes further constraints on the hypercharges
and often fixes them uniquely [15]. Thus, it is crucial to show that renormalization cannot generate
the terms Xnew, even if such terms are cohomologically allowed. In several situations, this result
can be achieved with supplementary ad hoc arguments [16, 17]. However, a deeper understanding
is most welcome.
It is clear that the cohomology we must consider is not the whole cohomology of the local
functionals of the fields and the sources, but the cohomology of renormalization, that is to say
the cohomology of the local functionals that can be generated by renormalization. This is a
sort of cohomology with constraints. The crucial point is that it is not enough to characterize
the counterterms and the local contributions to the potential anomalies as being cohomologically
closed. Indeed, they satisfy more restrictive conditions. In this paper, we convert those conditions
into mathematical assumptions and prove a general theorem that bypasses most of the involved
arguments offered so far in the literature and provides a better understanding of the matter.
In power-counting renormalizable theories, it is relatively easy to list all the local terms and
solve the cohomological problem with a few algebraic manipulations. On the other hand, in
nonrenormalizable theories, such as the standard model coupled to quantum gravity, the potential
counterterms and the local contributions to anomalies can have arbitrarily large dimensions,
which makes their cohomological classification rather involved. The problem is equally hard in
renormalizable theories, when we include composite fields of higher dimensions. Most of the
arguments that can be found in the literature are extremely involved and unfit to become part of
a quantum field theory textbook.
The theorem we prove here is simpler and more to the point. We show that the nontrivial
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sector of the cohomology of renormalization just depends on the physical fields φ and (in the
case of functionals of nonvanishing ghost numbers) the ghosts C. Precisely, in general gauge
theories whose gauge symmetries possibly include general covariance, local Lorentz symmetry,
Abelian gauge symmetries and non-Abelian Yang-Mills symmetries, the solution of the problem
(S,X) = 0, where X(Φ,K) is a local functional generated by renormalization, has the form
G(φ,C) + (S, Y ), (1.1)
where G and Y (Φ,K) are other local functionals.
The key ingredient of the proof is the use of the background field method [18] and the compar-
ison with the usual, nonbackground approach. The background field method was formulated in
the context of the BV formalism by Binosi and Quadri in refs. [19]1 and by the present author in
ref. [22]. The two approaches differ in some respects and highlight different properties. Here we
take advantage of the approach of [22], which offers, in particular, an exhaustive characterization
of the counterterms and the local contributions to the potential anomalies. Specifically, it allows
us to translate the assumption that X is “generated by renormalization” into simple mathematical
requirements. In the end, we manage to prove the theorem with a relatively small effort.
The result (1.1) implies that the antighosts C¯, the Lagrange multipliers B and the sources
K cannot alter the cohomology of renormalization and offers a better understanding of why
renormalization cannot generate the extra terms Xnew(Φ,K).
We stress the main differences between the results of this paper and those of the previous
literature, in particular refs. [12, 13, 14]. Those references contain theorems about the algebraic
cohomology of local functionals. Precisely, they classify the local solutions X of the cohomolog-
ical problem (S,X) = 0 from the purely algebraic point of view. In various cases, K-dependent
solutions Xnew(Φ,K) are present, and it is necessary to find ad hoc arguments to prove that they
are actually not generated by renormalization. Instead, the theorem proved here goes straight
to the point and deals directly with the local functionals that can be generated by renormaliza-
tion, which satisfy (S,X) = 0 plus a few other assumptions. The K-dependent functionals are
automatically excluded from the cohomology, and the results are much easier to prove.
We mention an important application of our theorem, to be presented in detail in a separate
publication. The basic tool to prove the cancellation of gauge anomalies to all orders, once they
vanish at one loop, is the Adler-Bardeen theorem [23, 24], which was recently generalized to
nonrenormalizable general gauge theories in ref. [17]. A step of the proof given in [17] requires
the knowledge of the cohomological properties satisfied by the counterterms. There, a variant of
the KSZ conjecture for functionals of vanishing ghost number was proved using the results of refs.
[12, 13, 14] and some ad hoc arguments. Now, it is possible to upgrade the proof of [17] by using
the background field method and the theorem proved here.
1See also ref. [20] for a similar approach in the language of WTST identities and the Zinn-Justin equation [21].
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The paper is organized as follows. In section 2 we build the background field action and work
out its relation with the ordinary, nonbackground action. In section 3 we state and prove the
theorem, after listing the mathematical assumptions and motivating them physically. The proof
is split into four main steps to make the reader better appreciate the tricks we use and the guiding
philosophy. Section 4 contains the conclusions. The appendix collects some useful formulas from
previous references.
2 Background field method in the Batalin-Vilkovisky formalism
We assume that the gauge symmetries of the theory are general covariance, local Lorentz sym-
metry, Abelian gauge symmetries and non-Abelian Yang-Mills symmetries, or a subset of these.
What such symmetries have in common is that (i) the infinitesimal gauge transformations of the
physical fields φ are linear functions of φ, and (ii) the closure relations are φ independent. These
features are crucial, because they endow the background field method with the renormalization
properties we need. An example of symmetry that does not obey these assumptions is local
supersymmetry.
The Batalin-Vilkovisky formalism is convenient for studying general gauge theories. It is a
type of canonical formalism, where the conjugate variables are the fields Φα and certain external
sources Kα coupled to the Φ transformations. The fields Φ
α and the sources Kα have statistics
εα and εα+1, respectively, where εα is to 0 mod 2 for bosons and 1 mod 2 for fermions. A notion
of antiparentheses
(X,Y ) ≡
∫ (
δrX
δΦα
δlY
δKα
−
δrX
δKα
δlY
δΦα
)
(2.1)
is introduced, where X and Y are functionals of Φ and K, the subscripts l and r in δl and δr
denote the left and right functional derivatives, respectively, and the integral is over spacetime
points associated with repeated indices.
The set of fields Φα = {φi, CI , C¯I , BI} contains the classical fields φi, the Faddeev-Popov
ghosts CI , the antighosts C¯I and the Lagrange multipliers BI for the gauge fixing. The action
S(Φ,K) is a local functional that solves the master equation (S, S) = 0 and coincides with the
classical action Sc(φ) at C¯ = B = K = 0. The terms that are linear in Kα = {K
i
φ,K
I
C ,K
I
C¯
,KIB}
collect the infinitesimal transformations Rα(Φ) of the fields. With the gauge symmetries we are
considering here, the master equation admits the simple solution
S(Φ,K) = Sc(φ)−
∫
Rα(Φ)Kα = Sc(φ)−
∫
Riφ(φ,C)K
i
φ −
∫
RIC(C)K
I
C −
∫
BIKI
C¯
, (2.2)
which is linear in K. Explicit expressions of the functions Rα(Φ) can be found in the appendix.
Note that each Rα(Φ) is at most quadratic in Φ.
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Several operations, such as the gauge fixing, can be performed by means of canonical trans-
formations, which are the transformations Φ,K → Φ′,K ′ that preserve the antiparentheses (2.1).
They can be derived from a generating functional F (Φ,K ′) of fermionic statistics, by means of
the formulas
Φα′ =
δF
δK ′α
, Kα =
δF
δΦα
.
Given a functional χ(Φ,K) that behaves as a scalar, we write its transformation law χ′(Φ′,K ′) =
χ(Φ,K) in a compact form as χ′ = Fχ.
Background field action
In the framework of the BV formalism, the background field method can be implemented as
follows. Let Φ and K denote the background fields and the background sources. We associate
background fields with just the physical fields φ and the ghosts C, but not the antighosts C¯
and the Lagrange multipliers B. Thus, we have Φα = {φi, CI , 0, 0}, Kα = {K
i
φ,K
I
C , 0, 0} and
Rα(Φ) = {Riφ(φ,C), R
I
C(C), 0, 0}.
One starts from the action
S(Φ,K,Φ,K) = Sc(φ)−
∫
Rα(Φ)Kα −
∫
Rα(Φ)Kα, (2.3)
which is obtained from (2.2) by adding a background copy with vanishing classical action. Obvi-
ously, the action (2.3) satisfies the master equation
JS, SK = 0, (2.4)
where the squared antiparentheses are defined as
JX,Y K ≡
∫ (
δrX
δΦα
δlY
δKα
−
δrX
δKα
δlY
δΦα
+
δrX
δΦα
δlY
δKα
−
δrX
δKα
δlY
δΦα
)
and act on functionals X and Y of Φ, K, Φ and K.
The background shift is the canonical transformation generated by2
Fb(Φ,Φ,K
′,K ′) =
∫
(Φα −Φα)K ′α +
∫
ΦαK ′α, (2.5)
which gives the action FbS. The new fields Φ
α are called quantum fields and the sources Kα are
called quantum sources.
The symmetry transformations Ri(φ,C) of φi are turned into the transformations Ri(φ +
φ,C + C) of φi + φi, which decompose into the sum of
2In this paper, the fields and sources with primes are the transformed ones. This choice is opposite to the one
of [22], which is why there are some sign differences with respect to the formulas of that paper.
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(i) the background transformations Ri(φ,C) of φi, plus
(ii) the transformations Ri(φ+ φ,C + C)−Ri(φ,C) of φi.
Recalling that the functions Ri(φ,C) are proportional to C, the transformations (ii) split into
the sum of
(a) the quantum transformations Ri(φ + φ,C) of φi, which are given by the C-independent
contributions, plus
(b) the background transformations Ri(φ + φ,C) − Ri(φ,C) of φi, which are given by the
C-dependent contributions.
Something similar happens to the symmetry transformations RI(C) of the ghosts C. Using
the fact that the functions RI(C) depend quadratically on C, the quantum transformations of
CI are just RI(C), and the background transformations of CI are
∫
CJ(δlR
I(C)/δCJ ), while
the background transformations of CI are RI(C). The background fields have trivial quantum
transformations, because they are external fields from the quantum field theoretical point of view.
The background transformations of C¯ and B remain trivial after the shift due to Fb, which is
not what we want. We can adjust them by making the further transformation generated by
Fnm(Φ,Φ,K
′,K ′) =
∫
ΦαK ′α +
∫
ΦαK ′α −
∫
RI
C¯
(C¯, C)KI ′B , (2.6)
where RI
C¯
(C¯, C) is the antighost background transformation. More explicitly, the last term of
(2.6) (together with the minus sign in front of it) is
∫
(gfabcCbC¯c +Cρ∂ρC¯
a)Ka′B +
∫
(2C aˆcˆη
cˆdˆ
C¯ dˆbˆ + Cρ∂ρC¯
aˆbˆ)K ′
aˆbˆB
+
∫ (
Cρ∂ρC¯µ − C¯ρ∂µC
ρ
)
Kµ′B ,
(2.7)
for Yang-Mills gauge symmetries (including the Abelian ones), local Lorentz symmetry and dif-
feomorphisms, where the indices aˆ, bˆ, . . . are local Lorentz indices.
At this point, all the quantum fields transform as matter fields under the background trans-
formations. For example, a Yang-Mills gauge potential Aaµ behaves as a vector in the adjoint
representation, instead of a connection. Complete formulas of the background transformations
are given below.
The theory must be gauge fixed in a background invariant way. This can be achieved by means
of a canonical transformation generated by
Fgf(Φ,Φ,K
′,K ′) =
∫
ΦαK ′α +
∫
ΦαK ′α −Ψ(Φ, φ),
where the gauge fermion Ψ(Φ, φ) is invariant under background transformations. Typically, we
choose
Ψ(Φ, φ) =
∫
C¯I
(
GIi(φ, ∂)φi + ζIJ(φ, ∂)B
J
)
, (2.8)
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where GIi(φ, ∂)φi are the gauge-fixing functions. The operator matrix ζIJ(φ, ∂) is nonsingular at
φ = 0 and symmetric. Invariance under background transformations can be easily ensured, since
C¯I and BI transform as matter fields, while φ and the plain derivative ∂ can be combined into
the background covariant derivative.
For example, we can take
Ψ=
∫ √
|g|
[
C¯a
(
gµνDµA
a
ν + ζabB
b
)
+ C¯
aˆbˆ
(
eρaˆgµνDµDνf
bˆ
ρ +
ζ2
2
Baˆbˆ +
ζ3
2
gµνDµDνB
aˆbˆ
)]
+
∫ √
|g|C¯µ
[
gµνgρσ (Dρhσν + ζ4Dνhρσ) +
ζ5
2
gµνBν
]
.
Here Aaµ, e
a
µ and gµν denote the background gauge fields, vielbein and metric, respectively, while
Aaµ, f
a
µ and hµν are the respective quantum fluctuations. The tensor ζab is constant and propor-
tional to the identity in every simple subgroup of the Yang-Mills gauge group, while ζi are other
constants. Finally, D denotes the covariant derivative on the background fields.
The three canonical transformations listed so far can be easily composed using the theorems
of ref. [25], recalled in the appendix. In our case, it suffices to use formula (A.3), because the
nontrivial sectors of the canonical transformations do not contain any pairs of conjugate variables
besides B and K ′B , on which they depend linearly. The corrections to (A.3) contain second
or higher derivatives, as shown in (A.2), so they vanish. The composition gives the generating
functional
FgfFnmFb =
∫
(Φα−Φα)K ′α+
∫
ΦαK ′α−
∫
RI
C¯
(C¯, C)KI ′B −Ψ(Φ−Φ, φ)+
∫
C¯IζIJ(φ, ∂)R
J
C¯
(C¯, C).
Applying this canonical transformation to the action (2.3), we obtain the background field
gauge-fixed action
Sb = FgfFnmFbS, (2.9)
which can be decomposed as the sum of a quantum action Sˆb plus a background action S¯b.
Precisely, we have
Sb(Φ,Φ,K,K) = Sˆb(Φ, φ,K) + S¯b(Φ,Φ,K,K), (2.10)
where
Sˆb(Φ, φ,K) =Sc(φ+ φ)−
∫
Rα(φ+ φ,C, C¯,B)K˜α, (2.11)
S¯b(Φ,Φ,K,K) =−
∫
Rα(Φ, C)Kα −
∫
Rα(Φ)Kα. (2.12)
Here the tilde sources K˜α coincide with Kα apart from K˜
i
φ and K˜
I
C¯
, which are given by
K˜iφ = K
i
φ − C¯
IGIi(φ,−
←−
∂ ), K˜I
C¯
= KI
C¯
−GIi(φ, ∂)φi − ζIJ(φ, ∂)B
J .
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The source-dependent sectors of the actions Sˆb and S¯b encode the quantum transformations
and the background transformations, respectively. The curly R denotes the background transfor-
mations of the quantum fields. Those of the antighosts are RI
C¯
, and those of φ and C are given
by the formula
Rα(Φ, C) = Rα(Φ + Φ)−Rα(Φ)−Rα(φ+ φ,C, C¯,B), (2.13)
while those of the Lagrange multipliers B are given by
RIB(B,C) = −
∫
BJ
δl
δC¯J
RI
C¯
(C¯, C). (2.14)
We recall that the transformations Rα and Rα obey the identity [22]∫ (
RJC
δl
δCJ
+ RJ
C¯
(C¯, C)
δl
δC¯J
)
RI
C¯
(C¯, C) = 0, (2.15)
which can be easily checked in the three cases (2.7) and is useful to work out the formulas (2.11)
and (2.12).
For example, in the case of Yang-Mills symmetry the gauge fields Aaµ have R
a
µ(Φ) = ∂µC
a +
gfabcAbµC
c, so formula (2.13) gives Raµ(Φ, C) = −gf
abcCbAcµ. The ghosts C
a have RaC(Φ) =
−(g/2)fabcCbCc, so RaC(Φ, C) = −gf
abcCbCc.
Clearly, (2.4) and (2.9) imply that the background field action satisfies the master equation
JSb, SbK = 0, (2.16)
which splits into
JSˆb, SˆbK = JSˆb, S¯bK = JS¯b, S¯bK = 0. (2.17)
To prove the splitting, rescale C and KC by τ and 1/τ , respectively. Then, Sˆb → Sˆb and
S¯b → τ S¯b, so JSb, SbK is a quadratic polynomial in τ . Setting the three coefficients of the
polynomial to zero gives (2.17).
A way to characterize a functional X that is invariant under the background transformations is
to say that it satisfies JS¯b,XK = 0. In particular, the gauge fermion (2.8) must satisfy JS¯b,ΨK = 0.
Nonbackground action
The nonbackground gauge-fixed action is F ′gfS, where
F ′gf(Φ,Φ,K
′,K ′) =
∫
ΦαK ′α +
∫
ΦαK ′α −Ψ
′(Φ), (2.18)
is the canonical transformation that performs the gauge fixing. The background fields and sources
are inert here. We have included them just for comparison with the background field action. To
simplify the renormalization, we take a quadratic gauge fermion Ψ′, such as
Ψ′(Φ) =
∫
C¯I
(
GIi(0, ∂)φi + ζIJ(0, ∂)B
J
)
.
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For convenience, we define the nonbackground action Snb by making a further background
shift through the transformation Fb. So doing, we have
Snb = FbF
′
gfS. (2.19)
We easily find the decomposition
Snb(Φ,Φ,K,K) = Sˆnb(Φ + Φ,K) + S¯nb(Φ,Φ,K,K), (2.20)
where
Sˆnb(Φ + Φ,K) =Sc(φ+ φ)−
∫
Rα(Φ + Φ)K¯α, (2.21)
S¯nb(Φ,K,K) =−
∫
Rα(Φ)(Kα −Kα), (2.22)
and the sources K¯α with bars coincide with Kα apart from K¯
i
φ and K¯
I
C¯
, which are
K¯iφ = K
i
φ − C¯
IGIi(0,−
←−
∂ ), K¯I
C¯
= KI
C¯
−GIi(0, ∂)(φi + φi)− ζIJ(0, ∂)B
J . (2.23)
The nonbackground action satisfies the master equation
JSnb, SnbK = 0, (2.24)
which splits into
JSˆnb, SˆnbK = JSˆnb, S¯nbK = JS¯nb, S¯nbK = 0. (2.25)
The splitting is a direct consequence of (2.21) and (2.22).
Interpolation between the background and nonbackground actions
To switch back and forth between the background and nonbackground approaches we must make
the canonical transformation FbF
′
gfF
−1
b F
−1
nmF
−1
gf , since formulas (2.9) and (2.19) give
Snb = FbF
′
gfF
−1
b F
−1
nmF
−1
gf Sb.
Using again formula (A.3), we easily find the generating function
FbF
′
gfF
−1
b F
−1
nmF
−1
gf =
∫
ΦαK ′α+
∫
ΦαK ′α+∆Ψ(Φ,Φ)+
∫
RI
C¯
(C¯, C)KI ′B−
∫
C¯IζIJ(0, ∂)R
J
C¯
(C¯, C),
(2.26)
where
∆Ψ(Φ,Φ) =
∫
C¯I
[
GIi(φ, ∂)φi −GIi(0, ∂)(φi + φi) + (ζIJ(φ, ∂)− ζIJ(0, ∂))B
J
]
.
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It is convenient to express the canonical transformation (2.26) by means of the componential
map C of ref. [25], also recalled in the appendix. We can write
FbF
′
gfF
−1
b F
−1
nmF
−1
gf = C(Q),
where
Q(Φ,Φ,K ′) = ∆Ψ(Φ,Φ) +
∫
RI
C¯
(C¯, C)KI ′B −
1
2
∫
C¯I
[
ζIJ(φ, ∂) + ζIJ(0, ∂)
]
RJ
C¯
(C¯, C). (2.27)
Again, this functional does not contain any pairs of conjugate variables besides B and K ′B, and
depends linearly on them. Thus, the expansion (A.4) effectively reduces to (A.6), which gives
(2.26).
We can continuously interpolate between the two approaches by introducing a parameter ξ
that varies from 0 to 1 and make the canonical transformation generated by C(ξQ), whose inverse
is C(−ξQ). We find
C(ξQ) =
∫
ΦαK ′α +
∫
ΦαK ′α + ξ∆Ψ+ ξ
∫
RI
C¯
(C¯, C)KI ′B
−
ξ
2
∫
C¯I
[
(1− ξ)ζIJ(φ, ∂) + (1 + ξ)ζIJ(0, ∂)
]
RJ
C¯
(C¯, C). (2.28)
The form of this transformation is important to simplify some arguments that follow. We
define the interpolating action as
Sξ = C(−ξQ)Snb = C(−ξQ)FbF
′
gfS. (2.29)
Explicitly, we have
Sξ(Φ,Φ,K,K) = Sc(φ+φ)−
∫
Rα(Φ+Φ)K˜α(ξ)−ξ
∫
RI
C¯
(C¯, C)K˜I
C¯
(ξ)−
∫
Rα(Φ)(K˜α(ξ)−K˜α(ξ)),
(2.30)
where K˜IC(ξ) = K
I
C ,
K˜iφ(ξ) = K
i
φ − ξC¯
IGIi(φ,−
←−
∂ )− (1− ξ)C¯IGIi(0,−
←−
∂ ), (2.31)
while the other ξ-dependent tilde sources have expressions that we do not need to report here. It
suffices to say that they are linear functions of the quantum fields Φ, apart from K˜iφ(ξ) and K˜
I
C(ξ),
which are quadratic. Moreover, the differences K˜α(ξ) −Kα and K˜α(ξ)−Kα are independent of
the sources K and K other than KIB . In particular, δrSξ/δKα = −R
α(Φ). Note that the B-
dependent terms of the interpolating action (2.30) are quadratic functions of the quantum fields.
Moreover, the KI
C¯
-dependent terms are just
−
∫ (
BI + ξRI
C¯
(C¯, C)
)
KI
C¯
(2.32)
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and the KB-dependent terms are linear in the quantum fields.
Obviously, Sξ satisfies the master equation
JSξ, SξK = 0, (2.33)
which is a direct consequence of (2.4) and (2.29).
3 The theorem
In this section we state and prove the main theorem of this paper. Since the parameter ξ is
introduced by means of the canonical transformation (2.28), the action Sξ satisfies the differential
equation
∂Sξ
∂ξ
− JSξ, Q˜K = 0, (3.1)
where Q˜(Φ,Φ,K) coincides with Q(Φ,Φ,K). Note that the sources have no primes in the last
expression. We use different symbols for the two functionals Q˜ and Q, since the natural variables
of Q˜ are the fields and the sources without primes, while the natural variables of Q are the fields
without primes and the sources with primes.
The result (3.1) can be proved as follows. The nonbackground action Snb = C(ξQ)Sξ obviously
satisfies ∂Snb/∂ξ = 0. By formula (A.1), recalled in the appendix, the transformed action Sξ
satisfies (3.1) as long as Q˜ coincides with the derivative ∂C(ξQ)/∂ξ, after the sources with primes
are expressed in terms of the fields and the sources without primes. This fact, which can be
checked directly in our case, is a general property of the componential map [25]. Indeed, Q˜ plays
the role of the Hamiltonian associated with a fictitious time evolution parametrized by ξ and
C(ξQ) solves the Hamilton-Jacobi equation.
Assumptions
We consider local functionals Xξ and Yξ of Φ, K and Φ that satisfy the equations
JSξ,XξK=0, (3.2)
∂Xξ
∂ξ
− JXξ, Q˜K= JSξ, YξK. (3.3)
We use the notation X0, X1 to denote the functional Xξ at ξ = 0 and ξ = 1, respectively. We
assume that
(i) X0 just depends on Φ+ Φ and K.
(ii) X1 just depends on Φ at φ = C = 0.
(iii) Xξ and Yξ are independent of B, KC¯ and KB .
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Let g denote the ghost number of Xξ. Then, Yξ has ghost number g − 1. For future use, we
show that assumption (ii) can be replaced by
(ii′) X1 is a sum of terms that contain g background ghosts C at φ = C = 0.
When we set φ = C = 0, no objects of positive ghost number remain, besides C. If (ii′) holds,
we can drop all objects that have negative ghost numbers inside X1, which means C¯ and all the
sources K except KC¯ . Since (iii) tells us that X1 does not depend on B and KC¯ , (ii) follows. On
the other hand, if (ii) holds, X1 just depends on φ and C at φ = C = 0. Then it must be a sum
of terms that contain g background ghosts C, because it has ghost number g. This implies (ii′).
Now we explain the meaning of the assumptions listed above. In most applications, the
functionals Xξ and Yξ are originated by the counterterms and the local contributions to the
potential anomalies. In particular, in the case g = 0 the functional Xξ typically comes from the
renormalization of the action, while Yξ comes from the renormalization of the average 〈Q˜〉.
Without entering into details, we recall that the formulas (3.2) and (3.3) are typical conse-
quences of the regularized and partially renormalized versions of the equations of gauge invariance
and gauge independence [16], which are
JΓR,ΓRK = 0,
∂ΓR
∂ξ
− JΓR, 〈Q˜R〉K = 0, (3.4)
where ΓR is the renormalized Γ functional and Q˜R is the renormalized Q˜. When ΓR and Q˜R are
just partially renormalized, say up to and including n loops, the equations of gauge invariance
and gauge independence give conditions on the (n + 1)-loop counterterms, which have the forms
(3.2) and (3.3).
Condition (i) is dictated by the properties of the nonbackground action (2.20), encoded in the
formulas (2.22) and (2.21). If the regularized action Sregnb has a similar structure, that is to say
Sregnb (Φ,Φ,K,K) = Sˆ
reg
nb (Φ + Φ,K) + S¯nb(Φ,K,K),
where S¯nb is unmodified, then the renormalized action also has this structure. Note that S¯nb is just
made of external fields, so it cannot contribute to the nontrivial Feynman diagrams. Moreover,
the counterterms do not depend on Φ and Φ separately, but only on their sum, as specified in (i).
Finally, S¯nb is not renormalized, for this very reason.
Similarly, conditions (ii) and (ii′) are dictated by the properties of the background field
side. Indeed, we know that the action Sb of formula (2.10) splits into (2.11) plus (2.12). If the
regularized action Sregb has a similar structure, that is to say
Sregb (Φ,Φ,K,K) = Sˆ
reg
b (Φ, φ,K) + S¯b(Φ,Φ,K,K),
the counterterms just depend on Φ, φ andK, so they satisfy property (ii′) for g = 0. Note that S¯b,
which is linear in the quantum fields, does not contribute to any nontrivial one-particle irreducible
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diagrams. It is also not renormalized, because it vanishes at C = 0, while the counterterms are
independent of C.
The case g = 1 is also important, because it concerns the potential gauge anomalies. When the
dimensional regularization – or any regularization that embeds the dimensional one – is used, the
gauge anomalies are encoded in the functional 〈JSregb , S
reg
b K〉 = 〈JSˆ
reg
b , Sˆ
reg
b K〉 + 2〈JSˆ
reg
b , S¯bK〉 (for
the proof see, for example, the appendix of ref. [24]), so they are linear functions of C. Indeed,
〈JSˆregb , Sˆ
reg
b K〉 is C independent, while 〈JSˆ
reg
b , S¯bK〉 contains one power of C. Thus, 〈JS
reg
b , S
reg
b K〉
must be proportional to C at φ = C = 0, because it has ghost number 1 and no other fields or
sources of positive ghost numbers are present in that case. This ensures that the local contributions
to the potential anomalies satisfy property (ii′) for g = 1.
Condition (iii) is also suggested by the properties of renormalization. If the regularization
preserves the basic properties of the structure of Sξ, then it is easy to show that the counterterms
have the same properties. In particular, we can arrange the regularization so that no nontrivial
one-particle irreducible diagrams can be constructed with external legs of types B, KC¯ and KB.
It is even easier to ensure that Xξ and Yξ are independent of K, since the K-dependent terms of
the action are just made of external fields and do not even need to be regularized.
To make some steps of the derivation clearer, we write Yξ = Yξ(φ,C, C¯, φ, C, K˜φ(ξ),KC , ξ),
where K˜φ(ξ) is given in (2.31). It is not necessary to organize the variables of Xξ in a similar
way, so we just write Xξ = Xξ(Φ,Φ,K, ξ).
The assumption (3.2) is actually necessary for just one value of ξ, since then equation (3.3)
implies (3.2) for every ξ. Indeed, taking the derivative of JSξ,XξK with respect to ξ and using
(3.1) and (3.3), we get
∂
∂ξ
JSξ,XξK− JJSξ,XξK, Q˜K = 0. (3.5)
This equation can be easily integrated [16, 22, 25]. The result is that the ξ dependence of JSξ,XξK
is just due to the canonical transformation generated by C(−ξQ). Thus, if JSξ,XξK vanishes for
some ξ, it vanishes for all ξ.
Statement
We want to prove that there exist local functionals G(φ,C) and χξ(Φ,Φ,K, ξ) such that
Xξ(Φ,Φ,K, ξ) = G(φ+ φ,C + C) + JSξ, χξK. (3.6)
Moreover, we show that χξ is independent of B, KC¯ and KB , while χξ({0, 0, C¯, B},Φ,K, 1) = 0
and χξ(Φ,Φ,K, 0) just depends on Φ+ Φ and K. We also find the explicit expression of χξ.
Note that G is independent of ξ. Taking the squared antiparentheses J· · ·K of both sides of
(3.6) with Sξ and using (2.33) and (3.2), we get JSξ,GK = 0. In the case g = 0, the functional G
is C independent and gauge invariant.
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For convenience, we divide the proof into four steps.
Step 1 of proof: Interpolation between the background and nonbackground sides
Consider the functionals
SRξ = Sξ + wXξ , Q˜Rξ = Q˜+ wYξ, (3.7)
where w is a constant parameter such that w2 = 0. If the ghost number g of Xξ is odd, we can
take w = ̟, where ̟ is constant and anticommuting. If g is even, we can take w = ̟̟′, where
̟′ is constant, anticommuting and different from ̟. We introduce the parameter w to make the
first order of the w Taylor expansion exact, which simplifies several arguments. We have used the
subscript R in (3.7), because in several practical applications Xξ and Yξ are counterterms, while
SRξ and Q˜Rξ are renormalized functionals.
Combining JSξ, SξK = 0 with (3.2) and (3.1) with (3.3), we get
JSRξ, SRξK = 0,
∂SRξ
∂ξ
= JSRξ, Q˜RξK, (3.8)
which are the analogues of the equations in (3.4). The second formula implies that the canonical
transformation generated by
Fξ(Φ,Φ,K
′,K ′, ξ) = C(ξQ) + w
∫ ξ
0
dξ′Yξ(φ,C, C¯, φ, C, K˜
′
φ,K
′
C , ξ
′), (3.9)
where
K˜i ′φ = K
i ′
φ − C¯
IGIi(0,−
←−
∂ ), (3.10)
interpolates between the nonbackground and background values of the action SRξ, which are
Snb + wX0 ≡ SnbR and Sb +wX1 ≡ SbR, respectively. In compact notation, we have
SnbR = Snb + wX0 = FξSRξ. (3.11)
To check that (3.9) implies (3.8), it is sufficient to apply formula (A.1) to (3.11) and express
∂Fξ/∂ξ in terms of the fields and the sources without primes.
The composition formulas recalled in the appendix allow us to write the relation
Fξ = FY ξC(ξQ), (3.12)
where FY ξ denotes the canonical transformation generated by
FY ξ(Φ,Φ,K
′,K ′, ξ) =
∫
ΦαK ′α +
∫
ΦαK ′α + w
∫ ξ
0
dξ′Yξ(φ,C, C¯, φ, C, K˜
i ′
φ ,K
′
C , ξ
′). (3.13)
Indeed, formula (A.2) reduces to C = A + B in this case. All the corrections vanish, since the
nontrivial part of C(ξQ) does not depend on any sources K ′, K ′ other than K ′B , while Yξ is B
independent.
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Now we compare the background and nonbackground “renormalized” actions SbR and SnbR.
Evaluating (3.11) at ξ = 1, we get the equality
SˆnbR(Φ
′+Φ,K ′)−
∫
Rα(Φ)(K ′α−K
′
α) = SˆbR(Φ,Φ,K)−
∫
Rα(Φ, C)Kα−
∫
Rα(Φ)Kα, (3.14)
where the fields and the sources with primes are related to those without primes by the canonical
transformation Fξ with ξ = 1, while
SˆnbR(Φ + Φ,K) = Sˆnb(Φ + Φ,K) + wX0(Φ + Φ,K),
SˆbR(Φ,Φ,K) = Sˆb(Φ, φ,K) +wX1(Φ,Φ,K). (3.15)
Using (2.28) and (3.9), we find, among other things, Φα′ = Φα and
φi ′ = φi+
∫ 1
0
dξ
δ(wYξ)
δKi ′φ
, CI ′ = CI+
∫ 1
0
dξ
δ(wYξ)
δKI ′C
, C¯I ′ = C¯I , BI ′ = BI+RI
C¯
(C¯, C). (3.16)
Step 2 of proof: The background field trick
The basic trick of the background field method is to switch the quantum fields off and resume
them later with the help of the background fields. Now we explain how this trick is implemented
when the background field method is used together with the BV formalism, and we show how
this helps us achieve our goal.
First, we need to express both sides of equation (3.14) in terms of the fields Φ, Φ and the
sources K ′, K ′. Once this is done, we set φ = C = K ′ = 0 and keep φ,C, C¯,B and K ′ as
independent fields and sources. We denote the fields Φα′ and the sources Kα, Kα obtained by
applying these operations by Φα′0 and Kα0, Kα0, respectively. We find
SˆnbR(Φ
′
0 +Φ,K
′) = SˆbR({0, 0, C¯, B},Φ,K0)
−
∫
RI
C¯
(C¯, C)KI
C¯0 −
∫
RIB(B,C)K
I
B0 −
∫
Rα(Φ)(Kα0 +K
′
α). (3.17)
Moreover, (3.15), (2.11) and assumption (ii) give
SˆbR({0, 0, C¯, B},Φ,K0) = Sc(φ) + wX1(0,Φ, 0) −
∫
BIKI
C¯0 +
∫
BIζIJ(φ, ∂)B
J . (3.18)
Consider the canonical transformation {φ,C, C¯,B}, K˘ → Φ′′,K ′ defined by the generating
functional
F ({φ,C, C¯,B},K ′) =
∫
φiKi′φ +
∫
CIKI′C + Fξ({0, 0, C¯, B},Φ,K
′, 0, 1) =
∫
φiKi′φ +
∫
CIKI′C
+
∫
C¯IKI′
C¯
+
∫
BIKI′B −
∫
C¯IGIi(0, ∂)φi +
∫
C¯I(ζIJ(φ, ∂)− ζIJ(0, ∂))B
J +
∫
RI
C¯
(C¯, C)KI′B
−
∫
C¯IζIJ(0, ∂)R
J
C¯
(C¯, C) + w
∫ 1
0
dξ Yξ(0, 0, C¯, φ, C, K˜
i ′
φ ,K
′
C , ξ). (3.19)
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Using (3.16) and the other transformation rules not reported in that formula, we find
Φα ′′ = Φα +Φα′0 , K˘
i
φ = K
i ′
φ +K
i
φ0, K˘
I
C = K
I ′
C +K
I
C0, K˘
I
C¯
= KI
C¯0, K˘
I
B = K
I
B0,
which, with the help of (3.18), turn the identity (3.17) into
SˆnbR(Φ
′′,K ′) = Sc(φ) +
∫
BIζIJ(φ, ∂)B
J + wX1(0,Φ, 0) −
∫
Riφ(Φ)K˘
i
φ −
∫
RIC(Φ)K˘
I
C
−
∫
BIK˘I
C¯
−
∫
RI
C¯
(C¯, C)K˘I
C¯
−
∫
RIB(B,C)K˘
I
B . (3.20)
This is the key result we need. Now we elaborate it further and express it in ways that make
its contents more transparent.
Step 3 of proof: Simplification of the result
First, we check that the master equation (SˆnbR, SˆnbR) = 0 is satisfied. Assumption (3.2) at ξ = 1
gives
0 = JSb,X1K =
∫ (
δrSb
δΦα
δlX1
δKα
−
δrSb
δKα
δlX1
δΦα
−
δrS¯b
δKα
δlX1
δΦα
)
,
having used δlX1/δKα = 0 and δrSb/δKα = δrS¯b/δKα. Now, we set φ = C = 0 in this equation.
Recalling that X1 is independent of K, C¯ and B at φ = C = 0, while δrSb/δK
i
φ and δrSb/δK
I
C
vanish there, we get
0 = −
∫
δrS¯b
δKα
δlX1(0,Φ, 0)
δΦα
= JS¯b,X1(0,Φ, 0)K, (3.21)
which states that X1(0,Φ, 0) is invariant under background transformations. The conclusion obvi-
ously also applies to Sc(φ). The background invariance of the gauge fermion (2.8) implies that the
second term on the right-hand side of (3.20) is also invariant under background transformations.
Thanks to these facts, we can easily check, from the right-hand side of formula (3.20), that SˆnbR
does satisfy the master equation (SˆnbR, SˆnbR) = 0.
It is convenient to relabel the fields {φ,C, C¯,B} as Φα, the sources K˘α as Kα and the fields
Φα′′ as Φα′. Then formulas (3.19) and (3.20) tell us that the canonical transformation
F (Φ,K ′) =
∫
φiKi ′φ +
∫
CIKI ′C + Fξ({0, 0, C¯, B}, {φ,C},K
′ , 0, 1)
is such that
F˜−1b SˆnbR = FSˆ
′
bR, (3.22)
where
Sˆ′bR(Φ,K) = Sc(φ) +
∫
BIζIJ(φ, ∂)B
J + wX1(0, {φ,C}, 0) −
∫
Rα(Φ)Kα
−
∫
RI
C¯
(C¯, C)KI
C¯
−
∫
RIB(B,C)K
I
B , (3.23)
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and F˜−1b is the canonical transformation that undoes the background shift. Precisely, F˜
−1
b is the
inverse of the transformation generated by
F˜b(Φ,Φ,K
′) =
∫
(Φα −Φα)K ′α,
which is obtained from (2.5) by reducing the set of fields and sources and downgrading the
background fields Φ to the role of mere spectators.
Making the further canonical transformation Fζ , where
Fζ(Φ,K
′) =
∫
ΦαK ′α +
∫
C¯IζIJ(φ, ∂)B
J ,
we get Fζ Sˆ
′
bR = Sˆ
′′
bR, where
Sˆ′′bR(Φ,K) = Sc(φ) + wX1(0, {φ,C}, 0) −
∫
Rα(Φ)Kα −
∫
RI
C¯
(C¯, C)KI
C¯
−
∫
RIB(B,C)K
I
B .
In this derivation, it is helpful to recall that the last term of Fζ with φ→ φ is invariant under the
background transformations. Thus, Fζ simply cancels the second term on the right-hand side of
(3.23).
Finally, the canonical transformation generated by [check (2.6)]
F˜nm(Φ,K
′) =
∫
ΦαK ′α −
∫
RI
C¯
(C¯, C)K ′IB ,
gives F˜−1nm Sˆ
′′
bR = Sˆ
′′′
bR, where
Sˆ′′′bR(Φ,K) = Sc(φ) + wX1(0, {φ,C}, 0) −
∫
Rα(Φ)Kα = S(Φ,K) + wX1(0, {φ,C}, 0).
In the last step, we have used (2.2). Collecting the results found so far, we get
F˜−1b SˆnbR = FF
−1
ζ F˜nmSˆ
′′′
bR.
More explicitly, the canonical transformation Φ,K → Φ′,K ′ generated by FF−1ζ F˜nm is such that
SˆnbR(Φ
′,K ′) = S(Φ,K) + wX1(0, {φ,C}, 0). (3.24)
Note that formula (3.21) can be recast in the form
(S,X1(0, {φ,C}, 0)) = 0. (3.25)
Together with (S, S) = 0, this formula and (3.24) give back (SˆnbR, SˆnbR) = 0.
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Let Gi(φ,C) denote a basis of local functionals of ghost number g that satisfy (S,Gi) = 0 and
are constructed with the physical fields φ and the ghosts C. For g = 0 they are just the usual
gauge invariant local functionals. We have the expansion
X1(0, {φ,C}, 0) =
∑
i
τiGi(φ,C), (3.26)
where τi are constants, and formula (3.24) gives
Sˆnb(Φ
′,K ′) +wX0(Φ
′,K ′) = S(Φ,K) + w
∑
i
τiGi(φ,C). (3.27)
This formula relates the background field functionals with the nonbackground functionals.
With the help of a few other manipulations, we can work out the interpolation between the two
sides and conclude the proof of the theorem.
Step 4 of proof: Interpolation of the result
Using (2.28) and (3.9), it is easy to check the composition rule F = F¯Y F¯ , where F is the
transformation encoded in (3.19), while F¯ and F¯Y are the transformations generated by
F¯ (Φ,K ′) =
∫
ΦαK ′α −
∫
C¯IGIi(0, ∂)φi +
∫
C¯I(ζIJ(φ, ∂) − ζIJ(0, ∂))B
J
+
∫
RI
C¯
(C¯, C)KI ′B −
∫
C¯IζIJ(0, ∂)R
J
C¯
(C¯, C), (3.28)
F¯Y (Φ,K
′) =
∫
ΦαK ′α + w
∫ 1
0
dξYξ(0, 0, C¯, φ, C, K˜
i ′
φ ,K
′
C , ξ), (3.29)
respectively. Using this property and collecting the canonical transformations made so far, we
can write the identity (3.27) in the compact form
F˜−1nmFζ F¯
−1F¯−1Y F˜
−1
b (Sˆnb + wX0) = S+ w
∑
i
τiGi. (3.30)
Applying the composition rules recalled in the appendix, in particular formula (A.3), it is easy to
check that
F¯F−1ζ F˜nm = F˜
′
gf,
where
F˜ ′gf(Φ,K
′) =
∫
ΦαK ′α −Ψ
′(Φ)
is the reduced version of (2.18). Thus, formula (3.30) simplifies to
F˜ ′−1gf F¯
−1
Y F˜
−1
b (Sˆnb + wX0) = S+ w
∑
i
τiGi. (3.31)
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The terms independent of w give
F˜ ′−1gf F˜
−1
b Sˆnb = S, (3.32)
which can be easily verified. Indeed, by formula (2.21), if we undo the background shift and the
gauge fixing on the action Sˆnb, we obtain the starting action S.
The terms of (3.31) that are proportional to w can be better read after acting on both sides
with F¯Y F˜
′
gf, which gives
wF˜−1b X0 = (F¯Y − 1)F˜
−1
b Sˆnb + w
∑
i
τiGi. (3.33)
Define the functional
Υ(Φ,K) = (−1)g+1
∫ 1
0
dξ′Yξ(0, 0, C¯, φ, C, K¯φ ,KC , ξ
′), (3.34)
where K¯φ is defined in formula (2.23). Then from (3.33) we can write
F˜−1b X0 =
∑
i
τiGi + (F˜
−1
b Sˆnb,Υ). (3.35)
At this point, we start looking at the functionals as functionals of Φ,Φ,K,K again. We
obviously have F˜−1b Sˆnb = F
−1
b Sˆnb and F˜
−1
b X0 = F
−1
b X0, since Sˆnb and X0 are independent of
K. Moreover, (F˜−1b Sˆnb,Υ) = JF
−1
b Sˆnb,ΥK = JF
−1
b Snb,ΥK = F
−1
b JSnb, FbΥK, where we have used
JF−1b S¯nb,ΥK = 0, which is due to the fact that F
−1
b S¯nb just depends on Φ,K, while Υ just depends
on Φ,K. Applying Fb to both sides of (3.35), we obtain
X0(Φ + Φ,K) =
∑
i
τiGi(φ+ φ,C +C) + JSnb, FbΥK. (3.36)
Using this result together with formula (3.11), we find
FξSRξ = Snb + w
∑
i
τiGi(φ+ φ,C + C) + wJFξSRξ, FbΥK.
Now we apply F−1ξ to both sides and use SRξ = Sξ + wXξ from the first formula of (3.7) and
F−1ξ = C(−ξQ)F
−1
Y ξ from (3.12). Noting that C(−ξQ) leaves Gi(φ+ φ,C + C) invariant, because
it does not affect the fields besides BI , we find
Sξ + wXξ = C(−ξQ)F
−1
Y ξ Snb + w
∑
i
τiGi(φ+ φ,C + C) + wJSξ,C(−ξQ)FbΥK. (3.37)
Using (3.13) and (2.29), we observe that
F−1Y ξ Snb = Snb − wJSnb,ΥξK, C(−ξQ)F
−1
Y ξ Snb = Sξ − wJSξ,C(−ξQ)ΥξK,
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where
Υξ(Φ,Φ,K, ξ) = (−1)
g+1
∫ ξ
0
dξ′Yξ(φ,C, C¯, φ, C, K¯φ,KC , ξ
′). (3.38)
Finally, formula (3.37) gives
Xξ(Φ,Φ,K, ξ) =
∑
i
τiGi(φ+ φ,C + C) + JSξ, χξK, (3.39)
where
χξ(Φ,Φ,K, ξ) = C(−ξQ) (FbΥ−Υξ) . (3.40)
Formula (3.39) coincides with (3.6) once we set G(φ,C) =
∑
i τiGi(φ,C). Using (2.28), (3.34),
(3.38) and (2.31), we find
χξ(Φ,Φ,K, ξ) = (−1)
g+1
∫ 1
0
dξ′Yξ(0, 0, C¯, φ + φ,C + C, K˜φ(ξ),KC , ξ
′)
−(−1)g+1
∫ ξ
0
dξ′Yξ(φ,C, C¯, φ, C, K˜φ(ξ),KC , ξ
′).
This functional is local and independent of B, KC¯ , KB and K. Moreover, χξ(Φ,Φ,K, 0) just
depends on Φ + Φ and K. Finally, χξ({0, 0, C¯, B},Φ,K, 1) = 0. This concludes the proof of the
theorem.
Observe that χξ satisfies the equation
∂χξ
∂ξ
− Jχξ, Q˜K = (−1)
gYξ,
which can be proved by using (A.1) on (3.40) and noting that C(−ξQ)Q˜ = Q˜.
Formulas (3.39) and (3.26) tell us that, in the end, the nontrivial cohomological content of
the functional Xξ is just X1(0,Φ, 0), which can be worked out with the background field method
by evaluating Feynman diagrams that just have background fields φ and background ghosts C on
their external legs.
4 Conclusions
We have studied the cohomology of the local functionals of arbitrary ghost numbers generated by
renormalization in quantum field theories whose gauge symmetries are general covariance, local
Lorentz symmetry, non-Abelian Yang-Mills symmetries and Abelian gauge symmetries. The case
of ghost number 0 is important to characterize the divergent parts of Feynman diagrams. The
case of ghost number 1 is important for the local contributions to the potential anomalies.
Using the Batalin-Vilkovisky formalism and the background field method, we have proved
that a closed local functional can always be written as a local functional that just depends on
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the physical fields φ and the Faddeev-Popov ghosts C, plus an exact functional, which is equal
to the BV antiparentheses between the action and another local functional. Every term that
depends nontrivially on the antighosts C¯, the Lagrange multipliers B for the gauge fixing and/or
the sources K coupled to the symmetry transformations of the fields is cohomologically trivial.
The basic idea of the proof is to interpolate between the background field approach and
the usual, nonbackground approach by means of canonical transformations. This allows us to
take advantage of the virtues of both approaches, and highlight, among other things, that the
counterterms and the local contributions to the potential anomalies are not just cohomologically
closed, but satisfy more restrictive conditions. We have managed to translate those conditions into
simple mathematical assumptions and obtain a general theorem. The result supersedes numerous
involved arguments that exist in the literature and offers a better understanding of the matter. It
can be used to upgrade the recent proof [17] of the Adler-Bardeen theorem in nonrenormalizable
theories.
Appendix. Useful formulas
In this appendix we collect a few reference formulas that are used in the paper.
The functional −
∫
Rα(Φ)Kα that appears in (2.2) reads∫
(Cρ∂ρA
a
µ +A
a
ρ∂µC
ρ − ∂µC
a − gfabcAbµC
c)KµaA +
∫ (
Cρ∂ρC
a +
g
2
fabcCbCc
)
KaC
+
∫
(Cρ∂ρe
aˆ
µ + e
aˆ
ρ∂µC
ρ + C aˆbˆe
µbˆ
)Kµaˆ +
∫
Cρ(∂ρC
µ)KCµ +
∫
(C aˆcˆη
cˆdˆ
C dˆbˆ + Cρ∂ρC
aˆbˆ)KC
aˆbˆ
+
∫ (
Cρ∂ρψ¯L −
i
4
ψ¯Lσ
aˆbˆC
aˆbˆ
+ gψ¯LT
aCa
)
Kψ +
∫
Kψ¯
(
Cρ∂ρψL −
i
4
σaˆbˆC
aˆbˆ
ψL + gT
aCaψL
)
+
∫
(Cρ(∂ρϕ) + gT
aCaϕ)Kϕ −
∫
BaKa
C¯
−
∫
BµK
µ
C¯
−
∫
B
aˆbˆ
K aˆbˆ
C¯
.
Here aˆ, bˆ, . . . are local Lorentz indices, while Cµ-C¯µ-Bµ, C
aˆbˆ-C¯
aˆbˆ
-Baˆbˆ and Ca-C¯a-Ba denote the
ghosts, the antighosts and the Lagrange multipliers of diffeomorphisms, local Lorentz symmetry
and Yang-Mills symmetry, respectively. Moreover, ϕ are scalar fields and ψL are left-handed
fermions, while Ta and T a are the anti-Hermitian matrices associated with their representations.
A helpful identity tells us that if Y (Φ,K) is a functional that behaves as a scalar [i.e. such
that Y ′(Φ′,K ′) = Y (Φ,K)] under the canonical transformation Φ,K → Φ′,K ′, generated by the
functional F (Φ,K ′), then we have [26, 22]
∂Y ′
∂ζ
=
∂Y
∂ζ
− (Y, F˜ζ), (A.1)
where F˜ζ(Φ,K) = Fζ(Φ,K
′(Φ,K)) and Fζ(Φ,K
′) = ∂F/∂ζ. In this formula, the ζ derivative
of each functional is evaluated while the natural arguments of the functional are kept constant.
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Precisely, Φ′ and K ′ are constant in the ζ derivative of Y ′, while Φ and K are constant in the ζ
derivative of Y , and Φ and K ′ are constant in the ζ derivative of F .
In ref. [25], various formulas for the manipulation of canonical transformations at the level
of their generating functions have been given. In particular, if FA(q, P ) = q
iP i + A(q, P )
and FB(q, P ) = q
iP i + B(q, P ) are the generating functions of two canonical transformations
q, p → Q,P , the generating function of the composed transformation FC = FBFA is written as
FC(q, P ) = q
iP i + C(q, P ), where the function C(q, P ) is expressed as a sum of monomials built
with A, B and their derivatives
Ai1···in =
∂nA(q, P )
∂Pi1 · · · ∂Pin
, Bi1···in =
∂nB(q, P )
∂qi1 · · · ∂qin
.
The first contributions to C(q, P ) are
C = A+B +AiB
i +
1
2
AiB
ijAj +
1
2
BiAijB
j + · · · (A.2)
These results extend straightforwardly to the BV formalism. When we compose the canonical
transformations Φ,K → Φ′,K ′ generated by FA(Φ,K
′) =
∫
ΦαK ′α + A(Φ,K
′) and FB(Φ,K
′) =∫
ΦαK ′α +B(Φ,K
′), we write the result as FC = FBFA, where FC(Φ,K
′) =
∫
ΦαK ′α +C(Φ,K
′).
In the applications of this paper, due to the simple structures of the functionals A and B, formula
(A.2) effectively reduces to
C = A+B +
∫
δA
δK ′α
δB
δΦα
. (A.3)
Several operations on canonical transformations can be handled more practically by means
of the componential map C [25], which expresses the generating function F (q, P ) in terms of a
another function X(q, P ) as C(X(q, P )), with the expansion
C(X) = I +X +
1
2
XiX
i +
1
3!
(
XijX
iXj +XjXijXi +X
ijXiXj
)
+ · · · , (A.4)
where
Xi1···inji···jm ≡
∂n+mX(q, P )
∂qi1 · · · ∂qin∂P j1 · · · ∂P jm
.
The advantage of the componential map C(X) is that it satisfies the Baker-Campbell-Hausdorff
(BCH) formula, like the exponential map ead(X), where ad(X)Y = {X,Y } is the adjoint map and
{X,Y } are the Poisson brackets of X and Y . Precisely, if we define X△Y from the BCH formula
ead(X)ead(Y ) = ead(X+Y+X△Y ), (A.5)
then the componential map satisfies
C(X)C(Y ) = C(X + Y +X△Y ),
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where the product on the left-hand side is the composition of the canonical transformations. In
particular, the inverse of C(X) is just C(−X).
Again, the generalization to the BV formalism is straightforward and, due to the simple
structures of the functionals X(Φ,K ′), in most applications of this paper the expansion (A.4) of
the componential map effectively reduces to
C(X(Φ,K ′)) =
∫
ΦαK ′α +X(Φ,K
′) +
1
2
∫
δX
δK ′α
δX
δΦα
. (A.6)
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