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A NOTE ON THE QUANTIZATION ERROR FOR
IN-HOMOGENEOUS SELF-SIMILAR MEASURES
SANGUO ZHU
Abstract. We further study the asymptotics of quantization errors for two
classes of in-homogeneous self-similar measures µ. We give a new sufficient
condition for the upper quantization coefficient for µ to be finite. This, to-
gether with our previous work, leads to a necessary and sufficient condition
for the upper and lower quantization coefficient of µ to be both positive and
finite. Furthermore, we determine (estimate) the convergence order of the
quantization error in case that the quantization coefficient is infinite.
1. Introduction
Let (fi)
N
i=1 be a family of contractive similitudes on R
q. By [7], there exists a
unique non-empty compact set E satisfying
E = f1(E) ∪ · · · ∪ fN(E).
This set is called the self-similar set associated with (fi)
N
i=1. Given a probability
(qi)
N
i=1, there exists a unique Borel probability measure P supported on E with
P =
N∑
i=1
qiP ◦ f
−1
i .(1.1)
The measure P is called the self-similar measure associated with (fi)
N
i=1 and the
probability vector (qi)
N
i=1.
Let ν be a Borel probability measure on Rq with compact support C and (pi)
N
i=0
a probability vector with pi > 0 for all 0 ≤ i ≤ N . By [1, 10], there exists a unique
a Borel probability measure µ satisfying
µ = p0ν +
N∑
i=1
piµ ◦ f
−1
i .(1.2)
We call the measure µ the in-homogeneous self-similar measure (ISM) associated
with (fi)
N
i=1, (pi)
N
i=0 and ν. The support K of µ is the unique nonempty compact
set satisfying
K = C ∪ f1(K) ∪ · · · ∪ fN(K).(1.3)
Without loss of generality, we always assume that the diameter of K equals 1. We
further consider the following two disjoint classes of ISMs.
Case (i): Let (fi)
N
i=1 satisfy the open set condition (OSC), namely, there exists
a non-empty bounded open set U such that fi(U), 1 ≤ i ≤ N , are pairwise disjoint
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and
⋃N
i=1 fi(U) ⊂ U . Let ν a self-similar measure associated with (fi)
N
i=1 and a
probability vector (ti)
N
i=1 with ti > 0 for all 1 ≤ i ≤ N . Then C = E; by (1.3), we
have that K = E.
Case (ii): Let (gi)
M
i=1 be a family of contractive similitudes satisfying the OSC
with contraction ratios (ci)
M
i=1. Let ν be the self-similar measure associated with
(gi)
M
i=1 and a probability vector (ti)
M
i=1 with ti > 0 for all 1 ≤ i ≤ M . Let
cl(A), ∂(A) and int(A) respectively denote the closure, boundary and interior in
R
q of a set A. We assume a modified version of the in-homogeneous open set con-
dition (IOSC) proposed in [10]: there exists a bounded non-empty open set U such
that
(1)
⋃N
i=1 fi(U) ⊂ U and fi(U) ∩ fj(U) = ∅, 1 ≤ i 6= j ≤ N ;
(2) E ∩ U 6= ∅ and C ⊂ U ;
(3) ν(∂(U)) = 0; C ∩ fi(cl(U)) = ∅ for all 1 ≤ i ≤ N .
Let (si)
N
i=1 be the contraction ratios of (fi)
N
i=1. For Case (i), we define two
positive numbers ξ1,r, ξ2,r by
N∑
i=1
(tis
r
i )
ξ1,r
ξ1,r+r = 1;
N∑
i=1
(pis
r
i )
ξ2,r
ξ2,r+r = 1.
As no confusion could arise, we define for Case (ii), two positive numbers, which
we still denote by ξ1,r, ξ2,r, by
M∑
i=1
(tic
r
i )
ξ1,r
ξ1,r+r = 1;
N∑
i=1
(pis
r
i )
ξ2,r
ξ2,r+r = 1.
In the present paper, we will further examine the finiteness of the upper quan-
tization coefficient for µ. We refer to [2] for mathematical foundations of quanti-
zation theory and [6] for its deep background in information theory. One may see
[3, 4, 5, 11] for more related results.
For a Borel probability measure P , the s-dimensional upper and lower quantiza-
tion coefficient are defined by
Q
s
r(P ) := lim sup
n→∞
n
r
s ern,r(P ), Q
s
r
(P ) := lim inf
n→∞
n
r
s ern,r(P ),
where en,r(P ) is the error in the approximation of P with discrete probability
measures supported on at most n points in the sense of Lr-metrics. Set
Dk := {α ⊂ R
q : 1 ≤ card(α) ≤ k}, k ≥ 1.
Then by [2], we have the following equivalent definition for en,r(P ):
en,r(P ) := inf
α∈Dn
(∫
d(x, α)rdP (x)
) 1
r
.
By [2, Theorem 4.12], en,r(P ) is strictly decreasing with respect to n provided that
card(supp(P )) =∞ and
∫
|x|rdP (x) <∞.
The upper (lower) quantization dimension Dr(P ) (Dr(P )) for P of order r is
exactly the critical point at which the upper (lower) quantization coefficient jumps
from zero to infinity (cf. [2, 11]):
Dr(P ) := lim sup
n→∞
logn
− log en,r(P )
, Dr(P ) := lim inf
n→∞
logn
− log en,r(P )
.
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Both the upper (lower) dimension and the upper (lower) quantization coefficient
are characterizations of the asymptotic properties of the quantization errors, while
the latter provides us with more accurate information.
Although the supports and mass distributions of the ISMs in the above two cases
are completely different (see (2.1) and (2.8)), these ISMs share many properties
concerning the asymptotic quantization errors. As is proved in [12, 13], for an ISM
in Case (i) or (ii), we have
Dr(µ) = Dr(µ) = ξr := max{ξ1,r, ξ2,r};(1.4)
Qξr
r
(µ) > 0; Q
ξr
r (µ) <∞ if ξ1,r > ξ2,r.(1.5)
It was left open whether the Q
ξr
r (µ) <∞ when ξ1,r < ξ2,r. We will prove
Theorem 1.1. Let µ be an ISM in Case (i) or (ii). Then Q
ξr
r (µ) <∞ if ξ1,r < ξ2,r.
For two number sequences (an)
∞
n=1 and (bn)
∞
n=1, we write an . bn (an & bn) if
there exists a constant C > 0 such that an ≤ Cbn (an ≥ Cbn) for all large n; we
write an ≍ bn if an . bn and an & bn. By Theorem 1.1, (1.4) and (1.5), for an
ISM µ in Case (i) or (ii), we have, Q
ξr
r (µ) < ∞ if and only if ξ1,r 6= ξ2,r. As a
consequence, we have
ern,r(µ) ≍ n
− r
ξr if ξ1,r 6= ξ2,r.
For the cases when ξ1,r = ξ2,r, we will show
Theorem 1.2. Assume that ξ1,r = ξ2,r. Then for an ISM µ in Case (i), we have
n−
r
ξr · logn . ern,r(µ) . n
− r
ξr · (logn)
ξr+r
ξr ;(1.6)
for an ISM µ in Case (ii), we have
ern,r(µ) ≍ n
− r
ξr (log n)
ξr+r
ξr .(1.7)
At the end of the paper, we will construct concrete examples to illustrate our
main result. In contrast to self-similar measures (cf. [3, Theorem 3.1]), our examples
also show that, the upper quantization coefficient for an ISM µ of order r can be
finite for some r while infinite for another r.
2. Proofs of main results
2.1. Proof of Theorem 1.1: Case (i). We will need the following notations. Set
Ωn := {1, . . . , N}
n, n ≥ 1; Ω∗ :=
∞⋃
n=1
Ωn; Ω∞ := {1, . . . , N}
N;
sσ :=
n∏
h=1
sσh , pσ :=
n∏
h=1
pσh , tσ :=
n∏
h=1
tσh , σ = (σ1, . . . , σn) ∈ Ωn.
For σ ∈ Ωn, we define |σ| := n and σ|0 = θ :=empty word. For 1 ≤ h < n and
σ ∈ Ω∗ with |σ| ≥ h, we write
σ
(l)
−h := (σh+1, . . . , σ|σ|), σ|h := (σ1, . . . , σh), σ
− := σ||σ|−1.
As is shown in [13, Lemma 2.1], we have
µ(Eσ) =
k−1∑
h=0
p0pσ|htσ(l)
−h
+ pσ, σ ∈ Ωk, k ≥ 1.(2.1)
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For σ, τ ∈ Ω∗, we write σ ∗ τ := (σ1, . . . , σ|σ|, τ1, . . . , τ|τ |).
If σ, τ ∈ Ω∗ and |σ| ≤ |τ |, σ = τ ||σ|, then we write σ  τ and call σ a predecessor
of τ . A finite set Γ ⊂ Ω∗ is called an antichain if for any two words σ, τ ∈ Γ, we
have neither σ  τ nor τ  σ; a finite antichain Γ is said to be maximal if every
τ ∈ Ω∞ has a predecessor in Γ. We write
h(σ) := µ(Eσ)s
r
σ; ηr := min1≤i≤N
min
{
(p0ti + pi), ti
}
sri ;
Λk,r := {σ ∈ Ω
∗ : h(σ−) ≥ k−1η
r
> h(σ)}, Nk,r := card(Λk,r).
One can see that Λk,r, k ≥ 1, are finite maximal antichains.
For an ISM µ in Case (i), by [13, Lemma 2.2], we have
D
∑
σ∈Λk,r
h(σ) ≤ erNk,r,r(µ) ≤
∑
σ∈Λk,r
h(σ),(2.2)
where D > 0, is a constant which is independent of k. We write
λk,r :=
∑
σ∈Λk,r
h(σ)
ξr
ξr+r , λ := lim sup
k→∞
λk,r , λ := lim inf
k→∞
λk,r ;(2.3)
Qk,r := N
r
ξr
k,reNk,r,r(µ), P
ξr
r (µ) := lim sup
k→∞
Qk,r.
Lemma 2.1. We have λk,r ≍ Q
ξr
ξr+r
k,r . As a result, we have, Q
ξr
r (µ) < ∞ if and
only if λ <∞; Qξr
r
(µ) > 0 if and only if λ > 0.
Proof. By (2.2), for all large k, we have∑
σ∈Λk,r
h(σ) ≤ D−1erNk,r,r(µ).
Thus, by Ho¨lder’s inequality, for all large k, we have
λk,r =
∑
σ∈Λk,r
h(σ)
ξr
ξr+r ≤
( ∑
σ∈Λk,r
h(σ)
) ξr
ξr+r
N
r
ξr+r
k,r
≤
(
D−1erNk,r,r(µ)
) ξr
ξr+r
·N
r
ξr+r
k,r ≍ Q
ξr
ξr+r
k,r .
It follows that λ
ξr+r
ξr
k,r . Qk,r. On the other hand, by (2.3) and the definition of
Λk,r, one can see that Nk,r(k
−1η2
r
)
ξr
ξr+r ≤ λk,r . It follows that
erNk,r,r(µ) ≤
∑
σ∈Λk,r
h(σ) ≤
∑
σ∈Λk,r
h(σ)
ξr
ξr+r · h(σ)
r
ξr+r ≤ λk,r(k
−1η
r
)
r
ξr+r
≤ λk,r(λk,rN
−1
k,r )
r
ξr η−
r
ξr+r
r
= N
− r
ξr
k,r η
− r
ξr+r
r
λ
1+ r
ξr
k,r .
Hence λ
ξr+r
ξr
k,r & Qk,r. Combining the above analysis, the first part of the lemma
follows. This and [13, Lemma 3.6] imply the remaining part. 
Remark 2.2. In view of (2.1), ISMs in Case (i) are typically not Markov-type
measures. However, for the proof of Theorem 1.1 Case (i),we will benefit from [8,
Proposition 3.13] for some ideas of classifying words in Λk,r, while the techniques
we used in [13] unfortunately does not work.
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Proof of Theorem 1.1: Case (i)
For every k ≥ 1, we have
λk,r =
∑
σ∈Λk,r
( |σ|−1∑
h=0
(p0pσ|htσ(l)
−h
)srσ + pσs
r
σ
) ξr
ξr+r
≤
∑
σ∈Λk,r
|σ|−1∑
h=0
(p0pσ|htσ(l)
−h
srσ)
ξr
ξr+r +
∑
σ∈Λk,r
(pσs
r
σ)
ξr
ξr+r .(2.4)
For each h ≥ 1 and ρ ∈ Ωh, we write
Γ(ρ) := {ω ∈ Ω∗ : ω ∗ ρ ∈ Λk,r}.
One can see that Γ(ρ) may be empty for some ρ ∈ Ω∗. Set
ηr := max
1≤i≤N
max
{
(p0ti + pi), ti
}
sri .
Let H be the smallest integer such that ηHr < 2
−1. For ω ∈ Γ(ρ) and τ ∈ ΩH ,
h(ω ∗ τ ∗ ρ) < k−1η
r
· ηHr < k
−1η
r
· 2−1 ≤ (k + 1)−1η
r
.
This implies that,
∣∣|ω| − |ω˜|∣∣ ≤ H for every pair ω, ω˜ ∈ Γ(ρ) with ω  ω˜ or ω˜  ω.
For every σ ∈ Ω∗ and j ≥ 0, we write
Γ(σ, j) := {τ ∈ Ω|σ|+j : σ  τ}.(2.5)
Then, by the above analysis, there exists a finite antichain Υ(ρ) such that
Γ(ρ) ⊂
⋃
τ∈Υ(ρ)
H⋃
j=1
Γ(τ, j).(2.6)
By the hypothesis, we have, ξr = ξ2,r > ξ1,r. Hence,
b(ξr) :=
N∑
i=1
(pis
r
i )
ξr
ξr+r = 1.
Furthermore, we have
∑
σ∈Υ(pσs
r
σ)
ξr
ξr+r = 1 for every finite maximal antichain Υ.
Using this and (2.6), we deduce
∑
ω∈Γ(ρ)
(pωs
r
ω)
ξr
ξr+r ≤
∑
τ∈Υ(ρ)
H∑
j=1
∑
σ∈Γ(τ,j)
(pσs
r
σ)
ξr
ξr+r
≤
∑
τ∈Υ(ρ)
(pτs
r
τ )
ξr
ξr+r
(
1 +
H∑
j=1
( N∑
i=1
(pis
r
i )
ξr
ξr+r
)h)
= 1 +H.(2.7)
Set l1j := minσ∈Λk,r |σ| and l2j := maxσ∈Λk,r |σ|. We classify the words in Λk,r
according to the suffices σ
(l)
−h. Note that for every σ ∈ Λk,r, we have l1j ≤ |σ| ≤ l2j
and σ
(l)
−h ∈ Ω|σ|−h, h ≤ |σ| − 1. We have
Λk,r ⊂
l2j⋃
n=1
n−1⋃
h=1
⋃
ρ∈Ωn−h
Γ(ρ) =
l2j−1⋃
h=1
⋃
ρ∈Ωh
Γ(ρ).
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Since Λk,r is a maximal antichain, we have,
∑
σ∈Λk,r
(pσs
r
σ)
ξr
ξr+r = 1. Using (2.4)
and (2.7), we further deduce
λk,r ≤
∑
σ∈Λk,r
|σ|−1∑
h=0
(pσ|htσ(l)
−h
srσ)
ξr
ξr+r + 1
≤
l2j−1∑
h=1
∑
ρ∈Ωh
∑
ω∈Γ(ρ)
(pωtρsωs
r
ρ)
ξr
ξr+r + 1
≤ (1 +H)
l2j−1∑
h=1
∑
ρ∈Ωh
(tρs
r
ρ)
ξr
ξr+r + 1.
Again, by the hypothesis, we have, a(ξr) :=
∑N
i=1(tis
r
i )
ξr
ξr+r < 1. Hence,
λk,r ≤ (1 +H)
l2j−1∑
h=1
a(ξr)
h + 1 ≤
(1 +H)a(ξr)
1− a(ξr)
+ 1 <∞.
Thus, by Lemma 2.1, we conclude that Q
ξr
r (µ) is finite.
2.2. Proof of Theorem 1.1: Case (ii). In the following, we consider ISMs in
Case (ii). Write
Φn := {1, . . . ,M}
n, Φ∗ :=
∞⋃
n=1
Φn, cσ :=
n∏
h=1
cσh .
All the notations for words in Φ∗ are defined in the same way as for words in Ω∗.
Let Γ(σ, j) be as defined in (2.5). For every σ ∈ Ω∗, we write
Γ∗(σ) :=
⋃
j≥1
Γ(σ, j).
For a finite maximal antichain Υ ⊂ Ω∗, we define
l(Υ) := min
ρ∈Υ
|ρ|, L(Υ) := max
ρ∈Υ
|ρ|.
For each σ ∈ Ωl(Υ), we define
ΛΥ(σ) := {τ ∈ Ω
∗ : σ  τ,Γ∗(τ) ∩Υ 6= ∅}, Λ∗Υ :=
⋃
σ∈Ωl(Υ)
ΛΥ(σ).
Assuming (1)-(3), by [12, lemma 2.2], for every σ ∈ Ω∗ and ω ∈ Φ∗, we have
µ(fσ(K)) = pσ, µ(fσ(Cω)) = p0pσtω.(2.8)
We will work with the following notations (cf. [13]):
pir := min
{
min
1≤i≤N
pis
r
i , min
1≤i≤M
tic
r
i
}
, pir := max
{
max
1≤i≤N
pis
r
i , max
1≤i≤M
tic
r
i
}
;
Γk,r := {σ ∈ Ω
∗ : pσ−c
r
σ− ≥ pi
k
r > pσc
r
σ}; l˜1k := min
σ∈Γk,r
|σ|, l˜2k := max
σ∈Γk,r
|σ|;
Γk,r(σ) := {ρ ∈ Φ
∗ : pσc
r
σtρ−c
r
ρ− ≥ pi
k
r > pσc
r
σtρc
r
ρ}, |σ| ≤ l1k − 1;
Ψk,r :=
l˜1k−1⋃
h=0
Ωh ∪ Λ
∗
Γk,r ; φk,r := card(Γk,r) + card(Ψk,r); Q˜k,r := φ
r
ξr
k,re
r
φk,r ,r
(µ).
A NOTE ON THE QUANTIZATION ERROR FOR ISMS 7
By [12, Lemmas 3.3, 4.10], for an ISM µ in Case (ii), we have
erφk,r,r(µ) ≍ λ˜k,r :=
∑
σ∈Ψk,r
∑
ρ∈Γk,r(σ)
(pσs
r
σtρc
r
ρ)
ξr
ξr+r +
∑
σ∈Γk,r
(pσs
r
σ)
ξr
ξr+r .(2.9)
Proof of Theorem 1.1: Case (ii)
Let H˜ be the smallest integer such that
(
max1≤i≤N pis
r
i
)H˜
< pir. Write
Λ(ρ) := {ω ∈ Ω∗ : pσc
r
σtρ−c
r
ρ− ≥ pi
k
r > pσc
r
σtρc
r
ρ}, ρ ∈ Φ
∗.(2.10)
As in Case (i), there exists some finite maximal antichain Υ˜(ρ) in Ω∗ such that
(2.6) and (2.7) hold with Λ(ρ), Υ˜(ρ), H˜ in place of Γ(ρ),Υ(ρ), H . We have
Ψk,r =
l1k−1⋃
h=1
Ωh ∪ Λ
∗
Γk,r ⊂
⋃
ρ∈Φ∗
Λ(ρ).
By the hypothesis, we have, a(ξr) :=
∑M
i=1(tρc
r
ρ)
ξr
ξr+r < 1. It follows that
λ˜k,r =
∑
σ∈Ψk,r
∑
ρ∈Γk,r(σ)
(pσs
r
σtρc
r
ρ)
ξr
ξr+r +
∑
σ∈Γk,r
(pσs
r
σ)
ξr
ξr+r
≤
∑
ρ∈Φ∗
∑
σ∈Λ(ρ)
(pσs
r
σtρc
r
ρ)
ξr
ξr+r + 1
≤ (1 + H˜)
∑
ρ∈Φ∗
(tρc
r
ρ)
ξr
ξr+r + 1 =
(1 + H˜)a(ξr)
1− a(ξr)
+ 1.(2.11)
Using (2.9) and the proof of Lemma 2.1, one show that Q˜k,r ≍ λ˜
ξr+r
ξr
k,r . By [12,
Lemma 3.2], we have φk,r ≍ φk+1,r . Hence, the theorem follows by (2.11).
2.3. Proof of Theorem 1.2. Let µ be an ISM in Case (i). Write
a(s) :=
N∑
i=1
(tis
r
i )
s
s+r , b(s) :=
N∑
i=1
(pis
r
i )
s
s+r ; s > 0.
By [13, Lemma 3.4], for all s ≥ ξr, we have∑
σ∈Λk,r
h(σ)
s
s+r ≤
l1k−1∑
h=0
a(s)l1k−hb(s)h +
l2k∑
h=l1k
b(s)h + b(s)l1k(2.12)
By the hypothesis, ξ1,r = ξ2,r. Thus, we have
ξr = ξ1,r = ξ2,r; a(ξr) = b(ξr) = 1.
This, together with (2.12), yields
λk,r =
∑
σ∈Λk,r
h(σ)
ξr
ξr+r ≤ l2k + 2.(2.13)
On the other hand, it is proved in [13, Lemma 3.5] that
λk,r =
∑
σ∈Λk,r
h(σ)
ξr
ξr+r ≥ (p0l1k)
ξr
ξr+r .(2.14)
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Combining (2.12), (2.13) and the proof of Lemma 2.1, we deduce
erNk,r,r(µ)
 . λ
ξr+r
ξr
k,r N
− r
ξr
k,r ≤ l
ξr+r
ξr
2k N
− r
ξr
k,r
& N
− r
ξr
k,r λ
ξr+r
ξr
k,r & l1kN
− r
ξr
k,r
.(2.15)
Also, by (2.12), (2.13) and the definition of Γk,r , we have
l1k ≤ Nk,r · (k
−1η
r
)
ξr
ξr+r ≤ (l2k + 2) · η
− ξr
ξr+r
r
. l2k.
Hence, l1k(kη
−1
r
)
ξr
ξr+r . Nk,r . l2k(kη
−1
r
)
ξr
ξr+r . By the definition of l1k and l2k,
ηl1k
r
< k−1η
r
; (ηr)
l2k−1 ≥ k−1η2
r
.
Hence, l1k, l2k ≍ log k. Combining the above analysis, we obtain
logNk,r ≍ log log k +
ξr
ξr + r
log k ≍ log k.
This, together with (2.15), yields
N
− r
ξr
k,r logNk,r . e
r
Nk,r,r
(µ) . N
− r
ξr
k,r (logNk,r)
ξr+r
ξr .(2.16)
As we noted [13, Lemma 3.6], we have, Nk+1,r ≤ NNk,r. For every n, there exists
a unique k such that Nk,r ≤ n < Nk+1,r. Hence,
ern,r(µ)
{
≤ erNk,r,r(µ) . N
− r
ξr
k,r (logNk,r)
ξr+r
ξr . n−
r
ξr (log n)
ξr+r
ξr
≥ erNk+1,r,r(µ) & N
− r
ξr
k+1,r logNk+1,r & n
− r
ξr logn
.
Next, let µ be an ISM in Case (ii). Note that
∑
σ∈Γk,r
(pσs
r
σ)
ξr
ξr+r = 1. By the
proof of [12, Lemma 3.5], we have
l˜1k ≤ λ˜k,r =
l˜1k−1∑
h=0
∑
σ∈Ωh
(pσs
r
σ)
ξr
ξr+r + 1 +
∑
σ∈Λ∗Γk,r
(pσs
r
σ)
ξr
ξr+r
≤
l˜1k−1∑
h=0
a(ξr)
h + 1 +
l˜2k−1∑
h=l˜1k
a(ξr)
h = l˜2k + 2.(2.17)
By the definition of Γk,r and Γk,r(σ), we deduce
l˜1k ≤ φk,r · pi
kξr
ξr+r
r ≤ (l˜2k + 2) · pi
− ξr
ξr+r
r ≍ l˜2k.
From this, we further deduce
l˜1kpi
− kξr
ξr+r
r . φk,r . l˜2kpi
− kξr
ξr+r
r .(2.18)
By the definition of l˜1k and l˜2k, one can see that
pil˜1kr < pi
k
r ; pi
l˜2k−1
r ≥ pi
k
r ; implying l˜1k, l˜2k ≍ k.(2.19)
Combining (2.18) and (2.19), we obtain that logφk,r ≍ k. As is pointed out in the
proof for Theorem 1.1 Case (ii), we have
Q˜k,r = φ
r
ξr
k,re
r
φk,r,r
(µ) ≍ λ˜
ξr+r
ξr
k,r .
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Using this, and (2.17), we get the following estimate:
erφk,r ,r(µ) ≍ φ
− r
ξr
k,r λ˜
ξr+r
ξr
k,r ≍ φ
− r
ξr
k,r k
ξr+r
ξr ≍ φ
− r
ξr
k,r (logφk,r)
ξr+r
ξr .
Since φk,r ≍ φk+1,r , as we did in the proof for ISMs in Case (i), by reducing the
sequence (n)∞n=1 to (φk,r)
∞
k=1, one can obtain (1.7).
3. Examples and remarks
Example 3.1. We consider the following similitudes on R1:
f1(x) =
1
8
x, f2(x) =
1
8
x+
7
8
.
Let (pi)
2
i=0 be a probability vector satisfying
0 < p0 < δ0 := 1− exp
(
− 2−1(log 9− log 8)
)
, p1 = p2 = 2
−1(1− p0).
Let (t1, t2) = (1/3, 2/3) and let µ be the ISM in Case (i). Then for large r, we have
Dr(µ) = ξr = ξ2,r > ξ1,r; 0 < Q
ξr
r
(µ) ≤ Q
ξr
r (µ) <∞.(3.1)
In fact, as pointed out in (14.17) of [2], by implicit differentiation, we have
ξ′1,r(r) =
ξ1,r
r
∑2
i=1(tis
r
i )
ξ1,r
ξ1,r+r (log ti − ξ1,r log si)∑2
i=1(tis
r
i )
ξ1,r
ξ1,r+r (log ti + r log si)
.
By [2], ξ1,r → log 2/ log 8 as r →∞. Hence, by L’Hopital’s rule, we deduce
lim
r→∞
(
r
ξ1,r
log 2− r log 8
)
= lim
r→∞
ξ′1,r(r) log 2
ξ21,rr
−2
= lim
r→∞
log 2
∑2
i=1(tis
r
i )
ξ1,r
ξ1,r+r (log ti − ξ1,r log si)
ξ1,r
∑2
i=1(tis
r
i )
ξ1,r
ξ1,r+r (r−1 log ti + log si)
=
1
2
(log 9− log 8).
It follows that 2
− r
ξ1,r 8r → 1− δ0. Thus, for sufficiently large r, we have
p0 < 1− 2
− r
ξ1,r 8r and 1− p0 > 2
− r
ξ1,r 8r.
As in [13, Remark 1.4], for large r, we have
2∑
i=1
(pis
r
i )
ξ1,r
ξ1,r+r = 2(2−1(1 − p0)s
r
i )
ξ1,r
ξ1,r+r > 1.
This implies that ξ1,r < ξ2,r for all large r. By Theorem 1.1, (3.1) follows.
Example 3.2. Let (fi)
2
i=1, (ti)
2
i=1 and (pi)
2
i=0be as defined in Example 3.1. We
consider the following similitudes on R1:
g1(x) =
1
8
x+
1
3
, g2(x) =
1
8
x+
13
24
.
We denote by µ an ISM in Case (ii). One can easily see that the IOSC is satisfied
for µ. As is calculated in Example 3.1, we have ξ1,r < ξ2,r for all large r. Hence,
by Theorem 1.1, we know that Q
ξr
r (µ) is finite.
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Remark 3.3. By [12, Corollary 1.2], we have ξ1,r > ξ2,r for all sufficiently small
r > 0. In fact, for any t > 0, we have
N∑
i=1
(pis
r
i )
t
t+r ≤
( N∑
i=1
pi
) t
t+r
( N∑
i=1
sti
) r
t+r
→ (1− p0) < 1 (r → 0).
This implies that ξ2,r → 0 as r → 0, while by Corollary 12.16 of [2], ξ1,r is bounded
from below by the Hausdorff dimension of ν, which is positive.
Remark 3.4. In Examples 3.1,3.2, for all large r, we have ξ1,r < ξ2,r. By this,
Remark 3.3 and the intermediate-value theorem, we deduce that there exists an
r such that ξ1,r = ξ2,r. So, for this r, we have, Q
ξr
r (µ) = ∞. This is in sharp
contrast to self-similar measures. Assume that (fi)
N
i=1 satisfies the OSC. For a self-
similar measure P as defined in (1.1), by [3, Theorem 3.1], the upper and lower
quantization coefficient for P of order r are both positive and finite for all r > 0.
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