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i n f o

a b s t r a c t
The paper presents some results regarding the automatic mass estimation of Pintado Real ﬁngerlings, using
machine learning techniques to support the ﬁsh production process. For this purpose, an image dataset called
FISHCV1206FSEG, was created which is composed of 1206 images of ﬁngerlings with their respective annotated
masses. Through the ﬁsh contours, the area and perimeter were extracted, and submitted to the J48, SVM, and
KNN classiﬁcation algorithms and a linear regression algorithm. The images were also submitted to ResNet50, InceptionV3, Exception, VGG16, and VGG19 convolutional neural networks. As a result, the classiﬁcation algorithm
J48 reached an accuracy of 58.2% and a linear regression model capable of predicting the mass of a Pintado Real
ﬁngerling with a mean squared error of 1.5 g. The convolutional neural network ResNet50 obtained an accuracy
of 67.08%. We can highlight the contributions of this work through the presentation of a methodology to classify
the mass of ﬁngerlings in a non-invasive way and by the analyses and comparing results of diﬀerent machine
learning algorithms for classiﬁcation and regression.

1. Introduction
The search for healthier foods drives the growth of ﬁsh production.
The ﬁsh is the second most-produced animal protein in the world [1,2].
There are more than 22,000 species of cataloged ﬁsh, according to [3].
In Brazil there are more than 2000 species of freshwater, bringing to
ﬁsh farming a large number of potential species for cultivation [4,5].
In addition to the climatic conditions, Brazil has about 12% of the total
freshwater in the world, according to data from [5], data that present
the country as favorable to ﬁshing and ﬁsh farming activities. In order

to support and guarantee these activities, investments have been made
in technological development research [6,7].
Innovations in ﬁsh farming can help to sustain the increase in production, and support the activity in order to ensure the products quality.
Within this perspective we highlight studies such as specimen counting [8–14], biometric measurement [15–17], mass estimation [18–26],
relation between dimensions and mass [27], classiﬁcation for species
identiﬁcation [28,29], gender identiﬁcation, quality evaluation of ornamental ﬁsh colors and welfare monitoring that has been supported
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by computational vision techniques [26]. The computer vision use techniques for the features extraction from images [30], thus constituting a
non-invasive method, which reduces the risk of ﬁsh stress. In order to
complement computational vision techniques, machine learning, which
is a subarea of artiﬁcial intelligence [31] and its objective is to solved
several classiﬁcation and regression problems [32], through learning
and examples, has contributed to the construction of tools for ﬁsh farming.
Zootechnics is the area of science that is concerned with the welfare and productivity of animals and, consequently, the activity of ﬁsh
farming [33]. To ensure nutritional quality and decide on the best diets
available for ﬁsh and thus preserve the health of the animals, it is important to know information about their mass during their growth stages.
This information can also support producers to facilitate decisions on
classiﬁcation and to deﬁne the best season for harvesting and marketing the ﬁsh. This task, when performed exclusively by human vision, is
tiring and prone to mistakes. Consequently, estimating the mass of ﬁsh
employing computer vision techniques is a way to support the activity
of ﬁsh farming technologically.
Many authors have created mass estimation models for other animals of zootechnical interest, such as cattle [34–36], pigs [37], sheep
[38] and even ﬁsh. Most of these researches are supported by regression
techniques.Thus, aiming as a result the weight prediction of the animals
studied. However, in ﬁsh farming some animals present a diﬀerence in
weight concerning others, and the producers need to separate them in
order for them to recover. Thus, this procedure consists basically of the
classiﬁcation of animals by their mass. In this sense, it is observed the
need for new techniques to classify the mass of ﬁngerlings using images.
The objective of this paper is to estimate the mass of ﬁngerlings of the
Pintado Real species from images, employing classiﬁcation and regression techniques implemented with shallow learning algorithms and deep
learning, to support the ﬁsh production process. We can highlight the
contributions of this work such as (i) presenting a methodology to classify the mass of ﬁngerlings in a non-invasive way since the traditional
process would need to place the ﬁngerlings on a scale, this process can
hurt the animal; (ii) analyzing and comparing results of diﬀerent machine learning algorithms for classiﬁcation and regression.
This paper is organized into ﬁve more sections. Section 2 presents
related papers. Section 3 presents the methodologies for building the
image dataset and performing the experiments. Section 4 presents and
discusses the results obtained and, ﬁnally, Section 5 presents the conclusion.

iments were performed with 60 images of 17 ﬁsh, with weights ranging
from 0.7 to 5.7 kg.
Odone et al. [21] proposed the approach using computer vision and
support vector machines to estimate the mass of ﬁsh from measurements
extracted from images. Unlike the stereoscopic view used by [19], the
images were captured by two cameras positioned at the top and side of
a transparent rectangular tube, through which the ﬁsh pass swimming.
The measurements taken from the images captured by the camera on the
side are area, perimeter, length, area/length ratio, area/perimeter ratio,
smallest and largest ﬁsh width. The upper camera captures the same
measurements, except for the minimum width that causes instability,
as it depends on the ﬁsh pose at the time the image was captured. In
the experiments, 25 pairs of inputs and outputs used for training and
25 inputs for testing. The system was able to predict the mass with an
average error of 4%.
Puig-Pons et al. [24] combined acoustic techniques and computational vision to develop an automatic procedure capable of estimating the live ﬁsh mass of Thunnus thynnus during transfer processes. A
200 kHz sonar and a stereo camera were combined to capture images.
The procedure developed was able to estimate the mass with an average
error of 10%.
Our approach consists of a diﬀerent method of capture the image,
where a new image dataset of a new species of ﬁngerlings of Pintado
Real is introduced.
3. Materials and methods
3.1. Image capture device
The ﬁngerlings counting [8] equipment consists of 4 main components: the structure, the lighting, the camera, and the software. The structure is mounted so that it is tilted, around 11 to 13 degrees, through
which the ﬁngerlings slide with the help of water, which drains in continuous ﬂow. The slope and ﬂow of the water inﬂuence the speed at
which the ﬁngerlings slide over the structure. If the speed is high, the
images taken may not be suﬃcient to track the ﬁngerlings, but if it is
low, the equipment will have a low rate of counting per hour.
Lighting is also an important factor and should cause little reﬂection, as well as correct external changes, making the images uniform,
optimizing focus and contrast. The camera is attached to the equipment
and captures the images. The frames rate per second and resolution also
directly inﬂuence the mass estimate system, since if the rate is low, there
will not be enough frames rate to track the ﬁngerlings, and if the rate
is high, it will lead to greater consumption of computer resources and
may even make real-time counting impossible.
The software operates on a computer, currently on a laptop for mobility reasons, responsible for processing the images, and therefore counting. Fig. 1 shows the structure of the Image Capture Hardware.

2. Related work
Mass estimation supported by computational vision techniques has
been explored for several types of animals [18–26]. Zion [26] conducted
a review of how the computer vision has been explored to assist ﬁsh
farming, not only in estimating ﬁsh mass but also in counting, measuring, sex identiﬁcation, color quality assessment in ornamental ﬁsh,
species identiﬁcation and welfare monitoring.
Viazzi et al. [25] estimated the mass of ﬁsh of the species Jade Perch
(Scortum Barcoo) within tanks, in order to minimize stress and damage
to them. These species are found in Australian rivers. Regression experiments were conducted to create models, which correlate the shape of
the ﬁsh with its mass. Through a dataset with 120 images, regression
was performed using the area of the ﬁsh, disregarding the tail, and they
obtained errors between 3 and 9%.
Lines et al. [19] performed experiments with stereoscopic cameras
to estimate the mass of ﬁsh of the salmon species. They used ﬁve linear dimensions extracted from diﬀerent regions of the ﬁsh and obtained
mathematical regression models with errors of less than 0.5%. The extraction of these measurements was performed using images with errors
of less than 10%. The major problems were the complexity of the images obtained and the identiﬁcation of morphological models that vary
according to maturity, tension, and culture of the salmon. These exper-

3.2. Image dataset FISHCV1206FSEG
The creation of the image dataset was carried out in the Inovisão
ﬁsh laboratory, Campo Grande, Brazil. First, an image dataset called
FISHCV155V was created, which had 155 videos, captured by an HD
Pro-WebCam C920 from Logitech, with a resolution of 640x320 pixels at
a rate of 30 frames per second. The number of ﬁngerlings in each video
varies from 1 to 36 units. Recordings were made in 3 days between July
and September 2018. In addition, to the number of ﬁngerlings per video,
it has the total mass of the ﬁngerlings and the inclination of the equipment, a parameter that inﬂuences the speed at which the ﬁngerlings
pass through it.
The adopted methodology was using video capture, separating the
ﬁngerling to be used in the creation of the image dataset. The ﬁngerlings were separated in water containers. Each ﬁngerling was weighed
using a glass cup with water on a scale. Subsequently, this ﬁngerling
2
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the ﬁngerlings were separated into three classes, namely: below 12 g
(lower), between 12 and 15 g (between), and above 15 g (higher).
These classes were selected because they include a mass range that is
interesting for the commercialization of ngerlings. The ngerlings amount
in each class is unbalanced. The Fig. 4 shows the data distribution for
the classiﬁcation problem.
The following classiﬁcation algorithms were used: KNN, with
𝑘 = 3, J48, and SVM with the cross-validation technique (k folds)
with 10 folds, as indicated in [39]. In each approached algorithm we use the standard conﬁgurations that can be found in:
https://www.cs.waikato.ac.nz/ml/weka/. The classiﬁcation algorithms
were evaluated according to the following metrics: accuracy, recall and
F-measure.
In the regression approach, the same algorithms were used with the
addition of the linear regression algorithm. The regression algorithms
were evaluated according to the following metrics: correlation coeﬃcient (CC), mean absolute errors (MAE), and root of the mean square
errors (RMSE).
3.4. Experiments using deep learning
For the experiment, the FISHCV1206FSEG image dataset was used,
in which the three classes of weight range are used, which was divided
into 3 sets for training, validation and test, using 60%, 20% and 20%,
respectively. Five convolutional neural network architectures were compared: InceptionV3, ResNet50, VGG16, VGG19 and Xception. The architectures were evaluated according to their training, validation and test
accuracy.
The analysis of the ﬁngerlings images to predict the weight ranges
with the use of the classiﬁcation occurred with the use of hyperparameters for deep learning with weights of the IMAGENET, 50 epochs, batch
size of 16, the learning rate of 0.0001, with a horizontal ﬂip, rotation
range of 30 degrees, the momentum of 0.9, width shift range of 0.3,
height shift range of 0.3, image input dimensions with 256 pixels width
and hight.
In addition to the diﬀerent architectures, three diﬀerent training approaches were compared, namely: without transfer learning, with the
transfer learning with and without ﬁne-tuning. The technique without
transfer learning is the traditional method of training a convolutional
neural network, where the weights of the network start with random
values. The transfer learning is a technique that takes advantage of
the knowledge learned in other problems, so the network is not initialized with random weights, but with the weights imported from another
problem. In this work, the weights were imported from the IMAGENET
challenge [40]. The ﬁne-tuning technique allows the retraining of the
imported weights by the transfer learning technique, which has a parameter that deﬁnes which percentage of the net will be retrained. The
percentages were tested at 25%, 50%, 75%, and 100% for all architectures. Fig. 5 presents a scheme, summarizing the three experiments in
this paper.

Fig. 1. Image Capture Hardware. 1: Fingerlings entrance; 2: camera; 3: structure; 4: Fingerlings exit; 5: Exit container.

was subjected to the ﬁngerlings counter to simulate the production environment in which it makes use of the equipment to capture images.
The actual weights are subsequently associated with the videos for the
training to be conducted.
The FISHCV1206FSEG image dataset has 1206 segments extracted
from the 79 videos with only one ﬁngerling from the FISHCV155V image dataset, implying 79 diﬀerent ﬁngerlings, which have masses ranging from 6.45 to 18.51 g. This methodology was adopted due to the
traceability of the ﬁngerling since in videos with only one ﬁngerling it
is possible to associate the total mass of the video to the ﬁngerling itself.
These segments are clippings of 200x200 pixels with the ﬁngerling in the
center of them. All the frames where the ﬁngerling appears have been
cut oﬀ. Fig. 2 shows examples of segments from the FISHCV1206FSEG
image dataset.

4. Results and discussion
Table 1 presents the performance of the shallow learning algorithms
used in the classiﬁcation approach. We show that the J48 algorithm
obtained the best result, reaching an accuracy of 0.582, recall 0.585 and

Table 1
Results of the classiﬁcation experiment by shallow learning algorithms.

3.3. Experiments using shallow learning algorithms
The experiment was performed using images from the
FISHCV1206FSEG dataset, from which the areas and perimeters
in pixels were extracted from the contours of the ﬁngerlings. The
Fig. 3 shows the detection of the ﬁngerlings edges from which the
characteristics were extracted. The experiment were performed in two
approaches: classiﬁcation and regression. In the classiﬁcation approach,

Classiﬁcation Algorithm

J48
SVM
KNN (k = 3)

3

Metric
Accuracy

Recall

F-measure

0.582
0.568
0.560

0.585
0.528
0.561

0.583
0.508
0.559
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Fig. 2. Examples of the Pintado real ﬁngerlings in FISHCV1206FSEG image dataset.

Fig. 3. Examples of the extraction of the characteristics of the ﬁngerlings contours. The ﬁngerling in (a) has 2537 pixels of area and 474.22 pixels of perimeter and
the ﬁngerling in (b) has 2747.5 pixels of area and 472.86 pixels of perimeter.

F-measure 0.583. One of the possible reasons for the better performance
of the J48 is that the learning algorithm has adapted better with the data
provided regarding perimeter, area, and weight.
As we can see in Fig. 4, some samples have similar values even
though they belong to diﬀerent classes, when we observe the weight,
the values are close, the reason that reduces the performance of the
classiﬁcation algorithms and decreases the accuracy.
Figs. 6–8 represent the confusion matrices of the algorithms J48,
SVM and KNN, respectively. As we can see, the confusion matrices are
very close to each other. We can see that the prediction errors concentrated around the main diagonal.
As we can see in the confusion matrix of the J48 algorithm, the highest number of errors, these 124 occurred when the algorithm classiﬁed
as between 12 and 15 g of ﬁngerlings that belong to the class below
12 g. A very close number of errors, 121 occurred in the inverse situation, showing a higher similarity between these two classes. In the
confusion matrix of the SVM algorithm, it was evident that the most

considerable amount of errors occurred when the algorithm classiﬁed
as below 12 g the ﬁngerlings that belong to the class between 12 and
15 g, being 139 this amount. In the confusion matrix of the KNN algorithm the same as the SVM algorithm, occurred the errors concentrated
in the classiﬁcation as below 12 g that belong to the class between 12
and 15 g, being 157 this amount.
Table 2 presents the performance of the algorithms used in the regression approach. We show that the linear regression, and SVM algorithms obtained the best results, being 0.005 the derence of the correlation coeﬀcient between these two algorithms. We analyze approaches,
the small performance diﬀerence between these two algorithms, and we
can consider the linear regression as the best result
Eq. 1 presents the model trained in this experiment by the linear
regression algorithm:
𝑀 = 0.0054𝐴 − 0.0242𝑃 + 8.0885

(1)

where M is the mass, A is the area and P is the perimeter of the ﬁngerling.
4
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Fig. 4. Distribution of data from the
FISHCV1206FSEG image dataset. Pink:
less then 12g; Green: between 12g and 15g;
blue: above than 12g. (For interpretation of
the references to colour in this ﬁgure legend,
the reader is referred to the web version of this
article.)

Fig. 5. Block diagram showing the steps of the Methodology used in the experiments.

Table 2
Results of the regression experiment by shallow learning algorithms.
Regression Algorithm

Linear Regression
KNN (k = 3)
SVM
J48

among the evaluated architectures, it is better to import the weights
of the IMAGENET problem [40] than to start the weights with random
values.
Fig. 9 represents the confusion matrix of the ResNet50 architecture,
with the transfer learning technique without ﬁne-tuning. We can observe, as with the deep learning algorithms, this confusion matrix shows
that the predict errors were concentrated around the main diagonal and
the correct predict in the main diagonal.
One of the problems observed in the experiments is the ﬂexion of the
body of ﬁngerlings during swimming. This ﬂexion causes the same specimen to be observed with very diﬀerent shapes, sizes, and orientations,
depending on the picture taken from the video. For the experiment using shallow learning algorithms, in which the area and perimeter of the
contour are used, the same specimen, with the same mass, may have
very diﬀerent values for these characteristics. As the algorithms receive
the data of each frame as a diﬀerent specimen, there is no connection
between the data of the same ﬁngerling, making it challenging to create
a more eﬃcient model.

Metric
CC

MAE

RMSE

0.5876
0.6009
0.5871
0.5559

1.5127
1.5047
1.5401
1.5869

1.9572
1.9606
1.9238
2.0649

The performance of the deep learning techniques used in the
classiﬁcation approaches is presented in Table 3. When performing
a comparison between shallow algorithms and Deep Learning, in
most conﬁgurations shallow methods achieved results similar or better than some Deep Learning architectures. However, Deep Learning with transfer-learning without ﬁne-tuning achieved results better
than shallow learning methods, with ResNet50 having the best result
5
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Fig. 6. Algorithm confusion matrix J48.

Fig. 7. Algorithm confusion matrix SVM.
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Fig. 8. Algorithm confusion matrix KNN (k =
3).

Fig. 9. ResNet50 architecture confusion matrix with
transfer learning.
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Table 3
Results of the deep learning classiﬁcation experiment.

Pessoal de Nel Superior - Brasil (CAPES) - Finance Code 001. Additionally, some of the authors have been awarded with Scholarships from
the Brazilian National Council of Technological and Scientiﬁc Development (CNPq). Thanks to Nvidia Corporation for donating the GPU. This
project was approved by the UCDB Committee on Ethics in the Use of
Animals (CEUA) under No 003/2018.

Accuracy
Architecture

ResNet50

InceptionV3

Xception

VGG16

VGG19

Technical

Training

Validation

Test

Without transfer learning
With transfer learning
Fine-tunning 25%
Fine-tunning 50%
Fine-tunning 75%
Fine-tunning 100%
Without transfer learning
With transfer learning
Fine-tunning 25%
Fine-tunning 50%
Fine-tunning 75%
Fine-tunning 100%
Without transfer learning
With transfer learning
Fine-tunning 25%
Fine-tunning 50%
Fine-tunning ﬁno 75%
Fine-tunning 100%
Without transfer learning
With transfer learning
Fine-tunning 25%
Fine-tunning 50%
Fine-tunning 75%
Fine-tunning 100%
Without transfer learning
With transfer learning
Fine-tunning 25%
Fine-tunning 50%
Fine-tunning 75%
Fine-tunning 100%

0.3694
0.6833
0.7028
0.7000
0.4958
0.5903
0.4153
0.5944
0.3750
0.5542
0.4208
0.4208
0.5000
0.6486
0.4903
0.6125
0.5556
0.5375
0.3917
0.5306
0.5681
0.4889
0.5014
0.4097
0.3917
0.4972
0.5014
0.4889
0.4833
0.3486

0.4870
0.6913
0.4391
0.4522
0.3783
0.4000
0.5000
0.6000
0.4174
0.5304
0.5304
0.4826
0.6043
0.6565
0.4696
0.5609
0.5391
0.5304
0.4478
0.5792
0.6348
0.5522
0.5565
0.5261
0.4478
0.5652
0.5783
0.5740
0.5652
0.5087

0.3292
0.6708
0.3917
0.3917
0.3333
0.4625
0.4583
0.6542
0.3000
0.5333
0.5417
0.4625
0.6167
0.6375
0.3750
0.5750
0.5250
0.4667
0.3917
0.5507
0.6125
0.5625
0.5500
0.4625
0.3917
0.5833
0.5500
0.5667
0.5417
0.4417
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