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We study a restricted version of Shannon’s general purpose analog computer in
which we only allow the machine to solve linear differential equations. We show that
if this computer is allowed to sense inequalities in a differentiable way, then it can
compute exactly the elementary functions, the smallest known recursive class closed
under time and space complexity. Furthermore, we show that if the machine has
access to a function f ðxÞ with a suitable growth as x goes to inﬁnity, then it can
compute functions on any given level of the Grzegorczyk hierarchy. More precisely,
we show that the model contains exactly the nth level of the Grzegorczyk hierarchy if
it is allowed to solve n  3 non-linear differential equations of a certain kind.
Therefore, we claim that, at least in this region of the complexity hierarchy, there is a
close connection between analog complexity classes, the dynamical systems that
compute them, and classical sets of subrecursive functions. # 2002 Elsevier Science (USA)
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CAMPAGNOLO, MOORE, AND COSTA9781. INTRODUCTION
The theory of analog computation, where the internal states of a
computer are continuous rather than discrete, has enjoyed a recent
resurgence of interest. This stems partly from a wider program of exploring
alternative approaches to computation, such as quantum and DNA
computation; partly as an idealization of numerical algorithms where real
numbers can be thought of as quantities in themselves, rather than as strings
of digits; and partly from a desire to use the tools of computation theory to
better classify the variety of continuous dynamical systems we see in the
world (or at least in its classical idealization).
However, in most recent work on analog computation (e.g.,
[BSS89,Mee93,Moo98, Sie99]) time is still discrete. Just as in standard
computation theory, the machines are updated with each tick of a clock. If
we are to make the states of a computer continuous, it makes sense
to consider making its progress in time continuous too. While a few
efforts have been made in the direction of studying computation by
continuous-time dynamical systems [Bou99, CMC00,Moo90,Moo96,Or-
p97a,Orp97b, SF98], no particular set of deﬁnitions has become widely
accepted, and the various models do not seem to be equivalent to each other.
Thus analog computation has not yet experienced the uniﬁcation that digital
computation did through Turing’s work in 1936.
In this paper, as in [CMC00], we take as our starting point Claude
Shannon’s general purpose analog computer (GPAC). This was deﬁned as a
mathematical model of an analog device, the Differential Analyser, the
fundamental principles of which were described by Lord Kelvin in 1876
[Kel76]. The Differential Analyser was developed at MIT under the
supervision of Vannevar Bush and was indeed built in for the ﬁrst time in
1931 [Bow96]. Its input was the rotation of one or more drive shafts and its
output was the rotation of one or more output shafts. The main units were
interconnected gear boxes and mechanical friction wheel integrators.
Just as polynomial operations are basic to the Blum–Shub–Smale model
of analog computation [BSS89], polynomial differential equations are basic
to the GPAC. Shannon [Sha41] showed that the GPAC generates exactly
the differentially algebraic functions, which are unique solutions of
polynomial differential equations. This set of functions includes simple
functions like ex and sin x as well as sums, products, and compositions of
these, and solutions to differential equations formed from them such as
f 0 ¼ sin f : Pour-El [Pou74], and later Lipshitz and Rubel [LR87], extended
Shannon’s work and made it rigorous.
The GPAC also corresponds to the lowest level}we denote here by G}in
a theory of recursive functions on the reals proposed by Moore [Moo96].
There, in addition to composition and integration, a zero-ﬁnding operator
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included. In the presence of a liberal semantics that deﬁnes f ðxÞ  0 as 0
even when f is undeﬁned on x; this permits contraction of inﬁnite
computations into ﬁnite intervals, and renders the arithmetical and
analytical hierarchies computable through a series of limit processes similar
to those used by Bournez [Bou99]. However, such an operator is clearly
unphysical, except when the function in question is smooth enough for
zeroes to be found in some reasonable way.
In [CMC00] a new extension of G was proposed. The operators of the
GPAC were kept the same}integration and composition}but piecewise-
analytic basic functions were added, namely ykðxÞ ¼ xkyðxÞ; where yðxÞ is
the Heaviside step function, yðxÞ ¼ 1 for x50 and yðxÞ ¼ 0 for x50:
Adding one of these functions, yk for some ﬁxed k; as an ‘oracle’ can be
thought of as allowing an analog computer to measure inequalities in a
ðk  1Þ-times differentiable way. These functions are also unique solutions of
differential equations such as xy0 ¼ ky if we deﬁne two boundary conditions
rather than just an initial condition, which is a slightly weaker deﬁnition of
uniqueness than that used by Pour-El to deﬁne GPAC-computability. By
adding these to the set of basic functions, for each k we get a class we denote
by Gþ yk:
A basic concern of computation theory is whether a given class of
functions is closed under various operations. One such operation is iteration,
where from a function f ðxÞ we deﬁne a function F ðx; tÞ ¼ f ½t	ðxÞ; i.e., f
applied t times to x; for t 2 N: The main result of [CMC00] is that Gþ yk is
closed under iteration for any k50; while G is not. (Here we adopt the
convention that a function where one or more inputs are integers is in a
given analog class if some extension of it to the reals is.) It then follows that
Gþ yk includes all primitive recursive functions, and has other closure
properties as well.
To reﬁne these results, in this paper we consider a restricted version of
Shannon’s GPAC. In particular, we restrict integration to linear integration,
i.e., solving linear differential equations. We deﬁne then a class of
computable functions L whose operators are composition and linear
integration and then add, as before, a basic function yk for some ﬁxed k > 2:
The model we obtain, Lþ yk; is weaker than Gþ yk: One of the main
results of this paper is that, for any ﬁxed k > 0; Lþ yk contains precisely
the elementary functions, a subclass of the primitive recursive functions
introduced by Kalma´r [Kal43] which is closed under the operations of
forming bounded sums and products. Inversely, using Grzegorczyk and
Lacombe’s deﬁnition of computable continuous real function
[Grz55, Lac55], we show that all functions in Lþ yk are elementarily
computable for any ﬁxed k > 2; and that if a function f 2Lþ yk is an
extension to the reals of some function f˜ on the integers, then f˜ is elementary
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elementary functions, the smallest known recursive class closed under time
and space complexity [Odi00].
To generalize this further, we recall that Grzegorczyk [Grz53] proposed a
hierarchy of computable functions that stratiﬁes the set of primitive
recursive functions. The elementary functions are simply the third level of
this hierarchy. We show that if we allow Lþ yk to solve n  3 non-linear
differential equations of a certain kind, then all functions in the nth level of
the Grzegorczyk hierarchy have extensions to the reals in the resulting
analog class. A converse result also holds.
Therefore, we claim that there is a surprising and elegant connection
between classes of analog computers on the one hand, and subclasses of the
recursive functions on the other. This suggests, at least in this region of the
complexity hierarchy, that analog and digital computation may not be so far
apart.
The paper is organized as follows. In Section 2 we review classical
recursion theory, the elementary functions, and the Grzegorczyk hierarchy.
In Section 3 we recall some basic facts about linear differential equations.
Then, in Section 4 we deﬁne a general model of computation in continuous
time that can access a set of ‘oracles’ or basic functions, compose these, and
solve linear differential equations. We call this class Lþ yk; or more
generally Lþ j for a set of oracles j:
We then prove bounds on the growth of functions deﬁnable in Lþ yk:
The existence of those bounds allows us to prove the main lemma of the
paper, which shows thatLþ yk is closed under forming bounded sums and
bounded products. With this, we are able to prove that Lþ yk contains
extensions to the reals of all elementary functions. Inversely, we show that
all functions in Lþ yk are elementarily computable. This shows that the
correspondence between Lþ yk and the elementary functions is quite
robust.
Then, in Section 5 we consider the higher levels in the Grzegorczyk
hierarchy by deﬁning a hierarchy of analog classes Gn þ yk: Each one of
these classes is deﬁned similarly to Lþ yk except that our model is now
allowed to solve up to n  3 non-linear differential equations, of a certain
kind, which produces iterations of functions previously deﬁned. We then
show that this hierarchy coincides, level by level, with the Grzegorczyk
hierarchy in the same sense that Lþ yk coincides with the elementary
functions.
Finally, we end with some remarks and open questions.2The approach we follow [Ko91, Pou74,Wei00] to describe the complexity of real functions is
effective, in the sense that it extends standard complexity theory and relies on the Turing
machine as the model of computation to deﬁne computability and complexity. A distinct
approach is to consider reals as basic entities as in [BSS89].
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HIERARCHY
In classical recursive function theory, where the inputs and output of
functions are natural numbers N; computational classes are often deﬁned as
the smallest set containing a set of initial functions and closed under certain
operations, which take one or more functions in the class and create new
ones. Thus the set consists of all those functions that can be generated from
the initial ones by applying these operations a ﬁnite number of times.
Examples of common initial functions are zero, successor, projections
Uni ðx1; . . . ;xnÞ ¼ xi; and cut-off subtraction, i.e., x : y ¼ x  y if x5y and 0
if x5y: Typical operations include (where ~x represents a vector of variables,
which may be absent):
1. Composition: Given an n-ary function f and a function g with n
components, deﬁne ð f 8gÞð~xÞ ¼ f ðg1ð~xÞ; . . . ; gnð~xÞÞ:
2. Primitive recursion: Given f and g of the appropriate arity, deﬁne h
such that hð~x; 0Þ ¼ f ð~xÞ and hð~x; y þ 1Þ ¼ gð~x; y; hð~x; yÞÞ:
3. Bounded sum: Given f ð~x; yÞ; deﬁne hð~x; yÞ ¼
P
z5y f ð~x; zÞ:
4. Bounded product: Given f ð~x; yÞ; deﬁne hð~x; yÞ ¼
Q
z5y f ð~x; zÞ:
By starting with various sets of basic functions and demanding closure
under various properties, we can deﬁne various natural classes. In
particular, we will consider:
* Primitive recursive functions are those that can be generated from
zero, successor, and projections using composition and primitive recursion.
* Elementary functions are those that can be generated from zero,
successor, projections, addition, and cut-off subtraction using composition
and the operation of forming bounded sums and bounded products.
In classical recursive function theory, more general objects called
functionals F : NN Nn ! N; which take an inﬁnite sequence and a ﬁnite
number of integers as input, can be deﬁned. To deﬁne a functional we add a
new operation Aðx; xÞ ¼ xðxÞ which accesses the xth element of a given
inﬁnite sequence x: When A is not used in the recursive deﬁnition of F; F
degenerates into a function. In particular, we say that a functional is
elementary if it can be generated from the basic functionals ZðxÞ ¼ 0;
Sðx; xÞ ¼ x þ 1; Uiðx;~xÞ ¼ xi; Fþðx; x; yÞ ¼ x þ y; Fðx; x; yÞ ¼ x : y and
Aðx; xÞ ¼ xðxÞ; and using composition, bounded sums and bounded products.
We will need this notion of elementary functional in Proposition 4.4.
The class of elementary functions, which we will call E; was introduced by
Kalma´r [Kal43]. As examples, note that multiplication and exponentiation
over N are both in E; since they can be written as a bounded sum and a
bounded product, respectively: xy ¼
P
z5y x and x
y ¼
Q
z5y x: Since E is
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ðxÞ is in E; where 2½mþ1	ðxÞ ¼ 22
½m	ðxÞ and 2½0	ðxÞ ¼ x: In fact, no elementary
function can grow faster than 2½m	 for some ﬁxed m; and many of our results
will depend on the following bound on their growth [Cut80]:
Proposition 2.1. If f 2 E; there is a number m such that, for all ~x;
f ð~xÞ42½m	ðjj~xjjÞ; where jj~xjj ¼ maxi xi:
The elementary functions are exactly the functions computable in
elementary time [Cut80], i.e., the class of functions computable by a Turing
machine in a number of steps bounded by some elementary function. The
class E is therefore very large, and many would argue that it contains all
practically computable functions. It includes, for instance, the connectives of
propositional calculus, functions for coding and decoding sequences
of natural numbers such as the prime numbers and factorizations, and
most of the useful number-theoretic and metamathematical functions
[Cut80,Ros84]. However, Proposition 2.1 shows that it does not contain
the iterated exponential 2½m	ðxÞ where the number of iterations m is a
variable, since any function in E has an upper bound where m is ﬁxed.
The iterated exponential is, however, primitive recursive. As a matter of
fact, it belongs to one of the lowest levels of the Grzegorczyk hierarchy
[Grz53,Ros84], which measures the structural complexity of the class of
primitive recursive functions, and we review below.
Let us ﬁrst recall what a LOOP-program is. It is a program which can be
written in a programming language with assignments, conditional and FOR
statements, but with no WHILE or GO-TO statements. Notice that a
LOOP-program always halts. The primitive recursive functions are precisely
the functions that are computed by LOOP-programs. We can stratify them
considering the subclasses of functions computable by LOOP-programs with
up to n nested FOR statements. For n ¼ 2 this gives the elementary
functions [HW99], and for n52 this gives precisely Enþ1; the ðn þ 1Þth level
of the Grzegorczyk hierarchy.
Originally [Grz53], the Grzegorczyk hierarchy was deﬁned recursively.
The elementary functions are the third level of the Grzegorczyk hierarchy,
i.e., E ¼ E3: For the following levels we consider a family of functions En :
N! N: These are, essentially, repeated iterations of the successor function,
and each one grows qualitatively faster than the previous one. E2ðxÞ ¼ 2x is
elementary, and composing it yields functions as large as 2½m	 for any ﬁxed
m: Iterating E2 we deﬁne E3ðxÞ ¼ 2½x	ð1Þ; and so on. In general,
Enþ1ðxÞ ¼ E½x	n ð1Þ:
3 Then, for n53; En can be deﬁned with En1 and closure
under bounded sums and products (cf. [Odi00]):3This leads to the original deﬁnition of the Grzegorczyk hierarchy (cf. [Clo99]).
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zero, successor, the projections, cut-off subtraction, and En1; which is
closed under composition, bounded sum, and bounded product.
The union of all the levels of the Grzegorczyk hierarchy is the class PR of
primitive recursive functions, i.e.,
PR ¼
[
n
En:
We can also generalize Proposition 2.1 and put a bound on the growth of
functions anywhere in the Grzegorczyk hierarchy:
Proposition 2.2. If n52 and f 2 En then there is an integer m such that
f ð~xÞ4E½m	n1ðjj~xjjÞ; where jj~xjj ¼ maxi xi:
3. LINEAR DIFFERENTIAL EQUATIONS
An ordinary linear differential equation is a differential equation of the
form
~xðtÞ ¼ AðtÞ~xðtÞ þ ~bðtÞ; ð1Þ
where AðtÞ is a n  n matrix whose entries are functions of t and ~bðtÞ is a
vector of functions of t: If ~bðtÞ ¼ 0 we say that the system is homogeneous.
We can reduce a non-homogeneous system to a homogeneous one by
introducing an auxiliary variable xnþ1 such that xnþ1ðtÞ ¼ 1 for all t; that is,
which satisﬁes xnþ1ð0Þ ¼ 1 and x0nþ1 ¼ 0: The new matrix will just be
AðtÞ ~bðtÞ
0    0 0
" #
:
This matrix is not invertible, which makes (1) harder to solve. However,
since we do not need to solve the system explicitly, we prefer to consider the
homogeneous equation
~x0 ¼ AðtÞ~x ð2Þ
as the general case in the remainder of the paper.
The fundamental existence theorem for differential equations guarantees
the existence and uniqueness of a solution in a certain neighborhood of an
initial condition for the system ~x0 ¼ f ð~xÞ when f is Lipschitz. For linear
CAMPAGNOLO, MOORE, AND COSTA984differential equations, we can strengthen this to global existence whenever
AðtÞ is continuous, and establish a bound on ~x that depends on jjAðtÞjj:4
Proposition 3.1 (Arnold [Arn96]). If AðtÞ is defined and continuous on
an interval I ¼ ½a; b	; where a404b; then the solution of Eq. (2) with initial
condition ~xð0Þ ¼ ~x0 is defined and unique on I : Furthermore, if jjAðtÞjj is non-
decreasing this solution satisfies
jj~xðtÞjj4jj~x0jjejjAðtÞjjt: ð3Þ
Therefore, if AðtÞ is continuous and non-decreasing on R; then solutions
of linear differential equations are deﬁned on arbitrarily large domains and
have an exponential bound on their growth that depends only on jjAðtÞjj:
Proposition 3.1 holds both for the max norm, jj~xjj ¼ maxfjx1j; . . . ; jxnjg;
and for the Euclidean norm [Har82]. If we use the max norm, which satisﬁes
jjAðtÞjj4n maxijfjAijðtÞjg [HJ85], then
jj~xðtÞjj4jj~x0jj exp

n max
ij
fjAijðtÞjgt

; ð4Þ
when the conditions of Proposition 3.1 are fulﬁlled.
4. THE ANALOG CLASS Lþ yk AND THE ELEMENTARY
FUNCTIONS
In [Moo96, CMC00] a deﬁnition of Shannon’s GPAC in the framework of
the theory of recursive functions on the reals is given. We denote the
corresponding set of functions by G: It is the set of functions that can be
inductively deﬁned from the constants 0; 1; and 1; projections, and the
operations of composition and integration. Integration generates new
functions by the following rule: if f and g have appropriate arities and
belong to G; then the function h deﬁned by the initial condition hð~x; 0Þ ¼
f ð~xÞ and the differential equation @yhð~x; yÞ ¼ gð~x; y; hð~x; yÞÞ also belongs to
G; over the largest interval containing 0 on which the solution is ﬁnite and
unique. Thus G has the power to solve arbitrary initial value problems with
unique solutions, constructed recursively from functions already generated.
We deﬁne here a proper subclass of G which we callL; by restricting the
integration operator to solving time-varying linear differential equations. To
make the deﬁnition more general, we add a set of ‘oracles’ or additional
4By jj  jj we denote both the norm of a vector and the norm of a matrix, with jjAjj ¼
supfjjA~xjj: jj~xjj ¼ 1g: By A being continuous, respectively increasing, we mean that all entries of
A are continuous, respectively increasing, functions.
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some k: ThenLþ j is the class of functions of several real variables deﬁned
recursively as follows:
Definition 4.1. A function h : Rm ! Rn belongs to Lþ j if its
components can be inductively deﬁned from the constants 0; 1;1; and p;
the projections Uið~xÞ ¼ xi; functions in j; and the following operators:
1. Composition: if a p-ary function f and a function g with p
components belong to Lþ j; then h ¼ f 8 g; deﬁned as hð~xÞ ¼ f ðgð~xÞÞ;
belongs to Lþ j:
2. Linear integration: if f and g are in Lþ j; then the function h
satisfying the initial condition hð~x; 0Þ ¼ f ð~xÞ and solving the differential
equation
@yhð~x; yÞ ¼ gð~x; yÞhð~x; yÞ
belongs to Lþ j: If h is vector-valued with n components, then f has the
same dimension and gð~x; yÞ is an n  n matrix whose components belong to
Lþ j: As shorthand, we will write h ¼ f þ
R
gh dy:
Several notes on this deﬁnition are in order. First, note that linear
integration can only solve differential equations @yh ¼ gh where the right-
hand side is linear in h; rather than the arbitrary dependence @yh ¼ gðhÞ of
which the GPAC is capable. Secondly, using the same trick as in Section 3
we can expand our set of variables, and so solve non-homogeneous linear
differential equations of the form
@yhð~x; yÞ ¼ gð~x; yÞhð~x; yÞ þ bð~x; yÞ:
Finally, the reader will note that we are including p as a fundamental
constant. The reason for this will become clear in Proposition 4.7.
Unfortunately, even though it is easy to show that p belongs to G; we
have not found a way to derive p using this restricted class of differential
equations. Perhaps the reader can do this, or ﬁnd a proof that we cannot.
We will use the fact that, unlike solving more general differential
equations, linear integration can only produce total functions:
Proposition 4.2. All functions in Lþ j are continuous and are defined
everywhere.
Let us look at a few examples. Addition, as a function of two variables, is
in L since x þ 0 ¼ U1ðxÞ ¼ x and @yðx þ yÞ ¼ 1: Similarly, multiplication
can be deﬁned as x0 ¼ 0 and @yðxyÞ ¼ x: Exponentiation expðxÞ ¼ ex is inL
since it can be deﬁned as expð0Þ ¼ 1 and @x expðxÞ ¼ expðxÞ: We can deﬁne
CAMPAGNOLO, MOORE, AND COSTA986exp½2	ðxÞ ¼ ee
x
by using either composition or linear integration, with exp½2	
ð0Þ ¼ expð1Þ ¼ e and @x exp½2	ðxÞ ¼ expðxÞ exp½2	ðxÞ: (Note that we are now
using e rather than 2 as our base for exponentiation.)
Thus the iterated exponential exp½m	 is inL for any ﬁxed m: However, the
function exp½n	ðxÞ; where the number of iterations is a variable, is neither in
L nor in G: We prove this in [CMC00], and use it to show that Shannon’s
GPAC is not closed under iteration. However, if G is extended with a
function yk; for k50; then the resulting class Gþ yk is closed under
iteration, where yk is deﬁned as follows:
Let ykðxÞ ¼ xkyðxÞ; where yðxÞ is the Heaviside step function
yðxÞ ¼
1 if x50;
0 if x50:
(
Each ykðxÞ can be interpreted as a function which checks inequalities such as
x50 in a ðk  1Þ-times differentiable way (for k > 1). It was also shown in
[CMC00] that allowing those functions is equivalent to relaxing slightly the
deﬁnition of GPAC by solving differential equations with two boundary
values instead of just an initial condition.
In this section, we considerLþ yk and prove that for any ﬁxed k > 2 this
class is an analog characterization of the elementary functions. We will start
by noting that all functions in Lþ yk have growth bounded by a ﬁnitely
iterated exponential, exp½m	 for some m: This is analogous to the bound on
elementary functions in Proposition 2.1, and can easily be proved by
structural induction, using the bound in Proposition 3.1.
Proposition 4.3. Let h be a function in Lþ yk of arity m:Then there is a
constant d and constants A;B;C;D such that, for all ~x 2 Rm;
jjhð~xÞjj4A exp½d	ðBjj~xjjÞ;
jj@xi hð~xÞjj4C exp
½d	ðDjj~xjjÞ for all i ¼ 1; . . . ;m;
where jj~xjj ¼ maxi jxi j: The least d for which there are such A;B;C;D will be
called the degree of h or deg h:
Propositions 2.1 and 4.3 establish the same kind of bounds for E and for
Lþ yk: But the relation between those two classes can be shown to be much
tighter: namely, all functions inLþ yk can be approximated by elementary
functions, and all extensions to the reals of elementary functions are
contained in Lþ yk:
Since E is deﬁned over the natural numbers and Lþ yk is deﬁned over
the reals, we ﬁrst need to set some conventions.
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fulﬁlls Grzegorczyk and Lacombe’s deﬁnition of computable continuous
real function [Grz55,Grz57, Lac55, PR89] and if the corresponding func-
tional is elementary. First, we write S? a if an integer sequence S ¼ fSðiÞg
satisﬁes jSðiÞ=ði þ 1Þ  aj51=ði þ 1Þ for all i 2 N: Note that, by dividing SðiÞ
by i þ 1; this deﬁnition allows sequences of integers to converge to real
numbers. To deﬁne computability of real functions that range over R with
elementary functions and functionals deﬁned on N; we use a simple bijective
encoding Z : N! Z; where Z is deﬁned, say, by ZðxÞ ¼ x=2 if x is even and
ZðxÞ ¼ ðx þ 1Þ=2 if x is odd. Then, we say a real number a 2 R is
elementarily computable if there is an elementary function s : N! N such
that fSðiÞ ¼ Z8sðiÞg? a: Finally, a continuous real function f : R! R is
elementarily computable if there is an elementary functional F which, for all
a 2 R and for all sequences f : N! N such that Z8f? a; satisﬁes
Z8Fðf; Þ? f ðaÞ; where Fðf; Þ ¼ fFðf; iÞg denotes the sequence fFðf; 0Þ;
Fðf; 1Þ;Fðf; 2Þ; . . .g: The deﬁnition for vector-valued functions and func-
tions of several variables is similar.
The deﬁnition above can be extended in a straightforward manner to En-
computability. This was already described in [Zho97], where f is said to be
En-computable if: (1) f maps every En-computable sequence of reals into an
En-computable sequence of reals; and (2) there is a function d in En such
that jx  yj51=dðkÞ implies jf ðxÞ  f ðyÞj51=ðk þ 1Þ for all x; y in any
bounded domain of f : We notice that time and space complexity for En
functions, with n53; can alternatively be deﬁned using a function oracle
Turing machine as the model of computation [Ko91,Wei00]. For example, a
function f is elementary if f ðxÞ can be computed with precision 1=n in a
number of steps elementary in jxj and n:
Convention 2. Conversely, we say that Lþ yk contains a function f :
N! N ifLþ yk contains some extension of f to the reals, and similarly for
functions of several variables. These two conventions allow us to compare
analog and digital complexity classes.
Proposition 4.4. If f : Rn ! R belongs to Lþ yk for any k > 2; then f
is elementarily computable.
Proof. Once again, the proof will be done by structural induction. To
keep the notation simpler, we will not include the encoding function Z in the
proof. It is clear that the constants 0; 1;1 and p are elementarily
computable (e.c. for short). Uið~xÞ is simply xi and is obviously e.c., and
ykðxÞ is e.c. since and polynomials are in E and the parity of x is computable
in E too.
For simplicity, we prove that composition of e.c. functions is also e.c. just
for real functions of one variable. The proof is similar for the general case.
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sequence f? a; and if f is e.c. then there is a functional Ff such that
Ff ðj; Þ? f ðbÞ for any sequence j? b: Setting j ¼ Fgðf; Þ we obtain
jjFf ðFgðf; Þ; jÞ=ð j þ 1Þ  f ðgðaÞÞjj51=ð j þ 1Þ for all j; so Ff ðFgðf; Þ; Þ? f ð
gðaÞÞ: Since the composition of two elementary functionals is elementary, we
are done.
Finally, we have to show that if f and g are e.c. then h such that hð~x; 0Þ ¼
f ð~xÞ and @yhð~x; yÞ ¼ gð~x; yÞhð~x; yÞ is also. This means that we have to show
that there is an elementary functional C such that Cðf; Þ? hð~x; yÞ for all
sequences f ¼ ðf~x ; xÞ? ð~x; yÞ:
We will do this using standard numerical techniques, namely Euler’s
method. Let us suppose that h 2Lþ yk is twice continuously differentiable,
which is guaranteed if k > 2:5 Fixing ~x and expanding h we obtain
hð~x; tiþ1Þ ¼ hð~x; tiÞ þ ðtiþ1  tiÞhð~x; tiÞgð~x; tiÞ þ ðtiþ1  tiÞ
2h00ð~x; wÞ=2
for some w where ti5w5tiþ1: Since g is e.c. there is an elementary functional
Fg such that Fgðf; Þ? gð~x; tiÞ for all f? ð~x; tiÞ: To obtain an estimate of
the value of g on ð~x; tiÞ; we set gi ¼ Fgðf; nÞ=ðn þ 1Þ: The accuracy of this
estimate depends on n since jjgi  gð~x; tiÞjj51=ðn þ 1Þ: We will set below a
lower bound for n:
The discrete approximation of h is then simply done by Euler’s method,
where the ti’s are the discretization steps, and we will show that we can
make the discretization error sufﬁciently small with an elementary number
of discrete steps.6 We deﬁne a function c by
c0 ¼ Ff ðf~x ;mÞ=ðm þ 1Þ and ciþ1 ¼ ci þ lcigi; ð5Þ
where the step size of the discretization l ¼ tiþ1  ti and m are to be ﬁxed by
the number of steps of the numerical approximation. We deﬁne now an
elementary functional F: For each ﬁxed ~x and any sequence x? y; Fðx; lÞ is
deﬁned as being the integer closest to ðl þ 1ÞcN ; where N is a suitably
increasing elementary function of l and where cN is obtained using a
discretization step
l ¼
xðlÞ
ðl þ 1ÞN
5We do not study the particular cases k ¼ 1 and k ¼ 2 since we are mainly interested in the
properties of Lþ yk for large k; i.e., when Lþ yk only contains ‘smooth’ functions.
6When ﬁxed point numerical calculations are used, there is also a round-off error. However, in
the worst case, the accumulated round-off error is of the same order of the discretization error
(cf. [Har82, 3.4.4, VSD86]). Therefore, we will only study the discretization error of the
numerical approximation.
GRZEGORCZYK HIERARCHY 989in (5). Note that then Fðx; lÞ is always an integer as required by the
deﬁnition, and jjFðx; lÞ=ðl þ 1Þ  cN jj41=2ðl þ 1Þ:
We will now show how to choose n; m and N as functions of l such that
jjFðx; lÞ=ðl þ 1Þ  hð~x; xðlÞ=ðl þ 1ÞÞjj51=ðl þ 1Þ for all l: To prove that this
can be done in elementary time, we ﬁrst need to set a bound on
h00ð~x; tÞ ¼ @th0ð~x; tÞ ¼ @tðgð~x; tÞhð~x; tÞÞ ¼ hð~x; tÞ@tgð~x; tÞ þ g2ð~x; tÞhð~x; tÞ:
Since h00 can be written as the sum and product of functions with bounds of
the form A exp½d	ðBjjð~x; tÞjjÞ; from Proposition 4.3, then jjh00ð~x; tÞjj is bounded
by A exp½d	ðBjjð~x; tÞjjÞ for some d; A and B: We will call this bound b and we
will denote by %b a number larger than bð~x; yÞ; for instance, %b ¼ bð~x; %yÞ;
where %y ¼ 1þ xðlÞ=ðl þ 1Þ > y; for any l and any x? y:
The discretization error is
eiþ1 ¼ciþ1  hð~x; tiþ1Þ
¼ci þ lcigi  hð~x; tiÞ  lhð~x; tiÞgð~x; tiÞ  l
2h00ð~x; wÞ=2
and satisﬁes
jjeiþ1jj4jjei jjð1þ lgð~x; tiÞÞ þ lci jjgi  gð~x; tiÞjj þ l
2bð~x; wÞ=2:
Furthermore, e0 ¼ c0  hð~x; 0Þ; and because f is e.c.,
jje0jj ¼ jjFf ðf~x ;mÞ=ðm þ 1Þ  f ð~xÞjj51=ðm þ 1Þ;
where Ff is the elementary functional that computes f : A little tedious
algebra shows then that
jjeN jj4
1
m
þ
1
n
þ
%y
N

 
expð %y %bÞ:
Therefore, given b; which is elementary, it sufﬁces to set
m ¼ n ¼ 6ðl þ 1Þ expð %y %bÞ and N ¼ 6ðl þ 1Þ %y expð %y %bÞ
to guarantee that jjeN jj ¼ jjcN  hð~x; xðlÞ=ðl þ 1ÞÞjj51=2ðl þ 1Þ for all l: Note
that, since n; m and N are elementary functions of l; F can be computed in
elementary time. Therefore, by the triangle inequality, jjFðx; lÞ=ðl þ 1Þ 
hð~x; xðlÞ=ðl þ 1ÞÞjj51=ðl þ 1Þ: Finally, we just have to show how to deﬁne
from F another elementary functional C such that Cðx; Þ? hð~x; yÞ: Let
si ¼ 4ði þ 1Þ %b for all i 2 N and Cðx; iÞ be the integer closest to Fðx;siÞ
ði þ 1Þ=ðsi þ 1Þ: C is elementary since it is a composition of F and si;
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hð~x; xðlÞ=ðl þ 1ÞÞjj5 %b=ðl þ 1Þ; a little more algebra allows us to show that
jjCðx; iÞ=ði þ 1Þ  hð~x; yÞjj51=ði þ 1Þ for all i: This concludes the proof. ]
As a corollary, any function in Lþ yk that sends integers to integers is
elementary on the integers:
Corollary 4.5. If a function f 2Lþ yk is an extension of a function
f˜ : N! N; then f˜ is elementary.
Proof. Proposition 4.4 shows us how to successively approximate f ðxÞ to
within an error e in an amount of time elementary in 1=e and x: If f is an
integer, we just have to approximate it to error less than 1
2
to know its value
exactly. ]
Next, we will prove the converse of this, i.e., that Lþ yk contains all
elementary functions, or rather, extensions of them to the reals. We will ﬁrst
prove two lemmas.
Lemma 4.6. For any fixed k > 0; Lþ yk contains sin, cos, exp, the
constant q for any rational q; and extensions to the reals of successor, addition,
and cut-off subtraction.
Proof. We showed above that Lþ yk includes addition, and the
successor function is just addition by 1. For subtraction, we have x  0 ¼
x and @yðx  yÞ ¼ 1:
We can obtain any integer by repeatedly adding 1 or 1: For rational
constants, by repeatedly integrating 1 we can obtain the function f ðzÞ ¼
zk=k! and thus f ð1Þ ¼ 1=k! for any k: We can multiply this by an integer to
obtain any rational q:
For cut-off subtraction xy; we ﬁrst deﬁne a function sðzÞ such that sðzÞ ¼ 0
when z40 and sðzÞ ¼ 1 when z51; for all z 2 Z: This can be done inLþ yk
by setting sð0Þ ¼ 0 and @zsðzÞ ¼ ckykðzð1 zÞÞ; where ck ¼ 1=
R 1
0 z
k
ð1 zÞk dz is a rational constant depending on k: Then xy ¼ ðx  yÞ s
ðx  yÞ is an extension to the reals of cut-off subtraction.
Finally, hðtÞ ¼ ðcosðtÞ; sinðtÞÞ is deﬁned by
h01
h02
" #
¼
0 1
1 0
" #
h1
h2
" #
;
with h1ð0Þ ¼ 1 and h2ð0Þ ¼ 0; and exp as proved above. ]
We now show that Lþ yk has the same closure properties as E; namely
the ability to form bounded sums and products.
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defined from f by bounded sum or bounded product. If f has an extension to
the reals in Lþ yk; then g does also.
Proof. For simplicity, we give the proof for functions of one variable.
We will abuse notation by identifying f and g with their extensions to the
reals.
We ﬁrst deﬁne a step function F which matches f on the integers, and
whose values are constant on the interval ½ j; j þ 1
2
	 for integer j: F can be
deﬁned as F ðtÞ ¼ f ðsðtÞÞ; where sðtÞ is a function such that sð0Þ ¼ 0 and
s0ðtÞ ¼ ckykðsin 2ptÞ: Here ck ¼ 1=
R 1=2
0 sin
k 2pt dt is a constant depending
only on k: Since ck is rational for k even and a rational multiple of p for k
odd, s is deﬁnable in Lþ yk: (Now our reasons for including p in the
deﬁnition ofLþ yk become clear.) Then sðtÞ ¼ j; and F ðtÞ ¼ f ðsðtÞÞ ¼ f ð jÞ;
whenever t 2 ½ j; j þ 1
2
	 for integer j:
The bounded sum of f is easily deﬁned in Lþ yk by linear integration.
Simply write gð0Þ ¼ 0 and g0ðtÞ ¼ ckF ðtÞykðsin 2ptÞ: Then gðtÞ ¼
P
z5n f ðzÞ
whenever t 2 ½n  1; n  1
2
	:
Deﬁning the bounded product of f inLþ yk is more difﬁcult. Let us ﬁrst
set some notation. Let fj denote f ð jÞ for j 2 N; which is also equal to F ðtÞ for
t 2 ½ j; j þ 1
2
	: Then gn ¼
Q
j5n fj ¼ f0    fn1 is the bounded product we wish
to deﬁne. The idea of the proof is to approximate the iteration gjþ1 ¼ gjfj
using synchronized clock functions as in [Bra95, CMC00,Moo96]. However,
since the model we propose here only allows linear integration, the
simulated functions cannot coincide exactly with the bounded product.
Nevertheless, we can deﬁne a sufﬁciently close approximation because f and
g have bounded growth by Proposition 4.3. Then, since f and g have integer
values, the accumulated error resulting from this approximation can be
removed with a suitable continuous step function r simply deﬁned by rðtÞ ¼
sðt þ 1
4
Þ: Then rðtÞ ¼ j if t 2 ½ j  1
4
; j þ 1
4
	 for all integer j; so r returns the
integer closest to t as long as the error is 1
4
or less.
Now deﬁne a two-component function ~yðt; tÞ where y1ðt; 0Þ ¼ y2ðt; 0Þ ¼ 1
and
@ty1 ¼ ðy2F ðtÞ  y1Þckykðsin 2ptÞbðtÞ;
@ty2 ¼ ðy1  y2Þckykðsin 2ptÞbðtÞ;
ð7Þ
where bðtÞ is an increasing function of t: Then we claim that gn ¼ rðy1ðn; nÞÞ:
We will see that if b grows quickly enough, then by setting t ¼ n we can
make the approximation error jy1ðn; nÞ  gnj as small as we like, and then
remove the error by applying r:
Again, the idea is that on alternate intervals we hold either y1 or y2
constant and update the other one. For integer j; it is easy to see that when
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2
	 the term ykðsin 2ptÞ holds y2 constant, and y1 moves toward
y2f ð jÞ: Quantitatively, solving (7) for t 2 ½ j; j þ 12	 gives y1ðn; tÞ ¼ y2ðn; jÞfj þ
ðy1ðn; jÞ  y2ðn; jÞfjÞ expððsðtÞ  jÞbðtÞÞ: Similarly, when t 2 ½ j þ 12; j þ 1	; y1
is held constant and y2 moves toward y1: This gives us the recursion,
y1ðn; j þ 1Þ ¼ y2ðn; jÞfj þ eðtÞðy1ðn; jÞ  y2ðn; jÞfjÞ;
y2ðn; j þ 1Þ ¼ y1ðn; j þ 1Þ þ eðtÞðy2ðn; jÞ  y1ðn; j þ 1ÞÞ;
ð8Þ
where eðtÞ ¼ expðbðtÞÞ: Note that if eðtÞ is sufﬁciently small then y1ðn; j
þ1Þ  y2ðn; jÞfj and y2ðn; j þ 1Þ  y1ðn; j þ 1Þ and, therefore, y1ðn; j þ 1Þ 
y1ðn; jÞfj as intended.
Now let bðtÞ ¼ A exp½m	ðBtÞ and t ¼ n; where f ðnÞ and gðnÞ are bounded
from above by A exp½m	ðBnÞ as in Proposition 4.3. Below we show that we
can set for instance A ¼ 3 and B ¼ 2; adjusting m; and that
jy1ðn; nÞ  gnj4eðnÞ2nðn þ 1Þb
nþ1ðnÞ532:9:e4=e3e
2
for all m; n51: Since this is less than 1
4
; we can round the value of y1 to the
nearest integer using r; as claimed.
To conclude the proof, we show that jy1ðn; nÞ  gnj514: Without loss of
generality, we will set the constants in the bound on f and g to A ¼ 3 and
B ¼ 2 since A exp½m	ðBtÞ can always be bounded by 3 exp½m
0	ðtÞ with m0 large
enough. Also to simplify the notation, we will denote y1ðn; jÞ and y2ðn; jÞ by
y1ð jÞ and y2ð jÞ; respectively. We will prove that jy1ðnÞ  gnj432:9:e4=e3e
2
for
all m; n51: We will proceed by induction on j for j4n: Recall that y1ð0Þ ¼
y2ð0Þ ¼ 1; e ¼ eb and b ¼ A exp½m	ðBnÞ: If n ¼ 0; Eq. (8) shows that jy1ð1Þ
f0j4ej1 f0j4eb and that jy2ð1Þ  y1ð1Þj4ejy2ð0Þ  y1ð1Þj4ej1 eb f0j
4eb: We will now show that if
jy1ð jÞ  gj j424jð j þ 1Þeb jþ1 ð9Þ
and
jy2ð jÞ  y1ð jÞj424jð j þ 1Þeb jþ1; ð10Þ
then
jy1ð j þ 1Þ  gjþ1j424ð jþ1Þð j þ 2Þeb
jþ2 ð11Þ
and
jy2ð j þ 1Þ  y1ð j þ 1Þj424ð jþ1Þð j þ 2Þeb
jþ2; ð12Þ
for all j4n  1; when fj ; gj4b:
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jy2ð jÞ  gj j424jþ1ð j þ 1Þeb
jþ1: ð13Þ
To prove (11) from (9) and (10) we use the recursion of Eq. (8) and the
bounds on fj and gj : From (8) we have
y1ð j þ 1Þ ¼ y2ð jÞfj þ eðy1ð jÞ  y2ð jÞfjÞ: ð14Þ
From (9) we can write y1ð jÞ ¼ gj þ x; where jxj424jð j þ 1Þeb
jþ1 and, from
(13), y2ð jÞ ¼ gj þ z; where jzj424jþ1ð j þ 1Þeb
jþ1: Then (14) can be rewritten
as
y1ð j þ 1Þ ¼ ðgj þ zÞfj þ eðgj þ x ðgj þ zÞfjÞ;
which is
y1ð j þ 1Þ  gjfj ¼ zfj þ egj þ ex egjfj  ez fj :
Therefore,
jy1ð j þ 1Þ  gjþ1j
424jþ1ð j þ 1Þeb jþ1bþ eðbþ 24jð j þ 1Þeb jþ1 þ eb2 þ 24jþ1ð j þ 1Þeb jþ1bÞ
¼ 24jþ1ð j þ 1Þeb jþ2 þ ebþ 24jð j þ 1Þe2b jþ1 þ eb2 þ 24jþ1ð j þ 1Þe2b jþ2:
Since e is small and b is large then the ﬁrst term dominates the others and,
consequently, we have jy1ð j þ 1Þ  gjþ1j424ð jþ1Þð j þ 2Þeb
jþ2; as claimed.
The proof that (9) and (10) imply (12) is similar.
Finally, we brieﬂy show that 24nðn þ 1Þebnþ1; which is always positive, is
smaller than 32:9:e4=e3e
2
for n;m51: When m ¼ n ¼ 1 we obtain the
previous value. It is easy to verify that
24nðn þ 1Þ½3 exp½m	ð2nÞ	nþ1
e3 exp
½m	ð2nÞ
decreases when m and n increases. ]
We illustrate this construction in Fig. 1. We approximate the bounded
product of the identity function, i.e., the factorial ðn  1Þ! ¼
Q
j5n j: We
numerically integrated Eq. (7) using a standard package (Mathematica).
An interesting question is whether Lþ yk is closed under bounded
product for functions with real, rather than integer, values. Our conjecture is
that it is not, but we have no proof of this.
From the previous two lemmas, it follows that
FIG. 1. A numerical integration of Eq. (7), where f is aLþ yk function such that f ð0Þ ¼ 1
and f ðxÞ ¼ x for x51: Here, k ¼ 2: We obtain an approximation of an extension to the reals of
the factorial function. In this example, where we chose a small t54; the approximation is just
sufﬁcient to remove the error with f and obtain exactly
Q
n55 n ¼ 4! ¼ fðy1ð5ÞÞ:
CAMPAGNOLO, MOORE, AND COSTA994Proposition 4.8. If f is an elementary function, then Lþ yk contains an
extension of f to the reals.
Taken together, Propositions 4.4 and 4.8 show that the analog classLþ
yk corresponds to the elementary functions in a natural way.
5. Gn þ yk AND THE GRZEGORCZYK HIERARCHY
In this section, we show that we can extend the results of the previous
section to the higher levels of the Grzegorczyk hierarchy, En for n53: Let us
deﬁne a hierarchy of recursive functions on the reals. Each level is denoted
by Gn þ yk for some n53: The ﬁrst level is G3 þ yk ¼Lþ yk; and each
following level is deﬁned either by adding a new basic function, or by
allowing the system to solve a certain number of non-linear differential
equations.
Definition 5.1. (The hierarchy Gn þ yk). For n53; let Gn þ yk be the
smallest class containing the constants 0; 1;1; and p; the projections, and
yk; which is closed under composition and linear integration, and deﬁned up
to n  3 applications of the following operator:
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Gn þ yk; then the solution of the initial value problem
y01jcos ptj
kþ1 þ 2pðy1  f ðy2ÞÞykðsin 2ptÞykðtÞ ¼ 0;
y02jsin ptj
kþ1 þ 2pðy2  y1Þykðsin 2ptÞykðtÞ ¼ 0;
ð15Þ
with initial condition y1ð0Þ ¼ y2ð0Þ also in Gn þ yk; belongs to Gn þ yk:
We will now show that Gn þ yk; for any ﬁxed k > 2; corresponds to
the nth level of the Grzegorczyk hierarchy in the same way that Lþ yk
corresponds to the elementary functions. First, we will show the operator
NLI carries us up the levels of the Gn þ yk hierarchy just as iteration does
for the En:
Proposition 5.2. For any function f 2 Gn þ yk there is an extension of
the iteration F ðx; tÞ ¼ f ½t	ðxÞ in Gnþ1 þ yk:
Proof. F ðx; tÞ is given by y1 in Eq. (15) with the initial conditions
y1ð0Þ ¼ y2ð0Þ ¼ x: Note that jxjk can deﬁned in Lþ yk as jxjk ¼ ykðxÞ þ
ykðxÞ: Then it can be proved that, for all t 2 N; y1ðtÞ ¼ f ½t	ðxÞ:
The function y1 belongs to Gnþ1 þ yk since it is deﬁned from f ; which is
in Gn þ yk; with only one application of NLI. The dynamics for Eq. (15) is
similar to Eq. (7) for iterated multiplication, in which y1 and y2 are
held constant for alternating intervals. The main difference is that the
terms jcos ptjkþ1 and jsin ptjkþ1 on the left ensure that y1 converges exactly to
f ðy2Þ; and y2 exactly to y1; by the end of the interval ½n; n þ 1	: The
term ykðtÞ on the right ensures that the solution is constant y1ðtÞ ¼
y2ðtÞ ¼ x for t50: The proof is similar to the one given in [CMC00,
Proposition 9]. ]
Now deﬁne a series of functions exp2ðxÞ ¼ e
x and expnþ1ðxÞ ¼ exp
½x	
n ð1Þ for
x 2 N: Since exp2 2Lþ yk; Proposition 5.2 shows that Gn þ yk contains
extensions to the reals of expn1 for all n53: Since E2 : N! N is
elementary, an extension of it to the reals belongs toLþ yk by Proposition
4.8, and since Enþ1 is deﬁned from En by iteration, Gn þ yk also contains
extensions to the reals of En1 for all n53: For simplicity, we will also use
the notation expnðxÞ and EnðxÞ for monotone extensions of expn and En to
x 2 R:
In fact, ﬁnite compositions of expn1 and En1 put an upper bound on the
growth of functions in Gn þ yk; so in analogy to Proposition 4.3 we have the
following:
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Then there is a constant d and constants A;B;C;D such that, for all x 2 Rm;
jjf ð~xÞjj4A exp½d	n1ðBjj~xjjÞ;
jj@xi f ð~xÞjj4C exp
½d	
n1ðDjj~xjjÞ for all i ¼ 1; . . . ;m;
where jj~xjj ¼ maxi jxi j: Moreover, the same is true (with different constants) if
expn1 is replaced by En1:
Now, as before, to compare an analog class to a digital one we will say
that a real function is computable in En if it can be approximated by a series
of rationals with a functional in En; and we will say that an integer function
is in an analog class if some extension of it to the reals is. We will now show
that Gn þ yk; for any ﬁxed k > 2; corresponds to the nth level of the
Grzegorczyk hierarchy in the same way that Lþ yk corresponds to the
elementary functions.
Proposition 5.4. The following correspondences exist between Gn þ yk
and the levels of the Grzegorczyk hierarchy, En for all n53:
1. Any function in Gn þ yk is computable in En:
2. If f 2 Gn þ yk is an extension to the reals of some f˜ on N; then f˜ 2 En:
3. Conversely, if f 2 En then some extension of it to the reals is
in Gn þ yk:
Proof. To prove that functions in Gn þ yk can be computed with
functionals in En; we follow the proof of Proposition 4.4 for composition
and linear integration. However, when we use Euler’s method for numerical
integration, we now apply the bound of Proposition 5.3 and set m; n and N
to grow as AE
½d	
n1ðBlÞ for a certain d: Since this is in E
n; so are the
functionals F and C: Numerical integration of functions in Gn þ yk deﬁned
by Eq. (15) can also be done in En; although the numerical techniques
involved are slightly different since ~y0 is deﬁned implicitly. Now, as in
Corollary 4.5, if f takes integer values on the integers we just have to
approximate it to within an error less than 1
2
; so the restriction of f to the
integers is in En:
Conversely, the remarks above show that Gn þ yk contains an extension
to the reals of En1; and Lemma 4.6 shows that it contains the other initial
functions of En as well. Furthermore, it is closed under bounded sum and
bounded product for integer-valued functions. The proof of Lemma 4.7
proceeds as before, except that using Proposition 5.3 again, bðtÞ is now
AE
½m	
n1ðBtÞ: Since an extension of this to the reals can be deﬁned in Gn þ yk;
so can the linear differential equation (7). We showed that Gn þ yk contains
GRZEGORCZYK HIERARCHY 997extensions to the reals of all initial functions of En and is closed under
composition and bounded sums and products for integer valued functions.
Therefore, Gn þ yk contains extensions to the reals of all functions in En: ]
A few remarks are in order. First, we stress that the analog model we
deﬁne contains exactly the nth level of the Grzegorczyk hierarchy if it is
allowed to solve up to n  3 non-linear differential equations of the form of
Eq. (15) and no other non-linear differential equations.
Secondly, notice that since
S
n E
n ¼ PR; Proposition 5.4 implies that
Corollary 5.5. Any function in
S
n ðGn þ ykÞ is computable in PR and
all primitive recursive functions are contained in
S
n ðGn þ ykÞ:
Finally, instead of allowing our model to solve Eq. (15), we can keep
everything linear and deﬁne Gn þ yk by adding a new basic function which is
an extension to the reals of En1: While this produces a smaller set of
functions on R; it produces extensions to R of the same set of functions on N
as the class deﬁned here.
6. CONCLUSION
We have deﬁned a new version of Shannon’s GPAC in which
the integration operator is restricted in a natural way}to solving linear
differential equations. When we add the ability to measure inequalities
in a differentiable way, the resulting system Lþ yk corresponds exactly to
the elementary functions E: Furthermore, we have deﬁned a hierarchy of
analog classes Gn þ yk by allowing n  3 non-linear equations of a
certain form, and we have shown that this hierarchy corresponds, level by
level, to the Grzegorczyk hierarchy En for n53: When combined
with the earlier result [CMC00] that Gþ yk contains the primitive
recursive functions, this suggests that subclasses of the primitive
recursive functions correspond nicely to natural subclasses of analog
computers.
Several open questions suggest themselves:
1. We used a very speciﬁc kind of non-linear operator to deﬁne the
classes Gn þ yk in Section 5. Is there a more natural family of non-linear
differential equations, whose solutions are total functions, which yield non-
elementary functions?
2. Can we do without p in the deﬁnition of Lþ yk? Note that we do
not need to include it in the deﬁnition of Gn þ yk for n > 3; since we can
deﬁne f ðxÞ ¼ 1=ðx2 þ 1Þ from limited integration as f ð0Þ ¼ 1 and f 0 þ
2xf 2 ¼ 0; then deﬁne gðxÞ ¼ tan1 x from linear integration as gð0Þ ¼ 0 and
CAMPAGNOLO, MOORE, AND COSTA998g0 ¼ f ; and ﬁnally set p ¼ 4 tan1 1: However, we have been unable to ﬁnd a
way to deﬁne p from linear integration alone.
3. Is Lþ yk closed under bounded product for real-valued
functions, and not just integer-valued ones? We think this is unlikely, since
it would require some form of iteration like that in Eq. (15) where y1 and y2
converge to the desired values exactly. We see no way to do this without
highly non-linear terms. If Lþ yk is not closed under real-valued bounded
products, then we could ask what class would result from that additional
operation. While the set of integer functions which have real extensions in
the class would remain the same, the set of functions on the reals would be
larger.
4. By adding to our basis a function that grows faster than any
primitive recursive function, such as the Ackermann function, we can obtain
trans-ﬁnite levels of the extended Grzegorczyk hierarchy [Ros84]. It would
be interesting to ﬁnd natural analog operators that can generate such
functions.
5. How robust are these systems in the presence of noise? Since it is
based on linear differential equations,Lþ yk may exhibit a fair amount of
robustness to perturbations. We hope to quantify this, and explore whether
this makes these models more robust than other continuous-time analog
models, which are highly non-linear.
6. Our results on the Grzegorczyk hierarchy seem to be
somehow related to [Gak99], which framework is the BSS model of
computation. In [Gak99] the recursive characterization of the BSS-
computable functions [BSS89] is restricted to match the recursive
deﬁnition of the classes En: This might suggest that our continuous-
time operations on real functions, namely the various forms of
integration we consider, are related to certain restricted types of BSS-
machines.
It is interesting that linear integration alone, in the presence of yk; gives
extensions to the reals of all elementary functions, since these are
all the functions that can be computed by any practically conceivable
digital device. In terms of dynamical systems, Lþ yk corresponds to
cascades of ﬁnite depth, each level of which depends linearly on its own
variables and the output of the level before it. We ﬁnd it surprising that such
systems, as opposed to highly non-linear ones, have so much computational
power.
Finally, we note that while including yk as an oracle makes these functions
non-analytic, by increasing k they can be made as smooth as we like.
Therefore, we claim that these are acceptable models of real physical
phenomena, and may be more realistic in certain cases than either discrete
or hybrid systems.
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