Abstract-We explore the identification of neuronal voltage traces by artificial neural networks based on wavelets (Wavenet). More precisely, we apply a modification in the representation of dynamical systems by Wavenet which decreases the number of used functions; this approach combines localized and global scope functions (unlike Wavenet, which uses localized functions only). As a proof-of-concept, we focus on the identification of voltage traces obtained by simulation of a paradigmatic neuron model, the Morris-Lecar model. We show that, after training our artificial network with biologically plausible input currents, the network is able to identify the neuron's behaviour with high accuracy, thus obtaining a black box that can be then used for predictive goals. Interestingly, the interval of input currents used for training, ranging from stimuli for which the neuron is quiescent to stimuli that elicit spikes, shows the ability of our network to identify abrupt changes in the bifurcation diagram, from almost linear input-output relationships to highly nonlinear ones. These findings open new avenues to investigate the identification of other neuron models and to provide heuristic models for real neurons by stimulating them in closed-loop experiments, that is, using the dynamic-clamp, a well-known electrophysiology technique.
I. INTRODUCTION
Neurons are the basic information processing structures in the brain. Through synapses or direct stimulation, neurons receive input signals that are shaped within the cell according to its intrinsic properties: morphology, ionic channels, availability of neurotransmitters,. . . The main observable of these transformations are voltage changes in the membrane potential (i.e., the difference in electrical potential between the interior and the exterior of a neuron). There is a vast literature on modeling of such intrinsic features, see for instance [3] for a thorough treatment. The main formalism was introduced by Hodgkin and Huxley [2] and consists of modeling the membrane potential of the neuron with the help of Kirchhoff's laws and first order kinetics describing the probability of specific ionic channels (sensitive to sodium, potassium, calcium or other chemical elements) to be open/closed. A plethora of experiments has since been devoted to provide specific models by identifying and quantifying the ionic channels, giving rise to very precise biophysical models now available to the computational neuroscience community. However, these are costly experiments that cannot be performed for every single trace obtained in electrophysiology labs, and so there exists a huge amount of experimental data not associated to a biophysically-derived mathematical model. Thus, the problem of identification and cell classification from voltage traces is fundamental to experimental neuroscience, see [5] where the problem of detection, time-estimation, and cell classification is treated in order to sort neural action potentials. Here, we use a computationally efficient modification of classical Wavelet-based networks to identify dynamics of cells from voltage traces. The identification method decreases the number of used functions in Wavenet by combining localized and global scope functions instead of only localized functions. In order to test the goodness of this estimation tool, we have chosen a benchmark neuron model, the Morris-Lecar model, a paradigmatic biophysical model able to reproduce the main states of a neuron, namely quiescent state and regular spiking, with only constant current stimuli. We train the modified wavenet using voltage traces obtained after applying a variable input current stimulus, that sweeps a biologically plausible interval, to the differential equations that define the MorrisLecar model. This procedure allows to identify the parameters with a best fit to the data and, ultimately, it provides a blackbox model of the neuron that can be used as a predictive or inference tool.
II. NEURON MODEL
As a benchmark neuron model, we consider the MorrisLecar model proposed in [1] , which has been profusely used in computational neuroscience as it models fundamental types of neural dynamics while it is still feasible to make a qualitative analysis of it, see [4] . The dynamics of the neuron is modeled by a continuous-time dynamical system composed of the current-balance equation for the membrane potential, v = v(t), and the K + gating variable 0 ≤ w = w(t) ≤ 1, which represents the probability of the K + ionic channel to be active:
The leakage, calcium, and potassium currents are of the form
, and
Ca and g K are the maximal conductances of each current, whereas E L , E Ca and E K denote the Nernst equilibrium potentials, for which the corresponding current is zero, also known as reversal (1) in terms of the parameter Iapp. The graph shows the maximal value of the variable v on the equilibrium points or on the periodic orbits which, indeed, are limit cycles.
potentials. The constant C m = 20 µF/cm 2 is the membrane capacitance, φ = 1/15 is a dimensionless constant, I app represents the (externally) applied current, which will be variable in our simulations, and
The following set of parameters have been used in our computations, see [4] :
Figure II, shows the bifurcation diagram of system (1) in terms of the parameter I app . In the experiments, a prescribed I app (t) that spans from 20 to 80 µA/cm 2 was used. Note that for I app below I bif ≈ 39.9632, there is one attractor, which is an equilibrium point of the system, while for I app ∈ (I bif , 80), also there is a unique attractor, which is a limit cycle (only the maximal value of the variable v on the limit cycle is shown).
III. THE NETWORK CHARACTERISTICS
Great advances were made in the last years in analysis and identification of dynamical systems using non-linear models originated from artificial intelligence. In this area, models obtained from syntax rules (fuzzy logic) and, mainly, those ones that use activation functions (neural networks) are significative. In the artificial intelligence approach, a neural network comprises neurons layers, interconnected through weights. Mathematically, they are complex models, whose structure is empirically determined.
The most used neural network for control and non-linear system identification is the feedforward. Nearly 90% of the works found in the literature use this kind of network. A great part of this success can be attributed to the iterative algorithm used in the supervised training, known as Backpropagation [6] . Nevertheless, systems identification can be very tiring, due to the great number of network structure parameters (number of hidden layers, number of neurons per layer) and training method (weights, initial selection, learning factor determination, moment rate and stopping criteria) [7] . Network structure parameters and training method are determined by error and trial or Heuristic.
Due to the great number of parameters and lack of mathematical basis, feedforward networks have been replaced by non-linear models, but linear on its parameters. This structure is very attractive, because training can be formalized as a linear regression problem and, hence, solved by least squares. Two kinds of non-linear networks, linear on its parameters, have been used: radial base function networks (RBFN) and, most recently, wavelet networks. RBFN have only one hidden layer, whose neurons use activation functions, generally with compact support and defined around centers [7] . Network structure parameters are defined by number and center location. Compared to feedforward, RBFN needs a smaller number of parameters. Wavelet networks are made of localized functions, as RBFN. However, they are better mathematically based.
Wavelet networks use the multiresolution concept. [8] . Analysis in multiresolution is a structure of signal representation, in different scales or resolutions. A signal in the multiresolution frame is represented as the sum of successive approximations, done from projections of this signal in spaces defined in wavelets theory [9] , [10] .
The use of wavelets in approximations of functions and neural network construction came out with Bakshi [11] , through the wavenets and Zhang [12] with frame networks. In the multiresolution frame, the approximation of a function f (x) is made through its projections to shifted and compressed versions of a basic function, known as "wavelet mother". Translations and compressions and, thus, location and size are defined by wavelet theory. In this case, network training is restricted to determine the coefficients (weights) relative to projections. The issue is that the number of activation functions of a wavenet grows in an exponential way, as the number of inputs becomes larger. In addition, the activation functions support decreases too much, in relation to the problem domain, since in a wavenet the support of each multidimensional activation function is obtained from the intersection of the unidimensional localized function supports. Hence, there may be functions with a very small number of points in its support, causing numerical problems to training, mainly when there is deficient data sampling.
In [17] , an approach to reduce the number of activation functions in a wavenet is proposed. Training data are initially approximated with activation functions (scale functions), whose support is equal to the problem domain support (global scope functions), different from the originally proposed wavenet, which uses localized functions only. If approximation is not adequate, thus wavelets with an increasing level of location could be added, according to multiresolution. 
IV. THE WAVENET MODEL

A. Dynamical system identification
In this work, we deal with the identification of the neuronal voltage traces of the Morris-Lecar model proposed in [1] . The steps followed in the identification process were: 1) Acquisition of data group for fitting (Training Patterns): data were obtained solving system 2. 2) Determination of the best network structure: the set of input variables that better identifies the process has been selected in this step. As a measure criterion, the smaller quadratic error with the smaller number of variables was considered.
3) The validation trough dynamic prediction, which corresponds to the prediction of an arbitrary number of steps forward. In this case, the first point of the validation data group (initial condition) is used as an input to the network. In relation to the other points, only the information of the perturbation variable is used, as external information, and a feedback of the output variables is performed.
B. Simulation results
The neural network was trained by defining the I app current as an independent variable. I app is defined as a piecewise constant signal with 50 levels randomly defined with a uniform distribution. The value of the constant changes every 2000 integration steps (Figure 2) .
To verify the robustness of the identification, parameters g L and g K were modified with a uniformly distributed noise η(t) as follows:
The noise amplitude value considered in this experiment is 8%. To solve the differential equations of the Morris-Lecar model, the Euler method was used with step T s = 0.05 ms compatible with the sampling period of experimental data acquisition systems.
The solutions of the differential equations the model and the neural network prediction are depicted (actually overlapped) in the next figures. Figure 3 shows the results corresponding to variable v and Figure 4 shows the results corresponding to variable w. As it can be verified from the results presented, the prediction in both subthreshold and trigger conditions is satisfactory. In Figure 5 , the simulated and predicted variables are shown simultaneously in a phase-plane representation. As it can be appreciated the network is able to track, with high accuracy, the oscillations elicited when I app visits the parameter region with stable limit cycles, that is, when I app > I bif . We have tested the performance of a modified wavenet to identify parameters of a neuron model from its voltage traces. We show that, after training our artificial network with biologically plausible input currents, the network is able to identify the neuron's behaviour with high accuracy, thus obtaining a black box that can be further used for predictive goals. Interestingly, the interval of input currents used to train the network includes both current levels for which the neuron is quiescent and current levels that elicit spikes, which shows the ability of our network to identify abrupt changes in the bifurcation diagram, from almost linear input-output relationships to highly nonlinear ones. In this work, the simulations have been performed on a benchmark representative model, with the aim of providing a proof of concept, but our procedure can be easily extended to investigate the identification of other neuron models encoding more sophisticated types of dynamics (bursting, adaptation, mixed-mode oscillations, etc).
Even more importantly, our approach opens promising avenues when applied to real neurons, since it naturally leads to a heuristic model of a neuron just stimulating it in closedloop experiments (that is, using the dynamic-clamp, a wellknown electrophysiology technique) and using the output data to train the wavenet. In addition, this procedure would allow to associate a heuristic model to available data in neuroscience that has not gone through a careful channel dissection to biophysically characterize the corresponding neuron, even if the data does not come from electrophysiological recordings of a single cell; for instance, it could also provide heuristic models for populations of neurons. Finally, another application of our approach is to infer, via inverse control methods, the time course of the input current received by a neuron, which essentially corresponds to the synaptic input and thus provides a valuable information about neuron's connectivity, a paramount problem in neuroscience.
