We examine the time course of visual grouping and figure-ground processing. Figure (contour) and ground (random-texture) elements were flickered with different phases (i.e., contour and background are alternated), requiring the observer to group information within a pre-specified time window. It was found this grouping has a high temporal resolution: less than 20 ms for smooth contours, and less than 50 ms for line conjunctions with sharp angles. Furthermore, the grouping process takes place without an explicit knowledge of the phase of the elements, and it requires a cumulative build-up of information. The results are discussed in relation to the neural mechanism for visual grouping and figure-ground segregation.
Introduction
The human visual system is known to first decompose images into local visual features or elements (Hubel & Wiesel, 1968) . In order to then perceive and discriminate objects embedded within a rich environment, the visual system must group the elements that belong to one object and segregate them from those belonging to other objects or the background. Research on figure-ground segregation of contour elements has focused on the relative importance of several factors identified by the early Gestalt psychologists, such as proximity, similarity, and good continuation of the elements that make up the figure (Field, Hayes, & Hess, 1993; Kovács & Julesz, 1993 ; for reviews, see Hess & Field, 1999; Kovács, 1996) . More recently, the mechanism and the time course of figureground segregation has been the focus of intensive research (Clifford, Holcombe, & Pearson, 2004; Francis, 2009; Hess, Beaudot, & Mullen, 2001; Holcombe & Cavanagh, 2001; Lachapelle, McKerral, Jauffret, & Bach, 2008; Neri & Levi, 2007; Polat, 1999; Polat & Sagi, 1993 aimed at revealing the nature of its neural code (Hess et al., 2001; Singer, 1999) .
While the time to detect individual elements is short (of the order of 20 ms; Hess et al., 2001) , the time needed for contour integration is thought to be much longer and to depend on the curvature of the contour. For example, the detection of a continuous contour composed of Gabor elements within a background of random elements (Path-finder display) required approximately 100-250 ms for masked stimuli (Hess et al., 2001) , suggesting a slow process that depends on recurrent activity (i.e., feedback from higher areas and lateral connections; Craft, Schütze, Niebur, & von der Heydt, 2007; Li, Piëch, & Gilbert, 2006) . Other paradigms, however, have obtained much faster estimates of the time course of visual grouping. For example, the time course of global form perception was investigated by Clifford and colleagues (2004) who designed a novel technique based on alternations between two stimulus displays, each containing a coherent spatial structure which disappears when the two displays (or frames) are summed up. In particular, they used spiral Glass-patterns (Glass, 1969) for which the two frames were mutually exclusive (the simultaneous presentation of both abolishes all global form cues), which were alternated at various frequencies. Consequently, in order to generate a coherent global percept, observers had to extract information relating to the global structure within each frame presentation. Discrimination between the patterns contained in the alternating frames was possible at remarkably high frequencies ($25 ms/frame), which demonstrates a much higher sensitivity of the visual system to temporal structure -indicative of a fast neural binding mechanism.
These discrepant estimations may be explained by differing stimuli and task demands, which may have resulted in the measurement of two distinct grouping mechanisms that require different amounts of processing. On the one hand, the detection of the target in the Path-finder displays (Hess et al., 2001 ) requires contour integration of local elements that belong to the contour, but the detection time could also be affected by additional processes, as the target needs to be selected from a variety of partial contours formed by randomly aligned elements within the background. This may therefore overestimate the time required for perceptual 0042-6989/$ -see front matter Ó 2010 Elsevier Ltd. All rights reserved. doi:10.1016/j.visres.2010.06.001 grouping when the background lacks strong competing signals (based on the same visual property as the target), as is the case in homogeneously structured background arrays. On the other hand, while the Glass-pattern paradigm involves an easier discrimination, it is arguable whether it truly measures global contour integration (grouping of the elements), or rather the detection of localized orientation cues, resulting from the orientation summation of multiple neighboring dot pairs, without the need to bind them (Dakin & Bex, 2001 ). Thus, the dominant orientation within localized regions of the stimulus maybe detected via neural mechanisms also involved in texture processing. This process may lead to the general impression or sensation of structure, without the need to localize and bind specific elements involved (as is necessary with Path-finder displays). The additional fact that the modulation of V1 and V2 responses to coherent structure in Glass-patterns is seen to be minimal (Smith, Bair, & Movshon, 2002; Smith, Kohn, & Movshon, 2007) also lends weight to the argument that the local elements are not being strictly bound in Glass-pattern perception; this stands in contrast to modulation (in correlation or firing rate) of V1 and V2 activity in response to collinear stimuli that are likely to form grouped representations (Bauer & Heinze, 2002; Kapadia, Ito, Gilbert, & Westheimer, 1995; Li et al., 2006; Polat, Mizobe, Pettet, Kasamatsu, & Norcia, 1998) .
The time course of visual grouping provides important constraints for the underlying neural mechanism. One interesting suggestion is that grouping (or visual binding) is encoded via neural synchrony (Gray, 1999; Singer, 1999; Singer & Gray, 1995; von der Malsburg, 1999) . Accordingly, detectors that respond to grouped elements (belonging to the same object or contour) respond in synchrony (on a timescale faster than that of the psychological moment, estimated to be 50 ms or more; von der Malsburg, 1999), while detectors that respond to background elements respond in a non-synchronized way. This synchronization can be mediated by lateral interactions in the visual cortex, as illustrated in a computational model that accounts for a wide range of psychophysical and physiological data on contour salience (Yen & Finkel, 1998) . This scheme also predicts that grouping should be sensitive to the synchrony of visual elements (on a time scale smaller than 50 ms), as shown in a number of psychophysical studies (Leonards, Singer, & Fahle, 1996; Parton, Donnelly, & Usher, 2001; Parton, Donner, Donnelly, & Usher, 2006; Usher & Donnelly, 1998) Other neural schemes for grouping rely on facilitatory interactions between detectors with similar orientations that result in stronger responses to contours (Adini, Sagi, & Tsodyks, 1997; Li, Piech, & Gilbert, 2008; Polat, 1999) or a combination of stronger and more synchronized response onsets (Hancock, Walton, Mitchell, Plenderleith, & Phillips, 2008; Sterkin, Sterkin, & Polat, 2008) .
In the present study we investigate the time course of perceptual grouping by extending the approach of Clifford et al. (2004) and Fahle (1993) , in which no spatial structure exists once the cyclic display is summed across the frames of 1 cycle. A primary aim is to measure the temporal resolution with which observers can detect contours in such temporal modulated sequences. Of special interest is whether this temporal resolution can be higher than that for detecting the simultaneity of the elements. Such an outcome would support a grouping process that is sensitive to temporal modulations, faster than the 'psychological present' (the time needed to judge simultaneity). Furthermore, if grouping mediates contour detection in this paradigm, we predict that its temporal resolution will depend on the spatial coherence (e.g., smoothness) of the contour. This is in line with the results of previous studies showing that detectability of the target contour changes as a function of the alignment of between elements (Field et al., 1993) . This is tested using a range of figure types that vary in spatial coherency.
Two experimental paradigms were used, testing complementary types of grouping: contours (varying in smoothness) within a uniform background, and arrow shapes that involve conjunctions of lines, in bi-stable perception. Care has been taken in designing both types of stimuli to rule out possible artifactual cues previously associated with flickering input (Adelson & Farid, 1999; Dakin & Bex, 2002; Kandil & Fahle, 2001) . In Experiment 1, the figure (contour) and background elements were segregated into two alternating frames; integration of these frames resulted in a homogeneous display, for which detection of the contour was not possible. Detection was measured for a range of contours varying in smoothness (spatial coherency). In order to estimate the impact of onset and offset transients in contour grouping, and to test weather the figure/ground processing accumulates across alternation cycles, in Experiment 2 we measured contour detection with both single and multiple cycle displays (1, 3 or 5 cycles). In Experiment 3, we examined the relative importance of periodic modulations, by contrasting a temporally structured, oscillatory modulation with a non-periodic one. In Experiment 4, we extend these results to stimulus displays with bi-stable figures. Here, each frame in the alternation cycle contains visual segments consistent with one of the interpretations, but which becomes invisible once the two frames of the cycle are combined. The visual elements presented in each frame constitute an arrow structure (conjunctions of lines; Fig. 6 ), posing a more stringent test for visual grouping. To anticipate, we find that grouping can be performed within fast time intervals of 10-50 ms (depending on the complexity of the target structure -smooth contour vs. line junctions), but only for coherent spatial structure.
2. Experiment 1 -effect of spatial structure and frame duration 2.1. Method 2.1.1. Apparatus
Stimuli were generated using a Microsoft Windows PC equipped with a VSG 2/5 graphics board (Cambridge Research Systems) and displayed on a gamma-corrected Sony Trinitron Multiscan E450 monitor. For all experiments, the frame rate of the display was set at 140 Hz, the screen resolution was set at 800 Â 600 pixels, and the background luminance at 28 cd/m 2 . Observers were tested in a dimly illuminated room, and were required to use a chin rest to minimize head movements and maintain a constant viewing distance of 57 cm. Responses were recorded using the left and right buttons of a CT3 four-button response box (Cambridge Research Systems).
Observers
Five observers (four naive), with normal or corrected-to-normal vision, participated in Experiment 1.
Stimuli
The stimulus display was divided into a three-frame sequence, in which frame B 1 contained a random half (1500) of the background dots (e.g., Fig. 1e ), frame T contained the 52 target figure defining dots (e.g., Fig. 1f ), and frame B 2 the remaining 1500 background dots (e.g., Fig. 1g ). All dots were white, had identical properties, and were displayed on a gray background. After setting the coordinates of the target dots, the background dots were positioned sequentially, with the constraint of a minimum inter-element distance of 0.44 deg. This three-frame sequence was presented for a fixed number of cycles (e.g., 5), in immediate succession (no delay between the cycles) and was forward-and backward-masked with a display (M) containing all dots. For example a stimulus sequence of 2 cycles can be denoted in the following way: M, B 1 , T, B 2 , B 1 , T, B 2 , M (where M = mask, B 1 and B 2 = background, and T = targets, and there is no gap between the frames). The mask had a constant duration of 21 ms, across all experimental conditions, while the duration of the other frames was varied. Three target conditions were used: (i) a Smooth-Ellipse, (ii) a Fuzzy-Ellipse, and (iii) a Gaussian-Cloud. In the Smooth-Ellipse condition, the stimulus consisted of an elliptical contour, (e.g., Fig. 1a ). The target ellipse had a width of 4.35 deg and a height of 8.68 deg, or vice versa. The orientation of the target ellipse, vertical or horizontal, together with its position, was maintained across all frames of a single trial, but varied randomly between trials. Thus there was no correlation between the type of target and the location when it appears on the screen.
In the Fuzzy-Ellipse condition, the target-forming dots were not placed directly onto the elliptical contour, but offset by a regular distance (0.22 deg) either towards or away from the center of the ellipse, resulting in a jagged, or fuzzy elliptical shape (Fig. 1b) . This structure retains the same global properties as the original ''smooth" structure, but the orientation signals generated by the local dot pairs are not as easily integrated, resulting in a more difficult binding condition. The third structure was designed with the aim of abolishing, as far as possible, any clear structural information in the target. In this Gaussian-Cloud condition (Fig. 1c) , an identical number of dots were randomly positioned without structure according to a 2D Gaussian distribution (SD = 2.2 deg), and positioned in either the left or the right half of the display.
A number of important properties of the stimulus should be noted: (1) all elements of the stimuli are flickering and performance cannot be based on detection of the flicker. Neither can performance be based on the perception of motion signals at the border of figure-ground regions (Kandil & Fahle, 2001) , because any such signals are effectively masked by additional motion signals between background elements. (2) As both target and background regions are presented periodically and have identical properties on each presentation, detection cannot be based on perceived contrast differences between figure and ground regions (Adelson & Farid, 1999) . (3) Most importantly, no spatial structure exists in the time averaged stimulus sequence. Thus, detection of the figure requires the visual system to utilize temporal structure for grouping.
Procedure
Observers were required to make binary orientation discriminations (vertical or horizontal) in the Smooth-Ellipse and Fuzzy-Ellipse conditions and binary localization judgments (left or right half of screen) in the Gaussian-Cloud condition. They were informed that a target (contour or cloud of dots) was present in the display on every trial, and that they should try their hardest to detect it. They were instructed to fixate centrally and avoid eye movements. Auditory feedback was given for errors. The three spatial-grouping conditions were run in separate blocks, in each of which a range of different frame durations were randomly intermixed. Each observer completed 60 trials per frame duration. For the Fuzzy-Ellipse and Gaussian-Cloud targets, seven different frame durations were used: 14, 29, 43, 57, 71, 86, and 100 ms. For the Smooth-Ellipse condition, three different frame durations were used: 7, 14, and 21 ms. For all grouping conditions, the stimulus sequence was cycled five times for each presentation. The stimulus sequence was both forward and backward masked, to prevent the influence of onset and offset transients, by a $20-ms display containing all (target and background) dots. The order of the blocks was counter-balanced across subjects. Subjects 1-3 performed the conditions in the following order: Fuzzy, Smooth, Cloud. The reversed order was used for subjects 4 and 5: Cloud, Smooth, Fuzzy. Prior to starting each block, 50 practice trials were given.
Results
Fig . 2 shows the target discrimination accuracy in the three conditions (Smooth-Ellipse, Fuzzy-Ellipse, and Gaussian-Cloud) as a function of frame duration. For the Smooth-Ellipse condition accuracy remains at chance level at 7 ms, and until 14 ms for Fuzzy-Ellipse and Gaussian-Cloud conditions. Performance then improves with frame duration. Moreover, performance is seen to be clearly superior for the Smooth-Ellipse condition (red-circles), relative to the other two, ''weaker" spatial-grouping conditions (green-triangles and blue-circles).
For the Smooth-Ellipse condition, ceiling performance was reached with 21 ms per frame, which is why longer frame durations were not tested. Orientation discrimination for a Fuzzy-Ellipse, whose constituent elements were not coherently linked, required longer frame durations and improved more gradually, but performance was consistently higher compared to GaussianCloud localization.
Statistical comparisons between conditions were made by computing 75% thresholds for individual subjects (Fig. 3) . For the Smooth-Ellipse condition, this threshold was reached with a frame duration of only 12 ms demonstrating the high sensitivity of the visual system to spatially coherent stimuli. Relative to the Smooth-Ellipse, temporal thresholds were longer for the Fuzzy-Ellipse condition: 32 ms (t(4) = 7.0, p = .002), and for the GaussianCloud condition: 53 ms (t(4) = 12.3, p < .0001). The latter condition had the longest temporal threshold, and it also differed significantly from that of the Fuzzy-Ellipse condition (t(4) = 4.0, p = .017).
Discussion
Using the temporal-grouping paradigm with alternating frames of figure/background elements, we found, that the visual system is able to form groupings rapidly. At short frame durations (7 ms for the Smooth-Ellipse, and 14 ms for the other two conditions) the ability of the observers to detect the target (i.e., to group the target elements and discriminate them from the background) was at chance. This is despite the fact that the stimulus was repeated for 5 cycles (i.e., 35 ms for Smooth-Ellipse and 70 ms for the other conditions, excluding the presentation time of the background). Furthermore, we observed that increasing the number of cycles at such fast presentation rates does not help to boost target detection (not reported). In all conditions, the important parameter that affects target detection rate is the frame duration for the presentation of target and background elements. We thus follow Clifford et al. (2004) in considering this as the critical variable (or limiting factor) for the temporal resolution of visual grouping (but see Section 3 for a discussion on the role of the number of cycle repetitions).
The time course of visual grouping obtained ( Fig. 2 ) depends strongly on the spatial coherency of the to-be-grouped elements. In particular, we found that the highest temporal resolution (12 ms) was obtained for the Smooth-Ellipse condition in which the elements strictly followed the Gestalt law of good continuation. In the other two conditions, the strength of grouping between the constituent elements was weakened, so that that structure was either less clearly defined (Fuzzy-Ellipse) or not present at all (Gaussian-Cloud). In consequence, these conditions resulted in a reduced temporal resolution of 32 and 53 ms, respectively.
We thus found a high temporal resolution of visual grouping for smooth contours, in a task in which the background is unstructured and does not contain partial targets that could act as distractors. An important question, however, is whether the mechanism underlying this fast process is fully-fledged grouping or whether it involves mediation by local detectors that respond to elongated elements and that are sensitive to synchrony of their inputs, as illustrated in Fig. 4 .
In order to examine this, we tested a group of five new observers with the same paradigm, except that the contours where not elongated ellipses, but rather S (or snake) shapes (see Fig. 1d ). The results are shown as a pink curve in Fig. 2 , indicating a fast temporal resolution (75%-threshold of 18 ms). We consider this figure to provide a more realistic estimate of the time needed to group visual elements that fall along a smooth contour.
There is one important aspect of the experiment that was not addressed: the number of cycles for target-background presentation. This has important implications for the process by which grouping is achieved. For example, if grouping is triggered by visual transients, one may expect that it will not improve with repetitions. If, one the other hand, it involves an accumulating process triggered by the detection of synchronous (at the frame rate scale) contour elements, than detection should improve with the number of cycles. We examine this issue in Experiment 2.
Experiment 2 -performance for single vs. multiple cycle presentations
In the second experiment we measured detection accuracy for the same class of stimuli used in Experiment 1, but for a range of stimulus presentation durations. This was done by varying the number of times the three-frame cycle was repeatedly presented (either 1, 3 or 5 cycles). This manipulation allows us to investigate the importance of different factors in the detection process; detection could either be mediated by the onset/offset transients (as is 
Each data set was fitted with the following constraints: b > 0, c > 2, 0.4 < a < 0.5. The curves produced for each stimulus condition were used to compute the 75%-correct threshold.
the case in judgements of simultaneity; Guttman, Gilroy, & Blake, 2007) , or by a grouping process that accumulates across repetition cycles.
3.1. Method 3.1.1. Observers Five observers (four naive), with normal or corrected-to-normal vision, participated in Experiment 2.
Stimuli and procedure
The stimuli and procedure were identical to that used in Experiment 1, apart from the following details. Only a single target (the Smooth-Ellipse) and a single frame duration were tested (14 ms). This frame duration was used because it resulted in sufficiently high performance for 5 cycles, in the previous test. The number of stimulus cycles was varied between 1, 3 and 5, and the order of presentation randomised within sessions. One can see that, for all observers, the accuracy of grouping improves with the number of cycles, from chance level with a single cycle towards relatively high accuracies at 3 or 5 cycles. Comparisons showed that the accuracy increased significantly from 1 to 3 cycles (mean difference = 30%; t(4) = 5.1, p = .007), and increased further between 3 and 5 cycles, although the latter increase (mean difference = 5%) was only marginally significant (t(4) = 2.7, p = .054).
Results

Discussion
The results of Experiment 2 have shown that the ability to utilize temporal structure at short frame durations can accumulate figure, short sections of the contour may activate orientation-tuned filters (e.g., black circles and the ovals a and b), which will be sufficient for orientation discrimination of the ellipse structure (white circles). In the Snake condition, this problem is eliminated as almost all local-contour sections (e.g., c and d) are replicated in both horizontal and vertical conditions. Even detectors with larger receptive fields (e.g., e and f) will not respond selectively to one orientation of the snake stimulus.
over the cycles. This is not an obvious result, since sensitivity to temporal information is known to be high for stimulus onsets, so that, conceivably, the ability to perform visual grouping at such fast alternation rates is primarily due to stimulus onset (or possible offset) transients (Guttman et al., 2007) . This has been ruled out by the finding of chance level (50%) discrimination performance for a single cycle. Performance is seen to increase dramatically from 1 to 3 cycles, but also, although to a smaller degree, from 3 to 5 cycles. This may indicate that either the visual system is sensitive to rhythmic, oscillatory structure in the input signal (consistent with the reported oscillatory activity in visual grouping; Brosch, Bauer, & Eckhorn, 1997; Busch, Herrmann, Muller, Lenz, & Gruber, 2006; Castelo-Branco, Goebel, Neuenschwander, & Singer, 2000; Vidal, Chaumon, O'Regan, & Tallon-Baudry, 2006) , or that there is another type of cumulative build-up of the grouping computation over a number of cycles. To distinguish between these two alternative interpretations, we carried out a further test, contrasting a temporally structured, oscillatory signal with a non-periodic signal.
Experiment 3 -importance of periodicity in the input signal
Experiment 3 investigates whether the reported grouping effect is dependent on a sustained periodic signal. This is achieved by contrasting three types of alternation protocols that vary in the temporal structure of the stimuli: (i) a periodic sequence identical to the one used before (Fig. 6a) ; (ii) a non-periodic sequence (Fig. 6c ) in which target frames appeared irregularly, with five target frames randomly positioned throughout a 1-s display sequence; and (iii) a lengthened periodic sequence, with five target frames evenly positioned (every 200 ms) throughout a 1-s display sequence (Fig. 6b) .
Method
Observers
Five observers (four naive), with normal or corrected-to-normal vision, participated in Experiment 3.
Stimuli and procedure
The stimuli and procedure were identical to that used in Experiment 1, apart from the following details. As in Experiment 2 a single target (ellipse) and frame duration (14 ms; $75% threshold level in the original experiment) was used, with the conditions randomized within blocks. All sequences contain the same number of figure frames (namely, 5), but for the long periodic and non-periodic conditions, an additional display cycle was created which consisted of a two-frame background (B) sequence (B 3 and B 4 ) each containing a random selection of distractor and target dots. This was used to maintain perceptible flicker (important for preventing the use of onset/offset transients), while at the same time preventing detection of the target. Long intervals between target frames were filled with this new two-frame cycle. To create a periodic and non-periodic sequences with the same number of figure frames, it was necessary to lengthen the presentation time of the non-periodic displays to 1 s. Long stimulus sequences were created by either equally spacing (every 200 ms; periodic condition) or randomly positioning (non-periodic condition) the five target frames. The remaining elements of the display array were filled with the two-frame sequence (described above), in which the target (T) was undetectable. Example sub-sequence for the periodic condition: B 1 , T, B 2 , B 1 , T, B 2 , etc. Example sub-sequence for the long periodic and non-periodic conditions: B 1 , T, B 2 , B 3 , B 4 , B 3 , B 4 , B 1 , T, B 2 , etc.
Results
The results indicated that the presence of a periodic structure or its frequency do not influence the efficiency of visual grouping, which was equivalent across conditions (performance levels of 86%, 86%, and 89% for conditions (i), (ii), and (iii), respectively, with no significant differences). The lack of difference between short and long display conditions indicates that the ISI between target frames is not critical, and that any partial, or incomplete grouping representation can be maintained for >100 ms, and integrated with future grouping signals.
Discussion
The results of this experiment do not support a special role for stimulus evoked oscillatory modulations (at least at the frequency tested) in the mediation of visual grouping. The results of the first three experiments, however, indicate that grouping is sensitive to fast (non-periodic) modulations of visual elements. In all these experiments we used alternating displays, in which the figure and the ground elements are presented in successive frames, such that when summed together they result in a spatially homogenous display lacking spatial structure. To detect the figure, observers had to group the elements during a frame of the display or at least to do so partially and then accumulate this information across temporal cycles of presentation (see further discussion in Section 6). It could be possible to argue, however, that target detection is partially mediated by motion cues due to the phase difference between the target and the background elements (Kandil & Fahle, 2001) . We believe this is unlikely for two reasons: first, the segregation of randomly positioned background elements into two frames, introduced motion throughout the display, masking any special motion cue at the target. Second, the fact that the temporal resolution depends on the smoothness of the elements indicates that indeed the task measures grouping (motion cues would have been equally effective for detection of a Smooth-Ellipse or Gaussian-Cloud targets. Nevertheless, we aimed in Experiment 4 to use a design that removes any contribution of motion cues leading to detection of the target.
Experiment 4: grouping in ambiguous figure-ground displays
To rule out any contribution of motion cues we switched from a display that contains a figure within a homogenous background, to a bi-stable display that contains an image, whose elements (line segments) can be grouped according to two alternative figure interpretations: leftward/rightward arrows (Fig. 7e) . In this case one type of binding of the lines results in leftward arrows, while a different binding results in rightward arrows. Moreover, each of these perceptual organizations includes all the line elements; the difference only involves the perception of the interior of the arrows as figure or background. As before, we alternate frames, which present, half of the elements each, so that the synchrony of line elements within a frame provides a bias for one of the interpretations, but this bias vanishes when the frames are summed up. In order for such alternation to affect the figure/ground assignment, the presentation time of each frame needs to be such that one can bind its line elements. Note that now, while up-down motion may be perceived in the display, this does not distinguish between the two alternative interpretations; all elements belong to both perceptual organizations, and thus motion cues do not indicate the location of the figure.
Previous studies that examined the impact of temporal modulations (phase of flicker) on bi-stable perception of symmetric arrays, found an effect of temporal phase on perception (rows vs. columns) at fast resolutions of 13-16 ms (Parton et al., 2001; Usher & Donnelly, 1998) . That affect, however, could be explained as a result of the contribution of detectors with elongated receptive fields (vertical or horizontal), which are sensitive to the synchrony of their input. Note that such detectors could not account for the left/right arrows in the present display, both interpretations rely on activation of the same orientation detectors. Thus, this task is likely to be more difficult, measuring the temporal resolution of grouping for elements with conjunctions of intersecting lines.
Additionally, we investigate the relationship between the temporal resolution for grouping and the temporal resolution for simultaneity judgments, using a variant of the bi-stable arrows stimulus. The ability to perform simultaneity judgments implies that the observer has knowledge of which elements appear within the same frame, and which appear in different frames. To rule out the possibility that performance in the grouping task relies upon this type of explicit temporal knowledge (reflecting a relatively trivial process in which elements can be ''tagged" as belonging to a particular phase; this would surely be the case for very slow presentations) it is necessary to establish a higher temporal resolution for grouping than for judgement of simultaneity.
Method
Observers
Nine observers (eight naive) participated in the arrows discrimination task, and nine different observers (eight naive) participated in the line discrimination control task All had normal or correctedto-normal vision.
Stimuli
The stimulus used in the arrows detection task was generated by iteratively creating simple ''arrow" shapes ( Fig. 7) at regularly spaced intervals. The structure of these arrows is such that, when multiple arrows are drawn adjacently with the appropriate alignment, the stimulus becomes bi-stable, that is: multiple instances of either leftward or rightward pointing arrows can be perceived (Fig. 7c) . Each arrow is formed from the conjunction of eight different line segments, occupying an area of 3.9 Â 2.6 deg measured from the flanking tips of the arrow. Arrows were spaced at regular distances along the horizontal axis (every 3.9 deg), and extended to the edge of the display area (35.8 Â 26.0 deg), to avoid any biasing of the bi-stable pattern.
For the purposes of this experiment and in order to investigate the role of temporal structure, this bi-stable display was split into two parts and assigned to different frames. Each frame contained alternating rows (Fig. 7) , so that adjacent rows were never drawn in the same frame. The resulting two frames are no longer bi-stable -they contain groups of arrows that either point leftward or rightward. When alternated at slow speeds the stimulus is not ambiguous, and points only in a single direction. However, when this two- frame sequence is presented in alternation at high frequencies, the distinction is no longer apparent. We aimed to investigate the time course of grouping the separate line sections into a coherent object (an arrow), by varying the frame durations for this two-frame sequence.
For the temporal (line) judgement control task, a corresponding stimulus was constructed in which only the horizontal line segments of the original display were present (Fig. 8) . All vertical and diagonal line segments were removed. This abolished spatial structure from the display and prevented the grouping of line segments into coherent objects. This modification to the stimulus was accompanied by a modification to the task. As discrimination based on spatial structure was no longer possible, observers were required to make a temporal judgment regarding the relative phase of two target line segments.
Procedure
Participants were required simply to view the bi-stable stimulus and report the orientation (either leftward or rightward) of the perceived arrows. They were instructed to maintain fixation at a central position, during a 5-cycle presentation. The display sequence consisted of, first, a 20-ms ''mask" composed of all arrows (Fig. 7e) and therefore not biasing the observer to perceive a particular orientation, followed by 5 cycles of the two-frame stimulus sequence (described above), followed by an additional 20-ms mask. A range of frame durations were tested and randomly intermixed within blocks. Each observer completed 50 trials per frame duration. Observers were informed that, occasionally, they may perceive a heterogeneous group of arrows (pointing both left and right), and in this case they should respond according to the strongest percept. Feedback was not given.
For the temporal (line) judgment task, observers were required to make a judgment about the phase properties of two target line sections. These targets were defined as the two closest segments to a centrally located fixation dot, and could either be presented inphase (same frame) or 180 deg out of phase (different frames). Fig. 9 shows the proportion of responses for which the observers' percept agreed with the arrows' direction contained in individual frames (corresponding to detection accuracy for arrows direction), as a function of the frame duration (solid line/circles).
Results and discussion
Although this task has a slower 75%-correct temporal threshold (48 ms) than that established for the Smooth-Ellipse condition (Experiment 1), this interval is nevertheless much shorter than intervals associated with slower attentional processes, which usually exceed 100 ms, as reported in previous studies (Hess et al., 2001) .
One objection to the interpretation of the arrow-perception as reflecting grouping, could be that performance is driven by the ability to tag the line elements as belonging to various frames, and responding on the basis of elements that are perceived as simultaneous. In order this alternative interpretation we tested another group of observers on the same task, except that only the horizontal line elements were presented (Fig. 8) . With such displays, the to-be-grouped elements are not spatially contiguous (parallel lines), minimizing the spatial coherency of the percepts.
As can be seen in Fig. 9 (blue symbols), this task has a slower temporal threshold (78 ms) and differed significantly from the arrows threshold (t(16) = 7.8, p < .001), indicating that the ability to group and segment information on the basis of temporal phase . Proportion-correct scores for the arrows task in which observers were required to report perceived orientation of an array of bi-stable arrows (fitted with a Weibull curve; see Experiment 1 for details), and the lines task in which observers were required to make a temporal judgment on the phase (synchronous or asynchronous) of two discrete line sections. Nine observers for the arrows condition and nine (different) observers for the lines condition.
in such displays is enhanced when the figure has continuity. In particular, one can observe that for a frame duration of around 40 ms, observers report the arrow consistent with the temporal manipulation 70% of the time, although their ability to say if two adjacent lines flicker in/out of phase is at chance level (see Parton et al. (2001) , for a similar result, in the domain of flicker detection).
General discussion
Using a stimulus alternation paradigm, in which figure and background elements are alternated for a number of cycles, we investigated the temporal resolution of visual grouping. This temporal resolution reflects the time it takes for the visual system to compute some aspects of the grouping process that can be maintained and integrated across time (despite interruption by noise). Thus, the results reflect the time it takes to build-up a basic unit of grouping that can then be extended. Two stimulus types were used that varied in the figural grouping complexity and in the nature of the background. In the first three experiments, the elements were dots, the background corresponded to a homogeneous dot field, and the figure consisted of a set of dots that were arranged either as a contour object (Smooth/Fuzzy-Ellipse or S-Shape) or as a non-contour object (Gaussian-Cloud). First, we found that the critical duration that permits grouping depends on the spatial coherency of the figure. This critical duration was lowest for the smooth contour condition (12-18 ms), and it increased considerably for non-smooth contour (32 ms) and for non-contour figures (53 ms). Second, the results show that the accuracy of grouping increases with the number of figure/background alternation cycles. Third, we found that this process is not dependent on the periodicity (or frequency) of the target frames among background frames. The second type of stimuli (Experiment 4) involved line elements that created an ambiguous figure/ground assignment, with the figure consisting of more complex conjunctions of lines (arrows; Fig. 7 ). Using these stimuli, we found a slower temporal resolution for grouping (48 ms), but this was nevertheless much faster than previous estimates.
These results are consistent with those of Clifford et al. (2004) , who reported Glass-pattern grouping at a temporal resolution of $20 ms, and extends them to stimuli which necessitate binding of the elements before target detection can occur, rather than stimuli which may be categorized using a mechanism that pools orientation signals over a local area, similar to a texture processing mechanism. Thus, our stimuli are likely to probe grouping more directly. The critical time resolution for this process was in the range of 10-50 ms, which is much faster than previous estimates using contour displays (Hess et al., 2001) . One likely cause of the higher temporal resolution in our experiments compared with those of Hess et al. (2001) may have to do with the nature of the background. While we used a uniform background, this was not the case in the Path-finder paradigm, where partial contours are randomly present in the background and therefore the contour detection becomes a task of selecting the stronger among a set of potential contours. Additionally, the figure elements in the Pathfinder paradigm were strongly masked after each frame presentation (by randomly oriented elements in identical positions), thus minimizing the possibility of a cumulative build-up of grouping information. It is, thus, possible that such a process requires a longer duration for its resolution, which is limited by feedback connections and attentional processes. Our results, however, suggest that the temporal resolution of visual grouping can be much higher, when no extra time is needed for selecting among multiple figures. Such a fast time scale stands in contrast to the increased time needed for temporal judgments of simultaneity of flickering elements (Cheadle et al., 2008; Forte, Hogben, & Ross, 1999; Motoyoshi, 2004 ) -indicative of the temporal resolution of a slow attentional mechanism required to temporally isolate the flickering elements. A fast time scale for grouping relative to that for attentional deployment is also consistent with theoretical claims that grouping needs to precede visual attention (in order to guide it; Craft et al., 2007; Qiu, Sugihara, & von der Heydt, 2007) , and with studies that have demonstrated grouping effects in the absence of visual attention (e.g., Lamy, Segal, & Ruderman, 2006) .
The results also have potential implications for the nature of the neural mechanism that mediates grouping and figure-ground discrimination. It is important to note that although the limiting factor (frame duration) was relatively fast (<50 ms) for the grouping of elements along continuous contours, detection was facilitated by the repetition of the stimulus sequence for at least 3 cycles. One way to interpret these results is by assuming that the critical frame rate reflects a minimum processing time, such that grouping information can only be extracted if processing time exceeds this critical duration. For Experiments 1-3, one possibility is that, at the neural level, first-stage orientation detectors are activated more strongly by synchronous pairs of dots (that are co-present within a critical duration (10-20 ms), especially if they are supported by lateral connections along a contour (Adini et al., 1997; Polat, 1999) . This activation, however, is likely to be interrupted by the background frames, especially in Experiment 3, where the frame targets are rare, making it unlikely that target detection is mediated only by sustained (across cycles) activity of target orientation detectors. Thus, we believe that a secondary process (characterized by a minimal time) of binding comes into play, by which relations between these orientation selective units can be computed. Note this binding process is even more essential in Experiment 4, where all line elements are activated equally (in terms of response strength) and it is only the co-activation during a critical interval that carries relational information. This binding process can then accumulate/consolidate with additional target presentations, which enhance target detection.
Further work is required in order to understand the nature of the accumulation process that takes us from the first-stage orientation responses to full grouping. One possibility (subject to some debate; for objections see Shadlen & Movshon, 1999 ; for recent support see Cheadle et al., 2008 ) is based on the idea that visual binding involves fast learning of synaptic connections between co-active (temporally correlated) representations, possibly via top-town feedback connections (von der Malsburg, 1981 (von der Malsburg, , 1999 ; see also Li et al. (2008) , Polat & Sagi (1994) , for data supporting synaptic learning in contour integration). The temporal resolution of visual grouping obtained in our study is consistent with this idea: it was important to have the figure elements presented simultaneously within a brief frame duration (18-48 ms) and several cycles were enough to complete the grouping. It is important to note, however, that we did not find an advantage for periodic (relative to stochastic) contour sequences, suggesting that the mechanism that binds contour elements does not depend on externally induced neural oscillations. Although temporal binding is often formulated as implying such oscillatory activity, this is not a necessary condition for temporal binding (Niebur & Koch, 1994) . As discussed above, it is possible that, with each co-activation of the figure elements, an incremental binding process is set in place and accumulates across multiple cycles (Fig. 7) . This interpretation is consistent with other data showing that aperiodic synchrony can drive grouping (Lee & Blake, 1999) , and more recent studies pointing to the importance of response onset similarities for perceptual grouping, be it in the visual input (Hancock et al., 2008) or the neural responses to visual input (Sterkin et al., 2008) .
The slower resolution of grouping reported in Experiment 4 is likely to be related to a number of factors. First, as discussed above, the stimulus used in Experiment 4 does not give the figure elements any advantage (in term of synchrony-dependent saliency) relative to background elements, and thus it poses a more stringent requirement on visual biding. Second, the necessity of grouping non-smooth junctions of lines may involve additional neural circuitry that is not needed for continuous contours. For example, it is possible that while the continuous contour integration is mediated by lateral connections within a visual area (e.g., V1), the grouping of non-smooth line junctions may additionally require the involvement of extrastriate areas (e.g., V2; Zhaoping, 2005) . In the latter case, signals must travel a greater distance, resulting in an increased critical duration for grouping.
In previous studies with bi-stable perception, the effect of temporal modulations on perceptual interpretation has produced variable conclusions. While Kiper, Gegenfurtner, and Movshon (1996) found very little impact of temporal modulation at a range of frequencies (15-60 Hz, but a constant frame duration of 8 ms) on the visual interpretation of the display, Usher and Donnelly (1998) observed that fast modulations of 13-15 ms/frame were sufficient to bias the perceptual interpretation of symmetric dot lattices (rows vs. columns organization; see also Parton et al., 2001 ). In the latter study, however, the result could be interpreted as being due to detectors with elongated receptive fields, which are sensitive to synchrony of their input. The display used in our Experiment 4 was constructed so as to avoid such an interpretation, thus posing a more stringent temporal resolution for visual binding.
Future studies may extend the range of stimuli used here and reveal more complex dependencies of temporal sensitivity on stimulus structure, in addition to examining the impact of induced or evoked oscillations at a range of frequencies on figure ground processing (Elliott & Muller, 1998) .
