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ABSTRACT
With an increasing divergence between test certified vehicle emission and on-road vehicle
emission, the accurate appraisal of real-world vehicle emission has arguably never been more
important. This research advances the development, calibration and validation of a coupled
traffic micro-simulation and instantaneous emission model.
A portable emission measurement system (PEMS) data set was used to quantify the real-world
CO2 emission of a passenger car through an urban traffic network, in Leeds (UK), over the diurnal
range of traffic flow conditions. Utilising these data, analysis was conducted to assess the
accuracy of CO2 micro-scale emission estimates by four emissions models; the Emissions Factors
Toolkit (EFT), the Handbook Emission Factors for Road Transport (HBEFA); the Motor Vehicle
Emission Simulator (MOVES); and the Passenger car and Heavy duty Emission Model (PHEM).
The results demonstrated the strength of power based models over average speed based
methods. The study identified the influence that road grade can have on the micro-scale
modelling of exhaust CO2 emission and developed a novel methodology to incorporate grade
into the modelling.
A coupled traffic simulation and instantaneous emission model was developed for the study
area, using the simulation tool AIMSUN and the emission model PHEM. The model was
separately calibrated and validated for five time periods. Parameters within the coupled model,
such as the vehicle fleet and vehicle dynamics were customised for the specific study area and
time period. The research demonstrated the ability of the AIMSUN-PHEM model to deliver an
accurate appraisal of on-road CO2 emission for each time period and its capacity to generate a
range of emission factors from those of a single vehicle to those of the entire fleet. This work
confirms that a properly calibrated traffic simulation emission model can provide an effective
method for conducting high resolution analysis of vehicle emission in a network.
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1CHAPTER 1: INTRODUCTION
1.1 BACKGROUND
The Intergovernmental Panel on Climate Change’s (IPCC) Fifth Assessment Report (AR5),
published in 2014 (Pachauri et al., 2014), building on nearly 30 years of research by climate
scientists around the world has established the clear influence of humanity on the Earth’s
climate, with anthropogenic greenhouse gas (GHG) emissions extremely likely to have been the
dominant cause of observed warming at the Earth’s surface and in the oceans since the mid-20th
century. Carbon Dioxide (CO2) has been identified as imparting the greatest impact of these
GHGs. Continued GHG emission, at the current rate, will result in a level of warming that is very
likely to induce substantial and potentially irreversible changes in the Earth’s climate system.
The projected climatic changes are likely to have a detrimental influence on many of the world’s
physical, biological and human systems, affecting food production, human health, and economic
growth, with dire consequences for the most vulnerable communities and ecosystems around
the world (Bernstein et al., 2007b). In response to this threat, the recent 21st meeting of the
United Nations Framework Convention on Climate Change (UNFCCC) saw 195 countries commit
to reducing their GHG emissions (EC, 2015a). The UK Government, for its part, signed into law
the Climate Change Act 2008, committing the UK to an ambitious target of lowering its GHG
emissions to 80% of the 1990 baseline by 2050 (Legislation.gov.uk, 2008).
If this target is to be met, the road transport sector, with 35.6 million vehicles in use on UK roads
in 2014 (DfT, 2015i), contributing 22% of the UK’s total domestic CO2 emission (DfT, 2015h), is
clearly a segment that will need to deliver a vast reduction in CO2 emission. The UK
Government’s ‘Carbon Plan’ published in December 2011 suggests that in order to meet this
obligation the vehicle fleet will need to be almost completely decarbonised by 2040 due to the
rate of fleet turnover (DECC, 2011).
In combination with reducing the fossil fuel dependence of the vehicle fleet through the
introduction of new alternative fuel vehicles, environmental road traffic management schemes
can also deliver substantial CO2 emission reductions. Mechanisms such as better traffic control
systems, which reduce the number of aggressive braking and acceleration events through a
network; training that teaches drivers how to drive their vehicles in the most fuel-efficient
manner; policies which reward multiple-occupancy of cars or the use of public transport to
2reduce both the number of vehicle trips and traffic congestion; and improved road geometry
design to reduce the impact of road grade could all be used to reduce CO2 emission from the
road transport sector.
In order to provide a detailed assessment of the impact of such strategies, emission estimation
models are required that can project emissions of vehicles in real-world conditions with
sufficient accuracy and resolution to quantify their environmental benefit, to inform the policy
decision making process. Current ‘average speed’ models do not predict vehicle emission
sufficiently accurately because many factors are not adequately considered, e.g. road grade,
local speed profiles, driver behaviour and the benefits of smoothing traffic flow by
environmental traffic management strategies.
A coupled traffic micro-simulation with an instantaneous emission model has the potential to
deliver improved assessments of the environmental impact of traffic networks. Such models
utilise traffic micro-simulation software to generate simulated speed profiles for an entire
vehicle fleet travelling in a network. These simulated second by second transient data are used
to populate an instantaneous emission model, enabling the calculation of emission estimates on
a second by second basis, for all vehicles, which can be aggregated from the micro-scale level to
provide a high resolution estimation of vehicle fleet emission. The development of a properly
calibrated traffic simulation model allows for large volumes of second-by-second data to be
generated for each individual simulated vehicle. Collecting a similar volume of real-world data,
for a large number of drivers under a full range of conditions, is both impractical and
prohibitively expensive (Jackson and Aultman-Hall, 2010). A coupled micro-simulation and
instantaneous emission model should provide a cost effective way of conducting high resolution
emission estimation.
1.2 OBJECTIVES AND SCOPE OF THE RESEARCH WORK
The main objective of this work is to improve the estimation of real-world CO2 emission from
the UK vehicle fleet in an urban network by developing and demonstrating a coupled traffic
micro-simulation instantaneous emission model.
This study attempts to answer the following questions:
1. Can the New European Driving Cycle (NEDC) vehicle type-approval CO2 emission
factors be considered good indicators of vehicle CO2 emission in real-world driving?
32. How does micro-scale CO2 emission vary in on-road driving conditions?
3. How good are current emission models at estimating real-world micro-scale vehicle
CO2 emission?
4. To what degree does road grade influence vehicle CO2 emission estimation at a micro-
scale?
5. Can simulated vehicle activity generate CO2 emission estimates comparable to the CO2
emission recorded in real-world testing?
6. To what degree are there diurnal variations in CO2 emission factors for different
vehicle types in an urban traffic network?
Answers to these research questions have been developed through:
1. Reviewing literature relevant to CO2 emission from the UK road transport fleet and the
growing gap between type-approval test-cycle generated CO2 emission estimates and
real-world driving emission.
2. Micro-scale analysis of a large Portable Emission Measurement System (PEMS) data set
for a Euro 4 compliant passenger car, with measurement through an urban traffic
network, over a week-long testing period.
3. Analysis of four popular emission models to assess their capability to replicate the PEMS
recorded real-world emission of a test vehicle through an urban network, over a range
of traffic conditions. Each of the emission models investigated uses a different approach
to modelling on-road vehicle emission.
4. Development of a Light Detection and Ranging (LiDAR) – Global Information System
(GIS) methodology for 1 Hz estimation of road grade for PEMS recorded vehicle trips.
5. Creation of a traffic simulation model for an urban traffic network, capable of integrating
accurate road design (and road grade), signal timings, accurate 24-hour vehicle fleet
composition, Manual Classified Count (MCC) and Automatic Traffic Count (ATC) data,
and bus scheduling, coupled with an instantaneous emission model to generate
emission estimates from simulated vehicle activity.
4The objectives of this study are to:
i. To provide an accurate quantification of real-world micro-scale CO2 emission
factors from a passenger car over a full range of traffic conditions in an urban traffic
network
ii. To assess the ability of different emission model methodologies to estimate real-
world on-road exhaust CO2 emission factors over the spectrum of traffic conditions
likely in an urban network.
iii. To evaluate the importance of road grade in the accurate appraisal of real-world
CO2 emission and establish a practical method for incorporating road grade into the
second-by-second modelling of on-road CO2 emission.
iv. To create a calibrated and validated, coupled traffic simulation and vehicle emission
model and demonstrate the ability of the model to produce high resolution CO2
emission factor estimates for a UK network, identifying the relative contribution of
different vehicle types and sub-categories.
Whilst there are a number of vehicle exhaust emission species which are more concerning from
an air quality perspective, the focus of this research is CO2 emission because:
 The on-road vehicle fleet makes a significant contribution to the total UK national
emission of CO2, which needs to be addressed in order to meet commitments to legally
binding emission targets by 2020 and 2050.
 There is an increasing disparity between real-world vehicle CO2 emission and test cycle
type-approval emission factors, which necessitates the development of simulation tools
that provide realistic vehicle emission factors that are not reliant on test procedure
generated emission factors.
 There is a need for accurate micro-simulation emission tools for transport planning
purposes both in the development of the transport network (e.g. optimised traffic
signals, junction design and bus lane evaluation) and in providing an instrument for
policymakers which enables more detailed appraisal of measures to lower vehicle
emission (e.g. the uptake of low emission vehicles, increased car sharing and limiting
certain vehicle types).
51.3 THESIS STRUCTURE
The research in this thesis is presented as follows:
Chapter One is an introduction to the work in this thesis, which discusses the background and
rationale behind the study and presents the research questions, scope and objectives that
underpin the research.
Chapter Two discusses the current consensus of the climate science community regarding
observed global warming and the potential consequences of continued substantial emission of
GHGs (including CO2) from anthropogenic sources. The chapter looks at the contribution to GHG
emissions from the UK vehicle fleet and discusses an observed increase in the discrepancy
between the CO2 emission rate estimates generated for vehicles during type-approval testing
and the real-world CO2 emission rates once those vehicles are driven on-road.
Chapter Three details a new analysis of a PEMS data set which was collected between the 26th
February 2007 and the 5th of March 2007 by the University of Leeds (UoL) Energy and Resources
Research Institute (ERRI) and the UoL Institute for Transport Studies (ITS). This was part of an
Engineering a Physical Sciences Research Council (EPSRC) funded Real-world Traffic Emissions
Measurement and Modelling (RETEMM) research project and was part of the Leeds health Air
quality, Noise, Traffic, Emissions Research Network (LANTERN) research programme. The aim
of the RETEMM project was to investigate vehicle emissions characteristics under real-world
driving conditions, in peak and non-peak traffic conditions, to examine the influence of traffic in
an urban road network. As a busy urban road network, the A660 and Headingley area of Leeds
were chosen as a suitable study area for this project. The data set is a record of the real-world
CO2 emission of a passenger car through an urban traffic network, over a week-long testing
period. The survey encompassed the typical range of traffic conditions for the network from
heavily congested to free flowing traffic.
Although the on-road emission analysis within this chapter makes use of the RETEMM database,
the data collection was not conducted as part of the work in this thesis (i.e. the author was not
involved in collection of the data). This database comprises 20 excel files, a total of 63,941
seconds of PEMS data, processed (as part of the RETEMM project) into a second-by-second
format. The presented analysis of the database in Chapter 2 is original to this thesis. This
includes the data quality control checks, the adjustment for an identified exhaust idle emission
rate error and the definition of the test lap and segments within the test area, to enable analysis
of vehicle emission at a micro-scale.
6Chapter Four presents an assessment of the capability of four popular emission models to
replicate the real-world micro-scale emissions of a test vehicle in an urban network. Each of the
emission models investigated in this chapter uses a different approach to modelling on-road
vehicle emission. Using the on-road vehicle trajectory data from the database analysed in
Chapter 3 and specific description of the test vehicle, the work undertaken in Chapter 4
appraises the ability of current tools to model on-road vehicle CO2 emission over short road
sections. The chapter presents a comparison between CO2 emission estimates derived from
each of the four emission models and the real-world CO2 emission recorded by the PEMS test
vehicle.
Chapter Five records the analysis of the influence of road grade on CO2 emission, beginning with
a sensitivity analysis of CO2 emission to road grade. A new Light Detection And Ranging (LiDAR)
– Geographic Information System (GIS) road grade estimation methodology is presented, which
was devised as part of the research in this thesis, in order to facilitate the incorporation of road
grade into emission estimation methodologies that require second-by-second data.
Chapter Six describes the development of a coupled traffic simulation model and instantaneous
emission model, which includes road grade. The research utilises the Advanced Interactive
Microscopic Simulator for Urban and non-urban Networks (AIMSUN) (Barceló et al., 2005) and
the Passenger car and Heavy duty Emission Model (PHEM) (Hausberger, 2003). The coupled
model constructed for this study, built upon work conducted at the University of Leeds (in which
the author was not involved), which had previously developed an AIMSUN ‘beta’ model that
described the main road through the test area. Development of the model in this thesis
involved; completely redrawing and expanding the Headingley network in AIMSUN with the
addition of road grade; calibrating and validating the model using the up-to-date traffic flow
data, junction control signal timings and turning movements data from Leeds City Council;
incorporating vehicle dynamics data from real-world measurement; and the addition of a
detailed vehicle fleet through analysis of a 24-hour Automatic Number Plate Recognition (ANPR)
survey conducted in the test area. The AIMSUN beta model was referenced only for some global
and local parameters, and to corroborate traffic control signal data and junction turning
movements. The AIMSUN model in this thesis was separately calibrated and validated for five
time periods to enabled diurnal trends in vehicle emission to be analysed.
The final chapter, Chapter Seven, is a discussion and summary of the findings and conclusions
from this work. Recommendations for areas of future research are also presented.
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2.1 INTRODUCTION
Research conducted by climate scientists around the world, synthesised in the
Intergovernmental Panel on Climate Change’s Fifth Assessment Report (AR5) has established
that anthropogenic greenhouse gas (GHG) emissions are responsible for the period of global
warming observed over the past few decades, CO2 imparting the largest impact of these GHGs
(Pachauri et al., 2014). If the volume of GHG emissions from human activity is maintained at its
current level or continues to grow, greater warming is likely to induce substantial changes to the
Earth’s climate system with potentially dire consequences for the most vulnerable communities
and ecosystems around the world (Bernstein et al., 2007b). In response to this threat, many
countries around the world have made commitments towards reducing their GHG emissions.
UK transport contributes approximately 22% of the total UK domestic GHG emissions (CCC,
2015), of which road transport accounts for 92.4% (DfT, 2015h). As the UK has committed itself
to lowering its GHG emissions to 80% of the 1990 baseline by 2050 (Legislation.gov.uk, 2008) an
almost complete decarbonisation of the vehicle fleet will be necessary.
This aim of this chapter is to review the current contribution of the UK vehicle fleet to GHG
emissions and assess the drivers, trends and progress toward reducing CO2 emission from the
road transport sector, primarily focusing on the passenger car fleet, as it forms the majority of
the overall fleet.
In order to establish the emission rate for a particular new vehicle, the European Union (EU)
employs the New European Driving Cycle (NEDC) to calculate a type-approval gCO2/km value.
This chapter will finish by investigating how well the NEDC type-approval represents real-world
vehicle exhaust CO2 emission. A universal method for type-approval testing should facilitate
reproducibility and enable like-for-like comparison between vehicles, however, to achieve real-
world CO2 emission improvement, laboratory recorded emission reductions also need to be
reflected by decreases in CO2 emission in on-road driving conditions (Mock et al., 2015). For
later chapters in this thesis, it is important to have representative real-world CO2 emission values
to assess the accuracy of modelled CO2 emission estimates.
82.2 THE SCIENCE AND IMPACT OF CLIMATE CHANGE
The Fifth Assessment Report compiled by the Intergovernmental Panel on Climate Change (IPCC)
published in 2014 concludes with near certainty that anthropogenic GHG emissions are driving
global warming (Pachauri et al., 2014). CO2 is the most important of these anthropogenic GHGs,
due to its impact on the Earth’s radiative balance (see Figure 2.1).
Figure 2.1: Radiative Forcing Estimates in 2011 Relative to 1750 and Aggregated Uncertainties for the
Main Drivers of Climate Change (Pachauri et al., 2014)
GHGs trap a portion of the Earth’s outgoing infrared radiation, preventing it from escaping into
space. Positive radiative forcing induces warming, whilst negative forcing cools the system. At
natural levels, GHGs have a necessary warming effect on the planet. Atmospheric GHG
concentrations, however, have been rising over the past century (Figure 2.2a) due to increased
levels of anthropogenic GHG emissions, primarily from the burning of fossil fuels (Figure 2.2b).
This has resulted in an uncharacteristically rapid period of warming in the past few decades
(Figure 2.2c). If anthropogenic GHG emissions are left unabated and their concentrations in the
atmosphere continue to rise to well above the natural range, there is potential for a dangerous
level of climatic interference within the next century.
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Figure 2.2: (a) Globally Averaged Greenhouse Gas Concentrations (b) Global Anthropogenic CO2
Emissions (c) Globally Averaged Combined Land and Ocean Surface Temperature Anomaly (Relative to
the Average from 1986 to 2005 – Colours Indicate Different Datasets) (Pachauri et al., 2014)
As part of the IPCC AR5, Representative Concentration Pathways (RCPs) were developed, which
describe four potential trajectories for 21st century GHG concentrations. The RCPs detail a range
of GHG emissions projections from RCP2.6, under which stringent GHG mitigation policies limit
GHG concentrations to a radiative forcing of 2.6 W/m2 relative to pre-industrial levels by 2100,
to RCP8.5 which suggests increasing GHG concentration over the next century. There are two
intermediate scenarios RCP4.5 and RCP6 which describe stabilisation of GHG concentrations at
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radiative forcing values of 4.5 W/m2 and 6 W/m2 respectively (Meinshausen et al., 2011; Moss
et al., 2008; Collins et al., 2013).
Figure 2.3: Total Radiative Forcing for AR5 RCPs (Meinshausen et al., 2011)
These scenarios were devised through the creation of several future projections that attempt to
quantify how forces affecting GHG emissions (population, economy, technology, energy and
land use) will develop under differing assumptions about global economic growth, population
growth and international policy. The RCPs suggest that GHG emissions could lead to a global
average surface temperature rise of between 0.4°C - 2.6°C within fifty years and more than 4.8°C
by the end of the century (Collins et al., 2013; Stocker et al., 2013b). The projected change in
global annual mean surface temperature for each of the RCP scenarios is presented in Figure 2.4
and Table 2.1. Figure 2.4 also presents the mean and minimum-maximum range for the average
temperature change over 2081-2100, in comparison to the 1986-2005 base period.
Figure 2.4: Change in Global Annual Mean Temperature Relative to 1986 -2005 (Stocker et al., 2013b)
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Table 2.1: Projected Change in Global Mean Surface Air Temperature Relative to the Reference Period
1986 – 2005 (Adapted from (Stocker et al., 2013b))
2046-2065 2081-2100
Scenario Mean Likely Range Mean Likely Range
Global Mean Surface
Temperature Change
(°C)
RCP2.6 1.0 0.4 to 1.6 1.0 0.3 to 1.7
RCP4.5 1.4 0.9 to 2.0 1.8 1.1 to 2.6
RCP6.0 1.3 0.8 to 1.8 2.2 1.4 to 3.1
RCP8.5 2.0 1.4 to 2.6 3.7 2.6 to 4.8
The projected temperature rise is not spread evenly but will be greater at higher latitudes and
in continental regions. This pattern is clear from Figure 2.5, which displays the average annual
surface temperature change for RCP8.5, the scenario with the greatest level of GHG emissions.
However, under all scenarios, the projected temperature rise is unevenly dispersed over the
world, with some regions exposed to a much greater potential increase in surface temperature
than indicated by the global average.
Figure 2.5: Average Annual Surface Temperature Change for RCP8.5 for 2081-2100 Compared to the
1986-2005 Base Period (Stocker et al., 2013a)
The potential effects of climate change are many and varied. At a regional level, climate change
is likely to reduce Arctic sea ice; increase the frequency of heat waves; alter precipitation
patterns; increase tropical cyclone intensity and threaten low-lying coastal systems due to sea
level rise (Bernstein et al., 2007a; Field and Van Aalst, 2014). Greater levels of induced climate
warming inflict increasingly detrimental consequences for ecosystems, agriculture, health and
water provision. Figure 2.6 gives an indication of the impacts that are the likely result of differing
rates of global warming.
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Figure 2.6: Examples of Impacts Associated with Global Average Temperature Change
(Bernstein et al., 2007a)
At a human level, the impacts will be felt most by developing nations, where there is a lack of
adaptive capacity to meet the challenges of climate change, such as, increased water stress, the
effect of changing precipitation patterns on agriculture and heightened flood risk in river delta
regions. As a result, climate change puts at risk some of the most vulnerable populations in the
world and threatens to undermine development efforts being made in those regions today.
These are the regions that will not have the resources to build flood defences against rising sea
levels or to install expensive irrigation networks to water their crops. The impacts of climate
change could force large scale migration and resultant resource shortages could contribute to
the causes of future conflicts.
Climate change also threatens to move some large scale components of the Earth system past
critical thresholds, or “tipping points”, when a small rise in temperature could cause an abrupt
non-linear impact and result in self-perpetuating feedbacks that have serious consequences for
the state of the global climate. For example, the possible shut-down of the Atlantic
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Thermohaline Circulation, the rapid disintegration of the West Antarctic Ice Sheet or dieback of
the Amazon Rainforest (Lenton et al., 2008).
The Stern Review on the Economics of Climate Change (Stern, 2006), investigated the financial
implications that climate change could have on the world’s economy. It reached the conclusion
that if a Business As Usual (BAU) approach were followed and there was no attempt to limit GHG
emissions, the cost would be somewhere in the order of 5% to 20% of the global Gross Domestic
Product (GDP). The report also calculated the cost of near immediate investment in a low-carbon
economy. It estimated this would reduce the expected annual global GDP growth rate of 2.8%
by only 0.19% up to 2030. By comparing the cost of a BAU approach to immediate investment,
the report concluded that the “the benefits of strong, early action on climate change outweigh
the costs”.
2.3 GLOBAL TRANSPORT GREENHOUSE GAS EMISSION
In 2010, globally the transport sector was responsible for 7.0 GtCO2e of direct GHG emissions
(IEA, 2012), which equates to 14% of the total 2010 global anthropomorphic GHG emission. As
illustrated in Figure 2.7 GHG emissions from transport has more than doubled since 1970, with
approximately 80% of the increase from road transport (Sims et al., 2014).
Figure 2.7: Global Direct GHG Emissions from the Transport Sector (Sims et al., 2014)
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The International Energy Agency (IEA) reports that global freight and passenger movements
have increased by 4% a year since the year 2000, and it is expected that global passenger and
freight travel will double between 2010 and 2050, resulting in a 70% increase in global GHG
emissions from the road transport sector (IEA, 2014).
2.4 THE UK TRANSPORT SECTOR AND GREENHOUSE GAS EMISSION
The 21st United Nations Framework Convention on Climate Change (UNFCCC) Conference of the
Parties (COP) meeting held in Paris in December 2015, resulted in the signing of the ‘Paris
Agreement’ by 195 countries, putting into place “the first-ever universal, legally binding global
climate deal” (EC, 2015a). The goal of the agreement is to see global GHG emission peak “as
soon as possible” in order to meet a long established target of limiting global warming to less
than two degrees Celsius (UNFCCC, 2010). As part of the agreement, many countries around
the world have made strong commitments towards reducing their GHG emissions through
formally submitted Intended Nationally Determined Contributions (INDCs) (EC, 2015a).
The UK has led the way on legislated national GHG reduction. In 2008 ‘The Climate Change Act’
was signed into law, committing the UK to an ambitious target of lowering its GHG emissions to
80% of the 1990 baseline by 2050 (Legislation.gov.uk, 2008). As UK transport contributes
approximately 22% of the UK domestic GHG emission (Figure 2.8), decarbonising this sector will
be essential in meeting the UK’s GHG reduction targets.
Figure 2.8: UK Domestic MtCO2e GHG Emission by Sector in 2014 (CCC, 2015)
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In the Department for Transport’s (DfT) 2009 Low Carbon Transport Plan (DfT, 2009b), the UK
Government set out its transport carbon reduction strategy. The report suggests the delivery of
GHG emission reductions in the transport sector, through three strategy areas:
 Using Market Mechanisms to Encourage a Shift to Lower Carbon Transport
 Supporting a Shift to New Technologies and Fuels
 Promoting Lower Carbon Choices
At the end of 2014, there were 35.6 million vehicles registered for use on UK roads, with 2.97
million new vehicles registered during 2014 (DfT, 2015i). As illustrated in Figure 2.9, the DfT
estimated that in 2013 road transport accounted for 92.4% of total domestic transport’s GHG
emissions; emitting 107.9 MtCO2e of the total GHG emission of 116.8 MtCO2e.
Figure 2.9: UK Transport GHG Emission by Sector (DfT, 2015h)
Reducing the GHG emission contribution from road travel will be critical to meeting the 2050
80% reduction target, with some suggestion that to meet the overall UK target there will need
to be an almost complete decarbonisation of the transport sector (DECC, 2011; DfT, 2010b). The
European Commission’s (EC) ‘Roadmap for Moving to a Low Carbon Economy in 2050’ (EC,
2011) suggests that to meet an 80% reduction target, depending on the scenario, transport
emissions will need to be reduced by 54% to 67% by 2050 across the EU.
The UK 2013 road transport GHG emissions of 107.9 MtCO2e are only 2.1% lower than the 1990
baseline emission of 110.3 MtCO2e, however, this is a decrease of 10.9% from the maximum
emission estimate of 121.1 MtCO2e calculated for 2007 (DfT, 2015h).
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2.5 UK ROAD TRANSPORT CO2 EMISSION
Focusing purely on CO2 emission, between 2007 and 2013 the total CO2 emission from road
transport reduced from 120.0 MtCO2 to 107.0 MtCO2 a decrease of 10.9%, but this level of
emission is only 1.3% below that of 1990 (DfT, 2015g). The passenger car fleet, the main
contributor to the overall vehicle fleet emission (58.2% in 2013), has seen a 12.6% reduction in
its CO2 emission between 1990 and 2013 (71.2 MtCO2 to 62.3 MtCO2) despite a 40.3% increase
in licensed private cars in the same period from 19.7 million to 27.7 million (DfT, 2015f) and a
15.0% increase in total driven distance for cars and taxis from 335.9 billion km to 386.2 billion
km (DfT, 2015c). This decrease in CO2 emission from the car fleet has mostly been offset by
increased CO2 emission from buses and coaches, Light Commercial Vehicles (LCV – four wheeled
vehicles for the carriage of goods with a gross vehicle weight less than 3.5 tonnes) and Heavy
Goods Vehicles (HGV – vehicles with a gross vehicle weight greater than 3.5 tonnes). The LCV
category shows the greatest rise, where a considerable increase in licensed LCV vehicles, from
2.1 million in 1994 to 3.4 million in 2013 (DfT, 2015b) and an increase of 71.7% in total distance
driven from 39.9 billion km in 1990 to 68.5 billion km in 2013 (DfT, 2015c), have contributed to
a growth in LCV emission from 9.3 MtCO2 in 1990 to 15.6 MtCO2 in 2013 (DfT, 2015g).
There are several factors that have driven the improvement in passenger car fleet emission. One
of these factors was the increasing price of fuel, which saw a premium unleaded pump price rise
of around 67.8% from 79.9 pence per litre in 2000 to 134.1 pence per litre in 2013 (DECC, 2015).
Over the corresponding period the pump price for diesel rose from 81.3 pence per litre to 140.4
pence per litre (DECC, 2015). This was the result of the combination of a rise in the cost of crude
oil and an increased level of government tax on fuel. The fuel duty rate is currently 57.95 pence
per litre for both petrol and diesel (GOV.UK, 2015c). The rising cost of fuel encouraged
consumers to look for more fuel-efficient vehicles and/or to drive less, both of which contribute
to lower CO2 emission. In the last two years the price of fuel has fallen, with average prices
between October to December 2015 of 106.7 pence per litre and 109.6 pence per litre for petrol
and diesel respectively (DECC, 2015). In 2014, the UK fleet total vehicle km driven increased by
2.4%, with total driven distance up from 488.8 billion km in 2013 to 500.4 billion km; the largest
annual increase since 1996 (DfT, 2015c). The lower fuel price may explain the rise, however as
data for the 2014 UK fleet emission have not been published, it is yet to be established whether
this has resulted in an increase in the fleet CO2 emission estimate.
The UK Government is also incentivising a shift toward lower CO2 emission vehicles through its
car tax policy. Vehicle Excise Duty (VED) and Company Car Tax (CCT) both use bands of CO2
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emission to define the rate of tax for each vehicle. For example, VED applies a zero rate of tax
for newly registered petrol and diesel cars emitting less than 130 gCO2/km, which rises to £1,100
for first registration of a petrol or diesel car emitting over 255 gCO2/km (SMMT, 2012). The rate
of vehicle tax for subsequent years after first registration is also scaled by CO2 emission, from £0
per year for petrol and diesel cars with a rated CO2 emission less than 100 gCO2/km to £505 per
year for cars with a rated CO2 emission greater than 255 gCO2/km (GOV.UK, 2015b).
Arguably the greatest factor driving the reduction of CO2 emission in the car fleet is the
introduction of the EU’s New Car CO2 Regulation. Initial efforts to reduce CO2 emission from
passenger cars within the EU took the form of voluntary agreements between the EC and
associations representing vehicle manufacturers. In 1998 the EC signed voluntary agreements
with the Association of European Automobile Manufacturers (ACEA), the Japan Automobile
Manufacturers Association (JAMA) and the Korean Automobile Manufacturers Association
(KAMA) which at the time accounted for over 95% of annual new car registrations within the EU.
Under the terms of the voluntary agreements, the manufacturers agreed to reduce average new
car CO2 emission to 140 gCO2/km, as measured over the NEDC (detailed in Chapter 2.6). This
target was to be met by 2008 for ACEA members and by 2009 for members of JAMA and KAMA,
with the goal of reducing the average EU new car CO2 emission from a 1995 reference value of
186 gCO2/km. In 2007, despite some progress toward meeting the voluntary targets, the EC
reached the conclusion that without additional action the emission reduction targets would not
be achieved (EC, 2008). As a result of the failure of vehicle manufacturers to meet voluntary
targets, the EC found it necessary to introduce compulsory targets for future vehicle CO2
emission reduction. In 2009, the EU put in place New Car CO2 Regulation (EC) No 443/2009 (EC,
2009b) which specified mandatory CO2 emission performance standards for new passenger cars
sold within the EU. This legislation set an average fleet emission target for all new cars in the
EU of 130 gCO2/km starting in 2012, with full compliance by 2015, which will then be reduced
to a target of 95 gCO2/km for 2021 (DfT, 2009b). For LCVs the EC legislature has also been put
into place which targets a fleet average for all new LCVs of 175 gCO2/km from 2014 phased-in
to 2016 and a target of 135 gCO2/km in 2020 (EC, 2009a). Under this regulation, individual
vehicle manufacturers have been set reduction targets based on the weight of their vehicles,
with failure to reach their target resulting in a penalty of up to €95 for each gCO2/km that the
manufacturer is over their target applied to each registered new vehicle.
A combination of legislation and increased customer demand for more fuel-efficient lower
emission vehicles has driven significant innovation from vehicle manufacturers to reduce CO2
emission. Table 2.2 describes measures that have either been developed or are in development,
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which manufacturers are employing to produce lower CO2 emitting vehicles to meet current and
future EU CO2 emission legislation.
Table 2.2: Technological Innovations for Lower CO2 Emitting Vehicles (Adapted from (SMMT, 2012))
Alternative Fuels Improvements Engine Changes Others
Biofuels Aerodynamics Direct injection
Gear shift
indicatorsDiesel-electric hybrids Energy recovery braking
Downsizing of
engine capacity,
with turbocharging
Petrol-electric hybrids Lightweighting
Plug-in hybrids Low rolling resistance tyres Smart satellite
navigation
systems
Range extenders Low viscosity lubricants
Hydrogen vehicles More efficient ancillary devices Stop-start systems
Electric vehicles More efficient cooling and
heating systems
Variable valve lift
Optimised transmissions
A key reason for the marked improvement in average car CO2 emission over the last decade can
be attributed to the increased proportion of diesel vehicles in the UK fleet. As shown in Figure
2.10, new diesel car sales have risen from 17.8% of the market in 2000 to 49.8% in 2014, whilst
petrol new car sales have decreased from 82.1% in 2000 to 48.1% in 2014. For the first time in
2011 diesel overtook petrol as the most popular fuel for new car sales (GOV.UK, 2015a). The
proportion of hybrid electric new car sales has doubled since 2009, from 0.7% to 1.6% of the
market. The contribution of this vehicle type to overall car fleet emission is becoming
increasingly significant.
Figure 2.10: Diesel and Petrol Share of the UK New Car Market.
Data from (GOV.UK, 2015a)
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The diesel engine combustion process is more efficient than that of spark ignition petrol vehicles,
resulting in lower fuel consumption and lower CO2 emission for similar power engines. However,
analysis of the Society of Motor Manufacturers and Traders (SMMT) new UK car registration
data from 2010 to July 2015, shows that, on a UK sales-weighted average, the CO2 emission rates
of new petrol and diesel vehicles are broadly the same (see Figure 2.11), meaning that the
average new car sold in the UK in 2014 had a similar level of CO2 emission whether it was petrol
(126.4 gCO2/km) or diesel (124.9 gCO2/km) (SMMT, 2015a).
Figure 2.11: Average New Car CO2 Emission by Fuel Type
(HYBRID = both petrol and diesel hybrids) (SMMT, 2015a)
The CO2 emission values are similar because, on average, diesel passenger cars have a much
greater mass and a larger rated engine power than petrol cars. In 2014 the average new diesel
passenger car had a kerbweight of 1,512 kg and an average engine power of 106.3 kW (142.6
bhp). In comparison, the average new petrol passenger car had a considerably smaller
kerbweight of 1,150 kg and an average engine power of 82.4 kW (110.5 bhp) (SMMT, 2015a).
It should be noted that although an increase in the percentage of diesel vehicles has had a
positive impact in reducing the average CO2 emission of the vehicle fleet, under current emission
standards, compression ignition (diesel) engines are permitted a greater level of Nitrogen Oxide
(NOx) emission compared with spark ignition (petrol) engines (because combustion in diesel
engines occurs at higher pressure and temperature, generating more NOx). In 1993, the EU
adopted Euro Emission Standards for Passenger Cars (Euro 1) that set limits on the exhaust
emission of the air pollutants carbon monoxide (CO); un-burnt hydrocarbons (HC); NOx; and
particulate matter (PM), with emissions tested on a chassis dynamometer over the NEDC. Since
its inception the acceptable limit for these pollutants in exhaust emission has been reduced
through updated EU directives, from Euro 1 to the current Euro 6 standards introduced in
September 2014. In addition to NOx, diesel engines have also historically been permitted a
greater mass of particulate matter (PM) emission (Delphi, 2013). The emission of NOx species
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and PM can have negative consequences for local air quality with resulting detrimental impacts
on human health. An inadvertent side effect from EU policies to reduce CO2 exhaust emission
(which have incentivised the production and uptake of diesel vehicles within the EU) has been
to increase emissions of NOx and PM from the vehicle fleet, with dangerous implications for air
quality especially in congested urban networks (Skeete, 2017; Harrison et al., 2014; Font and
Fuller, 2016).
The combination of low CO2 technological innovation, increased dieselisation, economic
incentives and disincentives through government policy and legislation, and increased public
awareness of the issues around climate change have seen the average rated CO2 emission of
new cars bought in the UK fall over the last 15 years, but most substantially in the last 5 years.
Figure 2.12 shows the decrease, from an average 177.8 gCO2/km in 2001 to 124.8 gCO2/km in
2014 (GOV.UK, 2015d). The 2014 UK new car average is therefore currently below the 2015 EU
target of 130 gCO2/km by 5.2 gCO2/km (or 4%), but further progress will have to be made to
meet the 2021 target of 95 gCO2/km.
Figure 2.12: UK Average New Car CO2 Emission 2001-2014
Data from (GOV.UK, 2015d)
The SMMT New Car CO2 Report 2015 (SMMT, 2015b), details an SMMT measured active vehicle
fleet of 32.61 million cars in circulation on UK roads, of which 95% have a CO2 type-approval
emission rate. The SMMT calculate the average rated emission of a car in the UK fleet as 156.6
gCO2/km in 2014, which suggests that the average new car bought in 2014 should emit
approximately 20.3% (or 31.8 gCO2/km) less CO2 per km than the average in-use car in the UK.
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2.6 TEST CYCLE MEASUREMENT FOR CO2 EMISSION CERTIFICATION
In order to establish the gCO2/km emission for a particular vehicle, the EU employs the New
European Driving Cycle (NEDC) which is described in Figure 2.13. The NEDC was originally
developed for the measurement of air pollutant emissions, but from 2009 it has acted as the
benchmark test for vehicle CO2 type-approval emission as part of the EU mandatory CO2
regulations (EC, 2009b; Mock et al., 2012; ICCT, 2015). The NEDC specifies a standardised cycle
of acceleration, constant speed and deceleration, and prescribed test conditions, to generate
repeatable emissions measurements (Pelkmans and Debal, 2006; Weiss et al., 2011a). This cycle
is made up of a phase of urban driving (called the ECE15 urban drive cycle) and a phase of Extra-
Urban Driving (EUDC representing high speed driving). These cycles are measured on a chassis
dynamometer with Constant Volume Sampling (CVS) technique used to analyse each of the
monitored exhaust emission species.
Figure 2.13: Speed Profile of the New European Driving Cycle (Els, 2015)
The method is designed to represent real-world driving conditions and quantify vehicle emission
in a way that is reproducible so that the data recorded are comparable between vehicles.
However, the NEDC has a very smooth profile of acceleration and deceleration, on a flat test
platform, using only a small portion of a vehicle’s operating range and it begins with the vehicle
soaked at 20-30°C (Pelkmans and Debal, 2006). Real-world conditions are likely to be very
different to the standard test cycle. Parameters such as traffic congestion, ambient
temperatures, topography, driver behaviour and road geometry, will all have an influence on
emissions that are not reflected in the test cycle. The NEDC takes no account of how traffic flow
is affected by street layout or how people drive in congested or free flowing traffic (Li et al.,
2008b). Research has established that the NEDC fails to represent “low speed high torque
operation”, “dynamic transient velocities”, and “very high speed driving” (Pelkmans and Debal,
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2006; Weiss et al., 2011a). As a result, the NEDC is considered a poor representation of real-
world driving conditions (Dings, 2013).
2.7 DISCREPANCY BETWEEN TEST CYCLE AND REAL-WORLD EMISSION
A study by Weiss et al. for the European Commission Institute for Energy tested a total of 12
Euro 3 to Euro 5 Light-Duty Vehicles (LDVs – which comprises passenger cars and LCVs) over
real-world drive cycles with vehicle emission measurements recorded using a Portable Emission
Measurement System (PEMS). As shown in Figure 2.14, the CO2 emission values recorded over
the real-world test cycles were larger than those measured in the NEDC testing. The NEDC
measured CO2 emission values were exceeded on average by 21% ± 9%. Similar differences were
found for the other pollutants, for example, the NOx emission values for the Euro 3-5 diesel
vehicles were found to exceed emission limits substantially, whereas the NEDC cycle had found
them to comply with the legislation (Weiss et al., 2011a).
Figure 2.14: Average CO2 Emission on PEMS Test Routes and During NEDC Laboratory Testing
(Weiss et al., 2011a)
A number of recent reports have investigated the reasons why, despite great reductions in the
NEDC type-approval test CO2 emission values of new cars, when these new vehicles are tested
on-road, neither the fuel consumption nor the CO2 emission reflect the same improvement as
the certified measurements (Dings, 2013; ICCT, 2015; Mock et al., 2015). Figure 2.15 is taken
from a report by the International Council on Clean Transportation (ICCT) which analysed the
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gap between type-approval CO2 emission and real-world CO2 emission, utilising eleven data sets
covering 600,000 vehicles from six countries (Mock et al., 2015). These findings illustrate a clear
trend of increasing divergence between real-world and test cycle measured CO2 emission, with
the gap widening from approximately 8% in 2001 to 40% in 2014.
Figure 2.15: Divergence Between Real-World and Manufacturer’s Type-Approval CO2 Emission for
Various Real-World Data Sources (Mock et al., 2015)
Detailed analysis of the factors responsible for the increasing gap between real-world and type-
approval CO2 emission revealed three main elements (Dings, 2013; ICCT, 2015).
1. The NEDC being unrepresentative of typical driving conditions
2. Loopholes in the test procedure:
- Determination of aerodynamic drag and rolling resistance during the road-load test
- Loopholes in the testbed procedure for measuring CO2 emission
3. Technologies that reduce CO2 emission to a greater extent during the certification test
than in real-world driving.
Although it is widely accepted that the NEDC is not a good indicator of real-world driving
patterns, the test cycle hasn’t changed since the inception of the EU regulations whilst the gap
has continued to widen. Mock et al. (2012) conclude that the rising divergence can be attributed
to the increasing exploitation of flexibilities and loopholes within the road-load determination
and type-approval testing, suggesting that “reducing type-approval CO2 emission values by
exploiting existing flexibilities in the test procedures is cheaper than applying technical measures
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to reduce CO2 emissions, so that these “soft” measures are likely to be used before any technical
changes to the vehicles”. This conclusion is reflected in the illustration of influencing parameters
in Figure 2.16, which highlights ways in which manufacturers are able to manipulate the test
procedure to minimise CO2 emission during the certification (Mock et al., 2015). These include;
reducing the weight of the test vehicle; adjusting the brakes to avoid frictional losses; ensuring
the battery is fully charged; testing the car at high temperature and improving the
aerodynamics. A full discussion of these methods is available in the reports of Mock et al. (2015)
and Dings (2013).
Figure 2.16: Estimate of the Emission Gap between Type-Approval and Real-World CO2 Emissions,
Divided into Individual Influencing Parameters (Mock et al., 2015)
Whilst the year-on-year new car CO2 reductions for the UK vehicle fleet reported in Figure 2.12,
on the face of it, seem promising, in reality, it is likely that the real-world reduction in CO2
emission from these new vehicles will be considerably less than suggested by the reduction in
type-approval CO2 emission values. The motor manufacturers have, to a large extent, met the
EU mandatory emission targets by improving their ability to deliver low emission during testing,
rather than by deploying more effective real-world CO2 and exhaust pollutant emission
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reduction technologies. This issue was highlighted by the recent emission scandal at the
Volkswagen group (Holder, 2015). As Figure 2.15 illustrates, NEDC test certified CO2 emission
values are becoming increasingly unrepresentative of real-world CO2 emission.
Given the contribution of road transport to the UK’s GHG emission, a significant underestimation
of real-world CO2 emission from the transport sector could result if the gap between NEDC type-
approval and real-world emission is not adequately accounted for by models which utilise
certified NEDC CO2 emission values to calculate emission inventories.
2.8 ON-ROAD CO2 EMISSION TESTING
The ICCT (2015) report “Quantifying the impact of real-world driving on total CO2 emissions from
UK cars and vans” suggests that by introducing comprehensive in-use conformity testing that
would allow the EU to test mass-production vehicles and complementing it with on-road CO2
emission testing, through Portable Emission Measurement System (PEMS), the gap between
real-world and certified CO2 emission could be reduced to around 5%. The testing of mass-
production vehicles in real-world driving conditions through PEMS could provide results that
would give a much more accurate assessment of expected fuel consumption and CO2 emission
for vehicle owners. On-road PEMS analysis is being developed as Real Driving Emissions (RDE)
for regulated pollutants, which is to be introduced for Euro 6c type-approval from 2017 (EC,
2015c). However, there are currently no plans to introduce RDE for CO2 emission (ICCT, 2015).
PEMS are on-board analysis systems which enable second-by-second measurement of exhaust
emission under real-world in-use conditions. Typically a PEMS consists of an exhaust pipe
attachment to direct a fraction of the exhaust gas through heated lines to gas analysers, which
rapidly analyse the exhaust gas concentrations of the regulated pollutants CO, HC and NOx as
well as CO2; a Pitot tube to record the exhaust flow rate, which enables g/s emission to be
calculated from the analysed emission species; a Global Positioning System (GPS) to log vehicle
latitude, longitude and speed at 1-10 Hz; a data recorder connected to the vehicle Controller
Area Network (CAN) to access the vehicle’s factory installed sensors and record, for example,
engine speed, vehicle speed and coolant temperature; humidity and ambient temperature
sensors; a laptop to record all test data and batteries to power all the equipment.
PEMS studies have become an increasingly popular method of real-world vehicle emission
estimation and there is a wealth of evidence in the literature to demonstrate that PEMS can be
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employed to provide accurate measurement of on-road vehicle exhaust emission (Liu et al.,
2010; Frey et al., 2003; Ropkins et al., 2007; Andersson et al., 2014; May et al., 2014).
2.9 SUMMARY
The UK Government signed into law The Climate Change Act in 2008, committing the UK to an
ambitious target of lowering its GHG emissions to 80% of the 1990 baseline by 2050
(Legislation.gov.uk, 2008). If this target is to be met the road transport sector, with 35.6 million
vehicles in use on UK road in 2014, contributing 22% of the UK’s total domestic CO2 emission
(CCC, 2015), will clearly need to deliver a vast reduction in CO2 emission. The UK Government’s
‘Carbon Plan’ published in December 2011 suggests that, in order to meet this target, the vehicle
fleet will need to be almost completely decarbonised by 2040 due to the rate of fleet turnover
(DECC, 2011).
Between 2007 and 2013 the total CO2 emission from road transport decreased from 120.0
MtCO2 to 107.0 MtCO2, a reduction of 10.9%, but this is only 1.3% below that of 1990 CO2
emission (DfT, 2015g). The passenger car fleet, has seen a 12.6% reduction in its CO2 emission
between 1990 and 2013 (71.2 MtCO2 to 62.3 MtCO2) despite a 40.3% increase in licensed private
cars in from 19.7 million to 27.7 million (DfT, 2015f) and a 15.0% increase in total driven distance
for cars and taxis from 335.9 billion km to 386.2 billion km (DfT, 2015c). However, this decrease
in CO2 emission from the car fleet has mostly been offset by the increased CO2 emission from
buses and coaches, LCVs and HGVs.
An important factor driving the reduction of CO2 emission in the car fleet has been the
introduction of the EU’s New Car CO2 Regulation (EC) No 443/2009 (EC, 2009b). This legislation
set an average fleet emission target for all new cars in the EU of 130 gCO2/km starting in 2012,
with full compliance by 2015, which will then be reduced to an average of 95 gCO2/km by 2021
(DfT, 2009b). The UK Government is also incentivising a shift toward lower CO2 emission vehicles
through its car tax policy. Along with these mechanisms, the steep rise in the price of fuel
between 2000 and 2013, led a shift in the passenger car fleet towards more fuel-efficient
vehicles with lower CO2 emission.
Diesel engines are more efficient than petrol and therefore have lower fuel consumption and
lower CO2 emission for similar power engines. The cheaper running cost of diesel vehicles has
caused a rapid dieselisation of the passenger car fleet over the past 15 years, with diesel
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overtaking petrol as the most popular fuel for new cars sales since 2011 (GOV.UK, 2015a).
However, analysis of the SMMT new UK car registration data from 2010 to July 2015 shows that
on a UK sales-weighted average, the CO2 emission of petrol and diesel vehicles are now broadly
the same (see Figure 2.11).
A combination of low CO2 technological innovation, increased dieselisation, economic incentives
and disincentives, through government policy and legislation, along with increased public
awareness of the issues around climate change, have seen the average type-approval CO2
emission of new cars bought in the UK fall dramatically, from an average 177.8 gCO2/km in 2001
to 124.8 gCO2/km in 2014 (GOV.UK, 2015d). The 2014 UK new car average is therefore currently
below the 2015 EU target of 130 gCO2/km by 4%.
The EU employs the NEDC as the benchmark test for vehicle type-approval CO2 emission, as part
of the EU mandatory CO2 regulations (EC, 2009b; ICCT, 2015). However, several studies have
revealed that real-world vehicle emission substantially exceeds the NEDC measured emission.
These reports demonstrate an increasing divergence between real-world and test cycle
measured CO2 emission, with the gap widening from approximately 8% in 2001 to 40% in 2014.
The NEDC has been found to be a poor representation of real-world driving conditions (Dings,
2013) with a very smooth profile of acceleration and deceleration utilising only a small portion
of a vehicles operating range.
The greatest reason for the increasing gap in real-world and NEDC can be attributed to the
increasing exploitation of flexibilities and loopholes within the road-load determination and
type-approval testing, with manufacturers manipulating the test procedure to minimise CO2
emission during the certification (Mock et al., 2015). So whilst the year-on-year reduction in
new car CO2 emission values would seem to be reducing the UK vehicle fleet’s GHG emission, in
reality, it is likely that the real-world reductions in exhaust CO2 emission will be considerably
smaller. The NEDC type-approval CO2 emissions are becoming increasingly unrepresentative of
real-world CO2 emission.
In order to test the accuracy of emission model estimates of real-world CO2 emission in later
chapters of this research, the next chapter analyses the results of a Portable Emission
Measurement System survey. The PEMS survey is required to provide an accurate appraisal of
on-road CO2 emission as the summary presented in this chapter has shown that the type-
approval NEDC vehicle CO2 emission values provide poor real-world estimates.
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CHAPTER 3: REAL-WORLD VEHICLE EMISSION
3.1 INTRODUCTION
As discussed in Chapter 2, vehicle emission measurements have historically been primarily
conducted over standardised driving cycles through laboratory based dynamometer testing
(Coelho et al., 2009). This form of testing may not adequately reflect the real-world variations
in engine power demand that result from factors such as driver input, traffic conditions, road
management and road topography (Frey et al., 2008) and therefore fails to represent Real
Driving Emissions (RDE) adequately (Weiss et al., 2011b; Weiss et al., 2012; Chen and Borken-
Kleefeld, 2014). In order to measure on-road emission under real-world conditions Portable
Emission Measurement Systems (PEMS) can be employed to record vehicle parameter data and
exhaust emission. These data can then be used to investigate the effect of real-world influences
on vehicle emission and facilitate the development of improved models for the estimation of
RDE.
Research has demonstrated that on-board vehicle PEMS can be utilised to provide accurate
measurement of vehicle exhaust emissions in real-world driving (Liu et al., 2010; Frey et al.,
2003; Ropkins et al., 2007). PEMS instrumentation in such studies are deployed to record the
motion, geographical position and exhaust emission of a vehicle driven over a real-world test
route, most commonly measured on a second-by-second basis.
The purpose of this chapter is to quantify the real-world CO2 emission of a petrol Euro 4
passenger car travelling through an urban traffic network, in a range of differing traffic
conditions. The analysis undertaken in this chapter acts as a resource for later chapters, in which
the second-by-second and aggregate vehicle trajectory data are used to generate emission
estimates from different emission models. The measured real-world CO2 emission factors are
used as validation data to assess the accuracy of the modelled micro-scale emission estimates.
The work presented in this chapter makes use of an existing PEMS data set, collected in 2007
(prior to the start of this research) by the University of Leeds (UoL) Energy and Resources
Research Institute (ERRI) and the Institute for Transport Studies (ITS). All analysis of the PEMS
database is original to the thesis.
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3.2 PEMS MEASUREMENT OF ON-ROAD EXHAUST CO2 EMISSION
Study Design
The 2007 instrumented vehicle study was conducted in Headingley, a suburb of Leeds,
approximately three kilometres (km) northeast of the city centre. The test lap used in this
research, plotted in Figure 3.1, comprises a 4.6 km route on the A660 (Otley Road and
Headingley Lane) and the B6157 (North Lane), on mainly single lane urban commuter roads. The
route features three major signalised junctions, four speed cameras, five signalled pedestrian
crossings and a number of non-signalised junctions with smaller adjoining side roads. The speed
limit throughout the lap is 30 mph (48 km/h).
Figure 3.1: Headingley Test Lap
(Source: GPSVisualizer.com and ©Copyright GoogleTM 2015)
The Headingley test lap driven by the test vehicle is not flat. Figure 3.2 shows the elevation
profile for the lap, along with an indication of road grade throughout the route, and the position
of signalised road junctions and pedestrian crossings. The lap has a maximum absolute elevation
of 98.1 m above sea level and a minimum of 76.6 m. Summed over the lap, the route ascends
and descends by approximately 49 metres. However, as the lap is a loop, the start and finish
elevations are roughly the same (with small disparities a result of differences in the measured
GPS position of the lap start and end points) and the average road gradient over the lap is
therefore zero. Greater detail on the topography of the test lap and the influence of road grade
on the test vehicle emission is provided in Chapter 5.
Start/End
Point
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Figure 3.2: Headingley Test Lap Elevation Profile
The A660, on which a majority of the test was conducted, is one of the main arterial corridors
into and out of Leeds, the third largest city in the UK, with a population of approximately 751,500
(ONS, 2012). The Department for Transport (DfT) Annual Average Daily Flow (AADF) recorded
in 2014, for both directions of travel on the A660 (excluding motorbikes) was 19,169 vehicles
(DfT, 2015e). It is the busiest and most crowded bus corridor into and out of Leeds (S.D.G.,
2014a), covering routes from the city centre to the northern suburbs. This corridor features bus
stops at regular intervals and a number of high frequency bus services, which contribute
approximately 50 buses per hour to the combined traffic flow during peak hours. As such, the
A660 has been identified as one of the most congested routes in Leeds, with high levels of
congestion during both the morning and afternoon peak hours. A 2015 Leeds City Council (LCC)
survey using 2011-2012 data revealed that the three signalised junctions on the Headingley test
lap sit 3rd (A660 / B6157 North Lane), 9th (A660 / B6157 Shaw Lane) and 62nd (B6157 North Lane
/ Cardigan Road), respectively, on the list of Leeds’ congestion hotspots (LCC, 2015). The study
area provides a wide range of traffic flow conditions as the journey times in the peak periods
have been found to be more than double the average of those recorded under uncongested
conditions. (NGT, 2014).
The test lap was covered 48 times by the same driver in an instrumented vehicle during a week-
long testing period between the 26th February 2007 and the 5th March 2007, with runs
conducted between the hours of 07:30 and 21:00 to capture the full range of traffic conditions
for this road network. The test lap was completed following two routes, A and B. Following
route A the vehicle began on the A660 at the southern most point of the test route, proceeded
to the northern most point of the test route before returning on the A660, to make a right-hand
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turn at the signalised junction with the B6157. The vehicle then completed the B6157 part of
the lap returning to the signalled junction with the A660, where it makes a right turn to finish
the lap opposite the initial starting point. The vehicle started route B at the same place as route
A, but when it reached the signalised junction with the B6157 it makes a left-hand turn. The
vehicle completed the B6157 part of the lap and at the signalised junction with the A660 it made
a left-hand turn and proceeded to the most northern point of the test route. The test vehicle
then returned on the A660 to the point opposite the initial starting point. The test lap was
completed 25 times with route A and 23 times with route B. The laps were completed in a variety
of weather conditions, with sunny, dry, overcast and rainy test laps, in temperatures ranging
from 1°C to 15°C.
Test Vehicle
The instrumented vehicle used in this study was a 2005 Euro 4 emission compliant petrol Ford
Mondeo with a 5-speed manual gearbox and a port fuel-injected 1.8 litre, 4 cylinder, 16 valve
spark ignition engine with a maximum power of 92 kW (123 bhp) at 6,000 rpm. The vehicle was
equipped with a Three Way Catalyst (TWC). The vehicle specifications adopted are a kerbweight
of 1,374 kg including 90% fuel levels, full fluid levels and a 75 kg driver (Li et al., 2008a), a rolling
resistance coefficient of 0.013 (Ehsani et al., 2009), an aerodynamic drag coefficient of 0.32
(Doucette and McCulloch, 2011), a frontal area of 2.3 m2 (Doucette and McCulloch, 2011) and
an idle engine speed of 850 rpm. A loading value of up to 150 kg was included to account for
the weight of the PEMS equipment.
In 2015 the average engine capacity for licensed UK petrol cars was 1,571 cc (1.571 L) with 23.1%
of all such cars on UK roads having a petrol engine of between 1,551 cc and 2,000 cc (GOV.UK,
2016a). As of April 2016 there were 127,460 licensed petrol Ford Mondeo’s with an engine size
between 1,500 and 2,000 cc in Great Britain and the Ford Mondeo was the 12th most popular
car model (GOV.UK, 2016d). Whilst the age of the test vehicle means that the current UK vehicle
fleet contains a majority of cars which are newer than this, 33.1% of all cars registered in the UK
were registered in or before 2005 (GOV.UK, 2016b). As the test vehicle was a popular car model,
of a common engine size and of an age not unusual on UK roads, the PEMS recorded CO2 figures
can be considered relevant to current on-road emission (N.B. the PEMS test was conducted
when the car was only two years of age, so the recorded figures are not that of an ‘old’ vehicle).
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Test Vehicle Instrumentation
An Horiba On Board emission measurement system (OBS-1300) was used to measure the
exhaust flow rate and air/fuel ratio, enabling calculation of CO2 mass emission from the
volumetric measurements. The OBS System comprises a Data Integration Unit (DIU); a global
positioning system (GPS), a Heated Non-Dispersive Infra-Red Analyser (HNDIR), an air/fuel ratio
sensor, an Annubar flow meter for measuring exhaust gas volumetric flow rate; a peripheral
sensor for ambient air temperature; a data logger (laptop) and software; and a power supply
unit and batteries. Exhaust monitoring was carried out by a purpose built attachment fitted to
the end of the vehicle exhaust pipe, with the sample line and analyser cells operated at 120° ±
2°C and 87° ± 2°C, respectively. Speed, acceleration and geographical position data were
measured and recorded by a RaceLogic VBOX II, a GPS data logging device for automotive
applications. The VBOX was also used to collect engine and vehicle speed through connection to
the vehicles Controller Area Network (CAN) which accesses the vehicle’s factory installed
sensors. All data were recorded at 1 Hz.
The data from the OBS and VBOX were time aligned using the separate vehicle velocity data
measured by each instrument. Exhaust flow measurement drift was corrected, where required,
using a standard on-road correction method utilised in other University of Leeds studies,
measuring ‘zero flow’ values before and after each test run and recalibrating the zero-points,
assuming a linear drift over the test (Ropkins et al., 2007).
A documented OBS-1300 ‘pulse effect’ overestimation of idle exhaust flow (Ropkins et al., 2008;
Nakamura et al., 2002; Daham et al., 2005) was observed in the data and corrected based on
the work of Ropkins et al. (2008), which demonstrated an OBS overestimation in the order of
1.85 to 2.25 times the actual idle exhaust flow rate when using the standard OBS-1300 exhaust
attachment. To correct for the erroneous exhaust flow rates measured at all points of engine
idle during the Headingley PEMS survey, the OBS measured exhaust flow values were halved for
each second of data when the engine speed was recorded to be less than engine idle speed of
850 rpm.
The capacity of the PEMS design employed in this research to provide reliable CO2 emission
measurement over a wide range of engine operating conditions and drive cycles has been
validated in previous work (Ropkins et al., 2008). The Ropkins et al. study found good agreement
(coefficient of determination {R2} ≈ 0.95, sensitivity 0.98 ± 0.05 at 95% confidence limit) between
the OBS-1300 HNDIR 1 Hz transient CO2 emission measurements and the measurements of a
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static Horiba MEXA-7400 gas analyser (NDIR), which is part of the Powertrain and Vehicle
Research Centre Chassis Dynamometer Facility at the University of Bath. Therefore, the PEMS
employed in the Headingley study can be considered to give reliable CO2 measurements.
Carbon Dioxide Mass Emission Calculation
The exhaust CO2 emissions, as measured by use of the OBS-1300, were captured on a volumetric
basis. The CO2 mass emission for each second was calculated from the measured exhaust gas
volumetric flow rate, the density of CO2 and the wet gas concentration of CO2 (Ropkins et al.,
2007), using the following equation:
Equation 3.1:
Where,
 CO2 MASS is the CO2 mass emission rate in g/s, standardised to 20°C and 1 Atm (293.15 K
and 101.3 kPa);
 [QEX]t=t is the exhaust flow rate in m3/min at time t;
 [CO2]t=t+DT is the percentage concentration of CO2 associated with [QEX]t=t which is
read after a measurement Delay Time (DT), as the exhaust concentration measurement
is typically slower to register on the data logger than the exhaust flow rate measurement
because of gas analyser sample line length (N.B. It is very important that the exhaust
flow rate and the exhaust gas concentrations are accurately time aligned to compute
the mass emission rate);
 MWTCO2 is the molecular weight of CO2 (44.01 g/mol);
 UCF are the required Unit Conversion Factors. These Factors are a multiplication by
1/100 to correct the units of [CO2]t=t+DT from a percentage volume to volume; a
multiplication of 1/60 to change the units of [QEX]t=t from m3/min to m3/s; a
multiplication of 1/22.415 to convert MWTCO2 from g/mol to CO2 density using the ideal
gas volume of 1 mole at Standard Temperature and Pressure, with 273.15/293.15
amending the density of CO2 to that at 20°C and 1 bar (making the assumption that CO2
is an ideal gas and the change in density is directly related to the change in temperature).
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The CO2 emission rate for each lap was calculated in g/km using Equation 3.2:
Equation 3.2:
Where,
 CO2 MASS is the CO2 mass emission rate in g/s;
 x is the distance travelled during the test lap in km;
 Time t=1 to tx is the time taken to complete the test lap in seconds.
3.3 ANALYSIS OF PEMS MEASUREMENTS: HEADINGLEY LAP
The processed PEMS data set comprises 56,986 seconds of data recorded over 48 laps of the
Headingley test route, covering a total distance of 219.8 km. For each lap there is a second-by-
second (1 Hz) log of all parameters recorded by the OBS and VBOX time aligned by velocity
(which was recorded by both instruments). A summary table of all 48 recorded test laps is
presented in Appendix 1. Figure 3.3 plots the 1 Hz vehicle speed; engine speed and CO2 emission
data recorded over a test lap as a time series.
Figure 3.3: Illustrative time series plot of PEMS recorded on-road measurements for Headingley Test
Lap 1.1 driven by a Euro 4 passenger car (a) speed; (b) engine speed; (c) CO2 Emission
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The median time to complete the test route over the 48 test laps was 1,170 s, however, the lap
times ranged from 614 s in free flowing conditions to 1,717 s in congested traffic. The
distribution of lap times in Figure 3.4 indicates that a spectrum of different traffic flow conditions
was recorded. The box plots show the median emission value; the 25th (Q1) and 75th (Q3)
percentiles (i.e. the middle 50% of the data); dots show ‘outliers’, which are classified as any
point less than Q1 minus 1.5 times the interquartile range (IQR = Q3 - Q1) or greater than Q3 plus
1.5 times the IQR; and the whiskers detail the range of the values which are not considered
outliers.
Figure 3.4: Headingley Test Lap Completion Time (seconds)
Figure 3.5 presents the lap times converted to the lap average speed for each of the test runs.
The average lap speed was 14.2 km/h (8.8 mph), with a range from 9.6 km/h (6 mph) to 27 km/h
(16.8 mph).
Figure 3.5: Average Lap Speed (km/h)
Plotting the distance - speed profile for the slowest lap, recorded at 08:20 during peak morning
traffic against the fastest lap, recorded at 20:36 in free flowing traffic conditions, highlights the
variation in vehicle performance which can occur over the same lap.
The speed profile for the congested lap, marked in red on Figure 3.6, displays recurrent periods
of very low speed, during which the vehicle frequently stopped and started. Even outside these
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periods, congestion hindered the vehicle from achieving the 48 km/h speed limit for the road.
The distance - speed profile for the fastest lap, marked in blue, shows that whilst there were
points at which the vehicle was stationary (at traffic lights, pedestrian crossings, junctions, etc.),
there were noticeably fewer stationary points than during the slowest lap, and, upon restarting,
the vehicle was able to accelerate rapidly up to the speed limit of the road.
Figure 3.6: Vehicle Speed Profiles for the Fastest and Slowest Recorded Headingley Laps
The specific traffic conditions experienced during each of the real-world test runs influenced
both the driver input (and as a result engine load) and the total time to complete the lap. The
run-to-run differences in traffic conditions resulted in substantial variation between the
recorded PEMS total CO2 emission over the 48 test lap runs (see Figure 3.7). The maximum CO2
emission measured by the PEMS over a test lap was 2,692 g which was almost double the
minimum recorded emission of 1,440 g. The median value recorded for total CO2 emission over
the lap was 2011 g, with 83% of the recorded lap values between 1,606 g and 2,376 g.
Figure 3.7: Total Lap CO2 Emission (g)
Figure 3.8 shows the total CO2 emission converted into gCO2/km over the lap. The range, 313
gCO2/km to 586 gCO2/km, corresponds to a fuel economy of between 20.8 mpg (13.58 L/100km)
and 11.1 mpg (25.45 L/100km) over the Headingley lap, when using the DECC kgCO2 per litre
petrol conversion factor of 2.305 (DECC, 2012). The median emission over the 48 laps was 438
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gCO2/km, which is more than twice the rated CO2 emission for the vehicle of 182 gCO2/km (Ford,
2005).
Figure 3.8: Lap CO2 Emission (g/km)
The fuel consumption for the median lap of 14.9 mpg (18.96 L/100km) is considerably poorer
than the reported consumption for this vehicle as measured under the testing procedure
required by EEC Directive 1999/100/EC, under which a combined urban and extra-urban fuel
consumption of 37.2 mpg (7.59 L/100km or 175 gCO2/km) has been recorded (Ford, 2005). As
the test lap was conducted entirely on urban roads (defined as “major or minor roads within an
urban area with a population of 10,000 or more” (DfT, 2015e)) the results are best compared
against the fuel consumption measured over solely the urban portion of the test cycle, which
for this test vehicle is 25.7 mpg (10.99 L/100km) or approximately 253 gCO2/km (Ford, 2005).
Figure 3.9: PEMS Measured Lap CO2 Emission versus Lap Average Speed (n=48)
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Figure 3.9 is a plot of the measured gCO2/km for each lap against the average speed for that lap
and the green line marks the certified ECE15 urban fuel consumption for the test vehicle. Each
PEMS measured lap CO2/km emission value is clearly greater than the certified urban emission.
Use of the Mean Absolute Percentage Error (MAPE) statistic (Equation 3.3) to assess the
accuracy of the ECE15 urban test cycle in prediction of the observed CO2 g/km emission value
for this test vehicle, gives an average percentage error between the observed PEMS value and
the urban test cycle certified emission of 41.38%. On average, the emission from the test vehicle
was 74.60% greater than predicted by the urban test cycle. Clearly, the EU urban test cycle
certification provides a poor indicator for the average CO2 g/km emission for this test vehicle
over the real-world Headingley lap.
Equation 3.3:
Where,
 is the simulated measurement
 is the observed measurement
 is the number of measurements
The red line in Figure 3.9 plots the fourth order polynomial equation which describes the average
speed emission function for the test vehicle type (Car <2.5 t, Petrol, 1,400-2,000 cc, Euro 4)
(GOV.UK, 2009) used in DEFRA’s Emissions Factors Toolkit (DEFRA, 2009). A MAPE value of
36.80% suggests that although the polynomial is a better estimate of the test vehicle’s CO2
emission than the certified EU urban-cycle value, it still yielded a significant underestimate of
the real-world emission of the test vehicle. Whilst there may be some difference between the
test vehicle used in this study and an ‘average’ Euro 4 petrol vehicle, represented by the
polynomial, an increase in emissions of approximately 60% is unlikely to be purely attributable
to this difference.
The black line in Figure 3.9 describes a second order polynomial trend line through the data (y =
0.4661x2 - 28.436x + 754.69). The speed emission points in the figure show a degree of scatter
from the trend line calculated from the 48 data points (MAPE = 5.02%), indicating that CO2
emission assessment through an average speed function may not provide a reasonable estimate
of real-world CO2 emission in all cases, even when the emission factor equation is specifically
tailored to the data.
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3.4 ANALYSIS OF PEMS MEASUREMENTS: HEADINGLEY SECTIONS
In order to facilitate analysis at a micro-scale level the Headingley lap was divided into 8 test
sections as described in Figure 3.10.
Figure 3.10: Headingley Test Sections
(Source: GPSVisualizer.com)
These sections were determined by classifying points of latitude and longitude to mark the
beginning and end of each section and finding the closest measured GPS points from each run
to those selected start and end points. Variation in the measured section length (for the same
section) occurs primarily due to differences between the position of the measured GPS start and
end points relative to the classifying latitude-longitude point. For example, if the vehicle was
travelling at 11 ms-1 (39.6 km/h) and travelled through the classifying mark in the middle of a
recorded second, then the distance of the measured GPS latitude-longitude point from the
classifying mark would be approximately 5.5 m. Each measured section start and end point will
have a slight distance discrepancy relative to the classifying mark (unless a 1 Hz measurement
occurred exactly at the classifying mark), which is a function of the vehicle position at the
recorded 1 Hz time increment. This causes some variance in the overall section length
measurements. The section length also depends on the path travelled by the vehicle with lane
position and lane switching both having an impact on distance travelled within the section. The
overall maximum variability in section length was found to be between approximately ±10 m of
the median section length.
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By sub-dividing each lap into 8 sections, the 48 test laps give a total of 384 section emission
measurements. Sections 1 and 8 cover the same segment of road but with opposite directions
of traffic flow (i.e. Section 1 is the road lane into Headingley and Section 8 is the road lane out
of Headingley). Likewise, Sections 2 and 4, and Sections 5 and 7 describe opposing traffic flow
directions over the same segment of road. Section 3 and Section 6 are separate short turning
sections.
Section 1 and Section 8: PEMS Data Analysis
Section 1 and 8 are on the A660. Section 1 starts on Headingley Lane (A660) at the junction with
North Grange Road and culminates at the signalised junction at the intersection of Otley Road
(A660) and North Lane (B6157), in the centre of Headingley. Section 8 describes the opposite
traffic flow over the same road section, heading out of Headingley towards Leeds.
The median length of Sections 1 and 8 over the 48 test runs were 781 m and 777 m respectively.
Figure 3.12 presents Google Street View images at various points on the route represented in
Figure 3.11 by letters (A, B and C) and the orientation of each image is indicated by the arrows
attached to each letter.
Figure 3.11: Headingley Section 1 and Section 8
(Source: GPSVisualizer.com and ©Copyright GoogleTM 2015)
Starting from the beginning of Section 1 (point A) there is a short uphill section after which the
road reaches its maximum elevation and then descends into Headingley with the road curving
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slightly to the right. As the road flattens out, the road name on the A660 changes from
Headingley Lane to Otley Road and there is a push button operated pedestrian pelican crossing
(point B). The road then rises slightly over the next 100 m before descending through the main
high street in Headingley, with shops and pubs on either side of the road, toward the signalled
junction with North lane that ends the section.
A) Starting point of
Section 1. Headingley
Lane Junction with North
Grange Road (end point
for Section 8)
B) Pedestrian Crossing on
Otley Road at the Junction
with St. Michael’s Road
C) End of Section 1. Junction
of Otley Road and North
Lane (starting point for
Section 8)
Figure 3.12: Images for Section 1 and Section 8
(©Copyright GoogleTM 2015)
Figure 3.13 highlights the congestion experienced in Section 1, as the average travel time
through Section 1 (276.5 s) was almost three times as long as for Section 8 (94.5 s). The longest
recorded time taken to complete Section 1 of 756 s was more than ten times the length of the
quickest time through the section. The signalised junction at the end of Section 1 in conjunction
with the pedestrian crossing beforehand and two right turns onto residential streets, can cause
significant delay at peak travel times. At times of greatest congestion the queue from the A660
/ North Lane junction can stretch back to the start point of Section 1. In Section 8 the only traffic
management measure which obstructs traffic flow is the pedestrian crossing. The pedestrian
crossing is in frequent use, especially during the morning (07:30 - 09:30) and afternoon (16:00 -
18:00) rush hours, but otherwise Section 8 remains relatively free flowing throughout the day
as the nearest large traffic light controlled junction is a further 500 m past the end of the section
so that, even during peak traffic, the queue from these lights does not reach the section.
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Figure 3.13: Section 1 and Section 8: Section Time (s) and Average Speed (km/h)
The average section speed highlights the wide range of traffic flow conditions experienced over
Section 1; the slowest average section speed of 3.6 km/h was recorded at 17:35 at the peak of
the afternoon rush hour with traffic leaving Leeds and passing through Headingley. The fastest
average speed through Section 1 was 38.3 km/h, which was measured at 20:36 in the evening
in free flowing traffic conditions. The Section 8 average speeds were consistently high,
indicating relatively free flowing conditions at all times throughout the day.
The CO2 emission data for Section 1 are presented as a box plot in Figure 3.14. These data show
the wide range of CO2 emission values for the same vehicle, over the same section, which results
from different traffic flow conditions. The highest measured emission over Section 1 was 1,082
gCO2/km, recorded on the test run with the slowest average speed. During that test run the
section was completed in 756 s, during which the vehicle was stationary for 406 s (54% of the
total time). Whilst idle CO2 emission is relatively low, 321 gCO2 of the total measured 822 gCO2
(39% of total CO2 emission) was emitted whilst the vehicle was not moving. Stationary emissions
can have a large impact on the calculated value of gCO2/km as the total CO2 emission increases
even though no distance is covered. Congestion during peak hours (where the traffic demand
is greater than the capacity of the road) results in queuing which hinders traffic flow. This
congestion increases total CO2 emission (and therefore CO2/km) from the vehicle, but as the rate
of idle exhaust emission is relatively low compared with the rate of exhaust emission whilst the
vehicle is in motion, it reduces the average gCO2/s rate of emission over a section. The lowest
measured CO2 emission over Section 1 was 226 gCO2/km, for the test with the highest average
speed (38.3 km/h) during which the vehicle did not have to stop. On average the vehicle was
stationary 40% of the measurement time in Section 1, by comparison for Section 8 the average
was just 4%. In contrast, for the Section 8 test run with the highest measured emission (395
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gCO2/km), the vehicle was stationary for 13% of the measurement time and only 5% of the total
CO2 emitted in the section was produced whilst the vehicle was stationary. The total stationary
time in Section 1 ranged from 0 s to 406 s, with only 2 of the 48 test runs being non-stop. In
Section 8, the total stationary time range was 0 s to 22 s, with 18 of the 48 test being non-stop.
As the run times in Section 8 were quicker and much more consistent than in Section 1, with a
relatively high average vehicle speed, the Section 8 measured CO2 emission were in general
much lower than in Section 1 and overall much less variable. The median emission in Section 1
was 510 gCO2/km compared with 326 gCO2/km in Section 8.
Figure 3.14: Section 1 and Section 8: CO2 Emission (g/km)
Section 2 and Section 4: PEMS Data Analysis
Section 2 and Section 4 are also located on the A660. Section 2 starts at the junction between
North Grange Road and the Otley Road, at a point past the traffic lights which mark the end of
Section 1. This is shown as point C in Figure 3.15.
Figure 3.15. Headingley Section 2 and Section 4
(Source: GPSVisualizer.com and ©Copyright GoogleTM 2015)
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The end of the section is on the Otley Road opposite the junction of Weetwood Lane. Section 4
is the opposite traffic flow over the same road segment, travelling from the direction of the ring
road (A6120) into Headingley. The median measured lengths of Section 2 and Section 4, over
48 test runs, were 739 m and 744 m respectively.
Figure 3.16 presents Google Street View images captured along the road segment. The position
of the images is shown in Figure 3.15 as points D, E and F, with adjacent arrows indicating the
orientation of the photograph.
D) Pedestrian crossing Otley
Road and view to North Lane
Junction (start point of
Section 2, end point for
Section 4)
E) Signalled junction of Otley
Road and Shaw Lane.
F) End of Section 2. Junction of
Otley Road and Weetwood Lane
(starting point for Section 4)
Figure 3.16. Images for Section 2 and Section 4 (©Copyright GoogleTM 2015)
Beginning at the start of Section 2, Otley Road descends for the first 300 m of the section. This
part of the A660 passes the Headingley Arndale Centre, a large shopping complex, shown on the
left of image D in Figure 3.16. There is a busy pedestrian pelican crossing 100 m from the start
of Section 1, shown in image D, which allows people to cross from the main bus stop in central
Headingley to the Arndale Centre. After 300 m the road briefly flattens out at the traffic light
controlled junction of Otley Road and Shaw Lane. This junction has a separate right-hand turn
as shown in image E. After the junction the road remains relatively flat for 150 m before
ascending for the final 300 m to the end of the section.
In Section 2, the traffic flow is only likely to be hindered at the traffic light controlled junction
with Shaw Lane and at the pedestrian crossing near the Arndale Centre. Figure 3.17 shows that
Section 2 had a fairly consistent section time in all traffic conditions, with 47 of the 48 section
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times between 65 s and 155 s, suggesting that, although traffic conditions could slow the section
time, it was not a section that frequently experienced major delays in peak traffic. The outlier
at 249 s was recorded at 18:02 late in the afternoon rush hour. The average speed through
Section 2 was consistently high, with 47 of the 48 section measurements between 17.3 and 40.9
km/h (10.7 km/h average speed for the outlier).
Figure 3.17: Section 2 and Section 4: Section Time (s) and Average Speed (km/h)
Section 4, as a result of the two signalled junctions, had a higher average and a wider spread of
section times than Section 2. The combined waiting time for the lights at both the A660/Shaw
Lane junction and the A660/North Lane junction led to a longer average section time in
comparison with Section 2, which only experienced delay from the Shaw Lane junction. During
peak traffic the queuing time at both junctions increases and vehicles are less likely to be able
to pass through in a single cycle; this effect widened the variance of the Section 4 times. The
average time to complete Section 4 was 170 s which translates to an average section speed of
15.9 km/h. This is much slower than the Section 2 average speed of 26.6 km/h. The fastest
section time through Section 4 was 76 s which was recorded at 20:23 in free flowing traffic
conditions. The slowest time of 587 s was recorded at 8:19 during the peak morning rush hour,
as traffic heads into Leeds.
Figure 3.18 presents the measured gCO2/km emission for the test vehicle over both sections,
showing the range of CO2 emission in all traffic conditions. Section 2, as with Section 8 had a
relatively narrow range of CO2 emission across each of the 48 laps, from 222 gCO2/km to 468
gCO2/km. For the test run that recorded the lowest value, the vehicle was stationary for only
3% of the time; for the highest recorded value, the vehicle was stationary for 26% of the time.
On average for Section 2, the vehicle was stationary for 11% of the time over the 48 test runs.
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Figure 3.18: Section 2 and Section 4: CO2 Emission (g/km)
The vehicle’s transit through Section 4 was hindered to a much greater degree by congestion
during peak traffic and the wide range of completed run times is reflected in a large spread of
gCO2/km measurements. The fastest recorded Section 4 test run (76 s) had the lowest measured
CO2 emission of 256 gCO2/km, during which the vehicle was stationary only for 1 s. The highest
rate of CO2 emission (983 gCO2/km) was measured for the slowest test run through the section
when the vehicle was stationary for 375 s of the run time of 587 s; 64% of the time in the section.
On average the vehicle was stationary for 38% of the time for the 48 test runs in the section.
The total stationary time in Section 2 ranged from 0 s to 66 s, with the vehicle not having to stop
in 13 of the 48 test runs. In Section 4 the total stationary time ranged from 1 to 375 s, with none
of the test runs being non-stop.
Section 5 and Section 7: PEMS Data Analysis
Figure 3.19: Headingley Section 5 and Section 7
(Source: GPSVisualizer.com and ©Copyright GoogleTM 2015)
As shown in Figure 3.19 above, Sections 5 and Section 7 are on the B6157. Section 5 starts on
North Lane (B6157) at the junction with Otley Road (A660) and finishes on Kirkstall Lane (B6157)
opposite the entry of Headingley Mount. Section 7 describes the opposite traffic flow over the
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same road section, heading into Headingley from Kirkstall. The average length of both Sections
5 and 7 over the 48 test runs was 523 m.
The letters in Figure 3.20 (G, H, and I) correspond to those in Figure 3.19. The arrows describe
the orientation of the images. The start of Section 5 (image G) is at the signalled junction of
North Lane and Otley Road and begins with a 120 m long uphill section. The road reaches its
maximum elevation and then starts to descend. There is a pelican crossing 200 m into the
section, operated by a pedestrian push button system, after which the road continues to
descend to the signalled junction of three roads, North Lane, Kirkstall Lane and Cardigan Road
(image H).
G) Start point of Section 5
(end point for Section 7).
Junction of North Lane and
the A660
H) Signalled junction of North
Lane, Kirkstall Lane (straight
on) and Cardigan Road (left
turn).
I) End of Section 5 (starting
point for Section 7). Junction
of Kirkstall Lane and
Headingley Mount (before the
crossing)
Figure 3.20: Images for Section 5 and Section 7 (©Copyright GoogleTM 2015)
The section continues heading straight over the traffic lights, following the B6157, which
becomes Kirkstall Lane. The final 130 m of the section descend more gradually. There is a second
pelican pedestrian crossing 10 m before the end of the section. The section ends on Kirkstall
Lane opposite the junction with Headingley Mount (Figure 3.20, Image I).
The box plot of total section time through Section 5, shown in Figure 3.21, indicates that in a
majority of the runs the vehicle experienced only small delay and the section was completed
relatively quickly. In 41 of the 48 test runs the section was completed in between 51 s and 182
s, corresponding to an average speed range of between 36.6 km/h and 10.3 km/h. However, in
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a few of the test runs very significant delay occurred, with the longest time to complete the test
section being 657 s, which equates to an average speed of 2.8 km/h through the section.
As Section 7 contains two major junctions controlled by traffic lights, which have the potential
to hold up the vehicle, whereas Section 5 only has one, the average time to complete Section 7
was slower than Section 5. The average time to complete Section 5 was 94 s whilst the average
time through Section 7 was 167.5 s.
Figure 3.21: Section 5 and Section 7: Section Time (s) and Average Speed (km/h)
The gCO2/km box plots for Sections 5 and 7 in Figure 3.22 show a wide range of gCO2/km values
which clearly relate to the section times presented in Figure 3.21. In Section 5, 41 of the 48 test
runs through the section had a section emission of between 232 and 536 gCO2/km, with the
average emission 361 gCO2/km. The stationary time over these 41 test runs had a range from 0
s to 108 s with a median value of 23 s. For the 7 test runs with the highest emissions over Section
5, the stationary time range was from 131 s to 526 s, with a median value of 399 s. In the case
of the greatest emission over Section 5, which was 1,358 gCO2/km, the vehicle was stationary
for 526 s of the total 657 s it took to complete the section, which is 80% of the measurement
time. The average percentage stationary time for the section was 31%. In the majority of test
runs through Section 5, there was little traffic congestion to impede the transit of the vehicle,
but in cases where the vehicle was hindered by traffic conditions the queuing time formed the
majority of the total time over the run.
As a result of the two junctions contained in Section 7, the highest average percentage stationary
time of all the sections was recorded here; on average the vehicle was stationary during 53% of
the transit time, with a range from 0% to 74% over all test runs. The median CO2 emission for
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Section 7 was the highest of all the longer sections (excluding turning Sections 3 and 6) at 529
gCO2/km. The fastest average speed recorded for a test run through Section 7 was 36.8 km/h.
This run was the only trip through Section 7 which had no stationary time and the run recorded
a CO2 emission of 371 gCO2/km. There were 9 test runs through Section 5 which had no
stationary points. The average speed of these 9 runs was 32.6 km/h and the average emission
268 gCO2/km, with a range from 232 gCO2/km to 314 gCO2/km. Whilst not statistically sound to
compare one measured section with nine, it perhaps gives an indication of the influence that
road grade has on the emissions of the vehicle. Comparing only free moving traffic sections, on
the predominantly uphill Section 7, CO2 measurement is greater than for each of the 9
predominantly downhill Section 5 measurements.
Figure 3.22: Section 5 and Section 7: CO2 Emission (g/km)
Section 3 and Section 6: PEMS Data Analysis
Between Sections 2 and 4 and Sections 5 and 7 there are two short ‘turning’ sections which form
loops back to the end point of the proceeding section. These sections can be seen in Figure 3.23
and Figure 3.25.
Figure 3.23: Headingley Section 3
(Source: GPSVisualizer.com and ©Copyright GoogleTM 2015)
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The Section 3 turning loop starts on the A660 Otley Road, at the end of Section 2, opposite the
junction of Weetwood Lane. This is shown in image J in Figure 3.24. The section continues on
Otley Road and after 30 m there is a pelican pedestrian crossing. A further 60 m down Otley
Road, the section takes a right-hand turn, crossing the oncoming traffic to join St Chad’s Lane
(image K in Figure 3.24). The route continues 80 m to the end of St Chad’s Lane and turns right
at the give way junction at the end of the road to join Weetwood Lane (image L Figure 3.24).
The section follows Weetwood Lane for 130 m to a give way junction where it re-joins Otley
Road and the section ends (junction on the right-hand side of image J Figure 3.24). The average
length of Section 3 over the 48 test runs was 325 m.
J) Start and end points of
Section 3. Section continues
on Otley Road (left-hand
side of image).
K) Right turn from Otley Road
onto St Chad’s Lane.
L) Right turn from St Chad’s
Lane onto Weetwood Lane and
junction in picture A.
Figure 3.24: Images for Section 3 (©Copyright GoogleTM 2015)
Similar to Section 3, Section 6 is a short turning loop. The average length of Section 6 over all
48 test runs was 175 m.
Figure 3.25: Headingley Section 6
(Source: GPSVisualizer.com and ©Copyright GoogleTM 2015)
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The Section 6 loop starts at the end of Section 5 on Kirkstall Lane (B6157) opposite the entry of
Headingley Mount (image I in Figure 3.20). The route travels along Kirkstall Lane for 50 m before
making a right-hand turn over the opposite lane into Headingley Avenue (image M in Figure). It
continues 35 m along Headingley Avenue before making a right-hand turn into Canterbury Road
(image N in Figure 3.26) and after 50 m turns right at the give way junction onto Headingley
Mount (image O in Figure 3.26). The section follows Headingley Mount for 35 m before turning
left at a give way junction to re-join Kirkstall Lane, where the section ends.
M) In the distance is the
start point of Section 6 on
Kirkstall lane (by the lights
seen in image I). On the left
is the right-hand turn onto
Headingley Avenue.
N) Headingley Avenue right-
hand turn into Canterbury
Road (on left-hand side of
image)
O) From Canterbury Road, right-
hand turn onto Headingley
Mount. The route returns to
the Kirkstall Road (turning left)
at the end of Section 6.
Figure 3.26: Images for Section 6 (©Copyright GoogleTM 2015)
Both Section 3 and Section 6 are short turning loops completed predominantly on smaller side
roads that have relatively low traffic volumes. Figure 3.27 presents box plots of the section time
and average speed for each of the 48 test runs. As these are short turning sections, the average
speeds are low as they include multiple give way junctions at which the vehicle was required to
slow and therefore the test vehicle had few opportunities to reach the speed limit of the road.
The average time through Section 3 was 76.5 s, which represents an average speed of 15.6 km/h,
with 43 of the 48 sections completed in 42 s to 130 s. There was one section run significantly
slower than the others, taking 273 s, recorded at 8:19 during the morning rush hour; for 163 s
(59% of the section time) the vehicle was stationary.
The average speed for the vehicle through Section 6 was slower than through Section 3, with a
median value of 11.7 km/h, this is most likely due to Section 6 having one more turn (as the loop
is rectangular, rather than triangular) and having shorter segments of road between turns. The
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spread of the Section 6 run times is narrower than the spread of the times through Section 3,
indicating that rush hour congestion in the area has less impact on delays in Section 6.
Figure 3.27: Section 3 and Section 6: Section Time (s) and Average Speed (km/h).
The CO2 emission in these short sections, as shown in Figure 3.28 was comparatively high
compared to that of many of the longer sections, with Section 6 having the highest median CO2
emission of all the sections at 624 gCO2/km. These high rates of emission are likely to be due to
the stop-start nature of the sections, where the vehicle was frequently accelerating up to the
speed of the road, braking shortly after for the next turn and then stationary whilst waiting to
turn. This profile of acceleration and braking is very fuel inefficient and, combined with periods
of idle emissions, during which the vehicle was stationary, resulted in very high rates of CO2
emission.
Figure 3.28: Section 3 and Section 6: CO2 Emission (g/km)
The total stationary time in Section 3 ranged from 0 s to 163 s, with the vehicle not having to
stop in only 3 of the 48 test runs. In Section 6 the total stationary time range was 0 s to 64 s,
with 2 of the 48 test runs having no stationary time. The average rate of CO2 emission in Section
3 for the 3 test runs that had no stationary time was 395 gCO2/km and in Section 6 for the 2 test
runs where the vehicle did not have to stop, the average rate was 476 gCO2/km. Comparing
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these emission rates against the rates for the other sections reveals the two turning sections to
have the highest average rate of emission for test runs with no stationary time (Section 1, 228
gCO2/km; Section 2, 262 gCO2/km; Section 5, 268 gCO2/km; Section 7, 371 gCO2/km; Section 8,
299 gCO2/km).
PEMS Section Emission Comparison to Test Certified Emission.
Figure 3.29 presents box plots of the gCO2/km emission rate, the average gCO2/s emissions, the
average speed and coefficient of variance (CV) for the lap and sections from each of the 48 test
runs. The CV is the ratio of the standard deviation to the mean, is a measure of the relative
dispersion of vehicle speeds from the average speed and describes the consistency of the vehicle
speed through a lap or section. A low CV indicates a relatively constant speed and a high CV
shows a wide dispersion of vehicle speeds. The sections in Figure 3.10 are presented by location,
with opposite traffic flows over the same road section grouped together. It is clear from the
plots that Sections 2 and 8 had the lowest recorded rate of CO2/km emission and also the
narrowest spread of emission values. As discussed in the sections analysis (and shown in the
summary Table 3.1), these were the sections with consistently high average speeds, relatively
consistent vehicle speed and the least amount of time during which the vehicle was stationary.
In these sections even during peak traffic periods, traffic flow was not greatly hindered by
increased traffic density in the network.
Conversely, the data for Sections 1 and 7 present a wide spread of CO2 emission values. During
free flowing conditions, these sections could be completed relatively quickly, at relatively low
gCO2/km emission rates. However, during rush hour periods, the queuing times over these
sections increased, raising the vehicles gCO2/km emission rate substantially because the
stationary vehicle’s idle CO2 emission adds to the total CO2 emission. The average g/s rate of
CO2 emission seems to broadly follow the pattern of the plots for average speed. Sections with
a low average speed tended to have the lowest average gCO2/s emission rates, as the gCO2/s
exhaust emissions when a vehicle was moving are significantly greater than the stationary idle
exhaust rate. Sections with considerable stationary idle time (e.g. as a result of congestion)
therefore have very low average emission rate. The pattern between congestion and g/s CO2
emission is not clear, however, as low gCO2/s emission values could also reflect quick journeys
through road sections where the vehicles speed was relatively constant, with little acceleration
and declaration required. A low average gCO2/s emission rate can reflect both congested
journeys and journeys in free-flow conditions. As a result, g/s emission can be difficult to
interpret and is a poor indicator of the variability of traffic conditions in a network.
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Figure 3.29: Box Plots of the Test Lap and Sections gCO2/km, gCO2/s, Average Speed and Vehicle
Speed Coefficient of Variation Measurements, over the 48 Test Runs
Table 3.1: Summary Table for the PEMS Measured Headingley Data
Section Vehicle Speed
Percentage of
the Run Time
during which
Vehicle was
Stationary
CO2 Emission
Percentage of
the Total CO2
Emission whilst
Stationary
Number
Test
Runs
(#)
Length
(m)
Ave.
km/h
Range
(km/h)
Ave.
(%)
Range
(%)
Ave.
g/km
Range
(g/km)
Ave.
(%) Range (%)
1 48 781 10.2 3.6 – 38. 3 40.4 0 – 54 510 226 - 1082 23.4 0 – 40
2 48 739 26.5 10.7 - 40.9 11.2 0 – 37 296 222 - 468 4.8 0 – 16
3 48 325 15.6 4.3 – 27.4 23.8 0 – 59 490 332 - 1181 10.7 0 – 40
4 48 744 15.9 4.5 – 35.4 41.0 1 – 64 388 256 – 983 21.7 1 – 49
5 48 523 20.0 2.8 – 36.6 28.4 0 – 81 361 232 -1359 12.8 0 – 65
6 48 175 11.6 4.3 – 17.5 26.2 0 – 72 624 468 - 926 13.6 0 – 49
7 48 523 11.2 4.7 – 36.8 52.7 0 – 74 529 346 – 937 27.2 0- 52
8 48 777 29.4 19.2 – 44.8 3.6 0 – 19 326 219 – 395 1.6 0 – 6
LAP 48 4592 14.1 9.6 – 27.0 38.1 17 - 56 438 313 - 586 20.1 7 - 34
55
Figure 3.30 is similar to Figure 3.9 but instead of average lap emission, the measured gCO2/km
for each of the 384 sections is plotted against the average speed for that section. As discussed
earlier in the chapter, the reported ECE15 urban test cycle fuel consumption for the test vehicle
is 25.7 mpg (10.99 L/100km) (Ford, 2005), with a corresponding average CO2 emission rate of
253 gCO2/km. Over the 384 test section runs recorded in this study only 16 runs (4.2%) were at
less than or equal to that emission rate. As 12 of the 384 average speed values were below 5
km/h, they are not within the valid range of speeds for EFT calculation. Calculating the MAPE
for the valid 372 measurements reveals that the average absolute percentage error between
the observed PEMS value and the certified urban test cycle gCO2/km was 66.09%, with the
recorded PEMS emission on average 77.93% greater than the certified urban emission.
The red line in Figure 3.9 represents the EFT average speed emission function for the vehicle
type (Car <2.5 t, Petrol, 1,400-2,000 cc, Euro 4). Although the section emission estimates roughly
follow the curve of the EFT function for this vehicle, the function underestimates the emission
generated in every section, with a MAPE of 38.52% between the EFT function and the real-world
values. It is also clear from the graph that at each speed the real-world measurements show a
wide spread of possible emission rates. Calculating a best fit trendline through the 372 valid
sections (a fourth order polynomial equation) and evaluating the best fit values against the PEMS
measured values gives a MAPE of 10.55%. This suggests that CO2 emission assessment through
an average speed function may not provide a reasonable estimate for real-world CO2 emission
as each average speed could cover a broad spread of emission values. This is especially clear in
Figure 3.30 at average speeds between 5 km/h and 25 km/h.
Figure 3.30: Section CO2 Emission versus Section Average Speed for All Section (n=384)
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The results from this PEMS research are in agreement with other studies that have found
significant discrepancy between test cycle and real-world CO2 emission (ICCT, 2015; Weiss et al.,
2011b; Chen and Borken-Kleefeld, 2014; Mock et al., 2015). The disparity is especially clear at
lower average speeds, i.e. in congested traffic. The stop-start conditions, with long stationary
idle periods, which were encountered in the Headingley study are extremely inefficient for fuel
consumption and therefore result in high CO2 emission factors. The NEDC ECE15 urban test
cycle is evidently unrepresentative of the urban conditions encountered in the Headingley
network.
The disparity between the EFT average speed emission function and the PEMS measurements
can be partly accounted for by the fact that the EFT function is an aggregate for all Euro 4, Petrol
Cars under 2.5 tonnes, with a capacity between 1.4 and 2 L and as the test vehicle had a 1.8 L
engine, the resultant emission is likely to be higher than an aggregate average. However, the
magnitude of the difference (≈78% greater average real-world CO2 emission than predicted by
the EFT model) is considerably larger than can be explained by this factor. The wide range of
emission values recorded for sections with the same average speed also indicates that average
speed emission functions are liable to be inaccurate especially in congested traffic with low
average speeds.
This research demonstrates that the NEDC test cycle certification values and EFT average speed
emission functions are likely to lead to significant underestimates of real-world emissions over
micro-scale sections in urban road networks.
3.5 DIURNAL VARIATION IN CO2 EMISSION
Analysis of the CO2 emission in the network revealed a wide range of CO2 emission factors for
the same test vehicle over the same road sections dependent on the time taken to complete the
sections. In order to demonstrate the diurnal variation of congestion in the network, and the
resultant impact on CO2 emission, analysis of the ‘northbound’ and ‘southbound’ sections of the
A660 was conducted. The northbound section is a combination of Sections 1 and 2 and the
southbound section the combination of Sections 4 and 8 (see Figure 3.31). The northbound and
southbound sections are approximately 1.5 km in length. The test runs over these sections were
separated into four periods: AM peak (between 07:00 and 09:30); Inter-Peak (between 12:30
and 15:00); PM peak (between 15:30 and 18:00) and Evening (between 19:30 and 22:00). Of
the 48 test runs, 15 were classed AM peak, 14 as Inter-Peak, 11 as PM peak and 6 as Evening.
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Figure 3.31: Headingley A660 Northbound (Red) and Southbound (Blue) Sections
(Source: GPSVisualizer.com and ©Copyright GoogleTM 2015)
Figure 3.32 presents box plots of the CO2 emission and the average speed through the
completed sections, by time period, for the northbound and southbound sections. Northbound
sections show the greatest variation in CO2 emission with relation to time period. The
northbound evening test runs were completed in an average time of 199 s which equates to
27.6 km/h, with a narrow range of completion times from 153 s (36.3 km/h) to 231 s (24.0 km/h).
This is reflected in the CO2 emission values which vary from 255 gCO2/km to 301 gCO2/km, with
an average of 280 gCO2/km. In free flow conditions in the network, the emissions of the test
vehicle are therefore relatively close to the NEDC urban test cycle certified emission of 253
gCO2/km. The PM peak northbound section times indicate severe congestion throughout the
PM rush hour as traffic heads out of Leeds at the end of the working day. This is consistent with
observed behaviour in the network, where the signalled junction of the B6157 (North Lane) and
A660 lead to significant delays. The average time to complete the northbound section during
the PM peak was 627 s (8.7 km/h), over three times longer than during free flow evening
conditions. The average CO2 emission in the PM peak was 519 g CO2/km with a range from 401
gCO2/km to 692 gCO2/km. The AM peak displays the widest range of average speeds (4.9 km/h
– 20.0 km/h), suggesting that, although there were times of severe congestion, this was not
experienced throughout the entirety of the designated 07:00 to 09:30 AM peak. Serious
congestion during the AM rush hour may be only experienced for a short period within the
designated hours, with the remainder of the time relatively free flowing. The Inter-Peak average
speed on the northbound section is only marginally quicker than the AM peak (16.8 km/h versus
14.7 km/h for the AM peak), indicating similar traffic conditions in the AM peak and Inter-Peak.
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The inter-quartile range shows that there were fewer slow test runs in the Inter-Peak, suggesting
less congestion than in the morning rush hour. This is reflected in smaller variance in CO2
emission.
Figure 3.32: A660 Northbound and Southbound Sections: Average Speed and CO2 Emission
Like the northbound section, the evening period for the southbound section shows by far the
highest average speed (28.3 km/h) and the lowest average CO2 emission (321 gCO2). Despite
similar average speeds through the northbound and southbound sections in the evening period
(27.6 km/h and 28.3 km/h respectively), the southbound section shows a consistently greater
average CO2 emission (321 gCO2/km versus 280 gCO2/km). This is likely explained by the
topography of the road, with the southbound section being primarily uphill and the northbound
section downhill. This relationship between grade and emissions is investigated in later
chapters. The PM peak for the southbound section does not show the severe congestion of the
northbound PM peak. This is to be expected, as the PM peak mainly concerns vehicles leaving
the centre of Leeds and travelling out to the northern suburbs, there is much less of an increase
in southbound traffic flow associated with the afternoon rush hour. The PM peak has an only
marginally slower average speed than the Inter-Peak period (18.1 km/h compared to 20.4 km/h).
The southbound AM peak has the slowest average speed (14.5 km/h) and highest average CO2
emission (426 gCO2/km) of all the southbound time periods, indicating increased congestion in
the morning rush hour as traffic heads towards Leeds city centre from the north. The average
AM peak southbound journey time of 378 s is almost double that during the free flow conditions
of the evening period (193 s), however, the inter-quartile ranges of the southbound AM peak,
Inter-Peak and PM peak overlap, which would suggest the traffic conditions in these three
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periods are not wildly dissimilar, and that any AM peak severe congestion is likely found over a
shorter duration than the two and a half hour period it has been defined by (07:00 – 09:30) in
this study.
The recorded PEMS data demonstrates the diurnal variability of CO2 emission factors, depending
on the level of congestion throughout the day. The results from the Headingley survey
correspond with field observations of the A660 which show considerable variation in traffic
conditions, with frequent severe congestion, over a prolonged period, on the northbound A660
during PM peak traffic and congestion over the southbound section of the A660 during AM peak
traffic.
3.6 SUMMARY
Due to recognised deficiencies in the laboratory based certification process for vehicle emission,
the type-approval emission values for passenger cars fail to represent real-world pollutant
emission once the vehicle is driven in on-road conditions. In order to quantify the variation in
CO2 emission associated with real-world driving, the work contained in this chapter presented a
micro-scale analysis of a PEMS data set recording of real-world CO2 emission in an urban traffic
network. The research identified large spatial and temporal variability in CO2 emission within
the network. Analysis was conducted over a 4.6 km route and found a range of CO2 emission
factors from 313 gCO2/km to 586 gCO2/km. The division of the test route into 8 shorter micro-
scale sections from 175 m to 781 m in length, revealed a range of section CO2 emissions from
219 g/km to 1,359 g/km. The majority of the recorded emission rates were found to be
substantially greater than the certified ECE15 urban test cycle emission for the test vehicle (253
gCO2/km). Both the NEDC urban test cycle and the EFT average speed polynomial for the test
vehicle were demonstrated to yield significant underestimates of the on-road CO2 emission of
the vehicle. Whilst the gCO2/km emission factors calculated from the PEMS survey are specific
to the Headingley test area in which the research was conducted, the test area can be
considered representative of an urban traffic network in any UK city, with no atypical road
features or traffic management strategies. Whilst other urban areas may suffer less congestion
than the Headingley network, the fact that even during free flowing traffic conditions, the
Headingley PEMS survey recorded gCO2/km emission rates greater than the NEDC measured
urban test cycle gCO2/km rate for the vehicle type, suggests that PEMS studies in other urban
areas would find similarly high on-road CO2 emission rates for this vehicle. The analysis of the
PEMS data presented in this chapter will be used in subsequent chapters to assess the accuracy
of modelled micro-scale emission estimates of real-world CO2 emission.
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CHAPTER 4: MODELLED VEHICLE EMISSION
4.1 INTRODUCTION
Utilising the real-world PEMS data set analysed in Chapter 3, the work reported in this chapter
is an assessment of the ability of four popular emission models to replicate the real-world
emission of the test vehicle through the Headingley network. Each of the emission models
investigated in this chapter uses a different approach to modelling on-road vehicle emission.
The emission models employed in this study are:
 DEFRA’s Emissions Factors Toolkit (EFT v6.0.2) (DEFRA, 2009), discussed in Chapter 3,
an average speed model, in which the vehicle emission is calculated as a function of
the average speed of the vehicle over a link section.
 The HandBook on Emission FActors for road transport (HBEFA v3.1), a ‘traffic situation’
model, in which emission factors are determined on the basis of road type and traffic
conditions, including link average speed.
 The United States (US) Environmental Protection Agency’s MOtor Vehicle Emission
Simulator (MOVES v2010b) (EPA, 2012a), a ‘modal’ model in which a ‘binning’
methodology is employed, that groups each second of engine operation from a drive
cycle, by Vehicle Specific Power (VSP) and vehicle speed, into mutually exclusive ‘bins’.
Each bin has an emission factor defined by the average emission at that point of engine
operation. The vehicle emissions are calculated by multiplying the emission factor for
each bin by the length of time spent in each bin.
 The Technical University of Graz’s (TU-Graz) Passenger car and Heavy duty Emission
Model (PHEM v11.7.5) (Hausberger, 2003) is an instantaneous emission model,
assigning an emission rate for each second of data. PHEM employs a ‘modal’
methodology but utilises a higher resolution engine emission map rather than
operating mode bins. For each second of a test cycle, the combination of calculated
engine power output and simulated engine speed is used to interpolate, from engine
maps specific to the test vehicle type, a rate of pollutant emission.
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In light of increasing air quality issues in urban areas (Borge et al., 2012) and the need to reduce
the vehicle fleet CO2 emission to meet GHG reduction targets, estimation of the on-road vehicle
fleet emission has become increasingly important (Smit et al., 2010). Previous studies (Elkafoury
et al., 2015; Colberg et al., 2005; Xue et al., 2013; Wyatt et al., 2014) have identified numerous
factors that influence the on-road vehicle exhaust emission:
 Vehicle specification (including vehicle type, engine characteristics, aerodynamic design
and vehicle condition)
 Fuel consumption factors (vehicle weight, loading, road surface and the type of fuel)
 Traffic conditions (traffic speed, acceleration and braking, traffic situation and idling time)
 Road geometry (road gradient)
A wide variety of emission models have been developed, under a variety of methodologies,
which attempt to distinguish the most important parameters that influence the emission of
various pollutant species from vehicle exhausts on different spatial and temporal scales.
Emission models can be broadly classified as either macro-scale or micro-scale (Wang and
McGlinchy, 2009; Zachariadis and Samaras, 1997). Macro-scale models are primarily designed
to estimate vehicle fleet emission at an urban or national network level, whereas micro-scale
models are designed to perform more detailed assessments at a road section level.
Emission models at the macro-scale are necessary to calculate emission inventories and project
emissions at a regional or national level. The US EPA’s MOBILE6 (NRC, 2000) and Europe’s
COmputer Programme to calculate Emissions from Road Transport (COPERT) (Cloke et al., 1998)
are the most commonly used macro-scale emission factor models but lack the resolution for
micro-scale emission calculation (Frey et al., 2010). These models estimate the mass of emission
based on the average measured g/km emission rate for a vehicle at each speed. They are
constructed for each vehicle category by devising an average speed emission function (for each
pollutant) from which an estimate of the vehicle emission for a particular trip can be made from
the average speed and the distance travelled.
Emission estimates at the micro-scale can be generated by establishing the relationship between
vehicle speed, acceleration (vehicle dynamics), road grade (road topography) and emission, on
a second-by-second basis for each for each type of vehicle. These models are based on the
assumption that the emission from a vehicle will be broadly similar for similar modes of engine
operation. This method establishes an average rate of emission, derived from second-by-second
PEMS and chassis dynamometer testing, for a set of discrete engine modes. This is required for
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each vehicle type to construct a database of emission values. These emission rates for each
vehicle activity engine mode are then used to provide emission estimates on a second-by-second
basis for any vehicle type over any driving cycle during which second-by-second vehicle activity
can be calculated. Micro-scale models offer the ability to analyse very short road sections and
journey times, e.g. emission at a specific junction or traffic control measure. If properly
calibrated, these models could have the potential to generate emission estimates in a dynamic
traffic network at a detailed enough resolution to greatly enhance environmental assessments
of traffic networks, to evaluate the emission impact of different road control strategies and to
analyse the effect of vehicle technology developments in real-world driving conditions (Zallinger
et al., 2009). The use of such models could strengthen the traffic management decision making
processes for policies designed to reduce fuel consumption and vehicle emission (Wang and Fu,
2010). With enough data, micro-scale emission estimates could be aggregated to form macro-
scale estimates. Such a development could produce a highly flexible system for emission
estimation (Frey et al., 2010).
Macro-scale models, based on average speed, have been the traditional method for estimating
vehicle emission. However, there are a number of limitations to the average speed emission
function methodology, which include:
 Trips through a link with the same average speed may have had a diverse range of
transient speed and acceleration profiles, with very different engine operation
characteristics and therefore different levels of emission (Panis et al., 2006). As a result
vehicle emission cannot be adequately covered by a single emission factor without
ignoring other important explanatory variables such as acceleration and road grade
(Barlow and Boulter, 2009; Vallamsundar and Lin, 2011).
 The shape of the derived average speed emission function is dependent on the test
cycle over which it was generated. The expected level of emission is related to the
specific cycle over which the vehicle was tested which may not represent all real-world
conditions (Barlow and Boulter, 2009).
 Because the average speed emission functions are calculated from an average speed
over a certain link length, the emission estimates may not be representative of real-
world emission at a more detailed spatial resolution (Wang and Fu, 2010). As such,
they are not applicable at the micro-scale (Frey et al., 2010).
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 In the case of traffic situation models, the characteristics which describe each of the
traffic situations are likely to vary significantly between different locations (Boulter et
al., 2007). As a result of this, using predefined traffic situations in areas other than
those described in the initial model calibration may lead to unrepresentative emission
estimates.
The latest generation of instantaneous emission models have been designed to address some
of the average speed model limitations. By relating the emission rate to vehicle behaviour on a
second-by-second basis, the new methods have removed the errors associated with averaging
emission over longer time periods and facilitated emission estimation at a micro-scale level.
Instantaneous emission models, however, require detailed vehicle information to describe
operation and location, which is not always available and can be prohibitively expensive to
obtain (Wang and McGlinchy, 2009).
4.2 MODEL EVALUATION CRITERIA
There are a number of background modelling criteria which are common to each of the four
emission models:
 Hot exhaust emission is defined as the vehicle exhaust emissions once the engine has
completed a warm-up phase after which the engine and exhaust after treatment
system are at operational temperature (Barlow and Boulter, 2009). The performance
of an engine before it has warmed up can have a considerable impact on the total level
of emission of certain exhaust emission species (Khalfan et al., 2015; Li et al., 2008a).
As the Headingley PEMS survey was conducted with the vehicle engine warm before
the start of each test run, cold start effects are excluded from each of the emission
models.
 Vehicle speed was recorded by multiple means (i) the PEMS system, (ii) the GPS unit,
(iii) the OBS unit and (iv) the vehicle CAN, but the vehicle speeds referenced in the
modelling process relate to the velocities measured only by the GPS as this instrument
had the greatest measurement precision, at ± 0.2 km/h (Racelogic, 2008).
 The recorded GPS altitude measurements were found to be insufficiently accurate to
generate estimates of road grade, so all models in this chapter assume that the test
area is flat, with a road grade of 0. Road grade is investigated further in Chapter 5.
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4.3 EFT AVERAGE SPEED EMISSION MODEL
EFT Background
The Department for Environment Food and Rural Affairs (DEFRA) Emissions Factors Toolkit (EFT)
is an average speed emission model designed to help UK local authorities assess the impact that
vehicle transit in their area has on local emissions as part of their duties under the Environmental
Act 1995 (DEFRA, 2009). Emissions are calculated at a road link level by the input of vehicle fleet
composition, average traffic speed and road type. The latest version of EFT (v6.0.2), released in
November 2014, employs Nitrogen Oxides (NOx), Particulate Matter (PM) and Hydrocarbons
(HC) emission factors from the European Environment Agency’s (EEA) COPERT IV model and the
CO2 emission factors published by the DfT (DfT, 2009a).
In order to develop the average speed emission function, measurements of emission versus
average speed are plotted from either a chassis dynamometer or a PEMS setup. A polynomial
function is derived from these data from which CO2 emission can be estimated for an average
running speed. Figure 4.1 is an example of this from a paper by Barth et al. (Barth and
Boriboonsomsin, 2008), in which the blue line represents the emission function and the red
dashed line the approximate lower bound.
Figure 4.1: CO2 Emission as a Function of Average Trip Speed (Barth and Boriboonsomsin, 2008)
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Although the EEA’s COPERT average speed model is more widely used to estimate road transport
emissions (Smit et al., 2010; Frey et al., 2010) and its hot exhaust average speed emission
functions are derived in a similar way to the EFT, the EFT was chosen for this study due to its
ability to model emissions at low average speeds. The valid average speed range for the COPERT
IV petrol passenger car fuel consumption function (from which the amount of CO2 is derived) is
between 10 km/h and 130 km/h (Ntziachristos and Samaras, 2014), whereas the EFT’s CO2
emission function is valid between 5 km/h and 140 km/h (DEFRA, 2009). Although 23.18% of
the Headingley PEMS survey sections (89 of 384) had a measured average speed below 10 km/h,
only 3.13% (12) recorded an average speed below 5 km/h. For this reason, the EFT was selected
to generate emission estimates. Both models stipulate that the emission factors should only be
applied within the recommended speed ranges, ranges set on the basis of the available input
data. Extrapolation of the functions to higher or lower speeds than those defined by the range
cannot be justified. In the EFT model, average speed emission functions have been described for
Cars, LCVs, HGVs, Buses and Motorcycles, and each vehicle type is further segregated, as
appropriate: by Euro emission standard, fuel, weight, and engine capacity. In total, the EFT
model contains 265 emission functions.
Figure 4.2 presents the EFT emission functions for petrol cars with a weight of less than 2.5 t and
an engine capacity between 1.4 – 2.0 L (DfT, 2009a). The function table (Table 4.1) lists the
coefficients for the fourth order polynomial that describes the emission factors. The curves
demonstrate the expected trend of improving engine efficiency with each Euro emission
standard category.
Figure 4.2: EFT CO2 Average Speed Emission Functions for Petrol Cars < 2.5 t, 1.4 – 2.0 L (DfT, 2009a)
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Table 4.1: EFT CO2 Average Speed Emission Functions for Petrol Cars < 2.5 t, 1.4 – 2.0 L (DfT, 2009a)
Emission
Standard
Function Coefficients Valid SpeedRange
Type
Formula (y=EF in
g/km; x=speed in
km/h)
a b c d Min(km/h)
Max
(km/h)
Pre-Euro 1 Polynomial y=k*(a+bx+cx2+dx3)/x 2532.358 153.2843 -0.43167 0.006678 5 140
Euro 1 Polynomial y=k*(a+bx+cx2+dx3)/x 2532.358 137.794 -0.43167 0.006678 5 140
Euro 2 Polynomial y=k*(a+bx+cx2+dx3)/x 2532.358 129.8751 -0.43167 0.006678 5 140
Euro 3 Polynomial y=k*(a+bx+cx2+dx3)/x 2532.358 118.3377 -0.43167 0.006678 5 140
Euro 4 Polynomial y=k*(a+bx+cx2+dx3)/x 2532.358 103.3972 -0.43167 0.006678 5 140
Euro 5 Polynomial y=k*(a+bx+cx2+dx3)/x 2532.358 84.59543 -0.43167 0.006678 5 140
Euro 6 Polynomial y=k*(a+bx+cx2+dx3)/x 2532.358 68.84183 -0.43167 0.006678 5 140
By entering the average link speed, the vehicle fleet composition, the length of the link and the
total vehicle flow through the link (over a certain time period) into the model, the total emission
for that link can be estimated. The model references the average speed to the emission function
curves for each vehicle type, generating an expected emission factor in g/km for each emission
vehicle type. These values are then multiplied by the number of vehicles of each respective type
through the link and the length of the link so that the total link emission for each vehicle type is
calculated. Summing these values gives the total fleet emission through the link over the desired
time period. Generating link estimates and summing these calculations for all roads in a test
area can generate network, regional and national emission estimates.
EFT Real-World Emission Factor Estimation
The EFT lap emission factors were calculated directly from the Euro 4 EFT polynomial equation
that best represents the test vehicle (i.e. Euro 4, Petrol, Car < 2.5 t, engine capacity 1.4 - 2.0 L),
which is described in the table in Figure 4.2. The average speed recorded for each of the PEMS
measured test laps was entered into the EFT emission function to generate 48 test lap EFT
gCO2/km emission factors. Figure 4.3 is a plot of the distribution by count of each of the 48 EFT
emission factors in comparison to the distribution of the 48 PEMS measured CO2 emission
factors. It is clear from the two distributions that the EFT estimates are considerably lower than
those recorded during the real-world testing. The average emission estimate by the EFT is 281
gCO2/km whilst the PEMS measured an average emission factor of 442 gCO2/km. The mean
absolute percentage error (MAPE) between the EFT and PEMS factors is 37.7%, with percentage
errors ranging from 24.4% to 45.3%.
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Figure 4.3: Distribution of Headingley Lap CO2 Emission Factors from the PEMS Real-World
Measurement and the EFT Modelled Estimate (n=48).
The same pattern of underestimation of emission through the average speed methodology is
displayed at the section level, with the emission factors for the 372 sections, those with valid
vehicle speeds (12 sections with the average speed ≤ 5 km/h have been excluded) distributed
toward lower emission factors than the PEMS on-road factors. As Figure 4.4 highlights, 69.9%
of the EFT estimated emission factors are between 150 gCO2/km and 300 gCO2/km, compared
with only 14.0% of the PEMS measured emission factors in this range. The PEMS survey
recorded 33.9% of sections with emission rates ≥ 500 gCO2/km whilst the EFT estimates that
only 4.8% of sections had an emission factor ≥ 500 gCO2/km. The underestimation is reflected
in the means, with the average EFT section emission estimate being 276 gCO2/km and the PEMS
average measured section emission 451 gCO2/km.
Figure 4.4: Distribution of Headingley Section CO2 Emission Factors from the PEMS Real-World
Measurement and the EFT Modelled Estimate (n=372).
0
2
4
6
8
10
12
0
-2
5
25
-5
0
50
-7
5
75
-1
00
10
0
-1
25
12
5
-1
50
15
0
-1
75
17
5
-2
00
20
0-
22
5
22
5
-2
50
25
0
-2
75
27
5
-3
00
30
0
-3
25
32
5
-3
50
35
0
-3
75
37
5
-4
00
40
0
-4
25
42
5
-4
50
45
0
-4
75
47
5
-5
00
50
0
-5
25
52
5
-5
50
55
0
-5
75
57
5
-6
00
Co
un
t
(n
um
be
r)
Lap CO2 Emission Factor (gCO2/km)
PEMS
EFT
0
10
20
30
40
50
60
70
80
90
100
0
-5
0
50
-1
00
10
0
-1
50
15
0
-2
00
20
0
-2
50
25
0
-3
00
30
0
-3
50
35
0
-4
00
40
0
-4
50
45
0
-5
00
50
0
-5
50
55
0
-6
00
60
0
-6
50
65
0
-7
00
70
0
-7
50
75
0
-8
00
80
0
-8
50
85
0
-9
00
90
0
-9
50
95
0
-1
00
0
10
00
-1
05
0
10
50
-1
10
0
11
00
-1
15
0
11
50
-1
20
0
12
00
-1
25
0
12
50
-1
30
0
13
00
-1
35
0
13
50
-1
40
0
14
00
-1
45
0
14
50
-1
50
0
Co
un
t
(n
um
be
r)
Section CO2 Emission Factor (gCO2/km)
PEMS
EFT
68
Figure 4.5 displays box plots of the EFT estimated emission as a percentage of the PEMS
measured emission, for each of the individual 48 test runs over the test sections and the lap.
For example, for Lap 1.1, where the PEMS measured emission factor was 515 gCO2/km and the
EFT average speed calculated emission was 357 gCO2/km, the EFT percentage estimate is 69.2%
of the PEMS measured emission. Figure 4.5 presents these calculated values, for all valid runs,
by lap and by section, with sections grouped by geographic proximity (see Figure 3.9).
Figure 4.5: EFT Estimate of PEMS Measured gCO2/km Emission, by Lap and Section.
For the test lap, where the median EFT percentage estimate of the PEMS real-world emission
was 62.9%, the IQR was 7.6%. At the section level, the box plots show some section-to-section
variation in median EFT percentage estimate of the PEMS values, with a range from 69.2% for
Section 1 to 52.4% for Section 3. The average IQR for the sections was 7.6% with a range from
5.4% to 10.6%. The relatively narrow IQR indicates that the estimates, although underestimates,
were relatively consistent. Sections 3 and 6 showed the greatest level of underestimation, but
as these are shorter turning sections, the stop-start nature of these sections is likely to lead to
atypically high emission levels. Section 1 and 8 are the opposing traffic flows over the same
stretch of road. The Section 1 EFT estimates are the most accurate of the sections, whilst the
Section 8 estimates are among the least accurate. This disparity is likely due to the effect of
road grade since Section 1 is primarily downhill and Section 8 uphill. As road grade is not
accounted for in this modelling, the Section 8 emissions, which in the real-world would have
increased due to the opposing force of gravity, are underestimated, and the Section 1 emissions,
which in real-world driving would be less due to the accelerating force of gravity, are
overestimated by the EFT model. In this case, the overestimation in Section 1 appears to
improve the Section 1 estimate, due to the overall tendency of the model to underestimate CO2
emission levels.
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In this instance, the error associated with employing the EFT average speed emission function
to estimate micro-scale CO2 emission, for this Euro 4 test vehicle, is an underestimation in the
order of 25% - 52.5% of the real-world CO2 emission. The definition of the CO2 emission
polynomial function for the test vehicle in the EFT (Passenger Car; Petrol; 1.4 – 2.0 L; Euro 4)
possibly describes too wide a spectrum of vehicles to enable accurate calculation for micro-scale
analysis of individual vehicles, and the model lacks the capability to disaggregate the category
further e.g. by vehicle mass; specific engine capacity; engine rated power. As the engine
capacity of the test vehicle was 1.8 L, a proportion of the underestimate is likely due to the
vehicle emitting greater CO2 than a typical vehicle in the defined category. It is also possible
that the test cycles from which the Euro 4 average speed emission polynomial was defined were
unrepresentative of the real-world driving conditions encountered during the Headingley test.
4.4 HBEFA TRAFFIC SITUATION EMISSION MODEL
HBEFA Background
The HBEFA is an emission factor database developed on behalf of Germany, Switzerland, Austria,
Sweden, Norway and France. It provides hot, cold and evaporation emission factors for all
regulated air pollutants, important non-regulated air pollutants along with fuel consumption
and CO2 emission (Schmied, 2014).
The HBEFA model supplies g/km emission estimates based on defined traffic situations and
vehicle type (Borge et al., 2012). Traffic situations for each road section are characterised in the
HBEFA by:
 The “Area” (urban / rural)
 The “Road Type” (10 types including: Motorway; Trunk; Distributor; Local and
Residential)
 The “Speed Limit” (14 categories: from 10, 20, 30,... , 130, >130 km/h)
 Level of Service (LOS):
 Freeflow: Free flowing traffic conditions, with low and steady traffic flow.
Indicative speeds of 45-60 km/h on a road with a 50 km/h speed limit.
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 Heavy: Free flow conditions with heavy traffic conditions, fairly constant
speed. Indicative speeds of 30-45 km/h on a road with a 50 km/h speed
limit.
 Saturated: Saturated traffic, unsteady flow, variable intermediate
speeds, with possible stops. Indicative speed of 15-30 km/h within a 50
km/h speed limit.
 Stop + Go: Heavily congested flow, stop and go traffic flow or gridlock.
Variable slow speed and stops. Indicative speeds of 5-15 km/h on a road
with a 50 km/h speed limit.
In total, 276 different traffic situations are included in the model, 152 Rural and 124 Urban. Each
of the traffic situations is represented by a real-world speed-time driving pattern, from which
the emission factor is calculated for each vehicle type (Car; LCV; HGV; Coach; Bus; Motorcycle).
Each of the vehicle types is further categorised, as appropriate, by vehicle size; fuel type;
emission standard; and emission reduction technology. Figure 4.6 shows a breakdown of the
methodology, displaying the representative test cycles for the four LOS categories on an urban
trunk road with a speed limit of 50 km/h. These four test cycles can then be processed through
PHEM (Hausberger et al., 2009) for a Euro 3 emission standard, diesel passenger car, with an
engine capacity between 1.4 and 2.0 L, to generate a g/km hot exhaust emission function for
each of the four traffic situations.
Figure 4.6: HBEFA Methodology for Traffic Situation Based Emission Estimation (Schmied, 2014)
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Each of the emission factors in the HBEFA was computed using the PHEM instantaneous
emission model. For example, for passenger cars, PHEM was used to provide a total of 142,800
emission factors, covering each of the traffic situations for each vehicle type and vehicle sub -
category, over seven road gradient categories (-6%, -4%, -2%, 0%, 2%, 4%, 6%) for seven exhaust
gas species and fuel consumption (Hausberger et al., 2009).
Emissions for a vehicle or fleet are calculated by multiplying the distance covered by each vehicle
type subcategory (e.g. Euro 3, Diesel, 1.4 - 2.0 L, Passenger Car), by the emission factors specific
to the vehicle subcategory and identified traffic situation (Schmied, 2014). This method is
intended to be more representative of on-road traffic emissions (Hausberger et al., 2009; Borge
et al., 2012), and applicable at finer spatial scales (Fontaras et al., 2014) than average speed
based methods.
HBEFA Real-World Emission Factor Estimation
To estimate the Lap and Section emission using the HBEFA requires specification of the vehicle
type and the given traffic situation, defined by road type, speed limit and LOS. The categories in
Table 4.2 were identified to correspond to the test vehicle and survey area in this study:
Table 4.2: HBEFA Vehicle and Traffic Situation Definitions for the Headingley Test
Test Vehicle Traffic Situation
 Passenger Car
 1.4 - 2.0 L
 Petrol
 Euro 4
 Urban
 Speed Limit 50 km/h (closest to 30 mph 48.28 km/h)
 Road type: Distributor for Sections 1, 2, 4, 5, 7 and 8,
Local / Collector for Sections 3 and 6.
For these described vehicle and network conditions, CO2 emission factors from the HBEFA could
be identified for each road type by the LOS (free flow, heavy traffic, saturated and stop and go).
These are detailed in Table 4.3 below:
72
Table 4.3: HBEFA Emission Factors for the Headingley Test
Vehicle Sub-Segment Traffic Situation Component Emission Factor
(g/km)
V (km/h)
PC petrol 1.4 – 2.0 L Euro-4 URB/Distr/50/Freeflow CO2 164.95 45 - 60
PC petrol 1.4 – 2.0 L Euro-4 URB/Distr/50/Heavy CO2 187.32 30 - 45
PC petrol 1.4 – 2.0 L Euro-4 URB/Distr/50/Satur. CO2 188.20 15 - 30
PC petrol 1.4 – 2.0 L Euro-4 URB/Distr/50/St+Go CO2 317.42 5 - 15
PC petrol 1.4 – 2.0 L Euro-4 URB/Local/50/Freeflow CO2 158.43 45 - 60
PC petrol 1.4 – 2.0 L Euro-4 URB/Local/50/Heavy CO2 194.00 30 - 45
PC petrol 1.4 – 2.0 L Euro-4 URB/Local/50/Satur. CO2 206.01 15 - 30
PC petrol 1.4 – 2.0 L Euro-4 URB/Local/50/St+Go CO2 340.73 5 - 15
The LOS is determined by the average speed of the traffic through the road section. The velocity
relevant to each LOS is listed under column heading V (km/h) in Table 4.3 which are given by the
“Indicative Speeds” from the HBEFA LOS definition. For example, the urban distributor road with
a speed limit of 50 km/h is defined as having Stop and Go conditions when the average speed of
the section is between 5 and 15 km/h, with an emission factor of 317.42 gCO2/km, and the total
CO2 emission is calculated by multiplying the emission factor by the length of the section.
The HBEFA CO2 emission estimates (gCO2/km) for each of the road sections were calculated from
the average speed for each section recorded during the PEMS survey. The results are presented
in Figure 4.7 alongside the distribution of section CO2 emission values (gCO2/km) measured
during the Headingley PEMS survey.
Clearly, having only four discrete HBEFA CO2 emission values for each road type, over a range of
observed average speeds, does not lend itself well to the calculation of micro-scale emission
estimates. The maximum HBEFA emission factors of 317.42 gCO2/km (Distributor road type)
and 340.73 gCO2/km (Local road type) are lower than 78.6% of the measured PEMS section CO2
estimates for their respective road types, suggesting that, at least for the Headingley network,
congestion causes significantly higher emission of CO2 than would be predicted by the HBEFA
factors. The lowest recorded PEMS CO2 emission factor for a section in the real-world survey
was 216 gCO2/km. As shown in Table 4.3, this real-world factor is greater than each of the six
HBEFA emission factors for the vehicle type in free flow, heavy or saturated traffic.
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Figure 4.7: Distribution of Headingley Section CO2 Emission Factors from the PEMS Real-World
Measurement and the HBEFA Modelled Estimate (n=384)
The Headingley lap HBEFA CO2 emission factor estimates in Figure 4.8 are a sum of the HBEFA
section CO2 total emission values for each lap, divided by the lap length (rather than estimates
generated from the average speed of the lap, which would have produced a similar pattern to
that shown in Figure 4.7, merely reporting the discrete HBEFA emission factors for the vehicle
type and traffic situation). The HBEFA CO2 emission factor estimates are all lower than the real-
world values measured by the PEMS survey with a MAPE of 42.7%.
Figure 4.8: Distribution of Headingley Lap CO2 Emission Factors from the PEMS Real-World
Measurement and the HBEFA Modelled Estimate (n=48)
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Figure 4.9 presents box plots of the HBEFA estimate of the PEMS measured emission as a
percentage, for each of the 48 test runs over the test sections and the lap. The average HBEFA
lap CO2 emission estimate was 251 gCO2/km, which is only 56.6% of the average PEMS lap (442
gCO2/km). On average, the HBEFA lap estimate is 42.7% less than the PEMS measured emission
with a range of underestimation from 24.8% to 52.9%. The IQR range for the lap estimates is
between 52.9% and 61.7%. The box plots for each of the sections reveal a very wide range in
the accuracy of the micro-scale estimates of real-world emission using the HBEFA model, with
an average IQR of 15.3%. Section 5 for example, has an overall range of estimates between 25%
and 93.5% of the PEMS recorded emission.
Figure 4.9: HBEFA Estimate of PEMS Measured gCO2/km Emission, by Lap and Section
Comparing the PEMS measured values to the HBEFA estimates for the Headingley sections,
reveals an underestimate of the real-world emission of approximately 20% - 60%. Whilst the
HBEFA was primarily designed to provide emission factors for city, regional and national scales
(Schmied, 2014), the HBEFA emission factors are used to inform link level analysis especially in
combination with air quality microscopic dispersion models (Hülsmann et al., 2014; Borge et al.,
2012). Although it is possible that the four discrete traffic situation emission functions may
provide a reasonable overview of network emission at an aggregate level, the results of this
analysis confirm that it is a poor tool for specific micro-scale emission estimation as it is unable
to predict the very high rates of CO2 emission observed in the stop-start and at times congested
real-world study. The lack of a continuous emission function causes large variance in the
emission estimates from the HBEFA at the section level, as the estimate on any road is limited
to one of four discrete values associated with prevalent traffic situation, whilst the real-world
emission could take any value.
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Like the EFT model, the definition of the test vehicle in the HBEFA (Passenger Car; Petrol 1.4 -
2.0 L; Euro 4) may be too broad to enable accurate calculation of an individual vehicle. It is also
possible that the drive cycles used to generate the emission factors for each of the traffic
situations in HBEFA are unrepresentative of the real-world traffic in Leeds, having been primarily
developed from German, Swiss and Austrian data (Borge et al., 2012).
4.5 MOVES MODAL EMISSION MODEL
MOVES Background
The US EPA’s MOtor Vehicle Emission Simulator (MOVES) (EPA, 2012a) is its latest generation
emission estimation model and replaced the average speed emission estimation model MOBILE
6 with a modal-based emission model. MOVES primary purpose is to produce inventories of
energy consumption and emission at the national and regional scale (Kwon et al., 2007),
however, it has also been designed with the capacity to generate micro-scale emission estimates
(Vallamsundar and Lin, 2011) and with the ability to evaluate the effect of local transportation
projects (Coelho et al., 2009).
The model utilises a binning methodology, which groups second-by-second transient vehicle
data into 23 distinct engine operating modes (or “bins”) by Vehicle Specific Power (VSP) and by
vehicle speed. Operating on the assumption that a vehicle’s emissions will be broadly the same
for similar modes of engine operation, for each vehicle type and age, an average modal emission
is calculated for the 23 bins. The emission data for model calibration are based on second-by-
second data from laboratory based chassis dynamometer testing as well as real-world
measurements (Coelho et al., 2009)
Vehicle Specific Power
VSP is defined as the instantaneous power per unit mass of the vehicle, with units of kilowatts
per tonne (kW/t) (Jimenez-Palacios, 1999). In order for a vehicle to move, the power from the
engine must overcome the aerodynamic drag, rolling resistance and the road grade effect acting
against the vehicle motion, whilst additional power to that offset by these opposing forces is
required for the vehicle to accelerate (Heisler, 2002). These factors are accounted for in the
calculation of VSP. The VSP equation derived by Jimenez is shown below in Equation 4.1
(Jimenez-Palacios, 1999).
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Equation 4.1:
Where,
 : vehicle mass
 : vehicle speed
 : vehicle acceleration
 : “Mass factor”, which is the equivalent translational mass of the rotating components
(wheels, gears, shafts, etc.) of the power-train. The suffix indicates that is gear-
dependent1
 : altitude of the vehicle
 : vertical rise/slope length2
 : acceleration of gravity (9.81 m/s2)
 : coefficient of rolling resistance (dimensionless)3 – the power that has to be
expended to overcome the restraining forces caused by the deformation of tyres and
road surfaces and the interaction of frictional scrub when tractive force is applied
(Heisler, 2002).
 : drag coefficient (dimensionless) – a measure of the effectiveness of the vehicle’s
body shape in reducing the air resistance to the forward motion of the vehicle.
 : frontal area of the vehicle
 : ambient air density (1.207 kg/m3 at 20 °C)4
 : velocity of headwind into the vehicle
Employing typical values for LCVs describing rolling resistance, aerodynamic drag ( ) and
air density at 20°C, Jimenez simplified the equation as below (with and in m/s and in
m/s2). The VSP equation will vary for different vehicle types as the rolling resistance coefficient
and the calculation of aerodynamic drag values are vehicle specific.
1 The term m*v*a* is called the “acceleration resistance”. Typical values of for a manual transmission
are 0.25 in 1st gear, 0.15 in 2nd gear, 0.10 in 3rd gear, 0.075 in 4th gear.
2 Rigorously sin(atan(grade)) should be used instead of grade, but the error of this approximation is small
(less than 1% relative error for grades below 14%).
3 The value of depends on the road surface and tyre type and pressure, with a small dependence on
vehicle speed. Typical values range from 0.0085 to 0.016. A value of 0.0135 has been used here for all
vehicles.
4 The ideal gas law, can be used to correct to other temperature and pressure conditions. The formula is
= 0*(P/P0)*(T0/T) = 1.207*(P/101.33)*(293.16/T), with (kg/m3), P (kPa), and T (K). This correction may
be important, e.g. if the measurements are performed at -10°C (-14°F) and 1 atmosphere the air density
will be 10% higher than at 20°C.
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Equation 4.2:
Jimenez’s research showed that VSP is proportional to engine power, with the inverse of the
vehicle mass as the constant of proportionality. Hence there is a strong relationship between
VSP and fuel consumption and correspondingly vehicle emission (Jimenez-Palacios, 1999).
Equation 4.3 is Equation 4.2, with the rolling resistance term coefficient ( ) of 0.128 and
aerodynamic drag term coefficient (0.5ρ ) of 0.000318 calculated to correspond to
the specific Euro 4 passenger car employed in this study.
Equation 4.3:
Where,
 is vehicle specific power (kW/t);
 is vehicle speed (m/s);
 is vehicle acceleration (m/s2);
 is road grade (dimensionless).
 The rolling resistance term coefficient is the rolling resistance coefficient of the test
vehicle of 0.013 (Ehsani et al., 2009) multiplied by the acceleration due to gravity which
is 9.81 m/s2.
 The drag term coefficient is half of the aerodynamic drag coefficient of the test vehicle
(0.32) (Doucette and McCulloch, 2011) multiplied by the frontal area of the vehicle (2.3
m2) (Doucette and McCulloch, 2011) and the ambient air density (1.207 kg/m3)
(Jimenez-Palacios, 1999), divided by the mass of the test vehicle (1,374 kg) (Li et al.,
2008a).
Errors from the VSP calculation may arise due to the fact that there are a number of vehicle
variables which affect vehicle emission that are not captured by VSP. These include engine
speed, engine friction losses, transmission losses, the power consumption of auxiliary systems
(such as air-conditioning) and vehicle loading (Jimenez-Palacios, 1999).
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Nevertheless, a number of subsequent studies have shown VSP to be a very useful proxy variable
for CO2 emission estimation (Xu et al., 2010; Song and Yu, 2009; Coelho et al., 2009), and the
VSP-based emission modelling approach is an increasingly accepted methodology (Xu et al.,
2010).
The VSP for each second of data recorded during the 48 PEMS Headingley laps was calculated
using Equation 4.3. Figure 4.10 plots the average PEMS measured CO2 emission in g/s at each
VSP value (where the calculated VSP has been rounded to the nearest integer). When VSP is less
than zero the average emission rates are consistently low, as the vehicle is decelerating. For
positive VSP, the average CO2 emission rate rises nearly linearly as the engine power demand
increases.
Figure 4.10: Average CO2 Emission at Each VSP (Euro 4 Passenger Car: 56,986 Seconds of Data)
Figure 4.11 demonstrates why VSP (as a proxy of for instantaneous engine power output) is the
primary variable used in modal emission models, rather than vehicle speed. The graphs show
plots of VSP and vehicle speed against CO2 emission for each second of a 760 s test run through
Headingley. Clearly, the relationship between VSP and CO2 emission allows VSP to be used as a
much better indicator of CO2 emission than vehicle speed.
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Figure 4.11: Plot of a) Vehicle Speed and b) VSP against PEMS gCO2/s
MOVES Modal Binning Methodology
Modal methodologies group VSP values into discrete operating mode bins rather than analysing
each VSP value individually (as in Figure 4.10). The MOVES emission model further sub-divides
the VSP groups by three vehicle speed categories (1-25 mph; 25-50 mph; and 50+ mph) and also
has one bin for ‘Braking’ and one for ‘Idling’ (Liu and Frey, 2012). In total MOVES has 23 bins,
these are described in Table 4.4.
Table 4.4: MOVES Operating Mode Bins by Speed and VSP Range (Liu and Frey, 2012)
VSP Class Speed Class (mph) Other1 < vt ≤ 25 25 < vt ≤ 50 vt > 50+ Braking BIN 0
30 ≤ VSP
BIN 16
BIN 30 BIN 40 Idling BIN 1
27 ≤ VSP < 30 BIN 29 BIN 3924 ≤ VSP < 27
21 ≤ VSP < 24 BIN 28 BIN 3818 ≤ VSP < 21
15 ≤ VSP < 18 BIN 27 BIN 3712 ≤ VSP < 15
9 ≤ VSP < 12 BIN 15 BIN 25 BIN 356 ≤ VSP < 9 BIN 14 BIN 24
3 ≤ VSP < 6 BIN 13 BIN 23
BIN 330 ≤ VSP < 3 BIN 12 BIN 22
VSP < 0 BIN 11 BIN 21
Braking = at ≤ -2 OR (at ≤ -1.0 AND at-1 ≤ -1.0 AND at-2 ≤ -1.0)
Idling = -1.0 ≤ vt < 1.0
Where,
at = acceleration at the tth second (mph/s)
vt: instantaneous speed at the tth second (mph)
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For each operational mode bin, an average emission rate is calculated, for each emission species.
Specific emission factors are available in MOVES for each vehicle type, defined by fuel type and
age. The estimated total trip emission for each vehicle is calculated from the sum of the bin
average emission rate (g/s), multiplied by the time (seconds) spent in that VSP bin throughout
the test (Zhai et al., 2008), as described in Equation 4.4 below.
Equation 4.4:
Where,
 : VSP Bin, 1, 2, ….,
 : total trip emission (g)
 : test time spent in VSP Bin i (s)
 : average emission rate for VSP Bin (g/s)
MOVES Real-World Emission Factor Estimation
The calculation of micro-scale emission estimates in MOVES involves creating scenarios through
a “Run Specification” interface, which allows the user to specify the scale of the scenario
(National, County or Project), the time period for the emission simulation, the geographical
location to be modelled, the vehicle types within the test area, the types of road to be modelled
and the required pollutants in the modelling. Depending on the scale of the project, further pre -
processing tools enable the user to input detail on other factors such as the vehicle population
and age distribution, vehicle miles travelled, average speed distribution, fuel type fraction and
road type distribution (EPA, 2012b).
For micro-scale modelling, the project data manager facilitates the input of link drive schedules,
which enable the second-by-second transient vehicle speed (mph), road grade (%) and link ID to
be entered into the model, from which emission estimates can be calculated. In this study, the
1 Hz velocity data for each of the 48 test runs recorded during the Headingley PEMS survey were
entered into the link drive schedule, the test network road type was categorised as “urban
unrestricted access” and the test vehicle was described in the model as a two year old 2005
petrol passenger car.
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The distribution of MOVES lap estimated emission factors against the PEMS measured gCO2/km
real-world factors is displayed in Figure 4.12. The MOVES lap average emission of 425 gCO2/km
is only slightly lower than the PEMS average of 442 gCO2/km. The range of emission estimates
from MOVES, 281 gCO2/km to 549 gCO2/km, is also similar to the on-road measurement range
of 315 gCO2/km to 587 gCO2/km. The good fit of the MOVES estimates to the real-world
emission is reflected in a MAPE value of only 7.9% for the 48 test laps. On average the MOVES
estimate was slightly lower than the real-world emission with 36 of the 48 estimates
underestimating the CO2 emission, with a maximum underestimate of 17.7%. The maximum
overestimate was 16.6%, for the 12 laps where the model predicted CO2 emission greater than
PEMS measurement. The analysis suggests that, on the whole, MOVES performs very well in
estimating real-world emission over the length of the 4.8 km test lap.
Figure 4.12: Distribution of Headingley Lap CO2 Emission Factors from the PEMS Real-World
Measurement and the MOVES Modelled Estimate (n=48)
The distribution of MOVES estimated section estimates shows good agreement with the PEMS
measured section gCO2/km (Figure 4.13). The average section CO2 emission from MOVES of
446 gCO2/km is close to the average measured section emission of 471 gCO2/km, with a range
from 196 gCO2/km to 1,445 gCO2/km for the MOVES section estimates compared with 216
gCO2/km to 1,364 gCO2/km recorded by PEMS. The maximum difference between the MOVES
section estimate and the real-world value was an overestimation by 33.9%; the minimum
underestimation for a section was 33.4%. The MAPE statistic calculates an average absolute
difference of 10.9% over each of the 384 sections and 10.8% when the shorter turning Sections
3 and 6 are excluded.
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Figure 4.13: Distribution of Headingley Section CO2 Emission Factors from the PEMS Real-World
Measurement and the MOVES Modelled Estimate (n=384)
Figure 4.14 presents box plots of the MOVES estimate of the PEMS measured CO2 emission as a
percentage, by lap and broken down into individual sections. The blue dashed line at 100%
marks where the MOVES estimate is equal to the PEMS measured emission.
For the test lap, the median MOVES percentage estimate of the PEMS real-world CO2 emission
was 95.9% with an IQR between 89.1 and 100.3 (11.1%). At the section level there is some
variation in accuracy, with a range in median estimate from 107.6% for Section 1 to 80.5% for
Section 8, and an overall average of 93.1%. The average IQR for a section was 10.7%, with a
range from 7.4% to 14.6%. As noted earlier in the chapter, Section 1 and Section 8 are the
sections with the steepest road grade; in Section 8 the traffic flow is uphill and in Section 1
downhill. Without road grade in the MOVES calculation of VSP, the second-by-second analysis
likely assigned incorrect output operation modes and therefore incorrect CO2 emission rates for
these sections; underestimating CO2 emission in Section 8, where the calculated VSP will be
lower than the on-road engine power output (due to the decelerating force of gravity uphill) and
overestimating Section 1 emissions where the modelled VSP will be higher than the on-road
engine power output (due to the accelerating force of gravity downhill). The effect of road grade
is addressed in Chapter 5. From the IQR values across all the sections, the error associated with
using the MOVES model, without road grade, for micro-scale estimation of CO2 emission is
demonstrated to be in the range of an underestimation of 22.5% to an overestimation of 15%
(90% of section estimates are between these values).
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Figure 4.14: MOVES Estimate of PEMS Measured gCO2/km Emission, by Lap and Section
The MOVES estimates of the test vehicle CO2 emission are clearly superior to the estimates made
by either the HBEFA or EFT. However, it should be noted that part of the accuracy of the model
must be related to how well the test vehicle used in the PEMS study represents an average 2005
petrol passenger car, which is two years old in MOVES, as apart from this information, the
MOVES model allows no further calibration to describe the test vehicle (i.e. by engine size,
vehicle weight, loading, emission standard). As MOVES is an American model, the average
vehicles described for each vehicle type and their respective emission outputs are unlikely to be
in such good agreement with a typical European vehicle fleet.
4.6 PHEM INSTANTANEOUS EMISSION MODEL
PHEM Background
Since 2000, the Institute for Internal Combustion Engines and Thermodynamics at the Technical
University of Graz (TU-Graz) has been developing a Passenger car and Heavy duty Emission
Model (PHEM) (Hausberger, 2003). PHEM has been developed utilising both Heavy Duty Vehicle
(HDV - which comprises HGVs, buses and coaches) engine test-bed analysis and chassis
dynamometer measurement of passenger cars and LCVs, to establish engine emission maps.
These engine maps detail the expected fuel consumption and exhaust emission of the emission
species Nitrogen Oxides (NOx), Carbon Monoxide (CO), Hydrocarbons (HC), Particulate Mass
(PM), and Nitrogen Monoxide (NO), for each combination of engine power output and engine
speed over the operating range of the engine.
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The creation of engine maps requires the second-by-second measurement of vehicle power
output and engine speed over dynamic test cycles, with simultaneous analysis of the exhaust
emission. The measurements are then rendered into a three dimensional (3D) vector space
depicting engine power, engine speed and the mean value of emission as shown in Figure 4.15
(Luz and Hausberger, 2015).
Figure 4.15: Diagram for Creating Engine Maps From Dynamic Test Cycles (Luz and Hausberger, 2015)
This engine mapping analysis has been performed on a wide range of vehicles, and average
engine maps have been created for passenger, LCVs and HDVs, with petrol (Otto) or diesel
engines, from Euro 0 to Euro 6 EU emission standards. Figure 4.16 shows the extent of the
engine mapping that has taken place in PHEM. The TU-Graz reports that “in comparison to other
detailed models, PHEM has the largest database for individual vehicle emission models by far”
(Luz and Hausberger, 2015).
PASSENGER VEHICLES LIGHT DUTY VEHICLES HEAVY DUTY VEHICLES
Petrol Diesel Petrol Diesel Diesel
EURO 0 2 (2) (3) (3) 41
EURO 1 (2) (2) (3) (3) 13
EURO 2 (2) 4 (3) (3) 22
EURO 3 9 8 (3) (3) 26
EURO 4 23 24 (3) (3) 6 with EGR3 with SCR (1)
EURO 5 (2) 1 (2) (3) (3) 7 with SCR
EURO 6 (2) (2) (2) (2) (2)
(1) The Euro 4 emission map is a weighted average of heavy duty vehicles with Exhaust Gas Recirculation (EGR) and
those with Selective Catalytic Reduction (SCR).
(2) Maps derived from previous emission classes by reduction factors and calibrated by available measured values
due to a lack of measured data.
(3) Maps derived from passenger vehicle data and calibrated by light duty vehicle measured values.
Figure 4.16: Filled Engine Maps (measured vehicles / engines per category) (Luz and Hausberger, 2015)
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In conjunction with the engine maps, each vehicle category has a default database of average
vehicle parameters which are required for calculating the engine power output and engine
speed. These parameters include the weight and load of the vehicle, the drag coefficient, the
rolling resistance coefficient, the cross-sectional area, and the final drive and transmission ratios
(Luz and Hausberger, 2015).
As further data becomes available, the PHEM model is being continuously improved and the
base data updated. In addition, the TU-Graz is continuing to increase the functionality of the
model to include new vehicle types.
PHEM Engine Load Calculation
The PHEM modelling process requires input of a drive cycle. This consists of data detailing the
second-by-second vehicle speed (km/h) and longitudinal road gradient (%) for a test vehicle over
a given test cycle.
Utilising second-by-second transient speed and road grade inputs and the vehicle parameters
described in the PHEM database (i.e. vehicle weight, cross sectional area, rolling resistance, etc .)
the PHEM model calculates the instantaneous engine power output required at each second
over the driving cycle using Equation 4.5 below, which describes the vehicles’ driving resistances
and transmission losses (Luz and Hausberger, 2015).
Equation 4.5: PHEM Instantaneous Power Output
Together with engine power output, engine speed is also simulated in PHEM. This is calculated
from the transmission ratios described for each vehicle type in the PHEM database and a driver
gear shift model.
From the calculated engine power output and the engine’s speed, the instantaneous fuel
consumption and vehicle emission are interpolated from the measured engine map for the type
of test vehicle and reported for each second (Luz and Hausberger, 2015).
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PHEM also contains a number of other sub-models to enhance the emission simulation. These
include the cold start module that corrects for vehicle operation below the usual operating
temperature and time alignment functions that correct for time delays between instantaneous
engine power output and analysis of the resultant emissions during the chassis dynamometer
testing. A schematic diagram of the PHEM Model is presented below.
Figure 4.17: Schematic Picture of PHEM (Luz and Hausberger, 2015)
The PHEM approach means that, for any drive cycle, the instantaneous fuel consumption and
vehicle exhaust emission can be estimated from a vehicle’s second-by-second speed curve and
road gradient data (Zallinger et al., 2009; Luz and Hausberger, 2015).
The major advantage of PHEM over modal emission modelling techniques is that the emission
estimates in PHEM utilise an engine map of averaged emission values which define very narrow
engine operating regions (engine power output and engine speed). MOVES utilises 23 discrete
VSP-speed bins, whereas the most basic engine maps in PHEM contain 45 engine power output
and engine speed categories, with respective average fuel consumption and emission values.
The most detailed engine maps in PHEM have more than 350 bins.
87
Figure 4.18 shows the PHEM fuel consumption engine map for a Euro 4 Gasoline Passenger Car.
This engine map has 345 engine power output / engine speed categories with a measured
average fuel consumption value.
Figure 4.18: PHEM Fuel Consumption Engine Map: Euro 4 Gasoline Passenger Car
Measuring the average fuel consumption / emission over a greater number of narrower
operating zones should result in a greater accuracy to the PHEM model when compared with
modal emission models since the errors caused by averaging are reduced.
Vehicle Fleet Modelling in PHEM
PHEM additionally has the functionality to model vehicle fleets through the PHEM Advanced
User Interface (PHEM Advance). Fleet emission can be estimated by measuring a large number
of drive cycles (speed profile and road grade) across all vehicle types (bus, car, etc.) through a
road network.
In PHEM Advance each recorded drive cycle (.FZP file in PHEM) must be labelled with a vehicle
type ID to distinguish the category of the recorded vehicle. These categories are described in
Table 4.5.
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Table 4.5: PHEM Default Vehicle ID Numbers
100 – Passenger Car: Size II, Diesel and Petrol, Euro 0 – Euro 6
200 – Rigid Truck HGV N2/N3: Size I & II, Diesel, Euro 0 – Euro 6, Euro 4 and Euro 5 distinguished by
Exhaust Gas Recirculation (EGR) and Selective Catalytic Reduction (SCR)
300 – Light Commercial Vehicles N1: Size N1 I-III, Diesel and Petrol, Euro 0 – Euro 6
400 – Truck & Trailer / Semitrailer HGV N2/N3: Size N2/N3 II average, Diesel, Euro 0 – Euro 6, Euro 4
and Euro 5 distinguished by EGR and SCR
500 – City Bus M2/M3: Size M2/M3 II average, Diesel, Euro 0 – Euro 6, Euro 4 and Euro 5 distinguished
by EGR and SCR
600 – Bus M2/M3: Size M2/M3 II average, Diesel, Euro 0 – Euro 6, Euro 4 and Euro 5 distinguished by
EGR and SCR
700 – Motorcycle & 800 – Moped: Not Available
The composition of the vehicle fleet is determined by the fleet data file (.FLT). This tabulates
each of the categories (100, 200, 300, 400, 500 and 600) and designates the distribution (%) of
vehicle types in that category, with vehicle type described by fuel type (diesel / petrol); vehicle
size (which corresponds to the vehicle weight); and Euro emission standard (Euro 0 to 6). An
example of the distribution for the vehicle category ‘passenger cars ID 100’ is shown in Figure
4.19.
Figure 4.19: Example of FLT Template for Passenger Cars ID 100
In this example, 41% of the passenger cars are driven on petrol and 59% are on diesel. The Euro
5 category comprises 43% of the passenger car fleet and is sub-divided as approximately 15.4%
Petrol and 27.5% Diesel. The grey boxes represent vehicle types that are not yet available in the
latest PHEM release. The .FLT files can be amended by adjusting the percentages to reflect the
composition of the vehicle fleet for each vehicle category on the analysed road network. Each
vehicle category is described by a .GEN file that organises the model input files for that specific
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vehicle type. The input files include the vehicle specification parameters (average weight,
loading etc.); the engine map; and the catalyst map, all of which are required in the calculation
of the vehicle’s instantaneous exhaust emission.
The ID number representing the vehicle types (i.e. 100, 200, 300... see Table 4.5) is defined in
the drive cycle file (.FZP) file, but the vehicle Euro standard, size and fuel type are assigned by a
random number generator in PHEM, such that the overall composition of the modelled fleet is
the same as the composition specified in the .FLT file for each vehicle type ID (Luz and
Hausberger, 2015).
PHEM Real-World Emission Factor Estimation
Producing vehicle emission estimates from PHEM requires the preparation of three primary
input file types; a drive cycle file (.FZP); a fleet data file (.FLT) and route section files (.STR).
Importing these files into the ADVANCE mode editor creates an .ADV job file which when run by
PHEM processes the input data and calculates output files which contain detailed emission and
power results for each vehicle (.mod) along with average values per vehicle (.vehicle.sum) and
average per segment (.segment.sum).
4.6.4.1 Drive Cycle (.FZP)
In order to provide Headingley lap and section CO2 emission estimates, separate drive cycle
(.FZP) files were populated with the second-by-second transient vehicle data for each of the 48
test runs. The drive cycle required by PHEM comprises continuous second-by-second data for
Time; Latitude; Longitude; Velocity; Vehicle ID, Road Grade; Vehicle Type ID and Section.
 The time, latitude, longitude and velocity for each lap recorded during the
Headingley PEMS survey were inputs for each drive cycle, with the latitude and
longitude provided by the GPS system and the velocity from the vehicle CAN.
 As the PEMS GPS measurement of altitude and therefore road gradient was found
to contain significant errors, the grade was set to zero for each second of data,
essentially modelling the route as flat.
 Vehicle ID was set to 1 because there was only one test lap per .FZP file.
 The vehicle type was set to 100, which is the numerical abbreviation for passenger
cars in PHEM and references the drive cycle to the correct engine emission maps
for the vehicle type.
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 The Section ID was set 1 as the emissions were calculated on a lap-by-lap basis and
the section emission calculated from the generated lap files.
4.6.4.2 Fleet Data File (.FLT)
To select the correct engine map and parameters for a vehicle in PHEM, each vehicle category
has a numerical abbreviation (listed in Table 4.5). Every drive cycle is given a vehicle type ID
which acts as a reference to the vehicle category in the fleet data file (.FLT). The vehicle type ID
number assigns each drive cycle to the correct vehicle category in the .FLT file, and the .FLT file
then distributes the drive cycles to sub-categories (segregated by Euro standard, weight and fuel
type) which match the percentage composition described in the .FLT file. This ensures that the
vehicle fleet in the model is representative of the real-world fleet.
Calculating the emission factor for an individual vehicle in PHEM requires amendment of the
fleet data file (.FLT). Instead of representing a fleet of vehicles of varying Euro standard, fuel
type and weight, the .FLT template was amended to represent the specific vehicle, in this case
by specifying the entire passenger car vehicle fleet as Euro 4 petrol vehicles.
The FLT file ensures the correct .GEN files for the vehicle are used in proportion to the described
fleet. The .GEN files dictate the engine map (.MEP and .MAP), full load curve (.FLD) and vehicle
specifications (.VEH) applied to the emission calculations for the drive cycle.
The .VEH files contain average parameters for that vehicle category, including: vehicle mass;
cross sectional area; rated engine power; rated engine speed and engine idling speed. Prior to
running the model, the parameters within the Euro 4 petrol passenger car .VEH file were
adjusted to give a better representation of the Ford Mondeo. The parameters amended were
kerbweight to 1,374 kg (Li et al., 2008a), loading to 150 kg (PEMS equipment weight), rated
power to of 92 kW (123 bhp) at 6,000 rpm (Ford, 2005), an idle engine speed of 850 rpm, an
aerodynamic drag coefficient of 0.32 (Doucette and McCulloch, 2011) and a frontal area of 2.3
m2 (Doucette and McCulloch, 2011).
The results also contain the emission estimates calculated with the Euro 4 petrol passenger car
.VEH default values as comparison. These defaults are a kerbweight of 1,198 kg; loading 50 kg;
rated power 76 kW (102 bhp); rated engine speed 5,752 rpm; engine idle speed 798 rpm;
aerodynamic drag coefficient 0.3113 and frontal area 2.2 m2.
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4.6.4.3 Route Section File (.STR)
For the model to run at least one .STR file needs to be created. This file assigns an identification
number to each road section, which corresponds to the Section ID in the .FZP files. The .STR can
also be used to describe the start and end points of any specified route sections in the modelling.
For each of the 48 test runs, the test route was added as one complete section, so the start and
end GPS latitude and longitude points from the .FZP file were used, and the Section ID was set
to 1. The .STR files enable calculation of separate section specific total emission estimates, for
a range of exhaust pollutants, if the input .FZP file is coded with more than one Section ID.
4.6.4.4 Analysis of PHEM Emission Estimates for the Headingley Test Data
The emission model PHEM was employed to calculate estimates of the CO2 emission for each
test run from the Headingley PEMS survey. The transient vehicle data were combined in PHEM
with data specific to the test vehicle’s specifications to generate a CO2 emission value for each
second of recorded data. CO2 emission data are not calculated directly in PHEM but are derived
from the fuel consumption (kg/hr) value generated for each second. The fuel consumption is
converted to CO2 (g/s) using the Department of Energy and Climate Change’s (DECC) GHG
conversion factor of 3,135 kgCO2 emission per tonne of combusted petrol (DECC, 2012). The
second-by-second CO2 emission estimates are aggregated to calculate CO2 emission factors for
each lap and section.
The distribution of PHEM estimates (with the .VEH file specifications for the test vehicle) for the
modelled Headingley lap CO2 emission factors are presented in Figure 4.20 alongside the PEMS
measured lap emission. The average PHEM lap emission rate was 402 gCO2/km compared to
442 gCO2/km for the average PEMS recorded lap emission rate. The range for the PHEM
modelled lap emission rate is from 268 gCO2/km to 515 gCO2/km compared with 315 gCO2/km
to 587 gCO2/km for the PEMS measured lap emission. Whilst the MAPE of 10.0% is relatively
low, the model consistently underestimates the real-world emission, with 45 of the 48 PHEM
lap estimates below the measured PEMS lap values. The lap CO2 emission underestimation is
clear from the distribution, with 22.9% of the PHEM laps recorded emission factors being ≤ 350
gCO2/km compared to 6.3% of PEMS recorded laps. Likewise, only 6.3% of PHEM laps had an
emission factor ≥ 500 gCO2/km, whereas in 20.8% of PEMS recorded laps the emission factor
was greater than this value.
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Figure 4.20: Distribution of Headingley Lap CO2 Emission Factors from the PEMS Real-World
Measurement and the PHEM Modelled Estimate (n=48)
The data in Figure 4.21 show a similar slight underestimation of the PEMS emission rate, in the
PHEM model. The PHEM average section CO2 emission factor over the 384 sections was 420
gCO2/km with a range from 169 gCO2/km to 1,326 gCO2/km whereas the PEMS value was 471
gCO2/km with a range from 216 gCO2/km to 1,364 gCO2/km. The MAPE over the 384 sections
between the PEMS emission and the PHEM modelled emission was 12.3%, which is slightly
greater than the MOVES MAPE value. Again the distributions reveal a greater number of ‘low’
emission factors from the PHEM model than recorded in the real-world; with 28.1% of PHEM
section emission rates ≤ 300 gCO2/km compared to only 13.5% ≤ 300 gCO2/km as measured by
the PEMS.
Figure 4.21: Distribution of Headingley Section CO2 Emission Factors from the PEMS Real-World
Measurement and the PHEM Modelled Estimate (n=384)
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The PHEM estimate of the PEMS measured gCO2/km is presented in Figure 4.22, by lap and by
each individual section. For the test lap, the median PHEM percentage estimate of the PEMS
measured CO2 emission was 90.1% with an IQR of 9.6% (95.4% - 85.8%). At the micro-scale
section level, there is a degree of section-to-section variability in the ability of PHEM to estimate
real-world emission, with a range in median estimate from 97.8% in Section 5 to 78.5% through
Section 8. The overall average PHEM percentage estimate of the PEMS measured emission over
the 384 sections was 89.6%, with an average section IQR of 9.3%, ranging from 6.0% to 11.6%.
As with MOVES, Section 8 has the lowest median percentage estimate of the real-world emission
whilst Section 1 has the second highest; these findings strengthen the hypothesis that road
grade could play a significant role in micro-scale estimation. The Section 3 and Section 6
percentage estimates using PHEM are noticeably lower than for all other sections excluding
Section 8. Section 3 and Section 6 are the shorter turning sections and it is possible that the
gear shift model used to identify the likely engine speed, and hence the position on the engine
emission map, may be somewhat compromised over these sections, which are probably atypical
of usual transient vehicle real-world drive cycles.
The likely error associated with using the PHEM model, without road grade, for the micro-scale
estimation of CO2 emission is in the range of an underestimate of 25% to an overestimate of
7.5% (90% of section estimates are within these values).
Figure 4.22: PHEM Estimate of PEMS Measured gCO2/km Emission, by Lap and Section
PHEM estimates of the PEMS measure lap emission rates were also made using the default Euro
4, petrol, passenger car settings discussed in Chapter 4.6.4.2 (i.e. PHEM modelling was
conducted without update of the .VEH file to reflect the test vehicle). Figure 4.23 presents the
distribution of PHEM estimates of the lap average CO2 emission rate for each of the 48 test lap,
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against the distribution of the PEMS measured lap emission. The PHEM lap average emission is
334 gCO2/km (range 225 gCO2/km to 426 gCO2/km) compared with an average of 442 gCO2/km
(range 315 gCO2/km to 587 gCO2/km) for the PEMS measurement. The MAPE of 24.6% shows a
substantial difference between the modelled and real-world CO2 emission values, as the model
consistently underestimates the real-world emission, with all of the 48 PHEM lap estimates
below the measured PEMS lap values. Of the lap emission factor estimates calculated from
PHEM, 58.3% of the values were ≤ 350 gCO2/km, while the PEMS survey recorded only 6.3% of
the 48 laps with emission factors below 350 gCO2/km.
Figure 4.23: Distribution of Headingley Lap CO2 Emission Factors from the PEMS Real-World
Measurement and the PHEM Modelled Estimate with Default Euro 4 .VEH Parameters (n=48)
At the section level, the PHEM average gCO2/km (with the default .VEH settings) over the 384
test runs was 347.9 gCO2/km, with a range from 163 gCO2/km to 1,036 gCO2/km. The PEMS
average emission factor was 471 gCO2/km with a range from 216 gCO2/km to 1,326 gCO2/km.
The average difference between the section PHEM estimated emission and the PEMS measured
values was an underestimation of the on-road measured emission by 25.3%.
The error range from the default vehicle PHEM model in the micro-scale estimation of CO2
emission is an underestimate of between 37.5% and 12.5% (≈ 90% of section estimates are
within those values).
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Figure 4.24: Distribution of Headingley Section CO2 Emission Factors from the PEMS Real-World
Measurement and the PHEM Modelled Estimate with Default Euro 4 .VEH Parameters (n=384)
Calibrating the .VEH file in PHEM to match the test vehicle made a significant difference to the
accuracy of the PHEM model in predicting the real-world PEMS recorded gCO2/km values. This
is demonstrated by the difference in the MAPE values calculated between the PEMS real-world
emission and the two PHEM models. For the PHEM model with the default Euro 4 setting the
MAPE was 25.3% compared to 12.3% for the PHEM model entered with the test vehicle
specification data. The average estimate of the PEMS measured micro-section data was 74.6%
(over the 384 test sections) for the default PHEM model, whereas for the PHEM model with the
test vehicle specific data the average estimate was 89.6%. This analysis suggests that, in order
to represent specific vehicles or vehicle fleets in PHEM, it is important to ensure that the PHEM
vehicle data in the .VEH files are populated with values that accurately describe the average
vehicle for each vehicle category in the modelled fleet.
4.7 MODEL COMPARISON
Figure 4.25 displays the frequency distributions of the modelled estimate of the PEMS measured
real-world CO2 emission during each of 384 the micro-scale sections, for each of the four models.
Each of the x-axis categories spans the value stated ± 2.5%.
The distributions from the four models demonstrate the superior accuracy of the methodologies
which use second by second-by-second data to estimate micro-scale emission over the
modelling methods that use aggregate average speed data to discern emission estimates. The
HBEFA and EFT models clearly significantly underestimate a majority of micro-scale section real-
0
10
20
30
40
50
60
70
80
90
100
0
-5
0
50
-1
00
10
0
-1
50
15
0
-2
00
20
0
-2
50
25
0
-3
00
30
0
-3
50
35
0
-4
00
40
0
-4
50
45
0
-5
00
50
0
-5
50
55
0
-6
00
60
0
-6
50
65
0
-7
00
70
0
-7
50
75
0
-8
00
80
0
-8
50
85
0
-9
00
90
0
-9
50
95
0
-1
00
0
10
00
-1
05
0
10
50
-1
10
0
11
00
-1
15
0
11
50
-1
20
0
12
00
-1
25
0
12
50
-1
30
0
13
00
-1
35
0
13
50
-1
40
0
14
00
-1
45
0
14
50
-1
50
0
Co
un
t
(n
um
be
r)
Section CO2 Emission Factor (gCO2/km)
PEMS
PHEM DEFAULT
96
world CO2 emissions recorded during the Headingley PEMS survey. In contrast, whilst both
MOVES and PHEM slightly underestimate the CO2 emission factors recorded by the PEMS survey,
they provide a good approximation of the on-road emission of the test vehicle. The standard
deviation of the MOVES estimates is 11.63% compared to 10.45% in PHEM as the estimates are
marginally more tightly dispersed around the mean in the latter. An ideal model would be both
accurate (close to 100% estimation) and precise (all lap / section estimates give a similar
percentage estimate). For the Headingley data, the average emission estimate and the MAPE
calculations show the MOVES model provides a more accurate appraisal of the real-world CO2
emission in this instance, whilst the standard deviation and the IQR show that the precision of
the PHEM model is better albeit around a slightly lower mean.
Figure 4.25: Emission Model Frequency Distributions:
Modelled Lap Estimate of PEMS Measured Section CO2 Emission (n=384)
Figure 4.26 presents a scatter plot of the PHEM estimate versus MOVES estimate of PEMS
measured CO2 emission, for each of the 384 recorded micro-scale sections. As shown in Figure
4.25 the majority of estimates from both models lie in the range from 80% to 100% of the PEMS
measured CO2 emission. The trend revealed in the graph shows the two models generate similar
estimates of the PEMS measured emission, with an overestimate of section emission in PHEM
likely to correspond to an overestimate in MOVES and an underestimate of section emission in
PHEM likely to correspond to an underestimate in MOVES, however, the spread of the points
demonstrate some clear differences in the section emission estimates of the two models. The
dashed black line in Figure 4.26 shows the points at which PHEM generates the same section
CO2 emission estimates as the MOVES model. The greater number of points above the dashed
line highlights that the MOVES model frequently generated greater section CO2 emission
0
5
10
15
20
25
25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 10
0
10
5
11
0
11
5
12
0
12
5
13
0
13
5
Fr
eq
ue
nc
y
(%
)
Modelled Section CO2 Emission Estimate as a Percentage of the PEMS Measured
Section CO2 Emission (for each model n=384)
HBEFA
EFT
MOVES
PHEM
97
estimates than the PHEM model. This is especially clear for the shorter turning sections (Section
3 and Section 6).
Figure 4.26: MOVES Estimate vs PHEM Estimate of PEMS Measured Section CO2 Emission (n=384)
Although both the MOVES and PHEM models tend to underestimate the real-world vehicle CO2
emission for the Headingley test vehicle (and there is a degree of variability in the accuracy of
the estimates) there are a number of factors which make some discrepancy between the
modelled emission and real-world emission inevitable. Neither the PHEM engine map nor the
MOVES operation mode bins provide vehicle specific emission factors. This is because, the level
of detail would require a vast number of emission tests, which would make the development of
each model unfeasibly time consuming and expensive.
The development of the emission factors is the result of the analysis of a limited number of
similar vehicles which are merged to represent an average vehicle. As such there will always be
a difference between a test vehicle and the model category representing that vehicle. The PHEM
model also relies upon a simulated gear shift model to calculate a second by second engine
speed to act as a variable in defining the vehicles position on the engine emission map.
Discrepancy between the timing of the modelled and real-world gear changes will result in some
inaccuracy in the PHEM estimate.
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Much of the observed discrepancy is likely to be caused by factors which have not been
accounted for in the modelling; factors such as day-to-day variation in ambient temperature,
starter battery state of charge and use of the vehicle’s air-conditioning and heating systems,
each of which can have a significant effect on vehicle fuel consumption (Mock et al., 2012).
Inaccuracy of the simulated vehicle weight may also have had an influence on the PHEM
modelled rate of CO2 emission. Although the test vehicle’s kerbweight is recorded in the
vehicle’s specification and the vehicle loading was estimated, the actual weight of the test
vehicle was not directly measured. Future modelling would be improved by an accurate
measure of the test vehicle weight, since misestimation may result in lower or higher modelled
CO2 emission than measured in reality. Road grade was also not accurately accounted for in the
modelling. The observed difference in the accuracy of the Section 1 and Section 8 modelling
from the EFT, MOVES and PHEM, highlights that this may be a very important factor for micro-
scale simulation.
Table 4.6 provides a summary of the modelled Headingley lap CO2 emission estimates for each
of the four models. There are obvious discrepancies in the accuracy of the EFT and HBEFA CO2
emission estimates for the 4.8 km test lap when compared to the MOVES and PHEM modelled
CO2 emission.
The EFT average speed emission model and the HBEFA traffic situation model are unable to
replicate the CO2 emission of the test lap with sufficient accuracy to make either of them a useful
tool in estimating the real-world emission of the specific test vehicle. The CO2 emission factors
from these two models, for a Euro 4, petrol, 1.4 – 2.0 L, passenger car, are much lower than
measured in the on-road PEMS survey. The EFT CO2 emission factors are based on NEDC type-
approval data (Boulter et al., 2009), which have been shown to be unrepresentative of real-
world driving and therefore real-world emission (Weiss et al., 2011b; Chen and Borken-Kleefeld,
2014; Mock et al., 2012). This is despite the fact that the EFT includes a (DEFRA and DfT agreed)
“uplift factor” of +15% on the NEDC-based emission factors (Boulter et al., 2009). This research
indicates that the EFT average speed emission functions cannot be used to estimate CO2
emission for an individual vehicle over distances of less than 5 km, let alone at a micro-scale link
level. Whilst it is possible that the test vehicle was atypical of a petrol, Euro 4, 1.4 – 2.0 L,
passenger car, the average ≈40% underestimation of the real-world CO2 emission in this study,
would suggest that the EFT emission function generates emission factors which are
unrepresentative of the average vehicle in the category.
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Likewise, the size of the disparity between the HBEFA traffic situation methodology estimates
of CO2 emission and the PEMS measured CO2 emission (≈40% underestimation) suggests that
the HBEFA lacks the resolution to have the capability for accurate micro-scale emission
estimation. The four discrete traffic situations for each road type, (Stop + Go, Saturated, Heavy
and Freeflow) with their respective emission factors, are used to define too broad a range of
conditions to be useful where accurate modelling of CO2 emission for an individual vehicle is
required. As the maximum accuracy achieved on any lap was only 75.6%, even under conditions
for which the average speed of the lap should be a good fit for one of the described traffic
situations, the HBEFA model underestimated the vehicle CO2 emission. This suggests that the
test cycles used to generate the expected emission estimates for each LOS are not
representative of the real-world traffic conditions found in Headingley, although they may
better represent traffic conditions in the locations where the model was developed (Germany,
Switzerland and Austria).
Table 4.6: Summary Table for the Headingley Lap Modelled CO2 Emission
EFT HBEFA MOVES PHEM
Mean Model % Estimate of
PEMS CO2 Emission: LAP
(n =48)
63.3% 57.3% 95.7% 90.7%
Range of Model % Estimate of
PEMS CO2 Emission: LAP
(n =48)
54.7% - 75.6% 47.1% - 75.2% 82.3% - 116.6% 78.8% - 108.5%
LAP Emission Estimate IQR 7.6% 8.8% 11.1% 9.6%
LAP Emission Estimate MAPE
(n=48)
37.7% 42.7% 7.9% 10.0%
At the section level, the same pattern of real-world CO2 emission underestimation by the EFT
and HBEFA models is observed; whilst the MOVES and PHEM models both delivered relatively
good predictions of the PEMS measured emission. Table 4.7 is a summary table for the modelled
Headingley section CO2 emission estimates for each of the four models. The section-by-section
variability in emission estimation for both the MOVES and PHEM models, presented in Figure
4.14 and Figure 4.22, result in a broader range of model percentage estimates of the real-world
measured CO2 emission. The marked difference in Section 1 and Section 8 emission estimates
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in both models indicate an underlying factor that may be influencing the estimation in those
sections. The hypothesis that this is due to road gradient is investigated in the next chapter.
Table 4.7: Summary Table for the Headingley Section Modelled CO2 Emission
EFT HBEFA MOVES PHEM
Mean Model % Estimate of
PEMS CO2 Emission: SECTION
(n =384)
61.6% 58.4% 93.8% 89.6%
Range of Model % Estimate of
PEMS CO2 Emission: SECTION
(n =384)
41.1% - 82.8% 25.0 - 93.5% 66.6% - 133.9% 61.9% - 119.3%
Average SECTION Emission
Estimate IQR (n=8)
7.6% 15.3% 10.7% 9.3%
SECTION Emission Estimate
MAPE (n=384)
38.2% 41.6% 10.9% 12.3%
Likely Error Range From
Model in Estimating PEMS CO2
(90% of estimate values in this
range)
-52.5% to -25% -60% to -20% -22.5% to +15% -25% to +7.5%
It was noted in the analysis of the PHEM emission model that the Section 3 and Section 6
emission estimates (Figure 4.22) were relatively poor compared to other sections. As described
in Chapter 3 these are short turning sections. Table 4.8 provides a summary table for the
modelled CO2 emission estimates of the PEMS measured emission excluding Section 3 and
Section 6. Without the short turning sections both the MOVES and PHEM average estimate of
the PEMS measured CO2 emission improve, however, the biggest change is seen in the decrease
in the PHEM MAPE from 12.3% to 10.7%. For the longer micro-scale sections, the average
absolute percentage error for the MOVES and PHEM CO2 estimates of the real-world CO2
emission are approximately equal, with the MOVES estimates slightly more accurate and the
PHEM estimates marginally more precise. Both models seem suitable for micro-scale CO2
emission estimation.
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Table 4.8: Summary Table for the Headingley Section Modelled CO2 Emission – Non-Turning Sections
EFT HBEFA MOVES PHEM
Mean Model % Estimate of
PEMS CO2 Emission: SECTION
(n =288)
64.1% 60.6% 94.7% 91.8%
Range of Model % Estimate of
PEMS CO2 Emission: SECTION
(n =288)
44.0% - 82.8% 25.0 -93.5% 66.6% - 131.6% 61.9% - 119.3%
Average SECTION Emission
IQR (n=6)
7.4% 14.9% 10.6% 9.9%
SECTION MAPE (n=288) 35.9% 39.4% 10.8% 10.7%
Whilst PHEM and MOVES were able to produce relatively accurate estimates of the on-road
emission measured for the test vehicle, there is one important distinction between the
modelling processes. Whilst the PHEM estimate accurately represents the test vehicle’s
emission through specifying the test vehicle parameters within PHEM, the MOVES estimate is
accurate only through the chance that the average 2005 petrol passenger car emission factors
are a good approximation for the test vehicle. Had the test vehicle been a smaller 2005
passenger car, with a lower kerbweight and a smaller rated engine power, MOVES would have
generated the same emission estimate for the test vehicle, whilst PHEM could be calibrated to
the specifications of the lighter passenger car.
Whether the MOVES modal model or the PHEM instantaneous model is more appropriate for
micro-scale emission measurement will be related to the location of the test study. The default
PHEM settings reflect a typical European vehicle fleet and the MOVES model has been created
from an American vehicle fleet. The advantage of PHEM is that it does possess the functionality
to adjust the specific vehicle parameters to best reflect the vehicle or fleet being modelled.
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4.8 SUMMARY
Utilising the Headingley PEMS survey data from Chapter 3, the recorded second-by-second
transient speed profiles over the 48 Headingley test laps were used as input to four emission
models, which employ different methodologies to generate emission estimates. The four
models used in the study were; DEFRA’s Emissions Factors Toolkit, an average speed emission
model; the HandBook on Emission FActors for road transport, a ‘traffic situation’ model; the US
EPAs Motor Vehicle Emission Simulator, a ‘modal’ emission model; and the TU-Graz’s Passenger
car and Heavy duty Emission Model, an instantaneous emission model. The chapter included
discussion on the background to each model.
From the PEMS recorded vehicle speed data, the four models were employed to calculate CO2
emission factor estimates for each of the 48 test lap runs and 384 micro-scale road sections.
This facilitated comparison of the lap and section CO2 emission estimates for each model against
the PEMS on-road measurement of the real-world CO2 emission from the test vehicle.
Both the EFT and HBEFA models were found to substantially underestimate the real-world CO2
emission at both the lap and section scale. The models were found to predict CO2 emission
factors around 40% lower on average than the PEMS measured CO2 emission. Therefore neither
the average speed emission factor methodology nor the traffic situation technique was found
to be appropriate for micro-scale emission estimation in this instance. These models are likely
to be more appropriately applied where detailed transient vehicle data are unavailable and at a
larger geographical scale than the micro-scale estimates presented in this chapter. The main
inputs for these model types, namely link based average speed data is more easily measured
and therefore more widely available than the 1 Hz GPS data required for models which produce
emission estimates on a per second basis. Analysis on a link-by-link rather than second-by-
second basis also significantly reduces the volume of data for analysis, enabling emission
estimates to be made over larger geographical areas for the entire vehicle fleet. Potentially
what such models lack in emission estimation accuracy is counterbalanced by the ease with
which they can be applied. As these models require more limited input data, once average
speed emission values have been calculated for each vehicle type, the emission modelling
process can be performed relatively quickly. Therefore, despite acknowledged deficiencies,
there continues to be widespread use of average speed based calculation methods for the
estimation of on-road vehicle emission (Barlow and Boulter, 2009).
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The MOVES and PHEM models, however, were both shown to generate good estimates of the
real-world CO2 emission recorded during the PEMS testing. The mean model percentage
estimate of the PEMS measured CO2 emission was found to be between 90% to 95% for both
MOVES and PHEM. The MAPE for both models was calculated to be around 10%. In general,
MOVES was found to be slightly the more accurate of the two models, but PHEM was found to
have the greater precision.
A decision on which of the two models is most appropriate for a particular study is likely to come
down to the location of that research, as PHEM was developed for the European vehicle fleet,
whilst MOVES was calibrated using American vehicle fleet data. Whilst both models provided
good estimates of the on-road emission of the test vehicle the accuracy of the MOVES output
was largely due to the fact that the emission from the test vehicle employed in the PEMS survey
happened to be a good match with the average 2005 petrol passenger car emission factors in
the MOVES model (as no specification of the vehicle was possible other than its age and year of
manufacture). The PHEM estimates were accurate because the vehicle parameters for the
model could be specified. The importance of accurately describing the vehicle specification in
PHEM was demonstrated through comparison of the PHEM modelled CO2 emission estimates
with the test vehicle parameters against the PHEM estimates with the default Euro 4 petrol
passenger car specification.
As described in Chapter 3, the PEMS data used in this study were collected from a single vehicle,
using one driver. The findings from this chapter would be strengthened by an appraisal of
further vehicle types as the accuracy of the modelled estimate of real-world CO2 emission may
vary for vehicles of different engine size, fuel type and weight. Further work could also
investigate whether variation in driving style has an impact on the accuracy of the modelled
estimate of real-world CO2 emission, by repeating the PEMS data collection with a number of
different drivers. However, as the Headingley PEMS testing was conducted in a variety of traffic
conditions (from heavily congested to free flowing), it is likely that a range of driving styles were
captured in the analysis in this chapter, as the driver was required to adapt the rate of
acceleration and braking along with gear choice to suit the traffic conditions amid varying levels
of congestion.
Analysis of the type found in this chapter is restricted by the availability of on-road vehicle
emission data as the significant cost of large scale PEMS projects limits the collection of such
comprehensive data sets. Both the MOVES and PHEM models have been built by collating a
large number of vehicle emission data sets from national and international research projects,
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and have been developed at a scale only possible for organisations of the magnitude of the US
EPA and the European Commission. The work presented in this chapter confirmed that the
MOVES and PHEM models can be used to produce reliable real-world CO2 emission estimates
for the test vehicle driven over the Headingley test lap. Further comparison of PEMS recorded
and modelled CO2 emission data is needed to be able to assess if the different methodologies
employed in the two models are able to generate similarly accurate real-world estimates for
other vehicle types in other locations, especially given that MOVES was developed for the US
vehicle fleet and PHEM for the EU fleet.
The analysis of the model estimates of section CO2 emission, in this chapter, has revealed
significant section-by-section variance in the accuracy of estimates of real-world emission. This
was especially marked in Section 1 and Section 8, which are the opposite traffic flows over the
same road link. It was hypothesised that this discrepancy was due to the impact of road gradient
on exhaust emission as Section 1 is primarily downhill and Section 8 uphill. As mentioned earlier,
the impact of road grade on the micro-scale estimation of CO2 emission is investigated in the
next chapter.
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CHAPTER 5: ROAD GRADE AND MICRO-SCALE
EMISSION MODELLING
5.1 INTRODUCTION
The work reported in Chapter 4 demonstrated the capability of the MOVES and PHEM emission
models to derive estimates of real-world CO2 emission values over micro-scale sections. Whilst
both models produced good estimates of the PEMS measured on-road CO2 emission, the
analysis revealed some section-to-section variability in the accuracy of the CO2 estimates, which
was hypothesised to be the result of the influence of road grade. Both MOVES and PHEM have
the capability to include a second-by-second road grade had it been available, which in
combination with the transient vehicle speed data could have been used to generate estimates
of engine power output and then referenced to a rate of CO2 emission. However, a limitation
for the modelled estimates in Chapter 4 was the lack of accurate road grade values as the GPS
recorded altitude values were found to be too inexact for the required 1 Hz gradient profile to
be calculated.
This chapter presents an investigation of the influence of road grade on CO2 emission, initially
through a CO2 emission sensitivity analysis, which involves setting the road grade within the VSP
equation (for the Euro 4 test vehicle) at a range of values to generate VSP estimates at each
selected road grade. The rate of CO2 emission at each road grade is then assessed by referencing
the generated VSPs to the average rate of CO2 emission at that VSP recorded during the PEMS
Headingley survey. The difference between the emission rates over a flat profile and at each
grade is analysed.
The research introduces a novel Light Detection And Ranging (LiDAR) – Geographic Information
System (GIS) road grade estimation methodology, using GIS software to interpolate the
elevation for each second of data from a Digital Terrain Model (DTM). The MOVES and PHEM
models from Chapter 4 are rerun with the LiDAR-GIS road grade included, to assess whether the
addition of road grade improves the modelled estimates of the PEMS measured real-world CO2
lap and section emission. The sensitivity of the PHEM modelled CO2 emission estimates to road
grade is also evaluated by lessening and exaggerating the LiDAR-GIS gradient profiles. CO2
emission estimates are generated from PHEM with the PEMS recorded vehicle speed data and
the range of gradient profiles.
106
5.2 BACKGROUND TO ROAD GRADE AND CO2 EMISSION MODELLING
It has been established in a number of papers that road grade can have a significant effect on
vehicle exhaust emission (Jackson and Aultman-Hall, 2010; Frey et al., 2008; Zhang and Frey,
2006; Boriboonsomsin and Barth, 2009). As road gradient increases so does the force opposing
the motion of the vehicle due to gravity. The power demand to propel a vehicle is proportional
to its weight and the magnitude of the road grade (Heisler, 2002). Hence, as road grade
increases, to keep the vehicle at a constant speed, the engine has to provide greater power,
requiring greater combustion of fuel, which results in a larger mass emission of combustion
products and, therefore, pollutants. For a vehicle travelling on a road with negative gradient,
the force of gravity, in contrast, acts to accelerate the vehicle, reducing the power demand on
the engine, requiring lower levels of fuel consumption and reducing pollutant emission
(Boriboonsomsin and Barth, 2009). For these reasons, the inclusion of road grade in the emission
modelling process is very important. Incorrectly assigning the road grade could result in
significant estimation errors in sections in which there are fluctuations in grade.
Exploiting the relationship between engine power and exhaust emission, the latest generation
of emission models such as the US EPA’s MOtor Vehicle Emission Simulator (MOVES) (Koupal et
al., 2004), the Netherlands Organisation for Applied Scientiﬁc Research’s (TNO) VERSIT+ model 
(Smit et al., 2007) and the Technical University of Graz’s (TU-Graz) Passenger car and Heavy
duty Emission Model (PHEM) (Hausberger, 2003) generate predictions of vehicle exhaust
emission by referencing the calculated engine power output for each second of data to a
calibrated mass of exhaust emission at that power, for each emission species.
Derivation of instantaneous engine power output requires a second-by-second measure of
vehicle speed, acceleration and road gradient. PEMS can reliably capture vehicle speed, and
hence acceleration, during real-world driving, but road grade is very difficult to measure
accurately from an instrumented vehicle (Zhang and Frey, 2006). As a result of this difficulty, it
appears there has been a tendency for studies to utilise test areas that are flat enough to set
the road grade to 0, often without quantification of what “relatively flat” means (Yu et al., 2016;
Song et al., 2012a; Anya et al., 2014)
A number of studies have highlighted the significant influence road grade can have on real-world
fuel consumption and exhaust emission (Zhang and Frey, 2006; Boriboonsomsin and Barth,
2009; Boroujeni and Frey, 2014). Zhang and Frey (2006) recorded an increase in CO2 emission
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of 40-90% for three petrol light duty vehicles over sections of road with gradient ≥ 5% when
compared to sections with gradient ≤ 0%, whilst Boriboonsomsin and Barth (2009) measured a
15-20% rise in fuel consumption for a petrol passenger car between a flat route and a hilly route
(driving up and down the same hill, with start and end points at the same elevation).
Given the potential effect of road grade on engine power output and corresponding vehicle
emission, it is important for micro-scale emission modelling that instantaneous engine power
output is calculated accurately. To achieve this it is necessary to have a representative road
grade value for each second of test data. There are a number of methods for quantifying road
grade proposed in the literature, including; calculation from design drawings; direct land survey
measurement; on-board measurement by GPS, accelerometers, barometric altimeters and
inclinometers; and mathematical derivation from Digital Terrain Model (DTM) or Digital
Elevation Model (DEM). Each of these methods has different characteristics with respect to
accuracy, precision, scale and price (Zhang and Frey, 2006; Boroujeni et al., 2013; Sahlholm and
Johansson, 2010). Zhang and Frey (2006) proposed a LiDAR based methodology, concluding that
the LiDAR method is advantageous; having relatively few practical and logistical limitations
compared with other methods, and can be considered sufficiently accurate for emission
estimation.
LiDAR is a mapping technique which quantifies terrain elevation using laser measurement from
aircraft. These measurements can be processed to construct a highly accurate DTM, which
renders a three dimensional representation of the surface topography, describing elevation and
position. The availability and cost of LiDAR data has been cited as the main limitation in its use
for road grade estimation (Boroujeni et al., 2013), however, a comprehensive LiDAR 5m
resolution DTM data set for the U.K. is available free of charge to academics and students at U.K.
institutions, previously through the Landmap Kaia Service hosted at MIMAS based at the
University of Manchester (Millin-Chalabi et al., 2011), and now available via the Joint
Information Systems Committee (JISC) funded EDINA service (digimap.edina.ac.uk). The
advantage of the simple LiDAR-GIS method proposed in this study is that by referencing the
measured GPS position to a DTM elevation, a representative 1 Hz road grade profile can be
quickly generated for a test area without the multiple runs required by GPS measured altitude
methodologies (Sahlholm and Johansson, 2010; Boroujeni et al., 2013) and without the detailed
roadway analysis and segmentation required in the LiDAR methodology described by Zhang and
Frey (2006). The Zhang and Frey method produces a gradient profile (the road gradient at each
distance along a test route) by first generating an elevation profile of the test road. This is done
by mapping the location of the centre line of a test road and then identifying all LiDAR elevation
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points that lie within a “buffer zone” of the roadway centre line. “Segmentation” of the road
profile is conducted by detecting local extrema within the elevation profile, which split the
elevation profile into sections. Division of these sections into segments of comparable road
grade is undertaken through analysis of the change of road grade within each section. The start
and end points for each segment are calculated by ensuring that the difference between the
average road grade over the segment and the average road grade through the first half of the
segment is not greater than 0.1%. This calculation is initiated at the section level (i.e. between
consecutive elevation extrema) and, where the 0.1% difference criteria is exceeded, the section
is further subdivided into shorter subsections and the process is repeated. This method
produces a gradient profile of road segments with an allotted gradient at each distance along
the test road. A road grade can, therefore, be assigned to each second of transient vehicle data
by identifying how far along the test road the test vehicle is at each second.
A novel LiDAR-GIS methodology has been developed in this study and is described in Chapter
5.4 after the sensitivity analysis.
5.3 SENSITIVITY OF EXHAUST CO2 EMISSION TO ROAD GRADE
As discussed in Chapter 4, the latest generation of emission models such as the EPA’s MOVES
(Koupal et al., 2004) and the TU-Graz’s PHEM (Hausberger, 2003) generate emission estimates
by referencing a calculated engine power output to a calibrated mass emission for each second
of data. In both these emission models, an estimate of second-by-second engine power output
is determined from a 1 Hz record of vehicle speed and road grade, combined with specification
data for the test vehicle.
Figure 5.1 shows the longitudinal forces that define the vehicle motion in the Vehicle Specific
Power (VSP) equation (Equation 5.1), which is used as the measure of engine power output at
each second in MOVES. The acceleration of the vehicle is defined by the net effect of the forces
acting on it (N.B. when all the forces in the diagram are balanced the resultant force, and
therefore acceleration, is zero. In this case, the vehicle is either stationary or moving at a
constant speed in the same direction). PHEM employs a similar equation to determine engine
power (Chapter 4.6.2), however, this section demonstrates the sensitivity of exhaust CO2
emission to road grade using the VSP equation employed by MOVES.
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Figure 5.1: Vehicle Longitudinal Dynamics Relating to VSP
As explained in Chapter 4.5.2, the VSP equation described in Equation 5.1, derived by Jimenez-
Palacios (1999), can be simplified into a form specific to the Euro 4 test vehicle used in this
research, where the coefficient of rolling resistance and the drag coefficient describe a 2005
Ford Mondeo (Equation 5.2).
Equation 5.1:
Equation 5.2:
Where,
 : is vehicle specific power (kW/t);
 : is kinetic energy (J)
 : is potential energy (J)
 : is rolling resistance (N)
 : is aerodynamic drag (N)
 : is vehicle speed (m/s);
 : is vehicle acceleration (m/s2);
 : is road grade (dimensionless).
Using Equation 5.2 and setting the acceleration and road grade to fixed test values, the VSP at
each velocity can be calculated. Figure 5.2 shows the calculated VSP values over a range of
positive and negative road grades from –6% to 6%, with vehicle speed varied between 0 km/h
and 50 km/h and acceleration set to 0 (i.e. cruising at a constant speed). At each vehicle speed,
greater positive road grade causes an increase in VSP, whilst larger negative road grade leads to
a decrease in VSP.
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Figure 5.2: Sensitivity of VSP to Vehicle Speed and Road Grade (Acceleration = 0 m/s2)
Using a binning methodology, the average CO2 emission for each integer increase in VSP (up to
21 kW/t) was calculated from the all of the Headingley PEMS recorded data (56,986 s). All VSP
values ≤ 0 kW/t were collated as one bin, as the average emission rates for each negative VSP
are similar (see Figure 4.10).
Table 5.1: VSP Bin Average CO2 Emission from the Headingley PEMS Survey,
1.8 L Euro 4 Petrol Passenger Car (56,986 s)
VSP Bin Bin Range(kW/t)
Bin Average CO2 Emission
(g/s)
Number of Data
Points
- <=0 0.92 35929
0 >0 - 1 1.69 4126
1 >1 - 2 2.08 2628
2 >2 - 3 2.37 2300
3 >3 - 4 2.67 2154
4 >4 - 5 2.93 1998
5 >4 - 6 3.26 1680
6 >6 - 7 3.57 1426
7 >7 - 8 3.99 1147
8 >8 - 9 4.42 922
9 >9 - 10 4.88 678
10 >10 - 11 5.25 532
11 >11 - 12 5.62 407
12 >12 - 13 6.22 302
13 >13 - 14 6.61 214
14 >14 - 15 6.95 175
15 >15 - 16 7.24 108
16 >16- 17 7.90 71
17 >17 - 18 8.01 54
18 >18 - 19 8.46 42
19 >19 - 20 8.96 29
20 >20 - 21 9.50 39
The PEMS VSP values used in the calculation of each of the bin average CO2 emission rates
included road grades which were calculated by the LiDAR-GIS method outlined later in Chapter
5.4.
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From the bin emission rates listed in Table 5.1, each VSP value from Figure 5.2 can be assigned
a rate of CO2 emission. These rates are presented in Figure 5.3 which demonstrates how the
average rate of CO2 emission varies with respect to road grade and vehicle speed whilst the
acceleration is fixed at 0 m/s2, meaning that the vehicle maintains a constant speed. The VSP
values at the -6% and -3% gradients are negative for all speeds, which means that the test vehicle
would have to be braking in order for the vehicle not to be accelerated by to the force of gravity.
As no engine power is required to maintain speed under these conditions, the rate of emission
is simply the idle rate of 0.92 gCO2/s between 0 km/h and 50 km/h. For the road grades between
0% and 6%, the vehicle requires engine power output to maintain a constant speed. The steps
in the emission rate profile, shown in Figure 5.3, mark transitions from one VSP bin to the next.
The steeper the positive road grade, the greater the increase in VSP with speed and therefore
the higher the rate of CO2 emission.
Figure 5.3: Sensitivity of CO2 Emission Rates to Vehicle Speed and Road Grade
For a 1.8 L Euro 4 Petrol Passenger Car (Acceleration = 0 m/s2)
Figure 5.4 compares the CO2 emission rate at -6%, -3%, +3% and +6% to the emission rate at 0%,
displaying the ratio of the gCO2/s values between 0 km/h and 50 km/h, with the acceleration set
at 0. As the emission rate for -6% and -3% is the same over all speeds (due to the entirely
negative VSP for both) the ratio of the CO2 emission is the same for both (which is why the -6%
grade line does not appear in Figure 5.4). The negative grades are demonstrated to have a CO2
emission rate approximately half that for the flat road grade (0%). The positive grades both have
a higher average CO2 emission rate than the 0% grade and the difference increases as the speed
increases. At 50 km/h, the estimated average CO2 emission rates for the road grades of +3%
and +6% are respectively 1.5 and 2.2 times greater than those for the 0% road grade.
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Figure 5.4: Ratio of the CO2 Emission at Each Road Grade to the CO2 Emission at -6% Road Grade by
Vehicle Speed (Acceleration = 0 m/s2)
Figure 5.5 is a plot of the calculated VSP values over the range of road grades from -6% to +6%,
with a vehicle speed range of 0 km/h to 50 km/h, however, the VSP in this example is calculated
with an acceleration of 0.5 m/s2. The VSP values are greater than those calculated with an
acceleration of 0 m/s2 (Figure 5.2). To be able to accelerate at 0.5 m/s2, power from the engine
is required at all road grades as an acceleration of this magnitude cannot be provided by gravity
alone.
Figure 5.5: Sensitivity of VSP to Vehicle Speed and Road Grade (Acceleration = 0.5 m/s2)
The increase in VSP values is reflected in a greater rate of CO2 emission at each speed compared
to the emission rates with acceleration at 0 (Figure 5.6). For instance, the rate of CO2 emission
at 50 km/h for a road grade of +6% was 5.25 gCO2/s (Bin 10) with no acceleration, but, with 0.5
m/s2 acceleration, the rate of CO2 emission with the same grade is 8.46 gCO2/s (Bin 18). It should
also be noted, that as the negative grade sections have positive VSP values, their CO2 emission
rates are greater than the idle rate.
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Figure 5.6: Sensitivity of CO2 Emission Rates to Vehicle Speed and Road Grade
For a 1.8 L Euro 4 Petrol Passenger Car (Acceleration = 0.5 m/s2)
Figure 5.7 demonstrates that although the absolute rate of CO2 emission is greater for the VSP
values calculated with acceleration, the relative difference between the CO2 emission rates for
each of the road grades and the CO2 emission rate at 0% grade are actually smaller with the
acceleration than without.
Figure 5.7: Ratio of the CO2 Emission at Each Road Grade to the CO2 Emission at -6% Road Grade by
Vehicle Speed (Acceleration = 0.5 m/s2)
For each of the test road grades, the ratio between its CO2 emission rate and the rate at 0%
gradient is relatively consistent at speeds between 20 km/h and 50 km/h. For the road grades
of +6%, +3%, -3% and -6%, the average rates of CO2 emission are respectively, 1.6, 1.3, 0.75 and
0.5 times the estimated average CO2 emission at 0% road grade, between 20 km/h and 50 km/h
with an acceleration of 0.5 m/s2.
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Figure 5.8 shows the calculated VSP values over the range of road grades from -6% to +6%, with
vehicle speed varied between 0 km/h and 50 km/h and a deceleration of 0.5 m/s2. With a
deceleration of this magnitude, only the steepest positive test road grade value of +6% has
positive VSP values, as only at +6% gradient does the vehicle still require some power from the
engine to prevent the force of gravity from slowing the vehicle at a rate faster than 0.5 m/s2.
For all other road grades braking is required to decelerate the vehicle at that rate.
Figure 5.8: Sensitivity of VSP to Vehicle Speed and Road Grade (Acceleration = -0.5 m/s2)
The average rate of CO2 emission for the decelerating test vehicle is shown in Figure 5.9. As all
the calculated VSP values for -6%, -3%, 0% and +3% are negative, the rate of emission is constant
at all speeds at the idle rate of 0.92 gCO2/s. Only with a road grade of +6% do the calculated
VSP values indicate a rate of CO2 emission greater than the idle emission rate.
Figure 5.9: Sensitivity of CO2 Emission Rates to Vehicle Speed and Road Grade
For a 1.8 L Euro 4 Petrol Passenger Car (Acceleration = -0.5 m/s2)
As the rate of CO2 emission is the same for the VSP values calculated with -6%, -3% and +3%
road grade and the VSP values calculated with 0% road grade, the ratio between the rates is 1.
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However, for the VSP values calculated with +6% road grade, Figure 5.10 shows that the CO2
emission rate over this range of speeds can approach almost 3 times the rate of the estimated
emission at 0% road grade.
Figure 5.10: Ratio of the CO2 Emission at Each Road Grade to the CO2 Emission at -6% Road Grade by
Vehicle Speed (Acceleration = -0.5 m/s2)
Although this analysis shows only three scenarios, one for acceleration, one deceleration and
one for constant speed ‘cruising’, whereas there is a wide spectrum of possible speed and
acceleration combinations that would result in different calculated values of VSP, it has
demonstrated that under each of these scenarios, failure to account for road grade could lead
to significant error in the estimate of CO2 emission. Even at the relatively modest road grades
presented in this section, it has been shown that modelling a road as flat could lead to an
underestimation of the CO2 emission rate by >50% on uphill sections and an overestimation of
CO2 emission rate by up to 60% on downhill sections.
Definition of road grade in the second-by-second power equations is likely to be of particular
importance for micro-scale section modelling, where relatively steep average road grades are
possible and there is less of an error offsetting influence as a result of uphill and downhill
portions within the same section. The next section of this chapter reports work conducted to
develop a methodology to improve characterisation of road grade for second-by-second engine
power calculation.
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5.4 LIDAR-GIS METHOD
The PEMS instrumented test vehicle used for the Headingley survey included a VBOX II GPS
system (Racelogic, 2008) employed by this study to measure second-by-second GPS position.
This GPS system also recorded an altitude reading for each second of the test runs but errors
within the GPS altitude measurement, uncovered in this research, were found to cause
inaccuracies in the recorded elevation profile which made it unfeasible to calculate the
representative second-by-second road grade required for instantaneous engine power
calculation from these data.
The VBOX II has a 95% Circular Error Probability (CEP) of 10 m for its recorded altitude (Racelogic,
2008). This means that the measured height is within 10 m of the true position 95% of the time.
The possible error range resulting from this instrument imprecision, in combination with
measurement errors during vehicle transit caused, for example, by GPS signal interference from
buildings in urban streets make the raw GPS height measurements recorded by the
instrumented vehicle too unreliable for generation of an accurate elevation profile for the test
lap and insufficiently precise to calculate road grade for each second of data. Figure 5.11 is a
plot of the GPS recorded altitude for four different test runs over the 4.6 km the Headingley test
lap. The run-to-run variability is clear and, although the four laps have a roughly similar profile,
there are significant differences between each record and several instances where the GPS unit
has erroneously recorded large changes in altitude over very short distances. Using an
erroneous road grade would cause an error in the calculated power output and therefore assign
an incorrect emission estimate. This inaccuracy increases with the scale of the input road grade
error, so it is very important to ensure a reliable road grade estimate is used.
Figure 5.11: GPS Measured Altitude for Four Runs of the Headingley Test Lap
As a consequence of this measurement variability, the test lap elevation profile was instead
generated by an alternative technique using a 5 m resolution DTM generated from the LiDAR
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elevation data provided by Bluesky International Limited (obtained from
http://landmap.mimas.ac.uk). The DTM and the VBOX measured GPS positions (latitude and
longitude) for each test run were imported into the Geographic Information System (GIS)
software ArcGIS enabling the height at each recorded GPS latitude and longitude point to be
extracted from the DTM. Figure 5.12 shows the DTM for the Headingley test area, with
topography represented by a black to white spectrum; where black represents the lowest
elevation and white the highest. The second-by-second positions from a test lap run, coloured
by their respective extracted altitudes, overlay the DTM.
Elevation (m)
Figure 5.12: ArcGIS Image of DTM and GPS Positions with Extracted Elevations
Figure 5.13 presents the GPS measured altitudes from four test runs through the Headingley
network and also plots the LiDAR-GIS generated altitude profiles for the same four test runs.
The 1 Hz PEMS latitude and longitude data, for each of the four runs, were processed in GIS
along with the 5 m resolution DTM and the altitude at each latitude and longitude were
interpolated from the LiDAR DTM data and extracted as a new data set of latitude, longitude
and elevation. The elevation profiles generated from the LiDAR-GIS methodology are so similar
for each test run that at the scale presented they overlap each other and appear as one line.
The LiDAR-GIS approach calculates a consistent profile over multiple runs, displaying none of the
measurement errors that afflict the GPS measurements, with no large step changes in elevation.
In addition, the elevation measurements in the LiDAR-GIS profile are consistent with expected
elevations checked against ordnance survey data. The approximate 45 m difference between
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the GPS measurements and the LiDAR-GIS profile is due to instrument calibration error in the
initial setup of the GPS unit, whilst the variability in the GPS measurement is due to instrument
error.
Figure 5.13: GPS and LiDAR-GIS Measured Altitude Over Four Runs of the Headingley Test Lap
The road grade for each second of recorded data were calculated by applying an algorithm to
reduce the effect of errors associated with inaccuracies in the measured GPS latitude and
longitude position. The VBOX has a 95% CEP for absolute position of 3 m. The errors resulting
from GPS absolute position measurement accuracy are especially apparent at points where the
vehicle was either moving slowly or stationary, as the GPS position appears to shift whilst the
vehicle is not moving. As the GPS position changes, so does the elevation estimate extracted
from the 5 m DTM and relatively small changes in GPS position can result in significant changes
in elevation estimate. This is especially the case when the measured GPS position shifts from the
centre of the road to a position to the side of the road, where the immediate area to the side of
the road has a substantial change in elevation (either rise or fall, due to features such as steep
banking, walled rises or pedestrian walkway underpasses). In such stationary or low speed
situations implausible erroneous gradients may be calculated due to GPS accuracy error shifts
perpendicular to the direction of travel along the road, where the vehicle travels only a short
distance along the test route but due to GPS measurement error, there is a significant change in
the DTM extracted elevation.
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In order to determine a representative gradient on a second-by-second basis an algorithm was
developed for this study and applied to smooth out the errors resulting from GPS absolute
position measurement imprecision. For each second of data, when the vehicle was travelling at
greater than 10 m/s the gradient was calculated by dividing the distance travelled in the
measured second by the change in height in that measured second. When the vehicle was
travelling at less than 10 m/s, rather than calculating the gradient over 1 second, the gradient
was calculated from where the vehicle was at least 5 m before the start of that measured second
to the point where the vehicle was at least 5 m past the end of the measured second. This
ensured that the minimum length of road section over which the gradient was calculated was
10 metres.
Figure 5.14: Gradient Calculation Methodology
The Bluesky LiDAR height data utilised in this study have an accuracy of up to ±10 cm (Bluesky,
2013), however, the resolution of the DTM does have an influence on the accuracy of LIDAR
based elevation estimates. In this study, the 5 m resolution DTM presents a map of LiDAR
calculated elevations at the intersection points on a horizontal 5 m grid covering the test area.
The height of any GPS point within that grid is calculated by the GIS software by linearly
interpolating between the nearest grid intersection points. However, as a result of interpolation
surface features such as bridges, underpasses and steep road side banking (where there is an
abrupt non-linear change in surface elevation within a 5 m grid square) can cause errors in the
altitude estimate. In these cases, the modelled linear change in surface elevation does not
reflect the sudden real-world change. Also, due to the nature of the measurement, LiDAR based
elevation estimation cannot directly measure road surface height where the test route passes
under another section of road. In such cases, the height estimation using LiDAR data will present
the height of the road section above rather than the underlying test route.
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Errors arising from this LiDAR-GIS methodology are likely to be manifest within a calculated road
grade profile as gradients which are physically impossible for a road section, where the surface
height has changed markedly over a short distance. Further identification, enabling manual
correction of these errors, can be undertaken utilising geo-referenced photographic images
from software such as Google Street View, by inputting the GPS coordinates of erroneous data
points into the software and analysing the image. In this study no manual adjustments of the
estimate road grade were necessary, as the Headingley test lap contained no surface features
which would require such correction.
The advantage of this simple LiDAR-GIS method is that by using the GPS position measurements
recorded by the PEMS, to reference a DTM elevation, a representative 1 Hz road grade profile
can be quickly generated for a test area without the multiple runs required by GPS measured
altitude methodologies (Sahlholm and Johansson, 2010; Boroujeni et al., 2013) and without the
detailed roadway analysis and segmentation required in the LiDAR methodology described by
Zhang and Frey (2006). Generating second-by-second road grade directly from the GPS positions
enables quick analysis of transient vehicle data sets where the PEMS data are collected of over
multiple test routes.
If significant errors are found in the measured GPS latitude and longitude from the PEMS survey
then Zhang and Frey (2006) method is likely more appropriate for road grade calculation. This
is because the segmentation methodology does not rely to the same degree on the accuracy of
the measured GPS position. Sections where this error is significant can be identified by plotting
the measured test route in GIS against a reference road map of the test area.
5.5 ANALYSIS OF THE HEADINGLEY LAP AND SECTIONS ROAD GRADE
Headingley Lap: Road Grade Analysis
Figure 5.15 shows the elevation profile for the Headingley lap, highlighting the elevation profile
for each of the road sections, estimated using the LiDAR-GIS method. The profile shows the
route descending from a maximum elevation of 98.1 m to a minimum of 76.6 m and then
returning back to the initial elevation. Summed over the lap, the route ascends and descends
by approximately 49 metres. However, as the Headingley lap is a loop, the start and finish
elevations are roughly the same (with small disparities as a result of differences in the measured
GPS position of the lap start and end points) and the average road gradient over the lap is
therefore zero.
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Figure 5.15: Headingley Test Lap and Sections Elevation Profile
Whilst the lap average grade is zero, the profile shows relatively few flat sections of road. Figure
5.16 presents the average road grade frequency distribution for the Headingley test lap,
calculated from the GIS 1 Hz road grade estimation data. As the recorded 1 Hz GPS positions are
different in each test run (differing as a result of the specific traffic conditions and driver input
during each lap measurement) the road grade frequency distributions for each recorded lap may
vary considerably. For example, for test runs with substantial congestion and long stationary
periods, the road grade at those stationary points will consequently provide a greater fraction
of that laps frequency distribution. The results in Figure 5.16 are therefore an average of the 48
individual test lap road grade frequency distributions. As such, it is a representative road grade
frequency distribution for the Headingley lap and indicates the range of road grades in the test
area. For the Headingley lap, 99.46% of the 1 Hz road grade estimates are between ±6% and
94.4% are within the range of ±4%.
Figure 5.16: Headingley Test Lap Road Grade Distribution
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Section 1 and Section 8: Road Grade Analysis
The median length of Sections 1 and 8 over the 48 test runs were 781 m and 777 m respectively,
with a 12.5 m change in elevation along the road segment they cover. The maximum elevation
of the sections is 98 m with a minimum of 82.7 m. Summed over Section 1, the road in total
ascends by 3.9 m and descends by -16.4 m, with approximately the opposite increase in
elevation for Section 8. Figure 5.18 presents the elevation profile for Section 1 and Section 8,
the letters A, B and C correspond to the images in Figure 3.11.
Figure 5.17: Headingley Section 1 and Section 8 Elevation Profiles
Sections 1 and 8 are the steepest sections within the test lap, with average road grades over the
entire section of -1.60% and 1.66% respectively. Figure 5.18 shows the representative road
grade frequency distributions for Section 1 and Section 8.
Figure 5.18: Section 1 and Section 8 Average Road Grade Distribution
In Section 1 the average road grade distribution shows 61% of the recorded 1 Hz measurements
occurred where the road grade was between -1.5% and -4.5%, whilst for Section 8 52% of the
data were recorded where the road grade was between 1.5% and 4.5%. The reason for this
difference is most likely greater congestion in Section 1, especially near point C, where the traffic
is likely to be held up by the traffic lights on a part of the road with a relatively steep gradient.
There is less chance of delay in Section 8, as the only traffic management measure in this section
which can stop the flow of traffic is the pedestrian crossing at point B.
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Section 2 and Section 4: Road Grade Analysis
The median measured lengths of Section 2 and Section 4, over the 48 test runs, were 739 m and
744 m, respectively, and the average change in elevation from the start of Section 2 to the end
was 1.8 m. Over Section 4 the average change in elevation was -1.9 m. The average road grades
over Sections 2 and 4 were therefore 0.24% and -0.25%, respectively. Summed over Section 2
the road in total ascends by 6.8 m and descends by -5 m, with approximately the opposite true
for Section 4. Figure 5.19 shows the elevation profile for both sections, with the letters D, E and
F corresponding to the images in Figure 3.15.
Figure 5.19: Headingley Section 2 and Section 4 Elevation Profiles
Although the average road grade for the sections is almost flat (±0.24%) the average road grade
distribution elevation profile (Figure 5.20) reveals that these are not, in fact, flat sections. In
Section 2, 60% of the recorded 1 Hz measurements were on sections of road with road grade
between -0.5% and -2.5%, as a result of a high proportion of the section’s transit time spent
queuing near point E, at the traffic lights at the junction of Otley Road and Shaw Lane. Likewise
in Section 4, 61% of the 1 Hz measurements were recorded at road grades between 0.5 % and
2.5%, because of the proportion of section time spent queuing at the junction of Otley Road and
North Lane (seen in image D, Figure 3.15).
Figure 5.20: Section 2 and Section 4 Average Road Grade Distribution
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Section 5 and Section 7: Road Grade Analysis
The average length of both Sections 5 and 7 over the 48 test runs was 523 m and the average
change in elevation along the road segment is -5.5 m in Section 5 and 5.3 m in Section 7. As
shown in Figure 5.21, the elevation profile for Sections 5 and 7, the road section reaches a
maximum elevation of 85.7 m and falls to a minimum of 77.3 m. Summing the ascents and
descents in Section 5 separately the road rises by a total of 3.2 m and descends by -8.7 m. In
Section 7 approximately the opposite is true, with the road ascending by a total 8.6 m and
descending by -3.3 m. The average road grade is -1.06% for Section 5 and 1.01% over Section 7.
The letters in Figure 5.21 (G, H, and I) correspond to the images in Figure 3.19.
Figure 5.21: Headingley Section 5 and Section 7 Elevation Profiles
Figure 5.22 shows the average road grade distribution for Section 5 and Section 7. This
distribution is different to those of Sections 1 and 8 and Sections 2 and 4, where the first section
distribution was almost the opposite of the second. In this instance whilst 45% of Section 7’s 1
Hz measurements were recorded on road grades between -1.5% and -4.5%, only 12% of Section
5’s measurements were recorded between 1.5% and 4.5%. This is because in Section 7 a large
percentage of the sections total time is spent queuing at the junction of North Lane and Otley
Road, on the steep downhill section (point G). In Section 5 this part of the section is driven in
free flowing conditions. The queuing time for Section 5 occurs at the junction between North
Lane, Kirkstall Lane and Cardigan Road (point H).
Figure 5.22: Section 5 and Section 7 Average Road Grade Distribution
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Section 3 and Section 6: Road Grade Analysis
Section 3 and Section 6 are the two short turning loops between Sections 2 and 4 and Sections
5 and 7 respectively. Figure 5.23 shows the LiDAR-GIS generated elevation profile for Section 3.
Figure 5.23: Headingley Section 3 Elevation Profile
As Section 3 (≈325 m in length) begins and ends at approximately the same point, but in opposite
lanes, the average road grade is zero. However, the section is not flat, as shown by the
distribution profile in Figure 5.24. Summing the ascents and descents in Section 3 separately,
the road rises by 3.1 m and descends by -3 m, reaching a maximum elevation of 86.4 m and a
minimum of 84.4 m. The letters (J, K, L) in Figure 5.23 correspond to the images in Figure 3.23.
Figure 5.24: Section 3 Average Road Grade Distribution
Figure 5.25 presents the elevation profile for Section 6 (≈175 m in length), points M, N and O
correspond to the images in Figure 3.25. The section’s maximum altitude is 78.7 m and the
minimum 76.6 m. In common with Section 3, Section 6 starts and finishes at roughly the same
point but in opposite road lanes, so the average road grade over the section is about zero
(0.11%). Summing the ascents and descents in Section 6, the road section rises by an average
over the 48 test laps of 2.1 m and descends by -2.0 m.
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Figure 5.25: Headingley Section 6 Elevation Profile
Within Section 6 there are some relatively steep road grades as shown in the average road grade
distribution for Section 6 in Figure 5.26. As this represents the distribution of road grade for
each second of data, over short sections, like Section 3 and Section 6, the gradients at stationary
points, such as give way junctions, are likely to form a significant fraction of the overall
distribution.
Figure 5.26: Section 6 Average Road Grade Distribution
5.6 EVALUATION OF LIDAR-GIS ROAD GRADE ESTIMATION
To ascertain if the LiDAR-GIS generated road grade improves the modelling of CO2 emission
through derived VSP, an analysis was conducted to assess the strength of the linear association
between VSP and CO2 for both VSP calculated with the LiDAR-GIS road grade (VSPG) and also for
VSP calculated with the road grade set to zero (VSP0).
As demonstrated in other studies (Coelho et al., 2009; Song and Yu, 2009; Zhai et al., 2008) and
shown in Figure 4.10 for the test vehicle used in this study, CO2 emission increases approximately
monotonically with positive VSP, as the relationship between engine power output and fuel
consumption is approximately linear. Negative VSP is primarily associated with points of
deceleration, where the accelerator pedal is not engaged; the CO2 emission at negative VSP
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values is therefore consistently low and approximately equal to the rate of the engine idle CO2
emission.
To evaluate whether the LiDAR-GIS road grade values enhanced the association between
positive VSP and CO2 emission, and therefore improved the calculation of VSP, coefficient of
determination values (R2) were calculated for each of the individual 48 test laps for both VSP0
and for VSPG. In both cases, VSP values less than or equal to zero were excluded from the
analysis, as at these values, the CO2 emission is relatively constant.
For example, Figure 5.27 shows a scatter plot from one test lap through Headingley, displaying
each second where a positive VSP was calculated against the PEMS measured CO2 emission for
that second. The VSP values were generated under the two scenarios VSP0 and VSPG. The linear
regression lines through both sets of data are described by similar equations, but it is clear that,
by adding road grade to the VSP equation, the correlation between positive VSP and CO2
emission is improved; the position of the VSPG values are on average closer to the trendline.
This is reflected in the R2 values for the two scenarios, with an improvement in the linear
association between positive VSP and CO2 emission from 0.63 without road grade to 0.77 with
road grade.
Figure 5.27: Linear Association between Positive VSP and CO2 Emission, for VSP0 and VSPG, over One
Headingley Test Lap
Over each of the separate 48 test laps the linear relationship between VSP and CO2 emission
improved with the addition of the LiDAR-GIS road grade. Although both VSP calculation
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methods displayed a strong correlation between VSP and CO2 emission, including road grade in
the VSP calculation increased the median R2 value from 0.65 with VSP0 to 0.73 with VSPG. The
findings are summarised in Table 5.2. The Coefficient of Variation (CV) for the two sets of test
results, which is the ratio of the standard deviation to the mean, shows the dispersion of R2
values for each of the 48 laps calculated under VSP0 and VSPG to be similar.
Table 5.2: Summary of the Coefficient of Determination (R2) Values for VSP and PEMS Measured CO2
Emission for a Euro 4 Test Vehicle over the Headingley Test Lap, for Positive Values of VSP
Positive VSP Values
VSP0 VSPG
Test
Section
Number
of Runs
R2 Median R2 Range CV R2 Median R2 Range CV
Headingley 48 0.65 0.53 – 0.71 0.069 0.73 0.62 – 0.82 0.064
Without a detailed land survey elevation profile for the test route, which would be required to
robustly assess the road grade values generated by the LiDAR-GIS method, the substantial
improvement in the correlation between calculated VSP and measured CO2 emission with the
addition of the LiDAR-GIS road grades for all test laps, suggests that the method provides a
reliable representative 1 Hz gradient.
5.7 COMPARISON OF CO2 EMISSION MODELLING WITH AND WITHOUT
LIDAR-GIS GENERATED ROAD GRADE
Using the same process described in Chapter 4.6, the instantaneous emission model PHEM was
used to calculate CO2 emission estimates for the Euro 4 test vehicle through the Headingley test
lap and over the shorter micro-scale test sections. To test the LiDAR-GIS road grade
methodology, CO2 emission estimates from PHEM were generated with the drive cycle .FZP file
updated to include a calculated LiDAR-GIS elevation value for each second of data (designated
PHEMG). These PHEMG emission estimates could then be evaluated against the PHEM CO2
estimates generated in Chapter 4, which were calculated with the test area modelled as flat,
with all road grade values set as zero (designated PHEM0). The vehicle specification data for the
Euro 4 Mondeo test vehicle (as described in Chapter 3.2.2) was entered into PHEM and CO2
emission estimates were calculated for this vehicle for each second of test data.
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Figure 5.28 shows a time series of the PEMS measured CO2 for one test run over a 246 s time
period to complete Section 4 and Section 8. The calculated PHEM0 and PHEMG CO2 emission
estimates for the same period are plotted for comparison, along with the test period elevation
and speed profiles for reference. The PHEM CO2 estimates show good agreement to the PEMS
measured CO2 emission recorded by the instrumented vehicle, with peaks and troughs of CO2
emission resulting from periods of acceleration and deceleration displaying a good fit.
Figure 5.28: Comparison of PEMS Measured CO2 Emission to PHEM Predicted CO2 Emission with Road
Grade set to Zero (PHEM0) and the LiDAR-GIS Road Grade Values (PHEMG), for One Test Run through
Section 4 and Section 8. Referenced to the Test Run Elevation and Vehicle Speed Profile
The vehicle PHEM modelled idle CO2 rate of emission is in good agreement with the pulse flow
adjusted PEMS measured CO2 emission during the period between 36 s and 98 s when the
vehicle was stationary. This is important for the modelling of micro-scale congested traffic
networks where a majority of the time taken to complete the section can be queuing time.
It is clear from Figure 5.28 that the inclusion of the LiDAR-GIS road grade improves the accuracy
of the PHEM CO2 emission estimates in this test run. Over the first 14 s of this test period, the
elevation on the test run decreased from 84.5 m to 79.5 m in 0.17 km, with an average road
grade of -3%. The PHEM0 estimate, shown in red, overestimates the rate of CO2 emission,
whereas the PHEMG estimate with road grade provides a good approximation for the measured
emission. Conversely between seconds 191 and 232, when the elevation height rose from 86 m
to 98 m in 0.41 km at an average road grade of +3%, PHEM0 clearly underestimates the CO2
emission rate, whilst the PHEMG estimate is closer to the PEMS measurement.
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Analysis of the PHEMG CO2 Emission Estimates for the Headingley Test
Lap and Sections
For each of the 48 test laps, the PHEMG modelled CO2 aggregate emission estimates were
calculated and compared to the corresponding PHEM0 estimates and the PEMS measured CO2
emission over the same test lap (Chapter 4.6.4.4). Figure 5.29 describes the results for each of
the test laps. The median estimate of the PEMS total CO2 lap emission by PHEMG was 91% with
a range from 81% to 110% (with 50% of the PHEMG estimates between 87.4% and 96.1%). These
results, for the test lap, are similar to those attained with PHEM0, with only a slight improvement
in PHEM CO2 emission estimation over the test lap using the LiDAR-GIS road grade. The average
PHEM0 estimate (without road grade) of the lap total CO2 emission was 90% of the PEMS
recorded valued, with a range from 79% to 108% (with 50% of the values between 85.8% and
95.3%). The results for the PHEMG test lap are similar to those attained with PHEM0, with only a
slight improvement in PHEM CO2 emission estimation over the test lap using the LiDAR-GIS road
grade. The Headingley test lap starts and ends at the same point, therefore the average road
grade over the lap is approximately zero. As a result, PHEM0 overestimates of CO2 emission on
downhill road segments are partially offset underestimation on uphill road segments.
Figure 5.29: PHEM Modelled CO2 Emission as a Percentage of the PEMS Measured Emission for Each of
the 48 Test Laps and Sections, under the Two Road Grade Scenarios PHEM0 and PHEMG
The addition of road grade did not generate a large improvement in the accuracy of the PHEM
model over the 4.6 km test lap, as the PHEMG results also underestimate the real-world vehicle
CO2 emission of the test vehicle. The Mean Absolute Percentage Error (MAPE), over the 48 test
laps, of the PHEM estimate of the PEMS measured CO2 emission decreased only a small amount
from 10.0% without grade to 9.1% with grade. However as discussed in Chapter 4, this
discrepancy could be the result of factors not included in the modelling for this study. Variation
131
in ambient temperature; starter battery state of charge and use of the vehicle’s air-conditioning
and heating systems have been shown to have a substantial effect on vehicle fuel consumption
(Mock et al., 2012). Although a best estimate of vehicle weight was used in the modelling, it is
possible that an underestimation of the simulated vehicle weight and loading, which were not
measured directly during the testing, may also have caused a lower modelled rate of CO2
emission than measured on-road.
Figure 5.29 does, however, show that the addition of road grade to the PHEM led to an
improvement in the estimation of section CO2 emission, especially for in Section 1 and Section
8 which have the steepest average road grade. Whilst the average PHEMG estimate of the PEMS
CO2 emission in Sections 1, 2, 4, 5, 7 and 8 (excluding the turning sections) range between 91%
and 94%, the PHEM0 estimates of PEMS CO2 emission were greatly influenced by the road grade
in the section and vary from 79% to 98%. For example, over Section 1, a primarily downhill
section with an average road grade of -1.6%, the average PHEMG and PHEM0 estimates of the
section total CO2 emission were 91% and 97% of the PEMS measured emission respectively. In
this instance, the PHEM0 appears to provide the most accurate estimates of the real-world CO2
emission. However, over Section 8, the corresponding uphill section (the opposite traffic flow to
Section 1) the average total section CO2 emission estimate from PHEM0 is 79% of the PEMS
measured value, whereas for PHEMG it is 93%. Whilst the calculated PHEM0 CO2 emission rates
for the downhill sections (1, 4 and 5) are closer to the PEMS measured emission, the stability of
the PHEMG estimates over all sections irrespective of average road grade demonstrates that the
addition of the LiDAR-GIS data in PHEM delivers consistently reliable micro-simulation CO2
emission estimates.
The PHEM CO2 estimation of the real-world emission through the short ‘turning’ Section 3 and
Section 6 are perceptibly less accurate than for the longer test sections, with PHEM0 median
PEMS emission estimates of 81% and 84% and PHEMG estimates of 83% and 85% respectively.
The decrease in the accuracy of the PHEM estimate for these sections is possibly to be due to
the driver gear selections in these short stop-start sections not being characteristic of the gear
shift patterns in more typical driving conditions and hence not being so adequately represented
by the PHEM gear shift model.
The stability and accuracy of the PHEMG estimates when compared to the measured PEMS CO2
emission at this micro-scale section level suggest both that the LiDAR-GIS method for generating
road grade provides a representative 1 Hz gradient profile and that reliable micro-scale
simulation of CO2 emission over real-world networks is possible utilising PHEM. Excluding the
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turning sections, the average CO2 emission estimate from PHEMG was 93.4% of the PEMS
measured value. The scatter plot of the PEMS measured CO2 emission factors for each section
versus the PHEMG CO2 emission estimates (Figure 5.30) demonstrates the strength of the PHEMG
model in estimating the real-world vehicle CO2 emission over the Headingley test sections.
Figure 5.30: PEMS Measured CO2 Emission Factors versus PHEMG Estimated CO2 Emission Factors for
the Headingley Test Sections (n=348)
Analysis of the MOVESG CO2 Emission Estimates for the Headingley Test
Lap and Sections
The modal emission model MOVES allows input of road grade along with transient vehicle speed
in second-by-second link drive schedules (Chapter 4.5.4) to calculate vehicle emission values at
a micro-scale. To assess whether the road grade estimates improve the micro-scale CO2
emission modelling in MOVES, the CO2 emission over each of the 48 laps was calculated from
the PEMS recorded vehicle speed data and the LiDAR-GIS generated 1 Hz road grade (MOVESG).
The laps were again sub-divided into the eight micro-scale sections described in Figure 3.9.
Figure 5.31 presents the MOVESG CO2 emission estimates as a percentage of the PEMS measured
CO2 emission for the test lap and sections, in comparison to the MOVES calculated CO2 emission
without road grade (MOVES0) estimates of the real-world emission calculated in Chapter 4.5.
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Figure 5.31: MOVES Modelled CO2 Emission as a Percentage of the PEMS Measured Emission for Each
of the 48 Test Laps and Sections, under the Two Road Grade Scenarios MOVESG and MOVES0
In similar fashion to the PHEM model, the addition of the LiDAR-GIS road grade into the MOVES
CO2 emission estimation had little impact on the accuracy of the modelled lap emission when
judged against the MOVES0 estimates. The median estimate of the PEMS total CO2 lap emission
by MOVESG was 95% with a range from 82% to 119% (with 50% of the MOVESG estimates
between 90.3% and 100.4%). The MOVES0 lap estimates are almost identical to those generated
under MOVESG. The average MOVES0 estimate of lap total CO2 emission was 96%, with a range
from 82% to 116% (with 50% of the MOVES0 estimates between 89.1% and 100.3%). As for the
PHEM model, because the average grade of the Headingley lap is approximately equal to zero,
the overestimation of CO2 emission downhill and the underestimation of emission uphill under
MOVES0 offset each other to a large extent, negating the possibility of any substantial difference
between the estimates of MOVES0 and MOVESG. The MAPE between the MOVES estimate of
lap emission and the PEMS real-world observed CO2 emission decreased only slightly with the
addition of gradient, from 7.9% to 7.3%.
The addition of the LiDAR-GIS road grade did improve the precision of the MOVES CO2 emission
estimates at the micro-scale section level. As shown in Figure 5.31, under MOVES0 there is
significant variance in the accuracy of CO2 emission estimates between sections, with a range in
median estimate from 107.6% for Section 1 to 80.5% for Section 8 and an overall average of
93.1%. The addition of road grade to the MOVES model helped improve the accuracy of the VSP
estimate on uphill sections increasing the VSP, leading to higher estimates CO2 emission, and on
downhill sections decreasing the VSP, resulting in lower estimates of CO2 emission. Under
MOVESG this has led to a more uniform average estimate of CO2 emission across all sections,
with the average MOVESG estimate of section CO2 emission (excluding the turning Sections 3
and 6) being 95.5% of the PEMS measured emission, ranging from 92% to 101%. The average
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MOVES0 estimate of the real-world observation was 94%, with a range from 80% to 108%. The
improvement is especially clear for Section 1 and Section 8, the two steepest sections in the
Headingley test.
The Section 3 and Section 6 modelled estimates are considerably less accurate in PHEM, whilst
in MOVES the accuracy of the estimated CO2 emission over these shorter turning sections is on
a par with the other sections. This may be one advantage of the MOVES methodology over the
PHEM approach. As MOVES does not rely on a gear-shift model to determine engine power
output, emissions over short sections with atypical speed profiles may be better accounted for
by the modal methodology.
As for PHEM, the results for MOVES demonstrate that for micro-scale sections of even modest
road grade, accurate estimation of real-world exhaust emission will be dependent on accurately
quantifying the road gradient. For example, Section 8 when modelled in MOVES without road
grade had an average percentage estimate of the PEMS measured values of only 80.5%; with
road grade the MOVES average section percentage estimate improved to 93.5%.
Both PHEM and MOVES with the LiDAR-GIS road grade provided a close approximation of the
on-road emission of the test vehicle over the micro-scale sections. Excluding turning Sections 3
and 6, the section average PHEMG percentage estimate of the PEMS measured CO2 emission is
93.4% with an interquartile range from 88.2% to 98.0%. For MOVESG the average over the same
sections was 95.8% with an interquartile range from 89.4% to 101.2%.
Table 5.3 presents a summary of the analysis for the models with and without road grade. The
MOVES and PHEM models with the LiDAR-GIS road grade show the same pattern displayed in
the Chapter 4 analysis without road grade, in that the MOVESG estimates of real-world emission
tend to be the more accurate, whilst the PHEMG estimates are marginally more precise, as
shown by the calculated IQRs. Again, both models seem suitable for micro-scale emission
evaluations. However, because PHEM is more flexible in its ability to model specific vehicles and
the fact that it has been developed for a European rather than an American fleet, it the most
suitable model for this research.
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Table 5.3: Summary Table for the Headingley Sections PHEM and MOVES Modelled CO2 Emission
MOVES0 MOVESG PHEM0 PHEMG
Mean Model % Estimate of
PEMS CO2 Emission: SECTION
(n =288)
94.7% 95.8% 91.8% 93.4%
Range of Model % Estimate of
PEMS CO2 Emission: SECTION
(n =288)
66.6% - 131.6% 73.7% - 126.9% 61.9% - 119.3% 73.1% - 121.8%
SECTION Emission IQR (n=288) 16.3% 11.8% 13.4% 9.7%
SECTION MAPE (n=288) 10.8% 8.4% 10.7% 9.0%
5.8 PHEM MODELLED CO2 EMISSION SENSITIVITY TO ROAD GRADE
Having demonstrated the ability of PHEM to model micro-scale CO2 emission factors over the
Headingley test lap and sections as well as the improved accuracy of those estimates with the
addition of the LiDAR-GIS road grade, this section uses the PHEM model to estimate CO2
emission at a range of road grades. PHEM CO2 emission estimates for the test vehicle were
calculated using the real-world PEMS measured speed profiles under five road grade scenarios,
where coefficients of 0, 0.5, 1, 2 and 3 were applied respectively to each second of LiDAR-GIS
road grade, both lessening and exaggerating the gradient profiles.
Figure 5.32 is a plot of the frequency distribution for the Headingley lap road grades under each
of the road grade scenarios. The zero road grade coefficient (PHEM0) models the test area as
totally flat. With the 0.5 coefficient (PHEM0.5G), the model uses half of the calculated LiDAR-GIS
value at each second. For PHEM0.5G 96.8% of the 1 Hz road grade estimates are between ±2%
with 99.6% between ±3%. For PHEMG as reported earlier in the study, 99.5% of the 1 Hz road
grade estimates were between ±6% and 94.4% were within the range of ±4%. Doubling the road
grade at each section with the road grade coefficient of 2 (PHEM2G), 76.2% of the 1 Hz road
grade estimates were between ±6% and 97.5% were within the range of ±10%. With a road
grade coefficient set to 3 (PHEM3G) 80.9% of the 1 Hz road grade estimates were between ±10%
and 96.3% were within the range of ±14%.
136
Figure 5.32: Headingley Lap Representative Road Grade Distribution for Each Road Grade Coefficient
Whilst it is likely that in real-world driving the steeper road grades would have an impact on the
speed profile of the vehicle, to enable comparison, the modelling in this section of the study
assumes the same speed profiles (as measured by the PEMS system) for the vehicle at every
road grade coefficient. It should also be noted that the use of a coefficient of 3 produces a very
steep gradient profile, however, the road grades employed in the PHEM3G scenario are within
the bounds of reality. Whilst there is no database available with reliable statistics for the relative
steepness of roads in UK urban areas, there are certainly a number of UK cities such as Sheffield,
Bristol and Bradford which feature significant hills in urban areas. An example is Jenkin Road in
Sheffield, which is 0.8 km in length and has an average grade of 11.2% with a maximum gradient
of 33.3% (Veloviewer, 2013). Such road grade scenario testing is limited by PHEM. The PHEM
model produces error warnings when an instantaneous engine power output that is out of the
scope of the engine map for the vehicle is calculated. As a result, unrealistic road grades (e.g. in
scenarios with large test coefficients) would cause the PHEM modelling process to fail.
It is unlikely that there are real-world urban networks with road grades that precisely correspond
to those used the steeper PHEM scenarios and as higher road grades would certainly have
implications for the vehicle speed profile, the results from this scenario testing should be treated
as providing indicative, rather than definitive, values for the influence of road grade on vehicle
emission modelling. Future PEMS testing over urban road networks that feature significant road
grades would clearly help to clarify the degree to which the modelling of on-road vehicle
emission is dependent on establishing an accurate description of second-by-second road grade.
Table 5.4 details the PHEM modelled CO2 emission results for the 48 test runs over each lap and
section for the 5 road grade scenarios. The average lap CO2 emission under PHEM0 is 402
gCO2/km with a range over the 48 test runs from 268 – 515 gCO2/km. Comparing the PHEMG
results to PHEM0 shows that the average lap CO2 emission increases by 1.4% with the addition
of the LiDAR-GIS road grade, with the CO2 emission change for each lap ranging from a 0.3%
decrease to a 3.9% increase in CO2 emission. For PHEM2G, the average CO2 emission change over
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the lap compared to PHEM0 is 4.0%, ranging from an increase of 1.4% to 8.9%, and for PHEM3G
the average change is 7.6% with a range of 3.2% to 15.8%.
Table 5.4: PHEM CO2 Emission Calculation under Five Road Grade Scenarios. Comparing PHEM
Calculated CO2 Emission at Zero Road Grade to the PHEM Calculated CO2 Emission with LiDAR-GIS
Road Grade and Coefficients of 0.5, 1, 2 and 3, for Each Headingley Test Lap and Section
CO2 Emission Comparison at Modelled Road Grade Coefficients
Section PHEM0 PHEM0.5G PHEMG PHEM2G PHEM3G
#
Ave.
Grade
(%)
Ave.
(g/km)
Range
(g/km)
Ave.
(% Change
from
PHEM0)
Range
(% Change
from PHEM0)
Ave.
(% Change
from
PHEM0)
Range
(% Change
from PHEM0)
Ave.
(% Change
from
PHEM0)
Range
(% Change
from PHEM0)
Ave.
(% Change
from
PHEM0)
Range
(% Change
from PHEM0)
1 -1.60 509 210 - 1037 -2.7 -9.3 – 0.3 -4.8 -11.7 – -3.9 -8.0 -17.5 – -3.9 -9.9 -22.2 – -4.5
8 1.66 258 170 - 336 8.5 4.0 – 32.0 17.2 8.5 – 43.2 37.1 18.5 – 67.7 57.1 32.3 – 102.1
2 0.24 274 203 - 503 0.5 -4.7 – 3.7 2.0 -3.8 – 11.0 4.8 -1.7 – 13.9 8.7 1.0 – 17.5
4 -0.25 409 236 - 876 -1.4 -6.3 – 2.7 -2.0 -6.7 – 5.3 -2.3 -7.1 – 7.6 -1.5 -6.7 – 8.3
5 -1.06 434 246 - 1322 -2.4 -7.5 – 1.1 -4.1 -9.7 – 2.3 -7.4 -17.8 – 0.7 -9.1 -20.7 – 3.3
7 1.01 515 257 - 856 3.2 0.9 – 12.9 6.0 2.0 – 17.2 12.1 5.1 – 28.2 20.1 8.3 – 41.0
3 0.06 436 273 - 986 0.7 -1.1 – 2.6 1.7 -0.5 – 6.3 3.9 0.0 – 8.9 7.0 0.5 – 14.3
6 0.11 524 344 - 957 0.4 -3.5 – 3.9 0.9 -3.3 – 2.0 2.4 -2.3 – 6.5 4.4 -0.4 – 9.4
LAP 0.01 402 268 - 515 0.5 -0.8 – 2.3 1.4 -0.3 – 3.9 4.0 1.4 – 8.9 7.6 3.2 – 15.8
As the test lap starts and ends at approximately the same point, the average lap road grade is
zero. This modelling suggests that it is incorrect to assume over a test cycle with an average flat
road grade but which experiences change in elevation over the length of its profile, that the
increase in CO2 emission in uphill sections will be offset by the decrease in CO2 emission in
downhill sections. The PHEM modelling indicates that for such test cycles CO2 emission
increases with increasing steepness of road grade.
Analysing the PHEM calculations at the section micro-scale level suggests that road grade is a
very important factor in establishing CO2 emission over short road sections. Over Section 8, a
relatively fast free flowing uphill section (with an average road grade of +1.66% from the LiDAR-
GIS elevation profile), the average increase in CO2 emission from PHEM0 to PHEMG is 17.2% with
a range in CO2 emission increase for the section of between 8.5% and 43.2%. Over the same
section under PHEM3G, with a hypothetical tripling of 1 Hz road grade, the CO2 emission increase
range is from 32.3% to 102.1%. For each of the sections there is a significant difference in CO2
emission estimates modelled under the flat scenario (PHEM0) and the sections modelled with
road grade, with the difference increasing as the road grade increases. This suggests that
conducting micro-scale modelling without establishing accurate road grade would cause the CO2
emission estimates to vary considerably from the real-world CO2 emissions.
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In order to assess how the magnitude of CO2 emission varies with road grade over a road
segment with two-way traffic flow, the total CO2 emissions over paired sections 1 and 8, 5 and
7, 2 and 4 were calculated. The total CO2 emission was calculated over each pair of the combined
sections for each of the 48 test runs under the five road grade scenarios. As these section pairs
cover the same road segment there is no net change in elevation, so the average grade of each
of the combined sections is zero. In Figure 5.33, the combined sections’ aggregate CO2 emission
for each of the road grade coefficients (0.5, 1, 2 and 3) are referenced against the aggregate CO2
emission over the same combined section with PHEM0. The results indicate that higher CO2
emission on uphill sections is not offset by lower emission on downhill sections. The discrepancy
over the combined sections tends to rise as the road grade coefficient applied in the PHEM
modelling increases. The magnitude of the increase in emission is greatest where the average
road grades of the two sections of opposing traffic flow are steepest.
Figure 5.33: Percentage Change in the PHEM Aggregate Total CO2 Emission between PHEM0 and
PHEMG Modelled with Each Road Grade Coefficient, over the Combined Sections
The largest increase in CO2 emission was found over the combined Sections 1 and 8, which are
the sections with the steepest real-world average gradient (-1.60% and 1.66% respectively).
Over the 48 test runs, multiplying the LiDAR-GIS 1 Hz road grade calculations by a coefficient of
3 increased the total CO2 emission over these combined sections by between 3.9% and 29.3%
compared to the calculated CO2 emission under PHEM0. The difference between the calculated
total CO2 emission for the combined Sections 1 and 8 under PHEMG and PHEM0 for each of the
48 test runs ranged between -0.6% and 8.8%. It should be noted that the traffic conditions in
the road sections that make up the combined pairs can be quite different for each direction of
traffic flow, as traffic control measures and traffic volume can cause different levels of
congestion, resulting in a wide range of CO2 emission values in each section. However the results
in Figure 5.33 present the calculated emission from real-world speed profiles recorded
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throughout the day, so these combined emissions should reflect the likely range of CO2 emission
rates for the test vehicle on these real-world road segments.
The results indicate that road grade can have a significant impact on the modelled vehicle
emission and that for road segments where the average road grade is zero but where there is a
change in elevation over the segment profile, it is incorrect to assume that the increase in
emission in uphill sections will be counter-balanced by the decrease in emission in downhill
sections. The PHEM modelling suggests that for such test cycles, total CO2 emission rises with
steeper gradient in the sections.
5.9 PHEM MODELLED NOX EMISSION SENSITIVITY TO ROAD GRADE
As reported Chapter 4.6.1, PHEM can generate emission estimates for a number of emission
species. As a demonstration of this capacity, analysis of the emission sensitivity of PHEM
generated Nitrogen Oxides (NOx) emission estimates under the five road grade scenarios was
also performed. Table 5.5 details the PHEM modelled NOx emission results for the 48 test runs
over each lap and section.
The average lap NOX emission under PHEM0 is 0.082 gNOX/km with a range over the 48 test runs
from 0.066 – 0.096 gNOX/km. Comparing the PHEMG results to PHEM0 shows that the average
lap NOx emission estimate increased by 3.0% with the addition of the LiDAR-GIS road grade, with
a range from a 0.4% decrease to a 6.9% increase in NOX emission. For PHEM2G the average NOX
emission change over the lap compared to PHEM0 is 9.8%, ranging from an increase of 4.7% to
an increase of 17.3%, and for PHEM3G the average change is 21.3% with a range of increase from
12.3% to 37.9%.
The modelling reveals NOX emission to be more sensitive to road grade than CO2 emission, with
a greater percentage increase in emission at the larger road grade coefficients. Like the
modelled CO2 emission, it cannot be assumed that over a loop test cycle higher NOX emission in
uphill sections is offset by lower NOX emission in downhill sections. This modelling suggests that
over the Headingley test lap such an assumption would cause an average underestimation of
NOX emission by 3.0%.
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Table 5.5: PHEM NOx Emission Calculation under Five Road Grade Scenarios. Comparing PHEM
Calculated NOx Emission at Zero Road Grade to the PHEM Calculated NOx Emission with LiDAR-GIS
Road Grade and Coefficients of 0.5, 1, 2 and 3, for Each Headingley Test Lap and Section
NOx Emission Comparison at Modelled Road Grade Coefficients
Section PHEM0 PHEM0.5G PHEMG PHEM2G PHEM3G
#
Ave.
Grade
(%)
Ave.
(g/km)
Range
(g/km)
Ave.
(% Change
from
PHEM0)
Range
(% Change
from PHEM0)
Ave.
(% Change
from
PHEM0)
Range
(% Change
from PHEM0)
Ave.
(% Change
from
PHEM0)
Range
(% Change
from PHEM0)
Ave.
(% Change
from
PHEM0)
Range
(% Change
from PHEM0)
1 -1.60 0.091 0.062 – 0.120 -1.8 -9.0 – 2.7 -3.2 -10.5 – 5.2 -3.4 -12.8 – 14.3 -0.8 -19.1 – 17.0
8 1.66 0.059 0.038 – 0.083 10.4 3.7 – 20.9 22.3 9.5 – 41.2 54.3 29.0 – 97.0 102.9 61.3 – 186.4
2 0.24 0.062 0.042 – 0.094 0.8 -2.9 – 6.8 2.2 -5.1 – 15.2 9.0 -4.7 – 33.2 20.7 0.5 – 69.0
4 -0.25 0.082 0.058 – 0.122 -1.6 -6.8 – 3.4 -2.6 -7.6 – 3.6 -3.3 -19.4 – 6.0 -1.5 -19.3 – 10.7
5 -1.06 0.089 0.052 – 0.161 -2.6 -5.7 – 1.5 -4.4 -10.9 – 3.3 -5.4 -15.0 – 9.1 -1.6 -14.4 – 34.4
7 1.01 0.098 0.071 – 0.131 4.1 -2.2 – 12.2 9.4 1.7 – 21.6 24.0 11.6 – 54.5 41.4 18.3 – 84.5
3 0.06 0.116 0.083 – 0.154 0.9 -5.7 – 6.5 2.4 -11.0 – 9.6 5.9 -10.4 – 20.2 12.4 -9.5 – 28.1
6 0.11 0.109 0.080 – 0.149 1.3 -4.9 – 4.3 3.1 -8.8 – 11.7 7.5 -8.1 – 17.7 14.7 -4.8 – 29.1
LAP 0.01 0.082 0.066 – 0.096 1.1 -0.4 – 3.3 3.0 0.4 – 6.9 9.8 4.7 – 17.3 21.3 12.3 – 37.9
At the micro-scale section level, road grade is shown to be very important to accurate estimation
of NOX emission, especially for steep uphill sections. Over the steepest sections in the
Headingley test lap, Sections 7 and Section 8, the average percentage changes in total NOx
emission from PHEM0 to PHEMG are 9.4% and 22.3% respectively. At the steepest road grade
coefficient, this average percentage change in total NOX emission (from PHEM0 to PHEM3G) for
these sections increases to 41.4% and 102.9%, respectively. This modelling indicates that
neglecting road grade in the estimation would lead to a significant underestimation of total NOX
emission.
Following the same methodology used in the CO2 analysis, comparing the total NOx emission
over the combined sections (where those section pairs describe the opposing traffic flows over
the same road segment) reveals a considerable increase in total NOx emission at steeper road
grades. Again the steepest segment, Sections 1 and Section 8, show the greatest increase in
total emission. The average increases in NOx emission from PHEM0 to PHEM0.5G, PHEMG, PHEM2G
and PHEM3G, over the combined Sections 1 and 8 are 2.9%, 7.0%, 20.4% and 41.7% respectively.
This further highlights the importance of including road grade estimates in micro-scale emission
modelling even in instances where the average road grade is flat.
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Figure 5.34: Percentage Change in the PHEM Aggregate Total NOx Emission between PHEM0 and
PHEMG Modelled with Each Road Grade Coefficient, over the Combined Sections
5.10 SUMMARY
In this chapter a sensitivity analysis of CO2 emission is presented, generated from the VSP
equation for the Euro 4 test vehicle at road grades of -6%, -3%, 0%, 3% and 6%, over a the likely
range of speeds in the Headingley network from 0 km/h to 50 km/h under three scenarios
acceleration (0.5 m/s2), cruise (0 m/s2) and deceleration (-0.5 m/s2). It was demonstrated that
in all three scenarios failure to account for road grade could lead to a substantial error in the
estimation of CO2 emission. Even at the relatively modest road grades in this study, when
travelling at 30 mph (48 km/h) the inclusion of positive road grade resulted in gCO2/s exhaust
emission rates between 1.3 and 2.9 times greater than on a flat road. Likewise on downhill
sections, at 30 mph where the vehicle was accelerating (0.5 m/s2) or cruising (0 m/s2) the
inclusion of negative road grade led to a gCO2/s emission rate 40% to 70% of that on a flat road.
Utilising the real-world PEMS measured speed, location and CO2 emission data this study
presented a novel and straightforward LiDAR-GIS based methodology for calculating a 1 Hz road
grade. The addition of the LiDAR-GIS road grade values was shown to significantly improve the
linearity of the relationship between positive VSP and CO2 emission, when compared to VSP
calculated without road grade, increasing the average R2 value from 0.65 to 0.73.
Although adding the LiDAR-GIS data to the PHEM instantaneous emission modelling did not
significantly improve the Headingley lap CO2 emission estimates compared to those without
grade, it was shown to improve the stability of the PHEM estimate of the measured micro-scale
section CO2 emission. With PHEMG median total CO2 emission estimates of between 91% and
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94% for the lap and sections (excluding the short turning sections) compared to a range between
79% and 98% for PHEM0. Using the PHEM model with LiDAR-GIS road grade has been
demonstrated as a useful technique for estimating real-world CO2 emission at a micro-scale for
an individual test vehicle. The range of the PHEMG modelled CO2 estimates, with 90% of section
estimates between 79.5% and 109.7% of the PEMS measured CO2 value and a MAPE from the
real-world CO2 emission of 9.0%, seems reasonable given the wide variety of traffic conditions
encountered in the Headingley survey. Other factors that could have caused variability in the
model accuracy include the ‘pulse effect’ exhaust flow adjustment; factors affecting vehicle fuel
consumption which were not included in the modelling such as day-to-day variation in ambient
temperature, starter battery state of charge and use of the vehicle’s air-conditioning and heating
systems; and the possible inaccuracy of the vehicle weight estimate.
The LiDAR-GIS 1 Hz data were also shown to improve the MOVES section estimates of the PEMS
measured CO2 emission. The inclusion of road grade removed some of the section-to-section
variability in estimate accuracy which was found under PHEM0. The improvement was clearest
in Sections 1 and Section 8, which had the steepest average gradient of the sections in the
Headingley survey (≈ ±1.6%). The on-road micro-scale CO2 emission prediction ability of the
MOVESG and PHEMG were shown to be remarkably similar, given the two different
methodologies, with MOVESG marginally more accurate in its average section CO2 emission
estimate, 95.8% versus 93.4% for PHEMG, and PHEMG slightly more precise in its emission
estimates, with an IQR of 9.7% compared to 11.8% for MOVESG. Both models could be
considered appropriate for the micro-scale CO2 emission modelling of this test vehicle, however
the flexibility of PHEM in allowing adjustment to represent other test vehicles (of different mass,
engine power, etc.) and the fact that its default settings were developed for the European
vehicle fleet (whilst MOVES is an American model) make PHEM most suitable for this research.
An assessment of the effect of road grade on CO2 emission was conducted using the PHEM
model under five road grade scenarios. The scenarios were formed by multiplying the LiDAR-
GIS calculated road grade for each second of data by five coefficients 0, 0.5, 1, 2 and 3. The
results indicate that road grade can have a significant impact on the modelled vehicle emission.
The assessment was also conducted for NOx emission which was found to be more sensitive to
road grade than CO2 emission, with a greater percentage increase in emission at the larger road
grade coefficients. For road segments over which the average road grade is zero, but where
there is a change in elevation over the segment profile, it was shown to be erroneous to assume
that the increase in emissions in uphill sections will be offset by the decrease in emissions in
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downhill sections. The PHEM modelling suggests that for such test cycles, total emissions
increase with increasing steepness of road grade in the sections.
This chapter demonstrates that in order to make accurate vehicle exhaust emission estimates
at a micro-scale in real-world conditions, establishing a representative road grade profile for
each second of the test data is vital. The LiDAR-GIS method proposed in this study provides a
simple methodology for calculating 1 Hz road grade and has been shown to improve the
modelling of CO2 emission for this data set. This research suggests that using the PHEM
instantaneous emission model with a LiDAR-GIS calculated road grade estimates is a viable
method for generating accurate real-world micro-scale emission estimates. The CO2 emission
estimates in this chapter were generated from transient speed profiles recorded by PEMS
survey. Whilst this provides an accurate measure of emission for one specific vehicle driving
through a network, the next chapter evaluates whether it is possible to use a simulated network
(including road grade) to generate 1 Hz vehicle speed data from vehicles in the network, which
are sufficiently similar to the real-world vehicle second-by-second speed data, to allow accurate
estimates of real-world CO2 emission to be made from coupled traffic simulation and
instantaneous emission models.
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CHAPTER 6: EMISSION MODELLING USING A COUPLED
TRAFFIC SIMULATION (AIMSUN) AND
INSTANTANEOUS EMISSION MODEL (PHEM)
6.1 INTRODUCTION
Whilst PEMS surveys can provide a detailed evaluation of on-road driving emissions, they are
limited in that they provide assessment of the emissions from only the individual vehicle being
tested and the emission levels recorded are specific to the network and the conditions
experienced during the test run. The amount of data which can be collected via PEMS testing is
severely limited by the time required to run such detailed surveys and the cost involved in
purchasing, running field tests and processing the data from PEMS units. As such the PEMS
analysis is mostly restricted to appraisals of single vehicles over repeated test runs following the
same route and can provide only a general indication of how network emissions may vary with
congestion and diurnal traffic variation.
Even when utilising GPS speed data and road grade to estimate instantaneous power and then
using emission estimation tools such as MOVES and PHEM to predict real-world emission (rather
than employing a full PEMS setup) there is a limit to the number of vehicles which can be
equipped with GPS recording equipment at any one time (i.e. over the AM peak), which prevents
a representative sample of vehicles being recorded for emission analysis at a network scale.
Over the last decade the increase in computing power and improved data capture for model
validation and calibration, have allowed the development of sophisticated microscopic traffic
simulation models such as AIMSUN (TSS, 2013a), VISSIM (PTV, 2004) and PARAMICS (Quadstone,
2005). These models can be used to simulate the movement and interactions of all vehicles,
over a defined time period, in a well specified road network (i.e. a simulated network where the
real-world traffic signal control timings, speed limits and road geometry are accurately
described). If the model is well calibrated, then the modelled second-by-second speed profiles
of the simulated vehicles should be representative of the on-road speed profiles for such
vehicles in real-world driving (Kraschl-Hirschmann et al., 2011).
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As demonstrated in Chapter 5, vehicle emission estimates can be calculated using 1 Hz speed
profiles as input to PHEM. Microscopic traffic simulation tools offer the possibility of generating
1 Hz, speed trajectories for all vehicles in a modelled network, which, once processed through
an instantaneous emission model, can be aggregated to form high resolution network emission
estimates. With detail for each individual vehicle, the output emission data can be analysed at
any level of aggregation required. Emissions can be evaluated by the contribution from defined
segments of the vehicle fleet in the network (e.g. by vehicle type and Euro emission category).
This study used the Advanced Interactive Microscopic Simulator for Urban and non-urban
Networks (AIMSUN), developed by Universidad Politecnica Catalunya and Transport Simulation
Systems (TSS) (Barceló et al., 2005), to simulate traffic movements along a 3.8 km section of the
A660, passing through the Leeds, UK suburb of Headingley . The AIMSUN model encompasses
the Headingley test lap and sections described in Chapter 3.2.1 and Chapter 3.4. AIMSUN is a
versatile and powerful microscopic-mesoscopic hybrid traffic simulator, which has been
developed to realistically simulate the behaviour of vehicles being driven within a road network.
A study by Panwai and Dia (2005) demonstrated that the Gipps model (Gipps, 1981) which
informs the car-following behaviour in AIMSUN performed better than the psychophysical
spacing models used by PARAMICS and VISSIM in estimating the desired following distance
between two moving vehicles. The car-following and lane-changing models are considered the
two most critical components in determining the accuracy of traffic-simulation models (Panwai
and Dia, 2005). AIMSUN also has fewer modelling parameters for calibration than PARAMICS
and VISSIM, which is recommended for delivering accurate results for multiple simulations (Anya
et al., 2014; TSS, 2013a).
AIMSUN has a very user-friendly graphic interface which supports relatively straightforward
input of the road network. AIMSUN also has the capability to display a continuous animated
graphical representation of the network during simulation runs, which is an invaluable tool when
evaluating traffic flow in the network and identifying points of error within the model. In order
to access the AIMSUN software an annual licence must be purchased. However, as the Institute
for Transport Studies (ITS) University of Leeds (UoL) had some experience of modelling with the
software and had an available academic licence, AIMSUN was selected as the micro-simulation
package for this research.
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Each vehicle category within the AIMSUN simulation (e.g. Car, Bus, LCV, etc.) is defined by
physical parameters such as vehicle dimension and performance, as well as by behavioural
characteristics which model influences like driver awareness, aggression and reaction time (Dia
et al., 2006). The transit of an individual vehicle through the network is simulated through
behavioural models that control vehicle longitudinal (e.g. acceleration; deceleration) and lateral
response (e.g. overtaking; lane-changing) to stimuli within the system. These reactions are
driven by operational algorithms which describe behaviours such as car-following, lane-changing
and gap-acceptance (Dia et al., 2006; Anya et al., 2014; TSS, 2013a).
The operational algorithms and therefore the speed profiles of vehicles within the model are
influenced by controllable parameters at three scales:
1. Vehicle attributes, which are specific to each vehicle type in the model e.g. maximum
desired speed, maximum acceleration, normal deceleration, maximum deceleration;
2. Local parameters, e.g. road section speed limit;
3. Global parameters, which are universal across the network e.g. simulation step, reaction
time, reaction time at stop.
The algorithms which control the movement of vehicles within the simulated network are
calculated at fixed time iterations (simulation steps) and the position and speed for each vehicle
are updated at each simulation step. The data for every individual vehicle can be exported from
the model, detailing the position and speed at each iteration. A full description of the AIMSUN
methodology is available in the AIMSUN User Guide (TSS, 2013a) and the Dynamic Simulators
Users’ Manual (TSS, 2013b).
Figure 6.1 describes the coupled traffic simulation and instantaneous emission model modelling
approach used in this research. The modelling framework was originally developed and
evaluated by Tate (ITS, UoL) in collaboration with the Institute of Internal Combustion Engines
and Thermodynamics at the Technical University of Graz (TU-Graz), Austria (Zallinger et al.,
2008)
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Figure 6.1: AIMSUN-PHEM Coupled Traffic-Emission Modelling Framework (Tate, 2015)
The AIMSUN simulated Headingley network developed in this research was constructed using
data from multiple sources. It built on previous work from a study at ITS, which had developed
a smaller scale AIMSUN ‘beta’ model for the A660 through Headingley (Tate, 2011). The beta
model simulated a simplified version of the Headingley network, including only the A660 and its
major junctions. It modelled vehicle movement in the study area for two time periods “weekday
morning” (8:00 – 9:00 hrs) and an “off-peak period” (11:00 – 12:00 hrs). The vehicle fleet was
described in AIMSUN by four vehicle types, “Car”, “LCV”, “HGV” and “Bus”. A detailed
breakdown of the vehicle fleet, by Euro emission standard for each vehicle type, was not
available for Leeds at that time, so the beta model relied on recent fleet data from an Automatic
Number Plate Recognition (ANPR) survey conducted in York (Tate, 2011).
The AIMSUN Headingley network, developed in this research, completely redrew the beta
model network layout and increased the extent of the simulation to include all roads in the
Headingley network, by utilising geo-referenced aerial photography which was downloaded
from Landmap Kaia (Millin-Chalabi et al., 2011). Network topography, which was not included
in the beta model, was incorporated into the network model by assigning a road grade to each
simulated road section. Updated traffic flow input data were provided by way of Automatic
Traffic Count (ATC) Manual Classified Count (MCC) data supplied by the Highways and
Transportation Department of Leeds City Council (LCC), whose Urban Traffic Management and
Control team also made available traffic control signal timing data for junctions not described in
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the beta model. To ensure the AIMSUN simulated traffic flows were characteristic of observed
flows in the real-world, 26 calibration points were included in the new Headingley model,
increased from only 4 calibration points in the beta model. The traffic simulation period in the
new model was extended from one hour in the beta model to two hours, with the addition of a
30 minute network warm-up period. An ANPR survey commissioned within the Headingley
network (see Chapter 6.3.1) was used to provide an accurate description of the composition of
the local vehicle fleet. Detailed metadata (i.e. model, make, vehicle length and width) for each
vehicle recorded by the ANPR survey were also acquired, which was used to specify the average
vehicle parameters for each vehicle type. To better represent the specific on-road conditions in
the network, a number of the parameters in AIMSUN which influence vehicle dynamics, such as
maximum acceleration and deceleration, were adjusted to reflect the real-world values
recorded by an instrumented vehicle in the network.
Some data from the Headingley beta model was integrated into the new AIMSUN model. A
number of adjustments made to the AIMSUN local and global parameter default values, during
calibration of the beta model (so that the behaviour of vehicles in the simulation better
represented the behaviour of vehicles in the real network) were adopted into the new
Headingley AIMSUN model. The Headingley model also incorporated traffic signal control timing
data from four junctions in the beta model. Initial set-up of the new model made use of the
beta model traffic flow turning proportions at each junction. However, due to the alteration of
the network layout and the update of all input flows, the junction turning percentages needed
considerable adjustment (from the beta model values) in order to calibrate the new model
traffic flows in each simulated time period. Other than describing the same section of the A660,
the Headingley network model devised for this research and the Headingley beta model bear
little resemblance to each other.
In order to extract the simulated vehicle data from the AIMSUN network model whilst the traffic
simulation is in operation, an Advanced Programming Interface (API) written by the ITS, records
vehicle ID, road section / junction number, vehicle type ID, vehicle speed, position and road
grade, for each vehicle in the network, at every 0.5 second simulation step. The open source
software ‘R’ (R-CoreTeam, 2014) is used to process the AIMSUN output data into a 1 Hz drive
cycle .FZP file format for use in PHEM (N.B. drive cycle .FZP file formats are discussed in Chapter
4.6.4.1).
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In order to produce vehicle emission estimates from PHEM, an .ADV job file must be prepared
that incorporates three primary input files. As discussed in Chapter 4.6 these are the .FZP drive
cycle file, the .FLT fleet data file and the route section .STR files.
 The .FZP drive cycle file details the second-by-second activity for each vehicle in the
network and is generated from the AIMSUN API and an R script as described above.
 The .FLT fleet data file specifies the fleet composition for each vehicle type by fuel
(petrol / diesel), Euro emission standard category (Euro 0 – 6) and, for the LCV and HGV
categories, also by vehicle weight. The .FLT files are created from analysis of the detailed
vehicle information gathered from the ANPR survey.
 The route section .STR files describe each road section and junction from the simulation.
Each object in AIMSUN is automatically assigned a number during creation of the model.
To create the necessary .STR files, the numbers from each road section and junction are
exported from AIMSUN and a further R script is employed to generate individually
numbered .STR files that correspond to the AIMSUN assigned numbers.
For modelling the emission estimates of the individual car in Chapter 4, the vehicle specifications
were amended in PHEM to better reflect those of the test vehicle (.VEH file in Chapter 4.6.4.2).
The same amendment to the .VEH file was made for each vehicle type in PHEM for modelling
the fleet emission. Rather than for an individual vehicle, the specifications were adjusted to
reflect the average values (vehicle weight, engine power, etc.) for each category calculated from
the vehicle metadata derived from the ANPR survey. Where insufficient data were available
from the ANPR survey, data default PHEM values were used. By adjusting the .VEH files, the
vehicle specifications within the model better reflect the Headingley fleet, which should improve
emission estimates in comparison with simply calculating emission factors using the generic
European fleet vehicle specification data which are the default values in PHEM.
A comprehensive fleet description for the test network is vital, as it informs not only the vehicle
type proportions of the simulated vehicle fleet in AIMSUN but also provides the detailed
resolution necessary for PHEM to further segregate the AIMSUN vehicle type fleet into its
constituent vehicle sub-categories (fuel type, Euro emission class and weight class) reflecting
the real-world fleet. The fleet detailed vehicle specification data provided by the ANPR survey
also allow calibration of the vehicle parameters in PHEM, which should make the fleet more
representative of vehicles in the real-world network, compared with the default PHEM vehicle
specifications.
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From the constituent elements for the .ADV file, PHEM is able to process 1 Hz hot exhaust
emission estimates for each vehicle in the model. There are three output file types:
 .mod files are created for each vehicle type category. These contain the second-by-
second emission estimates of each vehicle for Fuel Consumption (FC), Nitrogen Oxides
(NOx), Carbon Monoxide (CO), Hydrocarbons (HC), Particulate Mass (PM), and Nitrogen
Monoxide (NO) given in grams per hour (g/h), along with speed, acceleration, road
grade, and power estimates.
 .vehicle.sum files present the aggregated total emission estimate for each simulated
vehicle (g/h), along with time in the simulation (s), distance travelled (km) and average
speed (km/h).
 .segment.sum show data for each specific road section in the network, describing the
average g/km emission for each pollutant and the g/km fuel consumption , the number
of vehicles to drive through the section, the total distance covered in the section (km)
and the total time spent by vehicles on the section (hours). The .segment.sum file also
presents the same information aggregated for each vehicle category.
Five AIMSUN simulations have been developed to represent five time periods with different
traffic flow conditions observed during diurnal analysis of the ANPR vehicle fleet data. These
time periods are the morning peak (AM) traffic (07:30 – 09:30); an inter-peak (IP) period (13:00
– 15:00); the afternoon peak (PM) traffic (16:00 – 18:00); the evening (EV) period (20:00 – 22:00)
and the night (NI) period (01:00 – 03:00). Each of the AIMSUN time periods was individually
calibrated and validated. To account for the stochastic nature of the AIMSUN micro-simulation
process, ten simulations were conducted for each time period and the results are presented as
an average of those ten simulations.
The high resolution nature of the coupled traffic micro-simulation and vehicle emission model
inherently necessitates a substantial amount of detailed specification input data. Throughout
the modelling process, every effort was made to identify, obtain and utilise the highest quality
and most appropriate data sources available.
A number of recent studies have demonstrated methods of using second-by-second vehicle
trajectory data from microscopic traffic simulation as input to an emission model to estimate
real-world emission. Kraschl-Hirschmann et al. (2011) linked the traffic simulation model VISSIM
and the emission model PHEM to compare PHEM estimates of emission from PEMS recorded
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transient vehicle speed to PHEM estimates using VISSIM simulated speed profiles. Zallinger et
al. (2009) used AIMSUN to generate 50 virtual drive cycles through a simulated network and
recorded 50 on-road drive cycles through the network using an instrumented vehicle. The
emission estimates from the on-road and simulated drive cycles were generated both using
PHEM and a roller test-bed for comparison. Swidan (2011) employed AIMSUN and a PEMS based
VSP modal method for emission estimation, evaluating the difference between PEMS vehicle
field data and simulated AIMSUN vehicle trajectories. Similarly, Anya et al. (2014) used AIMSUN
and MOVES to compare simulated vehicle emission and activity to on-road PEMS data. Song et
al. (2012b), employed VISSIM for traffic simulation and compared real-world PEMS data to
VISSIM simulated data using a VSP bin MOVES methodology to estimate emission from both
data sets. Ahn et al. (2009) used microscopic traffic simulation models INTEGRATION and VISSIM
to replicate driver behaviour at a roundabout, at a signalised intersection and at a stop sign, and
then used emission model VT-Micro and the comprehensive emission model (CEM) to estimate
fuel consumption and emission level for each traffic control form.
The difference between previous studies and the work in this thesis is predominantly one of
scale and definition. Previous research using coupled traffic simulation and emission models
have either investigated small geographical areas, such as a single junction, to demonstrate the
impact of varying traffic control measures or has focused on the comparison of a small number
of simulated vehicles and evaluated the estimated emission against real-world measurements.
This research, in contrast, describes a relatively large and detailed network and generates
emission estimates using the movement of all simulated vehicles in the network recorded at 0.5
second intervals for two-hour simulation periods. The detailed measurement of the vehicle fleet
through an ANPR survey ensures with high confidence that the simulated fleet is representative
of the real-world fleet. This enables estimation of real-world vehicle fleet emission factors;
allows relative contributions to total emission from each vehicle category to be identified and
also allows calculation of diurnal changes in vehicle fleet composition. In previous studies the
vehicle fleets, on the whole, are poorly defined, relying on average vehicle fleet data or model
default settings which are unlikely to reflect the real-world emission within the specific
simulation area.
A further factor that has been almost universally ignored in previous studies is road grade. In
the vast majority of the simulations used for such research there has been a tendency for studies
to suggest that the test area is flat enough to set the road grade to zero (Yu et al., 2016; Song et
al., 2012a; Anya et al., 2014). As demonstrated in Chapter 5, even shallow road gradients can
have a substantial effect on emission estimation. To improve the modelling of emission in this
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study, each road section in the AIMSUN simulation has an associated road grade calculated from
the DTM (described in Chapter 6.3.2).
The development of a properly calibrated traffic simulation model allows for large volumes of
second-by-second data for individual vehicles to be generated. Collecting a similar volume of
real-world data, for a large number of drivers under a full range of conditions, is both impractical
and prohibitively expensive (Jackson and Aultman-Hall, 2010). In contrast, a coupled micro-
simulation and instantaneous emission model could provide a very cost effective way of
conducting high resolution emission estimation.
6.2 VEHICLE FLEET DATA
A detailed understanding of the vehicle fleet within the Headingley test area is an integral
element of both the traffic simulation and emission estimation elements of this research. A
typical vehicle fleet is a combination of different types of vehicle, of varying ages, covering a
wide range of engine sizes and technologies. There is substantial variation in the emission of
vehicles both between different vehicle categories (primarily due to average engine size and
vehicle weight) and within categories (due to technology change over time). Vehicle fleet
distributions vary both by location and time and these variations in the on-road fleet
composition can cause a significant difference in overall fleet emission (Malcolm et al., 2003; Liu
et al., 2011; Granell et al., 2002).
The AIMSUN model developed in this research for the Headingley network incorporates nine
discreet vehicle categories comprising Passenger Car; Taxi; Rigid Heavy Goods Vehicle (HGV);
Light Commercial Vehicle (LCV); Tractor Trailer (Articulated HGV); Articulated Bus; Double-deck
Bus; Single-deck Bus and Extra Bus (consisting of coaches and buses which are not part of the
scheduled bus fleet service) which correspond to defined vehicle categories within PHEM. In
order to simulate the vehicle fleet emission specific to the research network, it is necessary to
quantify the composition of the traffic in the test area by vehicle category (as outlined above)
and then further differentiate within those categories at the individual vehicle level by Euro
standard, fuel type and vehicle weight. As detailed in Chapter 4 each of these sub-categories
has a dedicated engine power-emission map within PHEM, which are referenced to provide the
average pollutant emission for the vehicle type with the specified fuel, Euro standard and weight
over a given second-by-second speed and road grade trajectory. The calculated estimates for
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each individual vehicle can then be aggregated to provide estimates of the emission from each
vehicle category and the overall network emission.
It is important that the vehicle fleet is correctly described within the simulation not only because
it defines the proportion of vehicles assigned to each PHEM power-emission map, and thus the
rate of emission, but also because the dynamic characteristics of each vehicle type influence the
overall behaviour of the traffic flows within the AIMSUN model. The parameters controlling the
dynamic behaviour of each vehicle type in AIMSUN can be adjusted from default values to
correspond to the observed behaviour of the vehicle type in the real-world conditions that are
being modelled by the simulation. To represent real-world vehicle dynamics accurately, the
AIMSUN vehicle parameters should be tailored for each vehicle type (Madi, 2016). Discrete
dynamic parameters such as acceleration, deceleration and speed limited acceptance, for each
vehicle type, result in the possibility of different fleet compositions producing markedly different
average simulated second-by-second vehicle trajectories and therefore modelled rates of
emission. For example, as the average rate of acceleration of the bus and HGV vehicle types is
significantly slower than that for cars, an increasing percentage of these larger vehicles in a
network could be expected to have a retarding influence on the average rate of acceleration of
all traffic in the network, as cars travelling behind these larger vehicles are limited to their
acceleration rates. The resultant slower rate of acceleration for a car in this network would
reduce the car’s power output from its maximum potential, were it able to accelerate at its
optimum rate, changing the reference point on the vehicle’s power-emission map and altering
the rate of pollutant emission. An accurate representation of the vehicle fleet in AIMSUN is
required to ensure that these interactions between vehicle types are captured to the correct
degree within the simulation.
General fleet composition data for urban areas (outside London) are available from DEFRA’s
National Atmospheric Emissions Inventory (NAEI) (DEFRA, 2014). However as the “Base 2013
Fleet Composition Data” provides only an aggregated national fleet average based on vehicle
kilometres travelled (VKM), it is considered unlikely to provide an accurate measure of the
vehicle fleet in the Headingley test area. These aggregate figures are designed for regional
analysis, however, micro-scale simulation necessitates a higher spatial resolution (Liu et al.,
2011).
The NAEI figures also lack sufficient detail to inform the diurnal analysis of fleet composition,
required by this study. As the aim of this research is to develop network simulations that
represent the traffic conditions in the separate AM, IP, PM, EV and NI periods, it is necessary to
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have a detailed fleet distribution specific to each time period. Research conducted by Palmgren
et al. (1999) showed how fleet composition varies over a 24-hour period, highlighting that the
ratios between vehicle types are not constant. This further reinforces the fact that individual
vehicle fleet compositions are required for each of the simulated time periods.
Vehicle Fleet Data Collection
In order to determine the operational vehicle fleet proportions through the Headingley network,
an Automatic Number Plate Recognition (ANPR) survey was undertaken on Monday 9th February
2015 on the A660, by Nationwide Data Collection on behalf of Leeds City Council and the ITS.
The survey was conducted using ANPR cameras positioned on the A660, Headingley Lane, at
53.816552N, 1.567555W (see Figure 6.2) and captured the northbound and southbound traffic
flows over a continuous 24-hour period from midnight to midnight. The survey was carried out
in overcast but dry conditions. Traffic was considered representative of the location, with no
occurrence of disruption or incidents that could have caused uncharacteristic results.
Figure 6.2: Headingley Lane ANPR Survey Site
(©Copyright GoogleTM 2015)
The ANPR cameras recorded the number plate (Vehicle Registration Mark, VRM) on each
occasion a vehicle passed through the survey point. These cameras positioned facing the
oncoming traffic, used infra-red to capture the VRM data both during daylight hours and when
dark. Vehicles may be incorrectly recorded, however, in instances where the plate is very dirty
or the number plate is illegal. Motorcycles were not captured by the survey as motorcycle
number plates are most often mounted at the back of the vehicle, so cannot be read by the front
facing ANPR cameras. Table 6.1 presents the total number of vehicles (excluding motorbikes)
observed by the camera and the number of vehicles where the ANPR technology was able to
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read the VRM data. The high success rate indicates that the survey captured a large majority of
the vehicle fleet (94.86%).
Table 6.1: Headingley Lane ANPR Survey – VRM Capture Rate
Site ANPR Total Vehicles ANPR Collected Plates Success Rate
Headingley Lane Southbound - O4 9711 9213 94.87%
Headingley Lane Northbound - D8 7219 6847 94.85%
TOTAL 16930 16060 94.86%
The reported 16,930 vehicles is in good agreement with past survey work on the A660. An
Automated Traffic Count survey commissioned by Leeds City Council conducted between
Wednesday 3rd December 2008 and Tuesday 9th December 2008 on the A660 at 53.817197N,
1.570687W, measured an average 24-hour weekday traffic flow of 10,310 southbound and
8,099 northbound vehicles, with the Monday flows lower than the weekly average at 9,760
southbound and 7,654 northbound vehicles over the 24 hours (data from Leeds City Council,
Highways and Transportation, personal communication, November 2014).
The ANPR survey traffic count is 11.7% lower than the DfT Annual Average Daily Flow (AADF),
calculated for the A660 in 2014 (DfT, 2015e). However this disparity is likely accounted for by
the difference in chosen survey site, as the DfT site at 53.810467N, 1.556066W is 0.8 miles south
of the ANPR site used in this research; sites which are separated by three major junctions. As
the DfT presents an annual daily average, there may also be seasonal or weekly traffic flow
patterns which cause the observed discrepancy between the traffic count figures. Figure 6.3
displays the DfT calculated AADF data for the A660 and shows a relatively consistent flow over
the past 10 years.
Figure 6.3: Annual Average Daily Flow for A660 by Year and Vehicle Type
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To obtain detailed metadata for each vehicle passing through the survey area, the VRM database
of 16,060 records was passed to CarwebUK Ltd (www.carweb.co.uk) who cross-referenced it
with their vehicle database, matching each number plate to specific information about that
vehicle. The VRM data recorded in the Headingley network comprised 10,999 unique number
plates as there were multiple recordings of the same vehicle, e.g. scheduled bus services
repeatedly passing on their route. CarwebUK’s vehicle database is a construct of the Driver and
Vehicle Licensing Agency (DVLA) Vehicles Database (DATA.GOV.UK), which holds more than 80
million records for all licensed and unlicensed vehicles in the UK and additional supplemental
vehicle specification information from manufacturers. The output from CarwebUK’s vehicle
database comprised 94 information fields, including vehicle make / model, vehicle
specifications, Euro emission standard and pollutant emission performance. Not all information
fields were populated for each recorded vehicle as some fields were only relevant for particular
vehicle types and in some cases relevant data were missing / unavailable. Table 6.2 shows a
summary of the fields available for each vehicle.
Table 6.2: Overview of the Information Fields for the CarwebUK Vehicle Database
Vehicle details Engine Details /Transmission Performance Environmental Details
VRM Fuel Type Maximum Power(kW) Fuel Consumption - Extra Urban
/ Urban Cold / Combined (mpg)
Date First Registered Euro EmissionStandard
Maximum Power
(BHP)
DVLA Make / Model Transmission(Manual /Auto)
Maximum Power
(@rpm) CO2 (g/km)
Length / Width /
Height (mm) Engine Capacity
Maximum Torque
(Nm) HC (g/km)
Gross / Kerb / Unladen
Weight (kg)
Number of
Forward Gears
Maximum Torque
(@rpm) NOX (g/km)
Mass in Service (kg) Number of DriveAxles 0 to 100 km/h (s) Particulates (g/km)
Market Segment Number OfCylinders
Maximum Speed
(km/h) & (mph)
Sound Level – Stationary / Drive
By / Engine Speed
The VRM database was also cross-referenced against the Leeds taxi licence register for March
2015 (data from Leeds City Council, Highways and Transportation, personal communication,
April 2015). This facilitated identification of the taxi fleet component of the observed
Headingley vehicle fleet.
Vehicle Fleet Data Processing
Initial inspection of the Headingley vehicle fleet database (each VRM with the cross-referenced
vehicle information and taxi data) revealed that 3,715 of the 16,060 records (23.13%) were
missing the Euro emission standard data required for the fleet composition analysis. However,
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1,431 of the 3,715 had vehicle make, model and date of first registration data, which could be
cross-referenced against similar vehicles in the fleet to provide the Euro emission standard.
Utilising the National Tyres’ website tyre search (http://www.national.co.uk), the DVLA’s Vehicle
Enquiry tool (https://www.gov.uk/get-vehicle-information-from-dvla) and the Parkers’ Free
Valuation Tool and vehicle specification database (http://www.parkers.co.uk) it was possible to
identify and assign a Euro emission standard to all but 215 of the 16,060 records (1.34%). Of
the 215 unknown vehicles, 14 were identified as either, a motorcycle, moped, street cleaner or
digger. As these vehicle types do not form part of the simulation they were discounted from the
analysis. The other unknown vehicles either lacked sufficient information to be classified or
could not be found, likely due to ANPR misread of the number plate or the number plate being
illegal. The overall success rate of the ANPR survey was therefore 93.59% (15,845 of 16,930
VRM records). With such a high capture rate the ANPR survey fleet is considered representative
of the entire fleet.
Vehicle Fleet Data Analysis
The comprehensive vehicle registration information allows a detailed evaluation of the vehicle
fleet on the A660 Headingley Lane. Figure 6.4 presents the observed vehicle fleet proportions
over the 24 hours recorded by the ANPR Cameras on Headingley Lane. Dividing the fleet by
basic vehicle type, passenger cars form the major fraction, with 70.48% of the valid fleet data,
followed by Light Commercial Vehicles (12.04%), Taxis (9.51%), Buses, including coaches (4.97%)
and Heavy Goods Vehicles (3.00%).
(a) (b)
Figure 6.4: Headingley ANPR Survey 24 hr Vehicle Fleet Composition by (a) Count and (b) Percentage
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Further analysis of the vehicle categories makes it possible to compare the Headingley 24-hour
fleet with the NAEI’s Base 2013 Fleet Composition Data (DEFRA, 2014). Table 6.3 shows the
ANPR fleet arranged by vehicle type, as well as and by fuel for cars and LCVs, and by chassis type
(Rigid and Articulated) for HGVs. Rigid HGVs describe an HGV with a single chassis, Articulated
HGVs are HGVs where a tractor unit is attached to a separate semi-trailer (GOV.UK, 2013). The
Headingley fleet composition is shown alongside the NAEI fleet projections for urban traffic
conditions in England (outside London) for the years 2014, 2015 and 2016. The NAEI data are
based on the DfT’s traffic forecast projection from actual 2011 road traffic statistics (DfT, 2013),
with projections for each vehicle type as the proportion of vehicle kilometres travelled, rather
than as percentages of the vehicle stock (DEFRA, 2014).
Table 6.3: Comparison of the Headingley ANPR Survey 24 Hour Vehicle Fleet with the NAEI Base 2013
England (Outside London) Urban Fleet Composition for 2014, 2015 and 2016
Headingley 24 hr ANPR
Survey
NAEI Base 2013 Fleet Composition - England (outside London); Urban
NAEI 2014 Fleet NAEI 2015 Fleet NAEI 2016 Fleet
Vehicle
Count
Proportion
by Count
Proportion
by VKM
Difference
to ANPR
Proportion
by VKM
Difference
to ANPR
Proportion
by VKM
Difference
to ANPR
Electric car 4 0.03% 0.05% -0.02% 0.07% -0.04% 0.10% -0.07%
Petrol car 6692 42.23% 46.70% -4.46% 44.82% -2.58% 43.09% -0.85%
Diesel car 5979 37.73% 36.43% 1.31% 38.26% -0.53% 39.85% -2.12%
Electric LCV 4 0.03% 0.05% -0.02% 0.08% -0.06% 0.13% -0.10%
Petrol LCV 19 0.12% 0.35% -0.23% 0.31% -0.19% 0.29% -0.17%
Diesel LCV 1884 11.89% 12.88% -0.99% 12.87% -0.98% 13.01% -1.12%
Rigid (HGV) 406 2.56% 1.71% 0.85% 1.75% 0.81% 1.73% 0.83%
Artic (HGV) 69 0.44% 0.41% 0.03% 0.41% 0.03% 0.40% 0.03%
Bus 788 4.97% 1.43% 3.54% 1.42% 3.55% 1.40% 3.57%
TOTAL 15845 100.00% 100.00% MAE =1.27% 100.00%
MAE =
0.98% 100.00%
MAE =
0.99%
The Mean Absolute Error (MAE) calculations comparing the Headingley Fleet proportions with
the NAEI basic fleet projections reveal their compositions to be very similar. Whilst the Bus and
Rigid HGV fractions are consistently greater in the Headingley fleet than accounted for by the
NAEI fleets, the proportions of electric, petrol and diesel cars and LCVs are a good match. The
high fraction of buses is likely due to the A660 being atypical of the average urban road, as it is
the busiest and most crowded bus corridor into and out of Leeds (S.D.G., 2014a), with many bus
stops and number of high frequency bus services, >5 buses per hour (TfL, 2015), covering routes
from the city centre to the northern suburbs. Likewise, the Rigid HGV fraction is likely greater
than a typical urban road as the A660 arterial corridor provides a direct route to and from the
city to the northern section of the Leeds outer ring road (A6120).
Table 6.4 presents an analysis of the petrol / diesel fraction of the Headingley ANPR car fleet.
The proportion of petrol to diesel vehicles in the observed Headingley fleet is close to parity,
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with only marginally more petrol cars (52.81%) recorded than diesel (47.19%). The NAEI year-
on-year change in the petrol / diesel ratio from 2014 to 2016 reflects the trend in dieselisation
of the UK fleet (Ramli and Graham, 2014; Bonilla, 2009; Tate, 2013) due to policies encouraging
the uptake of diesel vehicles because of their lower rate of CO2 emission versus petrol vehicles
of similar engine size. The Headingley fleet petrol / diesel split is shown to be between the NAEI
2015 and 2016 figures. Alongside the results from Table 6.4, the petrol / diesel split suggests
that the recorded vehicle category distribution from the Headingley ANPR survey is in close
agreement with the NAEI 2015 projected fleet composition.
Table 6.4: Comparison of Car Petrol / Diesel Fraction in the Headingley ANPR Survey with the NAEI
Base 2013 England (Outside London) Urban Data for 2014, 2015 and 2016
Headingley 24 hr ANPR
Survey
NAEI Base 2013 Fleet Composition - England (outside London); Urban
NAEI 2014 Fleet NAEI 2015 Fleet NAEI 2016 Fleet
Vehicle
Count
Proportion
by Count
Proportion
by VKM
Difference
to ANPR
Proportion
by VKM
Difference
to ANPR
Proportion
by VKM
Difference
to ANPR
Petrol car 6692 52.81% 56.18% -3.36% 53.95% -1.13% 51.95% 0.86%
Diesel car 5979 47.19% 43.82% 3.36% 46.05% 1.13% 48.05% -0.86%
TOTAL 12671 100.00% 100.00% 100.00% 100.00%
Vehicle Fleet Analysis: Cars
The DEFRA NAEI vehicle fleet composition also provides individual year-on-year composition
projections for each category as the proportion of kilometres travelled by vehicles from each
defined Euro emission standard. Over time, the fleet compositions show a gradual phasing out
of the older Euro standards as new vehicles, which meet the more modern Euro standards, are
purchased and older vehicles are scrapped (DEFRA, 2014). Understanding the composition of
the Headingley fleet by vehicle age (for which Euro emission is a proxy indicator) is very
important as the EU legislation on CO2 emission, along with other pollutants, has seen
technological developments to the vehicles that influence the rate of pollutant emission.
Therefore the overall fleet average pollutant emission will be directly related to the age
composition of the vehicle fleet being observed.
Figure 6.5 shows the observed on-road petrol and diesel car fleets (including taxis) from the
Headingley Lane ANPR survey, separated by Euro emission standard. The petrol and diesel fleets
include both the conventional engines and the hybrid technologies (full hybrid and plug -in-
hybrid) that use those fuels. The ANPR survey results reveal that the greatest fraction of the
observed petrol car fleet was Euro 4 classified. The lowest MAE value, comparing the NAEI
petrol car fleet Euro standard distributions to the Headingley fleet, was calculated for the 2013
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NAEI Fleet composition. This suggests that the petrol car fleet travelling on A660 may be slightly
older than the national average as there were fewer Euro 5 and Euro 6 vehicles than would be
predicted from the NAEI 2014 and 2015 petrol car fleet distributions. A majority of the recorded
diesel fleet were found to be Euro 5 vehicles and for the Euro 5 standard, more diesel cars
(2,867) were observed than petrol cars (1989), reflecting the trend in dieselisation of the UK
passenger car fleet. The MAE values for the diesel car fleet are similar for all NAEI years, as the
observed distribution has a smaller proportion of Euro 3 vehicles than suggested by the NAEI
fleets but a greater fraction of Euro 4 vehicles for all years. The MAE values suggest that the on-
road diesel car fleet is marginally closer to the NAEI 2014 distribution than either the 2013 or
2015 fleet compositions. Overall 78.5% of the ANPR recorded car fleet met Euro 4, Euro 5 or
Euro 6 emission standards.
a) Petrol Car
b) Diesel Car
Figure 6.5: Car Euro Emission Standard Distributions in the Headingley ANPR Survey and NAEI 2013,
2014 and 2015 Vehicle Fleets: (a) Petrol and (b) Diesel
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6.2.4.1 Hybrid Vehicles
The ANPR survey captured 5 VRMs for diesel/electric hybrids, recorded from four vehicles (one
Range Rover, two Mercedes E-Class and a Peugeot Allure), all with a Euro 5 emission standard.
Diesel/electric hybrids, therefore, make up only 0.17% of the vehicles in the on-road Euro 5
diesel car fraction and 0.08% of the total diesel car fleet. This is lower than in the NAEI fleet
composition for 2015 which suggests the national average fraction for diesel/electric hybrids in
the 2015 diesel car fleet to be 0.22% (DEFRA, 2014).
There were a total of 166 petrol/electric hybrid observations (from 105 vehicles) in the ANPR
survey, comprising twelve Euro 4 vehicles, 151 Euro 5 and three Euro 6. Petrol/electric vehicles,
therefore, account for 0.48% of the observed Euro 4 petrol car fraction, 7.59% of the Euro 5 and
2.73% of the Euro 6. Overall 2.48% of the petrol car fleet (166 of 6,692) observed by ANPR
survey were petrol/electric hybrids, which is greater than the NAEI 2015 fleet national average
of 1.61% (DEFRA, 2014). Toyota was the main manufacturer of petrol/electric hybrids recorded
in the survey with 70 of the 105 petrol/electric vehicles. The most popular Toyota make was the
Prius with 47 vehicles, followed by the Auris with 15 and the Yaris with 7. The other
manufacturers were; Lexus with 20 vehicles (8 CT, 7 RX, 3 IS, 2 NX); Honda with 8 (3 Civic, 3
Insight, 2 CR-Z); Mitsubishi with 4 (Outlander); Vauxhall with 2 (Ampera) and Chevrolet with 1
(Volt).
The reason for the greater popularity of hybrid petrol electric vehicles in the observed on-road
fleet than predicted by the NAEI fleet projection can at least in part be attributed to their uptake
by Leeds taxi firms. Description of the observed A660 taxi fleet is presented in Table 6.5. Whilst
87.9% (1,324 of 1,507) of the observed taxi fleet is diesel powered vehicles, 52 of the observed
183 (28.3%) petrol taxis are petrol/electric hybrids. For Euro 5 petrol taxis, 48 of 70 (68.6%) of
the observed vehicles in this category were petrol/electric hybrids. This suggests that in the past
few years where taxi firms have chosen not to purchase conventional diesel vehicles (the
traditional choice due to greater fuel efficiency and lower running costs) these firms have
invested in hybrid petrol/electric vehicles. In Leeds, these petrol/electric hybrids are likely to be
attractive to taxi companies looking to reduce their expenditure on fuel, especially if they can
match reported fuel economy benefits in urban driving conditions, where fuel economy
improvements of between 40% to 60% for some popular vehicle makes have been measured
(Fontaras et al., 2008; Holmen and Sentoff, 2015).
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Table 6.5: ANPR Recorded Headingley Taxi Fleet Composition
Headingley 24 hr ANPR Survey
Category EuroStandard
All Taxis
Count
Proportion by
Count
Hybrid
Taxi Count
%
Hybrids
Petrol Taxi
(conventional +
hybrids)
Pre-Euro 1 0 0.00% 0 0.0%
Euro 1 0 0.00% 0 0.0%
Euro 2 0 0.00% 0 0.0%
Euro 3 22 12.02% 0 0.0%
Euro 4 91 49.73% 4 4.4%
Euro 5 70 38.25% 48 68.6%
Euro 6 0 0.00% 0 0.00%
TOTAL 183 100.00% 52 28.3%
Diesel Taxi
(conventional +
hybrids)
Pre-Euro 1 0 0.00% 0 0.00%
Euro 1 0 0.00% 0 0.00%
Euro 2 0 0.00% 0 0.00%
Euro 3 39 2.95% 0 0.00%
Euro 4 746 56.34% 0 0.00%
Euro 5 539 40.71% 0 0.00%
Euro 6 0 0.00% 0 0.00%
TOTAL 1324 100.00% 0 0%
The PHEM model has a hybrid-electric powertrain emission simulation package available for
individual vehicles but this is not currently available for PHEM Advance which is used for
calculating fleet emission (Luz and Hausberger, 2015). As a result hybrid vehicles in the study
are modelled purely as either diesel or petrol depending on the source of fuel for the hybrid
vehicle. Given the small percentage of hybrid vehicles in the observed Headingley vehicle fleet,
this should have minimal impact on the current fleet emission estimate, however, a method for
calculating hybrid emissions will need to be included in future work as the proportion of hybrid-
electric vehicles is predicted to increase significantly (DEFRA, 2014).
6.2.4.2 Electric Vehicles
The Headingley fleet displays the relatively low current uptake of electric vehicles, with only four
electric vehicles (one BMW i3, two Nissan Leafs and one Renault Kangoo ZE) recorded during
the 24-hour survey. These four vehicles passed through the survey cameras a total of eight
times. As electric vehicles currently form a negligible fraction of the vehicle fleet they have been
excluded from the modelling. As the number of electric vehicles on UK roads is expected to
increase significantly in the coming years, future studies will need to incorporate them as a
proportion of the fleet. However, these vehicles will be very straightforward to model from an
emission perspective as they contribute zero tailpipe emission.
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Vehicle Fleet Analysis: Light Commercial Vehicles
The ANPR survey captured only 19 petrol LCV vehicles over the 24-hour recording period,
compared to 1,884 diesel LCVs. A vast majority of this vehicle type have diesel powered engines.
A sample size of only 19 makes it impossible to state whether the recorded distribution of petrol
LCVs is really representative of that category in the real-world Headingley fleet and explains the
relatively large MAE values, however, for those vehicles captured, the largest proportion were
Euro 3. The age distribution of the diesel LCV category, illustrated in Figure 6.6, follows a similar
pattern to the NAEI distributions for LCVs, with the MAE indicating that the Headingley diesel
LCV fleet is best matched with the 2014 NAEI fleet.
a) Petrol LCV
b) Diesel LCV
Figure 6.6: LCV Euro Emission Standard Distributions in the Headingley ANPR Survey and NAEI 2013,
2014 and 2015 Vehicle Fleets: (a) Petrol and (b) Diesel
The NAEI also provides a fraction of fleet estimate for each of the LCV weight classes, which is
assumed by the NAEI to be the same split over all years. From the data in Table 6.6, the
distribution of LCV weights for the vehicles recorded on the A660 is similar to the NAEI split, but
with a marginally smaller fraction of lighter vehicles.
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Table 6.6: LCV Fraction of Fleet by Weight Class
Headingley 24 hr ANPR Survey NAEI Fleet
LCV EU Emission Standard
Category
Vehicle
Count Proportion by Count Proportion by VKM Difference
N1 (Class I) ≤ 1305 kg 201 10.54% 6.18% 4.36%
N1 (Class II) 1305 - 1760 kg 444 23.28% 25.74% -2.46%
N1 (Class III) 1760 – 3500 kg 1262 66.18% 68.08% -1.91%
TOTAL 1907 100.00% 100.00% MAE = 2.91%
Vehicle Fleet Analysis: Heavy Goods Vehicles
6.2.6.1 Rigid HGVs
The ANPR survey recorded 406 Rigid HGVs over the 24 hours, with 249 2-Axle HGVs and 157 ≥3-
Axles. Figure 6.7 shows the composition of the ANPR recorded A660 HGV fleet over the 24
survey by emission standard. The MAE indicates that the composition is closest to the NAEI HGV
2013 fleet composition, as the percentage of Euro 6 HGVs is much lower than predicted by either
the 2014 or 2015 fleet. This again suggests that the A660 fleet may on average be slightly older
than the national fleet.
Figure 6.7: HGV Euro Emission Standard Distribution in the Headingley ANPR Survey and NAEI 2013,
2014 and 2015 Vehicle Fleets
The NAEI also provides the composition of the rigid HGV vehicle fleet by weight. Table 6.7
presents this composition for the 2015 fleet (N.B. the NAEI has assumed the same distribution
since 2011) against the HGV fleet weight distribution from the 406 rigid HGVs recorded by the
ANPR survey. Although there appears to be a slightly greater percentage of lighter vehicles than
suggested by the NAEI fleet and there are noticeably fewer vehicles in the 26 – 28 t category
recorded on the A660, the survey data, in general, seem to be a good fit for the NAEI fleet weight
distribution.
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Table 6.7: Composition of Rigid HGV Fleet by Weight
Headingley 24 hr ANPR Survey NAEI 2015 Fleet
Weight Limit Vehicle Count Proportion by Count Proportion by VKM Difference
3.5-7.5 t 167 41.13% 33.41% 7.72%
7.5-12 t 5 1.23% 6.07% -4.83%
12-14 t 6 1.48% 2.43% -0.95%
14-20 t 57 14.04% 11.57% 2.47%
20-26 t 74 18.23% 15.86% 2.37%
26-28 t 3 0.74% 8.76% -8.02%
28-32 t 61 15.02% 17.52% -2.50%
>32 t 33 8.13% 4.38% 3.75%
TOTAL 406 100.00% 100.00% MAE = 4.08%
Analysis of CarwebUK’s vehicle database for the ANPR recorded HGV vehicles in the 3.5 t– 7.5 t
category revealed that 51 of these vehicles were in the range 3.5 – 5.0 t. All of these vehicles
were found to be large vans, Euro classification N2, with Gross Vehicle Weight (GVW) greater
than the 3.5 t maximum for the N1 Class III LCV classification. Such vehicles included the
Mercedes-Benz Sprinter 519, the Volkswagen Crafter CR50 and the Ford Transit 430. In the
PHEM model, the rigid HGV vehicle type is sub-divided into two groups, 2-axle (GVW 12 t) and
3-axle (GVW 26 t). The 2-axle 12 t HGV category is unlikely to provide a good emission estimate
for the N2 large vans as this HGV classification describes significantly heavier vehicles. All of the
51 of large vans recorded by the ANPR survey had the same engine as a lighter N1 LCV made by
the same manufacturer. The LCV vehicle type in PHEM has three weight classes corresponding
to the European Commission definitions of LCV N1 vehicles. The heaviest of these classes (Class
III) is for vehicles weighing between 1.76 t and 3.5 t. It was decided that as the 51 vehicles
between 3.5 t and 5.0 t were from the same manufacturer ranges as many of the Class III
vehicles, and had the same engines as that category, they were more likely to have emission
maps similar to the Class III vehicles than the 12 t HGV. Therefore a fourth class of LCV was
created in PHEM for these larger vehicles, using the Class III engine maps but with average
weights and engine sizes derived from the 51 larger 3.5 t – 5.0 t vehicles.
6.2.6.2 Articulated HGVs
A total of 69 articulated HGV vehicles were recorded on the A660, during the 24-hour ANPR
survey. Figure 6.8 present the Euro emission standard distribution recorded for each of the
recorded articulated HGVs. The figure highlights a substantial difference between the
articulated HGV compositions suggested by the NAEI and the observed Headingley distribution.
The on-road fleet was shown to include a much greater proportion of older Euro 2, Euro 3 and
Euro 4 emission standard vehicles than the NAEI fleets and a far smaller proportion of Euro 6
166
HGVs. The sample size of 69 is relatively small so may not give a true indication of the articulated
HGV vehicle fleet, however, it does suggest that the fleet for this category on the A660 is older
than the national average.
Figure 6.8: Articulated HGV Euro Emission Standard Distribution in the Headingley ANPR Survey and
NAEI 2013, 2014 and 2015 Vehicle Fleets
The emission characteristics of all Euro 4 and Euro 5 HGVs and buses are also dependent on the
proportion of these vehicles using Exhaust Gas Recirculation (EGR) or Selective Catalytic
Reduction (SCR) as emission reduction strategies. The Euro 5 split for calculation of emission in
PHEM was split 75% SCR, 25% EGR as suggested by the NAEI (DEFRA, 2014). The Euro 4 split was
characterised using the PHEM default of 75% EGR, 25% SCR (Luz and Hausberger, 2015).
Vehicle Fleet Analysis: Buses and Coaches
As described in Chapter 6.3.6, the A660 has a number of high frequency bus services which run
from the city centre to the northern suburbs and is the busiest and most crowded bus corridor
into and out of Leeds (S.D.G., 2014a). Buses and coaches were recorded passing through the
ANPR survey site a total of 788 times over the 24-hour recording period. A vast majority of the
recorded vehicles (767) were buses operated by either First Leeds (www.firstgroup.com/leeds)
or Yorkshire Tiger (www.yorkshiretiger.co.uk) which operate the scheduled bus fleet on the
A660. Of the scheduled bus fleet, 40 were single-deck, 671 were double-deck, and 56 were
articulated “bendy” buses. Figure 6.9 displays the Euro emission standard distribution for the
A660 bus fleet against the NAEI fleet compositions. Clearly, the observed A660 bus fleet is
considerably older than the NAEI fleets. Cross referencing the bus VRM data with the
CarwebUK’s vehicle database suggests that 95.3% of the observed bus fleet was Euro 3 emission
standard or earlier.
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Figure 6.9: Bus Euro Emission Standard Distribution in the Headingley ANPR Survey and NAEI 2013,
2014 and 2015 Vehicle Fleets
Diurnal Variation in Traffic Flow Composition
The diurnal variation in traffic flow of the combined northbound and southbound directions on
the A660, recorded by the ANPR survey for weekday traffic conditions, is illustrated in Figure
6.10. For each hour in the 24-hour survey period, the number of vehicles captured by the ANPR
cameras is presented and this total flow is described by the fraction from each vehicle type.
Figure 6.10: Diurnal Variation in Traffic Flow on the A660 by Vehicle Type
The weekday variation in traffic flow reveals a clear morning peak in traffic flow on the A660
between 07:00 and 09:00, as the morning rush hour traffic enters Leeds and a less distinct
afternoon peak between 15:00 and 18:00. The observed traffic flow in the afternoon peak is
lower than the morning peak as the capacity of the northbound A660 is lower than the
southbound A660 at the location of the ANPR survey. In the afternoon peak, as traffic leaves
the centre of Leeds at the end of the working day, the traffic flow of the northbound A660 is
often greater than the capacity of the road, resulting in substantial delays to the northbound
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traffic. These delays limit the traffic flow possible on the northbound A660. This pattern is
observed in the analysis of Section 1 and Section 8 average speeds, described in Chapter 3.5.
Whilst the total flow varies throughout the day, so too does the composition of the vehicle fleet.
Figure 6.11 illustrates the diurnal change in vehicle fleet composition over the 24-hour
Headingley survey. During daylight hours passenger cars form a bulk of the vehicle fleet, whilst
the proportion of taxis increases substantially during the evening and night hours. The figure
shows a substantial fraction of HGV vehicles during the morning peak and inter-peak hours,
however, that fraction decreases before the afternoon peak, as commercial drivers presumably
try to avoid the delay associated with the very congested afternoon rush hour.
Figure 6.11: Diurnal Variation in Fleet Composition on the A660 by Vehicle Type
Figure 6.11 also presents the 24-hour aggregated vehicle fleet composition. It is clear from the
figure that diurnal variations cause significant differences in the vehicle composition and that
the 24-hour aggregate distribution of vehicle types would be unrepresentative of a majority of
the individual hour fleet compositions. In order to quantify fleet emission during specific time
periods during the day, it is not sufficient to assume that a 24-hour aggregate fleet composition
(such as those provided by the NAEI) will be suitably representative of the on-road fleet. Whilst
this may not be so important for CO2 modelling which is usually assessed over longer time
periods, it is vital for the modelling of other pollutants such as nitrogen dioxide (NO2) which have
urban air quality standards that are averaged hourly (EC, 2015b). Therefore, in order to
accurately model vehicle fleet emission over short time periods, both the traffic flow and fleet
composition for that time period must be correctly described.
In order to describe an accurate real-world vehicle fleet for each of the time periods modelled
in AIMSUN and for the fleet emission calculations using PHEM, the ANPR data were analysed
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individually for each time period with the traffic flow and composition calculated for each of the
five, two and a half hour, time periods that represent the AM, IP, PM, EV and NI. Figure 6.12
presents both the number of vehicles recorded during each time period and the vehicle fleet
composition. For AIMSUN, the HGV category was further divided into HGV Rigid and HGV
Articulated fleet percentages and the Bus category was split into Articulated, Double and Single
(for the scheduled bus fleet) and Bus Extra (which provides the percentage of buses and coaches
that are not part of the scheduled fleet). For the PHEM .FLT file, all vehicle types are also
classified by Euro emission standard; Cars, Taxis and LCV vehicles are split by fuel type and LCV
and HGV Rigid are separated by weight category.
(a) (b)
Figure 6.12: Variation in Traffic Count (a) and Vehicle Type Fleet Composition (b) for the Five Test
Periods (AM, IP, PM, EV and NI)
Confidence in the representativeness of the recorded weekday fleet composition could be
strengthened with further ANPR data as this analysis is reliant on only one recorded 24 hour
period. The difficulty with obtaining such data is that commissioning such surveys entails
substantial cost as does obtaining the vehicle specific data for many thousands of vehicles from
CarwebUK’s vehicle database. However, accepting the limited sample size, unlike many traffic
modelling and emission modelling projects which assess only AM and PM peak periods, the level
of detail provided by the ANPR survey in this research facilitated vital characterisation of how
the fleet composition changes throughout the day in the test network. The high capture rate of
ANPR survey method, with access to CarwebUK’s vehicle database, gives great confidence that
the observed vehicle fleet captured the real-world fleet composition and provides a wealth of
vehicle metadata that improves the vehicle type descriptions in PHEM.
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6.3 TRAFFIC MICRO-SIMULATION IN AIMSUN
To generate the required second-by-second output for emission modelling in PHEM the AIMSUN
Microscopic Simulator was employed in this research. AIMSUN continuously models each
vehicle as they travel through a network. The movement of the vehicle within the network is
controlled by behavioural models (e.g. car following, lane changing). Whilst some elements of
the model are updated at each simulation step, such as vehicle position and detector counts,
some elements are coded to change only at discrete points in simulation time, for example ,
traffic signals. The simulator is able to prove a highly detailed traffic network model (TSS,
2013b).
The parameters within the model must accurately reflect the real-world conditions of the
modelled area. Traffic simulation requires the specification of a large number of factors
including network layout, traffic demand data, traffic control plans and public transport plans
(TSS, 2013b). The initial state of the traffic, at the start of each simulation, must also be defined,
without such definition the model would start with the network empty, which is unlikely to
accurately reflect the level of congestion at the start of the simulation period.
One of the AIMSUN outputs is a continuous animated graphical representation of the network
whilst the simulation is running. Once the simulation is complete, a detailed statistical output
is supplied, which includes information about flows, speed, journey times, delay and stops (TSS,
2013b). The data from AIMSUN for use with the PHEM model are gathered at each 0.5 second
simulation step by a bespoke API which records the individual vehicle ID, road section / junction
number, vehicle type ID, vehicle speed, position and road grade, for each vehicle in the network.
Extent of the Headingley A660 AIMSUN Model
The Headingley network AIMSUN (version 8.0.0) model was developed in this research to
simulate a 3.8 km section of A660 from the junction of the A660 Woodhouse Lane and Clarendon
Road to the junction of A660 Otley Road and Weetwood Road. The model comprises 145
junctions and 374 road sections with an average length of 81.6 m (Figure 6.13). The network
was created using geo-referenced aerial photography downloaded from the Landmap Kaia
service hosted at MIMAS (Millin-Chalabi et al., 2011), which provided a spatially accurate
representation of the Headingley road network. The model describes all possible turning
movements at each junction. The AIMSUN model encompasses the Headingley test lap and
sections described in Chapter 3.2.1 and Chapter 3.4.
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Figure 6.13: Extent of the Headingley A660 AIMSUN Model
AIMSUN Model Road Section Gradient
AIMSUN has the functionality to generate a road grade (“slope percentage”) for each road
section. For each of the 374 road sections in the Headingley A660 AIMSUN model, the latitude
and longitude of start and end point were identified and were collated in an Excel .csv file. Using
the ArcGIS software described in Chapter 5.4, the road section start and end points were
mapped over the Bluesky 5 m resolution DTM (Bluesky, 2013) and the altitude at each
coordinate was extracted. For each road section in AIMSUN, the extracted DTM altitude values,
at the start point and end point, were then manually entered into the AIMSUN section detail.
AIMSUN automatically calculates a road grade from these altitude values and assigns it to the
road section.
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Road Section Characteristics
Figure 6.14 displays the speed limit values assigned to the road sections in the Headingley
Network. All road section maximum speed limits have been set equal to the signed speed limit
in 2015 with the exception of Cardigan Road. Cardigan road was changed to a 20 mph zone (32
km/h) in 2013, however, as a majority of the traffic flow data used to calibrate the model was
collected pre-2013 and Cardigan Road attracts a relatively high volume of traffic, the simulation
was conducted with Cardigan Road assigned the old 30 mph limit (48 km/h).
The road section inputs including, number of lanes, bus stop locations, stop lines, junction turns
were coded as accurately as possible, using tools such as Google Maps Street View
(www.google.co.uk/maps) where the aerial photography was unclear.
Figure 6.14: Headingley A660 AIMSUN Model Speed Limits
 48 km/h (30 mph)
 32 km/h (20 mph)
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Traffic Demand
Traffic demand data for the network were calculated from observed traffic count data provided
by the LCC Highways and Transportation Department. All available MCC and ATC data recorded
in the Headingley network (as of November 2014) were collected from a LCC GIS database. MCC
surveys are conducted by trained enumerators, who count traffic by vehicle type, commonly
over the 12 hour period between 07:00 hours and 19:00 hours (DfT, 2015d). MCC data are
predominantly reported in 30 minute intervals and are recorded at multiple survey points
around a junction, in order to quantify vehicle turning percentages.
Figure 6.15: Location of ATC and MCC Survey Sites in the Headingley Network
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The ATC data used in this research provided a record of vehicle flow, reported at hourly intervals.
The LCC ATC data were collected 24 hours a day, usually over a 3 to 7 day period, by temporary
pneumatic tube counters laid across the road. Figure 6.15 displays the location of each LCC MCC
and ATC survey site in the Headingley modelled area. In total, there were 42 ATC surveys and
20 MCC surveys available for calibration of traffic flows in the network, collected between March
2006 and July 2014, with a majority recorded post-2008. Wherever possible the most recent
data were used to construct the model and data recorded between September and November
were given priority in an effort to minimise any seasonal disparities.
Ideally, to alleviate calibration issues resulting from weekly and seasonal variations in traffic
flow, all input data for the model should have been collected at one time. The cost of such a
comprehensive survey was beyond the scope of this research. The ATC and MCC data provide
only a snapshot of the traffic conditions at the time of the survey. From field assessment of the
network, the seasonal traffic flow conditions can vary considerably through Headingley as two
university campuses are located in close proximity to the A660, causing a strong link between
traffic volume and the university semesters.
Input flows, in vehicles per hour, were determined at each major input section (entrance to the
network) from the ATC data (except Kirkstall Road, which used a MCC). The input flows in the
model describe the traffic for an average weekday. Flow data were not available for all minor
input sections, such as residential cul-de-sac side roads, so in such instances, the input flow from
a similar capacity side road was used. In total there are 36 input sections to the model, of which
16 can be considered major sources of traffic flow and 20 are smaller side roads.
The input flow data for each simulated time period are defined in 30 minute ‘traffic states’ which
designate the input flow (vehicles/hour) for each of the 36 input sections, over half hour
intervals. Each time period (e.g. AM, IP, PM, EV and NI) is described by five traffic states for each
vehicle type; one describes a half-hour warm-up period, to ensure that the starting traffic
conditions for the recorded simulation were suitably defined, and four describe the input flows
for the duration of the recorded simulation. The traffic states are vehicle type specific describing
the input flow of each vehicle type separately. The AIMSUN model is set up for nine vehicle
types; these are described in Table 6.8. Input traffic states for the ‘Car’, ‘Taxi’, ‘HGV Rigid’, ‘LCV’,
‘Tractor Trailer’ (Articulated HGV) and ‘Bus’ define the input flows of these vehicle types. The
‘Articulated’, ‘Single’ and ‘Double’ vehicle types are bus categories that exclusively describe
buses which are part of the scheduled bus fleet. These three bus categories do not need to be
defined by input flow because they are separately coded into the model at intervals described
175
by the bus fleet ‘Public Transport Line’ timetables. The ‘Bus’ vehicle category defines all non-
scheduled buses in the network.
Table 6.8: Vehicle Types Coded in AIMSUN Headingley Network Model
Vehicle Type Vehicle Type Information PHEM Vehicle Type ID
Car All Private Cars – Diesel / Petrol - All Euro Standards 100
Taxi All Taxi Cars – Diesel / Petrol - All Euro Standards 101
HGV Rigid Two Weight Categories – Only Diesel – All Euro Standards 200
LCV Four Weight Categories – Diesel / Petrol – All Euro Standards 300
Tractor Trailer Articulated HGV – Only Diesel – All Euro Standards 400
Bus All Unscheduled Buses in the Network – Three Size CategoriesCity Bus / Double / Single – Diesel – All Euro Standards
500
Articulated Only for Scheduled Bus Fleet – Diesel – All Euro Standards 501
Double Only for Scheduled Bus Fleet – Diesel – All Euro Standards 502
Single Only for Scheduled Bus Fleet – Diesel – All Euro Standards 503
The ATC data used to create the traffic states, recorded only total vehicle flow. In order to
calculate the separate input flows for the Car, Taxi, HGV Rigid, LCV, Articulated HGV and Bus
categories, the total vehicle flow was multiplied by the respective fleet composition percentages
for each of the vehicle types (as determined by the ANPR survey). The fleet compositions are
specific to the simulated time period (AM, IP, PM, NI and EV). The fleet percentages shown in
Table 6.9 only differ slightly from those displayed in Figure 6.12 (b) due to the redefinition of a
number of smaller Rigid HGV to a Class IV LCV (described in Chapter 6.2.6.1), the fact that the
HGV type has been split into two categories (Rigid and Articulated) and because the scheduled
bus fleet has been removed from the fleet composition, as their entry into the model is not
defined by the input flow matrices and they are coded separately as Public Transport Lines (see
Chapter 6.3.6).
Table 6.9: Fleet Composition for AIMSUN Input Flows by Model Time Period
Vehicle Type Fleet Compositions for AIMSUN Input Flow Calculations (%)AM IP PM EV NI
Car 71.1 70.8 80.3 79.6 47.6
Taxi 4.0 7.4 6.1 13.5 41.8
HGV Rigid 2.0 4.0 1.0 0.2 0.7
LCV 22.3 16.6 12.2 5.8 9.5
Tractor Trailer 0.3 0.8 0.2 0.2 0.0
Bus 0.3 0.4 0.3 0.7 0.4
Therefore, for each half-hour in the two-hour simulation period, the input flows of Cars, Taxi,
LCV, Rigid HGV, Articulated HGV and unscheduled buses are defined by the total flow recorded
by ATC and the fleet percentage defined by the A660 ANPR survey. Both the input flows and
fleet composition are calculated to be specific to each of the five model time periods. The arrival
of vehicles into the AIMSUN network can be modelled by a number of distribution functions,
which determine the interval between the entries of consecutive vehicles. The input flow
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options available in AIMSUN are ‘exponential’, ‘uniform’, ‘normal’, ‘constant’ and ‘ASAP’. The
exponential distribution was found by the previous Headingley study (Tate, 2011) to best
represent the real-world entry of vehicles into the network, so was retained for the new model.
Whilst the fleet compositions in Table 6.9 reflect the real-world Headingley fleet on the A660, it
should be noted that the traffic on the A660 may not reflect the distribution of vehicle types on
other roads within the network. For example, as the A660 is a main arterial corridor into and
out of Leeds, it could reasonably be hypothesised that the percentage of HGV vehicles travelling
on the A660 is likely to be greater than for smaller roads in the network. Further ANPR survey
work within the network would improve confidence in the assigned fleet distributions.
Traffic Signals
The network contains six traffic signal controlled junctions, which have been coded to accurately
reflect the on-street situation at each time period. These are listed in Table 6.10 along with
pedestrian crossings in the network. The four A660 junctions were modelled using the
Headingley beta simulation (Tate, 2011) coding. The stages, green times and intergreen times
have been ratified by direct field observation. The Cardigan Road traffic signal timings have been
modelled according to controller specifications supplied by the LCC Urban Traffic Management
and Control department. These junctions were also checked by direct observation. There are
twelve pedestrian crossings within the network area. Detailed information could not be found
regarding the frequency of use and timing duration of these crossings, so these have been
estimated from limited field observations at each location. A more rigorous survey would
improve the quality of this element of the AIMSUN simulation.
Table 6.10: Traffic Signal Controlled Junctions and Pedestrian Crossings
Pedestrian Crossings Signal Controlled Junctions
Victoria Road (before junction with A660) A660 Woodhouse Lane / Woodhouse
Street / Hyde Park Road / A660
Headingley LaneVictoria Road (west of Ash Grove)
A660 Headingley Lane (south of North Hill Road) A660 Otley Road / North Lane /
Wood LaneA660 Otley Road (south of St Michael’s Road)
A660 Otley Road (Arndale Centre) A660 Otley Road / St Anne’s Road /
Shaw LaneB1657 North Lane
B6157 Kirkstall Lane (south of Cardigan Road junction)
A660 Otley Road / Thornbury Avenue
Cardigan Road (Spring Road junction)
Grove Lane (west of Grove Road Junction)
B6157 Kirkstall Lane / Cardigan Road
A660 Otley Road (north of Weetwood Lane junction)
A660 Otley Road (south of Church Wood Avenue junction) Cardigan Road / St Michael’s Lane
A660 Otley Road (south of Kepstorn Road junction)
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Public Transport Lines
There are a total of 53 bus stops in the modelled area. The bus stop locations and type (whether
a bus bay, where the bus pulls off the road, or a normal stop where the bus stops on the road)
have been modelled from the geo-referenced aerial photography (Millin-Chalabi et al., 2011)
and Google Maps (www.google.co.uk/maps) using the AIMSUN ‘Public Transport Lines’ tool.
From timetable and routing information available at Metro (Metro, 2014) and via their real-time
bus information tool (Metro, 2015) the bus services in Table 6.11 were identified as the regular
services passing through the Headingley network (Figure 6.16). The simulation has been
developed to include the university term time bus services operated by Yorkshire Tiger.
Table 6.11: Headingley Bus Routes and Service Operators
Service Between Operator
1 Holt Park – Beeston First Leeds
6 Holt Park – Leeds First Leeds
19/19A Tinshill & Ireland Wood - Garforth First Leeds
28 Adel – Clarence Dock First Leeds
38 Gledhow – White Rose Centre First Leeds
56 Moor Grange - Whinmoor First Leeds
91 Halton Moor - Pudsey First Leeds
92 Opal Halls – Headingley Campus Yorkshire Tiger *term times only
93 Clarence Dock – Headingley Campus Yorkshire Tiger *term times only
97 Guiseley - Leeds First Leeds
X84 Skipton – Leeds First Leeds
Figure 6.16: Headingley Bus Network Map (First, 2015)
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The bus services were modelled using the AIMSUN ‘Public Transport Line’ tool, with fixed
departure times corresponding to the timetables as of the 22nd September 2014. A possible
deviation of up to 1 minute around the departure times was incorporated in the model to reflect
the real-world variation, however, there has been no direct study of the timeliness of the
Headingley bus service. Dwell times at each bus stop on the A660 were informed by a study
conducted for the New Generation Transport proposal in Leeds, which conducted research into
dwell times as part of the project appraisal process (S.D.G., 2014b).
The bus vehicle types for the scheduled bus fleet, shown in Table 6.8, comprised articulated
buses, double-deck buses and single-deck buses. By cross-referencing the recorded bus number
plates from the ANPR survey with the Sheffield Omnibus Enthusiast Society (SOES) fleet list
(SOES, 2015) and the scheduled bus timetable for the A660 services, it was possible to determine
the number of scheduled buses and the type of bus, used at each time period on the A660, and
field observation identified which bus type is used for which service. The correct bus type was
then coded for each service in the correct proportion at each time period.
The reserved bus and taxi lanes on the A660 were included in the AIMSUN Headingley
simulation. The first runs southbound from the Otley Road (A660) input section to the Junction
of the A660 Otley Road with St Anne’s Road and Shaw Lane. The second runs northbound from
the Woodhouse Lane (A660) input section to the junction of A660 Woodhouse Lane /
Woodhouse Street / Hyde Park Road / A660 Headingley Lane.
Modelled Time Periods
Five versions of the model were separately calibrated and validated to represent the typical
traffic conditions in the network for the following time periods:
 AM Peak Period: 07:00 to 09:30
 Inter-Peak Period: 12:30 to 15:00
 PM Peak Period: 15:30 to 18:00
 Evening Period: 19:30 to 22:00
 Night Period: 00:30 to 03:00
The initial half hour for each period acted solely as a ‘warm-up’ for the simulation. Network
vehicle data were collected only during last two hours of each simulation period. The warm-up
period was included in the model to ensure that at the start of the data collection period there
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were a typical number of vehicles already in the simulation and therefore a representative level
of congestion within the network.
The modelled year was 2015 as the ANPR vehicle fleet data described in Chapter 6.3 was
collected on the 9th of February 2015 and the traffic signal timings are correct for 2015.
However, given the nature of the modelling and the amount of data required, it was not feasible
to garner the requisite input data purely from 2015. The bus routes and timetables coded into
AIMSUN (Chapter 6.3.6) were released on the 22nd of September 2014, the input flows were
recorded between March 2006 and July 2014 and the speed limit on Cardigan Road reflects the
30 mph value at which it was set before its change to 20 mph in 2013.
Model Calibration
Before calibration, during the development stage of the modelling process, the simulation was
verified to ensure that it operated as expected. The AIMSUN ‘Check and Fix Network’ tool was
used to identify any errors within the model coding. The animation facility in AIMSUN which
runs a 2D representation of vehicle movement within the network as the simulation runs ,
highlighted any unexpected bottlenecks within the model. All network description errors were
corrected during development.
In order to ascertain that the Headingley network AIMSUN simulations, for each of the five test
periods, adequately model driver behaviour and network activity in the real-world, the
adjustable model parameters must initially be calibrated to achieve outputs which are
sufficiently representative of observed real-world data.
Dowling et al. (2004) suggest that one of the major challenges of the traffic micro-simulation
process is optimising and adjusting the numerous parameters contained within the traffic
simulation models. Several studies have documented that the default parameters used in
AIMSUN fail to produce simulations with characteristics that represent observed real-world
behaviours (Swidan, 2011; Tate, 2011; Anya et al., 2014; Madi, 2016) and require adjustment.
The Headingley beta model (Tate, 2011), calibrated for the Headingley network, made a number
of alterations to the default parameters that affect vehicle behaviour within the model , such as
amending the look-ahead distances which control lane changing movement, increasing the
minimum distance between stopped vehicles and increasing the potential give way times at
junctions. These adjustments were made to better represent the specific behaviour of vehicles
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in the Headingley network. The Headingley beta model amendments to vehicle, local and global
parameters were also adopted in the new Headingley AIMSUN model for this study.
Research by Anya et al. (2014) identified the importance of adjusting parameters in AIMSUN to
calibrate the simulated vehicle speed trajectories (and therefore engine power output
estimates) with real-world vehicle behaviour, highlighting the AIMSUN vehicle type attribute
parameters ‘Maximum desired speed’, ‘Maximum desired acceleration’ and ‘Normal
deceleration’. These parameters influence the Gipps car following model (Gipps, 1981) which
controls the acceleration and deceleration of vehicles in the simulation. The study by Anya et
al. demonstrated that adjusting the vehicle type attributes, replacing the default values with
values calculated from PEMS recorded field data (from within the study area), generated
simulated speed profiles more representative of the real-world vehicle behaviour in the test
network than are produced when using the AIMSUN default values.
Therefore, to better represent real-world vehicle movement in the Headingley network, the
PEMS data set from Chapter 3 was used to generate vehicle type attribute parameter estimates
for cars and taxis. The rate of change of velocity (i.e. acceleration and deceleration) value for
each second of PEMS data, were calculated for each recorded Headingley test lap, enabling
assessment of the ‘Maximum acceleration’, ‘Normal deceleration’ and ‘Maximum deceleration’.
Separate parameter estimates were calculated for each time period (i.e. AM, IP, PM, and EV) in
order to incorporate the impact that varying levels of congestion may have on vehicle behaviour.
The PEMS lap data were grouped by the time period in which the test lap was recorded and each
time period group was then processed separately. The vehicle type attributes for each time
period were calculated as follows: ‘Maximum acceleration’ was calculated as the 97.5th
percentile acceleration value from the PEMS data (to exclude outliers), ‘Normal deceleration’
was calculated as the mean deceleration value and ‘Max deceleration’ was calculated as the
maximum deceleration value. The distribution of each of the parameter values was evaluated
by comparing the parameter values generated for each individual test lap. The same three
parameters were also calculated for the LCV vehicle category from PEMS data recorded through
Headingley as part of a previous study (Wyatt et al., 2013). The LCV data set however only
contained three test runs on the A660 so it was not possible to calculate bespoke values for each
time period. As there were no second-by-second trajectory data available for Buses or HGVs in
the Headingley network, estimates of the real-world acceleration and deceleration rates were
taken from a New Generation Transport appraisal for a trolley bus scheme on the A660 which
quotes typical public transport vehicle peak acceleration at 1.1 m/s2 and deceleration at 0.9 m/s2
(S.D.G., 2014b). The ‘Maximum acceleration’, ‘Normal deceleration’ and ‘Maximum
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deceleration’ for each vehicle type and time period, where applicable, are set out below in
Tables 6.12, 6.13, 6.14 respectively. The collection of further PEMS data in the network and
sensitivity testing to establish a best practice methodology for generating vehicle type attribute
parameters would greatly strengthen the AIMSUN modelling process and will be a significant
area for future work.
Table 6.12: Maximum Acceleration Rates for Each Vehicle Type in the Headingley AIMSUN Network
Vehicle Type
Maximum Acceleration Rates (m/s2)
Mean StandardDeviation Minimum Maximum
Car / Taxi - AM 1.63 0.10 1.51 1.88
Car / Taxi - IP 1.69 0.10 1.54 1.85
Car / Taxi - PM 1.53 0.10 1.27 1.62
Car - EV 1.72 0.15 1.54 1.99
Car - NI *No PEMS data so set to the same values as Car - EV
LCV – ALL 1.45 0.05 1.4 1.5
HGV, BUS – ALL 1.10 0.25 0.7 1.3
Table 6.13: Normal Deceleration Rates for Each Vehicle Type in the Headingley AIMSUN Network
Vehicle Type
Normal Deceleration Rates (m/s2)
Mean StandardDeviation Minimum Maximum
Car / Taxi - AM 0.49 0.05 0.41 0.58
Car / Taxi - IP 0.51 0.07 0.42 0.63
Car / Taxi - PM 0.45 0.04 0.39 0.53
Car - EV 0.56 0.03 0.51 0.61
Car - NI *No PEMS data so set to the same values as Car - EV
LCV – ALL 0.42 0.05 0.37 0.45
HGV, BUS – ALL 0.90 0.05 0.80 1.00
Table 6.14: Maximum Deceleration Rates for Each Vehicle Type in the Headingley AIMSUN Network
Vehicle Type
Maximum Deceleration Rates (m/s2)
Mean StandardDeviation Minimum Maximum
Car / Taxi - AM 2.66 0.46 2.23 4.17
Car / Taxi - IP 2.97 0.49 2.17 3.93
Car / Taxi - PM 2.44 0.22 2.20 2.83
Car - EV 2.43 0.05 2.36 2.50
Car - NI *No PEMS data so set to the same values as Car - EV
LCV – ALL 2.38 0.08 2.29 2.44
HGV, BUS – ALL *No data so set to the same as AM-car
As the model was developed using input traffic flows, the movement of vehicles within the
network is controlled by defining the turning proportion at each junction. The turning
proportions define the percentage of the traffic flow on a particular road section assigned to
each potential exit from that section. Separate turning proportions values can be defined for
each vehicle type. Like the input flows, the turning proportions for all junctions in the network
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are defined in the 30 minute ‘traffic states’, allowing the turning proportions to be re-calibrated
at half hourly intervals to ensure that traffic flows are directed around the network in the correct
proportions.
Initial set-up of the model utilised the turning proportions described in the Headingley beta
model (Tate, 2011), however, because the new Headingley AIMSUN model was extended and
the input flows were updated, considerable recalibration of the junction turning percentages
was required. The Headingley beta model was also only calibrated for one AM peak and inter-
peak hour. Therefore, for the IP, EV and NI simulations, the junction turning percentages had to
be derived (where possible) from the MCC turning data at the locations shown in Figure 6.15.
Where no real-world data existed, the percentages from AM peak were input as a starting point
for the calibration and then adjusted until an acceptable level of calibration was achieved.
The calibration process adopted for the new Headingley AIMSUN simulation was similar to that
used in the development of the beta model, however, significantly more calibration points were
added. In-line with ‘best practice’ (Dowling et al., 2004) calibration was conducted using the
comparison of real-world observed and model simulated flows as the ‘measure of performance’.
A total of 26 virtual detectors are included within the Headingley network AIMSUN model
(Figure 6.17) at sites where real-world traffic count data were available (Figure 6.15). The
detectors are located at points independent of the input flows, with 10 placed at exits of the
model and 8 at points within the Headingley network which record bi-directional flows (16
detectors in total). These detectors record the simulated vehicle per hour flow (over the road
section on which they are located) every 30 simulation minutes, as well as the average vehicles
per hour flow over the two-hour simulation period. The simulated model flows were compared
to the real-world flows (defined by the traffic count data) at each of the 26 detector sites using
the GEH statistic (Dowling et al., 2004; DfT, 2014). The GEH statistic is a goodness of fit test used
to compare two sets of traffic data. The GEH statistic formula is:
Equation 6.1:
Where is the hourly ‘modelled’ traffic flow and is the ‘observed’ real-world count.
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Figure 6.17: Detector Locations in the Headingley AIMSUN Network
The DfT Transport Analysis Guidelines (TAG) set out the criteria for link flow validation (DfT,
2014) as given in Table 6.15.
Table 6.15: Link Flow Validation Criteria and Acceptability Guidelines (DfT, 2014)
Description of Criteria AcceptabilityGuidelines
Individual flows within 100 veh/h counts for flows less than 700 veh/h
>85% of
cases
Individual flows within 15% of counts for flows from 700 to 2700 veh/h
Individual flows within 400 veh/h of counts for flows more than 2700 veh/h
Individual flows with a GEH statistic < 5
The initial calibration phase of model development was considered complete when all 26
individual flows in the simulation had a GEH < 3 for each of the 30 minute traffic states and for
the overall two-hour simulation, and the flow count criteria were met in 100% of cases.
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Model Validation
To determine whether the model is an accurate representation of the observed network and to
account for stochastic variability in the micro-simulation process 10 simulations (called
replications in AIMSUN) of the model were run for each time period (AM, IP, PM, EV and NI),
each with a unique ‘random seed‘ ensuring different vehicle entry times and paths for each
simulation. The simulated vehicle flows for each replication were validated according to the
criteria in Table 6.15. All simulations were validated over all time periods and were completed
with no more than 1 in 26 of the individual flows having a GEH statistic greater than 5.
In order to conform to the WebTag guidelines for model validation (DfT, 2014) analysis should
be conducted to assess the difference between simulated and real-world journey time through
the network. However at the time of validation, routinely collected journey time data were not
available for the network, so the validation was performed using only modelled and observed
traffic flows. A limited comparison of simulated and real-world journey times was made
(Chapter 6.5.1) as part of a new coupled model calibration / validation methodology developed
in this research, which along with an analysis of journey time and emission also includes a novel
method for assessing simulated vehicle engine power output against real-world values. An
important element of future work with the simulation will be to improve the robustness of the
AIMSUN model validation by performing a more rigorous analysis of journey time.
6.4 PHEM EMISSION ESTIMATES FROM SIMULATED VEHICLES
As described in Chapter 6.1, in order to produce vehicle emission estimates from PHEM an .ADV
job file must be prepared that incorporates three primary input files which are the .FZP drive
cycle file, the .FLT fleet data file and the route section .STR files. These are described in Chapter
6.4.1, 6.4.2 and 6.4.3 respectively.
Simulated Drive Cycles (.FZP)
The drive cycle data for PHEM were supplied from each of the 10 validated AIMSUN simulations
in each time period, which provide second-by-second vehicle activity for each vehicle in the
simulated network over the 2 hour simulation periods. As described earlier in the chapter, whilst
the AIMSUN network model simulation is in operation, an API records, for each vehicle in the
network, the individual vehicle ID, road section / junction number, PHEM vehicle type ID (Table
6.8), vehicle speed, position and road grade, at every 0.5 second simulation step. The open
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source software ‘R’ (R-CoreTeam, 2014) is then used to process the AIMSUN output data into a
1 Hz drive cycle .FZP file format for use in PHEM.
Fleet Data File (.FLT)
As discussed in Chapter 4.6.4.2, the .FLT file describes percentage of each vehicle type that is in
each specific category defined by fuel type, Euro emission standard, and (where applicable)
vehicle weight. Table 6.16 and Table 6.17 show the Car (PHEM vehicle type 100) and Taxi (PHEM
vehicle type 101) fleet compositions by fuel type and Euro emission standard for each time
period. The fleet compositions were calculated from analysis of the ANPR data described in
Chapter 6.2. For each time period, the fleet compositions for each vehicle type have to be
described in the .FLT file. The composition of the other vehicle types is available in Appendix 2.
Table 6.16: Car Fleet Composition by Fuel Type and Euro Emission Standard
Vehicle Type 100 Fuel EuroStandard
AM
FLEET
IP
FLEET
PM
FLEET
EV
FLEET
NI
FLEET
Car
Diesel
E0 0% 0% 0% 0% 0%
E1 0.04% 0.12% 0.05% 0.18% 0%
E2 0.34% 0.49% 0.27% 0.37% 0%
E3 4.44% 5.39% 4.36% 5.50% 5.34%
E4 13.41% 13.04% 14.11% 12.10% 12.98%
E5 21.28% 22.41% 20.52% 17.69% 21.37%
E6 1.73% 2.02% 1.67% 0.55% 0.76%
Petrol
E0 0.13% 0.06% 0.22% 0.09% 0.76%
E1 0.25% 0.12% 0.11% 0% 0%
E2 2.24% 3.31% 2.85% 4.22% 6.11%
E3 13.20% 14.39% 14.97% 17.42% 25.19%
E4 22.55% 21.07% 22.46% 24.93% 18.32%
E5 19.29% 16.53% 17.50% 16.22% 9.16%
E6 1.10% 1.04% 0.92% 0.73% 0%
SUM 100.00% 100.00% 100.00% 100.00% 100.00%
Table 6.17: Taxi Fleet Composition by Fuel Type and Euro Emission Standard
Vehicle Type 101 Fuel EuroStandard
AM
FLEET
IP
FLEET
PM
FLEET
EV
FLEET
NI
FLEET
Taxi
Diesel
E0 0% 0% 0% 0% 0%
E1 0% 0% 0% 0% 0%
E2 0% 0% 0% 0% 0%
E3 2.99% 2.34% 2.14% 4.86% 2.61%
E4 37.31% 49.71% 47.14% 51.35% 51.30%
E5 43.28% 38.01% 37.86% 29.19% 39.13%
E6 0% 0% 0% 0% 0%
Petrol
E0 0% 0% 0% 0% 0%
E1 0% 0% 0% 0% 0%
E2 0% 0% 0% 0% 0%
E3 0.75% 0% 2.14% 2.16% 0%
E4 6.72% 5.26% 9.29% 8.65% 6.09%
E5 8.96% 4.68% 1.43% 3.78% 0.87%
E6 0% 0% 0% 0% 0%
SUM 100.00% 100.00% 100.00% 100.00% 100.00%
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Network Section Files (.STR)
These files describe each section and junction with an identification number which corresponds
to the Section ID in the .FZP files. The .STR files enable calculation of total emission on each
separate road section and junction. A total of 519 .STR files were created for the coupled traffic
micro-simulation and instantaneous emission model, for each junction and road section in the
Headingley simulation.
Calibrating Vehicle (.VEH) Files
As discussed in the introduction to this chapter, the default .VEH files in PHEM were amended
to better represent the average vehicle in each specific vehicle type category. The data in Table
6.18 were calculated from the ANPR derived metadata from CarwebUK’s vehicle database. The
data tables for the other vehicle types are presented in Appendix 2.
Table 6.18: Average Vehicle Specification for Headingley
Vehicle Type Fuel EuroStandard
Vehicles
in 24 hr
ANPR
Survey
Rated
Engine
Power (kW)
Maximum
Power at
RPM
Mass in
Service
(kg)
Loading
(kg)
Car
Diesel
E0 2 55 4010 1260 50
E1 10 60 4010 1300 50
E2 38 73 4161 1525 50
E3 554 85 4037 1495 50
E4 1545 98 3949 1539 50
E5 2328 105 3949 1565 50
E6 178 128 3844 1615 50
Petrol
E0 19 60 5400 1180 50
E1 15 66 5723 1200 50
E2 332 69 5603 1154 50
E3 1689 72 5686 1234 50
E4 2425 76 5752 1198 50
E5 1919 78 5654 1201 50
E6 110 113 5296 1303 50
Taxi
Diesel
E0 0 55 4010 1260 50
E1 0 60 4010 1300 50
E2 0 73 4010 1350 50
E3 39 88 3874 1627 50
E4 746 86 3926 1498 50
E5 539 85 4093 1476 50
E6 0 101 4014 1525 50
Petrol
E0 0 60 5400 1180 50
E1 0 66 5723 1200 50
E2 0 68 5723 1230 50
E3 22 99 6000 1435 50
E4 91 96 5904 1390 50
E5 70 91 5347 1449 50
E6 0 84 5247 1200 50
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Generation of PHEM Emission Estimates from AIMSUN Simulation Data
The emission estimates from the Headingley network AIMSUN-PHEM coupled model were
generated by the PHEM emission model using the PHEM ADVANCE mode editor tool. The PHEM
ADVANCE tool creates one job file for each AIMSUN replication, integrating the simulated
vehicle activity data generated by the AIMSUN Headingley network for an individual replication
(.FZP file), with data describing the AIMSUN Headingley network simulated road links and
junctions (.STR files) and the Headingley network vehicle fleet composition for the designated
time period (.FLT file).
A .FZP file contains the second-by-second drive cycle data for every simulated vehicle through
the AIMSUN Headingley network during a replication. Each of these simulated vehicles (and
respective activity data) is labelled with a PHEM vehicle type ID that corresponds to the vehicle
type. The vehicle types and corresponding PHEM vehicle type IDs are shown in Table 6.8. Whilst
the modelled fleet composition, by vehicle type, is determined in AIMSUN through the input
flow traffic states (see Chapter 6.3.4), further classification of the fleet into vehicle type sub-
categories is controlled by the .FLT file in PHEM. The drive cycle data for each simulated vehicle
have a vehicle type ID which acts as a reference to the correct vehicle category in the .FLT file.
The .FLT file distributes all simulated vehicles to sub-categories of their respective vehicle types
(classified by fuel type, Euro standard, and weight). For any individual simulated vehicle, the
sub-category assigned by PHEM is random, however, the final fleet composition in the PHEM
output file must match the fleet composition described in the .FLT file.
The PHEM model data for each individual vehicle sub-category are organised in PHEM by a .GEN
file that determines the input files used in the emission calculation, including the relevant engine
map (.MEP and .MAP) and vehicle specifications (.VEH). For this study, the .VEH files contain the
Headingley network average vehicle parameters.
The PHEM simulation of each AIMSUN replication generates three types of output file: a .mod
file for each vehicle type, which gives the second-by-second emission estimates for each vehicle
in g/h for FC, NOx, CO, HC, PM, and NO; a .vehicle.sum file which presents the aggregate total
emission estimate for each simulated vehicle in (g/h), along with time in the simulation (s),
distance travelled (km) and average speed (km/h), and .segment.sum files which present g/km
FC and pollutant emissions, for each road section in the network, along with the number of
vehicles passing through the section, the total distance covered in the section (km) and the total
time spent by vehicles on the section (hours).
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6.5 COUPLED TRAFFIC MICRO-SIMULATION AND INSTANTANEOUS
EMISSION MODEL RESULTS
For each of the 2 hour time periods (AM, PM, IP, EV and NI) the simulated drive cycle data from
the 10 validated AIMSUN replications were simulated by PHEM to generate second-by-second
emission estimates for each simulated vehicle. The coupled AIMSUN-PHEM model produced
emission estimates for 377,062 simulated vehicles over the 50 simulation runs, generating a
total of 33,111 hours of vehicle emission data, whilst travelling a total of 690,420 km.
The nature of the PHEM output enables these emission data to be analysed at a variety of scales;
ranging from analysis of one individually selected vehicle trip to the calculation of the entire
aggregate fleet emission. As each second of data is also labelled with details of the specific
vehicle related to the emission, and its location within the network, the emission contributions
from each vehicle type and Euro standard can be evaluated, along with emission analysis of
specific road links.
Comparison of Simulated Model Journeys to Real-World Data
Although a robust validation of journey times within the model was not possible due to a lack of
journey time data for the network, a comparison of the simulated car and taxi journey times
with the PEMS real-world data, analysed in Chapter 3, was conducted. The PEMS data from the
1.5 km ‘northbound’ and ‘southbound’ A660 sections (see Figure 3.30) described in the analysis
of the diurnal variation in CO2 emission in Chapter 3.5 were compared to the AIMSUN-PHEM
generated data for each car and taxi completing the simulated northbound and southbound
sections. The instrumented vehicle completed these sections 15 times in the AM peak period,
14 times in the Inter-Peak period, 11 times in the PM peak period and 6 times in the EV period.
There were no test runs during the NI time period. The links in the AIMSUN simulation which
make up the northbound and southbound sections were identified and the drive cycle data for
all simulated cars and taxis completing the 1.5 km sections were extracted. In order to assess
the accuracy of the simulated drive cycle CO2 emission estimates from PHEM, the northbound
and southbound simulated car and taxi drive cycles (including the link road grades from the
AIMSUN model) were processed in PHEM using the .FLT and .VEH files set up to represent the
instrumented Euro 4 vehicle in Chapter 4.6.4.4. By means of the simulated car / taxi drive cycles ,
CO2 emission estimates were generated, which could then be evaluated against the real-world
PEMS measured CO2 emissions from the instrumented vehicle in Chapter 3.
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Figure 6.18 plots three different estimates of the Euro 4 test vehicle gCO2/km emission rate over
the AM model southbound section against the time taken to complete the journey. The red
points indicate the 15 PEMS gCO2/km values recorded between 07:00 and 09:30 on the
southbound section in the Headingley network (Chapter 3.5). The green points describe the 15
PHEMG (PHEM with LiDAR-GIS road grade) estimates of the gCO2/km emission from the recorded
PEMS vehicle speed data (Chapter 5.7.1). The blue points present the gCO2/km emission
generated from the AIMSUN-PHEM AM model simulated drive cycles from cars and taxis
completing the southbound section. From the 10 replications of the AM model, 4,722 cars and
taxis completed the southbound section and the API extracted drive cycles from these vehicles
were then processed in PHEM using the Euro 4 vehicle specifications developed in Chapter 4.6.
Figure 6.18: Southbound AM: PEMS, PHEMG and AIMSUN-PHEM Model CO2 Emission Factors
Although ideally, the AIMSUN-PHEM simulated vehicle data should generate the same emission
factors as the PEMS real-world recorded emission values, it is, in fact, more important to assess
the ability of the AIMSUN-PHEM model output to reproduce the PHEMG emission values,
because the PHEMG emission estimates were made from the PEMS on-road GPS tracking data.
The closer the AIMSUN-PHEM CO2 emission estimates are to the PHEMG values, the more likely
it is the AIMSUN simulated second-by-second drive cycle data are a good approximation of the
PEMS recorded real-world second-by-second vehicle speed data.
The simulated southbound journey times generated by the AIMSUN AM model cover the entire
observed range of PEMS recorded journey times, which indicates that the model captures the
range of real-world congestion for this section of the network. The average journey time from
the 15 PEMS recorded runs was 378 s, with a range from 218 s to 702 s. The average journey
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time of the 4,722 simulated journeys is slightly faster than the real-world average at 333 s and
has a slightly greater range from 149 s to 728 s. A further data set from Trafficmaster
(www.teletrac.co.uk) was made available by LCC with average times to complete set road links
on the A660 for the AM and PM peak traffic. Analysis of this data set of approximately 1,500
observations suggests an average AM journey time on the southbound section of 303 s.
In order to meet the DfT’s WebTag journey time validation criterion, journey times across
greater than 85% of routes must have modelled journey times within 15% of surveyed times, or
within ±1 minute if ±15% of the journey time is less than one minute (DfT, 2014). As journey
time data were only available for the described northbound and southbound routes, a robust
analysis cannot be conducted, however, taking the Trafficmaster average journey time of 303 s
as the surveyed time, the model average of 333 s is within the one minute limit and 54.6% of
the 4,722 simulated journeys were within ±1 minute of the surveyed average. The PEMS
measured average of 378 s is greater than the one minute validation criterion, which perhaps
indicates that the PEMS sample size is too small to treat the average journey time as a reliable
surveyed travel time.
In order to assess the accuracy of the AIMSUN-PHEM model CO2 emission per km estimates at
each journey time, lines of best fit were calculated through the journey time and emission plots
from the AIMSUN-PHEM model, the PHEMG and PEMS measured emission estimates. The
average difference between these lines of best fit was then calculated between the range of
PEMS observed journey times. The average difference (in the range 149 s to 728 s) between the
AIMSUN-PHEM model CO2 emission estimate and PEMS measured CO2 emission was found to
be -4.9% and the average difference between the AIMSUN-PHEM model and the PHEMG CO2
estimates, -1.2%. This suggests that the AIMSUN simulated vehicle trajectory data produce
emission estimates from PHEM which are on average within 1.2% of the PHEM estimates made
with the actual GPS tracking data, which indicates that the AIMSUN model is well calibrated for
the southbound section in the AM model.
Figure 6.19 presents the PEMS, PHEMG and AIMSUN-PHEM AM model CO2 emission estimates
by journey time to complete the northbound section. The 10 AM model replications generated
3,582 simulated car and taxi drive cycles over the northbound section. The simulated
northbound journey times (133 to 540 s) do not completely cover the range of PEMS measured
journey times with the instrumented vehicle (171 s to 680 s), with a couple of the PEMS journeys
considerably longer than the simulated times. The Trafficmaster data average journey time of
272 s is, however, closer to the simulated average of 244 s than to the PEMS observed average
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journey time of 374 s. It is possible that the congestion during the PEMS testing week on the
northbound section was greater than the average network congestion at this time of day. The
simulated average journey time is within the one minute DfT validation criterion and 62.5% of
the 3,582 simulated journeys were within ±1 minute of the surveyed average.
Evaluating the accuracy of the AM model northbound CO2 emission estimates over the range
171 s to 680 s, the AIMSUN-PHEM model CO2 emission estimate line of best fit is 9.0% lower
than the PEMS measured CO2 emission but the difference between the AIMSUN-PHEM model
and the PHEMG CO2 estimates is calculated at an average of -0.2%. This again suggests that a
simulated journey from the AM model generates a similar rate of CO2 emission in PHEM as a
PEMS recorded vehicle speed profile of the same journey time.
Figure 6.19: Northbound AM: PEMS, PHEMG and AIMSUN-PHEM Model CO2 Emission Factors
The same analysis was conducted for the IP period, however, no Trafficmaster data were
available for this time period. Figure 6.20 and Figure 6.21 plot the PEMS, PHEMG and AIMSUN-
PHEM IP model CO2 emission estimates by journey time on the southbound and northbound
sections respectively. When compared to Figure 6.18 and Figure 6.19, it is clear that the IP
simulation was relatively uncongested with a much shorter average journey times than during
the AM peak. The PEMS measured average journey time on the southbound section is 268 s
with a range from 194 s to 381 s, which, when compared to the AIMSUN simulated average
journey time of 191 s (range 126 s to 319 s), indicates that the simulation in AIMSUN may be
underestimating the average journey time. The average PEMS measured journey time on the
northbound section of 327 s is similarly considerably longer than the simulated journey time
average of 193 s. This is possibly the result of the inability of the Headingley AIMSUN simulation
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to account for factors such as interaction with pedestrians and cyclists or may be related to
increased use of pedestrian crossings on the route, for which there were no detailed survey
data. The test routes used in this analysis pass through the centre of Headingley which is busy
with pedestrians during the day. The route also has two large bus bays outside a large shopping
centre and with the bus service at peak frequency during the IP hours, it is conceivable that
there is some interaction between the bus bays and the traffic network which is not accounted
for in the simulation. Further data are required to assess whether the PEMS journey times
provide a fair reflection of the normal journey times and the AIMSUN model may require some
improvement to better reflect the network conditions in the IP period.
Figure 6.20: Southbound IP: PEMS, PHEMG and AIMSUN-PHEM Model CO2 Emission Factors
Figure 6.21: Northbound IP: PEMS, PHEMG and AIMSUN-PHEM Model CO2 Emission Factors
100
200
300
400
500
600
700
800
100 200 300 400 500 600 700 800 900
CO
2
Em
is
si
on
(g
/k
m
)
Southbound IP Journey Time (s)
PHEM GENERATED
CO2 EMISSION
FROM SIMULATED
SECTIONS (g/km)
[n=2032]
PHEM GENERATED
CO2 EMISSION
FROM PEMS
TRACKING DATA
(g/km) [n=14]
PEMS MEASURED
CO2 EMISSION
(g/km) [n=14]
100
200
300
400
500
600
700
800
100 200 300 400 500 600 700 800 900
CO
2
Em
is
si
on
(g
/k
m
)
Northbound IP Journey Time (s)
PHEM GENERATED
CO2 EMISSION
FROM SIMULATED
SECTIONS (g/km)
[n=2288]
PHEM GENERATED
CO2 EMISSION
FROM PEMS
TRACKING DATA
(g/km) [n=14]
PEMS MEASURED
CO2 EMISSION
(g/km) [n=14]
193
The difference between the line of best fit for AIMSUN-PHEM IP model CO2 emission rate and
the PHEMG CO2 estimates for the southbound section over the range 194 s to 381 s was -6.7%
and on the northbound section over the range 208 s to 438 s was -3.5%. Despite potential issues
with the average journey time in the IP AIMSUN model, the simulated second-by-second vehicle
data still provide good CO2 emission estimates from PHEM for like-for-like journey times.
The average journey time for the 3,571 simulated PM peak southbound journeys was 352 s,
which is greater than both the PEMS average journey time of 302 s and the Trafficmaster
average journey time of 288 s. In contrast to the IP simulation, the PM peak southbound journey
times indicate that the simulation models a greater degree of congestion than found in reality.
At 64 s, the difference in the average simulated journey time and the surveyed time is only
slightly greater than would be acceptable for DfT WebTag validation. It is possible that small
adjustments in AIMSUN could be made to reduce the southbound journey time. The
northbound section experiences frequent traffic jams in the PM peak, as cars head from the city
centre to the outer suburbs. As a result, vehicles which exit the southbound section to small
side roads on the right-hand side often experience delays in the simulation waiting for the traffic
jam to clear. As these are single lane roads, vehicles behind the turning vehicle experience a
delay. Adjustment to reduce the percentage of these type of turning movements would likely
therefore shorten the average southbound PM peak journey time.
Figure 6.22: Southbound PM: PEMS, PHEMG and AIMSUN-PHEM Model CO2 Emission Factors
Comparing the lines of best fit through the AIMSUN-PHEM PM model and the PHEMG estimates,
the CO2 emission estimate from the simulated data was on average 5.8% less than the PHEMG
estimates generated from the PEMS tracking data in the range from 215 s to 479 s.
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The PM peak has a much greater range of journey times in northbound section than other time
periods and this range appears to have been well captured by the AIMSUN-PHEM PM model.
The average simulated journey time was 540 s which is very close to the Trafficmaster average
time of 535 s. The PEMS recorded journey time average was 627 s. The AIMSUN-PHEM PM
model simulated CO2 emission estimate on the northbound section was on average 0.7% greater
than the PHEMG estimate.
Figure 6.23: Northbound PM: PEMS, PHEMG and AIMSUN-PHEM Model CO2 Emission Factors
Figure 6.24 and Figure 6.25 display the AIMSUN-PHEM EV model CO2 emission estimates by
journey time on the southbound and northbound sections respectively. A total of 6 journeys in
the instrumented vehicle were conducted in the EV period between 20:00 and 22:00 and the
PEMS measured CO2 values are presented along with the PHEMG estimates from the PEMS 1 Hz
transient vehicle data. The short journey times and a small range of PEMS and simulated values
shown in the figures highlight the free flowing conditions experienced in the evening period.
The PEMS and simulated average journey times are very similar, with the southbound average
PEMS journey time 193 s and the simulated journey time 192 s. The northbound average PEMS
recorded journey time was 199 s and the simulated journey time 193 s. 98.0% and 95.5% of the
southbound and northbound journey times were with ± 1 minute of the respective PEMS
average journey times.
Comparison of the lines of best fit in the southbound section shows the simulated data to be on
average 6.1% less than PHEMG data in the range 147 s to 239 s. The northbound section
simulated data trend line is on average 8.2% less than the PHEMG trend line in the range 153 s
to 231 s. Whilst these differences are amongst the largest calculated, with such a limited PEMS
sample of only six vehicle journeys, the line of best fit may not be truly representative of EV
100
200
300
400
500
600
700
800
100 200 300 400 500 600 700 800 900
CO
2
Em
is
si
on
(g
/k
m
)
Northbound PM Journey Time (s)
PHEM GENERATED
CO2 EMISSION
FROM SIMULATED
SECTIONS (g/km)
[n=3162]
PHEM GENERATED
CO2 EMISSION
FROM PEMS
TRACKING DATA
(g/km) [n=11]
PEMS MEASURED
CO2 EMISSION
(g/km) [n=11]
195
journey CO2 emission. A larger sample of tracking data in the EV period from which PEMS
estimates could be calculated would help to clarify the trend.
Figure 6.24: Southbound EV: PEMS, PHEMG and AIMSUN-PHEM Model CO2 Emission Factors
Figure 6.25: Northbound EV: PEMS, PHEMG and AIMSUN-PHEM Model CO2 Emission Factors
Figure 6.26 and Figure 6.27 show, respectively, the southbound and northbound gCO2/km
emission factors by journey time for the AIMSUN-PHEM NI model. Unfortunately, there are no
PEMS data available to check the accuracy of the PHEM estimates of CO2 emission from these
simulated drive cycles. The graphs indicate that between 01:00 and 02:00, there is no
congestion, both sections are completed in under 200 s a majority of the time. The fastest time
through the south section was 115 s which corresponds to an average speed of 47 km/h, which
is very close to the maximum speed limit (48 km/h).
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Figure 6.26: Southbound NI: AIMSUN-PHEM Model CO2 Emission Factors
Figure 6.27: Northbound NI: AIMSUN-PHEM Model CO2 Emission Factors
Aside from the IP period, in which the journey times are quicker than the PEMS recorded journey
times, the other simulated time periods, in general, seem to capture the correct range of journey
times and have approximately the same average. The line of best fit for the simulated CO2
emission is very close to that of the PHEMG generated emission estimates, suggesting that the
simulated second-by-second data are a close match for the real-world tracking data.
In order to check that the simulated second-by-second data are similar to the real-world data, it
is also necessary to confirm that the VSP profile of the simulated data is comparable to the VSP
profile of the PEMS recorded tracking data. Figure 4.10 in Chapter 4 plots the expected emission
of CO2 at each integer value of VSP, highlighting the near linear increase in CO2 emission with
increase in VSP. For VSP values of zero or lower the emission is a stable low idle level. Unless
the comparability of the VSP distributions is carefully examined, it is possible that the simulated
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vehicle journeys could have different power distributions to vehicles driven in the real-world but
still derive similar CO2 emission estimates. This is because the average positive VSP over the
journey could be similar. Whilst this would result in reasonable CO2 emission estimates, due to
the linear relationship between CO2 emission and power, for other pollutant species where the
relationship is not linear, differences in VSP distribution may cause large emission estimation
errors.
To assess the simulated and real-world VSP distributions of journeys of a similar duration, the
following novel methodology was developed in this research. ‘Time segments’ describing a
range of journey durations (approximately a 20 s range) were specified which included at least
three completed PEMS journeys and approximately 200 simulated journeys, over the
northbound or southbound 1.5 km road sections described in Chapter 3.5. Figure 6.28 compares
the VSP distribution of 208 simulated southbound section journeys between 237 s and 257 s in
duration, with the VSP distribution of five PEMS recorded southbound section journey times of
241 s, 247 s, 247 s, 247 s and 251 s. The simulated data are presented as boxplots of the
maximum, minimum, interquartile range (IQR) and median for the percentage of each simulated
journey in that VSP value. Over the 208 journeys, the average journey VSP distribution has
52.2% of the journey at a VSP <0, but one of the journeys had a very high percentage (59.9%) of
the journey at VSP <0 and one had a very low percentage (34.7%) at VSP <0. The coloured points
in the figure mark the actual distribution of the PEMS recorded journeys. In the example of the
241 s real-world journey, the VSP distribution had 57.9% of VSP values at VSP<0, 3.2% were in
the VSP 0-1 bin, 4.9% were in the VSP 2-3 bin, etc.
Figure 6.28: Comparison of Simulated and PEMS 1 Hz VSP Distributions: Southbound 237-257 s
The simulated distributions, in this case, look to be a good fit with the real-world data, with a
large number of the VSP bins having IQR (the middle 50% of the data) which overlap with the
real-world values.
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Figure 6.29 compares the VSP distributions of 287 simulated southbound section journeys
between 373 s and 389 s in length, with four PEMS recorded southbound journeys of 373 s, 381
s, 382 s and 389 s. The simulated VSP distributions seem to be a good match with the data again.
For the 382 s journey, the VSP 6-7 bin percentage is much greater than the IQR suggested by the
simulated data but it is within the range of simulated values.
Figure 6.29: Comparison of Simulated and PEMS 1 Hz VSP Distributions: Southbound 373-389 s
Figure 6.30 is a comparison of the VSP distributions of 344 simulated northbound journeys
between 208 and 217 s in length with three PEMS recorded journeys of 208 s, 216 s and 217 s
in length. There appears to be a slight anomaly with the VSP 1-2 bin, which has a significant
number of simulated journeys recording a large percentage of their journey VSP values in the
VSP 1-2 bin. This is not reflected the PEMS distributions. The simulation also seems to
underestimate the percentage of VSP values in VSP 6-7 and VSP 7-8 bins.
Figure 6.30: Comparison of Simulated and PEMS 1 Hz VSP Distributions: Northbound 208-217 s
Figure 6.31 compares the VSP distributions of 226 simulated northbound section journeys
between 560 s and 580 s in length, with the VSP distributions of three PEMS recorded
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northbound journeys of 564 s, 570 s and 578 s. The simulated and real-world distributions
appear a close fit with the only discrepancy being the difference between the simulated and
real-world distribution of values in the VSP <0 bin and the VSP 0-1 bin. As these bins represent
very low CO2 emission, this would likely have little impact on the emission estimate. The
comparative journey times are relatively slow through the section, representative of congestion
in the section. The anomaly perhaps suggests that in congested traffic the simulated vehicles
are likely to come to a stationary position, whereas in the real-world drivers might approach
very slowly (crawl along) rather than stopping.
Figure 6.31: Comparison of Simulated and PEMS 1 Hz VSP Distributions: Northbound 560-580 s
The analysis of simulated and PEMS distributions, for vehicles completing similar length
journeys, demonstrates that the calibrated AIMSUN simulation produces second-by-second
transient vehicle data that are representative of real-world driving. However, anomalies such
as found in Figure 6.30 indicate further calibration work may be required since differences in
the distributions may cause more significant errors for other emission species. Sensitivity testing
of the AIMSUN simulation vehicle dynamics may reveal ways to improve the match between the
VSP distributions. The novel methodology demonstrated in this section (Chapter 6.5.1), which
enables evaluation of the capability of coupled traffic simulation and emission model to produce
real-world estimates for emission and engine power output, is in the process of being written
up as a paper for peer review publication.
Network CO2 Emission
The greatest strength of this coupled micro-simulation and instantaneous emission model
methodology is the ability to generate high resolution emission estimates at a road network
scale. This section presents an analysis of the AIMSUN-PHEM model output for each of the five
simulated time periods.
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Aggregating the AIMSUN-PHEM CO2 emission estimates from all simulated vehicles in the
network for each of the simulation time periods reveals that the greatest rate of CO2 emission
is generated by the vehicle fleet during the PM peak with a total of 5,594 kgCO2 in the 2-hour
simulation period. The PM had the greatest average flow of vehicles through the network, with
5,604 vehicles per hour and the greatest average vehicle kilometres travelled in the network at
10,137 km travelled per hour. The total average CO2 emission over the other time periods was
5,021 kg, 4,328 kg, 2,425 kg and 416 kg, for AM, IP, EV and NI respectively. The average gCO2/km
values per vehicle (aggregated over all vehicles categories) in the network for the AM, IP, PM,
EV and NI periods were 265.1, 276.6, 275.9, 205.1 and 177.0 respectively; with the surprisingly
high IP emission rate the result of a greater proportion of HGV vehicles during the IP, as can be
seen in Figure 6.12b. As described in Chapter 4.6.4.4, CO2 emission is not calculated directly in
PHEM. The AIMSUN-PHEM CO2 emission estimates are derived from PHEM estimated fuel
consumption, which is converted to CO2 emission using the 2016 UK Government conversion
factors for GHG reporting for diesel and petrol (standard forecourt fuel from UK filling stations).
Under this guidance, one tonne of average biofuel blend diesel converts to 3,083 kgCO2, whilst
one tonne of average biofuel blend petrol converts to 2,929 kgCO2 (GOV.UK, 2016c).
Figure 6.32: Total CO2 Emission in Each 2-hour Time Period
The high resolution nature of the coupled AIMSUN-PHEM model allows results like those
presented above to be disaggregated into much smaller constituent elements. Figure 6.33
presents the same data, but sub-divided into the contribution from each vehicle type, revealing
petrol passenger cars as the leading source of CO2 emission for all periods except at night when
the primarily diesel taxi fleet becomes a significant fraction of the overall traffic fleet (40.5% -
Figure 6.12b).
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Figure 6.33: Total CO2 Emission in Each 2-hour Time Period by Vehicle Type
The average on-road CO2 emission factors in the simulated Headingley network from the
passenger car / taxi fleet (including both petrol and diesel vehicles) were calculated by the
AIMSUN-PHEM model as 219.6, 204.0, 234.7, 184.6 and 161.5 gCO2/km for the AM, IP, PM, EV
and NI periods respectively. The daytime simulation period CO2 emission factors are
substantially greater than the SMMT 2014 UK car fleet average rated CO2 emission, which was
calculated from registration data to be 156.6 gCO2/km (SMMT, 2015b). The simulation AM, IP,
and PM period results were also larger than the CO2 emission factors calculated by DEFRA, which
suggest an average emission for a petrol car in the UK fleet of 190.7 gCO2/km and 180.6 gCO2/km
for a diesel car (DEFRA, 2015b). Only in relatively free flowing EV and NI conditions are the
Headingley network emission factors for passenger cars lower than, or as low as, the suggested
CO2 emission factors from these two sources. However, the AIMSUN-PHEM emission factors for
passenger cars in the Headingley network are similar to an 2008 NAEI calculation for hot exhaust
emission on urban roads, which proposed emission factors of 223.9 gCO2/km for petrol cars and
215.0 gCO2/km for diesel (NAEI, 2011).
Figure 6.34 presents the CO2 g/km emission factors for passenger cars separated by fuel type
and emission standard. The ability to analyse at this sub-category level is one of the major
advantages of the coupled model methodology. The illustrated increase in CO2 emission from
Euro 2 to Euro 4 for both petrol and diesel passenger cars is perhaps counter-intuitive, as the
trend might be expected to show an improvement in efficiency and therefore in fuel
consumption and CO2 emission; the increase in emission is, however, a reflection of the increase
in average rated engine power that can be seen in Table 6.18. In contrast, the drop in Euro 5
emission may be the result of the introduction of the EU’s New Car CO2 Regulation in 2009 which
0
500
1000
1500
2000
2500
AM IP PM EV NI
Av
er
ag
e
CO
2
Em
is
si
on
(k
g)
in
ea
ch
2-
hr
Si
m
ul
at
io
n
Ti
m
e
Pe
rio
d
by
Ve
hi
cl
e
Ty
pe
(n
=1
0
Re
pl
ic
at
io
ns
)
Time Period
CAR / TAXI PETROL
CAR / TAXI DIESEL
LCV
HGV
BUS
202
forced manufacturers to reduce the CO2 emission from their vehicle fleets (EC, 2009b). The
emission factors for Euro 6 show a significant rise from Euro 5 but this is from a very limited
sample size of these new vehicles (≈300) and the average engine size of the early introduction
Euro 6 vehicle observed by the ANPR survey was considerably larger than for previous emission
standards (Table 6.18).
Figure 6.34: AIMSUN-PHEM CO2 Emission Factors for Diesel and Petrol Passenger Cars
The figures reveal a clear trend in increased average CO2 emission factor with congestion. In
congested PM peak conditions, the average CO2 emission rate per km in the simulated
Headingley network is 47.1% greater for petrol passenger cars and 37.4% greater for diesel
passenger cars than during free flowing NI conditions.
Figure 6.35 presents the CO2 g/km emission factors for taxis separated by fuel type and emission
standard. The same pattern of emission by time period is evident in the simulated taxi fleet, with
congested stop-start conditions and lower average network speeds during the PM peak resulting
in the highest rate of CO2 emission. The diesel taxi CO2 emission factors are lower than those of
the diesel passenger car fleet. This is unsurprising given that vehicle fuel economy will have an
important bearing on profit for the industry.
The metadata from the ANPR survey reveals a decrease in engine size in taxis from Euro 3 to
Euro 5 (see Table 6.18), which is contrary to the trend in passenger cars and is probably the
result of an effort to reduce costs in the face of increasing fuel prices. The generated average
CO2 emission factors for diesel taxis were 185.7 gCO2/km for the AM model, 182.0 gCO2/km in
the IP, 206.8 gCO2/km in the PM, 171.9 gCO2/km in the EV and 153.4 gCO2/km in the NI model.
The petrol taxi fleet’s average CO2 emission factors (N.B. from a small sample size see Table 6.5)
are noticeably greater than those of the diesel taxis. As diesel engines offer better like-for-like
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fuel consumption than similar sized petrol engines this difference is not unexpected. The gap is
widened further by the fact that the average engine size of the petrol taxis in the Headingley
fleet is larger than the diesel taxis.
Figure 6.35: AIMSUN-PHEM CO2 Emission Factors for Diesel and Petrol Taxis
It should be noted, however, that the Euro 5 petrol taxi CO2 emission rates are probably an
overestimation of the actual real-world emission rate. As discussed in Chapter 6.2.4.1, of the 72
Euro 5 petrol taxis observed in the Headingley fleet on the A660, 48 were hybrid vehicles. As
there is currently no provision in PHEM for hybrid vehicles these vehicles had to be described in
the simulation as standard petrol vehicles. The power supplied by the electric motor in the
hybrid engine and the resultant reduction in CO2 emission is therefore incorrectly modelled in
the simulation and may be an overestimate in CO2 emission, for this limited number of vehicles,
by up to 60% (Fontaras et al., 2008; Holmen and Sentoff, 2015).The magnitude of the differences
in taxi CO2 emission rates between congested and free flowing conditions within the Headingley
network are similar to those observed from the passenger car fleet. The average difference in
the taxi gCO2/km emission rates between the NI (free flow) and PM (congested) simulations was
an increase in emission of 34.8% for diesel taxis and an increase of 47.2% for petrol taxis.
Figure 6.36 presents the average AIMSUN-PHEM Headingley network CO2 emission factors by
Euro emission standard for four sizes of LCV including the additional N2 category between 3.5 –
5 t (identified in the graph as DIESEL IV) which is discussed in Chapter 6.2.6.1. Although this
category is technically classified as HGV all N2 category vehicles observed by the ANPR survey
had the same engines as the lighter N1 Class III LCVs. Relatively few LCVs were observed by the
ANPR survey on the A660 in the EV and NI periods resulting in gaps in the graphs where there
are no data to report. The trend of increased CO2 emission during congested periods is once
again clear, with the NI periods reporting the lowest values and the PM the greatest. For the
Class III diesel (1.76 to 3.5 t), which travelled 66.2% of the LCV VKM in the simulations, the range
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of the AIMSUN-PHEM simulated average CO2 emission rates across the five time periods is from
195.1 gCO2/km in the NI simulations to 263.7 gCO2/km in the PM simulations, an increase in CO2
emission rate of 35.2% in congested network conditions.
Figure 6.36: AIMSUN-PHEM CO2 Emission Factors for Diesel LCVs by Weight Class
For each LCV vehicle class, the emission factors at each Euro standard tend to follow the trend
in observed average engine size calculated from the ANPR A660 survey metadata and reported
in Appendix 2. For example, the Class II LCVs were found to have only a slight increase in average
rated engine power and any resultant CO2 emission increase is offset by a trend in reduced
vehicle mass, leaving the modelled CO2 emission factors from this category relatively stable.
However, for the observed Headingley LCV Classes I and III, the data reveal increasing average
engine size and vehicle mass in service from Euro 2 to Euro 5, resulting in the observed increase
in average modelled CO2 emission factors. The data set for the N2 Class IV vehicles was small
with fewer than 5 observed vehicles in all but the Euro 5 emission standard category, making it
difficult to draw any conclusions.
The AIMSUN-PHEM modelled CO2 emission factors presented in Figure 6.37 show the gCO2/km
emissions for 12 t Rigid (2-Axle) HGVs, 26 t Rigid (3-Axle) HGVs and Articulated HGVs. As would
be expected, the greater weight and engine sizes of these vehicle types lead to significantly
greater average emission factors than those of the LCV categories. The increase of emission
with network congestion is once again clear but, due to the scarcity of HGV vehicles in the EV
and NI model, it is not possible to properly assess the rate of emission for all HGV categories in
free flowing traffic conditions. However, for the 12 t Rigid HGV category during the congested
PM simulation, the average CO2 emission factor was 31.5% higher than in the relatively free
flowing EV period, increasing from 550.1 gCO2/km to 723.2 gCO2/km.
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Figure 6.37: AIMSUN-PHEM CO2 Emission Factors for Articulated and Rigid HGVs
Figure 6.38 displays the simulated Headingley bus fleet CO2 emission per km at each Euro
standard. The observed Headingley bus fleet, described in Chapter 6.2.7, was found to comprise
of almost exclusively Euro 2 and Euro 3 vehicles, with 87% of the fleet being double-deck buses.
As the night time bus service on the A660 is run with single-deck buses there is no double-deck
CO2 emission factor at this time for comparison. The average PM peak CO2 emission factor
calculated from the simulation data for double-deck buses is 38.6% greater than the emission
factor during the EV period, at 1,284.8 gCO2/km in the EV and 1,780.2 gCO2/km in the PM. In
reality, the difference may be greater than this as a constant loading was applied in the model
throughout all time periods. For double-deck and articulated buses loading was set at 1,293 kg
(19.2 passengers) and for single-deck buses it was set at 771 kg (10.9 passengers) these figures
were informed by a 2008 survey (AECOM, 2008). It is likely that the loading would be
significantly greater in the peak travel periods which could have been accounted for within the
Headingley model had a more detailed bus occupancy survey in the network been available.
Figure 6.38: AIMSUN-PHEM CO2 Emission Factors for Articulated, Double and Single-Deck Buses
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Diurnal Variation in Network CO2 Emission
The figures presented in the previous section reveal the range of average emission factors for
each vehicle type and Euro standard across the different time periods in the day. These emission
factors reflect the variations between congested and free flowing traffic conditions that result
from diurnal changes in traffic demand in the Headingley network. Aggregating the simulated
vehicle emission data into the vehicle categories described in Figure 6.33 reveals the varying
degree to which the traffic conditions in each time period affect the CO2 exhaust emission of the
different vehicle types.
Figure 6.39 presents the average Headingley network gCO2/km emission factors for all petrol
cars (N.B. this comprises petrol passenger cars and petrol taxis) calculated by the AIMSUN-PHEM
model for each time period. The composition of the modelled fleet for each time period reflects
the real-world fleet recorded by the ANPR survey (as described in Chapter 6.2). Traffic
congestion within the Headingley network in the modelled PM peak period results in the highest
rate of average petrol car emission at 236.9 gCO2/km, which is 43.5% greater than the average
petrol car emission in the free flowing network during the NI period (165.1 gCO2/km).
Figure 6.39: AIMSUN-PHEM Emission Factors for Petrol Cars by Simulation Time Period
It should be noted that some of the variation in emission rate between the time periods results
from the different age compositions of the respective car fleets in each of the simulation time
periods. However, the Headingley ANPR survey analysis, presented in Table 6.16, Table 6.17
and Appendix 2, shows that the age distribution (by Euro emission standard) of the vehicles does
not vary greatly across the time periods, with the EV and NI periods having only a marginally
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older vehicle fleet. The greatest influence on the change in CO2 emission factor is the level of
congestion in the simulated network.
The corresponding data for all diesel passenger vehicles (cars and taxis) are presented in Figure
6.40. The pattern is very similar to that of petrol cars and taxis, with a 45.5% increase in CO2
emission between free-flowing NI conditions and heavily congested PM peak network
conditions. The CO2 emission factors for the other time periods reflect the level of congestion
in the network at those times.
Figure 6.40: AIMSUN-PHEM Emission Factors for Diesel Cars by Simulation Time Period
Again it is notable that the diesel passenger vehicle CO2 emission factors are very similar to the
corresponding petrol CO2 emission factors in each time period. Whilst diesel engines are more
efficient than petrol and therefore have lower CO2 emission for similar sized engines, the ANPR
recorded metadata in Table 6.18 show that the average diesel car in the network is considerably
heavier, with a more powerful engine than the average petrol car of the same Euro standard.
Any potential CO2 saving in the network from a large proportion of diesel vehicles in the fleet is
therefore offset by the larger average diesel car.
Figure 6.41 shows the average CO2 emission factors for LCVs in each simulation time period and
displays a similar pattern of variation of average CO2 emission with congestion in the network.
The emission factors are for the entire LCV fleet including both petrol and diesel vehicles,
however, a vast majority (99.0%) of the simulated LCVs have diesel engines, reflecting the same
real-world proportion observed by the ANPR survey (see Table 6.3). What would appear a slight
anomaly is the magnitude of the change in emission between the NI period and the PM period,
with a difference of only 23.6% between the CO2 emission factors compared to approximately
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45% for the car and taxi vehicle category. The reason for the smaller difference in emission
factors is the composition of the LCV vehicle fleet (see Appendix 2.1). The NI period has a
substantially greater proportion (19.2%) of the heaviest N2 (Class IV) category LCVs in its fleet
than during any of the other simulated time periods. The greater average CO2 emission from
this LCV N2 class results in the higher than expected NI average LCV CO2 emission.
Figure 6.41: AIMSUN-PHEM Emission Factors for LCVs by Simulation Time Period
Figure 6.42 presents the average CO2 emission factor for each HGV vehicle during the five
simulation time periods. The model suggests a very similar average rate of CO2 emission for
HGVs during the AM, IP and PM simulation time periods (close to 895 gCO2/km). This result is
explained by a combination of the composition of the respective HGV fleets in each time period
and the influence of congestion. The modelled HGV fleet comprises three vehicle categories
Rigid 12 t (2 axle), Rigid 26 t (3+ axle) and Articulated. Figure 6.37 compares the simulated
emission factors for each of these categories and presents the same pattern of increased
emission with congestion as shown with other vehicle types. Whilst the PM time period has the
greatest congestion and therefore would be expected to have the highest average CO 2 emission
factor, the fraction of Rigid 12 t vehicles (lower CO2 emission) in the PM HGV fleet (53.5%) is
greater than in the AM (34.4%) and IP (42.9%) fleets, with a resultant reduction in the average
PM emission factor. Similarly, in the relatively free flowing IP period, the average HGV CO2
emission factor would be expected to be lower than the AM and PM periods. In practice, the
greater percentage of Articulated HGVs (higher CO2 emission) in the IP HGV fleet (16.5%),
compared to the AM (5.7%) and PM (13.8%), results in a higher than expected IP CO2 emission
factor. Likewise the reason for the very large difference between the NI HGV CO2 emission
factor and the emission factors for the other time periods is the fact that none of the simulated
HGVs in the NI period were the largest Rigid 26 t HGVs, which reflects the findings of the ANPR
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real-world traffic survey (Appendices 6.2 and 6.3). From this survey, it can be determined HGV
drivers tend to avoid the Headingley network during peak congestion periods (see Chapter
6.2.8), with a majority of HGVs travelling through the network during the IP period. At the other
end of the spectrum, very few HGVs were recorded in the EV and NI periods.
Figure 6.42: AIMSUN-PHEM Emission Factors for HGVs by Simulation Time Period
Figure 6.43 shows the average CO2 emission factors for buses in Headingley network for each
for each simulated time period. Like the HGV emission factors, these bus CO2 emission factors
are influenced by the composition of the bus fleet. The varying fractions of coaches, single-deck,
double-deck and articulated buses in the simulated bus fleet for each time period are presented
in Table 6.19.
Table 6.19: Composition of the Bus Fleet for each Simulation Time Period
BUS FLEET AM IP PM EV NI
Single-Deck 16.2% 19.4% 21.7% 12.1% 100.0%
Double-Deck 77.4% 74.0% 72.9% 87.9% 0.0%
Articulated 5.7% 4.9% 5.4% 0.0% 0.0%
Coach 0.7% 1.7% 0.0% 0.0% 0.0%
The bus fleet compositions for the AM, IP and PM simulations are relatively similar (there is a
slightly greater percentage of double-deck and articulated buses in the AM period) so the
primary cause of the disparity between these CO2 emission factors is likely to be due to
congestion in the network. The NI bus service however comprises of only the relatively low
emission single-deck buses so the 90.7% increase in average CO2 emission factor from the NI
simulation to the PM simulation reflects not only the difference in traffic flow conditions but
also the absence of the higher emission buses (see Figure 6.38) from the NI bus fleet.
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Figure 6.43: AIMSUN-PHEM Emission Factors for Buses by Simulation Time Period
Figure 6.44 presents the Headingley fleet average gCO2/km emission factor per vehicle for each
of the five simulated time periods. The average CO2 emission factor per vehicle is 55.9% greater
in the most congested PM simulation (275.9 gCO2/km) than in the most free-flowing NI
conditions (177.0 gCO2/km). The most surprising outcome from the model is that the average
IP CO2 emission factor is greater than that of the PM period, despite the fact that there are fewer
vehicles in the network during the IP simulations. As was the case for discrepancies in the bus
and HGV emission figures, this peculiarity results from differences in the composition of th e
vehicle fleets during the respective time periods. As can be seen in Figure 6.12(b), HGVs form a
much larger fraction of the IP fleet than during any other time period. The bus fraction in the IP
fleet is also high and the car fraction relatively low. The greater proportion of high emission
vehicles in the IP fleet results in the IP having the highest average rate of CO 2 emission per
vehicle even though the traffic conditions are relatively free flowing.
Figure 6.44: AIMSUN-PHEM Emission Factors for the Vehicle Fleet by Simulation Time Period
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24-hour Average Emission Factors
As the five 2-hour simulated time periods cover only ten hours of the day, to produce daily
average emission factors it is necessary to calculate emission estimates for the un-simulated
hours. Each hour of the day was classified by the most appropriate of the five time periods (i.e.
either NI, AM, IP, PM and EV). Figure 6.45 presents the classification; with 00:00 to 06:00 the
Night period; 06:00 to 10:00 the AM peak; 10:00 to 15:00 the Inter-Peak; 15:00 to 18:00 the PM
peak and 18:00 to 24:00 the Evening. The expected emission levels (in kg) for each hour were
determined by calculating the ratio between the ANPR observed total traffic flow during each
hour (veh/h) to the classification time period’s ANPR observed traffic flow (veh/h). This ratio
was then multiplied by the average kg/h emission factor calculated for the relevant simulation
time period.
For example, the EV simulation which runs between 20:00 and 22:00 generated an emission
estimate of 547 kgCO2/h from petrol cars. In order to calculate the expected emission in the un-
simulated hour between 18:00 and 19:00, the hourly EV CO2 simulated emission rate must be
weighted by the difference in observed vehicle flow. The average traffic flow observed by the
ANPR survey during the EV simulation period (20:00 – 22:00) was 571.5 veh/h whilst the
observed traffic flow between 18:00 and 19:00 was 756.2 veh/h. The ratio of these two flows is
1.32. Multiplying the EV petrol cars emission rate (547 kgCO2/h) by this ratio (1.32) gives an
emission rate in the period between 18:00 and 19:00 of 723 kgCO2/h. The weighted emission
rate for CO2 was calculated for each hour and for each vehicle type.
Figure 6.45: ANPR Recorded A660 Variation in Traffic Flow, with Marked Simulation Periods
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Further to the analysis of CO2 emission, the observed flow weighting methodology was used to
calculate a 24-hour estimate of the NOx emission rates, the total vehicle km travelled each hour
and the total number of vehicles in the network each hour.
Table 6.20 displays the calculated average number of vehicles from each vehicle type in the
simulated network during a 24-hour period and the fleet composition by percentage. This is
presented alongside the ANPR vehicle fleet survey data recorded on the A660 which was
analysed in Chapter 6.2. Although the network vehicle numbers in the un-simulated hours are
estimated, the table shows that the simulated network fleet displays a similar vehicle type
distribution to the recorded 24-hour ANPR fleet on the A660.
The greater fleet percentage of buses in the ANPR data is due to the scheduled bus services
which are correct in the AIMSUN network as they were modelled using the AIMSUN ‘Public
Transport Line’ tool, rather than as a percentage of the input traffic flow. Whilst the A660 has
many bus routes, the average percentage of buses across the network is much lower than
observed on the A660. It should be noted that the 3.5 – 5 t N2 vans, which (as described in
Chapter 6.2.6.1) are over the LCV maximum weight, and were processed in PHEM using LCV size
III engine maps, are included in this table with the HGV fraction.
Table 6.20: Comparison of 24-Hour Simulated Network Fleet to ANPR Recorded Vehicle Fleet
24 HR
SIMULATION
NETWORK
VEHICLES
SIMULATION
NETWORK
FLEET %
ANPR A660
VEHICLES
ANPR A660
FLEET %
CAR-Petrol 34349 43.9% 6466 40.8%
CAR-Diesel 23186 29.6% 4702 29.7%
Taxi 7470 9.5% 1507 9.5%
LCV 10201 13.0% 1907 12.0%
HGV 1849 2.4% 475 3.0%
BUS 1172 1.5% 788 5.0%
TOTAL 78226 100.0% 15845 100.0%
Given the detailed analysis of the observed ANPR vehicle fleet (presented in Chapter 6.2), which
found the recorded Headingley network fleet (with the exception of the bus fleet) to be broadly
similar to DEFRA’s NAEI fleet distributions (DEFRA, 2014), it is possible to make comparison
between the 24-hour emission factors produced by the Headingley network AIMSUN-PHEM
coupled model and DEFRA’s fleet weighted road transport emission factors. Table 6.21
compares the daily average Headingley network CO2 emission factors with the DEFRA CO2
conversion factors for company reporting from their Greenhouse Gas Conversion Factor
Repository (DEFRA, 2015b).
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Table 6.21: Comparison of 24-Hour Simulated Network and DEFRA CO2 Emission Factors
24 HR
SIMULATED
AVERAGE 24 HR
NETWORK
VKM (km)
SIMULATED
AVERAGE 24 HR
NETWORK CO2
EMISSION (kg)
SIMULATED
AVERAGE 24 HR
EMISSION RATE
(gCO2/km)
DEFRA GHG
CONVERSION
FACTORS (2015)
(gCO2/km)
DIFFERENCE
(%)
CAR-Petrol 62115 12853 206.9 190.7 8.5
CAR-Diesel 41760 8852 212.0 180.6 17.4
Taxi 12484 2177 174.4 243.0 -28.2
LCV 18677 4111 220.1 248.2 -11.3
HGV 3863 3288 851.3 904.4 -5.9
BUS 3019 4288 1420.3 1167.5 21.7
Whilst it may appear anomalous that the simulated petrol car emission factor of 206.9 gCO2/km
is at the low end of the range of emission factors generated in the analysis in Chapter 6.5.1, it is
important to note that in Chapter 6.5.1 the study was conducted using vehicle specification data
describing the test vehicle and therefore used only the Euro 4 Petrol PHEM emission map
(previously described in Chapter 3.2.2). The simulated network emission average is the average
for all vehicles in a given vehicle type, representing all emission standards in proportion to the
observed data and averaged over the entire network. The analysis in Chapter 6.5.1 was also
conducted on a section of the A660 which has much more severe congestion than other parts
of the network during peak periods, with consequent larger than network average gCO2/km
emission values.
The DEFRA emission factors for petrol and diesel passenger cars are generated from an SMMT
data set which provides NEDC gCO2/km type-approval factors for new cars registered between
1998 and 2014. In order to account for the age distribution of the UK car fleet the SMMT data
are weighted by DfT ANPR recorded fleet composition data to generate average emission
factors. From purely the NEDC emission values, the average petrol car on UK road should emit
166.9 gCO2/km and the average diesel car 151.3 gCO2/km, however due to the acknowledged
limitations of the NEDC test cycle in generating real-world emission estimates (previously
discussed in Chapter 2.7) an “uplift factor” of +15% over the NEDC based gCO2/km is applied to
account for real-world effects on fuel consumption not captured by the drive cycle (DEFRA,
2015a). With this uplift factor, the DEFRA gCO2/km emission rises to 190.7 and 180.6 gCO2/km
for petrol and diesel cars respectively (DEFRA, 2015b). The simulated CO2 emission factors from
the AIMSUN-PHEM model are 8.5% and 17.4% greater than the DEFRA factors at 206.9 gCO2/km
for petrol cars and 212.0 gCO2/km for diesel cars. The scale of this difference is not implausible
and could be the result of a number of factors including:
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 An under-estimation in the DEFRA uplift factor. The research by Mock et al. (2015)
discussed in Chapter 2.7 suggests that the average divergence between the NEDC type-
approval and real-world CO2 emission has been greater than 15% since 2008 and
greater than 25% since 2010. Comparing the Headingley network simulated CO2
emission factors to the raw NEDC emission factors from the SMMT data (without the
applied uplift factor), the AIMSUN-PHEM emission factors for the Headingley network
are 24% greater for petrol cars and 40% greater for diesel cars than the respective
average NEDC type-approval CO2 emission factors for the UK. The scale of these
discrepancies is consistent with the divergence between real-world and type-approval
CO2 emission reported by the ICCT (Mock et al., 2015; ICCT, 2015) as presented in Figure
2.15.
 The Headingley car fleet composition is slightly atypical of the UK national fleet. Figure
6.5 shows a slightly higher proportion of Euro 4 vehicles than the NAEI national fleet
average and Figure 6.34 shows Euro 4 passenger cars have a significantly greater
emission than Euro 5, before the introduction of the EU’s New Car CO2 Regulation in
2009 (EC, 2009b).
 The Headingley network leads to greater average emission than a typical road, either
as a result of greater than average congestion, road topography and/or junction design.
The simulated Headingley network CO2 emission factor for taxis was calculated to be 174.4
gCO2/km, 28.2% lower than the DEFRA factor of 243 gCO2/km. The DEFRA factor is estimated
from NEDC type-approval CO2 factors for large and medium passenger cars with a 40% uplift
based on TfL testing and an average passenger occupancy of 1.4 (DEFRA, 2015a). Again this
discrepancy is not unrealistic and there are a number of potential explanations for the
magnitude of the difference:
 The 40% uplift employed by the DfT may be too great as it is based on a TfL study for
black cabs using London Taxi test cycles which may not be appropriate for Leeds.
 The DEFRA value assumes an extra loading of 1.4 passengers, but the .VEH file in PHEM
described in Table 6.18 was set at the default loading for a passenger car. The effect of
this parameter could be easily assessed by rerunning the model with various loading
values.
 The Leeds taxi fleet is potentially very different from London one. The DEFRA figures
give only one emission factor for a ‘regular taxi’. This value would be dependent on such
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factors as the ratio of diesel to petrol vehicles, the average engine size and the age
distribution of the fleet, which is not discussed in the literature methodology.
 An important factor, which may not have been considered in the DEFRA emission factor
is the time at which the majority of taxi journeys are made and the likely traffic
conditions at that time. In the Headingley network, 59% of the total taxi kilometres
travelled during the 24-hours were travelled during the EV and NI periods. The emission
factors for these time periods, of 171.9 and 153.4 gCO2/km, reflect the free flowing
traffic conditions experienced at that time. With fewer taxi journeys in the more
congested AM (185.7 gCO2/km), IP (182.0 gCO2/km) and PM (206.8 gCO2/km) the
average 24-hour emission factor tends toward the lower value.
As the average engine size from the ANPR observed fleet for Euro 4 and Euro 5 diesel taxi was
considerably smaller than the average engine size for Euro 4 and Euro 5 passenger cars (see
Table 6.18), it seems reasonable that the CO2 emission factor should be lower. In order to assess
the accuracy of the simulated taxi emission factor estimates, a real-world survey of taxi fuel
consumption data could be obtained from local taxi firms.
The CO2 emission factor for LCV vehicles calculated from the simulation was also smaller than
the DEFRA emission factor. The simulated emission factor of 220.1 gCO2/km was 11.3% lower
than the DEFRA emission factor of 248.2 gCO2/km (this is the diesel LCV figure). The LCV
emission factor is based on the NEDC type-approval figure for each LCV N1 size, weighted by the
NAEI fleet distribution by vehicle km travelled. A 15% uplift is then applied to the factor. The
magnitude of the uplift is based on real-world vs type-approval car data analysis as DEFRA report
that there is no similar data set for LCVs (DEFRA, 2015a). The simulated LCV CO2 emission factor
is close to the DEFRA figure but, given the car emission factors were found to be greater than
the DEFRA values, it might be expected that the LCV figure should be as well. Possible reasons
that this isn’t the case include:
 As the uplift to represent real-world emission is based on a car data set rather than
analysis of real-world LCV emission the +15% value may not be appropriate. Kadijk et
al. (2015) performed real-world CO2 emission tests on 8 Euro 5 commercial LCVs finding
a range from 7% to 52% greater CO2 emission per km than the type-approval figure, with
an average increase of 23%. More work needs to be done to confirm the average uplift
value over the LCV fleet.
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 Vehicle loading is likely to have a significant influence on the rate of overall LCV
emission. The loading of each LCV Class can be adjusted in the PHEM .VEH files to reflect
the average weight of cargo carried. A DfT funded CO2 emission study on LCVs (DfT,
2010a) indicates that the average loading for all vans is 305 kg. As the PHEM loading
default values are close to this value (Class I 275 kg, Class II 285 kg, Class III 360 kg – see
Appendix 2) the emission modelling was conducted employing the PHEM defaults.
However, the average loading values used in the calculation of the DEFRA emission
factors vary slightly from these values with suggested average payloads of 240 kg for
Class I, 260 kg for Class II and 530 kg for Class III (DEFRA, 2015a). The most important of
these is likely to be the 170 kg difference for Class III LCVs as 66.2% of the vehicle km
travelled by the LCV vehicle category were by vehicles in this class and the extra load
weight will likely increase the average emission. The .VEH files in PHEM can be adjusted
to reflect these loading values and the PHEM emission estimates re-run to assess the
effect of this change.
The average CO2 emission factor for all HGV vehicles is listed in the DEFRA conversion factors as
904.4 gCO2/km with an average loading. The AIMSUN-PHEM simulated 24-hour average
emission rate for all HGVs was calculated to be 851.3 gCO2/km, 5.9% less than the DEFRA
emission factor. The DEFRA HGV factors were calculated from a DfT survey of HGV fuel
consumption which was converted into gCO2/km and combined with data from the European
ARTEMIS projects to calculate emission factors at different levels of loading (DEFRA, 2015a).
Although the simulated and DEFRA CO2 emission factors are close in value, there are differences
in the simulation and DEFRA methodologies that require some explanation and further
investigation in future work.
 HGV vehicle type is made up of four different vehicle types in PHEM; these are the LCV
Class N2 (3,500 kg < GVW ≤ 5,000 kg); HGV Rigid 12 t; HGV Rigid 26 t and HGV Articulated.
The PHEM loading values for the LCV were calculated from the PHEM default values
adjusted by DfT average loading factors (DfT, 2015a). The PHEM loading values used in
the simulation were 1,092 kg, 2,366 kg, 6,559 kg and 14,521 kg for the LCV Class N2, 12
t Rigid, 26 t Rigid and Articulated HGV respectively. The new DEFRA HGV emission factor
calculations suggest 1,010 kg, 2,060 kg, 5,080 kg and 11,310 kg respectively for these
vehicle categories. This can be adjusted in the PHEM .VEH files and re-run to assess the
impact on the emission factors.
 The average simulated emission for Articulated HGVs is considerably higher, at 1,499.9
gCO2/km, than the DEFRA expected emission factor of 986.7 gCO2/km, this is likely the
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result of the greater loading value in the PHEM simulation, but may also be related to
the fleet age distribution shown in Figure 6.8, which highlights a much greater
proportion of Euro 3 and 4 and a lower proportion of Euro 5 and 6 Articulated HGVs in
the observed vehicle fleet than are expected in the NAEI average UK Fleet.
 The average simulated CO2 emission for Rigid HGVs of 752.1 gCO2/km is 8.7% lower than
the DEFRA emission factor of 824.1 gCO2/km. This is the result of a greater number of
3.5 -7.5 t HGVs in the observed Headingley fleet than in the NAEI UK average rigid HGV
fleet, as presented in Table 6.7.
The DEFRA methodology paper (DEFRA, 2015a) for emission factors calculates the emission
factor for an average local bus at 1,167.5 gCO2/km which is 21.7% lower than the AIMSUN-PHEM
simulated weekday average emission of 1,420.3 gCO2/km. Little detail is given on the DEFRA
calculation of bus emission factors, and the emission factors reported are limited to ‘Local bus’;
‘Local London bus’; ‘Average Local’ bus and ‘Coach’. The bus emission factors are calculated
through fuel consumption data recorded as part of the bus service operators grant (which
provides financial support per unit of fuel consumed) and DfT bus vehicle km and passenger km
statistics (DEFRA, 2015a). The difference between the DEFRA and simulated emission factors
can be explained by a number of factors:
 The vehicle detailed data for each bus observed in the Headingley network derived from
the ANPR survey described in Chapter 6.2.1 suggests that the vast majority of the
current bus fleet passing through the network is either Euro 2 or 3 emission standard.
The NAEI average UK fleet composition (shown in Figure 6.1) specifies a much higher
percentage of Euro 4, 5 and 6 buses than found in the observed Headingley fleet. If
more modern buses are more efficient than the older models, it is likely that the average
emission from the NAEI fleet would be lower than the simulated network. Collaboration
with local bus companies to establish the fuel consumption for buses passing through
the network would confirm if the simulated emission factor is reasonable.
 The modelled bus fleet describes single-deck, double-deck and articulated buses which
comprise the observed network fleet. The DEFRA average emission factor gives no
indication of whether different bus types were considered in their calculation or in what
percentage proportion. Of the ANPR recorded scheduled buses, 87% of the fleet was
double-deck, 5% single-deck and 7% articulated buses. If the percentage of double-deck
buses in the fleet is greater than the national average, it is likely that the average
emission factor will be greater in the simulated network.
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 The average bus loading has an important bearing on the average CO2 emission factor
generated by the simulation-emission model, with greater weight increasing fuel
consumption. The DEFRA emission factor suggests an average occupancy of 9.5
passengers on local buses but gives no detail of the average loading in kg. The bus
occupancy and loading in the PHEM model was estimated from a bus occupancy survey
carried out in 2008 for New Generation Transport (AECOM, 2008) and from information
gained from personal communication with DfT. The loading in PHEM for double-deck
and articulated buses was set at 1,293 kg (19.2 passengers) and at 771 kg (10.9
passengers) for single-deck buses. A detailed occupancy survey in the network would
improve this estimate and enable amendments to reflect variation in passengers.
 The bus emission factors are also highly dependent on the specific details of the bus
route over which it is travelling, with factors such as the distance between stops, the
number of times the bus has to stop, and the road grade of the route likely to have a
significant impact on fuel consumption and exhaust emission. It is possible that the
difference between the DEFRA and AIMSUN-PHEM bus CO2 emission rates reflects
dissimilarities between the routes used in the derivation of the emission factors.
When comparing the AIMSUN-PHEM simulated CO2 emission factors to the DEFRA CO2 emission
factors differences should be expected given that the DEFRA figures reflect a national average,
whilst the coupled model figures are specific to the Headingley network. The difference
between the emission factor values are justifiable and, given the ill-defined 15% uplift factor
employed in the calculation of a number of the DEFRA emission factors, it is likely that the
AIMSUN-PHEM model delivers a more accurate estimate of real-world CO2 emission. In
addition, the AIMSUN-PHEM model has the capacity to be fine-tuned to the vehicle
specifications of an observed vehicle fleet. Future collaboration with local taxi, bus and freight
firms to obtain accurate real-world fuel consumption values would also help to validate the
simulated CO2 emission factors for the network.
Emission Contributions
Figure 6.46 presents the 24-hour CO2 emission contributions in the simulated Headingley
network from each vehicle type. The width of each bar (x-axis) is proportional to the share of
the total simulated VKM completed by each vehicle type in the network. For example, petrol
cars covered 43.8% of the vehicle kilometres driven in the network and emitted 36.1% of the
CO2 emission whilst the buses in the network drove only 2.1% of the VKM but were responsible
for 12.1% of the CO2 emission.
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Figure 6.46: Total CO2 Emission Contributions from Each Vehicle Type
The AIMSUN-PHEM model generates emission estimates for a number of other pollutants
including Nitrogen Oxides (NOx), Carbon Monoxide (CO), Hydrocarbons (HC), Particulate Mass
(PM), and Nitrogen Monoxide (NO) each of which is likely to be of interest in investigations of
air quality. Further work needs to be carried out to confirm the validity of the simulation output
for these pollutants, but, as an example, Figure 6.47 presents the estimated 24-hour NOx
emission contributions in the simulated network from each vehicle type.
The modelled data suggests that although its share of vehicle kilometres driven is relatively small
(2.1%) the Headingley bus fleet is responsible for 37.8% of the daily exhaust emission of NOx in
the network. The diesel car fleet is the next most polluting vehicle type, with 23.2% of the NOx
emission from 29.6% of the VKM driven. This type of analysis could be very useful for
policymakers in the identification of areas to target in order to deliver substantial exhaust
pollution emission reductions and should be a focus area for future work.
Figure 6.47: Total NOx Emission Contributions from Each Vehicle Type
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Effect of Road Grade on Simulated Network Emissions
The work reported in Chapter 5 demonstrated the necessity of incorporating road grade into
simulation models to generate accurate micro-scale real-world emission estimates. In order to
determine the importance of road grade to emission estimates at a network level , ten
simulations were run of the AM Headingley model, both with and without road grade.
To create a flat version of the AM Headingley model, the slope percentage on all links (described
in Chapter 6.3.2) was set to zero, whilst all other elements of the AM simulation were
unchanged. The same replication random seeds were re-run to ensure that the vehicle flow
entry timing into the flat model was identical to that in the AM model simulations with road
grade. The ten flat AM model simulations were validated in the same manner as reported for
the other models. The AIMSUN simulated vehicle data extracted by the API were processed
through PHEM with the same .VEH file specifications and .FLT file fleet distributions as used in
the AM model.
Table 6.22 presents the change in the average CO2 and NOx g/km emission rates for each vehicle
type, from the ten AM model simulations without road grade and the ten AM model simulations
run with road grade.
Table 6.22: Comparison of Average Emission Factors by Vehicle Type for the AM Headingley Model
With and Without Road Grade
VEHICLE TYPE
NETWORK
AM VKM
(%)
CO2 (g/km) NOx (g/km)
AM FLAT AM GRADE DIFF AM FLAT AM GRADE DIFF
CAR PETROL 41.02 210.3 219.9 4.5% 0.07 0.07 2.2%
CAR DIESEL 28.78 212.6 222.7 4.8% 0.63 0.68 6.9%
TAXI PETROL 0.64 231.8 240.5 3.8% 0.04 0.05 2.4%
TAXI DIESEL 3.27 177.9 185.7 4.3% 0.64 0.68 5.9%
LCV CLASS I PETROL 0.16 181.4 188.5 3.9% 0.17 0.20 17.8%
LCV CLASS I DIESEL 2.80 165.9 173.9 4.8% 0.55 0.60 9.5%
LCV CLASS II DIESEL 4.74 184.5 193.7 5.0% 0.53 0.58 8.4%
LCV CLASS III DIESEL 14.01 234.4 245.7 4.8% 0.65 0.70 8.6%
LCV N2 (IV) DIESEL 0.63 317.3 334.2 5.3% 0.66 0.72 8.7%
HGV 12 t 0.68 593.1 663.0 11.8% 5.10 5.44 6.6%
HGV 26 t 1.16 1125.1 1225.5 8.9% 7.79 8.22 5.6%
HGV ARTIC 0.17 1520.4 1631.4 7.3% 8.03 8.58 6.8%
BUS EXTRA 0.04 977.2 990.1 1.3% 9.89 10.00 1.1%
BUS SINGLE 0.19 1470.6 1479.1 0.6% 15.05 15.14 0.6%
BUS DOUBLE 1.57 1562.3 1603.1 2.6% 16.42 16.95 3.2%
BUS ARTIC 0.15 1610.6 1710.6 6.2% 16.06 17.03 6.0%
VKM WEIGHTED AVERAGE EMISSION 252.9 265.1 4.8% 0.82 0.86 5.4%
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It is worth noting that, for all vehicle types, the inclusion of road grade increased the emission
of both CO2 and NOx, however, the magnitude of this increase varied between vehicle types.
Weighting the emission factors by the percentage of the total network VKM travelled by each
vehicle category during the AM period, with the inclusion of road grade, the average vehicle CO 2
emission factor rose from 252.9 to 265.1 gCO2/km an increase of 4.8%, whilst the average NOx
emission factor increased by 5.4% from 0.82 to 0.86 gNOx/km.
6.6 LIMITATIONS OF THE AIMSUN-PHEM COUPLED MODEL
The Oxford English Dictionary defines a model as “A simplified or idealised description or
conception of a particular system, situation, or process, often in mathematical terms, that is put
forward as a basis for theoretical or empirical understanding, or for calculations, predictions,
etc.”. It is an accepted limitation when modelling any complex dynamic system that the model
produced can only, at best, be a simplified approximation of the real world. Despite the
AIMSUN package being amongst the most advanced traffic simulation software currently
available, the dynamic movement and the interactions of vehicles within a network are
described by mathematical equations which are inevitably going to fail to perfectly mimic, in all
circumstances, the complex human behaviour which in reality controls the vehicles. In addition,
the modelling process is limited by restrictions on the scope of the model as it is impossible to
simulate all influences on real-world vehicle emission in their spatial and temporal entirety, so
the emission factor outputs of the coupled AIMSUN-PHEM model are particular to the
geographical location the model describes, are specific to the time period over which the input
data were recorded and are accuracy limited by some necessary simplification of real -world
influences on exhaust emission.
Limitations from AIMSUN
Like any model, the accuracy of the coupled AIMSUN-PHEM model is restricted by the availability
and quality of the data required for its development, calibration and validation. Some
parameters which define the Headingley network in AIMSUN such as the physical road network
layout (e.g. link length, road width, number of lanes, turning movement etc.), the description of
traffic control measures within the network and the definition of speed limits for each road link
are relatively straightforward to set up. Other parameters such traffic demand, vehicle
dynamics (e.g. factors that control the modelling of vehicle acceleration and braking), the vehicle
turning movements and the description of the vehicle fleet composition in the network require
significant volumes of input data in order to model the movement of all vehicles in the network
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accurately. Whilst every effort has been made in this study to obtain the best available input
data, the realistic scope of a PhD research project places obvious financial and time constraints
on the research and limits the capture of new traffic data within the network. Consequently,
there are therefore a number of parameters which influence the transit of vehicles within the
AIMSUN-PHEM coupled model that could be strengthened by further comprehensive traffic and
vehicle surveys within the network. These include:
 AIMSUN Model Global Parameters
As described in Chapter 6.1 and Chapter 6.3.8, the AIMSUN simulation package allows
adjustment of a number of global parameters within the model such as; vehicle reaction times;
look-ahead distances (which control lane changing behaviours); minimum distance allowed
between stopped vehicles; and maximum give way times at junctions, which have an impact on
operational algorithms that influence the speed profiles of vehicles in the network. Limited
study was made of these factors during this research and the global parameters in the AIMSUN-
PHEM coupled model rely to a substantial degree on the AIMSUN defaults alongside
adjustments which were made to the parameters in the previous Headingley beta model (Tate,
2011). Further real-world study of these parameters could help to ascertain and improve their
accuracy in the Headingley network model. Collaboration both with AIMSUN developers and
with other AIMSUN users, to develop a firmer basis for employing the default values alongside
a more robust methodology for any required parameter adjustment, would help to strengthen
confidence in the overall modelling process. The development of the coupled AIMSUN-PHEM
model will facilitate future sensitivity analysis of the impact on emission of each of the global
parameters.
 Traffic Demand
The A660 and the Headingley network have been of considerable interest to Leeds City Council
for many years and have therefore been the subject of numerous MCC and ATC surveys which
have attempted to quantify traffic flow in the network. However, as described in Chapter 6.3.4,
these surveys have been conducted at different times of the year and over a protracted number
of years. The input data for the AIMSUN network simulation would ideally have been collected
at one time, in order to alleviate errors in the simulation caused by weekly and seasonal
variations in the traffic demand data recorded over multiple surveys.
A comprehensive survey of the Headingley network would entail 24-hour monitoring of traffic
movement at each of the 36 input sections. A survey of this magnitude is unlikely to be feasible
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for any university or local government body due to the considerable amount of equipment and
the number people required, together with the time and cost involved. A more feasible project
would comprise a concurrent set of ATC surveys at all the major input sections into the model,
to improve the accuracy of the AIMSUN simulation. It is not inconceivable that automated real-
time traffic flow monitoring will become much more commonplace in future as intelligent
transportation systems are developed to keep traffic moving in congested urban areas (Bottino
et al., 2016). The availability of such data sets would greatly enhance the field of traffic
simulation modelling and result in improved emission estimates from coupled emission models.
 ANPR Vehicle Fleet Survey
The ANPR survey described in detail in Chapter 6.2 provides one of the strengths of the AIMSUN-
PHEM model in that it captured in great detail the vehicle fleet travelling through the Headingley
network. It should be noted however that as the survey was positioned only at one point in the
network on the A660, an assumption was made that the vehicle fleet recorded at this point is
representative of the fleet in the network as a whole. Whilst this is likely true, as a majority of
traffic in the network travels on the A660, further ANPR surveys in other locations in the network
could clarify whether the vehicle fleet proportions should be the same at all input sections, with
special focus on HGVs where potentially the percentage might be higher on the A660 than on
other roads in the Headingley network.
The ANPR survey was also conducted over only one 24-hour period. As there are weekly and
seasonal variations in traffic flow in the Headingley network, further ANPR surveys could
establish whether the fleet proportions of each vehicle type vary significantly on different days
of the week and between seasons.
 Junction Turning Movements
As described in Chapter 6.3.8, the movement of traffic within the Headingley network model is
controlled by defining the turning proportions at each junction, with a percentage of the traffic
flow at the end of every road link directed toward each potential exit. The initial set up for the
Headingley network in the coupled model utilised the turning proportions from the Headingley
beta model (Tate, 2011) and then substantial adjustments were made to those proportions,
using vehicle turning information gathered by Leeds City Council ATC and MCC surveys, in order
to calibrate the five different time periods.
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Whilst the calibration ensured that the vehicle flows within each model corresponded to the
observed real-world traffic flows, only very limited data were available for smaller junctions in
the network. During calibration of the model it was found that the turning movements at
smaller uncontrolled junctions on the A660 could have an important influence on the movement
of traffic around the network, especially at times of substantial congestion when vehicles
needed to make a right turn through queuing traffic. At such junctions, it took an iterative
process of adjusting the percentages which describe the turning movements in order to
correctly calibrate the traffic flows. Conducting a number of surveys on the A660 to record the
turning proportions at smaller uncontrolled junctions would ensure that the modelled turning
proportions are a reasonable representation of the real world.
 Vehicle Dynamics
In order to generate simulated speed trajectories that accurately represent real-world vehicle
activity in the network, AIMSUN allows the user to calibrate a number of parameters which
describe vehicle dynamics. As discussed in Chapter 6.3.8, research by Anya et al. (2014)
identified ‘Maximum desired speed’, ‘Maximum desired acceleration’ and ‘Normal deceleration’
as the three most important parameters in AIMSUN for calibrating simulated speed trajectories.
Using the PEMS data set recorded in Chapter 3, the acceleration and deceleration parameters
for the Car and Taxi categories in the AIMSUN vehicle fleet were adjusted to reflect the values
for those parameters recorded by the instrumented vehicle driven in the Headingley network
(for each of the five time periods). In an attempt to represent conditions in the Headingley
network better, the assumption was made that the parameters recorded by the instrumented
vehicle in the network were appropriate to describe all cars and taxis in the vehicle fleet. The
LCV acceleration and deceleration parameters were assessed using another PEMS data set
recorded through Headingley, whilst the parameters for the Bus and HGV categories were
garnered from desktop research as there were no available vehicle tracking data recorded in the
Headingley network for these categories.
Although a degree of variability is incorporated into these parameters (as the particular
parameter values in AIMSUN are stochastically allotted from a normal distribution around the
mean parameter value) further work to understand and develop best practice for amending
vehicle dynamics parameter inputs, perhaps in collaboration with other AIMSUN users, to
develop more accurate default values for different traffic scenarios, would greatly strengthen
the modelling process. Whilst the Headingley network model was successfully calibrated and
validated with the amended acceleration parameters, indicating that the parameters used in the
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coupled model did not result in erroneous vehicle flows and journey times (see Chapter 6.5.1),
drawing these parameter values from only a single vehicle with one driver is an obvious
oversimplification of reality. Further research into the mean value and the variance of the
acceleration parameters within low speed urban road networks, for each modelled vehicle type,
would undoubtedly improve the accuracy of the Headingley AIMSUN-PHEM model.
A further limit to the accuracy of the model is the decision to model all passenger cars as one
vehicle category “Car” in the AIMSUN simulation. In reality, the range of different engine sizes,
body shapes and vehicle weights which make up the UK car fleet mean the range of performance
(especially vehicle acceleration) can vary widely. The effect on vehicle speed profiles as a result
of this difference in performance may be muted in the Headingley network due to the 30 mph
speed limit on the A660 and the impact of other traffic in the network limiting vehicles to below
their optimum performance, though it is likely, especially in free flowing conditions, that the
acceleration performance of cars in the simulation is less varied than in the real world. However,
as detailed tracking data were not available across the spectrum of models, the real-world
vehicle dynamics data from the instrumented vehicle described in Chapter 3.2.2, a car fairly
typical of the UK fleet, were utilised. In the future, processing of telematics data from GPS
tracking devices fitted in vehicles for insurance purposes (Pellecuer et al., 2016) may enable a
more accurate appraisal of the vehicle dynamics of a wide range of vehicles, which would
facilitate the segregation of the modelled ‘Cars’ vehicle group into smaller more specific car
categories.
 Bus Dwell Times
AIMSUN has a separate coding tool enabling input of detailed public transport infrastructure
timetables. As detailed in Chapter 3.2.1 the A660 through Headingley features frequent bus
stops and has a number of high frequency bus services. These bus routes contribute
approximately 50 buses per hour, during weekday travel, to the combined traffic flow during
peak hours. As a number of the bus stops do not have bus bays into which buses can pull off
the road, traffic can be held up behind buses during passenger boarding. The dwell time (the
stationary time a bus spends at a scheduled stop) can, therefore, have an important bearing on
overall vehicle flow in the network. Whilst the Headingley network AIMSUN model was
informed by a study conducted for a Next Generation Transport proposal in Leeds (S.D.G.,
2014b), there was no direct study as part of this research into the timeliness of the Headingley
bus services. A detailed survey of the Headingley bus network, over the different modelled time
periods, which records the average dwell times, the likelihood of buses needing to stop at each
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bus stop and the passenger numbers, would help to improve the accuracy of the model. It
should also be noted that the bus timetable coded into AIMSUN describes the weekday
timetable. In order to calculate weekend emission factors, the AIMSUN bus timetable would
need to be adjusted to reflect the Saturday and Sunday bus service.
 Pedestrian Crossings
There are a total of twelve pedestrian crossings in the network. No detailed information could
be found on the frequency of use of the crossings or their signal timings. The modelling of these
crossings in AIMSUN was coded from limited field observations at each site. As these crossings
stop traffic at several points on the A660, they can have an important influence on congestion
within the network, especially during peak periods when there are likely to be a larger number
of pedestrians. As noted in Chapter 6.3.5 a more rigorous survey of pedestrian crossing use in
the Headingley network would improve the quality of this element of the AIMSUN simulation.
 Road Grade Applied to Existing Network
As demonstrated in Chapter 5, road grade can have a significant influence on vehicle exhaust
emission. As PHEM generates emission estimates using both a vehicle speed profile and
gradient data (for each second of the speed profile) it was considered vital to include a road
grade estimate with the simulated speed profiles from AIMSUN. The Headingley network
AIMSUN model incorporated a measure of road grade, described in Chapter 6.3.2, which assigns
a gradient (“slope percentage”) to each road section. Just as the simulated speed is recorded
every half second simulation step in AIMSUN to create a speed profile, the link on which the
vehicle is travelling, and therefore the road grade, is recorded at each simulation step. These
data can then be used to inform PHEM.
The limitation of the AIMSUN method for assigning grade is that the grade for each road section
is an average grade over the length of the section. Therefore, the simulated grade profile does
not present a road grade estimate for each individual point at which the simulation step was
recorded (the average grade of the section in which the point is located is referenced, not the
grade at the point itself). It should be noted that the initial set-up of the Headingley network
model was designed to reflect the road network, with road sections simply connecting to
junctions with the result that the start and end points of the road sections do not necessarily
reflect changes in topography. The average grade over a section may therefore not be
representative of the true road grades in that section, especially over longer links which could
have stretches of both positive and negative road grade. Future work to investigate the
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sensitivity of emission estimates to the average grade simplification could be conducted by
redrawing the network to ensure where possible road sections start and end at local topographic
maxima and minima, though this would need to be balanced against making road sections so
short that they could create potential problems for the algorithms which control vehicle
behaviour in AIMSUN.
 Journey Time Data for Calibration and Validation
In order to meet the DfT‘s WebTag guidelines (DfT, 2014) for model validation, along with the
link flow and turning movement validation which was conducted for the Headingley network,
the duration of vehicle journey times through the network also needed to be validated, by
comparing the percentage difference between modelled and observed journey times. However,
as noted in Chapter 6.3.9, at the time of validation there were insufficient observed journey time
data available from the network to perform a robust validation of this element of the model.
In practice, only a limited validation was possible, the difference between observed and
modelled journey times through a section of the A660 is reported in Chapter 6.5.1. This
compared the simulated journey times to both the journey times recorded by the instrumented
vehicle in the PEMS survey and a further journey time data set from Trafficmaster
(www.teletrac.co.uk) made available by Leeds City Council (which provided data only for the AM
and PM periods). Aside from the IP period, in which the simulated journey times were quicker
than those recorded by the instrumented vehicle, the Headingley AIMSUN network model
simulations captured the correct range of journey times and had approximately the same
average journey time as the observed journey times in each time period. Nevertheless, further
analysis needs to be completed, that will require the sourcing of more observed journey time
data for a number of routes in the network, to provide a comprehensive validation of the model.
It should also be noted that the WebTag guidelines may be difficult to apply to some time
periods in the Headingley network due to fluctuation between congested and free-flow
conditions. A wide discrepancy in average speed in the network between these two traffic states
may lead to a bimodal distribution of journey times in a time period, with a congested mean
journey time and a free flowing mean journey time (Aguiléra and Tordeux, 2014), which may not
be compatible with the DfT guidelines, in which a normal distribution of journey times around
the mean is assumed. A careful consideration of this effect should be assessed in the next phase
of validation.
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Limitations from PHEM
PHEM is one of the most comprehensive instantaneous exhaust emission models (Pijoan et al.,
2017). When compared to other detailed instantaneous emission models, PHEM has by far the
largest database for individual vehicles (Luz and Hausberger, 2015). Based on extensive
measurements of vehicle tailpipe emission from a number of large scale national and
international European research projects, PHEM is able to accurately model the tailpipe
emission from a wide variety of vehicles in the European vehicle fleet. However, it is important
to note that a number of assumptions are made in the use of PHEM which influence its accuracy
in the estimation of network fleet emission.
 Engine Maps
As described in Chapter 4.6, the generation of the PHEM emission estimates stem from engine
maps specific to vehicle type, Euro standard and vehicle fuel, which have been derived by testing
a number of vehicles in each category. Whilst an ideal model would have specific engine
emission maps from every manufacturer, for each vehicle model and engine size produced, the
required scale and cost of a project to record these emission data makes the collection of such
a data set infeasible. The PHEM emission model therefore utilises an average engine emission
map for each vehicle category in the model, by fuel type and Euro standard (see Table 6.16,
Table 6.17 and Appendix 2). This simplification, where calculated engine emissions reflect the
average vehicle in each vehicle category, is common to all emission models as high resolution
exhaust emission data are unavailable for a vast majority of vehicles. As a result, the PHEM
simulated emission factor estimates cannot describe the array of emission factors that are
possible from the spectrum of vehicles categorised within an individual vehicle category. For
example, a Euro 5 Diesel Car would generate the same average CO2 emission estimate from
PHEM were that vehicle a small vehicle or a large multi-purpose vehicle, despite significant
potential differences in vehicle engine size, body shape and vehicle weight.
This limitation is being addressed at the TU-Graz, which is continuing to expand the functionality
of the PHEM model, as further emission data become available. As the number of defined
vehicle categories offered by PHEM increases, the AIMSUN-PHEM coupled model can be
adapted to incorporate these new categories. This can be achieved both through the description
of additional vehicle types in AIMSUN (where further vehicle dynamics data for each vehicle type
are also available) and also through analysis of ANPR recorded vehicle fleet data to determine
the correct fleet percentages for each vehicle category (taking into account newly defined
categories).
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 Emission from Hybrid Vehicles and Motorcycles
As noted in Chapter 6.2.4.1, at the time of development of the coupled model, PHEM lacks the
capability to estimate exhaust emission for hybrid vehicles within the modelled vehicle fleet. As
only 171 of the 11,168 passenger cars (1.53%) observed by the ANPR survey in the Headingley
vehicle fleet were hybrids, the lack of a hybrid element in PHEM is likely to have only a small
impact on the current Headingley network fleet emission factor estimates. However, a method
for estimating emissions from hybrid vehicles will need to be included in future work if the
proportion of hybrid-electric vehicles in the vehicle fleet increases significantly.
Likewise, for networks with a high proportion of motorbikes in the fleet, this vehicle category
will need to be considered in the continued development of a coupled model. The Headingley
network model did not incorporate motorcycles as PHEM does not include emission maps for
motorbikes and there were insufficient data for the Headingley network to code the vehicle type
into AIMSUN. The simulation of the transit of motorbikes within a network is highly complex as
they are not limited to lane-based overtaking and therefore, unlike other vehicle categories, can
to a certain degree pass more easily through congested traffic. A great deal of relevant empirical
data would be necessary to assess the accuracy of simulated drive cycles for motorcycles.
 Vehicle Loading
As described in Chapter 4.6.3, the PHEM calculation of engine load (and the resultant emission
estimates) requires the average weight of the vehicle, for each specific vehicle category, as input
into the model. As demonstrated in Chapter 4.6.4.4, amendment of the .VEH file in PHEM to
better represent a test vehicle (or average vehicle in each category) is an important step in
ensuring accurate estimation of vehicle emission, which includes adjustment of vehicle weight,
rated power and vehicle loading. Whilst estimates of the average vehicle mass in service and
the rated engine power for each vehicle type were calculated (see Chapter 6.4.4), no data were
available to determine particular loading values, for each vehicle type, that relate specifically to
the modelled Headingley network. The loading values employed in the Headingley network
model (as described in Chapter 6.5.4) came from a combination of DEFRA and DfT suggested
loading values and, where no UK data were available, the PHEM default loading values were
used. If further relevant loading data were to become available from sources such as weigh-in-
motion systems (Batterman et al., 2015) these figures could be easily amended within the
model. Of particular value to the Headingley network model would be a bus occupancy survey
(see Chapter 6.5.2) to assess the average number of people riding the bus at different time
periods during the day. Such data could then be used to quantify the change in bus weight due
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to variation in passenger numbers. A more detailed understanding of average LCV and HGV
loading in urban areas would greatly improve the estimate of total vehicle weight for these
vehicle categories. The development of the Headingley network AIMSUN-PHEM coupled model
provides a unique capability to conduct a detailed sensitivity analysis of this variable, and future
study could investigate the impact that loading has on the emission of a plethora of simulated
vehicles in the network.
Limitations from Parameters outside the Scope of the Model
For any traffic emission model there is a trade-off between the complexity of the model and its
predictive accuracy (Smit et al., 2007; Smit et al., 2010; Grote et al., 2016). Ideally all influences
on on-road vehicle exhaust emission would be incorporated within an AIMSUN-PHEM model
but, in practice, the complexity of any model is restricted by factors such as, the availability of
relevant data and the volume of data required (versus the expense of obtaining such data); the
physical time constraints on the recording, preparing, processing and analysis of large quantities
of data; limits on the computational power available to run the models; and the infeasibility of
investigating an impossibly large number of potential on-road vehicle emission scenarios. It is
therefore necessary to define the scope of a model both temporally and spatially and identify
the most important parameters that are likely to have a significant influence on real-world
vehicle emission. There are considered to be three significant factors that influence vehicle
emission which are outside the scope of developed Headingley model, namely: the influence of
cold start emissions, the effect of ambient weather conditions on vehicle emission and the
impact of non-motorised transportation on traffic flow in the network.
 Cold Start
As discussed in Chapter 4.2, cold-start which occurs at the beginning of each journey, whilst a
vehicle’s engine and exhaust warm-up to their normal operating temperature, can have a
considerable impact on the exhaust emission of certain emission species (Khalfan et al., 2015; Li
et al., 2008a; Li et al., 2008c). As no data were available to assess the number of vehicles starting
from cold within the network during any simulated time period, the Headingley network coupled
model was constructed with the assumption that all vehicles were at operating temperature as
they entered the network. Therefore all the CO2 emission factors generated by the model are
hot exhaust emission factors. This assumption is likely to lead to an underestimate of the total
vehicle fleet emission as in reality a number of vehicles in the network will have started from
cold. Should data become available to quantify the percentage of cold start vehicles in the
network the effect on network emission could be assessed utilising the PHEM cold start sub -
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model (Luz and Hausberger, 2015). In addition, the development of the model enables the
significance of the hot exhaust emission assumption on network emissions to be tested by
varying the proportion of cold-start vehicles in the modelled fleet at each time period.
 Weather
Variation in weather conditions is not accounted for within the Headingley network model,
although, in the real-world, the weather could have a significant impact on vehicle exhaust
emission. For instance, the ambient temperature will influence factors such as vehicle cold start
warm-up time and the use of air conditioning or heating systems and even the density of the air
through which the vehicles are moving. These factors will impact fuel consumption to some
degree and therefore vehicle tailpipe emissions, including CO2 emission. The direction and
speed of wind within the network can also have an impact on fuel consumption, as wind could
potentially act as a force that either decelerates (a headwind) or accelerates (a tailwind) the
vehicle, which affects the engine power required to move the vehicle. Other types of weather
such as precipitation (rain, sleet, snow), fog and ice, would influence how vehicles are driven in
the network, due to effects on visibility and tyre traction on the road surface. Such conditions
will affect the acceleration and deceleration rates of vehicles and potentially reduce the desired
speed of vehicles to below the maximum speed limits for each road section. Different weather
conditions could, therefore, lead to markedly different average exhaust emission rates within
the network. In order to incorporate these into the model, it would be necessary to quantify
the range of potential weather conditions within the simulated area and determine the impact
of those conditions on the model input parameters. An undertaking of this scale was beyond
the scope of this research. Consequently, the CO2 emission factors generated in the Headingley
AIMSUN-PHEM model are representative of emission factors in optimal UK weather conditions
for driving i.e. mild, calm, clear, and dry.
 Impact of Non-Motorised Transportation
The AIMSUN simulated traffic flows in the Headingley network were calibrated to reflect
recorded real-world motorised vehicle traffic flows. However, the model does not realistically
reflect the potential impact of non-motorised transportation on traffic flows in the road
network. In urban environments, pedestrians and cyclists can have a significant influence on
the movement of motorised traffic. As noted in Chapter 6.3.5, the effect of pedestrians in the
modelled network is limited to the simulation of pedestrian crossings. In busy urban
environments, especially in busy shopping areas, the interaction between pedestrians and
motorised road users is unlikely to be restricted solely to pedestrian crossings, with drivers
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perhaps likely to be more wary of their speed where there are large numbers of pedestrians.
The journey time analysis, presented in Chapter 6.5.1, of the Inter-Peak period journey times
within the network showed the simulated times to be faster than the limited number of real-
world journeys recorded. As this journey time analysis was conducted over a road segment
through the centre of Headingley it was hypothesised that the journey time discrepancy may be
in part due to the inability of the AIMSUN Headingley network simulation to properly account
for the interaction between pedestrians and traffic in the network.
The Headingley AIMSUN traffic simulation also does not include the movement of bicycles in the
network. In the absence of separate cycle routes, cyclists share the road with motorised vehicles
and are therefore likely to have some impact upon on traffic flow, especially where the lane
width is insufficient to allow vehicles to safely overtake cyclists without entering the opposite
lane for oncoming traffic. This facet of network simulation could not be incorporated into the
Headingley network model due to a lack of relevant cycle activity data. As was mentioned in the
case of motorbikes earlier in this section, for networks with large numbers of cyclists, a method
of incorporating this vehicle category would need to be considered in the further development
of a coupled AIMSUN-PHEM model. The addition of bicycles to the AIMSUN micro-simulation
model is possible utilising another software tool called Legion (TSS, 2013b; TSS, 2013a).
 Others
Further to these three areas of simplification in the model, there are a number of additional
possible influences on exhaust emission in the network which are not explicitly incorporated
into the model developed in this research. Traffic flows in the network could, for instance, be
hampered by illegal parking in the network, for example by taxis stopping to collect passengers
from pavements; by accidents; by improper use of bus bays; by deterioration in the quality of
the road surface or by roadworks. For any simulated network, an assessment needs to be made
on the degree to which such scenarios influence the normal traffic flow in the network. Further
work on the Headingley coupled model could look to quantify the impact of such factors by
adjusting the input parameters in AIMSUN and PHEM to reflect such scenarios. Further areas
which could influence vehicle emission within a modelled network but which were not directly
considered in the development of the Headingley network model include variations in diesel and
petrol fuel specifications; the effect on exhaust emission of aging vehicles / engines; the effects
of varying tyre legislation (e.g. regulation of the use of summer and winter tyres in the EU) and
national variations in servicing and maintenance of vehicles. These factors may need further
consideration depending on the location of the modelled network.
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6.7 ADVANTAGES OF THE AIMSUN-PHEM COUPLED MODEL
Despite the weaknesses inherent in any modelling process, exhaust emission simulation by
models such as the AIMSUN-PHEM coupled model, offer the only practical way to generate high
resolution network scale emission estimates. As mentioned noted in Chapter 6.5 the Headingley
network model produced over 33,000 hours of emission data from some 377,062 simulated
vehicles. To put that into context, the PEMS study that formed the basis of the research in
Chapter 3 recorded 63,941 seconds (less than 18 hours) of real-world emission data from one
vehicle over a week-long testing period. A week-long PEMS survey is a significant and costly
undertaking, requiring not only the relevant PEMS equipment and a test vehicle but also the
man-hours for equipment set-up and calibration, real-world measurement, data processing and
analysis. To scale-up such a PEMS survey to multiple test vehicles running concurrently over
longer measurement time periods would quickly make such projects unfeasible. Network scale
exhaust emission quantification is essentially impossible by real-world measurement.
PEMS testing yields a significant snapshot of how exhaust emission varies for a test vehicle in a
variety of traffic flow conditions within a network, however, the validity of the results is always
limited to the test vehicle chosen, the number of test runs conducted, and the specific traffic
conditions incurred during each test run. The AIMSUN-PHEM coupled model offers the capacity
to simulate thousands of journeys through a test network and generate exhaust emission
estimates for the range of vehicle types found in the local vehicle fleet. Whilst the essential
simplifications necessary in the construction of the coupled model mean that there will always
be discrepancies between measured real-world emission (recorded over a PEMS equipped
journey through the network) and the exhaust emission estimates of a simulated vehicle, a well
calibrated simulation combined with PHEM can deliver emission estimates for an average
vehicle, in each vehicle category, that are representative of the real world.
The bottom-up approach of the AIMSUN-PHEM coupled model, generating accurate second-by-
second emission estimates for each vehicle in the network, enables analysis to be conducted at
a wide variety of scales, from that of a single vehicle journey, to the emission from individual
vehicle types, building through to the emission of the total vehicle fleet. This can be achieved
at different spatial scales. At the highest resolution, emission levels can be calculated for each
road link and junction or can be evaluated in aggregate on a single road or across the total
network. The coupled model also enables cumulative emission levels to be assessed at any
desired time interval down to second-by-second.
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A significant strength of this coupled model for network emission estimation is that calculated
exhaust emission is derived from instantaneous engine power output which incorporates
variables like vehicle acceleration and road grade. As demonstrated by Figure 4.11 engine power
has a much clearer relationship with exhaust CO2 emission than vehicle speed. The common
methodology for estimating network emission has traditionally been to employ average speed
based models (Panis et al., 2006). As discussed in Chapter 4.1, this methodology entails huge
simplifications which to a large extent ignore the physical processes that result in exhaust
emission, through allotting a single CO2 emission factor at each speed. This neglects the fact
that the same average speed over a section of road can be obtained from a wide range of
transient speed and acceleration profiles. The shapes of the average speed emission functions
utilised in these models are entirely dependent on the test over which they were generated and
cannot be representative of real-world emission in all locations and in all traffic conditions. A
further issue with average speed emission models is that these models are only considered valid
above a certain speed. COPERT, for instance, is only valid for average speeds above 10 km/h
(Ntziachristos and Samaras, 2014), which makes it impossible to assess emission in congested
urban networks where average speeds can be considerably lower than this value. Such
limitations are removed through the use of the AIMSUN-PHEM coupled model methodology
developed in this research.
Rather than relying on NAEI Base Fleet Composition Data (DEFRA, 2014), which describes the
average UK vehicle fleet, this research utilised an ANPR survey within the test network to deliver
a comprehensive description of the local vehicle fleet (see Chapter 6.2). The survey data were
used to inform the composition of the simulated vehicle fleet in AIMSUN (Chapter 6.3.4) and a
more detailed categorisation of the fleet in PHEM i.e. by vehicle type, fuel type, Euro emission
standard and vehicle size (Chapter 6.4.2). The ANPR survey also provided extensive metadata
for each vehicle recorded in the network which enabled amendment of the PHEM default vehicle
specifications to better characterise average vehicles in the Headingley fleet (Chapter 6.4.4).
This process leads to a more accurate calculation of bespoke emission factors for the test
network. An extensive collection of traffic demand data was made available for this research
through the assistance of Leeds City Council Highways and Transportation Department, who
provided access to their database of traffic count data recorded in the Headingley network
(Chapter 6.3.4). As a 24-hour record was available for both the ANPR data and the traffic
demand data, this facilitated the development of separate simulation time periods representing
different traffic conditions in the network and enabled in-depth investigation into diurnal trends
in CO2 emission (Chapter 6.3.7).
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As shown in Chapter 5.3 and Chapter 5.7, the importance of road grade in generating accurate
exhaust emission estimates should not be underestimated due to the influence it can have on
required engine power output. Whilst most average speed emission models offer individual
emission factors at different road grades, these are limited to discrete road grade classes (e.g.
COPERT and HBEFA offer emission factors only at -6%, -4%, -2%, 0%, 2%, 4%, 6%). AIMSUN
however, has the functionality to add a “slope percentage” to each road section (see Chapter
6.3.2) from a continuous range (i.e. road grade for each road section can be set to any value).
Despite the limitations to the AIMSUN method for assigning road grade discussed earlier in this
section, AIMSUN is able to assign a more accurate road grade over a much wider range of values
than is possible when using an average speed model. The road grade from AIMSUN populates
each second of simulated data (see Chapter 6.1) and directly informs the power output equation
used to generate emission estimates in PHEM.
As discussed in Chapter 6.1, to ensure that movements of vehicles in the simulated network
reflect the real-world movements of vehicles in a test network, AIMSUN allows adjustment of
the input parameters that inform the operational algorithms which control simulated vehicle
behaviours within the model. A number of previous studies had identified that the default
parameters provided in AIMSUN require adjustment, as the simulated vehicle trajectories
generated from the default values are not consistent with observed real-world behaviours
(Swidan, 2011; Anya et al., 2014; Madi, 2016). As a consequence, data from PEMS study within
the Headingley network was used to calibrate the maximum acceleration, normal deceleration
and maximum deceleration rates of passenger cars, taxis and LCVs in the Headingley AIMSUN
model. As highlighted in Chapter 6.6.1, the Headingley network model vehicle dynamics
parameters were drawn from a relatively small PEMS data set. Further on-road measurement
and a more detailed appraisal to identify suitable real-world values for the AIMSUN acceleration
and deceleration parameters would increase confidence in the model. The capacity to define
accurate vehicle dynamic parameters for all vehicle types contributes to a significant strength of
the AIMSUN model in that the interaction between different vehicle types in the network can
be captured. This reflects the reality that, for instance, buses hinder traffic flow in the network
when decelerating to stop at bus stops or accelerating to leave them and that slow accelerating
HGVs on a road limit the behaviour of following vehicles.
In order to calculate accurate exhaust emission estimates, any simulated vehicle journey must
generate a VSP profile akin to a real-world journey of the same duration, traversing the same
part of the network. This research presented a new approach for assessing the similarity of
simulated and real-world engine power output distributions. The VSP analysis in Chapter 6.5.1
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suggests that the calibrated AIMSUN model produces second-by-second transient vehicle data
which are representative of real-world driving, with a caveat that further sensitivity testing of
the AIMSUN vehicle dynamics parameters may help to improve the match between the
simulation and reality even further. The ability to assess in great detail micro-scale simulated
journeys against real-world measurements should give confidence in the accuracy of the
aggregate network emission factors generated by the AIMSUN-PHEM coupled model developed
in this research.
Chapter 6.5.4 demonstrated a method by which 24-hour average emission in the network could
be assessed by means of weighting the simulation period emission factors by observed vehicle
flow. The high resolution outputs generated by the AIMSUN-PHEM coupled model facilitate
detailed comparison of the modelled emission factors with the UK Government’s official vehicle
emission factors for GHG reporting (DEFRA, 2015b). A thorough evaluation of the modelled CO2
emission factors is presented and it was possible to justify the scale of the differences between
the model and NAEI CO2 emission factors for all vehicle types. Of interesting note is the finding
that the AIMSUN-PHEM model average 24-hour CO2 emission factors for petrol and diesel
passenger cars were 24% and 40% greater respectively than the NEDC based SMMT petrol and
diesel average car CO2 emission factors. These discrepancies, which likely reflect real-world
effects on fuel consumption that are accounted for in the coupled model but not in the NEDC
factors, are in line with the magnitude of the differences found between the “official” (NEDC)
and real-world CO2 emission factors (see Chapter 2.7) as reported by the ICCT (Mock et al.,
2015). The relatively good agreement of the modelled network CO2 emission factors to
proposed real-world CO2 emission factors recorded in the literature, would suggest that the
AIMSUN-PHEM model is capable of producing realistic real-world CO2 emission estimates at all
disaggregate micro-scale levels (as shown in Chapter 6.5.1) and, unlike average speed models,
the coupled model emission factors are not contingent on NEDC generated emission factors
(which are unrepresentative of real-world driving emission) with their ambiguous uplift factors.
A significant strength of the model methodology is that as better network data become available
the input parameters within the model can be updated, improving the accuracy of emission
estimates. For example, further PEMS data recorded in the network could be used to inform
the vehicle dynamic parameters within AIMSUN and the recorded emission could be used to
validate the PHEM emission estimates. A bus occupancy survey or detailed analysis of the use
of pedestrian crossing in the network could both generate useful data that could be
incorporated into the model. New ATC and ANPR surveys in the network could improve the
accuracy of the simulation input flows and better describe the simulated vehicle fleet. Whilst
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vehicle fleet data have historically been expensive to collect, a number of recent developments,
for instance, the use of telematics data from GPS tracking devices for insurance purposes
(Pellecuer et al., 2016) and the increased deployment of ANPR cameras in urban areas for the
monitoring of low emission zones, congestion charging, speed enforcement and traffic
monitoring, should make the traffic data necessary for the calibration and validation of this
coupled model more readily available. Alongside improvements to the model input data, both
the AIMSUN software and the PHEM emission model are under development and new features
continue to be added. As the functionality of the AIMSUN package is upgraded and the PHEM
emission maps are updated and expanded to further vehicle categories, the quality of the
coupled model outputs will be enhanced.
As described in Chapter 6.1, the .mod output files from the AIMSUN-PHEM coupled model,
alongside generating second-by-second fuel consumption estimates (used to calculate CO2
emission), also provide second-by-second emission estimates for the exhaust pollutants NOx,
NO, CO, HC, and PM. As the tailpipe emission of NOx and PM can be extremely detrimental to
human health (Skeete, 2017; Font and Fuller, 2016) the ability to generate link level micro-scale
emission factors for these exhaust emission species should be of considerable interest to those
modelling air quality through microscopic dispersion models. The work which has been done in
this thesis to ensure that the AIMSUN-PHEM model produces second-by-second fuel
consumption (CO2 emission) and engine power output values that reflect real-world driving,
should give confidence that the coupled model can generate appropriate emission values for
the other emission species. However, a great deal of further work is required, including
validation against real-world emission data, to evaluate the accuracy of the AIMSUN-PHEM
model’s emission predictions for these pollutants from simulated speed profiles.
Development of an AIMSUN-PHEM coupled model enables in-depth study of exhaust emission
in a test network to a degree that would not be possible through direct real-world measurement.
This research has demonstrated the ability of the model to generate accurate emission
estimates for individual vehicles, for the network, for each vehicle type and for sub-categories
of each vehicle type. Emission data can be evaluated on a second-by-second basis or emission
can be analysed at any longer desired interval. The format of the model output permits access
to every second of emission from the thousands of vehicles simulated in the network over 2-
hour time periods. This wealth of data enables the user to develop an extremely detailed
understanding of vehicle emission in the network. As discussed in Chapter 2, the on-road
vehicle fleet makes a significant contribution to the UK’s total national emission of CO2. To
evaluate the progress being made in reducing the level of CO2 emission from the vehicle fleet
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(which is necessary to meet the UK’s legally binding CO2 emission targets), it is important that
the real-world CO2 emission of the vehicle fleet can be accurately assessed. Given the increasing
divergence between the NEDC type-approval CO2 emission of vehicles and their on-road CO2
emission (Dings, 2013; ICCT, 2015; Mock et al., 2015), and the difficulty of conducting large scale
on-road emission studies, coupled simulation emission models may offer the only practical way
of establishing the magnitude and detail of real-world network CO2 emission. Further
development of an AIMSUN-PHEM coupled model would enable towns and cities in the UK to
calculate their own network emission factors rather than relying on average UK vehicle emission
factors.
Development of a base model with the current input parameters allows an assessment to be
made of the potential impact on vehicle emission from changes to the network. This could take
the form of sensitivity analysis to understand the influence of each parameter on CO2 emission
in the network, for example by adjusting the speed limits or varying traffic demand.
Alternatively, the model could be used to test the emission impact of scenarios within the
network, such as altering signal timings or junction design; adding a bus lane; excluding certain
vehicle types from the network; or modelling future vehicle fleets. Each of these scenarios may
require further qualified decisions to be made about the potential impact of the change on other
parameters within the model, such as the effect it could have on traffic demand and turning
movements. Parameters within the model can be changed to reflect the scenario and the
simulations rerun with the changes in order to generate new emission factors for the network.
These emission factors can then be evaluated against the base model emission factors to
quantify the change in emission as a result of the particular scenario.
The ability to use an AIMSUN-PHEM model to quantify the change in emission as a result of
particular planning decisions could be of huge benefit to both the environmental assessment of
transport planning projects and also to cost-benefit analysis of strategies to reduce on-road
emission. Where the cost associated with a prospective project is known, it would be possible
to use AIMSUN-PHEM to calculate the potential emission reduction from the project (potentially
for multiple pollutants) and the cost per tonne emission reduction could be calculated and used
to evaluate the prospective project against other possible emission reduction plans. The
AIMSUN-PHEM model could be used to provide evidence for policymakers who are working to
reduce CO2 emission from the vehicle fleet and/or improve air quality in urban environments.
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Summary: Novelty of the AIMSUN-PHEM Coupled Model Methodology
The research reported in this thesis demonstrates how two advanced software packages,
AIMSUN and PHEM, can be coupled to produce a powerful exhaust emission simulation package
in which:
 Emission is based on second-by-second engine power output and not average speed.
 Emission outputs are valid for all vehicle speeds.
 An accurate representation of the real-world vehicle fleet (both in AIMSUN and PHEM) is
achieved through an ANPR survey method that enables a detailed description of an average
vehicle (e.g. engine size, vehicle weight) for each PHEM vehicle category.
 PEMS recorded transient data has been used to inform AIMSUN vehicle dynamics for Car
and LCV categories.
 Road grade values from AIMSUN have been incorporated into the PHEM calculation of
second-by-second exhaust emission, through a Leeds University ITS AIMSUN API.
 A novel coupled-model calibration validation methodology, developed in this study, can be
used to assess the VSP distributions and emission rates of simulated trips against real-world
data to confirm that modelled vehicles operate in the network in a way that reflects reality.
This results in:
 A methodology which delivers high resolution micro-scale emission estimates that capture
individual vehicle behaviour within a network and the interaction between that vehicle and
the rest of the vehicle fleet, with emission estimates generated for every second of each
individual vehicle’s transit through the model.
 Simulated 1 Hz exhaust emission which can be aggregated over desired spatial and temporal
scales and can be used to evaluate specific areas within the simulated network.
 CO2 emission factors which can be generated for each separate vehicle sub-category as
described by vehicle type, Euro emission standard and fuel type (and weight class for LCV
and HGV vehicles) in PHEM.
 The CO2 emission from each vehicle trip in the Headingley model which can be aggregated
to calculate the resultant CO2 emission factors for each vehicle type (i.e. Car, Taxi, LCV, HGV
and Bus) along with the total network emission.
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 The capacity to simulate traffic movement in the test network over different time periods,
which can quantify the variation in vehicle exhaust emission as a function of different traffic
flow conditions.
 Calculation of the average 24-hour network CO2 emission factors for each vehicle type which
can be compared to the DEFRA CO2 emission factors for GHG reporting. The scale of the
differences can be assessed for each individual vehicle category.
 A model that can be employed to generate high resolution emission estimates for the
pollutants NOx, NO, CO, HC, and PM, which are of greater relevance for local air quality
(though further work will be required to evaluate the accuracy of the AIMSUN-PHEM real-
world emission estimates for these pollutants).
The development of the AIMSUN-PHEM coupled model enables it to be employed to:
1. Develop a better understanding of vehicle exhaust emission within the network with the
current model input parameters.
2. Test the effect on exhaust emission from potential changes within the network, e.g. in
different junction design and signal timings; in the introduction of bus lanes; increased
traffic demand in the network and changes in vehicle fleet composition.
3. Aid the decision making process for transport planners by providing a quantification of
the potential emission reduction of proposed schemes, which can be utilised to evaluate
the cost-benefit value of different emission reduction strategies and to justify
expenditure.
As better quality input, calibration and validation data become available and as the AIMSUN and
PHEM software packages continue to be developed, the power of an AIMSUN-PHEM coupled
model to generate accurate micro-scale and network emission estimates will continue to
improve. Despite the limitations to the accuracy of AIMSUN-PHEM model reported in Chapter
6.6, the scale and definition of the AIMSUN Headingley network (incorporating a detailed vehicle
fleet, road grade and estimate for network specific vehicle dynamic parameters), with the work
done to calibrate and validate the model (including demonstration of a novel method for
assessing simulated and real-world vehicle engine power output), coupled with the quality of
the AIMSUN software and the PHEM model, mean that the Headingley network AIMSUN-PHEM
model developed and demonstrated in this thesis, can be considered the best specified coupled
traffic simulation and vehicle emission model in current published literature.
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6.8 SUMMARY
This chapter has presented the development and application of an AIMSUN-PHEM coupled
traffic micro-simulation and instantaneous emission model for an urban road network around a
3.8 km section of one of the main arterial corridors into and out of Leeds, UK. Five separately
calibrated and validated versions of the model were created to represent five time periods; AM
peak, Inter-Peak, PM peak, Evening and Night to investigate the diurnal variation in vehicle fleet
CO2 emission rates which result from changes in traffic demand and fleet composition over a
typical 24-hour weekday.
A 24-hour ANPR survey was undertaken to provide an accurate composition of the Headingley
vehicle fleet, both for modelling the fleet in AIMSUN and describing the correct proportion of
vehicles by vehicle type, Euro emission standard and fuel type in PHEM. This survey method
was demonstrated to deliver a high capture rate (94.86%) giving confidence that the ANPR
observed fleet is representative of the real-world fleet. The ANPR survey also provided a large
quantity of metadata for each recorded VRM, which was used to update the background vehicle
specification files in PHEM, making the average vehicle data representative of the Headingley
fleet rather than relying on the PHEM default settings.
As with any model, the AIMSUN-PHEM Headingley simulations could be improved with better
input data, such as a comprehensive traffic count conducted simultaneously across the network
to mitigate the effect of seasonal influences on traffic flow, a longer ANPR survey to ensure the
observed fleet represents the real-world fleet and a greater quantity of instrumented vehicle
PEMS data to assess the accuracy of the simulated CO2 emission estimates and inform the
vehicle dynamics parameters within AIMSUN. In reality, such detailed data collection exercises
are outside of the scope and budget of a study such as this. However, every effort was made to
identify, obtain and utilise the highest quality and most appropriate, data sources available.
Including a road grade estimate for each road link and utilising PEMS data recorded within the
network to inform the AIMSUN vehicle dynamics parameters likely improved the ability of the
AIMSUN-PHEM model to generate trajectory data comparable to on-road vehicle movements in
the real world.
Comparing the AIMSUN-PHEM simulated CO2 emission rates to the PHEM CO2 emission
estimates calculated from the PEMS trajectory data, by journey time (Chapter 6.5.1), suggests
that in general, the 1 Hz simulated vehicle data from AIMSUN generated very similar results to
the PEMS 1 Hz data, indicating that simulated data can be used to generate real-world CO2
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emission estimates. In a further check of the AIMSUN-PHEM method, analysis was conducted
to compare the distribution of second-by-second VSP calculated from AIMSUN simulated
journey data with the VSP distribution from PEMS real-world trajectories, for cars completing a
1.5 km road section in similar journey times. This showed the simulated data to have similar
VSP distributions to the PEMS real-world data. However, a number of anomalies suggest that
further calibration work may be required to improve the simulated values, as differences in
distribution may have a more significance for other emission species.
The coupled model facilitated evaluation of CO2 emission in the network at a variety of scales,
from total network emission factors to individual vehicle type emission factors by fuel type and
emission standard, demonstrating the ability of this method to provide both aggregated and
highly disaggregated emission factors. The Headingley AIMSUN-PHEM model displayed
significant diurnal variation in emission factor. For example, the average network CO2/km
emission rate under congested traffic conditions was found to be 43.5% greater for petrol
passenger vehicles (cars and taxis) and 45.5% greater for diesel passenger vehicles than in free
flowing conditions observed in the network.
Whilst the calculated CO2 emission factors in this study are specific to the Headingley test area,
this research advances the development, calibration and validation of the AIMSUN-PHEM
coupled traffic micro-simulation and instantaneous emission model method. The study
demonstrated the relative ease with which AIMSUN can be coupled to PHEM, and although the
modelling process requires a large amount of detailed input data, this type of data are
increasingly available. As more AIMSUN networks are developed to model traffic flows for traffic
management purposes, as long as the parameters within AIMSUN are representative of the real-
world network and the model is well calibrated, then a coupled AIMSUN-PHEM model can be
utilised to provide improved assessment of the environmental impact of traffic networks. The
coupled model offers the possibility to generate current emission factors within networks as
well as assess the potential emission impact of changes to the network such as different junction
designs, speed limit reductions, the addition of bus lanes and different fleet mixes. As PHEM is
able to generate emission estimates for a number of exhaust emission species, the tool also
enables assessment of the fleet emission of vehicle exhaust pollutants which have a greater
influence on local air quality such as NOx.
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CHAPTER 7: SUMMARY AND CONCLUSION
7.1 INTRODUCTION
This chapter presents a summary of the work in this thesis, highlighting the main findings of each
chapter. Each of the research questions from the Chapter 1 aims and objectives are addressed,
followed by conclusions from the study and recommendations for future work.
7.2 SUMMARY OF CHAPTERS
The following subsections summarise the finding of each chapter in the thesis.
CHAPTER 1: Introduction
Chapter 1 introduced the thesis research topic. It discussed the background and rationale
behind the study and presented the research questions, scope and objectives for the research.
The objectives set out in the chapter were:
i. To provide an accurate quantification of real-world micro-scale CO2 emission factors from
a passenger car over a full range of traffic conditions in an urban traffic network.
ii. To assess the ability of different emission model methodologies to estimate real-world
on-road exhaust CO2 emission factors over the spectrum of traffic conditions likely in an
urban network.
iii. To evaluate the importance of road grade in the accurate appraisal of real-world CO2
emission and establish a practical method for incorporating road grade into the second-
by-second modelling of on-road CO2 emission.
iv. To create a calibrated and validated, coupled traffic simulation and vehicle emission
model and demonstrate the ability of the model to produce high resolution CO2 emission
factor estimates for a UK network, identifying the relative contribution of different vehicle
types and sub-categories.
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The rationale for focusing this research on the emission of CO2 was explained:
 The on-road vehicle fleet makes a significant contribution to the total UK national
emission of CO2, which needs to be addressed in order to meet commitments to legally
binding emission targets by 2020 and 2050.
 There is an increasing disparity between real-world vehicle CO2 emission and test cycle
type-approval emission factors, which necessitates the development of simulation tools
that provide realistic vehicle emission factors that are not reliant on test procedure
generated emission factors.
 There is a need for accurate micro-simulation emission tools for transport planning
purposes both in the development of the transport network (e.g. optimised traffic signals,
junction design and bus lane evaluation) and in providing an instrument for policy-makers
which enables more detailed appraisal of measures to lower vehicle emission (e.g. the
uptake of low emission vehicles, increased car sharing and limiting certain vehicle types).
CHAPTER 2: Road Transport and CO2 Emission
This chapter presented the latest findings of the climate science community with regard to
observed global warming and outlined the potential consequences of a continuation of the
current high rates of anthropogenic GHG emission. The Climate Change Act commits the UK to
reducing its GHG emissions to 80% of the 1990 baseline by 2050 (Legislation.gov.uk, 2008). To
meet this target, there will likely need to be an almost complete decarbonisation of road
transport by 2040 (DECC, 2011), a sector which currently contributes some 22% of the UK’s total
domestic CO2 emission (CCC, 2015).
A combination of low CO2 technological innovation, increased dieselisation, economic incentives
and disincentives through government policy and legislation, along with increased public
awareness of the issues around climate change has seen the average type-approval CO2
emission rating of new cars purchased in the UK fall dramatically from an average 177.8 gCO 2/km
in 2001 to 124.8 gCO2/km in 2014 (GOV.UK, 2015d). The 2014 UK new car average type-approval
CO2 emission rating was below the target set by the EU for 2015.
However, several studies have revealed that under real-world driving conditions on-road vehicle
emission substantially exceeds the type-approval emission factors generated by the New
European Driving Cycle (NEDC), the EU benchmark test for vehicle exhaust CO2 emission (EC,
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2009b; ICCT, 2015). These reports have demonstrated the increasing divergence between real-
world and test cycle measured CO2 emission, with the gap widening from approximately 8% in
2001 to 40% in 2014. As a result, the NEDC test is an increasingly poor proxy measure for real-
world driving emission (Dings, 2013).
The smooth profile of acceleration and deceleration, used in the NEDC, tests only a small portion
of a vehicle’s operating range and fails to adequately represent the expected engine power
outputs employed in on-road driving. The reason for the widening gap between real-world and
the NEDC CO2 emission factors is not, however, the result of the unrepresentative nature of the
test cycle. The growing difference can be attributed to manufacturers manipulating the test
procedure to minimise CO2 emission during certification (Mock et al., 2015), with increasing
exploitation of flexibilities and loopholes within the type-approval testing framework.
Therefore, whilst the year-on-year reduction in new car CO2 emission would seem to suggest a
significant reduction in UK vehicle fleet’s on-road CO2 emission, in reality, it is likely that the real-
world reduction in CO2 emission is considerably smaller. As the NEDC type-approval CO2
emission figures do not accurately represent real-world vehicle exhaust CO2 emission, tools
which are able to generate better estimates of on-road emission are required.
CHAPTER 3: Real-World Vehicle Emission
In order to garner reliable values of on-road micro-scale CO2 emission, Chapter 3 analysed a
PEMS measured real-world CO2 emission data set. The analysis presented in the chapter
provided a quantification of on-road CO2 exhaust emission factors and the likely variance in
these emission rates associated with the variety of driving conditions that can be experienced
in an urban traffic network.
The data came from a PEMS instrumented vehicle study conducted in Headingley, Leeds in 2007.
During the study, on-road exhaust emission readings were measured over a 4.6 km test lap, on
mainly single lane urban commuter roads. The test lap was repeated a total of 48 times by the
same driver in the same instrumented vehicle during a week-long testing period, with test runs
occurring between the hours of 07:30 and 21:00 in order to capture the full range of traffic
conditions for this road network. A new analysis of this PEMS data revealed substantial spatial
and temporal variability in CO2 exhaust emission within the network, with a range of measured
CO2 emission factors, across the 48 test laps, from 313 gCO2/km to 586 gCO2/km. Micro-scale
CO2 exhaust emission estimates were calculated from the test lap data by dividing the lap into
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eight short sections (Figure 3.10). The measured exhaust CO2 emission through the short
sections ranged from 219 gCO2/km to 1,359 gCO2/km. These PEMS measured section CO2
emission figures were compared to the measured type-approval CO2 emission values of the test
vehicle, a 2005 Euro 4 petrol Ford Mondeo. Every one of the PEMS generated CO2 emission
factors, for each of the 384 test sections, was found to be greater than the 175 gCO2/km NEDC
type-approval emission rate. As discussed in Chapter 2.6, the NEDC test comprises a phase of
urban driving and a phase of extra-urban driving. As the Headingley lap testing was conducted
entirely on urban roads, the PEMS CO2 emission figures were also compared to the 253 gCO2/km
emission figure generated by the urban driving portion of the NEDC test. Only 16 of the 384
short section CO2 emission estimates were lower than the urban test cycle values, with the
recorded PEMS CO2 emission for each section, on average, 77.9% greater than the NEDC
certified urban emission rate.
Chapter 3.5 assessed changes in the average rate of CO2 emission from the test vehicle as a
result of variation in traffic conditions. A 1.5 km section of the Headingley test lap was selected
for the analysis. The CO2 emission rate and vehicle average speed over the ‘northbound’ and
‘southbound’ lanes of this 1.5 km section were assessed for each of the 48 test runs. The PEMS
measured section data were grouped into four time periods (AM peak, Inter-Peak, PM peak and
Evening) determined by the time at which each test was run. The analysis (Figure 3.32)
highlights considerable variation in traffic conditions within the network, with frequent severe
congestion on the northbound section during PM peak traffic and congestion over the
southbound section during AM peak traffic, leading to low average speeds through the sections
and high gCO2/km rates of emission. Conversely, in the predominantly free flowing traffic of the
Evening period, the average speed of the test vehicle was high and that average gCO2/km rate
of emission low.
The analysis of the PEMS data presented in this chapter is used in subsequent chapters to assess
the accuracy of modelled micro-scale emission estimates of real-world CO2 emission.
CHAPTER 4: Modelled Vehicle Emission
Chapter Four presented an assessment of the capability of four popular emission models to
replicate the real-world micro-scale emission quantified in Chapter 3. The four models used in
the study were; DEFRA’s Emissions Factors Toolkit, an average speed emission model; the
HandBook on Emission FActors for road transport, a ‘traffic situation’ model; the US EPAs Motor
Vehicle Emission Simulator, a ‘modal’ emission model; and the TU-Graz’s Passenger car and
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Heavy duty Emission Model, an instantaneous emission model. The chapter included a
discussion on the background to each model and the methodologies employed to generate
estimates of on-road exhaust emission.
The instrumented vehicle GPS recorded second-by-second transient speed profiles from the
Headingley test laps were used as the input for each of four emission models. The four models
calculated CO2 emission factor estimates for each of the 48 test laps and 384 micro-scale road
sections. These modelled estimates were then compared to the test vehicle’s PEMS measured
real-world CO2 emission rates.
The EFT and HBEFA emission models were both found to substantially underestimate the real-
world CO2 emission rates of the test lap and micro-scale sections, calculating CO2 emission
factors which were on average around 40% lower than the PEMS measured emission rate.
Therefore neither the average speed emission factor methodology nor the traffic situation
technique was found to be appropriate for micro-scale emission estimation in this instance.
The MOVES and PHEM models, in contrast, were both shown to generate good estimates of the
real-world CO2 emission recorded during the PEMS testing. The mean model percentage
estimate of the PEMS measured CO2 emission was found to be between 90% to 95% for both
MOVES and PHEM. The mean average percentage error (MAPE) for both models was calculated
to be around 10%. In general, MOVES was found to be slightly the more accurate of the two
models, but PHEM was found to have the greater precision.
The chapter concluded that a decision on which of the two models, MOVES or PHEM, is most
appropriate for a particular study is likely to come down to the location of that research. PHEM
was developed using measured emission predominantly from European vehicles and MOVES
was created using vehicle emission data from the American vehicle fleet. Although both models
provided good estimates of the Headingley recorded on-road CO2 emission, the accuracy of the
MOVES output was largely due to the coincidence that the test vehicle employed in the PEMS
survey happened to be a good match with the average 2005 petrol passenger car in the MOVES
model. Apart from the age of the vehicle and the year of its manufacture, it was not possible to
further describe the test vehicle in MOVES, with the result that whatever the weight and engine
size of the test vehicle the same CO2 emission estimate would have been generated. The PHEM
estimates, however, were accurate because the vehicle parameters for the model could be
specified. The importance of this characteristic of the PHEM model was demonstrated through
comparison of the PHEM CO2 emission estimates calculated with the vehicle parameters set to
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describe the test vehicle against the PHEM CO2 emission estimates calculated with the default
Euro 4, petrol passenger car specification. For the PHEM model with the default Euro 4 setting
the MAPE was 25.3% compared to 12.3% for the PHEM model entered with the test vehicle
specification data (Chapter 4.6.4.4).
It was noted in the chapter that there was significant section-by-section variance in the accuracy
of both the MOVES and PHEM estimates of CO2 emission. This was especially clear in Section 1
and Section 8, which are the opposite traffic flows over the same road link. It was hypothesised
that this discrepancy was due to the impact of gradient, as this part of the Headingley test lap
has the steepest road grade, with Section 1 being primarily downhill and Section 8 primarily
uphill.
CHAPTER 5: Road Grade and Micro-Scale Emission Modelling
Having identified, in Chapter 4, the potential influence of road grade on the MOVES and PHEM
road section emission estimates, this chapter investigated the impact of road grade on the
micro-scale estimation of CO2 emission.
Using the equation for VSP (Chapter 4.5.2) to calculate values of engine power output, the
chapter presented a sensitivity analysis of road grade and CO2 emission, utilising a CO2 emission
and VSP binning methodology. Hypothetical VSP values were calculated over the likely range of
speeds in the Headingley network (from 0 km/h to 50 km/h), under three acceleration scenarios
(acceleration, cruise and deceleration) at six set road grades (-6%, -3%, 0%, 3% and 6%). An
estimate of the gCO2/s emission was then calculated for each hypothetical VSP value using CO2
emission bins (Table 5.1). Comparison of the estimated CO2 emission values, from the
hypothetical VSP values for each road grade, demonstrated that, under all three acceleration
scenarios, failure to account for road grade could lead to a substantial error in the estimation of
CO2 emission. Even though the road grades assessed in this study were relatively modest, when
travelling at 30 mph (48 km/h) the inclusion of positive road grade resulted in gCO2/s exhaust
emission rates between 1.3 and 2.9 times greater than on a flat road. Likewise on downhill
sections, at this speed when the vehicle was accelerating (0.5 m/s2) or cruising (0 m/s2) the
inclusion of negative road grade led to a gCO2/s emission rate 40% to 70% of that on a flat road.
To accurately account for road grade in the estimate of real-world exhaust emission, this chapter
presented the development and application of a novel LiDAR-GIS based methodology for
calculating a 1 Hz road grade, utilising real-world PEMS survey measured speed, location and
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CO2 emission data. The addition of the LiDAR-GIS road grade values was shown to significantly
improve the linearity of the relationship between positive VSP and CO2 emission, when
compared to VSP calculated without road grade, increasing the average R2 value from 0.65 to
0.73.
This chapter presented a re-analysis of the MOVES and PHEM generated estimates of real-world
CO2 emission generated in Chapter 4.5.4 and Chapter 4.6.4.4 with the inclusion of a LiDAR-GIS
generated road grade. Both MOVES and PHEM models have the facility to specify a road grade
value for each second of the recorded speed profile, which should theoretically improve the
modelled estimate of the instantaneous engine power output and therefore the estimate of the
resultant CO2 emission.
In this case, the addition of the LiDAR-GIS data to the modelling in PHEM (denoted PHEMG) did
not greatly improve the accuracy of Headingley lap CO2 emission estimates, compared to the
estimates without grade (denoted PHEM0). The median model estimate of the PEMS CO2
emission increased slightly, from 90.1% with PHEM0 to 91.0% with PHEMG. However, the LiDAR-
GIS grade was shown to improve the stability of the PHEM estimate of Headingley section CO2
emission. The PHEMG median estimates of the total PEMS CO2 section emission (excluding the
short turning sections) were between 91.5% and 94.3%, compared to a range of 79.0% to 97.8%
for the PHEM0 section estimates. Rather than showing the variability associated with
overestimation of CO2 emissions on downhill sections and underestimation of CO2 emissions on
uphill sections, the addition of the LiDAR-GIS road grade led to a consistent PHEMG estimates of
the micro-scale real-world emission, albeit an underestimates, with a MAPE of 9.0% for the 288
longer road sections.
The LiDAR-GIS road grade data were also shown to improve the MOVES section estimates of the
PEMS measured CO2 emission. The median model estimate of the PEMS measured Headingley
lap CO2 emission actually marginally decreased, from 95.9% with MOVES0 to 95.4% with
MOVESG. However, the MOVESG median estimates of the PEMS longer section CO2 emission
were between 92.4% and 101.3%, a significant improvement on the MOVES0 estimates which
had a range between 80.5% and 107.6%.
This chapter demonstrated that the incorporation of accurate road grade removed a significant
degree of the section-to-section variability in estimate accuracy when compared to that
determined under MOVES0 and PHEM0. This improvement was most obvious in Sections 1 and
8, which had the steepest average gradient of the sections in the Headingley survey (≈ ± 1.6%).
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Analysis of the PHEMG modelled CO2 estimates revealed a degree of variance in the accuracy of
the longer section CO2 emission estimates, with 90% of these estimates between 79.5% and
109.7% (for MOVESG the range was 83.0% to 113.0%). These discrepancies from the real-world
emission levels are likely to be due to factors not incorporated in the engine power modelling
used in either MOVES or PHEM. These influences include possible error in the PEMS CO2 data
as a result of the ‘pulse effect’ exhaust flow adjustment and factors affecting vehicle fuel
consumption, such as day-to-day variation in ambient temperature, starter battery state of
charge and use of the vehicle’s air-conditioning / heating systems. The vehicle weight estimate
may also have been incorrect in PHEM, as no direct measurement was made.
The on-road micro-scale CO2 emission prediction capability of both MOVESG and PHEMG were
shown to be remarkably similar, given the two different methodologies. MOVESG was shown to
be marginally more accurate in its median section CO2 emission estimate (excluding turning
sections), which was 95.8% versus 93.4% for PHEMG. However, PHEMG was slightly more
consistent in its emission estimates, with an IQR in its estimates of 9.7% compared to 11.8% for
MOVESG. This research suggests that both MOVES and PHEM can be considered appropriate for
the micro-scale CO2 emission modelling of this test vehicle, however, the flexibility of PHEM in
allowing adjustment to represent other test vehicles, and the fact that its default settings were
developed for the European vehicle fleet, made PHEM the more appropriate choice for the
coupled model.
The chapter presented a further assessment of the effect of road grade on CO2 emission. Using
the PHEM model, a sensitivity analysis was conducted employing five road grade scenarios. The
scenarios were formed by multiplying the LiDAR-GIS calculated road grade for each second of
data by five coefficients 0, 0.5, 1, 2 and 3. The results indicate that road grade can have a
significant impact on the modelled vehicle emission. The assessment was also conducted for
NOx emission which was found to be more sensitive to road grade than CO2, with a greater
percentage increase in emission at the higher road grade coefficients. The analysis
demonstrated that for road sections over which the average road grade is zero, but where there
is some change in elevation, it is incorrect to assume that increased emission in uphill sections
is offset by decreased emission in downhill sections. The PHEM modelling indicated that for such
road sections, total emission increase with increasing steepness of road grade in the sections.
This chapter established that to generate accurate vehicle exhaust emission estimates at a
micro-scale in real-world conditions, it is important to include a representative road grade for
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each second of the test data. The novel LiDAR-GIS method proposed in this study provided a
simple methodology for calculating 1 Hz road grade and was shown to improve the modelling of
CO2 emission for this data set. This research demonstrates that using the PHEM instantaneous
emission model with inclusion of LiDAR-GIS calculated road grade estimates is a viable method
for generating accurate real-world micro-scale CO2 emission estimates from GPS transient speed
profiles recorded by an instrumented vehicle survey.
CHAPTER 6: Emission Modelling using a Coupled Traffic Simulation
(AIMSUN) and Instantaneous Emission Model (PHEM)
Whilst Chapter 5 demonstrated that using PHEM with PEMS recorded speed profiles and road
grade can provide an accurate estimate of CO2 emission for one specific vehicle driving through
a network, the work reported in Chapter 6 evaluated whether it is possible to use a simulated
network (including road grade) to generate 1 Hz vehicle speed data from all vehicles in the
network, which is sufficiently similar to the real-world vehicle second-by-second speed data, to
allow accurate estimates of real-world CO2 emission to be made from a coupled traffic
simulation and instantaneous emission model.
This chapter presented the development and utilisation of a coupled traffic simulation and
instantaneous emission model to produce high resolution estimates of exhaust CO2 emission
from the vehicle fleet in an urban network. This study used the AIMSUN microscopic traffic
simulation tool, to generate a model of the Headingley network which encompasses a 3.8 km
section of the A660, one of the main arterial corridors into and out of Leeds, UK. The AIMSUN
Headingley model includes a comprehensive depiction of the network (e.g. road layout; traffic
control signals; junction turning movements; road section speed limits and road grade), a
detailed description of vehicles within the network (e.g. traffic demand data, vehicle fleet
composition and public transport lines) and defined values for controllable parameters within
the model which reflect observations from the real world. Whilst an AIMSUN network
simulation is in operation, data from the network model is extracted by an API, written at the
University of Leeds ITS, which records the simulated movement of each vehicle in the network.
The open source software ‘R’ is then used to process the AIMSUN API output data into a second-
by-second drive cycle format for use in the instantaneous emission model PHEM. The simulated
trajectory data along with a comprehensive description of the vehicle fleet (by vehicle type sub-
category) and detail about each road section, enables PHEM to generate fuel consumption and
pollutant emission estimates for each vehicle and road section in the simulated network.
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This research aimed to deliver high-quality specification of all input parameters to the model in
order to increase confidence in the accuracy of its emission estimate outputs. Methodologies
for obtaining the necessary input data for the AIMSUN model were outlined in the chapter. In
order to gather traffic fleet data of sufficient definition for the AIMSUN-PHEM coupled model a
24-hour ANPR survey was conducted within the network (Chapter 6.2). The extent of the model
was captured by geo-referenced aerial photography (Chapter 6.3.1). Road section gradient was
derived from a 5 m resolution DTM (Chapter 6.3.2). Traffic demand data were defined by a
comprehensive database of MCC and ATC real-world data recorded throughout the network
(Chapter 6.3.4). Traffic signal data were input from controller specifications supplied by LCC and
the Headingley ‘beta’ model and confirmed by direct observation (Chapter 6.3.5). The public
transport bus fleet was described in the simulation with timings from the official bus timetables
(Chapter 6.3.6). Global parameters in the model (e.g. simulation step, reaction time and look-
ahead distance) were employed from the previously calibrated Headingley beta AIMSUN model.
To ensure that the movement of vehicles in the simulation reflected the real Headingley
network, the AIMSUN model parameters which control vehicle movement were adjusted,
default values being replaced with parameter estimates calculated directly from the
instrumented vehicle GPS transient vehicle data from Chapter 3.
The emission modelling process in PHEM utilised a very detailed description of the Headingley
vehicle fleet, with the proportion of each vehicle type in the fleet further sub-categorised by fuel
type, Euro standard and weight. This detailed fleet description was informed by the vehicle data
gathered by the ANPR survey on the A660. The definition by sub-category ensured the correct
proportion of vehicles was allotted to each specific engine emission map in PHEM (Chapter
6.4.2). Processing the ANPR recorded number plate data through a vehicle information
database also enabled the vehicle specification data for each vehicle sub-category to be updated
to better represent vehicles travelling in the Headingley network (Chapter 6.4.4).
Chapter 6.3.8 and 6.3.9 describe the calibration and validation methodology respectively, with
five time periods of the AIMSUN Headingley network model separately calibrated and validated,
following the DfT transport analysis guidelines for link flow validation (DfT, 2014). For each time
period, 10 replications were analysed. The traffic flow rates at 26 detector sites were validated
at 30 minute intervals, ensuring the model conformed to the guidelines. Further to the AIMSUN
calibration, a novel method for calibrating the coupled AIMSUN-PHEM model outputs with
observed real-world data was developed and presented in Chapter 6.5.1. This method assessed
both CO2 emission by journey time and journey VSP power distributions for simulated and real-
world data. This analysis concluded that although further sensitivity analysis of the vehicle
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dynamic parameters could be conducted, which would likely improve the model, the calibrated
Headingley network AIMSUN model produces second-by-second transient vehicle data which
are closely representative of real-world driving. Furthermore, since the work reported in
Chapter 5 demonstrated the ability of PHEM to generate accurate estimates of on-road emission
using transient vehicle data, the coupled AIMSUN-PHEM model emission estimates can
therefore be considered representative of real-world CO2 exhaust emission.
The strength of the coupled model, enabling CO2 emission estimates from the network to be
calculated at a variety of scales, was demonstrated. The ability of this method to provide both
aggregated and highly disaggregated emission factors has been shown from the calculation of
individual vehicle type emission factors (by fuel type and emission standard) through to the
calculation of total network CO2 emission factors (Chapter 6.5.2).
The calibration of five separate time periods facilitates the use of the Headingley AIMSUN-PHEM
model to estimate the diurnal variation of CO2 emission in the network for each vehicle type,
revealing significant differences between average CO2 emission factors in the most congested
PM peak traffic and in the least congested NI period (Chapter 6.5.3). From time period CO2
emission estimates, 24-hour average emission factors were calculated for the vehicle type
groups: ‘Car-Petrol’, ‘Car-Diesel’, ‘Taxi’, ‘LCV’, ‘HGV’ and ‘Bus’, which were compared directly to
DEFRA’s CO2 conversion factors for company reporting (DEFRA, 2015b). This evaluation was
valid due to the detailed comparison of the Headingley vehicle fleet with the DEFRA’s NAEI base
fleet composition data (Chapter 6.2). This ensured that any differences in the composition of
the respective fleets were identified. The differences between the AIMSUN-PHEM model and
DEFRAs CO2 emission factors for each vehicle group were quantified and the magnitude of each
difference was found to be justifiable (Chapter 6.5.4). The research highlighted, for example,
that the DEFRA reported CO2 emission factors for passenger car, which are based on NEDC type-
approval CO2 emission figures with a 15% uplift factor, may still be underestimates of real-world
CO2 emission. The average 24-hour AIMSUN-PHEM CO2 emission factors for petrol and diesel
passenger cars were respectively 24% and 40% greater than the NEDC generated average type-
approval figures for those vehicle categories, which is in line with the scale of discrepancy
reported between real-world and type-approval emission factors (Mock et al., 2015; Dings,
2013; ICCT, 2015).
Going further, the coupled model emission estimates were used to calculate the emission
contribution to total fleet emission from the different vehicle groups, for both CO2 and NOx
(which because of its impact on local air quality is an important area for future study). The
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impact of incorporating road grade into the Headingley network model was analysed. The
Headingley network AM simulation emission estimates were reprocessed in PHEM with road
grade set to zero and then compared to the AM simulations with grade. When averaged over
the entire network, the AM CO2 emission factor was 4.8% greater when modelled with road
grade than without, though as previously demonstrated in Chapter 5.8, over individual micro-
scale road sections this difference is likely to be substantially greater.
The chapter concluded with a detailed evaluation of the strengths and limitations of the coupled
AIMSUN-PHEM model methodology. As is the case for any model, a degree of simplification of
the real-world was required, which limits the accuracy of both the AIMSUN simulation and the
emission estimates of the PHEM model. These simplifications, therefore, influence the overall
accuracy of the coupled model. Similarly, the quality and quantity of available data for input
into the model have an important bearing on calibration and validation of the model and
consequently the reliability of the modelled emission output. Throughout this research, every
attempt was made to identify, obtain and utilise the most appropriate and highest quality data
sources available, within the scope of a PhD research project. However, should better input
data become available, these data can be incorporated into the existing Headingley AIMSUN-
PHEM model to improve the calibration and validation and, ultimately, the accuracy of its real-
world emission estimates. The bottom-up approach of the AIMSUN-PHEM model, generating
second-by-second emission estimates for each simulated vehicle in the network from a
calculated engine power output, enables analysis to be conducted at a wide variety of scales,
from the emission of a single vehicle journey through to the combined emission of the entire
vehicle fleet.
The development of an AIMSUN-PHEM coupled model enables a more accurate and detailed
understanding of vehicle exhaust emission rates within a modelled network than is possible
using commonly applied average speed emission tools. Calibration to reflect the different traffic
flow time periods allows quantification of the impact that traffic demand has on on-road
emission factors. The creation of base models with current input parameters allows an
assessment to be made of the impact on exhaust emission that would occur as a result of
potential changes to the network. The coupled model enables this kind of assessment both
through parameter sensitivity analysis and scenario testing. The creation of an AIMSUN-PHEM
coupled model for a given network could greatly improve the ability of transport planners to
perform environmental assessments of potential schemes designed, for instance, to improve
traffic flow in a network; to limit certain high emission vehicles, or to replace a proportion of the
vehicle fleet with low emission vehicles.
255
The capability of the PHEM instantaneous emission model to generate estimates for NOx, NO,
CO, HC, and PM offers the potential to expand the scope of the coupled model from CO2 to other
exhaust pollutants which are likely to be of more interest from a local air quality perspective,
due to their impact on human health. Further work to evaluate the accuracy of the real-world
estimates of these pollutants is required, however, the work completed in this research to
establish the accuracy of the AIMSUN-PHEM coupled model’s ability to generate real-world
estimates of CO2 (through fuel consumption) and engine power output, is a very significant step
towards modelling these other pollutants.
7.3 FULFILMENT OF THE AIMS AND OBJECTIVES OF THE RESEARCH
This section addresses the six research objectives set out in Chapter 1.2
1. Can the New European Driving Cycle (NEDC) vehicle type-approval CO2 emission
factors be considered good indicators of vehicle CO2 emission in real-world driving?
The EU employs the New European Driving Cycle (NEDC) as the benchmark test for vehicle CO2
type-approval emission, as part of the EU mandatory CO2 regulations (EC, 2009b; ICCT, 2015).
However several studies have revealed that real-world vehicle emission substantially exceeds
the NEDC measured emission. These reports demonstrate an increasing divergence between
real-world and test cycle measured CO2 emission, with the gap widening from approximately 8%
in 2001 to 40% in 2014. The NEDC was found to be a poor representation of real-world driving
conditions (Dings, 2013) with a very smooth profile of acceleration and deceleration utilising
only a small portion of a vehicles operating range. The greatest reason for the increasing gap in
real-world and NEDC can be attributed to the increasing exploitation of flexibilities and
loopholes within the road-load determination and type-approval testing, with manufacturers
manipulating the test procedure to minimise CO2 emission during the certification (Mock et al.,
2015). So whilst the year-on-year reduction in new car CO2 emission would seem to be reducing
the UK vehicle fleet’s GHG emission, in reality, it is likely that the real-world reduction in CO2
emission is considerably smaller. The outcome is that NEDC type-approval CO2 emission factors
are becoming increasingly unrepresentative of real-world CO2 emission.
The PEMS analysis, reported in Chapter 3, demonstrates the discrepancy between a test
vehicle’s type-approval NEDC CO2 emission factor and its recorded levels of exhaust CO2
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emission in real-world driving conditions. The PEMS generated real-world CO2 emission factors,
over a 4.6 km route in an urban network (313 – 568 gCO2/km), were found to be considerably
greater than the test vehicle’s NEDC test recorded CO2 emission value (175 gCO2/km).
Furthermore, the real-world factors display significant variance depending on prevailing traffic
conditions in the network. A single NEDC CO2 emission factor is therefore highly unlikely to
provide a good indication of a vehicle’s CO2 emission rate in real-world driving conditions. An
accurate estimate for a vehicle’s real-world CO2 exhaust emission can only be achieved by
models that have the capability to reflect the variability in CO2 emission induced by on-road
driving conditions.
2. How does micro-scale CO2 emission vary in on-road driving conditions?
The variation in CO2 emission associated with real-world driving has been demonstrated in this
work through the micro-scale analysis of a PEMS data set (in Chapter 3). The research identified
large spatial and temporal variability in CO2 emission within the network, with a range of
calculated CO2 emission factors from 313 gCO2/km to 586 gCO2/km over 48 ‘identical’ test laps.
Each test lap was divided into 8 short micro-scale sections, from 175 m to 781 m in length, over
which the CO2 emission factors ranged from 219 gCO2/km to 1,359 gCO2/km. Over the 384 test
section runs, 95.8% of real-world CO2 emission factors over short sections were found to be
greater than the certified urban test cycle emission of 253 gCO2/km for the test vehicle and all
the real-world emission factors were greater than the NEDC type-approval rated emission of 175
gCO2/km for the vehicle.
Given the substantial variability in on-road exhaust CO2 emission factors it is clear that, to
generate an accurate estimate of the real-world CO2 emission from a vehicle over short road
sections, a micro-scale modelling process is required which can incorporate significant detail to
describe both the on-road traffic conditions in the test network and the test vehicle itself.
3. How good are current emission models at estimating real-world micro-scale vehicle
CO2 emission?
In Chapter 4, the recorded second-by-second transient speed profiles, measured over the 48
Headingley test laps (described in Chapter 3), were used as input to four emission models, which
employ different methodologies to generate emission estimates. Of these four models, MOVES
and PHEM were shown to generate good estimates of the real-world CO2 emission as measured
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during the PEMS testing, whilst the EFT and HBEFA models were found to produce a significant
underestimate of the on-road emission (on average approximately -40%).
The mean model percentage estimate of the PEMS measured CO2 emission for each of the 48
test laps was found to be 95.7% for MOVES and 90.7% for PHEM. The accuracy decreased
slightly, with percentage estimates of 93.8% and 89.6% for MOVES and PHEM respectively, when
the test laps were divided into 384 micro-scale road sections (i.e. 8 sections in each of the 48
test laps). Analysis of each of the micro-scale sections revealed that PHEM, and to a lesser
degree MOVES, performed relatively poorly when trying to assess the emission on the two short
‘turning sections‘ (175 and 325 metres in length). It was hypothesised that the stop-start nature
of these turning sections may have led to atypically high emission levels which don’t reflect
normal transient vehicle real-world drive cycles. Excluding these turning sections from the
analysis, the mean model percentage estimate of the PEMS measured CO2 emission for each of
the 288 longer micro-scale sections (between 523 and 781 metres in length) was 94.7% for
MOVES and 91.8% for PHEM.
In Chapter 5 the development of a LiDAR-GIS method for evaluating the road grade for each
second of transient vehicle data enabled the MOVES and PHEM modelling of the lap and section
data to be repeated with the inclusion of road grade as a parameter. The Chapter 4 analysis of
modelled MOVES and PHEM CO2 emission generated estimates assuming a flat network (i.e. 0
grade). The inclusion of road grade improved the mean model percentage estimate of the PEMS
measured CO2 emission for the 288 longer section to 95.8% for MOVES and 93.4% for PHEM.
Both models had a similar MAPE values of 8.4% and 9.0% for MOVES and PHEM respectively,
which describe the average error between the model and real-world emission values for each
section. The main difference in the models, which can be best seen by comparing Figure 5.29
with Figure 5.31, is that whilst the PHEM model with road grade produces a constant CO2
emission underestimate of around -6.5% over each of the sections, the MOVES model with
grade estimates range from an overestimate of 1.3% to an underestimate of 7.6%. Therefore,
whilst MOVES, in this instance, generated a more accurate average estimate of real-world micro-
scale vehicle CO2 emission, the PHEM CO2 emission estimates were more consistent.
The accuracy of the MOVES model must largely be attributed to the fact that the test vehicle
employed in the Headingley PEMS survey happened, coincidently, to be a good match with the
American average 2005 petrol passenger car CO2 emission factors within the MOVES model. The
accuracy of the PHEM however, was the result of adjustment of the vehicle parameters in the
PHEM model to specifically describe the test vehicle. The importance of this faculty of PHEM
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model was demonstrated through comparison of the PHEM modelled CO2 emission generated
with the coded test vehicle parameters alongside the estimates from PHEM using only the
default Euro 4, petrol, passenger car specification. The average percentage estimate of the
PEMS measured CO2 emission using the default PHEM Euro 4 vehicle was 74.6%, over the 384
test sections (without modelled road grade). In contrast, the PHEM model with the test vehicle
specific data produced an average estimate of 89.6%. This analysis indicates that in order to
represent specific vehicles or vehicle fleets in PHEM, it is important to ensure that the PHEM
vehicle data are populated with average values that accurately represent each vehicle category
in the modelled vehicle fleet.
The analysis in this thesis suggests that engine power based emission models like MOVES and
PHEM, which are capable of producing second-by-second CO2 emission estimates from a
calculated engine power output, can be utilised to generate accurate estimates of real-world
micro-scale vehicle CO2 emission, whilst average speed emission models and traffic situation
emission models cannot. However, in order to accurately generate CO2 emission estimates, the
research also demonstrated that road grade should be included with transient vehicle data and
that vehicles should be accurately specified within the emission model. Although MOVES was
on average marginally more accurate and was better able to model the shorter turning sections,
the flexibility of PHEM to adjust the vehicle parameters and the fact that, unlike MOVES, it was
developed to model the European vehicle fleet rather than the American fleet, made PHEM the
most suitable choice for the coupled model.
4. To what degree does road grade influence vehicle CO2 emission estimation at a
micro-scale?
Power-based emission models such as MOVES and PHEM generate emission estimates through
the derivation of second-by-second of engine power output from vehicle activity data. In order
to generate accurate estimates of engine power output, the influence of road grade must be
accounted for, as the combination of the gradient of the road with the force of gravity will
contribute to acceleration or deceleration of the vehicle. This effect necessitates the inclusion
of a road grade estimate with each second of transient vehicle data.
Chapter 5.3 demonstrated the potential importance of road grade through a sensitivity analysis.
Using the VSP equation employed by the MOVES emission model (Equation 5.2), hypothetical
VSP values over the range of speeds likely in the network were generated over a series of road
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grades (-6%, -3%, 0%, 3% and 6%) and under three acceleration scenarios; acceleration (0.5
m/s2), cruise (0 m/s2) and deceleration (-0.5 m/s2). Average real-world CO2 emission rates for
the test vehicle were calculated in 21 VSP ‘bins’ that described the full range of engine power
outputs (Table 5.1). Using the VSP-CO2 emission bins, estimates were generated of the expected
CO2 emission at each of the hypothetical VSP values, enabling analysis of the effect of road grade
under each of the three acceleration scenarios. This research demonstrated that a failure to
account for road grade could lead to a substantial error in the estimation of CO2 emission. Even
at the relatively modest road grades analysed in this study, when travelling at 30 mph (48 km/h),
the expected rate of CO2 emission was shown to be between 1.3 and 2.9 times greater with
inclusion of positive road grades at +3% and +6% in the VSP calculation versus the generated
emission with the road grade modelled as flat. Likewise, the exclusion of negative road grades
in the calculation of VSP was shown to lead to a potential overestimation of modelled CO2
emission of up to 60% on downhill sections. For this reason, it is essential that a road grade
value is set for each second of transient vehicle data to describe the real-world topography.
The LiDAR-GIS method developed in this study and described in Chapter 5 provides a simple
methodology for calculating 1 Hz road grades from PEMS recorded GPS vehicle data, which was
demonstrated to improve the modelling of CO2 emission for the Headingley PEMS data set. This
was shown both through increased correlation in the linear relationship between positive VSP
and CO2 with the addition of road grade in Figure 5.27 and the improvement of PHEM and
MOVES road section emission estimates in Figure 5.29 and Figure 5.31. This improvement was
especially clear in Section 8 from the Headingley test lap. In this uphill section, the addition of
the 1 Hz road grade improved the average PHEM modelled CO2 estimate of the PEMS measured
CO2 emission from 80.4% without road grade to 94.0% and the MOVES estimate from 80.5% to
93.5%.
The study has demonstrated that definition of road grade for micro-scale road section emission
modelling is vital. Whilst at larger scales the overestimation of emission on downhill sections,
will mask the underestimation of emission on uphill sections to an extent, as demonstrated in
Chapter 5.8 and 6.5.6, it is incorrect to assume that these errors completely offset each other.
In a micro-scale analysis, short road sections can have very steep average road grades. If such
grades are not accurately specified there will be significant error in the modelled emission
estimates.
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5. Can simulated vehicle activity generate CO2 emission estimates comparable to the
CO2 emission recorded in real-world testing?
The work in Chapters 4 and 5 demonstrates that the instantaneous emission model PHEM is able
to generate accurate estimates of micro-scale on-road vehicle exhaust CO2 emission by utilising
second-by-second PEMS recorded GPS transient vehicle speed data with LiDAR-GIS generated
road grade values alongside adjustment to the PHEM vehicle specifications to describe the
specific test vehicle.
Development of the Headingley AIMSUN network, described in Chapter 6, enabled the
generation of simulated second-by-second data for all vehicles in the network. The work in
Chapter 6.5.1 investigated whether AIMSUN simulated vehicle speed profiles, for passenger cars
with road grade defined by road link slope percentage, were able to generate micro-scale CO2
emission estimates from PHEM of comparable accuracy to the CO2 emission estimates
generated in PHEM using the PEMS measured tracking data and LiDAR-GIS road grade.
A summary of the analysis from Chapter 6.5.1 is presented in Table 7.1. In general, the AIMSUN-
PHEM model generated average simulated vehicles journey times comparable to the PEMS
recorded journey times over the northbound and southbound 1.5 km sections of the A660, for
each of the time periods. The range of simulated journey times in most cases was similar to the
range of recorded real-world journeys, which is significant given the substantial variance in the
observed journey times during some of the time periods. The notable exception is during the IP
period when the simulated journey times were significantly quicker than recorded by the PEMS
instrumented vehicle. This suggests that the Headingley AIMSUN network simulation may not
have correctly captured congestion on the A660 during the IP time period. Given the limited
number of instrumented vehicle journeys recorded in the network, it is impossible to know
without further data, whether the PEMS recorded journey times give a true reflection of the
average journey times in the Headingley network. The PEMS values were collected over one
week (Chapter 3.2.1) while the traffic flow in the AIMSUN Headingley network is an
amalgamation of multiple MCC and ATC surveys (Chapter 6.3.4) recorded in different months
and different years. It is possible that seasonal variations in traffic flow mean the PEMS recorded
journeys do not reflect the average traffic demand in the Headingley network. As discussed in
Chapter 6.5.1, a further average journey time data set from Trafficmaster, comprising
approximately 1,500 observations, was made available by Leeds City Council, although data
were only available for the AM and PM periods. As shown in Table 7.1, for the AM and PM
northbound analysis, the AIMSUN simulated average journey time is significantly closer to the
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Trafficmaster average journey time than the PEMS recorded value. The acquisition of further
journey time data for the other time periods would help in ensuring that the model is properly
calibrated.
Table 7.1: Comparison of AIMSUN-PHEM Simulated Model to PEMS and PHEMG Data
Time Period AM AM IP IP PM PM EV EV
Direction (Northbound / Southbound) N S N S N S N S
Average difference between the Simulated
and PHEMG CO2 Emission Factors (%)
-0.2 % -1.2 % -3.5% -6.7 % + 0.7 % -5.8 % -8.2 % -6.1 %
Number of PEMS Recordings 15 15 14 14 11 11 6 6
Number of Simulated Vehicles 3582 4722 2288 2032 3162 3571 3528 2596
Range of PEMS Journey Times (s) 171 -680
218 -
702
208 -
438
194 -
381
354 -
861
215 -
479
153 -
231
147 -
239
Range of Simulated Journey Times (s) 133 -540
149 -
728
128 -
318
126 -
319
299 -
851
146 -
691
118 -
322
120 -
334
PEMS Average Journey Time (s) 374 378 338 268 627 302 199 193
Simulated Average Journey Time (s) 244 333 193 191 540 351 193 192
Trafficmaster Average Journey Time (s) 272 303 - - 535 288 - -
Ideally, the AIMSUN-PHEM model should have been able to generate CO2 emission factors very
similar to those recorded directly by the PEMS real-world testing. However, as shown in Chapter
5.7.1, there was an average difference between the PHEMG section (excluding the two short
turning sections) estimates of CO2 emission and the PEMS recorded real-world CO2 emission of
between 6% to 9%. This discrepancy occurs even though the CO2 emission estimates from
PHEMG were calculated directly from real-world drive cycle data and 1 Hz LiDAR-GIS road grade.
To check whether the AIMSUN simulated second-by-second vehicle speed profiles were a good
approximation of the real-world GPS recorded drive cycle data, it was more important to test
the ability of the AIMSUN-PHEM model to reproduce the PHEMG CO2 emission values, rather
than the PEMS measured real-world CO2 emission figures.
To assess the accuracy of the AIMSUN-PHEM model CO2 emission estimates, lines of best fit
were calculated through the journey time and emission plots from the AIMSUN-PHEM model,
and the PHEMG CO2 emission estimates (see Figure 6.18 to Figure 6.25). The average difference
between these lines of best fit was then calculated across the range of PEMS observed journey
times. These differences are displayed in Table 7.1. The line of best fit for the simulated CO2
emission generally provides a close fit to that generated for the PHEMG emission estimates.
Inspection of the PHEMG results of CO2 emission plotted by journey time, in Figures 6.18 through
6.25, show that the majority overlie simulated points of CO2 emission from the AIMSUN-PHEM
model. Although the average differences between the PHEM generated CO2 emission estimates
from the PEMS drive cycle data and those from the simulated vehicle data are relatively small,
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it is likely that the limited sample of PEMS data is a factor in this observed difference, with fewer
real-world emission / journey time points leading to potentially unrepresentative lines of best
fit. Further instrumented vehicle GPS recorded journey data from the network would help clarify
that the model is properly calibrated.
As a further check to ensure that the AIMSUN simulated second-by-second vehicle activity data
were similar to the real-world data, the VSP profiles for the simulated data were compared to
the VSP profiles of the PEMS recorded tracking data for similar length journeys. A poor match
between the simulated and measured VSP would indicate that the acceleration parameters
within the AIMSUN model are incorrect and / or road grade is incorrectly represented within the
simulation. This analysis is presented in Figures 6.28 to 6.31. Failure to capture high positive
engine power output properly may lead to erroneous calculations of CO2 emission. Accurately
calibrating this element of the model is likely more important for other pollutant species. This
would be the case for exhaust emission species where there is an exponential increase in
emission with increased positive engine power output, compared to the linear increase
displayed with CO2.
The analysis of the simulated and real-world power distributions in this study demonstrate that
the calibrated AIMSUN simulations produce second-by-second transient vehicle data that are
representative of real-world driving. It is worth noting that, as the vehicle dynamics parameters
in AIMSUN have been calibrated using data from the test vehicle, the good fit of the model to
the real-world data is likely related to that calibration and may not be wholly representative of
the full range of passenger cars. Further real-world PEMS data recorded in the network, for
other vehicles and vehicle types, would improve the quality of the AIMSUN parameter inputs
and lead to a more accurate description of the variability in these dynamic parameters.
Although this research has established that simulated second-by-second vehicle transient data
can be generated which are sufficiently accurate to generate reliable real-world estimates of
second-by-second vehicle exhaust CO2 emission, it is vital to stress that the AIMSUN simulation
parameters have to be properly calibrated to ensure that the movement of simulated vehicles
reflects the real world. A significant element of future work using the AIMSUN-PHEM model will
be improving the calibration of the AIMSUN model input parameters with use of additional real-
world data.
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6. To what degree are there diurnal variations in CO2 emission factors for different
vehicle types in an urban traffic network?
The calibration of the AIMSUN-PHEM coupled model for five different time periods enabled
analysis of the diurnal variation in average exhaust CO2 emission for each of the vehicle types in
the network and the overall vehicle fleet. This analysis is presented in Chapter 6.5.3.
The ANPR survey utilised in this research to provide a detailed description of the vehicle fleet in
the Headingley network captured both the diurnal variation in the traffic flow on the A660 and
the changes in the composition of the vehicle fleet (Chapter 6.2.8). Rather than using one
homogeneous vehicle fleet to describe the simulated Headingley fleet, the ANPR survey enabled
the AIMSUN-PHEM model to be separately calibrated to describe five distinct time periods
(described in Chapter 6.3.7), which reflected differing traffic flow conditions in the network. For
each of the 2-hour simulated time periods, the coupled model describes the period-specific
traffic flows and junction turning movements; the signal timings; the vehicle fleet composition
by vehicle type and by sub-category (i.e. Euro standard, fuel type, vehicle weight); the scheduled
bus service; and the dynamic parameters for the passenger car vehicle category. The simulated
AM, IP, PM, NI and EV periods therefore generate bespoke emission factors specific to that time
period.
Chapter 6.5.3 presents the diurnal variation in the Headingley network CO2 emission for Petrol
Cars and Taxis, Diesel Cars and Taxis, LCVs, HGVs, Buses and for the aggregate vehicle fleet. The
Headingley network AIMSUN-PHEM modelled CO2 emission factors vary considerably by time
period for each of the vehicle types. The average emission factor increases substantially, for
each vehicle type, from the free flow conditions of the NI period to the most congested traffic
in the PM period. For example for cars and taxis, which form the bulk of the vehicle fleet in each
time period (>75%, Table 6.9), the average CO2 emission factor was calculated to be 43.5%
greater for petrol and 45.5% greater for diesel in the PM period than in the NI period. The
strongest influence on the variability in the CO2 emission factors is traffic flow in the network,
with time periods that experience the most severe congestion having the greatest average rate
of CO2 emission. There are however noticeable discrepancies where changes in the vehicle fleet
mask or exacerbate this trend. This is demonstrated in the HGV fleet CO2 emission factors,
where the PM factor is 174.3% greater than the average NI rate. The reason for this large
disparity is that the modelled NI fleet (informed by the ANPR survey) contains no large HGV
category Rigid 26 t vehicle. Likewise for the Bus fleet the average PM CO2 emission rate is 90.7%
greater than the NI period rate because all buses recorded in the NI period were single-deck.
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Figure 6.44 displays the aggregate vehicle fleet average CO2 emission factors, with an average
emission of 265.1, 276.6, 275.9, 205.1 and 177.0 gCO2/km for the AM, IP, PM, EV and NI periods
respectively. The surprisingly high IP period average CO2 emission is the result of a greater
percentage of HGV vehicles in that time period than in any other modelled time period (Figure
6.12). The comprehensive input data necessary for construction of an AIMSUN-PHEM coupled
model enables the calculation of very specific emission factors but also facilitates detailed
analysis of the particular circumstances that influence the computation of each emission factor.
As a result, it is a very useful tool for analysing network emission.
The AIMSUN-PHEM model revealed substantial diurnal variation in CO2 emission factors for each
of the vehicle types in the network and the entire vehicle fleet. This gives an indication of the
potential impact that measures to reduce traffic congestion in a network could have on
decreasing exhaust CO2 emission.
7.4 CONCLUSIONS
The focus of this thesis was to improve the estimation of real-world CO2 emission by developing
and demonstrating a coupled traffic micro-simulation and instantaneous emission model. It
would have been a relatively straightforward task to select a piece of modelling software, enter
the necessary input data, run the model, and generate model outputs and make the assumption
that those outputs are an accurate reflection of the real-world. The whole process could have
been performed with limited consideration of the weaknesses of the input data, without an
understanding the necessary simplifying assumptions incorporated into the design of the model
and with limited validation of the model output against real-world data.
For example, DEFRA’s Emissions Factors Toolkit provides a simple tool for UK local government
authorities to fulfil their duty to evaluate the on-road vehicle emission. However, this EFT
methodology incorporates a relatively simplified vehicle fleet composition, utilises an average
speed emission methodology and excludes the impact of road grade. It assesses real-world CO2
emission based on NEDC laboratory test cycle emission data, demonstrated not to reflect real-
world operation (Mock et al., 2015; ICCT, 2015), and applies an uplift factor to attempt to
compensate for this error (Boulter et al., 2009). The exclusion of road grade relies on an
erroneous assumption (as demonstrated in Chapter 5) that underestimates of emission on uphill
road sections within a network are offset by overestimates of emission on downhill sections.
265
Such simplified average factor methodologies largely ignore the physical processes that result in
vehicle exhaust emission and, as a result, are almost certain to generate an inaccurate estimate
of on-road exhaust emissions for a specific test road or network. Despite the recognised
limitations, the use of average speed emission models is standard for both the management of
local air quality (DEFRA, 2009) and local CO2 emission estimation (GOV.UK, 2017b) in the UK. Of
concern is the fact that the output from such models, at a network level, is largely unchallenged,
as the validity of the emission estimates is difficult to verify due to the impossibility of directly
measuring real-world network scale emission. The work reported in Chapter 4.3 of this thesis
attempted to link the EFT emission estimates back to measured real-world CO2 emission and
confirmed that the EFT substantially underestimates the real-world on-road CO2 emission of a
test vehicle. Although this analysis tested only one passenger car, so cannot claim to represent
the emission of all vehicles, the difference between the model and reality likely reflects the
limitations to the average speed methodology that are reported in the literature (Panis et al.,
2006; Frey et al., 2010; Barlow and Boulter, 2009).
To overcome the weakness of average speed emission factor models, the work in this thesis
developed a coupled traffic simulation and vehicle emission methodology. This coupled model
methodology applied a bottom-up approach, utilising a highly defined and calibrated computer
simulated road network to generate accurate second-by-second engine power output estimates
for every simulated vehicle within the network model. Through reference to detailed engine
emission maps, the second-by-second engine power output estimates were used to calculate a
CO2 exhaust emission for each second of data, for every vehicle independently. It was
demonstrated that each second of CO2 emission data could then be aggregated to generate CO2
emission factors at a desired spatial level, at any chosen time interval, for an individual vehicle,
or a vehicle type, through to emission factors for the entire fleet. Further, it was demonstrated
that every simulated vehicle journey could be validated against real-world data (where PEMS
survey data exist) to confirm that the modelled vehicle moves in the network in a way that
reflects reality and that the simulated emission estimate reflects real-world driving emission.
This level of validation gives a high level of confidence that the aggregate vehicle fleet network
emission factors are an accurate reflection of the real-world emission.
At each stage of the work in this thesis, the goal has been to ensure that the modelled micro-
scale exhaust CO2 emission is as accurate an estimate of the real-world on-road emission as
possible. Chapter 2 set the context for the work, explaining the importance of limiting
anthropogenic CO2 emission due to its role as a driver of global climate change; highlighting the
significant contribution road transportation makes to the UK’s CO2 emission; discussing efforts
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made in the EU to reduce CO2 emission from the vehicle fleet and identifying the widening
discrepancy between the manufacturers’ CO2 emission figures for vehicles from type-approval
testing and the real-world emission of CO2 of vehicles when being driven on-road. As a result of
the unreliability of the type-approval figures as indicators of real-world CO2 emission, Chapter 3
presented a new detailed analysis of a PEMS data set recorded in the Headingley network,
generating gCO2/km emission factors over a test lap and micro-scale road sections. This real-
world on-road CO2 emission data were used in Chapter 4 to test the capability of four different
emission model methodologies to estimate real-world exhaust CO2 emission. It was identified
that the engine power based emission models, MOVES and PHEM, produced a substantially
more accurate micro-scale CO2 emission estimates than the average-speed emission models EFT
and HBEFA. However, the study also revealed significant section-by-section variability in the
accuracy of the MOVES and PHEM CO2 emission estimates, which was hypothesised to be due
to the impact of road grade. The work reported in Chapter 5 demonstrated the influence of
road grade on vehicle CO2 emission and devised a novel LiDAR-GIS method for discerning a
second-by-second road grade estimate, from GPS recorded position data, which was shown to
largely resolve the section-by-section variability of the MOVES and PHEM CO2 emission
estimates reported in Chapter 4. As a result of the analysis in Chapters 4 and 5, PHEM was
chosen as the most appropriate emission model for incorporation into the coupled model
methodology as it produced more consistent real-world CO2 emission estimates than MOVES,
its default settings were developed for the EU vehicle fleet and it has the flexibility to allow
adjustment to the vehicle specifications. Chapter 6, building on the work of the previous
chapters, reports the development of a coupled traffic simulation and vehicle emission model,
using the microscopic traffic simulator software AIMSUN and the instantaneous emission model
PHEM. A model was built in AIMSUN to describe the Headingley network with input data to
describe five different time periods, which defined different levels of congestion in the network.
Every effort was made, within the realistic scope of PhD research, to obtain the best available
input data, which included a detailed description of the Headingley vehicle fleet, road grade for
each section, traffic demand data from a comprehensive database of MCC and ATC surveys and
vehicle dynamic parameters from real-world data. The AIMSUN model traffic flows were
calibrated and validated at 26 points in the network, with ten AIMSUN simulation runs for each
time period. An API written in the ITS, at the University of Leeds, extracted vehicle speed and
road grade data for all vehicles in each simulation from the AIMSUN Headingley network, which
was converted using the open source software ‘R’ into a drive cycle format for use in PHEM.
This simulated drive cycle data informed the calculation of instantaneous engine power output
for each second and, along with a detailed description of the vehicle fleet, enabled PHEM to
generate fuel consumption and pollutant emission estimates for each vehicle and road section
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in the simulated network. The fuel consumption figures were converted into CO2 emission
estimates using the 2016 UK Government conversion factors for GHG reporting for diesel and
petrol. A novel method for validating coupled emission models was demonstrated in Chapter
6.5.1 with a comparison of simulated model journeys and the real-world data, evaluating both
the CO2 emission by journey time and the VSP distributions for similar duration journeys.
Overall, although further calibration work could be done to improve the model, the AIMSUN
simulation was found to produce second-by-second transient vehicle data representative of
real-world driving and the simulated emission estimates were found to be consistent with the
on-road PEMS measured values. The ability of the coupled model to produce aggregated and
highly disaggregated emission factors was demonstrated with emission factors in gCO2/km
calculated for the fleet, down to individual vehicle sub-categories, by Euro standard and fuel
type. The calibration of the model for five separate time periods enabled evaluation of the
diurnal variation in CO2 emission factor in the Headingley network, highlighting the considerable
increase in gCO2/km from free flowing traffic to the most congested traffic conditions. From the
five time period models, daily average gCO2/km emission factors were calculated and compared
to the DEFRA’s NAEI emission factors, finding explainable differences for each vehicle type.
Chapter 6.6 presented a thorough review of the limitations of the coupled model developed in
this thesis but even recognising these limitations, the work done to develop, calibrate and
validate the coupled model, mean that this Headingley network AIMSUN-PHEM model should
be considered the best specified coupled traffic simulation and vehicle emission model in
published literature. As discussed in Chapter 6.1, the coupled model presented in this research
is of a scale and definition not found in previous studies, combining one of the world’s most
sophisticated traffic simulation tools with Europe’s most comprehensive instantaneous exhaust
emission model.
The coupled model methodology enables an extremely detailed understanding of emission
within the network, permitting analysis of the emission contribution from each of the elements
within the model. It also allows for scenario testing, in which any change to the network which
can be modelled in AIMSUN (e.g. changes to signal timings; changes to the fleet composition;
the addition of new roads to the network; the introduction of a bus lane) and then processed in
PHEM to generate new emission estimates. These can be assessed against the base model to
evaluate the potential effect of the proposed change(s) on exhaust emission in the network.
How does the coupled model relate back to the discussion in Chapter 2 of the UK’s target of
lowering its GHG emission to 80% of the 1990 baseline by 2050? Since there is no panacea that
will totally eliminate CO2 emission from road transport in the near future, it is likely that there
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will be an evolution to a near zero on-road CO2 emission vehicle fleet with a gradual, hopefully
accelerating, transition from the current dominance of internal combustion engine powered
vehicles to a potentially all-electric future vehicle fleet. There will be many technological,
infrastructural and economic difficulties to overcome, coupled with a time delay associated with
fleet turnover, before the UK will deliver a complete decarbonisation of the sector.
The coupled model methodology developed in this thesis could significantly aid efforts to reduce
CO2 emission in the interim. The transition to zero-emission vehicles necessitates investment
both in new infrastructure and grants to reduce the price paid by consumers for being early
adopters of a new technology. These costs are likely to be significant. An accurate appraisal of
the possible reduction in CO2 as a result of these policies is important in justifying the expense
of such projects. For example, scenario testing through the coupled methodology could allow
the potential emission reduction to be calculated for replacement of a diesel bus fleet with an
electric bus fleet. The coupled model would also incorporate the improved acceleration of
electric vehicles that might influence the entire flow of traffic in the network, potentially
reducing congestion and emission. Similarly, the CO2 emission of a network vehicle fleet could
be calculated with a hypothetical percentage of electric vehicles to map out how emission in the
network might be changed with varying degrees of incentivisation of the uptake of electric
vehicles.
Although a complete behavioural and technology change is necessary to decarbonise the road
vehicle fleet by 2050, in the interim period, as demonstrated by the diurnal variation in emission
calculated for the Headingley network in Chapter 6.5.3, efforts to reduce congestion could lead
to significant reductions in CO2 emission. Scenario testing of proposals to improve traffic flow
in a network employing a coupled model would give an accurate estimate of the probable CO2
emission reduction. The estimates can be used to provide the necessary evidence for planners
and policymakers to properly appraise the environmental impact of changes to the network and
enable rigorous cost-benefit analysis to be conducted.
Whilst the Headingley AIMSUN-PHEM model was developed for estimation of on-road CO2
emission, possibly of greater importance, in future, could be its ability to generate pollutant
emission estimates for other exhaust emission species which have a detrimental impact on
human health through their impact on local air quality. Further calibration and validation work,
with appraisal against real-world PEMS emission data, is necessary to verify the accuracy of the
AIMSUN-PHEM model estimates of other exhaust pollutant species (i.e. NOx, NO, CO, HC and
PM). However, accurate micro-scale analysis of the emission of these pollutants for road
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sections and junctions, and the ability to generate hourly emission factors for input into air
quality microscopic dispersion models, could greatly enhance the ability of local authorities to
put in place effective and efficient policies to manage local air quality at points where the EU
pollution level limits are frequently exceeded.
In the past average speed emission models provided the only viable means of generating
network scale emission estimates. It is only relatively recently that a coupled traffic simulation
and vehicle emission model methodology has become feasible on the back of increased
computing power, the development of traffic network modelling tools like AIMSUN and the
extensive collection of fleet-wide vehicle emission measurements in PHEM. A limiting factor for
the coupled model methodology described in this research is the substantial volume of input
data required to create a modelled network of sufficient detail and accuracy that the simulated
movement of vehicles reflects the behaviour of vehicles in the real-world. However, the
increasing availability of detailed traffic data, outside of the traditional ATC and MCC survey
data, through sources such as automated real-time traffic flow monitoring, has seen a growing
number of developers creating detailed AIMSUN network models to improve traffic
management in and around cities, with AIMSUN reporting “thousands of licensed users in
government agencies, consultancies and universities all over the world” (AIMSUN, 2017). This
research demonstrated that, if these AIMSUN models are properly calibrated and validated, so
that the simulated drive cycle data and road grade result in engine power outputs which are
representative of the real world, that it is relatively straightforward to couple the simulation to
a powerful instantaneous emission model and generate very accurate estimates of emission for
each simulated vehicle. As Chapter 6.6 highlighted, there are many ways in which the
Headingley AIMSUN-PHEM model and any future coupled model could be improved. However,
the AIMSUN-PHEM model framework presented in this thesis marks a significant step forward
in the modelling of on-road transport emission, which should eventually see the replacement of
average speed emission factors models with second-by-second power based coupled traffic
simulation and vehicle emission models for micro-scale and network emission estimation.
7.5 FUTURE WORK
As highlighted in the thesis, there are a number of areas that would benefit from further
investigation to improve calibration and validation. The development of the LiDAR-GIS road
grade estimation method and the coupled AIMSUN-PHEM simulated traffic emission model
have also enabled a number of possible avenues for further research.
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Development of the LiDAR-GIS method for 1 Hz Road Grade Estimation
With recognised deficiencies in accurately assessing on-road vehicle emission using the
laboratory based NEDC type-approval emission procedures, on-road PEMS analysis of exhaust
emission, which will be incorporated into future type-approval measurement through the EC’s
Real Driving Emissions (RDE) legislation (EC, 2016), is set to become increasingly important. As
demonstrated in Chapters 3, 4 and 5 to fully understand on-road emission measurements from
PEMS testing, it is vital to have a detailed appreciation of the road grade on which a test vehicle
was travelling. Further development of the LiDAR-GIS method for calculating second-by-second
road grade could improve the technique and validate its use in determining on-road emission
rates both for CO2 and other exhaust pollutant species. As shown in the thesis, a highly accurate
tool for road 1 Hz road grade estimation significantly improves the analysis of PEMS data. A
speed profile in combination with road grade enables calculation of the instantaneous power
output of a vehicle, which has a demonstrable relationship to fuel consumption and vehicle
emissions. Thus further work could include:
 Writing the code to automate the procedure in ArcGIS for obtaining altitude data from a
DTM for each second of GPS recorded transient vehicle data.
 Testing of the LiDAR-GIS generated altitude values against direct land survey measurements,
to calibrate the look ahead and look behind smoothing distances and to verify the accuracy
of this method of road grade determination.
 Testing the accuracy of the LiDAR-GIS grade estimates against the stipulated EC RDE method,
which relies on, and is potentially limited by, the smoothing of GPS measured altitude.
 Using the LiDAR-GIS method and PHEM to generate on-road exhaust emission estimates for
other vehicle types and other exhaust pollutants (e.g. NOX and PM) and to test the accuracy
of such estimates against real-world PEMS survey data.
Improvement of the AIMSUN-PHEM Coupled Model
As licensed commercial software, both AIMSUN and PHEM continue to be developed by TSS and
the TU-Graz, respectively, so as the functionality of these models is upgraded, the accuracy of
the coupled model emission estimates should be enhanced. As an example, an important area
of development for PHEM will be the inclusion of engine maps to represent the emissions from
hybrid-electric vehicles. Whilst the observed number of hybrid vehicles in the Headingley survey
was low, this segment of the vehicle fleet is projected to increase significantly with tightening
vehicle CO2 emission legislation across Europe. Although various elements of the coupled
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model, such as upgrades to the vehicle behavioural models in AIMSUN and expansion of vehicle
type engine emission maps in PHEM, are under the direct control of their respective developers,
there remain a significant number of opportunities to improve the Headingley network AIMSUN-
PHEM model beyond these. Chapter 6.6 provided a detailed description of the limitations of the
coupled model. Theoretically, each of these areas of limitation could be improved with further
work, which mainly would entail obtaining better data sets for the definition of parameters
within the model. However, the most important elements to address are:
 AIMSUN model journey time validation. As described in Chapter 6.3.9, in order to meet the
WebTag guidelines (DfT, 2014) for model validation, an evaluation of simulated and real-
world journey times in the network should be completed. Although Chapter 6.5.1 presented
comparison between the simulated journeys generated by the Headingley network model
and the PEMS instrumented vehicle journeys, the small sample size of the PEMS data set
limits the significance of this analysis. The AM and PM simulated journeys were assessed
against a larger ‘Trafficmaster’ journey time data set (average data for ≈ 1,500 vehicles)
made available by Leeds City Council, which mostly proved to be a better match to the
AIMSUN simulated average journey time than was the case for the relatively small sample
of PEMS data (see Table 7.1). However, these Trafficmaster data was not available for all
modelled time periods at the time of model validation. Future work should acquire further
recorded vehicle journey time data for roads within the network, especially for the IP, EV
and NI periods. This would enable a more robust validation of the model, although some
consideration of the appropriateness of the WebTag guidelines for the Headingley network,
which stipulate that modelled journey times must be within ±15% or 1 minute (whichever is
the larger) of observed average time for > 85% of routes, may be necessary given the wide
range of observed journey times in the congested time periods.
 Description of vehicle dynamic parameters. A number of studies noted that the default
parameters which control vehicle movement in AIMSUN resulted in vehicle behaviour that
was not representative of observed real-world behaviours. The vehicle parameters in the
AIMSUN Headingly network model were, therefore, amended using GPS data recorded in
the network to inform the movement of the car, taxi and LCV vehicle categories. Although
the comparison of simulated and real-world journeys, reported in Chapter 6.5.1, showed
the simulated vehicle behaviour to be a relatively good fit for the real-world data, the new
parameter values were drawn from a very small sample of PEMS data, with one driver, and
it was limited to only a few vehicle categories. Future study is required to develop this area
of the model. The collection of further real-world GPS movement data for all vehicle types
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and additional work to identify the appropriate methodology for determining the
acceleration parameters from such real-world data would improve the ability of the model
to generate simulated vehicle behaviour which is a close approximation to that of vehicles
in the real world. A possible avenue to explore is the acquisition of telematics data from
GPS tracking devices fitted in vehicles for insurance purposes (Pellecuer et al., 2016). A large
second-by-second vehicle tracking data set would enable a more accurate appraisal of the
vehicle dynamics for a wide range of vehicles and multiple drivers. This could also facilitate
the segregation of the modelled ‘Cars’ vehicle group into smaller more specific car
categories. It would also be valuable to explore the possibility of collaboration with other
AIMSUN users to discuss all parameter inputs, in order to establish a best practice
methodology for selecting or generating parameter values to replace the AIMSUN defaults,
perhaps establishing a shared database of input values for particular traffic network settings.
The collection of further GPS data is also vital for the continued development of the
calibration and validation methodology described in Chapter 6.5.1, in which real-world and
simulated vehicle VSP profiles were compared over similar journey times.
 Collection of further PEMS data for calibration and validation of the model. Along with
further GPS tracking data for improving the vehicle behaviour parameters in AIMSUN,
further PEMS exhaust emission surveys within the network should be conducted, using a
range of vehicle types, to provide a greater body of evidence that the PHEM model outputs
are representative of real-world emission. The PEMS surveys should incorporate the
measurement of as wide a range of exhaust emission species as feasible, however, NOx
should be given special consideration due to its impact on human health. Such data would
help confirm that the coupled AIMSUN-PHEM model is capable of generating micro-scale
estimates of emission for a range of emission species and not only CO2.
 Description of the network vehicle fleet composition. Whilst the ANPR data described in
Chapter 6.2 provided a very detailed description of the Headingley vehicle fleet, the ANPR
survey was recorded over only one weekday. In order to identify if the data recorded was
typical of the network vehicle fleet on other days of the week, and potentially at different
times of the year, a larger scale ANPR survey should be conducted.
 Updating the AIMSUN network traffic input flows. MCC and ATC survey data collected by
Leeds City Council provided the traffic flow data for the network. However, as mentioned
in Chapter 6.3.4, these data, from 62 surveys, were collected over an 8 year time interval.
Ideally, all the input data would have been collected at one time. Cost permitting, a large
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traffic survey conducted simultaneously, counting vehicle flow across the multiple entry
points into the network, would help to alleviate calibration issues resulting from weekly and
seasonal variations in traffic flow. In future, automated real-time traffic flow monitoring
may become much more commonplace (Bottino et al., 2016). The availability of such data
sets, from the continuous monitoring of traffic flows in a network, could greatly enhance
the field of traffic simulation modelling and result in improved emission estimates from
coupled emission models.
 Conducting a survey of pedestrian crossings. The Headingley network model contained a
total of twelve pedestrian crossings. Detailed information regarding the frequency of use
and the signal time duration was not available during the construction of the AIMSUN
network. As a result, the pedestrian crossings were coded from limited field observation at
each location. As Headingley is an urban network with a significant number of pedestrians
throughout the day, especially at the peak AM and PM time periods, the frequency with
which pedestrian crossings halt traffic flow necessitates further study. A more robust survey
of the crossings in the network would greatly improve the accuracy of this element of the
AIMSUN simulation by better describing the interaction of pedestrians and vehicles in the
network.
Future Study using the AIMSUN-PHEM Model
The development of the coupled AIMSUN-PHEM traffic simulation and emission model in this
research, and the bottom-up approach it employs, enables analysis of network emission at a
resolution which is simply impossible for any other network emission model. The ability to
analyse the model output at different spatial scales, at any desired time interval, and at levels
from a single vehicle, to that of a specific vehicle type, through to that of the entire fleet, with
sub-category assessment by Euro emission standard and fuel type, makes the coupled model a
highly dexterous tool for both understanding current vehicle exhaust emission with the network
and assessing the effect on exhaust emission of changes to the network. Potential avenues for
future study include:
 Sensitivity analysis of model parameters. Development of the base Headingley network
model in this research, allows a detailed assessment to be made of the influence on exhaust
emission from each of the AIMSUN input parameters, including vehicle acceleration, road
grade and speed limits. Varying each of the model parameters and analysing the impact this
has on the modelled emission estimates would highlight the most important parameters for
emission and indicate where further data are required to ensure that parameter estimates
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are accurate. Sensitivity analysis would also help to define the likely range of error for the
model emission estimates.
 Expansion of the model to other exhaust emission species. Road transport is one of the
main reasons why many EU cities are currently in breach of air pollution limits. With 70,000
premature deaths a year in the EU linked to NO2, exhaust emissions from road transport are
of major concern to the EC which is leading substantial efforts to reduce the emission of
pollutants that affect air quality (EC, 2017). Along with CO2 emission (derived from fuel
consumption), the AIMSUN-PHEM model can be employed to generate high resolution
emission estimates for the pollutants NOx, NO, CO, HC and PM. Further work needs to be
conducted to evaluate the accuracy of the simulated emission estimates for these pollutants
against real-world measurements. The work performed in this thesis confirmed that the
model generated VSP profiles, and therefore the CO2 emission estimates, reflected real-
world values. This should give some confidence in the accuracy of the model estimates for
these further exhaust emission species, where the emission of these species is also
proportional to the instantaneous engine power output.
 Scenario Testing. The AIMSUN-PHEM coupled model methodology should be of great
interest to transport planners and policymakers performing environmental assessment of
on-road emission, as it will enable quantification of not only network emissions, but the
contribution to those emissions from each vehicle type and sub-category within the vehicle
fleet. It can then be used to identify the best areas to target in order to deliver effective
exhaust pollution emission reduction strategies. The coupled model facilitates a significant
further step in such evaluations, as it could also be used to test hypothetical changes to the
network. When evaluated against a base model the effect on pollutant emission across the
network as a result of a specific action could be estimated. Where the expected cost of
potential alterations is known, this can be used to calculate a cost per tonne emission
reduction which could then be evaluated as part of a cost-benefit analysis against other
emission reduction proposals. This is the kind of evidence necessary to justify the potentially
large cost of such projects, especially given the current climate of austerity and the
restrictions that have been placed on Government spending. Scenarios for reducing on-
road vehicle emission in the Headingley network that could be analysed as part of future
study include:
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 The exclusion of certain vehicle types from the Headingley fleet. This could be the
result of the introduction of a low emission zone or of incentives to remove older
vehicles from the fleet such as via a scrappage scheme.
 Electrification of the local bus fleet, replacing the current diesel fleet. This could form
part of a larger project on evaluating bus emission in the network. Liaising with the
local operators could confirm that the Headingley base model bus fuel consumption
estimates are consistent with the real-world fuel consumption figures and ensure that
the vehicle specifications (i.e. bus weight, Euro standard, engine size) are correctly
described in the model. A survey of bus occupancy could be conducted to confirm both
the bus loading figures and also to give a clearer understanding of bus dwell times at
each stop in the network.
 Potential schemes to improve traffic flow in the network. These could include
congestion charging, optimised traffic signal timings at junctions, the construction of
new roads in the network and/or changes to speed limits in the network.
 Emission rate analysis for future vehicle fleet scenarios. Amending the fleet
descriptions in the AIMSUN-PHEM model to describe what the composition of the
vehicle fleet could look like in 5 years, 10 years and 15 years, would help to clarify how
emissions in the network are likely to change as a result of fleet turnover and to assess
the potential progress made toward decarbonising road transport and improving air
quality. Such scenarios could reflect for example a greater fraction of electric vehicles
in the fleet and a decreasing diesel passenger car fraction. As electric vehicle
performance is likely to differ from the performance of traditional combustion engine
vehicles (with potentially a greater rate of acceleration for electric vehicles) this could
be described in the model through the vehicle parameters. The effect of electric
vehicle performance could influence the overall flow of vehicles in the network, which
through using the AIMSUN-PHEM methodology could be incorporated and evaluated.
 Comparison of AIMSUN-PHEM network emission estimates against the EFT. DEFRA’s
Emissions Factors Toolkit (see Chapter 4.3) is used in the UK by local government authorities
to conduct ‘review and assessment’ of local air quality as part of their obligations under the
Environmental Act 1995 (DEFRA, 2009). The EFT is used to generate road vehicle pollutant
estimates for CO2, NOx and PM for a specified year, road type, vehicle speed and fleet
composition. This is part of the methodology for the assessment of Clean Air Zone’s which
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form part of the UK strategy to comply with EU emission limit values (DEFRA, 2016). The
EFT could be used to calculate emission estimates for the Headingley network, which could
be compared to the AIMSUN-PHEM model emission estimates. Analysis of any disparity
between the emission estimates might reveal whether the AIMSUN-PHEM model offers a
more robust methodology for local government to review local air quality.
 AIMSUN-PHEM coupled models emission estimation for other networks. Further work
with the AIMSUN-PHEM model could look to generate emission estimates using the same
methodology in other traffic networks. Of special interest might be assessing vehicle fleet
emission over a motorway section analysing the impact on emission from the introduction
of smart motorway technologies, which are designed to reduce congestion (GOV.UK,
2017a). Future research using this methodology is likely to involve collaboration with
existing AIMSUN users who have created network model simulations for traffic
management but need to add the capacity to generate highly accurate emission estimates.
Working with such AIMSUN users to couple their models with PHEM, ensuring that the
model is properly calibrated and validated, could enable a more widespread use of this
extremely promising methodology.
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APPENDIX 1 Summary Table of the 48 Headingley Test Laps
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1.1 A 01_03_2007 1159_1241 Inter-Peak (IP) 1223 4587 13.5 2106.7 459
1.2 B 01_03_2007 1159_1241 Inter-Peak (IP ) 950 4574 17.3 1867.4 408
2.1 A 01_03_2007 1250_1402 Inter-Peak (IP ) 999 4584 16.5 1768.2 386
2.2 B 01_03_2007 1250_1402 Inter-Peak (IP ) 1030 4571 16.0 1969.8 431
2.3 A 01_03_2007 1250_1402 Inter-Peak (IP ) 973 4580 16.9 2004.3 438
2.4 B 01_03_2007 1250_1402 Inter-Peak (IP ) 856 4584 19.3 1878.1 410
3.1 A 01_03_2007 1627_1726 PM Peak (PM) 1575 4578 10.5 2319.3 507
3.2 B 01_03_2007 1627_1726 PM Peak (PM) 1530 4561 10.7 2412.7 529
4.1 A 01_03_2007 1731_1826 PM Peak (PM) 1384 4582 11.9 2062.4 450
4.2 B 01_03_2007 1731_1826 PM Peak (PM) 1471 4565 11.2 1979.5 434
5.1 A 02_03_2007 0734_0829 AM Peak (AM) 819 4575 20.1 1685.7 368
5.2 B 02_03_2007 0734_0829 AM Peak (AM) 1042 4561 15.7 1676.9 368
5.3 A 02_03_2007 0734_0829 AM Peak (AM) 1107 4575 14.9 1625.0 355
6.1 A 02_03_2007 0838_0937 AM Peak (AM) 1370 4581 12.0 2344.7 512
6.2 B 02_03_2007 0838_0937 AM Peak (AM) 1059 4564 15.5 2110.3 462
6.3 B 02_03_2007 0838_0937 AM Peak (AM) 738 4566 22.3 1756.4 385
7.1 A 05_03_2007 1855_1959 1045 4585 15.8 1993.2 435
7.2 B 05_03_2007 1855_1959 770 4565 21.3 1677.5 367
7.3 A 05_03_2007 1855_1959 Evening (EV) 786 4577 21.0 1736.9 379
7.4 B 05_03_2007 1855_1959 Evening (EV) 760 4566 21.6 1774.4 389
8.1 A 05_03_2007 2007_2100 Evening (EV) 818 4578 20.1 1605.6 351
8.2 B 05_03_2007 2007_2100 Evening (EV) 638 4559 25.7 1443.6 317
8.3 A 05_03_2007 2007_2100 Evening (EV) 614 4574 26.8 1439.9 315
8.4 B 05_03_2007 2007_2100 Evening (EV) 631 4560 26.0 1488.8 326
9.1 A 26_02_2007 1204_1250 Inter-Peak (IP ) 1167 4595 14.2 2149.2 468
9.2 B 26_02_2007 1204_1250 Inter-Peak (IP ) 1326 4574 12.4 2532.3 554
10.1 A 26_02_2007 1256_1409 Inter-Peak (IP ) 1468 4801 11.8 2354.4 490
10.2 B 26_02_2007 1256_1409 Inter-Peak (IP ) 1120 4574 14.7 2125.0 465
11.1 A 26_02_2007 1635_1721 PM Peak (PM) 1250 4576 13.2 2017.8 441
11.2 B 26_02_2007 1635_1721 PM Peak (PM) 1173 4572 14.0 1955.6 428
12.1 A 26_02_2007 1728_1840 PM Peak (PM) 1407 4581 11.7 2272.9 496
12.2 B 26_02_2007 1728_1840 PM Peak (PM) 1365 4567 12.0 2149.4 471
13.1 A 27_02_2007 0733_0810 AM Peak (AM) 806 4614 20.6 1709.4 370
13.2 B 27_02_2007 0733_0810 Inter-Peak (IP ) 1047 4556 15.7 1925.5 423
14.1 A 27_02_2007 0819_0919 AM Peak (AM) 1717 4583 9.6 2692.1 587
14.2 B 27_02_2007 0819_0919 AM Peak (AM) 1559 4563 10.5 2488.9 545
15.1 A 27_02_2007 1159_1259 Inter-Peak (IP ) 1536 4591 10.8 2343.2 510
15.2 B 27_02_2007 1159_1259 Inter-Peak (IP ) 1699 4572 9.7 2315.7 507
16.1 A 27_02_2007 1307_1407 Inter-Peak (IP ) 1656 4586 10.0 2376.3 518
16.2 B 27_02_2007 1307_1407 Inter-Peak (IP ) 1685 4574 9.8 2464.4 539
17.1 A 28_02_2007 0731_0817 AM Peak (AM) 921 4584 17.9 1780.2 388
17.2 B 28_02_2007 0731_0817 AM Peak (AM) 1480 4560 11.1 2171.7 476
18.1 A 28_02_2007 0826_0936 AM Peak (AM) 1550 4585 10.6 2277.1 497
18.2 B 28_02_2007 0826_0936 AM Peak (AM) 1186 4563 13.9 1979.9 434
18.3 A 28_02_2007 0826_0936 AM Peak (AM) 972 4586 17.0 1764.8 385
19.1 A 28_02_2007 1631_1723 PM Peak (PM) 1517 4582 10.9 2239.8 489
20.1 B 28_02_2007 1732_1830 PM Peak (PM) 1587 4565 10.4 2268.7 497
20.2 A 28_02_2007 1732_1830 PM Peak (PM) 1604 4578 10.3 2193.4 479
TOTAL 56986 219832 97275.2
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A2.1 - LCV Fleet
Vehicle Type 300 Fuel EuroStandard
AM
FLEET
IP
FLEET
PM
FLEET
EV
FLEET
NI
FLEET
LCV N1
Class I
RW ≤1305 kg
Diesel
E0 0% 0.26% 0.35% 0% 0%
E1 0.40% 0.52% 0% 0% 0%
E2 0% 0% 0% 0% 0%
E3 2.96% 1.56% 2.48% 6.33% 0%
E4 5.79% 3.13% 5.67% 3.80% 0%
E5 2.96% 2.08% 3.19% 0% 0%
E6 0% 0% 0% 0% 0%
Petrol
E0 0% 0% 0% 0% 0%
E1 0% 0% 0% 0% 0%
E2 0.40% 0% 0.35% 0% 0%
E3 0% 0% 0.35% 2.53% 0%
E4 0.27% 0% 0% 0% 0%
E5 0% 0% 0% 0% 0%
E6 0% 0% 0% 0% 0%
LCV N1
Class II
1305 kg < RW
≤1760 kg
Diesel
E0 0% 0% 0% 0% 0%
E1 0.13% 0% 0% 0% 0%
E2 0.67% 0.52% 1.06% 1.27% 0%
E3 2.29% 2.34% 2.48% 6.33% 3.85%
E4 7.94% 6.51% 9.57% 2.53% 0%
E5 10.90% 12.76% 14.18% 5.06% 0%
E6 0% 0% 0% 0% 0%
Petrol
E0 0% 0% 0% 0% 0%
E1 0% 0% 0.35% 0% 0%
E2 0% 0% 0% 0% 0%
E3 0% 0% 0% 0% 0%
E4 0% 0% 0% 0% 0%
E5 0% 0% 0% 0% 0%
E6 0% 0% 0% 0% 0%
LCV N1
Class III
RW > 1760 kg
Diesel
E0 0% 0% 0% 0% 0%
E1 0.27% 0.26% 1.42% 0% 3.85%
E2 1.62% 1.56% 1.42% 3.80% 0%
E3 5.52% 7.03% 7.80% 10.13% 3.85%
E4 23.01% 24.74% 13.12% 15.19% 26.92%
E5 32.30% 33.85% 32.98% 35.44% 42.31%
E6 0% 0% 0% 0% 0%
Petrol
E0 0% 0% 0% 0% 0%
E1 0% 0% 0% 0% 0%
E2 0% 0% 0% 0% 0%
E3 0% 0.26% 0% 1.27% 0%
E4 0% 0% 0% 0% 0%
N1 GVW < 3500 kg
E5 0% 0% 0% 0% 0%
E6 0% 0% 0% 0% 0%
LCV N2
Class IV
3500 kg < GVW ≤
5000 kg
Diesel
E0 0% 0% 0% 0% 0%
E1 0% 0% 0% 0% 0%
E2 0.13% 0% 0.35% 0% 0%
E3 0% 0.26% 0% 0% 0%
E4 0.54% 0.78% 0.71% 0% 0%
E5 1.62% 1.30% 1.77% 6.33% 19.23%
E6 0.27% 0.26% 0.35% 0% 0%
SUM 100.00% 100.00% 100.00% 100.00% 100.00%
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A2.2 -Rigid HGV Fleet
Vehicle Type 200 Fuel EuroStandard
AM
FLEET
IP
FLEET
PM
FLEET
EV
FLEET
NI
FLEET
HGV Rigid 12t
(2 Axle)
Diesel
E0 0% 0% 0% 0% 0%
E1 0% 0% 0% 0% 0%
E2 3.03% 3.23% 9.09% 66.67% 0%
E3 12.12% 8.60% 18.18% 0% 50.00%
E4 - EGR 9.09% 11.29% 17.05% 25.00% 37.50%
E4 - SCR 3.03% 3.76% 5.68% 8.33% 12.50%
E5 - EGR 2.65% 5.38% 3.41% 0% 0%
E5 - SCR 7.96% 16.13% 10.23% 0% 0%
E6 0% 3.23% 0% 0% 0%
HGV Rigid 26t
(3+ Axle)
Diesel
E0 0% 1.08% 0% 0% 0%
E1 0% 0% 0% 0% 0%
E2 1.52% 2.15% 0% 0% 0%
E3 22.73% 16.13% 9.09% 0% 0%
E4 - EGR 12.50% 7.26% 10.23% 0% 0%
E4 - SCR 4.17% 2.42% 3.41% 0% 0%
E5 - EGR 3.41% 3.23% 2.27% 0% 0%
E5 - SCR 10.23% 9.68% 6.82% 0% 0%
E6 7.58% 6.45% 4.55% 0% 0%
SUM 100.00% 100.00% 100.00% 100.00% 100.00%
A2.3 - Articulated HGV (Tractor Trailer) Fleet
Vehicle Type 400 Fuel EuroStandard
AM
FLEET
IP
FLEET
PM
FLEET
EV
FLEET
NI
FLEET
HGV Articulated Diesel
E0 0% 0% 0% 0% 0%
E1 0% 0% 0% 0% 0%
E2 0% 0% 25.00% 33.33% 0%
E3 10.00% 0% 0% 0% 0%
E4 - EGR 7.50% 45.83% 0% 0% 0%
E4 - SCR 2.50% 15.28% 0% 0% 0%
E5 - EGR 17.50% 4.17% 18.75% 8.33% 0%
E5 - SCR 52.50% 12.50% 56.25% 25.00% 0%
E6 10.00% 22.22% 0% 33.33% 0%
SUM 100.00% 100.00% 100.00% 100.00%
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A2.4 - Unscheduled Bus Fleet
Vehicle Type 500
Extra Bus (not on Bus
Schedule)
Fuel EuroStandard
AM
FLEET
IP
FLEET
PM
FLEET
EV
FLEET
NI
FLEET
Bus Extra -
Single-Deck
Diesel
E0 0% 0% 0% 0% 0%
E1 0% 0% 0% 0% 0%
E2 0% 0% 14.29% 0% 0%
E3 0% 0% 14.29% 0% 0%
E4 - EGR 0% 9.38% 0% 0% 0%
E4 - SCR 0% 3.13% 0% 0% 0%
E5 - EGR 0% 0% 0% 0% 0%
E5 - SCR 0% 0% 0% 0% 100.00%
E6 0% 0% 0% 0% 0%
Bus Extra -
Double-Deck
Diesel
E0 0% 0% 14.29% 0% 0%
E1 0% 12.50% 0% 0% 0%
E2 0% 0% 0% 0% 0%
E3 42.86% 62.50% 57.14% 100.00% 0%
E4 - EGR 0% 0% 0% 0% 0%
E4 - SCR 0% 0% 0% 0% 0%
E5 - EGR 0% 0% 0% 0% 0%
E5 - SCR 0% 0% 0% 0% 0%
E6 0% 0% 0% 0% 0%
Bus Extra - City Bus
PHEM Default
Diesel
E0 0% 0% 0% 0% 0%
E1 0% 0% 0% 0% 0%
E2 14.29% 0% 0% 0% 0%
E3 28.57% 12.50% 0% 0% 0%
E4 - EGR 0% 0% 0% 0% 0%
E4 - SCR 0% 0% 0% 0% 0%
E5 - EGR 0% 0% 0% 0% 0%
E5 - SCR 14.28% 0% 0% 0% 0%
E6 0% 0% 0% 0% 0%
SUM 100.00% 100.00% 100.00% 100.00% 100.00%
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A2.5 - Double-Deck Bus Fleet
Vehicle Type 501 Fuel EuroStandard
AM
FLEET
IP
FLEET
PM
FLEET
EV
FLEET
NI
FLEET
Bus Double-Deck Diesel
E0 0% 0% 0% 0% 0%
E1 0% 0% 0% 0% 0%
E2 27.00% 31.07% 29.29% 29.03% 0%
E3 73.00% 68.93% 70.71% 70.97% 0%
E4 - EGR 0% 0% 0% 0% 0%
E4 - SCR 0% 0% 0% 0% 0%
E5 - EGR 0% 0% 0% 0% 0%
E5 - SCR 0% 0% 0% 0% 0%
E6 0% 0% 0% 0% 0%
SUM 100.00% 100.00% 100.00% 100.00%
A2.6 - Single-Deck Bus Fleet
Vehicle Type 502 Fuel EuroStandard
AM
FLEET
IP
FLEET
PM
FLEET
EV
FLEET
NI
FLEET
Bus Single-Deck Diesel
E0 0% 0% 0% 0% 0%
E1 0% 0% 0% 0% 0%
E2 0% 0% 0% 0% 0%
E3 100.00% 42.86% 0% 0% 100.00%
E4 - EGR 0% 0% 0% 0% 0%
E4 - SCR 0% 0% 0% 0% 0%
E5 - EGR 0% 0% 0% 0% 0%
E5 - SCR 0% 57.14% 100.00% 100.00% 0%
E6 0% 0% 0% 0% 0%
SUM 100.00% 100.00% 100.00% 100.00% 100.00%
A2.7 - Articulated Bus Fleet
Vehicle Type 503 Fuel EuroStandard
AM
FLEET
IP
FLEET
PM
FLEET
EV
FLEET
NI
FLEET
Bus Articulated Diesel
E0 0% 0% 0% 0% 0%
E1 0% 0% 0% 0% 0%
E2 0% 0% 0% 0% 0%
E3 100.00% 100.00% 100.00% 100.00% 0%
E4 - EGR 0% 0% 0% 0% 0%
E4 - SCR 0% 0% 0% 0% 0%
E5 - EGR 0% 0% 0% 0% 0%
E5 - SCR 0% 0% 0% 0% 0%
E6 0% 0% 0% 0% 0%
SUM 100.00% 100.00% 100.00% 100.00%
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A2.8 - HGV Fleet
Vehicle Type Fuel EuroStandard
Vehicles
in 24 hr
ANPR
Survey
Rated
Engine
Power
(kW)
Maximum
Power at
RPM
Mass in
Service
(kg)
Loading
(kg)
HGV Rigid 12t
(2 Axle)
Diesel
E0 3 150 2639 6821 2366
E1 0 153 2639 6821 2366
E2 17 164 2507 6821 2366
E3 37 140 2451 6821 2366
E4 50 142 2478 6821 2366
E5 83 146 2579 6821 2366
E6 8 182 2507 6821 2366
HGV Rigid 26t
(3+ Axle)
Diesel
E0 1 247 2132 12143 6559
E1 0 253 2132 12143 6559
E2 3 271 2025 12143 6559
E3 50 247 2015 12143 6559
E4 41 278 1931 12143 6559
E5 45 257 1982 12143 6559
E6 17 301 2025 12143 6559
HGV Articulated Diesel
E0 0 262 2000 14502 14521
E1 0 268 2000 14502 14521
E2 2 287 1900 14502 14521
E3 13 295 1900 14502 14521
E4 19 301 1900 14502 14521
E5 26 326 1848 14502 14521
E6 9 319 1900 14502 14521
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A2.9 - LCV Fleet
Vehicle Type Fuel EuroStandard
Vehicles
in 24 hr
ANPR
Survey
Rated
Engine
Power (kW)
Maximum
Power at
RPM
Mass in
Service
(kg)
Loading
(kg)
LCV N1
Class I
RW ≤1305 kg
Diesel
E0 3 50 3500 1025 275
E1 5 50 3500 1100 275
E2 0 50 3500 1100 275
E3 50 55 4363 1280 275
E4 88 61 4003 1295 275
E5 42 67 4205 1382 275
E6 0 64 3500 1100 275
Petrol
E0 0 50 5400 1000 228
E1 0 50 5723 1000 228
E2 2 50 5723 1090 228
E3 6 51 5723 1060 228
E4 3 55 5565 1100 228
E5 2 55 5565 1100 228
E6 0 55 5565 1100 228
LCV N1
Class II
1305 kg < RW
≤1760 kg
Diesel
E0 0 62 3500 1500 285
E1 2 65 3500 1500 285
E2 12 65 3500 1500 285
E3 55 65 3936 1571 285
E4 155 63 3867 1513 285
E5 213 68 4030 1492 285
E6 0 74 3500 1500 285
Petrol
E0 2 70 5400 1400 229
E1 1 70 5723 1475 229
E2 0 70 5723 1400 229
E3 0 73 5723 1310 229
E4 0 65 5565 1300 229
E5 0 65 5565 1300 229
E6 0 65 5565 1225 229
LCV N1
Class III
RW > 1760 kg
Diesel
E0 0 68 3500 2100 360
E1 8 70 3500 2050 360
E2 43 71 3726 1699 360
E3 147 76 3731 1811 360
E4 425 82 3591 1872 360
E5 636 89 3627 2008 360
E6 0 90 3500 2050 360
Petrol
E0 0 85 5400 1685 340
E1 0 85 5723 1790 340
E2 0 90 5723 1820 340
E3 3 95 5723 1840 340
E4 0 95 5565 1910 340
N1 GVW < 3500
kg
E5 0 95 5565 1910 340
E6 0 95 5565 1910 340
LCV N2
Class IV
3500 kg < GVW
≤ 5000 kg
Diesel
E0 0
E1 0
E2 2 110 3675 2488 1092
E3 1 110 3675 2488 1092
E4 8 110 3675 2488 1092
E5 35 110 3675 2488 1092
E6 5 110 3675 2488 1092
RW = Reference Mass; the mass of the vehicle in running order less the mass of the driver
(75 kg) plus a uniform 100 kg
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A2.10 - Bus Fleet
Vehicle
Type Fuel
Euro
Standard
Vehicles
in 24 hr
ANPR
Survey
Rated
Engine
Power
(kW)
Maximum
Power at
RPM
Mass in
Service (kg)
Loading
(kg)
Bus Double-
Deck
Diesel
E0 0 228 1979 12360 1293.2
E1 0 228 1979 12360 1293.2
E2 173 173 2200 12360 1293
E3 497 247 1900 12360 1293
E4 0 228 1912 12360 1293
E5 1 166 2000 11665 1293
E6 0 228 1979 12360 1293
Bus Single-
Deck
Diesel
E0 0 198 2113 10400 771
E1 0 198 2113 10400 771
E2 0 198 2113 10400 771
E3 13 169 1900 11845 771
E4 27 198 2113 10400 771
E5 0 210 2200 10400 771
E6 0 198 2113 10400 771
Bus
Articulated
Diesel
E0 0 202 2200 15660 1293
E1 0 202 2200 15660 1293
E2 0 202 2200 15660 1293
E3 56 202 2200 15660 1293
E4 0 202 2200 15660 1293
E5 0 202 2200 15660 1293
E6 0 202 2200 15660 1293
Bus
Unscheduled
Diesel
E0 0 162 2418 8348 3042
E1 2 165 2418 8348 3042
E2 3 177 2297 8348 3042
E3 7 182 2297 8348 3042
E4 5 185 2297 8348 3042
E5 4 189 2297 8348 3042
E6 0 197 2297 8348 3042
