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Abstract
Consider the nonlinear, nonautonomous differential equation
y ′′(t) + p(t) f (y(t)) = 0, t ≥ t0
where p is a continuous, positive function and f is a continuous function such that
u f (u) > 0 for u = 0,
and ∫ ±∞
0
f (u) du = ∞.
We obtain some results about the asymptotic behavior of the amplitudes of all oscillatory solutions of this equation.
Combining this result with some known oscillation results, we obtain the global results for all solutions of our
equation.
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1. Introduction and preliminaries
Consider the nonlinear, nonautonomous differential equation
y′′(t) + p(t) f (y(t)) = 0, t ≥ t0 (1)
where p is a continuous, positive function and f is a continuous function such that
u f (u) > 0 for u = 0, (2)
and ∫ ±∞
0
f (u) du = ∞. (3)
Throughout the paper, the sufficient smoothness of f for the uniqueness of a solution of Eq. (1) on an
infinite subinterval of [t0,∞) is assumed.
We are concerned with the problem of describing the amplitudes of the oscillatory solutions of Eq.
(1). The major characteristics of an oscillatory (not necessarily periodic) function are its amplitude and
frequency. In the case of an autonomous equation there is a great deal of work done in both the linear
and nonlinear cases, see [1–3]. Further, in the case of linear equations one can use the representation of
solutions to get very precise information about the amplitudes and frequencies of the solutions of Eq. (1),
see [1,2]. In this paper we extend some of the results in [1], which hold for a linear differential equation,
and in [4], which hold for a specific nonlinear differential equation
y′′(t) +
k∑
i=1
pi (t)y2i−1(t) = 0,
where pi (t) satisfy some conditions, to the general nonlinear Eq. (1). To the best of our knowledge,
Osgood [5] was the first who has shown that, in the case of a linear equation, the monotonic convergence
of p implies the monotonic convergence of the absolute values of the amplitudes of solutions. His method
was purely linear and was based on the representation of a general solution. On the other hand, in the
case of a nonlinear autonomous equation, that is when p(t) is constant, several deep results based on the
phase plane analysis and the first integral method have been established in [3]. Set
A+k = {x(tk) : x ′(tk) = 0 and x(tk) > 0}, A−k = {−x(tk) : x ′(tk) = 0 and x(tk) < 0}
for k = 1, 2, . . .. We call A+k the positive amplitude and A−k the negative amplitude.
First, we will prove the technical result which will give us better insight in a distribution of zeros and
extrema of the arbitrary solution of Eq. (1).
Lemma 1. Consider Eq. (1) subject to the condition (2) and
p ∈ C[[t0,∞), [0,∞)] and p is not identically zero on any interval. (4)
Then between any consecutive zeros of an arbitrary solution x(t) (resp. x ′(t)) there is one and only one
zero of its derivative x ′(t) (resp. x(t)).
Proof. The identity
x(t2) − x(t1) =
∫ t2
t1
x ′(t) dt
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implies that between any consecutive zeros of x(t) there is at least one zero of x ′(t). On the other hand,
the identity
x ′(t2) − x ′(t1) =
∫ t2
t1
p(t) f (x(t)) dt
along with conditions (2) and (4) implies that between any consecutive zeros of x ′(t) there is at least one
zero of x(t). Combining this with the above statement completes the proof of lemma. 
Using the lemma and the uniqueness of solutions of Eq. (1) we conclude that every zero of an arbitrary
solution of Eq. (1) separates the minimum and the maximum of that solution. In view of this the following
notation is useful:
Z = {t2n : x(t2n) = 0, n = 0, 1, . . .} and Z D = {t2n+1 : x ′(t2n+1) = 0, n = 0, 1, . . .},
where ti < t j for i < j . Using the techniques similar to those in [6], we prove our first result:
Theorem 1. Consider Eq. (1) subject to condition (2) and assume that p(t) is a positive constant that
is p(t) = p > 0. Then, the positive amplitudes of every oscillatory solution are equal and the negative
amplitudes of every oscillatory solution are equal as well, that is A+k = A+, A−k = A−. If we additionally
assume that
f (−u) = − f (u), u ∈ R (5)
then A+ = A− = A.
Proof. Multiplying Eq. (1) by 2y′(t), where y(t) is an arbitrary solution of Eq. (1), we obtain
((y′(t))2)′ + 2py′(t) f (y(t)) = 0. (6)
Integrating this relation from t2n to t2n+1, we obtain
D22n = 2p
∫ y(t2n+1)
0
f (u) du, (7)
where D2n = |y′(t2n)|, n = 1, 2, . . .. On the other hand, integrating (6) from t2n+1 to t2n+2, we obtain
D22n+2 = 2p
∫ y(t2n+1)
0 f (u) du, which combined with (7) gives D2n+2 = D2n = D, n = 1, 2, . . .. Thus∫ y(t2n+1)
0 f (u) du = D
2
2p , n = 1, 2, . . . which, in view of (2) implies that A+n = A+ and A−n = A−
for n = 1, 2, . . .. If we additionally assume that condition (5) is satisfied, then |y(t2n+1)| = A and
consequently A+n = A−n = A for n = 1, 2, . . .. 
2. Main results
In this part we prove our main result about the asymptotic behavior of the amplitudes of oscillatory
solutions of Eq. (1). Combining this result with some known results which provide the oscillation of
all solutions of Eq. (1) we obtain the global results about the asymptotic behavior of all solutions
of Eq. (1).
Theorem 2. Consider Eq. (1) subject to conditions (2) and (3). If p(t) is nonincreasing (nondecreasing)
and
lim
t→∞ p(t) = p > 0, (8)
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then the amplitudes of every oscillatory solution of Eq. (1) are uniformly bounded and form a
nondecreasing (nonincreasing) sequence.
Proof. Using the notation of the previous section we set
Pn = p(tn), Y2n+1 = |y(t2n+1)|, n = 1, 2, . . . .
Integrating relation (6) from t2n to t2n+1, we have
D22n = 2
∫ t2n+1
t2n
p(t)y′(t) f (y(t)) dt. (9)
Further, integrating (6) from t2n+1 to t2n+2, we get
D22n+2 = −2
∫ t2n+2
t2n+1
p(t)y′(t) f (y(t)) dt. (10)
Assuming first that p is nonincreasing, in view of Lemma 1, we obtain
D22n = 2
∫ t2n+1
t2n
p(t)y′(t) f (y(t)) dt ≥ 2p(t2n+1)
∫ t2n+1
t2n
y′(t) f (y(t)) dt
= 2P2n+1
∫ y(t2n+1)
y(t2n)
f (u) du = 2P2n+1
∫ y(t2n+1)
0
f (u) du.
Thus
D22n ≥ 2P2n+1
∫ y(t2n+1)
0
f (u) du. (11)
Further, from (10) we have
D22n+2 = −2
∫ t2n+2
t2n+1
p(t)y′(t) f (y(t)) dt ≤ −2p(t2n+1)
∫ t2n+2
t2n+1
y′(t) f (y(t)) dt
= −2P2n+1
∫ y(t2n+2)
y(t2n+1)
f (u) du = 2P2n+1
∫ y(t2n+1)
0
f (u) du.
Thus
D22n+2 ≤ 2P2n+1
∫ y(t2n+1)
0
f (u) du. (12)
Relations (11) and (12) imply
D22n ≥ 2P2n+1
∫ y(t2n+1)
0
f (u) du ≥ D22n+2, n = 0, 1, . . . , (13)
which shows that {D2n}∞n=0 is the nonincreasing sequence. Hence, in view of (8), the inequality (11)
implies
D20 ≥ D22n ≥ 2p
∫ y(t2n+1)
0
f (u) du.
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In view of the conditions (2) and (3) this inequality implies that {Y2n+1}∞n=0 is a bounded sequence.
Replacing n by n − 1 in (10), we obtain
D22n = −2
∫ t2n
t2n−1
p(t)y′(t) f (y(t)) ≥ −2P2n
∫ t2n
t2n−1
f (y(t)) dy(t)
= −2P2n
∫ 0
y(t2n−1)
f (u) du = 2P2n
∫ y(t2n−1)
0
f (u) du.
Thus, we get
D22n ≥ 2P2n
∫ y(t2n−1)
0
f (u) du. (14)
Now (9) implies
D22n = 2
∫ t2n+1
t2n
p(t)y′(t) f (y(t)) dt ≤ 2P2n
∫ t2n+1
t2n
y′(t) f (y(t)) dt = 2P2n
∫ y(t2n+1)
0
f (u) du.
Thus, we obtain
D22n ≤ 2P2n
∫ y(t2n+1)
0
f (u) du, (15)
which combined with (14) yields
2P2n
∫ y(t2n−1)
0
f (u) du ≤ D22n ≤ 2P2n
∫ y(t2n+1)
0
f (u) du,
and ∫ y(t2n−1)
0
f (u) du ≤
∫ y(t2n+1)
0
f (u) du. (16)
In view of Lemma 1, two consecutive maxima (respectively minima) are separated by two zeros and
one minimum (respectively maximum). Thus, if y(t1), y(t5), . . . , y(t4n+1), . . . denotes the sequence of
maxima and consequently y(t3), y(t7), . . . , y(t4n+3), . . . denotes the sequence of minima, then by (2),
(16) implies that the sequences of maxima {Y4n+1}∞n=0 and minima {Y4n+3}∞n=0 are both nondecreasing.
Since they are both bounded we conclude that they are both convergent. So, limn→∞ Y4n+1 = A+ and
limn→∞ Y4n+3 = A−. Combining these relations with (13) we obtain limn→∞ D2n = D ∈ (0,∞).
Assuming additionally condition (5), relation (16) implies Y2n−1 ≤ Y2n+1, n = 1, 2, . . . and this yields
lim
n→∞ Y2n−1 = A, (17)
where A = A+ = A−.
If we assume that p is nondecreasing we can use a similar technique to prove that
∫ y(t2n+1)
0
f (u) du ≤
∫ y(t2n−1)
0
f (u) du.
This inequality implies that the amplitudes of the oscillatory solution {Y4n+1}∞n=0 and {Y4n+3}∞n=0 are
nonincreasing sequences and so their respective limits A+ and A− exist. Now, let us prove that both A+
and A− are non-zero. Using a similar technique as in the proof of the first part of the theorem we conclude
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that {D2n}∞n=0 is a nondecreasing sequence. In view of (9) and (8) we obtain
D22n ≤ 2P2n+1
∫ y(t2n+1)
0
f (u) du ≤ 2p
∫ y(t2n+1)
0
f (u) du.
Thus ∫ y(t2n+1)
0
f (u) du ≥ D
2
2n
2p
≥ D
2
0
2p
> 0,
which shows that A+ = 0 or A− = 0 are impossible. This in turn implies that limn→∞ D2n = D ∈
(0,∞). Assuming that condition (5) is satisfied we conclude that (17) holds.
Finally, notice that if p is strictly decreasing (increasing) then the amplitudes of oscillatory solutions
are strictly increasing (decreasing). 
Remark 1. Using the technique of Theorem 2, we can obtain some information about the area under the
oscillatory solution between two consecutive zeros. As an illustration let us consider Eq. (1) and assume
that p(t) is a constant p. Integrating Eq. (1) from t2n to t2n+2 we get
y′(t2n) − y′(t2n+2) = p
∫ t2n+2
t2n
f (y(t)) dt.
Assuming for the sake of definiteness that y(t) > 0 for t ∈ (t2n, t2n+2), in view of D2n = D (see the
proof of Theorem 1), we obtain
p
∫ t2n+2
t2n
f (y(t)) dt = D2n + D2n+2 = 2D, and
∫ t2n+2
t2n
f (y(t)) dt = 2D
p
, n = 0, 1, . . . .
In the case of a linear equation with constant coefficients we obtain the familiar result∫ t2n+2
t2n
y(t) dt = 2D
p
, n = 0, 1, . . . .
Corollary 1. Consider Eq. (1) subject to conditions (2) and (3). If y(t) is an arbitrary oscillatory solution
of Eq. (1) then
lim
n→∞
∣∣∣∣
∫ t2n+2
t2n
p(t) f (y(t)) dt
∣∣∣∣ = 2D.
Proof. Integrating Eq. (1) from t2n to t2n+2 and assuming that y(t) > 0 for t ∈ (t2n, t2n+2) we obtain∫ t2n+2
t2n
p(t) f (y(t)) dt = y′(t2n) − y′(t2n+2) = D2n + D2n+2.
Now Theorem 2 implies the above equality. The case y(t) < 0 for t ∈ (t2n, t2n+2) is treated in a similar
way. 
Combining Theorem 2 with the results that provide the oscillation of all solutions of Eq. (1) we obtain
the global results about the amplitudes of all solutions of Eq. (1).
Corollary 2. Consider Eq. (1) subject to conditions (2), (8) and
lim inf|u|→∞ | f (u)| > 0. (18)
Then every solution of Eq. (1) is oscillatory in a way described in Theorem 2.
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Proof. We will show that the above mentioned conditions imply that every solution of Eq. (1) is
oscillatory. Note that this result is known but we decided to include it for the sake of completeness.
Assume otherwise that there exists a nonoscillatory solution y(t). Without loss of generality we assume
that y(t) > 0 for t ≥ T . Using condition (2), we obtain y′′(t) = −p(t) f (y(t)) < 0 for t ≥ T ,
which implies that y′(t) is of constant sign for t ≥ T1 ≥ T . It is easy to see that y′(t) > 0 for
t ≥ T1 ≥ T . Thus limt→∞ y(t) > 0. If limt→∞ y(t) = K < ∞ then f (y(t)) ≥ f (K )2 for t
large. If limt→∞ y(t) = ∞, then in view of (18) f (y(t)) is bounded below for t large. Thus, in
any case there exists M > 0 and T2 ≥ T1 such that f (y(t)) ≥ M for t ≥ T2. Now, Eq. (1)
implies y′′(t) = −p(t) f (y(t)) ≤ −A f (y(t)) ≤ −AM < 0, t ≥ T2 which in turn implies that
limt→∞ y′(t) = −∞ and so limt→∞ y(t) = −∞, which is a contradiction. 
Corollary 3. Consider Eq. (1) subject to conditions (2), (3), and
lim
u→0
f (u)
u
= K > 0. (19)
Then every solution of Eq. (1) is oscillatory in a way described in Theorem 2.
Proof. Using a similar technique as in [6] one can prove the same linearized oscillation result for Eq. (1)
without delay, that has been proved for the delay differential equation
y′′(t) + p(t) f (y(t − τ)) = 0, t ≥ t0, τ > 0.
Using this result the condition (19) implies that all solutions of Eq. (1) are oscillatory and the result
follows from Theorem 2. 
Remark 2. Using some of the “oscillation invariant” transformations of variables it is possible to
translate our results concerning Eq. (1) to the general selfadjoint equation
[a(t)y′(t)]′ + p(t) f (y(t)) = 0 (20)
where a is a positive differentiable function on [t0,∞). In the case
∫∞ 1
a
= ∞ one can use the following
transformation s = ∫ tt0 du/a(u), x(s) = y(t). In the case
∫∞ 1/a < ∞, the following change of
variables: s = (∫∞t du/a(u))−1, x(s) = y(t) can be used. See [7]. It is easy to check that, in the
first case, all our obtained results are valid for Eq. (20) when all differentials du are replaced by du
a(u)
and p(t), is replaced by p(t)a(t). In the other case we have to replace dt by dt
a(t)(
∫∞
t
ds
a(s)
)2 and p(t) by
p(t)a(t)(
∫ ∞
t
ds
a(s)
)4 in all given results.
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