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Preface
My research work stemmed from my passion for innovative, intu-
itive approaches to tackle complicated physical phenomena. That
is, to a high degree of accuracy, complicated problems can be mod-
elled using fundamental approaches. Ludwig Prandtl (1875-1953),
the father of novel aerodynamics, is the best example of an inno-
vative thinker who developed such models that later became the
mainstay of the design of large sophisticated airplanes. Currently,
we have abundant access to computational and experimental re-
sources. These resources can be used to develop efficient and ac-
curate physics-inspired models for design, control and navigation of
Autonomous Unmanned Aircraft Systems (UAS).
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Unmanned Aircraft Systems (UAS) are widely employed in commercial and mil-
itary applications, and their utilization is growing at a rapid pace. Effective pre-
dictive models for aeromechanics, body dynamics and control are critical in tra-
jectory planning and optimization, autonomous operations, and decision-making.
Aeromechanical and wind models that are currently used in the control and guid-
ance of UAS are typically simplistic and often do not represent the essential
physics to an adequate degree. Therefore, the performance and versatility of such
vehicles may be limited in extreme flight conditions. At the other end of the spec-
trum, there exist high fidelity models that are computationally expensive, and thus
not applicable in path planning, optimization, and onboard flight controllers.
The major goal of this dissertation is to bridge the gap between physics-based mod-
els and onboard decision-making. Multi-disciplinary models of appropriate fidelity
are developed and integrated into a comprehensive flight simulation software suite.
These models are experimentally validated and utilized in trajectory planning, op-
timization, onboard control and autonomous flight. Studying the impact of models
of different fidelity for the environment and the aerodynamics determines the im-
pact of modeling uncertainty on system-level goals.
A vortex-based model for lifting surfaces is developed, using which control sur-
faces and couplings therein can be efficiently represented. Using this model, the
interaction of the propeller wake with a downstream wing is studied, and it is
demonstrated these models are effective tools in predicting the propeller-induced
xvii
span-wise loading. Such a model is beneficial for trajectory planning and opti-
mization applications to improve flight stability and trajectory tracking.
Next, a novel Hybrid Blade Element Momentum (HBEM) model is developed to
predict rotor forces over a wide range of flight conditions. The HBEM model is
self-contained and combines blade element theory, momentum theory and a linear
inflow model to determine the unique inflow that is consistent with all theories.
The model utilizes the blade geometry and the flight condition as inputs to deter-
mine the relationship between the forces/moments and the rotor RPM. A detailed
set of wind tunnel experiments is conducted to validate the model across a very
wide range of flight regimes. Further, a semi-empirical model for the Rotor In-
Plane Force (RIPF) is developed using experimental data. It is noted that these
models can be executed in real-time which makes them useful for implementation
in flight software.
A custom quadrotor is built and equipped with an ultrasonic wind sensor and RPM
sensors. The HBEM and RIPF models are embedded in quadrotor flight software,
and it is illustrated these models are fully integrable, and efficient-enough to run
on a typical onboard compute module. To evaluate the ability of these models
to function in harsh environmental conditions, motion-capture-aided autonomous
flight is realized in the presence of strong wind gusts generated by a large industrial
fan. A feedforward controller is designed to incorporate physical insight into flight
mechanics and to provide estimates of the state. Flight tests are conducted in and
out of strong crosswind conditions to further show the impact of computationally
efficient models that are capable of being executed onboard in real-time. It is
shown that the wind sensing and physics-based models along with the feedforward




New requirements in performance and mission profiles are driving the aerospace com-
munity towards novel designs of unmanned aircraft systems (UAS). As an example, Dis-
tributed Propulsion has recently been identified as a ‘disruptive technology’ by NASA,
and one that can positively impact evolutionary aircraft designs. Distributed Propulsion
can enable new aircraft designs with performance advantages, scaling and efficient Vertical
Take-off and Landing (VTOL) characteristics. Recently, significant advances have been
made in this regard by NASA in the form of LEAPTech [2] and GL-10 [3] (see Fig.1.1).
Figure 1.1: NASA’s GL-10.
Additionally, with recent advancements in Artificial Intelligence (AI) and the advent of
light-weight and high-endurance batteries, research in the operation of autonomous UAVs
is advancing at a rapid pace. Autonomous aerial systems - conditional on rigorous ver-
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ification - can be an efficient, reliable and safe alternate for package delivery (Fig.1.2),
ground transportation, military operations and surveillance systems. Over the past decade,
Unmanned aerial vehicles UAVs) [4] have been increasingly utilized in a variety of tasks
including border patrolling [5], damage inspection [6], mapping [7], precision agriculture
[8], etc. With the unprecedented growth in the number of flight vehicles, simulation tools
are required for vehicle performance improvement [9, 10, 11], implications of atmospheric
winds [12, 13], aerodynamic force modeling [14], rotor failure studies [15], real-time flight
simulation [16] and trajectory prediction and validation, especially in the context of certi-
fication by analysis [17].
Figure 1.2: Amazon Prime drone.
Drone swarm technology is also trending. As of 2019, drone swarms are part of a 12.1
billion dollar market according to TBRC Report. In addition to military applications, there
is growing interest in industry seeking to obtain Federal Aviation Administration (FAA)
approval to operate their drones at a commercial scale.
2
1.1 A Sample Application
A representative trajectory for an autonomous Unmanned Aerial Vehicle (UAV) (i.e., a
quadrotor) is shown in Figure 1.3 where the vehicle is assigned, for instance, a package
delivery task. It is dispatched from point ‘A’ (say a service center) to point ‘B’ (that may
represent a delivery designated area) on a nominal trajectory. In this scenario, the presence
of obstacles (e.g., buildings, trees, etc) were not shown. The quadrotor is subject to extra-
neous factors such as wind/gusts that affect its performance and trajectory and may deviate
its path from the planned one. In practice, there are various along-the-path constraints that
have to be taken into consideration during path-planning, specifically, for very low-altitude
flight since the quadrotor has to adopt certain maneuvers to avoid colliding with obstacles.
Figure 1.3: A representative trajectory for a quadrotor and the operating environment.
Performance and reliability of an autonomous UAV is reliant on predictive models for
aerodynamics, aeroacoustics, environment, body dynamics and control. Such models are
essential in executing optimization applications and trajectory planning. Aerodynamic and
wind models that are traditionally used by the control and guidance communities are of-
ten too simplified to represent essential mechanics, especially when nominal conditions
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are not met. In contrast, there are high fidelity models that are sophisticated and accurate,
but computationally expensive, and thus not applicable in the path planning, optimization
settings and onboard flight software given the limited computational capability and power
available. Similarly, in a flight simulation setting where multiple models need to be exe-
cuted a few hundred times per second, computational efficiency is a limiting factor. Hence,
with the lack of efficient, robust physical models of appropriate fidelity, UAVs have merely
relied on complex control strategies and camera systems to increase their performance and
functionality.
The rest of this chapter is structured as follows: First, challenges in interactional aero-
dynamics are reviewed. The state-of-the-art vortex and propeller-wing interaction is dis-
cussed that is crucial in VTOL applications. Given the importance and impact of the flight
simulations in design, optimization and certifying UAS, realistic flight simulations and
their necessary physical models are reviewed. The main goal of dissertation is to bridge
the gap between physics-based models and onboard decision-making. Physics-based rotor
aerodynamic models that are suited to be used in onboard flight software are discussed.
Finally, the contributions of this dissertation are demonstrated, and the outline is provided.
1.2 Interactional Aerodynamics
VTOL aircraft typically involve complicated interactions of lifting surfaces with the shed
and trailing vortices generated by rotors and/or propellers. Versatility and improved perfor-
mance of VTOL concepts comes at the expense of increased complexity. For example, the
GL-10 flight path [3] involves both hover and cruise operations and the aircraft experiences
a complex flight transition phase between hover and cruise flight modes. This requires an
efficient optimization strategy for flight trajectory control in conjunction with optimized
aerodynamic design for the complex airframe-propulsion interactions. From the viewpoint
of simulation-based design of these systems, it is critical to accurately model the evolu-
4
tion of the rotor wake and its interaction with lifting surfaces. Accurate resolution of the
near-wake affects the accuracy of the prediction of the blade airloads, vibratory loads and
aeroacoustic signatures.
As another example, consider the complex aerodynamics of the XV-24A LightningStrike
VTOL aircraft due to the integration of the propellers into its lifting surfaces. Ref. [18] as-
sessed the relationships between flight conditions and vehicle configurations using Computational
Fluid Dynamics (CFD) simulations and reduced database dimensionality by identifying the
most influential parameters.
1.2.1 Vortex and Propeller-Wing Interactions
Additionally, the interaction of the trailing vortex system with a lifting surface affects the
blade loading and can impact blade stall and loading noise. State-of-the-art RANS-based
CFD solvers - with a careful consideration of numerical resolution are capable of accurately
modeling the interactional flowfield. However, the high computational costs rule out the
use of highly resolved CFD computations at the design stage. In this context, lower-fidelity
(for instance, vortex panel) methods present an effective and efficient alternative class of
methods to CFD in capturing essential features of the interaction. Another area of need for
Low-Fidelity Model (LFM) is in trajectory and mission planning, an exercise in which the
aerodynamic model may be executed many times per second.
In many situations, (hovering rotors and propellers, distributed propulsion systems, etc.)
vortical interactions with lifting surfaces is dominantly perpendicular in nature. This inter-
action can have a significant consequence on the blade loading, and on overall performance.
A natural choice to mimic this behavior is to use a simplified fixed-wing model which
would provide deeper understanding of its flow physics. In literature, only a limited number
of experimental efforts exist [19, 20, 21] that study wing-vortex interaction. Komerath et
al. [22] in their review paper have emphasized on further fundamental experimental studies
to understand rotor wake. Recently, experimental studies by Bhagwat et al. [23] and Ra-
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masamy et al. [24] have attempted to understand the fundamental nature of the interaction.
Detailed measurements have been performed to study the loading and wake structure of a
wing-vortex interaction using a combination of extensive surface pressure, balance loads,
and 3-component PIV measurements. These experiments would provide data of adequate
quality to improve existing vortex models besides enabling validations of computational
simulations. Their recently conducted first phase of measurements provides sufficient data
on spanwise loads and wake behavior for a range of wing-vortex interaction conditions.
1.3 Realistic Flight Simulations
As indicated earlier, aeromechanical models are critical in design and optimization. If they
are computationally efficient, they can also be used in a flight simulation setting to predict
the state of the vehicle and improve performance and versatility. To perform flight simu-
lation in realistic environmental conditions, a set of tools of appropriate fidelity should be
integrated. Therefore, a comprehensive approach towards validating and planning trajec-
tories of flying vehicles requires, in general, a framework that takes into account various
aspects including 1) appropriate-fidelity aeromechanical and dynamic models of the vehi-
cle to present a realistic view of the actual motion, 2) accurate modeling of the environment,
which may include modeling of external factors that alter the trajectory of the vehicle in-
cluding wind and gust models, 3) development of a flight controller to control vehicle
trajectory to within a prescribed accuracy, 4) a guidance (motion-planning) algorithm that
provides a nominal “optimal” trajectory, and 5) a navigation model to represent the sensory
data and the measurement noise, which will be used to update the location/orientation of
the flying vehicle to be used for guidance and by the flight controller.
Depending on the stage and/or nature of the study, various simplifications are invoked
to facilitate the task of trajectory prediction and performance analysis [25]. For instance,
it is common to consider a three-degree-of-freedom model to only trace the trajectory of
6
the center of mass of the vehicle while the orientation of the vehicle is considered to be of
secondary importance for early analysis [26]. Additional degrees of freedom are usually
considered for higher-fidelity models and at later stages of design of systems to gain better
understanding of the motion and to obtain realistic flight performance envelopes [27, 28].
1.3.1 Atmospheric Modeling
Simplified atmospheric models are typically used for mission planning and certification of
UAVs. In practice, the operating environment of UAVs flying at low altitudes (< 500 m)
is not only subject to strong mean velocity gradients (shear), but also involves intermittent
unsteady wind gusts that contain a non-trivial fraction of energy compared to the mean flow.
Further, the characteristic size of the turbulent eddies, even in a stable boundary layer, is of
the order of a few meters [29], which is similar to the size of a UAV. Accounting for such
scales becomes critical to the vehicle aeromechanics and thus to more accurate trajectory
prediction and validation tasks.
A widely used tool for numerical weather prediction is the Weather Research and Fore-
casting (WRF) model [30, 31]. WRF is, however, a mesoscale model and is typically used
over large spatial domains (O(1000) km) and with coarse resolutions (O(2) km). WRF
thus cannot be relied upon to represent all eddies and gusts of interest for UAV trajec-
tory prediction and validation purposes, and thus a different, higher resolution approach is
required.
1.3.2 Rotary-Wing Aeromechanical Models
A critical element in performance and/or trajectory analysis of flight vehicles is to use ac-
curate dynamical models for the propulsion system. For a VTOL, modelling the lifting
surfaces and propellers is crucial. A comprehensive analysis should be performed to char-
acterize aerodynamic interaction for different flight phases. Accurate aeroelasticity [32]
and aeroacoustics [33] analyses are also required. For a quad- or multi-copter not only the
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individual performance of the propellers, but their mutual interactions become important,
and have to be taken into consideration for certain types of maneuvers [34]. In particular,
the key requirement for the aeromechanics model is to provide an effective characterization
of the response of a UAV to unsteady gust loads [35]. An additional requirement is that the
fidelity of the model should be such that it is easily integrable into the trajectory validation
and planning modules and the necessary computations can be performed in near-real time.
It is common practice to approximate the actual performance of a propeller (i.e., the
thrust or torque) using idealized, simple algebraic models to facilitate numerical analyses
[36, 37]. The so-called static models (namely, the thrust and torque of a rotor are expressed
in terms of the square of rotor speed) are used extensively for hovering, and slow maneu-
vers. However, these models do not capture the realistic performance of a propeller, which
in general, depends on the inflow velocity. In particular, more accurate models have to be
used for flight trajectories that can be utilized in demanding situations such as high speed
forward and descent flight phases [38]. In low-altitude flight, these aerodynamic phenom-
ena can influence the vehicle dynamics in the presence of wind and gusts. Towards this
end, a propeller thrust model in forward flight was presented in [39] for a blade with linear
twist.
On the other hand, the use of higher-fidelity models such as those based on computa-
tional fluid dynamics [34, 40] or even vortex-based methods [41] to predict the aerome-
chanics of flight vehicles is computationally demanding, and thus is not feasible in trajec-
tory optimization or trajectory prediction settings. As a consequence, an additional chal-
lenge is to establish a set of computationally efficient and effective models of the aerome-
chanics and flight dynamics of UAVs. The following section reviews rotor aerodynamic
models in more detail.
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1.4 Rotor Aerodynamic Models
The flight simulation framework that was earlier introduced in this dissertation, is capable
of incorporating different aeromechanical models as a black box. Thus, every component
of the flight simulation package can be improved independently. A critical element in the
flight simulation package is an accurate and efficient predictive model for the rotor forces
and moments. Furthermore, in order to be useful in applications such as trajectory planning
and autonomous operation, such aerodynamic models must be efficient and executed in
near-real-time, and also should be integrable within control and planning modules. In the
next few paragraphs, a review on the available aerodynamic rotor models is made, and a
novel model will be developed in Chapter 4.
Wind disturbances are a prominent factor in the control of UAVs [42]. The incom-
ing wind can significantly alter the propulsive forces and moments generated by a UAV.
Wind-sensitive models are necessary to capture the vehicle response to gusts. High fidelity
models such as those based on detailed Computational Fluid Dynamics [43, 44, 45, 46, 47]
or vortex-based methods [41] is not amenable for use in design, flight simulation or onboard
embedded controller software.
1.4.1 Momentum Theory
Classical momentum theory [48] relates thrust coefficient to the average inflow velocity
across the rotor disk. In this theory, the blade shape and airfoil characteristics are not con-
sidered. In axial flight - outside of the vortex ring state, the solution to momentum theory is
unique and explicit. Momentum theory in forward flight leads to a quadratic equation and
its solution is found through an iterative process. In high forward speeds, where advance
ratio is much larger than inflow ratio, the solution to momentum theory becomes explicit.
While this theory is useful for approximate evaluations in early stage analysis, this theory
is not useful for detailed analysis because it ignores rotor blade physical characters tics and
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non-axisymmetric nature of aerodynamic environment.
1.4.2 Blade Element Momentum (BEM) Theory
In blade element (BE) theory, rotor blades are decomposed to a finite number of thin air-
foils and BE obtains airfoil sectional lift individually and integrate them to obtain the thrust
generated by a rotor. Therefore, blade element theory is cognizant of geometric details, but
requires the specification of the sectional inflow velocity. In axial flight, momentum and
blade element theories can be analytically combined [48] to find an estimate for the in-
flow velocity at every radial location as a function of the blade aerodynamic and geometric
characteristics. This model for the inflow is often referred to as the radial inflow model
and has been utilized in UAV simulations (for instance, Ref. [49, 50]). Ref. [51] aimed to
model the aerodynamics of a propeller. They used Blade Element Momentum (BEM) with
additional corrections and compared their predictions with experimental measurements.
However, their investigation was limited to the cases where the propeller shaft was aligned
with the free-stream. Blade element momentum (BEM) theory is a versatile tool to ana-
lyze the performance of rotating blade applications such as wind and hydrokinetic turbines
[52, 53, 54, 55, 56, 57] and rotor and propeller aerodynamics [51, 58]. In ship hydrody-
namics, analysis of different propeller BEM-based models and their effect on manoeuvring
prediction are discussed in Ref. [59]. Also, by coupling a BEM propeller model with the
solution of the RANS equations, manoeuvring coefficients for a ship travelling forward and
at a drift angle are obtained in Ref. [60].
1.4.3 Addressing Challenges in Forward Flight
Challenges arise in the representation of the aerodynamics of rotors in forward flight, given
the inflow is non-uniform across the rotor disk, and is strongly coupled to the thrust in
a complicated manner. While blade element momentum theory [48] and variants can be
relied upon for hover and axial climb/descent, reliable analytical models do not exist for
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forward flight. Towards this end, this work proposes a new aerodynamic model for the
performance of rigid rotors and propellers in forward flight.
In Ref. [61], momentum theory, vortex theory and blade element theory in forward
flight are discussed. As mentioned earlier, momentum theory merely relates thrust coeffi-
cient to inflow ratio, therefore there are two unknowns and one equation. However, in the
helicopter community, the thrust coefficient is often considered known given that thrust is
assumed to be equal to the weight of the vehicle in steady flight, and also rotor operates at
a fixed RPM. In smaller rotary-wing UAVs, this assumption is generally not applicable as
these vehicles are generally over-powered and thrust can be much larger than the weight.
Further, the electric motors operate in a wide range of RPM conditions.
Blade element theory in forward flight does not provide a closed-form solution and
requires the velocity information for every radial location and azimuth angle to estimate
the total generated thrust and moment. Given the flight condition and wind information,
the radial and tangential velocities are obtained. However, the velocity perpendicular to
the rotor (i.e. inflow ratio) is not known a priori. Different inflow models such as the
uniform, linear and Peters-He [62] generalized dynamic wake are employed. The effect
of such models on the aeromechanics of a quadrotor in hover and forward flight is studied
in Ref. [63]. The inflow velocity distribution across the rotor disk is also experimentally
obtained in Ref. [64]. These models are often functions of the uniform inflow velocity that
is estimated by the momentum theory. Thus, in simple terms, the BE theory – similar to
the momentum theory – offers one equation with two unknowns: thrust and uniform inflow
ratio.
Peters and co-workers [65, 62] developed a popular family of dynamic inflow models
targeted at state space implementation. More sophisticated models using potential flow
models have also been proposed [66, 67], but are computationally expensive and cum-
bersome to implement in flight simulation settings. Therefore, an efficient and self-
contained solution to obtain the thrust given the rotor blade configuration and flight
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condition in forward flight remains elusive.
In the absence of reliable analytical models, flight simulations have employed data fits
or extremely simple models, such as those assuming thrust and torque to be proportional to
the square of rotor angular velocity ω [68, 69]. simplified model is refereed to this model.
While this model can, in fact, be a good predictor for rotors in hover, results indicate that
in axial and forward flight, this assumption is very inaccurate.
In addition to high fidelity CFD-based models, intermediate-fidelity vortex particle
methods have been used to determine rotor loading in forward flight. For instance, Ref.
[70] employed a viscous vortex particle method to determine the evolution of the rotor
wake and obtained blade loads using a reduced order model in fast forward flight. Ref.
[71] utilized the capability of the viscous vortex particle method (VPM) and modelled mul-
tirotor aerodynamic interactions and introduced the VPM-based rotor model. While these
vortex particle methods are power tools for conceptual design and optimization, they can-
not be executed in real time with the limited computational power and resource available
onboard.
Ref. [72] proposes an approach to reduce the reliance on empiricism by determining
the inflow velocity by equating the elemental thrusts from blade element theory and BEM
theory in forward flight. While this technique is elegant, the inflow velocity is assumed to
be only a function of the radius, and not of the azimuth. The impact of this assumption is
hard to evaluate, as detailed validations are not presented. In Ref. [1], an inflow model is
developed using BEM in forward flight, where the inflow is explicitly solved for at every
radial location and azimuth angle. While experimental validations are not presented for the
aerodynamic model in forward flight, this work - in a similar spirit to the present HBEM
model - combines blade element and momentum theories and is analyzed further in the
appendix.
In the present work, extensive experimental data is obtained to validate the proposed
models. Forces perpendicular and tangent to the rotor are calculated. Thrust, that is defined
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as the perpendicular force to the rotor plane, is physically modeled by HBEM model for
different inflow conditions and rotor angle of attack. A data-driven model for the force
tangent to rotor plane force is introduced - called RIPF - that can be used in onboard flight
software.
An appealing feature of the HBEM model is that it is based on a self-contained and
consistent combination of momentum and blade element theories with the assumption of
a linear inflow model. These models are integrated with a backstepping control module
[73] and a 6 DoF flight simulation routine [74] and used in trajectory planning in uncer-
tain environments in Chapters 3 and 4. To evaluate the capabilities of the above models, a
custom quadrotor is built using a platform described in Ref. [75] platform, and the mod-
els are deployed onboard. It is noted the developed models require wind data to provide
accurate estimations of the forces exerted on the quadrotor. Therefore, a wind sensor is im-
plemented onboard of the quadrotor to measure the wind speed and direction in real-time.
A new passive controller strategy is implemented to incorporate and utilize the models and
sensors data. Flight tests are conducted to better understand benefits of the proposed mod-
els. Autonomous flight testes are conducted in extreme-wind condition as well as a steady,
no-wind condition.
1.5 Contributions
The scope of this research work is multi-disciplinary with the goal of connecting physics-
inspired models with onboard controllers and decision making algorithms. The key contri-
butions of this dissertation can be condensed and categorized to four sections:
1. Aerodynamic modeling for Fixed and Rotary-wing aerial vehicles
2. Experimental test campaign to validate aerodynamic models
3. Comprehensive flight simulation framework for Rotary-wing UAVs.
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4. Flight testing for autonomous navigation using feedforward controller and wind sens-
ing.
The following are specific contributions:
• Constructed vortex-based models for a full propeller-driven aircraft. These models
are applied in Propeller-Wing Interaction and Vortex-Wing Interaction (VWI) and
validated/verified against experimental tests and high-fidelity simulations.
• Developed the Hybrid Blade Element Momentum ( HBEM) model, which consis-
tently combines Blade Element and Momentum theories with a linear inflow model,
and can be executed in near-real time. This model is usable in preliminary design as
well in flight simulation packages and onboard flight software.
• Conducted a comprehensive set of wind tunnel experiments to measure rotor perfor-
mance for different rotor angles of attack and wind speeds, and validated the HBEM
model.
• Developed a semi-empirical model that estimates the rotor-in-plane force (RIPF).
• Established the relationship between throttle values and corresponding RPM condi-
tion in forward flight.
• Constructed a reduced-order representation of the wind field data and illustrated the
impact of order reduction on the resultant trajectory as well as using a popular com-
mercial wind model (i.e., the Dryden model).
• Performed flight simulations in more realistic atmospheric conditions by integrating
different control, aeromechanical, and environmental models into a comprehensive
flight simulation framework which is open sourced.
• Integrated an ultrasonic wind sensor successfully with onboard hardware. Used the
wind sensor data for the purpose of improving flight stability and resilience.
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• Proposed a new feedforward controller to increase controllability and resilience by
estimating a closed-form solution for the state parameters in a quasi-steady fashion
by using onboard sensors and HBEM and RIPF models.
• Generated and compiled efficient codes for HBEM and RIPF models that are com-
patible with the BeagleBone Blue processor (ARM® Cortex-A8 processor) using
specific coding algorithms and optimized libraries.
• Showed that a compatible integration of the models, sensors and fast onboard com-
putations is possible and performed autonomous flight tests using an indoor motion
capture system.
• Autonomous navigation for the quadrotor was successfully demonstrated in a harsh
and unsteady environmental condition created by a strong 3 ft-diameter axial fan.
• Demonstrated that the feedforward controller, that uses physics-inspired models en-
abled by wind sensing, marginally improves trajectory tracking in harsh environmen-
tal conditions.
1.6 Organization of The Dissertation
The rest of the thesis is organized as follows: Interactional aeromechanics, vortex-wing
and propeller-wing phenomena are studied in detail using high and low fidelity approaches
in Chapter 1. A comprehensive framework for flight simulation of rotary-wing vehicles is
presented in Chapter 3. Chapter 4 details the HBEM model formulation and experimental
validation along with a data-driven model for Rotor in-plane force. In Chapter 5, exper-
imental quadrotor sensor design and control is discussed, and the developed models are
embedded onboard of the quadrotor. Flight tests in and out of extreme wind conditions
are conducted, and results are provided in Chapter 6. A summary of the dissertation and




Interactional aerodynamics is a very common phenomenon in fixed and rotary wing UAVs.
High-fidelity models can be used to study and characterize the aerodynamic interactions.
However, such models may not be efficient to be used even in formal design optimization,
and certainly not appropriate to be used in flight simulation modules nor in onboard flight
software.
In this chapter, the interaction of trailing vortices with lifting surfaces is investigated us-
ing two levels of modeling fidelity. An overset mesh-based Reynolds-Averaged Navier–Stokes
solver is considered as the high-fidelity computational model (HFM). A lower-fidelity
model (LFM) is developed by combining a vortex panel method with a propeller aero-
dynamic model and slipstream theory. The high-fidelity model is first validated against
available experimental data obtained from the interaction of a trailing vortex generated by
an upstream wing with a downstream wing.
The ability of both models to represent the development of the vortex wake and in-
tegrated loads is assessed for a number of parametric configurations, including a case in
which the vortex core directly impinges on the wing surface. Following this, isolated pro-
peller and wing-mounted propeller configurations are studied.
In all of these cases, the high-fidelity model is effective in predicting the details of the
flow and integrated airloads. The low-fidelity model, although less accurate, is shown to
accurately predict interactional air loads and performance at orders of magnitude less cost
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than the high-fidelity model, justifying its role as a viable tool in design and trajectory-
planning applications. The contents of this chapter are heavily drawn from Ref. [76].
2.1 Methodology
2.1.1 High-Fidelity Model: Overset RANS Solver
The CFD solver used in the present work is the overset structured mesh solver OVER-
TURNS [77, 78, 79, 80] (OVERset Transonic Unsteady Rotor Navier-Stokes). The com-
pressible Reynolds Averaged Navier–Stokes equations are solved with a Spalart-Allmaras
model [81] for closure. Time integration is performed using second order backward differ-
ence method using Lower-Upper Symmetric Gauss Seidel (LUSGS). Newton sub-iterations
are used to remove factorization errors and recover time accuracy for unsteady computa-
tions. The inviscid fluxes are calculated using a third order accurate upwind scheme that
uses Roe’s flux differencing [82], while the viscous fluxes are computed using second order
central differencing. The solver uses an overset mesh system for efficient mesh resolution.
In this arrangement, the body-fitted blade meshes are embedded inside a Cartesian off-
body mesh to capture the entire wing-wake aerodynamics. The solver uses a novel Implicit
Hole-Cutting (IHC) technique[83], which has been efficiently used in several computa-
tional studies on complex rotary wing flows [84, 85, 79, 80]
2.1.2 Low-Fidelity Model: Vortex Panels and Propeller Performance/Wake
The low-fidelity model uses vortex panels to analyze forces exerted on a lifting surface and
models for propeller loads and wake.
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2.1.2.1 Lifting Surfaces
The lifting surface is partitioned into vortex panels [86] (of circulation strength Γi) in the
stream- and spanwise directions and bound vortices are placed at the quarter-chord location
of each panel. The wake is considered as an extension of the trailing edge (TE) panel
with the same vorticity magnitude and is semi-infinite. To determine the strength of the
bound vortices, the influence of the induced velocity from every panel (including the self-
induced effects), the wake and any other source of induced velocity at the control points
is considered. A linear system is formed by enforcing flow tangency at the control points,
and the vorticity Γ (a column vector) on the wing panels is obtained as follows;
Γ = A−1b (2.1)
where A is the aerodynamic influence coefficient matrix and b is a column vector incorpo-
rating the velocity perpendicular to the panels 1. From potential flow theory, the pressure
differential for each panel is obtained using:
∆Pij = ρ{~vij · τi
Γi,j − Γi−1,j
∆cij




where, ~v = [U(t) + uw, V (t) + vw,W (t) + ww], and U, V and W are flow velocities in
the three Cartesian coordinate, x-, y- and z-directions. The indices i and j are in stream-
and spanwise directions respectively. Here, ∆cij and ∆bij are the stream- and spanwise
lengths of a panel at i,j locations and uw, vw and ww are the induced velocity by the wake
on the panel. Finally, τi and τj are the tangential vectors to the panel in i and j directions,
respectively. It is noted that for the panels at the leading edge, Γi,j is substituted for Γi,j −
Γi−1,j . Further, for the panels at the tip, Γi,j −Γi,j−1 is assumed to be zero. Validations and
comparisons of the model with CFD data and experiment are presented in later sections.
1−U sinα, where U is the free stream velocity and α is the wing angle of attack.
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2.1.2.2 Propeller Aerodynamic Model
To efficiently represent the the propeller blade, an adaptation of extended blade element
theory, [48] is pursued. The sectional lift coefficient, Cl, is determined by estimating the
2D lift curve slope, Clα , (see Appendix A.3 for more information) and the inflow angle as:
Cl = Clα(Θ + αL=0 − Φ), (2.3)
where the inflow angle is obtained as Φ(r) = λ(r)/r and Θ is the blade twist angle, and
αL=0 is the absolute value of the zero-lift angle of attack, r represents the rotor radius.
The process of determining the inflow coefficient λ requires an iterative method that
also takes into account the lift loss at the root and tip of the blade. This involves the




















where J is the advance ratio, σ is the blade solidity, froot = Nb2
r






Function F is referred to as Prandtl’s loss function.
To represent the axial and swirl velocity behind the propeller, a slip-stream theory
model is adapted from Ref. [87] and Ref. [88]. This model requires the vorticity magnitude
on the blade, and it is a common practice to obtain it using experiment or pre-defined em-
pirical functions. However, this work uses the extended blade element theory to calculate






(Ωr)2 + U2∞. (2.6)
















where x is the distance from the propeller plane, Nb is the number of blades and n is the
propeller rotation rate in revolutions per second. It is noted that, at x = ∞, the axial
velocity attains twice the value of that at the propeller plane, which is in agreement with
the conventional momentum theory. To account for viscous diffusive effects and presence
of nacelle, the values cs and ca were calibrated with respect to the experimental data to the
values cs = 0.9 and ca = 0.65.
2.1.2.3 Propeller Slipstream Model
The propeller slipstream contracts downstream of the propeller plane. Based on the work


















which assumes Γ(r) = 0 for r = [0, 0.2R], i.e. inside the nacelle.
Using the velocity information in the propeller wake, the interaction between the pro-
peller and a fixed wing can be obtained by combining the propeller model and the vortex
panel method discussed earlier. A comparison between the predicted interaction effects
using the high and low fidelity models will be presented in later sections.
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2.2 Vortex-Wing Interaction
2.2.1 Fixed Wing-Vortex Interaction Test Configuration
The chosen configurations correspond to experiments [23] conducted in the 7 by 10-ft
wind tunnel at Ames Research Center for a range of tunnel speeds up to about V∞ =
242 ft/s (q∞ = 70 psf or M∞ = 0.21695). Measurements were performed on a pressure-
instrumented NACA0015 12-inch chord wing. The perpendicular vortex wake was gener-
ated by a NACA0015 18-inch chord wing (VG). Both wings are rectangular, straight and
untwisted. The maximum chord Reynolds numbers are 1.5 × 106 and 2.2 × 106 for the
wing and the VG, respectively. The VG was placed vertically in front of the wing at several
locations varying in stream wise, spanwise and vertical positions with respect to the wing.
Pressure measurements were obtained for each of these wings with/without VG configura-
tions at several span wise stations on the wing to study the effects of vortex wake on the
wing loading.
One of the main goals of the experiment was to measure the wing-vortex wake system
and its effect on the wing loading. Therefore, velocity field measurements behind the
wing-vortex generator were made using stereoscopic particle image velocimetry (PIV).
The velocity field measurements were obtained on a plane normal to the tunnel flow over
3.5 ft ×2 ft.
2.2.2 High-Fidelity Model Details
The near-body wing and vortex generator (VG) flow fields are modeled using C–O type
body confirming meshes. Wing mesh has 267× 185× 101 points (in the chordwise, span-
wise and normal directions, respectively) and VG mesh has 267 × 145 × 101 points. The
wing surface spacing in the normal direction corresponds to y+ ≈ 1 and the mesh outer
boundary is at a distance of two chords away from the blade surface. The wing-wake sys-
tem is built (as shown in Fig. 2.1) by embedding both the blade meshes in a Cartesian
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background (wind tunnel) mesh consisting of 240× 201× 201 points. .
(a) Computational domain (b) Hole cut mesh system
Figure 2.1: Overset mesh system of wing-vortex interaction.
There are a few details in the experiment that require careful adjustments, so that the
simulation accurately captures the physics of the problem. The following considerations
were made to achieve reasonable comparison with the experimental data.
1. The velocity inlet magnitude was modified to accommodate the blockage effects of
the objects in the wind tunnel. The airload computation includes the experimental
apparatus blockage factor, β = (1.0 + ε)2, ε = 3.2% in freestream dynamic pressure,
i.e. q∞ = qCFD∞ /β. Specifically, the CFD airload values are corrected with respect to
the effective q∞ instead of qCFD∞ .
2. The side walls in the background mesh were treated as viscous walls.
2.2.3 Low-Fidelity Model Details
In contrast to the high-fidelity model - in which the flow corresponding to the vortex gen-
erator is resolved - the low-fidelity model uses an imposed velocity field. A Lamb-Oseen













Following Ref. [90], a core radius of 1.5” for VG tip vortex was used. The vorticity
magnitude ΓV G is, according to Betz’s roll-up theory [91], the maximum vorticity at the
root of the VG that can be obtained by running the panel code for the VG alone. Having
obtained the velocity field generated by tip vortex of the VG, one can find the induced
velocity on the wing, and thus obtain the resultant lift distribution.
2.2.4 Isolated Wing Configuration
An isolated wing is considered first, and airload predictions are compared against the exper-
imental data. The wing angle of attack (αw) was set to 7 degrees in this case. As observed
in Figure 2.2, experimental airloads are well-predicted by CFD. As observed in Fig. 2.2(a),
both the inviscid and viscous treatment of the wind tunnel wall yield accurate predictions
of the outboard normal force, but the predictions deviate near the wall. This is an artifact
of discrepancies between the boundary conditions in the simulations and the treatment of
the wind tunnel wall in the experiment. In the experiment, wall slots were used to enable
translation of mounted wing along the streamwise direction. In discussing with the experi-
mentalists, further uncertainties are anticipated as the wing force measurements are found
to be sensitive to the size of the introduced wall fence to avoid leakage of flow into the
wall slot. Figure 2.2(b) shows the effect of varying fence diameters on normal force coef-
ficients. Figure 2.3 further shows the presence of the strong vortex wake for this case, with
Figure 2.3(b) detailing the vortex structures in the wake. Appendix A.1 presents further
vortex evolution details. This computation serves as a basic validation of the simulation set
up.
2.2.5 Wing-Vortex Interaction
This section investigates the vortex wake interaction with the wing and consequently its
effect on the wing loading. Several vortex strength values were considered. Further, sev-
eral relative positions of VG with respect to wing are considered to provide insights onto
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(a) Viscous vs inviscid αw = 7◦ (b) Fence effect αw = 8◦
Figure 2.2: Wing airloads and wall fence effect.
(a) Q-criterion (b) Vorticity contours
Figure 2.3: Solution for wing only case; αw = 7◦.
interaction of VG vortex with wing tip vortex and its effect on the wing loading.
Direct Hit Case
For this case, the wing angle of attack was held at 7 degrees, and VG angle of attack (αvg)
was set to 4 degrees. The VG tip height was placed such that it aligned with the wing for a
direct wing vortex interaction, i.e. ∆Z = 0 inch, Z being the vertical separation distance
between VG tip and wing quarter chord. To ensure accurate resolution of the vortex, a
vortex tracking grid (VTG) is used as shown in Figure 2.4(a). The VTG introduces 210
thousand cells with 41 × 41 × 125 along spanwise, vertical and streamwise directions,
respectively. The VTG mesh resolution ensures that there are approximately 15 mesh points
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in the vortex core diameter (rc ∼ 0.15c)– see Figure 2.4(b). As noted in the prior work of
the authors [77, 92], this mesh resolution can resolve a vortex core with sufficient accuracy.
(a) Vortex Tracking Grid (b) Vortex Tracking Grid Resolu-
tion
(c) Airloads
Figure 2.4: Mesh and airloads with yvg = 52.5in. (4.375c); αw = 7◦, αvg = 4◦, ∆Z =
0in.
(a) Vorticity contours (b) Q-criterion
Figure 2.5: Solution with yvg = 52.5in. (4.375c); αw = 7◦, αvg = 4◦, ∆Z = 0in.
Figure 2.4(c) shows normal loads for the wing with αw = 7◦, αvg = 4◦, VG at
yvg = 52.5 inch span and ∆Z = 0.0inch. The load on the wing is well-predicted, both
in terms of the peak amplitude and shape. Discrepancies in the in-board section are par-
tially attributable to uncertainties in the side wall boundary condition. Vorticity magnitudes
in the streamwise direction for multiple planes in the downstream of the VG are plotted in
Figure 2.5(a). As noted, the evolution of the VG tip vortex was well captured. Further Fig-
ure 2.5(b) show the side view of the vortex wake evolution, respectively. The Q-criterion
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shows the deflection of the vortex along the lower surface of the wing during the wake
interaction.
Another VG position, at 58.5 inch represents the nominal direct hit interaction. The
solutions are shown in Figure 2.6. Figure 2.6(a) verifies that the predicted CFD normal
loads compare well with the experimental values. The secondary incremental normal load
is positioned slightly inboard from the wing tip. This is a consequence of the spanwise
in-board movement of the wing tip vortex wake due to its interaction with the incoming
VG vortex wake. In fact, this coupled wake interaction results in a vortex roll up which
eventually leads to their merger (Figure 2.6(b)). The vorticity magnitude in the streamwise
direction on multiple planes downstream of the VG are plotted in 2.6(c). The roll-up ob-
served in the Figure is qualitatively similar to what is observed in the experiments [23],
i. e. the streamwise relative positioning of the trailed vortex wakes follow similar trend to
what is observed in the experiment. Further details of the vortex evolution are presented in
Appendix A.1.
(a) Airloads (b) Q-criterion (c) Vorticity contours
Figure 2.6: Solution with yvg = 58.5in. (4.875c); αw = 7◦, αvg = 4◦, ∆Z = 0in.
Figure 2.7 demonstrates the effect of vortex wake interaction on wing loading. While
the incremental values are consistently similar for all the spanwise vortex locations, the
values reach larger peaks near the wing tip for the vortex locations that are more outboard.
The load peaks near the tip, however, are the largest for the vortex location which is at
the most outboard location. Here, the incremental chord normal force coefficient ∆Cn
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(a) Cn (b) ∆Cn
Figure 2.7: Airloads for αw = 7◦, αvg = 4◦, multiple yvg locations, ∆Z = 0in.
refers to the increment in wing normal load due to the presence of the VG, i.e. ∆Cn =
Cnwith VG − Cn no VG. The presence of secondary peaks in the incremental airloads
near the tip for all the cases is similar to that observed in Figure 2.6.
Figure 2.8 shows the solution from a stronger vortex wake interaction with wing. The
VG is set at αvg = 8◦ and placed at 46.5 inch at spanwise station. As noted in Figure 2.8(c),
the direct interaction of vortex with wing results in complex vortex pair structures. The
predicted airloads compare well with the experimental values in terms of peak amplitude
and shape near around the vortex axis. However, some discrepancies are noticeable inboard
of the interaction.
(a) Airloads (b) Q-criterion (c) Vorticity contours
Figure 2.8: Solution with yvg = 46.5in. (3.875c); αw = 7◦, αvg = 8◦, ∆Z = 0.0in.
With increasing vertical separation of the vortex wake with respect to the wing, the
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(a) Airloads (b) Q-criterion (c) Vorticity contours
Figure 2.9: Solution with yvg = 46.5in. (3.875c); αw = 7◦, αvg = 8◦, ∆Z = −2.0in.
(a) Cn (b) ∆Cn
Figure 2.10: Airloads for αw = 7◦, αvg = 8◦, VG at several vertical locations and ∆Z =
0.0in.
vortex interaction is less complex as shown in Figure 2.9. However, secondary vortices are
still introduced in VG vortex wake after interaction with the wing. The effect of vertical
separation of VG vortex with wing is summarized in Figure 2.10. The Figure shows that
larger separation results in weaker lift increments with respect to the isolated wing. Also,
the normal load spike present near the vortex gradually becomes less severe than the direct
hit case.
2.2.5.1 Low-fidelity Model Validation
Figure 2.11 shows that the low-fidelity model is highly effective in capturing the airloads for
the isolated wing. Figures 2.12 show consistently good predictions of airloads by the panel
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method throughout the wing span, although there exist slight over-predictions near the vor-
tex location. A similar trend is noticeable for the VG vertical sweep cases in Figures 2.8(a)
and 2.9(a) in this case, with VG at larger αvg = 8◦. The lift values are over-predicted again
near the vortex, and the spanwise lift perturbation appears to be more gradual than that
predicted by experiment and CFD. Overall, the low-fidelity model captures the essential
aerodynamic loads very well. The over-prediction of the magnitude of the vortex-induced
lift predictions is attributable to the fact that the vortex distortion is not modeled.
Figure 2.11: Validation of vortex panel method for wing only case; αw = 7◦.
(a) VG at 46.5in (b) VG at 52.5in (c) VG at 58.5in
Figure 2.12: Validation of vortex panel method; αw = 7◦, αvg = 4◦, ∆Z = 0in.
2.2.6 Surface Pressure Validation
Figure 2.13 compare the predicted surface pressure by the CFD with the experimental val-
ues for the VG placed at 46.5 spanwise station at a nominal direct hit vertical position with
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αvg = 4
◦ and αw = 7◦. The measurements are well-predicted by CFD. It should be men-
tioned here that the CFD pressure prediction incorporates a pressure coefficient correction
factor of ∆Cp ∼ −0.25 owing to the free stream pressure correction due to blockage effect.
The Figure also demonstrates the airload increments due to the vortex. The upwash due to
the vortex at its outboard stations results in larger sectional normal forces. Similarly, the
downwash at the inboard stations of the vortex results in smaller values of sectional normal
forces. The computational predictions correlate well with the experiment.
(a) 45 inch (b) 46.5 inch
(c) 48 inch (d) 49 inch
Figure 2.13: Surface pressure predictions for yvg = 46.5in. (3.875c);αw = 7◦, αvg = 4◦,
∆Z = 0in.
Similar sectional pressure plots are presented for the stronger vortex strength, i.e. αvg =
8◦, but VG corresponding to a direct hit and at the same spanwise station of 46.5 inch and
αw = 7
◦. The increments in normal load is more pronounced as expected. This is evident
when pressure predictions at the 49 in span sections for weaker and stronger vortex cases
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(a) 45 inch (b) 46.5 inch (c) 48 inch (d) 49 inch
Figure 2.14: Surface pressure predictions for yvg = 46.5in. (3.875); αw = 7◦, αvg = 8◦,
∆Z = 0in.
(a) 45 inch (b) 46.5 inch (c) 48 inch (d) 49 inch
Figure 2.15: Surface pressure predictions for yvg = 46.5in. (3.875c); αw = 7◦, αvg = 8◦,
∆Z = −2in.
are compared to the experiment ( figures 2.13(d) and 2.14(d)). However, once the vortex is
moved vertically 2 inches below the wing (αw = 7◦), the incremental normal load changes
are weaker, as noted in Figure 2.15, especially Figure 2.15(d). The sectional pressure plots
follow the same general trend as the other two cases, i.e. positive increment on normal load
outboard of the vortex and decrement on normal load inboard of vortex.
2.3 Propeller Wake-Wing Interaction
This section considers a more complex interaction case of propeller wake with a wing, a
typical flow situation encountered in turboprops and distributed propulsion systems. This
particular case is more interesting because of the presence of large axial and swirl velocities
due to the strong propeller tip vortices. interaction on the wing has strong influence on its
airloads.
The test case considered was experimentally investigated by Samuelsson [93, 94]. This
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Table 2.1: Propeller conditions.
J (Mtip) 0.7 (0.655)
CT 0.23
U∞ (m/s) (M∞) 50 (0.15)
Reynolds number (prop tip) 1.96× 106
Reynolds number (wing) 1.70× 106
work considers two specific configurations from the experimental studies; one is the iso-
lated propeller and the second configuration considers the propeller with wing in its wake.
There have been several computational studies in the past, including recent inviscid Euler
computations by Thom and Duraisamy [95, 43]. The present work pursues more detailed
RANS computations. The experimental flow conditions are summarized in Table 2.1.
Low-fidelity model details: The sectional lift coefficient slope (Clα) and zero lift angles of
attack (αL=0) are obtained using 2D CFD simulations. The Clα values vary approximately
between 5.15 to 5.4, and zero-lift angle of attack (αL=0) values vary approximately between
negative 2.5 to 6.0 degrees. Further details are provided in the Appendix A.3.
2.3.1 Isolated Propeller Study
This section investigates the time-averaged wake features in an isolated propeller. The pro-
peller geometry, representative of a typical medium sized turboprop commuter propeller, is
composed mainly of NACA 6 series airfoil section with varying thickness and twist along
the span. The propeller radius is 0.64m. The detailed geometry description can be found in
Refs. [93, 94, 95].
The mesh system of the propeller blade with nacelle geometry is as shown in Fig-
ure 2.16. The blade mesh is discretized with a C-O mesh system, with spanwise mesh
sections collapsing near the propeller tip to resolve the tip section flow and vortex. Fig-
ure 2.16(a) shows how blade mesh is blended onto the nacelle geometry at its root. Its
grid size is 149 × 181 × 56 along the chordwise, spanwise and wall normal direction, re-
spectively. The nacelle mesh, which captures the blade wake flow features, is composed of
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175 × 154 × 400 points along the azimuthal, nacelle wall normal and streamwise/nacelle-
axis directions, respectively. This wake mesh resolution ensures approximately eight mesh
points in the vortex core which has been found to be sufficiently accurate in capturing the
vortex core [77, 95, 43] – see Appendix A.2. Taking advantage of the periodicity of the
flow field for a four-bladed propeller, only one quadrant of the rotor system is considered.
Figures 2.16(b) and 2.16(c) show that the propeller wake region is well-resolved in the
nacelle mesh. The outer boundary is approximately 10 propeller radii from the nacelle, and
about 20 propeller radii downstream. The computation is performed in the rotor inertial
reference frame while the nacelle rotates along the propeller.
(a) Blended Blade mesh (b) Hole cut nacelle mesh (c) Full computational domain
Figure 2.16: Overset mesh system of isolated propeller configuration.
The converged propeller performance predictions [CT , CP ] = [0.236, 0.240] compare
well with the experimental values of [0.236, 0.230]. Figure 2.17(a) reveals the quadruple
helix structure with very slight contraction in its diameter as the vortices convect down-
stream of the nacelle. Q-criterion isosurface reveal evolution of trailed vortex structures
in Figure 2.17(b). Figure 2.18 compares the sectional lift coefficient between the models.
Although there is a slight over-prediction of lift using the vortex panel method, qualita-
tively the lift trend is well captured. The nature of the lift curve predicted from both the
models are qualitatively typical of what is expected from a rotary wing or propeller, i.e.
monotonically increasing ClM2 outboard, before a sharp fall to zero values near the tip.
Axial velocity predictions from the high-fidelity model (CFD) at various planes down-
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(a) Propeller wake (b) Q-criterion isosurface
Figure 2.17: Wake solutions of the isolated propeller configuration.
Figure 2.18: Sectional lift distribution on propeller.
stream of propeller are compared with experimental values in Figure 2.19. It is observed
that the propeller induces axial velocities larger than 1.7 times the free stream velocity
(Figs. 2.19(c) and 2.19(d)). It is observed that the axial velocity values are under-predicted
at planes closer to the propeller (Fig. 2.19(a)), but the discrepancies reduce at planes farther
away from propeller. This could be due to the difference in geometry used for computation
compared to the experimental geometry. The Figures also show the axial velocity predic-
tions by the propeller aerodynamic model. While consistent under-prediction is noticeable
in all the vertical planes, the predictions are better in planes farther downstream of the
propeller.
Figures 2.20 compare the swirl angles 2 at the aforementioned planes downstream of
2Swirl angle is positive in the rotation direction of the propeller (positive z-axis)
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(a) 0.14 Rp behind propeller plane (b) 0.47 Rp behind propeller plane
(c) 1.72 Rp behind propeller plane (d) 3.0 Rp behind propeller plane
Figure 2.19: Axial velocity at several planes downstream of propeller.
the propeller. Swirl angle is the angle subtended by the tangential velocity with the axial
velocity at rotor spanwise station. While the predicted swirl angles compare reasonably
well with experimental values at most of the stations, the predictions at farther downstream
planes are better. Swirl angle values as large as 20◦ (Fig. 2.20(a)) are observed near the
root which gradually decay to zero values towards the tip as expected. The maximum swirl
angle gradually reduces at planes farther away downstream of the propeller. In the Figures,
the predictions by the propeller aerodynamic model are also included. In contrast to the
axial velocity predictions, the swirl angle values are slightly over-predicted closest to the
propeller, but slightly under-predicted farther downstream of the propeller. Overall, these
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swirl angles are better-predicted at planes farther downstream of the propeller plane.
(a) 0.14 Rp behind propeller plane (b) 0.47 Rp behind propeller plane
(c) 1.72 Rp behind propeller plane (d) 3.0 Rp behind propeller plane
Figure 2.20: Swirl angle at several planes downstream of propeller.
2.3.2 Propeller Wake-Wing Interaction
The propeller wake interaction with the nacelle-mounted wing is considered in this section.
The wing is mounted downstream of the propeller (0.174m below the nacelle leading edge).
It has a constant NACA63(010)A012 airfoil section and spans 2.0m (a semi-span of 1.0m
and aspect ratio of 2.0) in total. The details of the geometry can be found in [93].
The computational domain for the propeller-wing configuration is summarized in Fig-
ure 2.21. Because of the presence of the wing, all four rotor blades are considered, instead
of just a quadrant as in the isolated rotor case. In addition, the nacelle mesh system is split
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into two domains (Fig. 2.21(b)): a) an upper domain oversetting the propeller blade mesh
system, which rotates along with the propeller and b) the lower domain that remains static
and resolves the vortex wake trailed from the upper nacelle mesh. The information transfer
across the two nacelle domains is achieved by incorporating a sliding boundary condition
at the interface.
(a) Blended Wing mesh and hole cut (b) Full computational domain
Figure 2.21: Overset mesh system of the propeller-wing configuration.
(a) Propeller wake (b) Q-criterion isosurface (c) Wing lift history
Figure 2.22: Propeller-wing configuration and thrust predictions.
Complex flow features of the propeller vortex wake interaction with the wing are re-
vealed in Figures 2.22. Although the diameter of the helical vortex system contracts slightly
downstream of propeller, it tends to grow downstream of the wing after the complex in-
teraction. The vortex wake is found to disintegrate and grow weaker downstream of the
wing after the interaction. Figure 2.22(c) further show the 4/rev wing lift history, as ex-
37
pected from a 4-bladed propeller wake aerodynamics. The lift history over ten revolutions
also confirms that the solution converges to a limit cycle. Figure 2.23 validates the pre-
(a) r/Rp=0.61 (b) r/Rp=0.80 (c) r/Rp=0.95
Figure 2.23: Wing pressure distribution at several spanwise stations.
dicted pressures at several spanwise stations of the wing. The plots also show the pressure
fluctuations over one rotor revolution and as expected the fluctuations are the largest near
r/Rp = 0.95 where the propeller trailed vortex wake directly interacts with the wing.
The low-fidelity predictions of lift distribution on the wing are further compared with
the values predicted by the high-fidelity model for both the isolated wing as well as the
wing immersed in the propeller wake. A free stream angle of αw = 5◦ for the wing is
considered. The interaction of the wing with the propeller stream influences the axial and
swirl velocities. Consequently, the expressions for cs and ca in the swirl and axial velocity
equations, Eqns. (2.7) and (2.8), respectively, are modified to c′s = 0.5cs and c
′
a = 0.5ca.
The swirl velocity is appended to the right hand side of Eq. (2.1):
Γ = A−1b± Vswirl (2.11)
where the ± signs is determined based on the rotational direction of the propeller. Finally,
the pressure differential equation, Eq. (2.2), is now updated with the updated velocity vec-
tor:
~v = [U(t) + uw + Vaxial cosα, V (t) + vw + Vswirl,W (t) + ww − Vaxial sinα] (2.12)
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It should be noted that Vswirl(i, j) and Vaxial(i, j) are non-zero only in the propeller slip
stream tube, and therefore their effects are applied only on those panels that lie within the
tube while mapping Vswirl(r) and Vaxial(x, r) to Vswirl(i, j) and Vaxial(i, j), respectively.
The low-fidelity model uses 15 and 60 panels in stream- and spanwise directions, respec-
tively. The lift distribution of the wing-propeller interaction predicted by both the low- and
high-fidelity models is shown in Figure 2.24. It is evident that the wing-alone as well as
Figure 2.24: Lift distribution of isolated wing and wing in propeller wake for αw = 5◦.
the wing-propeller interaction results obtained by both low- and high-fidelity models are in
very good agreement, thus providing a further validation for the low-fidelity model. It is
observed that the high-fidelity lift values show a slight dip in the vicinity of the nacelle, but
that is not modelled by the low-fidelity model.
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CHAPTER 3
A Framework for Flight Simulation of
Rotary-Wing Aerial Vehicles
In trajectory planning and control design for rotary-wing UAVs, highly simplified models
are typically used to represent the vehicle aerodynamic, dynamics and the operating envi-
ronment. The goal of this chapter is to perform real-time, but realistic, flight simulations
and trajectory planning for a quadrotor in low-altitude (< 500 m) atmospheric conditions.
The aerodynamic model for rotor performance is similar to the aeromechanical model
presented in the previous chapter, Section 2.1.2.2. Large-eddy Simulation (LES) of the
atmospheric boundary layer is used to accurately represent the operating environment of
unmanned air vehicles. A reduced-order version of the atmospheric boundary-layer data as
well as the popular Dryden model are used to assess the impact of accuracy of the wind-
field model on the predicted vehicle performance and trajectory.
The wind model, aerodynamics, and control modules are integrated into a six-degree-
of-freedom flight simulation environment with a fully nonlinear flight controller. Simula-
tions are performed for two representative flight paths, namely, straight and circular paths.
Results for different wind models are compared and the impact of simplifying assumptions
in representing rotor aerodynamics is discussed. The simulation framework and codes are
open sourced for use by the community. The materials in this chapter are heavily drawn
from Ref. [74].
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3.1 Modeling Atmospheric Gust Effects
3.1.1 Atmospheric Boundary Layer Simulation Using LES
The popular approach to represent atmospheric gusts in aviation applications such as tra-
jectory estimation relies on stochastic formulations [96, 97] and its variants [98] all of
which incorporate knowledge of the canonical spectral energy function [99]. While com-
putationally efficient, such methods have two major limitations: (i) use of parameterized
equilibrium phenomenology that is often inaccurate, and (ii) not explicitly accounting for
the structure of the spectral energy tensor. In reality, the atmospheric boundary layer (ABL)
turbulence is characterized by strong and highly coherent eddying structure that contributes
to the uncertainty associated with the predicted trajectory. Such limitations in wind fore-
casting for air traffic management (ATM) is well known as discussed in [100]. In a more
recent study, Galway et al. [101] show that eddy-resolving Computational Fluid Dynam-
ics (CFD) wind fields can cause significant trajectory effects to unmanned rotorcrafts. In
this study, we build on this direction and adopt scientifically accurate, high fidelity Large
Eddy Simulations (LES) of the ABL that capture energy containing turbulence eddying
structures at scales that are dynamically important for unmanned aerial flight.
The canonical ABL used to generate the wind model data for this study is modeled
as a rough flat wall boundary layer with surface heating from solar radiation, forced by
a geostrophic wind in the horizontal plane and solved in the rotational frame of refer-
ence fixed to the earth’s surface. The lower troposphere sets the upper height limit for
ABL, and is represented with a capping inversion and the mesoscale effects through a forc-
ing geostrophic wind vector. The planetary boundary layer is different from engineering
turbulent boundary layers in three major ways: 1) Coriolis Effect: The rotation of the
earth causes the surface to move relative to the fluid in the ABL, which results in angu-
lar displacement of the mean wind vector that changes with height, 2) Buoyancy-driven
turbulence: The diurnal heating of the surface generates buoyancy-driven temperature fluc-
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tuations that interact with the near-surface turbulent streaks to produce turbulent motions,
and 3) Capping Inversion: A layer with strong thermal gradients that caps the microscale
turbulence from interacting with the mesoscale weather eddies.
Figure 3.1: Schematic showing the Coriolis effect in a 3D visualization of ABL turbulence
for a neutral ABL with –zi/L = 0 using LES.
In Figure 3.1, the mesoscale wind drives the ABL along the x-direction while the rota-
tion of the earth’s surface orients the surface layer turbulence to nearly 30 degrees relative to
the imposed wind vector (along the streaks). The isosurfaces (grey) show vorticity magni-
tude at a value of 0.45 s−1 and the isocontours show the horizontal fluctuating velocity. The
blue regions denote low speed streaks while the red regions represent high speed streaks.
3.1.1.1 LES Methodology and Simulation Design
The Reynolds number of the daytime atmospheric boundary layer is extremely large. Hence,
only the most energetic atmospheric turbulence motions are resolved. The eddies in the sur-
face layer are highly inhomogeneous in the vertical (z), but are clearly homogeneous in the
horizontal direction. LES attempts to resolve to the order of the grid scale, the energy
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containing eddy structures.
Using a grid filter, one can split the fluctuating instantaneous velocity and potential
temperature into a resolved and sub-filter scale (SFS) components. The canonical, quasi-
stationary equilibrium ABL is driven from above by the horizontal mesoscale ‘geostrophic
wind’ velocity vector, ug, and the Coriolis force is converted into a mean horizontal pres-
sure gradient oriented perpendicular to ug. In the LES of ABL, the molecular viscous
forces are neglected and the surface roughness elements of scale z0 are not resolved by the
first grid cell (z0  ∆z). Buoyancy forces are accurately predicted using the Boussinesq
approximation. The momentum equation for resolved velocity contains a sub-filter scale
(SFS) stress tensor that is modeled using an eddy viscosity formulation with the veloc-
ity scale being generated through a 1-equation formulation for the SFS turbulent kinetic
energy [102, 103]. The LES equations are shown below in Eqs. (3.1)-(3.3). A detailed
discussion of the numerical methods is available in [104, 105, 106]. In Eq. (3.1), ũ repre-
sents the filtered velocity, τ SFS the subfilter scale stresses, p∗ the modified pressure and θ̃
the filtered potential temperature.
∇ · ũ = 0, (3.1)
∂ũ
∂t













= −∇ · τ SFSθ . (3.3)
While the effects of buoyancy are highly pronounced in ABL turbulence, and significantly
impact its structure [105, 106], we chose a more benign neutral stratification for this study.
The domain size is restricted to 400 m × 400 m × 600 m, which is sufficiently large to
capture both the atmospheric scales as well as those relevant to small fixed wind unmanned
vehicles. The cartesian LES grid has a resolution of 200 m× 200 m× 300 m for a uniform
spacing of 2 m in each spatial direction. To realistically mimic the interface between the
mesoscale and microscale atmospheric turbulence, a capping inversion was specified at a
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height of 280 m. The surface heat flux is set to zero for this neutral ABL simulation and
a Coriolis parameter of f = 0.0001 s−1 is chosen to represent continental United States.
The bottom surface is modeled as uniformly rough with a characteristic roughness scale
of 16 cm that is typical of grasslands. The dynamical system described in Eqs. (3.1)-
(3.3) is forced by an imposed mean pressure gradient, ∇P̄ usually specified in terms of a
geostrophic wind as ∇P̄ = −f × ug. For this model, ug magnitude is set to 8 m/s which
corresponds to a moderately windy day. The equation system is solved using the pseudo-
spectral method in the horizontal with periodic boundary conditions and second-order finite
difference in the vertical. The time marching is accomplished using a third-order Runge-
Kutta method. The computational set-up is exactly as shown in Figure. 3.1. Further details
about the computational methods and models can be obtained from [105, 106, 104].
Figure 3.2: Comparison of the non-dimensional mean velocity gradients in the surface
layer for neutral ABL with κ = 0.4.
3.1.1.2 Validation of Results
Large eddy simulation (LES) is well established as a high fidelity bench tool for modeling
near surface atmospheric flows. The fidelity of the modeling framework has been validated
for equilibrium conditions using experimental data [107] and well known phenomenol-
ogy [104]. In this study, we adopt a similar strategy and assess the non-dimensional near-
wall scaling from simulation data with respect to the law of the wall, and Monin-Obukhov
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(M-O) similarity theory arguments for neutral stratification. Particularly, we compute the
non-dimensional mean gradient ΦM = κZuτ d〈ũ〉/dz which should be closer to unity in the
inertial logarithmic region of the ABL. In the above, the non-dimensionalization is per-
formed using the appropriate choice of near-surface parameters for length (distance from
the wall, z) and velocity (friction velocity, uτ ). For a constant value of the mesoscale wind
and surface heat flux, the turbulent flow field evolves into a fully developed equilibrium
boundary layer. After verifying the existence of statistical stationarity, converged statistics
were estimated. Fig. 3.2 shows the near-wall variation of ΦM as a function of normalized
distance from the surface, (z/zi), where zi is the height of the ABL. We observe that ΦM
is nearly unity with small deviations arising from a combination of inaccuracies including
numerical errors and near-wall modeling [108]. The LES quality is considered acceptable
as long as these deviations are small.
3.1.2 Reduced-order Wind Representations
After obtaining wind data from the LES described earlier, a reduced-order representation
of the atmospheric boundary layer (ABL) data can be constructed to assess the importance
of the details of the wind field, and to reduce the memory requirements, proper orthogo-
nal decomposition [109] is utilized. Given a matrix A of size m × n, the singular value




where Û ,Σ and V are matrices of the left singular basis vectors, singular values and unitary
right singular vectors, respectively. For every component of velocity, the data is stacked
into a rectangular matrix. That is, each column represents time instances, and each row has
the velocity in the three dimensions stacked as a column vector of length Nx×Ny ×Nz.
The fraction of energy corresponding to each singular value, σ
2(i)∑
σ2(i)
, is shown in Fig-
ure 3.3.
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Figure 3.3: Energy contained in each singular mode.
A reduced-order representation can be constructed by utilizing projections on a trun-
cated number of modes N < 100. For the wind data, we have chosen N to be 10 modes,
and have reconstructed the new wind fields as will be presented in the Results section.
3.1.3 A Benchmark Wind Model: Dryden Turbulence Model
Having LES wind data, one can determine mean wind velocities by temporally and spa-
tially averaging the data. Once the mean wind is known (via simulation or experimental
measurements), there are empirical models that estimate the velocity fluctuations such as
the Dryden model [97], which is a well-known benchmark wind model. The Dryden wind
turbulence model uses an empirical spectral representation to add velocity fluctuations to
the mean velocity. In this work, a continuous representation of the Dryden velocity spectra
with positive vertical and negative lateral angular rates spectra is used. This representation
is based on Military Handbook MIL-HDBK-1797B [110]. The inputs to the Dryden model
are altitude, vehicle velocity (in the inertial reference frame) and direction cosine matrix,
and the output is the gust velocity in the body frame. The mean wind velocity is then added
to the fluctuations to represent the full wind.
The current model provides the mean wind velocity using the U.S. Naval Research Lab-
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oratory HWMTM routine. The typical inputs to this model are altitude, longitude, geopo-
tential altitude, and the specific time of interest. The model predictions vary for different
locations in the world and time of the year and are of a very low fidelity compared to
the ABL simulation. Thus, we have used the ABL data (Section 3.1) to input the wind
magnitude and direction for comparison purposes.
Data from sample atmospheric simulations is used to determine the magnitude of the
wind velocity and the wind direction that are input to the aforementioned built-in MATLAB
functions. Specifically, the mean wind speed and direction at 6 m are inputs to Dryden Wind
Turbulence Model. Those values are approximately 3.40 m/s and 240◦ , respectively. It is
noted that the wind direction is measured from the North in a clock-wise positive setting.
3.2 Aerodynamic Model
In this work, each rotor of a quadrotor is modeled individually using fundamental potential
flow theory, while taking into account tools from helicopter rotor aerodynamic modeling.
Blade element momentum theory was used in this work as the rotor inflow ratio varies
radially across the blade span. Also, the vehicle inflow dynamics at each time instant is
treated as quasi-steady. As a prototypical example, Mishra et al. [76] utilized an adaptation
of blade element momentum theory from [48] and validated their steady thrust predictions
with CFD simulations. In fixed-wing aircraft, the flight condition is essentially similar to
vertical flight of rotary-wing aircraft. It is noted that the model used in this study still in-
volves a high degree of simplification in forward flight. More advanced rotor aerodynamic
models, that consider in-plane inflow to the rotor disk (neglected in the current model), have
the potential to improve the accuracy of the predictions. Such models may be replaced as
an independent block without any further modifications required in the flight simulation
package.
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Blade element momentum theory uses and combines the two fundamental aerodynamic
theories [48], namely momentum and blade element theories are used. Momentum theory
relates the thrust coefficient (CT) to inflow velocity ratio where rotor is treated as a disk
through which a flux of airflow passes. Hence, it does not process any information about
the blade shape. On the other hand, the blade element theory uses blade geometric and
aerodynamic characteristics such as twist, chord length distribution. Blade element theory
can be used to determine the thrust coefficient using strip theory to integrate lift over the
blade span. The formulation of the aerodynamic model is adopted from Section 2.1.2.2
with some minor changes. The sectional lift for higher effective angles of attack (αeff =
(Θ + αL=0 −Φ)) can be represented by a post-stall model [111]. That is, Eq. (2.3) can be
replaced by Eq. (3.4):
Cl =(1− σ)Clααeff + σ[2 sign(αeff − αL=0) sin2(αeff − αL=0) cos(αeff − αL=0)],
σ =
1 + e−M(αeff−αL=0−α0) + eM(αeff−αL=0+α0)
[1 + e−M(αeff−αL=0−α0)][1 + e−M(αeff−αL=0+α0)]
.
(3.4)
σ in Eq. (3.4) is the blending function , ±α0 = ±20.6◦ are the cutoffs and M = 50 is the
transition rate.
In blade element momentum theory [48], the rotor inflow ratio can be determined as
a function of the flight condition parameters and geometric characteristics of the rotor by




















where λc is the climb ratio. Let VrelBz denote the total inlet velocity, and let Vtip denote the






Note that VrelBz denotes the projection of the relative wind velocity along the positive z
direction of the body frame (i.e., positive inlet flow) and the positive sense of z is defined
downward (see Fig. 3.5). Also, a positive λc implies climb for which the relative velocity
in body frame is positive. This model can be used in forward flight, although it may not
be accurate given that it was designed for vertical flight. An accurate forward flight model
will later be developed in Chapter. 4.
The total thrust of a rotor is obtained by integrating the sectional lift from hub (Rmin =









where c(r) is the chord distribution from hub to tip. This model for a single rotor is com-
pared to the experimental data of Ref. [112] in Fig. 3.4. The results correspond to a rotor
with a radius of 7.62 cm, an average chord of 1.10 cm, and the twist distribution varying
approximately from 25 to 5 degrees from root to tip. It is noted that Clα = 1.7059π, and
absolute value of the zero-lift angle of attack, αL=0 = 4.
Figure 3.4: Comparison between experimental data and the radial inflow model (BEMT)
for hovering flight.
As noted in Fig. 3.4, the thrust values predicted by the radial inflow model are in good
agreement with the experimental data while the torque values are underestimated. Torque
values predicted by the performance model (that will be discussed next) only represent the
resisting torque due to aerodynamics, however, additional frictional resistance in the shaft
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of the propeller may have manifested itself in the experimental torque data.
3.2.1 Torque and Power Performance Model
For a standard quadrotor (with a ‘+’ rotor configuration shown in Fig. 3.5), the roll and
pitch moments (τx and τy) are produced using differential thrust among the four rotors:
τx = l(T4 − T2), τy = l(T1 − T3), (3.8)
where l is the distance between the rotor and center of mass (c.m). By modulating the
RPM of each rotor, it is possible to modify thrust and generate the required torque. The
yaw moment, τz is obtained by adding the reactive yaw moment of each rotor. The reac-
tive moment for each rotor is a function of multiple aerodynamic contributors that will be
discussed in detail next.
Figure 3.5: Definition of the body and the inertial frames of reference; positive sense of
rotation and the respective positive directions of forces and torques are also presented.
In forward flight, for a single rotor, the power required to overcome the resisting mo-
ment can be categorized as follows (in coefficient form, non-dimensionalized by ρπR5ω2)
:





in which the advance ratio is defined as µ =
√









(1 + 4.6µ2) where Cd0 is the profile drag coefficient (Cd0 = 0.008).
• Parasite power: Power required to overcome the drag exerted on the body of the
vehicle due to the incoming free stream, CP,p = 12
f
A
µ3. It is noted that for a rotor of a
quadrotor, a 1/4 factor should be multiplied to CP,p. f is the equivalent flat plate area
that models the body of the vehicle, f/A can be approximated to be 1.
• Climb or descent power: the power required/produced in climbing/descending flight,
CP,c = CWλc.















µ3 + CWλc. (3.9)
The power and torque coefficients are the same (CP = CQ). Thus, given Eq. (3.9), one
can express the yaw torque due to the i-th rotor asQi = CPρπR5ω2i . Thus, the total reactive





The term sign(ω) is required to make sure that the torque value associated with each rotor is
taken into account with its correct sign where counter-clock wise rotation direction provides
a positive reaction torque (For instance, see rotor number 1 in Fig. 3.5). For yaw control,
it is possible to mount the rotors with a small cant angle to improve the yaw authority of
the platform with negligible reduction in vertical thrust. This is a desired configuration, in
particular, when high-RPM, low-torque motors are used.
3.2.2 Lumped Drag Model
The total drag on a quadrotor involves combinations of different aerodynamic effects some
of the contributions to which were discussed above in the context of the required torque/power
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to turn the four rotors at the desired speed given a flight condition. It is noted that one physi-
cal phenomenon can lead to both additional required power and drag force on the quadrotor.
The prominent contributors to the drag of a quadrotor are induced drag, blade profile drag
and translational drag due to the swirl of the induced velocity in forward flight. Parasite
drag is typically small relative to the other contributors.
These parameters were studied in [113], and a lumped drag model for a quadrotor was
introduced in Eq. (3.11) that related the drag red(defined in the body frame) to thrust value






T VrelB , (3.11)
where c̄d is the lumped drag coefficient that was inferred from measured onboard ac-
celerometer data for a typical quadrotor; c̄ = 0.04 ± 0.0035. In this study, c̄ = 0.04 is
used. Drag in the inertial frame is in the direction of the incoming velocity, whereas Eq.
(3.11) represents rotor in-plane force that has no component in the z direction of body
frame coordinate system. This model will be revisited and replaced in Section 4.4.
In general, several interactions exist between the rotor blades and the wake, and be-
tween the rotor and airframe. Diaz and Yoon [34] performed high-fidelity CFD simulations
and suggested that the airframe can reduce rotor-rotor interaction, and hence increase the
total thrust. With the requirement for the models to be near real-time, the aerodynamics
of each rotor is treated individually and rotor-rotor interaction effects are not considered in
this study.
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3.3 Vehicle Dynamic Model and Control Hierarchy
3.3.1 Dynamic Modeling
The schematic of the vehicle and frames of references are given in Figure 3.5. The body
frame, B = {xB, yB, zB} is needed to describe the orientation of the vehicle with respect to
the inertial frame, whereas the inertial frame, I = {xI, yI, zI} is used to locate the position
of the center of mass of the vehicle. The modulation of the voltage to the electrical motor
of each rotor modifies the angular velocity of each propeller, ωi, (i = 1, · · · , 4), which in
turn governs both the rotational and translational dynamics due to the generated forces, fi,
(i = 1, . . . , 4). The angular velocities are paired (i.e., the first and the third rotors rotate in a
counter-clockwise manner, whereas the second and the fourth rotors rotate in a clock-wise
manner) such that the net torque around the body z axis due to the rotation of propellers is
zero during hovering flight.
Figure 3.6: Outer/inner control loop scheme for position and attitude control of a quadrotor.
Equations of motion can be derived using the Newton-Euler method that uses the trans-
port theorem [114]. The overall control of the vehicle is achieved through the combination
of position control and attitude control. Figure 3.6 depicts a typical outer/inner control loop
strategy along with the interconnection of the main components of an algorithm for control
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purposes. Let r ∈ R3 and v ∈ R3 denote the position and velocity vectors of the center
of mass of the quadrotor, respectively, in the inertial coordinate system, and let [φ, θ, ψ]T
denote the orientation angles in a standard (roll-pitch-yaw) 3-2-1 Euler rotation sequence.
Let Ω = [p, q, r]T denote the components of the angular velocity vector of the body frame
relative to the inertial frame when expressed in the body frame - the so-called body rates.
Our goal is to derive control commands, namely, thrust control T and control torque τB to
follow a nominal trajectory.
The nominal trajectory is usually generated in an off-line fashion through a path-planner
(or guidance algorithm) [28]. The “Navigation” block represents any navigation algorithm.
The outputs of the “Path-planner” block are the desired time histories of the states of the
system that have to be tracked. In Figure 3.6, the position, velocity, body rates and the
heading angle are shown to be the outputs of the guidance block (subscript ‘c’ is used to
specify these values as commanded values that have to be tracked). These values are fed
to the “Controller” block. At this stage, the position controller is used to track commanded
values of position and velocity, i.e, rc and vc. This task is achieved through a second-order
differential error-tracking equation as
r̈e + Kdṙe + Kpre = 0, (3.12)
where re = rc − r denotes the position error and Kd and Kp are positive definite gain
matrices to ensure acceptable time characteristics of a second-order response. A virtual
control vector, U, is now defied as
U = r̈ = r̈c + Kd (vc − v) + Kp (rc − r) . (3.13)
Following Reference [73], this virtual control input can be used along with the translational
and rotational equations of motions to compute the desired thrust T , roll angle φc, and
pitch angle θc.Thus, if these three variables are tracked to a good degree of accuracy, one
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has essentially realized the position and velocity vectors that are commanded by the path-
planning algorithm. The two angles, θc and φc along with the commanded yaw altitude,
ψc and the commanded body rates Ωc (computed through a tracking differentiator [73])
constitute the input data to the inner loop (attitude controller).
The goal of the attitude controller is to track the intermediate commanded values (i.e.,
those that are the outputs of the position controller) and those values that are commanded
by the path-planning block. The output of the attitude controller is, therefore, the control
torque vector, τB, which will result in accurate tracking of Euler angles and body rates.
Eventually, the thrust and torque vector are used to compute rotor angular velocity vector
ω = [ω1, ω2, ω3, ω4]
T . The details of the algorithms can be found in Ref. [73].
3.4 Aerodynamic Models and Coupling to Flight Dynam-
ics
In this section, the coupling of two aerodynamic models, one of which is based on Section
III, to the vehicle dynamics is described. Note that the resulting model is intended for fast
(real-time or near real-time) trajectory prediction and validation applications.
3.4.1 Simplistic Performance Model
In this approach (also known as the static model), the thrust and torque of the i-th rotor
(i = 1, . . . , 4) are modeled as quadratic functions of the rotor RPM for hovering fixed-
pitch rotors:
Qi = k ω
2
i , Ti =b ω
2
i , (3.14)
where k and b are referred to as the effective torque and thrust coefficients which can be
determined experimentally, or using CFD analysis for a given rotor using simple quadratic
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curve fitting [69]. Using experimental data shown in Fig. 3.4, these coefficients are esti-
mated to be equal to b = 1.5652× 10−8 N/RPM2 and k = 2.0862× 10−10 Nm/RPM2.
Given these relations, one can form the following linear system of equations to relate
the rotor rotation rate to the required net thrust and torque. Considering Eq. (4.13), and
the fact that the sum of the thrust of rotors is the net thrust, one can derive the following
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Therefore, by solving Eq. (3.15), one can determine the rotation rate of each rotor.
However, it is noted that this model is insensitive to wind conditions as well as the vehicle
dynamics.
3.4.2 Radial Inflow Model
The radial inflow model as described in Sec. 3.2 is strictly valid for axial flight. In this
work, the incoming wind velocity is projected to the axis of rotor and the thrust is estimated
using blade element momentum theory. The benefit of this model - in comparison to the
above simplistic model - is its sensitivity to the wind condition and vehicle dynamics. The
inputs to this model are the required thrust, and the velocity relative to the body of the
quadrotor.
Implementing this model along with the torque model introduces additional complica-
tions. First, an inverse problem should be solved, because the desired thrust is now given as
an input, and RPM must be computed. At every time instant, this is performed via a simple
optimization routine. Second, the yaw torque (τz) is no longer a function of the RPM, and







τx = l(T4(ω4)− T2(ω2)), (3.17)





It is clear that, since ωi are implicit in all of the equations, an analytical solution cannot
be found. Note that we need to solve for ωi (i = 1, · · · , 4) at every time instant along the
trajectory, which is a non-linear root-finding problem. One way to provide an approximate
solution to these set of equations for every time step is as follows:
• At a given time instant and a given flight condition, for every thrust Ti, solve the
inverse problem to find ωi and the resultant Qi.
• For each rotor, use the relations Ti = bi ω2i andQi = ki ω
2
i to estimate the local values
of bi and ki for that specific rotor and flight condition.
• Use Eq. (3.15), where the coefficient matrix is given by:

b1 b2 b3 b4
0 −b2l 0 b4l
−b1l 0 0 b4l
−k1 k2 −k3 k4

,
to find the final RPMs.
• Calculate the net thrust and torque using newly found RPMs and feed them back into
the dynamic model.
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It has to be noted that the radial inflow model serves as a template for general aerody-
namic module that can be replaced by higher-fidelity models (such as a computational fluid
dynamics model).
3.5 Results and Discussion
A quadrotor with the following physical and geometric characteristics is considered: mass,
m = 0.69 kg, arm length, l = 0.225 m, X-moment of inertia, Ix = 0.0469 kg m2, Y-
moment of inertia, Iy = 0.0358 kg m2, Z-moment of inertia, Iz = 0.0673 kg m2, rotor
moment of inertia, Ir = 3.357× 10−5 kg m2.
The aerodynamic models for the quadrotor, and the wind models (Section II) were in-
tegrated with the control module in the Simulink environment of MATLAB. We have per-
formed flight simulations for two representative nominal trajectories: 1) an ascent-straight-
descent trajectory, 2) a circular trajectory.
3.5.1 Ascent-straight-descent path
Let ∆ti denote the time interval of the i-th segment of a multi-segment trajectory. Figure
3.7 shows the schematic of an idealized rectangular path that consists of five segments: 1)
taking off vertically to an altitude of 40 m (where the initial and final vertical velocities are
zero) over a time interval of ∆t1 = 10 seconds, 2) accelerating from zero forward velocity
to a cruise constant speed of 15 m/s over a time interval of ∆t2 = 12 seconds, 3) continuing
with the cruise speed for ∆t3 = 30 seconds, 4) decelerating from a forward velocity of 15
m/s to zero over a time interval of ∆t4 = 15 seconds, and 5) descending over a time interval
of ∆t5 = 10 seconds. As it follows the trajectory, the quadrotor is subject to the wind field
described in Section 3.1. For all segments (except for the cruise segment #3), a cubic
polynomial is used to enforce the boundary conditions on x, y and z position and velocity
coordinates [115]. For instance, there are four boundary conditions on the translational
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Figure 3.7: Schematic of the ascent-straight-descent nominal trajectory.
velocity of the first segment (i.e., xi, xf , ẋi, and ẋf ) where subscripts ‘i’, and ‘f’ denote
the initial and final times of the segment. It is possible to fit a cubic polynomial using the
prescribed boundary conditions and solve for the coefficients of the cubic polynomial in
terms of the boundary conditions. Velocity and acceleration data of the nominal trajectory
are known by taking the first and second time derivatives of the position coordinate. It is
noted that the planned trajectory information consists of the planned position, velocities
and acceleration, as well as the heading (yaw) angle (ψ(t) = 0) all of which are used in
the attitude controller block in Fig.3.6. The results for different flight parameters are next
presented using a full-wind representation and radial inflow model.
The results demonstrate that the planned trajectory and the vehicle attitude and position
are controlled successfully. The time histories of the quadrotor position and velocity co-
ordinates as well as its attitude are shown in Figures 4.32-3.10. All of the resultant flight
parameters (shown in color red dashed line) are compared with their planned ones (shown
in black sold line). The resultant position versus planned position is shown in Fig. 4.32.
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Figure 3.8: Time histories of the inertial coordinates of the trajectory of the quadrotor
compared to the nominal trajectory.
As noted, the quadrotor has tracked the planned trajectory with acceptable accuracy.
The off-the-track, y position coordinate appears to have the largest deviation due to the
side wind effects. The positive x direction of the considered inertial frame points to the
east (that is geographic north is in the direction of (−y)). In the considered wind model,
the wind blows from south west (i.e., from −x to +x and +y to −y), and that would
push the quadrotor to its left side (−y) and to forward (+x). The planned and resultant
velocities in the inertial body frame are shown in Fig. 3.10, which reveals the fluctuations
due to turbulent gusts.
Figure 3.9: Time histories of the inertial velocity component of the trajectory of the quadro-
tor vs. the nominal velocity.
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Figure 3.10: Components of the wind velocity along the actual trajectory expressed in the
inertial frame.
The wind velocity at the vehicle CG is shown in Fig. 3.10, illustrating a desirable
forward wind and an undesirable side wind experienced by the vehicle.
Figure 3.11: Time histories of the Euler angles, body rates and control torques during flight.
The required rotor RPMs to track the planned path are obtained using the radial inflow
model and shown in Fig. 3.12.
61
Figure 3.12: Time histories of the rotors’ RPM along the trajectory.
The effect of the wind on the resultant trajectory and vehicle dynamics are shown in
Figures 3.13 and 3.14. It is noted that without a wind field, the planned path was tracked
with almost no deviations. It is also evident that wind effects on the RPM inputs are more
prominent in the cruise section compared to the vertical take-off and landing segments.
Figure 3.13: Flown trajectories with and without consideration of wind (each axis is scaled
differently for clarity).
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Figure 3.14: Comparison of the rotor #1 RPM with and without consideration of wind.
The difference between the simplified and radial inflow models in terms of the pre-
dicted rotor speeds is compared in Fig. 4.36. Note that the resultant RPM of only rotor
#1 (leading rotor, see Fig. 3.5) in a no wind condition is presented for clarity in depicting
the discrepancy. The predicted RPMs from both models are very similar in axial flight for
the hover case as shown in Fig. 3.4 (t < 10 s and t > 70 s). There is, however, a large
discrepancy in the cruise section of the trajectory, (10 < t < 70 s) where the velocity
relative to the body of the quadrotor increases the inflow λ (see Eq. (3.5)). Therefore, the
lift coefficient (Eq. (4.5)) decreases, because Φ increases. Hence, the rotor speed has to
increase to maintain the required thrust.
Figure 3.15: Rotor RPM prediction with different models.
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The torque and power performance model, introduced in Section 3.2.A, can be used to
provide an estimate of the total required power during flight. Considering Eq. (3.9), one










i where the value of k
is obtained from the torque data of Fig. 3.4. The time history of the power estimated by
both models is shown in Fig. 3.16.
Figure 3.16: Time histories of the required power estimates using different models.
The simplified model yields larger power values and this is mainly due to the offset
seen between the torque predictions of performance model and experimental data in Fig.
3.4. It is also apparent that take-off (t < 10 s) requires more power than landing (t > 70
s). The radial inflow model represents this effect, while the simplified model is unable to
do this.
To assess the importance of the wind model, the wind field is reconstructed using dif-
ferent number of modes, and flight simulations are performed to illustrate the impact on
the results. A comparison between the resultant trajectories of the full wind, reduced-order
versions of the wind field, and the Dryden Wind Turbulence model is shown in Fig. 3.17.
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In these simulations, the radial inflow model was used as the aerodynamic model to com-
pare the impact of the different wind models. While the controller attempts to keep the
quadrotor on the nominal path regardless of the wind model used, it is clear that the Dry-
den model - as a consequence of the fact that the fluctuations are not spatio-temporally
correlated - results in a lesser deviation from the nominal trajectory.
Figure 3.17: Effect of different versions of wind model on the resultant trajectory.
The incoming velocities in the three directions seen by the quadrotor for different wind
models are shown as a function of time in Fig. 3.18.
Figure 3.18: Wind velocity components in the inertial frame.
65
3.5.2 Circular Path
Flying in a circular path further accentuates the importance of the flight controller and
wind model. In this case, the quadrotor has to follow a path with continuous acceleration.
The presence of wind has both favourable and unfavourable effects during portions of the
trajectory, as discussed herein. A schematic of the circular path and the wind condition is
shown in Fig.3.19.
Figure 3.19: Schematic of the circular path.
Similar to the straight path, the trajectory for the circular path consists of five segments:
1) taking off to an altitude of 60 m, 2) accelerating for 10 seconds to a nominal speed
while being in the circular path with radius of 80 m, 3) following the circular path with a
nominal speed, 4) decelerating for 10 seconds to stop at the point where the circular path
was initially started, and 5) landing.
A comparison between the planned and obtained location and velocity in the three
directions is shown in Figs. 3.20 and 3.21. The results are indicative of the fact the vehicle
has been able to track the planned path well and maintain the quadrotor on the nominal
path.
The wind velocity at the center of mass of the quadrotor is shown in Fig. 3.22. The
values are slightly larger compared to the straight path (see Fig. 3.10) given that the circular
path has a higher altitude.
For this path, the commanded heading angle (ψc) was set to zero which means the
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Figure 3.20: Time histories of the position coordinates of the center of mass of the quadro-
tor for circular path.
Figure 3.21: Time histories of velocity coordinates of the center of mass of the quadrotor
for circular path.
Figure 3.22: The wind velocity at the center of mass of the quadrotor.
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Figure 3.23: Euler angles (roll, pitch and yaw), body rates, and torques applied to the
quadrotor during circular path.
Figure 3.24: Rotor speeds to maintain the quadrotor on the circular path.
quadrotor does not turn around its Z-axis, and the circular path was tracked by controlling
only roll and pitch angles. The Euler angles, and their rated and resultant torques are
depicted in Fig. 3.23.
As noted from Fig. 3.23, for the take-off phase (t < 10 s), the quadrotor has to roll
(right rotor (#3) down), and pitch up (front rotor (#1) up) to negate the incoming wind from
the south west, and then continue the entire path with a nose up position to negate the effect
of the wind. The corresponding four rotor speeds shown in Fig. 3.24 were obtained as the
controller commands computed to maintain the planned circular trajectory.
The actual versus the planned trajectories are demonstrated for the circular path in
Fig. 3.25. As expected, the actual trajectory is shifted toward positive x and negative y
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Figure 3.25: The actual versus the planned trajectories for the circular path.
Figure 3.26: Estimated required power through different models for circular path.
due to the wind condition. A maximum deviation of 2 meters between the two paths is
noted. The estimates of the required power obtained from the simplified and radial inflow
models are shown in Fig. 3.26.
When the quadrotor is on the circular trajectory (10 < t < 70 s), the simplified model
shows a higher sensitivity to the favorable and adverse wind conditions. In the first half
circle (10 < t < 40 s), the wind is overall favorable. In the second half circle (40 < t < 70
s), the wind causes unfavorable drag as well as more induced inflow to the rotors that leads
to higher RPMs (see Fig. 3.24), and subsequently, higher power as depicted in Fig. 3.26.
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Figure 3.27: Euler angles and cruise speed for optimal cruise speed determination.
3.5.3 Optimal Cruise Speed
The relationship between power and cruise speed is non-monotone and non-linear. The
power model (see Eq. (3.9)) can be further analyzed to determine the optimal cruise speed
and compared with the power required in hover. A new trajectory was defined, in which the
quadrotor starts from hover, and the forward speed is adjusted incrementally on a straight
path. Within each increment, it accelerates for 5 seconds to add 1 m/s to its speed during the
acceleration phase, and stays on that specific cruise speed for 20 seconds. This increment
is performed 20 times, and the vehicle will eventually reach a forward speed of 20 m/s in a
total time of 500 seconds. The Euler angles and forward velocity in the inertial reference
frame, and advance ratio are shown in Fig. 3.27.
It is noted that the advance ratio, µ, is relatively small for the entire flight. At the
highest forward speed of 20 m/s, the advance ratio is µ = 0.17. The pitch angle increases
in magnitude during the acceleration phase and maintains the same level during the constant
cruise speed part of each increment. The speed of the quadrotor as a function of the leading
rotor #1 (see Fig. 3.5) rotational speed is shown in Fig. 3.28.
As noted from Fig. 3.28, the power curve with the performance model (see Eq. (3.9))
has a local minimum around Vx = 7.2 m/s (indicated with the green dashed line). It is
also noted that the simplified model that only uses the rotor speed to estimate the power
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i ) estimates less power consumption for higher speeds. This is due to the
fact that at higher speeds, the drag (see Eq. (3.11)) provides an upward component when the
pitch angle is negative (θ < 0), thus augmenting thrust. Therefore, the thrust required by
the rotor (to sustain the altitude) decreases and based on the simplified model, the required
RPM should also decrease. The estimated RPM values of rotor #1 versus forward speed
from both models are shown in Fig. 3.29.
As expected, the two models show opposite trends. Based on Figs. 3.28 and 3.29,
higher RPM does not necessarily indicate higher required power, as the flight condition has
a significant impact on the total power.
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Figure 3.29: Estimated rotor #1 speed as a function of cruise speed.
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CHAPTER 4
Hybrid Blade Element Momentum (HBEM)
Model for Forward Flight : Formulation and
Experimental Validation
Rotary wing unmanned aerial vehicles are being relied upon for increasingly versatile mis-
sions that involve a wide range of flight regimes. Efficient predictive models that are re-
liable across diverse flight regimes have remained elusive, but are especially critical for
applications such as trajectory planning and autonomous operations. This chapter presents
a new aerodynamic model to predict the forces and moments generated by a rotor in vertical
and forward flight. The model is self-contained and consistently combines Blade Element
and Momentum theories with a linear inflow model, and can be executed in near-real time.
The HBEM model utilizes the blade geometry and the flight condition as inputs and
can determine the relationship between the forces/moments and rotor RPM condition. A
detailed set of wind tunnel experiments were conducted to validate the proposed model
across a very wide range of flight regimes. Following the validation, the model is integrated
in a 6 DoF flight dynamics and control module, and flight simulation for a ascent-cruise-
descend path is performed. The source codes for the proposed aerodynamic model and
flight simulation module are open sourced for use by the community.
Another force that is applied to the rotor in forward flight is rotor in-plane force (RIPF).
The RIPF was quantified in the wind tunnel experiments, and using an optimization tech-
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nique a symbolic data-driven model (RIPF model) was constructed. The RIPF model pre-
dict the in-plane force that also has a contribution to the overall drag of the quadrotor.
4.1 HBEM Model Formulation
For rotors in hover and axial flight, momentum theory assumes the rotor to be an actuator
disk embedded within a stream tube of the flow. By enforcing mass and momentum conser-
vation, a simple relationship is derived between the thrust and the uniform inflow velocity.
In case of propellers, errors associated with momentum theory was evaluated in [116]. To
take into account the blade geometry, blade element momentum theory considers conser-
vation equations over annular sections of the stream tube to derive an analytical expression
for thrust given the inflow distribution across the rotor disk . In forward flight, the defi-
nition of a stream tube is less straightforward. Further, the coupling between momentum
and blade element theories becomes complicated, as the inflow is non-uniform across the
rotor azimuth, and the incoming velocity to each blade section is different for every radial
location (r) and azimuth angle (Ψ).
Figure 4.1: Schematic of a quad-copter (4 rotors shown): top (on the right side) and side
(on the left side) views. Rotor angles of attack αR versus Euler pitch angle θ are shown in
the side view.
Rotor performance analysis using momentum theory was first developed by Glauert
[117, 118] for forward flight. Consider a stream tube passing through a rotor in forward
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flight. By employing conservation of mass and momentum in the direction perpendicular
to rotor disk and by the application of conservation of energy, thrust can be related to the
incoming velocity (V∞), rotor angle of attack (αR) and inflow velocity across the rotor disk
(see Fig. 4.1). The net velocity across the rotor disk in forward flight is a contribution by
the incoming velocity and rotor suction. The former does not exist in hover. In a general
non-dimensionalized form, the relationship between the uniform inflow ratio and the thrust
coefficient CT is:






where λc is the climb ratio perpendicular to rotor plane, and is completely specified by the
flight condition. Also, advance ratio µ parallel to rotor plane can be defined as:
µ =
√










where, VrelBx ,VrelBy and VrelBz are the velocities in the x,y, and z directions of the aerial
vehicle represented in the body frame (see Fig. 4.1), and λ0 is the uniform inflow ratio
which is the total velocity passing through the disk non-dimensionalized by the rotor tip
velocity (Vtip). A Newton-Raphson iterative method can be used [48] to determine λ0 (when
λc and CT are known). The initial guess for λ0 is often λh =
√
CT/2 which is the inflow
ratio in hover.
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Figure 4.2: Flow geometry associated with each airfoil section.
In blade element theory, individual airfoil sections are considered as shown in Fig. 4.2.
The radial, tangential and perpendicular velocities – which are functions of radial location
(r) and azimuth angle (Ψ) – can be non-dimensionalized by the blade tip velocity and are
given by:
ur = µ cos(Ψ),
ut = r + µ sin(Ψ),
up = λ+ µβ cos(Ψ) + rβ̇/ω,
(4.3)
where β is the flapping angle and can be neglected for rigid rotors. The radial velocity is
often neglected in analytical approaches, as its contribution does not affect the aerodynamic
properties, as long as flow separation is not present. The resultant effective velocity incident






Figure 4.3: Definition of azimuth angle Ψ and coordinate system for an individual rotor.
The outstanding question is how to determine the inflow ratio (λ) distribution across
the disk in terms of the radius and azimuth. The impact of different inflow models includ-
ing uniform, linear and Peters-He [62] generalized dynamic wake model inflow models
on the aeromechanics of a quadrotor in hover and forward flight was studied in Ref. [63].
Experiments have been performed to determine the inflow velocity distribution across the
rotor disk [64]. It has been demonstrated that the time-averaged distribution can be ap-
proximated using a linear approximation from front-to-aft and side-to-side.
In this work, a linear model first suggested by Ref. [119] is adopted:
λ = λ0(1 + kxr cos Ψ + kyr sin Ψ). (4.4)
Multiple attempts have been undertaken to quantify kx and ky [120, 121, 122, 123, 124].
For instance, kx = 4/3(1− cos(χ)− 1.8µ2)/ sin(χ) and ky = −2µ suggested by [121]. In
this work, kx = (15π/23) tan(χ/2) and ky = 0, obtained in Ref. [124], is used. The wake
skew angle is given by χ = tan−1(µ/λ0).
It is noted that λ0 is the uniform inflow ratio obtained by momentum theory in forward
flight (see Eq. (4.1)). This is the link that connects both theories. If λ0 were known, the
sectional lift coefficient could be calculated using Eq. (4.5),
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Cl = Clααeff, (4.5)
where the effective angle of attack is αeff = (Θ + αL=0 − Φ). The inflow angle Φ =
tan−1(up/ut) as shown in Fig. 4.2. The blade twist angle is denoted by Θ , and αL=0 is the
absolute value of the zero-lift angle of attack. It is noted that λ = λ(r,Ψ). To represent
the sectional lift when the effective angle of attack is high, the post-stall model presented
in Eq. 3.4 can be used.
The next step is to determine the total thrust by integrating the lift distribution and











2c(r) [Cl cos(Φ)− Cd sin(Φ)] dΨdr. (4.6)
Note that ”Cd sin(Φ)” term in Eq. (4.6) can be neglected relative to ”Cl cos(Φ)”. rmin is
the minimum normalized radius where the blade generates aerodynamic forces. For the









2c(r) cos(Φ) dΨdr, (4.7)
where c(r), Nb, ρ are chord length at radial location r, number of blades and air density
respectively. Also, Cl is computed using Eq. (3.4).
Thus far, two distinct theories have been examined for forward flight, between which
the uniform inflow ratio (λ0) is common. Momentum theory assumes the thrust coefficient
as an input and blade element theory calculates the thrust coefficient as an output. On
careful examination of both theories, it is apparent that the thrust coefficients as a function
of the inflow ratio have opposite trends. In momentum theory, a larger thrust coefficient
results in a larger inflow ratio; however, in the blade element theory, a larger inflow ratio
leads to a smaller effective angle of attack (i.e., larger inflow angle), and consequently a
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lower thrust coefficient.
This discrepancy is a result of the fact that the thrust coefficient and inflow ratio cannot
be changed independently. Thus, we seek a candidate set of {λ0, CT} that satisfies both
theories. To illustrate this, the relationship between thrust and inflow ratio is shown for
both theories in Fig. 4.4 by assuming some typical values for climb and advance ratios
(λc = 0.1 and µ = 0.2).
Figure 4.4: Comparison between momentum and blade element theories for λc = 0.1 and
µ = 0.2.
Given the existence of a target point for which both theories agree, one can use the target
thrust and determine the angular velocity (ω = Vtip/R). However, it is noted that the values
for advance ratio µ and climb ratio λc will also change with the newly obtained angular
velocity with respect to their initial values. An algorithm to find the angular velocity is
shown in Algorithm 1:
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Algorithm 1 Algorithm to determine angular velocity in forward flight given thrust.
Input: thrust T , VrelB;
Output: angular velocity ω
Steps:
1. An initial guess for angular velocity (ω)
2. Calculate advance and climb ratio (µ and λc) given flight condition
3. Find uniform inflow ratio λ0 from momentum theory
4. Use λ0 to compute thrust coefficient from momentum theory (CTMomentum)
5. Use λ0 to compute thrust coefficient from blade element theory (CTBET)
6. Define |CTMomentum − CTBET| as an objective function to minimize
7. update/change the angular velocity ω, go to ”Step 2” until convergence
There are also situations in which one has to determine the thrust provided by a rotor oper-
ating at a known angular velocity and flight condition (µ, λc). This is shown in Algorithm
2.
Algorithm 2 Algorithm to determine thrust in forward flight given angular velocity.
Input: angular velocity ω, VrelB;
Output: thrust T
Steps:
1. An initial guess for thrust (T ) is made
2. Calculate thrust coefficient (CTMomentum)
3. Calculate the exact advance and climb ratio (µ and λc) given flight condition
4. Find uniform inflow ratio λ0 from momentum theory
5. Use λ0 to compute thrust coefficient from blade element theory (CTBET)
6. Define |CTMomentum − CTBET| as an objective function to minimize
7. Update/change the thrust T , go to ”Step 2” until convergence
Once the optimization problem is solved, moments can be calculated for a fixed pitch
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rotor. A schematic of the rotor and coordinate system in the body frame is shown in Fig.
4.3. The imbalance of loads between the advancing and retreating sides will cause a neg-
ative rolling moment (moment vector points towards -x direction). The roll (x-direction)



















where x(r,Ψ) = −rR cos(Ψ) and y(r,Ψ) = rR sin(Ψ). It is noted that ”r” is normalized,
and we need to multiply ”x” and ”y” by the blade radius R.
As an example, the contour plot of the lift coefficient across the disk is shown in Fig.
4.5 for a sample flight configuration. The lift coefficient (Eq. (4.5)) distribution across
the rotor plane leads to positive pitch and negative roll moments. Also, a reverse flow
region in the vicinity of the hub on the ”−y” side of rotor is observed where negative lift
is generated. It is noted that differential thrust distributions will be different from the lift
coefficient distribution (Eq. (4.6)).
Figure 4.5: Lift coefficient (Cl) across the rotor plane for V∞ = 15 m/s and αR = 40◦
(µ = 0.15).
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To recap, a few comments are made on the novelty of HBEM model. The HBEM
model is developed by combining well-established theories; namely momentum and blade
element theories in forward flight. It uses a linear inflow model across the rotor disc. The
solution to the HBEM model is unique and occurs where the two aforementioned theories
agree. The solution is obtained through a low-cost optimization solver and the model can be
executed well above 200 times per second in a typical compute module board (see Section
5.1). The HBEM model is self-contained and self-consistent and only uses blade geometry
and flight condition as inputs, and this makes it a powerful aeromechanical tool to estimate
thrust and moments given an RPM condition, or similarly it can find the required RPM
condition given a desired thrust value.
It is noted that the HBEM model has some limitations: This model is derived based on
steady state assumptions, and it can only be executed as a quasi-steady model. Therefore,
in conditions where the relative incoming wind changes rapidly or when the rotor diameter
and chord are large (aerodynamic response to the inflow changes has a larger delay), the
HBEM model will not be accurate. In this case, a dynamic inflow model (e.g. [125]) will
be more appropriate. The HBEM model is developed for fixed-pitch rotors, and thus it
cannot represent variable-pitch rotors. Also, further analysis and experiments are needed
to validate the rotor moments estimated by the HBEM model.
4.2 Experimental Setup and Analysis
A detailed set of experiments were conducted to measure the aerodynamic forces generated
by a propeller over a wide range of vertical and forward flight conditions. Similar exper-
iments were conducted in Ref. [126] to determine the relation between thrust and αR. A
propeller (APC 8×4.5MR) 1 with a diameter of 8 in is selected for detailed investigations.




Figure 4.6: Chord and twist distributions as a function of span for ”APC 8x4.5MR”.
The cross section airfoil of the blade is slightly cambered and is not symmetric. We are
interested in the 2D aerodynamic properties of the airfoil. The highest Reynolds number
(Re = V c/ν) is less than 105 for the entire blade span and azimuth angle range. 1.8 π
was chosen as the lift curve slope (Clα) and 2◦ as the zero-lift angle of attack (αL=0). The
parameters, transition rate cut-off angle, used in Eq.(3.4) were selected as M = 50 and
α0 = 20
◦ [72].
As shown in Fig. 4.7, an optic RPM sensor is mounted near the body of the brush-
less motor. Two pieces of reflecting tape were attached to the body of the motor. The
RPM optic sensor sends a voltage every time a reflecting tape passes by. Therefore, the
number revolutions (N ) can be tracked per unit time (t) (from the recorded signal). This
information can be converted to angular velocity as ω = dN/dt.
For every experiment, data was acquired for a span of 10 seconds at a rate of approx-
imately 200 Hz. A BeagleBone Blue board [127] was used in the setup, and embedded
software is used to send the PWM signal command to the speed controller and eventually
to the motor.
The propeller setup is mounted in a 2× 2 ft wind tunnel at the University of Michigan,
and the experimental setup is shown in Fig.4.7. Force measurements are obtained using
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three force transducers mounted on a force balance located outside the wind tunnel. The
forces on the propeller are transferred through a rod to the first force balance outside the
tunnel. Force transducer #1 was mounted in the stream-wise direction, and the other two
(#2 and #3) are in the span-wise directions. A schematic of aerodynamic forces, and the
force balance configuration is shown in Fig.4.8.
The force balances were properly calibrated by applying known weights and measuring
voltage outputs from the force transducers. The calibration gains and offsets (12 unknowns
total) were obtained using multi-variate linear regression.
Figure 4.7: Experimental setup showing rotor at angle of attack of αR = 40o.
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Figure 4.8: Components of the wind velocity and forces.
Force equilibrium in the propeller body frame coordinate yields:
∑
Fx = T sinαR − f1 − FI cosαR = 0,∑
Fy = T cosαR + FI sinαR − f2 − f3 = 0.
(4.9)
Therefore, thrust and in-plane force (FI) can be extracted from the measured forces (fi):
T = f1 sinαR + (f2 + f3) cosαR,
FI = (f2 + f3) sinαR − f1 cosαR.
(4.10)
It is noted that, when the rotor angle of attack is αR = 90◦ , i.e. in axial flight, the in-
plane force (FI) is zero and thrust is simply obtained as T = f1. Other important parameters
such as advance ratio and climb ratio can be similarly defined as: µ = V∞ cosαR/Vtip and
λc = V∞ sinαR/Vtip for the wind tunnel test.
To validate the proposed model in forward flight, four sets of data were acquired for
four distinct wind tunnel speeds, V∞ = 0, 5, 10 and 15m/s. In every set of data (except
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V∞ = 0 m/s), the rotor angle of attack was varied from αR = 0◦ to αR = 90◦, see Fig. 4.8.
For every rotor angle of attack, the rotation speed was altered by sending a range of throttle
command inputs from minimum to maximum: [0, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9]. It is
noted that the maximum RPM is bounded by the capability of the electromotor used in the
experiment.
4.2.1 Experimental Errors
Experiments were first conducted with no propeller mounted on the motor to determine the
forces due to the experimental setup. Careful calibration was carried out before and after
each run, to take into account any voltage drifts in the force transducers. For every rotor
angle of attack (αR), a zero-throttle motor input case was obtained as the reference. The
rotor angle of attack is varied from 90◦ (propeller axis in the stream-wise direction) to 0◦
(propeller axis in the span-wise direction).
4.2.1.1 Ground Effect
When the propeller angle of attack is low, the side wall of the wind tunnel can block the
flow down-stream of the propeller. This “ground effect” will add to the thrust [128, 129]
compared to the same operating condition away from the ground. Therefore, it is speculated
that for isolated rotors, the thrust will be smaller than the measured values from these
experiments, at lower rotor angles. The thrust due to ground effect, denoted by Tg can be
















where Z is the ground clearance, and T∞ is the thrust away from ground. It is noted
that R/Z ratio is approximately 1/3 in the wind tunnel experiment. Therefore, the thrust
increase due to ground effect is estimated at 2% at maximum.
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4.2.1.2 Impact of Flow disturbances
A rotor in forward flight encounters a variety of flow conditions including reverse flow
on the retreating blade (Fig. 4.5) and turbulence. At high forward speeds, these flow
disturbances lead to vibration. Additionally, the flow around the experimental setup (see
Fig. 4.7) causes unsteadiness in force measurements. For αR = 0◦, 30◦, 60◦ and 80◦, the
Root Mean Squared (RMS) of the thrust fluctuations are shown as error bars for every thrust
value (as a function of advance ratio) for different free-stream speeds in Fig. 4.9- 4.11.
Figure 4.9: Uncertainty in thrust for V∞ = 5 m/s.
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Figure 4.10: Uncertainty in thrust for V∞ = 10 m/s.
Figure 4.11: Uncertainty in thrust for V∞ = 15 m/s.
As noted, the uncertainty is significantly larger for V∞ = 15 m/s compared to lower
speeds where the flow fluctuations appear to be less intense.
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4.3 Evaluation of Predictive Capabilities
The predictions from the HBEM model were compared and validated against the experi-
mental wind tunnel data. For every free-stream speed V∞ and rotor angle of attack αR, the
motor throttle input varied from 0 to 0.9 (i.e. 90%) as discussed in Section 4.2. There are
thus a total of 9 data points for each combination of {V∞, αR}. It is noted that the first data
point (not shown in the plots) is the ”off” condition where the throttle input is zero.
For V∞ = 0 m/s and αR = 90◦, the predicted thrust given propeller RPM condition is
shown in Fig. 4.12. The experimental data and HBEM model are clearly in good agree-
ment.
Figure 4.12: Model validation, thrust versus µ for V∞ = 0 m/s. Symbols: Experiment,
Lines: HBEM Model.
Figs. 4.13-4.15 show thrust versus advance ratio for the three free-stream speeds: V∞ =
5, 10 and 15 m/s.
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Figure 4.13: Model validation, thrust versus µ for V∞ = 5 m/s. Symbols: Experiment,
Lines: HBEM Model.
Figure 4.14: Model validation, thrust versus µ for V∞ = 10 m/s. Symbols: Experiment,
Lines: HBEM Model.
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Figure 4.15: Model validation, thrust versus µ for V∞ = 15 m/s. Symbols: Experiment,
Lines: HBEM Model.
The predictions of thrust from the HBEM model are generally in good agreement with
the experimental data for all three free-stream speeds. It is noted that the model discrep-
ancy is larger for lower angles of attack. As discussed in Section 4.2.1, the experimental
conditions may have more pronounced ground effect for lower angles of attack.
In Figs. 4.14 and 4.15, some experimental data points indicate negative thrust values.
For instance, in Fig. 4.15, thrust is negative for 50◦ < αR < 90◦. This implies that the
inflow angle Φ is larger than the blade twist angle Θ on average, leading to an effective
angle of attack (αeff < 0) that is negative for a majority of airfoil sections along the span,
and thus an aggregate negative lift/thrust for the rotor (see Eq.(4.5) and Eq. (4.7)).
Similar plots are shown for rotor thrust versus climb ratio in Figs. 4.16-4.18.
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Figure 4.16: Model validation, thrust versus λc for V∞ = 5 m/s. Symbols: Experiment,
Lines: HBEM Model.
Figure 4.17: Model validation, thrust versus λc for V∞ = 10 m/s. Symbols: Experiment,
Lines: HBEM Model.
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Figure 4.18: Model validation, thrust versus λc for V∞ = 15 m/s. Symbols: Experiment,
Lines: HBEM Model.
The HBEM model predictions are again in good agreement with the experimental data.
The HBEM model shows a similar trend and predicts the point of collapse of the curves at
µ = 0.15, 0.18 and 0.19 for V∞ = 5, 10 and 15 m/s respectively as shown in Fig. 4.16-4.18.
In the operation of rotary wing UAVs, the relationship between thrust and RPM con-
dition is extremely important. These plots are often referred to as the “thrust map,” and
used as a lookup table that relates each throttle value to a thrust value in embedded control
software.
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Figure 4.19: Model validation, thrust versus RPM for V∞ = 5 m/s. Symbols: Experiment,
Lines: HBEM Model.
Figure 4.20: Model validation, thrust versus RPM for V∞ = 10 m/s. Symbols: Experiment,
Lines: HBEM Model.
94
Figure 4.21: Model validation, thrust versus RPM for V∞ = 15 m/s. Symbols: Experiment,
Lines: HBEM Model.
As expected, Figs. 4.19, 4.20, 4.21 show that the thrust is a strong function of the free-
stream speed and rotor angle of attack. However, in some embedded controller routines,
the thrust map of a propeller in hover condition is usually employed over the entire flight
envelope.
The predictions error and their associated experimental uncertainties are shown in Fig. 4.22.
The root mean-square of the difference between experimental and predicted values of thrust
is averaged over different RPMs (i.e., throttle condition) for every rotor angle of attack (αR)
and free stream speed V∞.
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Figure 4.22: RMS error with respect to experimental mean Error bars represent experimen-
tal uncertainty.
As noted, the predictions are more accurate for lower free stream speeds and higher
angle of attacks. It is also noted that very low angles of attack and high free stream speeds
may not be realizable during actual flight, because the rotor needs to tilt enough to generate
a high forward speed. The experimental data was obtained in a wind tunnel in which the
free stream speed can be changed independently.
4.4 Rotor In-plane Force (RIP) Model
The Rotor In-plane Force (RIP) model is often referred to as drag represented in body
frame. For a single rotor, the in-plane force (also called ”side force”) consists of blade
profile drag and induced drag. It is cumbersome to quantify in-plane force accurately using
geometry and flight parameters given the complex nature of the problem. Therefore, drag
in the body frame or equivalently the in-plane force can be approximated as a ratio of the
thrust. For instance, Ref. [113] introduced a lumped drag force model that relates drag in
the body frame to the thrust for a quadrotor that is discussed in Section 3.2.2.
In this research work, an explicit model is introduced in Eq. (4.12) using in-plane force
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measurements and an optimization procedure. This model relates in-plane force coefficient
(CFI = FI/ρπR
2V 2tip) to thrust coefficient (that can be quantified and obtained using HBEM
model discussed earlier) and other non-dimensional flight parameters as follows:
CFI = [(a1CT(sin(αR) + b1))ReV∞
0.4 + c1σcd0(µ
2 + λ2)(sin(αR) + d1)] cosαR, (4.12)
where the Reynolds number based on the free stream and rotor diameter is ReV∞ =
2RV∞/ν. Also, blade solidity is σ = 0.1083, blade profile drag is cd0 = 0.008. Coefficients
a, b, c and d are obtained using curve fitting and an optimization procedure, and they are
a1 = 27.87e − 04, b1 = 75.37e − 4, c1 = 178.8960, d1 = −0.1463. It is good to mention
that Eq. 4.12 with an additional parasite drag (see Eq. (5.20)) can be used to fully represent
a quad-copter drag force that will be later discussed in Eqs. (5.14)-(5.16).
It is noted that the in-plane force model (i.e., drag force in body frame) is universal and
not specific to the rotor used in this study. Geometric properties of the rotor manifest them-
selves in the thrust coefficient. It is noted that the experimental data incorporate extensive
measurements over different incoming velocity (i.e., wind tunnel speeds), rotor angle of
attacks (αR) and rotor RPM conditions.
Experimental data versus predictions made by the in-plane force model (represented in
Eq.4.12) for different incoming velocity V∞ = 5, 10, 15 m/s and 0◦ ≤ αR ≤ 80◦ are shown
in Figs. 4.23-4.25.
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Figure 4.23: In plane force versus advance ratio for V∞ = 5 m/s.
Figure 4.24: In plane force versus advance ratio for V∞ = 10 m/s.
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Figure 4.25: In plane force versus advance ratio for V∞ = 15 m/s.
As noted, the predictions are in remarkable agreement with experimental data given that
in-plane force is often very hard to estimate due its complex nature. As noted, the in-plane
force decreases with angle of attack increase for the range about 0◦ ≤ αR ≤ 30◦ and then
consistently decrease for 30◦ ≤ αR ≤ 80◦ which is indicative of a non-linear behaviour
of drag in body frame versus rotor angle of attack. The in-plane force model seem to
have captured the non-linearity reasonably well. To better illustrate the non-linearity, the
in-plane force versus rotor angle of attack for different RPM conditions are plotted using
experimental data in Eqs. 4.26-4.28.
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Figure 4.26: In-plane force versus rotor angle of attack for V∞ = 5 m/s.
Figure 4.27: In plane force versus rotor angle of attack for V∞ = 10 m/s.
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Figure 4.28: In-plane force versus rotor angle of attack for V∞ = 15 m/s.
As noted, the in-plane force is maximum at about 20◦ < αR < 30◦.
4.4.1 RPM-Throttle Model
The relationship between RPM condition and throttle values are often only obtained in
hover condition using a dynamometer. In practice, the incoming flow and rotor angle of
attack alter the relationship between RPM condition and throttle value because the loading
on the blades change.
Experimental data presented in this chapter can be used to find accurate relationship
between throttle value and RPM condition. For incoming speed V∞ = 5, 10 and 15 m/s,
the relationship between RPM and throttle values for different rotor angles of attacks are
plotted in Figs. 4.29-4.31.
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Figure 4.29: Relationship between RPM and throttle for V∞ = 5 m/s.
Figure 4.30: Relationship between RPM and throttle for V∞ = 10 m/s.
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Figure 4.31: Relationship between RPM and throttle for V∞ = 15 m/s.
As shown in Figs. 4.29-4.31, the larger the free stream and rotor angle of attack are,
the more the results for RPM-Throttle deviate from the one of hover condition. Based on
Fig. 4.29, it is evident that for low speed flights < 5m/s, the hover condition relationship is
acceptable to be used for all rotor angles of attack.
4.5 Performance Model for Torque and Power
A typical quad-copter in + configuration (refer to schematic and rotor configuration in
Fig. 4.1 is considered. The differential thrust among the four rotors of the quad-copter and
moments from each individual rotor leads to the roll and pitch moments (τx and τy).
τx = l(T4 − T2) +
4∑
i=1




It is noted that each rotor individually has some roll and pitch moments associated with
it that are usually neglected. These extra moments are amplified in forward flight, and can
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be quantified using Eq. (4.8).
The roll and pitch moments in Eq. (4.8) are defined in the configuration in which the
incoming velocity is aligned with the zero azimuth angle position (Ψ = 0). Therefore,
these moments have to be projected on the body coordinate system. A heading angle,
h = tan−1(VrelBy/VrelBx ), is defined to represent the angle between the relative incoming
wind and the x-axis of the body coordinate system. Note that this is different from the










Cr sin(h)(−1)i+1 + Cp cos(h)
]
. (4.15)
The coefficient (−1)i+1 takes into account the sense of the rotor rotation. Roll moments
are negative for rotors #1 and 3, and positive for rotors #2 and 4. This implies that the net
roll moment on the quad-copter should be close to zero as a consequence of the opposing
contributions of each of the rotors. However, the pitching moment contribution from each
rotor is accumulative, and the net will not be close to zero. This will further be discussed
in the flight simulation section, yet it was already indicated that the total pitching moment
should be positive (pitch-up), see Fig. 4.5.
Yaw moments (τz) produced by a quad-copter - similar to roll - are not accumulative.
Rotors #1 and 3 generate positive yaw moment (yaw moment vector points to the ground)
and Rotors #2 and 4 generate a negative yaw moment. As described in Section 3.2.1, the
yaw moment coefficient (Cy) is the same as the power coefficient (CP) in rotary wing aerial
vehicles. The yaw moment is found using Eq. (3.10).
4.6 Flight simulation
Flight simulation was performed for a typical quad-copter with the following geometric
properties: mass, m = 1.0362 kg, arm length, l = 0.15 m, X-moment of inertia, Ix =
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0.01167 kg m2, Y-moment of inertia, Iy = 0.011465 kg m2, Z-moment of inertia, Iz =
0.0216 kg m2, rotor moment of inertia, Ir = 1.5×10−5 kg m2. The coefficient b and k used
for thrust and torque for the simplified model (Ti = bω2i and τzi = kω
2
i ) are b = 5.6× 10−8
[N/(RPM)2] and k = 8.9× 10−10 [Nm/(RPM)2] respectively.
Flight simulations were performed in the Simulink environment of MATLAB. Details
of dynamic Model and control hierarchy are presented in Ref.[74]. A non-linear backstep-
ping controller is used [73] to track the target trajectory.
A simple rectangular path was defined as: 1) taking off to an altitude of 40 m, 2)
accelerating to a cruise speed of 10 m/s, 3) continuing with the cruise speed, 4) decelerating
to make a stop 400 meters from the start point. 5) landing.
The target trajectory and the vehicle attitude and position were successfully controlled.
The target and resultant position of the quad-copter are shown in Fig.4.32.
Figure 4.32: Location of the quad-copter CG in flight simulation.
The target position is well-tracked as observed in Fig. 4.32. Next, the target velocity
versus the actual velocity of the vehicle is plotted in Fig. 4.33.
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Figure 4.33: Velocity of the quad-copter CG.
Similar to the vehicle position, the target velocity is also well-tracked. The largest
discrepancy was observed in the deceleration phase of the flight (55 s < t < 70 s). The
target path versus the actual path is shown in Fig. 4.34. Note that the axis scales are not
equal, and in fact the target and actual paths are very close.
Figure 4.34: Flight path. Note: Scales in each axis are different.
The Euler angles, Euler angles rates and moments are shown in Fig. 4.35. It is noted
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that the yaw Euler angle can be set independently, and the yaw angle was commanded to
be zero during the flight.
Figure 4.35: Euler angles (yaw, pitch and roll), Euler angles rates and moments of the
quad-copter during flight.
As noted in Fig. 4.35, the pitch Euler angle is about θ = −20◦ (pitch down, as shown in
Fig. 4.1). The HBEM model is integrated with the 6 DoF controller, and thus the required
RPM condition to generate the required thrust can be estimated in every flight condition.
The RPM predictions by the HBEM model, Radial Inflow model (used in Ref. [74]), and
simplified model are compared against each other in Fig. 4.36.
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Figure 4.36: Rotor RPM predictions from different models.
The Radial inflow model is known to be accurate in axial flight. Interestingly, the
HBEM model agrees very well with the radial inflow model in the axial flight phase (0 s <
t < 10 s and 70 s < t < 80 s) as seen in Fig. 4.36. As mentioned earlier, the HBEM
is capable of estimating roll and pitch moments of each rotor individually. It was also
noticed that each rotor will generate a pitch-up moment. As observed, in Fig. 4.36, rotor
#3 is operating at a larger angular velocity (i.e., generating more thrust) compared to rotor
#1. The resultant moment of this thrust differential counter-acts the extra pitch-up by
developing a pitch-down moment (Fig. 4.1).
The radial inflow and simplified models predict the same RPM for all rotors except at




Experimental Quadrotor Sensor Design and
Control
The reliability and resilience of autonomous systems is tied to effective planning and con-
trol models, which in turn can benefit from efficient physical models. Moreover, sensing
and reconstructing extreme environmental conditions are crucial for robust autonomous
systems. In the previous chapters, efficient aeromechanical models of appropriate fidelity
for UAV were developed. The goal of this chapter is to enable the developed rotary-wing
aeromechanical models to be used onboard a quadrotor. A feedforward controller is de-
signed that uses the physics-based models, and these models are implemented within the
flight software.
Firstly, a custom quadrotor with an Xconfiguration was built. A quadrotor using the
X configuration is selected rather than a +configuration, because of the higher maneu-
verability of the X configuration given that two rotors are used for rolling and pitching
moments [131]. Sensors for measuring the RPM of the electrical motors and the incident
wind were developed to be well-integrated with the quadrotor.
A flight controller software from Strawson Robotics Library was adopted and modified
to meet the expectations and requirements of the current study. Controllers for attitude,
altitude and position are developed.
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5.1 Quadrotor Characteristics
The 3S Li-Po battery and 8-inch propeller combination are selected for the quadrotor based
on the minimum thrust required to levitate and provides the necessary acceleration in for-
ward flight. Four 8-inch propellers offer enough lift for the quadrotor given the overall
weight of the system. It is noted that HBEM model can be used in the design process to
find the appropriate blade shape and size. The custom quadrotor is shown in Fig.5.1.
Figure 5.1: Assembled quadrotor.
The onboard computer is BeagleBone Blue (shown in Fig. 5.2) that has the AM335x
1GHz ARM® Cortex-A8 processor. The overall weight of quadrotor is measured at 1080
grams, and its size is about 40 cm x 40 cm x 6 cm. The mass of the different components
of the quadrotor is provided in Table 5.1.
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Figure 5.2: BeagleBone Blue.
Table 5.1: Mass of quadrotor components (in grams).
Corner 1 Corner 2 Corner 3 Corner 4
Motor 61.7 62.4 61.4 61.9
Propeller 8.8 8.7 8.8 8.8
Propeller nut 1.8 1.8 1.8 1.8
ESC 15.4 15.7 15.4 15.4
Shell 39.2 38.8 39.7 38.5
Carbon Rod(x2) 6.8 6.7 6.9 6.7
Arm 24.5 24.6 24.3 24.8
RPM Sensor 0.8 0.8 0.7 0.8










Estimated Overall Mass : 1086.2
The moments of inertia are found using two different ways. The first method is to use
Bifilar Pendulum, and the second method is by modeling a simplified quadrotor using Creo
model and the quadrotor components’ mass.
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5.1.1 Bifilar Pendulum Method
The quadrotor is hung via a long string. The periodic back-and-forth movements around






T 20 , (5.1)
Similarly, Jyy and Jzz are also obtained using Eq. (5.1).
5.1.2 Estimating Moments of Inertia
The density can be calculated based on the mass of each component. The Density, size, and
position of each component are provided for Creo model in order to estimate the moments
of inertia. The Creo model of the quadrotor is shown in Fig. 5.3.
Figure 5.3: Creo model of the quadrotor.
The comparison between the estimated versus measured moments of inertia is provided
in Table 5.2.
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JY Y 0.011465268 0.01474434
JZZ 0.021638232 0.02795551
5.2 Feedback Controllers
5.2.1 Inter-Loop Attitude PD Controller
The proportional-integral-derivative (PID) controller is a simple, yet reliable controller and
is used for attitude control. It is often used for feedback control in applications that require
continuous modulated control. A block diagram for a PID controller is shown in Fig. 5.4.
Figure 5.4: PID block diagram.
The input to the PID controller is an error (e(t)) that is defined as the desired state
minus the current state; e(t) = xd(t)− x(t). The output (u(t)) is the control that drives the
system towards the desired setpoints. In attitude control, the desired Euler angles are set by
the outer-loop position controller described in Section 5.2.2. Also, the current Euler angles
are measured using BeagleBone Blue’s onboard gyroscope.







The PID controller equation contains three separate terms, namely proportional, inte-
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gral and derivative. The proportional term (up(t)) drives the system to the desired state by
multiplying the error term by a constant proportional gain, Kp
up(t) = Kpe(t). (5.3)
The integral term (ui(t)) reduces steady state error in the system. This integral term is





The derivative term (ud(t)) helps the system to reduce oscillations that originally caused
by overshooting that can be introduced by the proportional term. However, over-damping
causes a steady state error into the system. The derivative gain (Kd) should be tuned with





All three gains are tuned to produce the most desirable response in the system. A trial
and error procedure in manual flight using a transmitter is a proper way to observe the
behaviour of the quadrotor and tune the PID gains. Therefore, tuning PID gains primarily
defines how the PID feedback controller would determine the response of the system.
As mentioned before, given that there is no steady state error, the low level controllers
for the quadrotor uses a PD controller Ki = 0. The tuned gains are presented in Table 5.3
as follows:
Table 5.3: Low level control gains.
Kp Ki Kd
roll 0.35 0.0 0.25
pitch 0.35 0.0 0.25
yaw 3.0 0.0 0.2
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5.2.2 Outer-loop PD position controller
Similarly, a PD controller is used to track the target trajectory. For every time step, the
difference between the current and desired position are found, (i.e., errX, errY and errZ),
and roll and pitch Euler angle setpoints are
θsp = PD(−errX), (5.6)
φsp = PD(errY). (5.7)
These setpoint pitch and roll angles are next sent to the attitude controller to command
the quadrotor to follow the trajectory. Gains for the X- and Y-position controls are provided
in Table 5.4.
Table 5.4: X and Y position control gains.
Kp Ki Kd
0.5 0.0 0.2
Controlling Z-position (the altitude) of the vehicle should be treated differently and is
discussed next.
5.2.2.1 Altitude Control
The same principles of a PD controller are applied to the altitude feedback controller. The
errZ is determined as difference between the current and target heights and is fed into the
controller. The altitude controller design is presented in Eq. (5.8):




where U(Z) is the control output, and Throttlehover is the approximate throttle for hovering
and is constant, Throttlehover = −0.6 for the current quadrotor. It is noted that altitude
control gains should be updated based on the current battery voltage. The following gains
shown in Table 5.5 are found to be optimal for altitude control.
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Table 5.5: Altitude control gains.
Kp Ki Kd
0.2 0.0 0.2
5.2.2.2 Motion Capture System and Ground Station Setup
OptiTrack motion capture system is used to estimate the position of the quadrotor in real-
time. A camera of the motion capture system is shown in Fig. 5.5. Seven cameras are
used to accurately track the location of the quadrotor. Position of the cameras are shown
in Fig. 6.1. The motion capture system is calibrated every two hours to ensure the location
information is correct.
It is noted that the OptiTrack motion capture system can provide the position informa-
tion as well as the Euler angles of the vehicle, however, the built-in onboard gyroscope in
the BeagleBone is used to estimate the current roll, pitch and yaw information.
Figure 5.5: A camera of the OptiTrack motion capture system.
The position information is first sent to the Motive software installed on a Laptop. The
data is then sent to a BeagleBone Black where it is further sent through a serial port to
an Xbee transmitter. There is also another Xbee receiver on the quadrotor, and the two
xbees are programmed to communicate and transfer the location data. A schematic of the
circulation of information is shown in Fig. 5.6
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Figure 5.6: Communication setup for autonomous position control.
5.3 Feedforward Controller
The relationship between throttle condition (or equivalently RPM condition) and thrust
is traditionally quantified using a table look-up called thrust map. The thrust maps are
often obtained using a dynamometer installed on a desk in the lab (resemblance hover
condition). Use of such table look-up leads to a considerable inaccuracy in forward flight
[132]. Therefore, a model for thrust reliable across a wide range of flight regimes is desired.
The HBEM model was implemented in C Code language. The C Codes were compiled
using specific Cortex-A CPU libraries to increases performance in the BeagleBone Blue
onboard hardware.
While the contributions to the drag comes from many different sources, they can be
decomposed into a rotor in-plane force and parasite drag at the system level. A full balance
of forces on a quadrotor tracking a general path and undergoing a random wind condition
is shown in Fig.5.7.
117
Figure 5.7: quadrotor applied forces subject to a cross wind on an arbitrary path.
In the body frame of the vehicle the balance of forces can be represented by the follow-
ing equations:
∑





−W sin θ, (5.9)
∑





+W cos θ sinφ, (5.10)
∑
Fzb = Dp sinαR − T +W cos θ cosφ. (5.11)
The Directional Cosine Matrix (DCM) is a rotation matrix that transfers a vector from
the vehicle body frame to the inertial frame. The rotation sequence matters and is often
assumed in the order of yaw-pitch-roll. The DCM is presented in Eq.(5.12):
DCM =

cos θ cosψ cosψ sin θ sinφ− sinψ cosφ cosψ sin θ cosφ+ sinψ sinφ
cos θ sinψ sinψ sin θ sinφ+ cosψ cosφ sinψ sin θ cosφ− cosψ sinφ
− sin θ sinφ cos θ cosφ cos θ
 .
(5.12)
The balance of forces in the body frame can be transferred to inertial frame. In our










cos θ sin θ sinφ sin θ cosφ
0 cosφ − sinφ





























(−vx sin θ + vy sinφ cos θ) + cos θ cosφ(Dp sinαR − T ) +W.
(5.16)
In the equilibrium condition, the net forces in all three directions in the inertial frame
are zero. Equations (5.14)-(5.16) can be set to zero to find the equilibrium pitch and role
angles (note that yaw was set to zero). By multiplying Eq.(5.14) by ”cos θ” and adding it










By more mathematical manipulation, a closed form solution is possible. Thrust and roll
angle (φ) can also be found and is given in Eqns. (5.18) and (5.19) respectively:
Tref = Dp sinαR +
√










W 2 − (FI +Dp cosαR)2
. (5.19)
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It is noted that Eq. (5.18) must be solved prior to Eqs. (5.17) and (5.19), because
there is also a thrust term embedded in the rotor in-plane force (FI). Therefore, a simple
optimization method is needed to solve Eq.(5.18) to find Tref, and subsequently, the other
two equations for φref and θref are directly computed.
The rotor in-plane force FI is computed using RIPF model (see Section 4.4). Also, a
simple model for parasite drag can be formed and shown in Eq.(5.20) assuming the body











where Sq = 0.4 ∗ 0.06 m2 is an approximate to the frontal area of the quadrotor.
5.3.1 An important Accommodation
A very important step to use the feedforward controller presented earlier is to implement
a strategy to remove the extraneous motion of quadrotor from the wind measurements.
Also, assuming that wind velocity is mostly horizontal in the inertial frame, once can find
z-velocity (here, it is denoted as wff) in the body frame (sensor frame) using directional
cosine matrix (DCM). Therefore, the velocity input to the feedforward controller is defined
in Eqs. (5.21)-(5.23) as follows:
uff = vx + U − Usp, (5.21)
vff = vy + V − Vsp, (5.22)
wff = uff tan θ cosφ− vff tanφ, (5.23)
where U and V are the horizontal velocities of the quadrotor obtained by taking derivative
of the positions recorded by the motion capture system. Also, USP and VSP are the setpoint
horizontal velocities assigned by the target trajectory. Thus, uff, vff and wff can replace vx,
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vy and vz respectively in Eqs. (5.17)-(5.20). As indicated before, the reference roll and
pitch angles (φref and θref) are the physical steady solutions to quadrotor attitude subject to
a crosswind wind. These two reference values are directly added to the inner-loop attitude
PD control outputs.
Also, the reference required thrust (Tref) should be used in altitude control to replace the
assumed constant hover throttle. That is, Tref is firstly mapped to a RPM condition using
HBEM model. Then, the RPM condition is converted to throttle using the RPM-Throttle
model introduced in Section 4.4.1.
5.4 Wind Sensor
Wind sensors are usually mounted on a stationary object due to weight considerations.
Also, they do not often measure the wind velocity in all the three directions. The HBEM
and RIPF models require the wind information in both horizontal and vertical directions.
Also, a wind sensor with minimal weight is desired to be mounted on the quadrotor.
The TriSonica™ Mini Wind and Weather Sensor (shown in Fig.5.8) is selected by eval-
uating different available sensors in the market. The TriSonica sensor uses ultra sound
technology and measures the wind speed in the three directions with a limited measure-
ment capability in the vertical direction.
Manufacturing specifications for accuracy and characteristics of the wind sensor are
shown in Table 5.6.
Table 5.6: TriSonica™ Mini Wind and Weather Sensor manufacturer specifications.
Wind Speed Wind Direction
Range 0-50 m/s For x and y: 0-360, For z: ±30°
Resolution For 0-10 m/s: 0.1 m/s 1.0°
Accuracy For 0-10 m/s: ±0.1 m/s ±1.0°
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Figure 5.8: Trisonica Mini wind sensor.
The sensor weight is 50 grams. Also, a low-weight support was designed and 3D printed
to mount the sensor onboard. The wind sensor and its assembly are installed on the quadro-
tor (see Fig.5.10). The sensor is placed about 10 inches (25 cm) above the rotor plane to
minimize the effect of the rotor inflow steam on the sensor.
BeagleBone Blue has an available UART port, and the sensor is connected to the Bea-
gleBone using RS232 to TTL converter shown in Fig.5.9.
Figure 5.9: RS232 to TTL converter.
A snapshot of the experimental setup is shown in Fig. 5.10.
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Figure 5.10: Wind sensor installed on the quadrotor.
5.5 RPM Sensor
The RPM condition and the blade pitch offer the two fundamental ways of controlling
the thrust output of a propeller-based aircraft. In fixed wing aircraft, the pitch and RPM
can both be controlled allowing for a wide range of control and fine-tuning for the de-
sired thrust. In helicopters, the pitch of the blades is controlled both cyclically and collec-
tively. On small quadrotors, the pitch is often fixed which limits thrust to be controlled only
through the RPM of the motors. Quadrotors have relied on EMF information coming from
the motors and Electronic Speed Controllers (ESC)s to estimate the RPMs.
The quadrotor is equipped with RPM sensors to collect accurate RPM data. The result
of this sensor modification allows for more accurate RPM measurements, paving way to-
wards a better understanding of the propulsion system onboard a quadrotor. Physical RPM
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data can significantly assist the available aerodynamic models in flight simulation.
The sensors consist of a set of IR sources and light detection sensors on a single chip.
The light detection sensors pick up reflected light from the IR sources and send pulses when
they detect a change in reflection. Reflective tape is added onto portions of the motors such
that the sensor can detect the operation of the motors. A picture of the RPM sensor in close
proximity of the motor is shown in Fig. 5.12.
Figure 5.11: RPM sensor mounted on quadrotor.
Several modifications are made to the existing chip with the source and detectors. Fig.
5.12 shows the two 100kΩ resistors that are disconnected from the board to lower the
voltage required to trigger the detectors. This is to increase the sensitivity of the sensors
as the stock sensors could not pick up the reflected light from the motors. Additionally,
encoder input ports on the BeagleBone Blue required modification to accept data from the
RPM sensor. With these modifications, the sensors are able to record the motors speed up
to 10,000 RPM.
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Figure 5.12: Circuit diagram of the RPM sensor.
5.5.1 RPM Sensor Measurements
A cross trajectory is designed, and the quadrotor performed an autonomous flight over it to
test the RPM sensors. The trajectory was tracked well as seen by the nominal and actual
horizontal position of the quadrotor in Fig. 5.13.
Figure 5.13: Cross path position during flight.
The RPM data is also collected by counting the number of revolutions during the flight
using the optic RPM sensors. It should be noted that there is an offset between each rotor
RPM even in hover condition. This is due to the fact that there exist unsymmetrical factors
in the systems leading to the offset between the rotational speeds of the respective rotors.
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The sampling frequency is 200 Hz, and the RPM during flight is about 7000 RPM (or
120 rev/seconds). The data has been averaged at a rate of 4 Hz which is about measuring
RPM every thirty revolutions (equivalent to every 0.25 seconds). RPM data is shown in
Fig. 5.14 for the cross path trajectory.




In this chapter, integrability, capability, and usability of the models such as HBEM, RIPF
(see Chapter 4) and the feedforward controller (see Section 5.3) are investigated in au-
tonomous flight tests. These models are implemented onboard the quadrotor introduced in
Chapter 5. An industrial axial fan with diameter of 3-ft is used to simulate harsh environ-
mental conditions in an indoor testing facility.
Compatible and efficient C codes were developed to be executed on the onboard flight
software. Appropriate C libraries suited for BeagleBone Blue processor (ARM® Cortex-
A8 processor) and efficient coding algorithms increased the efficiency and reduced real-
time run of the codes onboard by a factor of 10.
Flight tests were conducted for two modes, namely: Autonomous, and Sensed Au-
tonomous flight modes. Autonomous mode refers to the flight mode in which only a feed-
back controller (see section 5.2.2) for position control is used. Sensed Autonomous refers to
the flight mode in which a feedforward controller is used along with the position feedback
controller.
The experimental setup is described, and a desired trajectory is defined. Firstly, flight
test results in the no-crosswind environmental condition (fan-off) are presented. Following
the fan-off flight tests, results for flying in extreme environmental conditions (fan-on) are
presented, and they are compared with the no-crosswind results thereof.
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6.1 Experimental Setup
Flight tests were conducted in the Robotics Fly Lab (RFL) located in the Ford Robotics
Building (FRB) of the University of Michigan. RFL is an indoor facility that is equipped
with a motion capture system. An axial fan with a diameter of 36 in (≈ 0.91m) is used to
simulate an extreme environmental condition. A picture of the quadrotor in the test setup
is shown in Fig. 5.10. A schematic of the RFL is shown in Fig. 6.1.
Figure 6.1: Robotics Fly Lab experimental setup.
Flight tests are conducted for two distinct environmental conditions. In the first condi-
tion, the quadrotor is flown in a no-crosswind condition in the RFL. In the second condition,
the fan is turned on and generates a strong turbulent crosswind up to 5m/s for approximately
half of a circular trajectory. As shown in Fig. 6.1, seven cameras are used to track the mo-
tion of the quadrotor. It is noted that multiple autonomous and manual flight tests were
conducted to tune the PD gains for attitude, altitude and position feedback controls.
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6.1.1 Trajectory Specification
A circular trajectory with a diameter Dt = 1.5 m is designed. The trajectory contains the
following segments:
1. Take off from the ground to an altitude of hsp = 1.1 m with a constant speed in 4
seconds
2. Hover for 1 second
3. Move from the center of the circle to its perimeter with a constant speed in 0.167Dt/Vt
seconds
4. Hover for 1 second
5. Accelerate clock-wise linearly to the cruise speed of Vt = 0.5 m/s over span of one
full circle
6. Fly with the cruise speed over one full circle in a clock-wise direction
7. Reverse Step 5 to 1 which is to decelerate and make a stop, hover, move back to
center of the circle, hover and land.
Therefore, three full circles are tracked at the setpoint altitude. For the remainder of
this dissertation, all plots that are function of time include 4 vertical lines in between which
these three circles are enclosed.
6.2 Considerations Regarding The Wind Sensor and Sensed
Autonomous Flight Mode
There are a few observations made about the sensor that need to be addressed before pre-
senting the Sensed Autonomous mode results. The wind sensor, despite being very light, did
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not perform as described by the manufacturer. The sensor outputs were often very noisy. It
has also different sensitivity for different wind directions. The sensor measurements were
different for mean velocity and fluctuations in the x and y directions when the sensor was
exposed to the same flow-field and placed in the corresponding orientations with respect to
the wind direction.
Moreover, the z-velocity is not measured properly. Given that it is a safe assumption
that the flow field made by the fan is mostly horizontal, Eq.(5.23) as an approximation to
vertical velocity can instead be used. To mitigate the impact of velocity data fluctuations,
averaging is required. It is noted that when the velocity is noisy, that will affect the refer-
ence Euler angles and thrust values (see Eqs. 5.17-5.18) and leads to instability. However,
averaging comes at a cost:
• Slower response rate
• Time delay
The maximum sensor output rate is nominally 40 Hz, however, the sensor output rate
was set to 5 Hz from the sensor internal software that corresponds to a sample of size 8.
Also, in order to further smooth out the velocity inputs to the feedforward controller, a
moving average is applied to Eqs.(5.21)-(5.23) with a window size of 5 samples, and that
causes a time delay of 1− 1.5 seconds to the velocity information stream.
Another consideration is the fact that - despite the fan having a 3 ft diameter, there is
no guarantee the sensor and quadrotor (i.e. rotors) are exposed to the same flow field. It is
noted that the largest turbulent eddies may not be as large enough to impinge on the sensor
and quadrotor simultaneously (see Fig. 5.10).
6.3 Flight in Still Air
PD gains are tuned for attitude, altitude and position controls, and they are reported in
Tables 5.3, 5.5 and 5.4. The quadrotor autonomously followed the circular path with a
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diameter of 1.5 m. It is noted that the yaw angle (ψ) is an independent state variable that
can be arbitrarily set and held during an autonomous mission. The heading angle was set
to ψ = 0 for the entire flight envelop.
In the absence of the fan operation, there is no nominal external flow field in the test
area. However, it is noted that the the rotors generate a small random turbulent field around
and underneath of the quadrotor.
6.3.1 Autonomous Mode
The quadrotor was confirmed to successfully execute the designed trajectory. The Euler
angles are shown in Figs.6.2-6.4. The Euler angles vary between −4 and 4 degrees that
shows the trajectory is followed effectively.
Figure 6.2: Roll angle tracking in Autonomous flight mode.
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Figure 6.3: Pitch angle tracking in Autonomous flight mode.
As shown in Fig. 6.4, the yaw angle (heading) is well-tracked to the desired value of
zero, ψsp = 0 except in the take-off phase in which the ground effect is strong. Also, the roll
and especially pitch angles are tracked adequately, and the roll angle is about 90 degrees
delayed with respect to the pitch angle. Larger gains could be used to make the tracking
more aggressive, however, that could lead to more instability and therefore a less smooth
flight.
Figure 6.4: Yaw angle tracking in Autonomous flight mode.
The throttle values are shown in Fig. 6.5 for all rotors. It is evident that as flight speed
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increases, both throttle values and their changes with respect to time also increase so that
the quadrotor can catch up with the desired trajectory.
Figure 6.5: Throttle values in Autonomous flight mode.
The control outputs for altitude, roll and pitch (i.e., Uz, Uroll and Upitch) are demonstrated
in Fig. 6.6. As observed, the roll control output has a negative offset that is added manually
to account for physical asymmetries on the quadrotor. The asymmetry can come from
weight imbalance or discrepancies in motors thrust output. The added offset is −0.055.
Figure 6.6: Control outputs in Autonomous flight mode.
The position tracking is depicted in Fig. 6.7. As noted, the planned trajectory is tracked
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very well over the majority of the designed path. The maximum discrepancy between the
target and actual trajectories is about 0.15 m, and occurs when X = 0 and Y is at its
maximum.
Figure 6.7: Trajectory tracking in Autonomous flight mode.
The position of the quadrotor as a function of time is illustrated in Fig. 6.6. It is noted
that the altitude tracking has a constant offset. This can be due to the fact that either the
hover throttle is not large enough, or the battery onboard was not fully charged during
the flight to sufficiently power up the motors. Also, increasing the altitude PD gains may
remedy the Z-position error.
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Figure 6.8: Position tracking in Autonomous flight mode.
In this study, velocity control was not performed. However, it is instructive to compare
the target trajectory velocities (USP and VSP) versus the actual quadrotor velocities (U and
V ). The velocity of the quadrotor is obtained by taking its position derivative with respect
to time.
Figure 6.9: V velocity tracking in Autonomous flight mode.
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Figure 6.10: U velocity tracking in Autonomous flight mode.
As noted in Figs. 6.9 and 6.10, the U and V velocities are tracked very well with a
maximum error of 0.1 m/s.
6.3.2 Sensed Autonomous Mode
In this mode, the wind sensor outputs are directly used in the physics-based models, and
subsequently in the feedforward controller. The feedforward controller is designed based
on a steady-state cruise condition, whereas in the design circular trajectory, the quadrotor
is constantly under radial acceleration and mostly under tangential acceleration.
The velocity tracking results are shown in Figs. 6.11 and 6.12 to better understand how
accurately the wind sensor measures the relative wind velocity. In the absence of external
crosswind, the relative wind velocity should have the same magnitude as the quadrotor
speed.
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Figure 6.11: U velocity tracking in Sensed Autonomous flight mode.
Figure 6.12: V velocity tracking in Sensed Autonomous flight mode.
As noted in Figs. 6.11 and 6.12, the wind sensor outputs are not accurate, and there
exists large fluctuations even after averaging with a window size of 8 consecutive measure-
ments. Also, the sensitivity of the sensor is different for X and Y directions given than
there are more fluctuations in v (see Fig. 6.12) than u velocity component (see Fig. 6.11).
Next, Euler angles tracking is presented in Figs. 6.13-6.15. Firstly, it is evident that the
heading angle (Yaw) is well maintained at its setpoint value with a maximum error of 3.5
degrees.
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Figure 6.13: Roll angle tracking in Sensed Autonomous flight mode.
In Figs 6.13 and 6.14, three different variables are shown. Firstly, the quadrotor Euler
angles (roll and pitch). Secondly, the setpoint Euler angles originated from feedback posi-
tion control, and thirdly, the reference Euler angles that are the solutions to the quasi-steady
force equilibrium problem where the quadrotor is subject to a instantaneous relative wind
(see Section 5.3).
Figure 6.14: Pitch angle tracking in Sensed Autonomous flight mode.
It is interesting to note that the reference Euler angles are periodic in the time range of
10s <time< 60s. Closely examine - for instance - the reference pitch angle, in the range of
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30s <time< 40s which is the cruise phase of the flight over one full circle. At t ≈ 30s, the
quadrotor is at top of the circular trajectory (see Fig. 6.18, Y = 0 and X at its max), and
the reference pitch angle is zero (θref ≈ 0)which is the correct physical solution. As the
quadrotor moves clockwise (to the right) towards X = 0 and Y at its max, the reference
pitch angle reaches to its positive maximum at ≈ 32.5s which is physically expected since
the U-velocity is negative and its absolute value is maximum.
Figure 6.15: Yaw angle tracking in Sensed Autonomous flight mode.
A valid question is that why the actual quadrotor Euler angles are different and have a
time delay with respect to the reference Euler angles. It is instructive to imagine a scenario:
if the quadrotor only uses the feedforward controller and follows the reference Euler angles,
it would keep adding to its tangential speed, and would follow a widening outward spiral
trajectory. Therefore, the position feedback control kicks in and restrains the widening
spiral motion that overall led to a phase shift of the onboard Euler angles with respect to
the reference Euler angles.
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Figure 6.16: Throttle values in Sensed Autonomous flight mode.
Throttle values and control outputs are shown in Figs. 6.16 and 6.17. Similar trends in
the results are observed to those of the Autonomous flight mode.
Figure 6.17: Control outputs in Sensed Autonomous flight mode.
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Figure 6.18: Trajectory in Sensed Autonomous flight mode.
As expected and shown in 6.18, the resultant trajectory has a larger diameter compared
to the target. This is due to the fact that feedforward controller reinforces the tangential
motion of the quadrotor (for every azimuth angle), leading to a growing tangential velocity
compared to the setpoint velocity values. It is noted that the feedforward controller has no
”knowledge” of the planned circular path, and therefore does not produce reference angles
necessary to provide a centrifugal (i.e., radial) acceleration.
Figure 6.19: Position tracking in Sensed Autonomous flight mode.
The position tracking for all directions is shown in Fig. 6.19. The maximum error in
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X and Y is about 0.2 m. Also, the altitude is tracked very well, and in fact better than the
Autonomous mode. It is reminded that in the altitude controller, the hoverthrottle (see section
5.2.2.1) is obtained using the HBEM model as described in Section 5.3.1.
6.4 Flight in Extreme Crosswind
As the fan is switched on, a strong crosswind roughly impinges the quadrotor and wind
sensor with the same intensity during the flight given the large diameter of the fan (3ft). The
flow around the quadrotor is highly turbulent, and the turbulent crosswind has a magnitude
of approximately 5 m/s as measured by the wind sensor. It is noted that the quadrotor is in
a headwind condition given the wind blows against the direction of flight.
6.4.1 Autonomous Mode
A strong crosswind is made by the fan that has a direct impact on approximately half of
the circular trajectory. Given the turbulent nature of the flow field, attitude control is very
challenging as shown in Figs. 6.20-6.22.
Figure 6.20: Roll angle tracking in Autonomous flight mode.
The large negative peaks in setpoint pitch angle (see Fig. 6.21) are indicative of the
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flight phases where the quadrotor is subject to the strong crosswind provided by the fan.
Also, as shown in Fig. 6.20, the roll angle fluctuates, corresponding to side-to-side motions.
Figure 6.21: Pitch angle tracking in Autonomous flight mode.
As depicted in Fig. 6.22, tracking the setpoint yaw angle is very challenging especially
when the quadrotor is entering/leaving the crosswind zone due to fact that an external Z-
moment is exerted on the vehicle when only a portion of the quadrotor is being exposed the
wind.
Figure 6.22: Yaw angle tracking in Autonomous flight mode.
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Figure 6.23: Throttle values in Autonomous flight mode.
Next, the throttle values and control outputs are shown in Figs. 6.23 and 6.24. As noted,
the throttle level is at maximum (> 0.9) to move through the adverse wind. It should be
mentioned that, for the electric motors used in this study, the throttle values of 0.9 and 1
approximately generate the same amount of thrust if not identical. It is evident that the
control outputs are larger comparing to the no-wind condition data of Fig. 6.6.
One important observation is that when throttle saturation occurs, that can affect roll
and pitch control given that motors are working at full capacity.
Figure 6.24: Control outputs in Autonomous flight mode.
144
Figure 6.25: Trajectory tracking in Autonomous flight mode.
The trajectory tracking results are shown in Fig. 6.25. As observed, in the left half of
the circular trajectory (Y < 0), that is impacted by the crosswind, the tracking error is at
its maximum (≈ 0.5m). Next, the position of the quadrotor along with the target position
is shown in Fig. 6.26. There are altitude dropouts where the quadrotor is impinged by the
crosswind. As mentioned before, in that phase of flight, motors are running almost at their
maximum capacity, and also the quadrotor is tilted (large pitch angle). Thus, the upward
lift force is slightly reduced that leads to the dropouts.
Figure 6.26: Position tracking in Autonomous flight mode.
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Figure 6.27: V velocity tracking in Autonomous flight mode.
The velocities of the quadrotor comparing to those of target are shown in Figs. 6.27 and
6.28. Similar to other state variables discussed above, where the extreme condition exists,
the error is larger.
Figure 6.28: U velocity tracking in Autonomous flight mode.
6.4.2 Sensed Autonomous Mode
In this mode, near to the very end of the flight, motion capture system lost the location
of the quadrotor due to a momentarily delay in position data streaming, and flight was
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unexpectedly terminated just before landing phase. Therefore, the flight duration is slightly
shorter for this flight mode than the others in this dissertation.
To better understand the flow field, the velocity of the quadrotor along with the wind
sensor-measured velocity (multiplied by a negative) are shown in Figs. 6.29 and 6.30.
Figure 6.29: U-velocity tracking in Sensed Autonomous flight mode.
Figure 6.30: V-velocity tracking in Sensed Autonomous flight mode.
As noted, the maximum recorded velocity by the wind sensor in the X-direction is
about 4 to 5.5 m/s. Also, strong fluctuations in both steam- and span-wise directions are
observed.
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Next, the onboard, setpoint (from position feedback controller) and reference Euler
angles are shown in Figs. 6.31-6.33.
Figure 6.31: Roll angle tracking in Sensed Autonomous flight mode.
The reference roll angle is smaller compared to the reference pitch angle. Also, the
setpoint roll (from position feedback controller) is the major contributor that determines
the roll motion for this flight. Additionally, it is interesting to note that the reference pitch
and onboard pitch angles are in good agreement in terms of magnitude.
Figure 6.32: Pitch angle tracking in Sensed Autonomous flight mode.
Similar to the results presented earlier in Autonomous flight mode section, large nega-
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tive yaw angles are observed in Fig. 6.33.
Figure 6.33: Yaw angle tracking in Sensed Autonomous flight mode.
As shown in Fig. 6.34, the throttle values indicate that motors are operating at their
maximum capacity (where the adverse wind is present) to try to keep the quadrotor on the
nominal path.
Figure 6.34: Throttle values in Sensed Autonomous flight mode.
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Figure 6.35: Control outputs in Sensed Autonomous flight mode.
Control outputs are shown in Fig. 6.34. It is observed that the altitude control output
UZ increases (where the crosswind is present) to keep the altitude constant, however, there
are altitude dropouts (see Fig. 6.37) despite this effort.
Figure 6.36: Trajectory tracking in Sensed Autonomous flight mode.
The actual versus nominal trajectories are depicted in Fig. 6.36. Overall, the target
trajectory is followed adequately, in spite of the extreme environmental condition. For
Y > 0, where it is less impacted by the fan stream, similar overshoots are evident, observed
in Fig. 6.18. In the left half circle (Y < 0), where the feedforward controller is designed
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for, position tracking is reasonable. Comparisons between the Sensed Autonomous ans
Autonomous flight modes are made in the following section.
Figure 6.37: Position tracking in Sensed Autonomous flight mode.
6.4.3 Sensed Autonomous versus Autonomous Flight
Despite the challenges in incorporating the wind sensor to the Sensed Autonomous flight, a
comparison between the two modes is made. First, the trajectories of the two flight modes
are shown in Fig. 6.38. It is noted that the fan airflow is dominant for Y < 0 (left half-circle
in Fig. 6.38) as the gust blows from +X to −X (from top to bottom).
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Figure 6.38: Trajectory tracking in Sensed Autonomous vs Autonomous flight mode.
As shown in Fig. 6.38, it is evident that the quadrotor maintains the target trajectory
more accurately in the Sensed Autonomous mode compared to the Autonomous flight mode
in the left half circle (Y < 0) where is subject to the extreme wind. Next, the position
information as a function of time is shown in Figs. 6.39-6.41.
Figure 6.39: X-position tracking, Sensed Autonomous vs Autonomous flight mode.
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Figure 6.40: Y-position tracking, Sensed Autonomous vs Autonomous flight mode.
As noted in Figs.6.39 and 6.40, the position as a function time also reiterates the ad-
vantage of the Sensed Autonomous mode. Finally, the altitude of the quadrotor between the
two modes are compared in Fig. 6.41.
Figure 6.41: Z-position tracking, Sensed Autonomous vs Autonomous flight mode.
The altitude of the Sensed Autonomous mode is closer to target, however, three dropouts
are observed which is indicative of losing upward lift due to tilting of the thrust vector
corresponding the extreme pitch angle. Motion capture dropout in the Sensed Autonomous




In this dissertation, physics-based models were developed for interactional aerodynamics,
guidance and autonomous operation of rotary-wing UAVs. This includes vortex-based lift-
ing surface models and newly developed rotor aeromechanic models (i.e., HBEM, RIPF,
etc), and a feedforward controller. These models are self-contained and integrated in flight
software. Additionally, a framework for performing accurate flight simulations of rotary-
wing UAVs in realistic environmental conditions was developed. Flight simulations for
specific missions were performed to illustrate the effect of modeling fidelity on the flight
simulation outcomes. The above models were validated against experimental data and
high-fidelity simulations. To evaluate the utility of these models in harsh environmental
conditions, a custom quadrotor was built and equipped with wind and RPM sensors. Flight
tests were conducted in and out of strong crosswind. The following sections summarize
the major contributions:
7.1 Interactional Aerodynamics
The interaction of trailing vortices with lifting surfaces was studied using two levels of
modeling fidelity. An overset mesh-based compressible RANS solver was chosen as the
high-fidelity model (HFM). A lower-fidelity model (LFM) was developed by combining a
vortex panel method with a propeller aerodynamic model and slipstream theory. Detailed
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validations were pursued against data from three main experimental studies. Key observa-
tions from the studies are summarized below.
Wing-vortex Interaction:
• The HFM was used to model the vortex generator, vortex evolution and interaction
with a downstream wing. The HFM accurately predicts wing airloads to within 2%,
operating in a vortex wake of varying strengths. The predictions were found to be
generally more accurate in the outboard sections and are found to deviate from the
experiment near the wind tunnel wall. Inboard discrepancies are expected due to the
presence of a wing slot opening in the experiment as well as the sensitivity of wing
loading to flow fence size. The HFM accurately captured peak-to-peak values and
the location of the incremental lift variation due to the presence of the trailing vortex
from the generator wing. In addition, the vortex strength values, flow features, inter-
action of wing vortex with the incoming vortex (locations and relative positions of
the vortices) and vortex wakeage effects on wing airloads were accurately predicted,
including in the case where the vortex core directly impacted the wing surface. For
cases of strong interaction, some discrepancies are noticeable inboard of the inter-
action. The HFM predicted the experimental wing surface pressure data to within a
few % accuracy for all the cases considered.
• The LFM provided reasonably accurate predictions of the wing airloads for several
horizontal and vertical locations of vortex wake with respect to the wing. The over-
prediction (of up to 10%) of the magnitude of the vortex-induced lift predictions
in the case of strong interactions, is partially attributable to the fact that the vortex
distortion is not modeled.
Isolated propeller:
• Both the HFM and LFM accurately represented the swirl angles in the propeller wake
to within 1◦. The HFM-predicted axial velocities in the wake are extremely accurate
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outboard of the 0.8 R location. Inboard of this location, an under-prediction of about
5% is noticeable. The converse is true for the low-fidelity model.
• The HFM successfully captured a quadruple helix structure with slight contraction
of the propeller vortex wake.
Wing mounted propeller:
• The helical wake vortex structure showed slight contraction before expanding upon
its interaction with the wing in its wake and ultimately disintegrating downstream of
the wing.
• The mean wing surface pressure was accurately predicted at several spanwise sta-
tions.
Qualitatively, it is shown that the low-fidelity model captures essential flow features
and performance trends very well, although quantitative discrepancies were noticeable in
comparison to the the RANS-based model and experiment. The level of agreement of
the computational results with experimental measurements suggests that as long as the
circulation is globally well-represented, both RANS-based and vortex-based methods are
adequate in modeling vortex interactions with lifting surfaces.
7.2 Flight Simulation Framework for Quadrotors
A comprehensive suite of tools was introduced towards the end of performing realistic flight
simulations for quadrotors. The focus is on operations in low-altitude atmospheric condi-
tions, where turbulent gusts are expected to have a significant impact on the performance
and stability of small unmanned aerial vehicles. Different fidelities of aeromechanical mod-
els for rotor performance of the quadrotors were discussed. The major accomplishments
can be found in the list below:
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• Large-eddy simulations (LES) were performed to accurately represent the atmo-
spheric boundary layer (ABL). The canonical ABL used to generate the data in this
study is modeled as a rough flat wall boundary layer with surface heating from so-
lar radiation, forced by a geostrophic wind in the horizontal plane and solved in the
rotational frame of reference fixed to the earth’s surface.
• From the LES data, a reduced-order representation of the wind field was also con-
structed. Additionally, the Dryden turbulence model for wind velocity fluctuations
was included as a benchmark wind model for comparison.
• The aerodynamics of the quadrotor was modeled using adaptations of blade element
momentum theory. Models for thrust, drag and power of the quadrotor were in-
tegrated with the flight dynamics and wind models. A non-linear flight controller
(backstepping controller) was developed to control all six degrees of freedom of the
motion of the quadrotors.
• An ascent-straight-descent path and a circular path were designed for the simulations
of the closed-loop system. These two trajectories were of interest due to the fact
that they both incorporate a representative set of possible trajectories of a quadrotor.
Representative results for flight parameters, required RPM inputs, resultant trajectory
and power of the quadrotor for different aerodynamic and wind models and planned
trajectories were obtained and compared against each other. A multiple cruise-speed
trajectory phase was defined to determine the optimal cruise speed of the quadrotor.
• Discussions were presented regarding the region of validity of momentum theory.
It was shown the momentum theory is approximately valid for the entire flight of a
quadrotor except the landing phase.
Collectively, this study presented a suite of tools for realistic, flight simulations, and
provides insight into the impact of modeling fidelity on trajectory planning and control.
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The entire simulation suite is open-sourced for use by the community 1.
7.3 Rotor Aerodynamic Models in Forward Flight
A novel aerodynamic model was developed to estimate power, thrust, moments, and ro-
tor in-plane force in real-time. These models were both implemented in flight simulation
framework and also experimental quadrotor flight software.
Specifics of the research work carried out for advanced aeromechanical models are
summarized as follows:
• A novel aerodynamic model-termed Hybrid Blade Element Momentum HBEM Model-
is proposed for efficient and accurate predictions of rotor loads and moments for
rotary wing UAVs.
• The HBEM model combines momentum and blade element theories with a linear
inflow model in a consistent manner and can be executed in near-real-time. The key
idea is to identify the integrated inflow velocity by seeking an agreement between
momentum and blade element theories. The model is self-contained and the inputs to
the model are geometry, aerodynamic properties of the blade and the flight condition
• To validate the HBEM model, a detailed set of experiments were performed in a
wind tunnel. An 8 in diameter propeller was mounted in the wind tunnel, and the
shaft angle was varied with respect to the incoming wind, and the thrust and in-plane
forces are measured. The rotation rate of the propeller was measured using an optic
sensor. Experimental data for a combination of wind tunnel speed and rotor angle
of attack {V∞, αR} was obtained. The thrust as a function of advance ratio, climb
ratio and RPM condition was compared against measurements for a wide range of
configurations, and the HBEM model predictions were found to be in very good
agreement with the experimental data.
1https://github.com/behdad2018/FlightSim_QR_AIAA
158
• The model is integrated with a 6 DoF flight dynamics module with a backstepping
controller, and used to plan the trajectory of a typical quadrotor during a ascend-
cruise-descend flight path. The RPM predictions from the HBEM model are com-
pared with other aerodynamic models, namely; Radial inflow model and Simplified
model. Flight simulation results indicate the importance of the aerodynamic model.
• In a more general setting, the HBEM model can be used in other rotating blade
applications such as in horizontal axis wind turbines under yawed conditions. The
source code is available for use by the community.
• Based on the aforementioned experimental study, a data-driven semi-empirical model
for rotor in-plane force (RIPF) was constructed. This symbolic model estimates the
RIPF as a function thrust (estimated by HBEM model), rotor angle of attack, relative
wind velocity.
7.4 Experimental Quadrotor Controller and Sensor De-
sign and Flight Tests
A custom quadrotor with a weight of 1080 grams was built and equipped with a state-of-
the-art light-weight ultrasonic sensor for onboard wind velocity and RPM condition mea-
surements. The quadrotor was programmed and physics-based models and a feedforward
controller were implemented onboard. Autonomous light tests were conducted to illustrate
that the aeromechanical models can run within quadrotor flight software. The following
items are the key takeaways from the experimental quadrotor developments, programming
and flight tests:
• Advanced rotor aerodynamic models of appropriate fidelity were successfully imple-
mented on board a custom-built quadrotor. An ultrasonic wind sensor was installed
approximately 10 inch above the rotor plane to measure the wind velocity. The 10
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inch separation was deemed ”enough” to avoid the effects rotors inflow on the mea-
sured velocity.
• The run-time of the onboard physics-based codes was significantly reduced (by 10
order of magnitude) comparing to the initial generated codes by using the appro-
priate C libraries (suited for ARM® Cortex-A8), optimized compilation, and also
modifying, and developing an efficient state-of-the-art non-linear solver algorithm.
• The velocity measurements made by the wind sensor were used for the purpose of
quadrotor control.
• A feedforward controller was designed to leverage physics-based aeromechanical
models into flight software. That is, the steady state solutions to Euler angles and
required thrust are provided by the feedforward controller, and are directly sent to
the motors along with the feedback outputs.
• A circular trajectory with a diameter of 1.5 m was defined in which the quadrotor
reaches a cruise speed of 0.5 m/s. The quadrotor accelerates from to the cruise speed
over one full revolution, stay on the circular trajectory during the second circle, and
in the third circle, it decelerates to zero speed. A motion capture was used to obtain
the location of the quadrotor during the flight.
• Flight tests were conducted for two modes, namely Autonomous and Sensed Au-
tonomous modes. In the autonomous mode, only a PD feedback controller was used
for position control. In the sensed autonomous mode, a feedforward controller was
used to incorporate environmental conditions. An extreme environmental condition
was simulated by an industrial axial fan was used to simulate an extreme turbulent
gusts of up to 5m/s. Overall, the goal of the flight testing was to show that one can use
physics-inspired models enabled by environmental sensor measurements especially
in extreme wind conditions.
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• It was illustrated that the use of the sensor to obtain wind velocities and the use of
this information in the feedforward controller enhances the accuracy of trajectory
tracking in extreme crosswind conditions.
7.5 Future Work
There is significant potential to improve and extend the scope of this dissertation and enable
new generations of UAS by further bridging the gap between physics-based models and
onboard decision-making. In this regard, the present work can be considered as proof-
of-concept of some of the preliminary steps. The following items is a selective but not
exhaustive list that can further be worked and improved upon.
• A more advanced flight simulation module can be developed in which both inter-
actional and rotary-wing aeromechanical models are integrated and implemented.
Thus, flight simulations in realistic atmospheric condition for a variety of advanced
VTOL vehicles can be made.
• More challenging flow fields, such as in urban areas between tall towers can be ob-
tained, and accurate flight simulations for fixed- and rotary-wing vehicles can con-
ducted to further study the capability of such vehicles and their flight envelope.
• The PD feedback controller used onboard in this study can be improved upon. Feed-
back controllers that use Model Predictive Controller (MPC) may be better suited for
flying under extreme environmental conditions.
• The HBEM model, while being a versatile model, is quasi-steady. Building unsteady
rotor aerodynamic models, that can be executed in real-time is an interesting path to
pursue.
• With a more accurate wind sensor with faster output rate, one can achieve better per-
formance in the Sensed Autonomous flight tests. Also, more advanced feed-forward
161
controller models that can estimate an unsteady dynamic solution to the Euler angles
can improve the stability and resilience in extreme wind conditions.
• In this dissertation, the autonomy relied on an indoor motion capture system. Using
vision-based for position control of UAS is an ideal way where more aggressive and
faster flight tests can be conducted outdoor to further show the benefits of physical
sensors and physics-inspired models.
• In swarming operations of UAVs, one can enable UAVs to use aeromechanical mod-
els, onboard sensors in decision making to increase flight stability and noise reduc-




A.1 Evolution of Vortices
This section validates the high-fidelity model predictions of vortex evolution as well as vor-
tex wake age effects against experimental data. Figure A.1 shows that the predicted vortex
contours for the isolated wing compare qualitatively well with experiments. Figures A.2,
A.3, A.4 demonstrate the evolution of vortex interaction from wing and VG for a nominal
direct hit case for a VG placed at 58.5 inch from the wind tunnel side wall (0.5 chord in-
board of wing tip). This is consistent with the observations in Figure 2.6, which detailed
the interaction of the tip vortex of the wing with that from the VG, and the subsequent
downstream roll-up.
Figure A.5 shows the effect of vortex wake age on wing loading. It is observed that,
with increasing distance of VG, the strength of VG gradually decreases resulting in weaker
spike in normal load near the vortex, further confirming the numerical accuracy of the CFD
model.
A.2 Mesh Convergence on Propeller Study
To justify the choice of the grid resolution in the vortex core used in the present work, finer
mesh results (axial velocity and swirl angles) are compared with that using the meshes
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(a) Experiment [23] (b) CFD
Figure A.1: Comparing wing only vortex strength at 4 ft behind wing TE for αw = 7◦.
(a) Experiment (b) CFD
Figure A.2: Wing and VG vortex interaction at 1 in behind wing TE for αvg = 4◦, ∆Z =
0.in. and VG at 58.5 in. (4.875c) span.
(a) Experiment (b) CFD
Figure A.3: Wing and VG vortex interaction at 48 in behind wing TE for αvg = 4◦,
∆Z = 0.in. and VG at 58.5 in. (4.875c) span.
employed in the main text of the paper. Figure A.6 suggests that a mesh resolution that
ensures approximately eight mesh points in the vortex core is sufficiently accurate in pre-
dicting the vortex wake solution when compared with the finer mesh that is twice as fine
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(a) Experiment (b) CFD
Figure A.4: Wing and VG vortex interaction at 132 in behind wing TE for αvg = 4◦,
∆Z = 0.in and VG at 58.5 in. (4.875c) span.
Figure A.5: Vortex wake age effect: αvg = 8◦, ∆Z = −2.0in and VG at 46.5 in. (3.875c)
span.
(approximately 16 points) in the vortex core region.
A.3 Extraction of Sectional Lift Properties for The Pro-
peller Blade
The airfoil cross-section of the propeller blade varies smoothly across the span. Two di-
mensional CFD simulations of the airfoils representing three spanwise locations, namely
r/R = 0.2, 0.4, 1, for a set of angles of attack were performed. Lift coefficient versus angle
of attack is depicted in Fig. A.7 for the three locations. Linear curve fits are used to obtain
their corresponding lift curve slopes (Clα) and zero lift angles of attack (αL=0). Given the
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(a) Axial velocity 0.14 Rp behind propeller plane (b) Swirl angle (deg) 0.14 Rp behind propeller
plane
Figure A.6: Mesh convergence on isolated propeller grid.
Clα and αL=0 values for the three locations, second degree polynomial curve fits on the
data are used to infer appropriate values over the span. The inferred values for lift curve
slope and zero lift angles of attack are shown in Fig. A.7(b) and A.7(c) respectively.
(a) 2D CFD simulation lift in-
formation along with linear fitted
curves
(b) Inferred Clα (c) Inferred αL=0
Figure A.7: 2D CFD simulation results.
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APPENDIX B
B.1 Validity of Momentum Theory
The versatile dynamics of vertical take-off and landing (VTOL) vehicles such as a quadro-
tor creates different flow regimes surrounding the vehicle. It is instructive to analyze the
validity of the assumptions made about the aerodynamics of the quadrotor, which is based
on Momentum theory. In rotorcraft aerodynamics, it is well-known that there are multiple
structural configurations that the rotor wake can assume. Specifically, when the ratio of
climb inflow ratio to the hover inflow ratio satisfies −2 < λc/λh < 0, the momentum the-
ory is not valid. This analysis was carried out only for a rotor. Here, λh is the hover inflow
ratio and is simply given by λh =
√





/(ρπR2V 2tip) which is 0.0784 for the rotor studied herein. Also, the
required RPM in hover is about 10150.
It is instructive to further analyze the two different paths explored previously and deter-
mine how those paths fit into the flight envelope and momentum theory theory regimes.
167
Figure B.1: Validity of the momentum theory.
Fig. B.1 shows that the majority of the both paths are in the valid region, indicating
that the use of momentum theory is suitable. It is noted that the portions of the curves
that are in the invalid region of momentum theory (shown by shaded yellow) belong to the
landing phase of the flight where the rotor is in vortex ring state, and momentum theory is
not strictly valid, but might still be used as a rough approximation.
The advance ratio is shown in Fig. B.2. Given that the rotor speeds are high, the
relatively low advance ratio values further offer credence to momentum theory.
Figure B.2: Advance ratio for ascent-straight-descent and circular paths.
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APPENDIX C
C.1 Evaluation of Ref. [1] Model
Recent work from Shastry et al. [1] is similar in scope to HBEM model as it leverages
blade element and momentum theories. Shastry et al [1] obtain the inflow across the rotor









t as in our work. Our view is that, in the above equation, the left hand-




t + u2r is not momentum
theory per se. In fact, udisk appears to be adopted from blade element theory which makes
the net velocity going through the rotor disk to be a function of radial location (r) and
azimuth angle(ψ). It is noted that momentum theory formulation is originally derived for a
stream tube passing through the entire rotor disk, and the net velocity is constant through
the disk.
One other feature of the model of Shatry et al. is the inflow is symmetric in the front-
aft direction (x-direction) and only varies in the side-to-side (y-direction) direction. This
is because there is no cos(ψ) term in Eq.(C.1), and as a consequence, the inflow is in
disagreement with many studies [120, 121, 122, 123, 124]. As an example, the inflow
using Eq.(C.1) for V = 10m/s and αR = 40◦ is shown in Fig. C.1.
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Figure C.1: Inflow distribution based on Ref. [1], V = 10m/s and αR = 50o.
As noted, the inflow only changes from to side-to-side, potentially leading inaccuracies
in load distribution, pitch and roll moments. Despite the differences above, it is acknowl-
edged that both models are phenomenological in spirit, as momentum theory is not strictly
valid in forward flight.
For V = 10m/s and αR = 20, 40, 60 and 80o, HBEM model is compared with Shastry’s
model (Eq. (C.1)) in Fig. C.2.
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Figure C.2: Thrust prediction at V = 10m/s, current model (solid lines), Shastry’s (−−),
experiment (x).
Both models show similar trends, with Shastry’s model yielding better predictions at
smaller rotor angles of attack and high RPMs, while the current hybrid model provides a
better estimation of thrust at larger rotor angle of attacks. It is notable, that the present
model executes a few hundred times faster than the Shastry model, making it viable for
real-time flight simulations and trajectory optimization.
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