We examine the notion of α-strong singularity for subfactors of a II 1 factor, which is a metric quantity that relates the distance of a unitary to a subalgebra with the distance between that subalgebra and its unitary conjugate. Using work of Popa, Sinclair, and Smith, we show that there exists an absolute constant 0 < c < 1 such that all subfactors are c-strongly singular. Under additional hypotheses, we prove that certain finite index subfactors are α-strongly singular with a constant that tends to 1 as the Jones Index tends to infinity and certain infinite index subfactors are 1-strongly singular. We provide examples of subfactors satisfying these conditions using group theoretic constructions. Finally, we establish that proper finite index singular subfactors do not have the weak asymptotic homomorphism property relative to the containing factor, in contrast to the case for masas.
Introduction
The idea of distinguishing subalgebras of a II 1 factor M by its normalizing unitaries in M dates back to Jacques Dixmier [3] Dixmier provided examples of all three types of masas in the hyperfinite II 1 factor R. While the crossed product construction yields natural examples of regular masas, examples of singular masas are more difficult to come by.
This difficulty led Allan Sinclair and Roger Smith to define the notion of α-strong singularity in [18] as an analytical quantity which would imply the algebraic condition of singularity for masas in a II 1 factor M. The definition was extended to subalgebras B in [17] by Sinclair, Smith, and Guyan Robertson. A von Neumann subalgebra B of M is α-strongly singular if there is a constant 0 < α ≤ 1 such that for all unitaries u ∈ M, α u − E B (u) 2 ≤ E B − E uBu * ∞, 2 (1.1)
where
and E B denotes the unique normal faithful trace-preserving conditional expectation of M onto B. If α = 1, then B is said to be strongly singular. It is easy that α -strong singularity for any α implies singularity, since if u normalizes B, the right hand side of the inequality in equation (1.1) is zero. We must then have u − E B (u) 2 = 0, which implies that u = E B (u) and so u ∈ B. Examples of strongly singular masas were provided in both [18] and [17] and by Robertson in [16] . In [18] , the asymptotic homomorphism property for a masa A in M was defined as the existence of a unitary u ∈ A such that lim |n|→∞ E A (xu n y) − E A (x) u n E A (y) 2 → 0 (1.2)
for all x and y in M. The asymptotic homomorphism property was used to show that various singular masas coming from groups, such as the generator masas in L(F n ), are strongly singular. In [19] , it was shown that singularity and strong singularity are equivalent to a formally stronger property which first appeared in [17] and has come to be known as the weak asymptotic homomorphism property, or WAHP, in M. A subalgebra B is said to have the WAHP if for every ε > 0 and for all x 1 , . . . , x n , y 1 , . . . , y m in M, there exists a unitary u in B with
Using the equivalence between the WAHP and singularity, it was shown in [19] that the tensor product of singular masas in II 1 factors is again a singular masa in the tensor product factor. This result has been extended by Ionut Chifan in [2] to show that for masas A 1 and A 2 in II 1 factors M 1 and M 2 , respectively,
′′ . It is natural to ask what relationships these properties have for arbitrary subalgebras of M. Herein, we will consider the case where B = N is a subfactor of M. In Section 3, we establish the main result of this paper, Theorem 3.1, that when the higher relative commutant N ′ ∩ M, e N is 2-dimensional, proper finite index subfactors of M are α-strongly singular in M where α = . As this constant tends to one as the index tends to infinity, this suggests that infinite index singular subfactors are strongly singular. Indeed, the methods of proof for the finite index case yield strong singularity for an infinite index inclusion N ⊆ M when N ′ ∩ M, e N is 2-dimensional. Using results from [15] , we obtain an absolute constant c = for which all singular subfactors are c-strongly singular. The constant obtained is less than the values produced in Theorem 3.1 and so is not optimal in at least those cases.
We obtain examples of singular subfactors satisfying the hypotheses of Theorem 3.1 in Section 4. The main ingredients are a theorem in [?] , which characterizes the normalizers of a crossed product of a factor N = P ⋊ H inside M = P ⋊ G for H a subgroup of a countable discrete group G, and a description of the irreducible N − N bimodules in terms of the double cosets of H in G for such a case.
Though the WAHP implies strong singularity for any subalgebra of M, we show in Section 5 that no proper singular finite index subfactor of M has the WAHP, and thus, these properties cannot be equivalent in general. We end with a discussion of existence questions for singular and strongly singular subfactors.
Preliminaries and Notation
Throughout, M will denote a II 1 factor and N a subfactor of M. Unless otherwise noted, M shall be regarded as faithfully represented on the Hilbert space 
, then the von Neumann algebra M, e N generated by M and e N is a factor of type II equal to JN ′ J, and so is of type II 1 if and only if N ′ is. We will denote by E N the unique normal, faithful, trace-preserving conditional expectation from M onto N, which can be thought of as the restriction of e N to MÎ. The factor M, e N possesses a unique normal, faithful, semifinite tracial weight Tr such that for all x, y in M,
Here, [M : N] is the Jones index of N in M, which is the dimension of L 2 (M) as a left N-module. If [M : N] < ∞, then for every element x in M, e N , there is a unique element y in M with xe N = ye N . Proofs of these facts may be found in [6] or [7] . We shall denote by Aut(N), U(N), and N M (N) the groups of automorphisms of N, unitaries in N, and normalizing unitaries of N in M, respectively.
Strong Singularity Results for Subfactors
The structure of subfactors is intimately connected with relative commutants. It was shown in [7] that if [M : N] < ∞, then N ′ ∩ M, e N is finite dimensional, and by repeating the Jones construction one obtains a double sequence of inclusions of finite dimensional algebras 
By Goldman's Theorem ( [5] or [6] ), all index 2 subfactors are regular. A family of examples of factor-subfactor pairs satisfying the hypotheses of Theorem 3.1 will be provided in Section 4.
Proof. Let N ⊆ M be a singular inclusion of subfactors and suppose N ′ ∩ M, e N is 2-dimensional. Let u be a unitary in M and define C to be the weakly closed convex hull of the set {we N w * : w ∈ uNu * } where w is unitary. Then C admits a unique element of minimal 2-norm denoted by h which has the following properties, detailed in [15] :
3) Tr(h) = 1; 
and substituting the formula for α gives
Using 2), we have
and so (λ 2 + λ)β 2 − (λ + k + λk)β + k = 0. We may then solve for β in terms of λ and k, obtaining the roots β = k λ and β = 1 1 + λ .
Suppose that β = 1 1 + λ . Then
and so
Since h is an element of C, there exist natural numbers {n j } ∞ j=1 , positive reals {γ
Then also
Taking the trace of both sides yields
However, for any n j , 1 ≤ j < ∞,
. We obtain that
, and so the only instance where
, and there the two roots are identical.
We may then take β = k λ and so
By 4),
As k ≤ 1,
and it follows that
If [M : N] = ∞, then as previously noted, α = 1 and so h = ue N u * . Therefore,
so that N is strongly singular in M and the proof is complete.
In the situation of Theorem 3.1, we may immediately show that when unitaries are close to a finite index singular subfactor in 2-norm, they satisfy the equation for strong singularity. 
, then
We end this section by producing an absolute constant α for which all singular subfactors of M are strongly singular. Theorem 3.1 shows that this constant is not always optimal even for proper finite index singular subfactors. We employ the following result, which is Theorem 5.4 in [15] . 
There is a similar result for arbitrary subalgebras of M, also in [15] . Proof. Suppose N is singular in M. Let p, p 0 , q, q 0 and v be as in Theorem 3.3 with N 0 = uNu * for some unitary u in M and some δ to be specified later. Then
so q and q 0 are scalar multiples of I. Therefore, p ∈ N and p 0 ∈ N 0 . Consider the partial isometry v 1 = vu. Then
Our goal is to produce u 1 ∈ U(N) and a projection f ∈ N so that v 1 − u 1 f 2 is controlled by E N − E uN u * ∞,2 . We will then employ equation (3.3) to obtain the strong singularity estimate.
Suppose initially that τ (p) =
for some positive integer n. Let e 11 , e 22 , . . . ,e nn = p ⊥ be mutually orthogonal projections in N with τ (e ii ) = 1 n for all i and n i=1 e ii = I. Let e 1j be partial isometries in N with e * 1j e 1j = e jj and e 1j e * 1j = e 11 and set e j1 = e * 1j . Extend to a system of matrix units in N by e ij = e i1 e 1j .
Let u ij be a system of matrix units in N constructed in the same manner using the projections
w 1 is a unitary since M is a II 1 factor. We have assumed that N is singular, so w 1 must then be in N. As p is in N, the partial isometry w 1 p is in N. But
and so v 1 is in N.
. Then there exists an integer n ≥ 2 with n − 1 n ≤ 1 − ε < n n + 1 .
Choose f ∈ N, f ≤ p with τ (f ) = n−1 n and let v 2 = v 1 f . Then v 2 satisfies equations (3.4) and (3.5), so there exists a unitary w 2 in N with v 2 = w 2 f . Therefore,
, hence 1 ε < n + 1, and so
Using the assumption that ε < 1 2
Combining this with equation (3.6), we obtain v 1 − w 2 f 
This establishes that N is
, that is, if
However, if δ ≥ 1 11 , then
and so the theorem follows.
Construction of Singular Subfactors
Owing to results of Jones [7] , [8] , every subfactor N of M with [M : N] = 4 cos 2 ( π n ) for n = 3, 4 or 6 is singular. Here, we obtain examples for higher index values using crossed products. Let G be any countable discrete group with a proper, outer action on a II 1 factor P . If H is any subgroup of G, a basic result in subfactor theory is that if N = P ⋊ H and M = P ⋊ G, then 
We will then have demonstrated the existence of finite index singular subfactors with any integer index, as any such G admits a proper outer action on the hyperfinite II 1 factor. We now give examples of such pairs.
Example 4.1. Let G = S n , the permutation group on n > 2 elements. Suppose H ∼ = S n−1 is the subgroup of G consisting of all permutations which fix a single element. For simplicity, let us assume H fixes the 1 st element. Let K be any intermediate subgroup properly containing H and suppose K contains the transposition (1j) for j = 1. If i = 1, then (ij) ∈ H, and (ij) • (1j) • (ij) = (1i) ∈ K. Therefore K will contain all transpositions and so is equal to S n .
Inductively assume that if K contains an element not in H that is a product of fewer than m > 1 transpositions, then K = G. Suppose that γ ∈ K is the product of m transpositions. If γ = γ 1 • γ 2 where γ 1 and γ 2 are disjoint, then only one, say γ 1 , has
Therefore γ 2 ∈ H, and so γ 1 = γ • γ −1 2 ∈ H. Since γ 1 is not in H and is the product of fewer than m transpositions, by the inductive hypothesis, K = G.
If γ ∈ K is not a product of disjoint permutations, then γ is a cycle. We can then write γ = (1j) • γ 1 where γ 1 ∈ H. Hence (1j) = γ • γ −1 1 ∈ K and so by the initial inductive step, K = G. Then by induction, the only subgroup of G properly containing H is G itself.
We now know that N G (H) is either H or G. However,
This example may be generalized to the case where G = S ∞ , the group of all finite permutations of countably infinite elements, to produce an infinite index singular subfactor. We shall prove Also included is the case G = S ∞ . We begin by determining the double cosets {HgH : g ∈ G} of H in G. Proof. Take H to be the subgroup of G that fixes the 1 st element. Let σ be the transposition (1n) and let γ ∈ G\H. Then γ(1) = 1. Take π ∈ H with π(n) = γ −1 (1). We then have
and so θ :
∈ HσH, and this shows that H has exactly 2 double cosets in G.
The proof of Proposition 4.3 extends verbatim to the case where G = S ∞ . We now wish to conclude that when a subgroup H of G has two double cosets and G admits a proper outer action on the II 1 factor P , the associated relative commutant N ′ ∩ M, e N is 2-dimensional, where N = P ⋊H and M = P ⋊G. This is a consequence of the following proposition, which is well known to subfactor theorists and can be found in [9] . We include a detailed proof for completeness. Here, if g → α g ∈ Aut(P ), then u g is the unitary in P ⋊ G with u g xu * g = α g (x) for all x ∈ P . We also employ the notation
is irreducible if and only if it has the form
for some g ∈ G.
Proof. First, note that for any subfactor N of a II 1 factor M, e N is a minimal projection in N ′ ∩ M, e N . Also, if x is any element in N ′ ∩ M, e N , then uxu * is in N ′ ∩ M, e N for all unitaries u in N M (N). This last observation applies in particular to N = P , M = P ⋊ G, and the unitaries u g for g ∈ G.
We first demonstrate the proof in the case where H = 1 G , the identity of G. The double cosets are then the elements of G. The general result follows from this case. Case 1: H is the identity element 1 G of G, i.e. N = P We claim that all inequivalent irreducible N − N bimodules are of the form L 2 (N)u g for some g ∈ G. Define projections P g in N ′ ∩ M, e N by
If we define a partial isometry in N ′ ∩ M, e N by w = u * g vu g then w * w = e N and w * w = P g −1 h , so we may assume that g = 1 G and
e N u * h ve N ∈ e N M, e N e N = Ne N and so v = u h ye N for some y in N. Then
Since the vectorÎ is separating for M, we get that
As u h is a unitary, we obtain that zα h (y) = α h (y)α h (z) for all z in N. The outer action of G implies we must have either α h (y) = 0 or h = 1 G and α h (y) is a nonzero scalar multiple of the identity. But if α h (y) = 0, then y = 0 and for all z in N, vzÎ = zvÎ = zu h yÎ = 0 which would imply v is the zero map. As v * v = e N , we must have that h = 1 G . Then α h (y) and hence y is a nonzero scalar multiple of the identity. This shows that vÎ is in L 2 (N) and so the irreducible N − N bimodules {L 2 (N)u g } g∈G are mutually inequivalent and form a complete decomposition
as an ℓ 2 direct sum.
As P is contained in P ⋊H = N, K is then a P − P bimodule, and so there is a set F ⊆ G with
as an ℓ 2 direct sum. Therefore K contains an element of the form u gÎ for some g in G. Since K is an N − N bimodule, it will then contain all elements of the form k∈HgH x k u kÎ with x k in P and the sum converging in 2-norm. For a fixed g, this is an N − N bimodule, and so it follows that if K is irreducible, this is all of K. Let us then set
for a given g ∈ G of H. We have shown that each K g is an irreducible N − N bimodule, and we now demonstrate that K g and K g ′ are inequivalent N − N bimodules if HgH = Hg ′ H.
Since P ⊆ N, N ′ ∩ M, e N is contained in P ′ ∩ M, e p and so is commutative. Hence, there can be no partial isometry in N ′ ∩ M, e N between the projections onto K g and K g ′ if HgH = Hg ′ H. Therefore, the K g 's are a complete listing of the inequivalent, irreducible N − N bimodules.
5 The WAHP and finite index singular subfactors 
The desired basis is given by the unique elements λ j ∈ M with the property that
Observe that λ 1 = 1. Since for i = j,
we have that E N (λ * i λ j ) = 0 for i = j. In particular, E N (λ j ) = 0 for all 1 < j ≤ k. It is worth noting that this is the original construction in [10] . Now suppose 1 < [M : N] < ∞ and λ 1 , . . . , λ k are chosen as indicated. We will show that the WAHP fails for the sets {x i = λ i } and {y j = λ * j }, 1 < i, j ≤ k. Let u be any unitary in N. Then since
for all x in M,
Tr(e N λ *
Tr(e N λ * j u * λ i e N λ * i uλ j e N ).
Using this equality, the fact that u commutes with e N , and This implies that for any given unitary u in N, there are indices 1 < i, j ≤ k with
and so the WAHP fails to hold.
Combining the previous theorem with the discussion at the beginning of this section, we immediately get Corollary 5.2. There exist singular subfactors that do not have the WAHP.
Concluding Remarks
We end by briefly discussing existence questions. Since technically M is a strongly singular subfactor of itself (with the WAHP), existence questions for singular (or strongly singular) subfactors must be qualified. Recently, Stefan Vaes has proved that there exists a factor M such that every finite index subfactor N that is irreducible (N ′ ∩ M = CI) is equal to M [?]. Since singular subfactors are in particular irreducible, this shows that there exist factors with no proper finite index singular subfactors. On the other hand, Popa has shown in [13] that there always exist singular masas in separable II 1 factors. The proper analog of the question for masas, then, is to ask whether there always exist infinite index hyperfinite singular or α-strongly singular subfactors of any separable II 1 factor.
An example in the hyperfinite II 1 factor of an infinite index subfactor with the WAHP was provided in [17] . In [12] , Popa remarks that by results from [11] , every separable II 1 factor has a semi-regular masa that is contained in some (necessarily irreducible) hyperfinite subfactor, and so by Zorn's Lemma has an irreducible maximal hyperfinite subfactor. Such an object is then a maximal hyperfinite subalgebra of M, and as Popa observes, any maximal hyperfinite algebra is singular [12] . Therefore, any separable II 1 factor has an infinite index hyperfinite singular subfactor. Maximal hyperfinite subfactors in any II 1 factor were first exhibited in [4] . Whether there exist strongly singular hyperfinite subfactors or hyperfinite subfactors with the WAHP in any II 1 factor remains an open question.
