The purpose of this article is the analysis and the development of Eulerian multi-fluid models to describe the evolution of the mass density of evaporating liquid sprays. First, the classical multi-fluid model developed in [Laurent and Massot, Combust. Theor. Model. 5 (2001) 537-572] is analyzed in the framework of an unsteady configuration without dynamical nor heating effects, where the evaporation process is isolated, since it is a key issue. The classical multi-fluid method consists then in a discretization of the droplet size variable into cells called sections. This analysis provides a justification of the "right" choice for this discretization to obtain a first order accurate and monotone scheme, with no restrictive CFL condition. This result leads to the development of a class of methods of arbitrary high order accuracy through the use of moments on the droplet surface in each section and a Godunov type method. Moreover, an extension of the two moments method is proposed which preserves the positivity and limits the total variation. Numerical results of the multi-fluid methods are compared to examine their capability to accurately describe the mass density in the spray with a small number of variables. This is shown to be a key point for the use of such methods in realistic flow configurations.
Introduction
In many industrial combustion applications such as Diesel engines, fuel is stored in condensed form and injected as a spray (spray is understood as a dispersed phase of liquid fuel droplets, i.e. where the liquid volume fraction is much smaller than one) carried by a gaseous flow. Two phase effects and more specifically the polydisperse character of the droplet size distribution can significantly influence flame structures, even in the case of relatively thin sprays [21] . The key point is then to precisely determine the amount of mass transferred from the liquid phase into the gaseous stream through the evaporation process.
Spray models have a common basis at what can be called the "kinetic level" under the form of a probability density function [4, 7, 15, [27] [28] [29] . So, assuming that the spray is constituted of spherical droplets characterized only by one geometry parameter φ, one velocity u l and one temperature T l , at low Weber number, the spray is characterized by a distribution function f φ (t, x, φ, u l , T l ), so that f φ dx dφ du l dT l is the probable number of droplets at time t, in the phase space elementary volume dx dφ du l dT l around the point (x, φ, u l , T l ).
where V (φ) is the non-dimensional volume corresponding to φ (in the same way, let S(φ) and R(φ) denote the non-dimensional surface and radius corresponding to φ). It is also useful to introduce additional high order methods of moment type: a few surface moments (instead of one moment for the classical multi-fluid method) to describe the spray in each section. Compared to the classical multi-fluid method which only uses a single moment, a better approximation of the distribution in each section can be constructed by the use of polynomial functions which preserve the values of the moments and can be interpreted as the ones obtained with the least square method. The mass densities are then evaluated from this approximation. We first evaluate the order of accuracy of the different schemes in the case where the number of section tends to infinity. We next investigate the ability of the two or three moments, to describe the evolution of the mass density on a coarse discretization.
This article is organized as follows. First, the classical multi-fluid method is analyzed: the scheme is given for our particular case and for a general discretization type; results of convergence are proved and, in the case of an explicit Euler scheme for the time discretization, the corresponding CFL conditions for stability and positivity of the droplet mass densities are provided. Higher order multi-fluid methods are introduced in a second step. Their consistency is proved and a condition for their stability is provided for the two and three moments cases. The particular case of the two moments method is examined, and an extension is proposed which preserves the positivity. Finally, these methods are numerically compared with a classical MUSCL method [26] for three types of initial distributions f 0 : one regular, one singular and one regular but with a high Lipschitz constant. The computational efficiency is evaluated for a high level of refinement and shown to agree with the numerical analysis. Efficiency for really coarse discretizations is also examined, which will be a key point for the use of such methods in realistic configurations.
Numerical analysis of the classical Eulerian multi-fluid approach
The purpose of this section is the numerical analysis of the classical multi-fluid method, developed in [15] , in the particular configuration described above. This method consists in a discretization of the droplet size variable in sections and provides a direct approximation of droplet mass density in each section.
The corresponding scheme is first detailed in the case where the initial distribution function has a compact support; the parameter characterizing the discretization are defined; a synthesis of convergence results as well as a discussion of the 'good way' to discretize the phase space are provided. The proof of these results are then set out: the global and local orders of the semi-discretized scheme and, in the case of an explicit Euler scheme for the time discretization, the conditions in the discretization step for stability and positivity of the scheme. Finally, an extension of the method is given for the case where the support of f 0 is not compact, as suggested in [17] .
A synthesis of the numerical analysis for the classical multi-fluid method

Presentation of the method
The classical multi-fluid approach can be seen as an upwind finite volume discretization of the equation on the mass distribution f φ V = V (φ)f φ . This equation is obtained by multiplying (1.2) by the derivative of the droplet surface S (φ) = dS/ dφ to obtain an equation on f φ and by the droplet volume V (φ):
We can remark that, if φ is a power function of the non-dimensional droplet radius (φ is usually the droplet radius, surface or volume), then a singularity around φ = 0 appears in the second term which can then be written:
. For this reason, the classical finite volume methods cannot be used to integrate this equation and a specific method, the classical multi-fluid method, was developed.
Let us assume that f 0 (S), and then f φ (0, φ), has a compact support: [0, 1] for the non-dimensional variables. Let us then introduce the discretization 0 = φ 0 < φ 1 < · · · < φ N = 1 of this support. The classical multi-fluid approach gives an approximationm i (t) of the mass density m i (t) = φi φi−1 V (φ)f φ (t, φ) dφ in the section i by the scheme [15] :
The term M imi represents the mass flux between the section i and the gas; the term F imi represents the mass flux between the section i and the section i − 1. These coefficients M i and F i are determined by a preliminary choice of the profile κ φ i of the distribution in each section: the function f φ (t, φ) is approximated by f a (t, φ) = κ φ i (φ)m i (t) for each φ ∈ [φ i−1 , φ i [. We then have for i ∈ {1, . . . , N}:
and F N +1 = 0. Due to the use of them i (t) in the approximated function f a , the κ φ i are such that:
One then has to specify the discretization and the choice of the distribution profiles κ φ i in each section. It is natural to choose κ φ i as a constant function, but for a suitable variable φ. Since κ R i dR = κ S i dS = κ φ i dφ, the choice of φ is important, as emphasized in [3] and also in [15] and, thanks to simulations, an optimization of the choice of the profiles and the discretization in [17] in the case of a small number of sections and for experimental distribution functions. Here, the numerical analysis will be used to conclude on the asymptotic efficiency of the choice of profiles and discretization. It is convenient to focus on the general case φ = R β with β > 0, so that the non-dimensional surface and volume of the droplets are S(φ) = φ 2/β and V (φ) = φ 3/β . Moreover, a uniform discretization for a variable of the general form R α , with α > 0 is chosen:
The constants κ φ i and the coefficients F i and M i are then, for i ∈ {1, . . . , N}:
The time discretization t k = k∆t is finally introduced, with ∆t > 0 and k ∈ N. The explicit Euler scheme corresponding to (2.2) provides an approximationm k
Results with the more general θ-schemes for the time discretization are given in [13] . However, the influence of the parameter θ on the CFL-like stability condition is a classical result which is not essential in this study and is then not detailed here.
Synthesis of the results
In the general case described above, some results will be proved depending on the value of α and β and then on the type of discretization. They first concern the semi-discretized scheme (2.2) for which consistency and convergence conditions on α and β are presented. Then, the time discretization leads to the introduction of some CFL conditions depending on α, so that the scheme is stable and the variables remain positive. These results allow to emphasize "optimal" choices for the discretization.
To evaluate the order of the semi-discretized scheme (2.2), the local truncation errors γ i are introduced:
5)
where m i is the exact mass density of the section. As usual, the consistency of the scheme is proved in a "regular case", thanks to an expansion. It could seems natural that this regularity concerns the functions f φ , as in [13] . However, a remark in this article has already emphasized that this regularity of f φ cannot be ensured from initial conditions for every choice of φ. Indeed, the exact solution of equation (1.2) gives the following function f φ :
In term of the initial distribution f φ (0, .), it can be written:
). This shows that for β > 2, a singularity appears, at φ = 0 and for t > 0, even if the initial distribution is regular. Here, an assumption independent of β is chosen: f 0 is supposed regular. Thus, results differ a little from those in [13] . The first one is the following local order theorem. Moreover, for these cases, the convergence of the variablesm i can be proved, with a second order accuracy, which induces a first order accuracy for the total mass density m i .
Corollary 2.2.
Let assume that f 0 (S) is a C 3 function for S ∈ R + . For β = 2 and α ≤ 3/2 or for β = 2 and α ≤ 5/2, the semi-discretized scheme (2.2) is convergent. Moreover, the variablesm i are then second order accurate: there exists a constant C such that, for all i ∈ {1, . . . , N} and t ≥ 0,
Since we are interested in the total mass density of the spray, that is to say, the 1 norm of the m i , we evaluate the global order of the method through the global truncation error: γ(t) = i |γ i (t)|. In the proof of Theorem 2.1, a difference of the order on the local truncation errors appears between different sections. Compensations can happen so that there is not a second local order accuracy for all the sections, but a global first order accuracy is obtained. Cases of first order accuracy are thus given in the next theorem. Moreover, an asymptotically "optimal" estimate is given for the global truncation error in this theorem. Theorem 2.3. Let f 0 (S) be a C 3 function for S ∈ R + . The global truncation error γ(t) is then such that:
• for β = 2 and α > 3,
. Thus, for the last two cases, the semi-discretized scheme (2.2) is first order accurate. More precisely, a bound of the global truncation error is then given by:
where the constant K 0 is equal to 1 if α < 3 and is positive otherwise. The constant K 1 is equal to 0 if α ≤ 3 and β = 7 − α, is equal to 1 if α < 5 and β = 7 − α and is bigger than 3 if α = 5 and β = 2. Moreover, the coefficients before each norm are asymptotically "optimal" in this estimate.
The loss of accuracy for the large value of α has to be related with the singularity around φ = 0 observed in equation (2.1). Indeed, when α increases whereas the number N of sections is constant, the discretization becomes coarser around this singularity.
Finally, the completely discretized scheme (2.4) has to be studied. Its consistency with a first order accuracy comes from previous estimates. We determine a type of CFL condition for its stability, and thus its convergence, and another one to ensure the positivity of the droplet mass densitiesm k i : Theorem 2.4. A CFL condition for the stability of the scheme (2.4) is of the type ∆t ∆Ψ 2/α ≤ C if α < 2 and ∆t ∆Ψ ≤ C otherwise, where C is a constant. Moreover, the scheme (2.4) ensures the positivity of them k i , for any positive initial conditions m 0 i , if and only if a condition of the same type holds. The value of the constant is given by Theorems 2.7 and 2.9 coupled to the Lemma 2.6. It proves that CFL like conditions for the stability and the positivity of the scheme are less restrictive for α ≥ 2. For example, let us compare the standard case α = β = 1 (∆Ψ = ∆R) and the case α = β = 2 (∆Ψ = ∆S). It can be proved that the conditions of Theorem 2.7 are fulfilled in both cases (because the function λ of Lemma 2.6 is a decreasing function). The stability condition is, for both cases: Table 1 . Synthesis of the convergence results for the classical multi-fluid method.
The positivity conditions are of the same type as for the stability. So, the CFL conditions are more restrictive in the first case than in the second. The CFL conditions for the positivity lead to a monotone scheme for the approximation of the distribution function. It is thus very robust but it is at most first order accurate [11] .
The main results are gathered in Table 1 and in the "optimal" estimate (2.7). In order to have a first global order accuracy, but also a second local order accuracy (and convergence) and no restrictive CFL like condition, we have to impose β = 2 and α ∈ [2, 2.5]. This value of β cancels the coefficient in front of f 0 ∞ in estimate (2.7) and then in the numerical diffusion. The other coefficients in this bound are decreasing for α ∈ [2, 2.5] but they lose less than 1/4 of their values. So, the "optimal" case (best compromise between precision, stability and positivity) is obtained for α ∈ [2, 2.5] and β = 2. This result, concerning β, is rather natural since the evolution equation for f φ is a pure advection equation with constant coefficients if and only if β = 2. Since α = 2 has more physical sense, we choose a discretization uniform in surface with, as approximated distribution, a constant function of the surface in each section. For this case, the CFL like condition for the stability and for the positivity are respectively: ∆t ∆S ≤ 4 5 and ∆t ∆S ≤ 2 5 .
Proof for the order and the convergence of the semi-discretized scheme
As usual, to determine the order of the method, the truncation error has to be evaluated through an expansion of an assumed regular function: f 0 . To this purpose, let us begin by expressing the local truncation errors γ i defined by (2.5) with the function f 0 . The term ∂ t m i is given by an integration of equation (2.1) on the section i:
Let us introduce the difference h i (t, φ) between the real distribution f φ (t, φ) and the approximated distribution m i (t)κ φ i (φ). Because of the expressions (2.3) of κ φ i and (2.6) of f φ , the function h i is written:
Introducing the equation (2.9) in the expression (2.5) of γ i , we finally obtain: 11) where h N +1 = 0. Inverting the integrals, the last term of this expression can be written:
φi
where the function d i is defined by:
and where v j i = i (3+2j)/α g j 1 i for j = 0, 1, 2, 3 and the g j (x) are defined for x ∈]0, 1] by:
Developments in the neighborhood of x = 0 of these functions yield:
The expression (2.12), with (2.13), allows us to determine the global and local orders of the scheme.
Proof of Theorem 2.1: local order
The expression (2.12) of the local truncation error can be easily bounded by:
and where v j k = k (3+2j)/α g j 1 k for j = 0, 1, 2, 3. It has also be shown, with the developments (2.14-2.16), that g 0 (x)/x 2 , g 1 (x)/x 2 , g 2 (x)/x 2 and g 3 (x)/x 3 have some finite limit when x tends to 0. Moreover, they are continuous for x ∈]0, 1]. They are then bounded by some constants C j for j = 1, 2, 3 or |β − 2|C 0 for j = 0. For γ k , this leads to:
Finally, N −λ/α k λ/α−i has the following upper bound: 1/N i if λ/α ≥ i and N −λ/α if λ/α < i. This proves that the scheme is locally second order accurate in ∆Ψ if β = 2 and α ≤ 3/2 or if β = 2 and α ≤ 5/2. Otherwise, the expression (2.12) shows that, if β = 2, then γ 1 (t) behaves as N −3/α and if β = 2, then γ 1 (t) behaves as N −5/α . Then, this local truncation error cannot be second order accurate. Remark 2.5. However, the local truncation error γ N (t) is second order accurate even if the preceding conditions on α and β are not satisfied. This shows that the local truncation errors have not the same order of accuracy.
The convergence of the semi-discretized scheme (2.2) can then be proved, with the same assumptions.
Proof of Corollary 2.2: convergence
There exists a unique solution C 1 on R + of the equations (2.2) and it is easy to show that the obtainedm i (t) are positive and tends to 0 when t tends to infinity. Theorem 2.1 proves that the semi-discretized scheme is locally second order accurate: |γ i (t)| ≤ K (∆Ψ) 2 . Let us note e i (t) = m i (t) −m i (t) the local error on the mass density. This quantity satisfies the following equation:
Moreover, the limits of the C 1 function e i (t) when t tends to 0 or infinity are 0. So, |e i (t)| admits a maximal value, attained at a point t 0 :
Then, because of the inequality on γ i :
Let us now prove that u N i is bounded. This term can be written:
The factors are smaller than one: it is easy to prove in the case β ≤ 2 since (3 + β)/α ≤ 1 and, in the case β > 2, it is maximum for p = +∞. Then:
The terms of the sum are equivalent to 2 α k 2/α−1 when k tends to infinity and form a diverging series. The upper bound of u N i then tends to 1 when N tends to infinity and u N i is then bounded for all i ∈ N and N ∈ N. This completes the proof of the corollary.
Proof of Theorem 2.3: global order
Remark 2.5 suggests that some compensations can happen between the local errors so that the scheme can be first order accurate without being locally second order accurate for all the sections. Moreover, we want here to give an "optimal" estimate of the global error.
Thanks to (2.12), with (2.13), the global error is given by:
We then have to evaluate each sum N −(3+2j)/α N k=1 |v j k | and find an equivalent when N tends to infinity. Thanks to the development (2.14) 
Consequently, when N tends to infinity,
Then, if β = 7 − α and when N tends to infinity:
. Moreover, in the case α = 5 and β = 2, |v 1 k | is a converging series and
The development (2.16) of the function g 3 (x) close to x = 0 shows that |v 3 k | is equivalent to 12 α 3 k 9 α −3 . Then,
. Gathering the previous results, we obtain the order of the method given in the Theorem. Moreover, in the case of the first order accuracy (i.e. β = 2 and α ≤ 3 or β = 2 and α ≤ 5), a bound of the global truncation error can be written:
In this bound, the coefficients before each norm are asymptotically "optimal" in the sense that for each of them, one can find C 3 functions f 0 such that the equality is reached. With the previous results, this bound can be written as in (2.7).
Full-discretized scheme: proof for stability and positivity
We determine a type of CFL condition for the stability of the scheme (2.4) and another one to ensure the positivity of the droplet mass densitiesm k i . Before that, we need a property on the coefficients M i + F i and more precisely on
Lemma 2.6. Coefficients -The coefficients F i + M i are positive and their maximum value is such that:
Proof. It is first convenient to give another expression of the coefficients:
The function λ(t) is equivalent to α β+1 β+3 t 1−2/α when t tends to +∞. If α > 2, λ(t) tends then to +∞ when t tends to +∞. So, if N is big enough, then λ(i − 1) is maximal for i = N and M = F N + M N is equivalent to N when N tends to +∞. It shows the third point of the lemma because ∆Ψ = 1/N .
If α < 2 then λ(t) is a continuous function for t ∈ R + and tends to 0 when t tends to +∞. It is then bounded and M varies like (∆Ψ) −2/α . If α = 2, let us proceed with the following change of variables: For all y ∈ [0, 1[, we have y (3+β)/2 ≤ y. So, for β ≤ 2 we have µ(y) ≤ 3 + (β − 2)y (1+β)/2 ≤ 3 = µ(0) and µ(y) admits a maximum value at y = 0.
For β > 2:
and the derivative of ϕ is positive. So ϕ(y) is smaller than ϕ(1) = 3 for y ∈ [0, 1[ and µ(y) admits a maximum value in y = 0 because of (2.19). It proves the second point of the lemma.
One may now give a stability result for the scheme (2.4):
Proof. To show this result, we introduce the matrix C of the scheme (2.4):
This matrix is upper triangular and its diagonal terms are:
Then C is diagonalizable, its eigenvalues being the c ii . So, the scheme is stable if and only if, for all i ∈ {1, . . . , N}, we have |c ii | ≤ 1. This proves the theorem.
Remark 2.8.
The assumption that the M i + F i are pairwise distinct can be avoided but, in this case, the inequality induced for M has to be strict. Indeed, the matrix C is then no more diagonalizable but a sufficient condition for stability is that its spectral radius is smaller than one, as explained in Section 3.1.5.
The shape of the scheme (2.4) leads straight to the following theorem: Lemma 2.6 and Theorems 2.7 and 2.9 allows us to determine CFL conditions for stability and positivity for all values of α and β. In particular, in the case α < 2: M = O(∆Ψ −2/α ). So the CFL conditions are of the following type: ∆t/∆Ψ 2/α smaller than a constant. These results are gathered in Theorem 2.4. It shows that the CFL condition is then more restrictive for α < 2 than in the case α ≥ 2.
Exponentially decreasing distribution function at infinity
In previous sections, we assumed that the distribution function had a compact support in R + . The practical cases satisfy at least approximately this property. It is not interesting to use a refined discretization in the tail of the distribution, where the mass density is small. Moreover, in some experiments [17] , the tail of the distribution was shown to decrease exponentially as a function of the droplet surface. This property was used with the classical multi-fluid method: the profile of the last section was chosen to be also exponentially decreasing, allowing to reduce the number of sections [17] and also to completely cover R + with sections, an important aspect to be able to account for droplet coalescence [16] . Indeed, this profile is compatible with the classical multi-fluid method because it is preserved in the purely evaporating case, as can be shown as follows. Assume that f 0 (S) is proportional to an exponential
where b and λ are two positive constants and where the value 1 is obtained through the choice of the nondimensional surface S. Then, the exact solution of the equation
, indicating that f S is still proportional to the same exponential. This type of profile is also used in [6] in a revisited multi-fluid approach, where the distribution is chosen to be exponential in each section, the parameters of this exponential being deduced from the mass density and also the number density of the droplets in each section.
The purpose of the following analysis is to show that, at least when the initial distribution tail is exponentially decreasing, the use of such a profile for the last section induces a convergent scheme. One assumes that the initial distribution function f 0 (S) is C 3 for S ∈ R + and satisfy the assumption (2.20) . Then, as in [17] , only one section is used to describe this distribution tail, the profile of the approximated distribution in this section being exponentially decreasing as a function of the surface, with the same coefficient λ. Compared with previous formulations, we only have to add a (N + 1)th section [S N , +∞[ (with S N = 1) and the profile κ S N +1 of the distribution function in this section is chosen such that:
One may first remark that this last section has no influence on the order of the method. Indeed, the difference
between the real distribution and the approximated distribution is equal to zero for S ≥ 1. Furthermore, the parameter γ N +1 used to evaluate the local error for the last section and defined by (2.5) is still given by equation (2.11), for i = N + 1. This parameter is then equal to zero: γ N +1 = 0. Moreover, the influence of the addition of the last section on the local order for the other sections can be seen as the addition in γ N and then in γ of a term:
This term corresponds to the difference between the real distribution and an approximated distribution constant as a function of Ψ, in a section [φ N , φ N +1 ]. It is a first order term in ∆Ψ and then, the global order remains unchanged, like the local order of all sections except that of the N th section. The CFL conditions for the stability and the positivity are still given by Theorems 2.7 and 2.9. Let us then evaluate the coefficient
Thus, for sufficiently small ∆Ψ, the coefficient M is still controlled by the M i + F i for i ≤ N because these coefficients are O((∆Ψ) −1 ) or O((∆Ψ) −2/α ) according to Lemma 2.6. The CFL conditions are therefore unchanged.
Conclusion
The classical multi-fluid method is then proved to be first order accurate under some compatibility assumption on the discretization. The study of the completely discretized scheme, using an explicit Euler scheme for time discretization, indicates that it is stable and also monotone and thus TVD (Total Variation Diminishing) in terms of the approximation of the distribution function. However, the main drawback of this method is its large numerical diffusion and its low convergence rate. This becomes critical when one wishes to reduce the computational cost, and hence, the number of sections and also when the initial distribution is not smooth. The necessity to develop higher order methods is then clearly identified.
Higher order methods
Several strategies can be developed in order to increase the order of a numerical method to predict the evolution of the mass density of a spray. However, this has to be done in the perspective of a generalization to more complex cases including particularly the dynamic of the droplets. Since the behavior of the droplets is very dependent of their size (for example, the drag force F in Eq. (1.1) varies like 1/S), it seems important to discretize the phase space corresponding to the droplet size variable, and thus develop other multi-fluid methods.
Their accuracy may be increased by improving the distribution function approximation in each section. One way to do this is to use more than one moment (the mass density for the classical multi-fluid method) to describe each section. Several strategies can be followed. For example, in [6] , the mass and the number density are used and the approximated distribution function is exponentially decreasing.
We here choose to use m moments in the droplet surface. This has the following advantages. First, the variable S is the most natural to use for some Godunov type scheme and leads to simpler numerical scheme because the transport equation is an advection equation with constant velocity when written with this variable. Second, the classical multi-fluid method is more accurate if the S variable is used for discretization. Finally, in the general case of equation (1.1), the drag force F is proportional to 1/S, and use of moments in S can simplify the closure of the global system. With these moments, an approximate polynomial distribution function is constructed in each section. This polynomial, with a degree smaller than m − 1, can be interpreted as the approximation of the distribution by the least square method.
In this section, a detailed presentation of the method is given in the general case where m moments are considered in each section. A preliminary result is derived. The order of accuracy of the mass density is analyzed in a second step (Thm. 3.4). The order of consistency of the method for the calculation of the moments (Thm. 3.5) are proved to be equal to the number m of moments used in each section. A stability condition is given and verified in the particular cases m = 2 and m = 3 (Thm. 3.6). But this method is neither positive nor TVD. In the particular case where 2 moments are used in each section, a modification of the method is proposed, so that it becomes positive. A condition to locate and deal with discontinuities is also proposed. This acts like a slope limiter condition and limits the increase of the total variation.
m moments method
Equation (1.2) is now discretized as follows. The phase space corresponding to the droplet surface is divided in N sections: for i ∈ {1, . . . , N} let note S i = i∆S (with ∆S = 1/N ). It is convenient to use the mid points S i−1/2 = (i − 1/2)∆S. Likewise, a time discretization is introduced: t k = k∆t, where k is a positive integer.
Here, we only used the distribution function f S as a function of the surface and of the discrete time t k . To simplify the notations, let f k (S) = f S (t k , S).
A finite volume kinetic scheme will be defined to yield an approximation of the moments:
It can be view like a three steps method. The first step is a reconstruction f k a of the distribution function from the approximated moments nS α i k at time t k . This function is chosen such that, for each i ∈ {1, . . . , N}, f k a | [Si−1,Si[ is a polynomial function with a degree less or equal to m − 1 and for which the moments are given by the nS α
The second step is the transport of this function, by solving the following problem:
Finally, a projection step provides the nS α i k+1 by taking the moments along the variable S of the functionf (t k+1 , S). Since this function is equal to f k a (S + ∆t), the scheme is described by the following equations, for i ∈ {1, . . . , N} and α ∈ {0, . . . , m − 1}:
where the fluxes F α,k i are defined by:
The droplet mass densities in each section are not directly evaluated by the scheme but the approximated distribution function is used for that:m 
Approximated distribution function
We first check the existence and the uniqueness of such a function f k a . For that, we introduce basis of the set R m−1 [X] of polynomials with a degree of m − 1 or less. The restriction of f k a to each section is expressed with the help of one of these basis. To build them, bijections are used, as defined in the following proposition, which is a classical result of linear algebra. where the exponent t denotes the transpose, are invertible linear applications.
This shows the existence and uniqueness of the function f k a since each function ϕ Si−1,Si is invertible. Two basis of R m−1 [X] are then introduced by defining:
where (e 1 , . . . , e m ) is the natural basis vector of R m so that the moments of these polynomial are:
where δ j,l is equal to 1 if j = l and 0 in the other case. The basis (P whereas the basis (R 0 , . . . , R m−1 ) is independent of the discretization and will be used to evaluate the accuracy of the scheme.
The function f k a is then given by:
The fluxes can be written as: 11) and the scheme becomes:
Preliminary result
In order to estimate the order of the method, we need to evaluate the error made by the reconstruction of a regular function from its moments. So that the bounds are independent of the sections, the interval [−1, 1] and the basis (R 0 , . . . , R m−1 ) of R m−1 [X] defined by (3.8) are used. The difference, at a point y ∈ [−1, 1], between a function h and its reconstruction by a polynomial function having the same m first moments can be written:
We then have the following estimate of this difference. 
Proof. The Taylor-Lagrange formula, at the order m, between 0 and y, may be used to give the following expression of h: h = Q + , where Q is a polynomial with a degree m − 1 at most and where is such that, for y ∈ [−1, 1]:
We then express ψ in terms of . For that, let us expand the polynomial Q on the R j basis:
Inserting this in the expression of D(z → h(z), y):
Using the definition of the R j given by (3.9), we can write:
We then obtain, with (3.15), the estimate of D(z → h(z), y) given in the lemma.
This result is essential to determine the order for the evaluation of the droplet mass density by using the reconstructed distribution function.
Calculation of the mass
An approximationm i of the droplet mass density m i in the section i is given by:
If the values of the moments are exact, then the error made with the preceding formula is given by:
that is to say:
One may now determine the order of ζ k i as a function of ∆S: Theorem 3.4. If f 0 (S) is a C m function for S ∈ R + , then ζ k i = O ∆S m+1 . Proof. We first derive an expression of the g k i and apply Lemma 3.3 in a second step. It is easy to see that the m first moments of g k i (S) on [S i−1 , S i ] are equal to zero. So, the m first moments of the function g k i
, as a polynomial function of y, can be expanded on the R j basis:
and the g k i can then be written:
where R is defined by (3.14) . The ζ k i are given, as a function of the g k i by (3.18) . The result of the theorem is then obtained:
(3.20)
Order of the method
The order of the method providing the moments nS α i may now be determined. We introduce the local truncation errors for the scheme (3.12), for α ∈ {0, . . . , m − 1} and i ∈ {0, . . . , N}:
Using the definition (3.1) given for the nS α i k and the transport equation for f , we obtain:
and then: In the case where the distribution is regular, the following consistency property holds:
Proof. We want to introduce a C 1 function h α,k (s), such that the local truncation error can be written
In the proof of the preceding proposition, we gave the expression (3.19) of g k i (S). Replacing it in the second term of the expression between brackets in equation (3.22) and using a change of variables, we obtain:
Let ν = ∆t/∆S represent the constant ratio between the two discretization steps. A function h α,k satisfying the previous property can then be given by:
The α,k i , given above can be written:
Applying Lemma 3.3 twice, we obtain upper bounds for terms between brackets. This yields an upper bound of | α,k i |, using the notations introduced in equation (3.14):
and the proposition is proved.
So, in the case of a regular function f 0 , the method is mth order consistent.
Stability
Stability is defined in this analysis in the sense of Lax and Richtmyer (see for example [18] ). Then, if H ∆t is the N m × N m matrix of the numerical method for a fixed ratio ν = ∆t/∆S of the discretization steps, the method is stable if and only if for each time T , there is a constant C and a value j > 0 such that
A sufficient condition to have this inequality is that the spectral radius of the matrix H ∆t be smaller than one since, for a matrix M and a induced norm N , the spectral radius of M is such that: ρ(M ) = lim j→∞ N (M j ) 1/j .
Here, a variable change can be made to simplify the shape of the scheme matrix. Let δ α n i k denote the quantity:
The approximated function f k a can be written, with these new variables:
The scheme for the new variables is written:
) t the vector of unknown variables. This vector is such that X k+1 = H ∆t X k where:
Then, a sufficient stability condition is ρ(A) < 1. Here, stability will not be proved in the general case. Only the two particular cases m = 2 and m = 3 which will be used later are considered:
Theorem 3.6. For ν ∈ [0, 1], the scheme (3.12) corresponding to m = 2 or m = 3 is stable.
Proof. As shown above, we just have to check that ρ(A) < 1 in each case. In the case m = 2, the polynomials R 0 and R 1 are:
and the matrix A is:
In the case m = 3, the polynomials R 0 , R 1 and R 2 are:
The matrix A is here:
The modulus of all the eigenvalues of the matrix A corresponding for both cases are plotted in Figure 1 , as a function of the ratio ν. These quantities are all less unity thus concluding the proof. This last result, combined with the consistency Theorem, proves that the method is mth order accurate, at least for m = 2 and m = 3. However, the polynomial functions used to reconstruct the distribution function are not necessarily positive as soon as m ≥ 2. This could yield negative mass densities. To analyze this point, we examine the special case of the 2 moments method. 
2 moments method
The purpose of this section is to examine the 2 moments method, giving an expression of the approximated distribution function, the fluxes and the mass densities, and to determine positivity conditions.
Numerical scheme for the 2 moments method
The approximated distribution function defined in the preceding subsection and given by (3.25) is here of the form:
where the parameterδ k i characterizes the distance between the averaged surface nS i k / n i k in the section [S i−1 , S i [ and the mid point S i−1/2 of this section:
This parameter can be related to the variable δn i k defined by (3.24): δn i k =δ k i n i k . It is assumed that if n i k = 0, then δn i k = 0 and we then chooseδ k i = 0. The numerical scheme can then be written:
and with the ratio ν = ∆t/∆S.
The mass density is given by:
Positivity
Assuming that the moments n i k and nS i k are non negative, the non negativity of the mass densitym k i and of the moments n i k+1 and nS i k+1
is ensured if f k a is a non negative function. The expression (3.27) of this function proves that the following condition is needed:δ k i ∈ [−1/3, 1/3], where the parameterδ k i is defined by (3.28). We determine a sufficient condition so that this property can be ensured at least for the exact solution. Let us then assume that n i k and nS i k are the moments of the exact solution f k (S) = f 0 (S + t k ). In this case,δ k i is given by:
It is then easy to see thatδ k i ∈] − 1, 1[. A Taylor expansion of f k around S i−1/2 proves thatδ k i behaves as
The following proposition gives a more precise estimate and a sufficient condition to obtainδ k i ∈ [−1/3, 1/3]. Proposition 3.9. If f 0 is a positive C 1 function over R + and if there exists a positive constant K such that:
then, for 3K∆S ≤ 2, the following inequality holds: 
If g is the null function over [−1, 1], then the inequality (3.31) is immediate. In the other case,
Si
Si−1 f k (S) dS differs from zero and we can define:
An integration by parts and then, a use of the Rolle Theorem gives:
where c is a value in the interval ] − 1, 1[. The preceding inequality (3.32) is then applied:
and the proposition is proved. In particular, f 0 cannot vanish. For a function with a compact support, condition (3.31) cannot be satisfied, even for a refined discretization, so that the reconstructed function f k a can have negative values in sections where f k is small.
Since the positivity condition cannot always be satisfied we introduce a modified scheme that has this property.
The modified 2 moments method
The solution proposed in this section is to use another profile for the distribution function: a function which is affine in two parts [S 
This function is plotted in Figure 2 . The total variation of f k a in the section is not artificially increased, we impose that this function is monotonic over each section [S i−1 , S i [ (increasing ifδ k i is positive and decreasing in the other case). For that, the values of β i − α i , β i − β i and α i − β i are chosen proportional toδ k iñ k i , with a non-negative constant of proportionality. Four parameters are then introduced:
Then ζ i /∆S represents the value of the midpoint of the discontinuity at S = S i−1 + a i ∆S/2, µ iδ k iñ k i /∆S is the value of this discontinuity and the coefficients are chosen such that, for λ i = λ i = µ i = 0, the affine case is recovered.
In order that the conditions (3.2) are fulfilled, the parameters ζ i and µ i have the following values:
α i , β i , β i and α i can be written, in terms of the three parameters a i , λ i , λ i :
In this section, the obtained scheme is first described as a function of the parameter a i , λ i and λ i . Second, we examine conditions on these parameters that ensure the second order consistency of the scheme (Prop. 3.10) and its stability (Prop. 3.11). A reconstruction algorithm is then given together with the choice for the remaining parameters and then for the approximated distribution function so that stability and positivity conditions are satisfied and the condition for the second order is verified as often as possible. Finally, a special reconstruction is devised for the discontinuous case: a regularity condition is given which can be interpreted as a slope limiter and the approximated distribution function is then a step function in the concerned section. This last improvement is done in order to limit the total variation of the function.
Scheme for the modified 2 moments method
The scheme is still given by (3.29) where for if ν ≤ 1+ai 2 (i.e. S i−1 + ∆t ≤ S i− 1 2 + a i ∆S 2 ), the fluxes are such that:
and the mass densities are:
where the functions C and K are defined by:
Order of the method
Since the approximated distribution function f k a is not necessarily affine in each section, the scheme will not necessarily provide a second order accurate approximation of the distribution function for a L ∞ norm, assuming that the moments are exact. However, we are only interested in some moments of this function. And then, to ensure second order accuracy, some additional conditions are needed in a regular case. 
In this case, the scheme is then second order consistent.
Proof. As f 0 , f k is a C 3 function over R + and some Taylor expansions yield the following expressions for the local truncation errors 0,k i and 1,k i :
where p i is defined by:
Then the global second order of the scheme is ensured if the parameters p i are equal to zero and if all the λ i are the same, concluding the proof.
Stability
To prove the stability, a change of variables was introduced in Section 3.1.5. The scheme can then be written:
with, if p i is defined by (3.35),
We just have to evaluate the spectral radius of A i to give a sufficient stability condition. Proof. The spectral radius of A i is smaller than one if and only if the two following conditions are fulfilled: det(A i ) < 1 and | tr (A i )| < 1 + det(A i ). This can be proved, considering that tr (A i ) and det(A i ) are two real number respectively representing the sum and the product of the two eigenvalues of A i . Since
it is easy to show that the previous conditions are satisfied for p i = 0 and λ i ≤ 7.
Reconstruction algorithm
As a consequence of Propositions 3.10 and 3.11, to ensure the third local order of convergence, the values of the parameters α i , β i , α i , β i , µ i and λ i have to be:
where λ i have to be independent of i and smaller than 7. One wishes that the function f k a be non negative and then that the parameters α i , α i , and µ i are non negative and that λ i and λ i are greater than −1. Finally, one also wishes to be as close as possible to the linear case in each section. That would impose that |λ i | would be as small as possible. A change of the value of λ i between two neighboring sections reduces to 2 the local order of the method, but it has not a lot of influence on the global order if it only concerns a few sections or if the amplitude of its changes is small.
We now describe the reconstruction algorithm that allows to preserve the positivity and, as often as possible, the third local order:
• For |δ k i | ≤ 1 3 , the reconstruction is linear:
, the smallest possible value for |λ i | is chosen (it corresponds to α i = 0):
and a i is chosen to minimize the total variation in the section:
if ν > 1/3, the smallest value for |λ i | is obtained for α i = β i = 0:
In the other cases, the previous conditions for the third local order accuracy are not compatible with the positivity. We choose the following functions:
, we take α i = β i = 0 and
choosing the case which gives the value of α i which is the closest to the average (ñ k i+1 +ñ k i )/2.
choosing the case which gives the value of α i which is the closest to the average (ñ k i−1 +ñ k i )/2. With Proposition 3.9, we show that for a regular distribution and a sufficiently refined discretization, the first case (|δ k i | ≤ 1/3) is the most common, except for the sections corresponding to the small values of the distribution. The discontinuous case requires a special treatment described below.
The discontinuous case
The numerical analysis is only valid for regular functions and it is well-known that, if no precaution is taken with high order method, some oscillations (called the Gibbs phenomena in spectral methods) happen around discontinuities of the distribution function. To avoid that, the MUSCL scheme, for example, uses a slope limiter, which imposes that the scheme is TVD, losing its second order accuracy around discontinuities and extrema. An similar strategy for the scheme developed here could be to replace the affine or bi-affine approximated distribution function by a constant function in some sections. But the information on the droplet surface moment would then be lost. Moreover, it seems not necessary that the scheme is TVD for our method, since we only want to have a good estimation of the mass density, that is to say of the moment of order 3/2 of the approximated distribution function. However, it is important to limit the total variation to avoid too high oscillations and thus a loss of accuracy.
Since we want to conserve the surface first moments, we choose an alternative shape for the reconstruction function f k a which is a particular case of the bi-affine function defined by (3.33) . It is easy to see that, at least for |a i | ≤ 1/2, the bi-affine function which has the minimal variation over the section is such that λ i = λ i = −1.
It is the following bi-constant function:
The value of a i is chosen, among the values which preserve the positivity of f k a , to minimize the following quantity which appears in the total variation of f k a and which represents the sum of the absolute values of the discontinuities at S = S i−1 , S = S i−1 + a i ∆S/2 and S = S i :
It still remains to determine when the reconstruction (3.37) is chosen to replace the one described in Section 3.3.4, for which the total variation in the section i is α k i − α k i . A condition is then introduced, based on a comparison of the total variation in the section and its neighbors between the two types of reconstruction. So that this condition is independent of the reconstruction in the neighboring sections, the valuesñ i±1 /∆S are used for these sections and the condition is written:
The numerical tests detailed in Section 4 show that this condition is a good detector for the discontinuities in the distribution and is fulfilled only for isolated sections so that the quantity (3.38) is really the one appearing in the total variation of f k a .
Conclusion
A new class of multi-fluid methods is introduced in this article, theoretical results of convergence were demonstrated, when the number of sections tends to infinity. A second order integration method was proposed to preserve positivity and deal with discontinuous distributions.
This last method could seem complex but, in practical cases, since only a few sections are concerned by the bi-affine reconstruction, the increase of the cost is low compared to the 2 moments method. Moreover it conserves some great advantages of the classical multi-fluid methods: it preserves the positivity of the variables and limits the total variations of the reconstructed function.
The next step is to test these new methods on a number of representative situations.
Numerical comparisons
The purpose of this section is to evaluate the methods proposed in this article and compare them with a more standard MUSCL second order scheme [26] . This last method is not applied directly to the mass density because the conservation equation is singular as explained in Section 2.1.1. It is used to determine the number density of the droplets, that is to say through a discretization of equation (1.2) . The mass density is then evaluated through an integration of the reconstructed function with a minmod slope limiter.
Problem (1.2) serves as a test for three types of initial distribution functions. The first one is a regular, but non monotonic ( Fig. 3 left) , typical of functions that can be measured experimentally in sprays [17] . The second is a discontinuous function ( Fig. 3 middle) , which is used to examine the behavior of the method on a Riemann type problem. Finally, the third initial profile is bimodal ( Fig. 3 right) typical of aluminum particles in solid propellant rockets [12] . This last case is intermediate between the two other: the function is regular, but with a high Lipschitz constant. In each case, calculations are carried out with five different methods:
• the 2M (2 moments) method introduced previously and using the momentsñ n i and nS i n ; • the M2M (modified 2 moments) method, with a bi-affine reconstruction of the distribution in each section; • the 3M (3 moments) method using the momentsñ n i , nS i n and nS 2 i n ; • the MUSCL method on the number density of the spray;
• the CMF (classical multi-fluid) method with a constant distribution function as a function of the surface in each section.
We want to observe the convergence of the methods and their capacity to produce a good estimate of the total mass density with coarse discretizations. It is also important to examine the Sauter mean diameter of the spray which is given, for a distribution f , by
and is often quoted in spray combustion applications. The Sauter mean diameter is used to characterize the global evolution of the droplet size.
The regular case
In the first test case, the initial distribution function f 0 is regular (see Fig. 3 left) . Convergence of the methods is verified through calculations on a refined grid: 100 sections and 300 time steps. Figure 4 (left) gives the evolution of the error on the total mass density of the spray S 3/2 f (t, S) dS and Figure 4 (right) gives the evolution of the Sauter mean radius. The values of the maximal error on the total mass density are given in Table 2 . It shows that the different methods converge, with, as expected, the best accuracy on the mass density for the 3M method, then a very good accuracy for the M2M, the 2M and to a lesser extent the MUSCL method, the first order method (CMF) being the least accurate. Moreover, the evolution of the Sauter mean radius is well predicted by all the methods, with just a difference appearing for the MUSCL method where the remaining mass density is smaller than 0.7% of the initial mass and more early for the CMF methods, where the remaining mass density is smaller than 6%, showing their slow convergence.
This reduced rate of convergence of the CFM methods can also be seen in Figure 5 showing the evolution of this maximal error on the total mass density for an decreasing discretization step (with a constant value of ν = ∆t/∆S), on a log-log diagram. This figure also confirms the order of each method and allows to distinguish three groups of method depending their accuracy. First, the best is the 3M method. Then, the 2M and M2M have almost the same accuracy, the M2M being little better than the 2M. Finally, the MUSCL and the CFM methods are the worst methods, with a better accuracy for the MUSCL than for the CFM if the discretization Figure 6 . Evolution of the error on remaining mass density compared to the initial mass density (left) and of the Sauter mean radius (right) for calculations on a coarse discretization (3 sections) with the 2 and 3 moments methods introduced in this article, with the MUSCL method and with the classical multi-fluid model. Table 3 . Maximal error (in percent) on the total mass density for the singular case done for each method with a refined discretization (100 sections) or a coarse discretization (5 sections is refined enough. The good accuracy of the 2M, M2M and 3M methods is apparent even for a really coarse discretization, with only 3 sections (it is the first point of the graphs in Fig. 5 ).
Results for this coarse discretization are plotted in Figure 6 , with a small value of ν (ν = 0.03) so that the only first order method for the time discretization of the classical multi-fluid method has little influence. For such a case, where the cost of the methods is very low, the 3M, M2M and 2M methods are still very good to predict the mass density (see Tab. 2) whereas the MUSCL method becomes much less accurate than the CMF which is already not very good. Moreover, the MUSCL and CMF methods give a poor evaluation of the Sauter mean radius for such a discretization whereas the other methods give good results till the point where the remaining mass density is less than 0.7%.
This last example shows the capability of the new methods to give good results with a very coarse discretization and then with a very low cost, in the case where the distribution is regular.
The singular case
For the second test case, the initial distribution function is a discontinuous step function (see Fig. 3 middle) . As for the regular case, a first calculation is made with a refined mesh (100 sections and 300 time steps), to show the convergence of the methods. The conclusions concerning the prediction of the mass density and the Sauter mean radius of the spray are similar to the ones for the regular case with the refined discretization. The difference between the two cases appears in the error on the mass density (see Tab. 3): the MUSCL and also the 2M and 3M methods are less good than for the regular case whereas the CMF and the M2M give about the same error. The origins of such errors are different for MUSCL compared to 2M or 3M method, as shown by the reconstructed distribution function. It is given in Figure 7 for the time t = 0.2 s where almost 63% of the mass density remains. This figure shows that the error for the CMF method, and to a lesser extent for the MUSCL method is due to numerical diffusion, whereas for the 2M and 3M methods, it is essentially due to small oscillations near to the discontinuity but also to numerical diffusion. One may note that for the M2M method, no difference can be observed between the exact and the calculated distributions.
As for the regular case, the convergence of the methods is displayed on a log-log diagram (Fig. 8 ). This diagram shows the reduction of the order for all the methods in this discontinuous case, except for the M2M. Concerning this last method, for the small value of ν (ν = 0.01), the error is more than second order accurate, with a value close to the one of the 2M method for coarse discretizations and smaller than the one of the Figure 9 . Evolution of the error on remaining mass density compared to the initial mass density (left) and of the Sauter mean radius (right) for calculations on a coarse discretization (5 sections) with the 2 and 3 moments methods introduced in this article, with the MUSCL method and with the classical multi-fluid model. Figure 10 . Distribution function at t = 0.2 for calculations on a coarse discretization (5 sections) with the 2 and 3 moments methods (left) or with the MUSCL method and with the classical multi-fluid model (right).
3M method for refined discretizations. For a bigger value of ν, the M2M method gives the exact solution for some discretizations and is as good as the 3M method for the others.
Let us consider a coarse discretization with only 5 sections. It corresponds to the third point in Figure 8 but with ν = 0.05 (i.e. 100 time steps). Results given in Figure 9 and in Table 3 indicate that the CMF and MUSCL methods do not predict very well the evolution of the mass density and provide a poor description of the evolution of the mean Sauter radius. The other methods give good results for the mass density. Moreover, the description of the evolution of the mean Sauter radius is also good, especially before t = 0.7, where only 6% of the mass density remains. Finally, Figure 10 shows the reconstructed distribution function at time t = 0.2. One observes the difference of diffusion between the new methods and the MUSCL and CMF ones. Figure 11 . Evolution of the error on remaining mass density compared to the initial mass density (left) and of the Sauter mean radius (right) for calculations on a refined discretization (100 sections) with the 2 and 3 moments methods introduced in this article, with the MUSCL method and with the classical multi-fluid model. Table 4 . Maximal error (in percent) on the total mass density for the bimodal case done for each method with a refined discretization (100 sections) or a coarse discretization (10 sections).
CMF MUSCL 2M
M2M 3M refined discretization 0.78 0.49 0.011 2.8 × 10 −3 2.9 × 10 −4 coarse discretization 3.2 11 0.89 0.61 0.22
This singular distribution constitutes an extreme case, interesting to test the methods but which is of less interest for application than the following intermediate distribution.
The bimodal case
For the third test case, the initial distribution function is regular but with a high Lipschitz constant, with essentially two groups of droplets of size around 0.33 and 0.66 (see Fig. 3 right). In this "bimodal" case, the Sauter mean radius evolves in a special way (see Fig. 11 right). For a refined case (100 sections and 300 time steps), the accuracy on the mass density is fairly good for the MUSCL and the CMF methods and is quite good for the other methods (see Tab. 4 and Fig. 11 left) . But the CMF method and to a lesser extent the MUSCL method, have difficulties in describing the evolution of the Sauter mean radius, around t = 0.3 where 13% of the mass density remains and after t = 0.5 where less than 3% of the mass density remains.
These difficulties are due to the numerical diffusion of these schemes. This diffusion can be seen in Figure 12 : at t = 0.2, where 34% of the mass remains, the approximation of the distribution is almost perfect for the M2M, 2M and 3M methods whereas the diffusion appear for the other methods, especially for the CMF.
As for the other cases, one observes the convergence of the methods on a log-log diagram (Fig. 13) , with their theoretical order. These diagrams are comparable to the ones for the regular case except that here, the different between the M2M and 2M method is larger.
The behavior of the methods on a coarse discretization is specifically interesting. Results with 10 sections and 200 time steps are given in Figure 14 and in Table 4 . As for the other case, the CMF and even more the MUSCL method are not very good and they are unable to follow the evolution of the Sauter mean radius. The other methods have a good accuracy for the mass density (less than 1%) and they are able to capture the good qualitative behavior of the Sauter mean radius, least until t = 0.5, where only 3% of the mass remains.
Conclusion -discussion
It is shown in this article that the classical multi-fluid methods are first order accurate monotone and thus TVD with some CFL type condition. Their numerical analysis also concludes about the "best way" to discretize the equation. But this first order accuracy means also slow convergence and large numerical diffusion. Higher Figure 14 . Evolution of the error on remaining mass density compared to the initial mass density (left) and of the Sauter mean radius (right) for calculations on a coarse discretization (10 sections) with the 2 and 3 moments methods introduced in this article, with the MUSCL method and with the classical multi-fluid model. Figure 15 . Distribution function at t = 0.2 for calculations on a coarse discretization (10 sections) with the 2 and 3 moments methods (left) or with the MUSCL method and with the classical multi-fluid model (right). order methods providing number density, like the MUSCL method can be used. It is TVD, preserves the positivity of the mass density, but its accuracy is not good if the discretization is not sufficiently refined.
As an alternative, some moment methods have been introduced here: we consider some moments for the droplets surface variable in each section, the mass density being calculated through an approximation of the distribution. The consistency order of such a method is the same as the number of these moments. We also prove the stability and convergence of the 2 and 3 moments methods. These methods do not necessarily ensure the positivity of the mass density or of the moments. Moreover, they induce some artificial oscillations of the approximated distribution function around discontinuities of the distribution. However, these oscillations have only a small impact on the variable of interest: the mass density of the spray and they yield a good approximation of the solution, even on a coarse mesh. An improvement of the 2 moments method is introduced with the modified 2 moments method. It preserves the positivity of the mass density and also reduces the oscillations of the solution around the discontinuity thanks to a slope limiter like condition.
These new methods, with their efficiency even for a small number of variables and a reduced CPU time, are good candidates to simulate evaporating sprays in more complex configurations.
