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1, Erdelyi [l] h as shown that the concept of group-inverse of a matrix 
can be helpful in solving the matrix equation Ax = A&. In [I] the group- 
inverse of a square matrix (of a linear transformation) A is defined as follows: 
DEFINITION 1. The group-inverse A# of a linear transformation A is the 
unique solution U = A#, ;f  there is a solution, of the equations: 
AUA = A, 
UAU = U, 
AU = UA. 
Clearly, if A-l exists, then A# = A-l. 
(1) 
(2) 
(3) 
In the first part of this note we shall give alternative definitions of A# 
and various necessary and sufficient conditions for its existence which will 
provide some insight on its significance. Our results are summarized in 
Theorems 4 and 5; the differences between these theorems stress the import- 
ance of the dimensionality of the vector space on which the linear transforma- 
tion A is defined. 
In the second part of the note we restrict to transformations on finite- 
dimensional spaces. We give expressions for the square matrix A# and com- 
ment on some computational problems. 
DEFINITION AND EXISTENCE OF A# 
2. In this section X is a linear vector space and A is a linear transforma- 
tion of X into itself. R(A) and N(A) will denote respectively the range and 
the null space of A. 
* This work was made while the author was the recipient of Grant No. A-4093 
of the National Research Council of Canada. 
658 
ON THE GROUP-INVERSE OF A LINEAR TRANSFORMATION 659 
LEMMA. 1. A necessary and suficient condition that for each y  E X there 
exists a unique x E R(A) such that 
AX-YEN(A) 
is that X be the direct sum of the subspaces R(A) and N(A). 
PROOF. If X = R(A) @ N(A) then there exist unique vectors yr E R(A), 
ys E N(A) such that y = yi + ys . There exists z such that AZ = yr and 
unique vectors x E R(A), x’ E N(A) such that .z = x + x’. We have 
Ax-y= -yYzeN(A). 
If for some x E R(A), y’ = Az - y E N(A), then by linearity 
yz + Y’ E N(A), x - z E R(A), A(x - z) E R(A). 
But the first inclusion implies 
A(x - z) = - (yz + y’) E N(A). 
Consequently, A(x - x) E N(A) n R(A) = (0). So A(x - .a) = 0 and 
s - x E N(A). This means x - z E N(A) n R(A) and x - 2: = 0. 
Conversely, assume that for each y E X there exists a unique x E R(A) 
such that Ax - y E N(A). Let this x be called x(y) and yR = Ax(y). Then 
YR -Y = -YNEN(A) and Y =YR +YN. 
This shows that there exists a decomposition of y as the sum of an element 
of R(A) and an element of N(A). To prove that X = R(A) @ N(A) it is 
now sufficient to claim the uniqueness of this decomposition. Indeed, suppose 
Y =y;P trk, YB E R(A), YX E NW 
Then for some x, yX = Az and 
AZ -y = -y&c N(A). 
Whence z = x(y) by virtue of the assumption that x(y) is the unique x to 
satisfy Ax - y E N(A). We conclude that 
y;v =y -yR =yN. 
LEMMA 2. A necessary and sufficient condition fey the restriction of A to 
its range R(A) to be one-to-one onto R(A) is that X be the direct sum of R(A) 
and N(A). 
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PROOF. If X = R(A) @ N(A), then applying Lemma I to y E R(A) 
shows the existence of a unique x E R(A) such that Ax - y E N(A); hence 
y-Ax. 
Conversely, assume that A restricted to R(A) is one-to-one onto R(A). 
For any y E X, let x, = Ay E R(A). S ince the restriction of A to R(A) is 
one-to-one onto R(A), there exists a unique element v(y) E R(A) such that 
z, = Av(y). Thus 
A(v(y) - y) = 0. 
By another application of the hypothesis, there exists (uniquely due to 
one-to-oneness) x(y) such that v(y) = Ax(y). Thus 
A(Ax(y) - y) = 0 or AX(Y) -Y E Wh 
for each y E X and for a unique x(y) E R(A). By Lemma 1 then we conclude 
that R(A) @ N(A) = X. 
Concerning the set of Eqs. (I), (2), and (3) we shall use the following 
Lemma of which (ii) is due to W. Kahan [2]: 
LEMMA 3. Consider the simultaneous Eqs. (l), (2) and (3). Then 
(i) if a solution exists, it is unique; 
(ii) the solution exists if and only if both the equations 
A2V = A, (4) 
WA2 = A, (5) 
can be solved for V and W (not necessarily uniquely); then A# is (uniquely) 
defined by 
PROOF. (i) The proof is due to I. Erdelyi ([l], p. 121). Let u’ be a 
second solution and E = AU = UA, E’ =m AU’ = U’A. Then, from (l), 
EE’ = (AU) (AU‘) = AU’ = E’, 
From (2), 
E’ = EE’ = (UA) (U’A) = UA = E. 
u = E(J = E’U = U’E = U’E’ = u’. 
(ii) If A# satisfies (I), (2), and (3) then V = A# and W = A# are solutions 
of (4) and (5); (6) is also satisfied. 
Conversely, suppose that (4) and (5) have solutions V and W respectively. 
Then let A# = WA V and note that (6) is proper since 
A# = WAV = W(A2V) V = (WA2) V2 -= AV2, 
A# = WAV = W(WA2) V = W2(A2V) = W2A. 
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We observe that 
AVA = (WA2) VA = W(A2V) A = WA2 = A, (7) 
AWA = AW(A2V) = A(WA2) V = A2V = A. (8) 
Using (7) and (8) we verify in turn that 
AA# = AWAV = AV = WA2V = WA = WAVA = A#A, 
A#AA# = WAVAWAV = WAWAV = WAV = A#, 
AA#A = AWAVA = AVA = A; 
whence, A# = WAV is a solution of (3) (2), and (1). 
3. We may now give two definitions of A#. 
DEFINITION 2. When X = R(A) @ N(A), the mapping A# : X-+ R(A) 
which associates to y  E X the unique vector x E R(A) such that 
Ax - y  E N(A), 
(as per Lemma 1) is a linear transformation of X which will be called thegroup- 
inverse of A. 
DEFINITION 3. If  A restricted to its range R(A) is one-to-one onto R(A) 
then the group-inverse of A is the linear transformation on X which admits N(A) 
as its null space and which is on R(A) the inverse of the restriction of A to R(A). 
That A#, as defined in Definition 2, is a linear transformation is verified 
as follows. Let yr , y2 E X and x1 , x2 be the unique points of R(A) satisfying 
Ax, - y1 E N(A), Ax, - y2 E N(A). So, x1 = A#yl , x2 = A#y2 . For any 
scalars 0~~ , 0~~ , the linearity of A implies 
oc,x, + a233 ER(A) and 4w1 + a2~2) - (011~1 + 0~2~2) EN(A). 
By Lemma 1, the hypothesis X = R(A) @ N(A) implies that ~~rxr + olax2 is 
the only point in R(A) which satisfies the last inclusion. Thus 
-w%Yl + a2y2) = c+l + ~5 = 4 #y, + a,A 5, . 
Note that given y E X, the point x = A #y associated to y by Definition 2 
(i.e., by Lemma 1) is the only point in R(A) such that Ax = AA#y is the 
projection of y on R(A) along the subspace N(A). 
Lemma 2 and this remark shows the equivalence of Definition 3 to 
Definition 2. 
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THEOREM 1. I f  A# exists, then 
(i) R(A#) = R(A) and N(A#) = N(A); 
(ii) (A #)# exists and is equal to A; 
(iii) AA # is a projection on R(A), along N(A). 
4. We proceed to prove the equivalence of I. Erdelyi’s definition of A # 
(Definition 1) with our Definition 2 or 3. 
THEOREM 2. A# as dejined in Dejinition 2 or 3 satis$es the Eqs. (I), (2) 
and (3). 
PROOF. From Theorem 1, we have AA# = A#A, since A#A## = A#A 
is the same projection as AA#. Then 
A(AA#) = AA#A = A and A#A##A# = A#AA# = A+‘. 
THEOREM 3. If the Eqs. (1) and (3) admit a common solution, then 
A’ = R(A) @ N(A). 
PROOF. Let U denote a common solution to (1) and (3). Let y E X. Then 
yR = AUy and yN = (I - AU)y is such that 
Y =YR +Yh’) YR E R(A)> YN E W). 
To prove that X = R(A) @ N(A) it is now sufficient to show that 
Y =Yi +Y&, YB E W), rb E WA) (9) 
implies y;l = yR and yl; = yN . In fact, if (9) is satisfied, 
Yi -YYR =y,v-Y;~ER(A)~N(A) 
and there exists x E X such that 
Ax =yk -yR and A’x = A(yN - y;v) = 0. 
Thus UA2x = Ax = 0 and hence yi = yR , y> = yN . 
Lemma 3 (i) and the foregoing three theorems complete the proof of 
equivalence of Definitions 1, 2, and 3. 
5. The following theorem summarizes our results and is dimension-free, 
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THEOREM 4. With A# dejked by any one of Definition 1, Definition 2 or 
Definition 3, the following statements are equivalent: 
- A# exists, 
- X = R(A) @ N(A), 
- R(A2) = R(A) and N(A2) = N(A), 
- both the equations A2V = A and WA2 = A can be solved for V and W. 
A# IN FINITE-DIMENSIONAL SPACES 
We wish to make more precise the effect of dimensionaly on the condition 
of existence of A#. Our results are summarized in Theorem 5 below, which 
should be compared with Theorem 4 above. In this Section and in all of 
the sequel, X will be a finite-dimensional linear space. 
We may use the following notions, definitions or known results of linear 
algebra (see, for example, [3]) h w ere A, B and C are linear transformations 
on X: 
rank [A] = dim [R(A)], (10) 
nullity [A] = dim [N(A)], (11) 
dim [R(A)] + dim [N(A)] = dim [Xl, (12) 
WB) C R(A), (13) 
WA) C N(A), (14) 
if R(B) = R(A) then there exists C such that BC = A, (15) 
if N(B) = N(A) then there exists C such that CB = A, (16) 
if Xi and X2 are subspaces of X and Xi is strictly contained in X2 , 
then 
dim [Xi] < dim [X2]. (17) 
LEMMA 4. If X is jnite-dimensional, 
(i) R(A2) = R(A) if and only if the equation A2V = A has a solution V; 
(ii) N(A2) = N(A) if and only if the equation WA2 = A has a solution W; 
(iii) R(A2) = R(A) if and only if N(A2) = N(A). 
(iv) X = R(A) @N(A) ;f and only if R(A2) = R(A). 
PROOF. (i) and (ii) follow easily from (15), (13), and (16), (14) respectively. 
(iv) is a consequence of (iii) and Theorem 4. 
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To prove (iii), note that if R(A2) f R(A), then from (13) and (17). 
R(A2) C R(A) strictly, dim [R(A2)] < dim [R(A)]. 
It follows from (12) that dim [N(&)] > dim [N(A)], whence N(A2) f N(A). 
For the converse, we proceed in a similarly way, assuming N(A2) # N(A). 
Statement (iii) is the key-statement in this Lemma 4; its proof makes an 
essential use of property (17) w ic h h is not true in infinite dimensional spaces. 
Thus Lemma 4(iii) is not true in infinite dimensional spaces as shown by 
the following example. Let X = 12: the Hilbert space of all the real square 
summable sequences. Let ei E l2 be defined by 
ei = (h , ai2 , 6, ,...I, 
6, = 1 if i = j and Ootherwise. 
Let A be the transformation of t2 which is entirely defined by its values on 
the orthnormal basis (e,}: 
Ae, = 0, Ae, = eiwl for i = 2, 3, 4 )... . 
Clearly R(A2) = R(A) = e2 but N(A2) # N(A) since Ae, = e, # 0 and 
A2e2 = Ae, = 0. 
The reader will notice that the last two statements of Theorem 4 are 
logical conjunctions (i.e, contain the logical connective “and”). The effect 
of Lemma 4 is to permit the disjunctions in these statements. Using also (IO) 
and (11) we have, as a summary of our results. 
THEOREM 5. If  the linear space X is finite-dimensional then the following 
statements are equivalent: 
- A# exists, 
- X = R(A) @ N(A), 
- R(A2) = R(A), 
- N(A2) = N(A), 
- the equation A2V = A has a solution V, 
- the equation WA2 = A has a solution W, 
- nullity [Aa] = nullity [A], 
- rank [A21 = rank [A]. 
7. If A+ denotes the Moore-Penrose generalized inverse of A, AA+ is 
the orthogonal projection on R(A) ([4], [5]). We have: 
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THEOREM 6. A# = A+ if and onEy if R(A) and N(A) me orthogonal 
complements. 
PROOF. If R(A) and N(A) are orthogonal complements, 
x = R(A) @ N(A). 
Then A # exists and AA # is an orthogonal projection: AA # is Hermitian. 
A# satisfies the defining properties of A+: 
AA+A = A, A+AAf = A+, (AA+)* = AA+, (A+A)* = AfA. 
Conversely, if A# exists and A# = A+, then AA# is Hermitian. Hence 
AA# is an orthogonal projection: X = R(A) @ N(A) with 
R(A) -L N(A). 
It is worth pointing out that the concept of group-inverse of a matrix is 
not a generalization of the concept of generalized (or pseudo-) inverse. Indeed 
the generalized inverse A+ of a linear transformation A always exists but 
our previous analysis shows that its group-inverse A# need not exist. 
One verifies directly that the properties expressed in the following 
Theorem 7, which are known to be true for A+, are true for A# when the 
latter exists. 
THEOREM 7. (i) If A# exists, (A*)# exists and A*# = A#*. 
(ii) For any nonsingular matrix R, (RAR-l)# exists if and only if A# 
exists, and then (RAR-l)# = RA#R-I. 
8. REMARKS. (i) Concerning the last statement of Theorem 5 we may 
point out that I. Erdelyi proved that A# exists if and only if 
rank [R] = rank [A]. 
His proof in [l] is based on the properties of the Jordan canonical form J of A 
and of ]+. We have avoided such considerations. 
(ii) In conclusion of this section we note that given two complementary 
subspaces R and N of X, the set G(R, N) of all matrices A such that 
R(A) = R, N(A) = N 
forms a multiplicative group. The identity of this group is AA# (for any 
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A E G(R, N) and the inverse of A is A #. This justifies the name of “group- 
inverse” given to A#. From the above analysis it appears that it would have 
been as justified to call A# the “range-inverse” of A. 
EXPRESSIONS FOR A# 
9. CASE 1. If A is a nonsingular matrix, then A# = A-l. We shall be 
concerned with the case where A is singular. 
Let r be the rank of the n x n matrix A, r < n, and suppose that 
where A,, is Y x Y nonsingular. Then it follows that there exist matrices P 
and Q such that 
where Z is the r x Y identity matrix [6]. 
THEOREM 8. A# exists ;f  and only if (I + QP)-l exists, or equivalently, 
if and only if (AT, + Al,A,,)-l exists. Then, 
A# = ; (I + QP)-’ A;,1(I + QP)-’ (IQ) 
0 
= 
0 ; [(I + QP) AdI + QPN-' (IQ); (19) 
A#=(;:)( A,21 + 4A)-1 A&% + 4,4J1 (A,, AI,). (20) 
PROOF. 
A2 = iP; 
BQ 
PBQ ! ’ 
where 
B = A,,(I + QP) A,, = A$ + A,d,, . 
From Theorem 5, A# exists if and only if B is of rank Y. Hence (I + QP) 
and (A& + A,,A,,) must be r x r invertible matrices. 
By direct substitution of (18) and (19) or (20) in (l), (2), and (3), one 
verifies the correctness of (19) and (20). 
A method for the computation of P and Q is suggested in [6J. 
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As an example, consider 
All-(:: ;,, p-(-i -;j, Q=(r: I;), 
A;,1 = A,, , (I + Qq-’ = (I : ;j 7 
and using (18) we find 
-5 4 
A#= ! -21 17 
-11 9 
10. It is known ([7], [6]) that if A has the form (18), then 
A+ = (;*) (I + QQ*)-’ A;;(1 + P*P)-1 (I P*). 
Clearly, if P = Q* then A# exists and A# = A+. The converse is true. 
Indeed, if A# exists and A# = A+, then, by Theorem 6, R(A) is orthogonal 
to N(A). The sets of column vectors of the matrices 
form a basis for R(A) and a basis for N(A), respectively. We must have 
(A,*, A: * P*) (E In-,) = A:(Q - f'*> = 0, 
which implies Q = P*. We have proved: 
THEOREM 9. If  A has the form (18) with A,, nonsingular, then A# exists 
and is equal to A+ if and only if P = Q*. 
COROLLARY. I f  A is Hermitian then A# exists and A# = A+. 
11. CAKE 2. Let r be the rank of the n x n matrix T and let Tl be an 
Y x r matrix. Suppose that Y < n and that 
T=(‘d 2). (21) 
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THEOREM 10. T# exists if and only ;f Tl is nonsingular. Then 
T# = 
( 
T;’ F2T 2 
1 0 0' 
(22) 
PROOF. Observe that 
T2 = (2 3. T 
so rank [T2] < rank [TJ. If Tl is singular then 
rank [TJ < r = rank [T]. 
By Theorem 5, A # does not exist. 
Direct verification shows that (22) is correct. 
Theorem 10 finds an application in the following section. 
COMPUTATION OF A# 
12. GENERAL METHOD. The method described in Case 1 of the previous 
Section defines an algorithm suitable when A has the form (18) with A,, 
nonsingular. We now consider an arbitrary n x n matrix of unknown 
rank r < 12. 
Using any one of the standard methods of triangularisation one can 
determine a nonsingular matrix R and a permutation matrix P such that 
RAP=(; “oz), 
where Bl is an r x r nonsingular matrix. 
Then, 
RAPP*R-1 = RAR-1 = (; 2) p*R-1 = (2 2) = T. 
From Theorem 7 and 10, A# exists if and only if Tl is nonsingular. If so, 
A# = RT#R-1, and T# is given by (22). 
If the initial matrix A is nonsingular, the diagonalization process (i.e., 
the seach for the above matrices R and P) will indicate this fact. Then 
A# = A-1. 
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