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Abstract
This thesis presents antenna array design and the integration of microwave circuit
systems for retrodirective wireless power transmission and radar. Wireless power
transmission (WPT) and automotive radar are emerging topics which have attracted
a lot of interest in the past few years. The development of these systems usually
brings high associated costs if competitive performance is required. The first part
of the thesis is concerned with the development of a new retrodirective antenna
array (RDA) system for WPT which uses sub-arrays in transmit to save costs,
however, losing tracking in one plane. Nevertheless, depending on the application,
the proposed system might be an alternative solution to existing approaches as
similar performances are achieved, but at generally a lower cost for the proposed
RDA design as compared to the conventional solution. The proposed system has
been designed to work in the ISM band (2.5 GHz for receiving and 2.4 GHz for
transmitting) which exhibits an 80◦ 3-dB half-power beamwidth for the monostatic
pattern. Additionally, it has been demonstrated that the system is able to work in
the near-field region, being able to achieve wireless charging of a handeld electronic
device at a 50 cm distance. The power for the beacon signal sent by the device to
be charged by the system (for tracking purposes) is 6.6 dBm, whereas the received
RF power from the RDA is in excess of 27 dBm, which means that the device is
receiving a hundred times the power sent for battery charging.
On the other hand, the second part of the thesis relates to the development of two
important elements within a frequency-modulated-continuous-wave (FMCW) auto-
motive radar working at 24 GHz: a substrate integrated waveguide (SIW) butler
matrix antenna array as the transmitter and a new post-processing technique called
Pwr+. These two in combination bring some interesting advantages in terms of angu-
lar resolution improvements when compared to conventional single-input-multiple-
i
ii
output (SIMO) radars. For example, the proposed system is able to distinguish two
targets which are 2 degrees apart as well as a higher field-of-view (FOV) thanks to
the beamforming network that generates 4 individual beams covering a wide FOV.
The newly developed radar system is also comparable to multiple-input-multiple-
output (MIMO) radars but with the added value of having a shorter processing time,
which for automotive radar applications is a crucial characteristic to be minimized,
and could, therefore, avoid potential road accidents.
It should also be mentioned that this thesis was supported by the Samsung Ad-
vanced Institute of Technology.
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Antenna array design for radar and far-field (FF) wireless power transmission are,
as many other topics, in constant development. Advancements of these topics are
generally translated into complex systems and even during the manufacturing, caus-
ing an increase in cost for developing the system. Therefore, one of the objectives
pursued within this thesis is the aiming for a right balance between performance
and simplicity which can minimize the cost but provide good performance using the
state-of-the-art technology. Through this thesis, three different yet related topics
are examined: wireless power transmission (WPT), antenna design and radar. From
these, the commonality of antenna design and device or target tracking radar allows
for proper connection and flow between chapters.
1.2 Wireless Power Transmission
Wireless power transmission (WPT) or wireless energy transfer, as its name implies,
consists of the transmission of energy from a transmitter to a receiver without the
need of physical connection between them. Classically this is done with wires or
cables. This concept has been widely used to enable wireless charging, and has
employed different techniques to achieve it. All these, can be classified as radiative or
non-radiative wireless charging technologies [1] as depicted in Fig. 1.1. The radiative
1
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ones, which embody the focus of this thesis, differentiate between directive from non-
directive RF power beamforming. The first one is based on the power transferred by a
propagating electromagnetic wave through directive power beaming where a narrow-
beam antenna transmits power in a well-defined direction toward the receiving device
[2]. On the other hand, non-directive RF power beamforming is based on transceivers
which ignore the position of the receiver and, therefore, transmit the power in an
omnidirectional beam pattern shape, relying all the challenges on the optimum RF-
to-DC power conversion (rectifying efficiency) by the receivers, also called power
harvesters [3]. Therefore, the available incident power densities are even lower, on
the order of micro-watts per cm2.
The development of radiative and non-radiative WPT occurred in parallel and
it has been driven by different needs and desires and at particular moments in
time, commencing at the end of the 19th century. The desire to explore and verify
electromagnetic theory brought important findings primarily from Nikola Tesla, such
as the transmission of microwave signals over a distance of about 48 kilometers [4]
or the Tesla coil [5], among others. Later on, the development during the 1960s and
70s for military research projects and medical science gave a new boost for WPT
to evolve from its early beginnings. For example, resonant inductive coupling was
successfuly applied in implantable medical devices [6, 7]. Also during this period,
the concept of the solar power satellite was firstly introduced for WPT in 1968 by
Peter E. Glaser [8,9]. Finally, the last push on the development of WPT was given
during the beginning of the 21st century, driven primarily by the need of the portable
electronic device market, mainly for remote battery charging. For example, in 2007







Directive RF power 
beamforming






Figure 1.1: Diagram showing the different types of wireless charging technologies
classified by radiative or non-radiative.
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in a strongly coupled regime, is able to transfer 60 watts with about 40% efficiency
over distances in excess of 2 meters (see Fig. 1.2(a)). Moreover, radiative wireless
charging systems like Cota [11] in 2007 and Powercast wireless sensor system [12] in
2010, appeared in the market to cover the needs for wireless charging of handheld
electronics, which experimental setups are shown in Fig. 1.2(b) and (c), respectively.
In this thesis, directive RF power beamforming approaches will be the ones under
discussion. Some recent works on these topics are [13] and [14], on which WPT is
achieved by a line-of-sight scenario and power focusing on a focal point, respectively.
However, for a non-line-of-sight scenario, proper tuning of the complex weights of
the array is required as in blind adaptive beamforming (BABF) or Monte-Carlo
beamforming (MCBF) [15–17]. Even though these methods help reduce the FSPL,
the iterative search for the optimal weight configuration could lead to a local maxima
and therefore not be the best solution. Moreover, these algorithms take processing
time, not being very efficient for fast moving targets.
This is overcome by the wavefront reversal concept [18]. Thus, a pilot signal can
be received by an array and by either time reversing or phase conjugating it, the
retransmitted signal will arrive to the original source without the need of any kind
of complex algorithm or involved data processing. This is because time reversal and





were, F corresponds to the Fourier transform of the signal in time domain f(t),
and ω0 is the angular frequency. Additionally, if we apply time reversal and phase
conjugation to both sides of the equation we can prove that both operations are








By exploiting this concept, a way of achieving tracked WPT happens, also known
as retrodirective arrays (RDAs) which can be defined as an array of transceivers
that are able to track devices. Such devices send a beacon tone for tracking and by
the relative phase difference received at each antenna element in the RDA, beam






Figure 1.2: Demos for Witricity [21] (a), Cota [22] (b) and Powercast [23] (c).




1.2.1 Background of the Problem
A comparison of all the aforementioned emerging commercial technologies shown in
Fig. 1.2 can be found in Table 1.1. For Cota and Powercast, tracking of the device
under charge (DUC) is achieved by phase conjugation and beamforming, respectively
[24]. However, given that tracking is made in the digital domain, time is discretized
and therefore it does not happen continuously. Also, every antenna element that
is contained in these devices includes some supporting electronic circuitry, making
it expensive in cases where the power delivery is high. Additionally, apart from
commercially available solutions as mentioned above, the research on WPT in the FF
range for small consumer electronics usually involves the use ADC/DACs, requiring
a more complex solution (as in [25–27]). Also, in [2], retrodirectivity was achieved
by proper adjustment of the phase shifters involving additional processing time.
Thus, the research effort in the following chapters will be to overcome by these two
problems. In particular, maximizing delivery of energy while finding a compromise
in terms of system size, cost, and complexity by building a purely analogue system.
Table 1.1: Comparison between commercially available WPT solutions


















This cost saving, and reduced complexity can be extrapolated to other topics
which make use of a low of hardware as it happens in WPT. One of these topics is





Automotive radar has its first appearance during the early 1970’s in an effort to
reduce automotive accidents [28]. To do so, potential components of an on-board
radar include: speed sensing, radar braking, blind-spot detection and cruise control
[28]. Nevertheless, apart from collision avoidance, the development of radars that
enable a faster response of inflatable restraint systems for minimizing damage during
accidents and hopefully saving lives, had also been investigated [29]. A couple of




Figure 1.3: Early 70’s prototype of a collision avoidance system fitted on an auto-
mobile (a) and on a bus (b) [30].
Afterwards, during the 1990s, the massive introduction of similar radar technolo-
gies in all kind of vehicles brought many discussions. For example, that collision
warning system (CWS) radar made drivers to be ”transparent” for their employers,
putting their job and salaries on risk. However, this would not stop the installation
of 24 GHz CWS radar in more than 4000 buses and trucks in the US. Many of
these were monitored along 900 million km of road suggesting that the amount of
accidents could be reduced by more than 50% [31]. The first actual 77 GHz au-
tomotive radar hardware was produced in 1999 by Mercedes-Benz in the S-class,
the autonomous cruise control (ACC) [32], being the starting point of the inclusion
of radar sensors in cars from then until today. In Fig. 1.4 it can be seen a car
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with a typical arrangement for its sensors. From it, we can distinguish three types
of radars regarding their operating range: short range radar (SRR), medium range






Figure 1.4: Location of radar sensors in a car.
Table 1.2: Sensor classification for automotive radar [33]
Type LRR MRR SRR
Max. EIRP 55 dBm -9 dBm/MHz -9 dBm/MHz
Frequency band 76-77 GHz 77-81 GHz 77-81 GHz
Bandwidth 600 MHz 600 MHz 4 GHz
Range (min-max) 10-250 m 1-100 m 0.15-30 m
Range resolution 0.5 m 0.5 m 0.1 m
Velocity resolution 0.6 m/s 0.6 m/s 0.6 m/s
3dB beamwidth in az. ±15◦ ±40◦ ±80◦
3dB beamwidth in el. ±5◦ ±5◦ ±10◦
Apart from this classification, radar can also be differentiated regarding their trans-
mitted waveform as it is depicted in Fig. 1.5 and summarized next:
 Continuous wave (CW) RADAR: refers to a radar that operates with a con-
tinuous signal.
– Unmodulated CW RADAR: used for detecting non-stationary targets, it
requires two antennas (one for transmit and one for receive). It only
measures the speed of the target, but not the distance.
– Frequency modulated continuous wave (FMCW) RADAR: has the ad-
dition of frequency modulation (FM) for the transmit signal, enabling
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measurement of the distance apart from the velocity of the target. It also
requires two antennas.
 Pulsed RADAR: corresponds to the radar that operates with a pulsed signal.
– MTI pulse RADAR: Moving Target Indication (MTI) pulse RADAR,
uses a single antenna for transmission and reception with the help of a
duplexer. It distinguishes stationary from non-stationary targets by the
Doppler effect.
– Pulse doppler RADAR: It also uses an antenna with a duplexer. The
antenna will transmit a pulse at a given rate, which must be such that
the echo signal is received before the next pulse is transmitted.
From all these, FMCW radar is the most widely used in the automotive indus-








MTI pulse RADAR Pulse doppler RADAR
Figure 1.5: Types of RADAR depending on their transmitted signal.
1.3.2 Background of the problem
Previous radar systems generally used microstrip patch antennas for their frontend
design, and if a fine resolution is required they mostly implement super-resolution
techniques which can be in some cases time consuming and, therefore, accident
probability could rise. In the relevant chapter of this thesis, a new radar system
is presented involving the use of substrate integrated waveguide (SIW) antennas
(which can have an omnidirectional pattern and are known for having lower losses
and reduced dispersion at higher frequencies when compared with patch antennas)
in combination with a signal post-processing technique that reaches a nice balance
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between resolution and processing time. Only recently, other authors have been in-
vestigating these types of antennas. Also, the impedance bandwidth can be extended
resulting in a better range resolution of the radar system. In particular, this thesis
will discuss an SIW system for automotive radar introducing the power plus (Pwr+)
post-processing algorithm that enhances the angular resolution while also maintain-
ing a low processing time if compared with other super resolution algorithms such
as minimum variance distortionless response (MVDR) beamforming [36] and mul-
tiple signal classification (MUSIC) [37]. Generally, these algorithms can offer the
high-resolution of radar targets and are based on the eigenvalue decomposition of
the signals at a receiving array.
1.4 Document overview
This thesis is composed of 5 chapters, including this introductory chapter.
 Chapter 2 discusses a new retrodirective array (RDA) system for circularly
polarised (CP) WPT in which the main objectives are to achieve a low cost
which uses subarrays while also working in the analogue domain for continuous
tracking of the device under charge (DUC), opening up the possibility to also
track very fast moving objects.
 Chapter 3 proposes an alternative subarray design to the one proposed in
Chapter 2, in which CP radiation is achieved by just one port and where ampli-
tude distribution of the elements is controlled by transmission line impedance
transformers. Moreover, a higher dielectric substrate was chosen to provide
more compactness and therefore able to have each subarray closer together
to effectively reduce the side lobe level (SLL) that strongly appeared in the
earlier prototype from Chapter 2.
 Chapter 4 presents the design of an SIW array and SIW Butler matrix beam-
former as well as the Pwr+ algorithm, which when used in a radar system
provides high resolution and beyond the conventional, while saving costs and
processing time.
 Chapter 5 summarizes the work carried out in the thesis, proposes some con-
clusions and future work.
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(RDA) for Circularly Polarized
Wireless Power Transmission
2.1 Introduction
The advancement of technology is exponential and a good proof of it can be found in
Wireless Power Transmission (WPT). The aim pursued in this research deals with
cutting the last wire between the power source and the device-under-charge (DUC)
aiming for both flexible mobility and efficient power transfer. By definition, WPT
is the transmission of electrical power from a source to a receiving device without
any physical contact between them [1, 2]. Such a concept is illustrated in Fig. 2.1,
where we can differentiate between a Reactive Near-Field (NF) (Fig. 2.1-a) and a
Radiative NF and Far-Field (FF) wireless charger (Fig. 2.1-b). Moreover, different
types of WPT systems can be classified regarding their frequency of operation. For
example, microwave power transfer (MPT) is related to WPT systems that work
at microwave frequencies, which is the focus of this chapter. Also, solar power
harvesting and remote powering of unmanned aerial vehicles [3–5] are some of the
other previously reported research activities on MPT.
One of the most basic WPT concepts is the resonant inductive coupler, which is
a pair of coils having an exact diameter and number of turns for resonance at the
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same frequency [6–9]. This concept is illustrated in Fig. 2.1-a, where the transmit
base and the receiver device embody separate coils. In order to ensure that resonant
inductive coupling occurs, both coils must be at a very close distance, within the
reactive NF, and properly aligned (the better the alignment is, the better the power
transfer will be) [10]. Such conditions make the positioning of the DUC a big
limitation in terms of mobility if efficient power transfer is desired. Applications of
this type of NF-WPT include wireless charging of mobile electronics [6,7], electrical
vehicles [8], and biomedical devices [9].
The important limitation aforementioned, is overcome by the second type of WPT
shown in Fig. 2.1-b, giving to the DUC the freedom to move at longer ranges, even
in the FF, but paying the price of lower received power at the DUC which is caused
by free space path loss (FSPL). More specifically, such technology that allows this
is Retrodirective Antenna Arrays (RDAs), which follows from radar. Also, it has
been discussed in the last chapter the other approaches that allow for WPT such
as pure line-of-sight transmission (they don’t allow for beam tracking), and recur-
sive beamforming algorithms that optimize the transmitted beam for the highest
energy transfer. However, the latter are more time consuming and complex. Also,
employing RDAs for WPT is a very new topic (most of them have been previously
used for communication purposes), as this thesis exploits the fact that RDAs can
operate in any of the field regions; i.e. NF or FF [11–13], providing considerable
advantages over the traditional resonant wireless chargers. Moreover, another fea-
ture apart from free-space mobility, is the added benefit of orientation flexibility by
taking advantage of circularly polarized (CP) antennas as in this work, while also
offering an improvement in the isolation given that opposite CP polarizations were
used in the transmit and receive channels.
Some other works already use RDA technology for WPT, but with some differ-
ences with respect to the reported structure in this chapter. For example, in [14],
a tracking system using digital beamforming was presented, while in [15] an RDA
was also used as a transmitter to enable beam tracking capability, but such work
was only focused on how to optimise the number of receiver rectennas that will
maximise the overall efficiency and no complete microwave system results were re-
ported. Additionally, apart from WPT, RDAs have been used in many different








Figure 2.1: Conventional WPT illustrating (a) inductive coupling and (b) the pro-
posed WPT approach using retrodirective antenna (RDA) technology where the
device can be tracked and powered in free-space at a significant distance.
radar and microwave imaging [16].
In this chapter the design, fabrication and measurement of a novel RDA sys-
tem is reported for NF or FF high-power WPT applications, exploiting the use of
transmitting sub-arrays to reduce the number of active components needed in the
system and therefore reducing the costs. A preliminary tracking study in the NF
has also been done with very low transmit powers, using only 2 patch elements
for simplicity and for understanding (and with no sub-arrays), given that most of
the system characterization will be made in this region. In summary, the developed
large scale RDA system (using sub-arrays) exhibits a high transmitted output power
(36dBm) by re-amplifying the received beacon tone (6.6 dBm) for an angular range
of −50o ≤ θ ≤ 50o thanks to its self-tracking capabilities. Also, the proposed RDA
is rooted in the Pon structure [17] for frequency converted retrodirective operation
but avoiding the use of circulators and having independent transmit and receive
antennas. This can make the design more planar, low-cost and with less circuit ele-
ments for retrodirective operation. Finally, an alternative design based on the Van
Atta architecture is proposed by using a novel dual-polarization 2 × 2 CP antenna
array. This antenna array could also be used in a monopulse radar system.
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Figure 2.2: Classical Van Atta (a) and Pon (b) RDA structures.
2.2 RDAs and its applications into WPT
Classic RDAs can be defined as an array of transceivers that are able to track devices.
Such devices send a beacon tone for tracking and by the relative phase difference
received at each antenna element in the RDA (direction of arrival or DOA), re-
radiation back to these devices is made possible [18] and without any previous
knowledge of the device location. Moreover, these systems can track in any field
region, from the radiative NF [11] to the very FF [13], making them very attractive
for WPT applications. The use of high gain amplifiers are of vital importance to
overcome the FSPL and still deliver power levels that are higher than the power
transmitted initially by the beacon signal tone to enable a positive power balance
at the DUC.
According to the topology, RDAs can be divided into two main subgroups: Van
Atta [19] and Pon [17] structures. The passive Van Atta RDA is defined by an
array of elements that are connected symmetrically and with a phase delay between
connected pairs of 180o, normally introduced in the same transmission lines as shown
in Fig. 2.2(a), where L corresponds to the length of the transmission line that
connects each of the antenna pairs and ψi is the progressive phase shift with respect
to the previous element. Active Van Atta RDAs also require the use of additional
components such as circulators and amplifiers or just bidirectional amplifiers [20].
This important disadvantage can make more conventional Van Atta RDA structures
17
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costly and perhaps not suitable for WPT applications when considering low-cost
implementation.
On the other hand, Pon structures use RF mixers to provide retrodirectivity
by phase conjugation [16]. This principle is demonstrated by the trigonometric
equivalence of the product between the two input signal tones or cosines [17], which
are the RF input signal and the local oscillator signal (LO). Gain blocks or amplifiers
are also of vital importance within each RDA element if the intended use is for WPT
applications, in order to boost the retrodirected power. Even though more planar
and low profile designs are generally preferred, spherical [21] and cylindrical [22]
Pon RDA structures have been reported in the literature.
The most basic structure is the 2-element Pon-RDA, which is shown in Fig.
2.2(b). The underlying key concept that enables retrodirective operation in Pon-
RDAs is the phase conjugation that happens by the RF mixers. The received beacon
signal from the DUC at the antenna elements (ωr) goes directly into the RF port of
each mixer. It has to be mentioned that all the mixers share a common LO to ensure
a consistent reference. For proper RDA operation, the received signal and the re-
radiated one should be at the same frequency, fixing the local oscillator frequency to
be two times the frequency of the input signal, this is ωLO = 2ωRF . In this manner,
the output signal will be phase conjugated [17], thereby, an inverted progressive
phase difference between antenna elements will be achieved, resulting in a wave-
front with the same direction as the received one (ωt). As this phenomena happens
almost instantaneously, or in real-time; i.e. analog signal processing, tracking of the
DUC is achieved based on the initial beacon signal. It must be noted that the LO
port of the mixers needs to be totally synchronized to obtain a proper phase output
on each element and hence proper retrodirective operation.
The expression that demonstrates phase conjugation for RF mixers is obtained
as shown in equation (2.2.1).




VRFVLO(cos((ωLO + ωRF )t+ φ) + cos((ωLO − ωRF )t− φ))
(2.2.1)
where vIF (t) is the output signal of one of the mixers, VRF and VLO are the in-
put and local oscillator signal amplitudes, respectively, and φ corresponds to the
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instantaneous phase of the input signal. It is also shown in Eq. (2.2.2) that we get





VRFVLO(cos(3ωRF t+ φ) + cos(ωRF t− φ)). (2.2.2)
Such a case corresponds to a scenario with only one incident signal. However, in
the case where multiple signals operating at the same frequency arrive to the RDA,
the signal received is the total addition of the individual incident signals [23]. In
this situation it can be difficult for the RDA to synthesize and re-radiate multiple
beams simultaneously. Nevertheless, if the individual incident signals are slightly
shifted in frequency to make them different but similar enough to be within the
bandwidth of the array, the RDA can simultaneously respond to each individual
signal (multi-beam) [23, 24]. Equations that include an input signal with a certain
bandwidth (multi-tone) can be found in [25]. Also, the use of RDAs can be par-
ticularly advantageous in multipath environments. The principle reason for this is
that the retrodirected signal from the RDA, automatically follows the same path
as the transmitted signal, even when this path involves multiple reflections, that is,
the RDA acts as a spatial temporal matched filter [16,26,27].
When developing and implementing a real RDA, some important isolation issues
arise when transmit and receive frequencies are identical. Two important points
can be identified, in terms of problematic isolation, when considering such common
frequencies.
1. The circulator (see Fig. 2.2), whose isolation between non-consecutive ports
can be in the range from 20 to 40 dB. And given that the gain of the am-
plifiers used in the proposed WPT system will also be around that range, we
can identify that the retrodirected signal that couples back into the circuit
system has a comparable amplitude to the one properly received from the
beacon signal originated from the DUC, and therefore, this can cause some
interference of the phase distribution that needs to be conjugated for RDA
operation. Moreover, apart from altering the required phase, this feedback
loop can overload the active components in the system (i.e. amplifiers and
mixers) and can cause permanent damage. All this combined with the cost of
circulators, as well as their bulkiness, make them not preferred when low-cost
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and low-profile implementations are desired.
2. The mixers can also be problematic, because of their existing RF-to-IF leakage,
referred to the signal that leaks through from their input port (RF) to their
output port (IF), causing the addition of this signal with the mixed one and
leading, then, to possible squinting of the direction of the retrodirected beam
[28].
One way to perhaps solve this problem, instead of having identical transmit and
receive frequencies, they can be slightly different by making the LO tone approxi-
mately twice the input frequency (ωLO ≈ 2ωRF ) [16].
The spacing between antenna elements also has to be considered, given that side-
lobe-level (SLL) increases as the spacing increases. To avoid this, it is preferable to
ensure d ≤ λ/2, where d is the distance between radiating elements.
2.3 Discussions of Pon and Van Atta RDAs Work-
ing in the NF; preliminary Pon prototype
Initial estimations for the RDA aperture size required to achieve the desired power
to be received in the DUC at a given distance, demonstrate that the RDA system
will potentially be operating in the NF region. Hence, in order to have some initial
confidence that the RDA system will be able to work in the NF as required, an RDA
system with lower gain and reduced cost using FR4 material, as well as a simpler
antenna design (i.e. two CP patches at transmit and receive) has been built as shown
in Fig. 2.3. Transmit and receive antennas within the same chain are collocated for
proper RDA operation. Therefore, the tracking plane is perpendicular to the plane
containing the antenna Tx and Rx pairs. Thus, each chain, as it can be seen from
Fig. 2.3(b), is composed by (in order): Rx Antenna, mixer, driver amplifier, power
amplifier and tx antenna.
It should be mentioned that in [29], an analysis and performance comparison
between two different RDA topologies operating in the NF were reported. The
Pon and Van Atta RDA topologies under study are shown in Fig. 2.4. The main









Figure 2.3: Picture of the preliminary Pon RDA prototype built for initial proof of
concept measurements. Receive and transmit antenna arrays (a) and RF compo-
nents (b), including mixers (1), amplifiers (2 and 3), power divider (4) and VCO
(5).
antenna receives the signal and its pair will retrodirect the signal back to the same
direction that the incoming wavefront came from. The heterodyne or Pon array,
conversely, receives and retrodirects the signal back with the same antenna element.
The radiating element in this structure is a two port dual-pol antenna, using one of
the ports to receive in one polarisation and the other one to transmit in the opposite
polarisation to achieve an optimal Tx-Rx isolation. This difference between both







Figure 2.4: LP Van Atta (a) and Dual-Pol Pon (b) structures discussed in [29].
According to [29], the Van Atta array may be more suitable for NF operation
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rather than the Pon array because of the propagation path lengths that the signal
will need to travel, from the initial beacon to the retrodirected signal back to the
origin of the beacon. Moreover, this propagation path will be the same regardless
the array element considered as shown in Fig. 2.5. Assuming that the mobile is in
the NF region, the contribution of each of the antenna elements within the RDA
will be different at any specific angle, except broadside, as the field F1 and F2 shows
in Fig. 2.5, which are the field pattern strength at the angle defined by the line-of-
sight between the antenna and the DUC antenna. This behaviour is complemented
with simulations as shown in Figs. 2.7 and 2.8 following the arrangement set in
Fig. 2.6. However, for its use in WPT at which power levels are much higher,
Van Atta structure might not be suitable due to its weak isolation between crossed
paths, causing unwanted and dangerous feedback loops that could damage the active
components as well as phase noise, being such factor determinant in the pointing
beam precision. For such a reason, a study of the performance in the near-field of























(b) Frequency offset Van Atta RDA(a) Frequency offset heterodyne RDA
Figure 2.5: Effect of path loss and element patterns in a Pon (a) and Van Atta (b)
structures.
Two sets of measurements have been performed at 10 cm and 25 cm, in the reac-
tive and radiative NF regions, respectively. The expressions that defines the bound-











Patch facing the 2x1 array
(a) (b)
Figure 2.6: Simulation setup: (a) Perspective and (b) top views.
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Figure 2.7: Simulations of the contribution of each antenna element regarding the
position (angle) of the Tx/Rx element; (a) Reactive NF at 10cm and (b) Radiative
NF at 25cm.
being R1 the boundary distance between the reactive and radiative NF regions and
R2 the boundary between the radiative NF and the FF regions; D is the maximum
linear dimension of the antenna array and λ is the wavelength in free-space.
Fig. 2.7 represents the transmission coefficients from the initial transmitting
antenna to the RDA. From there it can be seen that the closer we are to the FF,
the contribution of both RDA antennas starts to be very similar. Conversely, at
very close distances (i.e. the reactive NF) the left antenna will dominate in terms
of received field strength in the negative angles, whereas the right antenna will
dominate in the positive ones. This effect is translated into a flat pattern, as it is
shown in the red line from Fig. 2.8, where both contributions are added to obtain
the shape of the received pattern in the RDA. However, the shorter the distance to
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S21 + S31 (10cm)
S21 + S31 (25cm)
Figure 2.8: Addition of the transmission coefficients from Fig. 2.7.
the RDA, will make the pattern maximums to be further apart and, by consequence,
the intersection between them will be so low that its addition will not be enough to
result in a flat pattern, so a null will start appearing at broadside [29] (see Fig.2.9).
The simulations shown in Fig. 2.8 and the study from [29] is confirmed with
measurements in Fig. 2.9(b), where a reduction in the retrodirected power occurs
at angles close to broadside for the shortest distance between the RDA and the
DUC.
Results of the bistatic measurements can be found in Fig. 2.10 for the reactive,
radiative NF and FF, respectively. It can be noticed in the figure that the tracking
capabilities of the proposed design are in agreement between the simulations and
measurements. Additionally, bistatic measurements at 10 and 25 cm have been
made and compared in this case to simulations in Figs. 2.11 and 2.12. In Fig.
2.11, it can be observed that the measurements and simulations have a similar field
pattern. Despite the difficulties to make the measurements with high accuracy (since
the mechanical supports were very close together at Tx and Rx), the shape of the
measured points follows the expected trend of the main beam and also each of the
nulls. On the other hand, for the radiative NF case (Fig. 2.12), the measured
points match very well to that of the expected pattern shape. Therefore, the RDA






























15cm - 0.5  (ReNF)
20cm - 0.7  (RaNF)
25cm - 0.8  (RaNF)
30cm -  (RaNF)
35cm - 1.2  (FF)
40cm - 1.3  (FF)
-50 0 50
 (deg.)
5cm - 0.4  (ReNF)
10cm - 0.8  (ReNF)
15cm - 1.2  (RaNF)
20cm - 1.6  (RaNF)
25cm - 2  (RaNF)
30cm - 2.5  (RaNF)
35cm - 2.9  (FF)
40cm - 3.3  (FF)
45cm - 3.7  (FF)
50cm - 4.1  (FF)
60cm - 4.9  (FF)
Figure 2.9: Monostatic measurements in the reactive and radiative NF at different
distances. Pon RDA from [29] (left), and proposed Pon RDA (right).
still showing that tracking is possible in any of the two regions.
The power received at broadside at different distances has also been measured
as shown in Fig. 2.13. The expression obtained from [31] for the path loss is valid
either for the NF and the FF, which is:













being GTX the gain of the transmitter, GRX the gain in reception, k the wavenumber
and d the distance between them. The measured received power follows nicely the
trend for the free-space path loss model; i.e. Eq. 2.3.2 [31]. However, there is no
agreement with the indoor propagation model [32] which takes into consideration
multipath effects. Such disagreement is justified in the fact that the measurements
were made inside an anechoic chamber, replicating a free-space environment.
In summary, it has been demonstrated with measurements and simulations that
the selection of a Pon RDA follows well theory, measurements, and simulations. In
the next section, other considerations about this topology will be discussed.
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Figure 2.10: Bistatic measurements in the reactive and radiative NF at different

































Figure 2.11: Bistatic measurements (circles) and simulations (continuous line) in


































Figure 2.12: Bistatic measurements (circles) and simulations (continuous line) in


























Expected Power (ITU Model)
Measured Power
Figure 2.13: Measured received power at different distances from the RDA (broad-
side) in comparison with the theoretical expected power, the free-space path loss
model (FSPL) and the indoor propagation model (P.1238-8).
2.4 Pon RDA Design Considerations; new Pon
RDA using Subarrays
What is more challenging when targeting WPT applications in the design of RDAs,
is to maintain high levels of received power at the DUC. The total gain of the am-
plifiers included in the system must compensate for the FSPL while also having an
extra amount of gain that enables wireless charging at the DUC. This translates













Figure 2.14: Modified Classical Pon RDA structure (showing two RF chains) by
removing circulators, using independent transmit and receive antennas and sub-
arrays in transmit.
ments that defines the system. Moreover, the same amount of mixers are required
increasing the cost even more.
In this section, a new approach is proposed in order to maintain high received
power levels while maintaining reasonable costs following a design approach which
considers polarization, isolation and reduced circuit complexity. This approach, as
shown in Fig. 2.14, has some characteristics that differentiates it from the classical
Pon RDA (Fig. 2.15). There are four main concepts and they are described as
follows:
1. The removal of circulators. By removing these bulky and expensive electronic
components (used for isolation between transmit and receive signal paths), the
system becomes more planar and low-cost. Moreover, removing the circulators
forces the design of independent transmit and receive antennas. If compared
to the case where the same radiating element acted as a transmit and receive
antenna, isolation can be further improved by designing independent anten-
nas such that they operate at the transmit or receive frequency minimizing
electromagnetic coupling between antenna elements.
2. The use of transmit sub-arrays for the RDA (see Fig. 2.15(b)). This will boost
the transmit gain and also remove the need for a mixer amplifier pair for each
antenna. This will reduce the number of active elements considerably, thus
reducing circuit costs. However, the trade-off of this is the reduction of the
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beam-tracking capability to just one plane (φ = 90o) as illustrated in Fig.
2.15(b).
3. Circular polarization (CP) brings another advantage over more classic ap-
proaches. Using CP on both transmit and receive signals gives orientation
flexibility in the DUC avoiding any potential polarization mismatches caused
by misalignment between the DUC and the RDA.
4. Improvement of the isolation between transmit and receive paths by using or-
thogonal polarisations. The initial transmitted beacon is right-hand circularly
polarized (RHCP), whereas the retrodirected beam exhibits left-hand circu-
larly polarization (LHCP). Such a configuration can avoid problems regarding
the interference that might exist when the pilot beacon is received in the
transmitting antenna of the RDA. It also reduces possible coupling between
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Figure 2.15: Comparison of a conventional CP-RDA, (a), defined by a 2-D planar
array of corner-clipped patches and heterodyne mixing (i.e. a Pon architecture where
RF amplifiers, circulators and mixers are required at each antenna element) to the
proposed RDA, (b), for WPT applications. In both cases, a total of 16-elements
(4× 4) are shown for the transmitting part of the RDA.
2.4.1 Considerations for Cost and Performance
One of the most important engineering processes that are undertaken in the design
of any system is the compromise between cost and performance. More specifically,
the RDA system for WPT is a clear example of this. According to the tracking
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capabilities of an RDA, they can be sub-divided into two groups: linear RDAs and
2-D RDAs. Linear RDAs (see Fig. 2.16(a)) are referred to those of which antenna
elements are distributed in a straight line, and therefore, the phase distribution of
the received signal is only in one dimension. The outcome of this is the ability of
beam tracking in just the plane containing the antenna elements. On the other hand,
planar RDAs (see Fig. 2.16(b)) are those of which antenna elements are distributed
in a rectangular matrix, and therefore, the phase distribution of the received signal
has two dimensions, allowing the system to track in 3-D space. However, the price
to pay in this scenario is much higher in terms of cost (see Table 2.1), given that
amplifiers and mixers are required at each antenna element [33]. Depending on the
positioning of the DUC one approach would be more suitable than the other. If the
DUC moves freely in 3-D space it is obvious that the planar 2-D RDA approach
would be more convenient. However, if the DUC moves most of the time along the
tracking plane, the linear RDA may be preferred.
It should be mentioned that in Table 2.1, Array Size corresponds to the size of the
separated receiving and transmitting arrays of the RDA given that this comparison is
made for RDAs that do not use circulators as shown in Fig. 2.15(b). The reported
values were obtained by considering the simulated realized gain of an individual
patch antenna, employed in the proposed design, computed with the array factor for
a λ0/2 separation between antennas at 2.4/2.5 GHz. Also, Normalized Performance
in Table 2.1 corresponds to the received RF power at the DUC for a 0.5 m distance
between the RDA and the DUC, and normalized, with respect the 2×1 RDA case.
Also, the unit value for Normalized Performance is 20 mW (13 dBm) and the design
goal for our work corresponds to 27 dBm (or a Normalized Performance of 15).
Moreover, the gains and losses of the active components to compute the overall
performance for each of the cases was obtained from the datasheets of the employed
circuit components. And finally, Normalized Cost, refers to the total cost of the
active components needed for each case and normalized with respect to the cost of
a reference 2× 1 RDA.
This is where the benefits of the proposed sub-array (see Fig. 2.17) can be more
appreciated; i.e. when seeking a balance between performance and cost. It is well







Figure 2.16: Classic 2-D Pon RDA defining an M×N square array with active circuit
elements. Circulators, mixers, and amplifiers are represented at each element.
mixers, amplifiers), making non-viable the development of a planar array in cases
where the cost is a limitation. To circumvent this issue, a valid solution would be to
use a hybrid between linear and a planar 2-D structure. This is shown in Figure 2.17,
where a linear array is proposed with the addition of sub-array elements instead of
one radiating element per chain. This arrangement, considered as a linear RDA,
will track only in one dimension, but at the same time will reduce the costs almost
4 times in a 4-by-4 system (see Table 2.1).
In Table 2.1, Array Size corresponds to the size of the separated receiving and
transmitting arrays of the RDA given that this comparison is made for RDAs that
do not use circulators as shown in Fig. 2.15(b). The reported values were obtained
by considering the simulated realized gain of an individual patch antenna, employed
in the proposed design, computed with the array factor for a λ0/2 separation be-









Figure 2.17: Schematic of a classic Pon RDA which uses a series-fed array of antenna
elements per each mixer, increasing the overall gain if compared with the classic
linear Pon RDA.
corresponds to the received RF power at the DUC for a 0.5 m distance between the
RDA and the DUC, and normalized, with respect the 2×1 (IN and OUT) RDA.
Also, the unit value for Norm. Perf is 20 mW. It should also be mentioned that
our design goal corresponds to 27 dBm (or Norm. Perf. = 15). Moreover, the gains
and losses of the active components needed to compute the overall performance for
each of the cases was obtained from the datasheets of the employed circuit compo-
nents (see Fig. 2.19). And finally, Normalized Cost refers to the total cost of the
active components needed for each case and normalized with respect the 2×1 (IN
and OUT) RDA, where the unit value for Norm. Cost is £1300.
Following array theory [30], the phase distribution of a scanning array can be
Table 2.1: Received RF Power and Cost Versus RDA Size
RDA Array Size Normalized Normalized
(IN / OUT) Performance Cost
2×1 / 2×1 1 1
2×2 / 2×2 4.4 1.9
2×3 / 2×3 9.7 2.7
2×4 / 2×4 17.1 3.5
4×4 / 4×4 66.7 6.9
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Figure 2.18: Performance comparison at φ = 90o (in terms of power lost) between
a 1-D and a 2-D tracking system.
defined by
Ψx = βxA; Ψy = βyB
where A and B are coefficient matrices
A[i, j] =

0 1 2 3
0 1 2 3
0 1 2 3




0 0 0 0
1 1 1 1
2 2 2 2
3 3 3 3

and βx and βy are the progressive phase difference between the elements. It has to
be mentioned that for the proposed array βx = 0 because elements from the same
row are connected together. For example, elements from (1,1) to (1,4) are connected
in series conforming the first sub-array; from (2,1) to (2,4) are connected in series
conforming the second sub-array, and so on.
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The power loss impact when using a linear array rather than a planar array is
compared in Fig. 2.18 for a 4 × 4 transmit array system. The aim of this study is
to compare the power loss of the proposed design with a classic planar 2-D RDA
along the non-tracking plane (φ = 0o), as illustrated in Figs. 2.15(b) and 2.18. The
dimensions of the transmitting arrays are 4× 4, employing the square patches used
for the final design and spaced λ/2, as already mentioned in the cost study for table
2.1. In the graph from Fig. 2.18, the red solid line represents the normalised gain
of the transmitting array (of the RDA) for each position of the DUC from 0° to 90°
along the non-tracking plane (φ = 0o). As it can be seen, the normalised pattern
will stay fixed with its maxima pointing at broadside. Conversely, for the planar
2-D RDA, the tracking is still occurring in that plane as it is shown in the solid
blue line since power levels for planar RDA systems are higher than the linear ones.
This solid blue line represents all the maximums of each of the patterns conformed
by the planar RDA for each position of the DUC (some of the individual patterns
are shown in grey dashed lines).
The distance between the two traces, represents the power drop in the non-
tracking plane of the proposed RDA in comparison with a planar RDA. From this,
depending on how critical the loss of power is, in terms of cost and the application,
the proposed system may be preferred. This is because the proposed RDA maintains
consistent power values at angles close to broadside. Also, power degradation of only
about 5 dB are observed from broadside to θ = 30°. In terms of cost, the planar
RDA exhibits full tracking and higher received power, but is almost 4 times the cost
of the proposed design (6.9 versus 1.8 of normalised cost), as it is shown in Table
2.1.
2.4.2 Details of the Developed RDA Design
The proposed design is illustrated in Fig. 2.15(a) and the measured prototype is
shown in Fig. 2.19(a-b). It is defined by a 4 × 1 input and a 4 × 4 output array
at 2.5 GHz and 2.4 GHz, respectively. Additionally, the output array is divided in
4 × 1 sized sub-arrays at each chain (see Fig. 2.19(c)). The removal of circulators
involves the use of independent antennas for transmit and receive improving, there-
fore, isolation. Moreover, the proposed system has been designed to use orthogonal
polarisations to increase even more isolation (RHCP for receive and LHCP for trans-
mit) and CP to bring flexible mobility in the positioning of the DUC which is crucial
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considering the intended application of mobile charging of commercial electronics.
Ideally the frequency applied to the LO ports within the RDA should be twice
the input frequency. However, as it was already mentioned in section 2.2, one
important issue that needs to be overcome is the RF-to-IF leakage in the mixers
that can cause potential phase noise at the output and, consequently, leading to an
associated small beam squint. To circumvent this, there is a small frequency shift
in the LO port so the input and output frequencies are slightly different. In our
case, the frequencies chosen are located in the ISM band and more specifically in
the S-band: firstly, because these frequencies are free to use and secondly because
at these frequencies the FSPL is not very high if compared to higher frequencies.
The input (RF) frequency is 2.5 GHz, the LO frequency is 4.9 GHz (instead of the




















Figure 2.19: Picture of the proposed RDA system. Front (a), back (b) and schematic
of one of the four RF chains (c). The components used in the system are: (1) receive
4 × 1 antenna array, (2) Band Pass Filter from TriQuint 885009 at 2.5 GHz, (3)
Mixer from Linear Technology, (4) Driver Amplifier from MiniCircuits ZFL-2500+,
(5) Band Pass Filter from TriQuint 885017 at 2.4 GHz, (6) Power Amplifier from
TriQuint TQP9111 and (7) transmit 4× 4 antenna array.
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are working in downconverting mode.
Once phase conjugation has taken place, the signal is ready to be re-radiated
back through the transmitting array, so a gain block is installed between the mixers
and the array. This high gain block is composed of a driver amplifier and a power
amplifier as illustrated in Fig. 2.19(c), being the latter in saturation.
2.4.2.1 Antennas within the Developed RDA
The design of the transmit and receive antenna arrays has been made using Taconic
TLY-5 substrate, having a dielectric constant of εr = 2.2 and a thickness of h =
1.57 mm. The transmit array, shown in Fig. 2.19(a) element #7, has a series-fed
network, as in [34], that connects consecutive patches in columns and with a distance
between them of λ, so that they are totally in phase. The amplitude distribution
for each element is about 1/2, 1/4, 1/8, 1/8, of the input power; i.e. approximately
3dB is diverted to each patch. This type of feeding network is preferred over the
more conventional corporate style due to the space limitations that require a more
compact arrangement to reduce the side-lobe-level (SLL). For the variation of the
input impedance on each patch, two independent λ/4 impedance transformers are
placed between the feed lines and the patch. This feeding network is composed of
two branches that will feed the orthogonal modes at the adjacent edges of the square
patches. Hybrid couplers are connected right before the sub-arrays, in order to apply
a phase offset of 90° to each branch to ensure CP operation. Moreover, with the
hybrids the transmit polarization can be switched by driving one port or the other,
terminating with a 50 Ω load for the isolated port. In the proposed system, the
polarization sense of the 4×4 transmit array is left-hand (LHCP), whereas the 4×1
receive array is righ-hand (RHCP). For the latter, one port per patch and truncated
corners on one of the two diagonals has been chosen to ensure CP operation.
Simulated and measured S-Parameters for one of the four 4×1 transmit sub-arrays
and the 4 × 1 receive array are shown in Fig. 2.20(a) and (b), respectively. It can
be observed that there is a good agreement between simulations and measurements.
For the transmit sub-array, in Fig. 2.20(a), the measured coupling between ports
(i.e. |S21|) at the transmit frequency (2.4 GHz) is slightly above the simulations
but still below −20 dB. There is a strong resonant peak around 2.5 GHz caused
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Figure 2.20: S-Parameters of the 4-by-4 transmit (one sub-array) (a) and 4-by-1
receive (b) arrays within the proposed RDA for operation at 2.4 GHz and 2.5 GHz
respectively.
by the spurious feed radiation, which is due to the conventional unbalanced dual-
orthogonal feeds used [35]. Nevertheless, any problem that this resonance could
cause, is fixed by the sencond BPF in the chain. On the other hand, for the receive
array (see Fig. 2.20(b)), there is a very good agreement between the simulations and
measurements. The low bandwidth of the patch antenna acts in some way as a BPF
itself, accepting the receive signal at 2.5 GHz, while it rejects any 2.4 GHz signal
that would be present due to electromagnetic coupling. Additionally, the coupling




The frequency small difference between transmit and receive operational frequencies
for the antennas within the RDA can cause coupling problems. This can cause an
unwanted and positive feedback loop which can cause permanent damage to the RF
active components as further described in this Section. Therefore, bandpass filters
are of vital importance in the proposed system. Firstly, in order to filter out any
of the retrodirected 2.4 GHz signal that has been coupled back into the system, a
band-pass-filter (BPF) 885009 from Triquint that has low insertion losses at 2.5 GHz
and high rejection at 2.4 GHz is connected in between the receive antennas and
the mixers, as shown in Fig2.19(c), in element #2. Also, as it was previously
mentioned, the mixers can leak some of the RF input signal to the mixer output.
This signal has not been mixed to the RDA transmitting frequency and, if coupled
back, it would not be rejected by the 2.5 GHz BPF given that the frequency is
the same as the expected one from the beacon tone. This causes two important
issues. Firstly, there would be two 2.5 GHz signals which would cause a beam
pointing error. And secondly, the coupled signal can cause an unstable feedback
loop. Therefore, an additional BPF (885017 from Triquint) was introduced between
the mixers and the transmitting antenna arrays, as shown in Fig2.19(c) (in element
#5). This BPF accepts any 2.4 GHz signal while it rejects any 2.5 GHz signal. The
filters used have been mounted on a Taconic substrate in CPW technology given
the arrangement of the pins. Moreover, due to the very small dimensions of the
commercial filters (9 mm2 and 1.7 mm2, respectively), the assembly of the filters has
been made with the aid of the LPKF Protoplace S (a semi-automatic pick & place
system for professional assembling of SMT printed circuit board prototypes). Pin
connections and the connectorized filters are shown in Fig. 2.21, whereas insertion
and return losses are shown in Figs. 2.22 and 2.23, respectively. It has to be
mentioned that coloured lines are the measurements for each of the filters, while the
dashed black line is the specification by the manufacturer.
2.4.2.3 Heterodyne Frequency Conversion for the RDA
The LTC5549 mixer from Linear Technology, shown in Fig. 2.24(a), has been




Figure 2.21: Picture of the proposed band-pass filters: (a) the 885009 (element #2
in Fig. 2.19); and (b) the 885017 (element #5 in Fig. 2.19).
















































Figure 2.22: Insertion losses of the proposed BPFs: (a) and (b) for the 885009
(element #2 in Fig. 2.19); (c) and (d) for the 885017 (element #5 in Fig. 2.19).
a low conversion loss when compared to other similar mixers. A block schematic
of the IC and the measurement of the conversion loss versus RF input power are
shown in Fig. 2.24(b) and (c), respectively. It can be seen from the graph, that in
the range [−25,−20] of RF input power, the conversion loss variation is just about
0.6 dB, making it very robust for the pursued application. The importance of having
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a low variation in the conversion loss lies in the fact that different conversion losses
can introduce a small error in the output phase. The smaller this error offset is, the
smaller the beam pointing error will be. Additionally, the required LO power is also
small given that the IC builds an internal amplifier (“LO AMP” in Fig. 2.24(b))
which is externally biased through the VCC, EN and GND pins as it can be seen
in Fig. 2.24(a). The biasing conditions are 3.3 V and 115 mA, and 0 dBm of power
for the 4.9 GHz LO tone.
Also, in order to properly apply the LO tone to the four mixers, two stages of
Wilkinson power dividers were cascaded to obtain a 1-by-4 power split (see Fig.
2.25). The first stage is a 4324-2 from Narda with 0.35 dB of insertion losses, as
shown in the green traces on Fig. 2.26(a). The second and last stage is defined by
two ZN2PD2-50-S+ wilkinson dividers from MiniCircuits. These are more lossy in
terms of insertion losses (0.6 dB and 0.75 dB) than the first stage. However, what
really matters is the amplitude balance (shown on Fig. 2.26(b)). The blue, red and
green lines are the internal amplitude balances which are below 0.05 dB. The black
line refers to the external amplitude balance between the dividers of the second
stage, in other words, how different is the power split between the two dividers.
















































Figure 2.23: Return losses of the proposed BPFs: (a) and (b) for the 885009 (ele-
ment #2 in Fig. 2.19); (c) and (d) for the 885017 (element #5 in Fig. 2.19).
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For the frequency of operation, it shows a difference of around 0.1 dB which can be
neglected. With respect to the phase balance (Fig. 2.26(c) and (d)), it can be seen
that the differences are very tiny. In conclusion, it can be mentioned that the four
mixers have a near perfect amplitude and phase balance for proper RDA operation.
2.4.3 Device under charge: Rectenna
The design of the receiver or DUC, shown in Fig. 2.27, is divided in two parts:
transmission and reception.
1. Transmission: A voltage-controlled-oscillator (VCO) set to generate a tone at
2.5 GHz and 6.6 dBm of power is connected to a patch antenna that radiates
the beacon tone with RHCP.
2. Reception (rectenna): A 2 × 1 patch array co-located with the transmitting
patch, will be responsible for receiving the retrodirected power at 2.4 GHz.
(a) (b)
(c)
Figure 2.24: LTC5549 mixer: (a) picture of one of the four mixers used, (b) IC block
diagram [36] and (c) conversion loss measurement over RF input power completed












Figure 2.25: The power split of the 4.9 GHz LO tone was made by cascading two
stages of Wilkinson power dividers to obtain a 1-by-4 power split. Schematic (a)
and picture (b).
































































































Figure 2.26: Amplitude (a-b) and phase balance (c-d) of the connectorized power
split network.
The ports of these antennas are both connected to a Wilkinson power combiner
and the output of the latter device, that carries all the received retrodirected






























Figure 2.27: DUC schematic (a), and picture of the rectifier from [37] (b).
The structure of the rectifier, which is not the primary focus of this thesis, is
further reported in [37] and comprises five different blocks (see Fig. 2.27). At the
input, the matching network formed by an open ended single-stub is used to reduce
the return losses at the working frequency band. Right after, a couple of capacitors
are used as DC blockers to ensure that any DC power is routed to the rectifying
diodes. Then, a T-type low-pass filter is used to reject any high order harmonics.
The last two blocks are the rectifying part: first the bridge diode is used to rectify
the RF fundamental frequency into DC, and finally, there is a voltage regulator block
formed by a shunt capacitor that will filter any RF signal remaining. There is also a
Zener diode, whose main purpose is to reduce the ripples of the final DC signal. In
this design, the aim was to achieve the best RF-to-DC conversion efficiency with an
input power of around 27 dBm, matching the power link budget previously estimated













(Tone for Mixer LO)
Figure 2.28: Picture of the measurement setup.
over the same type of substrate as the RDA antennas.
2.5 Complete RDA Circuit System Measurements
for the Modified Pon with Subarrays
Assessment of the capabilities of the proposed RDA have been tested through
bistatic and monostatic measurements in an anechoic chamber. The distance that
separates the radiative NF with the FF regions is R2 ≈ 5.1 m. Additionally, the dis-
tance that is the boundary of the reactive NF and the radiative NF is R1 ≈ 74.3 cm,
which means that measurements have been done in the reactive NF region.
The measurement setup is shown in Fig. 2.28. A N5182B MXG Vector Signal
Generator from Keysight Technologies has been used to feed the 4.9 GHz LO signal
to the mixers; to measure the received RF power at the output of the Wilkinson
power combiner, a Keysight N9030B PXA Signal Analyser was used. Moreover, DC
power supplies were needed to bias all the active components; i.e. driver amplifiers,
power amplifiers, mixers and the VCO that generates the beacon tone at the DUC
for self-tracking. The biasing of the RDA was made in series as shown in Fig.
2.19(b). Additionally, with the aid of a small mechanical stand, monostatic and
bistatic patterns were measured (see Fig. 2.29(a-b)).
The classic procedure to get monostatic and bistatic patterns is shown in Fig.





























Figure 2.29: Monostatic (a) and Bistatic (b) measurement illustration.
the beacon tone is fixed at a given angle θ. To test if the RDA tracks properly the
DUC, several bistatic patterns at different angular positions of the beacon signal
are required. The way to measure this is leaving the transmit module of the DUC
(VCO and patch antenna) stationary at a given angle, while the receiver module
of the DUC rotates around to map the complete pattern for a fixed range. For
this system, there are two types of bistatics depending if the measurement is made
with or without the rectifier: RF-bistatics and DC-bistatics. As the aim of the
measurement was to test the RDA bistatic performance, only RF-bistatics were
measured.
On the other hand, the monostatic pattern can be defined as the envelope of the
bistatics. This is obtained by rotating the entire DUC (transmit and receive modules
co-located) around the RDA. Therefore, the RDA will be continuously pointing and
tracking its maxima towards the DUC as it rotates. Thus, the obtained monostatic
pattern will sample the power level of the main beam at the peak versus the angle
of incidence. For this type of measurement, in order to test also the performance of
the rectifier versus angle, both RF-monostatic and DC-monostatic were measured.
Some simulations and measurements of the normalised bistatic patterns are shown



































Figure 2.30: Measured (red line) and simulated (blue-dashed line) normalised
bistatic patterns at different angles, from top-down and left-right: broadside, ±15°
and ±30°.
difference between consecutive elements that makes the beam point to the targeted
angle was applied in CST. It has to be mentioned that the reported simulations are
the realized gain patterns and therefore are based on FF principles. Conversely, the
measurements were made in the reactive NF given the spacing limitations of the
chamber. Regardless results still show tracking capability for different pointing an-
gles and can be observed that the agreement between simulations and measurements
is acceptable. A small shift in the pattern can be seen, which might be caused by
NF coupling effects, the phase noise in the active components, or an uneven power
output from the amplifiers. Additionally, the separation of 0.85λ0 between sub-
arrays increased the SLL for bistatics at angles far from broadside. For example,
at θ = −15o the measured SLL is −6dB. This is the minimum possible separation
between sub-arrays, given the design of the feed network used for a CP series-fed
patch array.
This spacing between sub-arrays could limit the field-of-view (FOV) of the array
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which is defined by [38,39]






where λ is the wavelength in free space and d is the distance between sub-arrays.
For the proposed system, the expected FOV is ±36.4° as it is demonstrated in Fig.
2.31, for the ±30° cases, where the side lobes increased significantly. An alternative
and more compact and complex feed network implementation could have improved
the FOV while also reducing the SLL by applying a tapered amplitude distribution,
but at the cost of reduced broadside gain. An array for this will be discussed in the
next chapter.
Additional bistatic measurements are illustrated in Fig. 2.31. A progressive
decay of the power level is observed as the bistatic angle is steered away from
broadside. This is mainly due to the high directivity of the individual sub-arrays
in the plane orthogonal to the scanning plane. This causes the directivity of the
full array to decrease more severely when scanning, which varies proportionally
to cos θ [40]. Also, a monostatic pattern is shown in the red dashed line which
demonstrates proper RDA operation. These results prove that the proposed system
is able to operate in any field region, including the reactive NF. This suggests that
the developed RDA circuit system is suitable for WPT applications.
Some additional monostatic trials and a DC-monostatic one are shown in Fig.











































Figure 2.31: Monostatic and bistatic results (at ±45o,±30o,±15o and 0o) for the





Figure 2.32: RF and DC Monostatic measurements. Left axis is in a dBm scale,




















Figure 2.33: Measurements and simulations of the rectifier RF-to-DC efficiency at
2.4 GHz.
2.32. The different trials show repeatability meaning that the system has a stable
response over time, and exhibiting 80° of 3-dB beamwidth, approximately. In terms
of power balance at the DUC, the initial beacon generated by the DUC has an
output power of 6.6 dBm and the DC power received from the RDA is always over
20 dBm over the full measured range [−50°,−50°] which makes a positive power
balance of 13 dB, which translated into linear units means that the received power
is 20 times higher than the transmitted power. Moreover, from −20° to 20° the
received power is above 300 mW, achieving the targeted metric for a 50 cm range.
It has to be mentioned that the drop of the DC-monostatic trace with respect the
RF-monostatic ones, is caused by the efficiency of the rectifier.
Additionally, measurements to assess the power received versus distance were
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made as shown in Fig. 2.34. As already mentioned previously, due to space re-
strictions in the chamber, these measurements were made in the reactive NF region.
The noticeable difference between measured and simulated results can be justified
in the fact that simulations were performed by applying an equi-phased distribution
for the phases at each element, considering in this way that the receiver is located
in the FF. Given that measurements are in the reactive NF, the elements are not
equi-phased (see Fig. 2 from [15]). Such results demonstrate that the system is able
to operate in any of the field regions.




















Figure 2.34: Retrodirected received power at broadside, for different ranges.
In Table 2.2, a comparison is made between some other relevant works and the
reported RDA system. It has to be mentioned that for [41] it only gives the voltage
received and does not show the impedance of the load, not being able to make a fair
comparison with the rest of the works. With respect to [42], the receive antenna
was placed inside pork tissue, increasing the losses and explaining its high value of
losses in dB/m. Also, for this type of comparison, it has to be taken into account
that the losses given in dB/m, is a non-linear value that depends on the distance,
so it should be considered as an estimation. From this comparison, it is clear that
our proposed design has the highest level of RF and DC power received.
49
CHAPTER 2 50
Table 2.2: Comparison of the proposed work with others found in the literature
Ref. Freq. Tx Array Tx Beam Distance Field Tx Rx RF Rx DC
(MHz) Size (M ×N) Architecture tracking (m) Range Power (dBm) Power (dBm) Power (mW)
[41] 462.55 - Classic Array No 33.5 FF 36 - 3.3V
[42] 915 1× 1 CP Patch No 0.4 NF 25 -17.5 0.00514
[14] 915 2× 2 Dig. Beamforming Yes 0.5 NF 26 13 10
[15] 2450 16× 1 RDA Yes 1 NF 24 - 10
This work / [37] 2400/2500 4× 4 RDA Yes 0.5 NF, FF 36 27 350
2.6 Van Atta Design For 2-D Tracking
Apart from the proposed Pon design which is used for 1-D tracking, an alternative
design based on the Van Atta concept has also been designed, built and tested in
order to cover applications that need to have tracking in two planes. The antenna
element has been manufactured following the design from [43], where the combina-
tion of a dual-polarized antenna with a 90° hybrid coupler forms a CP transceiver.
Fig. 2.35 illustrates the antenna element in transmit (a) and receive (b) modes. In
transmit mode, one of the inputs of the hybrid coupler is fed, making the signal to
have a 3 dB power split at its output with a 90° of phase difference. Therefore, by
connecting these outputs to adjacent sides of the patch, the antenna will be CP. On
















Figure 2.35: Antenna element schematic used in the design of the Van Atta RDA:
(a) transmit mode and (b) receive mode with opposite polarizations.
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onal components (horizontal and vertical) each of those will be fed into the hybrid
coupler. Given that these signals are 90° apart, the hybrid will act as a combiner in
this case, guiding all the power through one of the output ports and the other one
would be isolated. The isolation ports are very useful for our design because they
will be connected to the crossed path as it is shown in Fig. 2.36, enabling, in this
way, two crossed paths. This avoids the need of bi-directional amplifiers. Moreover,
the transmission lines are introduced to achieve 180° of phase difference between
each antenna pair, for proper Van Atta RDA operation.
2.6.1 Antenna Array
The designed antenna array is shown in Fig. 2.37. As it can be seen from Fig. 2.37(b)
and (c), the connection between the patches and the hybrids is made by resonant
coupling through an H-shaped curved slot in the ground plane. Additionally the
patches are elevated, leaving a small air gap that enhances the radiating bandwidth
and the matching of the array, achieving values around −20 dB. Additionally, the
squared slots etched in the radiating patches improves the isolation for at least
20 dB. All these results are not reported for brevity.
Also, in order to work as a Van Atta RDA, the connections between patches are
as follows: port 1 with port 6, port 2 with port 5, port 3 with port 8 and port 4
with port 7. Measurements and simulations for the radiation pattern of the array
can be seen in Fig. 2.38, achieving a very good agreement.
2.6.2 Passive Van Atta RDA
Measurements and simulations of a passive Van Atta (using the array discussed in
the last section) have been completed in order to test the tracking capabilities of the
system. In Fig. 2.39 the measurement antenna setup is shown (a), the connections
made for each element within the array (b) (including microstrip transmission lines
to achieve the proper inter-element phase difference), the antenna elements used
as the transmit beacon and the receiver (c), and the FF positioner in charge of
the automatic rotation and acquisition of the data (d). A simulated and measured
monostatic at 2.35 GHz is shown in Fig. 2.40, showing good agreement, and an even
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broader 3-dB beamwidth in the measured trace than the simulated one (around 90°).
Moreover, bistatic measurements have been also completed (Fig. 2.41), which show
self-beam steering operation.
It should be mentioned that only passive Van-Atta RDA measurements were
completed and reported in this thesis. This is because measurements of this RDA
were completed using a new FF positioner making the bi-static RDA measurement
(i.e. with amplifiers and not passive) not technically possible at the time of writing.
Future work can include additional measurements to further illustrate the concept.
Regardless, passive measurement results are in agreement with the simulations sug-
gesting that a similar result is possible for a more advanced and active Van-Atta
RDA.
2.6.3 Other Applications Including Monopulse Radar
As Fig. 2.37 shows, a sequential physical rotation of 90° had to be applied to the
elements within the RDA in order to be able to employ them within the developed
2×2 CP RDA. Due to the fact that the connection between antenna elements is made
in diagonal, the sequential rotation does not affect the RDA operation. However,
this special arrangement can be exploited in monopulse radar [44] applications.
A monopulse system for target angle and range estimation, as a baseline, typically
T. Line
T. Line
Figure 2.36: Schematic of the connections between one antenna pair considering
an active Van Atta RDA where the total insertion phase difference between the
















Figure 2.37: Array developed for the proposed Van Atta RDA considering a 2 × 2
arrangement.






























Figure 2.38: Simulated and measured antenna array radiation pattern considering
the two principal planes.
consists of a 2×2 planar array (if azimuth and elevation angles are to be determined).
Such a name was coined because it clearly expressed the ability to collect from each










Figure 2.39: Bistatic measurement setup for the Van Atta RDA (a); connection
arrangement to work as a passive Van Atta RDA (b); antenna element used as the





































Figure 2.41: Measured bistatic patterns for the proposed Van Atta RDA.
techniques which used sequential lobing required several pulses to obtain the same
amount of information [45]. To do so, each of the antenna elements generate a
squinted beam as it is shown in Fig. 2.42. An initial thought would be to use the
four beams (A, B, C and D) independently, connecting each antenna to individual
and identical receivers. However, even if adjusted initially for equal gain and phase,
there would be unequal variations happening over time, signal level, environmental
conditions and so on. This would cause large drifts in the radar axis (boresight
direction), having the need to find an alternative solution for this. Therefore, sum
and difference outputs are needed to help reducing the aforementioned drift and
having in this way a more stable null axis. Sum and traverse and elevation difference
expressions are given by:
Σ = A+B + C +D (2.6.1)
∆tr = (C +D)− (A+B) (2.6.2)










Figure 2.42: Individual beams generated by each individual element. Perspective
(a) and front view (b).
Once these are obtained, it is possible to obtain the a pair of angle coordinates
and the range of the measured target. Additionally, the obtained coordinates will
feed the servo motors to adjust the antenna position in order to have the axis null
towards the target. However, for many cases the servo is too slow to follow the path
of the target, on which case the voltage ratios between the differences and the sum
are used for error correction and still be able to achieve an accurate angle estimation
(for more info see [46]).
As it has been already mentioned, the existing sequential rotation of the antennas
(shown in Fig. 2.43(a)) has to be taken into account for the design of the microwave
combining network (Fig. 2.43(b)). Regarding the sum beam pattern, this sequential
rotation needs to be compensated by introducing a 90° of opposite sequential delay
to each antenna element.
In our design, simulated and measured sum and difference beam patterns are





































Figure 2.43: Sequential clockwise phase rotation of the array (a) and the microwave
combining network to obtain the needed sum and difference outputs for angle and
range estimations (b).
Radar

















Figure 2.45: Measured and simulated monopulse (sum and difference patterns) using




Most of the systems for WPT follow the inductive coupling method that has the
main disadvantage of mobility limitations. In this chapter, a novel retrodirective
system for wireless power transmission which circumvents this problem has been
discussed. However, preliminary studies of an earlier Pon RDA prototype have been
done in order to test the tracking capabilities either in the reactive NF or in the
radiative NF, given that in [29] it had been demonstrated that the performance of
a Pon RDA in the reactive NF could generate a null in the monostatic pattern at
angles close to broadside.
For the case of the proposed prototype, this null appeared in the reactive NF
region but still was able to track properly as the bistatic results show. Moreover,
as the cost of the system can be high, a hybrid solution between a 1-D and a 2-D
Pon RDA has been proposed by using sub-array elements that can boost the overall
system gain. The only problem that this can impose is the loss of scanning in one
plane, being still acceptable for applications at which the DUC moves reasonably
close to the desired scanning plane. Results also show good agreement between the
simulations and measurements, exhibiting up to 350mW of DC power converted
from an initial 10mW tone at a distance of 50cm.
These results suggest that the proposed RDA system is a good candidate for mid-
range WPT applications working at 2.4/2.5 GHz. It should also be made clear that
the design, manufacture and implementation of the RDA was Pascual D. Hilario
Re’s main task [13], whereas the design, manufacture and implementation of the
rectenna was made by Samuel Rotenberg as reported in [37] and [47]. Additionally,
a 2× 2 Van Atta RDA was also developed by Pascual and presented in this chapter
which enables tracking in the full 3-D space. More specifically, the use of two-port
antennas in combination with hybrid couplers, enables the isolation between crossed
paths and by proper feeding of the antenna array, it could be used for new monopulse
radar systems and other new RDA architectures.
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Circularly Polarized Series Fed
Antenna Array Design
3.1 Introduction
One of the main challenges in the design of low-profile microstrip antenna arrays
is to build the feed system in a way that does not interfere with the radiation
characteristics of the array. Especially, coupling and size of the feed system, are two
important factors to be minimised. In the previous chapter, a 4 × 4 transmitting
array divided into a network of 4×1 sub-arrays was proposed. Each of these, was fed
in series by conventional transmission lines on both sides of the row, each of those





Figure 3.1: New redesign for SLL improvement by the use of meanders and
impedance transformes (yellow), compared with the proposed RDA sub-array design








Figure 3.2: Picture of the manufactured series-fed array (SFA).
design is shown in Fig. 3.1 in orange. Given this arrangement, the distance between
rows was 0.85λ and by consequence a high sidelobe level (SLL) was obtained from
a certain scanning angle (i.e. |θ0| ≥ 30°, being θ0 the scanning angle and φ = 90°
which is contained within the y-z plane). Moreover, the distance between patches
that are in the same row was also large (0.73λ0). The need for low SLLs is important
for WPT applications, especially when dealing with high levels of transmit power.
This is because of the possible health concerns when dealing with radiated fields and
the human body. Moreover, side-lobes can be pointing and radiating power towards
other unwanted directions which are different from the main beam which could also
be steered. This could define a situation for health and safety considerations, in
that unwanted power is radiated in the direction of the side-lobes, and this perhaps
provides some justification that the optimization of the array (to have low SLLs) is
important while also maintaining a decent gain.
Additionally, in terms of polarization, the use of CP antennas within an RDA can
become problematic for multipath scenarios, where changes in the polarization sense
can occur. For example, when the radiated CP signal hits a wall, ceiling or floor.
However, the RDA system has been designed for the direct line of sight case only, as
dictated by the funder (Samsung) and our project officer Jaesup Lee. Nevertheless,
a possible solution to accommodate such a multipath scenario would be the use of
a dual-polarization RDA; i.e. one that can transmit and recieve both vertical and
horizontal components as in [1].






































          
Figure 3.3: Different arrangements for CP considering microstrip patches [2]. Specif-
ically, (a), (b) and (c) just need to have one port to achieve CP. To switch its po-
larization sense, one just needs to feed to the very next corner/edge. On the other
hand, (d) and (e) need to have two ports excited simultaneously with a phase dif-
ference of 90°, but generally offer an increased axial ratio performance. To switch
its polarization sense, the phase difference between the ports needs to be inverted
from −90° to +90° or vice versa.
SLL while maintaining high gain within a single layer design. Also, a comparison
with other works found in the literature will be made, demonstrating a better per-
formance in terms of axial ratio (AR) and SLL for the proposed low-profile design.
3.2 Array element design
In the previous chapter, the design having two parallel feed lines was too large
causing high SLL, as shown in Fig. 2.30. In the alternative design proposed in this
chapter, the aim is to use just one feed line for size reduction while also improving
antenna performance. This size difference between both prototypes is shown in Fig.
3.1. A starting point in the design of the CP series-fed array, is selection of the
individual radiating element and its feeding.
Some rectangular and circular patch arrangements for circular polarization (CP)
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can be seen in Fig. 3.3. For simplicity in the design process, the arrangement shown
in Fig. 3.3(d) was chosen as in the previous design (see Fig. 3.4 for the single
element and Fig. 3.2 for the full array). Quarter-wave transformers are connected
to the edges of the patch providing connectivity to the antenna element with a
90° phase difference between connecting ports for CP radiation. Some simulation
results are shown in Figs. 3.5, 3.6, 3.7 and 3.8. As it can be seen in Figs. 3.5
and 3.6, the bandwidth that this type of antenna exhibits is very narrow, being
in this case around 3%. However, this bandwidth might be acceptable for certain
applications such as radar and the developed RDA for WPT. Additionally, Fig. 3.5
shows a very low axial ratio over frequency, demonstrating this design to be very
consistent in terms of CP performance. However, it should be mentioned that this is
an ideal simulation since the phase difference between ports is fixed at 90◦ over the
studied frequency range. In a more practical implementation, an exact 90° phase
difference will likely not be maintained due to the integration of a feeding circuit.
Regardless, gain values above 5 dBic are observed for both radiating elements. The
selected PCB substrate was RO3206 from Rogers with h = 1.27 mm, εr = 6.15 and
tan δ = 0.0027. If compared to the dielectric constant of the design proposed in
the previous chapter; i.e. εr = 2.18, the substrate employed in this chapter has a
relative dielectric constant which is almost three times this value.
On the one hand, increasing the relative dielectric constant usually leads to higher
losses [3] (i.e. surface waves and material losses), involving therefore, lower radiation
efficiencies. This is shown in Fig. 3.6, where the total efficiency (radiation efficiency
which includes mismatch and material losses) at the frequency of operation reaches
almost 75% against the 87% achieved in the previous design (see Fig. 3.1), which
substrate has a dielectric constant of εr = 2.18. However, increasing the permittivity
of the substrate also helps reducing the physical size of the antenna, as shown





) will be shorter, and
therefore, the distance between array elements can also be shorter having, then,
a decrease in the SLL. Moreover, by using an antenna element which radiation
pattern presents an important decay with respect to the maxima at the angular
position of the side-lobe, the SLL would decrease even more. To compensate for the
increased losses due to the increase of the substrate relative permittivity, a thinner









Figure 3.4: CST design of the patch antenna element (left) and picture of the
manufactured design (right).
the previous design that was introduced in the previous chapter.





































Figure 3.5: Simulated realized gain and axial ratio versus frequency considering
radiation at broadside. Rogers substrate: εr = 6.32, h = 1.27 mm and tan δ =
0.0027. Taconic substrate: εr = 2.18, h = 1.57 mm and tan δ = 0.0009.
The 3-D pattern at 2.39 GHz of the proposed patch antenna is shown in Fig. 3.7,
reaching 4.85 dBic at broadside and exhibiting a nice omnidirectional shape. Cuts
for the realised gain and the AR at the E and H planes are shown in Fig. 3.8. These
cuts demonstrate that the antenna performance in terms of CP versus beam angle,
exhibiting a 180° AR beamwidth of less than 3 dB in both principal planes.
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Rad. Eff. - Rogers
Rad. Eff. - Taconic
Tot. Eff. - Rogers
Tot. Eff. - Taconic
Figure 3.6: Simulated antenna efficiencies over frequency at broadside. Rogers sub-
strate: εr = 6.32, h = 1.27 mm and tan δ = 0.0027. Taconic substrate: εr = 2.18,
h = 1.57 mm and tan δ = 0.0009.
dBic
Figure 3.7: Radiation pattern (realized gain) in 3-D for the proposed array element









































































Figure 3.8: Gain (blue) and axial ratio (red) at 2.39 GHz for φ = 0° (a) and φ = 90°
(b) for the patch in Fig. 3.7.
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3.3 Array feed system design
The proposed array has been designed in a series-fed fashion, for comparison with the
network of sub-arrays employed in the RDA for WPT as explained in the previous
chapter. In this new design, a common feed line will be used in order to save
even more space between rows. Therefore, some amplitude and phasing feeding
mechanisms must be applied to properly excite each antenna element. To do so,
meanders (for phase control) and impedance transformers (for amplitude control)
have been selected and are different for each of the four elements within the sub-
array.
In order to achieve this desired amplitude and phase control, transmission lines
with different widths and lengths were connected in series (see Fig. 3.1 for the
yellow structure). But first, in order to better understand the theory and approach
behind this feeding, a simple transmission line is connected to a basic antenna load,
ZA, as in Fig. 3.9(a). Therefore, the impedance that is seen from the input of a
transmission line that is connected to the antenna, depending on the transmission
line length and its characteristic impedance, is given by the expression 3.3.1,
Zin(Z0, l) = Z0
ZA + jZ0 tan βl
Z0 + jZA tan βl
(3.3.1)
















Figure 3.9: The use of additional impedance transformer transmission lines con-
nected to a given load (ZA) in order to get different input impedances, brings broader




the transmission line connected to the antenna in ohms, l is its physical length in
meters, ZA the impedance of the antenna in ohms and β is the propagation constant
in radians per meter (β = 2π
λg
).
The phase offset that a transmission line introduces into a given circuit is easily
controlled by changing its length. Additionally, its characteristic impedance can
be controlled by changing its width. The expression that relates the characteristic





























where h is the height of the substrate in meters and εeff is the effective dielectric
constant, which can be interpreted as the dielectric constant of an homogeneous
medium that equivalently replaces the air and dielectric regions of the microstrip
line [5]. In other words, it can be considered as a relative average between the
dielectrics of the air and the substrate with a higher order correction factor [6]. The








1 + 12 h
W
(3.3.3)
where εr relates to the relative dielectric constant of the substrate.
Therefore, by changing the width and length of such transmission line, the power
directed to each element can be controlled. Additionally, the use of cascaded trans-
mission lines brings a broader variety of input impedances. When using just one
transmission line 3.9(a), the range of possible input impedances, depending on the
characteristic impedance of the transmission line and its length, is more limited. On
the other hand, if an additional line is cascaded as in Fig. 3.9(b), the degrees of


























+ jZ ′0 tan βl
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where Z ′0 and Z
′
in have been shown in Fig. 3.9(b).
(a) (b)
Figure 3.10: Input impedance seen for different lengths and widths of: (a) one
transmission line and (b) two transmission lines that are connected to a given load
(ZA = 50 Ω for this case). Variations of the length and width of these transmission
lines are kept within a limit for a typical transmission line size given the frequency
of operation.
In Fig. 3.10, the input impedances for one and two microstrip transmission
lines are shown, respectively. The antenna impedance is considered to be 50 Ω and
every point represents the input impedance for different lengths and widths of the
transmission line that acts as the impedance transformer. The simple discontinuity
in the width of this transmission line allows for the impedance transformation. In
this way, if we want to make an analogy using water flow in pipes, every “tee”
junction would be considered as a dividing pipe and the transmission lines on each
branch would act as valves that control the water flow.
The range for the possible lengths and widths has been limited within typical
values for a conventional microstrip line, considering that the frequency of operation
is 2.4 GHz. Therefore, the possible range varies from 0.2 mm to 10 mm in width,
and from 1 mm to 20 mm in length. Changes in width involves variations mainly
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Figure 3.11: Feed system and antenna element of an array unit cell (a) and schematic
of the proposed “tee” junction with double transmission lines on each branch (b).
in the characteristic impedance of the line, whereas changes on its length involves
variations in the phase. It can be seen in Fig. 3.10 that by introducing an additional
transmission line, it is possible to comprise a bigger area of the Smith chart, being
easier to achieve a targeted amplitude distribution. A block diagram of the array
unit cell and a schematic of the “tee” junction are shown in Fig. 3.11. The procedure
to get the exact values for each of the transmission lines in the design is done by
working backwards, from the terminating element, to the first one.
Firstly, amplitude balance was adjusted by optimizations in CST and right after,
the length of the meanders was adjusted to find the desired phase balance. Finally,
by a further optimization in CST, a very small refinement in the transmission lines
was made to compensate for the small impedance variations that the changes in
the meandered lines could generate. These impedance variations are very small
because the width of the meanders’ transmission lines remains constant which are
the cause for big impedance variations. In this case, changes in length would just
involve variations in the phase (moving in circles along the Smith chart) and not
the magnitude (radius of the circle in the Smith chart).
Two meanders are needed on each unit cell. The first one (green box), controls
the phase difference of the orthogonal modes that will be fed into each antenna
element. It has been designed with a length that provides 90° of phase difference
between them. The second one (red box), controls the phase difference between
antenna elements. They have been designed with a specific length that provides
equal phase on each antenna element. The purpose of this meander is to have the
antenna elements closer together to avoid an increment of the SLL. A block diagram












Figure 3.12: Feed system optimised in CST for a series-fed arrangement, CP ra-
diation and uniform amplitude distribution is achieved by the use of meandered
transmission lines and impedance transformers.
can be seen in the picture, the meanders responsible for the inter-element phase
synchronization ensuring CP radiation are oriented in the +y direction (as it is
shown in Fig. 3.17(b)). The initial idea was to orientate them towards the −y
direction, as in Fig. 3.12, to make the design more compact but coupling issues
arose between the meanders and the closest corner of the square patches degrading
the axial ratio. However, if compared to the previous design (as in the last chapter),
the spacing between antenna elements is smaller (0.73λ0 > 0.59λ0).
Regarding the amplitude distribution, uniform weights have been applied to each
port of the array elements. To achieve this, different impedance transformers are
located at the “tee” junctions so an equal amount of power is diverted to each
of the branches. Fig. 3.12 shows the final optimised version for the feed system.
Results in terms of amplitude and phase balances can be seen in Figs. 3.13 and 3.14,
respectively. An ideal and uniform power split by eight would mean −9 dB to each
port. In Fig. 3.13(b), the amplitude balance in frequencies around 2.4 GHz is within
1 dB, having therefore a worst case scenario of 1 dB of insertion losses. On the other
hand, phase balance results shown in Fig. 3.14 exhibit good CP feeding to each of
the patches (Fig. 3.14(a)) as well as good inter-element phase synchronization (Fig.
3.14(b)).
A diagram of one antenna element connected to the feed system can be seen in
Fig. 3.15. “Left Tee” and “Right Tee” control the power distribution to the input of
the antennas and also the power that continues towards the next antenna element.
Each of the “Tees” are comprised of two independent transmission lines on each
branch (L1, L2, D1, D2, R1 and R2). Moreover, the meanders have a constant width,
which is W0, and also include chamfered corners on each of the 90° turns in order
to minimize potential reflections. This is because with no chamfering reflections are
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Figure 3.13: Simulated amplitude balance of the optimized feed system shown in

















































Figure 3.14: Simulated phase balance of the proposed feed system: (a) phase differ-
ence between the ports of the same antenna for CP radiation and (b) phase difference













Figure 3.15: Schematic diagram of an antenna element within the series-fed array.
related to the capacitance that arises through additional charge accumulation at the
corners of unchamfered microstrip bends, particularly around the outer point of the
bend where the electric fields can have high values [7]. Therefore, the chamfered
corner technique (see Fig. 3.16) in microstrip bends greatly reduces the effect of this
capacitance and hence improves the matching. The expression, adapted from Easter
et al. [8], that relates the chamfer deepness, b, with the width of the microstrip line,




As it can be seen in Fig. 3.15, m90 corresponds to the length of the meander
which controls of the phase offset between the antenna ports ensuring CP operation,
whereas m00 corresponds to the length of the meander for phase synchronization
b
ω




between all the antennas. It has to be mentioned that the length of the horizontal
transmission line of all the meanders is fixed to 5 mm, being a compromise between
compactness and reducing possible element coupling. All these variables can be
found in Table 3.1. Also, by inspecting this Table, it can be seen that there are no
values for the “Right Tee” in the last antenna element, given that all the power that
reaches this point will go to the top port of the last antenna. Both the schematic
and a picture of the manufactured prototype for a 4 × 1 series-fed sub-array are
shown in Fig. 3.17. Moreover, a comparison study has been made in order to
quantify the degradation in performance that the feed system introduces. In terms
of radiation and total efficiency, it is shown in Fig. 3.18 that the radiation efficiency
is degraded by around 8%. Regarding the total efficiency, the degradation due to
the feed increases up to 9%. Additional comparisons can be seen in Table 3.2,
which demonstrate that the proposed feed system has a low impact in terms of gain,
directivity and 3dB beamwidth. Conversely, there is an improvement of 1.2 dB in
the SLL.
Table 3.1: Dimensions (in mm) for the feed system (see Figs. 3.12 and 3.15)
A1 A2 A3 A4
Left Tee Right Tee Left Tee Right Tee Left Tee Right Tee Left Tee Right Tee
L W L W L W L W L W L W L W L W
L1 5.86 4.01 5.82 6.5 4.93 6 4.36 4.1 4.66 3 6.65 2.03 5.28 4.12 - -
L2 6.81 4.46 6.8 4.26 3.89 3.04 2.81 2.14 3.82 2.1 4.89 2.89 4.75 3.21 - -
R1 6.5 4 7.83 3.78 3.49 2.09 3.06 1.24 2.9 2.35 4.58 2.38 5.53 3.11 - -
R2 5.86 5.5 6.76 3 4.38 5.13 3.77 6 3.24 4.96 0.38 2.93 5 1.8 - -
D1 11 1 4.14 1 4.95 1 4 1.5 7 1 5.15 1 4.2 1 - -
D2 11 3 4.05 1 4.72 1 5.25 1.5 6.5 1 4.71 1 2 1.5 - -
m90 10 11.65 9.1 8.1
m00 20.87 21.6 23.33 -
W0 1.83
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Figure 3.17: Block diagram (a) and picture (b) of the proposed sub-array design.
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Measurements and simulations of the return losses can be seen in Fig. 3.19, showing
good agreement. There are additional peak resonances above the frequency of opera-
tion, however, only good radiation performance for the first resonance is achieved at
about 2.35 GHz in terms of gain and AR. The frequency band of interest is zoomed
in Fig. 3.19(b). Gain of the co-pol. and cross-pol. components over frequency
are shown in Fig. 3.20, where a small shift in frequency of the cross-pol., due to a
change in the dielectric constant, makes the lowest axial ratio shift also to around
2.38 GHz. Measurements of gain versus beam angle (check Appendix A.1) in both
cuts (φ = 0° and φ = 90°) are shown at three different frequencies. Figs. 3.21
and 3.22 correspond to the far-field planes at 2.4 GHz where the performance is not
as expected given that in simulations the structure was optimized to work at this
frequency. The cause for this is a frequency shift is related to the tolerance in the
permittivity of the substrate. This is because after initial measurement of the return
losses, new simulations were completed in order to readjust for the actual value of
the relative permittivity. Results suggest it to be about 6.3; i.e. εr ≈ 6.3, which is
still within the substrate tolerance fixed by the manufacuter εr = 6.15± 0.15. This
explains why the maximum gain is at 2.37 GHz instead of 2.4 GHz. Additionally,
Figs. 3.23 and 3.24 show good SLL of around −15 dB at 2.37 GHz, whereas Figs.
3.25 and 3.26 exhibit nice cross-pol. levels at 2.38 GHz.





































Figure 3.19: Reflection coefficient for the proposed series-fed array.
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Figure 3.20: Realized gain over frequency for the co- and cross-pol. components for
the proposed series-fed array.






















Figure 3.21: Realized gain versus beam angle at 2.4 GHz for φ = 0°.
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Figure 3.22: Realized gain versus beam angle at 2.4 GHz for φ = 90°.






















Figure 3.23: Realized gain versus beam angle at 2.37 GHz for φ = 0°.
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Figure 3.24: Realized gain versus beam angle at 2.37 GHz for φ = 90°.






















Figure 3.25: Realized gain versus beam angle at 2.38 GHz for φ = 0°.
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Figure 3.26: Realized gain versus beam angle at 2.38 GHz for φ = 90°.
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3.5 Comparison with other work
Thanks to the use of a higher dielectric material plus the use of meanders, the size
of the new prototype is around 23 % smaller than the previous from the last chapter
(see Fig. 3.1). Additionally, a comparison in terms of gain and SLL between the
proposed SFA and the one introduced in the previous chapter is shown in Fig. 3.27.
Given that the spacing between elements is shorter and the radiation efficiency of the
single-element is lower (see Fig. 3.6), the total gain for the array is reduced by 3 dB.
This can be overcome by introducing additional elements to the array. Additionally,
the SLL is reduced by 3.5 dB only by the fact of having the elements closer together.
Moreover, this can be improved even more by applying, for example, a Dolph-
Chebyshev1 distribution [9] instead of the uniform one. However, such distribution
or any other (i.e. binomial2 [10, 11]), which are mainly made to alleviate the SLL
1 It can be considered as a mean of improving the pattern, by decreasing the SLL, of linear
arrays in which the elements are fed in phase and are symmetrically arranged about the centre of
the array. The amplitude distribution across the array is based upon properties of the Chebyshev
polynomials.
2 As in 1, but applying a different amplitude distribution across the array, which is according





















Figure 3.27: Realized gain and SLL comparison between the proposed series-fed
array (continuous line) and the previous prototype (dashed line) for φ = 0° (a) and
φ = 90° (b).
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by amplitude tapering, were avoided due to the additional complexity of the feeding
network that would be required.
The use of metamaterial transmission lines can also be used in the design of the
feeding network as in [12] and [13], achieving a more compact design. However, these
designs are LP and therefore no direct comparisons with the proposed design could
easily be made. Also, a comparison with other works found in the literature that are
CP, can be seen in Table 3.3. Although the bandwidth of the proposed array is very
small, there are other features such as the AR and the SLL performance, that make
this design suitable for many applications that do not require a broad bandwidth (i.e.
WPT, radar or satellite communications). It also has to be mentioned that this SLL
has been achieved by having a low-profile design, avoiding in this way complexity
in the fabrication process of the array. From this perspective, the proposed design





















































































































































































































































































































































































































































































































































































































































In this chapter, an alternative series-fed array design is proposed as an alternative to
the one introduced in the previous chapter, achieving reduced SLL, mainly by having
the antenna elements closer together and by presenting a reduction in the radiation
pattern of the array element at the angle where the side-lobe is present. Also, in order
to have the antenna elements closer, a substrate with a higher dielectric constant has
been selected in combination with the use of meanders to increase the compactness
of the design. Moreover, this novel design provides the flexibility of having CP
radiation just with one port and also the possibility to apply different amplitude
distributions by selecting the proper width and length for each of the impedance
transformer sections. The loss of gain can be overcome by introducing additional
antenna elements. Moreover, uniform amplitude distribution has been applied, but
a Dolph-Chebyshev [9] or binomial [10, 11] distributions are also possible and they
would improve even more the SLL. However, uniform distribution is preferred when
aiming for simplicity in the design. The proposed feeding network is conformed
by different transmission lines and by changing their length and width, they give
us a broad variety of impedances that allow us to apply the desired amplitude
distribution for radiation at each antenna element within the array. One of the
points to be studied for a potential second prototype would be to have the meanders
that control the inter-element phasing looking down, as in Fig. 3.12, in a way
that does not perturb the axial ratio caused by the coupling, giving therefore more
compactness to the design. Finally, a comparison with other works that are also
designed in microstrip technology with CP radiation has been made showing a clear
advancement (even over some of the multi-layer designs) when looking for a low-
profile design and good SLL performance.
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Enhancement by SIW Butler
Matrix Beamforming
4.1 Introduction
Nowadays automotive radar technology is becoming a hot topic for collision avoid-
ance and self-driving cars. The main challenge is to achieve high angular reso-
lution while maintaining low detection processing time. Also, applying multiple-
input-multiple-output (MIMO) techniques for radar has been under discussion over
many years [1–4]. Although very high resolution can be easily achieved [5], pro-
cessing time becomes an issue for this kind of application. For example, in [6]
high resolution was achieved by employing MIMO in addition to the multiple sig-
nal classification (MUSIC) technique. Apart from MUSIC [7, 8], there are other
super-high-resolution algorithms such as the minimum variance distortionless re-
sponse (MVDR) [9], the estimation of signal parameters via rotational invariance
techniques (ESPRIT) [10], maximum likelihood (ML) [7] and Capon [11], among
others. However, these super-resolution algorithms are slow compared to the classic
sum and delay beamformer [12]. In Figs. 4.1 and 4.2 it can be seen how important
is to achieve a balance between both characteristics. In first instance, a coarse reso-
lution can generate false targets in the line-of-sight for the trajectory of the car, i.e.
when a pedestrian is walking on the sidewalk in a narrow street (Fig. 4.1(a)), or
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even when the car is travelling through a tunnel. On the other hand, high resolution
can generally require a considerably longer detection time (t2), which can unfortu-
nately allow for a life threatening situation as shown in Fig. 4.2(a). This chapter
presents a radar system that combines the use of a butler matrix; i.e. a passive
RF beamforming network in transmission with sum-and-delay beamforming at the
receiver. In addition, a new signal postprocessing technique that is termed Pwr+ is
proposed to achieve high angular resolution while maintaining low processing times
(< 50 ms). In this way, false targets and life threatening scenarios can hopefully
be avoided (see Figs. 4.1(b) and 4.2(b)) when the demonstrated radar system is
implemented for collision avoidance and other automotive radar applications.
(a) (b)
FOV






Figure 4.1: Illustrative comparison in terms of the angular resolution for a 1 ×
4 single-input-multiple-output (SIMO) radar (a) and the proposed butler matrix
combined with the power plus post-processing technique (BM-Pwr+) (b).
In the recent past, the frequency of operation for the automotive radar industry
has been 24 GHz, located in the unlicensed ISM band [13]. However, due to the low
bandwidth availability at this frequency band (250 MHz), and spectrum regulations
and the standards developed by the European Telecommunications Standards Insti-
tute (ETSI) and Federal Communications Commission (FCC), the use of this band
will be phased out by 2022. Therefore, the regulating authorities have opened up
frequencies for automotive radar in the 77 GHz band, that provides 4 GHz of sweep
bandwidth against the 250 MHz that were available previously, enhancing resolution
and reducing the size of the system [14]. Despite the aforementioned considerations,












Figure 4.2: Illustrative comparison of the processing time for a 4 × 4 MIMO radar
(a) with the proposed BM-Pwr+ radar system (b).
(FMCW) radar in this chapter has been 24 GHz with a 250 MHz bandwidth. This
research is justified in the fact that the equipment at these frequencies would be
affordable in terms of cost, and the designed antennas, RF beamforming networks,
and the supporting electronics could be scaled down in size to operate at 77 GHz.
4.2 General Radar Overview
Radar is widely known as an acronym for RAdio Detection And Ranging, but it has
become a common noun over the years, losing its capitalization. It is considered a
detection system that uses electromagnetic radio waves to determine the range, angle
and/or velocity of objects. There is not an specific inventor for it, actually it has
been conceived by an accumulation of the theoretical and practical advancements
which grew massively during World War II (WWII) [15].
The basic principle on which radar operates is based on electromagnetic wave
reflection. The radar transmitter sends out a signal to the domain of observation
and the scattered echo from the target is collected by the receiver and processed to
determine the target location. A box diagram is shown in Fig. 4.3 which depicts
the most basic parts of a radar. The radar transmitter generates the signal to be
radiated to the air by the antenna. In case only one antenna for transmit and
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Transmitter Duplexer Receiver Display
Antenna
Figure 4.3: Illustration of a basic radar.
receive is used, a duplexer is needed to isolate tx and rx signal paths. The scattered
signal from the target is received and processed in the receiver block, in order to
obtain information about the target location (range and angle). The antenna will
transfer the transmitter signal to the domain of observation. Depending on the
radiation characteristics, this antenna sometimes is mechanically rotated, and this
helps improve the field-of-view (FOV), which is the angular range that the radar
will be able to cover, in case the antenna is not omnidirectional.
4.2.1 FMCW Radar
Pulsed radars are based on the concept of “transmit and listen”. However, the wide
bandwidth, costs, and high power requirements, and the fact that is not possible
for pulsed radars to listen while transmitting makes FMCW more convenient for
automotive applications.
FMCW radar, consists of a signal that is being transmitted continuously and
periodically varies its frequency with time. Fig. 4.4 shows the waveform for this
type of radar, with the corresponding equations that define them [16]:










Achirp(t) = Vpp cos
(





where Bsw is the bandwidth (in hertz) of the generated chirp, being fH and fL its
extreme frequencies; Fchirp(t) corresponds to the function with respect to time that
defines the chirp; Ts relates to the period of the chirp; Achirp(t) is the amplitude
of the FMCW signal versus time; Vpp corresponds to the voltage peak to peak that
the transmitter is able to produce (this is directly proportional to the maximum







Figure 4.4: FMCW signal: two periods in frequency versus time format (see Eq.
4.2.1) (a), and one period in amplitude versus time format (see Eq. 4.2.2) (b).
The benefit for using frequency modulation for a continuous wave radar is that
it is easy to calculate the range to the target, as shown in Fig. 4.5. The transmitted
chirp signal (blue) is also feeding the LO port of the receiving mixer. The reflected
chirp (red) is received back at the antenna and gets mixed in a downconverting
mode with the original one, obtaining at the output of the mixer what is called
the beat frequency, fB, which is the frequency difference between the transmit and
receive chirp signals. Now the range can be calculated by the use of the following
equation [17]:
R =
fB · c · Ts
2Bsw
(4.2.3)
where R represents the distance from the radar to the target (in meters) and c is


















































Figure 4.5: Range estimation on an FMCW radar, where fB is related to the range,
R by Eq. 4.2.3. A directional coupler is shown in the figure with a coupling of 10
dB.
4.2.2 Angle Estimation Basics
In order to get all the information about the target location, apart from the range,
the angular position with respect to the radar also needs to be calculated. The most
basic scenario that permits this calculation is shown in Fig. 4.6, where one transmit
and two receive antennas are needed. This is also known as a one transmitter (1-tx)
and two receivers (2-rx) Single-Input-Multiple-Output (SIMO) radar.
Therefore, as it has been already widely stated in the literature, the simplest
case for a non-mechanical-motion-radar is a SIMO radar, formed by 1-tx and 2-rx,
enabling the electronic phase scanning. For the case illustrated in Fig. 4.6, the
incoming wavefront that has been reflected from a target arrives first to the receiver
on the left given the angle of incidence, θ. For the second receiver, the wavefront










Figure 4.6: Angle estimation by using one transmit (1-tx) and two receive (2-rx)
antennas (SIMO).
respect the first receiver of β = (2π/λ)d sin θ. By obtaining this progressive phase
difference between receivers, it is possible to easily determine the angle of incidence







However, working with such a low number of receivers has its limitations: a coarse
angular resolution which can be defined as the 3dB beamwidth of the receiver array.
The simplest way to increase the angular resolution is increasing the number of
receivers and/or increasing the distance between receivers, but also at the cost of
grating lobes which limit the angular range or field-of-view for the radar. The
expression that relates angular resolution with the number of receivers and the







where λ is the wavelength of the signal, N is the number of receiving elements and
d is the distance between them. Following such a rule for resolution enhancement,
and this will increase the number of RF chains which will increase the costs of the
improved radar. For example, if the number of receivers is incremented, this will
increase the number of LNAs, mixers, IF-Filters and ADCs needed per receiver, in-
creasing cost. Also, if the distance between receivers is increased, the corresponding
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FOV would decrease by the appearance of grating lobes. Thus, the expression to
obtain the FOV is derived from Eq. 4.2.4, considering that the extreme cases for






MIMO appears to overcome all these issues of poor resolution and high costs if a
higher number of receivers is pursued. By increasing the number of transmitters
a final virtual receiver array is synthesized with the rule Ntx × Nrx. In terms of
angular resolution, a 2 × 4 MIMO radar would achieve the same performance as
a 1 × 8 SIMO radar, both depicted in Fig. 4.7. The simple idea behind MIMO
radar is shown in Fig. 4.7(a), where the key concept lies in the spacing between
both transmitters, which is N (the number of receivers) times the distance between
consecutive receivers, Nd. Both transmitters are set to transmit sequentially in
time, so that when the first one sends the radar signal and hits a given target, which
is located at a given angular position with respect the radar (θ), the scattered signal
induces a wavefront in return as the light red lines show in Fig. 4.7. The received
signal sets the phase distribution (0, β, 2β, 3β). Once the received signal has been
stored, the second transmitter sends the radar signal (dark blue line). If compared
to the first radar signal sent (dark red line), it exists a phase offset of 4β. This offset
will contribute to the second half of the virtual receiving array (4β, 5β, 6β, 7β). Once
the returned signals for both halves of the array have been collected, the array is
processed as one eight-element receiver array. Additionally, having the transmitters
and receivers collocated would make the physical dimensions of the radar more
compact. This would reduce the costs while maintaining high resolution, but the
problem now arises on the processing time. Schematic examples of SIMO and MIMO
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Figure 4.8: Illustration of conventional 1× 4 SIMO (a) and 4× 4 MIMO (b) radars.
4.3 Passive Beamforming Techniques
In addition to high angular resolution, a broad FOV is also an important require-
ment for automotive applications. By the use of fixed beamforming techniques the
targeted FOV can easily be achieved by the premise of “divide and conquer”. There-
fore, an array of antennas in transmit will be considered as one transmitter, given
that beamforming is not possible just with one antenna element. Such antenna ar-
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rays, will be working on a finite number of discrete states determined by the phase
distribution applied to each element. In this chapter, the proposed design is based on
the butler matrix (BM) concept but there are others, such as the blass matrix [20],
the wullenweber array [21] or using lens antennas.
4.3.1 Butler Matrix
The butler matrix (BM), firstly introduced by J. Butler and R. Howe in 1961 [22]
and reaffirmed with a sistematic design procedure in 1964 by H. J. Moody [23],
is considered a passive feeding network for antenna arrays that provides uniform
amplitude distribution and constant phase difference between elements. It consists
of N input and N output ports, being a requirement to be a power of 2 (N = 2n; n =
2, 3, ...). The schematic for a 4×4 BM is depicted in Fig. 4.9, which shows the three
types of components used: delay lines, crossovers and 90° hybrid couplers. Moreover,
it is also possible to use 180° hybrids instead, that would involve a fewer number
of delay lines required but its positions and magnitudes follow a more complicated
patern [24]. Once N and n are determined, the number of phase shifters and hybrids
can be easily obtained as shown in Table 4.1.
On the other hand, depending on which port is excited, the resulting weights
applied to the array will induce a main lobe that will point towards a specific direc-
















Figure 4.9: Schematic of a 4× 4 BM.
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Table 4.1: Number of hybrids and delay lines required for a N ×N BM
Component Rows Columns Total
Hybrid coupler N/2 n n · N/2
Delay line N/2 n− 1 (n− 1) · N/2
tion (see Fig. 4.10). The output phase differences between consecutive ports and
the corresponding direction of the induced main beams for a 4 × 4 BM are shown
in Table 4.2. Regarding the delay lines connected at the top and bottom and in





However, the expressions to obtain this required phase delay for other N cases are
different (i.e., when considering a BM with more than 4 input and output ports).
For more details on more advanced BM design approaches see [23].
Table 4.2: Phase outputs on a butler matrix





1 Phase difference between consecutive output ports (i.e. 5-6, 6-7 and 7-8).





. For this table a spacing of
d = 0.5λ and a frequency of 24 GHz have been considered for the array.
4.3.2 Beamformer Design using Substrate Integrated Waveg-
uide Technology
In order to make a proper selection of the technology to be used in the radar system
that will conform the BM and the receiver antenna array, very basic technology has
been considered in the first instance. Guided wave propagation in the microwave




4 x 4 BM
1 2 3 4
Figure 4.10: Linear array of 4 antennas connected to the output of a 4× 4 BM and
the resulting FF beams depending on the driven port.
In the case of microstrip, it is light, compact and has a very low fabrication cost.
However, coupling losses can occur between adjacent lines. On the other hand,
metallic waveguides provide low losses and outstanding isolation. The weak points
for this technology are that they are bulky, expensive and they have difficulties with
active component integration.
This is where substrate integrated waveguide (SIW) technology can provide some
benefits over the previously mentioned technologies [25]. Actually it can be consid-
ered as a hybrid between microstrip and waveguide, actually taking the strengths of
both. A very simple schematic is depicted in Fig. 4.11(a). SIW can be considered
as a transmission line that implements rectangular waveguides in planar form. For
instance, the SIW transmission line shown in Fig. 4.11(a), can be translated into a
metallic waveguide with dimensions a = weff and b = h, where h corresponds to the
thickness of the substrate and weff depends on the parameters chosen in the SIW
transmission line. The expression that relates these parameters is as follows [26],
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where w relates to the distance between the rows of metallic vias, d is the diameter
of the via, and s corresponds to the distance, center-to-center, between adjacent
vias. Additionally, in terms of the mode propagation only a TEm0 mode can exist,
given that these modes are the only ones in which surface currents can flow parallel
to the metallic vias. For other modes, by counterpart, the surface currents are cut
by the gaps between vias preventing them from propagating [26]. Therefore, the







where c corresponds to the speed of light and εr the relative dielectric constant of the
substrate. Therefore, the substrate height (b) will not affect the cut-off frequency












Figure 4.11: Section of an SIW transmission line (a), and its equivalent dielectric-
loaded waveguide (b).
4.3.3 SIW Design Parameters
The expression for the propagation constant of the fundamental mode versus fre-











In fact, by making both terms equal in eq. 4.3.3 the expression for the cut-off
frequency shown in eq. 4.3.2 can be obtained.
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On the other hand, as it has already been mentioned at the beginning of the chap-
ter, the frequency range that the radar will be working at, is the ISM band which
goes from 24 GHz to 24.25 GHz, with a center frequency of 24.125 GHz. Therefore,
weff needs to be such that the SIW supports the fundamental mode TE10 for this
frequency band. A very useful rule of thumb states that “the accepted operating
limits of waveguides, approximately are from 125% to 189% of the lower cut-off
frequency” [28]. Considering this and eq. 4.3.2, for a weff = 5.984 mm, the corre-
sponding cut-off frequency of the fundamental mode TE10 is 16.9 GHz as it is shown
in Fig. 4.12. Following this rule of thumb, the SIW with the aforementioned effec-
tive width involves an accepted operating frequency range of [21.125, 31.941] GHz,







Figure 4.12: Propagation constant (β) for the fundamental mode TE10 (a) and
zoomed around the cut-off frequency (b). Simulations in CST are shown in red
while analytic results (eq. 4.3.3) are shown in blue.
Once weff is determined, the next step is to select one value for the ratios s/d (= 2)
and d/w (= 0.08) such that they meet the requirement of s/d ≤ 2 and d/w ≤ 0.2,
respectively [26]. Therefore, the diameter of the via can be obtained from a modified













= 0.5 mm (4.3.4)






= 6.25 mm s = 2d = 1 mm
4.4 Antenna Array Design
In [29], Elliott introduced an improved design procedure for small waveguide slot
array antennas. However, for cases where the size of the waveguide width, a, is much
bigger in comparison to its height, b, internal high order mode coupling increases
significantly which was not taken into account in [29]. Therefore, in 1986, the
publication of [30] included an updated revision that modelled these effects. Given
that in SIWs a b, the method demonstrated in [30] can be extrapolated for its use
in this very popular technology. A simple schematic shown in Fig. 4.13 depicts the
appearance of the two main types of SIW slot array antennas: travelling-wave [31]










n = 1, 3, 5, ...
Figure 4.13: Top view of the two types of SIW slot antenna arrays: traveling-wave
(a) and standing-wave (b). The bound wave for radiation propagates from the
bottom to the top in (b).
The first one has more flexibility in terms of spacing between slots. By properly
tuning this distance we have the ability to achieve a non-broadside main beam
(frequency scanning array). For the second one, the spacing needs to be λg/2,
making the radiation pattern strictly broadside and symmetric [33]. Additionally,
for proper termination, the distance of the last slot to the transversal wall has to be
equal to λg/4 or 3λg/4 as it is depicted in Fig. 4.13(b).
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Different displacement offsets for each slot from the axial center of the SIW in the
x axis (xoffset), slot widths (wslot) and lengths (lslot), are tuned at each of the slots
for cancellation of high order mode coupling. A good slot length approximation to
start tuning from is given by Eq. 4.4.1 [34].
lslot =
λ0√
2 (εr + 1)
(4.4.1)
Given that the proposed antennas for the radar of this chapter are meant to work
only in the azimuth plane, a standing-wave SIW slot sub-array configuration is the
chosen one for the final design, with a sub-array size of 3× 1. In addition, as it will
be shown, having three slot elements (within each sub-array) provides a suitable
antenna gain with a broad beam pattern in the azimuth plane or angular range of
interest for the radar. As the 4 × 4 butler matrix provides 4 outputs, 4 sub-arrays
are therefore needed for the final design, making a total array size of 4×3, as shown
in Fig. 4.14. It has to be noted that the relevant dimensions from Fig. 4.13(b)
which are dependent on the guided wavelength, λg, are slightly different to the
values shown in the table from Fig. 4.14. This was caused by a hidden mistake in
the calculations which went through the whole design and manufacturing process,
because simulation and measurement results were acceptable. Therefore, for this
case, dimensions are based on the freespace wavelength, λ0 instead of λg. Also,
common values for the slot lengths, widths and displacements (alternating left and
right) have been considered for simplicity, given that these are individually tuned if



























Reflection coefficients at each port of the proposed SIW array are shown in Fig.
4.15(a), which exhibits an operational bandwidth of 7.25% (1.75 GHz) and covering,
therefore, the 250 MHz of required bandwidth for the radar. One of the main reasons
to use this type of antenna, apart from the ones aforementioned, is the decent band-
width provided. This enables the possibility to scale the design up to the 77 GHz
band for future radar designs and still cover the required 4 GHz band comfortably.
Additionally, Fig. 4.15(b) shows the radiation and total efficiencies for the array.
The total efficiency for the whole operating band is above 85% and it reaches values
over 90% around 24.75 GHz. This behaviour improvement out-of-band is caused by
the frequency shift of the active S-Parameters up to these frequencies.
(a) (b)
Figure 4.15: Simulated reflection coefficient (a) and radiation and total antenna
efficiencies (b) for the 4× 3 antenna array.
In terms of realized gain and pattern characteristics over frequency, simulated
results can be found in Fig. 4.16(a) and (b), respectively. Realized gain values over
15dBi are achieved over the entire operating band. Moreover, it is important to check
the main lobe direction for this kind of SIW series slot antenna array, given that
the phasing at each slot will be different versus frequency, as the distance between
them is always fixed. For this case, the main lobe direction (MLD) over frequency
in both planes confirms that there is no significant beam scanning along the band of
operation, of about 0.7° in the YZ plane (φ = 90°), and it can therefore, perhaps, be
neglected. On the other hand, sidelobe-level (SLL) values around −13 dB for the XZ

























Figure 4.16: Simulated broadside realized gain versus frequency (a) and sidelobe-
level (SLL) and main lobe direction (MLD) versus frequency (b) for the 4× 3 array.
Finally, E and H radiation pattern plots are shown in Fig. 4.17 for three different
frequencies: the two extremes of the frequency of operation, and the middle one. It
has to be noted that they stay almost the same which is the key for proper FMCW
radar performance. Thus, all in all, these plots confirm the designed array as the
chosen one to be implemented in the final radar system along with the butler matrix,
which design will be described in the next subsection.
(a) (b)
Figure 4.17: Simulated realized gain versus angle at φ = 0° (a) and φ = 90° (b) for
the 4× 3 array at the extreme frequencies and the center frequency of 24.125 GHz.
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4.5 Butler Matrix Design and Antenna Integra-
tion
As it has been shown in Fig. 4.9, the three components needed to build a 4 × 4
butler matrix are 90° hybrid couplers, delay lines and crossovers. Therefore, the
first step in this design process is to build each component individually and test its
correct operation.
Firstly, the hybrid coupler is based on Riblet’s waveguide design from [35], which
by the proper selection of the length, L (as shown in Fig. 4.18(b)), the power split
through output ports 2 and 3 experiences a phase difference of 90°. Moreover, for an
even power split and good matching, a proper selection of wm must be considered
[36]. Simulation results for this component are shown in Fig. 4.18, exhibiting low
insertion losses in the operating bandwidth (around 0.2 dB), very high isolation






Figure 4.18: S-Parameters (a) and output phase difference between ports 2 and 3 if
port 1 is excited (b). Also, a top view of the 90° SIW hybrid is shown in the inset.
For the design of the crossover two cascaded hybrids are used as in Fig. 4.19(a).
This is possible given the split and combining characteristics of the 90° hybrid cou-
pler: when port 1 is excited, at the two outputs of the first hybrid (red dashed
square) there is a 90° of phase difference. Therefore, at the second hybrid the two
ports are excited simultaneously making it to perform as a combiner and outputting
all the signal through port 3. In other words, in the second stage, the hybrid is
working in reverse to the first one. Simulated results when port 1 is excited are
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shown in Fig. 4.19(b) which demonstrate the proper operation for this component
by having excellent matching, high isolation and insertion losses about 0.2 dB. With
respect to the required delay lines, 90° bends have been used including vias on each
of the corners for matching purposes [37]. Moreover, phase delay adjustments for
this component are made by tuning ldelay. The employed delay line is depicted in
Fig. 4.20.
Given that the SIW width is narrower than the actual connector width, a transi-
tion had to be designed. Figure 4.21(a) shows the input SIW paths followed by each




Figure 4.19: Top view of the crossover which is conformed by 2 riblet short 90°
hybrids (see one of them in red dashed line) (a) and S-Parameters at port 1 (b)







Figure 4.20: Top view of the proposed delay line.
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chosen instead of 90° bends as the performance in terms of matching was better.
This is likely related to the proximity of the input ports of the BM which makes this
area more sensitive to mismatching problems. Also, it has to be noted that these
different paths had to be properly adjusted to avoid any phase offset between them.
Additionally, in Fig. 4.21(b) the transition is shown from microstrip to SIW follow-
ing [38], in which it was shown that by the exponential tapering of the vias (w′) that





Figure 4.21: SIW bends using curvatures for better matching (a) and microstrip to
SIW transition following the exponential tapering (in red) proposed in [38] (b).
A photograph of the manufactured butler matrix is shown in Fig. 4.22. As the
dimensions of the via diameter and the pitch between consecutive vias was too small
for in-house fabrication, Trackwise Designs PLC, a manufacturer company using
printed circuit technology, was sub-contracted the manufacturing of the device, as
well as the BM embedding the antenna array. Simulations and measurements of the
amplitude balance for each of the four states is depicted in Fig. 4.23, where a shift
in 2 dB is noticeable. This might be caused by incomplete connector modelling and
losses in the microstrip lines and transitions.



























Figure 4.22: Picture of the prototyped BM. Considering P1−4 corresponding to the





Figure 4.23: Amplitude balance when each individual input port (1-4) is excited:
port 1 (a), port 2 (b), port 3 (c) and port 4 (d). Dashed lines correspond to
simulations and solids lines to measurements.
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seen in this Figure, that simulations and measurements match nicely each of the
different beam switching states. The error between them stays within 5°, which
might slightly affect in the final radiation pattern of the array in terms of beam
pointing angle.






































Figure 4.24: Phase differences between consecutive output ports (5-8) when each
individual input port (1-4) is excited. Each of the obtained output phase states
match the expected values as they are shown in Table 4.2. Dashed lines correspond
to simulations whereas solid lines relate to measurements.
4.5.1 The Beamformer and Antenna Array Integration
The manufactured beamforming system is shown in Fig. 4.25. It can be noticed
that the radiating slots were etched in the ground plane to avoid any unwanted
coupling coming from the microstrip sections at each port. Reflection coefficients
for the relevant bandwidth are shown in Fig. 4.26(a) which are below −10 dB. The
four normalized radiation patterns, depending on the driven port, are shown in Fig.
4.26(b) showing a very good agreement between simulations and measurements. It
has to be mentioned that due to the far-field scanner limitations, the measurements



























Figure 4.25: Picture of the prototyped BM (blue) and antenna array.
(a)
(b)
Figure 4.26: Simulated and measured reflection coefficients (a) and radiation pat-
terns (b) for the proposed beamformer. Dashed lines correspond to simulations,
while solid lines relate to measurements.
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4.6 Proposed FMCW BM Radar and Developed
Signal Processing
The proposed BM-radar architecture is shown in Fig. 4.27. The main difference
with the classical SIMO and MIMO configurations is the inclusion of a 4 × 4 BM
and 4 × 3 array at transmit. This BM is connected to the only transmitter of the
system which will provide four different views depending on the port excited. Such
views, which sectorize the space in 4 angular sections, combined in post-processing
with the signal post-processing technique called Pwr+, will provide improved angular
resolution along with a more optimized total processing time. These developments
will be further described in this section.
But before the design was pursued, preliminary validation studies regarding the
delay of the system were made to understand the performance of the BM radar over
a conventional 4 × 4 MIMO radar in terms of processing time. The three different
scenarios are: 1 × 4 SIMO, 4 × 4 MIMO and the proposed BM radar. This one
could be considered as a 1×4 SIMO but with the benefit that the BM provides four
different views with less RF chains. To do so, every time one image is received, the




Rx1 2 3 4
PWR+
RXTX
1 2 3 4
Figure 4.27: Schematic of the proposed BM radar system (a) and a more detailed
schematic for the BM radar box (b), where each of the 4 states of the switch are
individually processed in the Pwr+ box, providing parallel computation as shown in
Fig. 4.28(c).
Timing diagrams for the signal processing shown in Fig. 4.28(a,b and c) give an
estimation of the total delay that starts from the moment that the transmitter sends
the signal and finishes right at the moment at which the information of the target
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position is acquired. In such diagrams, there are 4 different types of timing blocks:
1. R: time that starts from the moment at which the transmitter starts sending
the pilot signal to the air. This signal hits the target and finishes with the
reception of this raw data at the receivers. It depends on the distance to
the target (d) and the time that the receiver block takes to record and store
the received RAW data, which is the limiting factor (tstorage). Therefore, the
factor that relates to the distance to the target can be neglected, given that





2. 1×4 SIMO: time needed by the system to process the RAW data and obtain the
information of the target position, which is approximately 36 ms (as processed
in MATLAB, see Fig. 4.28(d)).
3. 4 × 4 MIMO: time needed by the system to process the RAW data, once
the four different views have been received and ready to process, which is
approximately 125 ms.
4. Pwr+: time needed to apply the proposed Pwr+ algorithm right after the four
views have been acquired by SIMO processing, which is approximately 0.3 ms.
All the estimations for the duration of each block were obtained by running 1000
iterations of the MATLAB (R2017b) code that performs the relevant radar process-
ing, as it is shown in Fig. 4.28(d). The OS of the PC used for these simulations
is Windows 10 running on the Intel(R) Core(TM) i7-4790 CPU, which works at
3.60 GHz, with 4 cores and 8 logical processors and 16 GB of RAM. Therefore, the
total required time for each scenario is:
∆tSIMO = t
′
1 − t′2 = R + t1×4 SIMO = R + 36 ms
∆tMIMO = t
′′
1 − t′′2 = 4R + t4×4 MIMO = 4R + 125 ms
∆tBM−Pwr+ = t1 − t2 = 4R + t1×4 SIMO + tPwr+ = 4R + 36.3 ms
where R is considered much less significant than the other factor. Taking into ac-
count the three different scenarios under comparison (classic 1 × 4 SIMO, classic
4× 4 MIMO and the proposed architecture), it can be seen how the proposed archi-
tecture (∆tBM−Pwr+) is significantly faster than the classic 4 × 4 MIMO (∆tMIMO),






































         
Figure 4.28: Timing sequence diagram for the three different systems under compar-
ison: 1× 4 SIMO (a), 4× 4 MIMO (b) and the proposed BM-Pwr+ (c). Estimation
of the processing time for each of the boxes that are shown in the timing diagrams
(d).
4.6.1 Developed Signal Combining Approach (Pwr+) using
Butler Matrices
The proposed BM-Pwr+ procedure, illustrated in Fig. 4.29, is as it follows (see Fig.
4.27):
1. Both switches are synchronized to be at the same position from 1 to 4. Then,
the BM is excited through the first port and the scattered signal back from
the targets is collected by the 4 receivers and stored into the Pwr+. Once
the signal has been completely stored, both switches are changed to the next
position, and right after the signal is processed as a conventional 1× 4 SIMO
radar. It has to be noted that within the Pwr+ block it includes 4 independent
processors to avoid queues that could make the total delay longer (see Fig.
4.28(c)). The process is repeated 4 times in sequence.

























Figure 4.29: Working procedure of the proposed Pwr+ algorithm, given two targets
located at angles θ1 and θ2. Each individual view is multiplied by itself n times and
added afterwards. The resulting angle target estimate plot is shown in red.











where, vi represents each independent view, and n corresponds to a positive
integer greater than 1.
This makes the final view (vPwr+) for the total radar to be sharper and more
well defined. Therefore, the radar will work faster improving the resolution over the
conventional SIMO while exhibiting a performance better than a MIMO system in
terms of processing time (see Section 4.6). The reasoning behind making to make
the power to the n for each individual radar view, is to achieve a sharper individual
pattern so that when addition of all four views is made, two targets that are below
the angular resolution of an individual view can be easily distinguished.
4.7 Radar System Results
In order to test the capabilities of the proposed radar system, a set of measurements
in the anechoic chamber at Heriot-Watt University have been made. Fig. 4.30(a)
shows the proposed butler matrix antenna (BMA) as the transmitter. The results
reported in this chapter were obtained by manually switching the ports of the BMA
and terminating the other three with 50Ω loads. The antenna array shown in the
bottom of the same figure corresponds to the receiver, where only the four central




Figure 4.30: Proposed transmit RF beamformer (top) and the 4 element receiver
(bottom) (a). Metallic posts employed as targets in the measurements (b).
depicted in Fig. 4.27. Each of the receivers is connected to an HMC751LC4 LNA
amplifier from Analog Devices in order to reduce the overall noise of the system, and
increasing significantly the maximum detectable range. The employed radar system
electronics are the EVAL-RADAR-MMIC from Analog Devices and the obtained
RAW data has been post-processed through MATLAB. It should be noted that the
measurements were made at a range of around 2 meters using as targets the two
vertical metallic posts shown in Fig. 4.30(b).
The measurement procedure was very simple. As already mentioned before, each
port of the BMA is excited individually, collecting at the radar module, almost
instantly, the returned scattered signal by the targets and processed them as an
individual SIMO radar. Once the four views are obtained, the Pwr+ algorithm is
applied. However, due to the fact that each individual view has an angular resolution
above the angle between the two targets, the resulting view will only show one peak
that will point to the target position which is closer in angle to the transmitting
beam maxima of the BMA. This fact limits the number of detectable targets to four,
corresponding to the number of different transmit beams that the system exhibits,
but since the system will be used in the front bumper of a car, it will be challenging
to face more than four targets at once making the proposed system very convenient
for automotive radar applications and collision avoidance.
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Table 4.3: Comparison of a 4× 4 MIMO radar with the proposed BM radar
4× 4 PWR+ PWR+ PWR+ PWR+
MIMO (n = 20) (n = 50) (n = 100) (n = 1000)
3dB Beamwidth (deg.) 7.18 9.4 5.91 4.18 1.42
Delay (ms) 4R+ 125 4R+ 36.0933 4R+ 36.099 4R+ 36.1011 4R+ 36.1112
1∆t (ms) 0 −88.9067 −88.901 −88.8989 −88.8888
1 ∆t refers to the total delay (t2 − t1, see Fig. 4.28(c)), with respect a 4 × 4 MIMO case. Negative
values mean a shorter processing time than the referenced case.
Some results are shown in Fig. 4.31, where the two targets are separated 10,
6, 4 and 2 degrees, respectively. The grey lines show the independent SIMO views
corresponding to 30° of angular resolution, and the coloured lines are the resulting
shape after applying Pwr+ for different n values. It should be noted that the reso-
lution improves with the increment of n, as Table 4.3 also shows. The only possible
inconvenience of increasing n in the algorithm is a possible increase of the total
processing time. However, this time increase is negligible as previously described in
this chapter (see Table 4.3), making the proposed algorithm in combination with an
RF beamformer in transmit a nice approach to improve the total processing time
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Figure 4.31: Radar measurements where two targets are resolved using the Pwr+
algorithm for different values of n. Targets positioned at a distance of 2 meters and:




This chapter presents the butler-matrix-pwr+ technique for improving the processing
time in FMCW-MIMO radars by the use of a passive BM beamformer at transmit in
combination with an algorithm that combines each independent view in a way that
also improves the angular resolution. An SIW butler matrix connected to an antenna
array has also been designed as part of the proposed radar, and good agreement
between simulations and measurements has been observed. The proposed system,
composed by one transmit connected to the BMA and four receivers is compared
in resolution and total delay with a conventional 4× 4 MIMO radar, showcasing an
overall better performance. For example, measurement results show that targets can
be resolved up to 2 degrees apart which would require a conventional 7× 8 MIMO
radar to achieve the same angular resolution.
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Conclusions and future work
5.1 Conclusions
This thesis has investigated new antenna array designs and microwave circuit sys-
tems for retrodirective wireless power transmission and radar. After a comprehen-
sive analysis of the available techniques found in the literature on wireless power
transmission (WPT) and multiple-input-multiple-output (MIMO) radar, new ap-
proaches are presented which focus on achieving a balance between performance
and simplicity while reducing costs while achieving performance which advances the
state-of-the-art.
In Chapter 2, the most common retrodirective antenna array (RDA) types have
been introduced. Moreover, a tracking performance analysis in the near-field (NF)
region has been carried out with a simple prototype in order to demonstrate that
a Pon RDA can work in this region, and therefore, can be the right choice for the
intended application of WPT for the wireless charging of handheld devices in the
near-field and the far-field. The newly proposed system offers one-dimensional target
object tracking and removes the need of circulators, having independent transmit
and receive antennas but with opposite polarizations, which improve the isolation
between transmit and receive paths. It has been also designed to enable circu-
lar polarization (CP) for orientation flexibility of the device under charge (DUC).
Moreover, a study to assess the performance of a prototype which uses subarrays in
transmit has been carried out, and it has been confirmed to be a feasible option to
achieve the targeted goals of received power for a distance between the RDA and
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DUC of 50 cm (considering an initial beacon tone of 6.6 dBm transmitted from the
DUC for direction finding) [1]. Additionally, a passive Van Atta RDA has been
presented which removes the need of circulators and bidirectional amplifiers. It
also has the ability to work as a monopulse radar antenna which also can enable
two-dimensional retrodirective operation for WPT and mobile phone charging. [2].
Chapter 3 discusses a new antenna array design which is an alternative to the
subarray proposed in Chapter 2. The motivation for this new design was to achieve
more compactness, enabling a shorter distance between subarrays which can allow
for the suppression of grating lobes and an improvement in the side lobe level (SLL).
To do so, a higher relative dielectric constant for the substrate and meandered lines
have been used. These meander lines are needed to synchronize the elements for
uniform excitation, and also to achieve the proper phase difference that enables CP
operation for each antenna. Additionally, by the use of transmission line impedance
transformers, the designer can choose the desired amplitude distribution by chang-
ing the corresponding transmission line widths and lengths. Measurements and
simulations are presented along with a comparison to other relevant works, showing
a very good performance for applications such as WPT, radar, and retrodirective
arrays [3].
In Chapter 4 an initial comparison between SIMO and MIMO radars has been
made in terms of angular resolution and processing time. Basic concepts for those
radars have been introduced as well as frequency-modulated-continuous-wave (FMCW)
radar. These systems have application to automotive radar systems and self-driving
vehicles. From this initial study, a technology gap has been identified that requires
a balance between angular resolution and processing time. This is generally because
to achieve higher angular resolutions MIMO radars are preferred, but at the same
time can lead to complicated signal processing and increased computation time.
These challenges gave way to the proposed butler matrix antenna array design for a
SIMO radar system as newly developed in this thesis. The antenna design is based
on substrate integrated waveguide (SIW) technology and is divided in two elements:
first, the butler matrix (BM), which brings the possibility of discrete beamforming
depending on the excited port. And second, the antenna array formed by four sub-
arrays, where each of those is a standing-wave slot antenna array. Measurements
and simulations of the design have also been reported. Finally, a new and simple
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processing technique called Pwr+ has been proposed, which takes the four individual
target images generated by the SIMO radar, and applies this algorithm that allows
for the target angular estimation patterns to be sharper when compared to more
conventional approaches. This allows for an improvement of the angular resolu-
tion of the radar while also performing computations faster than more conventional
MIMO radar processing [4].
In general, the research and development carried out in this thesis demonstrates
that novel and creative solutions are possible when striving for simplicity and cost
savings. Moreover, these new systems can also provide performance improvements
when compared to more conventional approaches. Both WPT and automotive radar
are developing very fast as they are a very hot topic nowadays, and this is the main
reason why achieving a balance between costs and performance is very desirable and
that such research activities should be encouraged.
5.2 Future Work
The topics covered in this thesis open potential lines of future work:
 In Chapter 2, the transmitting power amplifiers are directly connected to the
transmit antenna subarrays. Given that the measured return losses at the
frequency of operation are not negligible and, at the same time, the output
power on each of the power amplifier is relatively high (about 30 dBm), a
considerable amount of power is reflected back to the amplifiers. This effect
can potentially degrade their performance with time, so a possible solution
would be to introduce circulators between them or another more advanced
circuit antenna system that recycles and re-radiates any back reflected power.
Additionally, in order to make the system more efficient, signals with a certain
bandwidth could also be considered, to improve the overall efficiency [5].
 In Chapter 3, the proposed series-fed array was originally designed to have the
meanders that control the inter-element phase synchronization oriented to the
bottom, to make the design as compact as possible. However, given that the
bottom part of the meanders were very close to the corner of the patches, there
was coupling causing degradation of the axial ratio. A quick solution to this
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issue was to flip the meanders upwards as done in this thesis. Nevertheless,
this makes the width of the subarray broader making it not very convenient
if additional sub-arrays were used to form a bigger array. This is because the
distance between each sub-array would be beyond λ0/2, causing grating lobes
to appear and an unwanted increment of the SLL. Therefore, future work for
this design could be to find a solution to this problem. For example, instead of
the meanders (which take up additional space) metamaterial transmission line
sections could be introduced, or some other type of compact reactive loading
to achieve the required phasing between the radiating patches.
 In Chapter 4, the Pwr+ algorithm was computed by using a desktop computer.
A good activity for the future could be to make the processing in a smaller
device such as a Raspberry-Pi or another similar microcontroller for system
integration. Also, scaling up the system in frequency to the 77 GHz frequency
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The DAMS 7000 far-field positioner from Diamond Engineering has been used in or-
der to measure the patterns reported in this thesis. A linear polarized horn was used
and therefore, two measurements were needed to obtain each of the CP patterns (one
horizontal and one vertical). Then, the expression for the horizontal and vertical
field components is shown in Eq. A.1.1, and in Eq. A.1.2 it is shown the expression
that relates the horizontal and vertical components with the CP components. The
measurement setup is shown in Fig. A.1.
E1 = E+1e
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Figure A.1: Measurement setup to obtain the radiation patterns. AUT refers to the
antenna under test.
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