Abstract-The knowledge behind the gigantic pool of data remains largely unextracted. Techniques such as ontology design, RDF representations, hpernym extraction, etc. have been used to represent the knowledge. However, the area of logic (FOPL) and linguistics (Semantics) has not been explored in depth for this purpose. Search engines suffer in extraction of specific answers to queries because of the absence of structured domain knowledge. The current paper deals with the design of formalism to extract and represent knowledge from the data in a consistent format. The application of logic and linguistics combined greatly eases and increases the precision of knowledge translation from natural language. The results clearly indicate the effectiveness of the knowledge extraction and representation methodology developed providing intelligence to machines for efficient analysis of data. The methodology helps machines to retrieve precise results in an efficient manner.
INTRODUCTION
Web contains huge amount of information and more of it is being fed on a daily basis. It contains millions of unstructured documents, which are not ready for the querying process. The large quantity of data and its varying nature pose a challenge to obtain accurate and required information easily [1] . It is important to derive meaningful insights out of this data in order to use it. However, analyzing this data and extracting meaningful relations still remains a challenge [2] .
The Web contains enormous data in heterogeneous structures and formats [3] . The data needs to be structured in order to be used for applications and knowledge derivation. There is a need for the machines to understand this data and deduce the relationships between different entities and concepts in order for the data to be beneficial.
Human expression and understanding is based on usage of words. Not only is this important for humans, but machines also employ the same understanding for various analytical tasks. A better performance by machines in this domain leads to better knowledge systems which do not limit themselves to text processing but extend their functionalities to other applications such as Geographic Information Systems [4] .
Searching relevant and quality information still remains a difficult task even for advanced users. This is due to the lack of contextual and comprehensive information retrieval considerations. Information retrieval systems must have structured domain knowledge in a consistent format and methods to determine the quality of information presented to the end users [5] .
The remainder of the paper is organized as follows. Section II presents the problem statement, objectives, scope and research methodology of the current work. Section III introduces related work and discussion about different knowledge representation and extraction techniques while Section IV specifically presents the advances in the domain of Al-Qur'an. Section V describes the new method for translation of data in natural language into machine readable representation which is the main aim of this paper. Section VI presents our experiment and evaluation on the knowledge base and the results of our question answer system. In Section VII, the discussion pertains to the application of logic and linguistics as essential components of knowledge representation and extraction. Finally the conclusions of the study are made in Section VIII.
II. CURRENT STUDY Problem:
The data is unstructured and lacks machine readable representation. There is no consistent format for meaningful knowledge extraction and representation for the data. Ontology construction takes a lot of time since it requires domain experts. Human ideas are based on logic and expressed using language. However, logic and linguistics have rarely been applied to knowledge base construction. This leads to scarcity of meaningful knowledge bases [1, 2] [3] [4] [5] [6] [7] [8] [9] [10] [11] .
Objective: To develop methods for translation of data in natural language into machine readable representation based on logico-linguistic formalism Scope: The scope of this work is confined to solving the above problem in context of Al-Qur'an using the English translation by Saheeh International. Efforts in this particular domain face similar problems faced by other knowledge representation techniques as will be discussed later in section III and IV.
Research Methodology: The research employs ADDIE as the methodology. It is a phase-based methodology comprising of analysis, design, development, implementation and evaluation. It is well known for systematic problem solving and all the stages can be practiced interchangeably in the hierarchy. The methodology can be adapted as per needs of the context, changing the inner workings of each phase [12] . It is dynamic and flexible in nature, where output from a stage serves as the input for next. Since it is not trademarked or copyrighted, it can be adapted without bearing any expenses [13] .
III. KNOWLEDGE REPRESENTATION AND EXTRACTION
The quest for developing knowledge bases has advanced rapidly in the recent years. This is due to the demand for knowledge extraction from data and recent improvements in methods such as ontology learning, fact extraction, creation of proposition stores, etc. However, there still remains a huge need of extending these techniques in order to perform tasks on the knowledge extracted from data. Reference [14] presents the developmental stages of a QA system for a fourth grade science exam. The knowledge resource, in this case, has been developed using the Bio101 ontology, Word Net, paraphrase database, etc. However, the results of the construction clearly indicate that the system is not capable of answering advanced questions about the domain. Additionally, the knowledge base is not sound enough to be used to answer questions about the entire field of cell biology.
The researchers, in the design of their knowledge base, clearly indicate that they have not covered the domain of relationships, mutual exclusivity, predicate cardinality and domain constraints on predicates. They indicate that this is form-based knowledge and is relevant to the concept of knowledge base construction. Such knowledge bases would be more global in approach and would help to answer more questions about the data itself. The principle of predicate knowledge has not been studied or applied in detail. However, a thorough study and application of this principle would play an instrumental role in designing sound knowledge bases that are capable of answering more questions about a particular domain while providing more accurate results.
The construction of knowledge bases is essential to materialize embedded knowledge in order to reduce errors and noise from the results obtained, a marked improvement over using run-time extraction only. It would also help to accommodate multiple knowledge bases that may decrease chances of inconsistency, because predetermination of knowledge in the form a repository will help in evidential reasoning essential to any question answering system [14] .
Lexical knowledge is necessary to understand the meanings of sentences. It is particularly crucial in automatic language-related techniques such as text summarization, question-answering, sentiment analysis, etc. [4] . The automatic extraction and building of knowledge bases using linguistic principles has not been explored in depth. Works in this area started as early as 1984 e.g.; hypernym extraction by Calozari, and different techniques have been employed since then such as, pattern matching, co-occurrence of data, etc. However, lexical definitions require better processing techniques than those applied till date.
Harabagiu, et al. [15] and Rus [16] have focused on logical information extraction from WordNet gloss, using straightforward structural analysis and employing mapping of the noun phrase in a subject position to an agent role. However, neither does this help in extracting proper knowledge from the text, nor does it create sound knowledge bases. Reference [17] argues that it is a straightforward approach and there is no reasoning process involved to clean up and refine conceptual definitions.
Verb classification is fundamental to semantic search or information extraction. They play an essential role in conveying semantics of natural language [18] . However, both noun phrases and verb phrases are key components in the construction of any sentence and make it comprehensible. Hence, if a combination of noun phrases and verb phrases are used for the development of knowledge bases, it might prove to be a better way of extraction of knowledge from the available data Reference [17] advocates the two-style representation of knowledge -extracting ground knowledge directly from the word meanings, as well as extracting entailments using complex concepts built compositionally from word meanings. For e.g. the sentence, "I climbed all day," describes a process, whereas, "I climbed the hill," describes an accomplishment. In order to extract the knowledge behind both the sentences, they employ the two-style representation of word-meaning and entailmentextraction. This approach will help a verb like climb to have a single sense and it can be linked to any number of complex concepts related to the sentence. They employ these principles in their system called TRIPS.
TRIPS comprises extensive grammar rules, a lexicon and 2000+ concept upper ontology to parse WordNet glosses. It includes a coarse-grained mapping from WordNet synsets to the upper level ontology. The final knowledge is represented using OWL so that they can use existing reasoning engines, which they consider to be efficient enough [17] .
However, the problem of proper extraction, representing knowledge and using such knowledge bases in information retrieval (specifically question answering systems) could be solved by formulating a consistent model that takes into account the basic components of any sentence i.e.; verb phrases and noun phrases.
Humans express information in the form of sentences, the main components of which are verbs and nouns. In order to understand the intent/knowledge behind the expression, it is necessary to understand the semantics of the sentence. This is evident from the work done in the area of effect of semantics in classifying emotions from text [19] .
Automatic data extraction algorithms have been used for knowledge extraction such as pattern matching, reasoning, etc. These algorithms are not MCMC-based (Markov Chain Monte Carlo) and thus are not designed to compute a-posteriori probabilities of individual statements [20] . Knowledge extraction from a text corpus using the fundamentals of language, coupled with logic to derive the relations, could be a possibility in development of efficient knowledge base.
Common-sense rules should be stated in a language whose syntax and semantic is well understood and standardized. This will help in rule and data exchange between different systems. Description logic has been used in the past for this representation [20] . Hence, consistency for construction is vital.
It is necessary for every domain to have a knowledge base that caters to it, but at the same time there is also a need to share knowledge between two knowledge bases. This becomes an issue when knowledge representation methods/frameworks are not consistent among different knowledge bases. Database community have used the data integration approach to merge two different knowledge bases. However, this approach is limited and tedious since it requires special purpose engineering or training examples. Alternatively, a scalable approach to this is to have a common reference ontology for knowledge bases (reflected in the Linked Open Data project), where different knowledge bases link their statements to a handful of commonly shared vocabularies. However, this approach is heavily restrictive in that a small number of reference knowledge bases must be selected which makes it difficult. Also, any change to a reference knowledge base then entails difficult updates to the process of knowledge export from each base. Thus, it is deemed that natural language integration would be a better approach [21] .
Knowledge acquisition from the text corpora has been majorly done by using macro-reading approaches. In these approaches, semantic relations are identified between entities by observing large number of instances of relations by shallow parsing the text. These methods fail to extract a lot of information from the text even when augmented with full dependency parsing. Reference [22] uses Semantic Role Labeling (SRL) to extract predicate argument from text to automatically populate an ontology, thus forming a knowledge base. They base their approach on large-scale statistical machine learning, based on annotated semantic role data set.
Finally, entity extraction is done using Wikipedia hyperlinks and Stanford NER (Named Entity Recognition). Candidate entities are recognized and verified by mapping to a Wikipedia article. It depicts the need for the population base whereby no information from the sentence is missed out. However, the work mainly focuses on the predicate extraction and misses other information from the sentences in the text corpora [22] .
Knowledge bases are typically composed of facts about entities and not about noun phrases. However, distributional information in a corpus can be obtained from noun phrases. Distributional semantics for knowledge bases demands linking of entities with particular noun phrases. Matthew Gardner argues that distributional semantics is necessary for the knowledge bases to be more comprehensive. He presents a model for entity linking to noun phrases in the knowledge base to increase efficiency. The researcher has not applied this model thoroughly over large sets of data and acknowledges that the purpose is to depict that this path is feasible and worth pursuing [23] .
As the information about different domains of knowledge increase, there is always a need to add the new knowledge to existing knowledge bases and therefore, entity linking is of prime importance. LINDEN by [24] is a framework to deal with the task of entity linking in Wikipedia by leveraging semantic information and taxonomy of a knowledge base. It assumes that the initial recognition process is complete and provides the methodology thereon. Upon leveraging the link structure and taxonomy, a semantic network is constructed, thereby helping to construct semantic associativity and semantic similarity for the new knowledge to be included in the existing knowledge base, by associating it to the relevant entities. The framework has been tested on Wikipedia and shows better results than the previous methods. Semantic associativity, semantic similarity, global coherence and candidate ranking are an essential part of the framework. The properties are usually complex in nature in huge knowledge bases and a slight error in any of the aforementioned properties can lead to mismatching information.
Search engines such as Google rely on large knowledge bases such DBpedia, free base, etc. These knowledge bases contain millions of individual entities including named events but the coverage of such events is fairly limited due to the facts mostly being extracted from Wikipedia. Thus, they only get captured when Wikipedia is edited properly. Hence, populating the knowledge base with fine-grained emerging events is essential for knowledge bases and any retrievals being done. Reference [25] present methods for population of such events in knowledge bases by extracting them from the news corpora. The method involves extracting and automatically labelling events, a multi-view graph model capturing relationships between news articles and grouping based on principle of minimum description length. It demonstrates high quality results as compared to previous methods in this regard.
As the knowledge bases have increased in number in the last decade, they sometimes contain overlapping information. Attempts have been made to merge them, aligning their common elements. While other works regarding aligning have majorly involved smaller data sets, SiGMa has been directed for the alignment of large knowledge bases having millions of entities and facts. It is an algorithm which is easily extensible, with scoring functions, to incorporate domain knowledge. The alignment results depict the process done with over 95% precision and a 50x speed-up over than the previous work [26] .
The conventional approach to information representation in information retrieval systems has reached its maximum efficiency and cannot be improved further. A new knowledge representation model capable of knowledge representation, deductive reasoning and semantic indexing the documents has been developed by [27] . The new approach uses semantic analysis to represent knowledge from text using first order predicate logic. The combined application of logic and linguistics for knowledge representation and indexing in question answering systems have yielded a 24.30% increase over the benchmark results in terms of precision. However, the framework has been tested in Prolog environment.
IV. KNOWLEDGE REPRESENTATION AND EXTRACTION FOR AL-QUR'AN
The knowledge bases constructed so far usually tend to ignore some or the other dimension. These researches have mainly been directed towards knowledge representation using types of verses, reasons of revelation, themes, and componential analysis of the time nouns etc. [28] [29] [30] . Others have tried to develop multi-agent frameworks, using Natural Language Processing (NLP) operations, semantic annotation framework and XML, etc. for knowledge representation [31] [32] [33] [34] . None of these works focus on the linguistic aspect of the text which may be the source of more expressiveness and consistent representation in a formalized manner. It is important to realize that certain domain knowledge can only be represented systematically and expressively by studying the language. Sentences usually consist of noun phrases and verb phrases. The usage of these may help in achieving the design and development of a sound knowledge base.
V. DESIGN OF KNOWLEDGE REPRESENTATION FORMALISM

A. Syntactic Tree
The work focuses on usage of logic and linguistics as one of its fundamentals. Hence, the linguistics/grammatical structure of the particular Qur'anic Verse will be analyzed thoroughly. The syntactic tree for each Verse will be obtained using the Stanford Parser.
A parser serves as a model of psycholinguistic processing, helping to process syntactic constructions that may be difficult to explain otherwise [35] . It is a transition-based dependency parser, where a neural network classifier is used to make parsing decisions. The neural network deals with compact dense vector representation, part-of-speech (POS) tags, and dependency labels, resulting in a fast and compact classifier for the parsing mechanism. The parser employs greedy parsing, yielding information about the sentence structure including:
i) Entire sentence with the corresponding POS tags of each word
ii) The head of a word along with its label iii) The position of a word on the stack and status of its existence on the stack.
The parser employs these approaches to avoid problems such as scarcity, incompleteness, etc., which are very common with conventional parsing approaches. This parser is superior in terms of efficiency and speed as is evident from the experiments [36] .
B. Syntactic Analysis
Grammar provides an explicit description of any language [35] . A sound knowledge base utilizes linguistic features such as lexical, grammatical, syntactic and semantic rules [37] .
The syntactic tree, with categorization of every word in the sentence into nouns, verbs, adjectives, etc., is studied and analyzed in order to locate all the noun phrases and verb phrases. The noun and verb phrases are the primary focus of the analysis as they are the primary blocks of the sentence and will provide a better understanding towards the development of the logical formalism necessary for the knowledge base formation.
Verbs are essential to convey the semantic of natural language and their classification is fundamental to semantic search or information extraction [18] . For any meaningful discourse, the association of nouns with nouns and verbs is critical [38] . It is important to understand the semantics of a sentence to extract the knowledge contained within [19] . Verbs are strongly linked to the event description, while the nouns are critical to denote events and role analysis [39] . However, it should be noted that other grammatical phrases present in the sentence may be used later for better expressivity and retrieval in further work. TREE STRUCTURE ANALYSIS
C. Methodology for Development
After the analysis of the linguistic structure of the verses, the phrases need to be arranged in a manner that can help in development of a consistent logical formalism. The principles of predicate logic will be applied to the extracted noun and verb phrases so that knowledge can be expressed better and in a consistent fashion. A result of this phase will be logico-lingusitic knowledge representation formalism for the representation of knowledge.
This phase involves our preliminary work [40] with an extended sample in order to understand and re-verify that this approach provides the best possible solution for knowledge representation. However, before delving into the discussion on formalism, it is appropriate to discuss the usage of predicate logic for this work.
D. Predicate Logic for Knowledge Representation
Predicate logic has been used for reasoning system since long [41] . This is reflected by QA3, developed as early as 1969 to answer simple questions [42] . Predicate logic has proven to have a high expressive power even in complex computability situations [43] . First-order predicate logic not only helps to work with complex relational data but is comprehensive as well [44] .
Reference [45] has used connectionist predicate logic for design of their knowledge base. The authors use the expressive power of predicate logic in the construction because of its ability to support simple as well as complex rules. Their system is based on predicate logic and rules discussed in their work. They conclude that predicate logic helped them satisfactorily in the reasoning task for the system.
PENG is a machine-oriented language for knowledge representation. The language covering only a subset of English language with a controlled grammar and lexicon uses first-order predicate logic for knowledge representation. It utilizes discourse representation structures for the final output using first-order predicate logic [46] .
The drawback of propositional logic being used only in statements pertaining to true or false is overcome by predicate logic. It successfully helps in expressing the relationship between entities. It is also efficient for expression and reasoning with generalizations. It has three additional notations i.e. terms, predicates and universal quantifier -terms to express the entities, predicates to express the relationships and universal quantifier for the scope of variables. Examples are Smith, A, B are entities being represented, likes (Bob, Mary) expresses the relationship, etc. [47] .
Conventional information representation models have reached their upper-limit of efficiency of retrieval. Reference [27] proposes that a combination of logic and linguistics is an efficient alternative to improve retrieval mechanism. The logical-linguistic model will help the machines to understand the contents, provide deduction capabilities for providing results and act as the basis indexing of documents. The presented framework has been implemented using Prolog and has shown promising results.
E. Logico-Linguistic Formalism
From the above discussions, the importance and efficiency of logic and linguistics for knowledge representation and indexing is evident. Logic is the way an idea is expressed and linguistics is the medium of its expression. The following rules based on the logicolingusitic methodology will form the basis of the knowledge representation model that will cater to the construction of an efficient knowledge base for Al-Qur'an, which can be used for different purposes such as question answering systems.
Our previous work also includes certain formalism enrichment rules to enhance the knowledge representation for later retrieval. The rules were developed for richer representation. It was a mechanism developed for crossreferencing and maintaining a connection inside and between the verses. However, the system was implemented using Prolog and only for a small segment of the current domain of study [40] . In the current work, we have solely relied on the logico-linguistic formalism by improving it so that no additional external rules are required as in our previous work. This helps in in maintaining the formalism cross domain applicable.
It is important to perform analysis of the text of AlQur'an for the application of logic and linguistics for knowledge representation and indexing. The knowledge base will be constructed from the output after the application of logico-lingustic rules. Once the rules are ready, they need to be checked to verify proper application of principles of predicate logic and linguistics. An important aspect of the work is to understand and demonstrate the relation between different noun phrases and verb phrases for their logical arrangement. This will help to populate the knowledge base efficiently after analyzing the domain under study. A total of over 40 different representations based on logic-linguistic principles were designed for the knowledge to be represented systematically and consistently. Table I  contains a few examples of the formalism developed and  Table II contains the translation of the same in PredicateSubject form. It is worthwhile to note the transformation of the verb and noun phrase into predicate subject representation where VP1 will always act as the main verb phrase, thus forming the predicate. The following noun phrase i.e. NP1 will always be the subject and the following phrases or set of phrases will correspond as subjects in the relation of knowledge representation. The subjects will have varied structures in different situations depending on the number of phrases that follow. However, a pattern has been established for consistency as evident from the above examples.
We will demonstrate knowledge extraction and representation by presenting examples based on the usage of the logico-linguistic formalism as follows:
Example1:
O mankind, fear your Lord, who created you from one soul and created from it its mate and dispersed from both of them many men and women. And fear Allah, through whom you ask one another, and the wombs. Indeed Allah is ever, over you, an Observer. [Al-Qur'an, 4:1]
After analyzing the tagging, parse structure and universal dependencies for the above verse, the logicolinguistic formalism was applied on separate sentences, the end of each sentence being denoted by a full stop.
makind ( makind [(o) fear (your,Lord) created {(you,from) (one) (soul)} created {(from, it) (its)(mate)} dispersed {(from,both) (of)(them) (many men)(women)}fear {(Allah) (through)(whom)}ask{(you, one another) (wombs)(the)}is{(Allah) (over)(you) (an)(observer)}] [Using the linkage methodology to preserve meanings]
The predicate-subject representation of the above would be as follows: 
VI. EXPERIMENT AND EVALUATION
It is necessary to test the efficiency of the knowledge representation formalism to verify the approach used is sound. Also, the construction of logical connective rules for the transformation of the current formalism into a knowledge representation model requires that the formalism be sound. We tested the formalism by translating the text into a knowledge base for a question answering system. The test data set contains the entire domain consisting of approximately 6000 documents categorized over more than 100 larger sections. A total of 20 questions used as the test data set had to be designed since no valid test data test for the current domain of study was found. The metrics used for measurement are taken from the works of [48] .
FHS (First Hit Success) indicates that for almost 8 of each of the 10 questions, the correct answer was the first one. In other words, the system is almost 80 % efficient to generate the first correct answer.
The greater the value of FARR (First Answer Reciprocal Rank), lesser the user effort to read through the whole list of answers. The average value indicates that the system is 89% efficient in reducing the user's effort to find the correct answer in the list of answers provided.
The average value of TRR (Total Reciprocal Rank) suggests that the certainty level of the correct answers is 89%, implying that users can be almost certain about the correctness of the answers provided by the system. Hence, the system provides a high satisfaction rate for the users. It should be noted that the TRR value greater than 1 is an indicative that the set of correct answers include the first answer as well, thereby increasing the score over 1.
The system contains knowledge of the whole domain (Al-Qur'an) which points towards the fact that it has complete information about this domain, hence the average value of FHS also reflects the recall. It can be stated that the recall of this system is 85%. The aim of the current work was to present knowledge representation mechanism for Al-Qur'an. As highlighted earlier, the domain of Al-Qur'an suffers from the same problems as the generalized domain of knowledge representation and information retrieval.
The dissemination of knowledge is deep-rooted within humanity. For knowledge dissemination, the first step is to extract the knowledge from this huge store of data. The data is unstructured and machines lack analytical and deduction capabilities. Additionally, the data is of varying nature and domains. The demand for knowledge extraction and representation is increasing at a high pace. The dissemination of knowledge is not possible unless the machines understand the data. Traditional approaches seem to have exhausted their efficiencies for knowledge representation. The usage of logic and linguistics is proposed as the ideal alternative for this process. Logic and linguistics are the basic units of any communication for humans. Human expressions are based on logic and expressed using a language. Natural language interaction is the easiest and most comfortable for humans, while logic helps them to shape the expressions. The current work presents knowledge representation formalism for AlQur'an. The knowledge representation mechanism utilizes logic and linguistics since they are the fundamental units of expression. It is evident from the examples that the formalism developed from the combination of logic and linguistics helps in translating and representing knowledge from simple (Example2) to complex situations (Example 1). The formalism developed will cater to the entire domain under study.
VIII. CONCLUSION
The current work tackles the problem of meaningful knowledge representation and extraction from natural language. The logico-linguistic representation formalism helps to represent knowledge in a consistent format for the design of knowledge bases. The formalism developed provides a method of representation maintaining the relations between entities. The representation can be easily understood by the machines to perform analytical tasks. The knowledge base constructed is used for question answer system for the domain of study. The current work aims to contribute towards the development and formalization of semantic web. Our approach presents a unique way of knowledge representation and extraction based on the principles of logic and linguistics in their entirety. The results indicate that the approach is highly efficient and effective.
It is also necessary that the designed formalism be transferred into the design of a knowledge base. This requires further logical rules to translate the formalism into a knowledge representation model in order to ease and design the knowledge base in a consistent format with cent percent precision. However, the problem of extraction, translation and knowledge representation from natural language has been solved using the logico-lingusitic principles.
