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ON WIENER’S LEMMA FOR LOCALLY COMPACT ABELIAN
GROUPS
EIKE SCHULTE
Abstract. Inspired by an extension of Wiener’s lemma on the relation of
measures µ on the unit circle and their Fourier coefficients µ̂(kn) along sub-
sequences (kn) of the natural numbers by Cuny, Eisner and Farkas [CEF19],
we study the validity of the lemma when the Fourier coefficients are weighted
by a sequence of probability measures. By using convergence with respect to
a filter derived from these measure sequences, we obtain similar results, now
also allowing the consideration of locally compact abelian groups other than
T and R. As an application, we present an extension of a result of Goldstein
[Gol96] on the action of semigroups on Hilbert spaces.
1. Introduction
In [CEF19], Cuny, Eisner and Farkas consider a variant of a classical lemma of
Wiener: For a complex measure µ on the unit circle T, this lemma relates Cesa`ro
sums of the Fourier coefficients µ̂(n) (defined for n ∈ Z) to the values of µ on
atoms (see Theorem 3.1 below). In their variant, they replace the summation over
all values µ̂(n) by summation only along some “good” subsequence (kn). Now the
Fourier transform is defined on any locally compact abelian group, but because
the dual group need not be discrete nor naturally ordered, there need not be a
natural sequence of elements to sum along. To circumvent this problem, we consider
sequences of (probability) measures (called “measure sequences” for short) on our
group instead and define what it means for such a sequence to be “good”.
In dealing with Cesa`ro summation it is often useful to be able to switch between
convergence of these sums and a “sum-less” convergence, where, for example, prod-
ucts can be more easily treated. This is classically achieved by the Koopman-von
Neumann lemma, relating convergence of Cesa`ro sums to “convergence in density”.
A density function can be defined from our measure sequence similar to how the
usual density of a set J ⊆ N can be defined as the limit of 1
N
(δ1 + · · · + δN)(J).
However, convergence in density also relies on the natural order of Z (or rather, N);
we therefore have to replace it. This is achieved by considering convergence with
respect to some filter, suitably defined from our new density (Proposition 2.3).
Equipped with these constructions we see that Wiener’s lemma holds in a similar
form as before (Theorem 3.9). We can also consider “extremality” (in a similar
sense to [CEF19]) of measures and see that being extremal for a sufficiently good
measure sequence implies being a Dirac measure.
Key words and phrases. Wiener’s lemma for measure sequences, density and filter convergence,
extremal measures, operator semigroups.
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Finally, we apply our lemma to obtain a version of a result of Goldstein about
operators on Hilbert spaces. The classical case corresponds to the group Z (or
rather, its subsemigroup N), and a version for continuous one-parameter semigroups
is given in [CEF19]. Using our lemma, we get a version for a locally compact
abelian group equipped with a suitable measure sequence and a sufficiently big
subsemigroup (Theorem 5.7).
The rest of the paper is organized as follows: In the remainder of this section, we will
introduce basic notation used throughout the paper. In Section 2 we define measure
sequences and prove the appropriate version of the Koopman-von Neumann lemma.
In Section 3 we explain what it means for a measure sequence to be “good” and show
the generalization of Wiener’s lemma for these sequences. In Section 4 we consider
extremality and show that Dirac measures are characterized by the integrals over
the Fourier coefficients with respect to suffeciently good measure sequences. Finally,
in Section 5 we apply the earlier results to actions of semigroups and groups on
Hilbert spaces and obtain a version of a theorem of Goldstein [Gol96].
Acknowlegdements. The author thanks Tanja Eisner for bringing this subject
to his attention and for reading a preliminary version of the paper.
Notation. Let G be a locally compact abelian group. We fix a Haar measure on
G and denote integration with respect to this measure by∫
G
f(g) dg.
If H is isomorphic to the Pontryagin dual of G (hence also locally compact and
abelian) via the isomorphism ψ : H → Ĝ, we write 〈g, h〉 := ψ(h)(g) and we
say that (G,H) is a pair of dual groups. The two most classical pairs of groups are
(T,Z) (where T is the unit circle) with 〈λ, n〉 = λ−n and (R,R) with 〈r, s〉 = e−2piirs.
Whenever such a pairing occurs, we will assume that the Haar measures on G and
H are chosen such that the Fourier transform L2(G) → L2(H), f 7→ f̂ , given on
the subspace L1(G) ∩ L2(G) by
f̂(h) =
∫
G
〈g, h〉f(g) dg,
is isometric. We will also use the Fourier transform
µ̂(h) =
∫
G
〈g, h〉µ(dg)
of complex measures µ on G.
We will occasionally use filter convergence. If F is a filter on I and f : I → X
is a function into some topological space, we write F - limi f(i) for the limit of the
image filter i∗F on X . In other words, F - limi f(i) denotes the element x ∈ X such
that for every neighborhood U of x there exists a set F ∈ F with f(i) ∈ U for every
i ∈ F (provided such an element x exists and is unique).
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2. Measure sequences
Definition 2.1. A measure sequence ν = (νN )N∈N on some measurable space X
is a sequence of probability measures νN on X . If no confusion can arise, we will
denote the L2-norm with respect to νN by ‖ · ‖N .
Note that the sets of integrable functions can vary with N but that they always
contain all bounded measurable functions on X because the measures are finite.
Example. The following measure sequences allow to recover the prior results men-
tioned in the introduction:
1. On N with the power set as the sigma algebra, we have sequence of measures
u = (uN ) where
uN (A) =
#(A ∩ { 0, . . . , N − 1 })
N
.
Integration against these measures gives the partial Cesa`ro sums. We will
also consider u as a measure sequence on Z.
2. Generalizing 1., for any locally compact group G and Følner sequence (FN )
on G we consider
νN (A) :=
meas(A ∩ FN )
meas(FN )
.
In particular, we will denote by uN the sequence corresponding to the
Følner sequence ([0, N ])N∈N on R.
3. For every measure sequence ν = (νn) we can form its Cesa`ro transform Cν
where
(Cν)N =
1
N
N∑
n=1
νn.
In particular, the measure sequence u on N is the Cesa`ro transform of
(δN−1)N .
Definition 2.2. For a measure sequence ν on X and a measurable subset J ⊆ X
the density of J (with respect to ν) is defined by
dν(J) := lim
N→∞
νN (J)
if this limit exists.
For example, using the measure sequence uN on N we recover the usual density of
subsets of N. Using the sequence (δN ) (or more generally, (δkN )), a set has density
1 if and only if it contains every N ∈ N greater than some N0 (or all kN where
N > N0) and density 0 iff it contains no N greater than some N0 (none of the
elements kN where N > N0). Otherwise, the density of a set is undefined for these
sequences.
By the usual argument that convergence implies convergence of the Cesa`ro sums,
the density function dC ν for the Cesa`ro transform of a measure sequence ν is an
extension of dν .
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The convergence of Cesa`ro sums is related to “convergence in density” via the
Koopman–von Neumann lemma [Eis+15, Lemma 9.16]. To obtain a similar result
for measure sequences, we introduce the filter Fν generated by all subsets of X
with ν-density 1.
Proposition 2.3 (Koopman–von Neumann for measure sequences). Let X be a
measurable space, ν a measure sequence on X and f : X → [0,∞[ a bounded
measurable function. The following are equivalent:
(i) lim
N→∞
∫
X
f(x)νN (dx) = 0, (ii) Fν- lim
x
f(x) = 0.
Proof. (i =⇒ ii) For each ε > 0 consider the set L = {x ∈ X | f(x) ≥ ε }. It is
measurable and
dν(L) = lim
N→∞
∫
X
1L(x)νN (dx) ≤ lim
N→∞
∫
X
1
ε
f(x)νN (dx) = 0.
Hence, X \ L has density 1 and f(x) < ε on this set. Because ε is arbitrary, this
implies convergence with respect to the filter Fν .
(ii =⇒ i) Let M be an upper bound for f and ε > 0. By filter convergence, there
exists J ∈ Fν such that f(x) < ε/2 for all x ∈ J . By the definition of the filter
Fν , we may assume that J is measurable with density 1. The set L := X \ J has
density 0, so we can find N0 such that νN (L) < ε/(2M) for all N ≥ N0. For these
N we have∫
X
f(x)νN (dx) =
∫
J
f(x)νN (dx) +
∫
L
f(x)νN (dx) ≤
∫
J
ε
2
νN (dx) +MνN(L) ≤ ε,
implying convergence to zero. 
Remark. “Convergence in density” of a sequence (an) to some limit a in a topo-
logical space A means that there is a set J ⊆ N of (classical) density 1 such that
limn∈J,n→∞ an = a. It appears to be a stronger condition than the filter conver-
gence used above, as a single set J of density 1 has to be chosen once and for all
(depending only on the sequence (an)) which is then intersected with sets of the
form {N,N + 1, . . . } (where N depends on the neighborhood of the limit a under
consideration), whereas filter convergence allows the choice of a set of density 1
independently for each neighborhood. However, if A is a bounded interval [0,M ]
the two concepts agree after all: Indeed, the classical lemma and our version show
that both of them are equivalent to the convergence of limN→∞
1
N
∑N
n=1 an.
In fact, convergence in density and convergence with respect the filter we associate
to the standard density function are equivalent if the topological space A is merely
first countable. This can be seen by a close examination of the proof of the classical
Koopman–von Neumann lemma (cf. the implication (i =⇒ iii) in [Eis+15, Lemma
9.16]) – note also that this what makes the classical lemma hard, the proof of our
version is quite a bit more straightforward.
3. Wiener’s lemma
We consider complex measures µ, finite by definition. Wiener’s lemma is the fol-
lowing classical result.
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Theorem 3.1 (Wiener’s lemma). Let µ be a complex Borel measure on T =
{ z ∈ C | |z| = 1 }. Then,
lim
N→∞
1
N
N∑
n=1
|µ̂(n)|2 =
∑
a atom
|µ{a}|2
where the sum on the right is over all atoms of µ (i.e. points a ∈ T such that
µ{a} 6= 0) and µ̂ denotes the Fourier transform of µ.
Inspired by the work of Cuny, Eisner and Farkas [CEF19], we will deduce a version
of this lemma that uses the measure sequences introduced in the previous section.
Definition 3.1. Let (G,H) be a pair of dual groups und ν a measure sequence on
H . The sequence is called good if the limit
cν(g) = lim
N→∞
∫
H
〈g, h〉 νN (dh)
exists for every g ∈ G. In this case, the set { g ∈ G | cν(g) 6= 0 } is called the
spectrum of ν. If the measuare sequence is good and its spectrum is the set {1},
the sequence is called ergodic.
Note that we always have cν(1) = 1 and cν(g
−1) = cν(g) because 〈h, g
−1〉 = 〈h, g〉.
If the limit cν(g) exists, its absolute value is at most 1.
We now provide examples of good measure sequences.
Proposition 3.2. Let (G,H) be a pair of dual groups and ν = (νN ) a measure
sequence on H derived from a Følner sequence (FN ). Then ν is good.
Proof. Let g ∈ G. The dual pairing gives an action of H on T: h ∈ H acts on λ ∈ T
via multiplication by 〈g, h〉. Consider the identity function on f = id ∈ L2(T). By
the mean ergodic theorem for amenable groups [Gre73, Corollary 3.4], the ergodic
means AFN f of f , given by
(AFN f)(λ) :=
1
meas(FN )
∫
FN
〈g, h〉λdh,
converge to some function f˜ (in L2). Hence,
cν(g) = lim
N→∞
1
meas(FN )
∫
FN
〈g, h〉dh = lim
N→∞
∫
T
1
meas(FN )
∫
FN
〈g, h〉λλdhdλ
= lim
N→∞
∫
T
(AFN f)(λ)f(λ)dλ = lim
N→∞
(AFN f |f) = (f˜ |f),
in particular, the limit exists. 
Lemma 3.3. If ν is a good (or ergodic) measure sequence, so is its Cesa`ro trans-
form Cν.
Proof. This is the usual argument that convergence implies Cesa`ro convergence. 
If µ and ν are measure sequences on groups G, H , we can obtain the measure
sequence µ⊗ ν on G×H by taking the product measure µN ⊗ νN for each N . By
Fubini’s theorem, we have
cµ⊗ν(g, h) = cµ(g)cν(h),
6 EIKE SCHULTE
provided that both terms on the right-hand side exist. Hence the product sequence
is good if both factors are.
Lemma 3.4. For g ∈ G, the following are equivalent:
(i) |cν(g)| = 1, (ii) the limit Fν- lim
h
〈g, h〉 exists.
If (i) and (ii) hold, the limit of (ii) is equal to cν(g).
Proof. This follows from Proposition 2.3 by passing to the real parts and using the
fact that complex numbers with absolute value at most 1 converge to 1 if and only
if the real parts converge to 1. 
Proposition 3.5. The set Γν := { g ∈ G | |cν(g)| = 1 } is a subgroup of G and cν
is a group homomorphism Γν → T.
Proof. The fact that the product of two elements from Γν lies in g follows from
the equivalent description in Lemma 3.4 because the product of two limits is the
limit of the product by continuity of multiplication in T. The rest of the assertion
follows from the remarks following Definition 3.1. 
Definition 3.6. We say that a measure sequence ν on a topological space X goes
to infinity if limN→∞ νN (K) = 0 for every compact set K ⊆ X .
Lemma 3.7. Let ν be a good measure sequence that goes to infinity. Then cν(g) = 0
for almost every g ∈ G.
Proof. Let ϕ ∈ L1(G) be a test function. Its Fourier transform ϕ̂ is a continuous
function vanishing at infinity [HR70, (31.5)]. Hence,∫
G
cν(g)ϕ(g)dg =
∫
G
lim
N→∞
∫
H
〈g, h〉ϕ(g)νN (dh)dg = lim
N→∞
∫
H
ϕ̂(h)νN (dh) = 0,
where we use Fubini and dominated convergence for the second equality and that
ν goes to infinity and ϕ̂ vanishes at infinity for the last one. As ϕ is arbitrary, the
claim follows. 
Corollary 3.8. Let ν be a good measure sequence going to infinity on H = Z or
H = R. Then Γν is discrete.
Proof. Subgroups of the relevant dual groups T and R are either discrete or dense.
As cν is the pointwise limit of continuous functions, it is of Baire class 1 and has
points of continuity. At these points, cν must be zero, for otherwise it would be
non-zero on a non-empty open subset, contradicting Lemma 3.7. By continuity,
the absolute value of cν is less than 1 on a neighborhood of these points. Thus Γν
cannot be dense. 
We are now ready to prove our first theorem: this is the promised generalization of
Wiener’s lemma.
Theorem 3.9. Let (G,H) be a pair of dual groups and ν a measure sequence on
H.
(1) Let µ be a complex Borel measure on G. Then
lim
N→∞
‖µ̂‖
2
N =
∫
G×G
cν(g0g
−1
1
)(µ⊗ µ)(d(g0, g1)).
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(2) Let µ be a probability measure on G. If limN→∞ ‖µ̂‖
2
N = 1 then the support
of µ is contained in a coset of Γν and cν(g0g
−1
1
) = 1 for every pair of
µ-atoms g0, g1.
(3) Let µ be a discrete probability measure on G. If cν(g0g
−1
1
) = 1 for every
pair of µ-atoms g0, g1 then
lim
N→∞
‖µ̂‖
2
N = 1.
(4) The measure sequence ν is ergodic if and only if
lim
N→∞
‖µ̂‖2N =
∑
a atom
|µ{a}|2
for every complex Borel measure µ on G.
(5) Let ν be ergodic and µ be a probability measure on G. Then
lim
N→∞
‖µ̂‖
2
N = 1
if and only if µ is a Dirac measure (i.e. µ = δg for some g ∈ G).
Note that Wiener’s original lemma amounts to the claim that u (see the examples
following Definition 2.1) is an ergodic measure sequence. Unwinding definitions,
this is just the well-known fact that limN→∞
1
N
∑N
n=1 λ
−n (where λ ∈ T) is 1 if
and only if λ = 1 and 0 otherwise.
Proof. (1) By Fubini’s theorem and the theorem on dominated convergence,
‖µ̂‖
2
N =
∫
H
∫
G
〈g0, h〉µ(dg0)
∫
G
〈g1, h〉µ(dg1)νN (dh)
=
∫
G×G
∫
H
〈
h, g0g
−1
1
〉
νN (dh)(µ⊗ µ)(d(g0, g1))
which converges to∫
G×G
cν(g0g
−1
1
)(µ⊗ µ)(d(g0, g1))
as N →∞.
(2) If limN→∞ ‖µ̂‖
2
N = 1 and µ is a probability measure, we conclude from (1)
and |cν(g0g
−1
1
)| ≤ 1 that
1 = lim
N→∞
‖µ̂‖2N ≤
∫
G×G
|cν(g0g
−1
1
)|(µ ⊗ µ)(d(g0, g1)) ≤ 1,
hence equality everywhere. Thus,∫
G
|cν(g0g
−1
1
)|µ(dg0) = 1
for µ-almost every g1 ∈ G. Pick any such g1.
We will now consider the function f : g0 7→ |cν(g0g
−1
1
)| and show that
suppµ ⊆ { g0 ∈ G | f(g0) = 1 } = g1Γν . Assume that is not the case and
choose g ∈ suppµ and a neighborhood U of g such that f(g0) 6= 1 (hence
f(g0) < 1) for every g0 ∈ U . Because g ∈ suppµ, we have µ(U) > 0. Then∫
U
f(g0)µ(dg0) < µ(U) and hence∫
G
f(g0)µ(dg0) < µ(U) + µ(G \ U) = 1.
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This is a contradiction, hence suppµ is contained in the coset g1Γν .
For the last part of (2), apply real parts to the formula from (1) instead.
We get ∫
G×G
Re cν(g0g
−1
1
)(µ⊗ µ)(d(g0, g1)) = 1,
hence ∫
G
Re cν(g0g
−1
1
)µ(dg0) = 1
for µ-almost every g1; in particular this holds for every µ-atom. For every
such atom we conclude Re cν(g0g
−1
1
) = 1 for almost all g0, hence for all
atoms g0. As |cν(g0g
−1
1
)| ≤ 1, we get cν(g0g
−1
1
) = 1.
(3) As µ is discrete, the integral in (1) is simply the sum over the atoms∑
g0,g1
cν(g0g
−1
1
)µ{g0}µ{g1} =
∑
g0,g1
µ{g0}µ{g1} = 1.
(4) If ν is ergodic, i.e. cν = 1{1}, we apply Fubini’s theorem and obtain∫
G×G
cν(g0g
−1
1
)(µ⊗ µ)(d(g0, g1)) =
∫
G
∫
G
1{g1}(g0)µ(dg0)µ(dg1)
=
∫
G
µ{g1}µ(dg1)
=
∑
a
|µ{a}|2.
Conversely, if ν is not ergodic, choose g ∈ G \ {1} such that cν(g) 6= 0.
If Re cν(g) 6= 0 consider the probability measure µ =
1
2
(δ1 + δg). Then∫
G×G
cν(g0g
−1
1
)(µ⊗ µ)(d(g0, g1))
=
1
2
+
1
4
(cν(g) + cν(g
−1)) 6=
1
2
=
∑
a
|µ{a}|2.
If Im cν(g) 6= 0 instead, procede similarly with µ =
1
2
(δ1 + iδg).
(5) Finally, for a Dirac measure δa, we have δ̂a(h) = 〈a, h〉. In particular,
|δ̂a(h)|
2 = 1 for every h ∈ H , hence ‖δ̂a‖N = 1.
In the opposite direction, we apply (4) and get
1 = lim
N→∞
‖µ̂‖2N =
∑
a
|µ{a}|2 ≤
∑
µ{a} ≤ 1,
hence equality. Because 0 ≤ µ{a} ≤ 1 we get (µ{a})2 = µ{a} for every a,
hence µ{a} = 1 for exactly one a and µ is a Dirac measure. 
We mention briefly how to recover the result of Cuny, Eisner and Farkas from this:
For a given good (or ergodic) sequence (kN ) in N, the Cesa`ro transform of the
measure sequence (δkN ) is a good (resp., ergodic) measure sequence ν for the pair
of dual groups (T,Z). The limit functions c and cν agree. Then parts (a), (b) and
(c) of Proposition 2.6 in [CEF19] correspond to parts (1), (4) and (5) above. Their
Corollary 2.9 corresponds to parts (2) and (3).
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4. Extremality
Definition 4.1. Let (G,H) be a pair of dual groups and ν a measure sequence on
H .
(a) We call a probability measure µ on G extremal for ν if limN→∞ ‖µ̂‖
2
N = 1.
(b) If every probability measure that is extremal for ν is a Dirac measure, the
measure sequence ν is called extremal.
(c) If every discrete probability measure that is extremal for ν is a Dirac mea-
sure, the measure sequence ν is called extremal for discrete measures.
Remark. These terms are again inspired by Cuny, Eisner and Farkas [CEF19]. Note
however, that there is a minor but unfortunate mismatch between our terms: While
a sequence (kn) is good in [CEF19] iff the measure sequence (
1
N
∑N
n=1 δkn) is good,
the sequence is [CEF19]-extremal iff the measure sequence (δkN ) is.
Theorem 4.2. Let ν be a measure sequence on H. For the assertions
(i) ν is extremal,
(ii) ν is extremal for discrete measures,
(iii) cν(g) = 1 implies g = 1,
we have the implications (i) =⇒ (ii) ⇐⇒ (iii). Furthermore, (ii) =⇒ (i) if ν
is good and the subgroup Γν of G is discrete and countable.
Proof. (i =⇒ ii) is trivial.
(ii =⇒ iii) Suppose not. Choose g ∈ G such that g 6= 1 but cν(g) = 1 and consider
the (discrete) measure µ = 1
2
(δ1 + δg). We have
|µ̂(h)|2 =
1
4
(2 + 〈g, h〉+ 〈g−1, h〉).
Integrating and passing to the limit gives
lim
N→∞
‖µ̂‖2N =
1
4
(2 + cν(g) + cν(g
−1)) = 1
even though µ is not Dirac, hence the sequence is not extremal for discrete measures.
(iii =⇒ ii) Let µ be a discrete probability measure, i.e. µ =
∑
i∈I Aiδgi for some
index set I where Ai > 0,
∑
iAi = 1 and gi are pairwise distinct elements of G,
and assume that µ is extremal for ν. We have
µ̂(h) =
∑
i∈I
Ai〈gi, h〉
and hence
‖µ‖2N =
∑
i
A2i + 2
∑
i<j
AiAj Re
∫
H
〈gig
−1
j , h〉νN (dh).
By extremality, these terms converge to 1 as N → ∞. By an elementary compu-
tation, each Re
∫
H
〈gig
−1
j , h〉νN (dh) converges to 1. Because
∫
H
〈gig
−1
j , h〉νN (dh) is
bounded in absolute value by 1, these terms also converge to 1, but their limit is
just cν(gig
−1
j ). By (iii), gig
−1
j = 1, so I is a singleton set and µ is Dirac.
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(ii =⇒ i) Let µ be extremal for ν. By Theorem 3.9(2), the support of µ is
contained in a coset of Γν since ν is good. Because we assume Γν to be discrete
and countable, the same is true of this coset, hence ν is a discrete measure. By (ii),
µ is Dirac. 
5. Application to operator theory
As an application, we will use our version of Wiener’s lemma to obtain a version of
a theorem of Goldstein [Gol96].
5.1. Unitary group actions. As a first step, we will consider the case were the
group H acts on a Hilbert space X by contractive operators. Such actions are
automatically unitary, so we can use the spectral theory of group actions to obtains
measures that we can apply our version of Wiener’s lemma to.
Theorem 5.1. Let X be a Hilbert space and (G,H) a pair of dual groups. Let H
act on X strongly continuously by unitary operators Th. For a ∈ G denote by Pa
the orthogonal projection onto the subspace
⋂
h∈H ker(〈a, h〉 I−Th). Let ν be a good
measure sequence on H. Then
lim
N→∞
∫
H
|(Thx|y)|
2 νN (dh) =
∑
a∈G
|(Pax|y)|
2 .
for all x, y ∈ X.
Proof. By the spectral theorem applied to the action of H (cf. [Fol16, Theorem
4.45]), there exists a unique projection-valued measure P on its dual group G such
that the operator Th associated to any h ∈ H can be written as
Th =
∫
G
〈g, h〉P (dg).
By the definition of integrals against projection-valued measures this means that
for all x, y ∈ X
(Thx|y) =
∫
G
〈g, h〉µx,y(dg) = µ̂x,y(h),
where µx,y is the ordinary complex measure given by µx,y(E) = (P (E)x|y). By
Theorem 3.9 (Wiener’s lemma), we find
lim
N→∞
∫
H
|(Thx|y)|
2νN (dh) = lim
N→∞
‖µ̂x,y‖
2
N =
∑
a
|µx,y{a}|
2 =
∑
a
|(P{a}x|y)|2,
where the sums are over the atoms of µx,y.
It remains to show that Pa = P{a}. We follow the arguments in [EF20, Proposition
5.14]. As both operators are orthogonal projections, we only have to check that the
set of fixed points of P{a} is
⋂
h∈H ker(〈a, h〉 I−Th). Now x = P{a}x is equivalent
to (P{x}|x) = ‖x‖2 by the equality case in the Cauchy–Schwarz inequality. In other
words, µx,x{a} = ‖x‖
2. As ‖µx,x‖ = µx,x(G) = ‖x‖
2 (the measure µx,x is positive),
we get the equivalent equality of measures µx,x = δa‖x‖
2. By injectivity of the
Fourier transform, we get µ̂x,x(h) = 〈a, h〉‖x‖
2 (as δ̂a(h) = 〈a, h〉) for every h ∈ H .
Finally, using (Thx|x) = µ̂x,x(h) and equality in the Cauchy–Schwarz inequality
again, we arrive at Thx = 〈a, h〉x, i.e. x ∈
⋂
h∈H ker(〈a, h〉 I−Th). 
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5.2. Weak stability. Considering only contractive group representations excludes
many examples because such actions are automatically unitary. To extend our re-
sult to actions of some semigroups on Hilbert spaces, we use a variant of a result of
Sz.-Nagy and Foias¸ that decomposes the Hilbert space on which a given operator
acts into an orthogonal sum such that the restrictions of the operator to the sub-
spaces are unitary and weakly stable, respectively. As we want to apply Proposition
2.3, we need weak stability with respect to filter convergence.
Definition 5.2. Let F be a filter on some setM and (xm)m∈M a family of elements
in some Hilbert space X . We say that (xm) converges weakly to x ∈ X with respect
to F if
F -limm(xm|y) = (x|y)
for every y ∈ X .
Lemma 5.3. Let F be a filter on M and (xm) be a bounded family of elements.
Then (xm) converges weakly with respect to some refinement of F .
Proof. Let U be an ultrafilter refining F . As (xm) is bounded, so is (xm|y) for
every y ∈ X and the limit U-limm(xm|y) exists for every y ∈ X . The map y 7→
U-limm(xm|y) is an conjugate linear and bounded functional on X . Hence, there
exists x ∈ X such that U-limm(xm|y) = (x|y) for all y ∈ X . 
Definition 5.4. Let M be a semigroup and F a filter M . Suppose that M is
equipped with a strongly continuous action on a Hilbert space X . The action is
weakly stable (for F) if (Tmx)m∈M converges weakly (with respect to F) to 0 for
every x ∈ X .
By choosing the semigroup { I, T, T 2, . . . } and its Freche´t filter, we recover the usual
definition of weak stability for the operator T .
If M is weakly stable for a filter F , it is also weakly stable for every refinement of
F .
Definition 5.5. We say that a filter F on an abelian semigroup M is invariant if
for every set A ∈ F and every n ∈ M the sets nA = {na |a ∈ A } and (A : n) =
{m ∈M |ma ∈ A } are in F as well.
Remark. If M is a group it suffices to check that nA ∈ F for all n ∈M , A ∈ F to
show that the filter F is invariant on M (because (A : n) = n−1A). In this case,
the filter F associated to a measure sequence ν is invariant if the measure sequence
is asymptotically invariant, i.e. if n∗νN − νN converges strongly to 0 as N →∞ for
every n ∈M ; in other words, if νN (n
−1A)− νN (A) converges to 0 for every n ∈M
and every measurable set A.
Let M be a subsemigroup of a group H and ν be an asymptotically invariant
measure sequence on H such that the support of each νN is contained in M . In
this case, we can consider ν to be a measure sequence on M as well. The filter Fν
on M associated to this restriction is still invariant.
If M is an abelian semigroup acting on a Hilbert space X , there is also an action
of M on X where m ∈ M acts via the adjoint T ∗m of the operator Tm originally
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associated to m. We call this the action of M∗. (If M is not abelian, the action by
adjoint operators is an action of the dual semigroup of M instead.)
With this, we get the following version of a theorem of Sz.-Nagy and Foias¸ (cf.
[Eis10, Theorem 3.9]).
Proposition 5.6 (Sz.-Nagy–Foias¸ decomposition for semigroups). Let M be a
semigroup with a strongly continuous action by contractions on a Hilbert space
X and assume that M is a subsemigroup of an abelian group H such that for every
h ∈ H we have h ∈M or h−1 ∈M . Then X is the orthogonal sum of two subspaces
X1, X2, both invariant under the action and the adjoint action of M , such that
(1) The restriction of the action to X1 is unitary.
(2) For every invariant filter F on M the restriction of the action to X2 is
weakly stable with respect to F .
Proof. Let
X1 := {x ∈ X | ‖Tmx‖ = ‖T
∗
mx‖ = ‖x‖ for all m ∈M } .
An easy computation with the Cauchy-Schwarz inequality (cf. [Eis10, Theorem
3.9]) shows that
X1 = {x ∈ X |T
∗
mTmx = TmT
∗
mx = x for all m ∈M } .
To see that X1 is M -invariant, let x ∈ X1 and n ∈M . For every m ∈M , we have
‖TmTnx‖ = ‖x‖ = ‖Tnx‖. We can also write m = nk where k ∈ H . If k ∈M , then
‖T ∗mTnx‖ = ‖T
∗
kT
∗
nTnx‖ = ‖T
∗
kx‖ = ‖x‖ = ‖Tnx‖. Otherwise we have k
−1 ∈ M
and we conclude n = mk−1, hence
‖x‖ = ‖T ∗k−1T
∗
mTnx‖ ≤ ‖T
∗
mTnx‖ ≤ ‖x‖
because the action is contractive. Therefore, ‖T ∗mTnx‖ = ‖x‖ = ‖Tnx‖. Essentially
the same argument shows that X1 is also M
∗-invariant.
We have to take X2 := X
⊥
1 . Let x ∈ X2 and we have to show that (Tmx)m∈M
converges weakly to 0 with respect to F . We will use the fact that a filter on a
compact set converges to an element x0 if and only if every convergent refinement
of it converges to x0. So suppose that (Tmx) does not converge weakly to 0; hence
there exists y ∈ X2 such that (Tmx|y) does not converge to 0 and by the just-stated
fact we can choose a refinement G of F such that (Tmx|y) converges to something
other than 0 (we get compactness from the boundedness of (Tmx)). By Lemma 5.3
there exists a refinement H of G such that (Tmx) converges weakly to some x0. By
the choice of G and y we have (x0|y) 6= 0, hence x0 6= 0.
For each n ∈M , we have
‖T ∗nTnTmx− Tmx‖
2 = ‖T ∗nTnTmx‖
2 − 2(T ∗nTnTmx|Tmx) + ‖Tmx‖
2
≤ ‖TnTmx‖
2 − 2‖TnTmx‖
2 + ‖Tmx‖
2 = ‖Tmx‖
2 − ‖TnTmx‖
2
The term ‖Tmx‖
2 converges to inf
{
‖Tmx‖
2
∣∣m ∈M } =: L. Indeed, for every
ε > 0 there exists n ∈ M such that 0 ≤ ‖Tnx‖
2 − L < ε by the definition of the
infimum. Because M acts by contractions, we have 0 ≤ ‖TmTnx‖
2 − L < ε for
every m ∈M and the set nM = {mn |m ∈M } (M is commutative) belongs to F
because M does.
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Because F is invariant under A 7→ (A : n) as well, ‖TnTmx‖
2 converges to the same
value. Thus the right-hand side converges to 0 with respect to F . Therefore, so
does the left-hand side.
We have T ∗nTnTmx → T
∗
nTnx0 weakly with respect to H by continuity of T
∗
nTn
and T ∗nTnTmx→ x0 with respect to F (and hence H) by the considerations above;
hence T ∗nTnx0 = x0 and similarly TnT
∗
nx0 = x0 for all n ∈ M . Therefore x0 ∈ X1.
Because X2 is closed and M -invariant, we have x0 ∈ X2 as well, whence x0 = 0, a
contradiction. 
5.3. Contractive semigroup actions. We are now ready to combine the results
of the previous two sections to obtain a generalization of a theorem of Goldstein
[Gol96, p. 5, Main Theorem]. To retrieve the discrete version of his result, pick
H = Z, M = N and the measure sequence (uN ) on N in the following theorem. For
the continuous version, pick H = R, M = R≥0 and the measure sequence (uN ) on
R.
Theorem 5.7. Let (G,H) be a pair of dual groups and M a subsemigroup of H
such that for any h ∈ H we have h ∈M or h−1 ∈M . Let M act on a Hilbert space
X by contractions and such that the action is continuous with respect to the strong
operator topology on L(X). Let ν be an ergodic and asymptotically invariant mea-
sure sequence on H such that the support of νN is contained in M for every N . For
every a ∈ G denote by Pa the orthogonal projection onto
⋂
m∈M ker(〈a,m〉 I−Tm).
Then
lim
N→∞
∫
M
|(Tmx|y)|
2νN (dm) =
∑
a∈G
|(Pax|y)|
2
for all x, y ∈ X.
Proof. By Proposition 5.6, we can write X as an orthogonal direct sum X1 ⊕X2
of M -invariant subspaces where the action of M on X1 is unitary and the action
of M on X2 is weakly stable.
Write x, y ∈ X as x = x1 + x2 and y = y1 + y2 where x1, y1 ∈ X1, x2, y2 ∈ X2. We
have
|(Tmx|y)|
2 = |(Tmx1|y1)|
2 + 2Re(Tmx1|y1)(Tmx2|y2) + |(Tmx2|y2)|
2.
By weak stability (and the boundedness of (Tmx1|y1)), the latter two terms converge
to 0 with respect to Fν , so we have
lim
N→∞
∫
M
(
2Re(Tmx1|y1)(Tmx2|y2) + |(Tmx|y)|
2
)
νN (dm) = 0
for all x, y ∈ X2 by Proposition 2.3.
For the remaining part on X1, we extend the action of M to an action of H : If
h /∈ M , then h−1 ∈ M and we associate to h the operator (h−1)∗. This gives a
well-defined action because the action of M on X1 is unitary and the extended
action remains unitary. By Theorem 5.1 we have
lim
N→∞
∫
H
|(Thx1|y1)|
2νN (dh) =
∑
a∈G
|(P1,ax1|P1,ay1)|
2
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where P1,a denotes the orthogonal projection onto
⋂
h∈H ker(〈a, h〉 I−Th) in X1. As
the support of each νN lies in M , we can restrict the integration on the left-hand
side to M again. The projection does not change when the intersection is taken
over m ∈M instead because 〈a, h−1〉 I−Th−1 = −〈a, h〉
−1Th−1(〈a, h〉 I−Th) (where
−〈a, h〉−1Th−1 is invertible) and hence ker(〈a, h〉 I−Th) = ker(〈a, h
−1〉 I−Th−1).
Finally, we have to show that the intersection
⋂
m∈M ker(〈a,m〉 I−Tm) does not
change when we interpret Tm as an operator on X instead. By the direct sum
decomposition, it suffices to show that this intersection in 0 when Tm is interpreted
as an operator on X2. So let x ∈ X2 and suppose that 〈a,m〉x − Tmx = 0 for all
m ∈ M ; we have to show that x = 0. Refine Fν to an ultrafilter U . For every
y ∈ X2 we have
0 = U-limm (〈a,m〉x − Tmx | y) = U-limm〈a,m〉(x|y) −Fν-limm(Tmx|y)
= (U-limm〈a,m〉)(x|y)
by weak stability. The limit on the right-hand side exists because 〈a,m〉 is bounded,
and its value lies on the unit circle again, hence is non-zero. Thus, (x|y) = 0 for
every y ∈ X2, so x = 0. 
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