This study evaluated whether weights for spectral-shape discrimination depend on overall stimulus level and signal strength ͑the degree of spectral-shape change between two stimuli͒. Five listeners discriminated between standard stimuli that were the sum of six equal-amplitude tones and signal stimuli created by decreasing the amplitudes of three low-frequency components and increasing the amplitudes of three high-frequency components. Weighting functions were influenced by stimulus level in that the relative contribution of the low-frequency ͑decremented͒ components to the high-frequency ͑incremented͒ components decreased with increasing stimulus level. Although individual variability was present, a follow-up experiment suggested that the level dependence was due to greater reliance on high-frequency components rather than incremented components. Excitation-pattern analyses indicated that the level dependence is primarily, but not solely, driven by cochlear factors. In general, different signal strengths had no effect on the weighting functions ͑when normalized͒, but two of the five listeners showed variability in the shape of the weighting function across signal strengths. Results suggest that the effects of stimulus level on weighting functions and individual variability in the shapes of the weighting functions should be considered when comparing weighting functions across conditions and groups that might require different stimulus levels and signal strengths.
I. INTRODUCTION
It has been argued that listeners with hearing loss adopt decision strategies that are different from normal-hearing listeners in intensity-and spectral-shape discrimination tasks, but these conclusions have been made from experiments that tested the two groups at different stimulus levels ͑Doherty and Lutfi, 1996 or at different signal strengths ͓the degree of intensity or spectral-shape change between two stimuli ͑Doherty and Lutfi, 1996 Lutfi, , 1999 Leek, 2002, 2003͔͒ . Because the auditory system is inherently nonlinear, measurements made at different stimulus levels and at different signal strengths have the potential to influence the decision strategy adopted by an individual listener. The following experiment determines whether overall stimulus level and signal strength influence spectral-shape decision strategies for normal-hearing listeners.
For more than 25 years, controlled "profile-analysis" experiments have been used to evaluate the ability of the auditory system to distinguish between sounds with different spectral shapes ͓see Green ͑1988͒ for a review͔. In a typical profile-analysis experiment, listeners discriminate between two multitonal stimuli that have different spectral shapes. Recent development of correlation methods applied to these experiments allows estimates of the relative importance of different frequency components to the spectral-shape discrimination decision ͑e.g., Berg, 1989; Richards and Zhu, 1994; Lutfi, 1995͒ . In these methods, the levels of individual stimulus components are randomly and independently altered every time a stimulus is presented to a listener. In a two-interval, two-alternative forced-choice task, the listener's response ͑Interval 1 or 2͒ can be correlated with the level difference per component between the two intervals. A plot of the correlation coefficient versus component frequency indicates the weighting strategy, which reflects the relative importance of different components to the discrimination decision. Although spectral-shape discrimination experiments have indicated that normal-hearing listeners can adopt near-optimal decision strategies in some circumstances ͑Berg and Green, 1990 Green, , 1992 Dai et al., 1996͒ , listeners also commonly adopt suboptimal decision strategies, or strategies which emphasize only certain frequency components ͑Green and Berg, 1991; Lentz and Leek, 2003͒ . The mechanisms underlying which components are used in the discrimination decision are unknown and are likely to be related to both cochlear and central auditory processes.
Applying a model of spectral-shape discrimination based on signal detection theory leads to specific predictions that are well-suited to being empirically tested. For a decision variable modeled as the sum of weighted, independent observations ͑DV= ͚␣ i X i ͒, with each observation typically referring to an auditory ͑frequency͒ channel, optimal sensitivity is given by
where ⌬ i is the change in mean between signal and standard stimuli in decibel for channel i ͑and corresponds with the signal strength͒, ␣ i is the relative weight for channel i, a͒ Electronic mail: jjlentz@indiana.edu and x 2 is the variance of the component-by-component level perturbation distribution needed for the estimate of decision weights ͑Berg, 1990͒. Simplification of Eq. ͑1͒ can be accomplished by using a "balanced" stimulus in which a signal stimulus is generated by increasing and decreasing all stimulus components by the same decibel amount ͑⌬ i = ±⌬; Durlach et al., 1986͒ . In this case, for dЈ to be positive, the product ␣ i ⌬ i is also positive. Then, dЈ simplifies to
͑2͒
At least two additional predictions arise from Eq. ͑2͒. First, because there is no parameter related to overall stimulus level, overall level should not influence spectral-shape discrimination sensitivity or the estimate of decision weights ͑␣ i ͒. Second, because the spectral change imposed on the stimuli is the same magnitude across components, the optimal weighting strategy is one in which increased and decreased components have weights of the same magnitude but opposite sign ͑␣ i = ±␣͒. The ideal observer, then, will have sensitivity dЈ = ͱ N⌬ / x , and deviations from the optimal weighting strategy will decrease dЈ. When the ideal decision strategy is adopted ͑␣ i = ±␣͒, the relationship between the weights ͑␣ i ͒ is not expected to change for different signal strengths, though the magnitude of those weights could vary.
The first prediction ͑that overall stimulus level does not influence the weighting strategy͒ is supported by data indicating similar spectral-shape discrimination sensitivity at different stimulus levels ͑Mason et al., 1984; Green and Mason, 1985; Lentz, 2005͒ . However, nonlinear auditory processes might lead to adoption of different decision weights at different stimulus levels ͑including but not limited to increased upward spread of masking with increasing stimulus level͒ and still result in similar spectral-shape discrimination sensitivity. Because listeners tend to adopt suboptimal decision strategies for spectral-shape discrimination tasks, a large number of possible decision strategies exist that would lead to similar performance. To determine whether stimulus level influences the decision strategy, this experiment measures spectral-shape weighting functions for normal-hearing listeners at different stimulus levels.
The second prediction ͑that signal strength does not affect the relationship among the weights͒ also has not been broadly tested. Dai et al. ͑1996͒ estimated weighting functions for a spectral-shape discrimination task at multiple signal strengths. In their experiment, listeners discriminated between a standard of five equal-amplitude components and a signal stimulus in which the central component was increased in level. Small random perturbations were imposed on all stimulus components on an interval-by-interval basis. Dai et al. ͑1996͒ demonstrated theoretically and experimentally that the correlation between the trial-by-trial differences in the perturbed levels of signal and standard components and the listener's responses decrease with increasing signal strength ͑⌬ i ͒.
In light of the findings of Dai et al. ͑1996͒ , it should be noted that the signal strength will affect the magnitude of the estimated weight ͑the raw correlation coefficient͒, but if weights are normalized in some way, then signal strength is not predicted to influence the weighting strategy. This prediction arises because when weights are normalized, the magnitude of the correlation coefficients are expressed as relative values and the absolute magnitudes are ignored. This prediction is quite important when comparing decision strategies across stimulus conditions or groups with sensitivity differences that would require different signal strengths to be used. For example, Doherty and Lutfi ͑1996͒ tested whether listeners with hearing loss adopted decision strategies similar to listeners with normal hearing for intensity discrimination of multitonal stimuli. In order to keep dЈ similar for both groups, the hearing-impaired listeners had to be tested at a higher stimulus level ͑80 dB SPL per component͒ and signal strength ͑⌬L = 5 or 7.5 dB͒ than listeners with normal hearing, who were tested at 65 dB SPL per component and a signal strength of ⌬L = 2.5 dB. To compensate for the differences in signal strength between groups, Doherty and Lutfi ͑1996͒ normalized their weighting functions and showed that listeners with hearing loss adopted weighting strategies that differed from normal-hearing listeners.
In a spectral-shape discrimination experiment, Lentz and Leek ͑2003͒ estimated spectral-shape weighting functions for normal-hearing and hearing-impaired listeners by using trial-by-trial values obtained from an adaptive staircase procedure. Thus, the signal strengths used in their experiment varied across trials, across observers, and across groups. On average, hearing-impaired listeners were tested at a signal strength of about ⌬L = 0.5 dB higher than normal-hearing listeners. Lentz and Leek ͑2003͒ did not normalize weighting functions, but they also argued that there might be differences in the weighting strategies adopted by listeners with normal hearing and listeners with hearing loss. Because the aforementioned studies made similar conclusions using stimuli presented at different signal strengths to their listeners, the effect of signal strength on the weighting strategy should be evaluated before any definitive conclusions can be made about differences in weighting strategies across groups. Therefore, this experiment also estimates spectral-shape decision strategies for normal-hearing listeners at different signal strengths and measures weighting strategies using trials that contain no signal stimuli ͑e.g., catch trials͒ and using trials that contain signals of varied strengths.
II. METHODS

A. Stimuli
Standard stimuli were the sum of six, equal-amplitude, simultaneously presented tones ranging from 700 to 4000 Hz, spaced equidistantly on a logarithmic scale, rounded to the nearest fourth hertz, and presented at three stimulus levels in different conditions: 35, 60, and 85 dB SPL per component. Signal stimuli were generated by increasing the level of the three high-frequency components by ⌬L dB ͑up components͒ and decreasing the level of the three low-frequency components by ⌬L dB ͑down components͒. However, fol-lowing convention, the signal strength is described as the mean change in amplitude of the incremented components with respect to the standard components in decibels ͓signal re: standard, dB; 20 log͑⌬A / A͒; in which ⌬A is the change in amplitude introduced by the increment on a standard component with amplitude A͔. Each time the stimuli were presented, the starting phase of each tone was selected randomly from a uniform distribution ranging from 0 to 2 rad.
On every presentation of each stimulus, the levels of each component were altered by adding zero-mean deviates, independently drawn from a Gaussian distribution with a standard deviation of 1.5 dB. This amplitude perturbation included a new selection of component levels in each presentation interval, so that the same stimulus was not repeated within a trial. Overall levels were not randomly varied, unlike in many profile-analysis experiments.
B. Procedure
Stimuli were generated digitally and played by a 16-bit digital-to-analog converter ͑TDT RP2.1͒ at a sampling rate of 24 414 Hz. Stimuli were presented to the right earphone of a Sennheiser HD 250 II Linear headset to listeners seated in a double-walled, sound-attenuated booth. The total duration of each stimulus was 250 ms, including 30 ms cosine squared rise/decay ramps. The inter-stimulus interval duration was 450 ms. A two-alternative forced-choice procedure was used in which the signal stimulus occurred in either the first or the second interval with equal probability. Listeners responded via a button box.
Listeners were presented with trials in which signal stimuli were generated at five different signal strengths in 2.5 dB steps in an attempt to sample the psychometric function. The values of signal strengths in signal re: standard ͑dB͒ used for each listener are reported in the legend of Fig.  5 . For each listener, the same signal strengths were used at each stimulus level with one exception: For Obs. 5, the lowest signal strength tested at 60 and 85 dB per component was −17 dB whereas at 35 dB per component, it was one step size higher, at −14.5 dB. On 1 / 6 of the trials, referred to as no-signal trials, both intervals contained standard stimuli. Listeners were presented with eight trials at each of the six signal strengths ͑five strengths containing signal-present trials and the one strength containing no-signal trials͒ in random order, for a total of 48 trials per block. When trials contained signal stimuli, four of the eight trials had the signal stimulus presented in the first interval and four had the signal stimulus presented in the second interval. On these trials listeners received correct-answer feedback. On the no-signal trials feedback was provided with a randomly chosen signal interval.
C. Observers and order of data collection
Five experienced observers, ranging in age from 19 to 48 years, participated. All observers had pure tone audiometric thresholds of 15 dB HL or less at frequencies ranging from 250 through 8000 Hz in octave intervals. The right ear was tested for four of the five listeners, as one listener's right ear ͑Obs. 2͒ did not meet the inclusion criterion, and the left ear was tested instead.
Prior to beginning experimental data collection, listeners were given two to six hours of practice to obtain familiarity with the task and to establish the signal strengths used for data collection. Once the signal strengths were selected, data collection followed a randomized block design in which a stimulus level ͑35, 60, or 85 dB SPL per component͒ first was chosen at random. Within the blocks of trials at a given stimulus level, the six signal strengths were presented in random order eight times for a total of 48 trials. Listeners were tested on ten blocks of 48 trials before a new stimulus level was chosen randomly. Thus, 80 trials at each signal strength ͑10 blocksϫ 8 replicates͒ were tested at one stimulus level before a new level was selected. After ten blocks were run for each of the three stimulus levels, ten more blocks at each stimulus level were run with the stimulus levels in reverse order. This process was repeated twice more such that data were collected from 60 blocks at each stimulus level ͑60 blocksϫ 48 trials= 2880 discriminations per level͒ for four of the listeners. Obs. 3 withdrew from the experiment early, and therefore only 54 blocks at 35 and 85 dB per component and 51 blocks at 60 dB per component were collected.
D. Weighting functions
A weighting analysis describing the relative contribution of each component to a decision statistic was carried out using the following procedure. For each trial, the level difference per component in dB ͑imposed by the random perturbations͒ between Intervals 1 and 2 was determined ͑not including the signal strength͒. Trials were sorted according to the stimulus level and signal strength tested, yielding 480 trials per condition. Following the procedure used by Lentz and Leek ͑2003͒, the 480 trials were divided randomly into 10 subgroups with 48 discriminations each. Note that because Obs. 3 withdrew from the experiment early, only 8 or 9 subgroups were obtained from her data. For each subgroup, the point biserial correlation coefficient between the level differences and the responses ͑interval 1 or interval 2͒ was computed. Weighting functions ͑plots of correlation versus component frequency͒, one per stimulus level and signal strength for a total of 18 different weighting functions per listener ͑3 stimulus levelsϫ 6 signal strengths͒, are reported.
In the following results section, weighting functions are reported in one of two ways. When the effects of stimulus level are being evaluated and weighting functions are estimated from no-signal trials only, the functions are not normalized because these trials did not contain a spectral change that could alter the magnitude of the correlation. Thus, nosignal weighting functions contain no bias introduced by the presence of the spectral change on the signal stimulus. For the trials in which signal stimuli are present, the presence of the spectral change on the stimuli leads to a decrease in the correlation associated with an increase in the strength of the signal ͓see Dai et al. ͑1996͒ for a derivation͔. To remove the confound of the decrease in correlation associated with an increase in signal strength, each weighting function is normalized by dividing the obtained correlation coefficient by the sum of the absolute values of the correlations obtained from all six components ͑r i,norm = r i / ͚ i=1 6 ͉r i ͉, where r i,norm is the normalized weight and r i is the correlation obtained for the ith component͒. This normalization is equivalent to the normalization applied by Doherty and Lutfi ͑1996͒ in their intensity-discrimination task ͚͑␣ i =1͒.
III. RESULTS
A. Effects of stimulus level on weighting functions
Main findings
Mean weighting functions ͑plots of correlation versus frequency͒ obtained from the no-signal trials and averaged across listeners are plotted in Fig. 1 . Correlations obtained at 35, 60, and 85 dB per component are plotted as the filled diamonds, unfilled triangles, and filled squares, respectively. Error bars represent the standard errors of the mean across the five listeners. The optimal decision strategy ͑within a constant of proportionality͒ is also indicated on Fig. 1 as the dotted line. These no-signal functions reflect the weights obtained from no-signal trials within the context of many signal strengths.
A repeated-measures ANOVA treating component frequency and stimulus level as within-subjects measures reveals a main effect of stimulus level ͓F͑2,8͒ = 7.28; p Ͻ 0.02͔ and component frequency ͓F͑5,20͒ = 17.55; p Ͻ 0.001͔. Signal strength is not included as a within-subjects measure because this ANOVA reports only effects from the no-signal subset of data. The main effect of frequency indicates that the correlations differ across frequency. The main effect of stimulus level reflects a difference in the sum of correlations across frequency with changes in stimulus level. To better observe this level-dependent asymmetry, an asymmetry ratio, in which the ratio of the mean of the absolute values of the high-frequency correlations to the mean of the absolute values of the low-frequency correlations ͉͑r high ͉ / ͉r low ͉͒, is determined. Asymmetry ratios that equal 1.0 reflect no asymmetry in the weighting function. That is, the high-and low-frequency components contribute equally to the decision variable. Values greater than 1.0 reflect highfrequency components being more heavily weighted than low-frequency components, and values less than 1.0 indicate the reverse. The asymmetry ratios are plotted in Fig. 2 for all five listeners as a function of stimulus level with the averaged asymmetry ratio indicated by the dark, solid line. Figure 2 indicates that as a rule, the asymmetry ratio is typically greater than 1.0 ͑with three exceptions: Obs. 2 and 4 at 35 dB and Obs. 4 at 60 dB͒. The average asymmetry ratio greater than 1.0 indicates that the high-frequency ͑up͒ components play a greater role in the decision variable than the low-frequency ͑down͒ components. The asymmetry ratio of 1.17 at 35 dB reflects the smallest bias toward the highfrequency components of the three weighting functions, whereas the 85 dB function indicates the greatest bias toward the high-frequency components ͑asymmetry ratio= 1.79͒. This progressive increase in the asymmetry ratio indicates a translation of the weighting functions of Fig. 1 upward on the ordinate with increasing stimulus level. This implies that increasing the stimulus level causes the low-frequency ͑down͒ components to have a diminished contribution to the discrimination decision.
No significant interaction between component frequency and stimulus level is revealed in the weighting functions of Fig. 1 ͓F͑10, 40͒ = 1.38; p = 0.22͔. Therefore, the general pattern of weights across frequency is not influenced by stimulus level. In other words, the weighting functions are only being translated upward on the ordinate with increasing stimulus level and no changes to the shape of the weighting functions are evident across stimulus levels.
Two particular results of the current experiment are of interest. ͑1͒ On average, the weighting functions contain a bias toward the high-frequency ͑or incremented͒ compo- nents, regardless of stimulus level. ͑2͒ The bias toward the high-frequency components in the weighting function increases with increasing stimulus level. With the current experimental design, it is unclear whether the bias in the weighting functions indicates that the high-frequency components have greater weight than low-frequency components or whether the up components have the greater weight. First, high-frequency components ͑the components around and above 2000 Hz͒ might play a greater role at all stimulus levels because equal-loudness contours indicate that they are perceived as louder than the low-frequency components ͑Fletcher and Munson, 1933͒. Perhaps listeners tend to give greater weight to the components that are perceptually more salient. Yet, equal loudness contours do not indicate that there are significant differences in the relative loudness of the frequencies tested here at different stimulus levels. Subsequently, differences in the relative loudness across frequency at various stimulus levels are unlikely to account for the observed increase in bias at high stimulus levels. Second, as observed by Ellermeier ͑1996͒, spectral-shape discrimination sensitivity to decrements is poorer than sensitivity to increments due to masking by adjacent components for frequency ratios less than 2.0. Thus, one possible explanation for asymmetry ratios greater than 1.0 is that the up components contribute more to the discrimination decision than the down components. Poorer frequency selectivity at higher stimulus levels could cause the decrements to contribute even less to the decision.
Source of bias in weighting functions
A follow-up experiment was conducted to establish whether the bias in the weighting functions is due to the high frequencies or to the up components. In this experiment, standard stimuli were the same as described in the main experiment, but two types of signal stimuli were used. For the down-up signal type, signal stimuli were generated by decreasing the level of the three low-frequency components and increasing the level of the three high-frequency components ͑i.e., the same stimulus construction in the main experiment͒. For the up-down signal type, the spectral-shape change was opposite that for the down-up signal type. The signal stimuli were generated by increasing the level of the three low-frequency components and decreasing the level of the three high-frequency components.
Weighting functions were estimated following the same procedure used in the main experiment. Three additional normal-hearing listeners ͑one being the author͒ were tested on the up-down and down-up signal types at two stimulus levels ͑40 and 80 dB SPL per component͒. However, only 40 blocks of 48 discriminations were collected at each stimulus level ͑40 blocksϫ 48 trials= 1920 discriminations per level͒. The first 10 blocks were counted as practice, while the last three blocks were used for estimating the weighting functions, yielding a total of 240 discriminations for each stimulus type, level, and signal strength combination.
No-signal weighting functions obtained from each observer exhibited large variability across the multiple estimates of the correlation coefficient. Therefore, rather than reporting weights based on no-signal stimuli, the reported weighting functions are those obtained using the full data set: 240 discriminationsϫ 6 signal strengths ͑1440 total trials͒. To calculate these weighting functions, individual weighting functions at the different signal strengths were determined and then normalized. Final weighting functions reflect normalized weighting functions averaged across signal strength and across observers for the four conditions ͑2 stimulus levelsϫ 2 signal types͒. As will be noted later in this paper, signal strength is not demonstrated to influence the normalized weighting function-thus, in this case, including all of the weighting functions is done to reduce within-observer variability.
The expectations for this follow-up experiment are twofold: If the general bias in the weighting functions ͑reflected in the asymmetry ratios greater than 1.0͒ is due to the highfrequency components having a greater weight than lowfrequency components, asymmetry ratios ͓calculated as ͉͑r high ͉ / ͉r low ͉͔͒ should be greater than 1.0 for both up-down and down-up signal types. Further, if the importance of the high-frequency components relative to the low-frequency components increases with increasing stimulus level, the asymmetry ratio should increase with increasing level for both signal types. However, if the general bias in the weighting functions is due to incremented components having a greater weight than decremented components, asymmetry ratios should be greater than 1.0 for the down-up signal type but less than 1.0 for the up-down signal type. Here, weights from the down-up signal type should show an increase in the asymmetry ratio with increasing stimulus level, but weights from the up-down signal should show a further decrease away from 1.0 in the asymmetry ratio with increasing stimulus level. In both cases, the asymmetry ratio should deviate away from 1.0 with increasing stimulus level, but the direction will vary depending on whether the bias is to highfrequency components or incremented components.
Averaged normalized weighting functions for the updown and down-up signal types are plotted in Fig. 3 in the upper and lower panels, respectively. Weighting functions obtained at 40 dB are indicated by diamonds, and weighting functions obtained at 80 dB are indicated by squares. To facilitate comparisons between the weighting functions obtained for the two signal types, the ordinate is inverted for the up-down signal type. Weighting functions for both signal types look quite similar, despite having different components incremented and decremented in the signal stimuli. At 80 dB, the up-down and down-up weighting functions indicate a large magnitude for the 4000 Hz component. On average, greater magnitude weights are assigned to the highfrequency components than to the low-frequency components with greater asymmetry for the high-frequency components at the higher stimulus level. This result is indicated in Fig. 4 , which plots the asymmetry ratios as a function of stimulus level for the two signal types.
Asymmetry ratios for the up-down and down-up signals are plotted using filled symbols connected with solid lines and unfilled symbols connected with dotted lines, respectively, with different symbols indicating the asymmetry ratios obtained from each observer. Averaged asymmetry ratios are indicated by the heavy lines, with solid and dotted lines corresponding to up-down and down-up signal types. Figure  4 indicates that, generally, both signal types have weighting functions in which the high-frequency components are more heavily weighted than low-frequency components because the asymmetry ratio is typically greater than 1.0. This asymmetry is greater for the 80 dB level than for the 40 dB level ͑average asymmetry ratio of 1.79 at 80 dB versus 1.41 at 40 dB͒. However, considerable variance across listeners was observed in this experiment with one of the three subjects showing a small decrease in the asymmetry ratio with increasing stimulus level for the down-up signal type ͑see unfilled hexagons͒ and another subject showing a decrease in the asymmetry ratio for the up-down signal type ͑see filled inverted triangles͒. The variability observed in this sample of observers makes general conclusions across a population of listeners difficult, but there does appear to be a trend of an increasing relative contribution of high-frequency components to the decision variable with increasing stimulus level for both signal types.
Interim Summary
One main motivation of this experiment was to determine whether weighting functions were influenced by overall stimulus level. The results indicate that overall level can influence the weighting function and suggest the possibility that the different decision strategies across groups could occur when two groups are tested at different stimulus levels. These differences might be due to an increased relative contribution of the high-frequency components to the decision variable with increasing stimulus level.
To the extent that different stimulus levels lead to different weighting functions within a group, observed differences between groups could go away when the groups are tested at the same stimulus levels. Lentz and Leek ͑2003͒ tested spectral-shape discrimination in normal-hearing and hearingimpaired listeners at the same stimulus levels ͑equated on both sound pressure level and sensation level͒ and still found subtle differences in the decision strategies adopted by the two groups of listeners. Lentz and Leek ͑2003͒ also tested their listeners at different signal strengths. The following analysis evaluates whether signal strength influences spectral-shape discrimination weighting functions.
B. Effects of signal strength on weighting functions
Normalized weighting functions are averaged across stimulus level and plotted for each individual listener in Fig.  5 . Individual functions are plotted because individual differences in the shape of the weighting functions are present and because the signal strengths used for each listener differ. In Fig. 5 , signal strength is indicated using different symbols; the key to these symbols is indicated in the legend for each listener. Performance ͑in terms of percent correct͒ at each of the signal strengths ͑in signal re: standard dB units͒ is also reported for reference. Recall that for Obs. 5, data obtained at the lowest signal strength ͑−17 dB͒ reflect the average of only the 60 and 85 dB weighting functions because she was not tested at that signal strength when the stimuli were presented at 35 dB per component.
In general, the signal strength tends to have only a small influence on the pattern of weights across frequency. The data obtained from Obs. 1, 2, and 3 show little change in the normalized correlation weights with changing signal strength ͑all symbols overlap greatly͒. The data obtained from Obs. 4 and 5 contain greater variability in the pattern of weights across the different signal strengths, and no consistent pattern of changing weighting functions across signal strengths is observed. A repeated-measures ANOVA treating stimulus level, component frequency, and signal strength as withinsubjects measures reveals significant main effects of only level ͓F͑2,8͒ = 9.1; p Ͻ 0.01͔ and frequency ͓F͑5,20͒ = 41.9; p Ͻ 0.001͔. Measures from all variables manipulated in the experiment are included in this ANOVA so that the full data set could be evaluated. The effect of signal strength is not significant nor are any interactions involving signal strength. The absence of a main effect of signal strength or interactions involving signal strength indicates that for normalized weighting functions, signal strength does not influence the weighting functions for the group of listeners tested. Thus, the predictions of the theory of signal detection as outlined in the introduction hold and signal strength does not influence weighting strategies. Figure 5 also shows variability across listeners in that each of the five listeners adopts a different decision strategy to solve the same task. The individual differences highlight the fact that a number of possible decision strategies could be adopted by normal-hearing listeners. These individual differences could lead to differences in sensitivity depending on whether the strategies are more or less optimal ͑Berg, 1990͒. The current data set reflects a only small subset of possible strategies that could be adopted.
IV. DISCUSSION
A. Factors influencing level-dependent weights
The effect of overall level on the weighting strategy is one compelling result of this experiment. At higher overall levels, a general bias in the weighting function is observed, in which higher-frequency components play a larger role in the spectral-shape discrimination decision than lowerfrequency components. One way to characterize this bias in the weighting functions is the efficiency measure ͑͒, which describes the degradation of sensitivity relative to the ideal observer. Berg ͑1990͒ indicates that one source of efficiency loss can be due to adoption of sub-optimal weights ͑ wgt ͒.
Berg ͑1990͒ defines weighting efficiency as wgt = ͑d wgt Ј / d ideal Ј ͒ 2 . When d wgt Ј , the sensitivity described by the weighting pattern, is similar to the sensitivity described by the ideal weighting pattern, d ideal Ј , the decision weights approximate the ideal, and consequently, wgt is high. To calculate weighting efficiency, d ideal Ј and d wgt Ј were estimated at different stimulus levels. d ideal Ј was obtained by assuming ideal weights ͑␣ i = 1.0 for incremented components and ␣ i = −1.0 for decremented components͒ and using Eq. ͑1͒ A final estimate of weighting efficiency was calculated by averaging the efficiencies across the different signal strengths. Because signal strength ͑⌬ i ͒ is present in both the numerator and the denominator, it is canceled and is therefore not predicted to influence wgt . Figure 6 plots weighting efficiency for each of the original five observers as a function of stimulus level. For four of the five listeners, the weighting efficiency decreases with increasing stimulus level, indicating that increases in stimulus level lead to larger deviations of the weighting strategy from the ideal. A repeated-measures ANOVA treating stimulus level as a within-subjects variable does not show a significant effect of stimulus level on weighting efficiency ͓F͑2,8͒ = 2.72; p Ͻ 0.13͔; this result is likely due to a reverse trend ͑increasing weighting efficiency with increasing stimulus level͒ in Obs. 2's data. For four of five listeners, then, the bias observed in the weighting functions at increasing stimulus levels tends to lead to an increase in the deviation of the weighting functions from the optimal. Such deviations could occur due to cochlear and central auditory factors. One way to establish whether these deviations might be related to cochlear processing is to relate the weighting strategy at different stimulus levels to excitation patterns generated at different stimulus levels. The following analysis estimates weights based on the excitation pattern and compares the shape of those functions with the weights obtained at each stimulus level.
Using the level-dependent filter bank described by Glasberg and Moore ͑1990͒, excitation patterns of the stimuli presented to each observer ͑perturbed signal and standard stimuli͒ are generated. Note that only the down-up stimuli from the main experiment are used for this analysis. The filter bank consists of 22 filters with center frequencies separated by 1.2 equivalent rectangular bandwith ͑ERBs͒ ranging between 380 and 8700 Hz. Levels of excitation that do not exceed the threshold of audibility are set to the corresponding audibility threshold ͑dB SPL͒. For each trial, the change in excitation between signal and standard stimuli is calculated for each filter cf. Decision weights are estimated in the same manner as described in the methods, only the trial-bytrial changes in excitation between signal and standard stimuli are correlated with each listener's responses. In order to compare the decision weights with the change in excitation between signal and standard stimuli, a mean change in excitation is determined for each stimulus level based on only signal-present trials-generating five functions, one for each signal strength. These functions are averaged together to obtain a final mean change in excitation function. This final mean change in excitation is intended to only provide a qualitative comparison to the weighting functions based on the excitation patterns and represents an ideal weighting function based on the excitation pattern.
Averaged weighting functions based on the excitation patterns and averaged weighting functions based on the stimuli are plotted as a function of frequency in Fig. 7 as the filled circles and unfilled squares, respectively. The mean change in excitation across frequency, collapsed across observers and signal strengths, is indicated in Fig. 7 as the dotted line. The three different panels indicate data obtained at different stimulus levels.
As can be seen from Fig. 7 , the weighting functions obtained using the stimuli ͑unfilled squares͒ and the excitation patterns ͑filled circles͒ are quite similar for all stimulus levels tested. Weighting functions obtained at 35 dB do not exhibit large weights at the high frequencies, in contrast to the weights obtained at 60 and 85 dB. Comparing these functions to the change in excitation ͑dotted lines͒ provides considerable insight to the high-frequency dependence at the higher stimulus levels. For the low-frequency channels, the change in excitation is relatively consistent across frequency, averaging about −1.5 dB at all stimulus levels with the lowest-frequency bands having little change in excitation due to poor audibility in the low frequencies. However, even at 35 dB, the change in excitation is greater in the highfrequency channels than in the low-frequency channels, averaging about +1.7 dB. The change in excitation in the high frequencies increases with increasing level and, for some frequency channels, approaches +3 dB at the 60 and 85 dB stimulus levels. The frequency channels that have the largest change in excitation tend to be frequency channels near or above the highest frequency in the stimulus. In these cases, the tails of auditory filters at cfs higher than the stimulus frequencies carry a large amount of information regarding the spectral-shape change. Thus, one observes a qualitative agreement between the shapes of the weighting functions ͑either based on the stimuli or the excitation patterns͒ and the shape of the function reflecting the change in excitation between signal and standard stimuli. It is likely, then, that the bias to the high-frequencies at higher stimulus levels is due to the upward spread of excitation and is driven primarily ͑though not exclusively͒ by cochlear factors.
It is notable, however, the even though a large change in excitation is observed at 60 and 85 dB in the high-frequency channels, using this high-frequency information comes at a cost in that performance does not vary across stimulus levels. When each observer's psychometric functions ͑dЈ versus signal strength͒ are fitted using a straight line, spectral-shape discrimination thresholds ͑dЈ =1͒ averaged across listeners are −13.6, −14.4, and −14.2 dB at 35, 60, and 85 dB, respectively. Various profile-analysis studies have also found the same result ͑Mason et al., 1984; Green and Mason, 1985; Lentz, 2005͒ . Perhaps using this high-frequency information causes other frequency bands to contribute less to the decision variable. For example, the weight corresponding to the fifth stimulus component ͑at approximately 2800 Hz͒ has a smaller weight relative to the sixth component ͑4000 Hz͒ at 60 and 85 dB than at 35 dB. Although level-dependent changes in the shape of the weighting functions are not statistically significant, subtle differences in the weighting functions might be present at different stimulus levels leading to the constant spectral-shape sensitivity across stimulus levels. It is also worth noting that the weighting functions do not tend to mirror the large change in excitation in the middle of the spectrum, with the largest weights instead being assigned to the edge components ͑700 and 4000 Hz͒.
B. Factors influencing the effects of signal strength
The current experiment illustrated that signal strength did not have a large effect on the spectral-shape weighting functions for the group of listeners tested and that some listeners had much greater variability in their weighting functions than other listeners. One important aspect of this observation is that the weighting functions were normalized in order to eliminate the effects of the spectral change on the magnitude of the correlation. As pointed out by Dai et al. ͑1996͒ using stimuli different from those used here, the signal strength influences the magnitude of the estimated correlation coefficient. It is important to consider the effects of signal strength when estimating weights because different signal strengths are often presented to different listeners ͑e.g., Lutfi, 1996, 1999; Leek 2002, 2003͒ . Figure 8 illustrates the effects of the signal strength on the weighting functions when correlations are not normalized compared to weighting functions after normalization. Figure  8 plots raw and normalized weighting functions averaged across listeners and stimulus levels in the upper and lower panels, respectively, for the six different signal strengths. Note that because signal strengths varied across listeners, the weighting functions are ordered according to the relative signal strength tested ͑with S1 through S5 indicating signal strengths ordered from lowest to highest͒. The lower signal strengths are shown as filled symbols, and higher signal strengths are shown as unfilled symbols.
The upper panel of Fig. 8 shows that signal strength influences the magnitude of the correlation coefficient. Although the effect of signal strength on the correlation coefficient is somewhat small, the largest magnitude correlations tend to be associated with the lowest signal strengths ͑filled symbols͒, whereas the correlations nearest zero tend to be associated with the highest signal strengths ͑unfilled symbols͒. A repeated-measures ANOVA treating stimulus level, component frequency, and signal strength as within-subjects variables reveals a significant interaction between component frequency and signal strength ͓F͑25, 100͒ = 2.99; p Ͻ 0.001͔ along with main effects of stimulus level ͓F͑5,20͒ = 23.42; p Ͻ 0.001͔ and component frequency ͓F͑2,8͒ = 11.54; p Ͻ 0.005͔. The influence of signal strength arises as an interaction because when correlations are negative ͑e.g., components 1-3͒, the higher signal strength leads to less negative correlations, whereas when correlations are positive ͑e.g., components 4-6͒, the higher signal strength leads to less positive correlations. The lower panel of Fig. 8 illustrates averaged weighting functions obtained from normalized correlation coefficients. Note that this panel shows data equivalent to averaging the individual data plotted in Fig. 5 . The shape of the weighting functions is very similar to those in the upper panel, but there is no consistent effect of signal strength on the magnitude of the normalized correlation. A repeated-measures ANOVA conducted on the normalized data reveals no significant interaction between signal strength and frequency. It can then be argued that differences in the raw weighting functions at the different signal strengths are due to the influence of the signal strength on the estimate of correlation.
Lentz and Leek ͑2003͒ estimated spectral-shape weighting functions for normal-hearing and hearing-impaired listeners using different signal strengths between the two groups. Lentz and Leek ͑2003͒ did not normalize their weighting functions because the correlation coefficients might have led to a more sensitive measure of differences in sensitivity between the two groups that were not apparent in their threshold measures. Their experiment was similar to this one, in which a spectral-shape change was imposed by decreasing the level of three components and increasing the level of three components of a six component stimulus. Lentz and Leek ͑2003͒ noted that the weighting functions for the normal-hearing listeners tended have the largest weights at the edge of the spectral change ͑i.e., the third and fourth components͒, whereas the hearing-impaired weighting functions tended to have the largest weights at the edge of the stimulus ͑i.e., the first and sixth components͒. Whether those differences were due to the different signal strengths or to differences in the weighting strategy was not determined.
To assess whether the conclusions of Lentz and Leek ͑2003͒ could have been due to the different signal strengths across groups, their data are re-analyzed using normalized correlations. A repeated-measures ANOVA indicates that all significant effects related to group are no longer significant. This result suggests that the observed differences between the groups were due to the slightly higher signal strengths used for the hearing-impaired group compared to the strengths used for the normal-hearing group. This reanalysis of Lentz and Leek's results indicates that perhaps spectralshape discrimination sensitivity is poorer for hearingimpaired listeners than for normal-hearing listeners, but that the pattern of weights across frequency is not altered by hearing loss.
Lentz and Leek ͑2003͒ also note that variability in weighting strategy was present across and within groups, a result that is also revealed in this experiment within a normal-hearing group. Although all listeners in this experiment adopt a decision strategy that is globally similar to the other listeners ͑negative weights for down components and positive weights for up components͒, the specific shape of the weighting function varies widely across the five individual listeners. In this experiment, decisions require only a single component for discrimination because roving levels are not present to compel comparisons of at least two spectral components. However, data obtained from all listeners indicate comparisons of at least one incremented and one decremented component, indicating that the spectral shapes of signal and standard stimuli are indeed being compared. One listener primarily uses only two of the components ͑Obs. 3͒, whereas other listeners tend to use four or five of the components.
From the current data set, it is not clear what drives the selection of the final decision strategy. Perhaps the specific amplitude perturbation values presented to a listener early in the experiment lead listeners to adopt a particular decision strategy, and listeners do not refine their strategy throughout the experiment to maximize performance. Alternative explanations could be related to limited attention of listeners-if only a limited number of across-frequency comparisons can be made, suboptimal decision strategies must always be adopted when the number of stimulus components exceeds the number of possible comparisons that can be made. This idea is supported by results of Berg and Green ͑1992͒ who demonstrate that weighting strategies tend to be closest to optimal when the discrimination is very simple. More complex spectral-shape discriminations tend to lead to weighting strategies that deviate more from the optimal strategy. Re- gardless of the source of the across-observer variability, individual differences pose an interesting problem for comparing decision strategies across two populations of listeners.
V. SUMMARY AND CONCLUSIONS
This study suggests that differences in stimulus level and perhaps signal strength can influence weighting functions. It is recommended that further research evaluating weighting strategies between two groups of listeners be made using similar levels and signal strengths for two groups when possible. Testing multiple groups at different stimulus levels potentially poses a problem for interpreting the data, as it has been demonstrated here that weighting functions vary when collected in the same listeners at different stimulus levels. However, it is not always feasible to test two groups of listeners at the same stimulus levels. In such cases, models of auditory processing could be coupled with the weighting analysis to elucidate the mechanisms responsible for potential differences in weighting functions.
Testing two groups at different signal strengths might be less of a problem because, on the whole, signal strength does not affect weighting strategy ͑when weights are normalized͒, but variability in the estimated weighting function within an individual listener's data could be present. Thus, to ensure that signal strength cannot influence the measurement of weighting functions, better methodological alternatives for collecting weighting data might be to use a two-alternative forced choice task in which weights are estimated using catch trials interleaved among signal-present trials ͓described by Dai et al. ͑1996͒ and implemented here͔, or to use a yes-no task and estimate the weights using only the signalabsent trials ͑Richards and Tang, 2006͒. Weighting functions obtained using both of these methods are not influenced by signal strength, as the weights are obtained using trials in which no signal is presented.
