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We consider the early time regime of the Kardar-Parisi-Zhang (KPZ) equation in 1+1 dimensions
in curved (or droplet) geometry. We show that for short time t, the probability distribution P (H, t) of
the height H at a given point x takes the scaling form P (H, t) ∼ exp (−Φdrop(H)/√t) where the rate
function Φdrop(H) is computed exactly. While it is Gaussian in the center, i.e., for small H, the PDF
has highly asymmetric non-Gaussian tails which we characterize in detail. This function Φdrop(H) is
surprisingly reminiscent of the large deviation function describing the stationary fluctuations of finite
size models belonging to the KPZ universality class. Thanks to a recently discovered connection
between KPZ and free fermions, our results have interesting implications for the fluctuations of the
rightmost fermion in a harmonic trap at high temperature and the full couting statistics at the edge.
PACS numbers: 05.40.-a, 02.10.Yn, 02.50.-r
It is by now well known that many stochastic growth
models in one dimension belong to the celebrated Kardar-
Parisi-Zhang (KPZ) universality class [1–3]. These mod-
els are usually described by a field h(x, t) that denotes
the height of a growing interface at point x at time t.
At the center of this class resides the continuum KPZ
equation [1] where the height evolves as
∂th = ν ∂
2
xh+
λ0
2
(∂xh)
2 +
√
D ξ(x, t) , (1)
where ξ(x, t) is a Gaussian white noise with zero mean
and 〈ξ(x, t)ξ(x′, t′)〉 = δ(x − x′)δ(t − t′). We use every-
where the natural units of space x∗ = (2ν)3/(Dλ20), time
t∗ = 2(2ν)5/(D2λ40) and height h
∗ = 2νλ0 . At late times
in all these growth models, including the KPZ equation
itself, while the average height increases linearly with t,
the typical fluctuations around the mean height grow as
∼ t1/3 [2]. Moreover even the probability distribution
function (PDF) of the centered and scaled height is uni-
versal and is described by the Tracy-Widom (TW) [4] and
Baik-Rains [6, 7] distributions, with a parameter that de-
pends on the class of initial conditions (flat, droplet, sta-
tionary) [3, 5–11]. Some of these predictions have also
been verified in experiments [12–14].
Recently it was shown [15] that these models undergo
a third order phase transition at late times from a strong
to weak coupling phase [16, 17]. The signature of this
transition is captured by the large deviation rate func-
tions that characterize atypical fluctuations of the height
of order t. For example for the continuum KPZ equation
for the droplet initial condition, the distribution P (H, t)
of the height H at a given space point (suitably centered)
takes the form at large times [15]
P (H, t =) ∼

e−t
2Φ−(H/t) , Φ−(z) =
|z|3
12
, z < 0 (2)
e−tΦ+(H/t) , Φ+(z) =
4
3
z3/2 , z > 0 (3)
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FIG. 1. The rate function Φdrop(H) (solid black line) which
describes the distribution (4) of the KPZ height H = H(t)
at small time obtained in (22). The dashed black lines cor-
respond respectively to the left and right tails given in (5),
(7) and the purple line corresponds to the Edward-Wilkinson
Gaussian regime (6). Inset: Log-log plot of the left tail com-
pared with the asymptotics (5).
while the central region H ∼ t1/3 is governed by the
TW distribution associated with the Gaussian Unitary
Ensemble (GUE). The result in the right tail in (3), also
holds for the flat initial condition.
It is then natural to wonder: are these tails P (H, t) ∼
e−|H|
3/(12t) (H large negative) and ∼ e− 43H3/2/t1/2 (H
large positive) visible only at late times, or do they ap-
pear even at early times? It is well known that the central
typical regime at early times is described by a Gaussian –
obtained from the Edwards-Wilkinson’s (EW) equation
[18] setting λ0 = 0 in the KPZ equation. What about the
tails? Recently, Meerson et al. [19] studied this question
for the flat initial condition using the weak noise the-
ory (WNT) (see also earlier results [20]), valid for short
times. For the right tail they found ∼ e− 43H3/2/t1/2 ,
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2i.e. the same leading order result as late times. This
shows that the asymptotic right tail is established even
at early times. In contrast, for the left tail they found
P (H, t) ∼ e− 815pi |H|5/2/t1/2 at early times (in our units).
This |H|5/2 tail behavior for large negative H for flat ini-
tial condition is manifestly different from the |H|3 tail
behavior at late times for the droplet initial condition.
This raises the question whether this difference is due to
the change in initial conditions, or whether early and late
time left tails are different for any given initial condition.
In this Letter, we show that the early time PDF
P (H, t) for the droplet initial condition takes the form
P (H, t) ∼ exp
(
−Φdrop(H)√
t
)
, H fixed and t 1 (4)
where Φdrop(H) is given explicitly by Eq. (22) below.
The asymptotic behaviors of Φdrop(H) are obtained as
Φdrop(H) '

4
15pi
|H|5/2 , H → −∞ (5)
H2√
2pi
, |H|  1 (6)
4
3
H3/2 , H → +∞ . (7)
The first three cumulants of H obtained from Eqs. (4)
and (22) are in agreement with the leading small time
behavior obtained in [9], while here we obtain all cumu-
lants. In the case of the flat initial condition one expects
a similar form [19], P (H, t) ∼ e−
Φflat(H)√
t . However, the
function Φflat(H) has not been obtained explicitly apart
from the tails [21, 22] and the first two cumulants [19, 23].
Therefore the |H|5/2 left tail seems to hold for a variety
of initial conditions. Interestingly, as discussed below,
our main results, Eqs. (4) and (22), turn out to be very
reminiscent of the universal large deviation fluctuations
obtained in the stationary regime of finite-size models in
the KPZ universality class [24–30].
Remarkably, these results for the 1D classical KPZ
equation can be applied to an apriori different quan-
tum problem of N non-interacting fermions in a one-
dimensional harmonic trap, using a recent mapping be-
tween the two problems [31]. Under this mapping, the
time t in the KPZ equation corresponds to N/T 3 where T
is the (dimensionless) temperature of the fermionic sys-
tem. In particular it was shown [31] that the fluctuations
of the (dimensionless) position of the rightmost fermion
xmax near the edge xedge of the Fermi gas, are related to
those of the KPZ height at the origin h(0, t), as
xmax − xedge
wN
≡in law
h(0, t) + t12 + γ
t1/3
(8)
where ≡in law means identical PDF’s. Here, on the l.h.s.
N is large, xedge =
√
2N and wN = N
−1/6/
√
2. On the
r.h.s. γ is a Gumbel distributed random variable with
PDF given by P (γ) = e−γ−e
−γ
, independent of the height
h(0, t). This equivalence in law is valid in the limit of
N → +∞, T → +∞ but with the ratio t = N/T 3 fixed.
Therefore our short time results for the KPZ equation,
lead to exact predictions (29) for the high temperature
behavior of the rightmost fermion.
Here for definiteness we focus on the narrow wedge
initial condition, h(x, 0) = −|x|/δ − ln(2δ), with δ  1.
This initial condition gives rise to a curved (or droplet)
mean profile as time evolves [3, 8–11]. We focus on the
shifted height at a given space point, and define [32]
H(t) = h(x, t) +
x2
4t
+
t
12
+
1
2
ln(4pit) . (9)
The starting point of our calculation is the exact formula
for the following generating function, obtained in [8–11]〈
exp
(
−e
H(t)−st1/3
√
4pit
)〉
= Qt(s) (10)
Qt(s) := Det[I − P0Kt,sP0] (11)
where 〈. . .〉 denotes an average over the KPZ noise. Here
Qt(s) is a Fredholm determinant associated to the kernel
Kt,s(r, r
′) :=
∫ +∞
−∞
duAi(r + u)Ai(r′ + u)σt,s(u) (12)
defined in terms of the Airy function Ai(x) and the
weight functions
σt,s(u) := σ(t
1/3(u− s)) , σ(v) := 1
1 + e−v
. (13)
In (11), P0 denotes the projector on the interval r ∈
[0,+∞[. In principle, the formula (10) allows us to ob-
tain, via a Laplace inversion, the PDF of H(t) for arbi-
trary t. The resulting expression [8, 9, 11] is quite com-
plicated: it has been analyzed at large time, but is not
very convenient for a finite time analysis. We now show
how to extract the small time behavior directly from the
generating function (10).
It is convenient to introduce the kernel
K¯t,s(u, u
′) = KAi(u, u′)σt,s(u′) (14)
defined in terms of the Airy kernel
KAi(u, u
′) =
∫ +∞
0
drAi(r + u)Ai(r + u′) (15)
From (14) and (15), one checks that Tr K¯pt,s =
Tr(P0Kt,sP0)
p for any integer p ≥ 1, which allows us
to rewrite [33]
ln Det[I − P0Kt,sP0] = ln Det[I − K¯t,s] =
+∞∑
p=1
−1
p
Tr K¯pt,s
(16)
a convenient form to study the small t limit.
3We now illustrate the small time analysis on the first
term p = 1 of this series, the general term being analyzed
in [34]. One has
Tr K¯t,s =
∫ +∞
−∞
duKAi(u, u)σ(t
1/3(u− s))
= t−1/3
∫ +∞
−∞
dvKAi
( v
t1/3
,
v
t1/3
)
σ(v − s˜) (17)
where we have performed the change of variable u =
v/t1/3 and defined s˜ = st1/3. We see on this equation
that the small t limit is controled by the large argument
behavior of the Airy kernel. Since it is decreasing expo-
nentially fast at positive large arguments, we only need
its behavior for large negative arguments. To treat arbi-
trary p in the equation (16) we need the following asymp-
totic estimate, valid for v < 0 and w fixed (see [34])
KAi
(
v
t1/3
,
v + t1/2w
t1/3
)
't1 1
pit1/6
sin
√|v|w
w
. (18)
We can thus replace KAi(
v
t1/3
, v
t1/3
) by
√
|v|
pit1/6
θ(−v) in (17).
This leads to leading order for small t
Tr K¯t,s ' 1√
t
I1(s˜) , (19)
where we defined Ip(s˜) :=
1
pi
∫ 0
−∞ dv
√|v| (σ(v − s˜))p. Re-
markably, this small t estimate (19) can be generalized to
all p to obtain the leading behavior Tr K¯pt,s ' Ip(s˜)/
√
t
[34]. The series (16) can then be summed up, leading to
lnQt(s) ' − 1√
t
Ψ(e−s˜) , Ψ(z) = − 1√
4pi
Li 5
2
(−z) (20)
in terms of the poly-logarithm function Liν(x) =∑+∞
p=1 x
p/pν .
Hence the exact formula for the generating function
(10) takes the following form at small time〈
exp
(
− z√
4pit
eH(t)
)〉
∼ e− 1√tΨ(z) (21)
where we use z = e−s˜. Note that the l.h.s. is finite only
for z > 0 (for z < 0 it is infinite).
From this, assuming the form (4) and inserting it in
(21) for any z > 0, we obtain Φdrop(H) by a saddle point
analysis [34], as
Φdrop(H) =

−1√
4pi
min
z∈[−1,+∞[
[zeH + Li 5
2
(−z)], H ≤ Hc
−1√
4pi
min
z∈[−1,0[
[zeH + Li 5
2
(−z)
− 8
√
pi
3 (− ln(−z))
3
2 ], H ≥ Hc
(22)
where Hc = ln ζ(3/2) = 0.96026... Note that despite
the two apparent branches, the function Φdrop(H) is
analytic at H = Hc. From this expression one ob-
tains the asymptotic behaviors given in Eqs. (5-7) [34].
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FIG. 2. Numerical determination of P (H, t = 1/8). In
the main figure, the purple line corresponds to the Edward-
Wilkinson Gaussian regime (6). The symbols correspond
to the numerical data for the discrete model with tˆ =
256, β = 1/16 (with 2 .108 samples). Note that we have im-
posed 〈H〉 = 0. The black line corresponds to P (H, t) =
c(t)e−Φdrop(H)/
√
t (22) where c(t) =
∫∞
0
dHe−Φdrop(H)/
√
t,
with c(1/8) = 1.23487 . . .. Inset: Plot of the ratio R =
P (H, t)/PGauss(H, t) for t = 1/8, where PGauss(H, t) corre-
sponds to the Gaussian regime (6). The triangles, circles
and squares correspond respectively to tˆ = 128, tˆ = 256 and
tˆ = 512. We see that when tˆ increases the agreement with the
short time continuum limit improves.
One can also compute the cumulants of the height as,
H(t)q
c
= t
q−1
2 φ(q)(0), where φ(q) is the q-th derivative of
φ(p) = max
H
(pH − Φdrop(H)) . (23)
We display here the first four cumulants
H2
c
=
√
pi
2
t1/2 , H3
c
= (
8
3
√
3
− 3
2
)pit (24)
H4
c
= (18 + 15
√
2− 16
√
6)
pi3/2
3
t3/2 . (25)
Remarkably, these cumulants are very similar to the ones
obtained for the stationary fluctuations of the total in-
tegrated particle current for the TASEP on a finite ring
[24, 25]. This similarity holds for all higher cumulants as
well (see [34]). In fact, the generating function associated
with these cumulants, called G in [24, 25] also appears in
the stationary regime of the ASEP and of the KPZ equa-
tion on a finite ring [26–30], and is different, but similar
to our function Ψ. It remains a puzzle why this universal
function G describing the late time stationary regime in
a finite system should be similar to our short time large
deviation function in an infinite system.
Our results also describe the high temperature limit of
lattice directed polymer models (DP), which allows for a
4numerical test. We simulate a DP growing on a 2D square
lattice with unit Gaussian site disorder. For inverse tem-
perature β  1, the number of steps tˆ corresponds to the
time of the continuum model as t = 2tˆβ4 [9] (see [34] for
details). The result for P (H, t) is shown in Fig. 2: the
data shows (slow) convergence to our prediction.
Fermions in an harmonic trap. Consider now the
quantum problem of N non-interacting spinless fermions
of mass m in an harmonic trap at finite temperature T ,
described by the Hamiltonian H =
∑N
i=1
p2i
2m +
1
2mω
2x2i .
We use x∗ =
√
~/mω and T ∗ = ~ω as units of length and
energy. At T = 0, i.e. in the ground state, and for large
N , the average fermion density is given by the Wigner
semi-circle law, with a finite support [−xedge, xedge] where
xedge =
√
2N . At finite temperature, the behavior of
physical quantities in the bulk changes on a tempera-
ture scale T ∼ N (bulk scaling), while near the edge it
varies on a scale T = N1/3/b (edge scaling), where b is
a dimensionless parameter of order unity [31]. Here we
are interested in the position xmax(T ) of the rightmost
fermion (see [31] for a precise definition). Its cumulative
distribution function (CDF) was shown [31] to be given
by the same Fredholm determinant as in Eq. (11)
Prob
(
xmax(T )− xedge
wN
< s
)
= Qt=b3(s) (26)
where wN = N
−1/6/
√
2. Since we have already analysed
the small time limit t  1 of the Fredholm determinant
Qt(s) (as in Eq. (20)), this provides us with an explicit
formula for the fermion problem, valid in the high tem-
perature region b 1 of the edge scaling regime.
To use the result in (20), we first set s = s˜/t1/3 in (26)
where t1/3 = N1/3/T . The regime t  1 corresponds to
T  N1/3. This leads us to define a new random variable
ξ =
xmax(T )− xedge
wN (T )
(27)
with
wN (T ) := TN
−1/3wN = T/
√
2N (28)
where wN = N
−1/6/
√
2 is the scale of fluctuations of
xmax at T = 0. Thus wN (T ) in (28) sets the scale of
fluctuations of xmax for T  N1/3. Using (20) in the
limit t = b3 = N/T 3  1, we find that the CDF of ξ takes
the asymptotic form (replacing s˜ by s for convenience)
Prob(ξ < s) ∼ exp
(√
T 3
4piN
Li5/2(−e−s)
)
. (29)
Using Li5/2(y) ' y for small y, it is easy to see that
the PDF of ξ is peaked around the typical value ξ =
ξtyp =
1
2 ln(T
3/4piN), with typical fluctuations ξ˜ = ξ −
ξtyp described by a Gumbel law, i.e., P (ξ˜) = e
−ξ˜−e−ξ˜ (see
[35] for a similar observation in a related model).
Our formula (29), however, holds beyond the typi-
cal fluctuation regime and also describes the large de-
viations away from ξtyp. While the right tail is ex-
ponential, as given by the Gumbel distribution, using
Li 5
2
(−z) 'z→+∞ − 815√pi (ln z)
5
2 in (29), we find that the
left tail exhibits a distinct, stretched exponential decay
Prob(ξ < s) ∼ exp
(
− 4
15pi
√
T 3
N
|s|5/2
)
. (30)
Note that in this edge regime quantum correlations are
still important. At much higher temperatures T ∼ N ,
the positions of the fermions become completely inde-
pendent variables, and the fluctuation of xmax(T ) is also
described by a Gumbel distribution, albeit different from
the one obtained here [36].
The above method is easily extended to obtain the full
counting statistics (FCS) of the fermions near the edge
for temperatures T  N1/3. This is a generalisation of
the T = 0 result for the FCS in the edge regime [37].
Denoting by N(s) the number of fermions in the inter-
val [xedge + swN (T ),+∞[ we obtain the characteristic
function (see (49) in [34]) and, from it, the cumulants
〈(N(s))p〉c ' −√ T 3
4piN
Li 5
2−p(−e
−s) (31)
for all positive integer p ≥ 1. In the typical region defined
above, s−ξtyp = O(1) the statistics is Poisson with mean
〈N(s)〉 ' eξtyp−s. There are deviations from Poisson in
the tails, in particular for s−ξtyp → −∞ where the distri-
bution becomes peaked around 〈N(s)〉 '
√
T 3
4piN
4(−s)3/2
3
√
pi
with 〈N(s)2〉c '
√
T 3
4piN
2
√−s√
pi
and zero higher cumulants.
In conclusion we have studied the statistics of the
height fluctuations for the continuum KPZ equation at
short time with the droplet initial condition. We ob-
tained the exact analytical rate function Φdrop(H) and
compared with numerics. It confirms, and extends,
through an exact solution, recent approaches using weak
noise theory developed for the flat geometry and unveils
puzzling similarities with other large deviation results for
finite-size system. We demonstrate that, remarkably, the
right tail coincides with the Tracy-Widom result already
at short time. This result agrees with rigorous bounds
[38] valid at any fixed time t, P (H > s) ≤ e− 43 s3/2/t1/2 .
By contrast the convergence towards the left TW tail
∼ (−H)3 appears to be much slower, with ∼ (−H)5/2 be-
havior at short time. Our short-time results for the KPZ
equation also provide exact asymptotic predictions for
the PDF of the rightmost fermion in a harmonic trap at
high temperature T  N1/3. We hope that the present
results will stimulate further investigations of extreme
value questions in the KPZ class [41] and also in cold
atom systems.
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6.
SUPPLEMENTARY MATERIAL
We give the principal details of the calculations described in the manuscript of the Letter.
1. SHORT TIME ESTIMATE OF THE FREDHOLM DETERMINANT Qt(s)
We start by deriving the formula for Qt(s) given in Eq. (20) in the Letter. From Eqs. (11) and (16) given in the
Letter, one has
lnQt(s) = −
∞∑
p=1
1
p
Tr K¯pt,s , K¯t,s(u, u
′) = KAi(u, u′)σt,s(u′) (32)
where KAi(u, u
′), the Airy kernel, and σt,s are given in Eqs. (15) and (13) of the Letter (respectively). Hence one has
Tr K¯pt,s =
∫ ∞
−∞
dv1
∫ ∞
−∞
dv2 . . .
∫ ∞
−∞
dvpKAi(v1, v2)..KAi(vp, v1)σt,s(v1) . . . σt,s(vp) (33)
The expression of σt,s(v) = σ(t
1/3(v−s)) suggests to perform the change of variable vi → vi/t1/3, which yields (setting
s˜ = st1/3):
Tr K¯pt,s = t
−p/3
∫ ∞
−∞
dv1
∫ ∞
−∞
dv2 . . .
∫ ∞
−∞
dvpKAi
( v1
t1/3
,
v2
t1/3
)
. . .KAi
( vp
t1/3
,
v1
t1/3
)
σ(v1 − s˜) . . . σ(vp − s˜) (34)
σ(v) =
1
e−v + 1
.
Let us now recall the two useful representations of the Airy kernel
KAi(u, u
′) =
∫ +∞
0
drAi(r + u)Ai(r + u′) =
Ai(u)Ai′(u′)−Ai(u′)Ai′(u′)
u− u′ . (35)
From the second expression , and using the asymptotic expansion of the Airy function for the large negative argument
Ai(x) ∼ cos (pi/4− 2|x|3/2/3)/
√
pi|x|1/2, for x→ −∞, one obtains the limiting form of the Airy kernel as
lim
t→0,v1<0
t1/6KAi
(
v1
t1/3
,
v1 + t
1/2w
t1/3
)
=
1
pi
sin(
√|v1|w)
w
. (36)
On the other hand, for v1 > 0, the Airy kernel vanishes exponentially in the limit t→ 0 and therefore only the region
where all the vi are negative need to be considered in Eq. (34). Hence for p ≥ 2, separating the center of mass
coordinate (which we take as v1) and the p− 1 relative coordinates vj = vj−1 + t1/2wj we obtain
TrK¯p ' t−p/3
∫ 0
−∞
dv1
(
1
pit1/6
)p
[σ(v1 − s˜)]pt(p−1)/2 (37)
×
∫ ∞
−∞
dw1 . . .
∫ ∞
−∞
dwp
sin(
√|v1|w1)
w1
sin(
√|v1|w2)
w2
. . .
sin(
√|v1|wp)
wp
δ(w1 + w2 + ..+ wp)
=
1
pip
√
t
∫ 0
−∞
dv1
√
|v1|[σ(v1 − s˜)]pIp , Ip =
∫ ∞
−∞
dw1 . . .
∫ ∞
−∞
dwp
sinw1
w1
sinw2
w2
..
sinwp
wp
δ(w1 + ..+ wp) . (38)
The multiple integral defining Ip in Eq. (38) can be computed explicitly, using sinx/x = (1/2)
∫ 1
−1 e
ikxdk and an
integral representation of the delta function in Eq. (38), to obtain
Ip =
1
2p
∫ 1
−1
dx1 . . .
∫ 1
−1
dxp
∫ ∞
−∞
dk
2pi
∫ ∞
−∞
dw1 . . .
∫ ∞
−∞
dwpe
i
∑p
j=1(xj+k)wj =
1
2p
(2pi)p
∫ 1
−1
dk
2pi
= pip−1 . (39)
7Thus, from Eq. (32) together with Eqs. (38) and (39), one obtains
lnQt(s) ≈ − 1√
t
Ψ(e−s˜) (40)
Ψ(z) =
1
pi
∞∑
p=1
1
p
∫ 0
−∞
dv
√
|v| 1
(e−vz−1 + 1)p
=
1
pi
∞∑
p=1
1
p
∫ +∞
0
dv
√
v
(
ze−v
(1 + ze−v)
)p
(41)
It is then straightforward to perform the sum over p to get
Ψ(z) = − 1
pi
∫ +∞
0
dv
√
v ln
(
1− ze
−v
1 + ze−v
)
=
1
pi
∫ +∞
0
dv
√
v ln(1 + ze−v) (42)
= − 1√
4pi
Li5/2(−z) , (43)
as given in the Letter in Eq. (20).
2. COUNTING STATISTICS FROM A GENERALIZED FREDHOLM DETERMINANT
We give here the details of the calculation of the characteristic function for the full counting statistics, and from
it the cumulants of the fermion number (31) displayed in the text, since it is a very simple modification of the
previous calculation. We use the fact that the quantum probability measure on the fermion positions xi becomes a
determinantal process in the limit of large N [1].
Denoting as in the text, N(s), the total number of fermions in the interval [s,+∞[ we can use the standard property
of a determinantal process to express the Laplace transform of its distribution as
〈e−λN(s)〉 = Det[I − (1− e−λ)P0Kt,sP0] = Det[I − (1− e−λ)K¯t,s] (44)
where Kt,s and K¯t,s are defined respectively in (12) and (14) in the text. So it is a simple generalization of Qt(s),
which is recovered for λ = +∞. It can thus also be expanded in traces of powers
ln〈e−λN(s)〉 = −
+∞∑
p=1
1
p
(1− e−λ)p Tr K¯pt,s (45)
Following the same steps as in the previous section, we thus obtain
ln〈e−λN(s)〉 ≈ − 1√
t
Ψ(e−s˜, λ) (46)
Ψ(z, λ) =
1
pi
∞∑
p=1
1
p
∫ +∞
0
dv
√
v
(
z(1− e−λ)e−v
(1 + ze−v)
)p
= − 1
pi
∫ +∞
0
dv
√
v ln
(
1− z(1− e
−λ)e−v
1 + ze−v
)
(47)
=
1
pi
∫ +∞
0
dv
√
v(ln(1 + ze−v)− ln(1 + ze−λe−v)) = − 1√
4pi
(Li5/2(−z)− Li5/2(−ze−λ)) (48)
In the notations of the text, t→ b3 = N/T 3 and z → es (note that s˜ is denoted simply s in the part on the fermions)
we obtain the characteristic function (as the Laplace transform)
ln〈e−λN(s)〉 '
√
T 3
4piN
[Li 5
2
(−e−s)− Li 5
2
(−e−s−λ)] (49)
from which the cumulants (31) given in the text are easily extracted. Note that the fact that in the typical region
s − ξtyp = O(1), the statistics is Poisson can also be seen directly on the above characteristic function since in that
limit ln〈e−λN(s)〉 ' −eξtyp−s(1− e−λ).
3. EVALUATION OF Φdrop(H)
We start from Eq. (21) of the text that reads〈
exp
(
− z√
4pit
eH(t)
)〉
∼ e− 1√t Ψ(z) (50)
8where Ψ(z) = −Li5/2(−z)/
√
4pi is given in Eq. (25) of the text. Substituting the anticipated form, P (H, t) ∼
e
− 1√
t
Φ(H)
as t→ 0, on the lhs of Eq. (50) gives〈
exp
(
− z√
4pit
eH(t)
)〉
∼
∫
dH exp
[
− 1√
t
(
z√
4pi
eH + Φdrop(H)
)]
. (51)
Using 1/
√
t as a large parameter as t→ 0, the integral can be evaluated by the saddle point and comparing it to the
rhs of Eq. (50) gives
min
H
[
z√
4pi
eH + Φdrop(H)
]
= Ψ(z) . (52)
Inverting this Legendre transform (assuming convexity of Φ(H)) one gets
Φdrop(H) = max
z
[
− z√
4pi
eH + Ψ(z)
]
(53)
= − 1√
4pi
min
z
[
z eH + Li5/2(−z)
]
, (54)
where we used Ψ(z) = −Li5/2(−z)/
√
4pi. Deriving S1(z) ≡ zeH + Li5/2(−z) with respect to z determines the
minimizer z∗, for a given H, as
eH = − 1
z∗
Li3/2(−z∗) ≡W1(z∗) , (55)
where we used ddzLi5/2(−z) = 1zLi3/2(−z). The function W1(z∗) in Eq. (55) is convergent only in the range z∗ ∈
[−1,∞] and has the following asymptotic properties
W1(z
∗) ' − 1
Γ(5/2)
(ln z∗))3/2
z∗
as z∗ →∞ (56)
' ζ(3/2) = 2.61238 . . . as z∗ → −1 . (57)
As one decreases z∗ from∞ to −1, W1(z∗) thus increases monotonically from 0 to ζ(3/2) = 2.61238 . . . (shown by the
solid (black) line in Fig.(3)). Thus, for any given H ∈ [−∞, Hc = ln(ζ(3/2) = 0.96026 . . . ], there is a unique solution
z∗(H) of Eq. (55).
Naturally, the question arises: how do we find a solution for H > Hc? Interestingly, a similar minimization problem
also appeared in the compuation of the large deviation function in the asymmetric exclusion problem in a finite
ring [2, 3]. The trick is to use the analytically continued partner of Li5/2(−z) (instead of Li5/2(−z)) on the rhs of Eq.
(54). The correct analytically continued partner [2, 3] of Li5/2(−z) turns out to be, Li5/2(−z) − 8
√
pi
3 [− ln(−z)]3/2
where z now increases back from −1 to 0. In other words, Eq. (54) is now replaced (for H > Hc) by
Φdrop(H) = − 1√
4pi
min
z
[
z eH + Li5/2(−z)− 8
√
pi
3
[− ln(−z)]3/2
]
. (58)
Deriving S2(z) ≡ z eH + Li5/2(−z)− 8
√
pi
3 [− ln(−z)]3/2 with respect to z now provides the minimizer z∗ for H > Hc
eH = − 1
z∗
Li3/2(−z∗)− 4
√
pi
z∗
[− ln(−z∗)]1/2 ≡W2(z∗) . (59)
The function W2(z
∗) is defined for all z∗ ∈ [−1, 0]. As z∗ increases from −1 to 0, the function W2(z∗) in Eq. (59)
increases monotonically (shown by the dashed (red) line in Fig. (3)), with the following limiting behaviors
W2(z
∗) = ζ(3/2) = 2.61238 . . . as z∗ → −1 (60)
' −4
√
pi
z∗
[− ln(−z∗)]1/2 as z∗ → 0− . (61)
Thus, in this range, one can find a unique solution z∗(H) of Eq. (59) for any H ∈ [Hc = ln(ζ(3/2)),∞].
To summarize, for a given H ∈ [−∞,∞], the minimizer z∗ is determined from the equation
eH = W (z∗) (62)
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FIG. 3. The function W (z∗) vs z∗ plotted in the range z∗ ∈ [−1, 0]. The branch W1(z∗) with z∗ ∈ [−1,∞] is shown by the
solid (black) line (plotted only in the regine z∗ ∈ [−1, 0] for convenience). The branch W2(z∗) with z∗ ∈ [−1, 0] is shown by
the dashed (red) line. They join smoothly at z∗ = −1 where W (z∗) = ζ(3/2) = 2.61238 . . . .
where the function W (z∗) is given by
W (z∗) = W1(z∗) = − 1
z∗
Li3/2(−z∗) for z∗ ∈ [−1,∞] and H < Hc (63)
W (z∗) = W2(z∗) = − 1
z∗
Li3/2(−z∗)− 4
√
pi
z∗
[− ln(−z∗)]1/2 for z∗ ∈ [−1, 0] and H > Hc . (64)
The function W (z∗) vs z∗ is plotted in Fig. (3), with the two branches W1(z∗) (shown by solid (black) line) and
W2(z
∗) (shown by the dashed (red) line). We remark that there is no phase transition at H = Hc, as the function
Φ(H) is analytic at H = Hc.
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4. ASYMPTOTIC BEHAVIOR OF Φdrop(H)
Let us derive here the left tail behavior of Φdrop(H), for H → −∞. From the saddle point equation (55) we see
that it corresponds to z∗ → +∞. In that limit we can use the following estimate and ν ∈ N/2, ν ≥ 3/2 [4]:
Liν(−z) 'z→+∞ − 1
Γ(1 + ν)
(ln z)ν − pi
2
6Γ(ν − 1)(ln z)
ν−2 + .. (65)
Hence for z → +∞ we find that
H ' − ln z + ln( 4
3
√
pi
(ln z)3/2) + .. (66)
Inserting back in the formula (54) we finally find
Φdrop(H) ' 4
15pi
(−H)5/2 + 1
pi
(−H)3/2
(
ln(−H) + 2
3
(
ln(
4
3
√
pi
)− 1
))
+ .. (67)
which is given in the text.
To obtain the right tail of Φdrop(H) we write the saddle point equation (59). For large H which corresponds to
z∗ → 0 we can use the asymptotic behavior in (61), i.e. H ' − ln(−z∗) + 12 lnH + ln(4
√
pi). Reinserting this value of
H in (58) evaluated at z = z∗ we find the two leading orders
Φdrop(H) 'H→+∞ 4
3
H3/2 − (lnH + 2 ln(4√pi)− 2)H1/2 + .. (68)
which is given in the text.
5. SHORT TIME CUMULANTS OF H AND RELATION TO DERRIDA-LEBOWITZ CUMULANTS
To compute the cumulants of the height H(t) at short times, we first define the cumulant generating function
G(p, t) =
〈
e
p√
t
H
〉
=
∫
e
p√
t
H
P (H, t) dH , (69)
where P (H, t) is the height pdf. Substituting the short time form, P (H, t) ∼ e− 1√t Φdrop(H) in Eq. (69) and performing
the integral by the saddle point method as t→ 0 gives
G(p, t) ' e 1√t φ(p), where φ(p) = max
H
[pH − Φdrop(H)] , (70)
where Φdrop(H) is given explicitly in Eq. (27) of the text. We note that, be definition, the logarithm of G(p, t)
generates the height cumulants by the
lnG(p, t) =
∞∑
q=1
H(t)q
c
[
p√
t
]q
. (71)
Hence, taking logarithm on both sides of Eq. (70), using (cum1.3) and matching powers of p gives
H(t)q
c
= t(q−1)/2 φ(q)(0) , (72)
for all q ≥ 1, where φ(q)(0) is the q-th derivative of φ(p) = maxH [pH − Φdrop(H)] evaluated at p = 0. Note that the
centering of H makes the first cumulant vanish. Using the explicit form of Φdrop(H) in Eq. (27) of the text, one can
obtain φ(q)(0) explicitly. For example, the first 3 nonzero cumulants are given by
φ(2)(0) =
√
pi
2
(73)
φ(3)(0) =
(
8
3
√
3
− 3
2
)
pi (74)
φ(4)(0) =
1
3
(
18 + 15
√
2− 16
√
6
)
pi3/2 (75)
φ(5)(0) = 120
(
−317
432
− 1√
2
+
2√
3
+
16
25
√
5
)
pi2 (76)
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Remarkably, these cumulants carry an uncanny resemblance to the late time cumulants of the total integrated
current in the totally asymmetric exclusion process (TASEP) on a ring of size N , derived by Derrida and Lebowitz [2].
More precisely, Derrida and Lebowitz considered the TASEP on a finite ring of size N with a fixed density ρ of hard
core particles. Each particle attempts a jump to the neighboring site with rate 1 and succeeds provided the target
site is empty. Let Ji(T ) denote the total current up to time t through the bond i, i.e., the total number of particles
that have passed through the bond i up to time T . They considered the random variable YT =
∑N
i=1 Ji(T ) denoting
the total integrated current in the system up to time T . Using Bethe ansatz techniques, they were able to compute
exactly the cumulants of YT at late times T >> N
3/2. The first three nonzero moments are given by [2]
Y 2T
c
= T N3/2 [ρ(1− ρ)]3/2
√
pi
2
(77)
Y 3T
c
= T N3 [ρ(1− ρ)]2
(
3
2
− 8
3
√
3
)
pi (78)
Y 4T
c
= T N9/2 [ρ(1− ρ)]5/2 (18 + 15
√
2− 16
√
6)
pi3/2
2
√
2
(79)
Y 5T
c
= T N6 [ρ(1− ρ)]3 120
(
−317
432
− 1√
2
+
2√
3
+
16
25
√
5
)
pi2 . (80)
Naively, the numerical factors on the rhs of Eq. (80), do not look similar to the numerical factors on the rhs of Eq.
(76). Remarkably, when slightly re-arranged, they however look very similar! To see this more clearly, we define the
ratio
Rcq =
Y qT
c
H(t)qt
c . (81)
From Eqs. (76) and (80), one finds that the ratio is rather simple and for general 2 ≤ q ≤ 5, it reads
Rcq = (−1)q(q − 1)
T
(2t)(q−1)/2
N3(q−1)/2 [ρ(1− ρ)](q+1)/2 , (82)
with all the strange looking numerical factors disappearing totally! By computing higher cumulants (not shown here)
in the two problems, we have verified that this relation holds also for all integer q > 5.
We do not quite understand why the numerical factors in the cumulants of these two problems are so simply related.
First of all, in the TASEP problem one is considering at a finite size (N) system and at late times T >> N3/2. Using a
mapping between TASEP and a discrete growth model, YT would translate into the integrated height YT ≡
∑N
i=1Hi(T )
where Hi(T ) denotes the height at site i of the discrete-time growth model [3]. Still, the results of Derrida nd Lebowitz
hold only at late times T >> N3/2. In contrast, in the continuum KPZ equation studied in this paper, we compute
the cumulants of the height H(0, t), but at short times t → 0 in an already infinite system. So, even admitting the
universality of the KPZ growth equation, there is no apriori reason why these two observables in very different time
regimes should have a simple relation between their cumulants. This remains an outstanding puzzle to be understood
fully.
6. DIRECTED POLYMER MODEL AND NUMERICAL DETAILS
To test the validity of our results numerically we simulate a directed polymer (DP) growing on a two dimensional
square lattice. We define the partition sum Z˜i,j =
∑
γ e
−β∑(r,s)∈γ Vr,s over all paths γ directed along the diagonal on
a square lattice, with only (1, 0) or (0, 1) moves, starting in (0, 0) and ending in (i, j), where the Vr,s are i.i.d. random
site variables distributed with a unit centered Gaussian. Introducing “time” tˆ = i+ j and space xˆ = i−j2 , Zxˆ,tˆ = Z˜i,j
satisfies:
Zxˆ,tˆ+1 = (Zxˆ− 12 ,tˆ + Zxˆ+ 12 ,tˆ)e
−βVxˆ,tˆ+1 (83)
with Zxˆ,0 = δxˆ,0. As discussed in [5] the high temperature limit this DP model maps onto the continuum equation (1)
in terms of the variables x = 4xˆβ2 and t = 2tˆβ4. The corresponding continuum height field (9) at x = 0 is obtained
as H ≡ lnZ0,tˆ/〈Z0,tˆ〉. The result for P (H, t) is shown in the Fig. 2.
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