We compare a set of empirical Bayes and composite estimators of the population means of the districts (small areas) of a country, and show that the natural modelling strategy of searching for a well fitting empirical Bayes model and using it for estimation of the area-level means can be inefficient.
Introduction
Research in small-area estimation has in the recent years received a strong impetus from several communities involved in the analysis of large-scale national surveys. Inferences that were in the past made only at the national and regional levels are now sought also for smaller administrative units, such as counties or districts (small areas). Much of smallarea estimation uses a model-based approach in which a suitable model is fitted to the survey data and district-level estimates are derived from the model fit. Empirical Bayes (EB) models are particularly well suited for this purpose because the estimates they yield borrow strength across the districts (exploit their similarity) and adjust for differences in the background variables recorded by the survey. In this paper, we consider an outcome variable with normal conditional distribution, given the values of covariates and districtlevel deviations. The outcome and covariates are related by the EB model
where ε id , i = 1, . . . , n d , and δ d , d = 1, . . . , D, are mutually independent random samples from centered normal distributions with respective variances σ 2 W and σ 2 B . The model fit comprises estimatesβ,σ 2 W andσ 2 B and estimated conditional expectationsδ d = E δ d | β =β, σ 2 W =σ 2 W , σ 2 B =σ 2 B , which can be regarded as district-level residuals. The district-level population mean of Y , denoted byȲ d , is estimated bȳ x dβ +δ d , wherex d is the vector of sample means of the covariates. When the population mean of a covariate is available, it is substituted inx d for the corresponding sample mean.
We refer to the combination of a model (set of covariates) and the available district-level population information (sets of population means) as a setting.
A typical modelling strategy sets out with a search for a well fitting model, presuming that models that can be regarded as valid are associated with efficient inference. We show by example that this strategy is not always appropriate, and contrast it with composite estimation which bypasses fitting models such as (1). The example uses an artificial population, the construction of which is loosely based on the labour force of Slovakia; details of this population are given in Section 1.1. Three variables are considered, a continuous outcome variable Y (recent monthly log-wage), a similar covariate X (logwage a year ago), and a dichotomous variable Z with the within-district probabilities in the range 0.50 -0.60, based on gender. All three variables are defined for members of the labour force, the elementary units in the survey. The survey has a stratified sampling design with sample size n = 4000. The 79 districts of Slovakia (okresy) are the strata and simple random sampling with sample size fixed and proportional to the population size is applied, independently, in each district. The sizes of the districts vary a great deal, so that their sample sizes are in the range 9 -122. Counterparts of these model-based estimators can be defined in composite estimation.
For example, the composite estimator that corresponds to (X, Z |Z d ) seeks the multivariate convex combination of the district-level sample means of X, Y and Z and ofZ d with the vector of the corresponding national means: the sample means of X, Y and Z and the (national) population mean of Z. Details are given in the Appendix.
The properties of these two sets of estimators, composite and EB, are established empirically, by replications of the sampling and estimation processes. We find that even though Z is an important predictor of Y , using it for estimation of the district-level meansȲ d is counterproductive whenZ d are not available. That is, the EB estimators of the district-level meansȲ d based on (X, Z) are inferior to those based on (X). The contradiction is absent in composite estimators which, on average, are more efficient than their model based counterparts, when the values ofX d are not available. When X is included in the model and the district-level population meansX d are available, the EB estimators based on the settings (X, Z | X d , Z d ) and (X | X d ) are on average more efficient than their composition counterparts. The results are discussed in more detail in Section 2.
The simulated population
Slovakia is one of the two countries formed when Czechoslovakia split in 1993. At the census in 2001, its population was 5.379 million, 2.666 million (50%) of them economically active, and of these 48% were women. Administratively, Slovakia is divided into eight counties (kraje), and these are further divided into between 7 to 13 districts. There are 79 districts in total, nine of them are parts of the two largest cities, Bratislava and Košice.
The population sizes of the districts are in the range 13 000 -150 000; their mean is 68 100 and median 61 900. In a replication, independent random samples with set sample sizes are drawn from the joint distribution of X and Z in each district. As the sampling fraction is smaller than 0.001, the sampling can for all purposes be regarded as from an infinite population.
The outcomes Y are generated according to the model in (1), but with fixed values of δ d .
The seven sets of estimates (79 × 7 matrices) are then evaluated for the EB method and composition. To streamline the calculations, we evaluate their deviations from the targets Table 1 : District-level information used in the simulations. See caption of Figure 1 for the variable labels. The bottom line of the table counts for each setting the number of districts for which the composite estimator is superior to its EB counterpart. It shows that the composite 
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Table 2: The average rMSEs of the composite and empirical Bayes estimators and the numbers of districts for which composite estimator has smaller rMSE. for settings D (75%) and c (42%), they differ only slightly. For settings C, c and D, the contribution of the bias to MSE is greater for the composite estimators for the majority of districts (55, 69, and 68, respectively).
The comparisons of the estimators can be made more relevant when related to the available information. For example, when no district-level population information is available, only settings A, (X, Z), and a, (X), are relevant. The composite estimators are then preferred because they are more efficient for most of the districts for both settings A and a. When the values ofZ d are available setting B is relevant, although we may use A and a also, making no use ofZ d . On average, setting A is most efficient for composite estimation, and setting B is most efficient for EB; the former is more efficient on average.
For composition, A is only slightly more efficient on average than a, even though it is more efficient for 69 districts (87%). Composition makes some use of the covariate Z.
In contrast, for EB, A is less efficient than a for 71 districts; using the covariate Z is counterproductive. No model comparison would suggest this; the relevant likelihood ratio test statistics exceed 100.0 for all replicate datasets in the simulations (null distribution χ 2 with one degree of freedom). This shows that model selection followed by small-area estimation is problematic. On reflection, the source of this problem is obvious. Although the differences between men and women are substantial, their proportions within the districts vary relatively little, so thatz dβz contributes to the estimator ofȲ d with a 
is only slight. In fact, with composition, the average root-MSE for setting B is slightly higher than for a. For composition,Z d is redundant. With composition, we may use the setting (X,Z d ), combining the sample means of X and Y and the districtlevel population proportions of Z. This setting is more efficient than A, but only slightly (average rMSE equal to 0.0502), but it does not have a natural EB counterpart.
WhenX d is available the district-level means of Y are estimated with much greater precision by both EB and composition. EB is more efficient in the most elaborate setting C (by about 15% on average) and in setting c in which Z or Z d are not used. For setting d, the two sets of estimators differ only slightly, and for setting D, composition is more efficient for most districts. We conclude that EB estimators are superior when the model in (1) includes the dominant predictor X and the district-level population meansX d are available. Without either of them, composite estimators are more efficient on average.
Strengths and weaknesses of the methods
Empirical Bayes estimators assume that the model in (1) is valid, that is, it includes the appropriate covariates, the random terms are homoscedastic and normally distributed, and the covariance structure is correctly specified. In (1), the covariance structure is In composite estimation, we assume that the vector X d ,Ȳ d ,Z d has a trivariate (district-level) distribution with a finite variance matrix. For a finite set of districts d, this assumption is vacuous because the distribution is not specified (e.g., by type and parameter space), so we can regard it as satisfied. The univariate distributions of X and Z, displayed in Figure 4 , may raise some concern, because they are distinctly asymmetric; the mean log-income in one of the counties, which includes the capital, is much higher than in the rest of the country. Composite estimation has no distributional assumptions, although a variance matrix is in general regarded as an appropriate description of the dispersion for symmetric (and unimodal) distributions. The EB method loses some efficiency over the ideal because the between-district variance σ 2 B has to be estimated, and the estimation of its MSE is problematic because a random-effects model is used for a problem with fixed effects. Composition loses some efficiency over the ideal because the between-district variance matrix has to be estimated.
With EB, appropriateness of the model is an additional concern in practice (though not in this simulation study), and model selection is not compatible with efficiency. We see no way of comparing these drawbacks analytically.
Conclusion
Empirical Bayes methods and composition are two general approaches to small-area estimation. Properties of the estimators they yield are difficult to assess analytically because of the complexity of the estimation algorithms and because a set of (D) estimators has to be evaluated. Further, the properties depend on the setting -the covariates used in model fitting, and the (external) population information (district-level means) that are available, as well as on the sampling design.
We have set up and conducted a simulation study for an empirical comparison of the alternative estimators. It was based on an artificial population from which replicate samples are drawn and the sets of alternative estimators evaluated. One set of simulations, comprising 1000 replications, takes about 12 minutes of CPU time on a laptop computer.
Our experience suggests that the number of replicates could be reduced substantially (say 2 -4 times), because the results for the alternative estimators are highly correlated. The simulations can be extended to settings withX d andZ d estimated from an external source, with their values not established with precision.
The simulations demonstrate that analysts can make choices about small-area estimators that are tailored to the details of the study without having to resort to theoretical derivations that have limited applicability. Of course, the simulations have to be repeated for a range of settings to confirm that the choices are not sensitive to some of the details and to our uncertainty about the features of the population. The simulations can be also used for fine-tuning the software intended for the analysis.
The simulations can be conducted on past data, to establish which method and setting is best suited for the 'current' inference. and 'new' indicate the estimate after the previous and the current iteration, respectively, and hats indicate estimates.
The iterations converge very quickly; after ten iterations, the changes in the values of all estimated parameters are smaller than 10 −6 , but often six to eight iterations suffice for both the valid model, which was used for generating the data, and its submodels (see Table 2 
