This paper looks into the problem of grasping unknown objects in a cluttered environment using a 3D point cloud data obtained from a range sensor or an RGBD sensor. The objective is to identify graspable regions and detect suitable grasp poses from a single view, possibly, partial 3D point cloud without any apriori knowledge of the object geometry. The problem is solved in two steps -first, identifying and segmenting various object surfaces and second, searching for suitable grasping handles on these surfaces by applying geometric constraints of the physical gripper. The first step is solved by using a modified version of region growing algorithm that uses a pair of thresholds for the smoothness constraint on local surface normals to find natural boundaries of object surfaces. In this process, a novel concept of edge point is introduced that allows us to segment between different surfaces of the same object. The second step is solved by converting a 6D pose detection problem into a 1D linear search problem by projecting 3D cloud points onto the principal axes of the surface segment obtained in the first step. The graspable handles are then localized by applying physical constraints of the gripper. The resulting method allows us to grasp all kinds of objects including rectangular or box-type objects with flat surfaces which is otherwise considered to be difficult in the grasping literature. The proposed method is simple and can be implemented in real-time and does not require any off-line training phase for computing these affordances. The improvements achieved is demonstrated through comparison with another state-of-theart grasping algorithm on various publicly-available datasets. We also contribute a new grasping dataset for extreme clutter situations.
I. INTRODUCTION
This paper looks into the problem of localizing graspable regions and and finding grasp poses needed for picking household retail objects in an extreme clutter environment. This problem is more formally termed as robotic grasp detection [1] or simply, grasp pose detection (GPD) [2] . We primarily focus on finding these affordances in 3D point cloud obtained from a single view of a range or a RGBD sensor which are now readily available at affordable prices. A number of methods are available in literature that address this problem. For instance, Fischinger and Vincze [3] use a novel Height Accumulated Feature (HAF) to detect shape and find grasping regions in a cluttered environment. Similarly, the authors in [4] [5] use superquadric functions to model objects. There are other methods that exploit geometric properties of gripper as well as object surfaces to detect suitable grasping regions as in [6] [7] . Some methods try to fit a primitive shape around the object point cloud and this is used for deciding the suitable graspable pose for the robotic gripper [8] [9] [10] [11] . Many of these methods produce multiple grasp hypotheses based on certain heuristics and then use machine learning methods to evaluate them [12] [2] [13] . Quite recently, deep learning methods are being increasingly used for solving the grasping problem [14] [15] [16] [17] [18] . These methods require time-consuming data gathering and off-line training processes which limit their applications to many real world problems.
Our work is motivated by the approach presented in [19] [7] which uses surface curvature to localize graspable regions in the point cloud. The advantage of this approach lies in its simplicity which allows real-time implementation and does not require any time-consuming and data-intensive training phase common in most of the learning-based methods [20] [14] [15] . However, this approach suffers from several limitations which forms the basis of the work presented in this paper. For instance, it can not be used for grasping objects with flat surfaces, such as boxes or books. This is partially remedied in [21] where authors use Histogram of Gradients (HoG) features [22] to generate multiple hand hypotheses and then, train a SVM network to detect the valid grasps among these hypotheses. In addition, the performance of their algorithm relies on initial selection of spherical regions with fixed radius which is decided based on the geometry of the gripper. This limits its ability to deal with wide variety of objects in a heavy clutter.
In this paper, we propose a new geometry-based method that overcome many of these limitations to provide robust grasp performance in extreme clutter environment. The proposed method comprises of two steps. The first step uses smoothness of surface normals to identify the natural boundaries of objects [23] [24] . This is achieved by defining edge points and using a modified version of region-growing algorithm that uses a pair of threshold to distinguish between different surfaces of the same object. This is a novel concept which dramatically improves the performance of the region growing algorithm in removing spurious edges and thereby, identifying natural boundaries of each object even in a clutter. One of the clear advantage of this approach is that it allows us to find graspable affordances for box type objects with flat surfaces, which is considered to be a difficult problem in the vision-based grasping literature.
Once the surfaces for different objects are segmented, the second step uses the gripper geometry to localize the graspable regions. The six dimensional grasp pose detection problem is simplified by making practical assumption of the gripper approaching the object in a direction opposite to the surface normal of the centroid of the segment with its gripper closing plane coplanar with the minor axis of the segment. The principal axes for each segment (major, minor and normal axes) are computed using Principal Component Analysis (PCA) [25] . Essentially, the valid grasping regions are localized by carrying out a one-dimensional search along the principal axes of the segment and imposing the geometrical constraints of the gripper. This is made possible by projecting the original 3D Cartesian points of the surface onto the principal axes of the surface segment. This approach is mathematically much simpler compared to other methods [4] [6] which require more complex processes to make such decisions. The proposed grasping method is found to be more robust in localizing graspable affordances in extreme clutter scenario as compared to the state-of-the-art algorithms.
In short, the major contributions made in this paper are as follows: (1) a new method is proposed that exploits segmentation based on smoothness of surface normals [24] to find graspable affordances in a 3D point cloud. This allows us to grasp box-type objects with flat surfaces, which is considered to be a difficult problem in the grasping literature. (2) The introduction of a novel concept of edge point and a modified region growing algorithm that uses a pair of thresholds on smoothness constraint allows us to distinguish between different surfaces of the same object and helps in finding the natural boundaries of objects in a clutter by removing spurious edges. This, in turn, allows us to grasp box-type objects which is otherwise considered to be difficult. (3) The problem of 6D pose detection is simplified by constraining the search space by using the gripper geometry and converted into a one-dimensional search problem through scalar projections of 3D points on to the principal axes of the surface segment. The resulting method is quite simple and can be implemented in real-time and does not require any data-intensive and off-line training phase. (4) In this process, we contribute a new dataset that can be used for analyzing the performance of various grasping algorithms. This dataset exhibit various real world scenario including extreme clutter, constrained view within a bin etc. Finally, the improvement achieved by the proposed algorithm is demonstrated through rigorous experiments on several publicly available dataset including our own.
The rest of this paper is organized as follows. A brief overview of related literature is provided in the next section. The symbols and notations used for explaining the method is provided in Section II. The proposed method is explained in Section III and the experimental and simulation results are provided in Section V. The summary and conclusion is made in Section VI.
II. PROBLEM DEFINITION
In this paper, we look into the problem of finding graspable affordances for a two finger parallel-jaw gripper in a 3D point cloud obtained from a single view of a range or RGBD sensor. The affordances for objects are to be computed in an extreme clutter scenario where many objects could be partially occluded. The problem is solved by taking a geometric approach where the geometry of the robot gripper is utilized to simplify the problem.
Various geometrical parameters corresponding to the gripper and the object to be grasped is shown in Figure 1 (a). The maximum hand aperture is the maximum diameter that can be grasped by the robot hand and is denoted by d. It should be greater than the diameter b of a cylinder encircling the object. It is further assumed that each finger of the gripper has a width w, thickness e and total length h. The minimum amount of length needed for grasping an object successfully is assumed to be l. There has to sufficient clearance between objects so that a gripper can make contact with the target object without colliding with its neighbors. Let this minimum clearance needed between two objects be g and it should be more than the width of each finger, i.e., g > w to avoid collision with non-target objects while making a grasping manoeuvre. This clearance is shown as blue ring in Figure  1 (c). Each object surface is associated with three principal axes, namely,n normal to the surface and two principal axesmajor axisâ orthogonal to the plane of finger motion (gripper closing plane) and minor axis -f which is orthogonal to other two axes as shown in Figure 1 (b). Readers can refer to [21] to understand some of the terms which have been used here without being defined to avoid repetitions.
The proposed grasp pose detection algorithm takes a 3D point cloud C ∈ R 3 and a geometric model of the robot hand as input and produces a six-dimensional grasp pose handle H ⊆ SE(3). The six-dimensional grasp pose is represented by the vector p = [x, y, z, θ x , θ y , θ z ], where (x, y, z) is the point where a closing plane of the gripper and object surface seen by the robot camera intersect; and, (θ x , θ y , θ z ) is the orientation of the gripper handle with respect to a global coordinate frame. Searching for a suitable 6 DOF grasp pose is a computationally intensive task and hence, a practical approach is taken where the search space is reduced by applying several constraints. For instance, it is assumed that the gripper approaches the object along a plane which is orthogonal to the object surface seen by the robot camera. In other words, the closing plane of the gripper is normal to the object surface as shown in Figure 1 (b). Since the mean depth of the object surface is known, the pose detection problem becomes a search for three-dimensional (l × b × e) bands along the major axisâ where l is the minimum depth necessary for holding the object. Hence, the grasp pose detection becomes a one-dimensional search problem once an object surface is identified.
Hence, the problem of computing graspable affordances or grasp pose detection boils down to two steps: (1) creating surfaces in three point clouds and, (2) applying geometric constrains of a two finger parallel jaw gripper to reduce the search space for finding suitable gripper hand pose. The details of the proposed method to solve these two problems is described in the next section.
III. PROPOSED METHOD
As explained in the previous section, the proposed method for finding graspable affordances involves two steps: (1) Creating continuous surfaces in the 3D point cloud and then, (2) applying geometrical constraints to search for suitable gripper poses on these surfaces. This is described next in the following subsections.
A. Creating Continuous Surfaces in 3D point cloud
The method involves creating several surface patches in the 3D point cloud using region growing algorithm [23] [24] . The angle between surface normals is taken as the smoothness condition and is denoted by symbol θ . The process starts from one seed point and the points in its neighbourhood are added to the current region (or label) if the angle between the surface normals of new point and that of seed point is less than a user-defined threshold. Now the procedure is repeated with these neighboring points as the new seed points. This process continues until all points have been labeled to one region or the other. The quality of segmentation heavily depends on the choice of this threshold value. A very low value may lead to over segmentation and a very high value may lead to under segmentation. The presence of sensor noise further exacerbates this problem leading to spurious edges when only one threshold is used. This limitation of the standard region growing algorithm is overcome by introducing a concept called edge points and using a pair of thresholds instead of one. The use of two thresholds is inspired by a similar technique used in Canny edge filter [26] [27] and is demonstrated to provide robustness against spurious edges. This modified version of the region growing algorithm is described next in the following section.
To begin, we first describe the concept of edge points and then, explain how a pair of two thresholds on smoothness condition can improve the performance of the standard region growing algorithm. Some of the notations which will be used for describing the proposed method are as follows. Let us consider a seed point s ∈ C with its own spherical neighborhood N (s). It is further assumed that this neighborhood consists of m points (p i , i = 1, 2, . . . , m) in the 3D point cloud. Mathematically, this neighborhood may be written as follows:
where r is an user-defined radius of the spherical neighborhood. Each neighboring point p i has an associated surface normal N i which makes an angle of θ i with the normal associated with the seed N s . As stated earlier, θ i is the smoothness condition for the region growing algorithm. In this context, we define two thresholds θ low and θ high which are used for defining the region label for the neighboring point and creating new seed for further propagation. Let Q s be the set of new seeds which will be used in the next iteration of the region growing algorithm. Before describing the modification to the standard region growing algorithm, it is necessary to introduce the concept of edge points which is defined as follows:
Definition 1 (Edge Point): Let R(s) be a set of those neighbors p i of seed point s for which θ i > θ high . In other words,
Let C R be the cardinality of the set R(s),i.e., C R = |R(s)|. Then, a seed point will be called as an edge point if the following condition is satisfied: The set of all edge points for a given point cloud C be denoted by the symbol E and E ⊂ C . The value of k = 0.4 is found to be empirically effective in providing better segmentation of surfaces as will be shown later in this section. Essentially, an edge point is a point on the edge of a surface where a majority of its neighbors will have surface normals scattered in all directions and for such a seed point, the neighboring points will have angles θ i > θ high as mentioned above. One such edge point is shown in Figure 2 as point B. An edge point is different from a nonedge point in the sense that the later lies away from an edge and its neighbors have surface normals more or less in the same direction. One such non-edge point is shown as point A in Figure 2 . Even with sensor noise, the neighboring points around such a seed point will have surface normals with smaller values of angles with respect to the surface normal of the seed point, i.e., θ i < θ high . Now, in the region growing algorithm starting with the seed point s, the label L{p i } for a neighboring point p i ∈ N (s) is defined as follows:
where the notation p i → Q s indicates that the point p i is added to the list of seed points which will be used by the region growing algorithm in the next iteration. However, if the angle between normals lies between the above two thresholds, i.e., θ low < θ i < θ high , the label to the neighboring point is assigned as follows:
The above equation only states that while the neighboring point p i is assigned the same label as that of the seed point s, it is not considered as a new seed point if the current seed is an edge point. This allows the region growing algorithm to terminate at the edges of each surface where there is a sudden and large change in the direction of surface normals thereby obtaining the natural boundaries of the objects. The above process for deciding labels for neighboring points is demonstrated pictorially in Figure 2 . It is also shown how a pair of thresholds are effective in dealing with sensor noise, thereby eliminating spurious edges. The effect of this modified version of region growing algorithm on the object segmentation can be seen clearly in Figure 3. Figures 3(a) and (b) shows the case of segmentation obtained with only one threshold. In the first case, a lower threshold cut-off value θ low is used while in the later, upper cut-off threshold θ high is used. As discussed earlier, lower value of threshold leads to under-segmentation and may generate multiple patches even on the same surface. On the other hand, higher value of thresholds leads to over-segmentation where different surfaces of a rectangular box may be identified as a single surface patch. In contrast to these two cases, the use of two thresholds provide better segmentation leading to creation of two separate surfaces one for each face of the rectangular box. This modified version of region growing algorithm allows us to find graspable affordances for rectangular box-type objects which were hitherto difficult. For instance, authors in [19] [7] find graspable affordances only for objects with cylindrical or spherical shapes as they relied on curve fitting methods. In [21] [2], authors use a trained SVM to identify rectangular edges using HoG features and predefined hand poses were used for grasping objects at these detected regions. Compared to these approaches, the above proposed method is much simpler which does not require any training phase and can be implemented in real-time. More details about real-time implementation will be provided in the experiment section later in this paper. The surfaces identified in this section are then used to find valid graspable regions on the object as described in the next section.
IV. FINDING GRASPABLE AFFORDANCES
Once the surface segments are created, the grasping algorithm needs to find suitable handles which could be used by the gripper for picking objects. This is otherwise known as the problem of grasp pose detection [2] which essentially aims at finding six dimensional pose for the gripper necessary for making a stable grasping contact with the object. However, this is a computationally intensive task as one has to search in a 6-dimensional pose space. The searching procedure is broadly handled in two ways. In one approach, the object to be picked is matched with its CAD model. Once a match is found, then the geometric parameters of the object model is used to compute the 6 DOF gripper pose directly. As CAD models may not always be available, the objects are generally approximated with some basic shape primitives [8] [9] [10] or superquadric [4] models. While these methods take 3D point cloud as input, other methods can work with RGBD data. They generally take color and depth information as image and apply a sliding window based search with different scale to find valid grasping regions [14] [15] . We simplify this search problem at first by grouping similar type of points based on the boundaries obtained in the previous step and, by making some practical assumptions about the grasping task. As described earlier in section II, the gripper is assumed to approach the object in a direction opposite to surface normal of the object. It is also assumed that the gripper closing plane coincides with the minor axis of the surface segment under consideration as shown in Figure 1(b) . In this way, the 6D pose problem is solved in a single step and can be implemented in real-time. However, it is still necessary to identify suitable regions on the surface segments that can fit within the fingers of the gripper while ensuring that the gripper does not collide with neighbouring objects. In other words, one still needs to search for a threedimensional cube of dimension l × b × e around the centroid of the object segment as shown in Figure 1(b) . This requires carrying out a linear search along the three principal axes of the surface to find regions that meet this bounding box constraint. These regions are the graspable affordances for the object to be picked by the gripper. This three dimensional search is carried out by first projecting the 3-dimensional points of a given segment onto its principal axes {â,f ,n} (Explained more in the supplementary material). Since the gripper closing plane coincides with the minor axisâ, we start searching for a discontinuity in the surface which is at least greater than g (see Figure 1(c) ), ensuring that the length of the patch along this direction (b) is less than the maximum hand aperture d. Now the search for graspable affordances simplifies to a linear search for a patch of size b × e along the major axisâ assuming that there is a depth of at least l available along the −n axis. This search for graspable affordance is illustrated in Figure 4 as explained next.
The figure 4(a) shows two objects which have been kept adjacent to each other such that their boundaries touch each other. The figure (b) shows the surface segments obtained using the proposed region growing algorithm. In this case, our objective is to find a suitable graspable handle for the cylindrical object. The figure (c) shows the horizontal patch obtained using the linear search as explained above. Since there is no gap along the minor axis (shown in red), the region belonging to both the objects within the yellow band gets included into the graspable region. Total horizontal length of this band may exceed the maximum hand aperture d of the gripper making it an invalid grasping handle for the object. Now the next band of width e on the top of the last band is taken into consideration. In this case, a gap is found immediately around the boundary of the cylindrical surface along the minor axis as shown in Figure 4 (e). Since this length along the red axis fits within the gripper handle, it will be considered as a valid handle for the object. The figures 4(g)-(h) shows the case when these two objects have been kept apart. In this case, the gap is found along the minor axis and hence the handle for the bottle is detected successfully without any further search.
A new patch along the major axis either side of the centre patch is analyzed for validity in case the current one fails to satisfy the gripper constraints. So it is possible to obtain multiple handles on the same object, which is very useful, as the robot motion planner may not be able to provide a valid end-effector trajectory for a given graspable affordance. The gripper approaches the object at the centroid of the yellow patch shown in Figure 4 (c) or (e) along the direction of surface normal (shown in blue color in Figure 4 (d) or (f) respectively, towards the object with its gripper closing plane coinciding with the minor axis (show in red color). As one can appreciate, the pose detection problem is solved by a simple method that converts a 6D search problem into a simple 1-D search problem. This is much faster computer other method such as [4] that use complex optimization methods to arrive at the same conclusion. The proposed provides remarkable improvement over the state of the art method [19] [7] which provides much inferior performance in a cluttered environment as will be shown in the next section. 
V. EXPERIMENTAL RESULTS
In order to assess the efficacy of the proposed method, its performance is compared with Platt's method [2] [7] [19] [21] which is very similar to our approach in the sense that both exploit the geometrical properties of gripper to localize grasping regions in 3D point clouds. The comparison is carried out using six different datasets, namely, (1) Big bird dataset [28] , (2) Cornell Grasping dataset [14] , (3) ECCV dataset [29] , (4) Kinect Dataset [30] (5) Willow garage dataset [31] , (5) the TCS Grasping Dataset-1 and (6) TCS Grasping Dataset-2. The last two are created by us as a part of this work and is made available online [32] along with the program source code for the convenience of readers.
The first TCS dataset contains 382 frames each having only single object in its view inside the bin of a rack where the view could be slightly constrained due to poor illumina-tion. Similarly, the second dataset consists of 40 frames with multiple objects in extreme clutter environment. Each dataset contains RGB images, point cloud data (as .pcd files) and annotations in the text format. These datasets exhibit more difficult real world scenarios compared to what is available in the existing datasets. The algorithm is implemented on a Linux laptop with a i7 processor and 16 GB RAM.
The quantitative performance comparison of these two algorithms on the above datasets is shown in Table I . We use recall at high precision [2] as a measure of the performance of our algorithm which is defined as the fraction of total number of graspable objects for which at least one valid handle is detected. The graspable objects are those which can be picked up by a robot gripper in a real world experiment and in that sense, it excludes the objects in the clutter which can not be picked up due to substantial occlusion. As one can see, the propose algorithm performs significantly better than Platt's algorithm. This is further corroborated by the graphical comparison provided in Figure 6 . Platt's algorithm is good at detecting curved surfaces while fails completely to detect handles for objects with flat surfaces like boxes or books. On the contrary, the proposed method provides multiple handles for all kinds of objects as shown in Figure  5 . The total processing time for a complete frame with about 40K 3D data points is approximately about 800 ms to 1 sec which is quite reasonable for most industrial applications where robot speed is considerably slower than this. A more detailed discussion is provided in the supplementary material.
VI. CONCLUSION
This paper looks into the problem of finding graspable affordances (or suitable grasp poses) needed for picking various household objects using two finger parallel-jaw gripper in extreme clutter environment. These affordances are to be extracted from a single view 3D point cloud obtained from a RGBD or a range sensor without any apriori knowledge of object geometry. The problem is solved by first creating surface segments using a modified version region growing algorithm based on surface smoothness condition. This modified version of region growing algorithm makes use of a pair of user-defined thresholds and a concept called edge point to discard false boundaries arising out of sensor noise. The problem of real-time pose detection is simplified by transforming the 6D search problem to a 1D search problem through scalar projection and exploiting the geometry of the two-finger gripper. Through experiments on several datasets, it is demonstrated that the proposed algorithm outperforms the existing state-of-the-art methods in this field. In the process, we have also contributed a new dataset to demonstrate its working in extreme clutter environment and is being made available online for use by the research community.
