Abstract-In this work, we propose a method based
INTRODUCTION
Recently, one of the dynamic research areas in electromagnetic and wireless communication systems is smart antenna. The demand of smart antenna drastically increases when dealing with multi-user communication system, which needs to be adaptive, especially in unknown time varying scenarios [1] . Adaptive or smart antennas system consists of an array of radiating sensors. These array sensors are quite able to steer the main beam in any desired direction in space [2] , while placing a suitable null in the direction of unwanted signals or jammers [3] [4] [5] . In this connection, Direction of Arrival (DOA) estimation of received signal is one of the fundamental and necessary steps to construct a smart or adaptive receiver. DOA estimation of sources impinging on an array of sensors has numerous applications in the field of radar, sonar and wireless communication system [6, 7] . The two dimensional DOA estimation of sources has been a focusing area of researchers since last two decades. The 2-D, DOA estimation requires two dimensional array such as Planar array, L-type array etc. In [8] , planar array is used for 2-D DOA estimation of sources while in [9] two parallel uniform linear arrays have been used. In [10, 11] L-type arrays have been used for the same problem.
In today's development, no one can decline the importance of meta-heuristic techniques like Genetic algorithms (GAs), Particle Swarm optimization (PSO) etc. It is well acknowledged that these techniques are quite successful, reliable and efficient. In research community, the GA especially, has achieved much attention because of its ability of decision making and autonomous learning. The most fascinating reason due to which GA has been widely studied is its robustness during optimization and searching [12] . In [13] , the multilayered perceptrons based on Radial Basis Function Neural Network (RBFNN) have been used to estimate DOA of mobile users, using linear antenna arrays. In this, the strength of Hopfield neural networks (HNN) has been exploited for the DOA estimation. In [14] hybrid approach, i.e., the neural networks and ant-colony optimization has been used for estimating DOA of sources impinging on linear array. In [15] GA has been used for 2-D DOA estimation based on maximum likelihood technique for uniform circular array. However, the hybrid approach based on evolutionary computation along with any efficient hybrid function, i.e., Pattern Search (PS), Active Search (AS) etc. is an area to be explored.
In this paper, according to the best of our knowledge, no one has yet applied intelligent hybrid computing for joint estimation of Amplitude and Direction of Arrival (azimuth and elevation angles) of sources impinging on L-type array. Four other schemes, i.e., the Genetic algorithm (GA), Pattern Search (PS), Simulated Annealing (SA) and Simulated Annealing hybridized with Pattern Search (SA-PS) are also discussed and compared with GA hybridized with Pattern Search (GA-PS). Multiple sources have been taken in the far field of sensors array and Mean Square Error is taken as a fitness function. This fitness function is optimal in nature and requires only a single snapshot. The association of new estimates with targets is the key issue in multiple targets tracking system. N targets imply N ! possible combination which requires some computations [16] . In using mean square error (MSE) as fitness function, the new estimation of DOAs is automatically linked with old estimation of angles from previous snapshot which decreases the computational complexity [17] . Moreover, L-type array has been used which is composed of two uniform linear arrays, i.e., one linear array is along X-axis and the other is along Z-axis. Both the uniform linear arrays consist of same number of antenna elements while the reference element is common for both of them. The reliability and effectiveness of the proposed scheme has been tested on the basis of Monte-Carlo simulations and its statistical analysis. This paper is organized as follows: In Section 2, we provide the data model about amplitude and DOA estimation for L-type array. In Section 3, we describe the learning methodology for joint amplitude and DOA of sources. Section 4, is devoted for simulation and results, while Section 5 gives conclusion and future work direction.
DATA MODEL
Consider P narrow band sources impinging from different directions from far field on L-type array. The L-type array consists of two uniform linear arrays, i.e., one along X-axis and the other along Z-axis. Each linear array has M elements while the reference element is common for both arrays as shown in Fig.1 [18] . Both the arrays have same inter- 
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and b z (θ) denote the steering vector along the X-axis sub-array and along the Z-axis sub-array. µ x and µ z represent the circular complex valued noise vector added at the output of X-axis sub-array and Z-axis sub-array, respectively. As shown in (1) and (2) the unknown parameters are the amplitudes s i , the elevation angle θ i and the azimuth angle φ i where i = 1, 2, . . . P . Here the problem in hand is joint estimation of amplitudes and DOA of sources by using intelligent hybrid computing approach.
PROPOSED METHODOLOGIES
In this section, a brief introduction, flow diagram, and parameter setting used for joint estimation of amplitude and DOA of sources are given for GA, PS and SA algorithms. Simulated annealing (SA) method was first of all introduced in 1950 by Metropolis, in which the process for crystallization model is explained. However, proper research on SA has been carried out by Kirkpatric et al. [19] . Basically, SA is a probabilistic computational technique used for the local and global optimization problems based on modeling of materials having controlled cooling and heating properties. The core objective of SA is to find out the candidate solution efficiently and effectively in fixed amount of time. In many optimization problems, the condition of differentiability, convexity and continuity is required, while SA technique does not need it, which is its main advantage. Many researchers used SA in diverse field of engineering, like the transmission network expansion planning problem, 3D face recognition and unit commitment problems [20] [21] [22] .
Pattern Search (PS) technique is also used for optimization which does not need the gradient of the problem. The main goal of PS technique is to compute a sequence of points that reach an optimal point. In each step, the technique tries to find out a set of points called mesh around the optimal point of previous step. The mesh can be obtained by adding the current point to a scalar multiple of vectors called a pattern [23] . The new point becomes the current point in the next step of algorithm, if the PS finds out the point in the mesh that improves the objective function at the current point. PS method is very successful for optimization problem such as, Bound constrained minimization and Globaly Convergent Augmented Lagrangian algorithm [24] .
The GA was introduced by John H. Holland in 1975 in his work to present a simple solution of natural selection [25] . GA belongs to a large family of evolutionary computing inspired by natural phenomena and is more reliable technique than any other heuristic mathematical solvers. [26, 27] . Due to the simplicity in concept, ease in implementation and less probability of getting stuck in local minima, GA has been used in various applications of array signal processing [28] , communication [29] and soft computing [30] .
By keeping in mind the importance of SA, PS and GA, we will use these techniques for joint estimation of amplitude and DOA of sources. Moreover, we will also use the hybrid approach such as GA-PS, SA-PS for further tuning of our results. The generic flow diagram for joint estimation of amplitude and DOA of sources is shown in Fig. 2 .
In this paper, we have used the MATLAB optimization toolbox for GA, PS and SA for estimation of amplitudes and DOA of sources with the setting shown in Tables 2 and 3 . Moreover, the hybrid Algorithms steps for GA-PS and SA-PS are described in the following steps:
Step 1 Initialization: As shown in (1) and (2), the unknowns parameters are [
. Hence, we formulate M number of particles at random as shown in Table 1 . 
Where 
and
Step 2 Fitness Evaluation: Find the fitness of each particle using the fitness function given as
where D (i) is the difference function for ith particle and is given as
y x and y z are given in (1) and (2), whileŷ i x andŷ i z for mth elements in the array is given as followŝ
where b i is shown in Table 1 .
Step 3 of results. The best individual of GA has been given as a starting point to PS algorithm. Similarly the best individual of SA algorithm has been given as a starting point to PS algorithm.
Step 6 Storage: Store the global best of this cycle and repeat the steps 2 to 5 for sufficient numbers of independent runs for better statistical analysis.
SIMULATION AND RESULTS
In this section, various simulation results are given to jointly estimate the amplitude and direction of arrival of far field sources. We described the performance of five methods, the GA, PS, GA-PS technique, SA and SA-PS technique. We have used L-type array which is composed of two uniform linear arrays, i.e., one array is placed along X-axis and the other is placed along Z-axis. The distance between the two adjacent elements in each uniform linear array is kept half the wavelength of the signal wave, i.e., d = λ/2. The reliability and effectiveness of the proposed scheme is tested on the basis of large number of MonteCarlo simulations by using MATLAB version 7.8.0.347. The criterion made for the joint estimation of amplitude and DOA is based on Mean Square Error (MSE) as a fitness evaluation function. The relation used for MSE is given in Eq. (4). Only a single snapshot is used throughout the simulation results and a Matlab built-in tool box "optimization of population" based algorithm is used with the setting shown in Tables 2  and 3 . All the results are averaged over 50 runs.
Case I
In this subsection, the accuracy of all five techniques has been discussed. We assume two sources which are impinging on L-type array from far field. In this case, the L-type array consists of seven elements, i.e., three elements along X-axis while three elements along Z-axis. The reference element is common for both arrays. The amplitude of these two sources are denoted by s 1 , and s 2 while the DOA (Elevation and azimuth angles) of arriving signals are denoted by θ 1 , θ 2 and φ 1 , φ 2 respectively. The s 1 , θ 1 , φ 1 correspond to the first source while s 2 , θ 2 , φ 2 correspond to the second source. Initially the performances of all five techniques are discussed in the absence of any noise in the system. We have taken s 1 = 1, s 2 = 2, θ 1 = 0.5236, θ 2 = 0.8727, φ 1 = 1.2217, φ 2 = 1.9199 as shown in Table 4 . All the values of DOA of sources are taken in radians. One can see from Table 4 , that all the five schemes produce fairly accurate results for joint estimation of amplitude and DOA for two sources. However, among all these techniques, the hybrid GA-PS technique is found to be the best technique as shown in Table 4 . The second best is GA which produces better results for the same two sources. Now we describe the Mean Square Error (MSE) and percentage convergence of all five schemes for joint estimation of Amplitude and DOA of two sources. We set 10 −2 as a threshold MSE for all schemes. Initially, we have taken five elements in the L-type array, i.e., two elements along the X-axis and two elements along the Z-axis while the reference element is common for both arrays. As shown in Table 5 , the performance of the hybrid approach GA-PS is better than the other schemes in terms of convergence rate and MSE. The hybrid approach GA-PS converges 98% and the average MSE is 10 −9 . The GA converges 95% with MSE is 10 −7 Table 5 . Moreover, the PS technique converges 80% with MSE is 10 −4 . The convergence rate of SA algorithm is poor which is only 10% with MSE is 10 −2 . The hybrid SA-PS algorithm converges 60% and the average MSE for this scheme is 10 −3 . The convergence rate and MSE of all schemes are also checked for increasing number of sensors in the array. Every time we keep equal number of elements in the sub-array along the X-axis and the sub-array along the Z-axis. As shown in Table 5 , that for increasing number of elements in the L-type array, the MSE and convergence rate of all schemes improves. All the above mentioned five technique fails when the number of elements are less than the number of sources as it becomes an under determined problem.
Case II
In this subsection, we discuss the performance of all five techniques for three sources. Initially, the L-type array consists of thirteen elements. The sub-array along X-axis as well as the sub-array along Z-axis consists of four elements, while the reference element is common for both sub-arrays. We take s 1 = 1, s 2 = 2, s 3 = 3, θ 1 = 0.1745, θ 2 = 0.8727, θ 3 = 1.3090, and φ 1 = 1.3090, φ 2 = 1.9199, φ 3 = 2.4435. In this case, we faced few local minima with the increase of unknowns (Sources) in the problem and due to which the performance of all schemes are degraded as compared to Case I. Table 6 shows that the hybrid approach GA-PS produces much accurate results as compared to the other four schemes for the joint estimation of amplitude and DOA of three sources. The second best result is given by GA. Table 6 . Amplitude and DOA estimation of three sources using 13-elements L-type array. Now we discuss the reliability of all five schemes in terms of MSE and their rate of convergence for three sources. We set MSE 10 −2 as threshold for all five schemes. Initially we take seven elements in the Ltype array, i.e., three elements along X-axis while three elements along Z-axis. As discussed earlier, with the increase of unknowns the local minima also increases. Hence, the performance of all five techniques are also degraded in terms of MSE and their rate of convergence as shown in Table 7 . In this case, the convergence rate of the hybrid approach 
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GA-PS is 95% with MSE is 10 −7 . The GA has obtained second best performance among the remaining techniques with 85% convergence and MSE as 10 −7 . However, we observed a drastic decrease in the performance of PS, SA and SA-PS in terms of their MSE and rate of convergence for joint estimation of amplitudes and DOA of three sources. The PS technique has convergence rate of 50% with MSE as 10 −3 . The convergence of the hybrid technique SA-PS limited to 20% with MSE as 10 −1 , while the convergence of SA algorithm is 0% with MSE as 10 −1 . We also check the convergence and MSE for different number of sensors in the L-type array. With the increase of elements in the array, we found that the performance of these techniques improves in terms of convergence and MSE as shown in Table 7 .
Case III
In this subsection, the performance of all five algorithms are discussed for the joint estimation of Amplitudes and DOA of four far field sources. Initially, the L-type array is composed of fifteen elements. The subarray along the X-axis consists of seven elements, while the same number of elements is placed in the sub-array along Z-axis. We take Table 8 . In this case, we have more local minima due to which the performance of all the techniques is degrade. Again, one can see from Table 8 , that the hybrid approach (GA-PS) produces better results even in the presence of strong local minima. The performance of PS technique, as well as, of SA and SA-PS is affected more due to these local minima. Now, we look at the reliability of all five schemes in terms of their convergence rate and MSE for four sources. Due to the increase in number of unknowns, the number of local minima increases. Due to more local minima's, the performance of all five techniques degraded. The threshold value of MSE is set 10 −2 . Even in the presence of strong local minima the reliability of hybrid GA-PS approach is much better than the other four techniques. The convergence of GA-PS technique is 80% with MSE as 10 −6 . The convergence of GA is 65% with MSE as 10 −4 as shown in Table 9 . The convergence of PS is 10% while the convergence of SA as well as SA-PS is noted to be 0%. The performance of GA, GA-PS, SA-PS and PS in terms of convergence as well as MSE becomes slight better when we increase the number of elements in the array. Now we evaluate the performance of all techniques against noise. Fig. 3 shows MSE of all techniques aginst SNR. The values of SNR is ranging from 5 dB to 30 dB while the MSE is ranging from 10 +4 to 10 −10 . All these curves are carried out for two sources and seven elements in the array. It has been shown in Fig. 3 , that the performance of GA-PS is better then all the other techniques against all values of SNR. Secondly we have better result for GA, in terms of MSE against the different values of snr. In position three, we get a good curve for PS and at position four and five we find SA-PS and SA, respectively.
CONCLUSION AND FUTURE WORK
In this work, five techniques, GA, PS, Hybrid technique GA-PS, SA, and hybrid SA-PS technique have been discussed for 2-D joint estimation of amplitude and DOA of far field sources impinging on Ltype array. Different cases have been considered for different numbers of sources. It has been shown that every time the hybrid approaching GA-PS produces better results than the other four techniques. The GA-PS technique correctly estimates the amplitude and DOA up to four far field sources.
In future, we will use these techniques for the joint estimation of amplitude and DOA of near field sources.
