The existence of Steiner triple systems STS(n) of order n containing no nontrivial subsystem is well known for every admissible n. We generalize this result in two ways. First we define the expander property of 3-uniform hypergraphs and show the existence of Steiner triple systems which are almost perfect expanders.
Introduction
A Steiner triple system S of order n, briefly STS(n), consists of an n-element set V and a collection of triples (or blocks) of V , such that every pair of distinct points in V is contained in a unique block. It is well known due to Kirkman [17] that there exists an STS(n) if and only if n ≡ 1, 3 (mod 6), these values are called admissible. Steiner triple systems correspond to triangle decompositions of the complete graph G = K n . In the context of triangle decompositions of a graph G, an edge will always refer to a pair of vertices which is contained in one triple of a certain triple system, E(G) denotes the edge set of G, while |S| is the number of triples in the system, which obviously equals A nontrivial Steiner subsystem of S is a STS(n ) induced by a proper subset of V , with n > 3. Speaking about a subsystem, we always suppose that it is of order greater than 3. Similarly, we call a subset V ⊂ V of the underlying set of a triple system F nontrivial if it has size at least 3 and it is not an element of the triple system. Our aim is to generalize and strengthen the results Two natural extremal questions arise here. The first one concerns the lower bound on |N (V )| in terms of |V | in the case of Steiner triple systems, while the second one seeks for edge-density conditions on triangle decompositions of general graphs G = G(V, E), i.e. linear triple systems, where the condition |N (V )| > 0 must hold for all nontrivial subsets of V . This can be interpreted as the analogue of the expander property of graphs and the vertex isoperimetric number [1] . Similar generalized concepts for expanding triple systems were introduced very recently by Conlon and his coauthors [6, 7] , see also the related paper [13] . Observe however that their definition is slightly different for a triple system to be expander.
Problem 1.5 (Sparse spreading linear triple systems).
What is the minimum size ξ sp (n) of a linear spreading triple system F on n vertices?
For these triple systems, the closure of any nontrivial subset with respect to the underlying graph of the triple system is the whole system.
Note that one might require only a weaker condition, namely that the closure of any nontrivial subset of the triple system F (i.e. consisting of at least two triples) should be the whole system. In applications this condition is equally important, since it models whether every set of hyperedges has a direct influence on the whole system. For this concept, we introduce the following notation. Notation 1.6. A triple system F is weakly spreading if cl(V ) = V holds for every V = V F : F ⊆ F, |F | > 1.
Problem 1.7 (Sparse weakly spreading linear triple systems).
What is the minimum size ξ wsp (n) of a linear weakly spreading triple system F on n vertices?
Our main results are as follows.
Theorem 1.8. For odd prime number p, there exists a Steiner triple system STS(3p) of order 3p, for which
The result is clearly sharp.
Corollary 1.9. For every sufficiently large n, there exists a Steiner triple system STS(n) of order n, for which
2 , where n ∈ [n − n 0.525 , n]. Consequently, for every n one can find a Steiner triple system S of size |S| = (1 + o(1)) n 2 6 which is almost 1-expander.
As we will see, much smaller edge density compared to that of STSs' still enables us to construct spreading linear triple systems. Theorem 1.10. For the minimum size of a spreading linear triple system, we have
2 Surprisingly, the weak spreading property does not require a dense structure at all. Theorem 1.11. For the minimum size of a weakly spreading linear triple system, we have
The paper is organised as follows. Section 2 is devoted to the expander property of Steiner triple systems and related questions. In Section 3, we make a connection between k-connectivity of 3-graphs and the spreading property, and prove Theorem 1.10 and Theorem 1.11. Finally, in Section 4 we discuss related problems concerning Latin squares and influence maximization, and possible applications, notably in the field of finite geometry.
Expander property of Steiner triple systems
In order to prove Theorem 1.8, we recall first the STS construction of Bose and Skolem for n = 6k + 3 where 2k + 1 is a prime number, and the well-known Cauchy-Davenport theorem with its closely related variant, the result of Dias da Silva and Hamidoune about the conjecture of Erdős and Heilbronn. We refer to the book of Tao and Vu [21] on the subject.
Theorem 2.1 (Cauchy-Davenport). For any prime p and nonempty subsets A and B of the prime order cyclic group Z p , the size of the sumset A + B = {a i + b j | a i ∈ A, b j ∈ B} can be bounded as |A + B| ≥ min{p, |A| + |B| − 1}.
Theorem 2.2 (Erdős-Heilbronn conjecture, Dias da Silva and Hamidoune '94). For any prime p and any subset A of the prime order cyclic group Z p , the size of the restricted sumset A+A = {a i + a j | a i = a j ∈ A} can be bounded as |A+A| ≥ min{p, 2|A| − 3}.
Construction 2.3 (Bose and Skolem, case n = 6k + 3). Let the triple system S be defined in the following way. The underlying set is partitioned into three sets of equal sizes, V (S) = A ∪ B ∪ C, where |A| = |B| = |C| = 2k + 1. Elements of each partition class are indexed by the elements of the additive group Z 2k+1 . The system S contains the triple T , if
See [20] for further details and generalisations. 
Note that in the Erdős-Heilbronn-type inequalities (2.2), the lower bound can be improved by one if the set consists of a single element. We distinguish several cases according to the sizes of the sets A 0 , B 0 , and C 0 .
First suppose that two of these partition sets are empty. In this case, one Erdős-Heilbronn-type inequality (2.2) in turn provides the desired bound.
Next suppose that exactly one of these sets, say C 0 , is empty. Thus we may apply two Erdős-Heilbronn type and one Cauchy-Davenport type inequality to obtain
Hence it is enough to show that
holds when both sets consist of at least two elements, otherwise the proof is straightforward. Then, depending on the relation between p, |A 0 | and |B 0 |, we may apply either 3p ≥ 2(|A 0 |+|B 0 |) or p ≥ {|A 0 |, |B 0 |} ≥ 2 to get the desired bound.
Finally, suppose that none of A 0 , B 0 , C 0 are empty, i.e., we can apply all the inequalities of (2.1) and (2.2). In order the finish the proof, consider the following proposition, the proof of which is straightforward.
We apply Proposition 2.4 where |A 0 |, |B 0 | and |C 0 | takes the role of z with the corresponding lower bounds of (2.1) and (2.2) and λ = 1 3 , which provides
By summing them up, this would imply a slightly weaker bound
However, it is impossible to have equality in all the inequalities of (2.3). Indeed, suppose that C 0 has the least size among the three sets A 0 , B 0 , C 0 . Then we could have use a better lower bound (|A 0 | + |B 0 | − 1) for |A * | in the first line of (2.3), which would yield an improvement of at least 3 Spreading linear triple system 3.1 Proofs -lower bounds Doyen [9] proved the existence of spreading Steiner triple systems for every admissible order n, and applied the name non-degenerate plane for such systems. In this section, we investigate how much sparser a linear triple system can be to keep its spreading property. It follows immediately that such a system F should be dense enough compared to a STS(n). Indeed, the complement of the shadow G(F) must be triangle-free, which in turn implies 1 12 n 2 < |F| according to the theorem of Mantel and Turán.
Proof of Theorem 1.10, lower bound. Our aim is to obtain an upper bound on E(G), the number of edges not covered by the triples of a linear spreading system that is denoted by F. We start with three simple observations.
(2) For every claw K 1,3 in G, the leaves cannot determine a triple of F.
(3) For every pair of triples of F which share a vertex, the corresponding 5-vertex graph in G cannot contain more than 3 edges.
Let F denotes a 4-vertex subgraph of the shadow G obtained from a triple T of F and a vertex adjacent to exactly one vertex of the triple in G. Such a vertex is called the private neighbour of T . Counting the pairs of edges of G, we get that the number of F subgraphs of G is
Indeed, every such pair adjacent non-edge vu, vu spans an edge hence determines the triple {u, u , u } by observation (1), and vu must be an edge in G in view of observation (2).
On the other hand, every subgraph F can be determined by a triple T and one of its private neighbours. Let the value of the triple T , Val(T ) denote the number of private neighbours of the triple T , i.e., the number of F subgraphs corresponding to the triple. We thus obtain
clearly holds for every triple T . By the application of the bound Val(T ) ≤ n − 3, one would directly derive E(G) ≤
However, this upper bound on Val(T ) cannot be sharp for every triple: if the value of a triple is much larger than n 2 , then many triples have value less than n 2 . To understand better this situation, take a triple T = {v 1 , v 2 , v 3 }, and denote by N * i the vertices which are connected only to v i from the triple {v 1 , v 2 , v 3 }, for i ∈ {1, 2, 3}.
Proof. Indeed, since every pair of vertices from this class has a common non-neighbour, thus they must be joined in G to avoid a K 3 in G.
Now we define a new graph G = G(F) as follows: we assign a vertex to every triple T ∈ F, and we join T and T if a pair from each span a C 4 in G.
Proof. Without loss of generality, we may suppose that T = {v 1 , v 2 , v 3 }, T ⊃ {u, w}, and
On the other hand, Observation 3.1 implies that each vertex of the private neighbourhood set N * 1 ∪ N * 2 ∪ N * 3 is connected to at least 2 vertices of T , hence Val(T ) ≤ n − Val(T ).
We partition the vertex set of G to vertices with Val(T ) ≥ . We obtain lower and upper bound in this bipartite graph as follows.
Proof. To prove the first bound, observe that every neighbour of
corresponds to a pair of vertices in one of the sets
by Jensen's inequality.
To prove the second bound, observe that if T and T span a C 4 in G and T and T also span a C 4 in G by T having two vertices in N * i , then the pair from T supporting the C 4 must be in V \ i N * i . This in turn implies the assertion by the formula
Proposition 3.2 and 3.3 enables us to improve the upper bound on the average value of the triples Val(T ) ≤ n − 3, and is carried out in the following Lemma.
Lemma 3.4. Suppose that a weighted bipartite graph G(A, B) is given under the set of conditions
holds for the weight function;
where τ ≈ 0.51829 is the unique local extremum of the rational function
We finish the proof by applying Lemma 3.4, and then return to the proof of Lemma 3.4. Equality (3.1) and the bound (3.2) together gives
On the other hand, since |F| =
by the AMQM inequality. Introducing
, we get a quadratic inequality for E(G) in terms of n, which gives the desired bound E(G) < 0.169n 2 + O(n).
Proof of Lemma 3.4. Instead of considering it as an involved convex optimisation problem, the general idea is to obtain a biregular bipartite graph in which the vertices has larger average value and optimise the average in the class of biregular bipartite graphs. The proof is carried out in three main steps.
First take a vertex v 0 of maximal value. We claim that for all of its neighbours v ∈ B, the inequalities corresponding to them in Lemma 3.4 would hold with equalities:
or else the average value could be increased. The claim for (i) is straightforward, while for (ii) suppose that v ∈ N (v 0 ) has smaller degree. Then one could take Without loss of generality we can assume that for each u ∈ A for which |N (v 0 ) ∩ N (u)| = λ u > 0 with a maximum value vertex v 0 , every neighbour v of u is connected to a vertex of maximum value. Consider the following construction. We take m · deg(u) disjoint copies of G for an arbitrarily chosen m ∈ Z + and redistribute the neighbours of the copies of u in such a way that m · λ u copies are each joined to deg(u) distinct vertices from the copies of N (v 0 ) ∩ N (u), and the rest of the copies of u are each joined to deg(u) distinct vertices from the copies of N (u) \ N (v 0 ). Since m can be chosen arbitrarily, this step can be performed at the same time for each such vertex u (as m can be chosen as the least common multiple of all of the corresponding degrees).
In order to maximize the average value of the vertices, we can clearly delete all but one connected components of the graph, and hence we assume that every vertex v ∈ B is connected to a vertex of maximum value. Now let us rewrite the average value as
Observe that the contribution of each vertex v ∈ A to the average is the weighted sum
According to our previous considerations, we may assume that for all v ∈ B, we have
. In order to show that all the vertices of A have the same degree we may compare the corresponding contributions of a vertex v 0 of maximum value and some other vertex u ∈ A which has the second largest value.
Clearly either
.
In both cases once again we can apply the above argument of copying the graph, eliminating a vertices of a certain degree and redistributing its neighbourhood for among new vertices of another fixed degree. This way we eliminate either the vertices of maximum degree or of second maximum degree, while the average value is monotonically increasing. Doing so repeatedly, after a suitable number of steps we end up with a bipartite graph where all vertices v ∈ A have the same degree.
The argument implies that in order to determine the maximum of the average value under the constraints of Lemma 3.4, it is enough to determine the maximum average value in the class of biregular subgraphs as the third step to finish the proof.
To this end, consider the maximum of the function
, n], which is an equivalent reformulation of the problem. Introducing z = w n , we obtain the function
which in turn implies the statement of the theorem.
Proof of Theorem 1.11, lower bound. Take an arbitrary triple T 1 of the weakly spreading system F. Observe that there must exist a triple T 2 sharing a common vertex with T 1 , otherwise their union would violate the weakly spreading property. From now on, the weakly spreading condition guarantees the existence of an ordering of the triples T 1 , T 2 , . . . T m of F, such that
This in turn implies the lower bound. Notice that it is sharp for 5 ≤ n ≤ 10.
Upper bounds -construction for sparse spreading systems
We will construct a spreading triple system F on n = 6p + 3 vertices for every p such that p is an odd prime number, with |E(G(F))| ≈ The set of triples in F are defined as follows:
• black triples:
-between A and B : {a, a j , β j } (for 0 ≤ j ≤ p − 1); and {a i , a 2j−i (mod p) , β j } (for
-between C and A : {c, c j , α j } (for 0 ≤ j ≤ p − 1); and {c i , c 2j−i (mod p) , α j } (for
• brown triples:
-between A and B:
-between B and C:
-between C and A:
• orange triples:
-between A \ {a}, B \ {b} and C \ {c}:
• red triples: {a, α j , b j }, {b, β j , c j } and {c, γ j , a j } (for 0 ≤ j ≤ p − 1)
• blue triples: {a, γ j , c j }, {b, α j , a j } and {c, β j , b j } (for 0 ≤ j ≤ p − 1) Proposition 3.6. The triple system F defined above has the spreading property. The proof relies on some case analysis argument. The main goal is to show that cl(V ) = V ⊂ V (F) for nontrivial subsets. Our tool is the Cauchy-Davenport theorem (see Theorem 2.1), which simplifies the analysis to those cases where apart from the special vertices a, b, c, we have
For the sake of completeness the proof is carried out in the Appendix.
We continue with a construction which shows a linear upper bound on the minimum size of weakly spreading systems. This will be derived from the upper bound of Theorem 1.10 and completes the proof of the upper bound of Theorem 1.11.
Construction 3.7 (Crowning construction).
Consider a linear spreading system F on n vertices and ξ sp (n) = Proposition 3.8. Construction 3.7 provides a weakly spreading system on n + Cn 2 vertices with 1 3 n 2 + 2Cn 2 triples, hence we obtain
Proof. It is easy to verify that any two triples, whose underlying set is denoted by V , determine at least three vertices which are not newly added such that they do not form a triple in F. By the spreading property of F, we get that cl(V ) contains all points besides the new ones. Through the newly formed triples we get that actually every vertex is contained in cl(V ).
Proof of Theorem 1.11, upper bound. Applying Proposition 3.8 with C = 
Related results and open problems
In this section we point out several related areas. First we discuss the connection to the topic of Latin squares, a message of which is that similar structures often provide constructions for the problem in view.
Latin squares
A Latin square of order n is an n × n matrix in which each one of n symbols appears exactly once in every row and in every column. A subsquare of a Latin square is a submatrix of the Latin square which is itself a Latin square. Note that Latin squares of order n and 1-factorizations of complete bipartite graphs K n,n are corresponding objects. We will apply the following theorem due to Maenhaut, Wanless and Webb [18] , who were building on the work of Andersen and Mendelsohn [2] . Theorem 4.1 (Maenhaut, Wanless and Webb, [18] ). Subsquare-free Latin squares exists for every odd order.
Note that for prime order the statement follows from the Cauchy-Davenport theorem. The construction presented below not only gives a simple weakly spreading construction, but it may provide an ingredient to a possible extension of Construction 3.5, where the triangle decomposition of the balanced complete tripartite graph, denoted by the set of orange triples, were obtained by a Cauchy-Davenport argument in the prime order case. Construction 4.2. Take a subsquare-free Latin square of odd order n with row set U , column set V and symbol set W . We assign a triple system T on U ∪ V ∪ W to the Latin square as follows. Let T = {u i , v j , w k } ∈ T if and only if w k is the symbol in position (i, j) in the Latin square.
Proposition 4.3. Construction 4.2 yields that the minimum size of a weakly spreading triple system is at most ζ wsp (n) ≤ n 2 9 for n ≡ 3 (mod 6).
Proof. Observe first that every pair of elements from different classes is contained exactly once in the system T . Thus we have to show that there does not exist a subsystem spanned by U ⊆ U , V ⊆ V and W ⊆ W for which every pair or elements from different classes is contained exactly once in triple of the subsystem. Clearly the existence would only be possible if 1 < |U | = |V | = |W | < n but such a system would be equivalent to a Latin subsquare, a contradiction.
Influence maximization
A social network represented by the graph of relationships and interactions in a group of individuals plays a fundamental role as a medium for the spread of information, ideas, and influence among its members. Models for the processes where some sort of influence or information propagate through a social network have been studied in a number of domains, including sociology, psychology, economy and computer science. The influence of a set of nodes is the (expected) number of active nodes at the end of the propagation process in the model and the influence maximization asks for the set of given size which has the largest influence. In one of the models, called the threshold model (cf. [5] ) there exists a threshold value t(v) for every vertex v ∈ V and in each discrete step a vertex is activated if it has at least t(v) active neighbours. For more details we refer to the recent surveys [3, 12] and to the pioneer papers of Domingos and Richardson [8] and Kempe et. al. [16] .
Mostly in models of social networks one only considers the graph of relationships, however in applications the propagation may depend more on whether an individual is influenced by the majority of the group members of social groups he or she belongs to. In that context, one has to describe the groups as hyperedges of a hypergraph, and in case of linear 3-graphs, the propagation of a vertex set V would clearly influence its closure cl(V ). Hence our results determine bounds on the number of 3-sets needed so that every set of 3 vertices besides the triples themselves, or every pair of triples has maximum influence.
Connectivity, backward and forward 3-graphs
First we recall the concept of k-vertex-connectivity of hypergraphs, which is strongly related to the properties in view, and introduce a new edge-connectivity concept for triple systems. The latter definition implies that if the partition classes U and (V \ U ) are large enough, then triples of type |T ∩ U | = 2 and |T ∩ U | = 1 both should appear. The condition |U | ≥ 4 enables us to apply this concept for linear 3-graphs. We note that the spreading property is stronger than the strong connectivity, while the weakly spreading property is weaker.
Observation 4.5. A Steiner triple system is subsystem-free, that is, spreading if and only if it is strongly connected. Every spreading linear triple system is strongly connected. Every strongly connected 3-graph is weakly spreading.
Notice that the converse is not true for the latter statements. Proposition 4.6. If a linear 3-graph F is not 2-vertex connected then it is not weakly spreading.
Proof. If the 3-graph F is not connected, then the assertion is obvious. Suppose now that there is a vertex v whose removal makes the 3-graph disconnected. This means one can find two triples T , T ∈ F sharing v as a common vertex, with T \ v and T \ v being in distinct connected components after the removal of v. Hence the cl({T, T }) = {T, T }.
Finally, we underline that the weakly spreading property is not a local one, as the condition cl(V ) ⊃ V restricted to every pair of triples, V = V (F ) with |F | = 2 by no means imply weakly spreading. This follows from the construction below. Construction 4.7. Consider the complete graph K n on n vertices n > 3, and add a vertex v ij to every graph edge v i v j . The obtained triple system F (n) = {{v i , v j , v ij }|i = j ≤ n} on n 2 + n vertices with n 2 hyperedges has the property that every pair of triples generate at least one further triple, but their closure will correspond to either F (3) or F (4) .
We finish this subsection by mentioning a connection to directed hypergraphs. A directed hyperedge is an ordered pair, E = (X, Y ), of disjoint subsets of vertices where X is the tail while Y is the head of the hyperedge. Backward, resp. forward 3-graphs are defined as directed 3-uniform hypergraphs with hyperedges having a singleton head, resp. tail, see [14] . These objects have many applications in computer science, operations research, bioinformatics and transport networks. It is easy to see that if one directs each triple of a linear 3-graph in all possible three ways to obtain a backward edge, then the connectivity, described above, of the triple system and the connectivity of the resulting directed hypergraph are equivalent.
Further results and open problems
We also mention the recent related work of Nenadov, Sudakov and Wagner [19] on embedding partial Steiner triple system to a small complete STS, and in general, embedding certain partial substructures to complete structures. In the spreading problem of linear 3-graphs, one may consider the triples of the hypergraph as collinearity prescription for triples of points, and under this condition the aim would be to embed the partial linear space to an affine of projective plane of small order. Here if two triples T, T is incident to the same line, then the points of cl({T, T }) would also be incident.
While our Theorem 1.8 on the expander property was sharp, our results Theorem 1.10 and 1.11 concerning spreading and weakly spreading determined the corresponding parameter only up to a small constant factor. The authors believe that if n is large enough, then neither of the bounds are sharp; however it seems a hard problem to asymptotically determine the exact values, similarly to many other extremal problems in hypergraph theory. We finish our paper with several open problems.
Problem 4.8. Is the asymptotically best upper bound on the minimum size ξ wsp (n) of a linear weakly spreading triple system obtained by the Crowning Construction 3.7 from an optimal construction for ξ sp (n)?
Although the lower bound ξ wsp (n) is tight for n ≤ 10, we conjecture that this might be the case, meaning that (C + o(1))n ≤ ξ wsp (n) for some C > 1. 5 Appendix -Proof of Theorem 3.6
Here we prove that Construction 3.5 has the spreading property, i.e. cl(V ) = V for all nontrivial sets V . Note that the construction corresponds to a triangle decomposition of a graph G which is a perturbation of
The first step is to verify the statement for those sets V which have a large enough intersection with either A ∪ B ∪ C or A ∪ B ∪ C , by the application of the Cauchy-Davenport theorem. In the rest of the proof we point out that no matter how we choose a nontrivial set V of 3 elements {x, y, z}, its closure contains at least 4 elements form either U or A ∪ B ∪ C , coming from more than one classes, thus the application of Observation 5.1 in turn completes the proof.
a1) If the starting elements are not in the same class (A, B or C) then two of them from different classes determine a new element (moreover it cannot be the special vertex) from the third class via an orange triple and now we have 4 elements of the closure in U not from the same class. a2) WLOG we can assume that x = a i , y = a j , z = a k from A \ {a}. By using black and brown triples a i , a j determine some β l ; a i , a k determine some β m (m = l) and β l , β m determine some c s ∈ C \ {c}.
b) |{x, y, z} ∩ {a, b, c}| = 1, WLOG let's assume that z = a: b1) If x, y are in different classes then they determine a new element from the third class via an orange triple thus we have got now 4 elements: a i , a, b j , c k . From a and c k we get γ k due to a blue triple. If j = k then b j and γ k determine some b m through a black triple, and the closure meets U in more than 3 elements. If j = k then i = 0 must hold, therefore b is in the closure from b k and γ k , moreover β 0 also in the closure from a and a 0 . Now b and β 0 determine c 0 and we are done unless i = j = k = 0. In that case one can verify that the closure contains {a 0 , b 0 , c 0 , α 0 , β 0 , γ 0 , a, b, c} and by α 0 and β 0 we get that γ 1 is in the closure via an orange triple hence γ 0 and γ 1 determine a p+1 2 via a brown triple that is the fourth element from U . b2) If x, y are in the same class then a, x and a, y determine different elements of the same class from A ∪ B ∪ C therefore these two elements determine a new element of U hence we trace back to case a).
c) |{x, y, z} ∩ {a, b, c}| = 2, WLOG let's assume that z = a and y = b:
c1) if x = c i ∈ C \ {c} then a and c i determine γ i via a blue triple, then b and γ i determine b i ∈ B \ {b} due to a black triple therefore we trace back to case b1). c2) if x = b i ∈ B \ {b} then b and b i determine γ i via a black triple, then a and γ i determine c i ∈ C \ {c} therefore we trace back to case b1). c3) if x = a i ∈ A \ {a} then b and a i determine α i via a blue triple, then a and α i determine b i ∈ B \ {b} due to a red triple therefore we trace back to case b1).
2. {x, y, z} ⊂ A ∪ B ∪ C :
One can deduce that this case can be discussed precisely the same way as case 1.a).
3. |{x, y, z} ∩ (A ∪ B ∪ C)| = 2:
Assume that {y, z} ⊂ A ∪ B ∪ C and x ∈ A ∪ B ∪ C . a) |{y, z} ∩ {a, b, c}| = 0: a1) If y and z are not in the same class then they determine a new non-special element from the third class. Together with the element from A ∪ B ∪ C one of these elements will form a triple which gives another new element from A ∪ B ∪ C.
Either the closure meets U in more than 3 elements or trace back to case 1.b). a2) WLOG we can assume that z = a i and y = a j . These two elements determine some β k due to a black triple. Now if x = β l then from β k and β l we can get a c m and then apply 1.a1). If x = γ l then at least one of the pairs γ l , a i or γ l , a j can determine a new element γ m and we get a situation like in case 2. If x = α l then α l , β k determine some γ m and we get back the previous case.
b) |{y, z} ∩ {a, b, c}| = 0: WLOG suppose that z = a. Now a together with the element from A ∪ B ∪ C will determine a new element from U hence we trace back to case 1.b) or 1.c).
4. |{x, y, z} ∩ (A ∪ B ∪ C)| = 1: a) If the two elements from A ∪ B ∪ C are in different classes then via an orange triple they determine a new element from the third class and together with the element from A ∪ B ∪ C they can determine at least one new element which is either in A ∪ B ∪ C and we are done or from A ∪ B ∪ C thus trace back to case 3.
b) If the two elements from A ∪ B ∪ C are in the same class then they determine a new element from U and we trace back to case 3.
