Nested loops are one of the most time-consuming parts and the largest sources of parallelism in many scientific applications. In this paper, we address the problem of 3-dimensional tiling and scheduling of three-level perfectly nested loops with dependencies on heterogeneous systems. To exploit the parallelism, we tile and schedule nested loops with dependencies by awareness of computational power of the processing nodes and execute them in pipeline mode. The tile size plays an important role to improve the parallel execution time of nested loops. We develop and evaluate a theoretical model to estimate the parallel execution time of tilled nested loops. Also, we propose a tiling genetic algorithm that used the proposed model to find the nearoptimal tile size, minimizing the parallel execution time of dependence nested loops. We demonstrate the accuracy of theoretical model and effectiveness of the proposed tiling genetic algorithm by several experiments on heterogeneous systems. The 3D tiling reduces the parallel execution time by a factor of 1.2× to 2× over the 2D tiling, while parallelizing 3D heat equation as a benchmark.
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E. Zarei Zefreh, S. Lotfi, L. Mohammad Khanli, J. Karimpour the goals of load balancing are optimization of resource utilization, maximization of throughput and minimization of response time [17, 20] . Processing nodes of heterogeneous systems may have different computational powers that depend on CPU speed, cache size, RAM size etc. So, load balancing is an important concept in heterogeneous systems that guarantees the amount of data and computation of any processing node correspond to their computational power [21] .
• Communication: In a distributed-memory parallel architectures, each processing node has its own memory and nodes communicate together to exchanging data during program execution. Since accessing to the local memory is much faster than the remote memory, the cost of intra-node communication is much less than inter-node communication. Due to network latency of inter-node communication, data should place as close as possible to computation, referred to as the data locality [20, 22, 23, 24] . So, data and computation can be partitioned into blocks and distributed across the processing node to improve data locality and reduce communications during program execution. In order to parallelize perfectly nested loops with dependencies on heterogeneous systems, the loop's iteration space partitioned into a series of small chunks of given tile size, executed one after another in pipeline mode. At the runtime, processing nodes communicate each other to exchange data while executing tiles. The number of inter-node communication (or tiles communication) is corresponding to the inter-tile dependency. Since communication is one of the most important reasons for performance degradation of the parallelized loops with data dependencies on heterogeneous systems, inter-tile dependency should be minimize as much as possible. To overcome communication overhead and improve the pipeline parallelism, we should determine the optimal tile size. The problem of determining the optimal tile size is NP-Hard [25] . There are many approaches that attempt to determine the near-optimal tile size in homogeneous platforms such as analytical, auto-tuning and evolutionary approaches [25, 26] . In heterogeneous platforms, tile size determined by the computational power awareness of the processing nodes [21, 27, 28] . The 3D tiling of the nested loop with dependencies for heterogeneous systems has not been given enough attention so far.
We believe that the use of 3D tiling and scheduling of perfectly nested loops with dependencies and taking into account the characteristics of heterogeneity in heterogeneous systems can enhance the execution time of the scientific applications. For this purpose, we first calculate the computational power of the processing nodes by running 3D benchmarks. Then, with computational power awareness of the processing nodes, we tile and schedule perfectly nested loops with data dependencies. Therefore, loop tiling combined with heterogeneity feature and a pipeline-like execution could help to decrees the execution time and improve efficiency of computation on heterogeneous computing systems.
In this paper, we propose a 3D tiling and scheduling approach for three-level perfectly nested loops with data dependencies on heterogeneous systems using the computational power awareness of the processing nodes. Our idea is to exploit the computational power of the processing nodes of heterogeneous platforms in order to achieve higher computing power for executing nested loops. In addition, we use loop tiling to partition the iteration space into chunks and subchunks with equal and unequal size such that the load balancing between the computational nodes increases and the internode communication is minimized as much as possible. Then, we use pipeline approaches to achieve the maximum degree of potential parallelism and consequently, the improved execution time of programs. We provide a theoretical model to estimate the parallel execution time of nested loop with dependencies and propose a tiling genetic algorithm to determine the near-optimal tile size.
The main contributions of our paper are as follows:
• We propose a 3D tiling and scheduling approach for three-level perfectly nested loops with dependencies on heterogeneous systems. • We develop a theoretical model to estimate the parallel execution time.
• We propose a tiling genetic algorithm to determine the near-optimal tile size. The rest of the paper is organized as follows. Section 2 describes the program model and notation and discusses an overview of related works. Section 3 describes the proposed method. Section 4 is concerned with simulations and experimental results. Finally, Section 5 is conclusions and future works.
Background and related work.
2.1. Program model and notation. An n-nested loop, a nested loop of depth n, is defined as a set of n loops where each loop is contained in its previous loops. If all statements are nested inside the innermost loop, then it is called perfectly nested loop. Each iteration of n-nested loop is represented as J = (j 1 , j 2 , · · · , j n ) ∈ Z n . When a data dependency exists in a nested loop, the result of one loop iteration affects the results of other loop iterations. In fact, dependencies impose precedence constraints in the execution order of loops iterations [29] . In an n-nested loop, data dependencies are denoted by a distance dependence vector. Suppose that the matrix D = [d ij ] n×m shows the m dependency vectors of the n-nested loop. Intra-iteration dependence occurs in the same iteration between the statements of nested loop while inter-iteration dependence occurs in different iterations [30] . Figure 2 .1(a) illustrates a three-level perfectly nested loop and its iteration space denoted by Figure 2 .1 (b), (c) and (d) illustrate the iteration space, the intra-iteration and inter-iteration dependencies and the dependency matrix for the following nested loop. Nested loops categories in parallel and dependence loops. If there are no inter-iteration dependence among their loops iterations, the nested loop is called a parallel loop otherwise the nested loop is called a dependence loop [21, 31] .
One of the most important of loop optimization techniques is loop tiling that could improve data locality and expose parallelism. Loop tiling decomposes an n-nested loop into a 2n-nested loop where the outer n loops move between tiles and the inner n loops traverse iteration within a tile. Suppose that the H ∈ Q n×n be the tiling matrix that each row is a normal vector and shows the edges of the tile. V comp expresses the number of iterations within a tile and V comm expresses the number of iterations that need to send data to the neighboring tiles (the number of dependences exit from the tile). V comp and V comm are calculated by the following formulas [25, 27, 32] : Pipeline parallelism can improve the efficiency of the nested loop with dependencies. In pipeline parallelism, each node performs its tasks, then passes its set of data along to the next node and receives the next set of data from the previous node [17] . In distributed-memory parallel systems, communication and synchronization overhead between the nodes are the important reasons of the performance degradation when running dependence loops. So, we use coarse-grain pipeline parallelism to balance trade-offs between parallelization, communication and synchronization overhead [20, 33] .
Related work.
There are a lot of research efforts on determining the optimal partitioning (tiling) of nested loops without dependencies on heterogeneous systems ( [34, 35, 36] and references therein). However, there are a few research efforts targeting tiling problem for nested loops with dependencies on heterogeneous systems. Most of these works are bounded into 2D tiling.
Boulet et al. [37, 38] used loop tiling on heterogeneous systems for the first time. Iteration space is divided into tiles with same size and assigned column blocks with more tiles to the faster node. Then nodes execute the tiles in a row-wise order within each block to minimize latency between starting of blocks. The authors target fully permutable 2-nested loops with horizontal and vertical dependencies.
Chen and Xue [27] proposed the 2D partitioning and scheduling loops for a network of heterogeneous workstations (NOWs). As shown in Fig. 2 .2, to consider heterogeneously of NOWs, the iteration space is partitioned into 2D tiles of the same shape and different sizes according to computational powers of theirs workstations. The same colored tiles can be executed simultaneously. The authors consider the doubly nested loop or two adjacent loops of nested loop with constant data dependency.
Ciorba et al. [31, 39] proposed enhancing self-scheduling algorithm for loops with dependencies on heterogeneous systems. The self-scheduling algorithms such as chunk self-scheduling, guided self-scheduling, trapezoid self-scheduling and factoring self-scheduling are dynamic scheduling algorithms that are used to schedule nested [27] loops without dependencies on homogeneous systems. They enhance self-scheduling algorithm to handle nested loops with dependencies by inserting synchronization points to enable inter-node communication. They also consider a weighted mechanism for self-scheduling algorithms to improve the performance and make them suitable for heterogeneous systems. Therefore, the iteration space is divided into chunks according to the computational power of nodes.
Andronikos et al. [21, 33, 40] claimed that the problem of finding the optimal partitioning of nested loops with dependencies for heterogeneous systems has not been given enough attention. Therefore, they proposed a theoretical model to estimate parallel execution time as a function of the synchronization frequency for nested loops with dependencies on heterogeneous systems. As shown in Fig. 2 .3, the iteration space partitioned into chunks along chunk/scheduling dimension based on the computational powers of nodes using self-scheduling schema. The chunks are divided into subchunks along synchronization dimension by inserting synchronization points. They find the optimal subchunk size based on the theoretical model. This paper targets n-nested loops (n >= 2) with dependencies where the outer loop is considered as synchronization dimension and another loop as scheduling dimension. Figure 2 .4 shows how to use this method for three-level nested loop with dependencies on homogeneous and heterogeneous systems. In this case, the u c -dimension partitioned into chunks corresponding to the computational power of the processing nodes, the u s1 -dimension partitioned into subchunks and the u s2 -dimension executed as serial. Then subchunks are executed in a wavefront fashion to exploit the potential parallelism.
As mentioned above, these works are generally focused on 2D tiling of the nested loop with dependencies on heterogeneous systems. The 3D tiling of the nested loop with dependencies for heterogeneous systems has not been given enough attention so far. In this paper, we address this issue.
3. Proposed methods. In this section, we propose an approach to 3D tiling and scheduling of three-level perfectly nested loops with dependencies on heterogeneous systems. In the paper, we use the notation in [21, 33] , indicated in Table 3 .1. Algorithm 1 outlines the main steps of proposed method. 
Parameter
Description P
The number of processing nodes p i
The i th processing node
The upper bound of u s1 dimension U s2
The upper bound of u s2 dimension vp i
The computational power of i th processing node V i
The size of chunk i in the u c dimension h 1 and h 2
The size of tile in the u s1 and u s2 dimensions c pi
The execution cost per iteration of i th processing node t pi
The computation time of a tile in node i c d
The start-up latency cost c c
The transfer cost per unit of data t s
The send time of message between a pair of nodes t r
The receive time of message between a pair of nodes Algorithm1: 3D tiling and scheduling Input: 
Formulate the problem of finding the optimal tiling as follows (Eq. 3.5): Suppose, there exists P processing nodes p 1 , p 2 , · · ·, p P of the computational powers vp 1 , vp 2 , · · ·, vp P in the heterogeneous system such that ∑ P i=1 vp i = 1 and vp 1 ≥ vp 2 ≥ · · · ≥ vp P . In this paper, we consider the threelevel perfectly nested loops with uniform dependencies in three dimensions. We partition the iteration space into chunks along one dimension by using self-scheduling algorithms. This dimension is called the scheduling dimension and is denoted by u c . Let V i be the size of the chunk i in the u c dimension assigned to i th processing node of the heterogeneous system. It should be noted that the size of each chucks is corresponding to the computational power of the processing nodes. If the distributed system has homogeneous nodes, then the sizes of chunks are equal (see Fig. 3.1(b) ), otherwise the sizes of chunks are unequal (see Fig. 3.2(b) ). The two other dimensions are denoted by u s1 and u s2 consider as synchronization dimensions. Each chunk is partitioned into subchunks with setting synchronization points along u s1 and u s2 dimensions (see Fig. 3 .1(c) and Fig. 3.2(c) ). Each of 3D boxes of points in the iteration space is considered as a tile.
In the execution flow, the tile first receives the needed data from other tiles, then does computation and finally sends data to other tiles that needed it. Due to the presence of dependencies, no nodes can start the execution at the same time and we should consider a precedence order. Notice that according to the partitioning of the iteration space, dependencies (0, 1, 0) T and (0, 0, 1) T occur in each node and the dependency (1, 0, 0) T occurs between two neighboring nodes. As shown in Fig. 3.1(d) , node 1 runs tile (1,1,1) and then sends necessary data to tile (2,1,1) that schedule on node 2. Then node 1 and node 2 simultaneously run tiles (1,1,2) and (2,1,1) respectively, as shown in Fig. 3 .1(e). After that node 1, node 2 and node 3 simultaneously runs tiles (1,1,3), (2,1,2) and (3,1,1) respectively, as shown in Fig. 3 .1(f). This process continues until the node 3 runs tile (3,2,3). Actually, the tiles establish a communication and synchronization mechanism between the processing nodes.
Idle time is an important factor that affects the execution time in the tiled loop. At any time during the execution of the tiled nested loops, some nodes are active and some are idle. Idle time represents the time when the node is in idle mode during the execution of the tiled iteration space. The idle time can arise due to two reasons: (1) because of the presence of dependence, a node may have to wait for the necessary data from other nodes; (2) some nodes may have completed their works and are waiting for the last node to finish its work [41] . In homogeneous platforms, the size of tiles is the same, so choosing the shape of tiles is very important to reduce the idle time in the parallel execution. However, in heterogeneous platforms, both size and shape of the tiles have significant effect to reduce the idle time. Load balancing can reduce the idle time and guarantee that the amount of workloads of any processing node corresponds to its computational power. Therefore, in heterogeneous platforms, we use tiles with the same shape and different sizes such that nodes complete the execution of their tiles at the same time. Figure 3 .2 shows the heterogeneous tiling for a heterogeneous platform with normalized computational powers V P = {0.5, 0.33, 0.17}.
To estimate the parallel execution time of nested loops with dependencies on heterogeneous systems, we need a communication and computation cost model. We use the notations in [21] and extend them.
3.1. Computation cost model. The computation time of a tile in node i is defined as a function of the number of iterations within a tile, V comp (H), multiplied by the execution cost per iteration, c pi . We can calculate it as follows:
3.2. Communication cost model. We consider heterogeneous computing systems of P processing nodes p 1 , p 2 , · · ·, p P that is connected with homogeneous communication links. In this work, we use the one-port model as the communication cost model to quantify the communication overhead between the processing nodes.
In one-port model, a node can either send or receive a message at each time step and distinct node pairs communicate simultaneously. There are two different costs to transfer a message from one node to another: (1) the start-up latency cost between a pair of nodes, c d ; (2) the transfer cost per unit of data between a pair of nodes, c c [17, 21] . We suppose that the send (t s ) and receive (t r ) times of a message between each pairs of nodes are equal since the number of message elements are the same in the process of sending and receiving. The communication time of a tile is defined as a function of the start-up latency cost and the number of iterations that need to send data to the neighboring tiles and the transfer cost per unit of data as follows:
3.3. The proposed theoretical model. In this paper, we consider parallelizing the three-level perfectly nested loops with dependencies in three dimensions on heterogeneous computing systems. We tile and schedule these loops with the computational power awareness of the processing nodes and execute them in pipeline mode. To estimate the parallel execution time of nested loops, we build a theoretical model as a function of tile sizes.
As shown in Figs. 3.1 and 3.2, we partition the iteration space of nested loop into 3D tiles. Let V i be the size of one side of the tile (i, j, k) along the u c dimension assigned to i th processing node. To satisfy load balancing, we calculate V i as a function of the computational power of processing node by V i = U c × vp i . Suppose that h 1 and h 2 are the size of other sides of the tile along the synchronization dimensions u s1 and u s2 . h 1 and h 2 are the same for all tiles. So, the computation time of a tile in node i is calculated by t pi = V i h 1 h 2 c pi and the communication time of a tile in node i is calculated by t s = t r = c d + h 1 h 2 c c because only dependency (1, 0, 0) T occurs between two neighboring nodes. Figure 3 .3 shows the parallel execution flow of tiled nested loops on homogeneous and heterogeneous platforms for Figs. 3.1 and 3.2. In the following, we consider the parallel execution flow and construct a formula to estimate the parallel execution time. Here, we use the master-worker model. The processing nodes (or workers) send a request message for assigning the work to the master. Master, that has all the information about the nodes, receives the requests, calculates the chunk sizes and assigns them to the processing nodes. The duration between sending a request and assigning a chunk to nodes is considered as the work assignment time and is denoted by T wa . The nodes are responsible for executing the assigned chunk. Node 1 starts the execution of the tile (1, 1, 1) . Due to the presence of dependence, node 2 should be expected to receive data from node 1. This is the idle time and is shown by white strip in Fig. 3.3 . Node 1 completes the execution of the tile (1, 1, 1) , sends the necessary data to node 2 and starts the execution of tile (1, 1, 2). Node 2 after receiving the necessary data from node 1 executes tile (2, 1, 1) and sends the necessary data to node 3. Node 3 is the last node and does not need to send data. Node 3 should be expected to receive data from node 2, so there is an idle time between the operations of execution and receiving. Suppose that the theoretical parallel time, T P (h 1 , h 2 ), is the parallel execution time of the last tile that is carry out by node P . All nodes have to receive, compute and send except for the first and last nodes. Node 1 only computes and sends data. So, the time required to compute each tile in node 1 and send the necessary data to node 2 is t p1 + t s . The time needed to receive data, compute and send data of the first tile in node 2, 3, · · · , P − 1 is ∑ P −1 i=2 (t r + t pi + t s ). The last node, node P , only receives data and computes. So, the time needed to receive the necessary data from node P − 1 and compute all tiles in node P is Us 1 Us 2 h1h2 (t r + t pP ). Node P also spent ( Us 1 Us 2 h1h2 − 1)t idle idle time for receiving data from node P − 1. t idle approximately equals to t s . Therefore, the total parallel execution time is
Since the processing nodes of homogeneous computing systems have the same computational power, V i and c pi are the equivalent for all nodes. In the heterogeneous computing systems, processing nodes have different computational power. Therefore, the execution costs per iteration c pi of nodes are different. According to load balancing, the best state is when all nodes execute their assigned tiles at the same time, in the other words t p1 = t p2 = · · · = t pi = · · · = t pP . It is noticed that a perfect load balancing is not always possible. In this case, we want that all nodes execute their tiles at approximately the same time as much as possible t p1 ∼ = t p2 ∼ = · · · ∼ = tp i ∼ = · · · ∼ = t pP . When running multiple tiles in parallel, maybe a node, which finishes the execution of its tile, has to wait for the other one to complete its execution before they could exchange data. To control the situation in heterogeneous systems, we consider t p = max (t p1 , t p2 , . . . , t pi , . . . , t pP ). Therefore, we have
h 1 and h 2 require fine-tuning so that nodes can start their computation as soon as possible and achieve minimum parallel execution time. We also consider two constrains:
1. If we want to improve data locality in each node, then data items should stay in the cache between successive uses. In order to get a good performance, tile sizes are better to fit in the cache of nodes. 2. Since the sides of the tile are positive integer, we need integer solutions for h 1 and h 2 . Considering these observations, we have a nonlinear pure integer-programming problem (NLIP) as follow:
Nonlinear integer programming problems are NP-complete. These problems can solve using nonlinear integer programming solvers or evolutionary approaches. In this paper, we use the NOMAD (Nonlinear Optimization using the MADS Algorithm) [42] as a nonlinear integer programming solver and proposed an evolutionary approach based on the genetic algorithm to find a near-optimal solution that minimize T P (h 1 , h 2 ).
3.4. The proposed tiling genetic algorithm. In this section, we use Genetic Algorithm (GA) to solve the nonlinear integer-programming problem, Eq. 3.5, derived from the 3D tiling of nested loops with dependencies on heterogeneous systems.
The GA is a population-based heuristic search that follows an iterative process toward better solutions. The GA begins with an initial random population of the problem solution, called chromosomes. In each iteration, the fitness of every chromosome in the population is evaluated by using objective function. The fitter chromosomes are stochastically selected and then evolutionary operators such as crossover and mutation are used to generate new population. The GA is terminated for a maximum number of generations [25, 43] .
Problem encoding. Each problem solution is represented by a chromosome. Here, chromosome is specified as a pair of integer number ⟨h 1 ,
Initial population. We use a random integer number generator to create the initial population of chromosomes. To generate a chromosome, the h 1 and h 2 are defined randomly by using formulas h 1 = Round (1 + U s1 × Rand()) and h 2 = Round (1 + U s2 × Rand()) where U s1 and U s2 are the upper bound of h 1 and h 2 , respectively. The function Rand() returns standard uniform distribution on the interval (0, 1) and the function Round(x) returns rounding of the elements of x to the nearest integer. So, h i = Round(1 + U si × Rand()) generates integer values from the uniform distribution on the interval [1, U si ] for i = 1, 2.
Fitness function. The main objective is to find integer values h 1 and h 2 such that the parallel execution time T P (h 1 , h 2 ) of the heterogeneous system with P processing nodes is minimized. In addition, we have a constraint to fit the tiles into the cache memory of the processing nodes of the heterogeneous system. When the requiring space for the iteration points within tiles is not exceed the cache size of the processing nodes, the tiles are feasible (on the other hand, the chromosomes are feasible). According to Eq. 3.6, we consider the objective function as a summation of two positive numbers, the parallel execution time and the penalty value computed for the chromosomes. We use a constant value for penalty which is zero for feasible chromosomes and c > 0 for an infeasible one.
We assign a fitness value to each chromosome in the population, calculated by Eq. 3.7. The better chromosome, the bigger fitness value.
Selection, crossover and mutation operators. After assigning the fitness value to each chromosome in the current population, the roulette wheel selection method is used to choose a couple of parent chromosomes for the crossing over operation. The bigger the fitness value of chromosomes are, the more chances to be chosen they have. Crossover and mutation are two important genetic operators. Crossover is an exploitation operator that is used to create new population by combining a couple of parent chromosomes. Mutation is an exploration operator that is used to maintain diversity in the new population [43] . Here, the crossover operator is applied to the selected parent chromosomes using an arithmetic crossover. The crossover operator is done with the combined probability, P Crossover , as follows:
After applying the crossover operator, the mutation operator with the probability, P M utation , is applied to newly generated chromosomes. It replaced the value of the chosen chromosomes, ⟨h 1 , h 2 ⟩, with integer values from the uniform distribution between the upper and lower bounds of h 1 and h 2 .
Replacement Scheme. After generating the new population using selection, crossover and mutation operations, the GA replaces the current population with the new one. We use elitism in the replacement scheme. If the fittest chromosome in the current population is better than the fittest chromosome in the new population, then it is moved to the next population directly. Elitism is important since it allows preserving the fittest chromosome over the time.
Experiments and results.
In this section, our simulation and experimental results are presented. We evaluate the performance of the proposed theoretical model and tiling genetic algorithm by using the 3D heat equation, three-level perfectly nested loops with dependencies, as a benchmark. Table 4 .1 shows the specifications of nine classes of processing nodes used in experiments. They are multi-core processors. A 100 Mbits/s fast Ethernet network is used to interconnect processing nodes. The benchmark is implemented in C using OpenMP for intra-node communication and MPI for inter-node communication. We use hierarchical tiling to exploit the computational power of all cores in multi-core nodes. For this purpose, we first partition the iteration space of nested loops with dependencies into chunks and assign each chunk to each node. Due to the dependence, each assigned chunk is partitioned to subchunks and run in pipeline mode to achieve the maximum degree of parallelism between nodes of a heterogeneous system. In multi-core node, the subchunk is tiled again and assign to their cores. Figures 4.1(a) and (b) show the pseudo code of a subchunk of size n i × n j × n k of the 3D heat equation and the wavefront-parallel 3D heat equation for a subchunk of size n i × n j × n k , respectively [44] .
We execute the 3D heat equation on each node several times, measure the average execution time and calculate the computational power of the processing nodes. These values, which are used as weights that scale the size of each chunks assigned to each processing node, are normalized and showed in the last row of Table 4 .1.
Simulations and experimental results are presented for one homogeneous and several heterogeneous computing systems to evaluate the performance of the proposed theoretical model for estimating the parallel execution time and the tiling genetic algorithm for finding the near-optimal tiling. Table 4 .2 describes the specification of experiments.
All nodes of computing systems connected together with homogeneous communication links. An MPI program in C used to exchange data with different sizes between every pair of processing nodes. We measured the average time to send and receive messages. The estimated value of the start-up latency, c d , and the transfer cost per unit of data, c c , between each pairs of nodes are 300e-06 and 0.80e-06, respectively.
We approximate the execution cost per iteration of each node as a function of tile size (namely, the constant value V i and variable integer values h 1 and h 2 ) to consider processor heterogeneity, the heterogeneity in memory structure, and the effect of paging [45] . To do so, we run the benchmark for several integer values h 1 and h 2 , then the execution cost for all integer values of 1 ≤ h 1 ≤ U s1 and 1 ≤ h 2 ≤ U s2 was predicted using bilinear interpolation methods. The execution time of each tile is measured once and is used several times in practice. So, the cost of calculating the execution time of each tile will be amortized on the total execution time. Since intra-node communication cost is negligible compared to inter-node communication cost, we did not directly consider intra-node communication cost in Eq. 3.4. In fact, intra-node communication cost indirectly have regarded in c pi parameter.
4.1.
Evaluation of the theoretical model. In this section, we evaluate the proposed theoretical model for estimating the parallel execution time and genetic tiling algorithm for finding near-optimal tiling. In experiment 1, we consider a homogeneous computing system consists of eight same processing nodes of type 1 as mentioned in Table 4 .2. First, the computational powers of these nodes are normalized such that the summation of them equals one. The size of the iteration space is U c ×U s1 ×U s2 = 1024×1024×1024. The size of the assigned Figure 4 .2 shows the parallel execution time for various tile sizes (the V i , h 1 and h 2 ). By searching the entire space of solutions of h 1 and h 2 , the optimal value of ⟨h 1 , h 2 ⟩ are ⟨128, 16⟩. As theoretically expected, when the tile sizes fit into the cache of nodes, the cache utilization and data locality maximize and it would lead to improvement in the parallel execution time.
It is to be noted that searching the entire solution space of tile sizes can be very time consuming, especially in the large solution space. So, we use proposed tiling genetic algorithm and the nonlinear integer programming solver, NOMAD, to find the near-optimal value of h 1 and h 2 from the theoretical model, Eq. 3.5. Table 4 indicate that the reliability of the proposed tiling genetic algorithm to find the near-optimal value of h 1 and h 2 is better than NOMAD algorithm. On the other hand, the accuracy of value ⟨h 1 , h 2 ⟩ of the tiling genetic algorithm and NOMAD is achieved by the error less than 0.0055 and 0.0248 in 30 runs, respectively.
Comparison of 3D and 2D
Tiling. As mentioned in the related work, the proposed methods in [21, 33, 40] could find the near-optimal partitioning of 3-nested loop with dependencies for homogeneous/heterogeneous computing systems. It targets two loops of the nested loop and considers the outer loop as synchronization dimension and another loop as scheduling dimension. We refer to this work as the 2D tiling. In the following, we compare the proposed 3D tiling with the 2D tiling for the 3-nested loop with dependencies on homogeneous/heterogeneous computing systems. We find the near-optimal 3D tiling and 2D tiling for one homogeneous and several heterogeneous computing systems. Table 4 .4 shows the near-optimal tile sizes of 2D and 3D tiling with/without considering heterogeneity feature and In experiment 4, the heterogeneous computing system consists of 12 processing nodes of three types 1, 4 and 7 as mentioned in Table 4 .2. In this case, the 3D tiling can achieve 1.89× and 2.08× speedup of execution time compared to the 2D tiling without and with considering heterogeneity feature, respectively.
In experiment 5, the heterogeneous computing system consists of nine nodes of fully different computational powers as mentioned in Table 4 .2. In this case, the 3D tiling can achieve 1.43× and 1.76× speedup of execution time compared to the 2D tiling without and with considering heterogeneity feature, respectively.
The heterogeneity is an important feature in parallel and distributed computing systems but considering fully heterogeneity in practice is very difficult. Therefore, we partition nodes of experiment 5 into two or three groups of almost similar performance in terms of their computational power and consider the weakest node in each group as the representative. Table 4 .7 show the results of the grouping that was done with fastclus procedure on SAS software. The weakest node in each group is bold. The parallel execution times in experiment 6 and 7 are very close to experiment 5.
According to the experimental results, the parallel execution time of the 2D tiling and 3D tiling with considering heterogeneity feature is less than the 2D tiling and 3D tiling without considering heterogeneity feature. Therefore, loop tiling combined with the heterogeneity feature could help to improve the efficiency of computation on heterogeneous systems. Overall, the results show the minimum parallel execution time for the 3D tiling with considering heterogeneity feature in all experiments.
As already mentioned, Fig. 4.3 shows the cost to implement the obtained solution for 2D and 3D tiling. The proposed genetic tiling algorithm takes, on average, less than one second to find a solution. Therefore, the cost to obtain the solution for 3D tiling using the genetic algorithm is higher than 2D tiling, because it involves the cost of the evolutionary process. However, the results presented in Fig. 4.3 shows that the 3D tiling might lead to a more parsimonious solution in terms of implementation cost.
5.
Conclusions and future work. This paper addresses the problem of 3D tiling and scheduling when parallelizing three-level perfectly nested loop with dependencies on heterogeneous systems. The tile size plays an important role to improve the parallel execution time of nested loops. Searching the entire feasible solution space of tile size can be very time consuming, especially in cases where the solution space is large. We build a theoretical model to estimate the parallel execution time with the computational power awareness of the nodes of computing systems. We use the proposed tiling genetic algorithm and nonlinear integer programming solvers, NOMAD, to find the near-optimal value of tile size from the theoretical model. Experiment results by 3D heat equation on heterogeneous systems show the accuracy and efficiency of the proposed theoretical model and the tiling genetic algorithm in estimating the parallel execution time and finding the near-optimal 3D tiling. Furthermore, we show that the 3D tiling combined with heterogeneity feature and a pipeline-like execution could exploit the potential parallelism and improve the parallel execution time of perfectly nested loop with dependencies on heterogeneous systems.
The plans for future work include: (i) extend the 3D tiling algorithm for the imperfectly nested loops with dependencies on heterogeneous computing systems; and (ii) extend the 3D tiling algorithm to handle partially connected network.
