is an open access repository that collects the work of Arts et Métiers ParisTech researchers and makes it freely available over the web where possible. It consists of an optical cavity cooled by a hydraulic system. The system is designed to provide 1 µm wavelength power laser measurements with uncertainty less than 1% at 2 kW and traceability to the International System of Units (SI). In this paper, the accuracy of RLCYC 75 measurements is studied. More precisely, three points are detailed: instrumentation uncertainty estimation, equivalence between optical and electrical supply and light absorption. To this end, electrical calibration campaigns and power laser measurement campaigns are conducted. Moreover, thermal and optical models are developed. Results show that RLCYC 75 design and instrumentation are efficient enough to reach the goal of relative uncertainty of about 1% at 2 kW. RLCYC 75 will become the 2 kW laser power primary standard for LMJ applications.
Introduction
The Laser MegaJoule (LMJ) facility at Commissariatà l'Energie Atomique et aux Energies Alternatives (CEA) near Bordeaux (France) is designed to achieve fusion ignition of a deuterium-tritium target. It will contain 176 squareshaped laser beams having a section of 400 × 400 mm 2 . The wavelength during the amplification process is 1053 nm (1ω). The amplified 1ω beams are frequency converted to 351 nm (3ω) before reaching the target. The energy transported by a beam is close to 10 kJ and the pulse duration is close to 3 ns. A detailed description of the LMJ facility can be found in [1] [2] [3] . The laser pulse energy measurement is a key point in LMJ applications. In fact, the absolute uncertainty on the total energy measurement has to be less than 2%. To calibrate the laser energy diagnostics of LMJ, a 2 kW continuous wave (cw) laser power standard at 1 µm wavelength is required to relate the energy measurement to the International System of Units (SI) with an uncertainty of less than 1%. 4 Authors to whom any correspondence should be addressed.
Many national metrology institutes have developed traceability chains to perform absolute laser power measurements. The first element of the chain is a calorimeter used as the primary standard. Since optical power is usually linked to the SI units through an electrical standard, these calorimeters are calibrated against a primary electrical standard. Brandt et al report the whole traceability chain used for laser power standard at Physikalisch Technische Bundesantalt (PTB, Germany) in [4] . The primary standard used at PTB is a cryogenic calorimeter designed for 1 mW laser power measurement. The uncertainty due to the primary standard calorimeter is very low (0.01%); nonetheless, the traceability chain leads to an important enhancement on uncertainty for 120 W power measurements (0.4%).
Li et al report a comparison of high laser power measurements between PTB and the National Institute of Standards and Technology (NIST, USA) (see [5] ). The relative discrepancy in the measurements is 0.5%. In order to perform accurate high laser power (120 W at 1 µm) measurements, the NIST uses laser traceability chains involving different types of calorimeters and calibrated beam splitters. The primary standard used at the NIST is a K-series calorimeter providing 60 W measurement at 1 µm. In [6] , the authors deal with nonlinearity sources of high-power laser detectors, which enhance the uncertainty of the traceability chain. The authors review the non-linearity sources inherent to thermal detectors: radiation losses and non-linear behaviour of temperature sensors. The uncertainty of the NIST high-power laser detector calibration including non-linearity is found to be 1.3%. A review of the high-power laser measurement standards at the NIST is presented in [7] .
Since a traceability chain from 50 W to 2 kW would lead to an important uncertainty, it is chosen to develop a 2 kW electrically calibrated primary standard calorimeter for calibration of LMJ diagnostics. In this configuration, the traceability chain is reduced to the simplest form: it just involves the calibration of laser power measurement against an electrical standard. Our 2 kW electrically calibrated laser calorimeter is called RLCYC 75. It is designed and manufactured by Laser Métrologie ® . The RLCYC 75 principle is inspired by the calorimeters developed at the Laboratoire National d'Essais (LNE, France) for the EuroLaser EU194 program in 1988 (see [8] ). It consists of an optical cavity cooled by a hydraulic system. In this paper, the purpose is to quantify the absolute uncertainty of RLCYC 75 measurements.
Concerning electrically calibrated calorimeter measurements, two kinds of uncertainty contributors must be distinguished (see [9, 10] ).
-Some uncertainty sources are linked to the instrumentation: uncertainty on electrical power dissipated, temperature probes, etc. -Some others are connected to the calorimeter design:
light absorption or thermal non-equivalence (difference in temperature response between optically delivered power and electrically delivered power).
Thus, to improve measurement accuracy, calorimeters have to be designed in order to reduce the thermal non-equivalence and to enhance the light absorption. This point has been the aim of many works over the last 30 years (see [11] [12] [13] [14] ). To illustrate this point, it is noteworthy that the main interest of using a cryogenic calorimeter as the primary standard is the thermal equivalence at a low laser power (about 1 mW) (see [15] [16] [17] ). Generally, thermal non-equivalence is estimated by modelling the thermal behaviour of the calorimeter (see [18, 19] ). Therefore, to quantify the uncertainty of RLCYC 75, not only should the performances of the instrumentation be validated, but also the calorimeter design.
To this end, experimental campaigns have been conducted to study the statistical uncertainties linked to the instrumentation. Moreover, numerical tools have been developed.
-Light absorption is modelled using a Monte Carlo type ray-tracing model. -A 3D thermal model is implemented to quantify the thermal equivalence between optical and electrical supply.
This paper is organized as follows. In the second section, the RLCYC 75 measurement principle is presented. The uncertainty due to the measurement procedure is examined in section 3 (uncertainty due to the primary electrical standard and due to instrumentation). In section 4, the uncertainty linked to electrical losses is studied. Section 5 deals with the uncertainty due to incomplete electrical and light absorption. Section 6 is about thermal non-equivalence estimation. In section 7, the global uncertainty on absolute laser power measurements is discussed.
RLCYC 75 calorimeter

Presentation
A schematic of the RLCYC 75 calorimeter is presented in figure 1 . It consists of a copper cylindro-inner-cone cavity cooled by an internal heat exchanger (water jacket). The aperture of the cavity is 75 mm. The surface of the cavity is painted with a carbon-absorbing coating. The cavity is designed for divergent square-shaped laser beam absorption (which is an important point for calibration of LMJ diagnostics). In order to increase its performance, the hydraulic cooling system consists of an optimized squareshaped exchanger (section 6 × 8 mm 2 ). The total length of the heat exchanger is 4.8 m.
To perform a laser power measurement, two measurements are required: the flow rate (q) and the water temperature increase along its path in the calorimeter ( T ). The power absorbed by the calorimeter (P ) is thus estimated using the equation
where C e is the calibration coefficient; it is close to the water thermal capacity at constant volume. To perform laser power measurements traceably to SI units, electrical calibrations must be achieved. To this end, an electrical heater is installed within the calorimeter. It is a 6 m long bifilar element sheathed with ICONEL 600 (resistance 40 ). Electrical link is made through cold extremities. It is manufactured by THERMOCOAX ® . The electrical heater is housed in the grooves situated on the outer surface of the cylinder. Thus, C e is estimated during electrical calibration with the equation
with P e the electrical primary standard. The instrumentation and the hydraulic system for RLCYC 75 measurements are shown in figure 2 and detailed in the following.
Hydraulic system
The hydraulic system consists of a chiller paired with a thermal buffer. The temperature of the water from the chiller is regulated at ±0.1
• C, using injection of hot gases. The thermal tank volume is 120 l. To reach the required performance, a heat buffer is employed within the hydraulic system. It is a heat exchanger consisting of a 200 m long copper tube located in a 400 l water tank at ambient temperature (20 • C). The maximum flow rate accessible with this configuration is close to 6.7 l min −1 . An extended discussion on the hydraulic system performances is presented below (section 3.3.1).
Instrumentation
The water temperature elevation ( T ) is measured using two temperature probes (four wires, class A PT100) paired in a Wheatstone bridge. An additional probe is used to measure the absolute temperature of the water at the entrance of the calorimeter (T IN ). The flow rate measurement is made using a calibrated magnetic induction TZN 20-05 turbine. It provides a sinusoidal electrical signal with frequency directly proportional to the flow rate (30 Hz for 1 l min −1 ). The absolute uncertainty on the turbine measurement (including non-linearity) is better than 0.2% in the range 2 l min −1 to 8 l min −1 . The electrical power is deduced from voltage (U m1 ) and current measurements across the electrical heater. To perform an accurate current measurement, the voltage (U m2 ) across a 10 m (±0.01%) reference calibrated resistor (R sh ) is measured. The reference resistor derivative over one year is less than ±0.001% and its temperature dependence is less than 10 ppm
• C −1 .
Voltage measurements are accomplished using two calibrated 8808A Fluke voltmeters.
Traceability to the International System of Units
Laser power measurements are referenced to SI units by electrical calibrations. To quantify the uncertainties due to the traceability chain, the power balance is considered. During electrical calibration, a known input power (P e , electrical primary standard) is dissipated in the electrical heater. Simultaneously, the temperature rise and the flow rate are measured. Because of electrical losses, a fraction of the whole electrical power measured is dissipated out of the calorimeter. Let L e be the fraction of electrical power dissipated within the calorimeter. Because of the thermal losses, a fraction of this power is dissipated into the environment, and thus is not measured by the instruments. The fraction of the electrical power transmitted to the water cooling system is called D e . Thus, the power balance during electrical calibration is written as
with (q T ) e the flow rate and temperature rise measured during the electrical calibration and C v the water thermal capacity at constant volume. During laser power measurements, the fraction of power absorbed within the optical cavity of the calorimeter is called L o (the other part is called the optical losses). As in electrical mode, a fraction of this power is not transmitted to the water cooling system and, thus, is not measured by the instruments. The fraction of power absorbed by the calorimeter and transmitted to the water cooling system is called D o . With these considerations, the laser power is written as By considering that C v is independent of the water temperature (this assumption is discussed in section 3.2) it can be written that
with (q T ) o the flow rate and temperature rise measured during the laser power measurement, and d = D e /D o the ratio of thermal losses. By combining equations (3) and (6) we obtain
Equation (7) is the product of three terms. The first one is composed of the measurements performed during electrical calibration. The second one is the uncertainty linked to the design of the calorimeter (it involves thermal nonequivalence, electrical and optical losses). The third one is the measurements during optical calibration. To sum up, equation (7) comes from equations (1) and (2) with a term taking the uncertainty contributors linked to the calorimeter design into account. Figure 3 shows an example of the time-dependent temperature rise profile. The temperature difference increases slowly during the settling time (transient). When T remains constant over time, a steady state is reached (generally after 120 s). All the measured quantities for electrical calibrations or laser power measurements are means over 60 s in the steady state. Since the water thermal capacity is well known (see [20] ), the theoretical temperature rise for different values of flow rate and power can be computed (see figure 4) . Results show that the value of the flow rate strongly impacts the temperature rise. For example, when 2 kW is supplied within the calorimeter, the temperature rise is close to 7
Uncertainties linked to the measurement procedure
• C for a 4 l min −1 flow rate, and close to 4
• C for a 7 l min −1 flow rate. The flow rate value has to be optimized to reduce the global uncertainty in the optical power range targeted.
Uncertainty on the primary electrical standard
The electrical primary standard requires an absolute electrical power measurement. A stable continuous voltage supply is used to dissipate a voltage within the calorimeter heater. The voltage supply is specially manufactured and designed for RLCYC 75 applications. It is a linear power supply with 2 kW serial regulation (10 A max). It allows the supply of five power levels: 320 W, 670 W, 1090 W, 1520 W and 2040 W. The electrical power is determined from the measurements of U m1 and U m2 and the standard resistor's known resistance. The expanded uncertainty on the nominal resistance of the reference resistor is 0.01%, and the power dissipated in the resistor is 0.4 W. To avoid the uncertainty linked to the increase in reference resistor temperature, air-forced convective cooling with a ventilator is implemented. The influence of current leaks on the electrical power estimation linked to the voltmeter is estimated to be less than 0.005%. The expanded uncertainty on voltmeter measurements is 76 mV for U m1 and 18.5 µV for U m2 . Since measurements used for electrical power primary standard estimation need to be absolute, the voltmeters and the standard resistor have to be calibrated in an accredited traceable laboratory.
The standard uncertainty on electrical power estimation is presented in figure 5 . The relative uncertainty on electrical power measurement ranges from 0.1% to 0.04% when the electrical power ranges from 320 W to 2040 W. The main contributors are the voltage measurements (90%). In the following, it will be considered that the relative standard uncertainty on a 2 kW primary electrical standard is 0.05%. 
Uncertainty linked to the linear assumption
The model used for laser power estimation is based on a linear assumption (see equation (1)). This point implies that the variation of water thermal capacity at constant volume as a function of temperature is neglected. Actually, the water thermal capacity ranges from 0.069 82 kJ/(l min
when the water temperature ranges from 20
• C to 28
• C (relative variation of 0.3%). This is the reason why electrical power used for the calibration procedure must be of the same order of magnitude as the measured laser power. For example, with an electrical primary standard close to 2 kW, the linear assumption leads to an uncertainty of less than 0.01% in a range of laser power measured from 1900 W to 2100 W. Since our main objective is to measure 2 kW laser power, the uncertainty linked to the linear assumption is neglected in the following. This point has to be taken into account for higher power laser measurements.
Uncertainty linked to stability conditions
Since all the measurements are achieved under steadystate conditions the variation of parameters during the acquisition process leads to an uncertainty. The hydraulic system characteristics and the electrical power stability are investigated.
3.3.1. Hydraulic system stability. The uncertainty sources of the hydraulic system are the flow rate and the temperature of the water at the entrance of the calorimeter. Figure 6 shows the acquisition of T IN and q for 300 s. During the 60 s acquisition process, the water temperature variation is close to 0.005
• C and the flow rate variation is close to 0.002 l min −1 . These performances are measurable because of the highresolution instruments used on RLCYC 75 (0.001
• C for T and 0.001 l min −1 for q). Since the temperature variation is higher than the flow rate variation, it is possible to increase the signal-to-noise ratio by enhancing the temperature rise measurement. Thus, it is considered that the optimum is reached by using a flow rate of 4 l min −1 . This configuration leads to a temperature rise close to 7
• C; the temperature variation is then close to 0.1% of the total temperature rise and the flow rate variation is close to 0.05% of the flow rate value. The variation on power measurement caused by the hydraulic system stability is estimated by the GUM technique [21] , which is less than 0.12%. It can be noted that the hydraulic system stability is not a direct uncertainty contributor but it impacts the repeatability of measurements.
Electrical power stability.
During the electrical calibration process, electrical power stability is a requirement. Figure 7 presents an example of the normalized timedependent profiles of electrical power and temperature rise. Since the trends of both curves are very close, it can be concluded that the variation of electrical power impacts the temperature rise with a very low thermal inertia. Since the calibration procedure is much longer than the thermal inertia, the influence of electrical power variation during the calibration procedure has no influence on calibration coefficient estimation (less than 0.001%).
Uncertainty linked to temperature rise and flow rate measurements
Because of the calibration procedure, absolute measurements of the product of flow rate and temperature rise (q · T ) are not required. Nonetheless, measurement repeatability and linearity impact the global uncertainty of RLCYC 75. To study the metrological characteristics of these two measurements, repeatability campaigns with electrical and optical power are conducted.
Electrical campaign.
To quantify the repeatability on the q · T product, the procedure consists in measuring the calibration coefficient ten times in the optimal configuration (P e = 2 kW, q = 4 l min −1 ). The standard deviation on C e measurement is less than 0.1%.
To quantify the linearity two experimental campaigns are conducted.
-The calibration coefficient is estimated for the five values of electrical levels. The non-linearity is less than 0.25% in the range 320 W to 2040 W. -The calibration coefficient is estimated for two flow rate regimes (4 l min −1 and 7 l min −1 ). This procedure leads to a temperature rise 1.5 times lower (see figure 4) ; nonetheless, the calibration coefficient remains constant at 0.15%.
Optical campaign.
To conduct optical campaigns, a divergent square-shaped laser beam from a Yb : YAG continuous laser (λ = 1030 nm) operating from 0.3 kW to 8 kW is used as the power source. In order to measure the laser power characteristics, a beam splitter is placed in the laser path to direct a small part of the laser power (8%) to an InGaAs photodiode situated in an integrating sphere. To quantify instrumentation repeatability, the ratio of (calorimeter measurement) over (InGaAs measurement) is computed while a 2 kW continuous laser power is dissipated within the cavity of the calorimeter. Over ten measurements the standard deviation of this ratio is 0.15% (a part of this measurement is due to photodiode repeatability).
To study the linearity both procedures carried out in electrical modes are repeated.
-The non-linearity on measurement ratio is less than 0.25% when the laser power ranges from 500 W to 2500 W. -The flow rate change from 4 l min −1 to 7 l min −1 leads to a change in the measurement ratio by less than 0.3%.
Conclusion on flow rate-temperature rise measurements.
For both deposition modes, the repeatability of standard deviation is close to 0.15%. In both cases the standard deviation measured is not only due to the q · T product, but also due to the repeatability of power supplies. Considering that the standard deviation measured is due to the q · T product leads to an overestimation of the uncertainty. The standard deviation linked to the instrument repeatability is 0.15%.
The non-linearity is less than 0.25% when the power ranges from 500 W to 2000 W. Thus, in the following it is considered that the instrumentation non-linearity has no impact on the measurements in the range from 1900 W to 2100 W.
Estimation of electrical losses
Electrical losses (L e ) are defined as the fraction of electrical power measured with the electrical device (voltmeters + calibrated resistor) but dissipated outside the calorimeter (external power). In fact, the electrical junctions with voltage supply are situated outside the calorimeter. The external electrical resistance is about 0.1% of the total electrical heater resistance (40 ). In steady state, the power within the external part can be dissipated by natural convection of the air around the calorimeter or transmitted to the calorimeter by thermal conduction within the electrical heater. A thermal computation shows that the external power is transmitted to the calorimeter mainly by thermal conduction. Thus, during electrical calibration the fraction of electrical power dissipated in the electrical heater outside the calorimeter can be neglected (less than 0.02%). In the following, the uncertainty contribution due to electrical losses is neglected (L e = 1).
Estimation of optical losses
Optical losses can lead to a systematic error on RLCYC 75. To quantify this issue two methods have been implemented: -a 3D Monte Carlo ray-tracing code (Matlab ® ); -experimental procedure to perform measurements with different optical cavity apertures.
Numerical approach
5.1.1.
Principle. A 3D model is developed to compute ray trajectories within the optical cavity. The ray envelope is a divergent square-shaped laser beam. The cavity walls are meshed with a regular grid. To perform modelling of ray trajectories, the algorithm is as follows.
(1) Initial conditions: each ray is defined by a direction vector and entrance coordinates. Two assumptions are considered to compute the direction vector after reflection: specular reflections and isotropic (Lambertian) reflections. On the cavity walls, the nature of the reflection depends on the angle of incidence of the ray on the cavity wall. If it is more than 75
• , specular reflections are considered. If not, isotropic reflections are considered. The decisive angle for using specular or isotropic reflections (75 • ) is estimated by a bidirectional reflection distribution function (BRDF) measurement on the cavity coating. In fact, BRDF results show that if the incident angle is more than 75
• the main part of the power is reflected along the specular direction. In the specular reflection case, a deterministic model based on the Snell-Descartes law is used. In the isotropic reflection case, a Monte Carlo procedure is implemented: the direction vector characteristics are chosen randomly. In order to reduce the numerical uncertainty due to the numerical random process, the trajectories of 200 000 rays are computed. Figures 8 and 9 provide, respectively, the examples of beam splitting and ray impacts within the optical cavity for two different values of laser beam cross section. Since the model computes the ray impacts on the cavity walls, it provides an estimation of optical deposition geometry. The evolution of the numerical estimation of optical losses as a function of the laser beam size is presented in figure 10 . The model predicts that the optical losses are less than 0.12% irrespective of the laser beam size. It is noteworthy that the enhancement of the laser beam size leads to a reduction in optical losses (less than 0.06% when the laser beam size is more than 30 mm). The uncertainty on the numerical estimation of optical losses is known by computing the model sensitivity to the wall absorption coefficient. It is known that the wall absorption coefficient is between 0.9 and 0.95. This value leads to an uncertainty on the model prediction close to 0.1%. That is why, in the following, the uncertainty on the estimation of optical losses is assumed to be a rectangular distribution whose length is 0.25%.
Results.
Measurement of optical losses
In order to measure the influence of optical losses, laser power measurements are carried out with different apertures of the cavity. Diaphragms are used to change the aperture side. Since the inner side of the diaphragms reflects light, the optical losses are trapped in the cavity. Thus, the use of the diaphragm leads to a laser power enhancement proportional to the optical losses. Experimental results show that the reduction of 80% in the surface aperture has an impact of less than 0.08% on laser power measurements. The uncertainty on the experimental estimation of optical losses is due to the repeatability of the q · T product measurement (0.15%, see section 3.3).
Conclusion on optical losses
Simulations and measurements of the optical losses lead to the same conclusion: optical losses are less than 0.25% (this result includes the uncertainty on the estimation of optical losses). This study validates the design of the optical cavity. It is possible to reduce the uncertainty on the estimation of optical losses by measuring the absorbing coating characteristics more precisely.
Thermal non-equivalence estimation
To study thermal equivalence, a 3D model is developed using Comsol Multiphysics.
Thermal model
The aim of the thermal model is to quantify thermal losses during electrical calibrations and during laser power measurements. The simulations are performed under the steady-state condition. The system discretization includes a tetrahedral mesh. A refined mesh is used on the important temperature gradient zones (cone and cylinder); a coarser mesh is used for the rest of the system. 6.1.1. Heat sources. Both electrical and optical power supplies are modelled. In electrical mode, the heat source is modelled using a surface heat source condition located on the calorimeter/electrical heater contact. Concerning optical mode, the heat source strongly depends on the impact of the laser beam within the optical cavity. In order to take into account the influence of light reflections inside the cavity the results from the ray-tracing model are used (see figure 9 ). 
Modelling of convective cooling.
The turbulent hydraulic cooling is modelled by estimating the convective coefficient and taking into account the temperature rise along the fluid path. Since the water cooling system consists of a square-shaped tube, the convective coefficient (h C ) value is estimated using the empirical law defined in [20] :
where Nu is the Nusselt number, Re is the Reynolds number, Pr is the Prandtl number, µ is the viscosity, k is the thermal conductivity and D is the hydraulic diameter. All the quantities are estimated at water temperature except the quantity with subscript s, which is estimated at the wall temperature. The evolution of the Reynolds number and the convective coefficient as a function of the flow rate are, respectively, presented in figures 11 and 12. The flow is turbulent (Re > 10 000) when the flow rate is higher than 3 l min −1 . This point enhances the cooling convective coefficient, which ranges from 5000 W m −2 K −1 to 14 000 W m −2 K −1 when the flow rate ranges from 2 l min −1 to 8 l min −1 .
Modelling of thermal losses.
Thermal losses due to conduction, convection and radiation are considered in the model. Thermal losses due to conduction are very low and are not described here. Two kinds of natural convective losses must be distinguished: the convection around the outer surface of the calorimeter (external convection) and the convection within the optical cavity (internal convection). Concerning external convection a global exchange coefficient (h cn1 ) is estimated using the classical model of natural convection around the cylinder (see [20] ). It is noteworthy that the calorimeter is located in a rectangular box, which reduces the convective losses. Concerning the internal convective losses the 3D air motion is estimated in order to estimate a global convective coefficient. Results show that the effect of internal convection occurs at the cylinder entrance. Thus, internal convection does not play an important role in the whole internal surface of the cavity.
Radiation losses inside the optical cavity are modelled using a surface to surface radiation simulation while radiation losses from the outer surface are modelled using a surface to ambient radiation.
Results and analysis
Calorimeter temperature fields computed using the model during a 2 kW electrical calibration and during a 2 kW laser deposition are, respectively, presented in figures 13 and 14 (the flow rate is 4 l min −1 ). The main difference between the two deposition modes is linked to the heat source location. The electrical power is supplied within the system, while optical absorption is located on the optical cavity surface. This point leads to very different thermal behaviours.
Comparison between numerical and experimental
results. Eight temperature probes (PT 100) located at different points of the system provide measurements used to validate the thermal model. The first six probes are located along the cylinder width. The other two are located at the back of the calorimeter. The location of the probes is presented in figure 15 . The measurements are acquired during a 2 kW electrical calibration and during a 2 kW optical supply. In both cases the flow rate is close to 4 l min −1 . Figures 16 and 17 show that the numerical results and measurements are in good agreement since the difference between the numerical and measured results is less than 0.5
• C. This comparison validates the water cooling efficiency and the geometry of the laser deposition. 
Thermal equivalence estimation.
In order to estimate the uncertainty on laser power measurements due to thermal non-equivalence the parameter ε is defined:
with d the term defined in equation (7).
Metrologia, 50 (2013) 37-48 Figures 18 and 19 show the evolution of the parameter ε as a function of the power and flow rate. The ε value is less than 0.08% in the range of power from 500 W to 2000 W. The model shows that the fraction of thermal losses is very close in the two deposition modes. The main part of thermal loss is due to convection (70%). To sum up, the hydraulic system is sufficiently well designed to perform an efficient cooling whatever the heat source location. The ε value ranges from 0.15% to 0.05% when the flow rate ranges from 2 l min −1 to 6 l min −1 . The difference in terms of thermal non-equivalence when the flow rate ranges from 4 l min −1 to 6 l min −1 is less than 0.02%. This point justifies the use of a 4 l min −1 flow rate for accurate measurements. 
Uncertainty associated with thermal equivalence estimation.
To quantify the uncertainty on ε estimation, the sensitivity of the model parameters is investigated. Some parameters used in the model are not perfectly known: the fraction of power deposited on the cylinder in optical mode (R S ), the convective coefficient value for water cooling (h C ) and the convective coefficients for natural convection cooling (h cn1 for external convection, h cn2 for internal convection). The influence of these parameters is presented in table 1.
With these values the uncertainty on the numerical estimation of ε is estimated to be less than 0.1%. Thus, in the following, the uncertainty due to thermal non-equivalence is assumed to be a rectangular distribution whose length is 0.2%.
Uncertainty associated with laser power measurement
To determine the uncertainty on laser power measurement the error sources are separated into type A and type B Table 1 . Range and influence of parameters on numerical estimation of ε.
Parameters Value range
Influence on ε estimation errors. Type A uncertainties are the ones whose magnitude is estimated by computing the standard deviation (σ A ) over a series of measurements. Type B uncertainties are estimated using a non-statistical method (modelling or theoretical).
Concerning type B, a rectangular uncertainty distribution is assumed. Let a be the length of the rectangular distribution, the standard deviation (σ B ) is then estimated by the equation
The results are given in table 2. The expanded (k = 2) uncertainty on laser power measurement, called U(P ), is then the quadratic sum of the standard deviation of each contributor multiplied by 2:
The expanded uncertainty (k = 2) on absolute laser power measurement is then 0.5%. The weight of the contributors is presented in figure 20 . In total, 65% of the global uncertainty is statistical uncertainty due to the instrumentation. This value includes the contribution of the hydraulic system stability. The uncertainty estimation procedure is accomplished for 5 kW laser power measurement. The uncertainty is then close to 0.9% (the enhancement is mainly due to the error linked to the linear assumption).
Conclusion
The RLCYC 75 is a new electrically calibrated laser power calorimeter especially manufactured for LMJ optical diagnostic calibration at 2 kW, 1 µm. In this study, all the uncertainty sources on laser power measurements traceable to the International System of Units are investigated numerically or experimentally. To this end, two numerical models are developed and experimental campaigns are conducted. The uncertainties on model results are taken into account. The expanded uncertainty (k = 2) on absolute power measurement is found to be 0.5% at 2 kW. The error sources are separated into instrumentation uncertainties and uncertainties due to calorimeter design. It appears that 80% of the global uncertainty is due to the instrumentation repeatability, which includes the stability of our hydraulic system. Thus, to reduce the uncertainty of our traceability chain, the measurement campaign procedure has to be improved.
Concerning uncertainty due to the calorimeter design (thermal non-equivalence and optical losses), results can be compared with cryogenic calorimeter performances presented in [15, 19] : the thermal non-equivalence is found to be less than 0.0004% and optical losses are close to 0.002%. Nonetheless, by calibrating RLCYC 75 at 2 kW, the improvement in our approach consists in considering that the magnitude enhancement of these contributors is compensated by a reduction in the traceability chain. To the best of our knowledge, no other institute has performed electrical calibration of a 1 µm standard laser calorimeter in this range of power.
Concerning calorimeter design optimization, two main improvements are planned. To enhance thermal equivalence, an insulated enclosure has been designed to reduce thermal losses. To reduce the uncertainty on optical loss estimation, the absorbing coating characteristics will be measured with a higher accuracy. Moreover, a reduction in optical aperture using a diaphragm can be implemented.
To validate our primary standard accuracy, international comparisons of high laser power measurements have to be achieved with standards of metrology institutes.
