Abstract-This paper studies the design and performance of the Probabilistic Priority (PP) [SI packet scheduling algorithm to schedule packets. Unlike an earlier design that uses fractional arithmetic and prohibits large number of classes, we present an integer PP algorithm and show that PP turns out to be a special scheme of applying lottery scheduliog [lo] to bandwidth allocation io a strict priority sense. We then propose a Multiwiuuer PP (MPP) scheduler using multi-winner lottery scheduling to improve the throughput and response time accuracy and a flexible ticket transfer algorithm to improve the deadline violation probability in probabilistic scheduling. Finally, we investigate the issue of parameter assignment for an MPP scheduler and use our techniques to implemeut a prototype Assured Forwarding (AF) mechanism.
INTRODUCTION
In recent years, x v d approaches have been p p s e d to allow r e s o w in a network to be used efficiently. Among them, the DiEerentiated Services (LXB~IV) approach is very promising because of its potential scalability to provide rea-time applications with QoS gwankes and best effort services within the Intanet In Service (QoS) requirnnents are *gated, and given the same !xament as described by a Per-Hoplkhavior (PHB) in terms of QoS m e~c s such as average packet delay, packet loss and jitter. In this p~per, we analp the probabilistic F'riority (PP) scheduling discipline within the kamework of dative service diJ€erentiation.
PP adopts a pmbabistic relative service model. At every service round, each class takes a bid S i n c e higher priority classes have higher pmbabiities associated with them, in the long run, they will be served more oflen than lower'priority classes. As compared to Strict Priority (SP), thj, increases himess among classes and p e n t the m a t i o n of lower priority classes. We first show that PP is a ~106s application of lottery scheduling in a Strict priority setlse to provide propohonal bandwidth sharmg among classes. This in tum allows us to benefit f" numerous tecbniques presented in [10, 11] to conhl PP. The lodery and stride scheduling algorithms arc v q well-known scheduler for statistical allocation of CPU resources [10, 11] . bttery scheduling randomizes resource allocation among clients whose shares of mources a~e reppresented by tickets using policies such as ticket idation and deflation. An allocation is performed by holding a lottery, and the resou~ce is granted to the client with the winning ticket. Multi-winner l o w schedulmg is a variant of lottay scheduling that p d c e s better throughput accumcy for " m y workloads. Based on this multi-winner concept,
we fmulate a multi-winner PP algorithm to improve the responsetime d i t y of PP. As lothy scheduling is efkctively stateless, a great deal of complexity is removed in comparison to other proportional schedulets. The feasibility of using lottery scheduling in packet folwarding has been anal@ in [3, 5, 12] as follows. We propose an efficient integer PP algorithm in section 3 and show that PP is indeed a m s s application of lottery scheduling. We use the multiwinner concept to generalize PP to improve its throughput accuracy and reduce its response-time variation. We present a flexible ticket transfer algorithm to reduce the deadline violation probability in times of congestion. In Section 4, we investigate parameter assignment and pqose a kamework to implement Assured Fonvarding. We conclude in Section 5.
RELATED WORK
The rest of the paper is Jiang et a/. proposed the Probabilistic Priority scheduler to address the shortcomings of SP [5] . The authors in [5, 6, 9] showed that this algorithm exhibits the following properties that are very desirable to achieve service differentiation in a multi-class network by (a) providing diverse delay differentiation between classes, @) supporting for weighted ma-min fairness among classes, (c) overcoming the starvation problem inherent in SP, (d) supporting relative differentiated services, and (e) providing explicit bandwidth reservation guarantees by appropriate setting of a parameter pi E [0,1] in a multi-class system. However the problem of deadline violation probability associated with randomness and suitable priority assignment to provide relative differentiated services were not addressed in these works. Reference [9] implemented PP on Linux machines but their design prohibits dynamic control of p i and thus is not scalable for large number of classes due to prccalculation of all possible network states which increase exponentially with the number of classes.
Earlier works in exploiting randomness to allocate bandwidth fairly include the statistical matching technique in [l] and partially connected operation in [4] . Eggleston et a/. [3] investigated the benefits and drawbacks of using lottery queueing at the flow level and the trade-off between packet re-ordering and the number of flows whereas this work on PP assumes that class-aggregated flows are served in a FIFO order and lottery scheduling is performed at the class level thus avoiding the problem of packet re-ordering. Our service model also differs from theirs in that packets do not carry bid values. They applied lottery scheduling to manage queue lengths whereas we focus on the scheduling of Head-of-line (HOL) packets. Another more recent related work to lottery scheduling is the Probabilistic Packet Scheduling (PPS) [12] which provides different level of proportional service to TCP flows. Their work applies the concept of ticket transaction and policies in lottery scheduling to adaptive marking in an end-to-end connection set-up by accommodating flows traversing multiple domains to exchange tickets between different currencies.
PROBABILISTIC PRIORITY SCHEDULER

A. Basic PP Integer Algorithm
The work conserving PP Scheduler is based on the SP scheduler with each queue being assigned a probability pi [ Here, we derive an integer.algorithm and show that it is indeed a cross application of lottery scheduling in the strict priority sense.
First, consider a multi-class system of N priority levels with the highest priority level denoted by 1. Let us define the weight of class i to share the server [SI as Without loss of generality, assume that all classes in the system are busy so that the normalized weight of class i among all classes is where Q consists of all queues, i.e. 1,. , .,N Afier rearranging all ri such that they share a common denominator of lowest common multiple, we have
where xi is the numerator of the normalized relative weight
.
conditions:
It is easy to see that this will also be true for all network
where BQ is the set of non-empty queues in n. this set at each service round. In lottery scheduling, there is no preference for the priorities of the clients whereas PP defines that on every round, the winner of the lottery is searched for in a strict priority sense, i.e. the highest priority class is the first client on the search list.
B.
Multi-winner lottery scheduling is a generalization of the basic lottery scheduling technique that produces better throughput accuracy and smaller response-time variation
[ 111. Instead of selecting a winner per round, N , winners are selected with only the fEst winner being randomly selected and each winner is guaranteed the use of the resource for one quantum. The set of N , consecutive quanta allocated by a single multi-winner lottery is referred to as a super-quantum. Due to the probabilistic nature of PP, the highest priority class can exhibit substantial variability over small time scales which can cause its HOL packet to miss its deadline if sufficient numbers of service round are given to its lower priority classes instead. At worst, this may cause buffer overflow and incoming high priority packets to be dropped. This necessitates incorporating a deterministic mechanism in PP to achieve predictable behavior at small time scales. We use the multi-winner concept to extend the original PP integer algorithm as shown in Table 1 . In this paper, we use a fmed value of N , = 20. The ordering of the winners in MPP is based on a fixed permutation that goes in a round robin fashion, starting from the first winner and followed by its immediate lower priority class. This integer algorithm requires a total of 2 N -N -1 uniform distributions of integer random numbers for N classes. This is analogous to the total number of tickets differing in every service round of lottery scheduling. In our algorithm, each super-quantum is reset back to 0 when the network condition changes which would happen very often if the system is highly loaded. This implies that MF'P is able to reduce the throughput error and response-time variability. Through extensive simulations under heavy load conditions, we observe that the superquantum is reset on an average of about 85% of the total time. Hence N , does not have a significant impact on the reduction rate of throughput error. 
Multi-winner PP (MPP) Integer Algorithm
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whlle(intmcnt f 0 ) The advantage of MPP over PP appears to be small for 8 classes but by keeping the number of classes small, we can increase the number of winners to provide stricter throughput guarantees within a class.
C. Florible Ticket Transfer Algorithm
In the previous section, we described an extension of PP to achieve throughput guarantee. In this section, we aim to reduce the time given up to the lower priority classes by the higher priority classes ("slack" in probabilistic scheduling) by setting a rate of approaching strict prioritization using the relationship between delays of different classes. In particular, we use the following propositions of average delay of class i, proven in [9] ' to affect p i . Let us define the initial parameter q for class i that satisfies the relationship t rz t , , . t q t . . , t r, for the multiclass system where Class 1 is the highest priority class. Such assignment means that the probability of higher priority class is larger. This algorithm consists of the following two steps. The f i t step is to reduce the probability of a lower priority is continuously and to its immediate higher priority class. Note that the transfer of tickets from the class served to its immediate higher priority class will create a snowball effect that will cause the highest priority class to be eventually served while still using probabilistic scheduling. The second step is to preserve as much as possible the priority allocation that is defmed at the start of the algorithm by transferring probability starting from the lowest priority class even though it bas not been served to the immediate higher priority class of the class being served if the first step persists. Eventually the class that continuously gets served will lose its bid after the probabilities of all lower priority classes have been depleted.
From the algorithm shown in Table 11 and equation (l), we can make the following propositions:
(a) If pi+, < pi s 1 and Ai of probability to he served is transferred from class i to class i-I, p, decreases, j,.l increases, and j j , j # i,i -1 remains constant.
I -P ,
p i 5 1, and Ak of probability to be served is transferred from class k, i < k 5 L to class i-1, j j ? [ p F +I], j 5 i where p F i s the original PP parameter of classj. Proposition (a) states that only the probabilities of the class served and its immediate higher priority class will change while the other classes will maintain the original PP configurations at the initial stages after the algorithm begins while proposition (b) states that higher class priority will approach the configuration of SP, i.e. j j t 1, E j # 0 15 j 5 i if the situation where the highest priority class HOL packet is not served while class i is constantly being served persists. Therefore, from proposition (1) and (Z), the average delays of classes with higher priorities than class i will decrease monotonically over time while those classes with lower priorities than class i will increase monotonically over time. We introduce an additional parameter A i to provide a dynamic feed-forward mechanism based on the can be a tinction of the class's burstiness or the higher priority classes' backlog. It provides a way for static PP to approach SP in a configurable length of time so that the HOL packet of higher priority classes will not exceed its deadline unnecessarily.
D. Simulation Studies
In this section, we consider scenarios with high traffic loads and tight deadlines for each class. For each class, we use Long range dependent (LRD) traffic modeled as Pareto Onoff processes with shape parameter 1.3 since aggregated traffic in real DiffSeN networks is LRD in nature. The mean service time is taken to be the unit of time and the service times of packets in each class follow the same exponential distribution with unit mean. Results are averaged over lo6 time unit simulation windows unless otherwise indicated.
Throughout this paper, we use Ai and pi to denote the arrival rate and traffic intensity of class i respectively. In Table 111 , the arrival rates for all classes are the same, i.e.
p, ~0 . 1 2 5 so the system is not overloaded, i.e. p, =1.0. Each class has the same parameter i.e. pi = 0.6, i # N . To compare the performance between the various schemes, we use deadline violation probability in Table 111 and Table V as a performance metric. The deadlines for class 1 to N, where N=8, are arbitrarj selected as 11, 16.5, 22, 27.5, 33, 38.5, 44, and 49.5 time units respectively. The probability transfer quantum is the same for all classes, i.e. Ai = min(0.15,q) . 
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Results in Table 111 , IV, V and VI indicate that ticket transfer algorithm does not have an adverse effect on low priority class though it discriminates against them by allowing high priority classes to he selected as fast as possible. In addition, it also suggests that this mechanism improves deadline violation probability of low priority classes as opposed to intuition which we investigate next. We now consider the ticket transfer algorithm used in a 4-class system with parameters p I = O S , p , =0.55,p3 = 0 . 6 , and pa =1.0.
Note this parameter assignment provides lower priority classes with higher probabilities of being serviced than in previous simulations. Fig. 1 and Fig. 2 show the probabilities of all possible network conditions occurring in the system for SP, PP and MF' P with ticket transfer schedulers at both short (lo3 time units) and long timescales (IO6 time units) with respect to packet service times. Each network condition is binary-coded as follows: bit 0 corresponds to the highest priority class, class 1 hence OlOlB implies that only class 1 and 3 are present. The network condition is a function of offered loads and scheduling mechanism. We also compare the Pareto on-off traffic model with the token bucketconstrained traffic model with a bucket depth of 17 time units which exhibits short bursts.
Note that, i n conkast to intuition, the deadline violation probability of the lowest priority class is improved significantly when the ticket transfer algorithm is used because higher priority classes are assured to get transmitted within short timescale and this implies that the probability of network conditions containing these high priority classes occurring within a longer time frame will be smaller than that in comparison to normal PP scheduling. From Fig. 1, Fig. 2 and Fig. 3 , we can make the following observations:
We found that MPP with ticket transfer can always achieve smaller average delay and deadline violation probability than PP and MPP scheme for most classes. Its deadline violation probability of the lowest priority class can be better than SP. Generally the delay of token bucket-constrained traffic lies in between the WG/1 delay bounds derived in [9] . But the heavy-tailedness of Pareto on-off, for eg. with a shape parameter of 1.3, and burst rate 0.25 can cause the delay to exceed the WG/I delay bound.
The ticket transfer algorithm has an evident impact on reducing the mean delay of all classes except the lowest priority class. This is due to: (a) the probability of the network condition 12 (1100B) that contains only the two lowest priority classes becomes higher, and @) the probability of the network condition 15 (1111B) that contains all classes becomes smaller, and in both cases, they approach that of SP. Both (a) and @) increase the probability of the lower classes being serviced. Since the algorithm differentiates that higher priority classes are served as fast as possible when network conditions containing them appear, the mean delays of higher priority classes will therefore be much smaller than PP.
IV.
ACHIEVING ASSURED FORWARDING USING MFP
We consider 8 QoS classes and we configure a MF'P scheduler to have 2 segregation groups AC and AF2. Each group has the last parameter p4A' = p4A" = 1. In each group, the AF classes are following theorem ensum that this parameter assignment guarantees AF classes to obtain better statistical relative delay service differentiation than its immediate lower priority class. The group segregation propnty states b ! in PP, the service discipline among segregation gmups is exactly the Stria Priority discipline hence the f i r s t AF group is guaranteed to have better service than the second gmup in terms of delay [5]. By means of sepregation, this h e w o r k (a) pmvides more isolation among high priority classes that demand low delay and deadline violation probability, and low priority classes that require at least best effort service, and @)
duces the number o f c k within a gmup as thismeans a smaller number of network conditions within each group therefore we can configure more number of winners within each q x r -q u a n m i.e. smaller spacing between cotlsecutive winnem to impmve the q n s e time variabiity in multi-winner scheduling. Since each gmup is based on MPP scheduling, there is kimess in the resowe allmation within each gmup by means of fair distribution to excess
The ticket transfer algorithm is used in the first sepgation group to pmvide improved deadline violation pmbahiity and average delay. Since we do not consider admission confml, we expect some form of policing to limit the burst size and amount of bandwidth admitted to each class to prevent stamation if a nonconforming flow enters the node. Thus the theorem is implied. Since this assignment is independent of thenumberofclasesinthesysm >? 1
V. CONCLUSION
In this paper, we have shown that PP is a special scheme of lottery scheduling in the strict priority sense and this enables us to generalize the basic PP algorithm into a Multi-winner PP algorithm which ensures that high priority classes get served within deterministic time quanta. This improves the throughput accuracy and response-time variability hence improving the convergence rate to steady state. We propose a ticket transfer algorithm to overcome the problem of the highest priority class from missing its deadline at small time scales. Simulations show that MPP with ticket transfer surpasses normal PP and SP using models of bursty traffic class aggregation. Our algorithm provides even lower deadline violation probability and mean delay to most classes than normal PP. We used the segregation group property and MPP scheduling with ticket transfer to build a framework for relative service differentiation in Assured Forwarding and derive appropriate priority assignment for such a framework. As f u w e work, we intend to explore other deterministic techniques such as stride scheduling and hierarchical stride scheduling [ 111 to rectify the stability issue of PP.
