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Abstract
We investigate the role of the information available to the players on the outcome of the cops and robbers game. This game
takes place on a graph and players move along the edges in turns. The cops win the game if they can move onto the robber’s vertex.
In the standard formulation, it is assumed that the players can “see” each other at all times. A graph G is called cop-win if a single
cop can capture the robber on G. We study the effect of reducing the cop’s visibility. On the positive side, with a simple argument,
we show that a cop with small or no visibility can capture the robber on any cop-win graph (even if the robber still has global
visibility). On the negative side, we show that the reduction in cop’s visibility can result in an exponential increase in the capture
time. Finally, we start the investigation of the variant where the visibility powers of the two players are symmetrical. We show that
the cop can establish eye contact with the robber on any graph and present a sufficient condition for capture. In establishing this
condition, we present a characterization of graphs on which a natural greedy pursuit strategy suffices for capturing the robber.
c© 2008 Elsevier B.V. All rights reserved.
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1. Introduction
A Sensor Actuator Network (SAN) is a network of devices equipped with sensing, communication, actuation
(e.g. mobility) and computation capabilities. SANs are becoming an inseparable component of automation systems.
They are utilized in a wide range of automation tasks such as surveillance, quality inspection, search-and-rescue and
environmental monitoring.
In a pursuit-evasion game, one or more pursuers try to capture an evader who, in turn, tries to avoid capture.
Numerous SAN applications such as search-and-rescue, surveillance and tracking, can be modelled as pursuit-evasion
games. For example, tracking, which is perhaps the primary use of a SAN, can be modeled as a pursuit-evasion game
where the object being tracked is trying to evade by moving in a way that prevents the SAN from observing it.
There are two primary advantages in modelling SAN automation tasks as pursuit-evasion games. First, in most
cases, the automation system works against an adversary. The game-theoretical formulation naturally captures the
adversarial nature of the task. For example, surveillance robots must plan trajectories to detect burglars who will,
in turn, develop strategies to avoid being detected. Second, pursuit-evasion strategies provide robust, worst-case
guarantees in scenarios where the players are not necessarily adversarial. For example, a search-and-rescue team
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may utilize a pursuit strategy to find a lost hiker. In this case, even though the hiker is not adversarial, if a pursuit
strategy exists, it guarantees that s/he will be rescued regardless of his or her actions. Such solutions are especially
valuable when interacting with systems for which a good behavioural model is not available (e.g. humans).
Most pursuit-evasion games are well studied. However, solving games that model SAN applications requires
addressing additional challenges which are not addressed in standard game formulations. Consequently, there has been
recently growing interest in solving pursuit-evasion problems which address communication and sensing issues. For
example, in [19] a pursuit-evasion game where a team of ground and aerial vehicles try to capture an evader is studied.
The authors present a distributed systems architecture. Recently, Cao et al. studied an “asset protection game” where a
sensor network team guards an area [8]. The authors address communications issues such as delay and packet losses.
In this paper, we investigate an aspect of pursuit-evasion games that is crucial in SAN applications: the information
available to the pursuer. Most existing pursuit strategies require perfect information about the state of the game at
all times. In other words, it is assumed that the pursuers have enough sensing capabilities to observe the evader’s
state at all times. However, since SANs are typically made up of inexpensive components which have limited sensing
capabilities, solutions obtained for such models are not applicable to SAN applications.
In the present work, we investigate the role of the information available to the players on the outcome of the cops
and robbers game. The environment in this game is represented by a graph. Players move along the edges in turns.
The cops win the game if they can move on to the robber’s vertex. In addition to obvious applications in surveillance
and search-and-rescue, variants of the cops-and-robbers game have been used to model various network security
problems [9]. Further, the study of the cops and robbers game sheds light onto graph theoretical properties such as
vertex separation [10] and tree-width [5].
In this paper, we focus on the game where there is only a single cop. In the standard formulation, it is assumed that
the players can see each other at all times. Here, we study the effect of reducing the pursuer’s visibility.
Throughout the paper, we use the term “cop” interchangeably with “pursuer” and the term “robber” interchangeably
with “evader”.
2. Related work
In the cops and robbers game, it is easy to see that if the robber has no visibility (that is, if it cannot gather
information about the position of the cops), a single cop can capture the robber on any graph using a simple random-
walk strategy. This gives an expected capture time of O(nm2) where n denotes the number of vertices and m denotes
the number of edges. In [3], Aleliunas et al. presented a strategy for capturing the evader with additional restrictions
on the space requirements for the pursuer strategy. Recently, Adler et al. revisited the game and showed that a single
pursuer can catch the evader in O(n log n) time [1]. The strategy works even if the evader can jump from its current
vertex to an arbitrary vertex. It was also shown that this analysis is tight: there are graphs and matching evader
strategies which guarantee that no pursuer strategy can capture the evader in less than Ω(n log n) steps.
The full visibility version (where the players know each other’s positions at all times) has received significant
attention [17,18,7]. It is known that under the full-visibility model, the class of graphs on which a single pursuer
suffices is the class of dismantlable graphs. The number of pursuers necessary to capture the evader on a graph G is
known as the cop number of G. Aigner and Fromme showed that the cop number of planar graphs is at most 3 [2].
In [13], an analysis of the lengths of games on chordal graphs was presented. Further, in [14], Hahn et al provide
an algorithmic characterization of reflexive cop-win digraphs when the cop-number k is fixed. The cop number of
general graphs is open (c.f. [16,11,2]). The problem of determining whether k cops with given initial locations can
capture a robber on a given undirected graph is EXPTIME-complete [12]. For the complexity of pursuit in directed
graphs, see [12] and references therein.
Isler et al. studied the case where the evader has local visibility [15]. They study a variant where the players move
simultaneously, and introduce the notion of i-visibility where a player with i-visibility can see another player only
if the distance between them is at most i . It was shown that when the evader has 1-visibility (i.e. can see only the
neighbours of its current location), two cops with 1-visibility can capture the evader with high probability on any
graph. The expected capture time with two pursuers is polynomial in the number of vertices. A characterization of
cop-win graphs where a single pursuer suffices to capture the evader was also presented. It was also shown that when
the evader has 2-visibility, the number of cops required becomes unbounded: there are graphs which require Ω˜(
√
n)
cops to capture an evader with 2-visibility.
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3. Our results
A graph G is called cop-win if a single cop can capture the robber on G. In this paper, we study the effect of
reducing the cop’s visibility on cop-win graphs. In particular, we study what happens if the cop can see the robber
only if the distance between the two is less than or equal to some threshold value. Throughout the paper, we study
connected, undirected graphs with self-loops, i.e. the players can stay in their vertices if they choose to. In the first
part of the paper, we focus on the worst-case scenario, and assume that the robber has global visibility. Hence, it can
see the cop at all times.
First, we obtain a positive result and show that a cop with small or no visibility can capture the evader on any
cop-win graph (even if the robber still has global visibility). The cop uses a randomized strategy. We show that the
capture probability within a finite time interval is nonzero. This yields an upper bound on the expected capture time
which is exponential in the number of vertices (Section 5).
On the negative side, we obtain a lower bound and show that the increase in capture time is indeed exponential. We
show that there exists a cop-win environment and a robber strategy such that the expected capture time for any cop
strategy is exponential in the number of vertices (Section 6). More precisely, we show that for any n, there exists an
environment with O(n) vertices for which the expected capture time is Ω(3n).
In the third part of the paper (Section 7), we initiate the study of the variant where the players’ visibility ranges
are the same.1 First, we show that the pursuer can establish eye-contact with the evader on any graph. Then, we study
a natural greedy strategy and present an algorithmic characterization of graphs on which the greedy strategy suffices
to capture the evader. These two results combined yield a sufficient condition for the cop to capture the robber in the
symmetrical visibility case.
4. Game model
We study the cops and robbers game on undirected graphs. Throughout the paper, we focus on the single cop
version. The locations of the players are specified at the beginning of the game. The players move in turns. A move
is considered as a transition from a vertex to any of its adjacent vertices. At each time step, first the evader moves
along an edge. Next the pursuer moves. For a graph G = (V, E), we use the following definition of neighborhood of
a vertex v ∈ V :
N (v) = {v} ∪ {u|(v, u) ∈ E}.
Note that the neighbourhood is closed, i.e. the vertex v is included in the neighbourhood of itself. This means that
the players can stay in their current vertices if they choose to. We use the notation d(u, v) to denote the length of a
shortest path (distance) between u and v. The cop captures the evader if he/she can move onto the evader’s current
vertex.
We say the pursuer has k-visibility, when the location of the evader is revealed to the pursuer only if the distance
between them is at most k. A pursuer with global visibility can see the evader at all times. An evader with k-visibility
is defined similarly.
5. Upper bound on capture time
Recall that a graph G is called cop-win if a global visibility pursuer can capture the evader on G. In this section,
we show that a pursuer with no visibility can also capture the evader on a cop-win graph. The class of cop-win graphs
admits a simple characterization:
Definition 1 (Dismantlable Graphs [18,7]). Suppose i and j are nodes of a graph H such that N (i) ⊆ N ( j). The
map that takes i to j and every other vertex of H onto itself is a homomorphism from H to H − {i}. This operation is
called a fold of graph H and we say vertex i folded onto vertex j . A finite graph H is said to be dismantlable if there
exists a sequence of folds reducing H to a graph with one vertex.
1 This version is suggested in [2].
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Fig. 1. Construction of the graph Gn , the environment on which our pursuit-evasion game is played.
A graph G is cop-win if and only if G is dismantlable [18,7].
Definition 2 (Folding Tree). Let G = (V, E) be a dismantlable graph. Given a vertex v ∈ V , a folding tree for G
with respect to v is a tree rooted at v, which represents a folding sequence of G where v is the only remaining vertex.
When a vertex i folds onto j in the sequence, j becomes the parent of i in the folding tree.
We proceed as follows. First, we obtain an upper bound on the capture time for a pursuer with global visibility.
Lemma 3. Let G be a dismantlable graph with n vertices. There exists a vertex v such that the cop with global
visibility can start from v and capture the evader in at most n steps.
In [15], it was shown that the pursuer can start at the root of a folding tree and chase the evader in such a way that (i)
the pursuer remains an ancestor of the evader on the folding tree, and (ii) every time the evader revisits a leaf-to-root
path P , the pursuer’s height on P decreases. These two results combined imply that the pursuer never revisits a vertex
during the game. This, in turn, implies Lemma 3.
Next, using this upper bound, we obtain a randomized (mixed) strategy for a pursuer with no visibility.
Theorem 4. The expected time it takes for a pursuer with no visibility to capture an evader with global visibility on a
dismantlable graph G = (V, E) is at most 2n∆n , where ∆ is the maximum degree of G, and n = |V |.
Proof. By Lemma 3, a pursuer with global visibility can start from the root of the folding tree and capture the evader
in at most n steps. Which means that, no matter how the evader moves, there exists a sequence of pursuer moves, of
length at most n, which guarantees capture. The pursuer with no visibility will travel to the root and then guess the
sequence of evader moves. Since there are at most ∆ possibilities at each step, the probability of a correct guess is at
least 1∆n . Hence, by repeating this process with independent guesses, the pursuer is expected to capture the evader in
∆n trials. Each trial contains a trip to the root followed by a sequence of n moves. Since the length of each trial is at
most 2n, the expected capture time is at most 2n∆n . 
6. A lower bound on the capture time
Theorem 4 suggests the possibility of an exponential increase in expected capture time due to loss of visibility. In
this section, we show that there exists a class of graphs and evader strategies on these graphs such that the expected
capture time for any pursuer strategy is lower bounded by a quantity that is indeed exponential in the number of
vertices.
We start with the case where the pursuer has no visibility. Later, we will extend the result to the case where the
pursuer has k-visibility for arbitrary k. First we introduce the environment for which we will present an evader strategy.
6.1. Definitions
Given n ∈ N, we construct a graph Gn as follows (Fig. 1):
Start with a cycle of length 4. Make n copies C1,C2, . . . ,Cn and “stack” them one below the other where C i
is placed above C i+1. We align the cycles so that for each vertex v ∈ C i there is a unique vertex in C i+1 which
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is directly below v. We can now rename the vertices in C i = {vi1, . . . , vi4} such that vij is above vi+1j . For each vij ,
i = 1, . . . , n − 1, j = 1, . . . , 4, we introduce edges to vi+1j−1, vi+1j , vi+1j+1 (We define vi+15 = vi+11 and vi+10 = vi+14 .).
Finally, we add a special vertex to this graph and connect it to all vertices in C1. We call this vertex the apex of our
graph.
Definition 5. The environment refers to Gn for a given n.
Given two cycles C i and C j , we say that C i is above (below) C j if i < j (respectively i > j). Similarly, we say
vik is above v
j
k if i < j . We say v
i
k is directly above v
j
k if i = j − 1. The players are vertically aligned if one player is
on a vertex that is above the other player’s vertex.
It should be noted that the environment is dismantlable and hence cop-win.
A configuration describes the state of the game by specifying the vertices that the pursuer and evader occupy.
Definition 6. A configuration is given by the pair (p, e) where p is pursuer’s current vertex and e is evader’s current
vertex.
Recall that the evader is captured if at any point in time, the pursuer and the evader both occupy the same vertex of
the graph.
We define T [p, e], the capture time for a given configuration (p, e), as the number of moves required for the pursuer
located at p to capture the evader located at e. Without loss of generality, we assume that the pursuer minimizes the
capture time whereas the evader maximizes it. The capture time for a graph G = (V, E) is given by maxp,e∈V T [p, e].
In what follows, we obtain a lower bound on the capture time of Gn . First, let us take a closer look at the global
visibility game and show the unique pursuer strategy to capture the evader in this case.
6.2. Capture on Gn with a global visibility pursuer
In this section, we show how an optimal strategy for a pursuer with global visibility can capture an evader with
global visibility on Gn . The intuitive idea for this pursuer strategy stems from the fact that if the players are not
vertically aligned at any point in the game, then the evader resets the progress made by the pursuer thus far by
escaping to the top level.
Consider a configuration (p, e). There are three possibilities.
Case (i) The pursuer is at or below the evader’s level. The evader avoids capture by staying on his level while
moving away from the pursuer horizontally.
Case (ii.a) The pursuer is above the evader and the players are vertically aligned. Irrespective of the evader move,
the pursuer can move down and maintain vertical alignment.
Case (ii.b) The pursuer is above the evader and the players are not vertically aligned. The evader can reset the game
by exploiting the horizontal separation between the players and moving up diagonally. The only way for the pursuer
to establish horizontal alignment is to move up to the apex.
Thus, an optimal pursuit strategy would avoid configurations in Case (i) and (ii.b) until capture. This yields the
following theorem:
Theorem 7. In an optimal pursuer strategy, the pursuer remains above the evader until capture. Moreover, there exists
an optimal evader strategy where the capture occurs on Cn .
In the next section, we obtain a lower bound on the expected capture time given a pursuer with zero-visibility.
6.3. Evader strategy
In this section, we describe an evader strategy S against a pursuer with no visibility. We will then show that the
expected capture time of any pursuer strategy on Gn against the S is large.
Recall that to capture the evader, the pursuer must remain above it (Theorem 7). Since the pursuer with zero-
visibility has no way of knowing where the evader is at the end of each round, he simply has to make a guess to
maintain this invariant. The evader strategy S then penalizes each wrong guess by resetting the game.
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Fig. 2. A random walk on a line: The pursuer has to make consecutive correct guesses to prevent the game from being reset at any point in time.
The evader strategy S randomizes how the evader moves down the stack by picking, with equal probability, one
of three neighbouring vertices at the lower level. To capture the evader, the pursuer will have to make n consecutive
“correct” guesses.
The crucial component of S is to penalize a single “wrong” guess by resetting the entire game. Suppose the pursuer
p is one level above the evader e. The evader picks at random one of the three vertices that are neighbours of e, located
on the level below his current level. These always exist, except if the evader is at Cn . Observe that with probability
2/3, the evader and pursuer are no longer vertically aligned. If this happens, the evader can reset the game by moving
to the top level (Section 6.2, Case (ii) b).
With the remaining probability of 1/3, the pursuer is still vertically aligned with the evader and the evader has got
closer to Cn , resulting in a “correct” guess for the pursuer. To capture the evader, in the worst case, the pursuer needs
n such consecutive guesses.
Next, we obtain a lower bound on the expected capture time.
The state of the game is measured by the capture time i.e. the expected number of steps required for the pursuer
to capture the evader. The sequence of pursuer guesses and game outcomes can be modelled as a random walk on the
directed graph shown in Fig. 2. Here, the probability of progress (a “correct” guess by the pursuer) toward the capture
state is 1/3 and the probability of the game being completely reset (a “wrong” guess by the pursuer) is 2/3.
The expected time it takes for this process to start at the left endpoint of the chain and arrive at the right endpoint
is Ω(3n), which gives us a lower bound on the expected duration of the game.
Theorem 8. For every n ∈ N, there exists an environment Gn with 4n+ 1 vertices and an evader strategy S such that
the expected capture time of any pursuer strategy, for the zero-visibility pursuer, against S is Ω(3n).
6.4. Generalization to the k-visibility pursuer
We can obtain a lower bound on the capture time of a k-visibility pursuer using the same environment and the
evader strategy S: suppose the pursuer starts at the apex and the evader is located at a vertex in Ck+1. Therefore, the
pursuer can not see the evader. The evader follows S and resets the game if the pursuer makes a wrong guess — i.e. if
the pursuer is no longer above the evader. Note that this requires entering pursuer’s vision range. However, the pursuer
still has to move to the apex to reach a configuration where he/she is above the evader (the evader will stop at Ck+1).
On the other hand, if the pursuer reaches Cn−k by making correct guesses, the evader will be visible from that point
on. Therefore, the pursuer does not need to make any further guesses.
To analyse the capture time, we can use a random walk on the line similar to the one shown in Fig. 2. Since the
pursuer stops guessing after reaching Cn−k , the length of the path is n − k which gives us the following lower bound.
Theorem 9. For every n ∈ N, there exists an environment Gn with 4n+ 1 vertices and an evader strategy S such that
the expected capture time of any pursuer strategy (for a k-visibility pursuer) against S is Ω(3n−k).
Therefore, unless k is comparable to n, increasing the pursuer’s visibility does not help much against a global
visibility evader.
7. Symmetrical visibility
In this section, we study the cops and robbers game when both players have k-visibility. The case when k = 0 has
been studied in [1] and k = 1 has been studied in [15]. In this section, we first show that the pursuer can establish
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eye-contact with the evader on any graph under the symmetrical visibility model. That is, the pursuer can force the
game into a configuration (p, e) such that p and e are visible from each other.
When studying the symmetrical visibility game, the following question arises:
What is the class of graphs on which the evader can be captured with a single pursuer? The answer clearly depends
on k. As mentioned earlier, when k = 0 the evader can be captured on any graph [1]. Further, the results in the previous
sections imply that the evader can be caught on any distmantlable graph for arbitrary k. However, it is worth noting
that it is possible to have situations where the evader will enter and leave the pursuer’s sight until capture (an example
is the game described in Section 6.4). It has also been shown that the class of graphs where the evader can be caught
for k = 1 is larger than the class of dismantlable graphs [15].
In this section, we present a general result on establishing eye-contact in the symmetrical visibility game. Next,
we present a characterization of environments where a class of greedy algorithms suffices for capture (Section 8). On
these environments, the pursuer can first establish eye contact and then follow the greedy strategy to capture the evader.
Hence, this characterization yields a sufficient condition for capture in the symmetrical visibility case. However, due
to their widespread use [19,6,4], we believe that a characterization of environments where the greedy strategy works
will be of independent interest as well.
We first show that the pursuer can establish eye contact with the evader on any graph G for any k with high
probability. The pursuer uses the following strategy Sp: Let n be the order of the graph G. The pursuer strategy
consists of rounds of length n. At the beginning of the round, the pursuer is at some vertex which may be known
by the evader. The pursuer picks a vertex (which we refer to as a destination) uniformly at random, moves to the
destination via the shortest path, and waits there until the end of the round.
The basic idea is that, no matter what strategy the evader follows, the evader will be visible from a vertex v at the
end of the round and the pursuer picks this vertex with probability 1n . The main technical challenge is the following.
The pursuer picks v at the beginning of the round. If the evader can infer pursuer’s choice using observations during
the round, it may avoid being seen by avoiding the neighbourhood of v. The following lemma shows that this cannot
happen. Namely, the evader cannot obtain useful observation without risking being found by the pursuer.
Lemma 10. On any graph connected G, and for any k ≥ 0, a pursuer with k-visibility can move in such a way that,
with high probability, no matter how an evader with k visibility moves, the game reaches a configuration (p, e) where
e is visible from p.
Proof. Let Sp be the pursuer strategy described above. Suppose, for contradiction, that there exists an evader strategy
Se against Sp which guarantees that the probability of pursuer’s finding the evader at the end of a round is zero. Since
the evader will not see the pursuer during the execution of Se, (i) the information it has about the location of the pursuer
at the end of a round will be the same for all possible random destination choices of the pursuer, and thus (ii) we can
assume that the evader makes its random choices a priori. Let pie denote the evader’s path while it is executing Se
during the round and w be the last vertex of pie. With probability at least 1n , the pursuer will pick a neighbour of w as
a destination and hence, find the evader at the end of the round. This contradicts the existence of Se. 
The expected time to find the evader using Sp is O(n2). It can be improved to O(n log n) by replacing Sp with the
pursuer strategy in [1].
Note that for k = 0 the lemma implies capture. For k = 1, the result can be inferred from some of the results
in [15].
8. Greedy strategies
Let (p, e) be the current configuration of a cops and robbers game on a graph G. The evader moves to a vertex
e′ ∈ N (e) and supposes e′ is visible from p. A natural pursuit strategy is to move toward e′ on a shortest path from
p to e′. Variants of such greedy strategies are extensively used in robotics because they are easy to implement and
typically require little bookkeeping [19,6,4].
Two remarks are in order. First, observe that greedy strategies do not guarantee capture on some cop-win graphs.
For example, in the environment of Section 6 (Fig. 1), if the players are on the same cycle, a greedy pursuer will keep
looping forever on this cycle. In contrast, an optimal strategy would move to the apex, which requires an increase in
the distance for some time, and then capture the evader.
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Fig. 3. On this graph Class A greedy pursuit fails but Class B greedy pursuit succeeds.
Second, even though the greedy strategy is straightforward in Euclidean environments, it is not well defined on
graphs when there are multiple shortest paths. Let p and e be the vertices of the pursuer and evader respectively. Let
p1, . . . , pq be neighbours of p that minimize the distance from e. Which vertex should the pursuer select? In this
paper, we study two variants:
Class A Greedy Pursuit: In this version, we focus on a worst-case scenario and assume that the evader picks the
shortest path the pursuer has to follow. The significance of this model is that if the pursuer can win in this model, then
any choice of pi yields capture.
Class B Greedy Pursuit: In this version, the pursuer is free to pick any shortest path between p and e′. If the
pursuer can win in this model, this means that there is some choice of pi that yields capture, but additional reasoning
(or perhaps randomization) is needed to find the right greedy strategy.
It is easy to see that if Class A pursuit succeeds, so will Class B pursuit. Also, note that in some environments,e.g.
trees, Euclidean environments, the shortest path is unique. Hence, the distinction between Class A and B strategies
disappear. Finally, there are environments where Class A pursuit fails but Class B pursuit succeeds. An example is
shown in Fig. 3.
In Fig. 3, suppose the pursuer is at a and the evader is at b. In Class A pursuit, the evader can move to c and
force the pursuer to move to e. Afterward, the evader can make the pursuer chase the evader forever on the cycle
e → c → d → a. In contrast, a class B greedy pursuer can move to b and capture the evader.
8.1. Class A greedy pursuit
In this section, we study the following greedy strategy: Let p and e be the locations of the pursuer and the evader
when it is the pursuer’s turn to move. Let P = {pi1, . . . , pik} be the set of all shortest paths between p and e. Since the
pursuer’s choice of which shortest path to follow is arbitrary and we focus on the worst case scenario, we assume that
the evader picks a path pi ∈ P from this set and the pursuer moves toward the evader on pi .
We now present an algorithmic characterization (Algorithm Mark–Greedy) of graphs on which Class A greedy
pursuit succeeds. In the following, N (u, v) denotes the neighborhood of u with respect to v: N (u, v) = {w ∈ N (u) :
d(w, v) = d(u, v)− 1}.
Theorem 11. A graph G is greedy-cop-win if and only if Algorithm Mark–Greedy(G) marks all configurations of G.
Proof. Suppose all configurations are marked. We show, by induction on the order of marked configurations, that the
greedy pursuit strategy guarantees capture. The first configuration marked is of the form (v, v) for some vertex v.
Therefore, if the game ever reaches this configuration, the evader is captured by definition. For inductive hypothesis,
assume that greedy pursuit guarantees capture if the game ever enters one of the first k marked configurations. Consider
the configuration (p, e)marked (k+1)th . It must be that, no matter which vertex e′ the evader moves to, and no matter
which shortest path it chooses for the pursuer, the pursuer will enter a configuration which was marked in the first k
steps and win the game afterward.
Now suppose that after the execution of Mark–Greedy, some configurations were unmarked. Let (p, e) be such a
configuration and suppose the game starts at this configuration. It must be that there exists a vertex e′ that the evader
can move to, and a shortest path pi between p and e′ such that the resulting configuration (p′, e′) after the pursuer
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moves to p′ on pi is unmarked (Otherwise (p, e) would be marked.). Hence, the evader can guarantee that the game
always remains in unmarked configurations. All capture configurations are of the form (v, v) and hence, marked.
Therefore, the pursuer can never capture the evader with the greedy strategy. 
Algorithm Mark–Greedy(Graph G = (V, E)):
/* Initially, all configurations are unmarked */
Mark all configurations (v, v) for every vertex v ∈ V .
Repeat
Mark (p, e) if for all e′ ∈ N (e) and for all p′ ∈ N (p, e′), (p′, e′) is marked.
Until no further marking is possible.
8.2. Class B greedy pursuit
Recall that the distinction between Class A and Class B pursuit is due to the choice of the shortest path the pursuer
will follow. In Class B pursuit, the pursuer is free to choose any shortest path. Algorithm Mark–Greedy can be
modified to recognize Class B greedy-cop-win graphs. The only modification needed is to replace the body of the
loop with the line: Mark (p, e) if for all e′ ∈ N (e), there exists p′ ∈ N (p, e′) such that (p′, e′) is marked. The proof
of correctness is similar to Theorem 11 and omitted.
In addition to an algorithmic characterization, we show that Class B greedy pursuit succeeds on chordal graphs
in the next section. However, there are nonchordal graphs where Class B pursuit succeeds as well. For example, the
graph in Fig. 3 has a chordless cycle (ecda).
8.2.1. Chordal graphs are Class B greedy-cop-win
A chord of a cycle is an edge connecting two nonconsecutive vertices of a cycle. A graph G is chordal (or
triangulated) if every cycle of length four or more contains a chord.
Chordal graphs form an important class of graphs which includes trees, cliques and interval graphs. In this section,
we show that Class B greedy strategy works on chordal graphs.
Definition 12. Let C = {v1, . . . , vk} be a cycle of a chordal graph G. Three vertices vi , vi+1 and vi+2 form an ear of
C if (vi , vi+2) is an edge.
We will utilize the following lemma, which is proved in the Appendix:
Lemma 13. Every cycle C of a chordal graph has an ear.
Since an ear is also a chord, Lemma 13 yields: A graph G is chordal if and only if every cycle of G has an ear.
Lemma 14. Let G be a chordal graph. By following the Class B greedy strategy described above, the pursuer can
capture the evader on G.
Proof. Suppose the pursuer and evader play the cops and robbers game on a graph G, starting from an arbitrary
configuration. Let d1, d2, . . . , di , . . . be a sequence where di is the distance between the players after the pursuer’s i th
move. First, observe that when the pursuer is following the greedy strategy, no matter which shortest path is chosen,
the distance between the pursuer and the evader after the pursuer’s move never increases. We claim that if G is chordal,
the pursuer can select the shortest paths in such a way that after a finite number of steps, the distance between the
players decreases. Clearly, this implies capture. Let k be the current distance between the pursuer and the evader.
For contradiction, assume that the claim is false. No matter what strategy the pursuer uses, the evader must revisit a
vertex. Let e be the first revisited vertex and suppose the evader revisits e after l steps for the first time. Let C be the
cycle formed by the evader’s trajectory. Let p be the location of the pursuer when the evader is at e initially. Let pi
be a shortest path of length k between pi and e. Note that, by assumption, the distance between the players remains k
throughout these l steps. First suppose k > l. This case is shown in Fig. 4-left. In this case, remaining on pi is a valid
Class B greedy strategy as it guarantees a separation of k. But then, when the evader revisits e, the distance between
the players will decrease, leading to a contradiction. Therefore it must be that k ≤ l. In this case, the pursuer can stay
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Fig. 4. The two cases that arise in Lemma 14.
on pi until e and follow C afterward. This also maintains a separation of k and hence it is a valid Class B strategy.
Since the evader travels the full cycle C , it must go through a vertex v which, together with its neighbours v− and v+,
form an ear (Fig. 4-right). Let H = (pi + C) ⊆ G. After the evader moves to v+ and the pursuer completes his move
on H , the distance between the two on H is k. However, since (v−, v+) is an edge, the distance between them on G
is at most k − 1. This means that the pursuer is not following a shortest path which is a contradiction. 
8.3. Symmetric visibility and greedy strategies
Consider the following model for symmetrical visibility cops and robbers game. Both players have k-visibility,
for some k. Suppose the game configuration is (p, e) with d(p, e) = k. Imagine the evader moves to e′ with
d(p, e′) = k + 1. If we make the assumption that the pursuer can instantaneously observe the evader’s motion
and infer that the evader is on e′, then it is easy to see that on greedy-cop-win graphs, the pursuer can capture the
evader. First, it finds the evader (Lemma 10). Since the greedy pursuit guarantees that the distance never increases
after the pursuer’s move, the evader will be visible until the end of the game. If, however, the pursuer cannot observe
the evader’s motion instantaneously, the pursuer may not follow the greedy strategy. Recent results for greedy pursuit
in convex planar environments under this model can be found in [6].
9. Conclusion
In this paper, we studied the effect of reducing the pursuer’s visibility in the standard cops and robbers game. We
showed that a pursuer with limited visibility is as powerful as a pursuer with global visibility in terms of the outcome
of the game. On the other hand, we showed that the reduction in visibility can cause an exponential increase in the
capture time. We also initiated the study of the cops and robbers game when the players have limited but symmetrical
visibility powers. For this version, we showed that the cop can establish eye contact with the robber on any graph.
Next, we presented a characterization of graphs where a natural greedy strategy suffices for capture. This condition
yields a sufficient condition for capture in the symmetrical visibility case.
Our results shed light on the role of information available to the pursuer on the outcome of this game and raises a
number of interesting questions for future research:
• We have shown that a pursuer with limited visibility can still win on a cop-win graph but the capture time may
increase exponentially. In applications where the capture time is crucial, the decrease in the sensing powers of the
pursuers can be compensated by increasing the number of pursuers. What is a sufficient number of pursuers (with
limited visibility) to make the capture time polynomial in the number of vertices?
• On a graph which is not cop-win, what is the number of pursuers (with limited visibility) sufficient to capture the
evader?
• How does the outcome of the game change when the players have symmetrical visibility? It seems unlikely that
the exponential increase in the capture time holds for this case.
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Fig. A.1. Every cycle C in a chordal graph has an ear.
Appendix
Proof of Lemma 13:
Let C = v1, . . . , vn . We prove the lemma by induction on n. For the base case (n = 3), the lemma is trivially true.
For the inductive step, assume that every cycle of length up to n in a chordal graph has an ear (see Fig. A.1). Consider
a cycle C with |C | = n. Since G is chordal, C must have a chord (vk, vl) for some k and l. Therefore we can divide C
into two cycles C1 and C2. To obtain C1, we start from vk , follow the edge (vk, vl) and then C counter-clockwise. To
obtain C2, we follow C clockwise after vl . We can rename the vertices so that C1 = {v1, . . . vk, vl , vl+1, . . . , vn}. By
the inductive hypothesis, bothC1 andC2 have ears. We focus onC1. Two possible cases arise. In the first case, the ear is
either e1 = (vk−1, vk, vl) or e2 = (vk, vl , vl+1). If this is not the case, the ear of C1 is also an ear in C and we are done.
Therefore we focus on the first case. We form a new cycleC ′1 as follows: If e1 is the ear,C ′1 = {v1, . . . vk−1, vl , . . . , vn}
(i.e.C ′1 is obtained by deleting vk fromC1). Otherwise, if e2 is the ear,C ′1 = {v1, . . . vk, vl+1, . . . , vn} (i.e. vl is deleted
from C). We now apply the same argument to C ′1. Through this process, either we get to a point where C ′1 has an ear
which does not involve the chord or |C ′1| = 3, in which case, it will also have an ear which does not involve the
chord. 
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