Abstract. We show that some language theoretic and logical characterizations of recognizable word languages whose syntactic monoid is in the variety DA also hold over traces. To this aim we give algebraic characterizations for the language operations of generating the polynomial closure and generating the unambiguous polynomial closure over traces. We also show that there exist natural fragments of local temporal logic that describe this class of languages corresponding to DA. All characterizations are known to hold for words.
Introduction
Traces were introduced by Mazurkiewicz as a generalization of words to describe the behavior of concurrent processes [4] . Since then traces have become a rather popular setting to study concurrency. A lot of aspects of traces and trace languages have been researched, see [1] for an overview.
Over words it has turned out that finite semigroups are a powerful technique to refine the class of recognizable languages [2] . Two natural operations on classes of languages are the polynomial closure and the unambiguous polynomial closure. For particular classes of languages, so called language varieties, it has been shown that there exist algebraic counterparts in terms of the so-called Mal'cev product [10] . In Section 3 (resp. Section 4) we will show that this correspondence between the Mal'cev product and the polynomial closure (resp. the unambiguous polynomial closure) for restricted varieties also holds over traces.
In Section 5 we tighten these results in the particular case of the class DA of finite monoids to get two language theoretic characterizations of the class of trace languages whose syntactic monoid is in DA. In Section 6 we show that over traces the fragments of local temporal logic TL [XF, YP] , TL[XF, YP, M] and TL[X a , Y a ] also express exactly these languages. All three characterizations are known to hold for words [11, 12] .
Preliminaries
A set S is a semigroup if it is equipped with an associative binary operation. The set S forms a monoid if it is a semigroup and if there exists a neutral element, i.e. an element denoted by 1 and satisfying 1a = a = a1 for all a ∈ S. An element e of a semigroup is called idempotent if e 2 = e. A mapping η : S → T between two semigroups S and T is a semigroup homomorphism if η(ab) = η(a)η(b) for all a, b ∈ S. If furthermore S and T are monoids and η(1) = 1, then η is monoid homomorphism. A relation τ ⊆ S ×T is a relational semigroup morphism between semigroups S and T if τ (a) = ∅ and τ (ab) ⊆ τ (a)τ (b) for all a, b ∈ S where τ (a) = { c ∈ T | (a, c) ∈ τ }. In the context of monoids we additionally require 1 ∈ τ (1) and then τ is called a relational monoid morphism. If there is no confusion or if the statement holds in either case we omit the terms relational, semigroup and monoid and only use the words morphism and homomorphism. As for functional homomorphisms, we also use the notation τ : S → T for morphisms. For two (homo)morphisms η : S → T and ν : S → R we define their
The graph of a morphism τ : S → T is defined as graph(τ ) = { (a, c) | c ∈ τ (a) }. It is easy to see that graph(τ ) is a subsemigroup (resp. submonoid) of S × T . For any relational morphism τ : S → T the projections π 1 : graph(τ ) → S and
The condition τ (a) = ∅ for all a ∈ S implies that π 1 is onto. In fact, whenever we have two homomorphisms α : R → S and β : R → T and α is onto, the composition β • α −1 : S → T forms a relational morphism [6] . An ordered semigroup is a semigroup S equipped with a partial order relation ≤ such that a ≤ b implies ca ≤ cb and ac ≤ bc for all a, b, c ∈ S. Every semigroup S forms also an ordered semigroup (S, =). For homomorphisms between ordered semigroups η : (S, ≤) → (T, ) we additionally require a ≤ b ⇒ η(a) η(b) for all a, b ∈ S. More details can be found in [7] .
We are interested in the interplay between classes of finite monoids and classes of recognizable subsets of infinite monoids. The connection between them is the syntactic congruence. Let L be a subset of a monoid M. Then the syntactic congruence
Equations are one possibility to describe classes of finite semigroups. Let Ω be a finite set and let w, v ∈ Ω + (resp. Ω * for monoids). A semigroup S satisfies the equation w = v, if for all homomorphisms η : Ω + → S we have η(w) = η(v). In a finite semigroup the unique idempotent power of an element a is denoted by a ω . We also allow the ω-operator in equalities and define η(w ω ) = η(w) ω . By w = v we denote the set of finite semigroups (resp. finite monoids) satisfying w = v. Analogously, we can define the class of finite ordered semigroups satisfying an inequality w ≤ v.
The next possibility we will need in order to define classes of finite semigroups is the Mal'cev product. Let V and W be two classes of finite semigroups. A semigroup S is contained in the Mal'cev product W M V of V by W if there exists a semigroup T ∈ V and a relational morphism τ : S → T such that for each idempotent e ∈ T the set τ −1 (e) forms a semigroup in W. Let Σ be a finite alphabet and I ⊆ Σ × Σ be a symmetric and irreflexive relation. The trace monoid generated by (Σ, I) is the quotient M(Σ, I) = Σ * / ∼ I where ∼ I is the congruence generated by { (ab, ba) | (a, b) ∈ I }, i.e. for v, w ∈ Σ * we have v ∼ I w if and only if v can be transformed into w using only commutations of contiguous letters a and b with (a, b) ∈ I. The elements of M(Σ, I) are called traces, I is called the independence relation and
The word w ∈ Σ * is called a word representative of a trace t ∈ M(Σ, I) if t = [w] I . As for words, |t| ∈ N is the length of the trace t ∈ M(Σ, I) and alph(t) ⊆ Σ is its alphabet, i.e. the set of letters which occur in it. To each trace t we can associate a graph.
Let w be a word representative of a trace t. With t we can associate a graph (V t , < t , label t ) where V t = { ν | ν is a position of w } is the set of vertices and
is a labeling of the vertices. Let
The set of edges < t is now defined as the transitive closure of → t . The relation < t is a (strict) partial order on V t . Up to isomorphism, the definition of this graph is independent of the choice of the word representative. The linearizations of this graph are exactly the word representatives of t. Therefore, by abuse of notation we will identify the word representative w, the trace t and its graph (V t , < t , label t ).
Polynomial closure
In the following, we fix the trace monoid M(Σ, I) over a non-empty finite alphabet Σ. A class of finite monoids V is called variety if it is closed under finite products, if it is closed under taking submonoids and if it is closed under homomorphic images [6] . We will also use this notion if V is a class of finite ordered monoids [7] . By Com we denote the class of finite commutative monoids xy = yx and by J 1 we denote the class of idempotent and commutative monoids x 2 = x ∩ Com. Lemma 1. Let V be a variety of monoids with
Then there exists a monoid N ∈ V and a homomorphism η : M(Σ, I) → N such that for all x, y ∈ M(Σ, I) satisfying η(x) = η(y) the following conditions hold:
(c) Let x ′ and y ′ be connected components of x and of y respectively such that
Proof. The power set 2 Σ of Σ using union ∪ as operation forms a commutative and idempotent monoid. We set
Since 2 Σ ∈ J 1 ⊆ V and since V is a variety, we have N ∈ V. Next we define
). Condition (a) is verified in the components of N and ν corresponding to Γ = Σ and condition (b) is fulfilled by reason of the first component. Let x ′ and y ′ be connected components of x and of y with alph(
. Now let η(x) be idempotent. This means that every component of η(x) is idempotent and since every component of η(x ′ ) is also a component of η(x), we have that η(x ′ ) is also idempotent.
We say that a trace t 1 is a factor of a trace t 2 if there exist traces s 1 and s 2 such that t 2 = s 1 t 1 s 2 .
Lemma 2. Let a ∈ Σ, let t 0 , t 1 ∈ M(Σ, I) and let x ∈ M(Σ, I) be connected. If x |Σ|+m is a factor of t 0 at 1 for m ∈ N then there exist m 0 , m 1 ∈ N such that m 0 + m 1 = m and x mi is a factor of t i for i = 0 and i = 1.
Proof. The proof is similar to the proof that x * is recognizable if x ∈ M(Σ, I) is connected [5, Proposition 6.3.11] .
Since x is connected, between any two letters of alph(x) we have an undirected path in the dependence graph (Σ, D) of length at most |Σ| such that all vertices on this path are in alph(x). Directed paths following the same labels also exist in x |Σ| between all vertices of the first x and all vertices of the last x in this product. There could be some x's that have vertices in t 0 as well as vertices in at 1 . The above argument shows that starting with the first x with this property we could lose at most |Σ| − 1 many of the x's of x |Σ|+m as factors of t 0 or at 1 . The letter a could be a factor of one x. It follows that there remain m many x's as factors of either t 0 or t 1 .
For a set V of trace languages over M(Σ, I) we define the polynomials PolV over V as the set of trace languages that are finite unions of languages of the form
where n ∈ N and L i ∈ V for all 0 ≤ i ≤ n. We say that a set V of trace languages over M(Σ, I) corresponds to a class of monoids
Theorem 1. Let V be a variety of monoids such that J 1 ⊆ V and let V be the set of trace languages corresponding to V. Then the syntactic ordered monoid of every language L ∈ PolV is in
Proof. We modify the proof for words in [10] .
Let e ∈ N be idempotent, let x, y, u, v ∈ M(Σ, I) such that η(x) = e = η(y) and let m ≥ n |Σ|+1. The trace x can be decomposed into connected components
Hence, the trace y can also be decomposed into connected components y = y 1 · · · y ℓ such that alph(y j ) = alph(x j ) for all 1 ≤ j ≤ ℓ. Suppose ux m v ∈ L. By applying Lemma 2 up to n times we can conclude that for every j ∈ { 1, . . . , ℓ } there exists i ∈ { 0, . . . , n } and a factorization
By Lemma 1 we have that µ i (x j ) = µ i (y j ) is idempotent and therefore we have
By applying this pumping argument to all connected components of x, by a suitable choice of the exponents we can conclude
This Mal'cev product forms a variety of ordered semigroups. Language classes corresponding to varieties are closed under finite unions. Hence, we can conclude that PolV is a subset of the trace languages corresponding to Let V be a variety of finite monoids. We say that V is the corresponding * -
As for sets of trace languages, we define PolV as the (word) languages that are finite unions of languages of the form K 0 a 1 K 1 · · · a n K n , where n ∈ N and K i ∈ V for all 0 ≤ i ≤ n. For a partial converse of Theorem 1 we will use the following theorem from [10] .
Theorem 2 (Pin/Weil, 1997). Let V be a variety of finite monoids, let V be the corresponding * -variety and let K ⊆ Σ * . If the syntactic ordered monoid of
For commutative varieties we can state this theorem for traces.
Theorem 3. Let V ⊆ Com be a variety of finite commutative monoids, let V be the set of trace languages corresponding to V and let L ⊆ M(Σ, I) be a trace language. If the syntactic ordered monoid of L is in
I (L). By Theorem 2 we can conclude that
for m, n 1 , . . . , n m ∈ N, a i,j ∈ Σ and K i,j ⊆ Σ * such that M (K i,j ) ∈ V. By Lemma 3 we have π −1 I π I (K i,j ) = K i,j and by Lemma 4 we can conclude that the syntactic monoid of
Corollary 1. Let J 1 ⊆ V ⊆ Com be a variety of finite monoids and let V be the corresponding variety of trace languages. Then PolV corresponds to
Let V be a set of trace languages. By coPolV we denote the set of trace languages L whose complement L is in PolV. Since the syntactic ordered monoid of the
L ) we obtain the following corollary.
Corollary 2. Let J 1 ⊆ V ⊆ Com be a variety of finite monoids and let V be the corresponding trace languages. Then coPolV corresponds to
A class V of trace languages is a language variety if it is closed under boolean operations, under inverse homomorphism and under quotients. A left quotient of L is a −1 L = { t | at ∈ L } for a ∈ Σ. Right quotients are symmetric. It is well known that a set of languages that corresponds to a variety of monoids forms a language variety [2, page 186f]. Since
and since x ω yx ω = x ω M V is a variety if V is a variety [9, 10] , we obtain the following corollary.
Corollary 3. Let J 1 ⊆ V ⊆ Com be a variety of finite monoids and let V be the corresponding variety of trace languages. Then PolV ∩ coPolV is a (trace) language variety that corresponds to the variety
Unambiguous polynomial closure
For a position ν of t ∈ M(Σ, I) we define the following factors:
is the future of ν.
We now have the following two factorizations t = pre(ν) label(ν) par(ν) suf(ν) and t = pre(ν) par(ν) label(ν) suf(ν). We say that a product
), a ∈ Σ is left unambiguous if for all t ∈ L there exists a unique position ν in t such that
Right unambiguous products are defined symmetrically, i.e. the parallel part par(ν) is related to L 1 . A product L 1 aL 2 is unambiguous if it is left unambiguous or right unambiguous. Let V be a set of trace languages. Then we define UPolV as the closure of V under boolean operations and unambiguous products. Note that the unambiguous product for traces is not associative.
Theorem 4. Let V be a variety of monoids such that J 1 ⊆ V and let V be the set of trace languages corresponding to V. Then the syntactic monoid of every trace language in UPolV is in
Proof. By LI we denote the semigroup variety 
Since LI M V forms a variety [6] and since LI M (LI M V) = LI M V, see [8] , it is sufficient to show that for all idempotents e ∈ N we have τ −1 (e) ∈ LI. The theorem then follows by left-right symmetry and from the fact that classes of languages corresponding to varieties of monoids are closed under boolean operations [2] .
Let e 2 = e ∈ N , let x, y, u, v ∈ M(Σ, I) such that η(x) = e = η(y) and let m ≥ |Σ| + 1 such that µ(x) m is idempotent. We will show that ux m v ∈ L if and only if ux Together with Lemma 2 it follows that for every index j ∈ { 1, . . . , ℓ } of a connected component there exists i ∈ { 1, 2 } such that the last occurrence of x j in the left x m block and the first occurrence of x j in the right x m block in ux m yx m v are factors of z i . Hence, the component y j of y lies between these two occurrences of x j , i.e. x j y j x j is a factor of z i . Since η(x j y j x j ) = η(x j x j ), we can remove all connected components of y without changing membership to L. Therefore, ux m x m v ∈ L and by idempotency of µ(x) m we can conclude ux m v ∈ L.
In the next section we will present a converse of the previous theorem for the variety V = J 1 .
The variety DA
The variety DA is defined as DA = (xy) [6] . A factorization t = t − at + is a left factorization if a ∈ alph(t − ) and if t − = sb implies (a, b) ∈ D, i.e. in this factorization a is the first occurrence of the letter a in t and no minimal element of t − is independent of a. Symmetrically, we say that a factorization t = t − at + is a right factorization if a ∈ alph(t + ) and if t + = bs implies (a, b) ∈ D. Definition 1. We define the relation ≡ A,k ⊆ M(Σ, I) 2 for A ⊆ Σ and k ∈ N:
or the following three conditions hold:
• alph(t) = alph(s) ⊆ A.
• For all a ∈ alph(t) and all left factorizations t = t − at + and s = s − as + the conditions t − ≡ A\{a},k−1 s − and t + ≡ A,k−1 s + hold.
• For all a ∈ alph(t) and all right factorizations t = t − at + and s = s − as + the conditions t − ≡ A,k−1 s − and t + ≡ A\{a},k−1 s + hold.
It is clear that for all A ⊆ Σ and all k ∈ N the relation ≡ A,k is an equivalence relation of finite index. The analog of the following lemma in the case of words was shown in [12] .
2 be a congruence of finite index such that the monoid M(Σ, I)/γ is in DA. Then there exists k ∈ N such that ≡ Σ,k ⊆ γ.
It follows that every trace language L with M (L) ∈ DA is the disjoint union of ≡ A,k -classes. We define the set of trace languages A = { A * | A ⊆ Σ }. Clearly, A is a subset of the trace languages corresponding to J 1 .
Lemma 6. Let A ⊆ Σ and k ∈ N. Every equivalence class of ≡ A,k is in UPolA.
For every set of letters A ⊆ Σ we have
where n = |A|. Therefore, the language variety corresponding to J 1 is contained in PolA. Together with Corollary 3 and Theorem 4 we can conclude:
The language variety UPolA = PolA ∩ coPolA corresponds to the variety DA.
Temporal logic
In this section we introduce two characterizations of DA with temporal logics. In this paper, a temporal formula is a term of the form
where a ∈ Σ. The operators XF, YP, M, X a and Y a are called temporal operators.
The letter X comes from the word neXt, Y stands for Yesterday, F for Future, P for Past and M for soMetime. By TL[XF, YP] we denote the set of temporal formulae where XF and YP are the only temporal operators and in the fragment TL[XF, YP, M] we additionally allow the M operator. By TL[X a , Y a ] we denote the set of temporal formulae where all temporal operators are of the form X a or Y a for a ∈ Σ. Next we define, when a trace t = (V, <, label) at position ν ∈ V models a temporal formula:
t, ν |= ϕ 1 ∧ ϕ 2 ⇔ t, ν |= ϕ 1 and t, ν |= ϕ 2 . t, ν |= XFϕ ⇔ ∃χ ∈ V : ν < χ and t, χ |= ϕ.
t, ν |= YPϕ ⇔ ∃χ ∈ V : χ < ν and t, χ |= ϕ.
t, ν |= Mϕ ⇔ ∃χ ∈ V : t, χ |= ϕ.
t, ν |= X a ϕ ⇔ ∃χ ∈ V : ν < χ and t, χ |= a ∧ ϕ and ∀ξ ∈ V : ν < ξ < χ ⇒ label(ξ) = a .
t, ν |= Y a ϕ ⇔ ∃χ ∈ V : χ < ν and t, χ |= a ∧ ϕ and
The usage of "alphabetic filters" (as in X a and Y a ) has been introduced in [3] for local temporal logic over traces. An outer temporal formula is a boolean combination of formulae of the form XFϕ, YPϕ, Mϕ, X a ϕ or Y a ϕ where ϕ is an arbitrary temporal formula. Next we define when a trace t = (V, <, label) models an outer temporal formula. Boolean combinations are defined straightforwardly.
Note that XFϕ, YPϕ and Mϕ as outer formulae are equivalent. The idea is that when evaluating XF and X a we start at a position in front of the trace and when evaluating YP and Y a we start at a position behind the trace. The trace language generated by an outer temporal formula ϕ is
We say that a trace language In the next theorem we summarize the characterizations of trace languages whose syntactic monoid is in the variety DA. 
Conclusion
We have given an algebraic characterization of PolV and PolV ∩ coPolV in the case that V corresponds to a variety of commutative monoids that contains the monoid (2 Σ , ∪, ∅) over subsets the alphabet Σ. We have also shown that all trace languages in UPolV satisfy a particular algebraic property if V corresponds to a variety that contains the monoid (2 Σ , ∪, ∅). That this property is sufficient for UPolV has been shown in the case that V corresponds to Two interesting open problems are whether it is possible to proof that the algebraic characterization of PolV also holds for larger classes of trace languages V and whether it is possible to give a language-theoretic characterization of PolV ∩ coPolV in terms of disjoint unions of unambiguous polynomials as for words.
