This paper describes an improved local search method for synthesizing arbitrary Multiple-Valued Logic (MVL) function. In our approach, the MVL function is mapped from its algebraic presentation (sumof-products form) on a multiple-layered network based on the functional completeness property. The output of the network is evaluated based on two metrics of correctness and optimality. A local search embedded with chaotic dynamics is utilized to train the network in order to minimize the MVL functions. With the characteristics of pseudo-randomness, ergodicity and irregularity, both the search sequence and solution neighbourhood generated by chaotic variables enables the system to avoid local minimum settling and improves the solution quality. Simulation results based on 2-variable 4-valued MVL functions and some other large instances also show that the improved local search learning algorithm outperforms the traditional methods in terms of the correctness and the average number of product terms required to realize a given MVL function.
Introduction
Multiple-Valued Logic (MVL) has been utilized in the design of a great deal of logic systems including memory, multi-level data communication coding and various special purpose digital processors. Compared to the binary logic whose development of creating digital networks technology is physically limited, the microelectronic technology with MVL provides us with opportunities to build very complex digital circuits and systems at a relatively low cost, and provides a diversity of logic in building blocks. However, these opportunities cannot be effectively and efficiently exploited due to the weaknesses of traditional logic synthesis methods. Multiple-valued logic minimization is an important technique for reducing the area required by a programmable logic array. The decision for this task is possible due to the minimization of logic function and thus the algorithms depend on the functional completeness basis in which the circuit for the given function will be realized [1] .
There are various kinds of methods for MVL minimization in logic design, such as the direct cover based ap-proach, the algebraic minimization approach, the decomposition based approach, the genetic algorithms, the network learning methods, and so on.
In the early years, the deterministic algorithms favor finding all prime implicants of a function [2] . However, the number of prime implicants is so large that absolute minimization of MVL functions requires computation time on the order of days [3] . Then based on the cost table which is measured by counting the number of product terms used, the direct cover-based approach [4] , [5] is proposed, in which the cover selection is integrated into the prime implicant generation process and therefore not all prime implicants are necessarily generated. The steps of direct cover approach can be described as the following. Firstly, a minterm is chosen and then a suitable implicant that covers that minterm is identified. A reduced function is obtained by removing the identified implicant and lastly the above procedures are repeated until no more minterms remain uncovered. Although the direct cover based approaches provide promising alternative methods to minimize MVL functions exactly and efficiently, they are time consuming. Furthermore, most approaches reported in the literature only solve the problem up to 2-variable 4-valued functions and larger instances have rarely been reported. The similar phenomena can also be found in the algebraic minimization [6] and decomposition methods [7] , [8] .
Contrary to the technology dependent approaches mentioned above, several technology independent approaches are proposed, such as genetic algorithms [9] - [11] and network learning methods [12] - [14] . These methods have the merits of excellent optimization ability and robustness in various instances. Compared with the genetic algorithms which usually suffer from poor convergence properties and difficulties to reach high-quality solutions in reasonable times [15] , the network learning using a local search method (LS) exposes several characteristics. For example, since the network is constructed based on the canonical realization of MVL functions, the node function and therefore the ranges of initial parameters (weights and thresholds) can be incorporated into the construction [14] . Due to its simple and direct search properties, the local search algorithm often settles in a local minimum solution and cannot improve any further. In order to solve this problem, the authors [16] utilized a stochastic dynamic to permit temporary error increases and thus enables the algorithm to have the ability to escape from local minima and reach the global minimum Although the local search incorporated with the stochastic dynamic (SDLS) [16] is able to learn the MVL network well, it can be further improved from a few other aspects involving modified error function, chaotic search sequence and chaotic solution neighborhood. As for the modified error function, fewer product terms indicating lower industrial cost and the output of the network (i.e. error function) should be evaluated by both the correctness and optimality. The correctness denotes the error between the output and target truth table, while the optimality represents the amount of the product terms in the logic expression after learning. In the case of traditional local search methods (LS [14] and SDLS [16] ), only the existence of the correctness evaluation is taken into consideration. Thus, once the network outputs hit the target truth table successfully, it will stop learning regardless how many product terms it has. The search sequence in the traditional local search method is deterministic and the solution neighborhood is fixed in a relatively small size. In our proposed method, we modify them with embedded chaotic dynamics to take full advantage of the ergodic and stochastic properties of chaotic variables [17] . The local search is performed in a modified chaotic neighbourhood to exploit the local solution space without repetition. Subsequently, the chaotic search sequence in their ergodic space is also utilized to explore the whole solution space in order to provide the system with more capability of escaping the local minimum. In addition, an annealing tuning strategy is also proposed to gradually eliminate the effect of the disturbance and in the later learning phase the search neighbourhood also is degenerated to a fixed size. The simulation results based on several MVL functions demonstrate that the local search with chaotic search sequence and chaotic solution neighbourhood outperforms the traditional methods in terms of the correctness and the average number of product terms required to realize a given MVL function.
MVL Algebras and Network Representation
There are several functional completeness multiple-valued algebras for any radix, such as Post Algebra [18] which was firstly proposed in 1921, Vranesic-Lee-Smith Algebra [19] , Allen-Givone Algebra [20] , and so on. In our approach, the Allen-Givone algebra is adopted due to its wide use in the MVL circuits and systems.
Let X = {x 1 , x 2 , . . . , x n } be a set of n variables, where x i takes on values from R = {0, 1, . . . , r − 1}. An n-variable r-valued function F(X) is a mapping F : R n → R 1 . Any MVL function can be realized based on a sum-of-products (or product-of-sums) expansion in which each input vector is individually selected, corresponding to the canonical sumof-minterms (or product-of-maxterms) realization of the binary case. The operators utilized in the realization are MAX, MIN and window literals are defined as follows:
(1) MAX and MIN operators:
(2) Window literal operators: In this condition, any r-valued function can be synthesized in a sum-of-products form:
where
Based on the sum-of-products form of the MVL function, a three-layer network mapping is constructed to realize the functions. Figure 1 shows the general realization topology for the n-variables r-valued MVL function, using MAX, MIN and literal operators. Node functions in the same layer are of the same type, as described below:
Layer 1: Each node in this layer is a literal function and its node function is given by Eq. (3). The window parameters of the i-th input to the j-th MIN gate are defined as a i j , b i j (a i j , b i j ∈ {0, 1, 2, . . . , r − 1} and a i j ≤ b i j (i = 1, 2, . . . , n and j = 1, 2, . . . , m)), where m is the number of nodes associated with each input variable. Thus there are totally n × m nodes in the first layer. Based on the canonical expansion of the MVL function, m would be r n maximally. However, in real implementations, if the one-input multiple-output literal nodes are introduced, only n×r literal nodes will actually be necessary to represent any n-variable r-valued logic function. The literal function for the node function is shown in Fig. 2 . As the values of the a i j and b i j change, the literal function varies accordingly, thus exhibiting various forms of literal functions.
Layer 2: A node in the second layer corresponds to the MIN operation. Each node selects a particular area of the function and defines its function value to be 1 or 2 or . . . or (r − 1) by means of the logic signal 1 or 2 or . . . or (r − 1) as included within the MIN term. Thus, it corresponds to m MIN nodes. The function is given by
where c j is biasing parameter of MIN j with the logic signal 1 or 2 . . . or (r − 1). 
where O denotes the output of the network and will be used to make comparisons with the target values in the truth table of the MVL functions. The learning MVL network described above is a multilayered feed-forward network in which each node performs a particular function (a node function) on incoming signals using a set of parameters specific to this node. The form of the node function varies from layer to layer, and each node function can be defined by prior knowledge on the network [13] . Moreover, the network with the MAX, MIN and literal nodes gives functional completeness, i.e., any MVL function can be realized in the network. In addition, unlike the traditional neural networks, the realization provides detailed information on its network, such as how many layers are needed for a given task and how many nodes per layer, sometimes even the literal parameters and other useful parameters. 
Learning Method for MVL Function Minimization
In this section, a learning approach using improved local search method for MVL function minimization is explained. As mentioned above, any n-variable r-valued logic function can be synthesized in a network as shown in Fig. 1 . A target truth table is given in advance. Here, a 2-variable 4-valued logic function taken from reference [16] is considered. Its truth table is shown in Table 1 and the canonical realization of the function can be the summation of the 11 terms:
Learning Space of the MVL Network
In order to learn the MVL network, the system parameters including window literal parameters (a i j , b i j ) and biasing parameters c i j should be tuned with appropriate values. All these parameters can be involved within a vector V defined as follows:
However, for any n-variable r-valued logic function, there are maximum r The applicability of local search, known for easy implementation and no requirement of derivative information, in MVL network learning has been demonstrated in [14] . The error function, parameter search sequence and solution neighbourhood are three important aspects in local search. The error function determines the landscape of the search space and guides the search to fit the system's demand. The parameter search sequence decides the sequence of the parameters around which the solution neighbourhood is established. The neighbourhood where the local search is performed plays a key role during learning. Large neighbourhood denotes that local search should be implemented for Table 1 Example of a quaternary function.
many times to find a better solution, while small neighbourhood limits the search efficiency. Meanwhile, small neighbourhood also implies the search might be easily trapped in a local minimum. The objective of this work is to improve the performance of the original local search with respect to these three aspects.
Modified Error Function
The traditional error function defined in the references [14] , [16] is shown in the following.
where O p and T p represent the p-th actual output value of the network and the target value corresponding to the p-th input pattern (x 1 , x 2 , . . . , x n ) p , respectively. P is the number of the total input patterns. The drawback of this error function is that once the network outputs hit the target truth table successfully (i.e. E L = 0), learning will stop regardless how many product terms in final MVL function.
In practice, the objective of MVL function design is not only the degree of the correctness which exposes elements of the network output matching the target values in the truth table, but also the amount of the product terms in the final MVL function. The error function of the MVL network can be modified as follows:
where E c represents the correctness and E o denotes the optimality. α is a user-defined parameter which determines the relationship between correctness and optimality. Usually correctness is the most important factor, while optimality is the second one, and therefore α should belong to the range of (0, 1). In addition, both E c and E o are normalized in the domain of [0, r n ] and are defined in Eq. (11) and Eq.(12), respectively.
In Eq. (12), PT denotes the number of product terms in the final MVL function and PR indicates the number of the removed terms after learning. As all the nodes with window literal parameters a i j > b i j or biasing parameter c i = 0 do not contribute to the output and thus can be deleted from the network, PR can be calculated by counting the number of the remaining MIN terms. It should be noted that if all the nodes in the first layer associated with the same MIN node have been deleted from the network, the MIN node should also be deleted no matter what the value of its biasing parameter is. Furthermore, in order to realize the primary and secondary relationship between E c and E o , we set α = 1/(r n (r− 1)
2 ) in our approach. When E c ≥ 1/(r − 1) 2 the landscape of the error function E is almost dominated by the correctness function E c , while when E c < 1/(r − 1) 2 , the optimality function E o will take the main effect.
For example, let us consider the following three typical cases after learning the function shown as Eq. (7). The first case is F 1 with E L = 0 and E o = 7 and its error is E(F 1 ) = 7/144 ≈ 0.049.
The second case is F 2 with E L = 1 and E o = 4 and its error is E(F 2 ) = 1/9 + 4/144 ≈ 0.139.
The third case is F 3 with E L = 0 and E o = 5 and its error is E(F 3 ) = 5/144 ≈ 0.035.
Compared with F 2 , both F 1 and F 3 are more attractive areas during learning since they have smaller errors. That is to say, the solution neighbourhood is more easily established around these functions. However, as the E L of F 1 is 0, the search will stop by using the traditional local search methods. It is obvious that the minimized function F 1 is not so satisfactory because it still has 7 product terms. This problem will worsen when dealing with actual large MVL circuits and systems. Fortunately, by utilizing the modified error function described above, F 1 and F 3 both of which can learn the target truth table successfully (i.e. E L = 0) are separated with different errors. In this condition, F 3 will be the only global optimal solution having the smallest error. Generally speaking, during all the functions with the same E L , the less amount of the product terms it has, the function will be synthesized more possibly after learning. As a result, less average number of product terms are required to realize a given MVL function by using the modified error function.
Chaotic Search Sequence and Solution Neighbourhood
Chaos is a kind of a characteristic of nonlinear dynamic system which exhibits bounded dynamic unstable, pseudo random, ergodic, non-period behavior depended on initial value and control parameters [21] . It is apparently an irregular motion, seemingly unpredictable random behavior exhibited by a deterministic nonlinear system under deterministic conditions. Chaotic variables can go through every state in a certain area according to their own regularity without repetition. Due to the ergodic and dynamic properties of chaotic variables, systems with embedded chaotic dynamics are more capable of hill-climbing and escaping from local optima than those with stochastic dynamics [22] . The chaotic system adopted in our approach is the wellknown Logistic map defined by:
where λ k is the value of the variable λ at the k-th iteration, and μ is a chaotic attractor. When the initial value of λ (i.e. λ 0 ∈ (0, 1)) is not equal to {0, 0.25, 0.5, 0.75, 1} and μ ∈ [3.56, 4.0], the above system enters into a chaos state and the mapped chaotic variables can distribute in the search space with ergodicity, randomness and irregularity. Figure 3 shows the chaotic dynamics (μ = 4, k = 100) with λ 0 = 0.1 and λ 0 = 0.10001, respectively. It is obvious that although the initial values of the two chaotic systems differ very little from each other, the remaining values vary larger and larger as the iteration continues and this shows that the chaotic system depends strongly on its initial values. Based on the set of all the tuneable parameters V defined in Eq. (8), the error function can be expressed as:
The length of V (denoted as L v ) is (2n+1)·m and its value determines the actual search space. Since the minimal number of product terms in the MVL function can not be obtained in advance, we set m to be the number of non-zero values in the truth table. As in the example mentioned above, we set m = 16 − 5 = 11. This method guarantees the learning system can at least find an MVL function (its canonical realization form). In our approach, by iteratively adjusting V, the error function can be minimized gradually. First, the search starts from an initial point V 0 which is randomly generated as follows:
where the superscript
0 is the i-th element of V 0 . The function ran01() returns a random number uniformly generated in (0, 1). The function x removes the fractional part of x and returns the resulting integer value.
Then V moves along one of the L v directions. The l-th
l is defined as:
The parameter l indicates the search sequence when V moves and it is generated according to the Eq. (16) with an initial starting value λ 0 and a chaotic attractor μ = 4. That is,
Since the ergodic range of λ k is (0, 1), thus l k distributes on the ergodic space of [1, L v ], where k (k = 0, 1, . . . , M k ) is the iteration number and M k denotes the maximal iteration number. The stopping criterion of the learning method is fulfilled when k reaches M k . When search sequence l is determined, the solution neighbourhood along this direction is then established where the local search is performed. As a result, chaotic search sequence will induce the learning method to be performed in an ergodic space (also can be regarded as a global search in the whole space) and enables the system to have the ability of escaping from the local minimum.
On the other hand, the solution neighbourhood is constructed by two components. One is a positive neighbourhood N + (V k ), the other is a negative neighbourhood N − (V k ). Both of them are established based on the chaotic system as follows.
where α In addition, in order to eliminate the stochastic effect of the chaotic system in the later search phase, we proposed an annealing strategy to control the chaotic attractors. That is,
o t h e r w i s e (23)
o t h e r w i s e
where μ + 0 = μ − 0 = 4.0 and β is a damping factor the chaotic attractors. Based on the Eqs. (23) and (24), in the earlier phase of the learning the search will be performed in the chaotic neighbourhood, while in the later phase the search will take place in the fixed neighbourhood.
Moreover, the positive and negative neighbourhood result in the positive error change ΔE + and negative error change ΔE − in Eq. (10), respectively.
Then the following learning will lead the network to a minimum of E and thus to a minimized MVL function.
3.4 The Primary Characteristics
As described above, the proposed learning approach has the following characteristics. First and foremost, a modified error function taking both the correctness and optimality into consideration is proposed. The error function consists of two terms. One is the correctness which denotes the degree of the minimized MVL function hitting the target truth table. The other is the optimality which indicates the number of the product terms. Compared with the traditional error function, the modified error function can separate the MVL functions of the same E L by different product terms and the fewer product terms in the function, the more possibly the function can be synthesized. As a result, the modified error function enables the system to produce less average number of product terms in the MVL function. Besides, the chaotic search sequence of the parameter set V plays a role of global search in the whole solution space and thus has a strong ability of escaping from the local minimum.
Furthermore, the chaotic neighbourhood established in the earlier learning phase provides the system with dynamics. Sometimes a larger search step size will lead the learning to a better solution and this also avoids the local minimum settling to some extent.
Finally, in the later learning phase the annealing strategy makes the neighbourhood to a fixed small size just the same to the one used in the traditional algorithm [14] . Because the stochastic property of the chaotic neighbourhood is unable to assure the learning finds a better solution, the annealing strategy eliminates the harmful stochastic effect of chaos and guarantees the system to find a more flexible solution by means of the traditional neighbourhoods.
General Learning Approach
The general learning approach of the proposed local search algorithm can be described as follows:
Step 1. Assign the MVL network. Layer the network into literal, MIN and MAX, a three layered network as in Fig. 1 .
Step 2. Initialize all the parameters. Set all window and biasing parameters to random values belonging to [0, r − 1] according to the Eq. (18) . Set the number of nodes in the second layer m and the maximum iteration times M k . Set the parameters in the chaotic system involving λ 0 , λ + 0 , λ − 0 and β.
Step 3. , x 2 , . . . , x n ) p , where p = 1, 2 , . . . , P.
Step 5. Adapt windows and biasing parameters making use of the learning rule Eq. (27) to adapt the parameters.
Step 6. Repeat by going to step 3, until the stopping criterion is fulfilled, i.e. the iteration k reaches M k .
Simulation Results
In order to verify the learning performance of the proposed method, we applied it to solve several MVL functions. All the simulations were implemented in Microsoft Visual Studio 2005 on a personal computer with Pentium4 2.8 GHz CPU and 1 GB memory. The parameters used in the simulation were set as: the maximal iteration number (treated as the stopping criterion) M k = 1000, the initial chaotic variable value in search sequence λ 0 = 0.1, the initial positive chaotic variable value in the neighbourhood search λ + 0 = 0.1, the initial negative chaotic variable value in the neighbourhood search λ − 0 = 0.15 and the damping factor in the annealing strategy β = 0.001. In addition, the number of the nodes in the second layer (m) in MVL network was set as the number of the non-zeros in the learning MVL function. In the following, we analyzed the effects of the modified error function (ME), the chaotic search sequence (CS) and the chaotic solution neighbourhood (CN) by comparison with the original error function (OE), the deterministic search sequence (OS) and the fixed solution neighbourhood (ON), respectively. OS and ON is briefly described as follows. OS means that in Eq. (19) the search sequence l is in an ordinal sequence, that is l = mod(k, L v ) + 1, where k is the iteration number and the function mod(x, y) is a modulo operation which returns the remainder on division of x by y. ON indicates that the positive and negative search sizes (α + k and α − k ) are fixed as +1 and −1, respectively. Following the notations, the proposed method can be labeled as ME+CS+CN. Then the performance of the proposed learning method was validated based on a set of MVL functions involving some large instances.
The Effects of the Modified Error Function
To begin with, the efficiency of the modified error function was demonstrated by applying to 2-variable 4-valued functions. For the purpose of the comparison between OE and ME, a variation of the proposed local search method was constructed. That is OE+CS+CN. In our approach the correctness of the learning MVL function was more important than the optimality. In other words, a solution with lower E c (or E L ) and higher E o was always considered as being better than that with higher E c and lower E o . In order to make a fair comparison, a target value of E c was set in advance and then the values of E o after learning were observed.
In the simulation, both the proposed method and the variation were utilized to learn the MVL function in Eq. (7) with E c = 0 for 100 times. Figure 4 showed the distribution of the values of E o . The horizontal axis denoted the number of the product terms of the final MVL function after learning, while the vertical axis indicated the percentage of the value during the 100 trials. Fig. 4 showed that if the proposed method learned the target truth table successfully, the percentage of finding the smallest number of product terms (E o = 5) is 91%, remaining 7% E o = 6 and 2% E o = 7. On the contrary, the variation using OE also found three kinds of the minimized MVL function: 46, 43 and 11 percentage of 5, 6 and 7 product terms during all the trials, respectively. The average number of product terms by using ME and OE is 5.11 and 5.65, respectively.
By using ME, three kinds of solutions involving 5, 6 and 7 product terms with the same E L = 0 can be separated. Moreover, the solutions with 5 product terms and E L = 0 can be synthesized more easily due to their smaller errors. On the contrary, in OE no constraint about the product terms was incorporated and therefore the learning stopped regardless how many product terms were in the MVL function. In addition, the reason as to why there were no other cases of product terms, such as 11 product terms of its canonical form, was that the case of 11 product terms was corresponding to only a state in the solution space with all of its parameters exactly being equal to the ones in Eq. (7), while the case of 5 or 6 or 7 product terms was corresponding to various states in the solution space with different deleted nodes. As a result, it was difficult to find the solution with 11 product terms during the 100 trials. Similar results can also be found when we set E L being equal to other values in advance. All in all, the average number of product terms required to realize a given MVL function (as in the example mentioned above) by using ME is smaller than that by using OE. As a result, we had E = E c + αE o ≈ E c . Moreover, by comparing the variation 1 and variation 3 in Fig. 6(a) , the only difference between them was the search sequence. It was obvious that although the convergence speed might be somewhat slower, the one using the chaotic search sequence (CS) still had the ability of finding better solutions in the later search phase due to its ergodic characteristics and thus performed the global search. Furthermore, through the comparison between the variation 2 and variation 3, the effects of the chaotic solution neighbourhood was analyzed. Due to the identical starting point V 0 , the initial values of error function are the same. However, at the 12-th iteration, an occasional large search size, α + k = 3, made a sharp decrease of the error and then resulted in a faster convergence speed. It should be noted that although the chaotic solution neighbourhood could not guarantee the search always found better solutions, occasionally some useful large search size made the convergence speed faster and this phenomenon was more visible when the values of logic n became larger.
In addition, the annealing strategy of chaos eliminated the harmful effects of the chaotic solution neighbourhood and therefore from the statistical standpoint, the method adopting CN outperformed the one using ON. See more simulation details and interpretations in the next subsection.
Comparison with the Traditional Local Search Methods
Finally, the efficiency of our proposed method was qualified to outperform the traditional local search method (LS) in the reference [14] and the local search with stochastic dynamics (SDLS) in [16] . All three local search based algorithms were utilized to learn 100 randomly generated 2-variable 4-valued MVL functions. The final numerical characteristics of three algorithms were compared with respect to the performance (such as initial correctness, final correctness and optimality), and running time.
As all three algorithms adopted the Eq. (18) to generate the initial searching point V 0 , in the simulation the average initial correctnesses during LS, SDLS and the proposed one were almost the same as 38.12, 40.19 and 39.76, respec- tively.
In Fig. 7 , the distribution of the final learning correctnesses of the three methods during the 100 trials was illustrated. Compared with SDLS and the proposed one, it can be found that LS produced more relatively larger results. Once LS trapped into a local optimum, it could not improve the solution any further and therefore it is possible to generate bad results. On the other hand, both SDLS and the proposed one were abound with dynamics and hence they could usually produce smaller results. However, as the random and unstable properties of stochastic dynamics and the deterministic search sequence, SDLS had an inefficient global search ability and found only a global optimum during 100 trials. Obviously, the proposed method which found the global optimum 9 times had the powerful ability to learn MVL functions. The final average correctness of LS, SDLS and the proposed method was 6.19, 4.41 and 2.9, respectively. As regards the optimality, we can observe the similar phenomena as described in the Sect. 4.1. Since the proposed algorithm utilized the improved error function, it can learn the MVL function with less product terms (on an average 7.11 product terms), while LS and SDLS needed 9.0 and 8.0 product terms, respectively. It should be noted that the above data were acquired based on the trials in which the algorithm learned the target MVL function successfully.
Further considerations dealt with the average solution quality and running time of the algorithms. Figure 8 illustrated the whole learning process of three algorithms. From this figure, some observations could be stated as follows. Although in the earlier learning phase the average solution quality of SDLS influenced by the temporary error increases was the worst, SDLS could find better solutions than LS in the end. The proposed method had the ability to find better solutions in both the former and the later searching phase when compared with the traditional local search methods. The quantitative improvement results were presented in Table 2. For the algorithms we scanned the average ratio in the reduction of E c after performing a given number of iterations (from 10 1 to 10 3 ). Note that the proposed algorithm generated in every case better solution than the other algorithms although it was somewhat time-consuming. The system (or user) can afford this time lost since it was in a relatively small order of magnitude (millisecond).
Moreover, some classes of larger MVL functions involving 4-variable 4-valued functions and 2-variable 16-valued functions were also applied. Figure 9 and Fig. 10 illustrated some typical simulation results of these problems respectively. In Fig. 9 the vertical axis was in a linear scale, while in Fig. 10 it was in a logarithmic scale in order to expose the learning performance more clearly. All simulation results indicated that the proposed method performed better than the traditional local search methods.
Conclusions
In this paper, an improved local search learning method for MVL functions based on three aspects was proposed. The modified error function was considered with both correctness and optimality in order to enable the system to find smaller average number of product terms in the minimized functions. The chaotic search sequence and the chaotic solution neighbourhood take full advantage of chaos in a global search performed in the whole parameter space and exhibit a stronger ability to jump out of the local optimum. Simulation results based on several 2-variable 4-valued MVL functions and some larger instances showed that the proposed method outperformed the traditional local methods in [14] , [16] in terms of the final correctness and also average number of product terms required to realize a given MVL function. In future we plan to show the efficiency of the proposed model in solving much larger MVL functions and investigate some other chaotic systems such as Tent Map and Heńon Map to combine with the local search.
