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1 Einleitung
Abstrakte Datentypen (ADTs) sind ein in der Informatik weit verbreitetes Mittel
zur Modellierung von Datenstrukturen und ihrer Manipulation. Zuallererst dienen
sie der abstrakten Beschreibung von Datenoperationen. Solche Beschreibungen
bilden eine Schnittstelle zwischen der Implementierung und der Benutzung der
Operationen. Nach innen ist ein abstrakter Datentyp (genauer: seine Beschrei-
bung) eine Anforderungsspezifikation fu¨r die Implementierung der Strukturen
und Operationen. Nach außen hin stellt er einen Vertrag dar, d.h. eine Samm-
lung von Eigenschaften, auf die man sich bei der Benutzung der Operationen
verlassen kann (bzw. ko¨nnen sollte).
Zur Beschreibung der Eigenschaften abstrakter Datentypen bedient man sich lo-
gischer Formelsprachen. Aus diesem Grund sind ADTs besonders geeignet fu¨r
die Anwendung mathematischer Logik. Entsprechend groß ist ihre Bedeutung im
Gebiet der sogenannten formalen Methoden, dem Zweig der Informatik, der sich
erstens mit der mathematisch pra¨zisen Modellierung von Software und Hard-
ware bescha¨ftigt, sowie zweitens mit der Anwendung von Computer-gestu¨tzten
Beweismethoden auf solche Modellierungen.
Die vorliegende Abhandlung zielt insbesondere auf den Einsatz abstrakter Da-
tentypen im Umfeld von formalen Methoden fu¨r Software. Beispielsweise ist
die hier vorgestellte Methode als Baustein innerhalb der Computer-gestu¨tzten
Software-Verifikation einsetzbar. Dort werden Aussagen u¨ber Programme mittels
Programm-Logik zuru¨ckgefu¨hrt auf Aussagen u¨ber die im Programm verwende-
ten Datentypen. Entsprechend ko¨nnen Fehler in einem Programm zuru¨ckgefu¨hrt
werden auf fehlerhafte Aussagen u¨ber Datentypen. Solche fehlerhaften Aussagen
zu identifizieren ist das Grundanliegen, welches in dieser Abhandlung verfolgt
wird.
Syntaktisch sind abstrakte Datentypen gegeben durch eine Signatur sowie durch
eine Menge von Formeln, die Axiome des Datentyps. Wir verfolgen den Ansatz
von konstruktor-basierten Datentypen, in welchen die Signatur zerfa¨llt in Kon-
struktoren und (Nicht-Konstruktor-)Funktionen. Die Konstruktoren repra¨sentie-
ren hierbei die Strukturelemente der Daten, wa¨hrend die Funktionen fu¨r Opera-
tionen auf den Daten stehen. Diese Unterscheidung ist von u¨berragender Bedeu-
tung fu¨r die folgenden semantischen und methodischen Diskussionen.
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Die Axiome eines Datentyps sind Formeln einer Gleichungslogik und beschreiben
seine vorgegebenen Eigenschaften. Neben den Axiomen gelten in dem Datentyp
noch andere Formeln, na¨mlich alle, die aus den Axiomen folgen. Diese beschreiben
abgeleitete Eigenschaften des Datentyps. Fu¨r jede Formel ϕ (passender Signatur)
ko¨nnen wir die Frage stellen, ob ϕ aus den Axiomen AX folgt, oder abgeku¨rzt,
ob AX |= ϕ zutrifft, wobei ‘|=’ das Symbol fu¨r die Folgerbarkeit ist.
Die Untersuchung des Folgerbarkeits-Begriffs und der damit zusammenha¨ngen-
den Beweisbarkeit fa¨llt in das Gebiet der mathematischen Logik. Neben der Ma-
thematik hat sich auch la¨ngst die Informatik dieses Gebietes angenommen, zum
einen, weil die Informatik viele Anwendungsfelder fu¨r die Logik bietet (siehe die
oben erwa¨hnten formalen Methoden), zum anderen, weil umgekehrt die Logik
ein Anwendungsfeld fu¨r die Informatik ist (siehe die oben erwa¨hnten Computer-
gestu¨tzten Beweissysteme).
Sowohl fu¨r die Theoriebildung der Logik als auch fu¨r die Beweissysteme gilt,
daß ganz u¨berwiegend der Nachweis der Folgerbarkeit im Mittelpunkt steht. Die-
se Abhandlung widmet sich hingegen der Untersuchung der Nicht-Folgerbarkeit,
denn darin manifestieren sich die Fehler, von denen im Titel gesprochen wird.
Wenn na¨mlich eine eigentlich vermutete Eigenschaft ϕ nicht aus den Axiomen
eines Datenyps folgt, wenn also AX 6|= ϕ gilt, dann ist ein Fehler aufgetreten.
Entweder, dieser befindet sich in der Eigenschaft ϕ, die es dann zu korrigieren
gelte, oder er befindet sich in den Axiomen. Letzteres ist der Fall, wenn die Ei-
genschaft ϕ der eigentlichen Intention entspricht und der Fehler darin liegt, daß
die Axiome diese Intention nicht garantieren. Da sowohl Spezifikationen als auch
ihre Implementierungen sehr ha¨ufig fehlerhaft sind, ist eine Unterstu¨tzung bei der
Aufdeckung von Fehlern sehr relevant fu¨r die Verbesserung der Zuverla¨ssigkeit
von Systemen.
Falls fu¨r bestimmte Axiome AX und eine bestimmte Formel ϕ gilt, daß AX 6|= ϕ
zutrifft, dann ko¨nnte es sein, daß das Gegenteil von ϕ folgerbar ist, d.h. daß
AX |= ¬ϕ zutrifft.1 In diesem Fall ka¨men wir, sowohl in der Theorie als auch
bei den Systemen, mit klassischen Methoden zum Nachweis der Folgerbarkeit aus.
Anstelle von ϕ muß man einfach ¬ϕ beweisen. Der interessantere, weil schwierige-
re Fall tritt ein, wenn weder ϕ noch ¬ϕ folgerbar sind, d.h. wenn weder AX |= ϕ
noch AX |= ¬ϕ zutreffen. In diesem Fall kann man AX 6|= ϕ nicht mit klassischen
Beweisverfahren nachweisen. Was man stattdessen tun muß, wird deutlicher bei
genauerer Betrachtung des Begriffs ‘folgerbar’. In den meisten Ansa¨tzen, so auch
hier, bedeutet AX |= ϕ, daß in allen Modellen der Axiome (und der Signatur)
die Formel ϕ gilt. Umgekehrt bedeutet AX 6|= ϕ, daß ein Modell der Axiome
existiert, in dem ϕ nicht gilt. In diesem Modell gilt dann sowohl AX als auch
(mo¨glicherweise wider Erwarten) ¬ϕ. Um also AX 6|= ϕ zu belegen, muß ein Mo-
1So einfach, wie es hier steht, stimmt das nur fu¨r geschlossene Formeln. Der allgemeine Fall
wird spa¨ter ausfu¨hrlich beschrieben.
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dell fu¨r AX ∪ {¬ϕ} gefunden werden. Die Suche nach genau solchen Modellen
bildet den Kern der hier vorgestellten Methode.
Die Betrachtung von AX∪{¬ϕ} erinnert stark an die bekannten, widerspruchsba-
sierten Beweisverfahren, wie Resolution oder Tableaux. Dort sucht man AX |= ϕ
zu belegen, indem man die Inkonsistenz von AX ∪ {¬ϕ} beweist. In Analogie
hierzu suchen wir AX 6|= ϕ zu belegen, indem wir die Konsistenz von AX ∪{¬ϕ}
nachweisen, und zwar durch Angabe eines Modells. (Allerdings gelingt dies nur
na¨herungsweise, s.u.). Die Analogie zu widerspruchsbasierten Beweisverfahren
geht noch weiter. Bei der Analyse der Formelmenge AX∪{¬ϕ} setzen wir ein zur
Familie der Tableaux zu za¨hlendes Verfahren namens ‘model generation’ (engl.)
ein, allerdings nicht direkt, sondern erst nach einer substantiellen Transforma-
tion des Problems. ‘model generation’ ist deswegen ein fu¨r unsere Zwecke gut
geeignetes Verfahren, weil es ausgerichtet ist auf Terminierung im Falle einer
konsistenten Eingabe, wa¨hrend viele andere Tableau-Varianten ausgerichtet sind
auf Terminierung im Falle inkonsistenter Eingaben. Da unser Hauptanliegen die
Konstruktion von Modellen ist, haben die semantischen Festlegungen, wie auch
immer sie aussehen, einen erheblichen Einfluß auf das weitere Vorgehen.
Zuallererst ist hier die Festlegung auf termerzeugte Modelle zu nennen. Gerade
hierin unterscheiden sich abstrakte Datentypen von allgemeinen Theorien bei-
spielsweise der erststufigen Pra¨dikatenlogik. Termerzeugte Modelle sind solche, in
denen alle Elemente des Grundbereiches durch Terme ‘benennbar’ sind. Diese Ei-
genschaft wird gerne auch mit ‘no junk’ bezeichnet. Eine termenerzeugte Seman-
tik bietet die Mo¨glichkeit, sogenannte Nicht-Standard-Modelle auszuschließen.
Auf diese Weise ko¨nnen wir u¨berhaupt erst u¨ber Datenstrukturen wie natu¨rliche
Zahlen, Listen, Ba¨ume usw. sprechen (ohne eine ho¨herstufige Formelsprache ver-
wenden zu mu¨ssen). In diesem Punkt stellen wir uns ganz in die Tradition des
Gebietes der algebraischen Spezifikation.
Eine weitere Festlegung, die wir treffen, ist die Verwendung der sog. losen Seman-
tik. Hier werden als Semantik einer Axiomen-Menge all ihre (termenerzeugten)
Modelle betrachtet, nicht nur ein bestimmtes, wie beim initialen Ansatz. Der
‘lose’ Ansatz liegt na¨her an der Tradition der Logik. Wir aber verwenden ihn,
weil er zu Zwecken der Anforderungsspezifikation besser geeignet ist als der ‘in-
itiale’. Daru¨berhinaus erlaubt uns der lose Ansatz auf der Seite der Syntax die
Verwendung beliebiger Disjunktionen und Quantoren.
Die dritte semantische Festlegung ist diejenige auf ‘frei erzeugte’ Modelle. Die-
ser, der (universellen) Algebra entspringende Begriff hat in unserem konstruktor-
basierten Ansatz die folgende Bedeutung: zwei verschiedene Konstruktorterme
bezeichnen zwei verschiedene Elemente des Grundbereiches. Diese Eigenschaft
wird auch mit ‘no confusion’ bezeichnet. Viele wichtige Datentypen sind ‘frei’,
wie natu¨rliche Zahlen, Listen oder Ba¨ume. Nicht ‘frei’ sind z.B. Mengen. Die
Einschra¨nkung auf freie Datentypen wurde der Machbarkeit wegen getroffen. Sie
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befreit uns von der Notwendigkeit, bei der Modellkonstruktion A¨quivalenzklassen
zu bilden. Der Grundbereich freier Datentypen liegt von Anfang an fest. Verschie-
dene Modelle unterscheiden sich ‘nur’ in der Interpretation der Funktionssymbole.
Damit ist klar, was das zu beschreibende Verfahren im Kern tun wird: es realisiert
eine Suche nach Interpretationen.
Die vorliegende Arbeit ist nicht die erste, die sich mit der Konstruktion von Mo-
dellen zum Zweck des Nachweises von Nichtfolgerbarkeit bescha¨ftigt. Sie ist aber
nach bestem Wissen des Autors der bisher einzige Beitrag, der diese Fragestellung
fu¨r termerzeugte Datentypen bearbeitet. Diese informatik-nahe, anwendungsbe-
zogene Ausrichtung hat ihren Preis. Wenn die Konstruktoren rekursiv sind, und
dies ist der Normalfall, dann sind die (im vorhinein festgelegten) Grundberei-
che unendlich. Wir sehen uns also vor der Schwierigkeit, auf einem unendlichen
Bereich eine (passende) Interpretation zu finden und zu beschreiben. Prinzipiell
kann man das natu¨rlich tun, und zwar durch Angabe eines Programms (sei es in
Pascal geschrieben oder ein λ-Term). Die Konstruktion eines solchen Programms
kann man von einem Programmierer erwarten, nicht aber von einem automati-
schen Verfahren.
Da wir eine automatische Unterstu¨tzung bei der Aufdeckung von Fehlern anstre-
ben, mu¨ssen wir hier Abstriche machen. Die Lo¨sung besteht darin, eine Inter-
pretation nicht komplett, sondern nur teilweise anzugeben. Damit kann zwar die
Konsistenz einer Formelmenge (bei uns der Menge AX ∪ {¬ϕ}) nicht abschlie-
ßend bewiesen werden. Die vorgestellte Methode ist aber ein Semi-Entscheidungs-
verfahren fu¨r die Konsistenz der Instantiierung einer Formelmenge mit beliebig
großen, aber endlichen Mengen von Instanzen. Das bedeutet: ist eine Formelmen-
ge gegeben (etwa AX ∪{¬ϕ}) und ist eine endliche Menge von Instanzen fu¨r die
Variablen der Formelmenge gegeben, dann gilt: falls die entsprechende Instanti-
ierung der Formelmenge konsistent ist, dann wird von dem Verfahren ein Modell
gefunden. Fu¨r die urspru¨ngliche Frage, ob AX |= ϕ gilt, bedeutet dies: falls wir
ein Modell der beschra¨nkten Instantiierung von AX ∪ {¬ϕ} finden, dann gibt
es gute Gru¨nde, die Gu¨ltigkeit von AX |= ϕ zu bezweifeln. Da die Ausgabe des
Verfahrens in (einem Ausschnitt) der Interpretation der Funktionen besteht, hat
der Benutzer, oder auch der Autor eines abstrakten Datentyps einen konkreten
Hinweis darauf, warum eine vermutete Folgerbarkeit von ϕ aus AX mo¨glicher-
weise nicht besteht. Im Falle eines Fehlers tritt dieser dann fu¨r den Betrachter
offen zutage.
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Nicht-Folgerbarkeit
Dieses Kapitel behandelt die syntaktischen und semantischen Grundbegriffe frei
erzeugter Datentypen und ihrer Spezifikation. Obwohl wir uns dabei im Prinzip
bekannter Konzepte bedienen, so sind dennoch die Definitionen in starkem Maße
zugeschnitten auf den Kontext, dem diese Arbeit gewidmet ist. Hier ist insbe-
sondere zu nennen, daß wir uns auf frei erzeugte Datentypen beschra¨nken, und
daß wir speziell fu¨r diese die Nicht-Folgerbarkeit von Aussagen belegen wollen
durch die Konstruktion frei erzeugter (Gegen-)Modelle. In diesem Kontext ist es
von Vorteil, die freie Erzeugtheit nicht als Spezialfall im Rahmen allgemeinerer
Datentypen zu betrachten, sondern sozusagen fest einzubauen. Inwiefern die fol-
genden Begriffe dies tun und welche Vorteile damit verbunden sind, das wird
am Ende des Kapitels in Abschn. 2.6 im Vergleich mit klassischen Definitionen
diskutiert.
Schon an dieser Stelle sei auf Folgendes hingewiesen:
Bemerkung 2.0.1 (Trennung von Funktionen und Konstruktoren)
Die Konstruktoren eines Datentyps und die daraus aufgebauten Terme sind durch
die gesamte Arbeit hindurch von so herausragender Bedeutung, daß wir die Kon-
struktoren in ungewo¨hnlich scharfer Weise von den u¨brigen Funktionen unter-
scheiden. Konkret heißt dies: wir werden nicht, wie u¨blich, bestimmte Funktionen
als Konstruktoren auszeichnen (s. z.B. [LEW96, Def. 3.24]). Stattdessen werden
Funktionen und Konstruktoren vo¨llig voneinander getrennt.
Diese Sichtweise ist zuna¨chst einmal etwas ungewo¨hnlich, sie wird sich aber fu¨r
unseren Kontext als sehr nu¨tzlich erweisen. Nebenbei bleibt es uns auf diese Weise
erspart, durch die ganze Arbeit hindurch von ‘Nicht-Konstruktor-Funktionen’ zu
sprechen, was wir ansonsten an sehr vielen Stellen tun mu¨ßten.
Ein weiteres Thema dieses Kapitels sind die ersten, vorbereitenden Schritte zur
Untersuchung der Nicht-Folgerbarkeit, und zwar die Konstruktion von Gegenspe-
zifikationen sowie deren Normalisierung.
5
2 Abstrakte Datentypen und Nicht-Folgerbarkeit
2.1 Mathematische Grundkonzepte
Hier vereinbaren wir einige wenige Notationen fu¨r sehr elementare mathematische
Grundbegriffe.
Notation 2.1.1 (Mengen)
Seien M und N Mengen und ai Elemente. Wir verwenden die u¨blichen Notationen
fu¨r Mengenoperationen:
• ∅ oder {} fu¨r die leere Menge,
• a ∈M fu¨r die Elementbeziehung, a 6∈M fu¨r die Negation derselben,
• M ⊆ N fu¨r die (nicht strikte) Teilmengenbeziehung, M 6⊆ N fu¨r die Nega-
tion derselben,
• M ∪N fu¨r die Vereinigung,
• M ∩N fu¨r den Durchschnitt,
• M \N fu¨r die Mengendifferenz (die Menge der Elemente von M , die nicht
Element von N sind),
• {a1, . . . , an} fu¨r diejenige endliche Menge, die ausschließlich die Elemente
a1 bis an entha¨lt.
• {elem | Eig} fu¨r die Menge aller Elemente mit der Eigenschaft Eig,
• M1 × . . . ×Mn fu¨r das kartesische Produkt der Mengen M1, . . . ,Mn (die
Menge aller Tupel 〈a1, . . . , an〉 mit ai ∈Mi),
• |M | bezeichnet die Anzahl der Elemente der Menge M . Ist M endlich, so
schreiben wir auch |M | <∞,
• N bezeichnet die Menge der natu¨rlichen Zahlen {0, 1, 2, . . . . . .},
• Zu einer endlichen Menge M ⊆ N bezeichnet max(M) ihr maximales Ele-
ment.
• Zu einer Menge M bezeichnet ℘(M) die Menge aller Teilmengen von M .
?
6
2.2 Frei erzeugte Datentypen
Notation 2.1.2 (Familien,deren Vereinigung)
Zu einer (Index-)Menge I bezeichnet {Mi| i ∈ I} eine I-indizierte Familie. Die-
se besteht aus je einem Mitglied Mi pro Index i ∈ I. Ist X eine Familie, deren
Mitglieder alle Mengen sind, dann bezeichnet X die Vereinigung aller Men-
gen der Familie, d.h. {Mi| i ∈ I} =
⋃
i∈I
Mi. Wenn eine Familie angegeben
wird durch explizite Aufza¨hlung ihrer Mitglieder, dann benutzen wir die gleiche
Schreibweise wie fu¨r endliche Mengen (s.o.). ?
Notation 2.1.3 (Wo¨rter, das leere Wort)
Zu einer Menge M ist M∗ die Menge der endlichen Wo¨rter u¨ber M . λ ist das lee-
re Wort. Wo es die Lesbarkeit unterstu¨tzt, werden Wo¨rter geklammert mittels
‘[’ und ‘]’. ?
(Da in dieser Abhandlung logische Formelsprachen eine große Rolle spielen, lohnt es
sich vielleicht, an dieser Stelle darauf hinzuweisen, daß die obigen Symbole fu¨r Mengen-
operationen hier nicht Teil der logischen Objektsprache sind, sondern ausschließlich der
Abku¨rzung natu¨rlicher Sprache dienen. Wir betrachten in dieser Arbeit i.a. keine Logik
der Mengen oder Wo¨rter; wenn doch, dann nicht unter Verwendung dieser Symbole.)
Notation 2.1.4 (genau dann wenn)
Das Zeichen ‘⇐⇒’ verwenden wir als Abku¨rzung fu¨r ‘genau dann wenn’.
‘:⇐⇒’ bedeutet ‘per Definition genau dann wenn’. ?
(Auch ‘⇐⇒’ ist nicht Teil der logischen Objektsprache.)
2.2 Frei erzeugte Datentypen
2.2.1 Syntax
Zuna¨chst definieren wir Signaturen fu¨r abstrakte Datentypen. Wie angeku¨ndigt,
werden Konstruktoren von Anfang an von den Funktionen getrennt.
Definition 2.2.1 (Signaturen, Sorten, Konstruktoren, Funktionen)
Eine ADT-Signatur Σ ist ein Tupel (S, C,F , α). Hierbei ist S eine endliche
Menge von Sorten, C = {Cs| s ∈ S} eine Familie von disjunkten, S-indizierten
Mengen von Konstruktoren und F = {Fs| s ∈ S} eine Familie von disjunkten,
S-indizierten Mengen von Funktionen (C ∩F = ∅). C ∪F ist endlich. Ist c ∈ Cs
bzw. f ∈ Fs, dann heißt s die Zielsorte von c bzw. f . Jedem Konstruktor bzw.
jeder Funktion weist α : C ∪ F → S∗ seine/ihre Argumentsorten zu. ?
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Bemerkung 2.2.2 Der Begriff ‘Funktion’ wird hier immer fu¨r syntaktische Zei-
chen verwendet, ebenso wie der Begriff ‘Konstruktor’. Auf der Seite der Semantik
werden wir von ‘Abbildungen’ sprechen, bzw. von ‘Interpretationen’, welches be-
stimmte, mit Funktionen assoziierte Abbildungen sind, siehe Abschn. 2.2.2.
Konstanten werden, wie u¨blich, als 0-stellige Funktionen aufgefaßt. Davon zu
unterscheiden sind die 0-stelligen Konstruktoren.
Definition 2.2.3 (Basiskonstruktoren, Konstanten)
Sei Σ eine ADT-Signatur (S, C,F , α) mit s ∈ S. Ein Basiskonstruktor der
Sorte s ist ein Element c ∈ Cs mit α(c) = λ. Eine Konstante der Sorte s ist ein
Element a ∈ Fs mit α(a) = λ. ?
Beispiel 2.2.4 Als Beispiel betrachten wir eine Signatur Σ = (S, C,F , α), mit-
tels derer u¨ber den abstrakten Datentyp Stack gesprochen werden kann. Die Ele-
mente des Stacks sind, der Einfachheit halber, natu¨rliche Zahlen. Wir beno¨tigen
also zwei Sorten:
S = {Nat , Stack}
Alle natu¨rlichen Zahlen werden konstruiert durch zero und succ (Nachfolger), alle
Stacks durch nil und push:
C = {{zero, succ}Nat , {nil, push}Stack}
Die Argumentsorten von succ und push sind:
α(succ) = Nat α(push) = [Nat Stack ]
zero und nil sind die Basiskonstruktoren:
α(zero) = α(nil) = λ
Wir betrachten folgende Funktionen: die Vorga¨ngerfunktion pred auf den natu¨rli-
chen Zahlen, top fu¨r das oberste Element eines Stacks, pop fu¨r das Entfernen des
obersten Elementes, sowie del zum Lo¨schen einer Zahl aus einem Stack. Die
Funktionen werden, entsprechend der Def. 2.2.1, in F nach ihren Ergebnissorten
‘sortiert’:
F = {{pred , top}Nat , {pop, del}Stack}
Die Argumentsorten dieser Funktionen ergeben sich aus:
α(pred) = Nat α(top) = α(pop) = Stack α(del) = [Nat Stack ]
?
(Das Wort ‘Stack’ ist ein Beispiel fu¨r viele Fachbegriffe der Informatik, die zur engli-
schen Sprache geho¨ren. Man kann natu¨rlich auch deutsche U¨bersetzungen verwenden.
Wo dies geschieht, wird im Falle des ‘Stacks’ gerne vom ‘Keller’ gesprochen. Ein echter
Keller aber ist nach keiner Seite offen, der Stack hingegen intuitiv sehr wohl. Pas-
sender wa¨re die wo¨rtliche U¨bersetzung ‘Stapel’, die ist aber in der Terminologie der
Datenstrukturen noch weniger u¨blich. Terminologische Probleme, die aus dem kompli-
zierten Verha¨ltnis von Muttersprache und einer fremdsprachlich gepra¨gten Fachsprache
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erwachsen, ko¨nnen in dieser Abhandlung nicht gelo¨st werden. Stattdessen werden die
Bezeichner fu¨r Sorten, Konstruktoren und Funktionen hier schlicht so gewa¨hlt, wie sie
ha¨ufig auch anderswo benutzt werden.)
Dieses Beispiel zeigt auch, daß die Notierung von Signaturen streng nach Def.
2.2.1 nicht besonders u¨bersichtlich ist. Die Schreibwiese mit indizierten Familien
von Mengen und, davon getrennt, mit α ist auch nicht als Spezifikationssprache
gedacht, sondern dient der Theoriebildung, z.B. der induktiven Definition von
Termen (Def. 2.2.9). Fu¨r die u¨bersichtliche Darstellung verwendet man andere
Schreibweisen, die wir spa¨ter im Zusammenhang mit Spezifikationen abstrakter
Datentypen einfu¨hren.
Definition 2.2.5 (Signaturerweiterung, Teilsignatur)
Seien Σ = (S, C,F , α) und Σ′ = (S ′, C ′,F ′, α′) zwei Signaturen.
Σ′ ist eine Signaturerweiterung von Σ, kurz ‘Σ ⊆ Σ′’, falls
• S ⊆ S ′,
• fu¨r alle s ∈ S gilt Cs ⊆ Cs
′und Fs ⊆ Fs
′,
• fu¨r alle l ∈ C ∪ F gilt α(l) = α′(l).
Umgekehrt heißt Σ Teilsignatur von Σ′. ?
Beispiel 2.2.6 Sei Σ1 = (S1, C1,F1, α1), die Signatur der natu¨rlichen Zahlen,
gegeben durch S1 = {Nat}, C1 = {{zero, succ}Nat}, F1 = {{pred}Nat} und
α1(succ) = α1(pred) = Nat , α1(zero) = λ. Sei Σ2 = Σ aus Beispiel 2.2.4, die
Signatur des Stacks natu¨rlicher Zahlen. Dann ist Σ1 eine Teilsignatur von Σ2,
‘Σ1 ⊆ Σ2’. ?
Eine spezielle Erweiterung ist diejenige, in der nur Funktionssymbole hinzukom-
men.
Definition 2.2.7 (Funktionserweiterung)
Sei Σ′ = (S ′, C ′,F ′, α′) eine Signaturerweiterung von Σ = (S, C,F , α).
Σ′ heißt Funktionserweiterung von Σ, falls S = S ′ und C = C ′. ?
Definition 2.2.8 (Variablen)
Fu¨r eine ADT-Signatur Σ = (S, C,F , α) ist V(Σ) = {Vs| s ∈ S} eine Familie
von disjunkten, S-indizierten Mengen von Variablen (V(Σ) ∩ (C ∪ F) = ∅).
Vs ist die Menge der Variablen der Sorte s.
VΣ = V(Σ) ist die Menge der Σ-Variablen.
(Zusa¨tzlich verlangen wir von V die Vertra¨glichkeit mit dem ‘⊆’ auf Signaturen: falls
Σ ⊆ Σ′, dann Vs ⊆ Vs
′ fu¨r alle s ∈ S.) ?
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Wenn im folgenden im Zusammenhang mit einer Signatur Σ die Rede ist von Vs,
dann ist damit ein entsprechendes Mitglied der Familie V(Σ) gemeint.
Eine ADT-Signatur induziert verschiedene Termmengen, die im folgenden defi-
niert werden. Einige dieser Mengen beno¨tigen wir zum Aufbau der Formelsyntax,
andere spielen bei der Beschreibung der Semantik eine große Rolle. Schließlich
wird auch die in dieser Abhandlung dargelegte Methodik ausgiebig Gebrauch
machen von der Charakterisierung der Terme durch diese Mengen. Wir werden
unterscheiden zwischen a) allgemeinen Termen, b) Termen, die nur aus Kon-
struktoren und Variablen aufgebaut sind (also keine Funktionen enthalten), und
c) Termen, in denen ausschließlich Konstruktoren auftreten. Außerdem werden
Terme nach Sorten ‘sortiert’.
Definition 2.2.9 (Terme)
Sei Σ = (S, C,F , α) eine ADT-Signatur.
TΣ = {Ts| s ∈ S} ist die Familie von minimalen, S-indizierten Mengen, fu¨r die
gilt:
• Vs ⊆ Ts ,
• falls l ∈ Cs ∪ Fs und α(l) = λ, dann l ∈ Ts,
• falls l ∈ Cs ∪ Fs, α(l) = s1 . . . sn und 〈t1, . . . , tn〉 ∈ Ts1 × . . .× Tsn ,
dann l(t1, . . . , tn) ∈ Ts.
Ts ist die Menge der Terme der Sorte s.
Ist t ∈ Ts, dann ist sort(t) = s.
TΣ = TΣ ist die Menge der Σ-Terme. ?
Definition 2.2.10 (funktionsfreie Terme)
Sei Σ = (S, C,F , α) eine ADT-Signatur.
FFTΣ = {FFTs | s ∈ S} ist die Familie von minimalen, S-indizierten Mengen,
fu¨r die gilt:
• Vs ⊆ FFTs ,
• falls c ∈ Cs und α(c) = λ, dann c ∈ FFTs ,
• falls c ∈ Cs, α(c) = s1 . . . sn und 〈t1, . . . , tn〉 ∈ FFTs1 × . . .× FFTsn ,
dann c(t1, . . . , tn) ∈ FFTs.
FFTs ist die Menge der funktionsfreien Terme der Sorte s.
FFTΣ = FFTΣ ist die Menge der funktionsfreien Σ-Terme. ?
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Definition 2.2.11 (Konstruktorterme)
Sei Σ = (S, C,F , α) eine ADT-Signatur.
CTΣ = {CTs| s ∈ S} ist die Familie von minimalen, S-indizierten Mengen, fu¨r
die gilt:
• falls c ∈ Cs und α(c) = λ, dann c ∈ CTs ,
• falls c ∈ Cs, α(c) = s1 . . . sn und 〈t1, . . . , tn〉 ∈ CTs1 × . . .× CTsn ,
dann c(t1, . . . , tn) ∈ CTs.
CTs ist die Menge der Konstruktorterme der Sorte s.
CTΣ ist die Familie der Σ-Konstruktorterme.
CTΣ = CTΣ ist die Menge der Σ-Konstruktorterme. ?
(In den Notationen Ts, FFTs und CTs verbirgt sich eine leichte Ungenauigkeit. Die
ausschließliche Verwendung der Sorte als Index unterschla¨gt die Abha¨ngigkeit dieser
Termmengen von der jeweiligen Signatur Σ. Dies erho¨ht die Lesbarkeit und betont
den Unterschied z.B. zwischen den Termen Ts einer Sorte einerseits und allen Termen
TΣ einer Signatur andererseits. Die jeweilige Signatur ergibt sich im Text aus dem
Kontext.)
Faktum 2.2.12 Seien Σ und Σ′ zwei ADT-Signaturen mit Σ ⊆ Σ′.
Dann gilt TΣ ⊆ TΣ′ , FFTΣ ⊆ FFTΣ′ und CTΣ ⊆ CTΣ′ .
Wir beno¨tigen ein paar Operationen auf Termen.
Definition 2.2.13 (Argumentselektion aus Termen)
Fu¨r einen Term t ∈ TΣ mit mindestens i Argumenten bezeichnet t↓i das i-te
Argument von t. Es gilt also:
l(t1, . . . , ti, . . . , tn)↓i= ti
?
Definition 2.2.14 (Gro¨ße von Konstruktortermen)
Fu¨r Konstruktorterme ct ∈ CTΣ ist |ct| die Gro¨ße von t, definiert durch:
• falls ct = c, mit α(c) = λ, dann gilt |ct| = 1
• falls ct = c(ct1, . . . , ctn) mit α(c) = s1 . . . sn, dann gilt
|ct| = 1 + |ct1|+ . . .+ |ctn| ?
Intuitiv kann man die so definierte Gro¨ße von Konstruktortermen auf zweierlei
Art deuten: einerseits ist sie gleich der Anzahl der Konstruktoren, andererseits
gleich der Anzahl der Unterterme.
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Definition 2.2.15 (auftretende Variablen)
Fu¨r Terme t ∈ TΣ ist Var(t) die Menge der darin auftretenden Variablen.
Diese ist definiert durch:
• Var(x) = {x}, fu¨r Variablen x ∈ VΣ,
• Var(c) = Var(a) = ∅, fu¨r Basiskonstruktoren c ∈ C und Konstanten a ∈ F
(α(c) = α(a) = λ),
• Var(l(t1, . . . , tn)) = Var(t1) ∪ . . . ∪ Var(tn) fu¨r Terme l(t1, . . . , tn) ∈ TΣ.
?
Definition 2.2.16 (Grundterme)
Sei Σ = (S, C,F , α) eine ADT-Signatur und S = {s1, . . . , sn}.
Fu¨r si ∈ S ist T
0
si
die Menge der Grundterme der Sorte si, definiert durch:
t ∈ T 0si :⇐⇒ t ∈ Tsi und Var(t) = ∅
T0
Σ
, die Menge der Σ-Grundterme, ist definiert durch T 0Σ = T
0
s1
∪ . . . ∪ T 0sn. ?
Es gilt CTsi ⊆ T
0
si
und CTΣ ⊆ T
0
Σ.
Aus den Definitionen 2.2.9 – 2.2.11 und der Tatsache, daß laut Def. 2.2.1 jeder
Konstruktor und jede Funktion nur einer Sorte zugeordnet ist, folgt das
Faktum 2.2.17 Sei Σ = (S, C,F , α) eine ADT-Signatur und t ∈ TΣ. Dann gilt
t ∈ Ts fu¨r genau ein s ∈ S, t ∈ FFTs fu¨r ho¨chstens ein s ∈ S und ct ∈ CTs fu¨r
ho¨chstens ein s ∈ S.
Diese Eigenschaft wird in der Literatur auch als ‘strongly typed’ bezeichnet
[LEW96, Def. 2.30]. Gemeinsam mit der Tatsache, daß aus einer Signatur keine
Beziehung zwischen verschiedenen Sorten ablesbar ist, deutet dies auf eine fla-
che (oder, anders gesagt, nicht vorhandene) Sortenhierarchie hin. Dies wird wei-
ter unten durch die semantischen Definitionen besta¨tigt. Sortenhierarchien (engl.
‘ordered sorts’, s. z.B. [LEW96, Abschn. 12.3]) sind ein Beispiel fu¨r verschiedene
Verfeinerungen des Konzeptes abstrakter Datentypen, die in dieser Abhandlung
nicht beru¨cksichtigt werden.
Der Vollsta¨ndigkeit halber definieren wir noch Substitutionen auf Variablen und
in Termen, und zwar genau wie u¨blich.
Definition 2.2.18 (Substitutionen)
Sei Σ = (S, C,F , α) eine ADT-Signatur. Eine Substitution (zu VΣ) ist eine
Abbildung σ : VΣ → TΣ, wobei nur fu¨r endlich viele Variablen σ(x) 6= x gilt, und
wobei σ wohlsortiert ist, d.h. σ(x) ∈ Ts, falls x ∈ Vs.
Eine Substitution σ auf Variablen la¨ßt sich erweitern zu einer Abbildung auf
Termen σ : TΣ → TΣ, die postfix notiert wird (‘tσ’) und definiert ist durch:
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• xσ = σ(x), falls x ∈ VΣ,
• cσ = c und aσ = a, fu¨r Basiskonstruktoren c ∈ C und Konstanten a ∈ F
(α(c) = α(a) = λ),
• (l(t1, . . . , tn))σ = l(t1σ, . . . , tnσ) fu¨r Terme l(t1, . . . , tn) ∈ TΣ. ?
Notation 2.2.19
Mit [x1/t1, . . . , xn/tn] wird eine Substitution σ notiert, fu¨r die gilt:
σ(x) =
{
ti, falls x = xi fu¨r ein i ∈ {1, . . . , n}
x, sonst
?
Wir werden ohne eine Ordnung auf Substitutionen auskommen, stattdessen muß
es aber mo¨glich sein, Substitutionen auf bestimmte Variablen einzuschra¨nken.
Definition 2.2.20 (Einschra¨nkung von Substitutionen)
Sei Σ eine ADT-Signatur, σ eine Substitution zu VΣ und sei V = {x1, . . . , xn} ⊆
VΣ eine endliche Menge von Variablen. Dann ist die Einschra¨nkung von σ auf
V , σ|V , definiert durch:
σ|V = [x1/σ(x1), . . . , xn/σ(xn)]
?
2.2.2 Semantik
In diesem Abschnitt werden Funktionen einer Signatur interpretiert, und zwar als
Abbildungen u¨ber dem sortierten Bereich der Konstruktorterme. Diese Interpre-
tationen werden auf Termen fortgesetzt, wobei Funktionen und Konstruktoren
unterschiedlich behandelt werden. Auf Basis der Interpretationen werden schließ-
lich frei erzeugte Algebren und Datentypen definiert.
Den semantischen Definitionen mu¨ssen wir zuna¨chst noch eine kleine Bedingung
an die Signaturen vorausschicken.
Definition 2.2.21 (genug Konstruktorterme)
Eine ADT-Signatur Σ = (S, C,F , α) hat genug Konstruktorterme, falls fu¨r
jede Sorte s ∈ S die Menge ihrer Konstruktorterme mindestens ein Element
entha¨lt, d.h. CTs 6= ∅. ?
Eine ADT-Signatur hat insbesondere dann genug Konstruktorterme, wenn jede
Sorte mindestens einen Basiskonstruktor hat (s. Def. 2.2.3). Diese Forderung ist
aber zu stark.
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Beispiel 2.2.22 Betrachten wir die Signatur Σ = (S, C,F , α) mit:
S = {Bool ,BoolPair}
C = {{tt, ff}Bool , {mkpair}BoolPair}
F = {{}Bool , {}BoolPair}
α(tt) = α(ff) = λ
α(mkpair) = [Bool Bool ]
Σ entha¨lt genug Konstruktorterme. Zwar besitzt die Sorte BoolPair keinen Ba-
siskonstruktor, aber die Menge ihrer Konstruktorterme entha¨lt mindestens ein
Element (z.B. mkpair(tt, tt)). ?
Die folgenden Definitionen sind nur anwendbar auf Signaturen, die genug Kon-
struktorterme besitzen. Diese Voraussetzung gilt stillschweigend, sowohl hier als
auch bei der spa¨teren Verwendung der hier definierten Begriffe.
Definition 2.2.23 (F-Interpretationen)
Sei Σ = (S, C,F , α) eine ADT-Signatur. Eine F-Interpretation I weist jeder
Funktion f , mit f ∈ Fs eine Abbildung I(f) zu mit:
I(f) : CTs1 × . . .× CTsn → CTs, falls α(f) = s1 . . . sn,
I(f) : → CTs, falls α(f) = λ.
?
Der Name ‘F ’-Interpretation betont die Tatsache, daß lediglich Funktionen (∈
F) interpretiert werden, nicht aber Konstruktoren. Die semantischen Bereiche,
u¨ber denen interpretiert wird, sind die Konstruktorterm-Mengen (der passenden
Sorten). Die zentrale Schlußfolgerung aus dieser Definition wollen wir besonders
hervorheben:
Bemerkung 2.2.24 Nach Def. 2.2.23 sind die semantischen Bereiche, u¨ber de-
nen die Funktionen einer Signatur Σ interpretiert werden, schon durch Σ selbst
bestimmt, und zwar eindeutig. Es handelt sich dabei um die Konstruktorterm-
Mengen CTs (aller Sorten s ∈ S).
Die Einschra¨nkung auf Signaturen mit genug Konstruktortermen dient demzu-
folge dem Zweck, nichtleere semantische Bereiche dieser Bauart zu garantieren.
Nun wollen wir die durch eine Interpretation induzierte Auswertung von Termen
definieren. Dazu beno¨tigen wir noch die Belegung von Variablen. Auch hier be-
steht der semantische Bereich der Elemente, mit denen Variablen ‘belegt’ werden,
aus Konstruktortermen.
Definition 2.2.25 (Variablenbelegungen)
Sei Σ = (S, C,F , α) eine ADT-Signatur. Eine Variablenbelegung (zu VΣ) ist
eine Abbildung β : VΣ → CTΣ, so daß, fu¨r s ∈ S und x ∈ Vs, β(x) ∈ CTs. ?
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Fu¨r die spa¨teren semantischen Definitionen braucht man gelegentlich lokal ab-
gea¨nderte Variablenbelegungen.
Definition 2.2.26 (abgea¨nderte Variablenbelegungen)
Sei Σ = (S, C,F , α) eine ADT-Signatur, s ∈ S, x ∈ Vs, ct ∈ CTs, und β eine
Variablenbelegung (zu VΣ). Dann ist die Aba¨nderung der Variablenbelegung
β an der Stelle x durch ct, kurz ‘βctx ’, definiert durch:
βctx (y) =
{
ct, falls y = x
β(y), sonst
?
Definition 2.2.27 (Auswertung von Termen)
Sei Σ = (S, C,F , α) eine ADT-Signatur, I eine F -Interpretation und β eine
Variablenbelegung zu VΣ.
Dann ist die Auswertung valI,β : TΣ → CTΣ von Termen definiert durch:
1. valI,β(x) = β(x), fu¨r x ∈ VΣ,
2. valI,β(f(t1, . . . , tn)) = I(f)(valI,β(t1), . . . , valI,β(tn)),
fu¨r f ∈ F , f(t1, . . . , tn) ∈ TΣ,
3. valI,β(a) = I(a)(), fu¨r a ∈ F , α(a) = λ,
4. valI,β(c(t1, . . . , tn)) = c(valI,β(t1), . . . , valI,β(tn)),
fu¨r c ∈ C, c(t1, . . . , tn) ∈ TΣ,
5. valI,β(c) = c, fu¨r c ∈ C, α(c) = λ. ?
Diese Definition ist konsistent mit Def. 2.2.23 und 2.2.25, da die Abbildungen
valI,β, I(f) und β alle nach CTs gehen (fu¨r passendes s). Da die semantischen
Bereiche fest sind, beno¨tigt val nur I und β als Index. Wir wollen auch β weg-
lassen, falls es nicht beno¨tigt wird.
Definition 2.2.28 (Auswertung ohne Variablenbelegung)
Sei Σ = (S, C,F , α) eine ADT-Signatur, I eine F -Interpretation.
Dann ist valI : T
0
Σ → CTΣ (ohne den Index β!) definiert durch valI(t) = valI,β(t),
f.a. t ∈ T 0Σ, wobei β eine beliebig gewa¨hlte Variablenbelegungen zu VΣ ist. ?
Die Wohldefiniertheit von valI folgt aus der als ‘Koinzidenzlemma’ bekannten Ei-
genschaft von Auswertungen (s. [EFT92, Lemma 4.6]). Das Ergebnis einer Term-
auswertung mit valI,β oder valI ist immer ein Konstruktorterm (s. insbes. Def.
2.2.23 und 2.2.25).
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Aus Def. 2.2.27 folgt unmittelbar das
Faktum 2.2.29 Sei Σ = (S, C,F , α) eine ADT-Signatur, I eine F-Interpreta-
tion und ct ∈ CTΣ ein Konstruktorterm. Dann gilt:
valI(ct) = ct
Das klassische Substitutionstheorem auf Termen (s. [EFT92, Lemma 8.3 (a)]),
welches den Zusammenhang herstellt zwischen Substitutionen und Aba¨nderun-
gen von Variablenbelegungen, beno¨tigen wir nur in spezialisierter Form, fu¨r Sub-
stitution mit, bzw. Aba¨nderung durch, Konstruktorterme.
Faktum 2.2.30 Sei Σ = (S, C,F , α) eine ADT-Signatur, t ∈ TΣ, s ∈ S, x ∈ Vs
ct ∈ CTs, und β eine Variablenbelegung (zu VΣ). Dann gilt:
valI,β(t[x/ct]) = valI,βctx (t)
Es ist dem Faktum 2.2.29 zu verdanken, daß in Faktum 2.2.30 der Term ct auf
der rechten Seite der Gleichung nicht erst ausgewertet werden muß.
Blicken wir noch einmal zuru¨ck auf die Definition 2.2.27. Diese kann man auffas-
sen als Kombination von Standard-Auswertungen (s. z.B. [SA91, Def. 2.4.]) einer-
seits mit der Auswertung in Herbrand-Algebren bzw. Term-Algebren andererseits.
Die Begriffe ‘Herbrand-Algebra’ und ‘Term-Algebra’ bedeuten genau das gleiche,
nur daß ersteres ein Terminus der mathematischen Logik ist (s. z.B. [SA91, Def.
2.10.]) und letzteres der entsprechende Terminus aus dem Bereich der abstrak-
ten Datentypen [LEW96, Def. 3.46]. In Herbrand-Algebren werden Funktionen
durch sich selbst interpretiert. A¨hnliches gilt bei uns fu¨r die Konstruktoren, nur
daß wir in unseren Definitionen die Konstruktoren zuna¨chst gar nicht interpretie-
ren (mittels F -Interpretationen), sie dann aber bei der Termauswertung einfach
‘stehen lassen’ (s. Fa¨lle 4 und 5 in Def. 2.2.27). Diese, zugegebenermaßen subtile,
Verschiebung der Bedeutungsbildung ermo¨glicht eine minimalistische Definition
frei erzeugter Algebren, fu¨r die wir außer einer Signatur dann nur noch die Inter-
pretation der (Nicht-Konstruktor-)Funktionen beno¨tigen.
Definition 2.2.31 (frei erzeugte Algebren)
Sei Σ = (S, C,F , α) eine ADT-Signatur und I eine F -Interpretation. Dann ist
das Paar (CTΣ, I) eine frei erzeugte (f.e.) Σ-Algebra. ?
Es ist zu beachten, daß, bei gegebenem Σ, das CTΣ fu¨r alle frei erzeugten Σ-
Algebren das gleiche ist, na¨mlich die Familie {CTs| s ∈ S} der Konstruktorterm-
Mengen. Die Definitionen enthalten somit eine gewisse Redundanz, die aber dazu
beitra¨gt, die allgemeinere Begriffsbildung aus der Logik bzw. der algebraischen
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Spezifikation auch im speziellen Fall im wesentlichen bedeutungsgleich zu verwen-
den. (Was hier ‘im wesentlichen’ genau bedeutet, wird in Abschn. 2.6 ausfu¨hrlich
erla¨utert.) Die eindeutige Beziehung zwischen frei erzeugten Algebren und ihren
Interpretationen erlaubt uns, zwischen beiden hin und her zu wechseln.
Notation 2.2.32 Ist I eine F -Interpretation, dann bezeichnet Alg(I) die frei
erzeugte Σ-Algebra (CTΣ, I). Ist A = (CTΣ, I) eine frei erzeugte Σ-Algebra, dann
bezeichnet Intpr(A) die F -Interpretation I. ?
Notation 2.2.33 CTΣ nennen wir auch die Grundbereiche der f.e. Σ-Alge-
bren (Plural, da CTΣ eine Familie von Mengen ist). CTΣ (= CTΣ, die Menge aller
Konstruktorterme) nennen wir auch den Grundbereich der f.e. Σ-Algebren
(Singular). CTs (d.h. die Menge aller Konstruktorterme der Sorte s) nennen wir
auch Grundbereich der Sorte s in den f.e. Σ-Algebren. ?
Diese Bezeichnungen werden dadurch gerechtfertigt, daß uns die Mengen CTs
intuitiv als Semantik der jeweiligen Sorte s dienen. Dazu bedarf es aber rein
formal keiner ‘Interpretation’ der Sorten (etwa mittels ‘I(s) = CTs’). Stattdes-
sen sorgen die Definitionen dieses Abschnitts dafu¨r, daß die Konstruktorterm-
Mengen u¨berall die Rolle einnehmen, die u¨blicherweise die (die Sorten interpre-
tierenden) Grundbereiche einnehmen. Hieraus ergibt sich auch, zusammen mit
Faktum 2.2.17, daß die Sorten semantisch als disjunkt anzusehen sind. Es gibt
weder Hierarchien noch U¨berlappungen.
Allgemeinere Abhandlungen u¨ber abstrakte Datentypen definieren zuna¨chst all-
gemeine Algebren und erst danach die Erzeugtheit (genauer: Termerzeugtheit)
und das ‘frei’ als mo¨gliche Eigenschaften von Algebren. Das ist dann nu¨tzlich,
wenn man noch andere Algebren betrachtet und mit den erzeugten bzw. freien
vergleicht. In einem solchen Duktus wa¨re die Aussage in Def. 2.2.31 keine De-
finition, sondern ein Satz! Da wir hingegen die frei erzeugten Algebren gleich
passend definiert haben, gibt es an dieser Stelle formal nichts nachzuweisen. Wir
ko¨nnen uns aber sofort davon u¨berzeugen, daß die f.e. Σ-Algebren die Eigen-
schaften besitzen, die mit ‘erzeugt’ und ‘frei’ assoziiert werden. Der Grundbe-
reich (term-)erzeugter Algebren darf nur solche Elemente enthalten, die man
auch mit Termen benennen kann, d.h. jedes Element ist das Ergebnis der Aus-
wertung irgendeines Termes. Dies ist die sog. ‘no junk’-Eigenschaft. Im Falle der
Auszeichnung von Konstruktoren mu¨ssen alle Elemente sogar schon durch Kon-
struktorterme benennbar sein. Bei freien Algebren mu¨ssen verschiedene Kon-
struktorterme zu verschiedenen Elementen ausgewertet werden. Dies ist die ‘no
confusion’-Eigenschaft. Beide Eigenschaften sind fu¨r f.e. Σ-Algebren gegeben, da
hier der Grundbereich identisch ist mit der Menge aller Konstruktorterme, und
da laut Faktum 2.2.29 jeder Konstruktorterm zu sich selbst ausgewertet wird.
Nun haben wir alle Hilfsmittel beisammen, um zu definieren, was wir mit ‘frei
erzeugten Datentypen’ meinen.
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Definition 2.2.34 (frei erzeugte Datentypen)
Ein frei erzeugter Σ-Datentyp DT ist eine Menge1 frei erzeugter Σ-Algebren.
?
Von allen Definitionen dieses Abschnittes ist dies mo¨glicherweise die u¨berra-
schendste. Abha¨ngig von der Vertrautheit des Lesers oder der Leserin mit dem
Gebiet der abstrakten Datentypen ko¨nnten verschiedene Erwartungen an die De-
finition von Datentypen im allgemeinen sowie frei erzeugten Datentypen im be-
sonderen geknu¨pft sein, die durch die Definition 2.2.34 nicht erfu¨llt werden.
Zwei Dinge ko¨nnten vor allem auffallen:
1. Verschiedene Algebren, die insbesondere nicht isomorph zu sein brauchen,
ko¨nnen einem Datentyp angeho¨ren.
2. Es fehlt die Forderung nach einem Abschluß gegen Isomorphie, wonach mit
einer Algebra auch alle dazu isomorphen zu einem Datentyp geho¨ren.
Beide Punkte werden in Abschnitt 2.6 noch genauer diskutiert, darum beschra¨n-
ken wir uns hier auf einige Bemerkungen.
Zu 1.: Die Zulassung verschiedener, nicht-isomorpher Algebren erlaubt es, gewisse
Dinge in einem Datentyp als ‘offen gelassen’ anzusehen. Dies ist besonders inter-
essant im Zusammenhang mit Spezifikationen abstrakter Datentypen (s. Abschn.
2.3). Von diesen wird nicht mehr gefordert, jedes Detail festzulegen. Dieser An-
satz ist in der ju¨ngeren Literatur u¨ber abstrakte Datentypen ha¨ufig zu finden.
(Referenzen hierzu s. Abschn. 2.6.3).
Zu 2.: In diesem Punkt folgen wir, rein formal, nicht der einschla¨gigen Literatur.
Dies bedeutet aber nicht, daß wir unter frei erzeugten Datentypen wirklich etwas
anderes verstehen. Wir werden in Abschnitt 2.6.2 erkla¨ren und sogar beweisen,
daß die Definition 2.2.34 (in einem noch zu pra¨zisierenden Sinne) gleichwertig
ist mit ga¨ngigen Definitionen und somit absolut vertra¨glich ist mit der Intuition
vorgebildeter Leser oder Leserinnen.
Zum Schluß definieren wir noch den Spezialfall monomorpher Datentypen.
Definition 2.2.35 (monomorphe vs. polymorphe Datentypen)
Ein f.e. Σ-Datentyp DT heißt monomorph, falls |DT | = 1. Nicht monomorphe
Datentypen heißen polymorph. ?
1Jede Mengen f.e. Algebren ist tatsa¨chlich eine Menge im Sinne der axiomatischen Mengen-
theorie (s. z.B. [Eis71, Def. 4.7]), nicht nur eine Klasse. Dies liegt daran, daß der Grund-
bereich f.e. Algebren immer abza¨hlbar ist und infolgedessen die Kardinalita¨t von Mengen
solcher Algebren beschra¨nkt ist. Ohne jegliche Einschra¨nkung mo¨glicher Grundbereiche wa¨re
das nicht der Fall, s. [LEW96, Exercise 2.3-1].
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In dieser Abhandlung geht es um eine Methodik, die fu¨r einen gegebenen abstrak-
ten Datentyp und eine gegebene (evtl. fa¨lschlicherweise vermutete) Eigenschaft
aufdecken soll, ob der Datentyp die Eigenschaft nicht besitzt. Hierzu muß die Me-
thodik Zugriff haben auf eine Darstellung des Datentyps, auf eine syntaktische
Repra¨sentation, die ihn spezifiziert. Zur Spezifikation von abstrakten Datentpen
verwendet man gemeinhin Formeln einer Logiksprache. Die Menge von Formeln,
die einen Datentyp spezifizieren, nennt man Axiome des Datentyps.
Das Gebiet der Charakterisierung abstrakter Datentypen durch Formeln bzw.
Formelmengen heißt algebraische Spezifikation. Dieses Gebiet fa¨chert sich auf in
verschiedene algebraische Spezifikationsstile, die sich unterscheiden in der zuge-
lassenen Formelsyntax und in den semantischen Grundannahmen. Eine gute und
moderne Einfu¨hrung in die unterschiedlichen Facetten algebraischer Spezifikati-
on gibt das Buch von Loeckx, Ehrich & Wolf [LEW96], das sich auch gut als
Nachschlagewerk eignet.
Allen Ansa¨tzen ist gemein, daß die Formelsprache auf Gleichungen basiert. Man
unterscheidet die folgenden Varianten:
• reine Gleichungslogik : Alle Axiome sind Gleichungen, es gibt keine Disjunk-
tionen (Oder-Verknu¨pfungen) oder Negationen (Ungleichungen).
• Horn Gleichungslogik : Axiome sind Disjunktionen zwischen beliebig vielen
Ungleichungen und ho¨chstens einer Gleichung. Man kann solche Formeln
auch auffassen als Implikationen zwischen a) einer Konjunktion von Glei-
chungen und b) einer einzelnen Gleichung.
• quantorenfreie Gleichungslogik : Es sind beliebige Konjunktionen, Disjunk-
tionen, Implikationen und Negationen zugelassen. Wie bei den ersten beiden
Logiken geschieht die Allquantifikation implizit.
• volle erststufige Gleichungslogik : Hier sind nun alle u¨blichen logischen Junk-
toren sowie All- und (dies ist der wesentliche Unterschied) Existenzquanto-
ren zugelassen.
In dieser Aufza¨hlung ist jede Logik ein Spezialfall der nachfolgenden. Bereits mit
quantorenfreier Gleichungslogik kann man alle berechenbaren Datentypen (das
sind intuitiv die implementierbaren) spezifizieren, solange die Termerzeugtheit
vorausgesetzt wird und Hilfsfunktionen zugelassen sind. Unter der Zusatzannah-
me initialer Semantik (s. Abschn. 2.6.3) lassen sich monomorphe Datentypen
sogar schon mittels reiner Gleichungen spezifizieren. (Diese Aussagen sind zu-
sammengefaßt in [Sch98, Satz 1.1], fu¨r die Einzelresultate s. [BT82] und [GH78,
Theorem 1].)
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Wir lassen in dieser Abhandlung zur Spezifikation von frei erzeugten Datentypen
volle erststufige Gleichungslogik zu. Im technischen Sinne wird auch die quanto-
renfreie Gleichungslogik eine große Rolle spielen, aber nicht als Einschra¨nkung
auf der Spezifikationsseite. Warum eine sta¨rkere Einschra¨nkung fu¨r unsere Zwecke
auch keinen großen Nutzen bra¨chte, obwohl die meisten Beispiele fu¨r Spezifika-
tionen aus Horn oder sogar reinen Gleichungsformeln bestehen, das wird in Ab-
schnitt 2.6.3 erla¨utert.
2.3.1 Syntax
Wir definieren jetzt die Formeln, die zur Spezifikation eines frei erzeugten Da-
tentyps verwendet werden ko¨nnen. Auch die Aussagen u¨ber den Datentyp, deren
(Un-)Gu¨ltigkeit untersucht werden soll, sind solche Formeln. Der Spezialfall der
‘Klauseln’ wird gleich mitdefiniert.
Definition 2.3.1 (Literale, Klauseln, Formeln)
Sei Σ = (S, C,F , α) eine ADT-Signatur.
• LitΣ ist die minimale Menge, fu¨r die gilt: falls {t, t
′} ⊆ Ts fu¨r ein s ∈ S,
dann {t
.
= t′, t 6
.
= t′} ⊆ LitΣ. LitΣ ist die Menge der Σ-Literale.
• KlΣ ist die minimale Menge, fu¨r die gilt: falls {lit 1, . . . , litn} ⊆ LitΣ, dann
lit1 ∨ . . . ∨ litn ∈ KlΣ. KlΣ ist die Menge der Σ-Klauseln.
• ForΣ ist die minimale Menge, fu¨r die gilt:
– LitΣ ⊆ ForΣ,
– falls ϕ ∈ ForΣ, dann ¬ϕ ∈ ForΣ,
– falls {ϕ1, . . . , ϕn} ⊆ ForΣ, dann {ϕ1∧ . . .∧ϕn, ϕ1 ∨ . . .∨ϕn} ⊆ ForΣ,
– falls ϕ1 ∈ ForΣ und ϕ2 ∈ ForΣ, dann {ϕ1 → ϕ2, ϕ1 ↔ ϕ2} ⊆ ForΣ,
– falls x ∈ VΣ und ϕ ∈ ForΣ, dann {∀x.ϕ, ∃x.ϕ} ⊆ ForΣ.
ForΣ ist die Menge der Σ-Formeln. ?
Die Disjunktion von Formeln ist nur deswegen n-stellig definiert (und der Sy-
metrie wegen auch die Konjunktion), damit die Σ-Klauseln eine Teilmenge der
Σ-Formeln sind.
(Der Leser oder die Leserin wird bemerkt haben, daß in dieser Definition die Negation
doppelt vorkommt, einmal in Form der Ungleichung ‘6
.
=’ und einmal in Form der Ne-
gation ‘¬’ allgemeiner Formeln. Diese kleine Redundanz hat kaum Nachteile, lediglich
die Normalisierung von Formeln in Abschn. 2.5 erfordert zwei zusa¨tzliche Fa¨lle. Auf
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der anderen Seite spielt im weiteren Verlauf die Negation allgemeiner Formeln keine
große Rolle, und auf der Ebene der Literale werden Gleichungen und Ungleichungen in
gewisser Weise gleichrangig behandelt, wie wir noch sehen werden. Dann wird es von
Vorteil sein, Ungleichungen als elementar anzusehen.)
Faktum 2.3.2 Seien Σ und Σ′ zwei ADT-Signaturen mit Σ ⊆ Σ′.
Dann gilt ForΣ ⊆ ForΣ′ (aufgrund von Faktum 2.2.12).
Definition 2.3.3 ((frei) auftretende Variablen)
Wir erweitern die Abbildung Var der auftretenden Variablen (s. Def. 2.2.15)
auf Literale und Klauseln:
• Var(t
.
= t′) = Var(t 6
.
= t′) = Var(t) ∪ Var(t′),
• Var(lit1 ∨ . . . ∨ litn) = Var(lit1) ∪ . . . ∪ Var(litn), falls lit1 ∨ . . . ∨ litn ∈ KlΣ
Auf allgemeinen Formeln ϕ ∈ ForΣ definieren wir frei(ϕ) als Menge der darin
frei auftretenden Variablen.
• frei(lit) = Var(lit), falls lit ∈ LitΣ,
• frei(¬ϕ) = frei(ϕ),
• frei(ϕ1 ∧ . . . ∧ ϕn) = frei(ϕ1 ∨ . . . ∨ ϕn) = frei(ϕ1) ∪ . . . ∪ frei(ϕn),
• frei(ϕ1 → ϕ2) = frei(ϕ1 ↔ ϕ2) = frei(ϕ1) ∪ frei(ϕ2),
• frei(∀x.ϕ) = frei(∃x.ϕ) = frei(ϕ) \ {x}. ?
Definition 2.3.4 (Allabschluß, Existenzabschluß)
Sei ϕ ∈ ForΣ.
Dann ist Cl∀(ϕ), der Allabschluß von ϕ, definiert durch:
Cl∀(ϕ) =
{
∀x1. . . .∀xn.ϕ, falls frei(ϕ) = {x1, . . . , xn}
ϕ, falls frei(ϕ) = ∅
Außerdem ist Cl∃(ϕ), der Existenzabschluß von ϕ, definiert durch:
Cl∃(ϕ) =
{
∃x1. . . .∃xn.ϕ, falls frei(ϕ) = {x1, . . . , xn}
ϕ, falls frei(ϕ) = ∅
?
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(Daß die Reihenfolge der Variablen in ‘∀x1. . . . ∀xn’ (bzw. ‘∃x1. . . . ∃xn’) durch die Defi-
nition nicht festgelegt wird, ist gerechtfertigt durch die Invarianz der Formelauswertung
gegenu¨ber der Vertauschung unmittelbar aufeinander folgender ∀-Quantoren (bzw. un-
mittelbar aufeinander folgender ∃-Quantoren), die sich leicht aus der noch folgenden
Def. 2.3.14 ergibt.)
Spa¨ter werden Literale und Klauseln, die keine Variablen enthalten, eine wichtige
Rolle spielen.
Definition 2.3.5 (geschlossene Formeln, Grundklauseln, Grundliterale)
Sei Σ eine ADT-Signatur.
For0
Σ
, die Menge der geschlossenen Σ-Formeln, ist definiert durch:
For0Σ = {ϕ ∈ ForΣ | frei(ϕ) = ∅}
Kl0
Σ
und Lit0
Σ
, die Menge der Σ-Grundklauseln und der Σ-Grundliterale,
sind definiert durch: Kl0Σ = KlΣ ∩ For
0
Σ und Lit
0
Σ = LitΣ ∩ For
0
Σ ?
Jetzt erweitern wir die bisher auf Termen definierte Substitution auf Formeln.2
Definition 2.3.6 (Substitutionen in Formeln)
Sei Σ = (S, C,F , α) eine ADT-Signatur und σ eine Substitution (zu VΣ). Die in
Def. 2.2.18 definierte Erweiterung σ von σ auf Terme wird nun fortgesetzt zu
einer Substitution in Formeln σ : ForΣ → ForΣ, definiert durch:
• (t
.
= t′)σ = tσ
.
= t′σ,
(t 6
.
= t′)σ ensprechend,
• (ϕ1 ∧ . . . ∧ ϕn)σ = ϕ1σ ∧ . . . ∧ ϕnσ,
(ϕ1 ∨ . . . ∨ ϕn)σ, (ϕ1 → ϕ2)σ, (ϕ1 ↔ ϕ2)σ und (¬ϕ)σ ensprechend,
• (∀x.ϕ)[x1/t1, . . . , xn/tn] = ∀x.(ϕ[x1/t1, . . . , xn/tn]), falls x 6∈ {x1, . . . , xn},
• (∀x.ϕ)[x1/t1, . . . , x/t, . . . , xn/tn] = ∀x.(ϕ[x1/t1, . . . , x/x, . . . , xn/tn]),
• (∃x.ϕ)[x1/t1, . . . , xn/tn] = ∃x.(ϕ[x1/t1, . . . , xn/tn]), falls x 6∈ {x1, . . . , xn}.
• (∃x.ϕ)[x1/t1, . . . , x/t, . . . , xn/tn] = ∃x.(ϕ[x1/t1, . . . , x/x, . . . , xn/tn]).
?
Die Spezifikationen, mit denen Datentypen charakterisiert werden sollen, beste-
hen schlicht aus einer Signatur und einer Menge von Formeln.
2Oftmals wird von Substitutionen in quantifizierte Formeln gefordert, daß keine Variable in
den Wirkungsbereich eines entsprechenden Quantors gera¨t, hier x 6∈ V ar(ti). Dies war hier
nicht no¨tig, weil die folgenden Verwendungen der Substitution dies von sich aus garantieren.
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Definition 2.3.7 (ADT-Spezifikationen, Axiome)
Eine ADT-Spezifikation ist ein Paar3 〈Σ,AX〉, wobei Σ eine ADT-Signatur
ist und AX ⊆ ForΣ eine endliche Menge von Σ-Formeln. AX heißt Menge der
Axiome, oder kurz, die Axiome (Plural) der Spezifikation. ?
Notation 2.3.8 Sei 〈Σ, AX〉 eine ADT-Spezifikation.
Dann bezeichnet Ax(〈Σ, AX〉) die Menge der Axiome AX. ?
Die Axiome einer Spezifikation brauchen nicht geschlossen zu sein, d.h. sie ko¨nnen
freie Variablen enthalten. Es folgen zwei Beispiele fu¨r ADT-Spezifikationen, auf
die wir noch mehrmals verweisen werden.
Beispiel 2.3.9 Wir spezifizieren die natu¨rlichen Zahlen mit Vorga¨ngerfunktion:
Nat = 〈Σ, AX〉, wobei Σ = (S, C,F , α) die schon erwa¨hnte Signatur der natu¨rli-
chen Zahlen ist:
S = {Nat}
C = {{zero, succ}Nat}
F = {{pred}Nat}
α(zero) = λ
α(succ) = α(pred) = Nat
Es gibt nur ein Axiom:
AX = { pred(succ(x))
.
= x }
?
Das zweite Beispiel ist eine Erweiterung des ersten, eine Spezifikation von Stacks
natu¨rlicher Zahlen. Der U¨bersichtlichkeit halber wiederholen wir die entprechende
Signatur aus Beispiel 2.2.4.
Beispiel 2.3.10 Wir spezifizieren den Stack natu¨rlicher Zahlen:
NatStack = 〈Σ, AX〉, Σ = (S, C,F , α) mit:
S = {Nat , Stack}
C = {{zero, succ}Nat , {nil, push}Stack}
F = {{pred , top}Nat , {pop, del}Stack}
α(zero) = α(nil) = λ
α(succ) = α(pred) = Nat
α(push) = α(del) = [Nat Stack ]
α(top) = α(pop) = Stack
Die Axiome sind:
3Der Leser oder die Leserin mo¨ge entschuldigen, daß wir verschiedene Paare verschieden no-
tieren, Strukturen mit runden und Spezifikationen mit spitzen Klammern. Dies dient der
Lesbarkeit.
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spec = SPECNAME
sorts s1 ::= c1,1AST(c1,1) | . . . | c1,j1AST(c1,j1);
...
sn ::= cn,1AST(cn,1) | . . . | cn,jnAST(cn,jn);
functions f1 : TYP(f1);
...
fm : TYP(fm);
vars v1,1, .., v1,r1 : s1; . . . ; vn,1, .., vn,rn : sn;
axioms ax1;
...
axl;
end
Abbildung 2.1: Schema fu¨r die konkrete Synatx von Spezifikationen
AX = { pred(succ(n))
.
= n,
top(push(n, st))
.
= n,
pop(push(n, st))
.
= st,
del(n, push(n, st))
.
= st,
n 6
.
= n′ →
del(n, push(n′, st))
.
= push(n′, del(n, st)),
del(n, nil)
.
= nil }
?
Wie schon gesagt, die in den Beispielen verwendete Schreibweise der Signaturen
ist nicht sehr u¨bersichtlich. Zu Zwecken der Darstellung sowie zur einfacheren
Eingabe werden Spezifikationen anders notiert, u¨blicherweise in einer Program-
miersprachen a¨hnlichen Syntax, die wir konkrete Syntax nennen. Die meisten
sog. algebraischen Spezifikationssprachen, die zur Spezifikation von abstrakten
Datentypen verwendet werden, sind sich in in der Notationsweise sehr a¨hnlich,
jedenfalls was den Kern der Standardkonstrukte betrifft. Wir verwenden hier ei-
ne konkrete Syntax, die sehr eng angelehnt ist an den neueren Sprachstandard
‘CASL’ (The CoFI4 Algebraic Specification Language) [CoF98].
Notation 2.3.11 (konkrete Syntax von Spezifikationen)
Sei SPECNAME = 〈Σ, AX〉 eine ADT-Spezifikation mit Σ = (S, C,F , α), wo-
bei S = {s1, . . . , sn}. Fu¨r jede Sorte si ist Csi = {ci,1, . . . ci,ji} die Menge ihrer
4The Common Framework Initiative
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spec = Nat
sorts Nat ::= zero | succ(Nat);
functions pred : Nat → Nat ;
vars x : Nat ;
axioms pred(succ(x))
.
= x;
end
Abbildung 2.2: Spezifikation Nat
Konstruktoren (ji = |Csi|). Fu¨r jeden Konstruktor c ∈ C ist sein (konkret syn-
taktischer) Argumentsorten-Tupel, AST(c), definiert durch:
AST(c) =
{
(si1; . . . ; sik), falls α(c) = [si1 . . . sik ]
λ, falls α(c) = λ
Sei F = {f1, . . . , fm} die Menge aller Funktionen der Signatur. Fu¨r jede Funktion
f ∈ Fs ist die (konkret syntaktische) Typisierung, TYP(f), definiert durch
5:
TYP(f) =
{
si1 × . . .× sik → s, falls α(c) = [si1 . . . sik ]
s, falls α(c) = λ
Die Menge der Axiome sei AX = {ax1, . . . , axl}. Die Menge der in den Axiomen
auftretenden Variablen einer bestimmten Sorte si sei {vi,1, . . . , vi,ri} ⊆ Vsi.
Dann ist die konkrete Syntax der Spezifikation SPECNAME schematisch gege-
ben durch den Text in Abb. 2.1. ?
Angewendet auf die beiden obigen Beispielsignaturen ergeben sich die folgenden
Spezifikationstexte.
Beispiel 2.3.12 Sei Nat die ADT-Spezifikation aus Beispiel 2.3.9. Ihre konkrete
Syntax findet sich in Abb. 2.2. ?
Beispiel 2.3.13 Sei NatStack die ADT-Spezifikation aus Beispiel 2.3.10. Ihre
konkrete Syntax findet sich in Abb. 2.3. ?
(Die Abweichungen dieser Syntax von CASL sind minimal. Um eine syntaktisch korrek-
te CASL-Spezifikation zu erhalten, die semantisch unseren frei erzeugten Datentypen
entspricht, muß man nur die Schlu¨sselworte ‘sorts’ bzw. ‘functions’ ersetzen durch
5Das Zeichen ‘→’ in der Typisierung ist zu unterscheiden von der Implikation, die durch das
gleiche Zeichen dargestellt wird, aber nur in Formeln vorkommt.
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spec = NatStack
sorts Nat ::= zero | succ(Nat);
Stack ::= nil | push(Nat ; Stack);
functions pred : Nat → Nat;
top : Stack → Nat ;
pop : Stack → Stack ;
del : Nat × Stack → Stack ;
vars n, n′ : Nat ; st : Stack ;
axioms pred(succ(n))
.
= n;
top(push(n, st))
.
= n;
pop(push(n, st))
.
= st;
del(n, push(n, st))
.
= st;
n 6
.
= n′ →
del(n, push(n′, st))
.
= push(n′, del(n, st));
del(n, nil)
.
= nil;
end
Abbildung 2.3: Spezifikation NatStack
‘free types’ bzw. ‘ops’ und außerdem in den Axiomen die CASL-Syntax beachten, die
ein paar subtile Unterschiede zu unserer Formelsyntax aufweist. Das Ergebnis wa¨re eine
gu¨ltige CASL-Spezifikation, aber ohne Ausnutzung zusa¨tzlicher Konzepte, die CASL
anbietet, wie Generizita¨t, Selektoren, Infix-Notation oder Strukturierung.)
2.3.2 Semantik
Eine ADT-Spezifikation soll gerade diejenigen (frei erzeugten) Algebren charak-
terisieren, in denen die Axiome der Spezifikation gelten. Hierfu¨r beno¨tigt man die
Auswertung von Formeln, abha¨ngig von Interpretationen und Variablenbelegun-
gen.
Definition 2.3.14 (Auswertung von Formeln)
Sei Σ eine ADT-Signatur, I eine F -Interpretation und β eine Variablenbelegunge
zu VΣ.
Dann ist die Auswertung valI,β : ForΣ → {W,F} von Formeln definiert
aufbauend auf der Auswertung valI,β von Termen (Def. 2.2.27):
• valI,β(t
.
= t′) =
{
W, falls valI,β(t) = valI,β(t
′)
F, sonst
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• valI,β(t 6
.
= t′) =
{
W, falls valI,β(t) 6= valI,β(t
′)
F, sonst
• valI,β(¬ϕ) =
{
W, falls valI,β(ϕ) = F
F, sonst
• valI,β(ϕ1 ∧ . . . ∧ ϕn) =
{
W, falls valI,β(ϕi) = W fu¨r alle i ∈ {1, . . . , n}
F, sonst
• valI,β(ϕ1 ∨ . . . ∨ ϕn) =
{
W, falls valI,β(ϕi) = W fu¨r ein i ∈ {1, . . . , n}
F, sonst
• valI,β(ϕ1 → ϕ2) = valI,β(¬ϕ1 ∨ ϕ2)
• valI,β(ϕ1 ↔ ϕ2) = valI,β((ϕ1 → ϕ2) ∧ (ϕ2 → ϕ1))
• valI,β(∀x.ϕ) =

 W,
[
falls x ∈ Vs und fu¨r alle Konstruktorterme
ct ∈ CTs gilt: valI,βctx (ϕ) = W
F, sonst
• valI,β(∃x.ϕ) =

 W,
[
falls x ∈ Vs und fu¨r einen Konstruktorterm
ct ∈ CTs gilt: valI,βctx (ϕ) = W
F, sonst
?
Da der semantische Bereich bei uns aus Termen besteht, ko¨nnte man die Auswer-
tung von all- bzw. existenzquantifizierten Formeln auch mit Hilfe von Substitutio-
nen definieren. Wir lassen die Definition klassisch, formulieren aber das folgende
Faktum, das eine spezialisierte Version des klassischen Substitutionstheorems auf
Formeln (s. [EFT92, Lemma 8.3 (b)]) darstellt.
Faktum 2.3.15 Sei Σ = (S, C,F , α) eine ADT-Signatur, ϕ ∈ ForΣ, s ∈ S,
x ∈ Vs ct ∈ CTs, und β eine Variablenbelegung (zu VΣ). Dann gilt:
valI,β(ϕ[x/ct]) = valI,βctx (ϕ)
Wie schon bei der entsprechenden Eigenschaft von Termen (Faktum 2.2.30) ist
auch hier auf der rechten Seite der Gleichung keine Auswertung von ct no¨tig,
aufgrund von Faktum 2.2.29.
Damit ko¨nnen wir nun die Auswertung von all- bzw. existenzquantifizierten For-
meln zuru¨ckfu¨hren auf die Substitution der quantifizierten Variable.
Satz 2.3.16 Sei Σ eine ADT-Signatur, I eine F-Interpretation und β eine Va-
riablenbelegung zu VΣ. Dann gilt:
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• valI,β(∀x.ϕ) =

 W,
[
falls x ∈ Vs und fu¨r alle Konstruktorterme
ct ∈ CTs gilt: valI,β(ϕ[x/ct]) = W
F, sonst
• valI,β(∃x.ϕ) =

 W,
[
falls x ∈ Vs und fu¨r einen Konstruktorterm
ct ∈ CTs gilt: valI,β(ϕ[x/ct]) = W
F, sonst
Beweis: Einfaches Einsetzen von Faktum 2.3.15 in Def. 2.3.14. 
Man beachte im Vergleich der Definitionen 2.2.25 und 2.2.18, daß Variablenbele-
gungen fast6 spezielle Substitutionen sind.
Auf Basis der Formelauswertung ko¨nnen wir nun die Gu¨ltigkeit von Formeln in
Algebren definieren.
Definition 2.3.17 (Gu¨ltigkeit in Algebren)
Sei Σ eine ADT-Signatur, A = (CTΣ, I) eine frei erzeugte Σ-Algebra und ϕ ∈
ForΣ eine Formel. Dann ist ‘ϕ gilt in A’, kurz ‘A |= ϕ’, definiert durch:
A |= ϕ :⇐⇒ fu¨r alle Variablenbelegungen β (zu VΣ) gilt valI,β(ϕ) = W
Die Relation |= la¨ßt sich rechtsseitig erweitern auf Mengen von Formeln. Sei
Φ ⊆ ForΣ, dann ist ‘Φ gilt in A’, kurz ‘A |= Φ’, definiert durch:
A |= Φ :⇐⇒ fu¨r alle ϕ ∈ Φ gilt A |= ϕ.
?
Man beachte, daß in dieser Definition der Gu¨ltigkeit die freien Variablen einer
Formel implizit, d.h. semantisch, behandelt werden wie allquantifizierte Varia-
blen.
Faktum 2.3.18 Sei Σ eine ADT-Signatur, A eine frei erzeugte Σ-Algebra und
ϕ ∈ ForΣ. Dann gilt:
A |= ϕ ⇐⇒ A |= Cl∀(ϕ)
Die Mo¨glichkeit der impliziten Allquantifikation erleichtert sowohl das Spezifizie-
ren als auch die Formulierung von Vermutungen u¨ber eine Spezifikation. Durch
sie werden explizite Quantoren nur selten beno¨tigt. Ein Nachteil hiervon ist, daß
das intuitive ‘Gegenteil’ einer mit einer Formel getroffenen Aussage nicht ganz
genau mit der Negation der Formel zusammenfa¨llt, s. Abschn. 2.4.
6Eine Variablenbelegung ist deswegen i.a. keine Substitution, weil nach Def. 2.2.25 β(x) 6= x
gilt, f.a. Variablen x (da x 6∈ CTΣ). Dies verletzt bei unendlichem VΣ die Bedingung ‘σ(x) 6=
x fu¨r ho¨chstens endlich viele Variablen’.
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Bemerkung 2.3.19 A |= ϕ ist nach Def. 2.3.17 nur dann wohldefiniert, wenn
A eine Σ-Algebra und ϕ ∈ ForΣ ist, fu¨r dasselbe Σ. Dennoch kann auch fu¨r
verschiedene Σ und Σ′ die Gu¨ltigkeit einer Formel ϕ ∈ ForΣ wohldefiniert sein
gegenu¨ber einer Σ′-Algebra, und zwar falls ForΣ ⊆ ForΣ′. Dies trifft gerade dann
zu, wenn Σ ⊆ Σ′ (s. Faktum 2.3.2). Dieses Detail wird wichtig im Zusammenhang
mit der sog. Skolemisierung, bei der die Signatur erweitert wird.
Da Algebren und Interpretationen eindeutig aufeinander bezogen sind, kann man
auch von der Gu¨ltigkeit in Interpretationen sprechen.
Definition 2.3.20 (Gu¨ltigkeit in Interpretationen)
Sei Σ = (S, C,F , α) eine ADT-Signatur, I eine F -Interpretation und ϕ ∈ ForΣ.
Dann ist ‘ϕ gilt in I’, kurz ‘I |= ϕ’, definiert durch:
I |= ϕ :⇐⇒ Alg(I) |= ϕ
(‘I |= Φ’ entsprechend). ?
Nun kommen wir zu den Modellen von Formeln bzw. Formelmengen. Eigent-
lich ist die Modellbeziehung nichts anderes als die Umkehrung der Gu¨ltigkeits-
beziehung. Da aber beide Begriffe fu¨r diese Abhandlung u¨beraus wichtig sind,
spendieren wir hierfu¨r eine eigene Definition.
Definition 2.3.21 (Modelle von Formeln)
Sei Σ eine ADT-Signatur, A eine frei erzeugte Σ-Algebra und ϕ ∈ ForΣ und
Φ ⊆ ForΣ.
A ist Σ-Modell von


ϕ
Φ

 :⇐⇒ A |=


ϕ
Φ
?
Wir betrachten also nur solche Modelle, die frei erzeugte Algebren sind. Darum
verwenden wir den Terminus ‘frei erzeugtes Modell’ nur dort, wo es vorteilhaft
erscheint, diese Einschra¨nkung besonders hervorzuheben.
Formeln und Formelmengen, die ein Modell besitzen, heißen erfu¨llbar. In unserem
Fall ha¨ngt dieser Begriff von Σ ab.
Definition 2.3.22 (Erfu¨llbarkeit)
Sei Σ eine ADT-Signatur, ϕ ∈ ForΣ und Φ ⊆ ForΣ.
ϕ (bzw. Φ) ist ‘Σ-erfu¨llbar’
:⇐⇒
ϕ (bzw. Φ) besitzt ein Σ-Modell,
d.h. es existiert eine frei erzeugte Σ-Algebra A mit A |= ϕ (bzw. A |= Φ).
?
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Die Erfu¨llbarkeit wird in der Literatur u¨blicherweise auf zweierlei Arten definiert.
Entweder sie fa¨llt, wie hier, zusammen mit der Existenz eines Modells (s. [EFT92,
Def. 4.3]). Oder man verlangt weniger, na¨mlich daß es eine Interpretation I gibt,
so daß die betrachtete Formel ϕ unter wenigstens einer Belegung β der Variablen
wahr wird: valI,β(ϕ) = W (s. [SA91, Def. 2.8]). Auch letztere Konvention hat
viel fu¨r sich. Aber in einem Kontext wie dem unsrigen, in dem die Frage nach der
Existenz von (Gegen-)Modellen im Mittelpunkt steht, ist es sehr praktisch, die
Eigenschaft von Formeln, Modelle zu besitzen, mit einem Adjektiv ausdru¨cken
zu ko¨nnen.
Nun ko¨nnen wir mit Hilfe der Modelle die Folgerbarkeit zwischen Formeln defi-
nieren.
Definition 2.3.23 (Folgerbarkeit aus Formeln)
Sei Σ eine ADT-Signatur, Φ ⊆ ForΣ und Ψ ⊆ ForΣ.
Dann ist ‘Ψ folgt aus Φ (im u¨ber Σ frei Erzeugten)’, kurz ‘Φ |=Σ Ψ’, definiert
durch:
Φ |=Σ Ψ :⇐⇒ jedes (f.e.) Σ-Modell von Φ ist ein Σ-Modell von Ψ
‘Φ |=Σ ϕ’ steht fu¨r Φ |=Σ {ϕ}, und ‘ϕ |=Σ ψ’ steht fu¨r {ϕ} |=Σ {ψ}. ?
Wenn zwei Formelmengen wechselseitig folgerbar sind, dann besitzen sie die glei-
chen Σ-Modelle, und heißen a¨quivalent:
Definition 2.3.24 (A¨quivalenz von Formeln)
Sei Σ eine ADT-Signatur, Φ ⊆ ForΣ und Ψ ⊆ ForΣ.
‘Ψ ist a¨quivalent zu Φ (im u¨ber Σ frei Erzeugten)’, falls Φ |=Σ Ψ und Ψ |=Σ Φ.
?
Ein Spezialfall der Folgerbarkeit ist die Allgemeingu¨ltigkeit.
Definition 2.3.25 (Allgemeingu¨ltigkeit)
Sei Σ = (S, C,F , α) eine ADT-Signatur und ϕ ∈ ForΣ.
Dann ist die Σ-Allgemeingu¨ltigkeit von Formeln als einstellige Relation |=Σ
u¨ber Formeln definiert durch:
|=Σ ϕ :⇐⇒ ∅ |=Σ ϕ
?
Eine Σ-allgemeingu¨ltige Formel gilt tatsa¨chlich in allen frei erzeugten Σ-Algebren,
da jede Algebra Modell der leeren Formelmenge ist.
In den Definitionen 2.3.23 und 2.3.25 ist das Σ im Index von |=Σ absolut notwen-
dig, was bei dem ‘Gu¨ltigkeits-|=’ zwischen Algebren und Formeln (s. Def. 2.3.17)
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nicht der Fall war. Wenn eine frei erzeugte Algebra gegeben ist, dann ist die
Auswertung von Formeln in der Algebra klar bestimmt. Wenn wir aber nur For-
meln haben und die Folgerbarkeit zwischen ihnen untersuchen, dann mu¨ssen wir
zusa¨tzlich wissen, gegenu¨ber welcher Signatur die Modelle der Formeln frei er-
zeugt zu sein haben. Insbesondere ha¨ngt die Folgerbarkeit stark davon ab, welche
Signatursymbole Konstruktoren sind.
Beispiel 2.3.26 Sei Σ = (S, C,F , α) eine ADT-Signatur mit
S = {Nat ,Bool}, C = {{zero, succ}Nat , {tt, ff}Bool}, F = {{}Nat , {p}Bool},
α(succ) = α(p) = Nat , α(zero) = α(tt) = α(ff) = λ.
Sei Φ = {p(zero)
.
= tt, p(x)
.
= tt → p(succ(x))
.
= tt}. Dann gilt:
1. |=Σ succ(succ(succ(zero))) 6
.
= succ(zero) (frei)
2. Φ |=Σ p(x)
.
= tt (erzeugt)
Zur Abha¨ngigkeit der Aussagen 1 und 2 von Σ lassen sich drei Dinge festhalten:
1. Wenn wir das |=Σ gegen die klassische Folgerung |= zwischen Formeln (vgl.
[EFT92, Def. 4.1]) austauschen, in der auch nicht freie und nicht erzeugte
Algebren betrachtet werden, dann gelten die Folgerungsbeziehungen 1 und
2 nicht mehr.
2. Selbst bei der Einschra¨nkung auf frei erzeugte Algebren gelten die beiden
Aussagen nur dann, wenn wir ausschließlich in Σ frei erzeugte Algebren
betrachten. Nehmen wir z.B. ein Σ′, welches aus Σ hervorgeht durch die
Verschiebung von succ von den Konstruktoren zu den Funktionen. Dann ist
die obige Ungleichung nicht Σ′-allgemeingu¨ltig, d.h.
|=Σ′ succ(succ(succ(zero))) 6
.
= succ(zero) gilt nicht.
Stattdessen ist sogar die entsprechende Gleichung Σ′-allgemeingu¨ltig, d.h.
|=Σ′ succ(succ(succ(zero)))
.
= succ(zero) gilt,
da in Σ′ nur ein einziger Konstruktorterm der Sorte Nat existiert (CTNat =
{zero}), und somit valI,β(t) = zero fu¨r alle Terme t ∈ TNat (unabha¨ngig von
β).
3. Betrachten wir nun noch ein Σ′′ das aus Σ hervorgeht durch Hinzufu¨gen
eines weiteren Konstruktors zero′ zu CNat . Dann gilt (im Kontrast zu Φ |=Σ
p(x)
.
= tt):
Φ |=Σ′ p(x)
.
= tt gilt nicht,
da eine frei erzeugte Σ′-Algebra A existiert mit A |= Φ, aber A 6|= p(x)
.
= tt.
Dazu wa¨hlen wir das A z.B. so, daß
Intpr(A)(p)(t) = tt fu¨r alle t ∈ {zero, succ(zero), succ(succ(zero)), . . .} und
Intpr(A)(p)(t) = ff fu¨r alle t ∈ {zero′, succ(zero′), succ(succ(zero′)), . . .}. ?
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Das Zeichen ‘|=’ haben wir nun schon verwendet a) fu¨r die Gu¨ltigkeitsbezie-
hung (bzw. die Modellbeziehung) zwischen Algebren und Formeln sowie b) in Σ-
indizierter Form fu¨r die Folgerbarkeit zwischen Formeln und die Allgemeingu¨ltig-
keit von Formeln. Die nichtindizierte Variante wird jetzt weiter u¨berladen, um die
Gu¨ltigkeit von Formeln nicht nur in einzelnen Algebren, sondern auch in Mengen
von Algebren, sprich Datentypen, auszudru¨cken.
Definition 2.3.27 (Gu¨ltigkeit in Datentypen)
Sei Σ eine ADT-Signatur, DT ein frei erzeugter Σ-Datentyp und ϕ ∈ ForΣ eine
Formel. Dann ist ‘ϕ gilt in DT ’, kurz ‘DT |= ϕ’, definiert durch:
DT |= ϕ :⇐⇒ fu¨r alle Σ-Algebren A ∈ DT gilt A |= ϕ.
?
Die allgemeine Erfu¨llbarkeit aus Def. 2.3.22 la¨ßt sich einschra¨nken auf Datenty-
pen.
Definition 2.3.28 (Erfu¨llbarkeit in Datentypen)
Sei Σ eine ADT-Signatur, DT ein frei erzeugter Σ-Datentyp, ϕ ∈ ForΣ und
Φ ⊆ ForΣ.
ϕ (bzw. Φ) ist ‘erfu¨llbar in DT ’
:⇐⇒
DT entha¨lt ein Modell von ϕ (bzw. Φ ),
d.h. es existiert ein A ∈ DT mit A |= ϕ (bzw. A |= Φ).
?
Ein Datentyp induziert eine Menge von in ihm gu¨ltigen Formeln, seine Theorie.
Definition 2.3.29 (Theorie)
Sei Σ eine ADT-Signatur, DT ein frei erzeugter Σ-Datentyp. Dann ist die Theo-
rie des Datentyps DT , kurz ‘Th(DT )’, definiert durch:
ϕ ∈ Th(DT ) :⇐⇒ [ ϕ ∈ ForΣ und DT |= ϕ ]
?
Viel wichtiger noch ist die entgegengesetzte Richtung, die Charakterisierung von
Datentypen mit Hilfe von Formelmengen, oder besser gleich mit Hilfe von Spezi-
fikationen. Dazu definieren wir zuna¨chst in naheliegender Weise, was ein ‘Modell’
einer Spezifikation ist, um dann alle Modelle einer Spezifikation zu dem ‘spezifi-
zierten’ Datentyp zusammenzufassen.
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Definition 2.3.30 (Modelle von Spezifikationen)
Sei 〈Σ, AX〉 eine ADT-Spezifikation. Dann ist jedes Σ-Modell A von AX ein
Modell der Spezifikation 〈Σ, AX〉, kurz ‘A  〈Σ, AX〉’. D.h. es gilt:
A  〈Σ, AX〉 :⇐⇒ A ist f.e. Σ-Algebra mit A |= AX
?
Wie schon bei ‘|=’, erlauben wir links von ‘’ auch reine Interpretationen.
Definition 2.3.31 (erfu¨llende Interpretationen)
Sei 〈Σ, AX〉 eine ADT-Spezifikation mit Σ = (S, C,F , α). Eine F -Interpretation
I erfu¨llt die Spezifikation 〈Σ, AX〉, kurz ‘I  〈Σ, AX〉’, falls Alg(I) ein Modell
von 〈Σ, AX〉 ist, d.h.:
I  〈Σ, AX〉 :⇐⇒ Alg(I)  〈Σ, AX〉
?
Das Zeichen ‘’ ist nicht Standard. Da wir aber in aller Ausfu¨hrlichkeit u¨ber
Modelle und erfu¨llende Interpretation von Spezifikationen sprechen wollen, ist
es wu¨nschenswert, eine abku¨rzende Notation zur Verfu¨gung zu haben. Statt ein
weiteres Mal das Zeichen ‘|=’ zu bemu¨hen, wurde absichtlich ein sehr a¨hnliches
verwendet, damit ‘|=’ trotz aller U¨berladung auch weiterhin rechtsseitig Formeln
und Formelmengen vorbehalten bleibt. Rechts von ‘’ steht hingegen immer eine
Spezifikation.
Definition 2.3.32 (Erfu¨llbarkeit von Spezifikationen)
Sei 〈Σ, AX〉 eine ADT-Spezifikation mit Σ = (S, C,F , α).
〈Σ, AX〉 heißt erfu¨llbar, falls eine F -Interpretation I existiert mit I  〈Σ, AX〉.
?
Die Modelle einer Spezifikation bilden einen Datentyp.
Definition 2.3.33 (spezifizierte Datentypen)
Sei 〈Σ, AX〉 eine ADT-Spezifikation.
Der durch 〈Σ, AX〉 spezifizierte (f.e.) Datentyp, kurz ‘Dat(〈Σ, AX〉)’, ist
die Menge aller Modelle von 〈Σ, AX〉, d.h.:
A ∈ Dat(〈Σ, AX〉) :⇐⇒ A  〈Σ, AX〉.
Dat(〈Σ, AX〉) heißt auch ‘die Semantik der Spezifikation 〈Σ, AX〉’. ?
Erst diese Definition rechtfertigt, im nachhinein, fu¨r das Gebilde 〈Σ, AX〉 den
Begriff ‘ADT-Spezifikation’ zu verwenden.
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Definition 2.3.34 (A¨quivalenz von Spezifikationen)
Zwei ADT-Spezifikationen 〈Σ, AX〉 und 〈Σ, AX ′〉 heißen a¨quivalent, falls
Dat(〈Σ, AX〉) = Dat(〈Σ, AX ′〉)
?
Nun liegt auch der Begriff der Folgerbarkeit aus einer Spezifikation auf der Hand.
Dazu wird das Zeichen ‘|=’ einmal mehr u¨berladen.
Definition 2.3.35 (Folgerbarkeit aus Spezifikationen)
Sei 〈Σ, AX〉 eine ADT-Spezifikation und ϕ ∈ ForΣ.
Dann ist ‘ϕ folgt aus 〈Σ, AX〉’, kurz ‘〈Σ, AX〉 |= ϕ’, definiert durch:
〈Σ, AX〉 |= ϕ :⇐⇒ Dat(〈Σ, AX〉) |= ϕ.
?
Notation 2.3.36 In einem Kontext, in dem die Folgerbarkeitsbeziehung
〈Σ, AX〉 |= ϕ
untersucht wird, nennen wir ϕ die Vermutung. ?
(Traditionell nennt man solche ‘Vermutungen’ im automatischen Beweisen gerne ‘Theo-
reme’. Man spricht z.B. davon, daß man vor der Anwendung etwa der Tableau-Methode
das ‘Theorem’ negieren muß, oder es zuerst auf den Ast holt usw. Das liegt daran, daß
Beweisverfahren in der Vergangenheit mit Vorliebe auf solche Vermutungen angewendet
wurden, von denen man vorneweg wußte, daß sie Theoreme sind.)
Wir haben die Folgerbarkeit aus Spezifikationen u¨ber die Gu¨ltigkeit in Datenty-
pen definiert. Wir ha¨tten sie natu¨rlich genauso gut u¨ber die Folgerbarkeit zwi-
schen Formeln definieren ko¨nnen. Diesen anderen Zusammenhang formulieren wir
als Faktum, das zwar trivial ist, fu¨r dessen Nachweis man aber immerhin vier der
obigen Definitionen anwenden muß.
Faktum 2.3.37 Sei 〈Σ, AX〉 eine ADT-Spezifikation und ϕ ∈ ForΣ. Dann gilt:
〈Σ, AX〉 |= ϕ ⇐⇒ AX |=Σ ϕ.
Beispiel 2.3.38 In Abb. 2.4 wird die Spezifikation p Forever definiert. Ihre Si-
gnatur und die Axiome sind bekannt als Σ und Φ aus Beispiel 2.3.26. Aus den
Aussagen 1 und 2 jenes Beispiels und aus Faktum 2.3.37 ergeben sich die Aussa-
gen:
1. p Forever |= succ(succ(succ(zero))) 6
.
= succ(zero)
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spec = p Forever
sorts Nat ::= zero | succ(Nat);
Bool ::= tt | ff;
functions p : Nat → Bool ;
vars x : Nat ;
axioms p(zero)
.
= tt;
p(x)
.
= tt → p(succ(x))
.
= tt;
end
Abbildung 2.4: Spezifikation p Forever
2. p Forever |= p(x)
.
= tt
Hierbei gilt die erste Folgerung aus der Spezifikation schon aufgrund der Signatur,
unabha¨ngig von den Axiomen. Die zweite Folgerung ha¨ngt hingegen sowohl von
den Axiomen als auch von der Signatur ab. ?
Eine Formel kann auch auf eine schwa¨chere Weise zu einer Spezifikation passen
als unbedingt aus ihr zu folgen. Sie kann in bestimmten Modellen der Spezifi-
kation gelten. Dann nennt man sie konsistent mit der Spezifikation, was intuitiv
bedeutet, daß sie der Spezifikation nicht widerspricht.
Definition 2.3.39 (Konsistenz zu Spezifikationen)
Sei 〈Σ, AX〉 eine ADT-Spezifikation und ϕ ∈ ForΣ.
ϕ ist ‘konsistent zu 〈Σ, AX〉’
:⇐⇒
Dat(〈Σ, AX〉) entha¨lt ein Modell von ϕ (bzw. Φ),
d.h. es existiert ein A ∈ DT mit A |= ϕ (bzw. A |= Φ).
?
Faktum 2.3.40 Sei 〈Σ, AX〉 eine ADT-Spezifikation und ϕ ∈ ForΣ. Dann gilt:
ϕ ist konsistent zu 〈Σ, AX〉 ⇐⇒ AX ∪ {ϕ} ist Σ-erfu¨llbar.
Entsprechend wird in spa¨teren Kapiteln die Frage nach der Konsistenz durch die
Konstruktion von Modellen bearbeitet.
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2.4 Nicht-Folgerbarkeit
Da diese Abhandlung sich mit Fehlern in abstrakten Datentypen bescha¨ftigt, in-
teressieren wir uns nicht nur dafu¨r, was gilt und folgt, sondern besonders auch
dafu¨r, was nicht gilt bzw. nicht folgt. Es sind ja gerade diese ‘negativen’ Sach-
verhalte, denen wir auf der Spur sind. Dazu sammeln wir in diesem Abschnitt
Begrifflichkeiten, die den in Abschn. 2.3.2 bereitgestellten Begriffen widerspre-
chen, und diskutieren ihre Eigenschaften.
Manchmal werden wir davon sprechen, daß in einer Algebra bzw. in einem Da-
tentyp das Gegenteil einer Formel gilt. Wir pra¨zisieren kurz, was das heißt. Das
Gegenteil einer durch eine Formel ausgedru¨ckten Aussage wird im Prinzip durch
die Negation der Formel ausgedru¨ckt. Allerdings sind noch die freien Variablen
zu beachten, die in der Definition der Gu¨ltigkeit (2.3.17) behandelt werden wie
allquantifizierte Variablen, vgl. Faktum 2.3.18. Wenn beispielsweise die Formel
‘f(x)
.
= g(x)’ in einer Algebra gilt, dann sind die Funktionen f und g auf je-
dem Argument identisch. Ist das Gegenteil der Fall, dann mu¨ssen f und g auf
mindestens einem Argument verschiedene Werte liefern. Dies ist gleichbedeutend
mit der Gu¨ltigkeit der Formel ‘¬∀x. f(x)
.
= g(x)’ bzw. ‘∃x. f(x) 6
.
= g(x)’, nicht
mit der Gu¨ltigkeit von ‘f(x) 6
.
= g(x)’. Letzteres wu¨rde ja heißen, daß f und g
auf keinem Argument u¨bereinstimmen du¨rfen. Das Gegenteil einer Formel wa¨re
demnach die Negation des Allabschlusses, bzw. jede dazu a¨quivalente Formel,
z.B. der Existenzabschluß der Negation. Um notationell leicht Zugriff auf ‘das
Gegenteil’ zu haben, wa¨hlen wir, recht beliebig, einen Repra¨sentanten aus diesen
Mo¨glichkeiten.
Definition 2.4.1 (Gegenteil)
Zu einer Formel ϕ ist das Gegenteil von ϕ, kurz ‘Contr(ϕ)’, definiert durch:
Contr(ϕ) = Cl∃(¬ϕ)
?
Faktum 2.4.2 Fu¨r geschlossene Formeln ϕ gilt: Contr(ϕ) = ¬ϕ.
Was die Gu¨ltigkeit von Formeln betrifft, so gibt es einen wesentlichen Unterschied
zwischen Algebren einerseits und Datentypen, d.h. Mengen von Algebren, ande-
rerseits. In einer Algebra ist intuitiv alles festgelegt. Darum gilt fu¨r jede Formel,
daß entweder sie selbst oder ihr Gegenteil in der Algebra gilt (passende Signatur
vorausgesetzt). In einem Datentyp hingegen ist intuitiv nur das festgelegt, worin
all seine Modelle u¨bereinstimmen. Intuitiv nicht festgelegt sind Formeln, die in
bestimmten Modellen des Datentyps gelten, in anderen aber nicht. Fu¨r solche
Formeln gilt, daß weder sie selbst noch ihr Gegenteil in dem Datentyp gelten
(i.S.v. Def. 2.3.27). Im folgenden pra¨zisieren wir diese Aussagen.
36
2.4 Nicht-Folgerbarkeit
Faktum 2.4.3 Sei Σ eine ADT-Signatur, A eine frei erzeugte Σ-Algebra und
ϕ ∈ ForΣ. Dann gilt immer eine der beiden Aussagen:
A |= ϕ
oder
A |= Contr(ϕ)
Insbesondere gilt natu¨rlich immer nur ho¨chstens eine der Aussagen aus Faktum
2.4.3.
Wenn eine Formel in einer Algebra nicht gilt, dann benutzen wir dafu¨r ein eigenes
Zeichen.
Notation 2.4.4 (Ungu¨ltigkeit in Algebren)
Sei Σ eine ADT-Signatur, A eine frei erzeugte Σ-Algebra und ϕ ∈ ForΣ.
ϕ heißt ungu¨ltig in A, kurz ‘A 6|= ϕ’, falls A |= ϕ nicht gilt7.
(‘A 6|= Φ’ ensprechend). ?
Faktum 2.4.5 Sei Σ eine ADT-Signatur, A eine frei erzeugte Σ-Algebra und
ϕ ∈ ForΣ. Dann gilt:
A 6|= ϕ ⇐⇒ A |= Contr(ϕ)
Das Zeichen |= wurde ja in Abschn. 2.3.2 mehrfach u¨berladen. Genauso werden
wir jetzt 6|= u¨berladen.
Notation 2.4.6 (Ungu¨ltigkeit in Datentypen)
Sei Σ eine ADT-Signatur, DT ein frei erzeugter Σ-Datentyp und ϕ ∈ ForΣ.
ϕ heißt ungu¨ltig in DT , kurz ‘DT 6|= ϕ’, falls DT |= ϕ nicht gilt.
(‘DT 6|= Φ’ ensprechend). ?
Notation 2.4.7 (Nicht-Folgerbarkeit, Nicht-Allgemeingu¨ltigkeit)
Sei Σ eine ADT-Signatur, ϕ ∈ ForΣ und Φ ⊆ ForΣ.
Wir schreiben ‘Φ 6|=Σ ϕ’, falls Φ |=Σ ϕ nicht gilt, und ‘6|=Σ ϕ’, falls |=Σ ϕ nicht
gilt. ?
Notation 2.4.8 (Nicht-Folgerbarkeit aus Spezifikationen)
Sei 〈Σ, AX〉 eine ADT-Spezifikation und ϕ ∈ ForΣ.
Wir schreiben ‘〈Σ, AX〉 6|= ϕ’, falls 〈Σ, AX〉 |= ϕ nicht gilt. In diesem Fall heißt
ϕ ‘nicht folgerbar aus 〈Σ, AX〉’. ?
7A |= ϕ muß aber wohldefiniert sein, s. Bem. 2.3.19.
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Es kann nicht genug hervorgehoben werden, daß etwas dem Faktum 2.4.5 entspre-
chendes weder fu¨r die Gu¨ltigkeit in Datentypen noch fu¨r die Folgerbarkeit aus
Formeln bzw. Spezifikationen gilt. Obwohl diese Tatsache gema¨ß den Definitionen
in Abschn. 2.3.2 trivial ist, soll sie hier durch ein eigenes Faktum unterstrichen
werden.
Faktum 2.4.9 Es gibt eine ADT-Signatur Σ, einen Σ-Datentyp DT , eine For-
melmenge Φ ⊆ ForΣ und eine Formel ϕ ∈ ForΣ mit:
1. DT 6|= ϕ und DT 6|= Contr(ϕ)
2. Φ 6|=Σ ϕ und Φ 6|=Σ Contr(ϕ)
3. 〈Σ,Φ〉 6|= ϕ und 〈Σ,Φ〉 6|= Contr(ϕ)
Das folgende Beispiel ist gleichzeitig ein Beweis fu¨r dieses Faktum, dient aber
hauptsa¨chlich der Illustration.
Beispiel 2.4.10 Betrachten wir die Spezifikation Nat (s. Abb. 2.2 auf S. 25). Nun
untersuchen wir die Formel, die besagt, daß die Vorga¨ngerfunktion pred irreflexiv
ist:
ϕ = pred(x) 6
.
= x
Das Gegenteil von ϕ ist:8
Contr(ϕ) = ∃x. pred(x)
.
= x
Die Spezifikation Nat bestimmt den Vorga¨nger pred einer natu¨rlichen Zahl n ein-
deutig, vorausgesetzt, es handelt sich bei n um den Nachfolger einer anderen
Zahl. Fu¨r solche Konstruktorterme n gilt valI(pred(n)) 6= valI(n), fu¨r jede In-
terpretation mit I  Nat.9 Soweit spra¨che dies fu¨r die Gu¨ltigkeit von ϕ in dem
Datentyp Dat(Nat). Nat legt sich aber nicht fest, wie pred(zero) auszuwerten ist.
Zwei verschiedene Nat erfu¨llende Interpretationen I ko¨nnen sich im Wert von
I(pred)(zero) unterscheiden (und nur darin).
Sei nun I1 eine Interpretation mit I1  Nat, wobei I1(pred)(zero) = zero. Dann
gilt wegen I1 |= pred(zero)
.
= zero, daß I1 6|= pred(x) 6
.
= x. Somit auch Nat 6|=
pred(x) 6
.
= x.
Sei nun I2 eine Interpretation mit I2  Nat, wobei I2(pred)(zero) = succ(zero).
Also gilt I2 |= pred(zero) 6
.
= zero, und daru¨ber hinaus fu¨r alle Konstruktorterme n,
8Hierbei wurde ‘¬ 6
.
=’ gleich vereinfacht zu ‘
.
=’.
9Warum genau ist das der Fall? Weil n ein Konstruktorterm der Form succ(n′) ist. Fu¨r die-
sen gilt gema¨ß dem einzigen Axiom, daß valI(pred(succ(n
′))) = valI(n
′) = n′. Damit ist
valI(pred(succ(n
′))) 6= valI(succ(n′)) = succ(n′), da n′ und succ(n′) verschiedene Elemente
des Grundbereiches sind.
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die nicht zero sind, ebenfalls I2 |= pred(n) 6
.
= n (s.o.). Es folgt I2 6|= ∃x. pred(x)
.
=
x, und somit auch Nat 6|= ∃x. pred(x)
.
= x.
Sei DT = Dat(Nat) und Φ = Ax(Nat). Dann gilt zusammenfassend:
1. DT 6|= ϕ und DT 6|= Contr(ϕ)
2. Φ 6|=Σ ϕ und Φ 6|=Σ Contr(ϕ)
3. Nat 6|= ϕ und Nat 6|= Contr(ϕ) ?
Faktum 2.4.9 ist charakteristisch fu¨r einen Ansatz, in dem die Semantik einer
Spezifikation aufgefaßt wird als die Menge aller Modelle der Spezifikation (vgl.
Def. 2.3.33). Genau dies nennt man lose Semantik (s. Abschn. 2.6.3). Bei der so-
genannten initialen Semantik (ebd.) ist das anders. Dort faßt man immer genau
ein Modell als Semantik einer Spezifikation auf, und zwar das sog. ‘intiale Mo-
dell’. Somit gilt trivialerweise fu¨r jede Formel und jede Spezifikation (mit initialer
Semantik), daß entweder die Formel oder ihr Gegenteil aus der Spezifikation folgt
(entsprechend unserem Faktum 2.4.3).
Auch bei uns kann dieser Fall eintreten, und zwar wenn ein spezifizierter Datentyp
monomorph ist.
Definition 2.4.11 (monomorphe vs. polymorphe Spezifikationen)
Sei 〈Σ, AX〉 eine ADT-Spezifikation.
〈Σ, AX〉 heißt monomorph (polymorph), falls Dat(〈Σ, AX〉) monomorph (po-
lymorph) ist. ?
Vergewissern wir uns kurz, daß es u¨berhaupt monomorphe Spezifikationen gibt.
Satz 2.4.12
1. Es gibt eine ADT-Signatur Σ und Axiome AX ⊆ ForΣ, so daß 〈Σ, AX〉
monomorph ist.
2. Es gibt (sogar) eine ADT-Signatur Σ′ und Axiome AX ′ ⊆ ForΣ′ , so daß
〈Σ′, AX ′〉 monomorph ist und das einzige Modell von 〈Σ′, AX ′〉 einen un-
endlichen Grundbereich besitzt.
Der erste Teil des Satzes ergibt sich natu¨rlich aus dem zweiten. Es ist aber illu-
strativer, beide Fa¨lle getrennt zu betrachten. Auch wird dadurch der Vergleich
zur allgemeinen erststufigen Logik interessanter, s.u. Die Beispiele im folgenden
Beweis ko¨nnten noch minimaler sein, wa¨ren dann aber etwas pathologisch.
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spec = SINGLETON
sorts Singleton ::= theOneAndOnly;
functions id : Singleton → Singleton;
axioms
end
Abbildung 2.5: Spezifikation SINGLETON
spec = NAT ID
sorts Nat ::= zero | succ(Nat);
functions id : Nat → Nat ;
vars x : Nat ;
axioms id(x)
.
= x
end
Abbildung 2.6: Spezifikation NAT ID
Beweis: (zu Satz 2.4.12)
1. Σ und AX ergeben sich aus der Spezifikation SINGLETON in Abb. 2.5.
Dann ist Dat(SINGLETON) = {(CTΣ, I)}. Hierbei ist CTΣ sowieso nicht
variabel.10 Die einzige Mo¨glichkeit, I zu bilden, ist I(id)(theOneAndOnly) =
theOneAndOnly.
2. Σ′ und AX ′ ergeben sich aus der Spezifikation NAT ID in Abb. 2.6. Dann
ist Dat(NAT ID) = {(CTΣ′ , I
′)}, wobei I ′(id) nur die Identita¨t sein kann.

Der zweite Teil von Satz 2.4.12 ist aus Sicht der Logik nicht selbstversta¨ndlich,
und dies ist auch der Grund, warum wir den Satz u¨berhaupt formuliert haben. In
der Logik erster Ordnung gilt na¨mlich, daß eine Formelmenge, die u¨berhaupt ein
unendliches Modell besitzt, auch noch andere unendlichen Modelle besitzt, sogar
‘beliebig schlimme’: Der Satz von Lo¨wenheim, Skolem und Tarski [EFT92, Satz
2.4] besagt, daß eine Formelmenge mit unendlichen Modellen auch Modelle be-
liebiger Kardinalita¨t besitzt. Ohne die semantische Festlegung auf termerzeugte
10CTΣ = {{theOneAndOnly}Singleton}
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Bereiche ist demnach an monomorphe Spezifikationen unendlicher Datenstruk-
turen u¨berhaupt nicht zu denken. Prinzipiell steht der semantische Ansatz, der
auch dieser Abhandlung zugrunde liegt, zwischen den Extremen reiner erststu-
figer Semantik einerseits und initialer Semantik andererseits. Im Gegensatz zur
reinen erststufigen Logik ermo¨glicht uns die Termerzeugtheit, u¨berhaupt (auch
unendliche Datentypen) monomorph spezifizieren zu ko¨nnen. Im Gegensatz zu
initialer Semantik besteht andererseits die Mo¨glichkeit, eben nicht beliebig ge-
nau spezifizieren zu mu¨ssen, sondern beim Erstellen einer Spezifikation intuitiv
verschiedene Mo¨glichkeiten der Interpretation zuzulassen, die sich in den unter-
schiedlichen Algebren des spezifizierten Datentyps wiederfinden. Dies bezeichnet
man als Unterspezifikation.
Definition 2.4.13 (Unterspezifikation)
Sei 〈Σ, AX〉 eine ADT-Spezifikation.
Der dadurch spezifizierte Datentyp Dat(〈Σ, AX〉) heißt unterspezifiziert, falls
er polymorph ist. ?
Ließ sich das Faktum 2.4.5 schon nicht auf allgemeine Spezifikationen u¨bertragen,
so doch auf monomorphe.
Faktum 2.4.14 Falls eine ADT-Spezifikation 〈Σ, AX〉 monomorph ist, dann gilt
fu¨r ϕ ∈ ForΣ:
〈Σ, AX〉 6|= ϕ ⇐⇒ 〈Σ, AX〉 |= Contr(ϕ)
Ga¨lte dies auch fu¨r allgemeine Spezifikationen, dann wu¨rde dies den Nachweis der
Nicht-Folgerbarkeit bzw. Ungu¨ltigkeit erheblich erleichtern. Denn dann ko¨nnten
wir die Nicht-Folgerbarkeit einer Formel auf die Folgerbarkeit einer anderen For-
mel reduzieren. Genau hiervon profitieren Ansa¨tze, die die Nicht-Folgerbarkeit
in einem Rahmen untersuchen, in dem Monomorphie garantiert ist, z.B. durch
die semantische Beschra¨nkung auf initiale Modelle oder durch syntaktische Re-
striktionen an die Axiome (vgl. ‘konstruktive Spezifikationen’ [LEW96, Abschnitt
8]).
Wir aber mu¨ssen uns mit weniger zufrieden geben. Aus Def. 2.3.27 und Faktum
2.4.3 resultiert das folgende einfache, aber sehr wichtige Korollar.
Korollar 2.4.15 Sei Σ = (S, C,F , α) eine ADT-Signatur, DT ein f.e. Σ-Daten-
typ und ϕ ∈ ForΣ. Dann gilt:
DT 6|= ϕ
⇐⇒
es existiert eine f.e. Σ-Algebra A ∈ DT mit A |= Contr(ϕ)
⇐⇒
es existiert eine F-Interpretation I mit Alg(I) ∈ DT und I |= Contr(ϕ)
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Fu¨r die Nicht-Folgerbarkeit aus Spezifikationen gilt entsprechend:
Korollar 2.4.16 Sei Σ = (S, C,F , α) eine ADT-Signatur, 〈Σ, AX〉 eine ADT-
Spezifikation und ϕ ∈ ForΣ. Dann gilt:
〈Σ, AX〉 6|= ϕ
⇐⇒
es existiert ein Modell A von 〈Σ, AX〉 11 mit A |= Contr(ϕ)
⇐⇒
es existiert eine 〈Σ, AX〉 erfu¨llende F-Interpretation I 12 mit I |= Contr(ϕ)
Um also unser zentrales Anliegen zu verwirklichen, ‘〈Σ, AX〉 6|= ϕ’ nachzuweisen,
mu¨ssen wir eine Interpretation im Sinne dieses Korollars finden. Weil solche Inter-
pretationen bzw. Modelle die Folgerbarkeit einer Formel aus einer Spezifikation
widerlegen, nennen wir sie Gegeninterpretationen bzw. Gegenmodelle.
Definition 2.4.17 (Gegenmodelle, Gegeninterpretationen)
Sei Σ = (S, C,F , α) eine ADT-Signatur, 〈Σ, AX〉 eine ADT-Spezifikation und
ϕ ∈ ForΣ.
1. Ein Gegenmodell zu ‘〈Σ, AX〉 |= ϕ’ ist eine Σ-Algebra A mit:
A  〈Σ, AX〉 und A |= Contr(ϕ).
2. Eine Gegeninterpretation zu ‘〈Σ, AX〉 |= ϕ’ ist eine F -Interpretation I
mit: I  〈Σ, AX〉 und I |= Contr(ϕ).
Ergibt sich 〈Σ, AX〉 aus dem Kontext, dann sprechen wir auch von einem Ge-
genmodell zu ϕ bzw. einer Gegeninterpretation zu ϕ. ?
Nun liegt es noch nahe, Contr(ϕ) zu AX hinzuzufu¨gen, um nach einer Interpre-
tation fu¨r die Gesamtmenge zu suchen.
Definition 2.4.18 (Gegenspezifikation)
Sei 〈Σ, AX〉 eine ADT-Spezifikation und ϕ ∈ ForΣ. Dann ist die Spezifikation
〈Σ, AX ∪ Contr(ϕ)〉 die Gegenspezifikation zu ‘〈Σ, AX〉 |= ϕ’. ?
Faktum 2.4.19 Sei Σ = (S, C,F , α) eine ADT-Signatur, 〈Σ, AX〉 eine ADT-
Spezifikation und ϕ ∈ ForΣ und I eine F-Interpretation. Dann gilt:
I  〈Σ, AX ∪ Contr(ϕ)〉
⇐⇒
I ist eine Gegeninterpretation zu 〈Σ, AX〉 |= ϕ
11d.h. A  〈Σ, AX〉
12d.h. I  〈Σ, AX〉
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Daraus folgt unmittelbar:
Faktum 2.4.20 Sei Σ eine ADT-Signatur, 〈Σ, AX〉 eine ADT-Spezifikation und
ϕ ∈ ForΣ. Dann gilt:
〈Σ, AX〉 6|= ϕ
⇐⇒
die Gegenspezifikation zu 〈Σ, AX〉 |= ϕ ist erfu¨llbar
Dieses Faktum kennzeichnet den hier verfolgten Ansatz. Wir wollen den Nach-
weis der Nicht-Folgerbarkeit fu¨hren mit Hilfe der Konstruktion von Modellen fu¨r
bestimmte Spezifikationen, die ‘das Gegenteil der Vermutung behaupten’. Da-
zu werden wir uns zuna¨chst mit der Konstruktion von Modellen fu¨r allgemeine
ADT-Spezifikationen bescha¨ftigen. Erst bei der Deutung solcher Modelle wird
dann wieder unterschieden werden zwischen den urspru¨nglichen Axiomen und
(dem Gegenteil) der Vermutung.
2.5 Normalisierung von Spezifikationen
Die Methode zur Konstruktion von Modellen einer ADT-Spezifikation, die in Ka-
pitel 3 vorgestellt wird, baut darauf auf, daß die Axiome einer bestimmten syntak-
tischen Normalform genu¨gen, und zwar der gleichen, die auch bei vielen bekannten
Beweisverfahren zugrunde gelegt wird. Wie schon gesagt, ist diese Normalform
nicht als Einschra¨nkung zu verstehen an Spezifikationen und Vermutungen, die
auf (Nicht-)Folgerbarkeit untersucht werden soll. Stattdessen ist die Normalisie-
rung als Zwischenschritt der Methode anzusehen. Zuna¨chst bilden wir die Gegen-
spezifikation zu einer Folgerungsbeziehung ‘SPEC |= ϕ’, dann normalisieren wir
die Gegenspezifikation, um anschließend Modelle derselben zu suchen. In diesem
Abschnitt geht es nur um die Normalisierung und ihre Eigenschaften. Dabei wird
die Normalisierung noch nicht einmal im Detail (algorithmisch) beschreiben, sie
folgt zum gro¨ßten Teil einem ga¨ngigen Muster, das an vielen Stellen nachgelesen
werden kann. (Natu¨rlich werden geeignete Referenzen angegeben.) Bekannterma-
ßen ist der einzige Schritt, der bei Normalisierung erststufiger Formeln semantisch
nicht trivial ist, die sog. Skolemisierung. Diese wird oft als ‘nur erfu¨llbarkeitser-
haltend’ beschrieben, was beim Nachweis der Unerfu¨llbarkeit vo¨llig ausreicht.
Wir aber untersuchen die Erfu¨llbarkeit von Spezifikationen und interessieren uns
daher sta¨rker fu¨r Modelle, als dies bei allgemeinen Beweisverfahren der Fall ist.
Tatsa¨chlich ist der Zusammenhang zwischen den Modellen vor und nach der Sko-
lemisierung (auch bei klassischer erststufiger Logik) sehr eng, was zwar nicht neu
ist, aber in diesem Rahmen besonders hervorgehoben werden sollte. Daru¨berhin-
aus fu¨hren die syntaktischen und semantischen Besonderheiten der frei erzeugten
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Datentypen zu einer Spezialisierung des allgemeinen Konzeptes der Skolemisie-
rung. Wir mu¨ssen die Unterscheidung zwischen Konstruktoren und Funktionen
beru¨cksichtigen und deren semantische Folgen. Aus diesen Gru¨nden passen wir
im folgenden die ‘klassische’ Diskussion der Skolemisierung (vgl. [Fit96, Abschn.
8.3]) auf frei erzeugte Datentypen an. Dabei legen wir uns auf eine Variante
der Skolemisierung fest, die fu¨r die intuitive Deutung eventueller Gegenmodelle
besonders gut geeignet erscheint.
Zuna¨chst einmal legen wir das Ziel der Normalisierung fest: eine Spezifikation,
deren Axiome allesamt Klauseln sind, d.h. Disjunktionen von Gleichungen und
Ungleichungen sind (vgl. Def. 2.3.1, S. 20).
Definition 2.5.1 (normalisierte ADT-Spezifikationen)
Eine ADT-Spezifikation 〈Σ, AX〉 heißt normalisiert, falls AX ⊆ KlΣ. ?
Da 〈Σ, {ax1, . . . , axn}〉 die gleichen Modelle hat wie 〈Σ, {ax1 ∧ . . . ∧ axn}〉
13,
entspricht dies der ga¨ngigen konjunktiven Normalform.
Die Spezifikation Nat aus Abb. 2.2 (S. 25) ist natu¨rlich normalisiert. Die Spezi-
fikation NatStack aus Abb. 2.3 (S. 26) hingegen ist nicht normalisiert. Sie wa¨re
es, wenn man das Axiom ‘n 6
.
= n′ → del(n, push(n′, st))
.
= push(n′, del(n, st))’
ersetzen wu¨rde durch die a¨quivalente Formel ‘n
.
= n′ ∨ del(n, push(n′, st))
.
=
push(n′, del(n, st))’.
Nun beschreiben wir die Transformation einer beliebigen ADT-Spezifikation in
eine normalisierte ADT-Spezifikation. Zuna¨chst eliminieren wir alle A¨quivalen-
zen, indem in den Axiomen jede Unterformel ‘ϕ1 ↔ ϕ2’ ersetzt wird durch
‘(ϕ1 → ϕ2) ∧ (ϕ2 → ϕ1)’. Dies ist no¨tig, weil wir fu¨r den na¨chsten Schritt wissen
mu¨ssen, welche Unterformel eines Axioms positiv und welche negativ ist, und
zwar in dem folgenden Sinne:
Definition 2.5.2 (positive und negative Unterformeln14)
Sei Σ eine ADT-Signatur und ϕ ∈ ForΣ ohne ‘↔’.
ϕ ist eine positive Unterformel von ϕ. Ist ϕ = ϕp1∧. . .∧ϕpn oder ϕ = ϕp1∨. . .∨ϕpn,
dann ist ϕpi eine positive Unterformel von ϕ (f.a. i ∈ {1, . . . , n}). Ist ϕ = ∀x.ϕp
oder ϕ = ∃x.ϕp oder ϕ = ϕn → ϕp, dann ist ϕp eine positive Unterformel von ϕ.
Ist ϕ = ¬ϕn oder ϕ = ϕn → ϕp, dann ist ϕn eine negative Unterformel von ϕ.
Ist ϕ1 eine positive (negative) Unterformel von ϕ2 und ϕ2 eine positive (negative)
13Strenggenommen gilt dies nur, wenn die freien Variablen der Axiome disjunkt sind, was sich
aber immer erreichen la¨ßt.
14Mit dem Terminus Unterformel meinen wir ein bestimmtes Auftreten einer Formel innerhalb
einer anderen. Treten zwei syntaktisch gleiche Formeln an verschiedenen Stellen innerhalb
einer dritten Formel auf, dann betrachten wir sie als verschiedene Unterformeln.
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Unterformel von ϕ3, dann ist ϕ1 eine positive Unterformel von ϕ3. Ist ϕ1 eine po-
sitive (negative) Unterformel von ϕ2 und ϕ2 eine negative (positive) Unterformel
von ϕ3, dann ist ϕ1 eine negative Unterformel von ϕ3.
ϕ ist eine Unterformel von ϕ′, falls ϕ eine positive oder negative Unterformel von
ϕ′ ist. ?
Gema¨ß der Intention dieser Definition wa¨ren die unmittelbaren Unterformeln ei-
ner A¨quivalenz ambivalent, weswegen sie in dem ersten Schritt eliminiert wurden.
Beim spa¨teren Beweis der erwu¨nschten Eigenschaften der Skolemisierung wird
das folgende ‘Implikations-Ersetzungs’-Lemma von Nutzen sein, das wir in leicht
abgewandelter Form zitieren aus [Fit96, Theorem 8.2.4]:
Lemma 2.5.3 Sei Σ eine ADT-Signatur und seien {ϕ, ϕ′, ψ, ψ′} ⊆ ForΣ For-
meln, fu¨r die gilt: ϕ ist eine Unterformel von ψ, und ψ ′ geht aus ψ hervor, indem
ϕ durch ϕ′ ersetzt wird. Dann gilt:
1. Gilt |=Σ ϕ → ϕ
′ und ist ϕ eine positive Unterformel von ψ, dann folgt
|=Σ ψ → ψ
′.
2. Gilt |=Σ ϕ
′ → ϕ und ist ϕ eine negative Unterformel von ψ, dann folgt
ebenfalls |=Σ ψ → ψ
′.
Die Aufgabe des zweiten Schritt ist es, aus einer a¨quivalenzfreien Spezifikation alle
‘positiven’ Existenzquantoren sowie ‘negative’ Allquantoren zu entfernen mittels
Skolemisierung. Dazu konzentrieren wir uns zuna¨chst auf die Entfernung eines
einzelnen solchen Quantors.
Definition 2.5.4 (einschrittige Skolemisierung)
Sei SPEC = 〈Σ, AX〉 eine ADT-Spezifikation mit:
• Σ = (S, C,F , α)
• S = {s1, . . . , si, . . . , sn}
• F = {Fs1, . . . , Fsi, . . . , Fsn}
• AX = {ax1, . . . , axj, . . . , axm}
• ∃x.ϕ ist eine positive (bzw. ∀x.ϕ ist eine negative) Unterformel von axj,
mit x ∈ Vsi
Des weiteren sei SPEC′ = 〈Σ′, AX ′〉 eine ADT-Spezifikation mit:
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• Σ′ = (S, C,F ′, α′)
• F ′ = {Fs1, . . . , Fsi
′, . . . , Fsn}
• Fsi
′ = Fsi ∪ {f}, wobei f neu gegenu¨ber Σ (d.h. f 6∈ C ∪ F ∪ VΣ)
• AX ′ = {ax1, . . . , axj
′, . . . , axm}
• axj
′ entsteht aus axj , indem die positive Unterformel ∃x.ϕ (bzw. die nega-
tive Unterformel ∀x.ϕ) in axj ersetzt wird durch:{
ϕ[x/f ], falls frei(ϕ) \ {x} = ∅
ϕ[x/f(x1, . . . , xk)], falls frei(ϕ) \ {x} = {x1, . . . , xk}
• α′(f) =
{
λ, falls frei(ϕ) \ {x} = ∅
[sort(x1) . . . sort(xk)] , falls frei(ϕ) \ {x} = {x1, . . . , xk}
• α′(l) = α(l) f.a. l ∈ C ∪ F
Dann ist SPEC′ eine einschrittige Skolemisierung von SPEC.
f heißt in diesem Kontext Skolemfunktion.
Ist α′(f) = λ, dann heißt f daru¨berhinaus Skolemkonstante. ?
Diese Definition wird leider durch die korrekte Behandlung der Sorten verkom-
pliziert. Die entscheidenden Punkte aber sind:
• Es wird eine beliebige positive ∃- (bzw. negative ∀-) Formel skolemisiert.
Dabei wird insbesondere nicht vorausgesetzt, daß die Axiome in Pra¨nexnor-
malform vorliegen. Dies nennt man auch strukturelle Skolemisierung (vgl.
[BEL01, Def. 5.3]). Hierdurch ko¨nnen u¨berflu¨ssige Argumentpositionen fu¨r
die neue Funktion f eingespart werden (vgl. [BEL01, Example 5.1]). Da-
ru¨ber hinaus erha¨lt die neue Funktion f nur die Variablen als Argumente,
die in der zu ersetzenden quantifizierten Formel frei vorkommen. Hierin fol-
gen wir der Skolemisierungs-Variante, die bei Baaz et al. Andrews’ Skolem
Form genannt wird [BEL01, Def. 5.9], s.a. [Fit96, Theorem 8.3.2]. Hierdurch
werden weitere u¨berflu¨ssige Argumentpositionen fu¨r die neue Funktion f
eingespart. Die Einsparung von Argumentpositionen fu¨r f hat Konsequen-
zen fu¨r die Beweiskomplexita¨t (s. [BEL01]). Dies kommt uns zwar auch bei
der Suche nach Modellen zugute, aber das ist nicht die Hauptmotivation,
die spezielle Form der Skolemisierung in obiger Definition zu verwenden.
Stattdessen ist die Deutung einer Interpretation fu¨r f im Hinblick auf die
urspru¨ngliche Formel besonders intuitiv.
• Da wir in ADT-Signaturen einen Unterschied machen zwischen Konstruk-
toren und Funktionen, mu¨ssen wir uns entscheiden, welcher Kategorie das
neue Symbol f angeho¨rt. Es mag natu¨rlich erscheinen, Skolemsymbole wie
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geschehen als Funktionen aufzufassen. Wir wollen aber betonen, daß es hier
einen grundlegenden Unterschied zu normaler erststufigen Logik gibt. Dort
reduziert man die Frage nach der Existenz von Modellen auf die Frage
nach der Existenz von Herbrand-Modellen.15 Bei Herbrand-Modellen aber
ist jede ‘Funktion’ ein Konstruktor in unserem Sinne, so daß auch die Sko-
lemsymbole zum Aufbau der Modell-Grundmenge beitragen. Gerade dies
ist der Grund dafu¨r, daß in erststufiger Logik mehr Formeln erfu¨llbar und
weniger Formeln gu¨ltig sind als im Termerzeugten, was weiter unten im
Beispiel 2.5.15 demonstriert werden soll. Jedenfalls sind wir gezwungen, bei
der Suche nach einem Modell fu¨r SPEC′ auch fu¨r f eine Interpretation zu
konstruieren.
• Wie jede andere Skolemisierungs-Variante ist auch die in Def. 2.5.4 defi-
nierte nicht deterministisch. Sie ist sogar besonders indeterministisch, da
die betroffenen Quantoren nicht von außen nach innen eliminiert werden
mu¨ssen.
Nun wollen wir den Zusammenhang herstellen zwischen den Modellen einer Spezi-
fikation und den Modellen ihrer (einschrittigen) Skolemisierung. Dazu beno¨tigen
wir noch ein paar Vorbereitungen.
Definition 2.5.5 (Redukt)
Sei Σ′ = (S, C,F ′, α′) eine Funktionserweiterung von Σ = (S, C,F , α) (vgl. Def.
2.2.7) und A′ = (CTΣ′ , I
′)16 eine Σ′-Algebra. Das Σ-Redukt von A′, kurz ‘A′|Σ’,
ist diejenige Σ-Algebra A = (CTΣ, I), in der f.a. f ∈ F gilt: I(f) = I
′(f). ?
Eine unmittelbare Konsequenz dieser Definition ist, daß Formeln, die sich syn-
taktisch auf Σ beschra¨nken, in A′ und A gleich ausgewertet werden.
Korollar 2.5.6 Sei Σ′ eine Funktionserweiterung von Σ und A′ eine Σ′-Algebra.
Sei außerdem Φ ⊆ ForΣ, somit sowieso Φ ⊆ ForΣ′ (s. Faktum 2.3.2). Dann gilt:
A′ |= Φ ⇐⇒ A′|Σ |= Φ.
Nun beleuchten wir den Zusammenhang zwischen den Formeln, die in Def. 2.5.4
‘wegsubstituiert’ werden, und ihrem Substitut. Der entsprechende Satz arbeitet
mit der Vorraussetzung, daß die betrachteten Formeln ‘bereinigt’ sind, was be-
deutet, daß a) freie und gebundene Variablen verschieden heißen und b) verschie-
dene Quantoren immer verschiedene Variablen binden. Diese Voraussetzung ist
unproblematisch, da sie sich immer durch Umbenenung von Variablen herstellen
la¨ßt.
15Siehe [Fit96], Theorem 5.9.4, mit ‘Lsko’ (Def. 7.4.1) statt ‘Lpar’.
16CTΣ′ = CTΣ
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Definition 2.5.7 (bereinigte Formeln und Spezifikationen)
Sei Σ eine ADT-Signatur.
Eine Formel ϕ ∈ ForΣ ist bereinigt, wenn gilt:
Falls ψ1 = Q1x.ψ
′
1 eine Unterformel von ϕ ist (mit Q1 ∈ {∀, ∃}), dann gilt:
1. x 6∈ frei(ϕ),
2. ist ψ2 = Q2x.ψ
′
2 eine Unterformel von ϕ (mit Q2 ∈ {∀, ∃}), dann handelt es
sich bei ψ1 und ψ2 um dieselbe
17 Unterformel von ϕ.
Eine ADT-Spezifikation 〈Σ, AX〉 ist bereinigt, wenn jedes Axiom ax ∈ AX
bereinigt ist. ?
Lemma 2.5.8 Sei Σ eine ADT-Signatur und ϕ ∈ ForΣ eine bereinigte Formel.
O.B.d.A. nehmen wir an, daß frei(ϕ) \ {x} = {x1, . . . , xk}. Die ADT-Signatur
Σ′ ergebe sich aus Σ und der Formel ∃x.ϕ bzw. ∀x.ϕ genau wie in Def. 2.5.4
beschrieben (d.h., kurz gesagt, durch Erweiterung von Σ um eine neue Funktion
f , deren Sorte und Argumentsorten sich aus den Variablen in ∃x.ϕ bzw. ∀x.ϕ
ergibt).
Sei A eine beliebige Σ-Algebra. Dann existieren Σ′-Algebren A1 und A2, so daß
A1|Σ = A2|Σ = A (d.h. A1 und A2 unterscheiden sich von A nur durch die
Interpretation von f), und so daß weiterhin gilt:
1. A1 |= ∃x.ϕ→ ϕ[x/f(x1, . . . , xk)]
2. A2 |= ϕ[x/f(x1, . . . , xk)] → ∀x.ϕ
Beweis: A1 = (CTΣ, I1) und A2 = (CTΣ, I2) liegen fest bis auf die Interpretation
von f . Fu¨r beliebige {ct1, . . . , ctk} ⊆ CTΣ konstruieren wir nun I1(f)(ct1, . . . , ctk)
und I2(f)(ct1, . . . , ctk). Dazu fixieren wir jeweils eine Variablenbelegung β mit
β(x1) = ct1, . . ., β(xk) = ctk.
Wir beweisen zuna¨chst die Aussage ‘1.’, wobei wir zwei Fa¨lle unterscheiden: a)
Es gilt valI1,β(∃x.ϕ) = F . (Dies ist wohldefiniert, da f in ϕ nicht vorkommt.)
Dann ko¨nnen wir fu¨r I1(f)(ct1, . . . , ctk) ein beliebiges Element aus CTsi wa¨hlen,
und es gilt valI1,β(∃x.ϕ → ϕ[x/f(x1, . . . , xk)]). b) Es gilt valI1,β(∃x.ϕ) = W .
Dann gilt laut Satz 2.3.16 fu¨r ein ct ∈ CTsi , daß valI1,β(ϕ[x/ct]) = W . Fu¨r ein
solches ct wa¨hlen wir I1(f)(ct1, . . . , ctk) = ct. Dann gilt aufgrund der Komposi-
tionalita¨t der Formelauswertung, daß valI1,β(ϕ[x/f(x1, . . . , xk)]) = W , und somit
auch valI1,β(∃x.ϕ→ ϕ[x/f(x1, . . . , xk)]) = W .
Nun zu Assage ‘2.’. Wir unterscheiden wieder zwei Fa¨lle: a) Es gilt valI2,β(∀x.ϕ) =
W . Dann ko¨nnen wir fu¨r I2(f)(ct1, . . . , ctk) ein beliebiges Element aus CTsi
wa¨hlen, und es gilt valI2,β(ϕ[x/f(x1, . . . , xk)] → ∀x.ϕ). b) Es gilt valI2,β(∀x.ϕ) =
F . Dann gilt laut Satz 2.3.16 fu¨r ein ct ∈ CTsi , daß valI2,β(ϕ[x/ct]) = F . Fu¨r ein
17vgl. Fußnote zu Def. 2.5.2
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solches ct wa¨hlen wir I2(f)(ct1, . . . , ctk) = ct. Dann gilt gema¨ß obigem Argument
valI2,β(ϕ[x/f(x1, . . . , xk)]) = F , und somit valI2,β(ϕ[x/f(x1, . . . , xk)] → ∀x.ϕ) =
W . 
Falls frei(ϕ) \ {x} = ∅, kann man entsprechend die Existenz von A1 und A2
zeigen, so daß A1 |= ∃x.ϕ→ ϕ[x/f ] und A2 |= ϕ[x/f ] → ∀x.ϕ.
Lemma 2.5.9 Sei Σ eine ADT-Signatur und ψ1 ∈ ForΣ eine bereinigte Formel
der Form axj aus Def. 2.5.4 (d.h. ψ1 entha¨lt eine positive Unterformel der Form
∃x.ϕ oder eine negative Unterformel der Form ∀x.ϕ). Seien Σ′ bzw. ψ2 gegeben
wie Σ′ bzw. axj
′ in Def. 2.5.4. Dann existiert eine Σ′-Algebra A′ mit A′|Σ = A,
so daß gilt:
A′ |= ψ1 → ψ2
Beweis: Falls ψ1 eine positive Unterformel der Form ∃x.ϕ entha¨lt, dann existiert
wegen Lemma 2.5.8 ein A′ mit A′|Σ = A, wobei A
′ |= ∃x.ϕ→ ϕ[x/f(x1, . . . , xk)].
Falls ψ1 eine negative Unterformel der Form ∀x.ϕ entha¨lt, dann existiert wegen
Lemma 2.5.8 ein A′ mit A′|Σ = A, wobei A
′ |= ϕ[x/f(x1, . . . , xk)] → ∀x.ϕ. In
beiden Fa¨llen gilt dann aufgrund von Lemma 2.5.3, daß A′ |= ψ1 → ψ2 gilt. 
Nach diesen Vorbereitungen formulieren wir die zwei wesentlichen Eigenschaften
der einschrittigen Skolemisierung:
Satz 2.5.10 Seien die ADT-Spezifikationen SPEC und ihre einschrittige Skole-
misierung SPEC′ gegeben genau wie in Def. 2.5.4, wobei SPEC bereinigt ist. Dann
gilt:
1. Ist SPEC erfu¨llbar, dann ist auch SPEC′ erfu¨llbar.
2. Ist A′ ein Modell von SPEC′, dann ist A = A′|Σ ein Modell von SPEC.
Beweis:
1. Sei A ein Modell fu¨r SPEC. Laut Lemma 2.5.9 existiert eine Σ′-Algebra A′
mit A′|Σ = A, so daß A
′ |= axj → axj
′ gilt. Wir zeigen, daß A′ ein Modell
von SPEC′ ist. Aufgrund von Korollar 2.5.6 gelten die Axiome AX aus
SPEC auch in A′: A′ |= AX. Insbesondere gelten also die nicht vera¨nderten
Axiome: A′ |= AX \ {axj}. Das vera¨nderte Axiom axj
′ gilt auch: wegen
A′ |= axj und A
′ |= axj → axj
′ folgt A′ |= axj
′.
2. Sei A′ ein Modell von SPEC′. Es gilt sicherlich (vgl. Satz 2.3.16):
a) |=Σ′ ϕ[x/f(x1, . . . , xk)] → ∃x.ϕ
b) |=Σ′ ∀x.ϕ→ ϕ[x/f(x1, . . . , xk)]
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Mit Lemma 2.5.3 folgt hieraus |=Σ′ axj
′ → axj. Da A
′ |= axj
′, gilt also auch
A′ |= axj und damit insgesamt A
′ |= AX (fu¨r das ungestrichene AX!). Sei
A = A′|Σ. Dann folgt aus Korollar 2.5.6: A |= AX.

Dieses Ergebnis u¨bertra¨gt sich leicht auf die vollsta¨ndige Skolemisierung aller
positiven existentiellen und negativen universellen Unterformeln.
Definition 2.5.11 (Anzahl Skolemisierbarer Unterformeln)
Sei Σ eine ADT-Signatur und ϕ ∈ ForΣ. ϕ enthalte k1 existenzquantifizierte
positive Unterformeln und k2 allquantifizierte negative Unterformeln.
18 Dann ist
(k1 + k2) die ‘Anzahl Skolemisierbarer Unterformeln’ von ϕ. ?
Definition 2.5.12 (vollsta¨ndige Skolemisierung)
Sei SPEC = 〈Σ, {ax1, . . . , axn}〉 eine ADT-Spezifikation und sui die Anzahl Sko-
lemisierbarer Unterformeln von axi (f.a. i ∈ {1, . . . , n}). SPEC
′ entstehe aus SPEC
durch (
∑n
i=1 sui)-fache Anwendung der einschrittigen Skolemisierung gema¨ß Def.
2.5.4. Dann ist SPEC′ die (vollsta¨ndige) Skolemisierung von SPEC. ?
Satz 2.5.13 Ist SPEC = 〈Σ, AX〉 eine bereinigte ADT-Spezifikation und SPEC′
die vollsta¨ndige Skolemisierung von SPEC, dann gilt:
1. Ist SPEC erfu¨llbar, dann ist auch SPEC′ erfu¨llbar.
2. Ist A′ ein Modell von SPEC′, dann ist A = A′|Σ ein Modell von SPEC.
Beweis: ‘1.’ und ‘2.’ zeigt man leicht durch Induktion u¨ber die Anzahl der An-
wendungen einschrittiger Skolemisierung. Fu¨r ‘2.’ nutzt man dabei die Tran-
sitivita¨t der Reduktbildung aus: Ist A1 = A2|Σ1 und A2 = A3|Σ2, dann ist
A1 = A3|Σ1 . 
Damit wissen wir 1. daß uns durch die Skolemisierung keine Modelle ‘verloren
gehen’, und 2. wie wir aus den Modellen Skolemisierter Spezifikationen wieder auf
Modelle der Ursprungsspezifikation zuru¨ckschließen ko¨nnen, indem wir na¨mlich
die Interpretation der Skolemfunktionen schlicht ‘vergessen’.
Ein konkretes Verfahren zur Konstruktion von Modellen sollte dennoch bei der
Ru¨ckmeldung an den Benutzer die Interpretation der Skolemfunktionen nicht
einfach vergessen, denn diese entha¨lt durchaus wertvolle Information. Sie lie-
fert intuitiv einen ‘Zeugen’ fu¨r die weg-Skolemisierte quantifizierte Unterformel,
bzw. eine ‘Belegung’ fu¨r die weg-Skolemisierte Variable. Mit ihrer Hilfe kann
man mo¨glicherweise besser nachvollziehen, warum eine Spezifikation erfu¨llbar ist.
18vgl. Fußnote zu Def. 2.5.2
50
2.5 Normalisierung von Spezifikationen
spec = Gegen Irrefl
sorts Nat ::= zero | succ(Nat);
functions pred : Nat → Nat ;
vars x, y : Nat ;
axioms pred(succ(x))
.
= x;
∃y. ¬(pred(y) 6
.
= y);
end
Abbildung 2.7: Spezifikation Gegen Irrefl
Eine gute Mo¨glichkeit, die Deutung von Modellen Skolemisierter Spezifikatio-
nen zu unterstu¨tzten, ist die Verwendung geeigneter Namenskonventionen bei
der Einfu¨hrung neuer Skolemfunktionen, so daß man diese Funktion nachtra¨glich
wieder mit der dem entspechenden Quantor in Verbindung bringen kann. Be-
sonders wichtig wird dies beim Nachweis der Nicht-Folgerbarkeit einer Formel
ϕ. Die entsprechende Gegenspezifikation entha¨lt das Gegenteil von ϕ, Cl∃(¬ϕ),
als Axiom. Hier sieht man auch, daß die Notwendigkeit, zu Skolemisieren, nicht
unbedingt aus der urspru¨nglichen Spezifikation herru¨hrt. Stattdessen mu¨ssen wir
Gegenspezifikationen mindestens dann Skolemisieren, wenn die Vermutung ϕ freie
Variablen entha¨lt oder explizit allquantifiziert ist. Dies ist fast immer der Fall.
Die Interpretation der Skolemkonstanten(!), die aus der Skolemisierung des Exi-
stenzabschlusses in Cl∃(¬ϕ) entstehen, liefert uns intuitiv eine ‘Belegung’ der
freien Variablen in ϕ, die (in Verbindung mit einer bestimmten Interpretation
der u¨brigen Funktionen) zur Nicht-Folgerbarkeit fu¨hrt.
Beispiel 2.5.14 Betrachten wir die Spezifikation Nat (Abb. 2.2, S. 25). Wir
hatten uns schon in Beispiel 2.4.10 davon u¨berzeugt, daß die Irreflexivita¨t der
Vorga¨ngerfunktion pred nicht aus Nat folgt: Nat 6|= pred(y) 6
.
= y. Folglich muß
die Gegenspezifikation zu Nat |= pred(y) 6
.
= y, die in Abb. 2.7 wiedergegeben
ist, ein Modell besitzen. Die Skolemisierung dieser Gegenspezifikation fu¨hrt zu
der in Abb. 2.8 angegebenen Spezifikation. Das zweite Axiom la¨ßt sich ver-
einfachen zu pred(sky)
.
= sky. Diese Spezifikation besitzt genau ein Modell,
d.h. genau eine erfu¨llende Interpretation I. In dieser gilt: I(sky)() = zero und
I(pred)(zero) = zero. Fu¨r die urspru¨ngliche Vermutung pred(y) 6
.
= y bedeutet
dies intuitiv, daß die ‘Belegung’ von y mit zero (in Verbindung mit der genann-
ten Interpretation von pred) fu¨r die Nicht-Folgerbarkeit verantwortlich ist. ?
Bevor wir das Thema Skolemisierung verlassen, wollen wir nocheinmal die Erfu¨ll-
barkeit in unserer termerzeugten Semantik mit der Erfu¨llbarkeit in reiner erst-
stufiger Logik vergleichen, und zwar an folgendem Beispiel.
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spec = Sko Gegen Irrefl
sorts Nat ::= zero | succ(Nat);
functions pred : Nat → Nat ;
sky : Nat ;
vars x : Nat ;
axioms pred(succ(x))
.
= x;
¬(pred(sky) 6
.
= sky);
end
Abbildung 2.8: Spezifikation Sko Gegen Irrefl
Beispiel 2.5.15 Wir erweitern die Spezifikation p Forever (Abb. 2.4, S. 35) um
ein weiteres Axiom, s. Abb. 2.9, den Namen der Spezifikation um ein Fragezeichen
erga¨nzend. p Forever ? ist unerfu¨llbar: einerseits mu¨ßte in einer in Frage kommen-
den erfu¨llenden Interpretation I(p)(ct) = tt (∗) gelten, f.a. Konstruktorterme ct,
andererseits verlangt das letzte Axiom, daß I(p)(ct1) 6= tt gilt fu¨r mindestens
einen Konstruktorterm ct1. Genauso unerfu¨llbar ist die Skolemisierung dieser
Spezifikation, in der das letzte Axiom p(sky) 6
.
= tt lautet (wobei der Signatur sky
als neues Funktionssymbol hinzugefu¨gt wird). Natu¨rlich folgt die Unerfu¨llbarkeit
der Skolemisierten Variante bereits aus Satz 2.5.13. Wir ko¨nnen uns aber auch
direkt davon u¨berzeugen, daß jede mo¨gliche Interpretation von sky durch einen
Konstruktorterm ct2 die Gu¨ltigkeit von I(p)(ct2) 6= tt nach sich ziehen wu¨rde
(gema¨ß dem Axiom p(sky) 6
.
= tt), was wiederum (∗) (s.o.) widerspricht.
Betrachten wir nun die Skolemisierte Spezifikation aus der Perspektive reiner erst-
stufiger Logik, d.h. ohne besondere Annahmen an die semantischen Grundmen-
gen, wobei wir die Konstruktoren als normale Funktionen auffassen. Die so gedeu-
tete Spezifikation ist erfu¨llbar durch eine Herbrand-Algebra19. Deren Grundmen-
ge besteht aus A¨quivalenzklassen der aus tt, ff, p, zero, succ und sky aufgebauten
Terme, und in ihr gilt valI(p(sky)) 6= valI(tt) sowie valI(p(t1)) = valI(tt), fu¨r je-
den Term t1 ∈ {zero, succ(zero), . . .}. Diese Herbrand-Algebra ist auch ein Modell
der urspru¨nglichen Spazifikation p Forever ?, weswegen diese in reiner erststufiger
Logik erfu¨llbar wa¨re! Es ist zu beachten, daß die Grundmenge dieses Modells von
p Forever ? nicht aus der Signatur von p Forever ? aufgebaut wird. Die genannte
Herbrand-Algebra ist zwar eine Term-Algebra, aber nur gegenu¨ber einer durch
Skolemisierung erweiterten Signatur!
Man sieht, daß im allgemeinen mehr Formeln bzw. Spezifikationen erfu¨llbar sind
als in unserer termerzeugten Semantik. Umgekehrt sind bei uns mehr Formeln
19s. [SA91, Def. 2.10]
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spec = p Forever ?
sorts Nat ::= zero | succ(Nat);
Bool ::= tt | ff;
functions p : Nat → Bool ;
vars x : Nat ;
axioms p(zero)
.
= tt;
p(x)
.
= tt → p(succ(x))
.
= tt;
∃y. (p(y) 6
.
= tt);
end
Abbildung 2.9: Spezifikation p Forever ?
gu¨ltig bzw. folgerbar als im allgemeinen. So gilt z.B. p Forever |= p(y)
.
= tt
(p Forever ohne ‘?’), was unter allgemeiner Semantik nicht der Fall wa¨re. ?
Nach der Entfernung der A¨quivalenzen im ersten und der vollsta¨ndigen Skole-
misierung im zweiten Schritt steht jetzt noch aus, in einem dritten Schritt die
Menge der Axiome so umzuformen, daß nur noch Disjunktionen von Gleichun-
gen und Ungleichungen u¨brig bleiben. Wir halten zuna¨chst fest, daß die nach der
vollsta¨ndigen Skolemisierung verbliebenen Quantoren einfach ‘gestrichen’ werden
ko¨nnen, gegebenenfalls nach Umbenennung der gebundenen Variablen. Dies liegt
daran, daß nicht Skolemisierbare Quantoren in einem gewissen Sinne universell
sind, so daß man statt ihrer auch die implizite All-Quantifikation verwenden kann.
Definition 2.5.16 (nicht Skolemisierbare Formeln)
Sei Σ eine ADT-Signatur und ψ ∈ ForΣ. ψ heißt nicht Skolemisierbar, falls
ψ bereinigt und frei von A¨quivalenzen ist, sowie keine positive Unterformel der
Form ∃x.ϕ und keine negative Unterformel der Form ∀x.ϕ besitzt. ?
Lemma 2.5.17 Sei Σ eine ADT-Signatur und ψ ∈ ForΣ nicht Skolemisierbar.
Sei ∀x.ϕ bzw. ∃x.ϕ eine Unterformel von ψ, wobei x 6∈ frei(ψ). Desweiteren
entstehe ψ′ aus ψ durch Ersetzung von ∀x.ϕ (bzw. ∃x.ϕ) durch ϕ. Dann gilt:
|=Σ ψ ↔ ψ
′
Beweis: Zuna¨chst u¨berzeuge man sich, daß in einer nicht Skolemisierbaren For-
mel All- und Existenz-Quantoren nicht direkt aufeinander folgen ko¨nnen, d.h. es
existieren keine Unterformeln der Form ∀x.∃y.ϕ oder ∃x.∀yϕ. Desweiteren kann
man von jeder der u¨blichen a¨quivalenzerhaltenden Quantoren-Shifting-Regeln (s.
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[SA91, Lemma 2.7]) leicht zeigen, daß sie die Eigenschaft der Nicht-Skolemisier-
barkeit erhalten. Damit ko¨nnen wir nun zeigen, daß ψ a¨quivalent ist zu ∀x.ψ′:
Man kann na¨mlich durch besagte Quantoren-Shifting-Regeln und wegen der Ver-
tauschbarkeit zweier All- bzw. zweier Existenz-Quantoren den Quantor, der x
bindet, ganz nach außen shiften. Zwar ko¨nnen ∀ und ∃ dabei sozusagen ‘unter-
wegs’ wechseln, aber da die Nicht-Skolemisierbarkeit erhalten bleibt, kann am
Ende ganz außen nur ein All-Quantor stehen. Schließlich gilt wegen x 6∈ frei(ψ)
noch |=Σ (∀x.ψ
′) ↔ ψ′. 
Statt also bei der Normalisierung sog. Quantoren-Shifting betreiben zu mu¨ssen,
haben wir das Quantoren-Shifting nur zu dem Zweck benutzt, die Korrektheit
der schlichten Quantoren-Streichung zu zeigen.
Liegt also nach eventueller Bereinigung sowie vollsta¨ndiger Skolemisierung ei-
ne Spezifikation mit nicht Skolemisierbaren Axiomen vor, dann fu¨hren folgende
Schritte zu einer normalisierten Spezifikation: 1. Alle Quantoren werden gestri-
chen wie in Lemma 2.5.17 beschrieben. 2. Die Implikation (→) und die Negation
(¬) werden komplett eliminiert durch Herstellung der Negations-Normalform (s.
[BEL01, Def. 4.2]) und anschließende Anwendung von |=Σ ¬(t
.
= t′) ↔ t 6
.
= t′
und |=Σ ¬(t 6
.
= t′) ↔ t
.
= t′. 3. Durch Anwendung der Distributivita¨t des ∨ u¨ber
das ∧ erreicht man fu¨r jedes Axiom eine Konjunktionen reiner Disjunktionen. 4.
Die Konjunktionsglieder jedes Axioms werden in separate Axiome aufgespalten.
(5. Wenn es der U¨bersichtlichkeit dient: Die Variablen unterschiedlicher Axiome
ko¨nnen wieder gleich benannt werden.)
Somit ist die Normalisierung von Spezifikationen abgeschlossen. Da unsere Mo-
thode Modelle normalisierter Gegenspezifikation suchen soll, definieren wir diese
explizit.
Definition 2.5.18 (normalisierte Gegenspezifikation)
Sei 〈Σ, AX〉 eine ADT-Spezifikation und ϕ ∈ ForΣ. Die normalisierte Ge-
genspezifikation zu ‘〈Σ, AX〉 |= ϕ’ ist das Ergebnis der oben beschriebenen
Normalisierung angewendet auf 〈Σ, AX ∪ Contr(ϕ)〉. ?
Aus dem Faktum 2.4.20, dem Satz 2.5.13 u¨ber die vollsta¨ndige Skolemisierung
und der A¨quivalenzerhaltung der sonstigen Normalisierungsschritte folgt:
Korollar 2.5.19 Sei Σ eine ADT-Signatur, 〈Σ, AX〉 eine ADT-Spezifikation
und ϕ ∈ ForΣ. Dann gilt:
〈Σ, AX〉 6|= ϕ
⇐⇒
die normalisierte Gegenspezifikation zu 〈Σ, AX〉 |= ϕ ist erfu¨llbar
Dieses Korollar kennzeichnet unser prinzipielles Vorgehen zur Untersuchung von
‘〈Σ, AX〉 6|= ϕ’: Wir bilden (erstens) die Gegenspezifikation zu ‘〈Σ, AX〉 |= ϕ’,
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normalisieren diese (zweitens) und suchen dann (drittens) nach Modellen der so
entstandenen Spezifikation.
2.6 Diskussion
Die Definitionen dieses Kapitels (2), darauf wurde bereits mehrfach hingewiesen,
sind speziell zugeschnitten auf unsere Bedu¨rfnisse: die ausschließliche Behandlung
frei erzeugter Datentypen und die Fokussierung auf die Beschreibung von Model-
len. Dies betrifft insbesondere unsere strikte Trennung von Konstruktoren und
Funktionen und die darauf aufbauende Definition von frei erzeugten Algebren
(Def. 2.2.31), sowie die Definition von frei erzeugten Datentypen (Def. 2.2.34).
Hier besteht aber noch Erkla¨rungsbedarf. In der Literatur u¨ber abstrakte Da-
tentypen werden sowohl die Term-Erzeugtheit (kurz ‘Erzeugtheit’) als auch ihr
Spezialfall, die freie Erzeugtheit, formal definiert als mo¨gliche Eigenschaften allge-
meinerer Algebren. Wir aber haben weder gesagt, was allgemeine Algebren sind,
noch, wann eine Algebra frei erzeugt ist. Stattdessen haben wir ein bestimm-
tes Gebilde einfach ‘frei erzeugte Algebra’ genannt. Nun wollen wir noch kla¨ren,
was dieses Gebilde mit dem gleichnamigen aus der Literatur zu tun hat. Dies
ist notwendig, um sicherzustellen, daß die im folgenden dargestellte Methodik
auch im allgemeinverstandenen Sinne die Fragestellungen der Erfu¨llbarkeit bzw.
Nicht-Folgerbarkeit in frei erzeugten Datentypen bearbeitet.
Um uns in einen allgemeineren Rahmen einzuordnen, mu¨ssen wir nun nachholen,
was wir ja eigentlich gerade vermeiden wollten: den Schritt ins Allgemeine und
von da aus zuru¨ck ins Spezielle. Bisher sind wir z.B. ausgekommen ohne den
Begriff des Homomorphismus. Nun brauchen wir ihn doch noch. Wir wollen aber
diesen Bruch im bisherigen Duktus auf diesen Abschnitt beschra¨nken. Wenn der
Vergleich mit den gleichlautenden Begriffen in der Literatur vollzogen ist, dann
kehren wir zuru¨ck zur ausschließlichen Verwendung der bisherigen Definitionen.
Darum seien diejenigen Leser, die mit der Theorie abstrakter Datentypen weniger
vertraut sind, ermuntert, diesen Abschnitt (2.6) zu u¨berspringen, um sich nicht
von anderslautenden Definitionen verwirren zu lassen. Fu¨r die eingeweihten Leser
hingegen ko¨nnte dieser Abschnitt dazu beitragen, evtl. entstandene Zweifel zu
beseitigen, ob wir (in Kern) von ‘der gleichen Sache reden’.
Der zweite Zweck dieses Abschnittes besteht darin, die Abgrenzung unserer po-
lymorphen Semantik zu prinzipiell monomorphen Ansa¨tzen, insbesondere dem
initialen, zu unterstreichen. Diese Unterscheidung ist zwar in der einschla¨gigen
Literatur wohletabliert, geho¨rt aber nach Einscha¨tzung des Autors noch nicht zur
‘Folklore’. Da aber genau dieser Punkt verantwortlich ist fu¨r das Auseinanderfal-
len von Erfu¨llbarkeit und Gu¨ltigkeit, ist er in diesem Kontext so zentral, daß wir
mo¨glichen Mißversta¨ndnissen vorbeugen wollen.
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2.6.1 Allgemeine Algebren und Konstruktorterm-Algebren
Die Verallgemeinerung unserer Definition frei erzeugter Algebren zu allgemei-
nen Algebren erreichen wir im wesentlichen durch Ignorieren des Unterschiedes
zwischen Konstruktoren und Funktionen sowie der Zulassung beliebiger Men-
gen als Grundmengen der Sorten. Wir ko¨nnen dabei ohne weiteres mit unseren
ADT-Signaturen arbeiten, vereinigen aber die Konstruktoren und Funktionen zu
‘Operationen’ (vgl. [LEW96, Def. 2.3]).
Notation 2.6.1 Sei Σ = (S, C,F , α) eine ADT-Signatur. Fu¨r jedes s ∈ S ist
OPs = Cs ∪ Fs, außerdem ist OPΣ = {OPs|s ∈ S} und OPΣ = OPΣ. Die
Elemente von OPΣ heißen Σ-Operationen. ?
Definition 2.6.2 (klassische Algebren)
Sei Σ = (S, C,F , α) eine ADT-Signatur. Das Paar (D, I) ist eine klassische Σ-
Algebra, falls D = {Ds|s ∈ S} eine S-indizierte Familie von nichtleeren Mengen
ist und I jeder Operation l, mit l ∈ OPs, eine Abbildung I(l) zuweist mit:
I(l) : Ds1 × . . .×Dsn → Ds, falls α(l) = s1 . . . sn.
I(l) : → Ds, falls α(l) = λ.
I heißt OP-Interpretation (im Ggs. zu F -Interpretationen, s. Def. 2.2.23). ?
Wir nennen diese Algebren ‘klassisch’, weil sie den ga¨ngigen Definitionen entspre-
chen, s. [LEW96], [Wir90], [EGL89] oder [EM85]. (Um in klassischen Algebren
Terme auswerten zu ko¨nnen, mu¨ssen wir noch in unseren Definitionen von Varia-
blenbelegungen (Def. 2.2.25) und Termauswertungen (Def. 2.2.27) den Grundbe-
reich CTΣ ersetzen durch D. Daru¨berhinaus indizieren wir die Auswertefunktion
val fu¨r Terme mit einer Algebra statt nur mit einer Interpretation (‘valA,β’ bzw.
‘valA’) und streichen bei deren Definition (2.2.27) die Punkte ‘4.’ und ‘5.’.)
Weil wir im folgenden noch u¨ber ‘isomorphe’ Algebren zu sprechen haben, beno¨ti-
gen wir den Begriff des Homomorphismus.
Definition 2.6.3 (Homomorphismus, Isomorphie)
Sei Σ = (S, C,F , α) eine ADT-Signatur und seien (D, I) und (D′, I ′) zwei klas-
sische Σ-Algebren mit D = {Ds|s ∈ S} und D
′ = {D′s|s ∈ S}.
Ein Σ-Homomorphismus von (D, I) nach (D′, I ′) ist eine Abbildung h von
D nach D′, so daß h auf Ds, fu¨r jedes s ∈ S, folgenden Bedingungen genu¨gt:
1. fu¨r d ∈ Ds ist h(d) ∈ D
′
s
2. h(I(l)(d1, . . . , dn)) = I
′(l)(h(d1), . . . , h(dn)),
fu¨r l ∈ OPs, α(l) = s1 . . . sn und 〈d1, . . . , dn〉 ∈ Ds1 × . . .×Dsn
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3. h(I(l)) = I ′(l),
fu¨r l ∈ OPs und α(l) = λ
Existiert fu¨r zwei klassische Σ-Algebren (D, I) und (D′, I ′) ein bijektiver Homo-
morphismus von (D, I) nach (D′, I ′), dann heißen (D, I) und (D′, I ′) isomorph,
kurz ‘(D, I) ' (D′, I ′)’. ?
Um nun von erzeugten Algebren sprechen zu ko¨nnen, mu¨ssen bestimmte Opera-
tionen als Konstruktoren ausgezeichnet sein. Dazu reaktivieren wir unsere Menge
C.
Definition 2.6.4 ((frei) erzeugte klassische Algebren)
Sei Σ = (S, C,F , α) eine ADT-Signatur und (D, I) eine klassische Σ-Algebra.
• (D, I) ist erzeugt durch C, falls fu¨r alle d ∈ D ein Konstruktorterm
ct ∈ CTΣ existiert mit val(D,I)(ct) = d.
• (D, I) ist frei erzeugt durch C, falls fu¨r alle d ∈ D genau ein Konstruk-
torterm ct ∈ CTΣ existiert mit val(D,I)(ct) = d. ?
Wird in der Literatur von erzeugten Algebren gesprochen, so geschieht dies
manchmal auch ohne die Auszeichnung spezieller Operationen als Konstrukto-
ren. Im diesem Fall sind implizit alle Operationen Konstruktoren.
Auch wenn der Ausdruck ‘erzeugt durch’ dies suggeriert, impliziert obige Definiti-
on noch nicht, daß es sich bei den Elementen des Grundbereiches um Konstruktor-
terme handelt. Dies ist aber der Fall bei klassischen Konstruktorterm-Algebren.
Definition 2.6.5 (Konstruktorterm-Algebren)
Sei Σ = (S, C,F , α) eine ADT-Signatur. Eine klassische Σ-Algebra (D, I) heißt
Σ-Konstruktorterm-Algebra, falls D = CTΣ und falls die Konstruktoren von
der OP-Interpretation I in folgender Weise interpretiert werden:
1. I(c)(ct1, . . . , ctn) = c(ct1, . . . , ctn),
fu¨r c ∈ C, α(c) = s1 . . . sn und 〈ct1, . . . , ctn〉 ∈ CTs1 × . . .× CTsn
2. I(c)() = c,
fu¨r c ∈ C und α(c) = λ ?
Grob gesagt werden Konstruktoren hier durch sich selbst interpretiert, aber sie
werden interpretiert. Dies ist der einzige Unterschied zu unserer a priori Definiti-
on frei erzeugter Algebren (Def. 2.2.31). Beides ist aber gleichwertig in dem Sinne,
daß Terme identisch evaluiert werden: fu¨r valA,β(x) und valA,β(f(t1, . . . , tn)) be-
steht sowieso kein Unterschied, und sogar
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valA,β(c(t1, . . . , tn)) = c(valA,β(t1), . . . , valA,β(tn))
gilt in beiden Fa¨llen, in 2.2.31 per Definition und in klassischen Konstruktorterm-
Algebren als Folge der obigen Definition. Diese Abweichung im Detail hatten wir
vorgenommen, um die uns interessierenden Algebren minimalistisch beschreiben
zu ko¨nnen. Semantisch aber ist dieser Unterschied bedeutungslos. Im Grunde
haben wir es also schon die ganze Zeit mit Konstruktorterm-Algebren zu tun.
Warum aber nennen wir sie dann ‘frei erzeugte Algebren’, wo doch nach allgemei-
nener Lesart die Konstruktorterm-Algebren nur ein Spezialfall der frei erzeugten
sind?
Faktum 2.6.6 Sei Σ = (S, C,F , α) eine ADT-Signatur. Ist (D, I) eine (klas-
sische) Σ-Konstruktorterm-Algebra, dann ist (D, I) frei erzeugt durch C (i.S.v.
Def. 2.6.4).
Die Antwort lautet: in jeder Isomorphieklasse frei erzeugter, klassischer Algebren
liegt genau eine Konstruktorterm-Algebra. Diese Algebren ko¨nnen daher als Re-
pra¨sentanten dienen in dem Raum aller frei erzeugten Algebren. Der Nachweis
hierfu¨r wird im folgenden Abschnitt gefu¨hrt.
2.6.2 Fehlender Isomorphieabschluß
Werfen wir nochmal einen Blick auf unsere Definition (2.2.34) frei erzeugter Da-
tentypen:
”
Ein frei erzeugter Σ-Datentyp DT ist eine Menge frei erzeugter Σ-Al-
gebren.“ Wir hatten bereits darauf hingewiesen, daß wir hier von den Definitionen
in der Literatur abweichen. Dort wird verlangt, daß ein Datentyp gegenu¨ber Iso-
morphie abgeschlossen ist, d.h. mit einer Algebra ist auch jede dazu isomorphe
Element des Datentyps. Dies gilt unabha¨ngig davon, ob man von allen Algebren
eines Datentyps verlangt, daß sie wechselseitig isomorph sind (vgl. [Wir90, S.
686]) oder ob man auch nichtisomorphe Algebren in ein und demselben Daten-
typ zula¨ßt (vgl. [LEW96, Def. 2.24]). Nun betrachten wir im Gegensatz zu den
zitierten Definitionen ausschließlich frei erzeugte Algebren. Dennoch stellt sich
die Frage nach dem Abschluß gegen Isomorphie. Es gibt na¨mlich durchaus frei
erzeugte klassische Algebren (s. Def. 2.6.4), die isomorph, aber nicht identisch
sind.
Beispiel 2.6.7 Betrachten wir die Signatur Σ = (S, C,F , α) mit: S = {Bool},
C = {{tt, ff}Bool}, F = {{k}Bool}, α(tt) = α(ff) = α(k) = λ. Betrachten wir fu¨nf
Beispiele fu¨r durch C frei erzeugte klassische Σ-Algebren (Di, Ii):
1. D1 = {{H,L}Bool}, I1(tt)() = H, I1(ff)() = L, I1(k)() = H.
2. D2 = {{tt, ff}Bool}, I2(tt)() = tt, I2(ff)() = ff, I2(k)() = tt.
3. D3 = {{H,L}Bool}, I3(tt)() = H, I3(ff)() = L, I3(k)() = L.
4. D4 = {{tt, ff}Bool}, I4(tt)() = tt, I4(ff)() = ff, I4(k)() = ff.
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5. D5 = {{tt, ff}Bool}, I5(tt)() = ff, I5(ff)() = tt, I5(k)() = tt.
Alle fu¨nf Algebren sind wechselseitig verschieden. Die Beispiele sollen dreier-
lei demonstrieren: I) Verschiedene durch C frei erzeugte klassische Σ-Algebren
ko¨nnen isomorph sein. Zum einen sind 1. und 2. isomorph, zum anderen sind
3., 4. und 5. isomorph. II) Wegen I5(c)() 6= c, fu¨r c ∈ {tt, ff}, ist (D5, I5) keine
Konstruktorterm-Algebra, obwohl die Grundmenge D5 aus den Konstruktorter-
men besteht. III) Im Beispiel gibt es zu jeder Algebra gerade eine dazu isomorphe
Konstruktorterm-Algebra. Fu¨r 1. und 2. ist dies (D2, I2), fu¨r 3., 4. und 5. ist dies
(D4, I4). ?
Wir werden nun nachweisen, daß es grundsa¨tzlich in jeder Isomorphieklasse frei
erzeugter klassischer Algebren genau eine Konstruktorterm-Algebra gibt.
Definition 2.6.8 (Isomorphieklasse)
Sei Σ eine ADT-Signatur.
Eine Σ-Isomorphieklasse IC ist eine Menge klassischer Σ-Algebren, so daß gilt:
1. aus A ∈ IC und A′ ∈ IC folgt A ' A′,
2. aus A ∈ IC und A ' A′ folgt A′ ∈ IC. ?
Faktum 2.6.9 Sei Σ = (S, C,F , α) eine ADT-Signatur und IC eine Σ-Isomor-
phieklasse. Entha¨lt IC eine u¨ber C frei erzeugte Algebra, dann ist jede Algebra
A ∈ IC u¨ber C frei erzeugt.
Demnach macht es Sinn, von ‘Isomorphieklassen frei erzeugter Algebren’ zu spre-
chen.
Satz 2.6.10 Sei Σ = (S, C,F , α) eine ADT-Signatur. Dann gilt:
In jeder Σ-Isomorphieklasse u¨ber C frei erzeugter Algebren existiert genau eine
(klassische) Σ-Konstruktorterm-Algebra.
Fu¨r den Beweis des Satzes ist die folgende Definition hilfreich:
Definition 2.6.11 Sei Σ = (S, C,F , α) eine ADT-Signatur und A = (D, I) eine
durch C frei erzeugte (klassische) Σ-Algebra. Fu¨r jedes Element d ∈ D bezeichnet
ConstrTermA(d) den (wegen der freien Erzeugtheit eindeutigen) Konstruktorterm
ct ∈ CTΣ mit valA(ct) = d. ?
Fu¨r die Elemente d des Grundbereiches D gilt valA(ConstrTermA(d)) = d (∗).
Fu¨r Konstruktorterme ct ∈ CTΣ gilt ConstrTermA(valA(ct)) = ct (∗∗). (Die
Eigenschaft (∗∗) gilt nicht fu¨r Grundterme, die Funktionen enthalten.) Beide
Eigenschaften benutzen wir im folgenden Beweis des obigen Satzes.
Beweis: (des Satzes 2.6.10) Der Satz ergibt sich aus zwei Unterbehauptungen:
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1. Sei A eine u¨ber C frei erzeugte Algebra. Dann existiert eine zu A isomorphe
Σ-Konstruktorterm-Algebra.
2. Seien A und B zwei isomorphe Σ-Konstruktorterm-Algebren. Dann sind A
und B identisch.
Zu ‘1.’: Sei A = (D, I) eine durch C frei erzeugte Σ-Algebra. Wir konstruieren
eine zu A isomorphe Σ-Konstruktorterm-Algebra B = (CTΣ, IB). Dazu definie-
ren wir fu¨r l ∈ OPΣ: IB(l)(ct1, . . . , ctn) := ConstrTermA(valA(l(ct1, . . . , ctn))),
falls α(l) = s1 . . . sn und 〈ct1, . . . , ctn〉 ∈ CTs1 × . . . × CTsn, sowie IB(l)() :=
ConstrTermA(valA(l)), falls α(c) = λ. B ist tatsa¨chlich eine Σ-Konstruktorterm-
Algebra, da fu¨r c ∈ C: IB(c)(ct1, . . . , ctn) = ConstrTermA(valA(c(ct1, . . . , ctn)))
∗∗
=
c(ct1, . . . , ctn), falls α(c) = s1 . . . sn. Fu¨r Basiskonstruktoren gilt entsprechend:
IB(c)() = c. A und B sind isomorph, da die bijektive Funktion ConstrTermA
ein Homomorphismus von A nach B ist. Dazu zeigen wir h(IA(l)(d1, . . . , dn)) =
IB(l)(h(d1), . . . , h(dn)) fu¨r h := ConstrTermA.
IB(l)(h(d1), . . . , h(dn))
= ConstrTermA(valA(l(h(d1), . . . , h(dn))))
= ConstrTermA(IA(l)(valA(h(d1)), . . . , valA(h(dn))))
∗
= ConstrTermA(IA(l)(d1, . . . , dn))
= h(IA(l)(d1, . . . , dn))
Fu¨r nullstellige Operationen ergibt sich IB(l)() = h(IA(l)()) entsprechend.
Zu ‘2.’: Aus der Def. 2.6.5 wissen wir bereits, daßDA = DB = CTΣ. Außerdem wis-
sen wir fu¨r c ∈ C: IA(c)(ct1, . . . , ctn) = IB(c)(ct1, . . . , ctn) = c(ct1, . . . , ctn), falls
α(c) = s1 . . . sn, bzw. IA(c)() = IB(c)() = c, falls α(c) = λ (). Da A und B iso-
morph sind, existiert ein bijektiver Homomorphismus h von A nach B, es gilt al-
so fu¨r l ∈ OPΣ: h(IA(l)(d1, . . . , dn)) = IB(l)(h(d1), . . . , h(dn)) bzw. h(IA(l)()) =
IB(l)() (H). Wenn wir nachweisen, daß h die Identita¨t ist, dann folgt aus (H), daß
IA(l)(d1, . . . , dn) = IB(l)(d1, . . . , dn) bzw. IA(l)() = IB(l)(), und wir sind fertig.
Wir zeigen mit struktureller Induktion u¨ber die Konstruktorterme, daß h : CTΣ →
CTΣ die Identita¨t ist. Der Basisfall: wenn α(c) = λ, dann gilt: h(c)
 
= h(IA(c)())

=
IB(c)()
 
= c. Der Induktionsschritt: h(c(ct1, . . . , ctn))
 
= h(IA(c)(ct1, . . . , ctn))

=
IB(c)(h(ct1), . . . , h(ctn))
IndHyp
= IB(c)(ct1, . . . , ctn)
 
= c(ct1, . . . , ctn). 
Da also jede Isomorphieklasse klassischer, frei erzeugter Algebren genau eine Σ-
Konstruktorterm-Algebra entha¨lt, kann letztere (auf der Metaebene) als ‘Re-
pra¨sentant’ dienen fu¨r die ganze Klasse. Insbesondere reduziert sich die Frage
nach der Erfu¨llbarkeit einer Spezifikation auf die Frage nach der Existenz einer
erfu¨llenden Konstruktorterm-Algebra! Wir ha¨tten diesen Sachverhalt als Such-
raumeinschra¨nkung im Raum der frei erzeugten klassischen Algebren modellieren
ko¨nnen. Stattdessen haben wir, nicht-klassisch, frei erzeugte Algebren per Defini-
tion (2.2.31) eingeschra¨nkt auf eine leichte Variation klassischer Konstruktorterm-
Algebren. Daß wir dabei im Grunde den gleichen Erfu¨llbarkeitsbegriff und den
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gleichen Folgerbarkeitsbegriff erhalten wie mit klassischen Definitionen, das folgt
aus Satz 2.6.10. Dies ist natu¨rlich zentral fu¨r die Anwendbarkeit der hier beschrie-
benen Methodik.
Weiterhin folgt aus Satz 2.6.10, daß ein Abschluß gegen Isomorphie in unserer
Definition von Datentypen nichts anderes wa¨re als ein Abschluß gegen Identita¨t.
2.6.3 Lose Semantik vs. monomorphe Ansa¨tze
Ein zweites Mal wiederholen wir die Definition (2.2.34) frei erzeugter Datentypen:
”
Ein frei erzeugter Σ-Datentyp DT ist eine Menge frei erzeugter Σ-Algebren.“ Sie
la¨ßt in ein und demselben Datentyp verschiedene (nicht-isomorphe) Algebren zu.
Dies ist in der ADT-Literatur nicht ungewo¨hnlich. Zwar werden Datentpyen teil-
weise auch als eine einzelne Isomorphieklasse von Algebren definiert ([Wir90, S.
686]). Diese Datentypen wu¨rden wir als ‘monomorph’ bezeichnen. Aber ein wich-
tiger Teil der Literatur la¨ßt auch polymorphe abstrakte Datentypen zu ([EM85,
S. 34, 2.], [EGL89, Def. 2.13], [LEW96, Def. 2.24]). Wichtiger als dieser Unter-
schied ist die Frage, ob man als Semantik einer Spezifikation verschiedene, nicht-
isomorphe Algebren zulassen will (egal, ob man diese Algebren dann als einen oder
als mehrere Datentypen auffaßt). Die Zulassung nicht-isomorpher Algebren20 als
Semantik einer Spezifikation wird im Gebiet der abstrakten Datentypen meist
als lose Semantik (s. [Gut75]) bezeichnet. Dem gegenu¨ber stehen zwei Ansa¨tze,
welche die Semantik von Spezifikationen auf einzelne Isomorphieklassen von Al-
gebren beschra¨nken. Konkret handelt es sich hierbei um die initiale Semantik
und um konstruktive Spezifikationen. Beide bezeichnen wir hier (etwas lax) als
monomorphe Spezifikationsmethoden.
Bei dem initialen Ansatz (s. [GTWW75]) wird die Monomorphie mit semanti-
schen Mitteln erreicht. Dazu betrachtet man als Semantik einer Spezifikation nur
diejenigen ihrer Modelle, die im Raum aller Modelle ‘initial’ sind, das heißt, von
denen aus eindeutige Homomorphismen zu allen anderen Modellen (der Spezifika-
tion) existieren. Diese algebraische Charakterisierung hat eine schlichte inituitive
Deutung: im initialen Modell einer Spezifikation gelten genau die Gleichungen,
die aus der Spezifikation folgen. Oder anders gesagt, je zwei Elemente des Grund-
bereiches sind ‘unequal by default’. Die initialen Modelle einer Spezifikation bil-
den eine Isomorphieklasse. A¨hnlich wie im ‘frei erzeugten’ Fall, wo in jeder Iso-
morphieklasse genau eine Konstruktortermalgebra liegt, gibt es auch hier einen
eindeutigen Repra¨sentanten der Isomorphieklasse, und das ist der Quotient der
Termalgebra gegenu¨ber der (folgerbaren) Gleichheit, anderswo auch als ‘minima-
les Herbrand-Modell’ bezeichnet (weil die A¨quivalenzklassen minimal sind). Man
spricht hier auch von ‘dem’ initialen Modell. Beschra¨nkt man sich in den Axio-
men auf Horn Gleichungen (s. S. 19) oder gar auf reine Gleichungen, dann ist
20dennoch mit der Einschra¨nkung auf termerzeugte Algebren
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die Existenz initialer Modelle garantiert. Im Sinne ihrer initialen Bedeutung sind
Horn- und reine Gleichungsspezifikationen sogar ausfu¨hrbar, was nur mo¨glich ist,
weil jedes Detail festliegt (Monomorphie). Lassen die Axiome fu¨r sich genommen
mehrere Mo¨glichkeiten zu, so wa¨hlt die Initialita¨t in eindeutiger Weise eine davon
aus. Diese muß nicht die intendierte sein:
Beispiel 2.6.12 Die Spezifikation Nat (Abb. 2.2, S. 25) besitzt als einziges Axi-
om die Gleichung: pred(succ(x))
.
= x. Wir betrachten das initiale Modell (die
minimale Herbrandalgebra) von Nat. Im initialen Ansatz gibt es keine Konstruk-
toren, wir behandeln daher zero, succ und pred als gleichwertige ‘Operationen’.
Man beachte, daß fu¨r keinen Term t, der nur aus zero und succ aufgebaut ist, die
Gleichung pred(zero)
.
= t folgt. Darum bezeichnet pred(zero) im initialen Modell
ein von Null und seinen Nachfolgern verschiedenes Element. Das initiale Modell
besteht genau aus den folgenden A¨quivalenzklassen:
[zero], [succ(zero)], [succ(succ(zero))], . . . . . .
[pred(zero)], [succ(pred(zero))], [succ(succ(pred(zero)))], . . . . . .
[pred(pred(zero))], [succ(pred(pred(zero)))], [succ(succ(pred(pred(zero))))], . . .
...
...
Im Gegensatz hierzu wird in dem frei erzeugten Datentyp, der durch Nat spezi-
fiziert wird, die Bedeutung von pred(zero) nicht festgelegt (lose Semantik). Auf
jeden Fall aber ist pred(zero) gleich einem Term, der nur aus zero und succ auf-
gebaut wird. ?
Dieses Beispiel soll auch veranschaulichen, daß die Verwendung loser Semantik
nicht hauptsa¨chlich dadurch motiviert ist, daß man in den Axiomen syntaktisch
quantorenfreie oder volle erststufige Gleichungslogik (s. S. 19) benutzen kann.
Zwar sind die unbeschra¨nkte Disjunktion und der Existenzquantor willkomme-
ne syntaktische Zutaten, aber auch bei reinen Gleichungs-Axiomen kann man
durchaus die lose gegenu¨ber der initialen Semantik bevorzugen, etwa in dem obi-
gen Beispiel. Die Mo¨glichkeit der Unterspezifikation kann sehr hilfreich sein, je
nach Anwendung der Spezifikationsmethodik.
”
In software development, design
specifications and prototyping by executable specifications are supported by the
initial approach; in the loose approach the aim is to cover the whole software
development process including requirement specifications.“ M. Wirsing [Wir95,
S. 84]. In der Entwicklung algebraischer Spezifikationssprachen seit den spa¨ten
siebziger Jahren ist ein Trend zu verzeichnen von anfangs reinen ‘initialen Spe-
zifikationssprachen’ hin zu ‘losen Spezifikationssprachen’ bzw. zu Sprachen, die
beide Paradigmen unterstu¨tzen (vgl. [Wir95, Table 1]). Das vorla¨ufige Ende die-
ser Entwicklung ist die schon erwa¨hnte, quasi-standardisierte Sprache ‘CASL’
[CoF98].
Wenn man sich einmal entschieden hat fu¨r die Verwendung loser (termerzeugter)
Semantik, dann ist es sinnvoll, volle erststufige Logik zu erlauben.
”
For specifying
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requirements it soon became apparent that full first-order logic (with equality as
only predicate symbol) was suitable [BDP+79].“ M. Wirsing [Wir95, S. 89]. Was
den Existenzquantor betrifft, so haben wir in Abschnitt 2.5 ausfu¨hrlich disku-
tiert, inwieweit er praktisch ‘austauschbar’ ist mit Skolemfunktionen. (Im u¨brigen
ko¨nnten wir in unserem Zusammenhang sowieso nicht auf Existenzquantoren ver-
zichten, da die uns interessierenden Gegenspezifikationen den Existenzabschluß
einer negierten Vermutung enthalten.) Was die Zulassung der unbeschra¨nkten
Disjunktion betrifft, so zeigt es sich, daß sie keine Schwierigkeiten bereitet, die
man nicht sowieso schon hat. Aufgrund der Termerzeugtheit mu¨ssen wir na¨mlich
implizit sogar mit unendlichen Disjunktionen ka¨mpfen: so ist beispielsweise die
Termerzeugtheit der Modelle von Nat (Abb. 2.2, S. 25) a¨quivalent zu der folgen-
den unendlichen Disjunktion:
x
.
= zero ∨ x
.
= succ(zero) ∨ x
.
= succ(succ(zero)) ∨ . . . . . .
Auch wenn diese Disjunktion in der Semantik versteckt ist, so wird sie doch in der
noch darzustellenden Methodik der Modellsuche sichtbar werden. Sie verursacht
dort mehr Schwierigkeiten als die aus den Axiomen stammenden Disjunktionen.
Ein anderer Ansatz, welcher die Monomorphie erzwingt, aber im Gegensatz zum
initialen Ansatz die erwu¨nschten, durch Konstruktoren erzeugten Grundberei-
che garantiert, besteht in der Befolgung bestimmter Muster fu¨r die Axiome. Die
Bezeichnung solcher Muster ist uneinheitlich, wenn sie sich auch a¨hneln. Eine
Referenzdefinition findet man in [LEW96, Def. 8.1], wo die entprechenden Spezi-
fikationen bezeichnet werden als ‘konstruktive Spezifikationen’. (Wir verwenden
den Begriff auch fu¨r verwandte Konzepte.) Ohne die Definition wiederzugeben,
nennen wir nur die wesentlichen Eigenschaften: alle Axiome sind Gleichungen;
jede linke Seite der Gleichung wird von einer (Nicht-Konstruktor-)Funktion an-
gefu¨hrt; die gerichteten Gleichungen genu¨gen einer Reduktionsordnung und sind
wertebeschra¨nkt (Var(t′) ⊆ Var(t) fu¨r t
.
= t′); schließlich ist jeder Grundterm,
der nicht durch einen Konstruktor angefu¨hrt wird, Instanz genau einer linken
Seite einer Gleichung. Andere Definitionen, die auch bedingte Gleichungen zu-
lassen, erlauben die Verletzung der letztgenannten Restriktion, verlangen dann
aber die semantische Disjunktheit der entsprechenden Bedingungen. Konstruk-
tive Spezifikationen lassen sich auffassen als deterministische Programme, die
eine Abbildung aller Grundterme auf Konstruktorterme berechnen. In unserem
Zusammenhang sind konstruktive Ansa¨tze deswegen erwa¨hnenswert, weil eine
Reihe von Arbeiten zur Aufdeckung und Korrektur falscher Vermutungen diesem
Bereich zuzuorden sind.
Generell unterscheiden sich monomorphe Ansa¨tze in Fragen der Erfu¨llbarkeit von
Spezifikationen ganz wesentlich von dem polymorphen Ansatz der losen Seman-
tik. Im monomorphen Kontext fallen Erfu¨llbarkeit und Gu¨ltigkeit zusammen!
Hierauf gru¨nden sich u.a. Methoden, die man unter dem Begriff ‘Beweis durch
Konsistenz ’ zusammenfaßt, vgl. [Com01]21. In gleicher Weise fa¨llt im monomor-
21Der zitierte Handbuch-Artikel heißt zwar
”
Inductionless Induction“, darin findet sich aber
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phen Kontext die Nicht-Folgerbarkeit einer Formel zusammen mit der Folgerbar-
keit ihres Gegenteils (vgl. Faktum 2.4.14). Darum kann dort die Fragestellung
der Nicht-Folgerbarkeit mit klassischen Beweisverfahren behandelt werden.
In unserem prinzipiell polymorphen Kontext hingegen ist das Erfu¨llbarkeitspro-
blem nicht mit klassischen Beweismethoden zu lo¨sen. Stattdessen werden wir
nach einzelnen Modellen (von Gegenspezifikationen) suchen.
der Satz:
”
Inductionless Induction should rather be called proof by consistency“.
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Im letzten Kapitel wurde erla¨utert, wie man die Frage der Nicht-Folgerbarkeit
(gilt ‘〈Σ, AX〉 6|= ϕ’ ?) reduziert auf die Frage nach der Erfu¨llbarkeit einer norma-
lisierten Gegenspezifikation, vgl. Korollar 2.5.19. Nun wenden wir uns der Frage
zu, wie man allgemein die Erfu¨llbarkeit einer normalisierten Spezifikation frei
erzeugter Datentypen untersuchen kann. Da Erfu¨llbarkeit gerade die Existenz ei-
nes Modells bedeutet, besteht die Aufgabe darin, ein Modell der Spezifikation zu
konstruieren.
Die unterschiedlichen Ansa¨tze in dem noch jungen Gebiet der Modell-Konstruk-
tion lassen sich nach A. Leitsch [Lei00] in semantische und syntaktische Metho-
den einteilen. Charakteristisch fu¨r die semantischen Methoden ist die Aufza¨hlung
von Interpretationen. Dabei werden Interpretationen auf a¨hnlich elementare Wei-
se dargestellt wie etwa Wahrheitstabellen in der Aussagelogik. Derartige Darstel-
lungen unterliegen zwar am Ende auch irgendeiner Syntax, aber diese u¨bernimmt
gegenu¨ber der Objektlogik eher die Rolle einer Metasprache und dient der sehr
unmittelbaren semantischen Beschreibung eines Modells. Bei den syntaktischen
Methoden hingegen ist die konstruierte Repra¨sentation eines Modells wiederum
eine Formel der Objektlogik (oder eine endliche Menge solcher Formeln). Bei der
Suche nach diesen Formeln bedienen sich die syntaktischen Methoden (Varianten)
bekannter Logikkalku¨le.
Wir hatten im letzten Kapitel erla¨utert, daß frei erzeugte Algebren1 (CTΣ, I)
eindeutig gegeben sind durch ihre Interpretation I. Unser Ziel ist nun die Kon-
struktion einer Interpretation der Funktionen u¨ber dem Grundbereich der Kon-
struktorterme, und zwar in der Weise, daß die jeweilige Spezifikation erfu¨llt wird.
Die im folgenden beschriebene Methode stellt Interpretationen auf eine sehr un-
mittelbare Weise dar und za¨hlt darum vom Grundansatz her zu den semantischen
Methoden im obigen Sinne. Gleichzeitig hat sie auch Anteile einer syntaktischen
Methode, da die Interpretationen wiederum mittels logischer, atomarer Formeln
dargestellt werden und die Suche nach ihnen in deduktiver Weise vonstatten geht,
unter Zuhilfenahme eines logischen Kalku¨ls. Dennoch muß hier deutlich zwischen
1Hier und im folgenden verwenden wir die semantischen Begriffe wieder ausschließlich im Sinne
der Definitionen in den Abschnitten 2.2 bis 2.5. Mit ‘frei erzeugte Algebren’ beispielsweise
ist der in Def. 2.2.31 definierte Begriff gemeint, nicht etwa die mit Absicht etwas anders
genannten ‘frei erzeugten klassischen Algebren’ aus Abschnitt 2.6.
65
3 Modell-Generierung
Interpretationstabelle fu¨r f :
CTs1 × . . .× CTsn I(f)
〈ct11, . . . , ct1n〉 ct10
〈ct21, . . . , ct2n〉 ct20
...
...
Interpretationstabelle fu¨r f ′:
CTs′
1
× . . .× CTs′m I(f
′)
〈ct′11, . . . , ct
′
1m〉 ct
′
10
〈ct′21, . . . , ct
′
2m〉 ct
′
20
...
...
Abbildung 3.1: Interpretation I als Tabellen
den Ebenen unterschieden werden: die Logik, ‘innerhalb derer’ Interpretationen
gesucht und repra¨sentiert werden, ‘redet’ explizit u¨ber Interpretationen, nicht
u¨ber Gleichungen, wie das die Axiome der Spezifikation tun. Umgekehrt kom-
men in den Axiomen die Interpretationen nicht explizit vor.
3.1 Interpretations-Schließen
Zwei frei erzeugte Algebren u¨ber der gleichen Signatur Σ = (S, C,F , α) ko¨nnen
sich nur in ihrer F -Interpretation unterscheiden. Darum reduziert sich die Kon-
struktion eines Modells auf die Konstruktion einer Interpretation der Funktionen.
Wir ko¨nnen uns eine F -Interpretation vorstellen als Menge (i.a. unendlicher) Ta-
bellen, jeweils eine fu¨r jede Funktion f ∈ F . Diese Sichtweise ist dargestellt in
Abb. 3.1, am Beispiel einer Funktionenmenge F = {f, f ′} mit α(f) = s1 . . . sn
und α(f ′) = s′1 . . . s
′
n. In der ersten Spalte jeder Tabelle werden alle Tupel von
Konstruktortermen der entsprechenden Sorten aufgeza¨hlt. Das geht, weil die Kon-
struktorterme einer Sorte aufza¨hlbar sind und das Kreuzprodukt aufza¨hlbarer
Mengen wieder aufza¨hlbar ist. Jedem Tupel 〈ct1, . . . , ctn〉 der ersten Spalte wird
in der zweiten Spalte die Anwendung I(g)(ct1, . . . , ctn) der Interpretation der
jeweiligen Funktion g auf seine Komponenten zugeordnet. (Dabei muß natu¨rlich
die Zielsorte der Funktion g in keiner Weise durch die zweite Spalte abgedeckt
werden; so ko¨nnte z.B. eine konstante Interpretation in der rechten Spalte u¨berall
den gleichen Eintrag besitzen.)
Die Grundidee hinter dem im folgenden zu beschreibenden Vorgehen besteht
darin, die Zeilen dieser Interpretationstabellen sowie Mengen solcher Zeilen zu
verwenden als Grundbestandteile der Repra¨sentation von Interpretationen. Auf
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I(f, 〈cti1, . . . , ctin〉, cti0)
repra¨sentiert die Zeile
I(f)
...
...
〈cti1, . . . , ctin〉 cti0
...
...
Abbildung 3.2: Zeilen der Interpretationstabelle als Atome
dieser Repra¨sentation wird die Suche nach (erfu¨llenden) Interpretationen durch-
gefu¨hrt. Im speziellen werden wir die Zeilen der Interpretationstabellen als Atome
repra¨sentieren, gebildet mit dem dreistelligen Pra¨dikat I, entspechend der Abbil-
dung 3.2. Wir nennen solche Atome ‘I-Atome’.
Es ist wichtig, festzustellen, daß diese Atome nicht Teil unserer Objekt-Logik sind,
schon allein deswegen, weil wir gar keine Signaturen mit Pra¨dikaten betrachten,
‘I’ also kein Bestandteil einer ADT-Signatur sein kann. I-Atome ko¨nnen weder
in einer ADT-Spezifikation noch in einer Vermutung ϕ u¨ber diese Spezifikation
verwendet werden. Da der nun zu beschreibende Mechanismus nach Interpreta-
tionen sucht, begeben wir uns in der Repra¨sentation der Interpretationen notwen-
digerweise auf die Meta-Ebene. Andererseits kommen wir jetzt nicht mehr, wie
noch im vorangegangenen Kapitel, mit der Verwendung mathematischer Meta-
Sprache aus. Wir beno¨tigen syntaktische Objekte, auf denen der Mechanismus
operieren kann. Insbesondere ist der Basis-Mechanismus, auf den wir uns stu¨tzen,
ein deduktiver, wie der Titel dieser Abhandlung verra¨t. Das bedeutet, er operiert
auf Formeln. Diese Formeln sind aber (aus Sicht unserer in Abschn. 2.3.1 defi-
nierten Objekt-Syntax) Meta-Formeln. Es besteht jedoch keine Notwendigkeit,
auch auf der Meta-Ebene eine volle Formelsyntax mit Junktoren und Quanto-
ren aufzubauen. Wir beno¨tigen nur Atome. Darum werden wir den Terminus
‘Meta-Formeln’ fortan nicht mehr verwenden und nur noch von ‘Meta-Atomen’
sprechen. I(g, 〈ct1, . . . , ctn〉, ct0) ist ein Beispiel fu¨r ein solches Meta-Atom. Au-
ßer den genannten I-Atomen brauchen wir noch einige andere, deren Rolle im
folgenden noch dargelegt wird.
Jede Menge solcher I-Atome repra¨sentiert einen Ausschnitt einer Interpretation
der Funktionen, solange die Menge funktional ist, das heißt, solange sie nicht
zwei I-Atome der Form I(g, 〈ct1, . . . , ctn〉, ct0) und I(g, 〈ct1, . . . , ctn〉, ct
′
0) mit un-
terschiedlichen Konstruktortermen ct0 und ct
′
0 entha¨lt. Eine beliebige Menge von
I-Atomen nennen wir einen Interpretations-Kandidaten, jedenfalls solange die
Funktionalita¨t nicht sichergestellt ist. Die Suche nach Interpretationen besteht
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im Kern aus dem Aufbau von Interpretations-Kandidaten durch Inferenz neuer
I-Atome.
Dabei haben die inferierten I-Atome nicht immer von Anfang an die oben ange-
deutete Form. Zuna¨chst ko¨nnen einzelne Eintra¨ge der Interpretationstabelle noch
unbekannt sein. Nach ihnen muß erst noch gesucht werden. Bis dahin werden
sie in den I-Atomen durch Platzhalter repra¨sentiert, die spa¨ter ersetzt werden.
Als einfaches Beispiel betrachten wir eine einstellige Funktion f von Nat nach
Nat (eine Spezifikation der Sorte Nat findet sich auf S. 25). Es kann zum Bei-
spiel notwendig sein, nach dem Wert der Interpretation von f an der Stelle zero,
d.h. nach I(f)(zero) zu suchen. Der Mechanismus wu¨rde dann ein I-Atom der
Form I(f, 〈zero〉, ?) erzeugen, wobei das letzte Argument nicht ein Fragezei-
chen sein wird sondern etwas, das nun erkla¨rt werden soll. Solange der Wert von
I(f)(zero) noch nicht bekannt ist, wissen wir nur, daß es sich hierbei um den
gleichen Wert handeln muß wie bei valI(f(zero)) (vgl. die Def. 2.2.27 der Term-
auswertung). Der Ausdruck ‘valI(f(zero))’ ko¨nnte also ein geeigneter Kandidat
sein, den noch unbekannten Wert zuna¨chst einmal zu repra¨sentieren. Um die Stel-
le des Fragezeichens einzunehmen, brauchen wir einen konkreten syntaktischen
Ausdruck, sozusagen einen Meta-Term, der dem mathematisch-metasprachlichen
Ausdruck ‘valI(f(zero))’ entspricht. Dieser Meta-Term hat (im Beispiel) die Syn-
tax val(f(zero)). Das obige I-Atom hat also zu einem Zeitpunkt, in dem der ge-
suchte Wert noch ga¨nzlich unbekannt ist, die Form I(f, 〈zero〉, val(f(zero))).
Das Meta-Atom I(f, 〈zero〉, val(f(zero))) hat natu¨rlich fu¨r sich genommen noch
einen sehr geringen Informationsgehalt. Schließlich ist es ja auch nicht als Ergeb-
nis, sondern als Ausgangspunkt gedacht. Die Suche nach einem Konstruktorterm,
der schließlich val(f(zero)) ersetzen soll, wird initialisiert durch die Erzeugung ei-
nes zusa¨tzlichen Meta-Atoms search Nat(val(f(zero)))2. Intuitiv besagt dieses,
daß nun nach einem Konstruktorterm der Sorte Nat gesucht werden soll, der
die Stelle von val(f(zero)) einnimmt. Nun wird durch das search Nat -Atom eine
Verzweigung des aktuellen Interpretations-Kandidaten bewirkt, und zwar in ge-
nauso viele A¨ste, wie die Sorte Nat Konstruktoren hat, in diesem Falle also in
zwei. Entweder der Wert von val(f(zero)) ist zero, was wir ausdru¨cken durch das
Meta-Atom is(val(f(zero)), zero). Oder aber der gesuchte Wert ist der Nachfol-
ger succ einer noch na¨her zu bestimmenden Zahl aus Nat . In letzterem Fall wird
ein Meta-Atom der Form is(val(f(zero)), succ(?)) erzeugt, wobei wir wiederum
sofort kla¨ren wollen, was an die Stelle des Fragezeichens treten soll.
Schauen wir uns das unvollsta¨ndige Meta-Atom is(val(f(zero)), succ(?)) genau-
er an. Es steht dafu¨r, daß valI(f(zero)) = succ(t) ist, fu¨r irgend ein t. Da
t das erste (und in diesem Fall einzige) Argument von succ(t) ist, ist t auch
das erste Argument von valI(f(zero))! Gema¨ß der Def. 2.2.13 gilt also: t =
2Die Verwendung unterschiedlicher Schriftarten fu¨r ‘Nat ’ und ‘f(zero)’ einerseits bzw. fu¨r
‘search’ und ‘val’ andererseits soll andeuten, welche Bestandteile der Syntax aus der ADT-
Signatur stammen, und welche fu¨r die Meta-Ebene stehen.
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valI(f(zero))↓1. Das bedeutet: an die Stelle des Fragezeichens tritt ein Meta-
Term, der fu¨r valI(f(zero)) ↓1 steht. Dieser hat die Syntax arg1(val(f(zero))).
Nunmehr ko¨nnen wir das eben noch unvollsta¨ndige Meta-Atom komplett ange-
ben: is(val(f(zero)), succ(arg1(val(f(zero))))). Schließlich muß in diesem zweiten
Fall der Verzweigung noch ein zweites Meta-Atom hinzugefu¨gt werden, welches
‘besagt’, daß nun nach dem neuen Meta-Term arg1(val(f(zero))) gesucht werden
muß: search Nat(arg1(val(f(zero)))). (Man sieht, daß die Meta-Terme und Meta-
Atome schnell unu¨bersichtlich werden. Dies ist aber akzeptabel, da das Verfahren
vollautomatisch arbeitet. Immerhin sind die Einzelschritte recht leicht zu verste-
hen, da die Syntax sich stark an den mathematisch-metasprachlichen Konzepten
orientiert.) Zusammengenommen ergibt sich bisher das folgende Bild:
I(f, 〈zero〉, val(f(zero)))
search Nat(val(f(zero)))
is(val(f(zero)), zero) is(val(f(zero)), succ(arg1(val(f(zero)))))
search Nat(arg1(val(f(zero))))
Auf der linken Seite der Verzweigung wissen wir nun schon, durch welchen Kon-
struktorterm val(f(zero)) ersetzt werden soll, na¨mlich durch zero. Dieses Wissen
wollen wir nun fu¨r das oberste Meta-Atom, I(f, 〈zero〉, val(f(zero))), nutzen.
Aus diesem und aus is(val(f(zero)), zero) kann man auf dem linken Zweig das
neue Meta-Atom I(f, 〈zero〉, zero) inferieren:
I(f, 〈zero〉, val(f(zero)))
search Nat(val(f(zero)))
is(val(f(zero)), zero)
I(f, 〈zero〉, zero)
is(val(f(zero)), succ(arg1(val(f(zero)))))
search Nat(arg1(val(f(zero))))
Die Meta-Terme an der Wurzel und im linken Blatt unterscheiden sich nur in
ihrem letzten Argument. Die beiden dort auftretenden Terme, val(f(zero)) und
zero, fassen wir beide auf als Meta-Terme. Ganz allgemein bilden die Konstruk-
torterme die Schnittmenge zwischen normalen Termen und Meta-Termen. Dies
entspricht auch vo¨llig den im letzten Kapitel ausfu¨hrlich diskutierten syntakti-
schen und semantischen Gegebenheiten, wonach die Konstruktorterme sowohl
Terme der Objektsprache sind als auch die Elemente der semantischen Bereiche
darstellen.
Fahren wir fort mit dem Aufbau eines Baumes von alternativen Interpretations-
Kandidaten. Aus dem is-Atom auf der rechten Seite der Verzweigung ko¨nnen wir
nur ablesen, daß der gesuchte Konstruktorterm von der Form succ(·) ist. Den-
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noch ko¨nnten wir das is-Atom des rechten Astes dazu benutzen, aus dem obersten
I-Atom I(f, 〈zero〉, succ(arg1(val(f(zero)))) ) herzuleiten. Dies kann sogar sinn-
voll sein, um fru¨hzeitig festzustellen, daß der Interpretations-Kandidat, der durch
den rechten Ast repra¨sentiert wird, nicht funktional ist. Auf die Behandlung der
Funktionalita¨t kommen wir spa¨ter zuru¨ck. Zuna¨chst machen wir anders weiter,
indem wir das zweite search-Atom auf dem rechten Ast wieder eine Verzweigung
auslo¨sen lassen. Wir betrachten nur den linken der jetzt neu entstehenden Zweige.
I(f, 〈zero〉, val(f(zero)))
search Nat(val(f(zero)))
is(val(f(zero)), zero)
I(f, 〈zero〉, zero)
is(val(f(zero)), succ(arg1(val(f(zero)))))
search Nat(arg1(val(f(zero))))
is(arg1(val(f(zero))), zero) ...
Wenn man sich das neue is-Atom, das daru¨berliegende is-Atom und die Wurzel
des Baumes genau anschaut, dann wird klar, daß man jetzt auf irgendeine Wei-
se zu dem I-Atom I(f, 〈zero〉, succ(zero)) gelangen mu¨ßte. Technisch geht dies
in zwei Schritten: zuna¨chst inferieren wir aus dem eingerahmten und aus dem
daru¨berliegenden is-Atom das neue Meta-Atom is(val(f(zero)), succ(zero)):
I(f, 〈zero〉, val(f(zero)))
search Nat(val(f(zero)))
is(val(f(zero)), zero)
I(f, 〈zero〉, zero)
is(val(f(zero)), succ(arg1(val(f(zero)))))
search Nat(arg1(val(f(zero))))
is(arg1(val(f(zero))), zero)
is(val(f(zero)), succ(zero))
...
Und schließlich kann aus dem neuen Meta-Atom und der Wurzel das gewu¨nschte
inferiert werden.
70
3.1 Interpretations-Schließen
I(f, 〈zero〉, val(f(zero)))
search Nat(val(f(zero)))
is(val(f(zero)), zero)
I(f, 〈zero〉, zero)
is(val(f(zero)), succ(arg1(val(f(zero)))))
search Nat(arg1(val(f(zero))))
is(arg1(val(f(zero))), zero)
is(val(f(zero)), succ(zero))
I(f, 〈zero〉, succ(zero))
...
Bei Betrachtung der Bla¨tter dieses Baumes sieht man, daß das Verfahren mo¨gliche
endgu¨ltige Werte fu¨r zuna¨chst vorla¨ufige Eintra¨ge in I-Atome, hier val(f(zero)),
aufza¨hlt. Wenn diese Aufza¨hlung das alleinige Ziel wa¨re, dann wa¨re ein deduktives
Verfahren (wie wir es hier zuna¨chst nur angedeutet haben) nicht die geeignete
Wahl. Wir haben aber schon erwa¨hnt, daß auch die Zwischenergebnisse, wie wir
sie hier erhalten, ausgenutzt werden ko¨nnen. Darauf kommen wir spa¨ter wieder
zuru¨ck.
Nun haben wir am Beispiel gesehen, wie nach zuna¨chst unbekannten Konstruk-
tortermen gesucht wird. In dem entstehenden Baum fassen wir jeden Ast als
Interpretations-Kandidaten auf, wenngleich die A¨ste noch andere Atome enthal-
ten als nur I-Atome (hier is und search, andere kommen spa¨ter noch hinzu). Wir
haben beim Aufbau dieses Baumes Regeln angewendet, ohne sie explizit anzuge-
ben. Dies wird nun nachgeholt.
Der obige Baum ist im Tableau-Stil notiert. Auch die folgenden Regeln werden,
zuna¨chst, im Stile von Tableau-Regeln notiert. Versetzen wir uns an den Anfang
zuru¨ck in einen Zustand, in dem der Baum nur aus einem Zweig besteht, welcher
die obersten zwei Meta-Atome entha¨lt. Die erste angewendete Regel ist gleich
eine vergleichsweise komplizierte:
search Nat(x)
is(x, zero) is(x, succ(arg1(x)))
search Nat(arg1(x))
Die Variable x ist die Regelschema-Variable. Sie muß bei Anwendung der Regel
substituiert werden, in unserem Fall mit val(f(zero)). Die beiden Spalten unter
dem Regelstrich bezeichnen wir als Extensionen. Intuitiv sind die verschiedenen
Extensionen als verschiedene Alternativen anzusehen. Fu¨r jeden Konstruktor der
Sorte Nat gibt es eine Extension. Innerhalb jeder Extension werden so viele neue
search-Atome ‘erzeugt’, wie der jeweilige Konstruktor Argumente hat. Bei An-
wendung der Regel verursacht dies eine Suche nach jedem der Argumente des
Konstruktors.
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Im na¨chsten Schritt hatten wir auf dem linkesten Ast I(f, 〈zero〉, zero) abge-
leitet, und zwar aus I(f, 〈zero〉, val(f(zero))) und is(val(f(zero)), zero). Die
entsprechende Regel lautet:
I(fv, tv, x)
is(x, z)
I(fv, tv, z)
fv ist eine Funktions-Variable und tv eine Tupel-Variable. Diese Regel ist, im
Gegensatz zur letzten, vo¨llig unabha¨ngig von der jeweiligen ADT-Signatur. Sie
geho¨rt zu einer Reihe von Ersetzungsregeln, die alle das is-Atom dazu verwenden,
Argumente anderer Meta-Atomen zu ersetzen. (Streng genommen findet gar keine
echte, destruktive ‘Ersetzung’ statt, denn das neue Atom kommt zusa¨tzlich hinzu.
Dies ist auch wichtig, wie man in obigem Beispiel sieht. Hier wird das I-Atom an
der Wurzel auf unterschiedlichen A¨sten auf unterschiedliche Weise ‘ersetzt’.)
Danach hatten wir auf den rechten Ast die schon bekannte search Nat -Regel
angewendet. Im darauf folgenden Schritt entstand is(val(f(zero)), succ(zero)),
und zwar mit der Regel:
is(x, succ(y))
is(y, z)
is(x, succ(z))
Hier sollte man etwas genauer hinschauen. Diesmal wird nicht ein direktes Ar-
gument des Meta-Terms ersetzt, sondern der Term innerhalb des Konstruktors
succ. Solche Regeln beno¨tigen wir fu¨r alle Argumentpositionen aller Konstruk-
toren, denn nur auf diese Weise kann die Suche nach Argumenten eines Terms
beitragen zur Suche nach dem Term selbst.
Wir werden solche Regeln im folgenden nicht zwei-, sondern eindimensional no-
tieren. Statt also im Tableau-Stil
at1
...
atn
at11 atm1
... · · ·
...
at1n1 atmnm
zu schreiben (fu¨r eine Regel mit n Atomen in der Pra¨misse und m Extensionen,
wobei die i-te Extension ni Atome hat), schreiben wir linear:
at1, . . . , atn → at11, . . . , at1n1 ; . . . ; atm1 , . . . , atmnm .
In einer solchen Regel liest man das Komma als
”
und“, den Strichpunkt dagegen
als
”
oder“.
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Eine lineare Syntax ist schon deswegen vorteilhaft, weil die Regeln durch eine
Transformation erst erzeugt werden (abha¨ngig von einer Spezifikation). Fu¨r die
Definition einer solchen Transformation ist eine lineare Schreibweise sehr hilfreich.
Die Verwendung der obigen linearen Syntax im speziellen ist motiviert durch den
Einsatz eines bestimmten Systems zur Ausfu¨hrung der Regeln, welches genau
diese Syntax verlangt. Bei diesem System handelt es sich um MGTP (Model
Generation Theorem Prover) [FH91].
Die Benennung der Regel-Bestandteile ergibt sich aus dem folgenden Schaubild:
at1, . . . , atn︸ ︷︷ ︸
Pra¨misse
→
Konklusion︷ ︸︸ ︷
at11, . . . , at1n1︸ ︷︷ ︸
1.Extension
; . . . ; atm1 , . . . , atmnm︸ ︷︷ ︸
m.Extension
.
Eine formale Definition von Modell-Generierungs-Regeln folgt spa¨ter. Es sei aber
schon hier bemerkt, daß in der Konklusion nur solche Variablen auftreten du¨rfen,
die schon in der Pra¨misse auftreten. Diese Eigenschaft wird in der Literatur als
‘Werte-Beschra¨nktheit ’ (engl. ‘range-restrictedness’) bezeichnet. In ihrer Konse-
quenz werden bei keiner Anwendung einer Regel Variablen erzeugt, so daß die
bei Anwendung der Regeln erzeugten Meta-Atome grund, d.h. variablenfrei sind.
Die Pra¨misse kann leer sein (die Regel beginnt dann mit
”
→“). Dann spricht
man von einer positiven Regel, im Falle einer einzigen Extension auch von einem
Faktum. Aufgrund der Werte-Beschra¨nktheit mu¨ssen alle Atome einer positiven
Regel frei von Variablen sein. Auch die Konklusion kann leer sein (die Regel
endet dann auf
”
→ .“). Intuitiv bedeutet dies, daß die Anwendbarkeit der Re-
gel auf einen Modell-Kandidaten zur Ablehnung desselben fu¨hrt. Solche Regeln
heißen negativ. Leere Extensionen werden nicht betrachtet, diese ko¨nnen immer
weggelassen werden.
3.2 Erzeugung der Modell-Generierungs-Regeln
Im letzten Abschnitt haben wir am Beispiel drei Regeln fu¨r die Modell-Gene-
rierung vorgestellt. Zwei davon ha¨ngen von der jeweiligen ADT-Signatur ab. In
diesem Abschnitt werden nun alle fu¨r die Modell-Generierung no¨tigen Regeln
eingefu¨hrt, wir nennen sie Modell-Generierungs-Regeln (MG-Regeln). Diese sind
nicht statisch gegeben, sondern von der Spezifikation abha¨ngig, und zwar so stark,
daß wir die Menge der MG-Regeln auffassen als das Ergebnis einer Transforma-
tion der Spezifikation. Insbesondere werden auch die Axiome transformiert, von
Σ-Formeln in MG-Regeln. Zuna¨chst aber betrachten wir diejenigen MG-Regeln,
die sich aus der Signatur ergeben.
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3.2.1 Transformation der Signatur
Zuna¨chst verallgemeinern wir die schon eingefu¨hrten Regeln. Die search Nat -
Regel aus dem letzten Abschnitt lautet in linearer Schreibweise:
search Nat(x) → is(x, zero) ; is(x, succ(arg1(x))), search Nat(arg1(x)) .
Wenn wir nun nicht mehr eine bestimmte, sondern ab sofort eine beliebige ADT-
Spezifikation 〈Σ, AX〉 betrachten, dann muß Nat ersetzt werden durch eine be-
liebige Sorte s ∈ S. Statt fu¨r zero und succ werden fu¨r die Konstruktoren der
Sorte s Extensionen erzeugt, in denen jeweils auch eine Suche nach allen Argu-
menten des Konstruktorterms initiiert wird. Wir definieren eine entsprechende
Transformation TransSortΣ(s) einer Sorte s ∈ S.
Definition 3.2.1 (Transformation einer Sorte)
Sei Σ = (S, C,F , α) eine ADT-Signatur, sei s ∈ S und Cs = {c1, . . . , cn}, wobei
|α(ci)| ≤ |α(cj)| fu¨r i ≤ j. Die Modell-Generierungs-Regel fu¨r die Suche nach
Elementen der Sorte s ist definiert durch:
TransSortΣ(s) = search s(x)
→ TransKonstrΣ(x, c1)
;
...
;
TransKonstrΣ(x, cn) .
?
Man beachte die Strichpunkte zwischen den Extensionen der Regel. Die einzelnen
Extensionen ergeben sich aus der folgenden Definition.
Definition 3.2.2 (Transformation eines Konstruktors)
Sei Σ eine ADT-Signatur und c ∈ CΣ.
1. falls α(c) = λ, dann:
TransKonstrΣ(x, c) = { is(x, c) }
2. falls α(c) = s1 . . . sn, dann:
TransKonstrΣ(x, c) = { is(x, c(arg1(x), . . . , argn(x))) }
∪
{ search s1(arg1(x)) }
∪
...
∪
{ search sn(argn(x)) }
?
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Die Transformation TransKonstrΣ(x, c) eines jeden Konstruktors c ∈ CTs bildet
je eine Extension der Regel TransSortΣ(s). Wie angeku¨ndigt, werden bei der No-
tation konkreter Regeln, d.h. Instanzen dieser Definition, die Mengenklammern
weggelassen. Trotzdem sind die Extensionen Mengen, hier wie in den spa¨ter de-
finierten Regeln.
Eine Instanz der obigen Regel, das Ergebnis von TransSortΣ(Nat), kennen wir
schon. Wir zeigen hier noch ein Beispiel, die Transformation TransSortΣ(Stack)
der Sorte Stack (definiert in der Spez. NatStack, S. 26).
search Stack(x) → is(x, nil) ;
is(x, push(arg1(x), arg2(x))),
search Nat(arg1(x)),
search Stack(arg2(x)) .
(Vorsicht: das erste Trennungzeichen in der Konklusion ist ein ‘;’ und trennt
die beiden Extensionen, die weiteren Trennungszeichen sind Kommata ‘,’ und
trennen die Atome der zweiten Extension.)
In dieser Weise werden alle Sorten der jeweiligen Signatur transformiert.
Definition 3.2.3 (Transformation der Sorten)
Sei Σ = (S, C,F , α) eine ADT-Signatur. Die Modell-Generierungs-Regeln fu¨r die
Sorten in S sind definiert durch:
TransSortsΣ(S) = {TransSortΣ(s) | s ∈ S}
?
Neben der search-Regel haben wir im letzten Abschnitt noch zwei weitere Regeln
kennengelernt, die beide zur Gruppe der Ersetzungsregeln zu za¨hlen sind. In der
linearen Schreibweise lauten diese:
I(fv, tv, x), is(x, z) → I(fv, tv, z) .
und
is(x, succ(y)), is(y, z) → is(x, succ(z)) .
Die zweite dieser Regeln ist eine mo¨gliche Instanz eines allgemeinen Musters,
nach welchem jedes Argument eines jeden Konstruktors mit Hilfe von is ersetzt
werden kann. Die erste Regel hingegen ist allgemein genug und wird unvera¨ndert
in die Definition der Transformation u¨bernommen. Wir beno¨tigen aber daru¨ber
hinaus weitere Ersetzungsregeln fu¨r I-Atome. Jedes I-Atom, welches in einem
Interpretations-Kandidaten auftritt, besitzt als zweites Argument ein Tupel von
Meta-Termen. Auch diese mu¨ssen ersetzt werden ko¨nnen. Wenn z.B. ein Meta-
Atom I(f, 〈val(a)〉, zero) vorliegt und außerdem is(val(a), succ(zero)), dann wollen
wir daraus ableiten, daß I(f, 〈succ(zero)〉, zero) ‘gilt’. Dies ginge mit der Regel:
I(fv, 〈x〉, y), is(x, z) → I(fv, 〈z〉, y) .
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Solche Regeln brauchen wir auch fu¨r mehrstellige Tupel, und dort dann je eine
pro Argumentposition.
Wir definieren nun die Menge aller Ersetzungsregeln ErsetzungΣ, in Abha¨ngig-
keit von der jeweiligen Signatur Σ. Wir werden dabei die Ersetzung in zwei noch
unbekannten Typen von Meta-Atomen gleich mitdefinieren. Es handelt sich hier-
bei um same- bzw. different-Atome, die aus der Transformation der Objekt-(Un-)
Gleichheit stammen und im Anschluß diskutiert werden.
Definition 3.2.4 (Ersetzungsregeln)
Sei Σ = (S, C,F , α) eine ADT-Signatur. Die Regeln zur Ersetzung von Meta-
Termen in Meta-Atomen mittels is sind definiert durch:
ErsetzungΣ = ErsetzSame ∪ ErsetzDiff ∪ ErsetzIΣ ∪ ErsetzIsΣ
• ErsetzSame ist die Menge:
{ same(x, y), is(x, z) → same(z, y) . ,
same(x, y), is(y, z) → same(x, z) . }
• ErsetzDiff ist die Menge:
{ different(x, y), is(x, z) → different(z, y) . ,
different(x, y), is(y, z) → different(x, z) . }
• ErsetzIΣ ist minimal definiert durch:
1. I(fv, tv, x), is(x, z) → I(fv, tv, z) . ∈ ErsetzIΣ
2. falls eine Funktion f ∈ F existiert mit |α(f)| = n, dann gilt:
{ I(fv, 〈x1, . . . , xn〉, y), is(x1, z) → I(fv, 〈z, . . . , xn〉, y) . ,
...
I(fv, 〈x1, . . . , xn〉, y), is(xn, z) → I(fv, 〈x1, . . . , z〉, y) . }
⊆
ErsetzIΣ
• ErsetzIsΣ ist minimal definiert durch:
fu¨r jeden Konstruktor c ∈ C mit |α(c)| = n gilt:
{ is(x, c(y1, . . . , yn)), is(y1, z) → is(x, c(z, . . . , yn)) . ,
...
is(x, c(y1, . . . , yn)), is(yn, z) → is(x, c(y1, . . . , z)) . }
⊆
ErsetzIsΣ
?
76
3.2 Erzeugung der Modell-Generierungs-Regeln
Zum Abschluß der signaturabha¨ngigen MG-Regeln fu¨hren wir die Behandlung
der Gleichheit und der Ungleichheit im Mechanismus der Modell-Generierung
ein. Das Meta-Atom same(t1, t2) besagt, daß die beiden Meta-Terme t1 und t2
die gleiche Bedeutung haben. Falls es sich bei beiden um reine Konstruktorter-
me handelt, dann mu¨ssen sie syntaktisch identisch sein. Aber auch z.B. val(a)
und zero ko¨nnen das gleiche bedeuten, z.B. falls na¨mlich valI(a) = zero eine
zutreffende Aussage ist. Ein same-Atom kann der Transformation der Axiome
entstammen oder aber der Forderung nach Funktionalita¨t, s.u. Die Regeln zur
Behandlung von same basieren auf dem Vergleich der Konstruktoren. Ein Beispiel
fu¨r eine solche Regel wa¨re
same(succ(x), zero) → .
Dies ist ein Beispiel fu¨r eine Regel, die den Modell-Kandidaten, auf den sie an-
wendbar ist, verwirft (im Tableau-Sprachgebrauch wu¨rde man sagen: der ent-
sprechende Ast wird geschlossen). Verschiedene fu¨hrende Konstruktoren der Ar-
gumente eines same-Atoms fu¨hren also zur Ablehnung. Sind die fu¨hrenden Kon-
struktoren hingegen gleich, dann mu¨ssen ihre Argumente u¨berpru¨ft werden. Ein
Beispiel hierfu¨r:
same(push(x1, x2), push(y1, y2)) → same(x1, y1), same(x2, y2) .
Auch hier, bei der ‘U¨berpru¨fung’ der Gleichheit, wa¨re der Einsatz von Deduk-
tion u¨bertrieben, ginge es nur um den Vergleich zweier Konstruktorterme. Da
aber unsere Meta-Terme auch noch aus anderen Bestandteilen bestehen, wie val-
und argi-Termen, nach deren Ersetzung erst noch gesucht wird, ist es no¨tig, die
Meta-Terme ihrer Struktur nach zu analysieren. Auf diese Weise kann man z.B.
einen Modell-Kandidaten, der same(succ(val(a)), zero) entha¨lt, verwerfen (mit der
obigen Regel), obwohl die Suche nach einer Ersetzung fu¨r val(a) noch gar nicht
abgeschlossen ist.
Analog zur Gleichheit la¨ßt sich auch die Ungleichheit durch Meta-Atome aus-
dru¨cken, und zwar durch solche der Form different(t1, t2). Wir geben auch hier
zwei Beispielregeln an.
different(zero, zero) → .
different(push(x1, x2), push(y1, y2)) → different(x1, y1);
different(x2, y2) .
Es ist zu beachten, daß die zweite Regel verzweigt! Wenn zwei durch push an-
gefu¨hrte Meta-Terme verschieden sein sollen, dann mu¨ssen die ersten oder die
zweiten Argumente verschieden sein.
Regeln wie die obigen realisieren die freie Erzeugtheit der Grundbereiche: zwei
verschiedene Konstruktorterme sind semantisch ungleich. Darum nennen wir auch
die nun zu definierende Menge von MG-Regeln ‘Regeln fu¨r die freie Erzeugtheit’.
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Definition 3.2.5 (Regeln fu¨r die freie Erzeugtheit)
Sei Σ = (S, C,F , α) eine ADT-Signatur. Die Regeln fu¨r die freie Erzeugtheit sind
definiert durch:
FreiErzΣ = TestSameΣ ∪ TestDiffΣ
• TestSameΣ ist minimal definiert durch:
1. Fu¨r je zwei verschiedene Konstruktoren der gleichen Sorte s ∈ S,
{c1, c2} ⊆ Cs mit c1 6= c2 und |α(c1)| = n, |α(c2)| = m, gilt:
– falls n 6= 0 und m 6= 0, dann ist
same(c1(x1, . . . , xn), c2(y1, . . . , ym)) → . ∈ TestSameΣ
– falls n 6= 0 und m = 0, dann ist
{ same(c1(x1, . . . , xn), c2) → . ,
same(c2, c1(x1, . . . , xn)) → . } ⊆ TestSameΣ
– falls n = m = 0, dann ist
same(c1, c2) → . ∈ TestSameΣ
2. Fu¨r jeden Konstruktor c ∈ Cs mit |α(c)| = n 6= 0 gilt:
same(c(x1, . . . , xn), c(y1, . . . , yn))
→ same(x1, y1), . . . , same(xn, yn) .
}
∈ TestSameΣ
• TestDiffΣ ist minimal definiert durch:
Fu¨r jeden Konstruktor c ∈ Cs gilt:
– falls α(c) = λ, dann ist
different(c, c) → . ∈ TestDiffΣ
– falls |α(c)| = n 6= 0, dann ist:
different(c(x1, . . . , xn), c(y1, . . . , yn))
→ different(x1, y1)
;
...
;
different(xn, yn) .


∈ TestDiffΣ
?
Bei der Definition von TestSameΣ ist zu beachten, daß fu¨r die ablehnenden same-
Regeln, d.h. bei ungleichen Konstruktoren, die jeweilige Regel mit vertauschten
same-Argumenten auch in TestSameΣ enthalten ist. In einem Fall haben wir das
explizit so definiert, in den zwei anderen Fa¨llen erreicht man dies schlicht durch
die umgekehrte Zuordnung der Indizes zu den Konstruktoren.
Zwischen den same- bzw. different-Regeln zum Vergleich von Termen mit identi-
schem fu¨hrenden Konstruktor besteht ein wichtiger Unterschied. Die same-Regel
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ist konjunktiv, wa¨hrend die different-Regel disjunktiv, d.h. verzweigend ist. In-
tuitiv verlangt die same-Regel die ‘Gleichheit’ aller Argumente, wa¨hrend die
different-Regel die ‘Ungleichheit’ nur eines Argumentes verlangt.
Damit haben wir nun alle MG-Regeln definiert, die allein aus der Signatur Σ
einer Spezifikation hervorgehen.
Definition 3.2.6 (Transformation der Signatur)
Sei Σ = (S, C,F , α) eine ADT-Signatur. Die Modell-Generierungs-Regeln fu¨r
diese Signatur sind definiert durch:
TransSig(Σ) = TransSortsΣ(S) ∪ ErsetzungΣ ∪ FreiErzΣ
?
3.2.2 Transformation der Axiome
Unser eigentliches Ziel ist ja die Erzeugung des Modells einer Spezifikation (insbe-
sondere einer Gegenspezifikation). Es sei daran erinnert, daß die Spezifikationen,
fu¨r die wir nach Modellen suchen, normalisiert sind, d.h. ihre Axiome bestehen
aus Disjunktionen von Gleichungen und Ungleichungen. Bisher haben wir in den
MG-Regeln nur die Signatur beru¨cksichtigt. Aus dieser la¨ßt sich ablesen, fu¨r wel-
che Funktionen und u¨ber welchem Grundbereich nach Interpretationen gesucht
werden muß. Im Zentrum des Interesses steht aber, daß wir nach einem Modell
suchen, welches die Axiome der Spezifikation erfu¨llt. In dem hier verfolgten An-
satz wird jedes Axiom transformiert zu einer MG-Regel. Der folgende Abschnitt
erkla¨rt, in welcher Weise dies geschieht. Zuna¨chst werden die zugrundeliegenden
Ideen erla¨utert, bevor die Transformation pra¨zise definiert wird.
Die Grundbestandteile der normalisierten Axiome sind Gleichungen und Unglei-
chungen. Konzentrieren wir uns zuna¨chst auf Gleichungen. Die Tabelle 3.1 gibt
einen ersten Eindruck von dem Zusammenhang zwischen Gleichungen in den
Axiomen und I-Atomen in den Regeln. Hier stehen die fi fu¨r Funktionen, die
cti fu¨r Konstruktorterme. ki bzw. x stehen fu¨r natu¨rlichsprachlich existenz- bzw.
allquantifizierte Konstruktorterm-Variablen.
In der ersten Zeile der Tabelle ist die Entsprechung zwischen der Gleichung und
dem I-Atom ganz offensichtlich. Die zweite Zeile verdeutlicht: will man die Glei-
chung (links) erfu¨llen, dann muß man nach einem Konstruktorterm k suchen, so
daß I(f1, 〈ct1〉, k) und I(f2, 〈ct2〉, k) in den zu konstruierenden Interpretations-
Kandidaten aufgenommen werden ko¨nnen, ohne zur Ablehnung desselben zu
fu¨hren. Um die Suche zu initiieren, werden zuna¨chst zwei I-Atome erzeugt, die
jeweils im letzten Argument einen Platzhalter fu¨r den zu suchenden Konstruk-
torterm enthalten. Als Platzhalter bietet sich hier sowohl val(f1(ct1)) als auch
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Objekt-Gleichheit I-Atome
Grund-Fall:
f(ct1)
.
= ct2 I(f, 〈ct1〉, ct2)
(beidseitig Funktionen:) Es existiert ein Konstruktorterm k, so daß
f1(ct1)
.
= f2(ct2) I(f1, 〈ct1〉, k) und I(f2, 〈ct2〉, k) gilt.
(geschachtelte Funktionen:) Es existiert ein Konstruktorterm k, so daß
f1(f2(ct1))
.
= ct2 I(f2, 〈ct1〉, k) und I(f1, 〈k〉, ct2) gilt.
(gemischt:) Es existieren Konstruktorterme k1, k2, so daß
f1(f2(ct1))
.
= f3(ct2) I(f2, 〈ct1〉, k1), I(f1, 〈k1〉, k2) und I(f3, 〈ct2〉, k2).
Variablen-Fall:
Fu¨r alle Konstruktorterme x gilt
f(x)
.
= ct I(f, 〈x〉, ct).
(beidseitig Funktionen:) Fu¨r alle Konstruktorterme x und y
existiert ein Konstruktorterm k, so daß
f(x, y)
.
= f(y, x) I(f, 〈x, y〉, k) und I(f, 〈y, x〉, k) gilt.
(geschachtelte Funktionen:)
...
...
...
Tabelle 3.1: Beispiele fu¨r Gleichheiten und korrespondierende I-Atome
val(f2(ct2)) an. Wir werden, recht willku¨rlich, val(f2(ct2)) verwenden. Diesen
Meta-Term gilt es spa¨ter zu ersetzen. Dafu¨r muß eine Suche initiiert werden,
durch das Meta-Atom search s(val(f2(ct2))), wobei s die Zielsorte von f1 und f2
ist. Das bedeutet: ist
f1(ct1)
.
= f2(ct2)
ein Axiom (was ungewo¨hnlich wa¨re, da die Gleichung keine Variablen entha¨lt),
dann wu¨rde die Transformation dieses Axioms resultieren in der MG-Regel:
→ I(f1, 〈ct1〉, val(f2(ct2))),
I(f2, 〈ct2〉, val(f2(ct2))),
search s(val(f2(ct2))) .
Da die Pra¨misse dieser Regel leer ist, kann sie unmittelbar angewendet werden.
Darum finden sich diese drei Meta-Atome der Konklusion in jedem Interpreta-
tions-Kandidaten wieder (falls dieser nicht zuvor schon abgelehnt wird).
Die eben angegebene, etwas unsymmetrische Transformation der Gleichung in
eine MG-Regel ist zwar gu¨nstig fu¨r die Effizienz des Verfahrens, jedoch von Nach-
teil fu¨r die Definition und die theoretische Behandlung der Transformation. Eine
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symmetrische Version wa¨re:
→ same(val(f1(ct1)), val(f2(ct2))),
I(f1, 〈ct1〉, val(f1(ct1))),
I(f2, 〈ct2〉, val(f2(ct2))),
search s(val(f1(ct1))),
search s(val(f2(ct2))) .
Nach Anwendung dieser Regel, wenn alle fu¨nf Meta-Atome auf dem Ast sind,
wird aufgrund der zwei search–Atome nach zwei Konstruktortermen gesucht. Die
Zwischenergebnisse werden durch Anwendung von Ersetzungsregeln in die beiden
I-Atome und in das same-Atom u¨bertragen. Mit Hilfe der same-Regeln (vgl. Def.
3.2.5) werden dann solche Paare von Zwischenergebnissen abgelehnt, die aufgrund
der schon bekannten Konstruktoren notwendigerweise verschieden sind.
Es liegt auf der Hand, warum die erste Variante effizienter ist: Anstatt nach
zwei Konstruktortermen zu suchen und dabei unterschiedliche Ergebnisse im-
mer wieder mit Hilfe der same-Regeln abzulehnen, wird gleich nach nur einem
Konstruktorterm gesucht.
Die beiden hier am Beispiel skizzierten Mo¨glichkeiten zur Transformation von
Gleichungen werden im folgenden unterschiedliche Rollen spielen. Fu¨r die Theorie
des Verfahrens ist die symmetrische Version wesentlich gu¨nstiger. Sie ermo¨glicht
eine klare Trennung zwischen der Transformation der Gleichungen und Unglei-
chungen einerseits sowie der beteiligten Terme andererseits, s.u. Die ohnehin recht
komplizierten Beweise werden nicht durch zusa¨tzliche Fallunterscheidungen bela-
stet. Die kompaktere, unsymmetrische Transformation hingegen wird die gro¨ßere
Rolle spielen bei dem praktischen Einsatz der Methode, da sie effizienter ist. Auch
bei der Angabe von Beispiel-Transformationen zu Erkla¨rungszwecken werden wir
ha¨ufig die kompaktere optimierte Variante verwenden.
Betrachten wir nun die dritte Zeile der Tabelle 3.1. Diese soll demonstrieren, daß
es i.a. no¨tig ist, Funktionsterme rekursiv zu transformieren. Diesmal muß nach
einem Konstruktorterm gesucht werden, der das Ergebnis der Interpretation der
inneren Funktion f2 auf dem Argument ct1 ist und gleichzeitig selbst wieder als
Argument fu¨r die Interpretation von f1 verwendet wird. Ist also
f1(f2(ct1))
.
= ct2
ein Axiom, dann resultiert die (optimierte) Transformation in folgender Regel:
→ I(f2, 〈ct1〉, val(f2(ct1))),
I(f1, 〈val(f2(ct1))〉, ct2),
search s(val(f2(ct1))) .
Schließlich treten in der vierten Zeile der Tabelle 3.1 die beiden Fa¨lle gleichzeitig
auf: links und rechts der Gleichung stehen Funktionsterme, und innerhalb des
linken Funktionsterms tritt ein weiterer Funktionsterm auf. Diesmal muß nach
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zwei Konstruktortermen gesucht werden. Sei also
f1(f2(ct1))
.
= f3(ct2)
ein Axiom, dann ist die transformierte Regel:
→ I(f2, 〈ct1〉, val(f2(ct1))),
I(f1, 〈val(f2(ct1))〉, val(f3(ct2))),
I(f3, 〈ct2〉, val(f3(ct2))),
search s(val(f2(ct1))),
search s′(val(f3(ct2))) .
Bisher haben wir nur den Fall variablenfreier Axiome betrachtet, welche aber nur
selten auftreten.3 Ihre Betrachtung diente eher dem ‘seperation of concerns’. Die
Variablen der Axiome bringen ein ganz anderes Moment in die Transformation
ein, welches wir nun diskutieren wollen.
Die vorletzte Zeile der Tabelle 3.1 behandelt die Gleichung f(x)
.
= ct. Wenn
diese in einem normalisierten Axiom auftritt, dann ist x implizit allquantifiziert.
Entsprechend sollte fu¨r jeden Konstruktorterm ct′ (passender Sorte) das Meta-
Atom I(f, 〈ct′〉, ct), in welchem x durch ct′ ersetzt wird, ‘gelten’. Diese Ersetzung
wird mit Hilfe von bestimmten MG-Regeln und deren Anwendung realisiert. Wir
geben gleich eine solche Regel an und diskutieren sie im Anschluß. Sei f(x)
.
= ct
ein Axiom und sei s sie Sorte von x, dann resultiert die Transformation des
Axioms in folgender MG-Regel:
s(x) → I(f, 〈x〉, ct) .
Hier verwenden wir die Sorte s der Objekt-Signatur als Pra¨dikat zur Bildung eines
(Meta-)Atoms. Dies ist eine bekannte Technik, die oftmals verwendet wird, um
Sorten-Information in einem sortenfreien Rahmen zu repra¨sentieren. U.a. diesen
Zweck erfu¨llt das Sortenpra¨dikat auch hier. Wichtiger jedoch ist die Steuerung der
Instantiierung von Axiomen. Die obige Regel hat ja eine operationale Bedeutung:
entha¨lt ein Modell-Kandidat das Meta-Atom s(ct′) (wobei ct′ ein Konstruktor-
term ist), dann kann das Meta-Atom I(f, 〈ct′〉, ct) zu dem Modell-Kandidaten
hinzugefu¨gt werden.
Generell werden Axiome mit freien Variablen nach dem (zuna¨chst) gleichen Mu-
ster transformiert, das wir in den bisherigen Beispielen schon angedeutet haben.
Variablen werden dabei, so wie bisher schon die Konstruktorterme, unvera¨ndert
u¨bernommen. Die Meta-Atome der Konklusion der Regel enthalten dann die
gleichen Variablen wie das Axiom. Schließlich werden diese Variablen aber gewis-
sermaßen ‘gebunden’, indem die entsprechenden Sorten-Atome in die Pra¨misse
der Regel aufgenommen werden.
3Allerdings tritt in den uns interessierenden Gegenspezifikationen regelma¨ßig ein variablen-
freies Axiom auf, welches das skolemisierte Gegenteil der untersuchten Vermutung darstellt.
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Wenden wir dieses Prinzip noch auf die letzte Zeile der Tabelle 3.1 an. Die Glei-
chung f(x, y)
.
= f(y, x) formalisiert die Kommutativita¨t der Funktion f . Sei diese
Gleichung ein Axiom. Entsprechend dem in den obigen Beispielen diskutierten
Muster besteht die Konklusion der zu bildenden MG-Regel aus den Meta-Atomen
I(f, 〈x, y〉, val(f(y, x))), I(f, 〈y, x〉, val(f(y, x))) und search s(val(f(y, x))). (Wie-
der benutzen wir ein und denselben val-Term fu¨r beide I-Atome, und nur nach
diesem mu¨ssen wir suchen.) Damit ist die Regel aber noch nicht komplett. Die
freien Variablen mu¨ssen noch durch Sorten-Atome in der Pra¨misse ‘gebunden’
werden. Das Ergebnis lautet:
s(x), s(y) → I(f, 〈x, y〉, val(f(y, x))),
I(f, 〈y, x〉, val(f(y, x))),
search s(val(f(y, x))) .
(Die Argumente einer kommutativen Funktion mu¨ssen notwendigerweise die glei-
che Sorte besitzen.) Betrachten wir noch kurz die Wirkung dieser Regel. Entha¨lt
der aktuelle Modell-Kandidat zwei Meta-Atome s(ct1) und s(ct2) (fu¨r Konstruk-
torterme ct1 und ct2), dann werden die folgenden Meta-Atome zum Modell-
Kandidaten hinzugenommen:
I(f, 〈ct1, ct2〉, val(f(ct2, ct1))),
I(f, 〈ct2, ct1〉, val(f(ct2, ct1)))
und
search s(val(f(ct2, ct1))).
Dies ist die richtige Stelle, um auf einen wichtigen Punkt hinzuweisen. Die Ver-
wendung des Meta-Termes val(f(y, x)) mit den Variablen y und x in der MG-
Regel hat den Effekt, daß bei Anwendungen dieser Regel fu¨r jedes Paar ct2 und
ct1 ein neuer Platzhalter erzeugt wird. Die Verwendung der Variablen in den
val-Termen kodiert demnach die Erzeugung neuer Platzhalter nach Bedarf. Die
Verwendung der Terme, wie hier f(y, x), als Parameter von val, hat daru¨ber-
hinaus den Vorteil, daß Platzhalter wiederverwendet werden ko¨nnen, wo dies
semantisch gerechtfertigt ist. Falls z.B. die beiden Terme g(x) und g(y) in zwei
unterschiedlichen Axiomen einer Spezifikation auftreten, dann enthalten die bei-
den resultierenden Regeln die Meta-Terme val(g(x)) und val(g(y)), sowie jeweils
die entsprechenden search-Atome. Falls dann beide Regeln mit dem gleichen
Konstruktorterm ct instantiiert werden, dann entsteht in beiden Fa¨llen dersel-
be Grund-Meta-Term val(g(ct)), fu¨r den auch nur eine Suche initiiert wird!
Das Konzept der val-Terme a¨hnelt der Verwendung von -Termen in ‘freie-Va-
riablen-Tableaux’, welche von M. Giese und dem Autor gemeinsam untersucht
wurden [GA99].
Bisher haben wir nur die Transformation von Gleichungen betrachtet. Die Trans-
formation von Ungleichungen erkla¨rt sich auch am besten an einem Beispiel. Auf
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S. 81 hatten wir die symmetrische MG-Regel fu¨r die Gleichung f1(ct1)
.
= f2(ct2)
angegeben. Sei die entsprechende Ungleichung
f1(ct1) 6
.
= f2(ct2)
ein Axiom, dann ist die resultierende MG-Regel fast identisch mit derjenigen auf
S. 81, nur daß an Stelle des same-Terms der entsprechende different-Term steht:
→ different(val(f1(ct1)), val(f2(ct2))),
I(f1, 〈ct1〉, val(f1(ct1))),
I(f2, 〈ct2〉, val(f2(ct2))),
search s(val(f1(ct1))),
search s(val(f2(ct2))) .
Im Unterschied zur Behandlung der Gleichheit gibt es hier nichts zu optimieren.
Diesmal mu¨ssen wir zwei verschidene val-Terme betrachten und getrennt nach
sie ersetzenden Konstruktortermen suchen. Wir ko¨nnen nicht, wie noch bei der
Gleichheit, die beiden Meta-Terme im Vornherein miteinander identifizieren.
Die Spezifikationen, fu¨r die wir nach Modellen suchen, sind normalisiert. Laut
Def. 2.5.1 sind die Axiome dann Klauseln, d.h. Disjunktionen von Literalen (Glei-
chungen und Ungleichungen). Das letzte noch nicht diskutierte Strukturelement
der zu transformierenden Axiome ist demnach die Disjunktion. Wie schon im
letzten Kapitel angedeutet, verursacht die Zulassung disjunktiver Axiome keine
zusa¨tzlichen Schwierigkeiten fu¨r die Methode. Schon allein die bereits diskutier-
te Suche nach Konstruktortermen verlangt nach Verzweigungen im Baum der
Modell-Kandidaten, vgl. die disjunktiven search-Regeln (Beispiel auf S. 71 und
S. 75). Disjunktive Axiome sind dann nur noch eine weitere mo¨gliche Ursache
fu¨r Verzweigungen. Jedes Disjunktionsglied eines Axioms resultiert in genau ei-
ner Extension der transformierten MG-Regel (syntaktisch getrennt durch den
Strichpunkt, s.u. Def. 3.2.8).
Nach diesen beispielgetriebenen Vorbereitungen werden wir nun pra¨ziser und de-
finieren, top-down, die Bestandteile der Transformation von Axiomen.
Definition 3.2.7 (Transformation der Axiome)
Sei Σ eine ADT-Signatur und sei AX ⊆ KlΣ. Die Modell-Generierungs-Regeln
fu¨r AX sind definiert durch:
TransAxiomsΣ(AX) = {TransAxiomΣ(ax) | ax ∈ AX}
?
Definition 3.2.8 (Transformation eines Axioms)
Sei Σ = (S, C,F , α) eine ADT-Signatur und sei ax ∈ KlΣ mit ax = lit1∨ . . .∨ litn,
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Var(ax) = {x1, . . . , xm} und sort(xi) = si. Die Modell-Generierungs-Regel fu¨r ax
ist definiert durch:
TransAxiomΣ(ax) = s1(x1) , . . . , sm(xm)
→ TransLitΣ(lit1)
;
...
;
TransLitΣ(litn) .
?
Ehe wir uns der Transformation der Literale zuwenden, fu¨hren wir noch eine
nu¨tzliche Abku¨rzung ein, die eine sonst sta¨ndig zu treffende Fallunterscheidung
sozusagen auslagert. Wir haben in den obigen Beispielen gesehen, daß Terme, die
Funktionen enthalten, durch val() zu kapseln sind, was intuitiv fu¨r die (verzo¨gerte)
Auswertung der Terme steht. Konstruktorterme hingegen werden unvera¨ndert
von den Axiomen in die Regeln u¨bernommen, wie auch die Variablen, da diese
bei Anwendung der Regeln mit Konstruktortermen instantiiert werden. Noch
allgemeiner ko¨nnen alle Unterterme der Axiome, die keine Funktionen enthalten,
also nur aus Konstruktoren und Variablen bestehen, innerhalb der MG-Regeln
durch sich selbst repra¨sentiert werden. Diese funktionsfreien Terme einer Signatur
Σ wurden in Def. 2.2.10 definiert als die Menge FFTΣ.
Definition 3.2.9 (Repra¨sentation der Terme)
Sei Σ = (S, C,F , α) eine ADT-Signatur und t ∈ TΣ.
Rep(t) =
{
t falls t ∈ FFTΣ
val(t) sonst
?
Damit la¨ßt sich nun die Transformation der Literale definieren, zuna¨chst sym-
metrisch, also unoptimiert. Es sei daran erinnert, daß jedes TransLitΣ(liti) eine
Extension der Regel TransAxiomΣ(ax) darstellt, und daß wir Extensionen als
Mengen (von Meta-Termen) auffassen.
Definition 3.2.10 (Transformation der Literale)
Sei Σ = (S, C,F , α) eine ADT-Signatur und t1, t2 ∈ Ts fu¨r ein s ∈ S.
TransLitΣ(t1
.
= t2) = { same(Rep(t1),Rep(t2)) }
∪
TransTermΣ(t1)
∪
TransTermΣ(t2)
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TransLitΣ(t1 6
.
= t2) = { different(Rep(t1),Rep(t2)) }
∪
TransTermΣ(t1)
∪
TransTermΣ(t2)
?
Komplizierter, weil rekursiv, ist die Transformation TransTermΣ der Terme. Hier
mu¨ssen wir eine wichtige Fallunterscheidung treffen. Bei funktionsfreien Termen
gibt es nichts zu tun. Entha¨lt ein Term t Funktionen, dann unterscheiden wir
zwei Fa¨lle.
1. Hat t die Form f(t1, . . . , tn), wobei f eine Funktion ist, dann treffen wir
eine Aussage der Form:
”
f wird an der Stelle der (Auswertung der) Terme t1, . . . , tn interpretiert
zu einem Konstruktorterm, den es nun zu suchen gilt.“
Beispiel:
del(n, push(m, st))
wird transformiert zu
I(del , 〈n, push(m, st)〉, val(del(n, push(m, st))))
und
search Stack(val(del(n, push(m, st))))
2. Hat t die Form c(t1, . . . , tn), wobei c ein Konstruktor ist, dann mu¨ssen wir
(auf dieser Ebene) keine Suche anstoßen, sondern ko¨nnen die folgende Aus-
sage treffen:
”
Die Auswertung von t ist der Konstruktor c angewendet auf die (Auswer-
tungen der) Terme t1, . . . , tn.“
Beispiel:
push(m, del(n, st))
wird transformiert zu
is(val(push(m, del(n, st))), push(m, val(del(n, st))))
In beiden Fa¨llen muß die Analyse rekursiv auf den Untertermen fortgesetzt wer-
den. Der obere Beispielterm del(n, push(m, st)) besitzt nur funktionsfreie Unter-
terme, dort ist man fertig. Der untere Beispielterm push(m, del(n, st)) besitzt
einen Unterterm, der nicht funktionsfrei ist, na¨mlich del(n, st). Wendet man die
obige Fallunterscheidung auch auf diesen an, dann tritt wieder der erste Fall ein,
und
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del(n, st)
wird transformiert zu
I(del , 〈n, st〉, val(del(n, st)))
und
search Stack(val(del(n, st)))
In der Formulierung der beiden Fa¨lle ist die Phrase
”
Auswertungen der“ einge-
klammert, weil es von den Untertermen abha¨ngt, ob sie erst noch
”
ausgewertet“
werden mu¨ssen oder nicht. Statt in der folgenden Definition die entsprechenden
Fa¨lle zu unterscheiden, wenden wir die oben definierte Abku¨rzung Rep auf alle
Unterterme an.
Definition 3.2.11 (Transformation der Terme)
Sei Σ = (S, C,F , α) eine ADT-Signatur und t ∈ TΣ.
1. Falls t ∈ FFTΣ , dann:
TransTermΣ(t) = ∅
2. Falls t = a mit a ∈ Fs, α(a) = λ, dann:
TransTermΣ(t) = { I(a, 〈〉, val(a)) ,
search s(val(a)) }
3. Falls t = f(t1, . . . , tn) mit f ∈ Fs, α(f) = s1 . . . sn, dann:
TransTermΣ(t) = { I(f, 〈Rep(t1), . . . ,Rep(tn)〉, val(t)) }
∪
{ search s(val(t)) }
∪
TransTermΣ(t1)
∪
...
∪
TransTermΣ(tn)
4. Falls t = c(t1, . . . , tn) mit c ∈ Cs, α(c) = s1 . . . sn, wobei t 6∈ FFTΣ , dann:
TransTermΣ(t) = { is(val(t), c(Rep(t1), . . . ,Rep(tn))) }
∪
TransTermΣ(t1)
∪
...
∪
TransTermΣ(tn)
?
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In dieser Definition werden f , n, s und c syntaktisch eingesetzt. Falls z.B. del
eine 2-stellige Funktion mit Ergebnissorte Stack ist, dann entsteht bei der Trans-
formation eines durch del angefu¨hrten Terms (Fall 3) die Syntax:
I(del , 〈. . . , . . .〉, . . .) , search Stack(. . .) , . . .
TransTermΣ ist auf TΣ wohldefiniert, da fu¨r jeden Term t ∈ TΣ genau einer der
drei folgenden Fa¨lle zutrifft:
1. Entweder t entha¨lt keine Funktionssymbole (∈ FFTΣ), oder
2. das fu¨hrende Symbol von t ist ein Funktionssymbol, oder
3. das fu¨hrende Symbol von t ist ein Konstruktor und mindestens ein Argu-
mentterm von t entha¨lt Funktionssymbole ({t1, . . . , tn} 6⊆ FFTΣ).
Man beachte, daß TransTermΣ(t) genau dann ∅ liefert, wenn Rep(t) = t ist. Wenn
also im Resultat von TransLitΣ ein Argument von same bzw. different durch sich
selbst repra¨sentiert wird, dann ist die entsprechende Anwendung von TransTermΣ
redundant, was hier modelliert wird durch den Ru¨ckgabewert ∅.
In den anderen Fa¨llen, in denen TransLitΣ den ‘Platzhalter’ val(t) als Argument
von same bzw. different einfu¨hrt, stellt TransTermΣ(t) weitere Informationen u¨ber
eben diesen Platzhalter val(t) bereit.
Zum Zweck der exemplarischen Transformation eines Axioms setzen wir auf die
vorangegangene Beispiel-Transformation der beiden Terme del(n, push(m, st))
und push(m, del(n, st)) auf. Diese Terme sind Bestandteil des folgenden Axio-
mes ax:
ax = n
.
= m ∨ del(n, push(m, st))
.
= push(m, del(n, st))
ax ist die normalisierte Variante eines Axioms der Spezifikation NatStack (vgl.
S. 26). Die einzelnen Bestandteile der Transformation dieses Axioms sind aus
der obigen Diskussion schon bekannt. Zusammengefaßt lautet das Ergebnis von
TransAxiomΣ(ax):
Nat(n), Nat(m), Stack(st)
→
same(n,m) ;
same(val(del(n, push(m, st))), val(push(m, del(n, st)))),
I(del , 〈n, push(m, st)〉, val(del(n, push(m, st)))),
search Stack(val(del(n, push(m, st)))),
is(val(push(m, del(n, st))), push(m, val(del(n, st)))),
I(del , 〈n, st〉, val(del(n, st))),
search Stack(val(del(n, st))) .
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Das Ergebnis der Transformation ist recht la¨nglich. Es sollte dabei nicht vergessen
werden, daß sowohl die Transformation als auch die Ausfu¨hrung des Ergebnisses
automatisch geschieht. Aber auch dem automatischen Verfahren kommt die Opti-
mierung sehr zugute, die in den einfu¨hrenden Beispielen teilweise schon verwendet
wurde und im folgenden Abschnitt definiert wird.
3.2.3 Optimierte Transformation der Literale
In der bis hierher definierten Transformation wird fu¨r jeden Term t, der mit einem
Funktionssymbol beginnt, ein Platzhalter val(t) eingefu¨hrt, nach dessen Wert
spa¨ter gesucht werden muß (‘search s(val(t))’). Infolgedessen werden auch bei
einer Gleichung t1
.
= t2, bei der beide Terme t1 und t2 mit einem Funktionssymbol
beginnen, zwei Platzhalter val(t1) und val(t2) eingesetzt, nach deren Wert dann
getrennt gesucht wird.
Dies ist zwar korrekt, da ungleiche Kombinationen mittels ‘same ’ wieder verwor-
fen werden (s. Def. 3.2.5), aber der Aufwand ist unno¨tig groß. Es wa¨re besser,
nur einen Platzhalter einzufu¨hren, der beide Terme repra¨sentiert (dies ist seman-
tisch gerechtfertigt durch die Gleichheit ‘
.
=’), um so nur eine Suche zu initiieren.
Auch in dem Fall, daß bei einer Gleichung t1
.
= t2 nur einer der beiden Terme
t1 und t2 mit einem Funktionssymbol beginnt, kann ein Platzhalter (und die Su-
che nach entprechenden Werten) eingespart werden. In beiden Fa¨llen kann man
den Repra¨sentanten eines mit einem Funktionssymbol beginnenden Terms, z.B.
Rep(t1), durch den Repra¨sentanten des anderen Terms, in diesem Fall Rep(t2),
ersetzen (unabha¨ngig davon, ob auch t2 mit einem Funktionssymbol beginnt).
Der ‘Vergleich’ mittels same kann dann ga¨nzlich entfallen.
Einige kleine Beispiele hierfu¨r hatten wir schon in Abschnitt 3.2.2 gesehen. Be-
trachten wir, noch vor einer Definition, die optimierte Transformation des gerade
eben behandelten Axioms ax. D.h. es gilt wieder
ax = n
.
= m ∨ del(n, push(m, st))
.
= push(m, del(n, st))
Oftmals, so auch hier, wird nur einer der beiden Terme beidseits der Gleichung
von einem Funktionssymbol angefu¨hrt. Nur dieser Term verursacht (schon auf
oberster Ebene) die Suche nach einem Konstruktorterm (Fall 2. und 3. der Defini-
tion 3.2.11). Darum wird vorzugsweise der zu diesem Term geho¨rende Platzhalter
wegoptimiert.
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Die optimierte Transformation von ax ist gegeben durch:
Nat(n), Nat(m), Stack(st)
→
same(n,m) ;
I(del , 〈n, push(m, st)〉, val(push(m, del(n, st)))),
is(val(push(m, del(n, st))), push(m, val(del(n, st)))),
I(del , 〈n, st〉, val(del(n, st))),
search Stack(val(del(n, st))) .
Es folgt die formale Definition der optimierten Transformation. Was im Lichte
der Beispiele als Vereinfachung wirkt, fu¨hrt auf der Seite der pra¨zisen Definiti-
on zu einer Verkomplizierung. Darum sei der Leser/ die Leserin ermuntert, die
folgende Definition eher flu¨chtig zu lesen. Man kann sich hier mit dem Eindruck
zufrieden geben, daß im Vergleich zu den Definitionen des letzten Abschnitts die
Ebene der Literale-Transformation und diejenige der Term-Transformation ver-
mischt werden, und das auch nur in bestimmten Fa¨llen. Diese Fa¨lle treten aber
in u¨blichen Axiomenmengen sehr ha¨ufig auf!
Definition 3.2.12 (Optimierte Transformation der Literale)
Aus Abschnitt 3.2.2 werden die Definitionen von Rep, TransAxiomΣ und Trans-
TermΣ ohne A¨nderung u¨bernommen. Ebenfalls u¨bernommen wird die Definition
von TransLitΣ auf Ungleichungen (TransLitΣ(t1 6
.
= t2)).
Auf Gleichungen ist TransLitΣ wie folgt definiert:
Sei Σ = (S, C,F , α) eine ADT-Signatur und t1, t2 ∈ Ts fu¨r ein s ∈ S.
1. Falls t1 = f(t11, . . . , t1n), mit f ∈ Fs, dann:
TransLitΣ(t1
.
= t2) = {I(f, 〈Rep(t11), . . . ,Rep(t1n)〉,Rep(t2))}
∪
TransTermΣ(t11)
∪
...
∪
TransTermΣ(t1n)
∪
TransTermΣ(t2)
2. Falls a) t1 ∈ Vs oder t1 = c(t11, . . . , t1n) mit c ∈ Cs,
und
b) t2 = f(t21, . . . , t2m) mit f ∈ Fs,
dann:
TransLitΣ(t1
.
= t2) = TransLitΣ(t2
.
= t1)
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3. Falls a) t1 ∈ Vs oder t1 = c(t11, . . . , t1n) mit c ∈ Cs,
und
b) t2 ∈ Vs oder t2 = c
′(t21, . . . , t2n) mit c
′ ∈ Cs,
dann:
TransLitΣ(t1
.
= t2) = {same(Rep(t1),Rep(t2))}
∪
TransTermΣ(t1)
∪
TransTermΣ(t2)
?
Der 3. Fall, in dem keiner der beiden Terme mit einem Funktionssymbol beginnt,
ist identisch mit der unoptimierten Definition von TransLitΣ.
Im 1. Fall, in dem t1 mit einem Funktionssymbol beginnt, la¨ßt sich die Definition
als Abku¨rzung der folgenden Prozedur auffassen: Man wendet TransLitΣ(t1
.
= t2)
so an wie in Fall 3 beschrieben. In dem Ergebnis werden Rep(t1), Rep(t2) und
TransTermΣ(t2) zuna¨chst nicht expandiert, sondern lediglich TransTermΣ(t1)
(gema¨ß Def. 3.2.11, Fall 2. un 3.). Danach wird u¨berhaupt nicht weiter expan-
diert. Stattdessen wird nun u¨berall Rep(t1) durch Rep(t2) ersetzt (was zula¨ssig ist
wegen ‘t1
.
= t2’). Jetzt lautet das erste Konjunktionsglied same(Rep(t2),Rep(t2)).
Dieses ist selbstversta¨ndlich redundant und kann weggelassen werden. Ebenfalls
redundant ist nun search s(Rep(t1)), da Rep(t1) gar nicht mehr vorkommt. Dieses
Konjunktionsglied wird ebenfalls weggelassen. Das Endergebnis dieser Prozedur
entspricht genau der Definition von Fall 1.
Fall 2 besagt, daß die Terme vertauscht werden, falls nur der linke mit einem
Funktionssymbol anfa¨ngt.
3.2.4 Transformation der Spezifikation
Nachdem nun definiert wurde, inwiefern erstens aus der Signatur und zweitens
aus den Axiomen einer Spezifikation Regeln zur Generierung von Modellen her-
vorgehen, fehlen uns nur noch zwei Regeln zur Komplettierung der Spezifikations-
Transformation (abgesehen von der Frage der Instantiierung, die wir seperat be-
handeln, s.u.). Die noch fehlenden Regeln haben die Aufgabe, sicherzustellen, daß
sowohl die I-Atome als auch die is-Atome rechtseindeutig, d.h. funktional sind.
Die folgende Menge von Regeln ist unabha¨ngig von Σ oder AX.
Definition 3.2.13 (Regeln fu¨r die Funktionalita¨t)
Die beiden Regeln, die fu¨r saturierte A¨ste des Modell-Generierungs-Baumes die
Funktionalita¨t des I- und des is-Atoms garantieren, sind gegeben durch:
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Funktionalitaet = { I(fv, tv, z), I(fv, tv, z′) → same(z, z′) . ,
is(x, y), is(x, y′) → same(y, y′) . }
?
Somit ko¨nnen Spezifikationen komplett transformiert werden.
Definition 3.2.14 (Transformation einer Spezifikation)
Sei 〈Σ, AX〉 eine normalisierte ADT-Spezifikation. Die Modell-Generierungs-Re-
geln fu¨r diese Spezifikation sind definiert durch:
TransSpec(〈Σ, AX〉) = TransSig(Σ) ∪ TransAxiomsΣ(AX) ∪ Funktionalitaet
?
3.3 Beschra¨nkte Instantiierung der Axiome
Aus der Diskussion des letzten Abschnitts, insbesondere aus der Transformation
der Axiome (Def. 3.2.8), ist schon deutlich geworden, daß die transformierten
Axiome erst dann ‘angewendet ’ werden, wenn fu¨r jede ihrer freien Variablen ei-
ne Instanz ‘vorliegt’. Eine Instanz inst ‘liegt’ dann in einem Modell-Kandidaten
‘vor’, wenn s(inst) Element des Modell-Kandidaten ist (wobei s die Sorte von inst
ist). In diesem Fall sprechen wir auch davon, daß inst in dem Modell-Kandidaten
pra¨sent ist. Wenn wir dafu¨r sorgen, daß ein Sorten-Atom der Form s(·) im-
mer einen Konstruktorterm zum Argument hat, dann werden die transformierten
Axiome im Laufe der Modell-Generierung immer mit Konstruktortermen instan-
tiiert (durch Anwendung einer Axiom-Regel, s. Def. 3.2.8). Um der Semantik von
Spezifikationen vo¨llig zu entsprechen, beno¨tigten wir im Prinzip die Pra¨senz aller
Konstruktorterme in jedem Modell-Kandidaten. Da es aber i.a. unendlich viele
Konstruktorterme gibt, ist die Konstruktion solcher Modell-Kandidaten in endli-
cher Zeit nicht mo¨glich. Gerade der Fall, der uns am meisten interessiert, in dem
na¨mlich ein Modell der (Gegen-)Spezifikation existiert, wu¨rde nicht terminieren.
Damit ha¨tten wir die gleiche Situation wie schon bei gewo¨hnlichen Tableaux.
Wir aber wollen ein Verfahren, welches, angewendet auf erfu¨llbare (Gegen-)Spe-
zifikationen, auf jeden Fall terminiert. Um dies zu erreichen, werden lediglich end-
liche Instanzen-Mengen Inst betrachtet. Der Preis hierfu¨r ist, daß die gefundenen
Modelle eigentlich nur Modelle der mit Inst instantiierten Axiome sind. Das be-
deutet: das Verfahren findet zwar alle Modelle, aber mo¨glicherweise zu viele. Aus
diesem Grund muß der Benutzer/die Benutzerin die gefundenen Modelle selbst
abschließend beurteilen. Hierbei wird er/sie unterstu¨tzt durch eine Aufbereitung
des Ergebnisses, die in Abschnitt 5.1 beschrieben werden wird. Wichtig hierbei
ist auch die Mo¨glichkeit, die Modell-Generierung fu¨r unterschiedliche (z.B. gro¨ßer
werdende) Instanzen-Mengen durchzufu¨hren und die Ergebnisse zu vergleichen.
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3.3.1 Grundinstantiierte Formelmengen
Da das Verfahren, welches hier beschrieben wird, Modelle grundinstantiierter
Spezifikationen konstruiert, ist es sowohl fu¨r das Versta¨ndnis als auch im Hinblick
auf die Diskussion der Korrektheit und Vollsta¨ndigkeit hilfreich, eine Notation zur
Verfu¨gung zu stellen, die es erlaubt, in einfacher Weise u¨ber instantiierte Formeln
und Formelmengen zu sprechen.
Definition 3.3.1 (Formel-Instantiierung mit Konstr.-term-Mengen)
Sei Inst ⊆ CTΣ eine Teilmenge der Konstruktorterme und ϕ ∈ ForΣ mit
frei(ϕ) = {x1, . . . , xn}. Die Instantiierung von ϕ mit Inst, kurz [ϕ/Inst],
ist definiert durch:
ψ ∈ [ϕ/Inst]
:⇐⇒
ψ = ϕ[x1/ct1, . . . , xn/ctn] fu¨r Konstruktorterme ct1, . . . , ctn
mit cti ∈ Inst und sort(cti) = sort(xi)
?
Faktum 3.3.2 [ϕ/Inst] sind geschlossene Formeln: [ϕ/Inst] ⊆ For 0Σ
Satz 3.3.3 Falls Inst endlich ist, dann ist auch [ϕ/Inst] endlich.
Beweis: Unter Nichtbeachtung der Wohlsortiertheit kann man nicht mehr als
|frei(ϕ)||Inst| Formeln der Form ϕ[x1/ct1, . . . , xn/ctn] konstruieren, d.h. es gilt
|[ϕ/Inst]| ≤ |frei(ϕ)||Inst|. 
Nun gilt es, die Beziehung zwischen Formeln und ihren Instantiierungen zu be-
leuchten. Tatsa¨chlich ist jede Formel ϕ a¨quivalent zu der Menge ihrer Instan-
tiierungen mit allen Konstruktortermen, [ϕ/CTΣ]. Dies gilt aber nur deshalb,
weil wir eine termerzeugte Semantik zugrunde legen. Den entsprechenden Satz
beweist man durch Induktion u¨ber die Anzahl der freien Variablen in ϕ. Im In-
duktionsschritt beno¨tigt man das folgende Lemma:
Lemma 3.3.4 Sei Σ = (S, C,F , α) eine ADT-Signatur, sei ϕ ∈ ForΣ und x ∈
VΣ mit sort(x) = s. Sei außerdem Ψ = {ϕ[x/ct] | ct ∈ CTs}.
Dann sind {ϕ} und Ψ Σ-a¨quivalent.
Beweis: Wie zeigen: Ist I eine F -Interpretation, dann gilt I |= Ψ ⇐⇒ I |= ϕ.
I |= Ψ
⇐⇒
f.a. ct ∈ CTs gilt I |= ϕ[x/ct]
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⇐⇒
f.a. ct ∈ CTs gilt, daß f.a. β gilt: valI,β(ϕ[x/ct]) = W
⇐⇒
f.a. β gilt, daß f.a. ct ∈ CTs gilt: valI,β(ϕ[x/ct]) = W
⇐⇒ (Substitutionstheorem f. Formeln, Faktum 2.3.15)
f.a. β gilt, daß f.a. ct ∈ CTs gilt: valI,βctx (ϕ) = W
⇐⇒ (!)
f.a. β gilt: valI,β(ϕ) = W
⇐⇒
I |= ϕ 
Satz 3.3.5 Sei ϕ ∈ ForΣ. Dann gilt:
[ϕ/CTΣ] ist Σ-a¨quivalent zu {ϕ}.
Beweis: Wir zeigen durch Induktion u¨ber die Anzahl der freien Variablen in ϕ,
daß I |= [ϕ/CTΣ] ⇐⇒ I |= ϕ. Aus notationellen Gru¨nden betrachten wir zwei
Induktionsanfa¨nge.
Ind.-Anfang:
Falls frei(ϕ) = ∅, dann ist die Beh. trivial.
Falls frei(ϕ) = {x}, dann folgt die Beh. aus Lemma 3.3.4.
Ind.-Schritt:
Sei frei(ϕ) = {x1, . . . , xn} mit sort(xn) = s, dann gilt die folgende Kette von
A¨quivalenzen:
I |= [ϕ/CTΣ]
⇐⇒
I |= ϕ[x1/ct1, . . . , xn/ctn] f.a. Konstruktorterme ct1, . . . , ctn mit cti ∈ Inst und
sort(cti) = sort(xi)
⇐⇒
f.a. Konstruktorterme ct1, . . . , ctn mit cti ∈ Inst und sort(cti) = sort(xi) gilt:
I |= ϕ[x1/ct1, . . . , xn−1/ctn−1][xn/ctn]
⇐⇒ (wg. Lemma 3.3.4)
f.a. Konstruktorterme ct1, . . . , ctn−1 mit cti ∈ Inst und sort(cti) = sort(xi) gilt:
I |= ϕ[x1/ct1, . . . , xn−1/ctn−1]
⇐⇒ (wg. Ind.-Hyp.)
I |= ϕ 
Da wir uns eigentlich fu¨r die Instantiierung einer Formelmenge, na¨mlich der Axio-
me, interessieren, folgen nun die entsprechende Definition und der entsprechende
Satz fu¨r Formelmengen.
Definition 3.3.6 (Instantiierung von Formelmengen)
Sei Inst ⊆ CTΣ eine Teilmenge der Konstruktorterme und Φ ⊆ ForΣ. Die In-
stantiierung von Φ mit Inst, kurz [Φ/Inst], ist definiert durch:
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[Φ/Inst] =
⋃
ϕ∈Φ[ϕ/Inst]
?
Aus dieser Definition und Satz 3.3.3 folgt:
Korollar 3.3.7 Sind Φ ⊆ ForΣ und Inst ⊆ CTΣ beide endlich, dann ist auch
[Φ/Inst] endlich.
Satz 3.3.8 Sei Φ ⊆ ForΣ. Dann gilt:
[Φ/CTΣ] ist Σ-a¨quivalent zu Φ.
Beweis: Wir zeigen, daß I |= Φ ⇐⇒ I |= [Φ/CTΣ] gilt.
I |= Φ
⇐⇒
f.a. ϕ ∈ Φ gilt: I |= ϕ
⇐⇒ (Satz 3.3.5)
f.a. ϕ ∈ Φ gilt: I |= [ϕ/CTΣ]
⇐⇒
I |=
⋃
ϕ∈Φ[ϕ/CTΣ]
⇐⇒
I |= [Φ/CTΣ] 
Korollar 3.3.9 Sei Φ ⊆ ForΣ und Inst ⊆ CTΣ. Dann gilt:
Φ |=Σ [Φ/Inst]
Wir haben also gezeigt, daß man die Axiome theoretisch austauschen ko¨nn-
te gegen unendlich viele grundinstantiierte Formeln. Unser Verfahren benutzt
natu¨rlich nur endlich viele Instanzen, praktisch sogar ziemlich wenige. Dennoch
ist es wichtig, daß wir uns daru¨ber klar geworden sind, welche Bedeutung die
gesamte Menge [Φ/CTΣ] hat, deren endliche Teilmengen [Φ/Inst] wir behandeln
ko¨nnen.
Fu¨r theoretische Zwecke ist die Betrachtung allgemeiner Instanzen-Mengen nu¨tz-
lich. Fu¨r den realen Einsatz jedoch ist es besser, auf einfache Weise interessierende
Mengen von Instanzen benennen zu ko¨nnen. Wir tun dies durch Angabe einer
Obergrenze fu¨r die Anzahl der Konstruktoren in den Instanzen.
Definition 3.3.10 (gro¨ßenbeschra¨nkte Instantiierung von Formeln)
Sei ϕ ∈ ForΣ, Φ ⊆ ForΣ und n ∈ N. Die Instantiierung von ϕ bzw. Φ
mit Konstruktortermen der maximalen Gro¨ße n, kurz ϕ≤n bzw. Φ≤n, ist
definiert durch:4
4Fu¨r |ct| s. Def. 2.2.14.
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ϕ≤n = [ϕ/{ct ∈ CTΣ | |ct| ≤ n}]
bzw.
Φ≤n =
⋃
ϕ∈Φ ϕ≤n
?
Das realisierte Verfahren konstruiert, bei gegebener Spezifikation 〈Σ, AX〉 und
gegebener Obergrenze n, ein Modell fu¨r 〈Σ, AX≤n〉 (falls 〈Σ, AX≤n〉 erfu¨llbar
ist). Fu¨r die Theorie betrachten wir ganz allgemein die Konstruktion von Model-
len von 〈Σ, [AX/Inst]〉 (mit beliebige Instanzen-Mengen Inst). In beiden Fa¨llen
beno¨tigen wir MG-Regeln, welche die jeweiligen Instanzen in jedem Modellkan-
didaten bereitstellen. Diese Regeln folgen im kommenden Abschnitt.
3.3.2 Transformation der Instanzen
Um die Frage der Instantiierung mo¨glichst modular zu der allgemeinen Behand-
lung von Signaturen und Axiomen zu halten, betrachten wir neben der Transfor-
mation TransSpec, die nur die Spezifikation beru¨cksichtigt, eine separate Trans-
formation fu¨r die Bereitstellung von Instanzen in der Modellgenerierung.
Dazu formulieren wir fu¨r theoretische Zwecke (Korrektheit, Vollsta¨ndigkeit) zu-
na¨chst eine sehr allgemeine Transformation TransInstΣ von vorgegebenen In-
stanzen-Mengen Inst ⊆ CTΣ in entsprechende Modell-Generierungs-Regeln. Als
Regelmenge fu¨r die Modell-Generierungs-Prozedur dient dann zuna¨chst:
R = TransSpec(〈Σ, AX〉) ∪ TransInstΣ(Inst)
Definition 3.3.11 (Transformation einer Instanzen-Menge)
Sei Σ eine ADT-Signatur und sei Inst ⊆ CTΣ eine endliche Menge von Kon-
struktortermen. Die Transformation der Instanzen-Menge Inst in Modell-Gene-
rierungs-Regeln ist definiert durch:
r ∈ TransInstΣ(Inst)
:⇐⇒
r = → s(ct) . fu¨r ein ct ∈ CTs mit ct ∈ Inst.
?
Wenn fu¨r diese Regelmenge R die zentralen Sa¨tze abgeleitet sind, dann sind sie
auch unmittelbar anwendbar auf eine fu¨r den praktischen Einsatz besser geeig-
nete Verfeinerung von TransInstΣ, die wir MaxInstΣ nennen. MaxInstΣ erha¨lt
nun noch eine natu¨rliche Zahl als Parameter, die als Beschra¨nkung der Gro¨ße be-
trachteter Instanzen dient. Somit entfa¨llt die Notwendigkeit, Instanzen-Mengen
erst zu bilden und dann als Ganzes der Transformation TransInstΣ zu u¨bergeben.
Die zentralen Sa¨tze sind dann unmittelbar auf MaxInstΣ anwendbar.
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Definition 3.3.12 (Transformation einer Gro¨ßen-Beschra¨nkung fu¨r In-
stanzen)
Sei Σ eine ADT-Signatur und n ∈ N. Die Transformation der Gro¨ßen-Beschra¨n-
kung n fu¨r Instanzen ist gegeben durch:
r ∈ MaxInstΣ(n)
:⇐⇒
r = → s(ct) . fu¨r ein ct ∈ CTs mit |ct| ≤ n.
?
3.4 Anwendung der Modell-Generierungs-Regeln
3.4.1 Bestandteile von Modell-Generierungs-Regeln
Nachdem wir nun die Regeln zur Generierung von Modellen schon eingefu¨hrt ha-
ben, ohne ihre Bestandteile formal zu definieren, ist es im Hinblick auf den weite-
ren Verlauf notwendig, pra¨ziser darauf einzugehen, wie solche Regeln aufgebaut
sind und aus welchen Bestandteilen sie bestehen. Da der spa¨ter zu beschreibende
Mechanismus zur ‘Abarbeitung’ der Regeln ganz wesentlich auf dem Konzept der
Substitution basiert, verallgemeinern wir hier dieses schon bekannte Konzept, um
es auch auf die verwendeten ‘Meta-Terme’ (z.B. val(t)) und ‘Meta-Atome’ (z.B.
I(f, 〈t〉, t′)) anwenden zu ko¨nnen.
Die in den Regeln verwendeten Terme weisen u¨ber die Bestandteile von TΣ hinaus
zwei zusa¨tzliche Bauelemente auf: erstens val, was im intuitiven Sinne fu¨r die
‘noch nicht ausgewertete’ Auswertefunktion valI steht, zweitens argn, was im
intuitiven Sinne fu¨r die Selektion von Argumenten aus einem Term steht (vgl.
Def. 2.2.13). Das n in argn ist eine natu¨rliche Zahl kleiner gleich der maximalen
Konstruktor-Stelligkeit der betrachteten Signatur.
Definition 3.4.1 (maximale Konstruktor-Stelligkeit)
Sei Σ = (S, C,F , α) eine ADT-Signatur. Die maximale Stelligkeit der Kon-
struktoren in Σ, maxα(Σ) , ist definiert durch:
maxα(Σ) = max({|α(c)| | c ∈ C})
?
Damit ko¨nnen wir nun Meta-Terme definieren, bestehend aus Variablen, Kon-
struktoren, Funktionen, val und argn. Strukturelle Bedingungen an die Meta-
Terme, wie sie im Abschnitt 3.2 besprochen wurden (z.B. die notwendige Kapse-
lung von Funktionstermen mittels val), sind zuna¨chst noch nicht beru¨cksichtigt.
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Definition 3.4.2 (Meta-Terme)
Sei Σ = (S, C,F , α) eine ADT-Signatur. Die Menge der Meta-Terme, MTΣ, ist
minimal definiert durch:
• VΣ ⊆MTΣ,
• falls l ∈ C ∪ F und α(l) = λ, dann l ∈MTΣ,
• falls l ∈ C ∪ F , |α(l)| = n und {t1, . . . , tn} ⊆MTΣ,
dann l(t1, . . . , tn) ∈MTΣ,
• falls t ∈MTΣ, dann val(t) ∈MTΣ,
• falls t ∈MTΣ und n ∈ {1, . . . ,maxα(Σ)}, dann argn(t) ∈MTΣ.
?
Definition 3.4.3 (auftretende Variablen, Grund-Meta-Terme)
Auch fu¨r Meta-Terme t ∈ MTΣ ist Var(t) die Menge der darin auftretenden
Variablen, definiert wie in Def. 2.2.15 und zusa¨tzlich:
Var(argn(t)) = Var(val(t)) = Var(t)
Die Menge der Grund-Meta-Terme MT 0Σ ist definiert durch:
MT 0Σ = {t ∈MTΣ | Var(t) = ∅}
?
Die Definition der Meta-Terme beru¨cksichtigt keine Sorten und ist auch sonst
ist sehr viel allgemeiner als die Form der tatsa¨chlich bei der Modellkonstrukti-
on auftretenden Meta-Terme, die einem spezielleren, nicht ganz simplen Muster
folgen. Der Grund, die Terme nicht gleich nach dem Muster zu definieren, ist,
daß die Substitution dann komplizierter zu definieren ist. Man bra¨uchte dann
so etwas wie zula¨ssige Substitutionen, die das Muster erhalten. Stattdessen las-
sen wir allgemeinere Terme zu und erhalten das Muster als Invariante bei der
Modellkonstruktion, was dann zu beweisen sein wird. Neben den theoretischen
Vorteilen ist ein sehr wichtiger Aspekt hierbei, daß wir in der praktischen Rea-
lisierung ein Werkzeug einsetzen ko¨nnen, das allgemeines Matching verwendet,
ohne daß deswegen eine Korrektheitslu¨cke entsteht.
Trotzdem definieren wir schon an dieser Stelle das angesprochene Muster fu¨r
variablenfreie Meta-Terme, ohne uns aber in den folgenden Definitionen darauf
zu stu¨tzen. Theoretisch wird es erst wieder aufgegriffen, wenn im Rahmen der
Vollsta¨ndigkeits-Betrachtungen die Befolgung des Musters beno¨tigt und deswegen
auch bewiesen wird. Bis dahin dient die folgende Definition dem Versta¨ndnis
dafu¨r, welche Art von Meta-Termen wirklich auftreten.
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Definition 3.4.4 (wohlgeformte Grund-Meta-Terme)
Sei Σ = (S, C,F , α) eine ADT-Signatur. Die Menge der wohlgeformten Grund-
Meta-Terme, wMTΣ, ist minimal definiert durch:
• ist t ∈ T 0Σ \ CTΣ (d.h. t entha¨lt eine Funktion),
dann ist val(t) ∈ wMTΣ,
• ist val(t) ∈ wMTΣ,
dann ist argn(t) ∈ wMTΣ, fu¨r alle n ∈ {1, . . . ,maxα(Σ)},
• ist argn(t) ∈ wMTΣ,
dann ist argm(argn(t)) ∈ wMTΣ, fu¨r alle m ∈ {1, . . . ,maxα(Σ)},
• ist c ∈ C, mit α(c) = λ, dann ist c ∈ wMTΣ,
• ist {t1, . . . , tn} ⊆ wMTΣ und ist c ∈ C, |α(c)| = n,
dann ist c(t1, . . . , tn) ∈ wMTΣ.
Die Elemente von wMTΣ bezeichnen wir als wohlgeformte Grund-Meta-Ter-
me, oder etwas ku¨rzer auch als wohlgeformte Meta-Terme. ?
Korollar 3.4.5 Es gilt:
CTΣ = (FFTΣ ∩ T
0
Σ) ⊆ wMTΣ ⊆ MT
0
Σ ⊆MTΣ
In wohlgeformten Meta-Termen treten Funktionen nur innerhalb von val(·) auf.
Das Argument von val(·) muß sogar ein Funktionsterm sein! val hat gerade die-
sen Sinn, Funktionsterme zu kapseln, weil man auf der Meta-Ebene u¨ber ihre
‘Auswertung’ redet. Reine Konstruktorterme bleiben ungekapselt, da sie mit ih-
rer eigenen Auswertung u¨bereinstimmen. Darum betrachten wir sie gleichzeitig
als Objekt- und als Meta-Terme.
Die Definition der Wohlgeformtheit la¨ßt immer noch mehr Terme zu als tat-
sa¨chlich auftreten. Z.B. werden die Sorten nicht per Definition beachtet. Dies
wa¨re auch nicht lokal fu¨r Meta-Terme definierbar. Beispielsweise kann die ‘Sorte’
von arg1(val(t)) von anderen Meta-Atomen abha¨ngen, aus denen hervorgeht, zu
welchem Konstruktorterm t evaluiert.
(Wie schon angeku¨ndigt, setzten die nun folgenden Definitionen die Wohlgeformtheit
von Meta-Termen nicht voraus.)
Als na¨chstes wollen wir, aufbauend auf den Meta-Termen, die in den Regeln
verwendeten Meta-Atome definieren, wie z.B. is- oder I-Atome. Speziell fu¨r die
I-Atome beno¨tigen wir aber noch andere Bestandteile als bloße Meta-Terme. Fu¨r
das erste Argument muß es die Mo¨glichkeit geben, Funktionen ohne Argumente
selbst als Argumente des I-Atoms zu verwenden. Fu¨r das zweite Argument ist
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die Bildung von Tupeln vonno¨ten. Ein Blick z.B. auf die Regel fu¨r die Funktio-
nalita¨t von I, ‘I(fv, tv, z), I(fv, tv, z′) → same(z, z′) .’, zeigt, daß wir sowohl fu¨r
Funktionen als auch fu¨r Tupel sogar noch Variablen brauchen. Allerdings kom-
men wir mit jeweils einer aus, na¨mlich mit fv als Funktionsvariable und tv als
Tupel-Variable.
Definition 3.4.6 (Funktions-Ausdru¨cke)
Sei Σ = (S, C,F , α) eine ADT-Signatur.
fv ist eine (die einzige) Funktionsvariable (fv 6∈ VΣ ∪ C ∪ F).
FAΣ = {fv} ∪ F ist die Menge der (Σ)-Funktionsausdru¨cke.
Die Menge der auftretenden Variablen ist offensichtlich definiert:
Var(fa) =
{
{fv} falls fa = fv
∅ falls fa ∈ F
?
Nun definieren wir Tupel von Termen.
Definition 3.4.7 (Meta-Term-Tupel)
Sei Σ = (S, C,F , α) eine ADT-Signatur.
tv ist eine (die einzige) Tupelvariable (tv 6∈ VΣ ∪ C ∪ F).
Die Menge der Meta-Term-Tupel, MTTΣ, ist minimal definiert durch:
• tv ∈ MTTΣ
• 〈〉 ∈ MTTΣ
• wenn {t1, . . . , tn} ⊆MTΣ, dann ist 〈t1, . . . tn〉 ∈ MTTΣ
Die Menge der auftretenden Variablen ist definiert durch:
Var(tv) = {tv}, Var(〈〉) = ∅, Var(〈t1, . . . , tn〉) = Var(t1) ∪ . . . ∪ Var(tn) ?
Die Variablen in den Meta-Termen sind im wesentlichen die ‘normalen’ Variablen
aus der Menge VΣ, zuzu¨glich der Variablen fv und tv. All diese Variablen werden
in den Regeln verwendet. Wir nennen sie dann ‘Meta-Variablen’, und zwar aus
zweierlei Gru¨nden: erstens, weil sie hier die Rolle von ‘Regel-Schema-Variablen’
einnehmen, und zweitens, weil sie durch Meta-Terme substituiert werden:
Definition 3.4.8 (Meta-Variablen, Meta-Variablen-Substitution)
Sei Σ eine ADT-Signatur. Die Menge der Meta-Variablen MVΣ ist definiert durch:
MVΣ = VΣ ∪ {fv, tv}
Eine Meta-Variablen-Substitution (MV-Substitution) ist eine Abbildung
σ : MVΣ →MTΣ ∪ FAΣ ∪MTTΣ,
wobei nur fu¨r endlich viele Variablen σ(x) 6= x gilt, und wobei:
σ(fv) ∈ FAΣ, σ(tv) ∈ MTTΣ und σ(x) ∈MTΣ, falls x ∈ VΣ.
?
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Man beachte, daß wegen TΣ ⊆ MTΣ auch normale Substitutionen als MV-
Substitutionen aufgefaßt werden ko¨nnen (mit σ(fv) = fv und σ(tv) = tv). Diesen
Umstand werden wir noch ausnutzen. Die Verwendung normaler Variablen als
Meta-Variablen hat u.a. auch den Vorteil, daß die Transformation von Regeln
aus Axiomen einer Spezifikation erheblich einfacher wird.
Nun stehen uns alle syntaktischen Zutaten zur Verfu¨gung, die zur Definition von
Meta-Atomen beno¨tigt werden.
Definition 3.4.9 (Meta-Atome)
Sei Σ = (S, C,F , α) eine ADT-Signatur. Die Menge der Meta-Atome, MAΣ, ist
minimal definiert durch:
• wenn t ∈MTΣ und s ∈ S, dann ist {s(t), search s(t)} ⊆ MAΣ
• wenn {t1, t2} ⊆MTΣ, dann ist
{is(t1, t2), same(t1, t2), different(t1, t2)} ⊆ MAΣ
• wenn fa ∈ FAΣ ein Funktionsausdruck, mtt ∈ MTTΣ ein Meta-Term-Tupel
und t ∈MTΣ, dann ist I(fa,mtt, t) ∈ MAΣ
Die Menge der in Meta-Atomen auftretenden Variablen ist definiert durch:
• Var(s(t)) = Var(search s(t)) = Var(t)
• Var(is(t1, t2)) = Var(same(t1, t2)) = Var(different(t1, t2)) = Var(t1)∪Var(t2)
• Var(I(fa,mtt, t)) = Var(fa) ∪ Var(mtt) ∪ Var(t)
Die Menge der Grund-Meta-Atome, MA0Σ, ist definiert durch:
t ∈ MA0Σ :⇐⇒ t ∈ MAΣ und Var(t) = ∅
Die Menge der in Mengen von Meta-Atomen auftretenden Variablen ist definiert
durch: Sei A ⊆MA, dann gilt:
x ∈ Var(A) :⇐⇒ x ∈ Var(at) fu¨r ein at ∈ A
?
Wir erweitern die Meta-Variablen-Substitutionen auf Meta-Terme und Meta-
Atome:
Definition 3.4.10 (Substitution in Meta-Termen und Meta-Atomen)
Sei Σ eine ADT-Signatur und σ eine Meta-Variablen-Substitution. Wir erweitern
σ zu einer postfix notierten Abbildung σ auf Meta-Termen:
• xσ = σ(x) und lσ = l, fu¨r x ∈ VΣ und l ∈ C ∪ F
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• (l(t1, . . . , tn))σ = l(t1σ, . . . , tnσ), falls l(t1, . . . , tn) ∈MTΣ
• (val(t))σ = val(tσ)
• (argn(t))σ = argn(tσ)
Weiterhin erweitern wir σ weiter zu einer Abbildung auf Meta-Term-Tupeln und
Funktionsausdru¨cken.
• (tv)σ = σ(tv)
• 〈〉σ = 〈〉
• 〈t1, . . . , tn〉σ = 〈t1σ, . . . , tnσ〉
• (fv)σ = σ(fv)
• fσ = f , falls f ∈ F
Weiterhin erweitern wir σ weiter zu einer Abbildung auf Meta-Atomen.
• (s(t))σ = s(tσ), (search s(t))σ = search s(tσ)
• (is(t1, t2))σ = is(t1σ, t2σ), (same(t1, t2))σ = same(t1σ, t2σ),
(different(t1, t2))σ = different(t1σ, t2σ)
• (I(fa,mtt, t))σ = I(faσ,mttσ, tσ)
Schließlich erweitern wir σ weiter zu einer Abbildung auf Mengen von Meta-
Atomen:
Sei {at1, . . . , atn} ⊆ MAΣ, dann ist {at1, . . . , atn}σ = {at1σ, . . . , atnσ}
. ?
Nun werden wir die bisher informell eingefu¨hrte allgemeine Form von Modell-
Generierungs-Regeln pra¨zise definieren. Dies dient vor allen Dingen dem Zweck,
die Modell-Generierungs-Prozedur genau definieren zu ko¨nnen. Zuna¨chst wieder-
holen wir zum besseren Versta¨ndnis die schon bekannte, informell eingefu¨hrte
Struktur von Regeln:
at1, . . . , atn︸ ︷︷ ︸
Pra¨misse
→
Konklusion︷ ︸︸ ︷
at11, . . . , at1n1︸ ︷︷ ︸
1.Extension
; . . . ; atm1 , . . . , atmnm︸ ︷︷ ︸
m.Extension
.
Wir ko¨nnen darauf verzichten, innerhalb einer Pra¨misse oder innerhalb der Ex-
tension eine Reihenfolge der Meta-Atome zu betrachten. Wir behandeln daher
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Pra¨missen und Extensionen als Mengen und vereinbaren, daß in der konkreten
Syntax der Regeln die Mengenklammern weggelassen werden ko¨nnen. (Die Be-
handlung als Menge ist auch von Vorteil bei der Transformation.) Hingegen fassen
wir die Konklusion nicht als Menge auf, sondern betrachten hier eine Reihenfolge.
Die in der Realisierung benutzte Beweisprozedur ‘behandelt’ na¨mlich die Exten-
sionen von links nach rechts, und dies machen wir uns zunutze, um einfachere
Modelle zuerst zu konstruieren.
Definition 3.4.11 (Modell-Generierungs-Regeln)
Sei Σ eine ADT-Signatur. Sei Pr eine endliche Menge von Meta-Atomen, Pr ⊆
MAΣ, |Pr| < ∞. Sei {Ext1, . . . ,Extn} bzw. {} eine Menge von Meta-Atom-
Mengen, Exti ⊆ MAΣ, 0 < |Exti| <∞, und es gelte Var(Ext1)∪ . . .∪Var(Extn) ⊆
Var(Pr) (Wertebeschra¨nktheit). Dann ist:
Pr → Ext1 ; . . . ; Extn . bzw. Pr → .
eine Σ-Modell-Generierungs-Regel, kurz MG-Regel.
Ist r = Pr → Ext1 ; . . . ; Extn . eine MG-Regel, dann erha¨lt man die Pra¨misse
sowie die Menge der Extensionen von r durch die Abbildungen pra¨misse bzw.
extensionen, d.h.
pra¨misse(r) = Pr und extensionen(r) = {Ext1, . . . ,Extn}.
?
Laut Definition handelt es sich bei Pr und Exti formal um Mengen. Wie schon
gewohnt lassen wir aber in der Notation dieser Mengen innerhalb der Regeln die
Mengenklammern weg.
Jetzt ko¨nnen wir feststellen, daß das Ergebnis der in Abschn. 3.2 definierten
Transformation tatsa¨chlich eine Menge von MG-Regeln ist.
Faktum 3.4.12 Sei 〈Σ, AX〉 eine normalisierte ADT-Spezifikation, Inst ⊆ CTΣ
und sei R = TransSpec(〈Σ, AX〉)∪TransInstΣ(Inst). Dann ist jedes r ∈ R eine
MG-Regel.
3.4.2 Die Modell-Generierungs-Prozedur
Die Prozedur zur Erzeugung von Modellen (erfu¨llenden Interpretationen) von
ADT-Spezifikationen, die wir nun einfu¨hren, wird in der Literatur (z.B. [FH91])
bezeichnet mit dem englischen Begriff ‘model generation’, und geht zuru¨ck auf
R. Manthey und F. Bry [MB88].5 Die beiden zitierten Papiere beschreiben insbe-
sondere Implementierungen dieser Prozedur. Die a¨ltere Implementierung ist das
in Prolog geschriebene System ‘SATCHMO’ (SATisfiability CHecking by MOdel
5Die allgemeineren Hyper-Tableaux wurden bereits von F. Brown [Bro78] betrachtet.
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generation) [MB88]. Zur systemischen Umsetzung der in der vorliegenden Ab-
handlung beschriebenen Methode wurde das etwas ju¨ngere und bis zum heutigen
Tage intensiv weiter entwickelte System ‘MGTP’ (model generation theorem pro-
ver) [FH91] verwendet, fu¨r das seit ca. drei Jahren eine an der Universita¨t von
Fukuoka entwickelte, hocheffiziente Re-Implementierung in Java vorliegt [FH98].
Die nun folgende Einfu¨hrung der Modell-Generierungs-Prozedur ist in der Dar-
stellung speziell auf unsere Bedu¨rfnisse abgestimmt. Wir erwa¨hnen hier nur kurz
die in der Hauptsache terminologischen Unterschiede. Die von uns bisher und
auch weiterhin als ‘MG-Regeln’ bezeichneten syntaktischen Konstrukte der Form
at1, . . . , atn → at11, . . . , at1n1 ; . . . ; atm1 , . . . , atmnm .
werden dort als ‘range restricted clauses’ (wertebeschra¨nkte Klauseln) bezeichnet.
Dabei wird folgende Sichtweise eingenommen: diese Klauseln bilden eine Formel-
menge, deren Erfu¨llbarkeit durch ‘model generation’ u¨berpru¨ft wird. Als ‘model’
wird hierbei eine widerspruchsfreie Menge von Grund-Atomen angesehen, die in
einem gewissen Sinne gegenu¨ber den Klauseln saturiert ist.
Wir hingegen nehmen eine etwas andere Sichtweise ein. Das obige syntaktische
Konstrukt dient der Notation von Regeln eines theoriespezifischen, aus der Spezi-
fikation transformierten Kalku¨ls, und der ‘model generation’-Mechanismus nimmt
die Rolle einer Beweisprozedur fu¨r diesen Kalku¨l ein. Wir verwenden also die
‘range restricted clauses’ gewissermaßen als eine deklarative Programmiersprache
(vergleichbar mit Prolog), die es uns erlaubt, Regeln eines Kalku¨ls sehr direkt zu
notieren und ausfu¨hren zu lassen.6 Den Begriff ‘Klausel’ verwenden wir außerdem
schon auf der Ebene der (normalisierten) Spezifikationen.
Wir vermeiden also in unserem Zusammenhang die Betrachtung verschiedener
Formel-Ebenen. Echte Formeln, auch ‘Objekt-Formeln’ genannt, finden sich bei
uns nur in den Spezifikationen. Die Suche nach Modellen dieser Spezifikationen
wird nicht durch Formeln, sondern durch Regeln repra¨sentiert. Die Regeln sind
in der schon erkla¨rten Weise aufgebaut aus Meta-Termen und Meta-Atomen.
Wie schon gesagt, sind die in den Regeln auftretenden Variablen ihrer Natur
nach Regel-Schema-Variablen. Die Modell-Generierungs-Prozedur baut intuitiv
einen Baum auf, dessen Knoten Grund -Meta-Atome sind. Die A¨ste des Baumes
bezeichnen wir nicht direkt als ‘Modell’. Stattdessen sehen wir speziell in den
I-Atomen eines Astes eine Repra¨sentation von Modellen der betrachteten Spe-
zifikation. Solche Unterschiede erscheinen auf den ersten Blick subtil und sollen
uns nicht weiter bescha¨ftigen. Diese kurze Diskussion sollte lediglich den Zusam-
menhang mit der Terminologie in der Literatur herstellen.
6Der Hauptunterschied zu Prolog ist, daß die Implikation dort operational ru¨ckwa¨rts, bei ‘mo-
del generation’ hingegen vorwa¨rts ‘ausgefu¨hrt’ wird. Dies wird im folgenden noch deutlich
werden.
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Ein weiterer Unterschied ist, daß in der Literatur nur einelementige Extensionen
betrachtet werden. Da aber das von uns verwendete Werkzeug MGTP mehrele-
mentige Extensionen unterstu¨tzt und wir diese auch dringend brauchen, beschrei-
ben wir sie hier auch auf der Ebene der Theorie.
Definition 3.4.13 (MG-A¨ste, MG-Ba¨ume)
Sei Σ eine ADT-Signatur.
Ein Σ-Modell-Generierungs-Ast A ist eine Menge von Grund-Meta-Atomen,
A ⊆ MA0Σ.
Ein Σ-Modell-Generierungs-Baum ist entweder eine Sequenz dA1| . . . |Ane
von n > 0 MG-A¨sten oder die leere Sequenz d e.
Die Menge der A¨ste eines MG-Baumes B, a¨ste(B), ist definiert durch:
a¨ste(B) =
{
∅ falls B = d e
{A1, . . . , An} falls B = dA1| . . . |Ane
Die Menge der Atome eines MG-Baumes B, atome(B), ist definiert durch:
atome(B) =
{
∅ falls B = d e
A1 ∪ . . . ∪ An falls B = dA1| . . . |Ane
?
Rein formal sind diese Ba¨ume keine Ba¨ume, sondern Sequenzen von Mengen. Die
Bezeichnung ‘Baum’ dient der Anschauung. Die Zeichen d und e sollen die in
der Informatik verbreitete Vorstellung stu¨tzen, daß Ba¨ume nach ‘unten’ wachsen
bzw. ‘oben’ zusammenlaufen.7
In Vorbereitung der eigentlichen Modell-Generierungs-Prozedur wird nun be-
schrieben, wann ein Ast gegenu¨ber einer Regelmenge R als saturiert gilt, wie
ein Ast erweitert werden kann und wann er verworfen werden muß.
Definition 3.4.14 (R-Saturiertheit eines Astes)
Sei R eine Menge von Modell-Generierungs-Regeln und sei A ⊆ MT 0Σ ein MG-
Ast.
A ist R-saturiert
:⇐⇒
fu¨r jede Regel r ∈ R und jede Meta-Variablen-Substitution σ gilt:
1. falls r = Pr → ., dann gilt (Pr)σ 6⊆ A.
7Bekanntlich wachsen in der Informatik die Ba¨ume nicht in den Himmel.
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2. falls r = Pr → Ext1; . . . ; Extn., dann gilt:
wenn (Pr)σ ⊆ A, dann gilt fu¨r ein i ∈ {1, . . . , n}, daß Extiσ ⊆ A.
?
Intuitiv ist ein Ast genau dann R-saturiert, wenn keine Regel aus R mehr auf
ihn anwendbar ist. In diesem Fall gibt es entweder keine Regel-Pra¨misse, die auf
den Ast ‘matcht’; oder aber es gibt eine Regel mit ‘matchender’ Pra¨misse, deren
Anwendung redundant ist. Eine Regelanwendung ist redundant, wenn einer der
neu entstehenden A¨ste mit dem alten Ast u¨bereinstimmt, weil die entsprechende
Extension nach Anwendung der Substitution schon Teil des alten Astes ist.
Definition 3.4.15 (Erweiterung eines Astes)
Sei B = dA1| . . . |Ane ein MG-Baum mit n > 0, sei Ai ∈ {A1, . . . , An}, sei r =
Pr → Ext1; . . . ; Extm. eine MG-Regel und σ eine Meta-Variablen-Substitution.
Es gilt: falls (Pr)σ ⊆ Ai, dann ist die Erweiterung von Ai in B mittels r und
σ, kurz Erw(Ai, B, r, σ), definiert durch
Erw(Ai, B, r, σ) := dA1| . . . |Ai−1|Ai ∪ (Ext1)σ| . . . |Ai ∪ (Extm)σ|Ai+1| . . . |Ane
?
Definition 3.4.16 (Verwerfen eines Astes)
Sei B = dA1| . . . |Ane ein MG-Baum mit n > 0, sei Ai ∈ {A1, . . . , An}, sei
r = Pr → . eine MG-Regel und σ eine Meta-Variablen-Substitution.
Es gilt: falls (Pr)σ ⊆ Ai, dann ist das Verwerfen des Astes Ai in B mittels
r und σ, kurz Verw(Ai, B, r, σ), definiert durch
Verw(Ai, B, r, σ) :=
{
dA1| . . . |Ai−1|Ai+1| . . . |Ane falls n > 1
d e falls n = 1
?
Mit Hilfe dieser Operationen auf Ba¨umen ko¨nnen wir nun die allgemeine Modell-
Generierungs-Prozedur angeben.
Definition 3.4.17 (allgemeine Modell-Generierungs-Prozedur)
Die allgemeine Modell-Generierungs-Prozedur ist die in Abb. 3.3 in Pseudo-Code
wiedergegebene indeterministische Prozedur MG-proc(R), wobei der Eingabe-Pa-
rameter R eine Menge von MG-Regeln ist. ?
Der letzte Teil der etwas la¨nglichen if-Bedingung in Schritt 4. von MG-proc
dient dazu, die Modell-Konstruktion dann abzubrechen, wenn die einzige noch
mo¨gliche Regelanwendung redundant ist in dem oben beschriebenen Sinne. Dies
garantiert die Korrektheit der Antwort
”
Aj ist R-saturiert“, gema¨ß dem folgenden
Satz.
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MG-proc(R)
1. B1 := d∅e; i := 1
2. wa¨hle ein Aj ∈ a¨ste(Bi)
3. if fu¨r ein r ∈ R und ein σ gilt:
r = Pr → . und (Pr)σ ⊆ Aj
then Bi+1 := Verw(Aj, Bi, r, σ);
if Bi+1 = d e
then return(
”
abgelehnt“)
else i := i + 1; goto 2.
4. if fu¨r ein r ∈ R und ein σ gilt:
r = Pr → Ext1; . . . ; Extm. und (Pr)σ ⊆ Aj,
und fu¨r kein Extk ∈ {Ext1, . . . ,Extm} gilt: (Extk)σ ⊆ Aj
then Bi+1 := Erw(Aj, Bi, r, σ); i := i + 1; goto 2.
5. return(
”
Aj ist R-saturiert“)
Abbildung 3.3: die allgemeine Modell-Generierungs-Prozedur
Satz 3.4.18 Sei R eine Menge von Modell-Generierungs-Regeln. Dann gilt:
falls MG-proc(R) mit der Ausgabe
”
A ist R-saturiert“ stoppt, dann ist A tatsa¨ch-
lich R-saturiert i.S.d. Def. 3.4.14.
Beweis: Die einzige Mo¨glichkeit, den Schritt 5. zu erreichen, besteht darin, daß
die if-Bedingungen in Schritt 3. und 4. verletzt sind. Die Negation dieser Bedin-
gungen entspricht gerade der Definition der R-Saturiertheit. 
Der Zustandsraum, auf dem die Prozedur MG-proc operiert, besteht aus den MG-
Ba¨umen. Entsprechend fassen wir als ‘Lauf’ der Prozedur eine Folge von Ba¨umen
auf.
Definition 3.4.19 (La¨ufe von MG-proc)
Sei R gegeben. Jede bei einer indeterministischen Ausfu¨hrung von MG-proc(R)
entstehende, endliche bzw. unendliche Folge B1, . . . , Be bzw. B1, B2, . . . von Ba¨u-
men bezeichnet man als (mo¨glichen) Lauf von MG-proc(R). Der Lauf heißt ter-
minierend gdw. er endlich ist. Ensteht bei einer indeterministischen Ausfu¨hrung
von MG-proc(R) ein terminierender Lauf L, dann bezeichenen wir die Ausgabe
von MG-proc(R) auch als Ausgabe des Laufes L.
Ein terminierender Lauf B1, . . . , Be terminiert durch die Saturierung eines
Astes, falls Be 6= d e. ?
Jeder Lauf, der mit der Saturierung eines Astes terminiert, hat die Ausgabe
”
A
ist R-saturiert“, fu¨r einen Ast A.
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Nun ko¨nnen wir noch, zum Abschluß dieses Kapitels, unsere Methode zur Gene-
rierung von Modellen (instantiierter) normalisierter Spezifikationen zusammen-
fassen, und zwar in einer notationell sehr pra¨gnanten Weise.
Sei 〈Σ, AX〉 eine normalisierte ADT-Spezifikation und sei Inst eine
endliche Teilmenge von CTΣ. Die Suche nach einem Modell von
〈Σ, [AX/Inst]〉 besteht in der Ausfu¨hrung von:
MG-proc( TransSpec(〈Σ, AX〉) ∪ TransInstΣ(Inst) )
Fu¨r die Realisierung wird spa¨ter 〈Σ, [AX/Inst]〉 durch 〈Σ, AX≤n〉 ersetzt, sowie
TransInstΣ(Inst) durch MaxInstΣ(n).
108
4 Korrektheit und Vollsta¨ndigkeit
In diesem Kapitel werden die zentralen Eigenschaften der in Kapitel 3 beschrie-
benen Methode formuliert und bewiesen. Konkret geht es darum, pra¨zise den
Zusammenhang zu untersuchen zwischen dem Ergebnis der Modell-Generierungs-
Prozedur MG-proc (angewendet auf die Transformation einer Spezifikation und
einer Instanzen-Menge) und der urspru¨nglichen Spezifikation.
Wir fassen hier kurz und recht informell die Hauptaussagen zusammen, denen
dieses Kapitel gewidmet ist. Sei 〈Σ, AX〉 eine normalisierte ADT-Spezifikation
und sei Inst eine endliche Teilmenge von CTΣ. Sei weiterhin R die folgende Menge
von MG-Regeln:
R = TransSpec(〈Σ, AX〉) ∪ TransInstΣ(Inst)
Dann gilt:
• beschra¨nkte Modell-Korrektheit:
Falls MG-proc(R) mit der Ausgabe
”
A ist R-saturiert“ terminiert, wobei
A ein MG-Ast ist, dann ist die instantiierte Spezifikation 〈Σ, [AX/Inst]〉
erfu¨llbar. Außerdem kann man aus A eine Interpretation I ablesen mit
I  〈Σ, [AX/Inst]〉.
(Vgl. Abschn. 4.3.)
• Unerfu¨llbarkeits-Korrektheit:
Falls MG-proc(R) mit der Ausgabe
”
abgelehnt“ terminiert, dann ist die
Spezifikation 〈Σ, AX〉 unerfu¨llbar.
(Vgl. Abschn. 4.4.)
• Modell-Vollsta¨ndigkeit:
Falls 〈Σ, AX〉 erfu¨llbar ist, dann terminiert MG-proc(R) mit der Ausgabe
”
A ist R-saturiert“, und es gilt I  〈Σ, [AX/Inst]〉 fu¨r jede Interpretation
I, die man aus A ablesen kann. (Dies gilt unabha¨ngig von der Wahl von
Inst !)
(Vgl. Abschn. 4.5.)
Die ersten zwei Abschnitte dieses Kapitels dienen der Vorbereitung auf die Be-
weise dieser Aussagen. Darin werden wichtige Eigenschaften der Transformation
sowie von Meta-Atom-Mengen (MG-A¨sten) zusammengetragen.
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4.1 Eigenschaften der Transformation
Hier formulieren und beweisen wir, noch losgelo¨st vom Mechanismus der Re-
gelanwendung, einige Eigenschaften der puren Transformation, die spa¨ter fu¨r die
Beweise in den Abschnitten 4.3 bis 4.5 ausgenutzt werden. Insbesondere zeigen
wir, daß die Transformation (von Termen und Literalen) einerseits und die Meta-
Variablen-Substitution andererseits kommutieren. Dies ermo¨glicht es uns, viele
zentrale Aussagen als Eigenschaften der Transformation von Grundtermen und
Grundliteralen zu treffen und erst sehr spa¨t auf den Nicht-Grund-Level zu heben.
Wir verweisen nochmals kurz auf die Definitionen, auf die sich die folgenden Aus-
sagen beziehen: Rep: Def. 3.2.9, S. 85; TransLitΣ: Def. 3.2.10, S. 85; TransTermΣ:
Def. 3.2.11, S. 87.
Zuna¨chst weisen wir nach, daß die Transformation eines Grundtermes auch die
Transformation seiner Unterterme entha¨lt. Gleiches gilt fu¨r Literale.
Definition 4.1.1 (Unterterme von Termen und Literalen)
Die Abbildung unterTerme : TΣ ∪ LitΣ → ℘(TΣ) ist definiert durch:
• falls t ∈ VΣ ∪ C ∪ F , dann ist unterTerme(t) = {t},
• falls t = l(t1, . . . , tn) ∈ TΣ, dann ist
unterTerme(t) = {t} ∪ unterTerme(t1) ∪ . . . ∪ unterTerme(tn),
• unterTerme(t1
.
= t2) = unterTerme(t1 6
.
= t2)
= unterTerme(t1) ∪ unterTerme(t2).
?
Satz 4.1.2 Sei t ∈ T 0Σ. Dann gilt f.a. ut ∈ unterTerme(t):
TransTermΣ(ut) ⊆ TransTermΣ(t)
Beweis: Strukturelle Induktion u¨ber t:
Ind.-Anfang:
Sei t ∈ VΣ ∪ C ∪ F , dann ist unterTerme(t) = {t}, darum ut = t.
Ind.-Schritt:
Sei t = l(t1, . . . , tn) ∈ T
0
Σ. Wir zeigen zuna¨chst, daß fu¨r jedes ti ∈ {t1, . . . , tn}
gilt: TransTermΣ(ti) ⊆ TransTermΣ(t) (*). Falls t 6∈ CTΣ, dann ergibt sich
dies unmittelbar aus der Def. 3.2.11 von TransTermΣ (2.-4.). Falls t ∈ CTΣ,
dann ist auch ti ∈ CTΣ und TransTermΣ(ti) = TransTermΣ(t) = ∅, also gilt
wiederum TransTermΣ(ti) ⊆ TransTermΣ(t). Damit ist (*) gezeigt. Sei nun
ut ∈ unterTerme(t). In dem Falle ut = t ist die Beh. trivial. Sei also ut ∈
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unterTerme(ti), fu¨r ein ti ∈ {t1, . . . , tn}. Laut Ind.-Hyp. gilt TransTermΣ(ut) ⊆
TransTermΣ(ti). Mit (*) und der Transitivita¨t von ⊆ folgt TransTermΣ(ut) ⊆
TransTermΣ(t). 
Satz 4.1.3 Sei lit ∈ Lit0Σ. Dann gilt f.a. ut ∈ unterTerme(lit):
TransTermΣ(ut) ⊆ TransLitΣ(lit)
Beweis: lit ∈ Lit0Σ impliziert lit = t1
.
= t2 oder lit = t1 6
.
= t2. In beiden Fa¨llen
gilt nach Def. 3.2.10, daß (TransTermΣ(t1) ∪ TransTermΣ(t2)) ⊆ TransLitΣ(lit)
(*). Aus ut ∈ unterTerme(lit) folgt ut ∈ (unterTerme(t1) ∪ unterTerme(t2)).
Mit Satz 4.1.2 folgt TransTermΣ(ut) ⊆ TransTermΣ(t1) oder TransTermΣ(ut) ⊆
TransTermΣ(t2). Mit (*) folgt TransTermΣ(ut) ⊆ TransLitΣ(lit). 
Im folgenden geht es um die Kommutativita¨t von TransTermΣ (bzw. TransLitΣ)
und Substitutionen. Diese gilt aber nur fu¨r solche Substitutionen, welche alle frei-
en Variablen des entsprechenden Terms (bzw. des entsprechenden Literals) durch
Konstruktorterme ersetzen, sogenannte ‘vollsta¨ndige Konstruktorterm-Substitu-
tionen’.
Definition 4.1.4 (vollsta¨ndige Konstruktorterm-Substitutionen)
Sei t ∈ TΣ und σ eine Substitution zu VΣ. σ ist eine vollsta¨ndige Konstruk-
torterm-Substitution fu¨r t, falls σ(x) ∈ CTΣ, f.a. x ∈ Var(t). ?
Das Ergebnis der Anwendung einer vollsta¨ndigen Konstruktorterm-Substitution
ist ein Grundterm aus T 0Σ, aber nicht notwendigerweise ein Konstruktorterm, da
alle Funktionen, die in t auftreten, auch in tσ auftreten.
Satz 4.1.5 Sei t ∈ TΣ und sei σ eine vollsta¨ndige Konstruktorterm-Substitution
fu¨r t. Dann gilt:
(TransTermΣ(t))σ = TransTermΣ(tσ)
Beweis: Strukturelle Induktion u¨ber t:
1. Sei t = x ∈ VΣ. Da t ∈ FFTΣ, ist TransTermΣ(t) = ∅. Also ist auch
TransTermΣ(t)σ = ∅. Andererseits ist tσ = σ(x) ∈ CTΣ. Da CTΣ ⊆ FFTΣ,
ist TransTermΣ(tσ) = ∅.
2. Sei t = a, a ∈ F mit α(a) = λ. Dann ist Var(TransTermΣ(t)) = ∅, daher
gilt: (TransTermΣ(t))σ = TransTermΣ(t) = TransTermΣ(tσ).
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3. Sei t = c(t1, . . . , tn), c ∈ C mit α(c) = s1 . . . sn. Es gilt (c(t1, . . . , tn))σ =
c(t1σ, . . . , tnσ) (*). Da σ eine vollst. Konstr.-term-Subst. fu¨r t ist, ist σ
auch eine vollst. Konstr.-term-Subst. fu¨r alle ti ∈ {t1, . . . , tn}. Darum ist
die Induktionshypothese auf alle ti anwendbar. Es gilt:
(TransTermΣ(t))σ = { (is(val(t), c(Rep(t1), . . . ,Rep(tn))))σ }
∪
(TransTermΣ(t1))σ
∪
...
∪
(TransTermΣ(tn))σ
Durch Propagieren von σ in das is-Atom, wegen (Rep(t))σ = Rep(tσ) sowie
durch Anwendung der Induktions-Hypothese auf ti ∈ {t1, . . . , tn} folgt:
(TransTermΣ(t))σ
=
{ is(val(tσ), c(Rep(t1σ), . . . ,Rep(tnσ))) }
∪
TransTermΣ(t1σ)
∪
...
∪
TransTermΣ(tnσ)
∗
=
{ is(val(c(t1σ, . . . , tnσ)), c(Rep(t1σ), . . . ,Rep(tnσ))) }
∪
TransTermΣ(t1σ)
∪
...
∪
TransTermΣ(tnσ)
=
TransTermΣ(c(t1σ, . . . , tnσ))
∗
=
TransTermΣ(tσ)
4. Der Fall t = f(t1, . . . , tn), f ∈ F mit α(f) = s1 . . . sn verla¨uft vo¨llig analog
zum letzten Fall.

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Nun zeigen wir die Kommutativita¨t von TransLitΣ und vollsta¨ndigen Konstruk-
torterm-Substitutionen.
Satz 4.1.6 Sei lit ∈ LitΣ ein Literal mit lit = t1
.
= t2 oder lit = t1 6
.
= t2 und sei
σ eine vollsta¨ndige Konstruktorterm-Substitution sowohl fu¨r t1 als auch fu¨r t2.
Dann gilt:
(TransLitΣ(lit))σ = TransLitΣ((lit)σ)
Beweis: O.B.d.A. sei lit = t1
.
= t2. Dann gilt:
(TransLitΣ(t1
.
= t2))σ = { same(Rep(t1),Rep(t2)) }σ
∪
(TransTermΣ(t1))σ
∪
(TransTermΣ(t2))σ
Wegen (Rep(t))σ = Rep(tσ) und Satz 4.1.5 gilt dann:
(TransLitΣ(t1
.
= t2))σ = { same(Rep(t1σ),Rep(t2σ)) }
∪
TransTermΣ(t1σ)
∪
TransTermΣ(t2σ)
= TransLitΣ(t1σ
.
= t2σ)
= TransLitΣ((t1
.
= t2)σ)

Schließlich formulieren wir noch ein paar einfache Sa¨tze u¨ber den Zusammenhang
zwischen Transformationen und freien Variablen.
Satz 4.1.7 Fu¨r t ∈ TΣ gilt: Var(Rep(t)) = Var(t).
Beweis: Triv. nach Def. 3.2.9. 
Satz 4.1.8 Fu¨r t ∈ TΣ gilt: Var(TransTermΣ(t)) ⊆ Var(t).
Beweis: Durch strukturelle Induktion u¨ber t:
Ind.-Anfang:
Ist t ∈ VΣ ∪ C ∪F , dann folgt aus der Definition von TransTermΣ (Fall 1 und 2)
unmittelbar Var(TransTermΣ(t)) = ∅.
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Ind.-Schritt:
Ist t = l(t1, . . . , tn), l ∈ C ∪ F , α(l) = s1, . . . , sn. Dann gilt:
Var(TransTermΣ(t)) =
Var(Rep(t1)) ∪ . . . ∪ Var(Rep(tn)) ∪ Var(val(t))
∪Var(TransTermΣ(t1)) ∪ . . . ∪ Var(TransTermΣ(tn))
Da a) Var(Rep(ti)) = Var(ti), b) Var(val(t)) = Var(t), c) Var(ti) ⊆ Var(t) und
wegen der Ind.-Hyp. Var(TransTermΣ(ti)) ⊆ Var(ti) gilt Var(TransTermΣ(t)) ⊆
Var(t). 
Satz 4.1.9 Fu¨r lit ∈ LitΣ gilt: Var(TransLitΣ(lit)) = Var(lit).
Beweis: O.B.d.A. sei lit = t1
.
= t2. Dann gilt:
Var(TransLitΣ(t1
.
= t2))
= Var(Rep(t1)) ∪ Var(Rep(t2)) ∪ Var(TransTermΣ(t1)) ∪ Var(TransTermΣ(t2))
= Var(t1) ∪ Var(t2) ∪ Var(TransTermΣ(t1)) ∪ Var(TransTermΣ(t2))
Mit Satz 4.1.8 folgt dann:
Var(TransLitΣ(t1
.
= t2)) = Var(t1) ∪ Var(t2) = Var(t1
.
= t2). 
4.2 Eigenschaften von Meta-Atom-Mengen
Die Prozedur MG-proc baut einen MG-Baum auf, d.h. eine Sequenz von MG-
A¨sten (vergl. Def. 3.4.13). Formal ist ein MG-Ast A nichts anderes als eine Menge
von Grund-Meta-Atomen (A ⊆ MA0Σ). Die Bezeichnung ‘MG-Ast’ verwenden wir
aber bevorzugt fu¨r solche Mengen von Grund-Meta-Atomen, die tatsa¨chlich von
MG-proc konstruiert werden. Im Interesse einer klaren Argumentation treten wir
hier zuna¨chst einen Schritt zuru¨ck und diskutieren in diesem Abschnitt mo¨gli-
che Eigenschaften allgemeiner Meta-Atom-Mengen. Erst im na¨chsten Abschnitt
(4.3) werden wir dann beweisen, daß die von MG-proc tatsa¨chlich konstruier-
ten (saturierten) MG-A¨ste genau diese Eigenschaften besitzen, woraus dann die
Modell-Korrektheit des Verfahrens folgt.
Eine erste interessante Eigenschaft von Meta-Atom-Mengen ist ihre Rechtsein-
deutigkeit, oder ‘Funktionalita¨t’, bzgl. der is und I-Atome.
Definition 4.2.1 (funktionale Mengen von Meta-Atomen)
Eine Menge A ⊆ MA0Σ von Grund-Meta-Atomen heißt
• val-funktional, wenn f.a. Konstruktorterme ct ∈ CTΣ und ct
′ ∈ CTΣ gilt:
falls is(val(t), ct) ∈ A und is(val(t), ct′) ∈ A fu¨r ein t ∈ T 0Σ, dann ist ct = ct
′.
• I-funktional, wenn f.a. Konstruktorterme ct ∈ CTΣ und ct
′ ∈ CTΣ gilt:
falls I(f, 〈ct1, . . . , ctn〉, ct) ∈ A und I(f, 〈ct1, . . . , ctn〉, ct
′) ∈ A fu¨r f ∈ F
und {ct1, . . . , ctn} ⊆ CTΣ (bzw. I(f, 〈〉, ct) ∈ A und I(f, 〈〉, ct
′) ∈ A), dann
ist ct = ct′.
114
4.2 Eigenschaften von Meta-Atom-Mengen
• funktional, wenn A sowohl val-funktional als auch I-funktional ist.
?
Nun bescha¨ftigen wir uns damit, wie man aus einer Menge von Meta-Atomen
eine ‘entsprechende’ Interpretation I ablesen kann.
Definition 4.2.2 (entsprechende Interpretationen)
Sei Σ = (S, C,F , α) eine ADT-Signatur und A ⊆ MA0Σ eine Menge von Grund-
Meta-Atomen. Eine F -Interpretation I entspricht A, wenn folgende Bedingun-
gen erfu¨llt sind:
1. Ist I(f, 〈ct1, . . . , ctn〉, ct) ∈ A, fu¨r f ∈ Fs, α(f) = s1 . . . sn und es gilt
〈ct1, . . . ctn, ct〉 ∈ CTs1 × . . .×CTsn ×CTs, dann ist I(f)(ct1, . . . ctn) = ct.
2. Ist I(a, 〈〉, ct) ∈ A, fu¨r a ∈ Fs, α(f) = λ und es gilt ct ∈ CTs, dann ist
I(a)() = ct.
?
Die Interpretation I wird aus A ausgelesen, soweit dies mo¨glich ist. Zwei Dinge
sind hier zu beachten:
1. I richtet sich nur nach solchen I-Atomen, welche im letzten Argument bzw.
im Tupel Konstruktorterme enthalten. In dem in Kapitel 3 beschriebenen
Verfahren werden aber auch solche I-Atome wie z.B. I(f, 〈0〉, val(f(0))) ge-
bildet. Hieraus ist jedoch noch nicht ablesbar, zu welchem Konstruktorterm
f an der Stelle 0 interpretiert wird. Erst, wenn z.B. is(val(f(0)), 1) abgelei-
tet ist und durch Ersetzungsregeln I(f, 〈0〉, 1) entsteht, ist ablesbar, welchen
Wert I(f)(0) hat (na¨mlich 1).
2. Nach dieser Definition kann einer Meta-Atom-Menge A nur dann eine In-
terpretation entsprechen, wenn A I-funktional ist, da I sonst ambivalent
definiert ist. Wenn A aber I-funktional ist, dann gibt es immer eine ent-
sprechende Interpretation I. Dies halten wir im folgenden Satz fest.
Satz 4.2.3 Sei Σ = (S, C,F , α) eine ADT-Signatur und A ⊆ MA0Σ. Dann gilt:
Wenn A I-funktional ist, dann ex. eine A entsprechende F-Interpretation I.
Beweis: Wir konstruieren eine A entsprechende F -Interpretation I.
• I(f)(ct1, . . . ctn) wird auf ct gesetzt, falls I(f, 〈ct1, . . . , ctn〉, ct) ∈ A. Hierbei
ist ct wohldefiniert aufgrund der I-Funktionalita¨t von A.
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• I(f)(ct1, . . . ctn) wird auf ein beliebiges ct ∈ CTΣ gestzt, falls fu¨r kein
ct′ ∈ CTΣ gilt, daß I(f, 〈ct1, . . . , ctn〉, ct
′) ∈ A.

I.a. ko¨nnen zu einer I-funktionalen Menge A unendlich viele entsprechende Inter-
pretationen existieren.
Nachdem nun der Zusammenhang hergestellt ist zwischen I-Atomen und der In-
terpretation I, setzen wir nun is-Atome der Form is(val(t), ct) und die Auswerte-
funktion valI miteinander in Beziehung. Dieses Unterfangen gestaltet sich leider
etwas komplizierter als das letzte. In der Weise, in der auf der Seite der Seman-
tik valI und I miteinander verwoben sind, mu¨ssen auch die is- und die I-Atome
zueinander ‘passen’. Diese Eigenschaft gilt es jetzt zu formalisieren.
Die erste Definition in diesem Zusammenhang stellt sich zuna¨chst recht ‘dumm’,
und liest aus jeder beliebigen Menge von Meta-Atomen heraus, wie (gewisse)
Terme ‘evaluiert’1 werden. Dabei ist anfangs weder die Eindeutigkeit garantiert
noch die Korrespondenz zu irgendeiner semantischen Interpretation I.
Definition 4.2.4 (Term-Evaluation in Meta-Atom-Mengen)
Sei A ∈ MA0Σ, t ∈ T
0
Σ und ct ∈ CTΣ.
t evaluiert in A zu ct genau dann, wenn gilt:
1. falls t 6∈ CTΣ, dann ist is(val(t), ct) ∈ A.
2. falls t ∈ CTΣ, dann gilt ct = t.
?
Intuitiv bedeutet dies, daß wir (1.) die Auswertung des Termes t aus einem pas-
senden is-Atom in A ablesen, wobei wir uns (2.) fu¨r jeden Konstruktorterm ct
das Atom is(val(ct), ct) zu A ‘hinzudenken’, auch wenn es eigentlich nicht in A
enthalten ist.
Damit die Evaluation von Termen durch Meta-Atom-Mengen mit der semanti-
schen Auswertung valI von Termen korrespondiert, fehlen uns noch drei Eigen-
schaften:
1. I.a. evaluiert nicht jede Meta-Atom-Menge jeden Term. (Z.B. ist die Evalua-
tion in der leeren Meta-Atom-Menge nur fu¨r Konstruktorterme definiert.)
Wir mu¨ssen uns also die Mo¨glichkeit verschaffen, von einer Meta-Atom-
Menge verlangen zu ko¨nnen, daß sie bestimmte Terme inklusive all ihrer
Unterterme (verg. Def. 4.2.5) evaluiert.
1Wir erlauben uns hier eine natu¨rlichsprachliche U¨berladung des Begriffs ‘evaluieren’.
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2. Die obige Definition garantiert noch nicht die Eindeutigkeit der Evaluation
in A. Diese Eindeutigkeit wird jetzt als Anforderung an Meta-Atom-Mengen
formuliert.
3. Die Evaluation von Termen durch Mengen von Meta-Atomen korrespon-
diert nur dann mit dem semantischen valI, wenn sie zu einer Interpretation
paßt, d.h. wenn u¨berhaupt eine Interpretation existiert, zu der sie paßt. Um
dies zu garantieren, repra¨sentieren wir neben der Evaluation auch die In-
terpretation von Funktionen als Meta-Atome und verlangen (weiter unten),
daß diese Repra¨sentation funktional ist.
Definition 4.2.5 (Unterterm-Menge)
UT ⊆ TΣ ist eine Unterterm-Menge, falls unterTerme(t) ⊆ UT fu¨r alle t ∈ UT .
?
Eine Unterterm-Menge ist also gegen Unterterme abgeschlossen. Insbesondere
ist unterTerme(t) bzw. unterTerme(lit) immer eine Unterterm-Menge, wie man
leicht zeigen kann. Nun ko¨nnen wir einige schon erwa¨hnte Eigenschaften von
Meta-Atom-Mengen einfordern. Wir beziehen uns dabei auf Unterterm-Mengen
UT . (Spa¨ter werden dies die Mengen aller Unterterme der Axiome sein.) Wir
sagen, daß eine Meta-Atom-Menge A dann ‘ada¨quat’ ist fu¨r UT , wenn jeder
Term t ∈ UT in A evaluiert wird und wenn außerdem zu der in A repra¨sentierten
Evaluation von t auch eine passende Interpretation (der entsprechenden Funktion
auf den entsprechenden Argumenten) in A repra¨sentiert ist.
Definition 4.2.6 (ada¨quate Meta-Atom-Mengen)
Sei UT ⊆ T 0Σ eine Unterterm-Menge. Eine Menge A ⊆ MA
0
Σ von Meta-Atomen
ist ada¨quat fu¨r UT , wenn f.a. t ∈ UT gilt:
1. falls t = a, mit a ∈ Fs und α(a) = λ, dann gibt es ein ct ∈ CTΣ, so daß
is(val(a), ct) ∈ A und I(a, 〈〉, ct) ∈ A.
2. falls t = f(t1, . . . , tn), mit f ∈ Fs und α(f) = s1 . . . sn, und falls f.a. ti ∈
{t1, . . . , tn} der Term ti in A zu cti evaluiert
2, dann gibt es ein ct ∈ CTΣ,
so daß is(val(f(t1, . . . , tn)), ct) ∈ A und I(f, 〈ct1, . . . , ctn〉, ct) ∈ A.
3. falls t = c(t1, . . . , tn), mit c ∈ Cs, α(c) = s1 . . . sn und t 6∈ CTΣ und falls f.a.
ti ∈ {t1, . . . , tn} der Term ti in A zu cti evaluiert, dann ist
is(val(c(t1, . . . , tn)), c(ct1, . . . , ctn)) ∈ A.
?
2Vgl. Def. 4.2.4.
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Man beachte, daß wir nur fu¨r t 6∈ CTΣ irgendwelche Forderungen aufstellen. Die
Ada¨quatheit einer Meta-Term-Menge A fu¨r eine Unterterm-Menge UT garantiert
u.a., daß jeder Term t ∈ UT in A zu einem Konstruktorterm (passender Sorte)
evaluiert:
Satz 4.2.7 Sei UT ⊆ T 0Σ eine Unterterm-Menge und sei A ⊆ MA
0
Σ ada¨quat fu¨r
UT . Dann gilt fu¨r alle t ∈ UT :
falls sort(t) = s, dann gilt fu¨r ein ct ∈ CTs, daß t in A zu ct evaluiert.
Beweis: Strukturelle Induktion u¨ber t:
1. Ist t = c, c ∈ Cs und α(c) = λ, dann ist t ∈ CTΣ und die Beh. gilt
trivialerweise. (vgl. Def. 4.2.4).
2. Ist t = a, mit a ∈ Fs und α(a) = λ, dann folgt aus der Ada¨quatheit (1.)
die Beh.
3. Sei t = c(t1, . . . , tn), mit c ∈ Cs und α(c) = s1 . . . sn. Laut Ind.-Hyp. exi-
stiert fu¨r jedes ti ∈ {t1, . . . , tn} ein cti, so daß ti in A zu cti evaluiert.
a) falls c(t1, . . . , tn) 6∈ CTΣ, dann folgt mit der Ada¨quatheit (3.) bei Wahl
von ct = c(ct1, . . . , ctn) die Beh.
b) falls c(t1, . . . , tn) ∈ CTΣ, dann gilt die Beh. triv. (s. (1.)).
4. Sei t = f(t1, . . . , tn), mit f ∈ Fs und α(f) = s1 . . . sn. Dann gilt die Ind.-
Hyp. fu¨r jedes ti ∈ {t1, . . . , tn}. Mit der Ada¨quatheit (2.) folgt die Beh. fu¨r
t.

Man beachte, daß hier die strukturelle Induktion nur deshalb funktioniert, weil
UT eine Unterterm-Menge, also gegenu¨ber Untertermen abgeschlossen ist. Wenn
UT außerdem val-funktional ist, dann kann man obigen Satz verscha¨rfen zu
”
...
genau ein ct ...“:
Satz 4.2.8 Sei UT ⊆ T 0Σ eine Unterterm-Menge und sei A ⊆ MA
0
Σ ada¨quat fu¨r
UT . Falls UT val-funktional ist, dann gibt es fu¨r jeden Term t ∈ UT genau einen
Konstruktorterm ct ∈ CTΣ, so daß t in A zu ct evaluiert.
Beweis: Satz 4.2.7 garantiert die Existenz eines solchen ct. Es bleibt noch dessen
Eindeutigkeit zu zeigen. Nehmen wir also an:
t evaluiert in A zu ct und t evaluiert in A zu ct′.
Falls nun t ∈ CTΣ, dann folgt aus Def. 4.2.4, daß ct = t und ct
′ = t, also ct = ct′.
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Falls andererseits t 6∈ CTΣ, dann folgt aus Def. 4.2.4, daß is(val(t), ct) ∈ M und
is(val(t), ct′) ∈ M . Aus der val-Funktionalita¨t folgt ct = ct′. 
Nun sind wir in der Lage, zu zeigen, daß fu¨r ada¨quate, funktionale Meta-Atom-
Mengen A gilt: Wenn wir aus A eine (A ‘entsprechende’) Interpretation I ablesen,
dann ist is(val(t), ct) ∈ A gleichbedeutend mit valI(t) = ct, fu¨r genau dieses I !
Satz 4.2.9 Sei UT ⊆ T 0Σ eine Unterterm-Menge, sei A ⊆ MA
0
Σ eine funktionale,
fu¨r UT ada¨quate Menge von Meta-Atomen, und sei I eine A entsprechende F-
Interpretation. Dann gilt fu¨r jeden Term t ∈ UT :
falls t in A zu ct evaluiert, dann ist valI(t) = ct.
Beweis: Zuna¨chsteinmal ist zu beachten, daß der Satz nur wegen der I-Funk-
tionalita¨t von A wohlgeformt ist, denn nur dann existiert u¨berhaupt eine A ent-
sprechende Interpretation I. Wir beweisen die Beh. durch strukturelle Induktion
u¨ber t, was mo¨glich ist, da UT mit t auch die Unterterme von t entha¨lt, und
somit die Ada¨quatheit der Menge A auch fu¨r die Argumente des Termes t gilt.
1. Ist t = c, c ∈ Cs und α(c) = λ, dann ist t ∈ CTΣ, weswegen valI(t) = t ist
und t in A zu T evaluiert (lt. Def. 4.2.4).
2. Sei t = a, mit a ∈ Fs und α(a) = λ. Wir nehmen an, daß a in A zu ct
evaluiert. Da a 6∈ CTΣ, heißt dies, daß is(val(a), ct) ∈ A. (Daraus wollen wir
valI(a) = ct folgern.) Aus der Ada¨quatheit (1.) folgt, daß fu¨r ein ct0 ∈ CTΣ
gilt, daß is(val(a), ct0) ∈ A und I(a, 〈〉, ct0) ∈ A. Aus der val-Funktionalita¨t
folgt, daß ct0 = ct, also I(a, 〈〉, ct) ∈ A. Da I A entspricht, gilt I(a)() = ct.
Dann ist valI(a) = I(a)() = ct.
3. Sei t = c(t1, . . . , tn), mit c ∈ Cs und α(c) = s1 . . . sn. Falls nun t ∈ CTΣ,
dann folgt die Beh. wie in Fall 1. Sei also c(t1, . . . , tn) 6∈ CTΣ. Wir nehmen
an, daß c(t1, . . . , tn) in A zu ct evaluiert, d.h. (wg. c(t1, . . . , tn) 6∈ CTΣ)
daß is(val(c(t1, . . . , tn)), ct) ∈ A. Da UT eine Unterterm-Menge ist und we-
gen der val-Funktionalita¨t von A ist Satz 4.2.8 auf die Argumente von t
anwendbar. Demnach ex. fu¨r jeden Term ti ∈ {t1, . . . , tn} genau ein cti,
so daß ti in A zu cti evaluiert (*). Aus der Ada¨quatheit (3.) folgt, daß
is(val(c(t1, . . . , tn)), c(ct1, . . . , ctn)) ∈ A. Aus der val-Funktionalita¨t folgt,
daß c(ct1, . . . , ctn) = ct (**). Laut Ind.-Hyp. gilt mit (*), daß valI(ti) = cti,
f.a. ti ∈ {t1, . . . , tn}. Dann haben wir:
valI(c(t1, . . . , tn)) = c(valI(t1), . . . , valI(tn)) = c(ct1, . . . , ctn)
∗∗
= ct.
4. Sei t = f(t1, . . . , tn), mit f ∈ Fs und α(f) = s1 . . . sn. Wir nehmen an,
daß f(t1, . . . , tn) in A zu ct evaluiert, d.h. (wg. f(t1, . . . , tn) 6∈ CTΣ), daß
is(val(f(t1, . . . , tn)), ct) ∈ A. Da UT eine Unterterm-Menge ist und wegen
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der val-Funktionlita¨t von A ist Satz 4.2.8 auf die Argumente von t anwend-
bar. Demnach ex. fu¨r jeden Term ti ∈ {t1, . . . , tn} genau ein cti, so daß ti
in A zu cti evaluiert (*). Aus der Ada¨quatheit (2.) folgt, daß fu¨r ein ct0
gilt: is(val(f(t1, . . . , tn)), ct0) ∈ A und I(f, 〈ct1, . . . , ctn〉, ct0) ∈ A. Aus der
val-Funktionalita¨t folgt, daß ct0 = ct, also I(f, 〈ct1, . . . , ctn〉, ct) ∈ A. Da I
A entspricht, gilt I(f)(ct1, . . . , ctn) = ct. (**) Laut Ind.-Hyp. gilt mit (*),
daß valI(ti) = cti, f.a. ti ∈ {t1, . . . , tn}. Dann haben wir:
valI(f(t1, . . . , tn)) = I(f)(valI(t1), . . . , valI(tn)) = I(f)(ct1, . . . , ctn)
∗∗
= ct.

Bis hierher ko¨nnen wir aus ada¨quaten Mengen Interpretationen und Evaluatio-
nen (Auswertungen) ablesen, und wir haben bewiesen, daß unter Annahme der
Funktionalita¨t beides zusammenpaßt. Nun geht es darum, wann eine abgelesene
Interpretation/Evaluation bestimmte Formeln erfu¨llt, so daß die der Interpreta-
tion entsprechende Algebra ein Modell der Formeln ist. Zuna¨chst betrachten wir
hierbei nur Grundliterale.
Wir u¨berladen jetzt den Begriff ‘erfu¨llt’ und verwenden ihn fu¨r eine mo¨gliche
Beziehung zwischen Meta-Atom-Mengen und Grundliteralen. Anschließend zei-
gen wir, daß dieses ‘erfu¨llt’ mit dem ‘|=’ zwischen (echten) Interpretationen und
Literalen korrespondiert.
Definition 4.2.10 (Erfu¨llung von Litaralen durch M.-A.-Mengen)
Sei lit ∈ Lit0Σ und A ⊆ MA
0
Σ.
A erfu¨llt lit, wenn gilt:
1. A ist ada¨quat fu¨r unterTerme(lit),
2. A ist funktional,
3. falls lit = t
.
= t′, t in A zu ct evaluiert und t′ in A zu ct′ evaluiert, dann gilt
ct = ct′,
4. falls lit = t 6
.
= t′, t in A zu ct evaluiert und t′ in A zu ct′ evaluiert, dann gilt
ct 6= ct′.
?
Da die Funktionalita¨t sowie der recht gehaltvolle Ada¨quatheitsbegriff vorsorglich
in diese Definition mit aufgenommen wurden, ko¨nnen wir den folgenden Satz sehr
pra¨gnant formulieren.
Satz 4.2.11 Sei lit ∈ Lit0Σ und A ⊆ MA
0
Σ. Dann gilt:
Falls A lit erfu¨llt, dann gilt I |= lit fu¨r jede A entsprechende F-Interpretation I.
120
4.3 Beschra¨nkte Modell-Korrektheit
Beweis: Wir mu¨ssen zeigen, daß valI(lit) = W .
Sei lit = t
.
= t′ oder lit = t 6
.
= t′. Da {t, t′} ⊆ unterTerme(lit) und A ada¨quat fu¨r
unterTerme(lit) sowie val-funktional ist, gilt nach Satz 4.2.8 fu¨r genau ein ct und
genau ein ct′, daß t in A zu ct evaluiert und t′ in A zu ct′ evaluiert. Nach Satz
4.2.9 gilt dann valI(t) = ct und valI(t
′) = ct′.
1. Falls nun lit = t
.
= t′, dann folgt aus obiger Def. (3.) ct = ct′. Dann gilt
valI(t) = valI(t
′) und somit valI(t
.
= t′) = W .
2. Falls nun lit = t 6
.
= t′, dann folgt aus obiger Def. (4.) ct 6= ct′. Dann gilt
valI(t) 6= valI(t
′) und somit valI(t 6
.
= t′) = W .

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In diesem Abschnitt wollen wir nachweisen, daß aus
R = TransSpec(〈Σ, AX〉) ∪ TransInstΣ(Inst)
und der Terminierung von MG-proc(R) mit Ausgabe
”
A ist R-saturiert“ die
Erfu¨llbarkeit von 〈Σ, [AX/Inst]〉 folgt, und daß man die erfu¨llende Interpretation
I aus A ablesen kann. Dabei ko¨nnen wir von den Definitionen und Sa¨tzen des
letzten Abschnitts profitieren, wenn wir hier zeigen, daß R-saturierte MG-A¨ste
funktional sind und daru¨berhinaus fu¨r die Unterterme von [AX/Inst] ada¨quat.
Der Nachweis der Ada¨quatheit ist allerdings nicht trivial. Betrachten wir kurz
eine der Bedingungen aus der Definition 4.2.6 der Ada¨quatheit.
”
1. falls t = a,
mit a ∈ Fs und α(a) = λ, dann gibt es ein ct ∈ CTΣ, so daß is(val(a), ct) ∈ A und
I(a, 〈〉, ct) ∈ A.“ Dem gegenu¨ber stehen die Regeln, die aus der Transformation
von Termen (Def. 3.2.11) entstehen:
”
2. Falls t = a mit a ∈ Fs, α(a) = λ, dann:
TransTermΣ(t) = {I(a, 〈〉, val(a)), search s(val(a))}.“ D.h.: Was wir haben, ist
search s(val(a)), was wir aber brauchen, ist is(val(a), ct), fu¨r ein ct. Tatsa¨chlich
entha¨lt jeder saturierte MG-Ast mit search s(t) auch is(t, ct), fu¨r ein ct. Dies
gilt es nun zu zeigen. Der Beweis hierfu¨r benutzt das Prinzip der noetherschen
Induktion, unter Verwendung einer noetherschen Ordnung v auf Meta-Termen
∈MTΣ. Dazu definieren wir zuna¨chst eine Relation ≺ auf MTΣ, deren reflexive,
transitive Hu¨lle v ist.
Definition 4.3.1 (Relation ≺)
Seien {t1, t2} ⊆MTΣ Meta-Terme.
t1 ≺ t2 :⇐⇒ t1 = argn(t2), fu¨r ein n ∈ N
?
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Es mag zuna¨chst u¨berraschen, daß der Meta-Term argn(t) im Sinne von ≺ kleiner
ist als der Meta-Term t, obwohl er syntaktisch gro¨ßer ist. Diese Ordnung macht
aber Sinn, wenn man bedenkt, daß der Meta-Term argn(t) in einem gewissen
Sinne fu¨r ein Argument von t steht. Die Eigenschaft der folgenden Ordnung v,
noethersch zu sein, reflektiert somit die Tatsache, daß ein Term nicht unendlich
viele Unterterme haben kann.
Definition 4.3.2 (Ordnungen v, @)
v ist die reflexive, transitive Hu¨lle3 von ≺.
@ ist definiert durch: t1 @ t2 :⇐⇒ t1 v t2 und t1 6= t2 ?
Satz 4.3.3 Sei A eine endliche Teilmenge von MTΣ. Dann ist v auf A eine
noethersche Ordnung4.
Beweis: Zuna¨chst muß man zeigen, daß v auf A eine partielle Ordnung ist. v
ist per Def. reflexiv und transitiv, bleibt nur die Antisymmetrie zu zeigen. Diese
ist leicht nachweisbar per Induktion u¨ber Ketten der Form t1 ≺ . . . ≺ tn. (Dieses
Argument funktioniert, weil wegen der Endlichkeit von A auch solche Ketten
endlich sind.) Somit ist v auf A eine partielle Ordnung. Zur ‘noethersch’ fehlt
dann nur noch die Wohlfundiertheit von v, d.h. die Eigenschaft, daß es keine
unendlich absteigende @-Kette gibt (vgl. [LS84, Theorem 1.11]). Dies folgt aber
trivial aus der Endlichkeit von A. 
Aus diesem Satz folgt, daß man auf endliche Meta-Atom-Mengen A ⊆ MTΣ das
Beweisprinzip der noetherschen Induktion, (mit v als Ordnung) anwenden kann.
Dieses Beweisprinzip geben wir in dem folgenden Satz wieder (entnommen aus
[LS84, Theorem 1.13], Beweis siehe dort).
Satz 4.3.4 (noethersche Induktion)
Sei v eine noethersche Ordnung auf einer Menge M . Um fu¨r alle Elemente von
M zu zeigen, daß sie eine Eigenschaft P besitzen, genu¨gt es zu zeigen:
1. P gilt fu¨r alle minimalen Elemente von M .
2. Fu¨r jedes Element e ∈M gilt: Wenn e nicht minimal ist und fu¨r alle e′ ∈M
mit e′ @ e gilt P , dann gilt P auch fu¨r e.
Wir werden die noethersche Induktion dazu verwenden, den folgenden Satz zu
beweisen. (Es sei daran erinnert, daß ‘MG-A¨ste’ nichts anderes als Mengen von
Grund-Meta-Atomen sind.)
3vgl. [LS84], Abschn. 1.1.1, ‘closure’
4ebd., Abschn. 1.2.2., ‘well-founded set’
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Satz 4.3.5 Sei 〈Σ, AX〉 eine normalisierte ADT-Spezifikation,
sei TransSpec(〈Σ, AX〉) ⊆ R und sei A ⊆ MA0Σ ein endlicher, R-saturierter
MG-Ast. Dann gilt:
Wenn search s(t) ∈ A, dann ist auch is(t, ct) ∈ A, fu¨r ein ct ∈ CTΣ.
Beweis: Hilfsdefinition: searched(A) bezeichnet die Menge der in A ‘gesuchten’
Meta-Terme:
t ∈ searched(A) :⇐⇒ search s(t) ∈ A fu¨r ein s ∈ S
Da A endlich ist, ist auch searched(A) endlich. Dann ist v eine noethersche
Ordnung u¨ber searched(A). Wir beweisen den Satz mit noetherscher Induktion
u¨ber searched(A):
Sei t ∈ searched(A), dann gilt fu¨r ein s ∈ S: search s(t) ∈ A. Sei Cs = {c1, . . . , cn}
die Menge der Konstruktoren der Sorte s. Dann ist:
search s(x) → TransKonstrΣ(x, c1); . . . ; TransKonstrΣ(x, cn) . ∈ R
Wegen der R-Saturiertheit und search s(t) ∈ A gilt fu¨r ein ci ∈ {c1, . . . , cn}, daß
TransKonstrΣ(t, ci) ⊆ A. Noethersche Induktion:
1. t sei ein v-minimales Element in searched(A). Dann muß α(ci) = λ sein.
(Sonst wa¨re laut Def. 3.2.2 search s1(arg1(t)) ∈ A, und da arg1(t) ≺ t, wa¨re t
nicht minimal in searched(A).) Folglich ist TransKonstrΣ(t, ci) = {is(t, ci)}.
Mit ct = ci folgt die Beh.
2. t sei nicht v-minimal in searched(A). Dann kann α(ci) = λ eigentlich nicht
gelten. Statt dies zu zeigen, weist man genau wie in Fall (1.) nach, daß aus
α(ci) = λ die Beh. folgen wu¨rde. Sei also α(ci) = s1 . . . sm. Dann ist
TransKonstrΣ(t, ci) = { is(t, ci(arg1(t), . . . , argn(t))) }
∪
{ search s1(arg1(t)) }
∪
...
∪
{ search sm(argm(t)) }
Da arg1(t) v t und . . . und argm(t) v t, folgt aus der Ind.-Hyp., daß
fu¨r gewisse Konstruktorterme 〈ct1, . . . , ctm〉 ∈ CTs1 × . . .× CTsm gilt, daß
{is(arg1(t), ct1), . . . , is(argm(t), ctm)} ⊆ A . Aus
{ is(x, ci(y1, . . . , ym)), is(y1, z) → is(x, ci(z, . . . , ym)) . ,
...
is(x, ci(y1, . . . , ym)), is(yn, z) → is(x, ci(y1, . . . , z)) . } ⊆ R
und der R-Saturiertheit von A folgt, daß auch
{ is(t, ci(ct1, arg2(t), . . . , argm(t))) . ,
is(t, ci(ct1, ct2, . . . , argm(t))) . ,
...
is(t, ci(ct1, . . . , ctm)) . } ⊆ A
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Mit ct = ci(ct1, . . . , ctm) folgt die Beh.

Nun zeigen wir, daß ein R-saturierter Ast, welcher fu¨r ein Grund-Literal lit die
Meta-Atome aus TransLitΣ(lit) entha¨lt (dieser Zustand wird durch Anwendung
einer Axiomen-Regel erreicht), ada¨quat ist fu¨r die Unterterme des Literals.
Satz 4.3.6 Sei 〈Σ, AX〉 eine normalisierte ADT-Spezifikation,
sei TransSpec(〈Σ, AX〉) ⊆ R und sei A ⊆ MA0Σ ein endlicher, R-saturierter
MG-Ast. Sei außerdem lit ∈ Lit0Σ ein Grundliteral und sei TransLitΣ(lit) ⊆ A.
Dann gilt:
A ist ada¨quat fu¨r unterTerme(lit).
Beweis: Wir mu¨ssen zeigen, daß f.a. Terme t ∈ unterTerme(lit) die Bedingungen
(1.) – (3.) aus Def. 4.2.6 gelten. Fallunterscheidung u¨ber t ∈ unterTerme(lit):
1. Sei t ∈ CTΣ. Dann gibt es nach Def. 4.2.6 nichts zu zeigen.
2. Sei t = a, mit a ∈ Fs und α(a) = λ. Laut Def. 4.2.6 mu¨ssen wir zeigen,
daß es ein ct ∈ CTΣ gibt, so daß is(val(a), ct) ∈ A und I(a, 〈〉, ct) ∈ A.
Wegen TransLitΣ(lit) ⊆ A und Satz 4.1.3 ist TransTermΣ(t) ⊆ A, mit
TransTermΣ(t) = {I(a, 〈〉, val(a)), search s(val(a))}. Weil A R-saturiert und
endlich ist, folgt laut Satz 4.3.5 aus search s(val(a)) ∈ A, daß is(val(a), ct0) ∈
A, fu¨r ein ct0 ∈ CTs. Da I(fv, tv, x), is(x, z) → I(fv, tv, z) . ∈ R, folgt aus
der R-Saturiertheit, daß I(a, 〈〉, ct0) ∈ A. Also ist is(val(a), ct0) ∈ A und
I(a, 〈〉, ct0) ∈ A, fu¨r ein ct0.
3. Sei t = c(t1, . . . , tn), mit c ∈ Cs und α(c) = s1 . . . sn, wobei t 6∈ CTΣ. Nach
Def. 4.2.6 (3.) mu¨ssen wir zeigen, daß Folgendes gilt:
Falls f.a. ti ∈ {t1, . . . , tn} der Term ti in A zu cti evaluiert, dann ist
is(val(c(t1, . . . , tn)), c(ct1, . . . , ctn)) ∈ A (*). Nehmen wir also an, daß ti in
A zu cti evaluiert. Wegen TransLitΣ(lit) ⊆ A und aufgrund von Satz 4.1.3
ist TransTermΣ(t) ⊆ A. Laut Def. von TransTermΣ ist
is(val(t), c(Rep(t1), . . . ,Rep(tn))) ∈ TransTermΣ(t), somit gilt auch
is(val(t), c(Rep(t1), . . . ,Rep(tn))) ∈ A (**).
Betrachten wir die folgenden Meta-Atome:
at0 = is(val(t), c(Rep(t1), . . . ,Rep(tn)))
...
ati = is(val(t), c(ct1, . . . , cti,Rep(ti+1), . . . ,Rep(tn)))
...
atn = is(val(t), c(ct1, . . . , ctn))
Wir mu¨ssen zeigen, daß atn ∈ A. Wir zeigen allgemeiner, daß
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{at0, at1, . . . , atn} ⊆ A, und zwar induktiv.
Der Ind.-Anf., at0 ∈ A ergibt sich aus (**).
Im Ind.-Schritt nehmen wir an, es gilt:
ati−1 = is(val(t), c(ct1, . . . , cti−1,Rep(ti), . . . ,Rep(tn))) ∈ A.
Wir unterscheiden zwei Fa¨lle:
a) ti ∈ CTΣ. Dann ist laut Def. 4.2.4 ti = cti, und laut der Def. von Rep
gilt Rep(ti) = Rep(cti) = cti. Dann ist ati = ati−1, also ati ∈ A.
b) ti 6∈ CTΣ. Dann ist Rep(ti) = val(ti) und
ati−1 = is(val(t), c(ct1, . . . , cti−1, val(ti), . . . ,Rep(tn))). Weil ti 6∈ CTΣ,
folgt aus ‘ti evaluiert in A zu cti’, daß is(val(ti), cti) ∈ A. Nun ist
is(x, c(y1, . . . , yi, . . . , yn)), is(yi, z) → is(x, c(y1, . . . , z, . . . , yn)) . ∈ R.
Aus der R-Saturiertheit folgt dann mit ati−1 ∈ A auch ati ∈ A.
4. Sei t = f(t1, . . . , tn), mit f ∈ Fs und α(f) = s1 . . . sn. Nach Def. 4.2.6 (2.)
mu¨ssen wir zeigen, daß Folgendes gilt:
Falls f.a. ti ∈ {t1, . . . , tn} der Term ti in A zu cti evaluiert, dann gibt es ein
ct ∈ CTΣ, so daß is(val(f(t1, . . . , tn)), ct) ∈ A und I(f, 〈ct1, . . . , ctn〉, ct) ∈ A.
Nehmen wir also an, daß ti in A zu cti evaluiert. Wegen TransLitΣ(lit) ⊆
A und aufgrund von Satz 4.1.3 ist TransTermΣ(t) ⊆ A. Laut Def. von
TransTermΣ ist search s(val(t)) ∈ TransTermΣ(t), somit search s(val(t)) ∈
A. Weil A R-saturiert und endlich ist, folgt aus search s(val(t)) ∈ A mit
Satz 4.3.5, daß is(val(t), ct0) ∈ A (*), fu¨r ein ct0 ∈ CTs. Bleibt noch nach-
zuweisen, daß auch I(f, 〈ct1, . . . , ctn〉, ct0) ∈ A, fu¨r das gleiche ct0. Aus der
Def. von TransTermΣ folgt, daß
I(f, 〈Rep(t1), . . . ,Rep(tn)〉, val(t)) ∈ TransTermΣ(t), somit gilt auch
I(f, 〈Rep(t1), . . . ,Rep(tn)〉, val(t)) ∈ A. Da
I(fv, tv, x), is(x, z) → I(fv, tv, z) . ∈ R, folgt aus der R-Saturiertheit, daß
I(f, 〈Rep(t1), . . . ,Rep(tn)〉, ct0) ∈ A.
Betrachten wir die folgenden Meta-Atome:
at0 = I(f, 〈Rep(t1), . . . ,Rep(tn)〉, ct0)
...
ati = I(f, 〈ct1, . . . , cti,Rep(ti+1), . . . ,Rep(tn)〉, ct0)
...
atn = I(f, 〈ct1, . . . , ctn〉, ct0)
Wir mu¨ssen zeigen, daß atn ∈ A. Wir zeigen allgemeiner, daß
{at0, at1, . . . , atn} ⊆ A. Der Induktionsbeweis verla¨uft analog zu dem In-
duktionsbeweis in Fall (3.), diesmal unter Ausnutzung von
I(fv, 〈x1, . . . , xi, . . . , xn〉, y), is(xi, z) → I(fv, 〈x1, . . . , z, . . . , xn〉, y) . ∈ R

Als na¨chstes zeigen wir, daß die Regeln fu¨r die freie Erzeugtheit auf Konstruk-
tortermen das leisten, was man von ihnen erwartet.
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Satz 4.3.7 Sei 〈Σ, AX〉 eine normalisierte ADT-Spezifikation,
sei TransSpec(〈Σ, AX〉) ⊆ R, sei A ⊆ MA0Σ ein R-saturierter MG-Ast und sei
{ct, ct′} ⊆ CTs. Dann gilt:
1. falls same(ct, ct′) ∈ A, dann ist ct = ct′,
2. falls different(ct, ct′) ∈ A, dann ist ct 6= ct′.
Beweis: O.B.d.A. seien Cs = {c1, . . . , cn} die Konstruktoren der Sorte s.
Wir zeigen (1.) durch strukturelle Induktion u¨ber ct:
Ind.-Anf.: ct = ci, ci ∈ Cs und α(ci) = λ.
Fu¨r jedes beliebige j 6= i (j ∈ {1, . . . , n}, gilt same(ci, cj) → . ∈ R bzw.
same(ci, cj(x1, . . . , xm)) → . ∈ R. Aus der R-Saturiertheit von A folgt, daß die
Pra¨missen dieser Regeln allesamt nicht auf A ‘matchen’, weswegen der fu¨hrende
Konstruktor von ct′ nicht cj mit j 6= i sein kann. Darum gilt ct
′ = ci = ct.
Ind.-Schritt : Sei ct = ci(ct1, . . . , ctm) mit ci ∈ Cs und α(ci) = s1 . . . sm. Wie im
Ind.-Anf. folgt aus der R-Saturiertheit von A, daß ct′ den gleichen fu¨hrenden
Konstruktor hat wie ct, d.h. es gilt: ct′ = ci(ct
′
1, . . . , ct
′
m) fu¨r gewisse ct
′
i ∈ CTsi.
Es gilt:
same(ci(x1, . . . , xm), ci(y1, . . . , ym)) → same(x1, y1), . . . , same(xm, ym) . ∈ R.
Aus der R-Saturiertheit von A folgt dann {same(ct1, ct
′
1), . . . , same(ctm, ct
′
m)} ⊆
A. Aus der Ind.-Hyp. folgt cti = ct
′
i, somit auch ct = ct
′. Damit ist (1.) gezeigt.
Nun zeigen wir (2.), wieder durch strukturelle Induktion u¨ber ct:
Ind.-Anf.: ct = ci, ci ∈ Cs und α(ci) = λ.
Es gilt different(ci, ci) → . ∈ R. Aus der R-Saturiertheit von A folgt, daß
ct′ 6= ci, also ct
′ 6= ct.
Ind.-Schritt : Sei ct = ci(ct1, . . . , ctm) mit ci ∈ Cs und α(ci) = s1 . . . sm. Es gibt
zwei Fa¨lle: a) Der fu¨hrende Konstruktor von ct′ ist cj mit j 6= i. Dann gilt sofort
ct′ 6= ct. b) Sei ct′ = ci(ct
′
1, . . . , ct
′
m) fu¨r gewisse ct
′
i ∈ CTsi. Es gilt:
different(ci(x1, . . . , xm), ci(y1, . . . , ym)) → different(x1, y1)
;
...
;
different(xm, ym) .


∈ R.
(Man beachte die Strichpunkte in der Konklusion. Diese Regel ist disjunktiv!)
Aus der R-Saturiertheit von A folgt dann, daß fu¨r ein j ∈ {1, . . . , n} gilt, daß
different(ctj, ct
′
j) ∈ A. Aus der Ind.-Hyp. folgt cti 6= ct
′
i, somit auch ct 6= ct
′.
Damit ist (2.) gezeigt. 
Die gerade bewiesene Tatsache, daß die same- bzw. different-Regeln die an sie ge-
setzen Erwartungen erfu¨llen, ko¨nnen wir an zwei Stellen ausnutzen: Zuna¨chstein-
mal, um zu zeigen, daß saturierte A¨ste funktional sind, und danach, um nach-
zuweisen, daß ein saturierter Ast, der die Transformation eines Literals entha¨lt,
dieses Literal auch ‘erfu¨llt’.
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Satz 4.3.8 Sei 〈Σ, AX〉 eine normalisierte ADT-Spezifikation,
sei TransSpec(〈Σ, AX〉) ⊆ R und sei A ⊆ MA0Σ ein R-saturierter MG-Ast.
Dann ist A funktional.
Beweis: Wir zeigen zuna¨chst, daß A val-funktional ist.
Angenommen, fu¨r ct ∈ CTΣ und ct
′ ∈ CTΣ gilt, daß is(val(t), ct) ∈ A und
is(val(t), ct′) ∈ A fu¨r ein t ∈ T 0Σ. Es gilt: is(x, y), is(x, y
′) → same(y, y′) . ∈ R.
Da A R-saturiert ist, gilt same(ct, ct′) ∈ A. Aus Satz 4.3.7 folgt, daß ct = ct′.
Die I-Funktionalita¨t von A zeigt man vo¨llig analog, mit Hilfe von
I(fv, tv, z), I(fv, tv, z′) → same(z, z′) . ∈ R. 
Sei ax = lit1 ∨ . . . ∨ litn ein Axiom. Wenn bei der Konstruktion eines Modells
ein transformiertes Axiom angewendet wird (vgl. Def. 3.2.8), dann verzweigt der
aktuelle Ast in n Untera¨ste. Jeder der A¨ste entsteht dann durch Erweiterung des
alten Astes um eine instantiierte Extension TransLitΣ(lit
0
i ) (lit
0
i ist eine Grund-
instanz von liti). Angenommen, der Ast mit TransLitΣ(lit
0
i ) saturiert im weiteren
Verlauf der Modell-Konstruktion. Dann erwarten wir, daß dieser Ast das Grund-
Litaral lit0i erfu¨llt, im Sinne von Def. 4.2.10.
Satz 4.3.9 Sei 〈Σ, AX〉 eine normalisierte ADT-Spezifikation,
sei TransSpec(〈Σ, AX〉) ⊆ R, sei A ⊆ MA0Σ ein endlicher, R-saturierter MG-
Ast und sei lit ∈ Lit0Σ ein Grund-Literal. Dann gilt:
falls TransLitΣ(lit) ⊆ A, dann erfu¨llt A lit.
Beweis: Um zu zeigen, daß A lit erfu¨llt, muß man die Bedingungen (1.) bis (4.)
der Def. 4.2.10 nachweisen.
1. Laut Satz 4.3.6 ist A ada¨quat fu¨r unterTerme(lit).
2. Laut Satz 4.3.8 ist A funktional.
3. Sei lit = t1
.
= t2, t1 evaluiere in A zu ct1 und t2 evaluiere in A zu ct2.
Wir mu¨ssen zeigen, daß ct1 = ct2 ist. Nach der Def. von TransLitΣ gilt:
same(Rep(t1),Rep(t2)) ∈ TransLitΣ(lit), also auch
same(Rep(t1),Rep(t2)) ∈ A. In einem ersten Schritt zeigen wir, daß
same(ct1,Rep(t2)) ∈ A. Wir unterscheiden zwei Fa¨lle:
a) t1 ∈ CTΣ: Dann ist laut Def. 4.2.4 t1 = ct1, und es gilt: Rep(t1) =
Rep(ct1) = ct1. Damit ist same(ct1,Rep(t2)) ∈ A.
b) t1 6∈ CTΣ: Dann ist Rep(t1) = val(t1) und es gilt: same(val(t1),Rep(t2)) ∈
A. Wegen t1 6∈ CTΣ und Def. 4.2.4 gilt: is(val(t1), ct1) ∈ A.
Da R die Regel same(x, y), is(x, z) → same(z, y) . entha¨lt, gilt wegen der
R-Saturiertheit auch same(ct1,Rep(t2)) ∈ A. (Ende b)
In einem zweiten Schritt kann dann in analoger Weise gefolgert werden,
daß mit same(ct1,Rep(t2)) ∈ A auch same(ct1, ct2) ∈ A. Aus dem Satz
4.3.7 folgt dann, daß ct1 = ct2.
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4. Sei lit = t1 6
.
= t2, t1 evaluiere in A zu ct1 und t2 evaluiere in A zu ct2. Vo¨llig
analog zu (3.) kann man schließen, daß different(ct1, ct2) ∈ A, weswegen
ct1 6= ct2.

Bisher haben wir uns in gewisser Weise mit MG-A¨sten bescha¨ftigt, auf welche
die transformierten Axiome bereits angewendet wurden. Um uns nun der Modell-
Korrektheit zu na¨hern, mu¨ssen wir uns noch mit der Anwendung der transfor-
mierten Axiome selbst auseinandersetzen. Hierbei kommen jetzt die Instanzen
mit ins Spiel, deren ‘Pra¨senz’ auf einem MG-Ast (in Form von Sorten-Atomen)
Voraussetzung ist fu¨r die Anwendung eines transformierten Axioms. Die Pra¨senz
der Instanzen wird durch die Saturierung eines Astes gegenu¨ber den Regeln in
TransInstΣ(Inst) erreicht (vgl. Def. 3.3.11).
Satz 4.3.10 Sei Inst ⊆ CTΣ, TransInstΣ(Inst) ⊆ R und sei A R-saturiert.
Dann gilt f.a. ct ∈ Inst: Ist sort(ct) = s, dann ist s(ct) ∈ A.
Beweis: Fu¨r jedes ct ∈ Inst gilt: → s(ct) . ∈ R, falls ct ∈ CTs. Aus der R-
Saturiertheit von A und da die Pra¨misse der Regel leer ist, folgt unmittelbar:
s(ct) ∈ A. 
Nun betrachten wir die volle Regelmenge R, auf die in unserem Verfahren die
Prozedur MG-proc angewendet wird:
R = TransSpec(〈Σ, AX〉) ∪ TransInstΣ(Inst)
Wir ko¨nnen nun zeigen, daß ein R-saturierter Ast ein Disjunktionsglied jeder
Formel aus [AX/Inst] repra¨sentiert.
Satz 4.3.11 Sei 〈Σ, AX〉 eine normalisierte ADT-Spezifikation, Inst ⊆ CTΣ und
sei R = TransSpec(〈Σ, AX〉) ∪ TransInstΣ(Inst). Weiterhin sei ϕ ∈ [AX/Inst],
mit ϕ = lit01 ∨ . . . ∨ lit
0
n und A ein R-saturierter Ast.
Dann gilt fu¨r ein lit0i ∈ {lit
0
1, . . . , lit
0
n}, daß TransLitΣ(lit
0
i ) ⊆ A.
Beweis: Aus ϕ ∈ [AX/Inst] folgt ϕ ∈ [ax/Inst] fu¨r ein ax ∈ AX. Seien frei(ax) =
{x1, . . . , xm} die freien Variablen das Axioms ax, mit sort(xi) = si. Dann ist
ϕ = ax[x1/ct1, . . . , xm/ctm] fu¨r bestimmte Konstruktorterme ct1, . . . , ctm mit
cti ∈ CTsi und cti ∈ Inst. Da ϕ = lit
0
1 ∨ . . . ∨ lit
0
n, ist ax = lit1 ∨ . . . ∨ litn,
fu¨r gewisse Literale liti ∈ Lit mit lit
0
i = liti[x1/ct1, . . . , xm/ctm] (*). Da ax ∈ AX,
ist TransAxiomΣ(ax) ∈ TransAxiomsΣ(AX), also gilt TransAxiomΣ(ax) ∈ R, mit
TransAxiomΣ(ax) = s1(x1) , . . . , sm(xm)
→ TransLitΣ(lit1)
;
...
;
TransLitΣ(litn) .
128
4.3 Beschra¨nkte Modell-Korrektheit
Wegen der R-Saturiertheit und Satz 4.3.10 gilt {s1(ct1), . . . , sm(ctm)} ⊆ A. Da
{s1(ct1), . . . , sm(ctm)} = {s1(x1), . . . , sm(xm)}[x1/ct1, . . . , xm/ctm], folgt (wieder-
um wegen der R-Saturiertheit) fu¨r ein i ∈ {1, . . . , n}, daß
(TransLitΣ(liti))[x1/ct1, . . . , xm/ctm] ⊆ A. Dies ist die Stelle, an der wir die Sub-
stitutivita¨t von TransLitΣ beno¨tigen, s. Satz 4.1.6. Hieraus folgt
(TransLitΣ(liti[x1/ct1, . . . , xm/ctm])) ⊆ A. Wegen (*) gilt dann:
TransLitΣ(lit
0
i ) ⊆ A. 
Nun ko¨nnen wir unmittelbar folgern, daß von einem R-saturierten Ast immer ein
Konjunktionsglied jeder Formel in [AX/Inst] erfu¨llt wird. (Noch reden wir von
der Erfu¨llung durch einen Ast. Erst im Anschluß ziehen wir daraus die Schluß-
folgerungen fu¨r semantische Interpretationen.)
Satz 4.3.12 Sei 〈Σ, AX〉 eine normalisierte ADT-Spezifikation, Inst ⊆ CTΣ und
sei R = TransSpec(〈Σ, AX〉) ∪ TransInstΣ(Inst). Weiterhin sei ϕ ∈ [AX/Inst],
mit ϕ = lit01 ∨ . . . ∨ lit
0
n und A ein R-saturierter Ast.
Dann gilt fu¨r ein lit0i ∈ {lit
0
1, . . . , lit
0
n}, daß A lit
0
i erfu¨llt.
Bemerkung 4.3.13 Vor dem (sehr kurzen) Beweis dieser Aussage u¨berzeugen
wir uns erst von der Wohlgeformtheit des Satzes: Da 〈Σ, AX〉 normalisiert ist, ist
AX ⊆ KlΣ. Darum ist auch [AX/Inst] ⊆ KlΣ, insbesondere ist [AX/Inst] ⊆ Kl
0
Σ.
Daher hat jedes ϕ ∈ [AX/Inst] die Form lit01 ∨ . . . ∨ lit
0
n. Deshalb macht der Satz
eine Aussage fu¨r jede Formel in [AX/Inst]. Außerdem gilt lit0i ∈ Lit
0
Σ. Darum ist
der Ausdruck ‘A erfu¨llt lit0i ’ wohlgeformt.
Beweis: Der obige Satz folgt direkt aus den Sa¨tzen 4.3.9 und 4.3.11. 
Schließlich ko¨nnen wir von der gerade gezeigten Erfu¨llung einzelner Litarale durch
einen Ast in einem Doppelschritt u¨bergehen zu der Erfu¨llung aller instanziierten
Axiome durch eine semantische Interpretation. Wir erhalten den Satz u¨ber die
Korrektheit der gefundenen Modelle bezu¨glich einer beschra¨nkten Instantiierung
der Axiome:
Satz 4.3.14 (instanzenbeschra¨nkte Modell-Korrektheit)
Sei 〈Σ, AX〉 eine normalisierte ADT-Spezifikation, Inst ⊆ CTΣ endlich und sei
R = TransSpec(〈Σ, AX〉)∪TransInstΣ(Inst). Falls MG-proc (R) mit der Ausgabe
”
A ist R-saturiert“ terminiert, fu¨r einen MG-Ast A ∈ MA0Σ, dann gilt:
1. [AX/Inst] ist erfu¨llbar,
2. fu¨r jede A entsprechende F-Interpretation I gilt: I |= [AX/Inst].
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Beweis: Zuna¨chst halten wir fest, daß laut Satz 3.4.18 aus der Ausgabe
”
A ist R-
saturiert“ tatsa¨chlich folgt, daß A R-saturiert ist. Sei nun ϕ ein beliebige Formel
aus [AX/Inst]. Laut Bemerkung 4.3.13 hat ϕ die Form ϕ = lit01 ∨ . . .∨ lit
0
n ∈ Kl
0
Σ.
Laut Satz 4.3.12 gilt fu¨r ein lit0i ∈ {lit
0
1, . . . , lit
0
n}, daß A lit
0
i erfu¨llt. Laut Satz
4.2.11 gilt dann fu¨r jede A entsprechende Interpretation I: I |= lit0i . Nach der
Semantik der Disjunktion gilt fu¨r ein solches I auch: I |= ϕ. Da ϕ beliebig aus
[AX/Inst] gewa¨hlt war, gilt f.a. ϕ ∈ [AX/Inst]: I |= ϕ. Demnach gilt auch I |=
[AX/Inst], fu¨r jede A entsprechende Interpretation I. Somit ist (2.) bewiesen.
Um noch (1.) zu beweisen, fehlt nur noch die Existenz einer A entsprechenden
Interpretation I. Nach dem Satz 4.3.8 ist A funktional, und es folgt mit Satz
4.2.3, daß eine A entsprechende Interpretation I existiert. 
Da das tatsa¨chlich eingesetzte Verfahren nicht mit expliziten Instanzen-Mengen
arbeitet, sondern nur mit einer Gro¨ßen-Beschra¨nkung fu¨r Instanzen, behandeln
wir abschließend noch diese Variante.
Satz 4.3.15 Sei n ∈ N, MaxInstΣ(n) ⊆ R und sei A R-saturiert. Dann gilt f.a.
ct mit |ct| ≤ n: Ist sort(ct) = s, dann ist s(ct) ∈ A.
Beweis: Analog zu dem Beweis von 4.3.10 unter Verwendung der Def. 3.3.12. 
Satz 4.3.16 (gro¨ßenbeschra¨nkte Modell-Korrektheit)
Sei 〈Σ, AX〉 eine norm. ADT-Spez., n ∈ N und sei R = TransSpec(〈Σ, AX〉) ∪
MaxInstΣ(n). Falls MG-proc (R) mit der Ausgabe ”
A ist R-saturiert“ terminiert,
fu¨r einen MG-Ast A ∈ MA0Σ, dann gilt:
1. AX≤n ist erfu¨llbar,
2. fu¨r jede A entsprechende F-Interpretation I gilt: I |= AX≤n.
Beweis: Wir erinnern daran, daß ϕ≤n = [ϕ/{ct ∈ CTΣ | |ct| ≤ n}] ist und
Φ≤n =
⋃
ϕ∈Φ ϕ≤n. Demnach folgt dieser Satz fast als Spezialfall von Satz 4.3.14,
mit Inst = {ct ∈ CTΣ | |ct| ≤ n}. Es ist lediglich zu beachten, daß hier mit
MaxInstΣ(n) gearbeitet wird anstelle von TransInstΣ(Inst), d.h., wir verwenden
Satz 4.3.15 anstelle von Satz 4.3.10. 
4.4 Unerfu¨llbarkeits-Korrektheit
Im letzten Abschnitt waren wir davon ausgegangen, daß die Modell-Generierung
mit der Saturierung eines Astes terminiert. Hieraus war zu folgern, daß ein Mo-
dell der (instantiierten Spezifikation) existiert. Wir mußten dabei von gegebenen
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Meta-Atom-Mengen (mit bestimmten Eigenschaften) auf semantische Interpre-
tationen schließen. In diesem und dem folgenden Abschnitt mu¨ssen wir nun den
umgekehrten Weg gehen. Diesmal setzen wir die Erfu¨llbarkeit der Axiome, d.h.
die Existenz einer die Axiome erfu¨llenden Interpretation, voraus, und schließen
von da aus auf die Beschaffenheit der konstruierten MG-Ba¨ume und -A¨ste. Die
Elemente der MG-A¨ste, die Meta-Atome, repra¨sentieren ja Aussagen u¨ber In-
terpretationen. Ist eine Interpretation I vorgegeben, dann kann man die Meta-
Atome (wie z.B. I(f, 〈0〉, 1)) als Aussage u¨ber I deuten. Diese Aussagen ko¨nnen
dann zutreffen oder auch nicht.
Die zentrale Eigenschaft, die es nun abzuleiten gilt, ist die folgende: Wenn eine
erfu¨llende Interpretation I der Axiome existiert, dann gibt es zu jedem Zeitpunkt
der Modell-Konstruktion immer mindestens einen MG-Ast A, so daß die Deutung
aller Meta-Atome in A mittels I zutrifft (*). Gelingt es, dies zu zeigen, dann folgen
zwei wichtige Aussagen u¨ber die Modell-Konstruktion:
1. Es ko¨nnen nicht alle A¨ste verworfen werden. Per Kontraposition folgt so-
fort die Unerfu¨llbarkeits-Korrektheit : Wenn doch alle A¨ste verworfen wer-
den, und MG-proc mit
”
abgelehnt“ anwortet, dann kann keine die Axiome
erfu¨llende Interpretation existiert haben.
2. Wenn man noch zeigt, daß jeder MG-Ast, bei dem die Deutung aller Meta-
Atome mittels I zutrifft, eine bestimme Maximal-La¨nge nicht u¨berschreiten
kann, dann muß eine Ast-faire Verfeinerung von MG-proc in endlicher Zeit
einen saturierten Ast finden, und mit der Ausgabe
”
A ist R-saturiert“ ter-
minieren. Dies ist die Modell-Vollsta¨ndigkeit.
In diesem Abschnitt formalisieren und beweisen wir die Aussage (*). Fast beila¨ufig
ko¨nnen wir daraus die Aussage (1.) folgern. Der kommende Abschnitt baut auf
die Aussage (*) auf. Dort wird der Begriff der ‘Fairneß’ pra¨zisiert und die Termi-
nierung der fairen Modell-Suche nachgewiesen.
Um Meta-Atome mittels eines vorgegebenen I deuten zu ko¨nnen, mu¨ssen zuerst
ihre Bestandteile, die Meta-Terme, mittels I ‘ausgewertet’ werden. Hier und im
folgenden gilt es zu beachten, daß MG-A¨ste Mengen von Grund-Meta-Atomen
sind. Die vorkommenden Meta-Terme sind folglich auch grundiert. Wir definieren
die Auswertung nur auf wohlgeformten Meta-Termen (s. Def. 3.4.4). Diese sind
insbesondere grundiert.
Definition 4.4.1 (Auswertung von Grund-Meta-Termen)
Sei I gegeben, die Auswertung von Grund-Meta-Termen mittels I,
mtvalI : wMTΣ → CTΣ, ist definiert durch:
1. mtvalI(val(t)) = valI(t)
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2. mtvalI(argn(t)) = (mtvalI(t))↓n
3. mtvalI(c) = c, fu¨r c ∈ C, α(c) = λ
4. mtvalI(c(t1, . . . , tn)) = c(mtvalI(t1), . . . , mtvalI(tn)),
fu¨r c ∈ C, α(c) = s1, . . . , sn
?
Intuitiv lo¨st also val eine Auswertung mittels valI aus, argn steht fu¨r die n-te Ar-
gumentposition und die Konstruktoren fu¨r sich selbst. Das Ergebnis von mtvalI
ist immer ein Konstruktorterm! Es ist leicht zu sehen, daß Konstruktorterme
unter mtvalI unvera¨ndert bleiben: mtvalI(ct) = ct (ct ∈ CTΣ).
Mit Hilfe von mtvalI laßt sich nun definieren, wie die Meta-Atome unter ei-
ner vorgegebenen Interpretation I zu deuten sind. Das Ungewo¨hnliche an der
folgenden Definition ist, daß das Ergebnis der definierten Deutung jeweils eine
mathematisch meta-sprachliche Aussage ist.
Definition 4.4.2 (Deutung von Grund-Meta-Atomen)
Sei I vorgegeben. Die I entsprechende Deutung von Grund-Meta-Atomen
als meta-sprachliche Aussagen ist folgendermaßen definiert:
DeutI(s(ct)) ≡ [ct ∈ CTs]
DeutI(search s(t)) ≡ [mtvalI(t) ∈ CTs]
DeutI(is(t1, t2)) ≡ [mtvalI(t1) = mtvalI(t2)]
DeutI(same(t1, t2)) ≡ [mtvalI(t1) = mtvalI(t2)]
DeutI(different(t1, t2)) ≡ [mtvalI(t1) 6= mtvalI(t2)]
DeutI(I(a, 〈〉, t)) ≡ [I(a)() = mtvalI(t)]
DeutI(I(f, 〈t1, . . . , tn〉, t)) ≡ [I(f)(mtvalI(t1), . . . , mtvalI(tn)) = mtvalI(t)]
Hierbei wird mtvalI auf der rechten Seite rekursiv aufgelo¨st, bis ein ga¨nzlich
meta-sprachlicher Ausdruck entsteht. ?
Der jeweils entstehende Ausdruck kann zutreffen oder auch nicht. Um ganze MG-
A¨ste, aber auch z.B. Regelpra¨missen deuten zu ko¨nnen, erweitern wir DeutI auf
Mengen A ∈ MA0Σ:
Definition 4.4.3 (zutreffende Deutung von Grund-MA-Mengen)
Sei I vorgegeben, und sei A ∈ MA0Σ. Wir sagen, die Deutung der Menge A
trifft zu, falls DeutI(at) zutrifft f.a. at ∈ A. ?
Insbesondere trifft DeutI(∅) zu, fu¨r jedes I .
Unser Ziel ist es nun, zu zeigen, daß sich das Zutreffen der gedeuteten Pra¨missen
einer Regel auf mindestens eine der Regel-Extensionen vererbt. Zur Vorberei-
tung darauf zeigen wir noch zweierlei: a) Rep wird wie valI gedeutet, und b)
132
4.4 Unerfu¨llbarkeits-Korrektheit
die Deutung derjenigen Meta-Atome, die aus der Transformation von Termen
TransTermΣ hervorgehen, trifft immer zu, unabha¨ngig von I.
Satz 4.4.4 Sei I eine F-Interpretation und t ∈ T 0Σ ein Grund-Term. Dann gilt:
mtvalI(Rep(t)) = valI(t).
Beweis: Sei t 6∈ FFTΣ (t entha¨lt Funktionen), dann ist Rep(t) = val(t), und aus
der Def. der Deutung folgt die Beh. Sei t ∈ FFTΣ. Dann ist Rep(t) = t, demnach
mtvalI(Rep(t)) = mtvalI(t). Da FFTΣ ∩ T
0
Σ = CTΣ, ist t ∈ CTΣ. Daraus folgt
mtvalI(t) = t sowie valI(t) = t. Zusammen gilt mtvalI(Rep(t)) = mtvalI(t) =
t = valI(t). 
Satz 4.4.5 Sei I eine F-Interpretation und t ∈ T 0Σ ein Grund-Term. Dann gilt:
DeutI(TransTermΣ(t)) trifft zu.
Beweis: Strukturelle Induktion:
1. Falls t ∈ CTΣ, dann ist TransTermΣ(t) = ∅.
2. Falls t = a mit a ∈ Fs, α(a) = λ, dann ist
TransTermΣ(t) = {I(a, 〈〉, val(a)), search s(val(a))}.
DeutI(I(a, 〈〉, val(a))) ≡ [I(a)() = mtvalI(val(a))] ≡ [I(a)() = valI(a)]
DeutI(search s(val(a))) ≡ [mtvalI(val(a)) ∈ CTs] ≡ [valI(a) ∈ CTs]
Beide Ausdru¨cke treffen offensichtlich zu.
3. Falls t = f(t1, . . . , tn) mit f ∈ Fs, α(f) = s1 . . . sn, dann ist
TransTermΣ(t) = {I(f, 〈Rep(t1), . . . ,Rep(tn)〉, val(t)), search s(val(t))}
∪ TransTermΣ(t1) ∪ . . . ∪ TransTermΣ(tn)
DeutI(TransTermΣ(ti)) trifft aufgrund der Ind.-Hyp. zu.
DeutI(search s(val(t))) ≡ [valI(t) ∈ CTs] (s.o.) trifft zu.
DeutI(I(f, 〈Rep(t1), . . . ,Rep(tn)〉, val(t)))
≡ [I(f)(mtvalI(Rep(t1)), . . . , mtvalI(Rep(tn))) = mtvalI(val(t))]
≡ [I(f)(valI(t1), . . . , valI(tn)) = valI(t)].
Dies trifft zu nach der Def. von valI .
4. Falls t = c(t1, . . . , tn) mit c ∈ Cs, α(c) = s1 . . . sn, wobei t 6∈ CTΣ, dann ist
TransTermΣ(t) = {is(val(t), c(Rep(t1), . . . ,Rep(tn)))}
∪ TransTermΣ(t1) ∪ . . . ∪ TransTermΣ(tn)
DeutI(TransTermΣ(ti) trifft wieder aufgrund der Ind.-Hyp. zu.
DeutI(is(val(t), c(Rep(t1), . . . ,Rep(tn))))
≡ [mtvalI(val(t)) = mtvalI(c(Rep(t1), . . . ,Rep(tn)))]
≡ [valI(t) = c(valI(t1), . . . , valI(tn))]
Auch dies trifft zu nach der Def. von valI .

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Nun ko¨nnen wir den zentralen Satz dieses Abschnitts zeigen, wonach sich bei
Anwendung einer Regel das Zutreffen der Deutung von der Regel-Pra¨misse auf
mindestens eine der Regel-Extensionen vererbt.
Satz 4.4.6 Sei 〈Σ, AX〉 eine normalisierte ADT-Spezifikation, Inst ⊆ CTΣ und
sei R = TransSpec(〈Σ, AX〉)∪TransInstΣ(Inst). Weiterhin sei I eine (feste) F-
Interpretation, welche die Axiome erfu¨llt: I |= AX. Dann gilt fu¨r jede MG-Regel
r ∈ R: falls fu¨r eine Meta-Variablen-Substitution σ gilt, daß (pra¨misse(r))σ ∈
MA0Σ und daß DeutI((pra¨misse(r))σ) zutrifft, dann gibt es eine Extension Ext ∈
extensionen(r), so daß auch DeutI((Ext)σ) zutrifft.
In dem folgenden Beweis wird jeweils beim Nachweis von DeutI((Ext)σ) impli-
zit mitbewiesen, daß DeutI((Ext)σ) wohlgeformt ist. Daraus folgt insbesondere
auch die Wohlsortiertheit von (Ext)σ. Umgekehrt ko¨nnen wir jeweils die Wohlsor-
tiertheit von (pra¨misse(r))σ und die Wohlgeformtheit von DeutI((pra¨misse(r))σ)
voraussetzen.
Beweis: Wir treffen eine große Fallunterscheidung u¨ber die verschiedenen Re-
gelmengen, die sich ganz natu¨rlich aus der Def. von TransSpec und TransInstΣ
ergeben. Fu¨r positive Regeln, die keine Pra¨misse besitzen und darum auch keine
Variablen enthalten, mu¨ssen wir nur zeigen, daß die Deutung einer (meist der
einzigen) Extension mit DeutI zutrifft.
Fall 1.: r ∈ TransInstΣ(Inst)
r = → s(ct) . fu¨r ein ct ∈ Inst ∩ CTs. DeutI(s(ct)) ≡ [ct ∈ CTs], was zutrifft.
Fall 2.: r ∈ TransAxiomsΣ(AX)
r ∈ TransAxiomΣ(ax) fu¨r ein ax ∈ AX. Sei ax = lit1 ∨ . . . ∨ litn, Var(ax) =
{x1, . . . xm} und sort(xi) = si. Es gilt:
TransAxiomΣ(ax) = s1(x1) , . . . , sm(xm)
→ TransLitΣ(lit1)
;
...
;
TransLitΣ(litn) .
Sei nun σ eine MV-Substitution, so daß DeutI({s1(x1), . . . , sm(xm)}σ) zutrifft.
Wir mu¨ssen zeigen, daß fu¨r ein j ∈ {1, . . . , n} DeutI(TransLitΣ(litj)σ) zutrifft.
Wegen (si(xi))σ = si(σ(xi)) trifft DeutI(si(σ(xi))) zu f.a. i ∈ {1, . . .m}. Nach
Def. 4.4.2 gilt dann σ(xi) ∈ CTsi (*). σ ist ja eine MV-Substitution und als solche
nicht per definitionem wohlsortiert. Aber aufgrund von (*) ist die Einschra¨nkung
σ′ von σ auf Var(ax), σ′ = σ|V ar(ax) wohlsortiert, also eine ganz gewo¨hnliche
Substitution im Sinne von Def. 2.2.18. Damit gelten fu¨r σ′ alle Sa¨tze, die wir fu¨r
gewo¨hnliche Substitutionen gezeigt haben.
Nun gilt I |= ax. Nach Satz 3.3.5 gilt dann I |= [ax/CTΣ], wegen (*) insbeson-
dere auch I |= (ax)σ′. Wegen (ax)σ′ = lit1σ
′ ∨ . . . ∨ litnσ
′ und der Semantik von
134
4.4 Unerfu¨llbarkeits-Korrektheit
‘∨′ gilt auch I |= litjσ
′ fu¨r ein j ∈ {1, . . . , n}. Fu¨r dieses j zeigen wir zuna¨chst,
daß DeutI((TransLitΣ(litj))σ
′) zutrifft. O.B.d.A. sei litj = t1
.
= t2 (der Fall litj =
t1 6
.
= t2 geht vo¨llig analog). Da σ
′ eine vollsta¨ndige Konstruktorterm-Substitution
fu¨r t1 und t2 ist, gilt lt. Satz 4.1.6 (TransLitΣ(t1
.
= t2))σ
′ = TransLitΣ((t1
.
=
t2)σ
′). Diese Menge ist gleich {same(Rep(t1σ
′),Rep(t2σ
′))}∪TransTermΣ(t1σ
′)∪
TransTermΣ(t2σ
′). Da DeutI(TransTermΣ(t)) fu¨r beliebige Terme t immer zu-
trifft (Satz 4.4.5), mu¨ssen wir nur noch zeigen, daß
DeutI(same(Rep(t1σ
′),Rep(t2σ
′))) ≡ [mtvalI(Rep(t1σ
′)) = mtvalI(Rep(t2σ
′))]
zutrifft. Nach Satz 4.4.4 gilt dies genau dann, wenn valI(t1σ
′) = valI(t2σ
′). Dies
aber ist eine unmittelbare Folge aus I |= litjσ
′ (s.o.). Somit ist gezeigt, daß
DeutI((TransLitΣ(litj))σ
′) zutrifft.
Laut Satz 4.1.9 gilt Var(TransLitΣ(litj)) = Var(litj), und wegen Var(litj) ⊆
Var(ax) und σ′ = σ|V ar(ax) gilt (TransLitΣ(litj))σ
′ = (TransLitΣ(litj))σ. Somit
gilt auch, daß DeutI((TransLitΣ(litj))σ) zutrifft.
Fall 3.: r ∈ TransSortsΣ(S)
r ∈ TransSortΣ(s) fu¨r ein s ∈ S. Seien Cs = {c1, . . . , cn} die Konstruktoren
von s. Wir nehmen an, daß DeutI((search s(x))σ) ≡ [σ(x) ∈ CTs] zutrifft. Wir
mu¨ssen zeigen, daß fu¨r ein i ∈ {1, . . . , n} DeutI((TransKonstrΣ(x, ci))σ) zutrifft.
Wegen σ(x) ∈ CTs gilt entweder a) σ(x) = ci fu¨r ein ci ∈ Cs mit α(ci) = λ, oder
b) σ(x) = ci(ct1, . . . , ctm) fu¨r ein ci ∈ Cs mit α(ci) = s1 . . . sm. Fu¨r dieses i zeigen
wir, daß DeutI((TransKonstrΣ(x, ci))σ) zutrifft.
Falls α(ci) = λ, dann ist (TransKonstrΣ(x, ci))σ = {is(σ(x), ci)}, und
DeutI(is(σ(x), ci)) ≡ [mtvalI(σ(x)) = mtvalI(ci)] ≡ [σ(x) = ci]. Dies trifft zu
wg. a).
Falls α(ci) = s1 . . . sm, dann ist
(TransKonstrΣ(x, ci))σ = {is(σ(x), c(arg1(σ(x)), . . . , argm(σ(x)))),
search s1(arg1(σ(x))), . . . , search sm(argm(σ(x)))}.
DeutI(is(σ(x), ci(arg1(σ(x)), . . . , argm(σ(x)))))
≡ [mtvalI(σ(x)) = mtvalI(ci(arg1(σ(x)), . . . , argm(σ(x))))]
≡ [σ(x) = ci(mtvalI(arg1(σ(x))), . . . , mtvalI(argm(σ(x))))]
≡ [σ(x) = ci(σ(x)↓1, . . . , σ(x)↓m)] (*)
Da σ(x) = ci(ct1, . . . , ctm) (siehe b)), ist die Gleichung (*) wohlgeformt, denn
die σ(x) ↓1, . . . , σ(x) ↓m sind wohlgeformte Terme. Mit σ(x) ↓j= ctj folgt, daß
(*) zutrifft. Nun bleibt nur noch zu zeigen, daß DeutI(search sj(argj(σ(x)))) ≡
[mtvalI(argj(σ(x))) ∈ CTsj ] ≡ [σ(x)↓j∈ CTsj ] zutrifft, f.a. j ∈ {1, . . . , m}. Dies
aber gilt nach b).
Fall 4.: r ∈ Funktionalitaet
Sei r = I(fv, tv, z), I(fv, tv, z′) → same(z, z′) .
Wir nehmen an, daß DeutI({(I(fv, tv, z))σ, (I(fv, tv, z
′))σ}) zutrifft. Wir mu¨ssen
zeigen, daß DeutI(same(zσ, z
′σ)) ≡ [mtvalI(σ(z)) = mtvalI(σ(z
′))] (*) zutrifft.
Da I(fv, tv, z)σ und I(fv, tv, z′)σ Grund-Meta-Atome sind, ist σ(fv) ∈ F und σ(tv)
ein Tupel von Grund-Meta-Termen. O.B.d.A. sei σ(fv) = f ∈ Fs mit α(f) =
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s1 . . . sn. Wegen der Wohlgeformtheit der Aussage DeutI((I(fv, tv, z))σ) ist dann
σ(tv) = 〈t1, . . . , tn〉. Es gilt
DeutI((I(fv, tv, z))σ) ≡ [I(f)(mtvalI(t1), . . . , mtvalI(tn)) = mtvalI(σ(z))] und
DeutI((I(fv, tv, z
′))σ) ≡ [I(f)(mtvalI(t1), . . . , mtvalI(tn)) = mtvalI(σ(z
′))].
Da beides zutrifft, trifft auch (*) zu.
Der Fall r = is(x, y), is(x, y′) → same(y, y′) . verla¨uft entsprechend.
Fall 5.: r ∈ ErsetzungΣ
Hier ist der Beweis trivial, durch unmittelbares Einsetzen mit der jeweiligen aus
DeutI(is(t1, t2)) gewonnenen Gleichung [mtvalI(t1) = mtvalI(t2)].
Fall 6.: r ∈ FreiErzΣ
In FreiErzΣ befinden sich u.a. die einzigen negativen Regeln (Regeln mit lee-
rer Konklusion) der gesamten Regelmenge R. Auch fu¨r diese mu¨ssen wir zei-
gen, daß, wann immer DeutI((pra¨misse(r))σ) zutrifft, fu¨r eine Extension Ext ∈
extensionen(r) DeutI((Ext)σ) zutrifft. Da aber extensionen(r) = ∅ ist, mu¨ssen
wir die Annahme, daß DeutI((pra¨misse(r))σ) zutrifft, ad absurdum fu¨hren. Bei
nicht-negativen Regeln verfahren wir wie gehabt. Exemplarisch fu¨r ganz FreiErzΣ
behandeln wir nur zwei Regeltypen.
a) Sei r = same(c1(x1, . . . , xn), c2(y1, . . . , ym)) → . , wobei c1 6= c2.
Wir nehmen (same(c1(x1, . . . , xn), c2(y1, . . . , ym)))σ ∈ MA
0
Σ an.
Wu¨rde DeutI((same(c1(x1, . . . , xn), c2(y1, . . . , ym)))σ) zutreffen, dann auch
[c1(mtvalI(σ(x1)), . . . , mtvalI(σ(xn))) = c2(mtvalI(σ(y1)), . . . , mtvalI(σ(ym)))].
Daraus folgt insbesondere c1 = c2. Widerspruch.
b) Sei
r = different(c(x1, . . . , xn), c(y1, . . . , yn)) → different(x1, y1); . . . ; different(xn, yn).
Wir nehmen an, daß (different(c(x1, . . . , xn), c(y1, . . . , yn)))σ ∈ MA
0
Σ und daß
DeutI((different(c(x1, . . . , xn), c(y1, . . . , yn)))σ)
≡ [c(mtvalI(σ(x1)), . . . , mtvalI(σ(xn))) 6= c(mtvalI(σ(y1)), . . . , mtvalI(σ(yn)))]
zutrifft. Dann aber muß mtvalI(σ(xi)) 6= mtvalI(σ(yi)) gelten fu¨r mindestens
ein i ∈ {1, . . . , n}. Dies ist gleichbedeutend damit, daß DeutI((different(xi, yi))σ)
zutrifft fu¨r ein i, was zu zeigen war. 
Im folgenden nehmen wir an, die untersuchte Spezifikation sei erfu¨llbar mittels
I. Aus der gerade bewiesenen Eigenschaft einzelner Regelanwendungen ko¨nnen
wir jetzt induktiv schließen, daß jeder beim Ablauf von MG-proc(R) konstruier-
te Baum (wir nennen solche Ba¨ume R-erreichbar) die Eigenschaft hat, daß fu¨r
mindestens einen Ast die Deutung mittels I zutrifft. Vorher definieren wir noch
(unter Verweis auf die Def. 3.4.19 von ‘La¨ufen’) ‘R-erreichbare Ba¨ume’ sowie
‘Iterationen’ und darin ‘ausgewa¨hlte A¨ste’.
Definition 4.4.7 (R-erreichbare Ba¨ume und A¨ste)
Sei R eine Menge von MG-Regeln. Ein MG-Baum B ist R-erreichbar, falls
eine der folgenden Bedingungen erfu¨llt ist.
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1. Es existiert ein terminierender Lauf B1, . . . , Be von MG-proc(R) und es ist
B = Bi fu¨r ein i ∈ {1, . . . , e}.
2. Es existiert ein nicht-terminierender Lauf B1, B2, . . . . . . von MG-proc(R)
und es ist B = Bi fu¨r ein i ≥ 1.
Ein MG-Ast A ist R-erreichbar, falls A ∈ a¨ste(B) fu¨r einen R-erreichbaren
MG-Baum. ?
Definition 4.4.8 (Iterationen, ausgewa¨hlte A¨ste)
Sei R gegeben, sei B1, . . . , Be bzw. B1, B2, . . . . . . ein Lauf von MG-proc(R) und
sei 1 ≤ i < e bzw. i ≥ 1. Der Berechnungsschritt beim U¨bergang von Bi nach
Bi+1 heißt i-te Iteration des Laufes. Der dabei in Schritt 2. ausgewa¨hlte Ast
heißt in der i-ten Iteration ausgewa¨hlter Ast. ?
Satz 4.4.9 Sei 〈Σ, AX〉 eine normalisierte ADT-Spezifikation, Inst ⊆ CTΣ und
sei R = TransSpec(〈Σ, AX〉) ∪ TransInstΣ(Inst). Weiterhin sei I eine (feste)
F-Interpretation, welche die Axiome erfu¨llt: I |= AX. Dann gilt fu¨r jeden R-
erreichbaren MG-Baum B, daß ein Ast A ∈ a¨ste(B) existiert, dessen Deutung
mittels I, DeutI(A), zutrifft.
Beweis: Induktion u¨ber die Iterationen von MG-proc(R).
Ind.-Anf.: B1 = d∅e
DeutI(∅) trifft trivialerweise zu.
Ind.-Schritt: Bi → Bi+1
Sei Bi = dA1| . . . |Ane. Laut Ind.-Hyp. existiert ein Ast Ak ∈ {A1, . . . , An}, so
daß DeutI(Ak) zutrifft.
Fall a) Bi+1 = Erw(Aj, B, r, σ) fu¨r ein Aj ∈ {A1, . . . , An}. Laut MG-proc gilt fu¨r
ein r mit r = Pr → Ext1; . . . ; Extm. und ein σ, daß (Pr)σ ⊆ Aj, und damit:
Bi+1 = dA1| . . . |Ai−1|Aj ∪ (Ext1)σ| . . . |Aj ∪ (Extm)σ|Ai+1| . . . |Ane.
Falls nun k 6= j, dann ist Ak ∈ a¨ste(Bi+1) und wir sind fertig. Sei also k = j,
dann trifft mit DeutI(Aj) auch DeutI((Pr)σ) zu. Laut Satz 4.4.6 trifft dann auch
DeutI((Extn)σ) zu, fu¨r ein n ∈ {1, . . . , m}. Insgesamt trifft dann fu¨r den neuen
Ast Aj ∪ (Extn)σ die Deutung DeutI(Aj ∪ (Extn)σ) zu.
Fall b) Bi+1 = Verw(Aj, B, r, σ) fu¨r ein Aj ∈ {A1, . . . , An}. Laut MG-proc gilt fu¨r
ein r mit r = Pr → . und ein σ, daß (Pr)σ ⊆ Aj. Wa¨re nun k = j, dann wu¨rde
DeutI(Aj) zutreffen, also auch DeutI((Pr)σ). Laut Satz 4.4.6 mu¨ßte dann eine
Extension Ext ∈ extensionen(r) existieren, so daß DeutI((Ext)σ) zutrifft. Dies
steht im Widerspruch zu extensionen(r) = ∅. Daher muß k 6= j sein. Dann aber
ist, wegen Bi+1 = dA1| . . . |Aj−1|Aj+1| . . . |Ane, Ak ∈ a¨ste(Bi+1). 
Wie schon in der Einleitung zu diesem Abschnitt erla¨utert, ist die gerade bewie-
sene Eigenschaft R-erreichbarer Ba¨ume der Schlu¨ssel sowohl fu¨r die Unerfu¨llbar-
keits-Korrektheit (s. der folgende Satz) als auch fu¨r die Modell-Vollsta¨ndigkeit
(s. der kommende Abschnitt) der Methode.
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Satz 4.4.10 (Unerfu¨llbarkeits-Korrektheit)
Sei 〈Σ, AX〉 eine normalisierte ADT-Spezifikation, Inst ⊆ CTΣ und sei R =
TransSpec(〈Σ, AX〉) ∪ TransInstΣ(Inst). Dann gilt:
falls MG-proc mit der Ausgabe
”
abgelehnt“ terminiert, dann ist 〈AX,Σ〉 unerfu¨ll-
bar.
Beweis: Da MG-proc mit der Ausgabe
”
abgelehnt“ terminiert, existiert ein termi-
nierender Lauf B1, . . . , Be mit Be = d e, d.h. Be = d e ist R-erreichbar. Wir neh-
men an, AX sei erfu¨llbar, d.h. es existiert eine F -Interpretation I mit I |= AX.
Laut Satz 4.4.9 gilt fu¨r jeden R-erreichbaren Baum Bi, also auch fu¨r d e, daß
ein Ast A ∈ a¨ste(Bi) existiert, dessen Deutung mittels I, DeutI(A), zutrifft. Mit
a¨ste(d e) = ∅ folgt der Widerspruch. 
4.5 Fairneß und Modell-Vollsta¨ndigkeit
4.5.1 Fairneß
Um im Falle der Erfu¨llbarkeit der untersuchten Spezifikation die Terminierung
des Verfahrens zu garantieren, muß eine zusa¨tzliche Forderung an die indeter-
ministische Prozedur MG-proc gestellt werden. Der Indeterminismus muß in der
Weise eingeschra¨nkt werden, daß die Prozedur keinen konstruierten Ast fu¨r alle
Ewigkeiten u¨bergeht. Dieses Verhalten bezeichnet man ‘Ast-Fairneß’, und dies
ist auch in anderen Beweisverfahren eine typische Voraussetzung fu¨r Vollsta¨ndig-
keitsaussagen.
Das fu¨r die Realisierung des vorgestellten Verfahrens eingesetzte Werkzeug na-
mens ‘MGTP’ (s. Kapitel 5) implementiert keine ast-faire Modell-Konstruktion,
sondern eine ‘von-links-nach-rechts’-Strategie. Von daher beweisen wir strengge-
nommen nicht die Vollsta¨ndigkeit unserer Realisierung. Wir zeigen aber, daß der
in der Arbeit vorgestellte transformative Kalku¨l seinen Beitrag zur Vollsta¨ndig-
keit leistet: sobald er von einer ast-fairen Verfeinerung von MG-proc ausgefu¨hrt
wird, garantiert er die terminierende Konstruktion eines Modells (falls die unter-
suchte Spezifikation erfu¨llbar ist).
In der Praxis findet auch die Realisierung mit MGTP die gesuchten Modelle der
(Gegen-)Spezifikationen (und damit den gesuchten Fehler). Dies hat zwei Gru¨nde:
Erstens ist die Ursache der Fehler ha¨ufig in den Randfa¨llen zu finden, die bei einer
‘von-links-nach-rechts’-Strategie zuerst behandelt werden. Man beachte, daß wir
aus diesem Grund die Extensionen der search-Regeln so geordnet haben, daß die
Konstruktoren mit weniger Argumenten in der Konklusion weiter links stehen
(s. Def. 3.2.1). Zweitens sind die Regeln so konzipiert, daß A¨ste, die kein Modell
repra¨sentieren, mo¨glichst fru¨h verworfen werden. Dies wird dadurch erreicht, daß
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die same- und different-Regeln schon aufgrund der fu¨hrenden Konstruktoren A¨ste
verwerfen ko¨nnen, noch bevor die Platzhalter in den Argumenten beseitigt sind.
Nun pra¨zisieren wir, was ‘Ast-Fairneß’, kurz ‘Fairneß’ bedeutet.
Definition 4.5.1 (faire Modell-Generierungs-Prozedur)
Eine faire MG-Prozedur ist eine Verfeinerung fair-MG-proc von MG-proc in
der Weise, daß die folgende Eigenschaft von La¨ufen von fair-MG-proc garantiert
wird:
Falls B1, B2, . . . . . . ein nicht-terminierender Lauf von fair-MG-proc ist, dann
gilt fu¨r jedes i ≥ 1: Ist Bi = dA1| . . . |Ane, dann gibt es fu¨r jedes j mit 1 ≤ j ≤ n
ein i′ ≥ i, so daß Aj in der i
′-ten Iteration ausgewa¨hlt wird. ?
4.5.2 Modell-Vollsta¨ndigkeit
Das Ziel der nun folgenden Argumentation ist zuna¨chst, zu zeigen, daß in nicht-
terminierenden La¨ufen von fair-MG-proc jeder Ast jede beliebige La¨nge u¨ber-
schreitet. Dies la¨ßt sich ausdru¨cken mit Hilfe der ‘minimalen Astla¨nge’ von Ba¨um-
en, die jede beliebige Grenze u¨berschreitet.
Definition 4.5.2 (minimale Astla¨nge, minimale A¨ste)
Sei B ein nichtleerer Baum (B 6= d e) mit B = dA1| . . . |Ane. Seine minimale
Astla¨nge minAstLa¨nge(B) ist das Minimum der Menge {|A1|, . . . , |An|}.
Die Menge der minimalen A¨ste von B, minA¨ste(B), ist definiert durch:
minA¨ste(B) = {A ∈ a¨ste(B) | |A| = minAstLa¨nge(B)} ?
Wir sprechen von der ‘La¨nge’ der A¨ste, obwohl es sich bei den A¨sten formal
um Mengen handelt, und die sogen. ‘La¨nge’ eigentlich die Gro¨ße dieser Mengen
bezeichnet.
Satz 4.5.3 Sei B1, . . . , Be bzw. B1, B2, . . . . . . ein Lauf von MG-proc (R) und sei
1 ≤ i < e bzw. i ≥ 1. Dann gilt:
falls Bi+1 6= d e, dann gilt minAstLa¨nge(Bi) ≤ minAstLa¨nge(Bi+1).
Beweis: Entsteht Bi+1 durch Streichung eines Astes, dann gibt es entweder einen
minimalen Ast, der nicht gestrichen wird, und die minimale Astla¨nge bleibt un-
vera¨ndert, oder es wird ein Ast gestrichen, der echt kleiner als alle anderen ist,
und die minimale Astla¨nge wird gro¨ßer.
Entsteht Bi+1 durch Erweiterung eines Astes, dann sind die neuen A¨ste Ai ∪
(Ext1)σ, . . . , Ai ∪ (Extm)σ ho¨chstens la¨nger als Ai (sie sind sogar echt la¨nger). 
Korollar 4.5.4 Falls B1, B2, . . . ein nicht-terminierender Lauf von MG-proc (R)
ist, dann gilt fu¨r j ≥ i: minAstLa¨nge(Bj) ≥ minAstLa¨nge(Bi).
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Satz 4.5.5 Sei B1, . . . , Be bzw. B1, B2, . . . . . . ein Lauf von MG-proc (R) und sei
1 ≤ i < e bzw. i ≥ 1. Dann gilt:
falls Bi+1 6= d e und minAstLa¨nge(Bi+1) = minAstLa¨nge(Bi), dann folgt
minA¨ste(Bi+1) ⊆ minA¨ste(Bi).
Beweis: Wird ein nichtminimaler Ast ausgewa¨hlt, dann wird dieser entweder
verworfen oder erweitert. In beiden Fa¨llen ist minA¨ste(Bi+1) = minA¨ste(Bi).
Wird aber ein minimaler Ast A augewa¨hlt, dann gilt (ob A gestrichen oder er-
weitert wird) A 6∈ a¨ste(Bi+1). Da aber nach Voraussetzung minAstLa¨nge(Bi+1) =
minAstLa¨nge(Bi), war A nicht der einzige minimale Ast und es gilt:
minA¨ste(Bi+1) = minA¨ste(Bi) \ A. 
Korollar 4.5.6 Falls B1, B2, . . . ein nicht-terminierender Lauf von MG-proc (R)
ist, dann gilt fu¨r j ≥ i: falls minAstLa¨nge(Bj) = minAstLa¨nge(Bi), dann ist
minA¨ste(Bj) ⊆ minA¨ste(Bi).
Jetzt ko¨nnen wir zeigen, daß die minimale Astla¨nge in einem nicht-terminierenden
Lauf auf Dauer immer (echt) gro¨ßer wird.
Satz 4.5.7 Sei fair-MG-proc eine faire MG-Prozedur, sei R eine Menge von
MG-Regeln und B1, B2, . . . . . . ein nicht-terminierender Lauf von fair-MG-proc .
Dann gibt es fu¨r jedes i ≥ 1 ein j > i mit:
minAstLa¨nge(Bj) > minAstLa¨nge(Bi).
Beweis: Induktion u¨ber die Anzahl minimaler A¨ste in Bi, |minA¨ste(Bi)|.
Ind.-Anf.: |minA¨ste(Bi)| = 1
Sei minA¨ste(Bi) = {Ah}. Wegen der Fairneß gibt es ein i
′ ≥ i, so daß Ah in
der i′-ten Iteration ausgewa¨hlt wird. Da Ah ∈ a¨ste(Bi′), gilt minAstLa¨nge(Bi′) ≤
minAstLa¨nge(Bi).
Nach Korollar 4.5.4 gilt minAstLa¨nge(Bi′) ≥ minAstLa¨nge(Bi), zusammen also
minAstLa¨nge(Bi′) = minAstLa¨nge(Bi). Aus Korollar 4.5.6 folgt dann:
minA¨ste(Bi′) ⊆ minA¨ste(Bi) = {Ah}, d.h. minA¨ste(Bi′) = {Ah}. In der i
′-ten
Iteration wird nun Ah verworfen oder durch (la¨ngere) A¨ste ersetzt. Da Ah der
einzige minimale Ast von Bi′ war, gilt in Bi′+1:
minAstLa¨nge(Bi′+1) > minAstLa¨nge(Bi′) = minAstLa¨nge(Bi).
Im Ind.-Anf. wa¨hlen wir dann j = i′ + 1.
Ind.-Schritt: |minA¨ste(Bi)| = m, m > 1
Wegen der Fairneß wird jeder der A¨ste in minA¨ste(Bi) in einer Iteration gro¨ßer-
gleich i ausgewa¨hlt. Sei Ah ∈ a¨ste(Bi) derjenige minimale Ast, der als erster in
dem Teil-Lauf Bi, Bi+1, . . . ausgewa¨hlt wird. Sei i
′ derjenige Index (i′ ≥ i), so
daß Ah in der i
′-ten Iteration ausgewa¨hlt wird. Da minA¨ste(Bi) ⊆ a¨ste(Bi′), gilt
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minAstLa¨nge(Bi′) ≤ minAstLa¨nge(Bi).
Nach Korollar 4.5.4 gilt minAstLa¨nge(Bi′) ≥ minAstLa¨nge(Bi), zusammen also
minAstLa¨nge(Bi′) = minAstLa¨nge(Bi). Aus Korollar 4.5.6 folgt dann:
minA¨ste(Bi′) ⊆ minA¨ste(Bi), und wegen minA¨ste(Bi) ⊆ a¨ste(Bi′) gilt
minA¨ste(Bi′) = minA¨ste(Bi) = m > 1. In der i
′-ten Iteration wird nun Ah verwor-
fen oder durch (la¨ngere) A¨ste ersetzt. Daher ist minA¨ste(Bi′+1) = minA¨ste(Bi′)\
Ah und minAstLa¨nge(Bi′+1) = minAstLa¨nge(Bi′). Da also |minA¨ste(Bi′+1)| =
m− 1, greift die Ind.-Hyp., nach der fu¨r i′ + 1 ein j existiert mit
minAstLa¨nge(Bj) > minAstLa¨nge(Bi′+1).
Wegen minAstLa¨nge(Bi′+1) = minAstLa¨nge(Bi′) = minAstLa¨nge(Bi), existiert
auch fu¨r i ein (das selbe) j mit minAstLa¨nge(Bj) > minAstLa¨nge(Bi). 
Da die minimalen A¨ste bei nicht-terminierenden La¨ufen also immer la¨nger wer-
den, ist intuitiv schon klar, daß die A¨ste jede beliebige Grenze m u¨berschrei-
ten. Wir formulieren dies noch als Satz, da wir diese Form der Aussage fu¨r den
Vollsta¨ndigkeitssatz verwenden werden.
Satz 4.5.8 Sei fair-MG-proc eine faire MG-Prozedur, R eine Menge von MG-
Regeln und B1, B2, . . . ein nicht-terminierender Lauf von fair-MG-proc. Dann
existiert fu¨r jedes m ∈ N ein i ∈ N, so daß minAstLa¨nge(Bi) > m, also alle A¨ste
von Bi la¨nger als m sind.
Beweis: Vollst. Induktion u¨ber m.
Ind.-Anf.: m = 0
Da B1 = d∅e, ist minAstLa¨nge(B1) = 0. Laut Satz 4.5.7 gibt es ein i > 1 mit
minAstLa¨nge(Bi) > minAstLa¨nge(B1) = 0 = m.
Ind.-Schritt: m→ m + 1
Laut Ind.-Hyp. ex. ein i mit minAstLa¨nge(Bi) > m. Wir zeigen, daß auch ein i
′
ex. mit minAstLa¨nge(Bi′) > m + 1. Fallunterscheidung:
a) Falls schon minAstLa¨nge(Bi) > m + 1, dann setzen wir i
′ = i.
b) Falls minAstLa¨nge(Bi) = m + 1, dann ex. nach Satz 4.5.7 ein j > i mit
minAstLa¨nge(Bj) > minAstLa¨nge(Bi) = m+ 1. Wir setzen i
′ = j. 
Da nun gezeigt ist, daß ein nicht-terminierender Lauf der fairen Modell-Gene-
rierungs-Prozedur jede Schranke fu¨r die La¨nge von A¨sten durchbricht, mu¨ssen
wir ‘nur noch’ zeigen, daß sich aus der Erfu¨llbarkeit der untersuchten Spezifi-
kation doch eine Schranke fu¨r die La¨nge eines bestimmten Astes ergibt. Dabei
handelt es sich gerade um denjenigen Ast A, fu¨r den DeutI(A) zutrifft. Da es laut
Satz 4.4.9 im Falle der Erfu¨llbarkeit immer einen solchen Ast geben muß, wu¨rde
die Annahme der Nicht-Terminierung zum Widerspruch fu¨hren. Daraus folgt die
Terminierung im Falle der Erfu¨llbarkeit untersuchter Spezifikationen. Da wir die
Terminierung mit der Ausgabe
”
abgelehnt“ ausschließen ko¨nnen (aufgrund der
Unerfu¨llbarkeits-Korrektheit, Satz 4.4.10), muß die Ausgabe
”
A ist R-saturiert“
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lauten, wobei A gerade die erfu¨llende Interpretation repra¨sentiert (aufgrund der
Modell-Korrektheit, Satz 4.3.14). Insgesamt wird also fu¨r jede erfu¨llbare Spezifi-
kation ein Modell gefunden! Dies genau ist die Modell-Vollsta¨ndigkeit.
Der einzige nichttriviale Punkt bei der gerade skizzierten Argumentation ist der
Nachweis der La¨ngen-Schranke, der im Detail recht aufwendig ist. Um die Argu-
mentationskette, die uns zur Modell-Vollsta¨ndigkeit fu¨hrt, nicht allzulange zu un-
terbrechen, wird der folgende Satz zur Beschra¨nkung bestimmter A¨ste zuna¨chst
ohne Beweis wiedergegeben und fu¨r den anschließenden Vollsta¨ndigkeitsbeweis
benutzt. Der dann noch ausstehende Beweis wird in einem eigenen Unterabschnitt
(4.5.3) nachgeholt.
Satz 4.5.9 Sei 〈Σ, AX〉 eine normalisierte ADT-Spezifikation, Inst ⊆ CTΣ eine
endliche Menge und sei R = TransSpec(〈Σ, AX〉)∪TransInstΣ(Inst). Weiterhin
sei 〈Σ, AX〉 erfu¨llbar und I eine (feste) F-Interpretation mit I |= AX.
Dann existiert ein m ∈ N, so daß fu¨r jeden R-erreichbaren Ast A gilt: Falls
DeutI(A) zutrifft, dann ist |A| ≤ m.
Beweis: Siehe Abschn. 4.5.3, S. 155. 
Satz 4.5.10 (Modell-Vollsta¨ndigkeit)
Sei 〈Σ, AX〉 eine normalisierte ADT-Spezifikation, Inst ⊆ CTΣ eine endliche
Menge und sei R = TransSpec(〈Σ, AX〉) ∪ TransInstΣ(Inst). Weiterhin sei
fair-MG-proc eine faire MG-Prozedur. Dann gilt:
Falls 〈Σ, AX〉 erfu¨llbar ist, dann terminiert jeder Lauf von fair-MG-proc (R) mit
der Ausgabe
”
A ist R-saturiert“, wobei fu¨r jede A entsprechende Interpretation
I gilt: I |= [AX/Inst].
Beweis: Wir nehmen die Erfu¨llbarkeit von 〈Σ, AX〉 an. Dann existiert eine Inter-
pretation I ′ mit I ′ |= AX. Ein solches I ′ halten wir jetzt fest. Zuna¨chst zeigen wir
durch Widerspruch, daß fair-MG-proc(R) immer terminiert. Nehmen wir also
an, fair-MG-proc(R) terminiere nicht immer, d.h. es gibt einen nichtterminie-
renden Lauf B1, B2, . . . von fair-MG-proc(R). Laut Satz 4.4.9 gibt es in jedem
Baum Bi (i ≥ 1) einen Ast A, so daß DeutI′(A) (mit diesem I
′) zutrifft. Zusam-
men mit Satz 4.5.9 gibt es in jedem Baum Bi (i ≥ 1) einen Ast mit |A| ≤ m,
wobei m in Abha¨ngigkeit von dem festen I ′ auch fest ist. Nach Satz 4.5.8 aber
gilt auch fu¨r m, daß es ein i ∈ N gibt mit minAstLa¨nge(Bi) > m. Widerspruch.
Jetzt wissen wir, daß jeder Lauf von fair-MG-proc(R) terminiert. Aus der Un-
erfu¨llbarkeits-Korrektheit (Satz 4.4.10) folgt, daß die Ausgabe nicht
”
abgelehnt“
sein kann. Also lautet die Ausgabe
”
A ist R-saturiert“, und aus der Modell-
Korrektheit (Satz 4.3.14) folgt, daß fu¨r jede A entsprechende Interpretation I
gilt: I |= [AX/Inst]. 
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4.5.3 Nachweis der beschra¨nkten Ast-La¨nge
Nun arbeiten wir auf den Beweis von Satz 4.5.9 hin. Unter der Annahme der
Erfu¨llbarkeit der untersuchten Spezifikationen soll gezeigt werden, daß solche
A¨ste A, fu¨r die DeutI(A) zutrifft, eine bestimmte Maximalla¨nge nicht u¨berschrei-
ten ko¨nnen. Wir verfolgen in diesem Abschnitt nur das Ziel, irgendeine Grenze
zu finden. Um die ohnehin recht aufwendige Argumentation nicht noch zusa¨tz-
lich zu verkomplizieren, ist die Abscha¨tzung a¨ußerst grob und erhebt in dieser
Form nicht den Anspruch einer Komplexita¨tsanalyse. Es geht ausschließlich dar-
um, die schiere Existenz einer Obergrenze nachzuweisen, auch wenn diese um
Gro¨ßenordnungen oberhalb der La¨nge tatsa¨chlich konstruierter A¨ste liegt.
Das zentrale Argument der folgenden Diskussion wird sein, daß, abha¨ngig von
der Spezifikation und einer vorgegebenen Interpretation I, nur eine bestimmte,
begrenzbare Menge von Meta-Termen in dem fraglichen Ast A auftreten kann.
Erstens haben die Meta-Terme nur eine bestimmte Form, insbesondere sind sie
wohlgeformt (vgl. Def. 3.4.4). Zweitens ko¨nnen innerhalb von val() nur Unter-
terme der instantiierten Axiome auftreten. Und drittens gibt es einen Zusam-
menhang zwischen der Gro¨ße der ausgewerteten Unterterme der instantiierten
Axiome und der Schachtelungstiefe von argn-Termen. Insgesamt ko¨nnen also nur
beschra¨nkt viele Meta-Terme gebildet werden (in A). Dadurch ist auch die Menge
der sie enthaltenden Meta-Atome begrenzt.
Nun diskutieren wir die mo¨gliche Form von Meta-Termen. Eine wichtige Rol-
le hierbei spielt eine Unterstruktur wohlgeformter Meta-Terme, die sogenann-
ten argval-Terme. (Fu¨r die Def. der maximalen Stelligkeit von Konstruktoren,
maxα(Σ), s. 3.4.1.)
Definition 4.5.11 (argval-Terme)
Ist ein wohlgeformter Meta-Term t ∈ wMTΣ von der Form
t = argnk(. . . (argn1︸ ︷︷ ︸
k≥0
(val(t′))) . . .), wobei {n1, . . . , nk} ⊆ {1, . . . ,maxα(Σ)},
dann ist t ein argval-Term der Tiefe k und mit Basis t′.
val(t′) ist ein argval-Term der Tiefe 0. Solche argval-Terme heißen insbesondere
val-Terme. ?
Gema¨ß der Def. 3.4.4 ist die Basis eines argval-Terms immer ein Funktionsterm
aus T 0Σ \ CTΣ, sie enta¨lt also Funktionen. Wir beno¨tigen spa¨ter eine Verbindung
zwischen der Semantik von argval-Termen einerseits und und der Semantik ihrer
Basis andererseits.
Satz 4.5.12 Sei t ∈MT 0Σ ein argval-Term mit Basis t
′, d.h.
t = argnk(. . . (argn1(val(t
′))) . . .)
und sei I eine F-Interpretation. Falls mtvalI(t) wohldefiniert ist, dann gilt:
mtvalI(t) ∈ unterTerme(valI(t
′))
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Beweis: Induktion u¨ber k ≥ 0. Die Indizes verlaufen mit Absicht absteigend,
weil die Induktion von innen nach außen argumentiert.
k = 0:
t = val(t′). Dann ist mtvalI(t) = mtvalI(val(t
′)) = valI(t
′).
k → k + 1:
t = argnk+1(argnk(. . . (argn1(val(t
′))) . . .)).
Dann ist mtvalI(t) = (mtvalI(argnk(. . . (argn1(val(t
′))) . . .)))↓nk+1
Demnach ist mtvalI(t) ∈ unterTerme(mtvalI(argnk(. . . (argn1(val(t
′))) . . .))).
Nach der Ind.-Hyp. ist
mtvalI(argnk(. . . (argn1(val(t
′))) . . .)) ∈ unterTerme(valI(t
′)).
Aus der Transitivita¨t der Untertermbeziehung folgt die Behauptung. 
Fu¨r die folgende Diskussion beno¨tigen wir leider noch vier Abbildungen auf Meta-
Atomen bzw. wohlgeformten Meta-Termen. (Es sei nochmals auf die Definitionen
wohlgeformter Meta-Terme wMTΣ (3.4.4) verwiesen.) Wir notieren die Definitio-
nen in verku¨rzter Form:
Definition 4.5.13
Top-level Terme von Meta-Atomen
topTerme(s(t)) = topTerme(search s(t)) = {t},
topTerme(is(t1, t2)) = topTerme(same(t1, t2))
= topTerme(different(t1, t2)) = {t1, t2},
topTerme(I(f, 〈〉, t)) = {t},
topTerme(I(f, 〈t1, . . . , tn〉, t)) = {t1, . . . , tn, t}
Meta-Unter-Terme von Meta-Atomen und Meta-Termen
metaUnterterme(at) =
⋃
t∈topTerme(at)
metaUnterterme(t)
metaUnterterme(c) = {c},
metaUnterterme(c(t1, . . . , tn))
= {c(t1, . . . , tn)} ∪metaUnterterme(t1) ∪ . . . ∪metaUnterterme(tn),
metaUnterterme(argn(t)) = {argn(t)} ∪metaUnterterme(t),
metaUnterterme(val(t)) = {val(t)}
Anzahl unabha¨ngiger argval-Terme in Meta-Termen
anzUnabhArgvalTerme(c) = 0,
anzUnabhArgvalTerme(c(t1, . . . , tn))
= anzUnabhArgvalTerme(t1) + . . .+ anzUnabhArgvalTerme(tn),
anzUnabhArgvalTerme(argn(t)) = 1,
anzUnabhArgvalTerme(val(t)) = 1
Anzahl a¨ußerer Konstruktoren in Meta-Termen
anzA¨ußKonstr(c) = 1,
anzA¨ußKonstr(c(t1, . . . , tn))
= 1 + anzA¨ußKonstr(t1) + . . .+ anzA¨ußKonstr(tn),
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anzA¨ußKonstr(argn(t)) = 0,
anzA¨ußKonstr(val(t)) = 0 ?
Entscheidend ist jeweils, wo die Rekursion endet. Die Abbildung topTerme ist
auf Meta-Atomen definiert und folglich nicht rekursiv. Die Abbildung metaUn-
terterme ‘schaut’ in einen val-Term nicht hinein, denn dessen Argument ist kein
Meta-Term, sondern ein Funktions-Term. Die Abbildung anzUnabhArgvalTerme
‘schaut’ nichteinmal in die argval-Terme hinein. anzA¨ußKonstr za¨hlt nur die Kon-
struktoren außerhalb der argval-Terme.
Gema¨ß dieser Definition sind anzUnabhArgvalTerme(t) und anzA¨ußKonstr(t) bei-
de kleiner als derjenige Konstruktorterm, zu dem t mittels mtvalI ausgewertet
wird. Diese Tatsache formulieren wir als Satz, da sie spa¨ter fu¨r die angestrebte
Gro¨ßenabscha¨tzung gebraucht wird. (Vergl. Def. 2.2.14 von |ct|)
Satz 4.5.14 Sei t ∈ wMTΣ ein wohlgeformter Meta-Term und I eine F-Inter-
pretation. Dann gilt:
1. anzA¨ußKonstr(t) ≤ |mtvalI(t)|
2. anzUnabhArgvalTerme(t) ≤ |mtvalI(t)|
Beweis: Wir zeigen allgemeiner
anzA¨ußKonstr(t) + anzUnabhArgvalTerme(t) ≤ |mtvalI(t)|, durch strukturelle
Induktion u¨ber t. (Man beachte |ct| ≥ 1 (*) f.a. ct ∈ CTΣ.)
• t = val(t′), dann ist:
anzA¨ußKonstr(t) + anzUnabhArgvalTerme(t) = 0 + 1
∗
≤ |mtvalI(t)|
• t = argm(t′)), dann ist:
anzA¨ußKonstr(t) + anzUnabhArgvalTerme(t) = 0 + 1
∗
≤ |mtvalI(t)|
• t = c, dann ist:
anzA¨ußKonstr(t) + anzUnabhArgvalTerme(t) = 1 + 0
∗
≤ |mtvalI(t)|
• t = c(t1, . . . , tn)), dann ist:
anzA¨ußKonstr(t) + anzUnabhArgvalTerme(t)
= 1 + anzA¨ußKonstr(t1) + . . .+ anzA¨ußKonstr(tn)
+ anzUnabhArgvalTerme(t1) + . . .+ anzUnabhArgvalTerme(tn)
IndHyp
≤ 1 + |mtvalI(t1)|+ . . .+ |mtvalI(tn)|
= |c(mtvalI(t1), . . . , mtvalI(tn))| = |mtvalI(c(t1, . . . , tn))| = |mtvalI(t)|

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Als Grundlage fu¨r die Diskussion von Eigenschaften der Meta-Terme bzw. -Atome
in Ba¨umen halten wir zuna¨chst fest, welcher Art die Meta-Terme bzw. -Atome
sind, die bei der Transformation eines Termes entstehen. Wie schon in den ver-
gangenen Abschnitten ermo¨glicht es die Substitutivita¨t von TransTermΣ, ledig-
lich die Transformation von Grundtermen zu betrachten. Wir schicken noch ein
Hilfslemma u¨ber Rep(t) voraus.
Lemma 4.5.15 Sei t ∈ T 0Σ und t
′ ∈ metaUnterterme(Rep(t)). Dann ist t′ ein
wohlgeformter Meta-Term, also t′ ∈ wMTΣ.
Beweis: Fallunterscheidung:
a) t ∈ CTΣ.
Dann ist Rep(t) = t, und metaUnterterme(Rep(t)) = unterTerme(t) ⊆ CTΣ. Lt.
Korollar 3.4.5 ist CTΣ ⊆ wMTΣ, daher metaUnterterme(Rep(t)) ⊆ wMTΣ.
b) t 6∈ CTΣ.
Dann ist Rep(t) = val(t). Wegen metaUnterterme(val(t)) = {val(t)} gilt die Beh.

Satz 4.5.16 Sei t ∈ T 0Σ und sei at ∈ TransTermΣ(t). Dann gilt:
1. a) Falls val(t′) ∈ metaUnterterme(at), dann gilt t′ ∈ unterTerme(t).
b) Falls ct ∈ metaUnterterme(at) (fu¨r ein ct ∈ CTΣ), dann gilt ct ∈
unterTerme(t).
2. Falls t′ ∈ metaUnterterme(at), dann ist t′ wohlgeformt: t′ ∈ wMTΣ.
3. Falls at = search s(t1), dann ist t1 = val(t
′) fu¨r ein t′ ∈ T 0Σ \ CTΣ.
4. Falls at = is(t1, t2), dann ist t1 = val(t
′) fu¨r ein t′ ∈ T 0Σ \ CTΣ.
Beweis: Strukturelle Induktion u¨ber t ∈ T 0Σ.
• Falls t ∈ CTΣ, dann ist TransTermΣ(t) = ∅.
• Falls t = a mit a ∈ Fs, α(a) = λ, dann ist
TransTermΣ(t) = {I(a, 〈〉, val(a)), search s(val(a))}.
Wir u¨berpru¨fen die Bedingungen 1. – 4.
1. a) t′ = a ∈ unterTerme(a). b) triv.
2. t′ = val(a) ∈ wMTΣ
3. insbes. ist a ∈ T 0Σ \ CTΣ
4. gilt trivialerweise
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• Falls t = c(t1, . . . , tn) mit c ∈ Cs, α(c) = s1 . . . sn, wobei t 6∈ CTΣ, dann ist
TransTermΣ(t) = {is(val(t), c(Rep(t1), . . . ,Rep(tn)))}
∪ TransTermΣ(t1) ∪ . . . ∪ TransTermΣ(tn)
Falls at ∈ TransTermΣ(ti), dann folgen die Bed. 1. – 4. aus der Ind.-Hyp.
(im Fall von Bed. 1. unter Beachtung von unterTerme(ti) ⊆ unterTerme(t)).
Sei also at = is(val(t), c(Rep(t1), . . . ,Rep(tn))).
Wir u¨berpru¨fen die Bedingungen 1. – 4.
1. a) Sei val(t′) ∈ metaUnterterme(at), dann ist entweder
t′ = t ∈ unterTerme(t), oder val(t′) ∈ metaUnterterme(Rep(ti)), fu¨r ein ti.
Im letzten Fall gilt wg. Def. von Rep, daß t′ = ti ∈ unterTerme(t).
1. b) Sei ct ∈ metaUnterterme(at). Dann ist ct ∈ metaUnterterme(Rep(ti)),
fu¨r ein ti ∈ CTΣ. Dann ist ct ∈ unterTerme(ti) ⊆ unterTerme(t).
2. val(t) ist wohlgeformt wg. t 6∈ CTΣ, und wegen Lemma 4.5.15 sind f.a. ti
die Meta-Unterterme von Rep(ti) wohlgeformt, darum ist auch
c(Rep(t1), . . . ,Rep(tn)) wohlgeformt.
3. und 4. gelten trivialerweise.
• Falls t = f(t1, . . . , tn) mit f ∈ Fs, α(f) = s1 . . . sn, dann ist
TransTermΣ(t) = {I(f, 〈Rep(t1), . . . ,Rep(tn)〉, val(t)), search s(val(t))}
∪ TransTermΣ(t1) ∪ . . . ∪ TransTermΣ(tn)
Falls at ∈ TransTermΣ(ti), dann folgen 1. – 4. aus der Ind.-Hyp. (s.o.).
Falls at = search s(val(t)), dann folgen mit t 6∈ CTΣ sofort die Bedingungen
1. – 3., Bedingung 4. ist trivial erfu¨llt.
Sei also im folgenden at = I(f, 〈Rep(t1), . . . ,Rep(tn)〉, val(t)). Wir u¨ber-
pru¨fen die Bedingungen 1. – 4.
1. a) Sei val(t′) ∈ metaUnterterme(at), dann ist entweder
t′ = t ∈ unterTerme(t), oder val(t′) ∈ metaUnterterme(Rep(ti)), fu¨r ein ti.
Im letzten Fall gilt wg. Def. von Rep, daß t′ = ti ∈ unterTerme(t).
1. b) Sei ct ∈ metaUnterterme(at). Dann ist ct ∈ metaUnterterme(Rep(ti)),
fu¨r ein ti ∈ CTΣ. Dann ist ct ∈ unterTerme(ti) ⊆ unterTerme(t).
2. val(t) ist wohlgeformt wg. t 6∈ CTΣ, und wegen Lemma 4.5.15 sind f.a. ti
die Meta-Unterterme von Rep(ti) wohlgeformt.
3. und 4. gelten trivialerweise.

Diese Eigenschaften der Transformation werden ausgenutzt im Beweis des folgen-
den Satzes, der verschiedene Eigenschaften von Meta-Termen und Meta-Atomen
in R-erreichbaren Ba¨umen zusammentra¨gt. Diese Aussagen ko¨nnen nicht alle
auf verschiedene Sa¨tze verteilt werden, weil sie induktiv u¨ber Iterationen von
MG-proc(R) zu beweisen sind und wechselseitig voneinander abha¨ngen.
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Satz 4.5.17 Sei 〈Σ, AX〉 eine normalisierte ADT-Spezifikation, Inst ⊆ CTΣ und
R = TransSpec(〈Σ, AX〉) ∪ TransInstΣ(Inst).
Ist B ein R-erreichbarer Baum, dann gilt fu¨r alle at ∈ atome(B):
1. Falls val(t) ∈ metaUnterterme(at), dann gilt t ∈ unterTerme([AX/Inst]).
2. Falls t ∈ metaUnterterme(at), dann ist t wohlgeformt: t ∈ wMTΣ.
3. Falls at = search s(t), dann ist t ein argval-Term.
4. Falls at = is(t1, t2), dann ist t1 ein argval-Term.
5. Falls at = s(t), dann ist t ∈ CTs ∩ Inst.
Beweis: Induktion u¨ber die Iterationen von MG-proc(R).
Ind.-Anf.: B1 = d∅e
Wegen atome(B1) = ∅ gelten die Behauptungen trivialerweise.
Ind.-Schritt: Bi → Bi+1
Sei A der in der i-ten Iteration ausgewa¨hlte Ast.
Falls Bi+1 = Verw(A,B, r, σ), dann ist atome(Bi+1) ⊆ atome(Bi). und die Beh.
folgt aus der Ind.-Hyp.
Sei also Bi+1 = Erw(A,B, r, σ), mit r = Pr → Ext1; . . . ; Extk. . Es gilt:
(Pr)σ ⊆ atome(Bi) und atome(Bi+1) = atome(Bi) ∪ {(Ext1)σ} ∪ . . .∪ {(Extk)σ}.
Aufgrund der Ind.-Hyp. mu¨ssen wir die Eigenschaften 1. – 5. nur fu¨r at ∈
{(Ext1)σ} ∪ . . . ∪ {(Extk)σ} zeigen, und du¨rfen dabei insbesondere vorausset-
zen, daß 1. – 5. bereits fu¨r (Pr)σ gilt. Wir treffen eine große Fallunterscheidung
u¨ber die verschiedenen Regelmengen, die sich ganz natu¨rlich aus der Def. von
TransSpec und TransInstΣ ergeben. Im folgenden ist immer ax ∈ {(Ext1)σ} ∪
. . .∪{(Extk)σ}. Je nach der Form von at mu¨ssen wir nur die passenden der Bedin-
gungen 3. – 5. zeigen. Die Bed. 1. u. 2. mu¨ssen wir aber in jedem Fall nachweisen.
Fall 1.: r ∈ TransInstΣ(Inst)
r = → s(ct) . fu¨r ein ct ∈ Inst∩CTs. Dann ist at = s(t) mit t ∈ CTs∩ Inst (Bed.
5.) und die unterTerme(s(ct)) sind wohlgeformt (Bed. 2.).
Fall 2.: r ∈ TransAxiomsΣ(AX)
r ∈ TransAxiomΣ(ax) fu¨r ein ax ∈ AX. Sei ax = lit1 ∨ . . . ∨ litn, Var(ax) =
{x1, . . . xm}. Da (Pr)σ = {s1(x1), . . . , sm(xm)} ⊆ atome(Bi), gilt wg. der Ind.-
Hyp., daß σ(xj) ∈ CTsj∩Inst, d.h. insbesondere sort(σ(xj)) = sj = sort(xj). Dar-
um ist die Einschra¨nkung σ′ von σ auf Var(ax), σ′ = σ|V ar(ax), eine gewo¨hnliche,
wohlsortierte Substitution zu VΣ. Da σ
′(xj) = CTsj ∩ Inst fu¨r jedes xj ∈ Var(ax),
ist axσ′ ∈ [ax/Inst] ⊆ [AX/Inst] (*). Wir haben at ∈ (TransLitΣ(lit))σ fu¨r
ein lit ∈ {lit1, . . . , litn}. Da Var(TransLitΣ(lit)) = Var(lit) ⊆ Var(ax) und
wegen σ′ = σ|V ar(ax), gilt (TransLitΣ(lit))σ = (TransLitΣ(lit))σ
′. O.B.d.A. sei
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lit = t1
.
= t2 (der Fall litj = t1 6
.
= t2 geht vo¨llig analog). Da σ
′ eine vollsta¨ndige
Konstruktorterm-Substitution fu¨r t1 und t2 ist, gilt lt. Satz 4.1.6 (TransLitΣ(t1
.
=
t2))σ
′ = TransLitΣ((t1σ
′ .= t2σ
′)). Fu¨r at ∈ TransLitΣ((t1σ
′ .= t2σ
′)) ergeben sich
zwei Fa¨lle.
a) at = same(Rep(t1σ
′),Rep(t2σ
′)). Zuna¨chst gelten fu¨r alle
t ∈ metaUnterterme(at), daß t ∈ metaUnterterme(Rep(t1σ
′)) oder
t ∈ metaUnterterme(Rep(t2σ
′)). O.B.d.A. sei t ∈ metaUnterterme(Rep(t1σ
′)).
Da t1σ
′ ∈ T 0Σ, folgt mit Lemma 4.5.15, daß t wohlgeformt ist, d.h. die Bed. 2. ist
erfu¨llt. Um auch die 1. Bedingung zu zeigen, nehmen wir an, es sei t = val(t′) fu¨r
ein passendes t′. Da t1σ
′ ∈ T 0Σ, ist der einzige val-Term, den Rep(t1σ
′) enthalten
kann, val(t1σ
′). Da t1σ
′ ⊆ unterTerme(axσ′) und wegen axσ′ ∈ [AX/Inst] (*) ist
dann t′ = t1σ
′ ∈ unterTerme([AX/Inst]).
b) at ∈ TransTermΣ(t1σ
′) oder at ∈ TransTermΣ(t2σ
′)
O.B.d.A. sei at ∈ TransTermΣ(t1σ
′). Jetzt wenden wir den Satz 4.5.16 an. Aus
dessen Bedingungen 2. – 4. folgen unmittelbar die Bed. des hier zu beweisen-
den Astes. Aus der dortigen Bed. 1.a) folgt: Wenn val(t′) ∈ metaUnterterme(at),
dann gilt t′ ∈ unterTerme(t1σ
′). Da t1σ
′ ∈ unterTerme([AX/Inst]) (s.o.) folgt t′ ∈
unterTerme([AX/Inst]) (Bed. 1.). Fu¨r kein ct gilt, daß s(ct) ∈ TransTermΣ(t1σ
′),
weswegen die Bed. 5) trivial gilt.
Fall 3.: r ∈ Funktionalitaet
Hier gibt es zwei Regeln. In beiden Fa¨llen ist at = same(t, t′) fu¨r zwei Meta-Terme
{t, t′} ⊆ MT 0Σ. Man sieht leicht, daß sowohl t als auch t
′ Meta-Unter-Terme von
Atomen in Bi sind. Damit erledigen sich die Bedingungen 1. und 2. Die anderen
folgen trivial.
Fall 4.: r ∈ ErsetzungΣ
Wir betrachten nur eine Regel exemplarisch:
r = is(x, c(y1, . . . , yn)), is(y1, z) → is(x, c(z, . . . , yn)) . Das in Bi+1 einzig hin-
zugekommene Atom ist is(σ(x), c(σ(z), . . . , σ(yn))). Der einzig neue Meta-Term
ist dann c(σ(z), . . . , σ(yn)). Dessen Wohlgeformtheit folgt leicht aus der Wohlge-
formtheit der Argumente. Damit folgt Bed. 2.. Da der einzig neue Meta-Unter-
Term kein val-Term ist, folgt die Bed 1. aus der Ind.-Hyp. Weiterhin ist nur noch
die Bed. 4. anwendbar. Hier mu¨ssen wir zeigen, daß σ(x) ein argval-Term ist.
Dies folgt aber aus der Ind.-Hyp., da is(σ(x), c(σ(y1), . . . , σ(yn))) ∈ atome(Bi).
Fall 5.: r ∈ FreiErzΣ
Da hier keine neuen Meta-Terme hinzukommen, ist hier der Nachweis sa¨mtlicher
Bedingungen trivial.
Fall 6.: r ∈ TransSortsΣ(S)
r ∈ TransSortΣ(s) fu¨r ein s ∈ S. Wir wissen: search s(σ(x)) ∈ atome(Bi). Sei
at ∈ TransKonstrΣ(σ(x), cj), fu¨r cj ∈ {c1, . . . , cn}. Fallunterscheidung:
a1) α(cj) = s1 . . . sm und at = is(σ(x), cj(arg1(σ(x)), . . . , argm(σ(x)))).
Die einzig ‘neuen’ Meta-Unter-Terme sind: arg1(σ(x)), . . . , argm(σ(x)) und
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cj(arg1(σ(x)), . . . , argm(σ(x))). Damit ko¨nnen wir die Bed. 1 aus der Ind.-Hyp.
u¨bernehmen. Nach der Def. der Wohlgeformtheit und der Ind.-Hyp. sind die neuen
Meta-Terme auch wohlgeformt, es gilt also Bed. 2.. Die Bed. 4., fu¨r die wir zeigen
mu¨ssen, daß σ(x) ein argval-Term ist, ergibt sich diesmal aus der Bedingung 3.(!)
der Ind.-Hyp. Die anderen Bed. sind trivial.
a2) α(cj) = s1 . . . sm und st = search su(argu(σ(x))).
Daß argu(σ(x)) wohlgeformt ist, haben wir schon in a) gezeigt (Bed. 2.). Auch
die Bed. 1. ergibt sich wie in a). Da mit σ(x) auch argu(σ(x)) ein argval-Term
ist, ergibt sich die die Bed. 3. aus der Bed. 3. der Ind.-Hyp., 4. und 5. sind nicht
anwendbar.
b) α(cj) = λ und at = is(σ(x), cj).
Hier ist cj der einzige neue Meta-Term, und selbiger ist sicherlich wohlgeformt
(Bed. 2.). Die Bed. 4. ergibt sich wieder aus der Bedingung 3. der Ind.-Hyp. Die
anderen Bed. sind trivial.

Nachdem wir jetzt einige Eigenschaften von Meta-Atomen (und darin enthal-
tenen Meta-Termen) nachgewiesen haben, die fu¨r jedes beliebige Atom eines
R-erreichbaren Baumes gelten, geht es im folgenden um solche Eigenschaften,
die gerade auf den A¨sten A gelten, deren Deutung DeutI(A) mit einer gegebe-
nen Interpretation I zutrifft. Wir stellen einen Zusammenhang her zwischen den
‘Top-Termen’ der Meta-Atome in diesem Ast und den Untertermen der instan-
tiierten Axiome. Dieser Zusammenhang beruht auf der beidseitigen Auswertung
der Terme mittels I, auf der einen Seite mit mtvalI und auf der anderen Seite mit
valI . Es handelt sich nicht ganz um eine ‘eins-zu-eins’-Entsprechung. Auf der Sei-
te der instantiierten Axiome muß gleich zweimal die Bildung von Unter-Termen
beru¨cksichtigt werden, und zwar einmal vor und einmal nach der Auswertung mit
valI . Der folgende Satz besagt, in natu¨rlicher Sprache ausgedru¨ckt:
Die Auswertung eines jeden ‘Top-Termes’ in A ist gleich einem Un-
terterm der Auswertung eines Unterterms der instantiierten Axiome.
Einfacher ist es leider nicht. Aber dieser Sachverhalt ermo¨glicht es uns (weiter
unten), von den ausgewerteten Untertermen der instantiierten Axiome auf eine
Beschra¨nkung der Anzahl mo¨glicher Top-Terme in A zu schließen.
Satz 4.5.18 Sei 〈Σ, AX〉 eine normalisierte ADT-Spezifikation, Inst ⊆ CTΣ und
R = TransSpec(〈Σ, AX〉) ∪ TransInstΣ(Inst).
Sei weiterhin B ein R-erreichbarer Baum, sei A ∈ a¨ste(B) und I eine F-
Interpretation, wobei DeutI(A) zutrifft. Ist nun at ∈ A ein Meta-Atom in A,
welches kein Sorten-Atom ist (at 6= s(ct)), und ist t ∈ topTerme(at), dann exi-
stiert ein t′ ∈ unterTerme([AX/Inst]), so daß mtvalI(t) ∈ unterTerme(valI(t
′)).
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Beweis: Induktion u¨ber die Iterationen von MG-proc(R).
Ind.-Anf.: B1 = d∅e
In diesem Fall gilt die Behauptung trivialerweise.
Ind.-Schritt: Bi → Bi+1
Sei A ∈ a¨ste(Bi+1). Falls bereits A ∈ a¨ste(Bi), dann folgt die Beh. aus der Ind.-
Hyp. Sei also A ∈ a¨ste(Bi+1) \ a¨ste(Bi). Dann muß Bi+1 = Erw(A
′, Bi, r, σ) sein
fu¨r ein A′ ∈ a¨ste(Bi), mit r = Pr → Ext1; . . . ; Extn. und A = A
′ ∪ {(Extj)σ} fu¨r
ein j ∈ {1, . . . , n}. Sei also at ∈ A. Falls at ∈ A′, dann folgt die Beh. aus der
Ind.-Hyp. Sei also at ∈ {(Extj)σ}. Es sei noch einmal daran erinnert, daß wir
davon ausgehen, daß DeutI(A) zutrifft. Wegen at ∈ A trifft dann auch DeutI(at)
zu. Diesmal treffen wir die Fallunterscheidung u¨ber die Form von at. Aufgrund
der schon getroffenen Vorbereitungen in vorangegangenen Sa¨tzen mu¨ssen wir hier
nicht mehr in jedem Fall u¨ber die Regelanwendung der i-ten Iteration argumen-
tieren.
• Sei at = search s(t).
Laut Satz 4.5.17, Bed. 3., ist t ein argval-Term. Hier ko¨nnen wir t′ wa¨hlen
als die Basis des argval-Termes t, denn laut Satz 4.5.17, Bed. 1., ist dann
t′ ∈ unterTerme([AX/Inst]) und nach Satz 4.5.12 gilt
mtvalI(t) ∈ unterTerme(valI(t
′)).
• Sei at = is(t1, t2).
a) Sei zuna¨chst t = t1. Laut Satz 4.5.17, Bed. 4., ist t1 ein argval-Term, und
nach der gleichen Argumentation wie im letzten Fall existiert ein t′ (wieder
die Basis des argval-Terms t1), fu¨r welches gilt:
t′ ∈ unterTerme([AX/Inst]) und mtvalI(t) ∈ unterTerme(valI(t
′)).
b) Sei nun t = t2.
Da DeutI(is(t1, t2)) zutrifft, gilt [mtvalI(t1) = mtvalI(t2)]. Darum ko¨nnen
wir fu¨r t2 das gleiche t
′ wa¨hlen wie fu¨r t1, na¨mlich die Basis des argval-
Terms t1! Wieder gilt:
t′ ∈ unterTerme([AX/Inst]) und mtvalI(t) ∈ unterTerme(valI(t
′)).
Der Leser/die Leserin mo¨ge bitte die sich an den Beweis anschließende
Bemerkung zu genau diesem Fall beachten.
• Sei at = same(t1, t2).
O.B.d.A. ist t = t1. Wir treffen eine Fallunterscheidung u¨ber die Regel r,
aus der at in der i-ten Iteration entstanden sein kann.
a) r = TransAxiomΣ(ax) fu¨r ein ax ∈ AX, mit ax = lit1 ∨ . . . ∨ litn.
Da at ∈ {(Extj)σ} ist, muß litj von der Form t
′
1
.
= t′2 sein, und t1 =
(Rep(t′1))σ = Rep(t
′
1σ). Nun wa¨hlen wir t
′ = t′1σ. Betrachten wir t
′ na¨her.
Wenn wir zeigen ko¨nnen (s.u.), daß t′ ∈ unterTerme([AX/Inst]) (*), dann
ist t′ die passende Wahl. Denn laut Satz 4.4.4 ist mtvalI(Rep(t
′)) = valI(t
′),
d.h. sowieso mtvalI(t) = mtvalI(Rep(t
′)) ∈ unterTerme(valI(t
′)), was zu
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zeigen war. Bleibt noch (*) zu zeigen. Betrachten wir die Pra¨misse der
Regel TransAxiomΣ(ax): Pr = {s1(x1), . . . , sm(xm)}. Wir wissen Prσ =
{s1(σ(x1)), . . . , sm(σ(xm))} ⊆ A. Nach Satz 4.5.17, Bed. 5., ist dann σ(xi) ∈
CTsi ∩ Inst. D.h. die Einschra¨nkung σ
′ von σ auf Var(ax), σ′ = σ|V ar(ax),
ist eine gewo¨hnliche, wohlsortierte Substitution zu VΣ. Darum und weil
t′1 ∈ unterTerme(ax), ist t
′
1σ = t
′
1σ
′ ∈ unterTerme(axσ′). Wg. σ′(xi) ∈
Inst ist axσ′ ∈ [ax/Inst] ⊆ [AX/Inst]. Insgesamt ist t′ = t′1σ = t
′
1σ
′ ∈
unterTerme([AX/Inst]), w.z.b.w. (*).
b) r ∈ Funktionalitaet ∪ ErsetzSame.
Hier kann man leicht sehen, daß in dem Baum Bi+1 keine Top-Terme auftre-
ten, die nicht schon in Bi auftreten. Somit folgt die Beh. aus der Ind.-Hyp.
c) r ∈ TestSameΣ. Hier ist
r = same(c(x1, . . . , xn), c(y1, . . . , yn)) → same(x1, y1), . . . , same(xn, yn).
Dann ist at ∈ {same(x1, y1), . . . , same(xn, yn)}σ. O.B.d.A. sei
at = same(σ(x1), σ(y1)) und weiterhin o.B.d.A. sei t = σ(x1). Aus der Ind.-
Hyp. wissen wir, daß zu (c(x1, . . . , xn))σ ein t
′ ∈ unterTerme([AX/Inst])
existiert mit mtvalI((c(x1, . . . , xn))σ) ∈ unterTerme(valI(t
′)) (*). Da
mtvalI((c(x1, . . . , xn))σ) = mtvalI(c(σ(x1), . . . , σ(xn)))
= c(mtvalI(σ(x1)), . . . , mtvalI(σ(xn))), gilt auch
mtvalI(σ(x1)) ∈ unterTerme(mtvalI((c(x1, . . . , xn))σ)).
Wegen (*) gilt dann auch:
mtvalI(t) = mtvalI(σ(x1)) ∈ unterTerme(valI(t
′)).
• Sei at = different(t1, t2).
Hier kommt r ∈ TransAxiomsΣ ∪ TestDiffΣ in Frage. Diese Fa¨lle verlaufen
vo¨llig analog zu a) und c) bei at = same(t1, t2).
• Sei at = I(f, 〈t1, . . . , tm〉, t0).
Hier kommen als Regeln, aus denen at in der i-ten Iteration entstanden
sein kann, TransAxiomsΣ(AX) ∪ ErsetzIΣ in Frage. Fu¨r r ∈ ErsetzIΣ
gilt das gleiche wie bei b) im same-Fall. Darum betrachten wir hier nur
r ∈ TransAxiomsΣ(AX).
Sei also r = TransAxiomΣ(ax) fu¨r ein ax ∈ AX, mit ax = lit1 ∨ . . . ∨ litn.
Da at ∈ {(Extj)σ} ist, ist at ∈ (TransLitΣ(litj))σ. Sei litj = t
′
1
.
= t′2
oder litj = t
′
1 6
.
= t′2. In beiden Fa¨llen ist at ∈ TransTermΣ(t
′
1) oder at ∈
TransTermΣ(t
′
2). O.B.d.A. sei at ∈ TransTermΣ(t
′
1). Aus der Diskussi-
on von same, Fall a) ko¨nnen wir Folgendes u¨bernehmen: σ′ = σ|V ar(ax)
ist eine gewo¨hnliche, wohlsortierte Substitution (*), und t′1σ = t
′
1σ
′ ∈
unterTerme([AX/Inst]). Wegen (*) folgt aus Satz 4.1.5
(TransTermΣ(t
′
1))σ
′ = TransTermΣ(t
′
1σ
′) = TransTermΣ(t
′
1σ). Nun mu¨ssen
wir fu¨r alle t ∈ {t1, . . . , tm, t0} zeigen, daß jeweils ein
t′ ∈ unterTerme([AX/Inst]) existiert mit
mtvalI(t) ∈ unterTerme(valI(t
′)).
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Betrachten wir zuerst t = t0:
Wir wissen: t0 hat die Form t0 = val(t
′′
0). Da at ∈ (TransTermΣ(t
′
1))σ, gilt
nach Satz 4.5.16, 1.a), daß t′′0 ∈ unterTerme(t
′
1σ) ⊆ unterTerme([AX/Inst]).
Wa¨hlen wir also t′ = t′′0. Es gilt:
mtvalI(t) = mtvalI(val(t
′)) = valI(t
′) ∈ unterTerme(valI(t
′)).
Nun betrachten wir o.B.d.A. t = t1:
Wir wissen: t1 = Rep(t
′′
1). Ist nun Rep(t
′′
1) = val(t
′′
1), dann ergibt sich
mit t′ = t′′1 die gleiche Argumentation wie bei t = t0. Andernfalls ist
t1 = Rep(t
′′
1) = t
′′
1 und t1 ∈ CTΣ. Wegen at ∈ TransTermΣ(t
′
1σ) und nach
Satz 4.5.16, 1.b), gilt dann t1 ∈ unterTerme(t
′
1σ) ⊆ unterTerme([AX/Inst]).
Wir wa¨hlen also diesmal t′ als t1 selbst. Es gilt:
mtvalI(t) = mtvalI(t1) = t1 = valI(t1) ∈ unterTerme(valI(t1)).

Die zentrale Idee zu diesem Beweis sowie zum Vollsta¨ndigkeitsbeweis u¨berhaupt
verbirgt sich in dem recht unscheinbaren Unterfall ‘b)’ des Punktes
”
Sei at =
is(t1, t2) ...“. Dies ist die einzige Stelle in der obigen Fallunterscheidung, in der
das Zutreffen von DeutI(A) ausgenutzt wird, und zwar dazu, die gu¨nstigen Ei-
genschaften der argval-Terme, die das erste is-Argument belegen, auf das zweite
Argument zu u¨bertragen. Von da aus werden sie durch die Ersetzungsregeln u¨ber-
all hin propagiert. Die argval-Terme sind durch ihre den Axiomen entstammende
Basis eng mit der Spezifikation verknu¨pft. Das is-Atom fungiert als Bru¨cke, diese
Verbindung zur Spezifikation auch den anderen Meta-Termen ‘zuga¨nglich zu ma-
chen’. Dies funktioniert aber nur auf einem Ast, auf dem das gedeutete is-Atom
auch ‘zutrifft’.
Den eben hergestellten Zusammenhang zwischen Top-Termen eines Astes und
der Auswertung von Termen der Spezifikation ko¨nnen wir nun verwenden, um
die La¨nge von A¨sten A (in denen DeutI(A) zutrifft) sehr grob abzuscha¨tzen.
Dafu¨r mu¨ssen wir u.a. die relativ zu einer Termmenge maximale Auswertung
bestimmen.
Definition 4.5.19 (maximale Gro¨ße ausgewerteter Terme)
Sei I eine F -Interpretation.
Die Abbildung maxvalI : ℘(T
0
Σ) → N weist jeder endlichen Menge von Σ-Grund-
Termen die maximale Gro¨ße der Auswertung dieser Terme (mit I) zu, formal:
Sei T ⊆ T 0Σ endlich.
maxvalI(T ) = n
:⇐⇒
|valI(t)| = n fu¨r ein t ∈ T
und
f.a. t′ ∈ T gilt |valI(t
′)| ≤ n
?
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Das Ergebnis der Auswertung mit valI ist ja immer ein Konstruktorterm ct. Seine
‘Gro¨ße’ |ct| (siehe Def. 2.2.14) kann intuitiv auf zweierlei Art gedeutet werden.
|ct| bezeichnet in gleicher Weise die Anzahl der Konstruktoren in ct wie auch die
Anzahl der Unterterme von ct. Beide Vorstellungen sind im folgenden hilfreich.
Die maximale Gro¨ße ausgewerteter Unterterme der (instantiierten) Axiome,
maxvalI(unterTerme([AX/Inst])),
kann als obere Schranke dienen fu¨r drei Merkmale von Meta-Termen:
• die Anzahl auftretender Konstruktoren (außerhalb der argval-Terme)
(s.u. Satz 4.5.20(3))
• die Anzahl unabha¨ngig auftretender argval-Terme
(s.u. Satz 4.5.20(4))
• die Tiefe auftretender argval-Terme
(s.u. Satz 4.5.20(2))
Dies wird jetzt nachgewiesen und anschließend dafu¨r benutzt, die Existenz der in
Satz 4.5.3 behaupteten Schranke zu begru¨nden.
Satz 4.5.20 Sei 〈Σ, AX〉 eine normalisierte ADT-Spezifikation, Inst ⊆ CTΣ
endlich und R = TransSpec(〈Σ, AX〉) ∪ TransInstΣ(Inst).
Sei weiterhin B ein R-erreichbarer Baum, sei A ∈ a¨ste(B) und I eine F-
Interpretation, wobei DeutI(A) zutrifft. Sei außerdem at ∈ A ein Meta-Atom
in A, welches kein Sorten-Atom ist (at 6= s(ct)), und t ∈ topTerme(at). Dann
gilt:
1. |mtvalI(t)| ≤ maxvalI(unterTerme([AX/Inst])).
2. anzA¨ußKonstr(t) ≤ maxvalI(unterTerme([AX/Inst])).
3. anzUnabhArgvalTerme(t) ≤ maxvalI(unterTerme([AX/Inst])).
4. Falls t′ ∈ metaUnterterme(t) ein argval-Term der Form
t′ = argnk(. . . (argn1(val(t
′′))) . . .) ist, mit Tiefe k ≥ 0, dann gilt:
k ≤ maxvalI(unterTerme([AX/Inst])).
Beweis:
1. Nach Satz 4.5.18 existiert ein t′ ∈ unterTerme([AX/Inst]) mit mtvalI(t) ∈
unterTerme(valI(t
′)). Wenn aber mtvalI(t) ein Unterterm von valI(t
′) ist, dann
ist sicherlich |mtvalI(t)| ≤ |valI(t
′)|. Nach der Def. von maxvalI ist außerdem
|valI(t
′)| ≤ maxvalI(unterTerme([AX/Inst])). Demnach ist auch |mtvalI(t)| ≤
maxvalI(unterTerme([AX/Inst])).
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2. Aus 1. und anzA¨ußKonstr(t) ≤ |mtvalI(t)| (Satz 4.5.14(1)) folgt unmittelbar
die Behauptung.
3. Aus 1. und anzUnabhArgvalTerme(t) ≤ |mtvalI(t)| (Satz 4.5.14(2)) folgt un-
mittelbar die Behauptung.
4. Da DeutI(A) zutrifft, trifft auch DeutI(at) zu. Insbesondere ist DeutI(at) wohl-
definiert, somit auch mtvalI auf allen Meta-Unter-Termen von at. Insbesondere
ist mtvalI wohldefiniert auf t
′ und allen Untertermen von t′. Betrachten wir nun
die Menge:
metaUnterterme(t′) = {argnk(. . . . . . . . . (argn1(val(t
′′))) . . .),
argnk−1(. . . (argn1(val(t
′′))) . . .),
...
argn1(val(t
′′)),
val(t′′) }
Dann betrachten wir die Auswertungen dieser Menge:
M = {mtvalI(mt) | mt ∈ metaUnterterme(t
′)}.
Es gilt: |M | = k+ 1, da mtvalI(t1) 6= mtvalI(t2) f.a. t1, t2 ∈ metaUnterterme(t
′).
Außerdem gilt nach Satz 4.5.12, daß M ⊆ unterTerme(valI(t
′′)), also |M | ≤
|valI(t
′′)|.
Laut Satz 4.5.17, 1., gilt außerdem t′′ ∈ unterTerme([AX/Inst])). Zusammen gilt:
k ≤ k + 1 = |M | ≤ |valI(t
′′)| ≤ maxvalI(unterTerme([AX/Inst]). 
Mit der Gu¨ltigkeit von Satz 4.5.20 ist intuitiv schon klar, daß ein Ast, auf dem
DeutI zutrifft, eine gwisse Maximalla¨nge nicht u¨berschreiten kann. Man kann
eben nur eine bestimmte Anzahl von Atomen bilden, wenn die darin auftretenden
Terme beschra¨nkt sind, sowohl in der Anzahl der Konstruktoren und argval-
Terme, als auch in der Tiefe der argval-Terme.
Wir beweisen nun den entsprechenden Satz 4.5.3 aus dem letzten Abschnitt.
Formal handelt es sich nur um eine Beweisskizze in dem Sinne, daß wir keine
konkrete Schranke ausrechnen, sondern uns lediglich davon u¨berzeugen, daß man
eine konkrete Schranke ausrechnen kann.
Beweis: (von Satz 4.5.9)
Beweisskizze:
Zuna¨chst u¨berzeugen wir uns davon, daß die Anzahl der verschiedenen mo¨glichen
Top-Terme in dem Atom at ∈ A begrenzbar ist. Wir wissen aus Satz 4.5.17, daß
alle Meta-Unter-Terme von at wohlgeformt sind, also insbesondere auch die Top-
Terme. Wohlgeformte Meta-Terme bestehen aber nur aus Konstruktoren und
argval-Termen. Um mo¨glichst einfach argumentieren zu ko¨nnen, skizzieren wir
eine extrem grobe obere Schranke fu¨r die Anzahl verschiedener mo¨glicher Top-
Terme.
Nach Satz 4.5.20 ist die Tiefe mo¨glicher argval-Terme begrenzt, und da die Basis
jedes argval-Terms immer ein Unterterm von [AX/Inst] ist (s. Satz 4.5.17), la¨ßt
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sich sicherlich auch die Menge der konstruierbaren argval-Terme beschra¨nken.
Nun fassen wir die wohlgeformten Meta-Terme auf als Wo¨rter, und zwar mit fol-
genden Terminalsymbolen: Konstruktoren, Kommata, Klammern und (!) argval-
Terme.
Nun wissen wir aus Satz 4.5.20, daß in den Top-Termen von at sowohl die Anzahl
der Konstruktoren als auch die Anzahl unabha¨ngiger argval-Terme begrenzt ist,
durch maxvalI(unterTerme([AX/Inst])). Gleiches gilt fu¨r die Anzahl der Kom-
mata, die Anzahl der o¨ffnenden und die Anzahl der schließenden Klammern.
Daher ist die Menge der Wo¨rter begrenzt, die insbesondere auch die Menge der
mo¨glichen Top-Terme entha¨lt. Wir haben also eine (furchtbar grobe) Schranke
fu¨r die Menge mo¨glicher Top-Terme.
Es ist klar, daß sich infolgedessen auch die Menge der Meta-Atome, die die-
se Top-Terme enthalten, begrenzen la¨ßt. Hierbei ist noch folgendes zu beachten.
Die I-Atome enthalten, außer dem Top-Term im letzten Argument, noch zwei an-
dere Arten von Argumenten. Erstens Tupel von Top-Termen, welche beschra¨nkt
sind durch die maximale Stelligkeit maxα(Σ) der Signatur. Zweitens Funktionen,
welche aber auch beschra¨nkt sind durch die Signatur.
Zuletzt ist noch darauf hinzuweisen, daß die oben gefu¨hrte Diskussion eigentlich
nur fu¨r at 6= s(ct) greift (s. Satz 4.5.18). Aber die Menge der Atome der Form
s(ct) ist laut Satz 4.5.17 auch begrenzt, und zwar durch |Inst|. 
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In diesem Kapitel wird erla¨utert, wie der bis hierher theoretisch beschriebene
Ansatz zur deduktiven Fehlersuche in abstrakten Datentypen praktisch umgesetzt
wurde. Desweiteren wird die Anwendung dieser Realisierung auf einige Beispiele
dokumentiert.
Zur eigentlichen Ausfu¨hrung der regelgesteuerten Modell- (und damit Fehler-)
suche wurde ein ausgereiftes, an der Universita¨t Fukuoka in Japan entwickel-
tes Werkzeug namens MGTP eingesetzt. Sehr vorla¨ufig ist jedoch die spezielle,
auf das Anwenderszenario der (mo¨glicherweise) fehlerhaften Datentypen zuge-
schnittene Benutzungsschnittstelle. Sie ist zwar dafu¨r geeignet, das Verfahren mit
beliebigen Beispielen zu testen, aber sie bietet noch nicht die angestrebte Einbet-
tung der vorgestellten Methodik in einen Kontext, in welchem fehlerhafte Aus-
sagen u¨ber Datentypen ganz natu¨rlich anfallen. Mittelfristig ist eine systemische
Einbettung des Verfahrens in ein Werkzeug zur formalen Software-Entwicklung
vorgesehen. Im speziellen handelt es sich hierbei um das KeY-System [ABB+00],
welches parallel zur vorliegenden Arbeit an der Universita¨t Karlsruhe entwickelt
wurde und wird. Erst eine solche Einbettung und der damit ermo¨glichte Ein-
satz in konkreten Fallstudien kann den Nachweis der praktischen Verwertbarkeit
des Verfahrens erbringen. Die im folgenden dokumentierten Tests erheben diesen
Anspruch nicht. Dennoch sind sie essentiell fu¨r die Beurteilung der prinzipiellen
Tragfa¨higkeit des verfolgten Ansatzes.
Ein weiterer problematischer Punkt ist die Auswahl von Beispielen zum Test des
Verfahrens. Die Schwierigkeit besteht in der mangelnden Verfu¨gbarkeit echter,
tatsa¨chlich aufgetretener Fehlerfa¨lle, fu¨r die die Methode gedacht ist. Denn: so
oft Fehler auftreten, so selten werden sie dokumentiert. Es liegt in der Natur
der Sache, daß Fehler (in Programmen, in Spezifikationen oder wo auch immer),
sobald sie zutage treten, schnellstens beseitigt werden, nach Mo¨glichkeit in aller
Stille.
Aus diesem Grunde sind die fehlerhaften Aussagen, auf die das Verfahren in
den hier dokumentierten Tests angewendet wurde, allesamt konstruiert, bis auf
eine. Der einzige nachweisbar authentische Fehler, den wir im folgenden behan-
deln, stammt aus einem an der Universita¨t Ulm erschienenen Technischen Bericht
[RST00]. Dort tritt er auf in einer Spezifikation, die das tragende Beispiel der
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Arbeit darstellt. Bemerkenswert ist, daß sich dieser Bericht mit ‘Fehlersuche in
Formalen Spezifikationen’ bescha¨ftigt. Dennoch haben die Autoren diesen Fehler
in dem tragenden Beispiel nicht entdeckt. Diese Feststellung ist nicht als Vorwurf
gemeint. Vielmehr demonstriert sie, daß, selbst bei gescha¨rftem Blick des Lesers
bzw. Autors einer Spezifikation, die Entdeckung subtiler Fehler schwierig ist und
eine automatische Unterstu¨tzung hierbei sehr wu¨nschenswert wa¨re.
5.1 Realisierung des Verfahrens
In den vorangegangenen Kapiteln wurde ein Ansatz zur Identifikation fehlerhaf-
ter Aussagen u¨ber ADT-Spezifikationen vorgestellt. Konzeptionell lassen sich drei
Schritte unterscheiden. Gegeben sei zuna¨chst eine ADT-Spezifikation 〈Σ, AX〉
und eine Vermutung ϕ. Der Versuch, festzustellen, ob ϕ nicht aus der Spezifika-
tion folgt, d.h. ob 〈Σ, AX〉 6|= ϕ zutrifft, gliedert sich in die folgenden Schritte:
1. Bildung einer normalisierten Gegenspezifikation (vgl. Abschnitte 2.4 und
2.5), diese nennen wir SPEC′.
2. Transformation von SPEC′ in eine Menge von Modell-Generierungs-Regeln.
Erweiterung dieser Regel-Menge um Regeln zur Bereitstellung von Instan-
zen, bei vorgegebener Instanzen-Menge Inst.
3. Konstruktion eines Modells (einer erfu¨llenden Interpretation) der mit Inst
instantiierten Gegenspezifikation.
Daru¨berhinaus wurde eine Eingabemo¨glichkeit fu¨r Spezifikationen und Vermu-
tungen realisiert, sowie eine rudimenta¨re Nachbereitung des gefundenen Modells.
Im folgenden beschreiben wir die systemische Umsetzung dieser Schritte kurz im
einzelnen.
Eingabe der Spezifikation und Vermutung
Da die Methode gedacht ist als Baustein eines gro¨ßeren Systems, in welchem die
angezielten Fehler direkt auftreten, schien es weder sinnvoll noch o¨konomisch, ein
eigenes Front-End zu erstellen. Stattdessen wurde, stellvertretend, eine Schnitt-
stelle implementiert zu einem existierenden Werkzeug namens IBiJa ([Hab00]).
Dies ist ein in Java implementiertes Programm zum interaktiven Beweisen von
(zutreffenden) Aussagen u¨ber abstrakte Datentypen. Es bietet eine fensterori-
entierte, menuegesteuerte Benutzerschnittstelle zur Eingabe von Spezifikationen
und Vermutungen (dort optimistisch ‘Lemmata’ genannt), und daru¨ber hinaus,
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als Haupt-Eigenschaft, eine interaktive Beweisumgebung. Unsere Realisierung be-
nutzt nur die Eingabe, d.h. insbesondere den Parser fu¨r Spezifikationen und Ver-
mutungen (Lemmata). Eine Normalisierung von Spezifikationen wurde zuna¨chst
nicht implementiert, d.h. der Benutzer/die Benutzerin muß in IBiJa normalisierte
Spezifikationen eingeben. In der Praxis bedeutet dies meist nur, daß Formeln der
Form ϕ → ψ ersetzt werden mu¨ssen durch ¬ϕ ∨ ψ. (Allerdings muß sich der
Benutzer/die Benutzerin nicht um die Umwandlung der jeweiligen Vermutung in
ihr normalisiertes Gegenteil ku¨mmern, s.u.)
Transformation
Der annotierte abstrakte Syntax-Baum, der von dem IBiJa-Parser erzeugt wird,
bildet die grundlegende Datenstruktur fu¨r die nun zu leistende Transformation.
Auf dieser Datenstruktur werden in Vorbereitung der eigentlichen Transformation
zuna¨chst die Negierung, der Existenzabschluß und die Skolemisierung der Vermu-
tung ausgerechnet. Auf der Grundlage der so erweiterten Spezifikation wird die
Transformation in Modell-Generierungs-Regeln durchgefu¨hrt. Die Implementie-
rung dieser Transformation besteht in einem Java-Programm, welches MG-Regeln
erzeugt, die der Eingabesyntax des verwendeten Werkzeugs zur Ausfu¨hrung der
Regeln genu¨gen. Im großen und ganzen stimmt diese Syntax mit der in Def. 3.4.11
definierten u¨berein. Die wenigen minimalen Abweichungen hiervon (s.u.) dienen
der Beru¨cksichtigung von Namenskonventionen in MGTP. Um einen Vergleich
zwischen der symmetrischen und der optimierten Transformation der Literale zu
ermo¨glichen (vg. Def. 3.2.10 und 3.2.12), wurden beide implementiert. Die Aus-
wahl der jeweiligen Variante wird durch eine Konfigurationsdatei gesteuert. Als
Standard wird die optimierte Transformation ausgefu¨hrt.
Modellkonstruktion
Zur Abarbeitung der erzeugten Regelbasis wird das schon erwa¨hnte Werkzeug
MGTP (Model Generation Theorem Prover) eingesetzt. Dieses wurde urspru¨ng-
lich im Kontext des japanischen ‘fifth generation’-Programms enwickelt und rea-
lisiert eine konstruktive U¨berpru¨fung der Konsistenz von Wissensbasen, die sich
als ‘range restricted clauses’ (wertebeschra¨nkte Klauseln) darstellen lassen. Unser
in der Transformation erzeugtes Regelsystem stellt eine solche Wissensbasis dar.1
Der Zusammenhang zwischen unseren Meta-Atomen und der Semantik abstrak-
ter Datentypen ist fu¨r MGTP bedeutungslos. Das Programm richtet sich bei der
Erweiterung oder Ablehnung von (Modell-)A¨sten nach nichts anderem als nach
vorgegebenen Regeln. Im Kern handelt es sich bei MGTP um eine (inzwischen)
hocheffiziente Java-Implementierung der in Abb. 3.3, S. 107 in Pseudo-Code no-
tierten Prozedur.
1In der MGTP-Welt werden diese Regeln als ‘clauses’ bezeichnet.
159
5 Realisierung und Beispiele
Neben der Verwendung gewo¨hnlicher Atome in den Regeln (clauses) erlaubt
MGTP die Benutzung einiger ‘extra-logischer’ Instruktionen. Dazu geho¨rt die
Verwendung einfacher Java-Integer-Arithmetik und ein Test auf syntaktische Un-
gleichheit von Termen. Diese beiden Mo¨glichkeiten werden von dem Verfahren
ausgenutzt, und zwar in folgender Weise: Blicken wir nochmals zuru¨ck auf die
Behandlung von Instanzen in der Transformation. Fu¨r die Theoriebildung hatten
wir in Def. 3.3.11 die Transformation beliebiger Mengen von Instanzen betrachtet.
In der darauffolgenden Def. 3.3.12 wurde dieses verfeinert zu der Transformati-
on einer Gro¨ßenbeschra¨nkung n fu¨r Instanzen. Laut dieser Def. wird fu¨r jeden
Konstruktorterm, der klein genug ist, die Regel ‘ → s(ct) .’ erzeugt. Im Ergeb-
nis werden all diese s-Atome bei der Modellkonstruktion erzeugt. Dies kann man
unter Ausnutzung der Integer-Arithmetik in MGTP auch mit weniger Regeln
erreichen. Wir erla¨utern dies exemplarisch fu¨r das Beispiel NatStack.
Die Regeln werden hier so wiedergegeben, wie sie automatisch erzeugt wurden.
MGTP sieht Ausdru¨cke, die mit einem Großbuchstaben beginnen, als Variablen
an. Der Unterstrich
”
_“ dient als anonyme Variable, die auf der rechten Seite
der Regel nicht mehr verwendet wird. Zahlen, die fu¨r sich alleine stehen, also
nicht an Variablen angeha¨ngt sind (hier 1 und 4), werden als Integer-Werte im
programmiersprachlichen Sinne erkannt. Sie ko¨nnen mittels +, <= bzw. = addiert,
verglichen bzw. zugewiesen werden. Extralogische Instruktionen werden durch
Klammerung {} als solche gekennzeichnet. % ist ein Kommentarzeichen. -> trennt
die Pra¨misse einer Regel von der Konklusion. (Bisher hatten wir
”
→“ verwendet.)
%Domain Boundary
-> max(4) .
%Generating Domain for nat
-> gennat(zero,1) .
max(M),gennat(X0,Y0),{Y1=1+Y0},{1+Y0<=M} -> gennat(succ(X0),Y1) .
%Generating Domain for stack
-> genstack(nil,1) .
max(M),gennat(X0,Y0),genstack(X1,Y1),{Y2=1+Y0+Y1},{1+Y0+Y1<=M}
-> genstack(push(X0,X1),Y2) .
%Redirecting the Domain from GenSort ...
gennat(X,_) -> nat(X) .
genstack(X,_) -> stack(X) .
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Die Regeln dienen dem Zweck, fu¨r alle Konstruktorterme ct der beiden Sorten Nat
und Stack (vgl. Spezifikation NatStack auf S. 164), die ho¨chstens vier Konstrukto-
ren besitzen, das Meta-Atom nat(ct) bzw. stack(ct) zu erzeugen. Dazu werden
zuna¨chst Atome der Form gennat(ct,n) bzw. genstack(ct,n) erzeugt, wobei
die Integer-Zahl n gleich der Anzahl der Konstruktoren in ct ist. Die Instruktio-
nen {Y1=1+Y0} und {Y2=1+Y0+Y1} dienen dazu, bei Anwendung der Regel die
Gro¨ße des neu entstehenden Konstruktorterms zu bestimmen. Die Testinstruk-
tionen {1+Y0<=M} und {1+Y0+Y1<=M} verhindern die Regelanwendung, falls die
Testbedingung verletzt ist, falls also der entstehende Konstruktorterm die zula¨ssi-
ge Maximalgro¨ße M u¨berschreiten wu¨rde. Der Wert von M ist deswegen nicht ‘hart’
in die Regel kodiert, damit eine Vera¨nderung dieser Grenze der Aba¨nderung nur
einer Regel bedarf, na¨mlich der Regel ‘-> max(4) .’. Somit ist die Festlegung
einer Maximalgro¨ße von Instanzen modular zur eigentlichen Transformation von
Spezifikationen.
Eine weitere extralogische Instruktion von MGTP verwenden wir dafu¨r, die Re-
geln zur Sicherstellung der Funktionalita¨t (vgl. Def. 3.2.13) zu optimieren. Statt
intpr(F,X,Y),intpr(F,X,Y1) -> same(Y,Y1) .
is(X,Y),is(X,Y1) -> same(Y,Y1) .
werden die Regeln
intpr(F,X,Y),intpr(F,X,Y1),{Y\==Y1} -> same(Y,Y1) .
is(X,Y),is(X,Y1),{Y\==Y1} -> same(Y,Y1) .
erzeugt. Hierbei ist intpr das Meta-Pra¨dikat, welches wir bisher (in Kapitel 3)
mit I bezeichet haben. (I ist nicht geeignet, da es von MGTP als Variable an-
gesehen wird.) {Y\==Y1} bewirkt, daß die Regel nur angewendet wird, wenn die
auf Y und Y1 matchenden Meta-Terme rein syntaktisch verschieden sind. Dies ist
korrekt, weil die Anwendung von same auf zweimal den gleichen Meta-Term nicht
zur Ablehnung eines Astes fu¨hren kann (vgl. Def. 3.2.5) und darum auch nichts
beitra¨gt . Es ist in diesem Zusammenhang sehr wichtig, zwischen der syntakti-
schen und der semantischen Gleichheit zu unterscheiden. Die obigen Regeln sind
zwar nur anwendbar, wenn Y und Y1 syntaktisch verschieden sind, aber damit ist
noch nicht entschieden, ob sie auch semantisch ungleich sind (sonst ko¨nnte man
ja sofort ablehnen, ohne erst same(Y,Y1) zu erzeugen). In beiden Meta-Terme
ko¨nnen noch val- oder argn-Terme als Platzhalter auftreten, nach deren Erset-
zung noch gesucht wird. In diesem Falle wird die ‘Gu¨ltigkeit’ von same(Y,Y1)
erst spa¨ter ‘entschieden’.
Der Effekt dieser Optimierung ist dramatisch. Ohne die Vergleichs-Instruktion
lo¨st jedes einzelne intpr-Atom einen Vergleich seines letzten Argumentes mit
sich selbst aus. Da ein same-Atom i.a. weitere same-Atome erzeugt, verursacht
dies erheblich gro¨ßere Modell-A¨ste als notwendig.
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Abgesehen von den gerade diskutierten Abweichungen fu¨hrt MGTP genau die in
Abschn. 3.2 definierten Regeln aus, und zwar in der Weise, wie dies abstrakt in
der Pseudo-Code-Prozedur MG-proc (S. 107) beschrieben ist.
Aufbereitung der Ausgabe
MGTP gibt die lineare Darstellung eines Baumes zuru¨ck, der entweder nur ge-
schlossene A¨ste besitzt oder ho¨chstens einen saturierten, offenen Ast, welcher
dann der rechteste ist. Zusa¨tzlich entha¨lt die Antwort im ersten Fall ‘UNSAT’, im
zweiten Fall ‘SAT’. Falls MGTP mit der Antwort ‘SAT’ terminiert, dann kann
aus dem einzig offenen Ast die Interpretation abgelesen werden, welche die in-
stantiierte Gegenspezifikation erfu¨llt. Diese Interpretation hat zwei wesentliche
Eigenschaften:
• Sie wertet die Vermutung ϕ zu F (falsch) aus, da sie mit der Gegenspezifi-
kation auch das Gegenteil von ϕ erfu¨llt.
• Sie erfu¨llt eine Grund-Instantiierung der Spezifikation 〈Σ, AX〉, und zwar
mit Instanzen bis zu der mit ‘-> max(n) .’ festgelegten Gro¨ße.
Damit ist noch nicht endgu¨ltig bewiesen, daß 〈Σ, AX〉 6|= ϕ zutrifft. Der Benut-
zer/die Benutzerin muß selbst entscheiden, ob sich die gefundene Interpretati-
on zu einer erfu¨llenden Interpretation fu¨r die echte, uninstantiierte Spezifikation
〈Σ, AX〉 6|= ϕ erweitern la¨ßt. Um so wichtiger ist eine vernu¨nftige Ru¨ckmeldung.
Der saturierte, offene Ast besteht aber zuna¨chst einmal aus einer Menge von
intpr-, is-, search-, same-, different- und Sorten-Atomen. Zur Deutung des
Ergebnisses beno¨tigen wir aber (fast) nur die intpr-Atome. Die Suche nach ge-
nau diesen Atomen (in Kapitel 3 nannten wir sie I-Atome) war ja der Ausgangs-
punkt fu¨r die Entwicklung des Verfahrens. Daru¨berhinaus interessieren im Ergeb-
nis nicht alle, sondern nur bestimmte dieser Atome. Im Laufe der Suche erzeugt
das Verfahren vielfach Atome mit Platzhaltern (val- oder argn-Termen), die im
weiteren Verlauf ersetzt werden. Am Ende interessieren nur die vollsta¨ndig er-
setzten intpr-Atome. Diese werden also herausgefiltert. Von besonders großem
Wert ist ein Spezialfall der intpr-Atome: hat es die Form intpr(sk_x,tup0,ct)2 ,
dann ko¨nnen wir aus der Namenskonvention fu¨r Skolemfunktionen zuru¨ckschlie-
ßen, daß sk_x die Skolemisierung der Variablen x aus der Vermutung ϕ ist. Fu¨r
diese Vermutung heißt das: die Belegung der Variable x mit ct fu¨hrt (zusammen
mit weiteren Variablenbelegungen und der gefundenen Interpretation von Funk-
tionen) zum Wahrheitswert F (falsch). Diese primitive, aber aus Benutzersicht
2Da MGTP keine Tupel kennt, simulieren wir sie durch Terme. tup0 steht fu¨r den nullstelligen
Tupel.
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sehr hilfreiche Umdeutung der Interpretation von Skolemkonstanten in Belegun-
gen von Variablen der urspru¨nglichen Vermutung wird in der Aufbereitung der
MGTP-Ausgabe vorgenommen. Auf diese Weise bleibt das Konzept der skole-
misierten Gegenspezifikation weitgehend unsichtbar. Schließlich wird noch aus-
genutzt, daß ein Meta-Atom der Form is(val(t),ct), in welchem ct ein reiner
Konstruktorterm ist, gedeutet werden kann als die Aussage valI(t) = ct. Tritt in t
eine Skolemkonstante auf (und enthielt die urspru¨ngliche Spezifikation keine Exi-
stenzquantoren), dann ‘stammt’ der Term aus der Vermutung ϕ. Somit ist seine
Auswertung unter der gefundenen Interpretation von besonderem Interesse. Ent-
sprechend wird eine ‘evaluation of conjecture subterms’ ausgegeben. Auch hier
werden die Skolemkonstanten stillschweigend durch die entsprechenden Variablen
der Vermutung ersetzt.
Einen exemplarischen Eindruck von der Ausgabe des realisierten Verfahrens kann
man anhand der Beispiella¨ufe im folgenden Abschnitt gewinnen.
5.2 Beispiele
In diesem Abschnitt wir nun der Einsatz des Verfahrens an Beispielen erla¨utert.
Dabei wird das Ergebnis sowohl der Transformation als auch der Modell-Kon-
struktion dokumentiert. Eine erste Gruppe von Beispielen besteht in fehlerhaften
Aussagen u¨ber die schon bekannte NatStack-Spezifikation. Diese sind, wie schon
erwa¨hnt, konstruiert. In all diesen Beispielen liegt das Problem im Randfall be-
gru¨ndet. Aus der perso¨nlichen Erfahrung mit datentyp-basierter Programmveri-
fikation ha¨lt der Autor solche Fehler fu¨r typisch. Es bleibt aber dem Leser/der
Leserin u¨berlassen, sich dieser Meinung anzuschließen. Danach werden anhand ei-
ner zweiten Spezifikation die Grenzen des vorgestellten Verfahrens exemplarisch
verdeutlicht. Schließlich behandeln wir einen echten, in der Literatur vorgefunde-
nen Fehler in einer Spezifikation eines ‘merge sort’ Algorithmus.
Die Beispiele werden mit abnehmender Ausfu¨hrlichkeit besprochen, da bestimmte
Erla¨uterungen zur Transformation bzw. zur Ausgabe fu¨r alle Beispiele gleicher-
maßen gelten.
5.2.1 NatStack
Wir hatten in Kapitel 2 die Beispielspezifikation NatStack kennengelernt. Sie stellt
natu¨rliche Zahlen bereit sowie Stacks natu¨rlicher Zahlen. Spezifizierte Funkti-
onen sind der Vorga¨nger pred einer natu¨rlichen Zahl, das oberste Element top
und der Rest pop eines Stacks, sowie eine Lo¨schoperation del auf Stacks. Zur
leichteren Nachvollziehbarkeit der im folgenden angegebenen Transformation(en)
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spec = NatStack
sorts Nat ::= zero | succ(Nat);
Stack ::= nil | push(Nat ; Stack);
functions pred : Nat → Nat;
top : Stack → Nat ;
pop : Stack → Stack ;
del : Nat × Stack → Stack ;
vars n, n′ : Nat ; st : Stack ;
axioms pred(succ(n))
.
= n;
top(push(n, st))
.
= n;
pop(push(n, st))
.
= st;
del(n, push(n, st))
.
= st;
n 6
.
= n′ →
del(n, push(n′, st))
.
= push(n′, del(n, st));
del(n, nil)
.
= nil;
end
Abbildung 5.1: Spezifikation NatStack
wiederholen wir die komplette Spezifikation in Abb. 5.1. Vor Anwendung der
Transformation wird noch das Axiom n 6
.
= n′ → . . . ersetzt durch n
.
= n′ ∨ . . . .
Optimierte Transformation
In Def. 3.2.14 hatten wir die Transformation TransSpec von Spezifikationen de-
finiert. Die Java-Implementierung von TransSpec wird nun angewendet auf die
Spezifikation NatStack. Dabei wird, gema¨ß den Standardeinstellungen, die opti-
mierte Variante von TransLitΣ (vgl. Def. 3.2.12) verwendet. Das Resultat wird im
folgenden wiedergegeben. Die Behandlung einer Vermutung wird zuna¨chst einmal
ausgelagert. Es sei nochmals darauf hingewiesen, daß intpr( , , ) fu¨r I( , , )
steht, tupn(t1,. . .,tn) fu¨r 〈t1, . . . , tn〉 und _ fu¨r anonyme Variablen. %-Zeilen sind
Kommentare.
%Generating Domain for nat
-> gennat(zero,1) .
max(M),gennat(X0,Y0),{Y1=1+Y0},{1+Y0<=M} -> gennat(succ(X0),Y1) .
%Generating Domain for stack
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-> genstack(nil,1) .
max(M),gennat(X0,Y0),genstack(X1,Y1),{Y2=1+Y0+Y1},{1+Y0+Y1<=M}
-> genstack(push(X0,X1),Y2) .
%Redirecting the Domain from GenSort ...
gennat(X,_) -> nat(X) .
genstack(X,_) -> stack(X) .
%Search Domain for certain elements:
search_nat(X)
->
is(X,zero);
is(X,succ(arg(X))),search_nat(arg(X)) .
search_stack(X)
->
is(X,nil);
is(X,push(arg1(X),arg2(X))),
search_nat(arg1(X)),search_stack(arg2(X)) .
%Rewriting with same
same(X,Y),is(X,Z) -> same(Z,Y) .
same(X,Y),is(Y,Z) -> same(X,Z) .
%Rewriting with different
different(X,Y),is(X,Z) -> different(Z,Y) .
different(X,Y),is(Y,Z) -> different(X,Z) .
%Functionality
intpr(F,X,Y),intpr(F,X,Y1),{Y\==Y1} -> same(Y,Y1) .
is(X,Y),is(X,Y1),{Y\==Y1} -> same(Y,Y1) .
%Result rewriting
intpr(F,X,Y),is(Y,Y1) -> intpr(F,X,Y1) .
%Rewriting for functions with 1 arguments
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intpr(F,tup1(X0),Y),is(X0,Z) -> intpr(F,tup1(Z),Y) .
%Rewriting for functions with 2 arguments
intpr(F,tup2(X0,X1),Y),is(X0,Z) -> intpr(F,tup2(Z,X1),Y) .
intpr(F,tup2(X0,X1),Y),is(X1,Z) -> intpr(F,tup2(X0,Z),Y) .
%Rewrite Rules
is(X,succ(Y0)),is(Y0,Z) -> is(X,succ(Z)) .
is(X,push(Y0,Y1)),is(Y0,Z) -> is(X,push(Z,Y1)) .
is(X,push(Y0,Y1)),is(Y1,Z) -> is(X,push(Y0,Z)) .
%For each constructor ’freely generated’ backwards rules:
same(zero,succ(_)) -> .
different(zero,zero) -> .
same(succ(_),zero) -> .
same(succ(X0),succ(Y0)) -> same(X0,Y0) .
different(succ(X0),succ(Y0)) -> different(X0,Y0) .
same(nil,push(_,_)) -> .
different(nil,nil) -> .
same(push(_,_),nil) -> .
same(push(X0,X1),push(Y0,Y1)) -> same(X0,Y0),same(X1,Y1) .
different(push(X0,X1),push(Y0,Y1)) ->
different(X0,Y0);
different(X1,Y1) .
%The Generated Axioms
%axiom-pred{ ( pred( succ( N ) ) = N )}
nat(N) -> intpr(pred,tup1(succ(N)),N) .
%axiom-top{ ( top( push( N, ST ) ) = N )}
nat(N),stack(ST) -> intpr(top,tup1(push(N,ST)),N) .
%axiom-pop{ ( pop( push( N, ST ) ) = ST )}
nat(N),stack(ST) -> intpr(pop,tup1(push(N,ST)),ST) .
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%axiom-del1{ ( del( N, push( N, ST ) ) = ST )}
nat(N),stack(ST) -> intpr(del,tup2(N,push(N,ST)),ST) .
%axiom-del2{ ( del( N, nil ) = nil )}
nat(N) -> intpr(del,tup2(N,nil),nil) .
%axiom-del3{ ( ( N = M ) \/ ( del( N, push( M, ST ) ) =
% push( M, del( N, ST ) ) ) )}
nat(M),nat(N),stack(ST) -> same(N,M);
intpr(del,tup2(N,push(M,ST)),val(push(M,del(N,ST)))),
is(val(push(M,del(N,ST))),push(M,val(del(N,ST)))),
intpr(del,tup2(N,ST),val(del(N,ST))),
search_stack(val(del(N,ST))) .
Die ersten Regeln, zur Behandlung von gennat und genstack, za¨hlen zur Ausga-
be von TransSpec, weil sie signaturabha¨ngig sind. Verbleibt nur noch MaxInstΣ,
die Transformation der Gro¨ßenbeschra¨nkung fu¨r Instanzen. Nach der Diskussion
im letzten Abschnitt liefert MaxInstΣ(n) nun lediglich:
%Domain Boundary
-> max(n) .
wobei n entprechend zu ersetzen ist.
Symmetrische Transformation
Es ist sehr instruktiv, das obige Ergebnis der Axiomen-Transformation zu ver-
gleichen mit einer Transformation, bei der die unoptimierte, symmetrische U¨ber-
setzung der Literale gema¨ß Def. 3.2.10 verwendet wird. Obwohl dies Platz kostet,
geben wir auch hier die Transformation sa¨mtlicher Atome an (selbstversta¨ndlich
unter Weglassung der axiomen-unabha¨ngigen Regeln), weil damit deutlich wird,
daß jedes der Axiome in NatStack eine Gleichung entha¨lt, das zu dem von der
Optimierung betroffenen Typus geho¨rt.
%The Generated Axioms
%axiom-pred{ ( pred( succ( N ) ) = N )}
nat(N) -> same(val(pred(succ(N))),N),
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intpr(pred,tup1(succ(N)),val(pred(succ(N)))),
search_nat(val(pred(succ(N)))) .
%axiom-top{ ( top( push( N, ST ) ) = N )}
nat(N),stack(ST) -> same(val(top(push(N,ST))),N),
intpr(top,tup1(push(N,ST)),val(top(push(N,ST)))),
search_nat(val(top(push(N,ST)))) .
%axiom-pop{ ( pop( push( N, ST ) ) = ST )}
nat(N),stack(ST) -> same(val(pop(push(N,ST))),ST),
intpr(pop,tup1(push(N,ST)),val(pop(push(N,ST)))),
search_stack(val(pop(push(N,ST)))) .
%axiom-del1{ ( del( N, push( N, ST ) ) = ST )}
nat(N),stack(ST) -> same(val(del(N,push(N,ST))),ST),
intpr(del,tup2(N,push(N,ST)),val(del(N,push(N,ST)))),
search_stack(val(del(N,push(N,ST)))) .
%axiom-del2{ ( del( N, nil ) = nil )}
nat(N) -> same(val(del(N,nil)),nil),
intpr(del,tup2(N,nil),val(del(N,nil))),
search_stack(val(del(N,nil))) .
%axiom-del3{ ( ( N = M ) \/ ( del( N, push( M, ST ) ) =
% push( M, del( N, ST ) ) ) )}
nat(M),nat(N),stack(ST) -> same(N,M);
same(val(del(N,push(M,ST))),val(push(M,del(N,ST)))),
intpr(del,tup2(N,push(M,ST)),val(del(N,push(M,ST)))),
search_stack(val(del(N,push(M,ST)))),
is(val(push(M,del(N,ST))),push(M,val(del(N,ST)))),
intpr(del,tup2(N,ST),val(del(N,ST))),
search_stack(val(del(N,ST))) .
Jede dieser Regeln entha¨lt im Vergleich zu der entprechenden optimierten Varian-
te ein zusa¨tzliches same- und ein zusa¨tzliches search-Atom. Insgesamt enthalten
die Regeln im Resultat der ersten Transformation ein search-Atom, diejenigen
im Resultat der zweiten hingegen sieben! Entsprechend aufwendiger, obwohl er-
gebnisgleich, ist die Modellkonstruktion.
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Die succ-pred-Vermutung
Wir wenden uns nun der ersten Vermutung zu und ihrer Untersuchung durch das
Verfahren. Das erste Axiom in NatStack, pred(succ(n))
.
= n, besagt, daß pred die
Inverse von succ ist. Man ko¨nnte vermuten, daß auch das Umgekehrte der Fall
ist. Sei also
ϕ = succ(pred(n))
.
= n
unsere Vermutung. In einem konkreten Anwendungsszenario ko¨nnte ϕ sowohl
explizit aufgestellt worden sein oder auch als Unterziel eines Beweisversuches
zum Nachweis einer komplizierteren Vermutung anfallen.
Betrachten wir zuna¨chst die automatisch erzeugte Transformation der Vermu-
tung.3
%The Conjecture
%lemma{ ( succ( pred( N ) ) = N )}
-> different(val(succ(pred(sk_n))),val(sk_n)),
is(val(succ(pred(sk_n))),succ(val(pred(sk_n)))),
intpr(pred,tup1(val(sk_n)),val(pred(sk_n))),
search_nat(val(pred(sk_n))),
intpr(sk_n,tup0,val(sk_n)),
search_nat(val(sk_n)) .
Man beachte: die resultierende Regel ist das Ergebnis der Anwendung von Trans-
AxiomsΣ (Def. 3.2.8) auf die (automatisch erzeugte) Skolemisierung des Exis-
tenzabschlusses der Negation von ϕ. Deswegen entha¨lt die Regel keine Variable,
die es bei Anwendung zu substituieren ga¨lte, und aus dem gleichen Grund ist
die Pra¨misse der Regel leer, ganz gema¨ß der Def. 3.2.8. Wa¨hrend die Variablen
(in den anderen Regeln) bei Regel-Anwendung durch Instanzen der vorgegebe-
nen Maximalgro¨ße instantiiert werden, sto¨ßt die Anwendung obiger Regel die
Suche nach einer Interpretation der Skolemkonstante sk_n an, vgl. die Atome
intpr(sk_n,tup0,val(sk_n)) und search_nat(val(sk_n)). Mo¨gliche Erset-
zungen fu¨r val(sk_n) werden mit Hilfe der search-Regeln konstruiert. (Sie sind
in keiner Weise durch ‘-> max(n) .’ beschra¨nkt.)
Bevor wir MGTP auf all diese Regeln anwenden, werfen wir zuna¨chst noch einen
Blick auf die in der Vermutung verwendete Signatur. Intuitiv ist schnell klar, daß
die Frage nach der Folgerbarkeit der Vermutung u¨berhaupt nichts mit Stacks
zu tun hat, somit auch nicht mit den Axiomen der Spezifikation, die Stack-
Funktionen axiomatisieren. Wenn dies zutrifft, dann ist 〈Σ, AX〉 |= ϕ a¨qui-
valent zu pred(succ(n))
.
= n |=Σ ϕ, somit auch 〈Σ, AX〉 6|= ϕ a¨quivalent zu
3Die optimistische Bezeichnung
”
lemma“ in der Kommentarzeile stammt aus IBiJa.
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pred(succ(n))
.
= n 6|=Σ ϕ (da pred(succ(n))
.
= n das einzige Axiom ist, welches
nach Streichung der Stack-Axiome u¨brigbleibt). Es wu¨rde den Suchraum erheb-
lich einschra¨nken, wenn man dieses Wissen nutzen ko¨nnte. Dies gilt in gleicher
Weise fu¨r Modellsuche wie auch fu¨r herko¨mmliche Beweissuche. Aus diesem Grun-
de wurden im Umfeld von Beweissystemen auch bereits Techniken entwickelt, die
syntaktisch einfach feststellbare Unabha¨ngigkeiten zwischen Vermutungen und
Axiomen analysieren und zur sog. Axiomenreduktion ausnutzen [RS98]. Auf die-
se Techniken ko¨nnte man bei der Integration der vorgestellten Methode in ein
Spezifikations- und Beweiser-Umfeld zuru¨ckgreifen. In der vorliegenden ‘stand
alone’-Realisierung wurde zu Testzwecken die Mo¨glichkeit geschaffen, diejenigen
Axiome (bzw. deren Transformation), die fu¨r die Folgerbarkeit der aktuellen Ver-
mutung keine Relevanz haben, mit Hilfe einer Konfigurationsdatei quasi auszu-
blenden. Diese Mo¨glichkeit wurde in den dokumentierten Tests auch genutzt, was
erkla¨rt, warum z.B. in der folgenden MGTP-Ausgabe die Stack-Funktionen nicht
auftauchen.
Nun betrachten wir, wenigstens einmal fu¨r dieses simple Beispiel, die unbear-
beitete, vollsta¨ndige Ausgabe von MGTP, wenn es mit den gesammelten, oben
angegebenen Regeln (ohne die unoptimierten Versionen) aufgerufen wird. Die
Stack-Regeln waren dabei ‘ausgeblendet’ (s.o.). Um die Ausgabe hier kurz zu
halten, wurde mit ‘-> max(2) .’ eine sehr kleine Obergrenze fu¨r die Gro¨ße der
Konstruktorterme vorgegeben. Die folgende Ausgabe kann von dem Benutzer an-
oder abgeschaltet werden, als Zusatz zu der aufbereiteten Ausgabe (s.u.). Um
dem Leser/der Leserin das Nachvollziehen der Regelanwendungen zu erleichtern,
fu¨gen wir unten noch eine entsprechende Erkla¨rung an.
Mgtp Output for this example:
Proving . . .
1: max(2).
2: gennat(zero,1).
3: genstack(nil,1).
4: different(val(succ(pred(sk_n))),val(sk_n)).
5: is(val(succ(pred(sk_n))),succ(val(pred(sk_n)))).
6: intpr(pred,tup1(val(sk_n)),val(pred(sk_n))).
7: search_nat(val(pred(sk_n))).
8: intpr(sk_n,tup0,val(sk_n)).
9: search_nat(val(sk_n)).
10: gennat(succ(zero),2).
11: nat(zero).
12: stack(nil).
13: different(succ(val(pred(sk_n))),val(sk_n)).
14: nat(succ(zero)).
15: intpr(pred,tup1(succ(zero)),zero).
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16: intpr(pred,tup1(succ(succ(zero))),succ(zero)).
17: is(val(pred(sk_n)),zero).
18: intpr(pred,tup1(val(sk_n)),zero).
19: is(val(succ(pred(sk_n))),succ(zero)).
20: same(zero,val(pred(sk_n))).
21: same(val(pred(sk_n)),zero).
22: different(succ(zero),val(sk_n)).
23: same(succ(zero),succ(val(pred(sk_n)))).
24: same(succ(val(pred(sk_n))),succ(zero)).
25: same(zero,zero).
26: is(val(sk_n),zero).
27: different(succ(zero),zero).
28: different(succ(val(pred(sk_n))),zero).
29: different(val(succ(pred(sk_n))),zero).
30: intpr(sk_n,tup0,zero).
31: intpr(pred,tup1(zero),zero).
32: intpr(pred,tup1(zero),val(pred(sk_n))).
33: same(zero,val(sk_n)).
34: same(val(sk_n),zero).
pModel: true
nModel: []
Number of models: 1
Number of failed branches: 0
Number of total branches: 1
Number of total atoms: 34
SAT
Proving time: 9 msec
Erkla¨rung hierzu (nicht Teil der Implementierung):
2, 3, 10, 11, 12 und 14 entstammen den Domain-Generierungs-Regeln,
4 – 9 negierte Vermutung,
13: rewriting 4 mit 5,
15: axiom-pred und 11,
16: axiom-pred und 14,
17: search_nat und 7,
18: rewriting 6 mit 17,
19: rewriting 5 mit 17,
20: Funktionalita¨t auf 18 und 6,
21: Funktionalita¨t auf 6 und 18,
22: rewriting 4 mit 19,
23: Funktionalita¨t auf 19 und 5,
24: Funktionalita¨t auf 5 und 19,
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25: rewriting 20 mit 17,
26: search_nat und 9,
27 – 32: rewriting 22, 13, 4, 8, 18 und 6 mit 26,
33: Funktionalita¨t auf 31 und 32,
34: Funktionalita¨t auf 32 und 31.
Die obige Ausgabe stellt im Prinzip einen Baum dar, in diesem Fall mit nur einem
Ast. Die wichtigste Information steht ganz unten: ‘SAT’. Es wurde also ein Modell
gefunden. Man kann anhand des ausgegebenen Astes die Anwendung der oben
angegebenen Regeln nachvollziehen, was wir hier nicht tun wollen. Nur soviel:
erst werden die sog. Fakten, die Regeln mit leerer Pra¨misse angewendet, dann
mit den drei Atomen nat(zero), stack(nil), nat(succ(zero)) die Instanzen
bereitgestellt, die kleiner gleich zwei Konstruktoren besitzen. Diese lo¨sen dann die
Anwendung der Axiomregeln (hier nur eine) aus sowie die Anwendung der aus
der Vermutung resultierenden Regel. Auf die so entstandene Menge von Axiomen
werden dann weitere Regeln angewendet. Zwar treten Verzweigungen auf, diese
werden aber erst sichtbar, wenn die jeweils andere Alternative auch noch ‘besucht’
wird, was hier nicht notwendig ist.
Diese Ausgabe, ob sie nun angezeigt wird oder nicht, wird nach den im letzten
Abschnitt besprochenen Prinzipien aufbereitet. Das Ergebnis kann wahlweise als
im ASCII- oder in einem LATEX-Format ausgegeben werden. Natu¨rlich wird hier
die LATEX-Version wiedergegeben. Sie hebt sich vom u¨brigen Text dadurch ab,
daß sie englisch ist.
Counter interpretation for the conjecture:
succ( pred( N ) ) = N
15: intpr(pred,tup1(succ(zero)),zero)
16: intpr(pred,tup1(succ(succ(zero))),succ(zero))
30: intpr(sk_n,tup0,zero)
31: intpr(pred,tup1(zero),zero)
The above interpretation satisfies the axioms,
if instantiated by constructor terms with less than 3 constructors!
Summary:
the conjecture succ( pred( N ) ) = N
is violated by the following variable assignment:
N : zero
and by the following evaluation of conjecture subterms:
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pred(N) : zero
succ(pred(N)) : succ(zero)
Ganz oben sieht man diejenigen Zeilen der MGTP-Ausgabe, die keine Platzhal-
ter enthalten. Aus diesen kann man die vorgeschlagene Interpretation der Funk-
tionen auf den (fu¨r die Erfu¨llbarkeit der instantiierten Spezifikation relevanten)
Konstruktorterm-Tupeln ablesen.
Die Notiz darunter weist darauf hin, daß hiermit eine bestimmte, beschra¨nk-
te Grundinstantiierung der Axiome nachgewiesenermaßen erfu¨llt wird durch die
angegebene, die Vermutung widerlegende Interpretation. Dies gilt aber nicht un-
bedingt fu¨r die (uninstantiierte) Spezifikation! Diese Lu¨cke muß der Benutzer/die
Benutzerin mit seiner/ihrer Intuition fu¨llen. Er/sie muß beurteilen, ob der ver-
meintliche Fehler wirklich ein Fehler ist, oder ob der Blick auf die Instanzen
oberhalb der vorgegebenen Grenze zeigt, daß der Vorschlag des Systems zu rela-
tivieren ist. Daß dies notwendig sein kann, wird in Abschn. 5.2.2 demonstriert.
Die in der ‘Summary:’ zu findenden Informationen ko¨nnte man aus den daru¨ber
stehenden intpr-Atomen extrahieren (unter Umdeutung von sk_n zu N). Sie las-
sen sich aber viel einfacher berechnen. In der vollsta¨ndigen MGTP-Ausgabe (s.o.)
finden sich u.a. die Atome:
is(val(sk_n),zero),
is(val(succ(pred(sk_n))),succ(zero)) und
is(val(pred(sk_n)),zero).
Aus diesen liest die Ausgabeaufbereitung unmittelbar die oben wiedergegebene
Information aus und formuliert sie um in der ‘Sprache’ der Vermutung. Dieser
fu¨r die Programmierung einer benutzerfreundlichen Ausgabe sehr nu¨tzliche ‘Ne-
beneffekt’ des Verfahrens verdeutlicht erneut das Zusammenspiel zwischen den
intpr- und den is-Atomen in dem vorgestellten Ansatz.
Betrachten wir noch abschließend das Ergebnis. Die Anwendung der angegebenen
Variablenzuweisung und der Untertermauswertungen auf die Vermutung zeigt
sofort, daß die Gleichung hierdurch verletzt wird.
In Deutung dieses Ergebnisses kann sich der Benutzer/ die Benutzerin u¨berlegen,
daß die vom System vorgeschlagene Belegung der Variablen N mit zero in jedem
Fall die vermutete Gleichung verletzt, sogar unabha¨ngig von der Interpretation
der Funktion pred. Im allgemeinen muß das nicht so sein.
Auswirkung der Optimierung
Am gleichen Beispiel, aber mit einer Verschiebung der Gro¨ßenbeschra¨nkung, de-
monstrieren wir noch den meßbaren Effekt der Optimierung der Literal-Transfor-
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mation. Die MGTP-Ausgabe stellt entsprechende Zahlen4 bereit. In den beiden
zu vergleichenden La¨ufen ist die maximale Konstruktortermgro¨ße jeweils auf 7
eingestellt. Unter Verwendung der Ergebnisse der symmetrischen Transformation
(Def. 3.2.12) ergeben sich folgende Zahlen:
Number of models: 1
Number of failed branches: 21
Number of total branches: 22
Number of total atoms: 773
SAT
Proving time: 24459 msec
Dieser Lauf produziert einen echten Baum mit 22 A¨sten, von denen alle außer
dem letzten verworfen werden. Benutzt MGTP hingegen die Regeln, die sich aus
der optimierten Variante der Transformation (Def. 3.2.10) ergeben, dann beno¨tigt
der entsprechende Lauf in diesem Beispiel ca. ein fu¨nfhundertstel der Zeit, und
der entstehende Baum besitzt nur einen Ast.
Number of models: 1
Number of failed branches: 0
Number of total branches: 1
Number of total atoms: 73
SAT
Proving time: 49 msec
Die push-pop-Vermutung
Die na¨chste Vermutung bezu¨glich der Spezifikation NatStack, die wir betrachten,
ist nun eine Aussage ϕ u¨ber Stacks. Sie lautet:
ϕ = push(top(st), pop(st))
.
= st
Natu¨rlichsprachlich heißt dies: wenn das oberste Element eines Kellers auf den
Rest des Kellers gelegt wird, dann ergibt dies den urspru¨nglichen Keller. Die
Transformation der Vermutung ergibt die Regel:
%The Conjecture
%lemma{ ( push( top( ST ), pop( ST ) ) = ST )}
->
different(val(push(top(sk_st),pop(sk_st))),val(sk_st)),
4Rechner-Konfiguration fu¨r die Testla¨ufe: Linux, 400 Mhz Pentium II, 196 MB Arbeitsspei-
cher.
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is(val(push(top(sk_st),pop(sk_st))),
push(val(top(sk_st)),val(pop(sk_st)))),
intpr(top,tup1(val(sk_st)),val(top(sk_st))),
search_nat(val(top(sk_st))),
intpr(sk_st,tup0,val(sk_st)),
search_stack(val(sk_st)),
intpr(pop,tup1(val(sk_st)),val(pop(sk_st))),
search_stack(val(pop(sk_st))) .
Der Aufruf von MGTP mit dieser Regel und den unvera¨nderten Regeln aus der
transformierten Spezifikation NatStack resultiert (bei der Obergrenze von drei
Konstruktoren) in folgender Ausgabe.
Counter interpretation for the conjecture:
push( top( ST ), pop( ST ) ) = ST
17: intpr(top,tup1(push(zero,nil)),zero)
18: intpr(pop,tup1(push(zero,nil)),nil)
19: intpr(top,tup1(push(succ(zero),nil)),succ(zero))
20: intpr(pop,tup1(push(succ(zero),nil)),nil)
35: intpr(sk_st,tup0,nil)
37: intpr(top,tup1(nil),zero)
45: intpr(pop,tup1(nil),nil)
The above interpretation satisfies the axioms,
if instantiated by constructor terms with less than 3 constructors!
Summary
the conjecture push( top( ST ), pop( ST ) ) = ST
is violated by the following variable assignment:
ST : nil
and by the following evaluation of conjecture subterms:
top(ST) : zero
pop(ST) : nil
push(top(ST),pop(ST)) : push(zero,nil)
Wieder kann man durch Einsetzen der Werte in die vermutete Gleichung sehen,
warum diese verletzt wird. Vielleicht hat der Leser/die Leserin schon bei der
Vorstellung der Vermutung bemerkt, daß diese von einem a¨hnlichen Typus ist wie
die succ-pred-Vermutung. Auch hier reicht schon die vorgeschlagene Belegung der
Variablen aus, um die Gleichung zu invalidieren. In den noch folgenden Beispielen
ist dies nicht mehr so!
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Die del-top-Vermutung
Diesmal betrachten wir eine Vermutung ϕ u¨ber NatStack, bei deren Analyse man
nicht mehr um die Interpretation der Funktionen herumkommt. Sie lautet:
ϕ = del(top(st), st)
.
= pop(st)
Diese Formel besagt, daß das Lo¨schen des obersten Elementes aus einem Stack
mittels del der Entfernung des obersten Elementes mittels pop gleichkommt. Der
Leser/die Leserin sei ermuntert, kurz innezuhalten, um ϕ und die Spezifikation
NatStack (S. 164) genauer zu betrachten. Gilt NatStack |= ϕ oder NatStack 6|= ϕ?
Die Behandlung des Problems als Beispiel in dieser Abhandlung la¨ßt Letzteres
vermuten. Aber warum ko¨nnte NatStack 6|= ϕ gelten?
Die Anwendung unseres Verfahrens resultiert in folgender Ausgabe (wir geben
nur die ‘summary’ wieder):
Summary
the conjecture del( top( ST ), ST ) = pop( ST )
is violated by the following variable assignment:
ST : nil
and by the following evaluation of conjecture subterms:
del(top(ST),ST) : nil
top(ST) : zero
pop(ST) : push(zero,nil)
Der mo¨glicherweise u¨berraschende Teil der Antwort ist die Kombination von
pop(ST) : push(zero,nil) und ST : nil. Setzt man die zweite in die erste
ein, erha¨lt man pop(nil) : push(zero,nil). Diese Auswertung ist konsistent
zu den Axiomen, da dort die Interpretation von pop auf nil, I(pop)(nil), nicht spe-
zifiziert ist! Diesmal reicht die erste von dem Verfahren betrachtete Mo¨glichkeit,
I(pop)(nil) = nil zu setzen,5 nicht aus, um die Vermutung zu widerlegen. Darum
versucht das Verfahren die zweite Mo¨glichkeit, I(pop)(nil) = push(zero, nil), und
damit gelingt die Invalidierung der Vermutung. Diese Interpretation von pop,
nach der die Entfernung des obersten Elementes eines leeren Kellers gleichbedeu-
tend ist mit der Einfu¨gung einer Null, ist gema¨ß der Intention der Spezifikation si-
cherlich abwegig. In dieser Situation gibt es zwei Mo¨glichkeiten der Verbesserung:
entweder wir versta¨rken die Spezifikation, um die Unterspezifikation von pop zu
beheben, oder wir schwa¨chen die Vermutung ab, etwa durch: ϕ′ = st 6
.
= nil → ϕ.
5Vgl. die erzeugte search stack-Regel
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del unterspezifiziert
Nun bauen wir ku¨nstlich einen Fehler in die Spezifikation NatStack ein. NatStack′
gehe aus NatStack hervor durch Streichung des Axioms del(n, nil)
.
= nil. Da-
mit sind jetzt sa¨mtliche Funktionen der Spezifikation unterspezifiziert. Bei den
anderen Funktionen kann dies durchaus beabsichtigt sein, da dort nur der je-
weilige Randfall (zero bzw. nil) betroffen ist. Bei del aber ist nun der Basisfall
der rekursiven Spezifikation unterspezifiziert, womit die Interpretation auf kei-
nem Argumenttupel mehr festgelegt ist. Dies wird sich typischerweise bemerkbar
machen bei dem scheiternden Versuch, eine Aussage u¨ber del induktiv zu bewei-
sen. Der Beweisversuch ko¨nnte sogar gerade das gestrichene Axiom als ungelo¨stes
Unterziel besitzen. Auf dieses ungelo¨ste Unterziel del(n, nil)
.
= nil kann man dann
unsere Methode anwenden. Die Ausgabe lautet:
Summary
the conjecture del( N, nil ) = nil
is violated by the following variable assignment:
N : zero
and by the following evaluation of conjecture subterms:
del(N,nil) : push(zero,nil)
Wenn man wieder beide Aussagen zusammensetzt, erha¨lt man
del(zero,nil) : push(zero,nil),
was in zweifacher Hinsicht unsinnig ist: der Stack ist durch die Lo¨schung eines
Elementes gro¨ßer geworden, und er entha¨lt insbesondere das gelo¨schte Element.
5.2.2 p Forever
Nun wenden wir uns einem Beispiel zu, in dem die getroffene Vermutung zutrifft,
von unserer Methode aber invalidiert wird, aufgrund der beschra¨nkten Instanti-
ierung. Die Spezifikation p Forever in Abb. 5.2, die wir schon in Abschn. 2.3.2
behandelt hatten, spezifiziert eine boolsche Funktion p, die auf jeder natu¨rlichen
Zahl ‘gilt’.
Wir untersuchen die – absolut zutreffende – Vermutung
ϕ = p(y)
.
= tt
Bei einer Gro¨ßenbeschra¨nkung von zwei Konstruktoren lautet die Antwort des
Systems:
Counter interpretation for the conjecture:
p( Y ) = tt
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spec = p Forever
sorts Nat ::= zero | succ(Nat);
Bool ::= tt | ff;
functions p : Nat → Bool ;
vars x : Nat ;
axioms p(zero)
.
= tt;
p(x)
.
= tt → p(succ(x))
.
= tt;
end
Abbildung 5.2: Spezifikation p Forever
5: intpr(p,tup1(zero),tt).
31: intpr(p,tup1(succ(zero)),tt).
32: intpr(p,tup1(succ(succ(zero))),tt).
96: intpr(sk_y,tup0,succ(succ(succ(zero)))).
97: intpr(p,tup1(succ(succ(succ(zero)))),ff).
The above interpretation satisfies the axioms,
if instantiated by constructor terms with less than 3 constructors!
Summary:
the conjecture p( Y ) = tt
is violated by the following variable assignment:
Y : succ(succ(succ(zero)))
and by the following evaluation of conjecture subterms:
p(Y) : ff
Durch die Beschra¨nkung auf ho¨chstens zwei Konstruktoren ist p nur auf Ar-
gumenten kleiner gleich succ(succ(zero)) festgelegt. Die Interpretation von sk_y
muß nur weit genug ‘ausweichen’, um die negierte Vermutung zu erfu¨llen. Daran
a¨ndert sich natu¨rlich nichts, wenn die Obergrenze angehoben wird. Bei einem
Lauf mit der Obergrenze drei lautet die Ausgabe
Y : succ(succ(succ(succ(zero)))),
bei vier entsprechend
Y : succ(succ(succ(succ(succ(zero))))),
usw.
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Dies ist ein Fall, in dem die Antwort
”
the conjecture is violated by ...“ irrefu¨hrend
ist, und die daru¨berstehende Warnung
”
... satisfies the axioms, if instantiated by
constructor terms with less than n constructors!“ ernstgenommen werden muß.
Fu¨r den Benutzer sollte es ein Warnzeichen sein, daß die vorgeschlagene, die Ver-
mutung widerlegende Interpretation bzw. Variablenbelegung sich mit der Gro¨ße
betrachteter Instanzen mita¨ndert!
5.2.3 MergeSort
Nun wenden wir uns, wie angeku¨ndigt, einer fehlerhaften Spezifikation zu, die
nicht zum Zweck der Demonstration unserer Methode entstanden ist. Sie fin-
det sich in einem an der Universita¨t Ulm erschienenen Technischen Bericht mit
dem Titel
”
Fehlersuche in Formalen Spezifikationen“ [RST00]. Aus diesem Titel
darf man aber keine voreiligen Schlu¨sse in Bezug auf den nun zu demonstrieren-
den Fehler ziehen. Er wird dort in keiner Weise behandelt und bleibt verborgen,
obwohl die Spezifikation ha¨ufig wiederkehrt. Daß wir den Fehler im folgenden be-
handeln, soll aber niemanden bloßstellen. Ein unbefangener, offener Umgang mit
Fehlern ist ein wichtiger Faktor bei der Entwicklung von Methoden zur Fehler-
Entdeckung.
In Abb. 5.3 ist die ADT-Spezifikation MergeSort wiedergegeben, die einen Al-
gorithmus zur Sortierung einer Liste natu¨rlicher Zahlen spezifiziert. less ist die
transitive, irreflexive Hu¨lle der Nachfolger-Relation. app (append) ha¨ngt zwei
Listen aneinander. Mittels merge werden zwei Listen verschmolzen in der Wei-
se, daß in jedem Schritt das kleinere der vordersten Elemente in die neue Liste
eingefu¨gt wird (wobei bei Gleichheit der vordersten Elemente die zweite Liste
bevorzugt wird). sort schließlich zerteilt eine Liste an einer beliebigen Stelle in
zwei Listen und sortiert diese getrennt, um sie danach mittels merge wieder zu-
sammenzufu¨gen.
(Die Originalspezifikation [RST00, Abb 2.2] ist generisch. Die Listen haben dort nicht,
wie hier, einen konkreten Elementtyp, sondern sind u¨ber dem Elementtyp parametri-
siert. Entsprechend sind die Axiome fu¨r less ausgelagert. Da wir hier keine Parametri-
sierung betrachten, verwenden wir in MergeSort als Beispiel fu¨r eine geordnete Sorte die
natu¨rlichen Zahlen. Außerdem sind in MergeSort ein paar Funktionen aus dem Original
weggelassen, die hier nicht von Interesse sind.)
Auch hier sei der Leser/die Leserin herzlich eingeladen, das schon angeku¨ndigte
Problem in MergeSort vor dem Weiterlesen selbst zu entdecken.
Betrachten wir nun die folgende Vermutung ϕ u¨ber diese Spezifikation:
ϕ = sort(cons(n, empty))
.
= cons(n, empty)
sort soll die einelementige Liste nicht vera¨ndern. Dies scheint plausibel. Wir wen-
den nun das beschriebene Verfahren auf ϕ an. Die Transformation von MergeSort
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spec = MergeSort
sorts Nat ::= zero | succ(Nat);
List ::= empty | cons(Nat ,List);
Bool ::= tt | ff;
functions less : Nat × Nat → Bool ;
app : List × List → List ;
merge : List × List → List ;
sort : List → List ;
vars n, n′, n′′ : Nat ; l, l′ : List ;
axioms less(n, succ(n))
.
= tt;
less(n, n′)
.
= tt ∧ less(n′, n′′)
.
= tt → less(n, n′′)
.
= tt;
less(n, n)
.
= ff;
app(empty, l)
.
= l;
app(cons(n, l), l′)
.
= cons(n, app(l, l′));
merge(empty, l′)
.
= l′;
merge(l, empty)
.
= l;
less(n, n′)
.
= tt →
merge(cons(n, l), cons(n′, l′))
.
= cons(n,merge(l, cons(n′, l′)));
less(n, n′)
.
= ff →
merge(cons(n, l), cons(n′, l′))
.
= cons(n′,merge(cons(n, l), l′));
sort(empty)
.
= empty;
sort(app(l, l′))
.
= merge(sort(l), sort(l′));
end
Abbildung 5.3: Spezifikation MergeSort
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soll hier nicht wiedergegeben werden; sie besteht aus fu¨nfzig Regeln, die teilweise
recht la¨nglich sind, da einige Axiome mehrere Vorkommen von (zu interpretie-
renden) Funktionen besitzen. Stattdessen folgt hier lediglich die Transformation
der Vermutung:
%The Conjecture
%lemma{ ( sort( cons( N, empty ) ) = cons( N, empty ) )}
-> different(val(sort(cons(sk_n,empty))),val(cons(sk_n,empty))),
intpr(sort,tup1(val(cons(sk_n,empty))),
val(sort(cons(sk_n,empty)))),
search_list(val(sort(cons(sk_n,empty)))),
is(val(cons(sk_n,empty)),cons(val(sk_n),empty)),
intpr(sk_n,tup0,val(sk_n)),
search_nat(val(sk_n)) .
Entsprechend der gro¨ßeren Regelmenge ist auch die Ausfu¨hrung der Regeln auf-
wendiger als bei den letzen Beispielen. Daru¨berhinaus kann hier kein Axiom ‘aus-
geblendet’ werden (ob von Hand oder automatisch), da die in der Vermutung
benutzte Funktion sort von allen Axiomen abha¨ngt. In der Folge kann MGTP
diesmal nur mit einer sehr kleinen Obergrenze von Instanzen fu¨r die Variablen
der Axiome zurechtkommen.
In diesem Zusammenhang sollte aber beachtet werden, und dies gilt ganz allge-
mein, daß die Gro¨ßenbeschra¨nkung nur die Instantiierung der Variablen betrifft.
In den so instantiierten Axiomen kommen auch gro¨ßere Terme vor. Wenn z.B.
ein Axiom den Unterterm cons(n, l) besitzt und die Variablen mit Konstruktor-
termen instantiiert werden, die aus ho¨chstens drei Konstruktoren bestehen, dann
bestehen die Instanzen von cons(n, l) aus bis zu sieben Konstruktoren. Es sei auch
noch einmal darauf hingewiesen, daß fu¨r Konstruktorterme, nach denen MGTP
durch Abarbeitung der Regeln sucht, keine Gro¨ßenbeschra¨nkung existiert.
Bei einer Beschra¨nkung auf Instanzen der Maximalgro¨ße zwei gibt das Verfahren
die folgende Ausgabe zuru¨ck:
Summary
the conjecture
sort( cons( N, empty ) ) = cons( N, empty )
is violated by the following variable assignment:
N : zero
and by the following evaluation of conjecture subterms:
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sort(cons(N,empty)) : empty
cons(N,empty) : cons(zero,empty)
Die U¨berraschung (wenn sie denn eine ist) liegt in der Zeile:
sort(cons(N,empty)) : empty.
Tatsa¨chlich ist in MergeSort u¨berhaupt nicht spezifiziert, wie die einelementige
Liste zu sortieren ist. Diese la¨ßt sich na¨mlich nur zerteilen in sich selbst und
die leere Liste; beide gilt es dann zu sortieren. Das Sortierproblem wird somit
nur auf sich selbst zuru¨ckgefu¨hrt. Die Konsequenzen sind fatal. Selbst wenn nie-
mand je eine einelementige Liste sortieren will, so wird doch die Sortierung jeder
Liste (außer der leeren) durch die Axiome zuru¨ckgefu¨rt auf die Sortierung der
einelementigen. Auch wenn die Vermutung ϕ nicht explizit aufgestellt wu¨rde, so
wu¨rden doch andere, sinnvollere Aussagen (beispielsweise u¨ber die Invarianz der
La¨nge gegenu¨ber sort) auf diese oder eine a¨hnliche zuru¨ckgefu¨hrt werden mu¨ssen.
Das Interessante an dieser Spezifikation ist, daß sie fehlerhaft ist, weil sie (teilwei-
se) einem ga¨ngigen Muster folgt. Normalerweise beno¨tigen rekursive Definitionen
gerade einen Basisfall. Hier aber wa¨ren zwei Basisfa¨lle vonno¨ten gewesen, obwohl
die Sorte List nur einen Basiskonstruktor besitzt.
Auch in diesem Beispiel gilt, daß das Problem durch die alleinige Suche nach
Variablenbelegungen nicht aufgedeckt werden wu¨rde. Jedoch durch die Suche
nach einer Interpretation war es mo¨glich, eine Termauswertung zu bestimmen,
welche der Spezifizierer nicht im Sinn hatte und die eine grundlegende intendierte
Eigenschaft widerlegt.
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In diesem Kapitel stellen wir den Zusammenhang her zwischen dem vorliegenden
Ansatz und anderen Arbeiten, die sich a¨hnlichen Fragestellungen widmen. Die
jeweils unterschiedlichen Beru¨hrungspunkte lassen sich hierbei den folgenden zwei
Themen zuordnen:
• Konstruktion und Repra¨sentation von Modellen
• Widerlegung bzw. Verbesserung falscher Aussagen
In der folgenden Diskussion werden die na¨her verwandten Ansa¨tze in aller Ku¨rze
erla¨utert und mit dem Hiesigen verglichen. Bei den weiter entfernt liegenden
Ansa¨tzen beschra¨nken wir uns darauf, den (mo¨glicherweise großen) Unterschied
zu begru¨nden und einige Hauptvertreter zu benennen.
6.1 Konstruktion u. Repra¨sentation von Modellen
Hier betrachten wir Ansa¨tze zur Konstruktion und Repra¨sentation von Model-
len fu¨r Formeln erststufiger Logik, obwohl der semantische Rahmen der termer-
zeugten Datentypen u¨ber die Ausdrucksma¨chtigkeit erststufiger Logik hinausgeht
(vgl. Kapitel 2). Der semantische Unterschied besteht aber darin, daß wir uns
gegenu¨ber reiner erststufiger Logik auf bestimmte Modelle beschra¨nken, unter
Beru¨cksichtigung der Konstruktoren. Dies hat zwar enorme Konsequenzen fu¨r
den Folgerbarkeitsbegriff (z.B. sind induktiv beweisbare Aussagen gu¨ltig), a¨ndert
aber nichts daran, daß wir auch hier Modelle erststufiger Formeln betrachten (be-
stimmte eben). Daher werfen wir im folgenden einen Blick auf andere Verfahren
zur Konstruktion erststufiger Modelle.
Beinahe alle Arbeiten auf dem Gebiet der automatischen Modell-Konstruktion
stammen aus den letzten zehn Jahren. Wir hatten schon in der Einleitung zu
Kapitel 3 erwa¨hnt, daß sich die Ansa¨tze einteilen lassen in semantische und syn-
taktische Methoden ([Lei00]).
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Semantische Methoden basieren auf einer expliziten Konstruktion von Inter-
pretationen. Beschra¨nkt man sich auf endliche Modelle fester Gro¨ße, dann kann
man (im Prinzip) in endlicher Zeit alle mo¨glichen Interpretationen konstruieren
und auf Erfu¨llung der Axiome u¨berpru¨fen. Systeme, die nach diesem Grund-
prinzip arbeiten, sind FINDER [Sla94] und SEM [ZZ96]. Da man jeden endlichen
Grundbereich mit einem Anfangsstu¨ck der natu¨rlichen Zahlen identifizieren kann,
wird bei diesen Systemen jeder Sorte in der Signatur ihre Gro¨ße mitgegeben, so
z.B. (in SEM-Syntax):
( pigeon [30] )
( hole [29] )
Fu¨r die Funktionen zwischen diesen Bereichen, z.B. fu¨r h : pigeon -> hole,
werden Interpretationen gesucht, hier I(h) : {1, . . . , 30} → {1, . . . , 29}.
Auch der in dieser Abhandlung vorgestellte Ansatz geho¨rt zu den semantischen
Methoden in dem Sinne, daß explizit Interpretationen konstruiert werden. Auch
bei uns sind die Bereiche durch die Signatur vorgegeben, allerdings in einer viel
strukturierteren Weise, denn sie ko¨nnen miteinander verschra¨nkt sein. Das fu¨r
Datenstrukturen so typische Pha¨nomen, daß gewisse Bereiche zum Aufbau an-
derer Bereiche beitragen, ist nur mit Sortenobergrenzen nicht darstellbar. Ein
weiterer, damit zusammenha¨ngender Unterschied ist, daß bei uns die Bereiche
in der Regel unendlich sind. Darum ko¨nnen wir auch die Interpretationen nicht
erscho¨pfend beschreiben. Dies ist der Preis fu¨r unsere Ausrichtung auf Datenty-
pen.
Auch bei dem in dieser Abhandlung beschriebenen Verfahren spielen Obergren-
zen eine Rolle. Darum sollten wir kurz kla¨ren, was diese Obergrenzen mit den
Sortengrenzen fu¨r endliche Bereiche (wie ‘pigeon [30]’) zu tun haben und ob
man FINDER bzw. SEM auch fu¨r unsere Zwecke einsetzen ko¨nnte. Nach dem
in Kapitel 3 beschriebenen Vorgehen wird (unabha¨ngig von der Signatur) eine
Obergrenze vorgegeben fu¨r die Gro¨ße von Termen, mit denen die Axiome instan-
tiiert werden. Dadurch entstehen – auf einem Ast – nur beschra¨nkt viele I-Atome.
Diese enthalten anfangs noch Platzhalter, nach deren Ersetzung gesucht werden
muß. Diese Suche ist aber nicht durch besagte Grenze beschra¨nkt, einzusetzen-
de Werte ko¨nnen theoretisch beliebig ‘groß’ sein. Nur hierdurch wird garantiert,
daß bei Anhebung der Obergrenze ho¨chstens Modelle wegfallen, aber keine neu-
en hinzukommen. Fu¨r die Fehlersuche bedeutet dies, daß ho¨chstens zu viele, nie
aber zu wenige Fehler gefunden werden. Diese unterschiedliche Behandlung von
Instanzen (fu¨r Axiomen-Variablen) und Werten (der Interpretation) la¨ßt sich mit
Systemen wie FINDER oder SEM nicht erreichen.
Syntaktische Methoden zeichnen sich erstens dadurch aus, daß klassische Be-
weiskalku¨le Verwendung finden (bzw. Varianten davon). Zweitens wird das ge-
suchte Modell durch endlich viele Formeln in der (evtl. erweiterten) Syntax der
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Objektlogik repra¨sentiert.1 Das Modell selbst (nicht unbedingt seine Repra¨senta-
tion) wird aufgefaßt als die Menge aller Grund-Atome, die darin gelten.
Die Ansa¨tze von T. Tammet [Tam91] sowie von C. Fermu¨ller und A. Leitsch
[FL96] basieren auf gescheiterten terminierten Resolutions-Beweisen (‘gescheitert’
ist dann der Nachweis der Unerfu¨llbarkeit einer Klausel-Menge). Wa¨hrend Tam-
mets Methode endliche Mengen von Grund-Atomen erzeugt, ist das Ergebnis der
Methode von Fermu¨ller und Leitsch eine endliche Menge von variablen-behafteten
Atomen, deren i.a. unendliche Instantiierung das Modell darstellt.
Ein auf R. Caferra und N. Zabel [CZ92] zuru¨ckgehender Ansatz namens RAMC
(Refutation And Model Construction) basiert auch auf Resolution, aber erwei-
tert den Kalku¨l ganz wesentlich. Statt auf reinen Klauseln arbeiten die Regeln
auf mit Gleichungs-Constraints annotierten Klauseln. Diese Gleichungen sind je-
doch nicht Teil der Objekt-Logik, sondern dienen der Repra¨sentation von Model-
len. Die Gleichungs-Constraints werden gleichzeitig mit den Klauseln deduziert.
Am Ende des scheiternden Beweises kann aus ihnen das Modell der dem Beweis
zugrundeliegenden Objekt-Formel abgelesen werden. Dieser Ansatz wurde in et-
lichen Publikationen der beiden genannten Autoren sowie N. Peltier weiterent-
wickelt, s. [CP00] fu¨r eine U¨bersicht. U.a. wurde er auch auf Tableaux u¨bertragen
[CZ93, Pel97b].
Eine andere Mo¨glichkeit, die Syntax der Objektlogik fu¨r Zwecke der Modell-
Repra¨sentation zu erweitern, besteht in der Verwendung von Term-Exponenten.
Mit diesen lassen sich Modelle wie z.B. {even(succ2n(x ))|n ∈ N} darstellen. Zu
nennen sind hier die Arbeiten von S. Klingenbeck [Kli97] und N. Peltier [Pel97a].
Ein weiterer Vertreter syntaktischer Methoden ist die Familie der Hyper-Tab-
leaux, welche zuru¨ckgehen auf F. Brown [Bro78]. Eine spezielle Auspra¨gung von
Hyper-Tableaux, genannt model generation, wurde realisiert in den Systemen
SATCHMO (von R. Manthey und F. Bry [MB88]) und MGTP (von H. Fuji-
ta und R. Hasegawa [FH91, HFK97]). In Abschn. 3.4.2, speziell Abb. 3.3, ha-
ben wir dieses Verfahren ausfu¨hrlich eingefu¨hrt. Dieses Grundkonzept wurde von
P. Baumgartner, U. Furbach und I. Niemela¨ verfeinert [BFN96], vor allen Dingen
durch die Einfu¨hrung von ‘freien Variablen’ und voller Unifikation.
Obwohl das in dieser Abhandlung beschriebene Verfahren die MGTP-Implemen-
tierung von model generation verwendet, arbeiten wir zuna¨chst einmal die Un-
terschiede heraus zwischen unserem Ansatz und den obigen syntaktischen Me-
thoden einschließlich model generation. Die oben genannten Methoden dienen
u¨berwiegend der Modellbildung fu¨r gleichungsfreie Formeln erststufiger Logik.
Dies gilt auch fu¨r RAMC, weil dort nicht Modelle fu¨r Gleichungen gesucht, son-
dern Modelle (gleichungsfreier Formeln) durch Gleichungen repa¨sentiert werden.
Dagegen sind unsere Spezifikationen ganz und gar gleichungsbasiert. Desweite-
ren bescha¨ftigen sich alle genannten Ansa¨tze mit reiner erststufiger Logik, und
1Diesbezu¨glich spielt der RAMC-Ansatz eine Sonderrolle, s.u.
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sie konstruieren Herbrandmodelle bzw. deren Repra¨sentation. In die Sprache der
Datentypen u¨bersetzt heißt dies, daß die Modelle frei termerzeugt sind u¨ber ei-
ner Signatur, in der alle Funktionen und Konstanten als Konstruktoren aufgefaßt
werden, sogar die Skolemsymbole.2 Diese Modelle aber ko¨nnen wir nicht als Zeu-
gen fu¨r die in Def. 2.3.32 definierte Erfu¨llbarkeit von Spezifikationen verwenden.
Aus beiden Gru¨nden ko¨nnen die sehr ausgereiften Techniken und Verfeinerun-
gen der syntaktischen Methoden nicht ad hoc angewandt werden. Dennoch gibt
es hier sicherlich einiges Potential, unseren noch jungen Ansatz im Lichte der
obigen Ansa¨tze weiter zu verfeinern.
Trotz dieser Abgrenzung muß man auch sehen, daß wir uns ganz wesentlich auf
eine dieser Methoden, na¨mlich model generation (MGTP) gestu¨tzt haben. In-
sofern ist unsere Methode eine deduktive (vgl. den Titel der Arbeit). Allerdings
haben wir vorher die Ebene gewechselt. Auf der Ebene der Regeln, die das Er-
gebnis der Transformation darstellen, gibt es keine Gleichungen mehr, und die
Atome, die fu¨r uns die Rolle von Meta-Atomen einnehmen, werden mit einer
ganz anderen ‘Signatur’ gebildet als die Gleichungsatome in den Axiomen. Der
oben beschriebenen Sichtweise von model generation bzw. Hyper-Tableaux ka¨me
es na¨her, wenn wir unsere Regeln als Formeln auffaßten und MGTP nach der
Erfu¨llbarkeit dieser Formeln fragen wu¨rden. Um aber nicht noch eine gewo¨hnli-
che, zweite Formelsemantik auf der Meta-Ebene einfu¨hren zu mu¨ssen, hatten wir
die MGTP-Eingabe-Klauseln als Regeln aufgefaßt, denen die Prozedur MG-proc
eher eine operationale denn eine deklarative Semantik gibt.
6.2 Widerlegung u. Korrektur falscher Aussagen
Was die generelle Thematik der Widerlegung falscher Aussagen angeht, so geho¨-
ren die im letzten Abschnitt genannten Ansa¨tze allesamt dazu, da man die Frage
der Nicht-Folgerbarkeit immer auf ein Konsistenzproblem zuru¨ckfu¨hren kann. In
diesem Abschnitt soll es nun eher um den Umgang mit falschen Aussagen im
Umfeld von Datentypen (im weitesten Sinne) gehen.
Nur kurz, weil wenig verwandt, erwa¨hnen wir die Arbeiten aus dem Gebiet der
Termersetzungssysteme. Die dort zugrundeliegende sog. ‘Rewrite-Semantik’ hat
mehr Gemeinsamkeiten mit initialer Semantik als mit unserer losen Semantik.
Sie ist i.a. nicht konstruktorbasiert, und sie ist monomorph. Darum fallen Konsi-
stenz und Folgerbarkeit gewissermaßen zusammen, so daß sich hier ganz andere
Mo¨glichkeiten bieten, Nichtfolgerbarkeit zu u¨berpru¨fen. In diesem Rahmen gibt es
viele Arbeiten zum Thema ‘Beweis durch Konsistenz’, z.B. L. Bachmair [Bac88].
Einen U¨berblick u¨ber den Stand dieses Gebietes gibt [Com01]. Dort wird auch
2Vgl. die Diskussion zur initialen Semantik in Abschn. 2.6.3.
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der Zusammenhang zwischen ‘Beweis durch Konsistenz’ und ‘induktionsloser In-
duktion’ hergestellt.
Von der Fragestellung her na¨her verwandt mit unserem Ansatz sind Arbeiten
aus dem Bereich der Induktionsautomatisierung. Dort entspringt das Interesse
an der Behandlung falscher Aussagen vor allen Dingen der automatischen Er-
zeugung derselben durch U¨bergeneralisierung. Zwar wird auch in diesem Rah-
men gewo¨hnlich Monomorphie garantiert, aber durch syntaktische Beschra¨nkung
auf konstruktive Spezifikationen (vgl. die Diskussion auf S. 63). Semantisch aber
handelt es sich um konstruktorbasierte Spezifikationen, weswegen auch a¨hnliche
Beispiele betrachtet werden, Zahlen, Listen usw. Aus diesem Umfeld gibt es eine
Arbeit von M. Protzen [Pro92], in der ein automatisches Verfahren vorgestellt
wird zum Nachweis von Nichtfolgerbarkeit. Da aber Monomorphie garantiert ist,
ist 6|= ϕ a¨quivalent zu |= ¬Cl∃(ϕ). Zum Nachweis letzterer Aussage reicht es
aus, Variablenbelegungen zu finden, so daß das instantiierte ϕ falsch wird. An-
dere Arbeiten aus dem Gebiet der Induktionsautomatisierung bescha¨ftigen sich
mit der Korrektur falscher Aussagen. Zu nennen sind hier R. Monroy, A. Bundy
und A. Ireland [MBI94], die dieses Thema mit Methoden der ‘Beweisplanung’
bearbeiten, sowie wieder Protzen [Pro96]. Grob gesagt geht es darum, einer Aus-
sage ϕ, deren Beweis nicht gelingt, eine Bedingung ψ voranzustellen, so daß der
Beweis von ψ → ϕ gelingt. In beiden Ansa¨tze werden die vielfa¨ltigen Sonder-
Informationen, die der Induktionsbeweiser neben den reinen Formeln verwalten
muß, zur Konstruktion von ψ ausgenutzt.
Vom syntaktischen und semantischen Rahmen her noch na¨her an unserer Frage-
stellung ist ein Ansatz von A. Thums, W. Reif und G. Schellhorn [Thu98, RST00,
RST01]. Auch hier geht um das Auffinden von Fehlern in termerzeugten Daten-
typen, und diesmal auch unter loser Semantik. Daru¨berhinaus ist der Rahmen
sogar noch allgemeiner als unserer, da außer den frei erzeugten auch nicht frei
erzeugte Datentypen betrachtet werden. Dennoch beschra¨nkt sich dieser Ansatz
vo¨llig auf die Suche nach Variablenbelegungen. Bei der Suche nach Belegungen
der Variablen entstehen Bedingungen fu¨r die Gu¨ltigkeit der negierten Formel.
Die Konsistenz dieser Bedingungen wird weder vom System u¨berpru¨ft, noch un-
terstu¨tzt es (etwa in interaktiver Weise) die Untersuchung der Konsistenz. Diesem
und unserem Ansatz ist gemein, daß die Nicht-Folgerbarkeit nicht abschließend
bewiesen wird. Bei beiden Ansa¨tzen muß letztlich der Benutzer/die Benutzerin
entscheiden u¨ber die Konsistenz der Antwort des Systems. Bei unserem Ansatz
wird aber genau dieser Schritt unterstu¨tzt durch die Konstruktion der Inter-
pretationen und Evaluationen. Gerade dadurch ist es mo¨glich, wie in Abschn.
5.2.3 dokumentiert, den unbeabsichtigten Fehler in der Spezifikation MergeSort
in [RST00] aufzudecken, der durch reine Variablenbelegungen nicht zu identifi-
zieren ist.
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In dieser Abhandlung wurde ein Ansatz vorgestellt, der geeignet ist, fehlerhafte
Aussagen u¨ber freie abstrakte Datentypen als solche zu identifizieren. Die Metho-
de besteht im Kern aus der Suche nach einem Modell der entsprechenden Gegen-
spezifikation. Die Modellsuche ist ganz und gar zugeschnitten auf die speziellen
semantischen Gegebenheiten frei erzeugter Datentypen. Der Nachweis der Iden-
tifizierbarkeit frei erzeugter Datentypen mit Konstruktorterm-Algebren rechtfer-
tigt die Fixierung des Grundbereiches in Form der Menge der Konstruktorterme,
so daß die Modellsuche einzig und allein aus der Suche nach der Interpretation
der Funktionen besteht. Zur Steuerung der Konstruktion von Interpretationen
wurde das Schema eines theoriespezifischen Kalku¨ls entwickelt. Dessen Regeln
werden erzeugt durch eine Transformation der Axiome, der Signatur, der an-
gezweifelten Vermutung sowie einer vorgegebenen Maximalgro¨ße fu¨r Variablen-
Instantiierungen. Die resultierenden Regeln werden ‘ausgefu¨hrt’ durch eine in
der Literatur als ‘model generation’ bekannte Prozedur. Fu¨r die Realisierung des
Ansatzes wurde eine in Japan entwickelte Implementierung dieser Prozedur einge-
setzt. Falls ein Modell, d.h. eine erfu¨llende Interpretation gefunden wird, so wird
dieses aufbereitet im Hinblick auf die Deutung der urspru¨nglichen Vermutung.
Aufgrund der Beschra¨nkung der Variableninstantiierung kann das Verfahren al-
lein die Konsistenz der Gegenspezifikation nicht abschließend sicherstellen. Ent-
sprechend kann auch die Nichtfolgerbarkeit einer Vermutung nicht abschließend
garantiert werden. Der Benutzer/die Benutzerin muß entscheiden, ob die aufbe-
reitete Ausgabe tatsa¨chlich auf einen Fehler hinweist oder die vorgeschlagene In-
terpretation lediglich der beschra¨nkten Instantiierung zuzuschreiben ist. Im Falle,
daß er/sie sich nicht sicher ist, kann die Maximalgro¨ße fu¨r Instanzen angehoben
und die Ausfu¨hrung der Regeln wiederholt werden. A¨ndern sich die die Ver-
mutung invalidierenden Variablenbelegungen und Termauswertungen hierdurch
nicht, dann spricht dies sehr fu¨r die Korrektheit der Antwort, d.h. fu¨r die Nichtfol-
gerbarkeit der Vermutung. A¨ndern sich aber diese Werte mit der Instanzengro¨ße,
dann sollte man die Folgerbarkeit der Vermutung wieder ernsthaft in Erwa¨gung
ziehen.
Wie man in den Beispielen gesehen hat, kann das Verfahren nur mit recht kleinen
Maximalgro¨ßen arbeiten, aufgrund der kombinatorischen Explosion der Anzahl
mo¨glicher Interpretationen. Dies a¨ndert aber nichts daran, daß Gegenmodelle
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gefunden werden und tatsa¨chliche Fehler offen zu Tage treten. In dem Beispiel
p Forever, in dem das System einen vermeintlichen Fehler zu finden glaubt, der
aber keiner ist, wu¨rde die Beherrschung gro¨ßer Instanzenmengen auch nichts hel-
fen, da die vorgeschlagene Belegung der Variablen Y jeder endlichen Instanzen-
menge
”
ausweichen“ wu¨rde.
Die Pragmatik, daß alle interessanten Effekte entweder schon in einem sehr klei-
nen Bereich oder erst beim U¨bergang vom Endlichen ins Unendliche auftreten,
wa¨re ein lohnenswertes Thema fu¨r weitere theoretische Untersuchungen. Wu¨rde
man allerdings z.B. Zahlentheorie mit abstrakten Datentypen formalisieren, was
man tun kann, dann tra¨fe diese Pragmatik nicht mehr zu. Aber bei den in der
Informatik verbreiteten Datenstrukturen wie Listen, Ba¨umen, Arrays, Hashta-
bellen usw., jeweils mitsamt den interessierenden Operationen darauf, scheint es
sich so zu verhalten.
Bei der Beschreibung der Realisierung hatten wir schon hingewiesen auf die an-
gestrebte Einbettung des Verfahrens in den Kontext gro¨ßerer Systeme, in denen
Beweisverpflichtungen u¨ber Datentypen anfallen. Diese ko¨nnten dann sowohl mit
klassischen, ‘optimistischen’ Beweisverfahren als auch mit dem vorgestellten, eher
pessimistischen Ansatz bearbeitet werden. Dabei sollte beides nicht nebeneinan-
der stehen, sondern eng verzahnt werden. Insbesondere in einem System, in dem
Induktionsbeweise u¨ber generierte Datentypen (auch) interaktiv gefu¨hrt werden,
la¨ßt sich die Methode gut einbinden, da die abschließende Bewertung der Antwort
Teil der Interaktion sein kann.
Aus der Verwendung in Fallstudien ko¨nnen sich noch einige Vera¨nderungen der
bisher getroffenen Festlegungen ergeben. Z.B. sind parametrisierte Sorten noch
nicht beru¨cksichtigt. Den Parametersorten fehlen die fu¨r das Verfahren so zentra-
len Konstruktoren. Im Prinzip entspricht es dem Geist der Modellgenerierung,
den Parameter im Zuge der Methode zu aktualisieren. Fu¨r die Aktualisierung
scheinen die natu¨rlichen Zahlen ein geeigneter Kandidat zu sein. Sie stellen den
einfachst mo¨glichen unendlichen Datentyp dar. Dies kann zwar theoretisch zu Pro-
blemen fu¨hren, wenn na¨mlich die Axiome des Parameters nur endliche Modelle
zulassen. Dies wird aber zu selten der Fall sein, um den Nutzen der Verwendung
von Parametern aufzuwiegen.
Nicht zuletzt handelt es sich bei dem vorgestellten Ansatz um eine grundlagen-
orientierte Arbeit, auf die, so hofft der Autor, aufgebaut werden kann. Die spezi-
elle Lo¨sung etwa des Instanzenproblems wurde vo¨llig modular gehalten von den
Grundprinzipien der Modell-Generierung fu¨r (freie) termerzeugte Datentypen.
Die semantik-orientierte Methodik, die sich festmacht an dem Zusammenspiel
zwischen Interpretations-Atomen I(), ‘noch unausgewerteten’ Auswertungs-Ter-
men val(), sowie deren Argumenten arg(), versteht der Autor als eigensta¨ndigen
Beitrag zu dem an Bedeutung gewinnenden Gebiet der Modell-Konstruktion.
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