The aim of this paper is to introduce and study a system of generalized resolvent equations in real Hilbert spaces and to mention the corresponding system of variational inclusions. We establish an equivalence between system of generalized resolvent equations and the system of variational inclusions. This equivalence is used to suggest an iterative algorithm for solving the system of generalized resolvent equations. We also study the convergence of iterative sequences generated by the proposed algorithm. Our results can be viewed as an extension and generalization of some known results in the literature.
Introduction
In recent years, variational inequalities have been extended and generalized in different directions, using novel and innovative techniques. Useful and important generalizations of variational inequalities are variational inclusions. Variational inclusion problems are among the most interesting and intensively studied classes of mathematical problems and have wide applications in the fields of optimization and control, economics and transportation equilibrium, engineering sciences. For the past years, many existence results and iterative algorithms for various variational inequality and variational inclusion problems have been studied. For details, we refer to see [1] - [18] and the references therein.
In 1997, Noor and Noor [14] introduced and studied resolvent equations by virtue of the resolvent operator technique and has established the equivalence between the mixed variational inequalities and the resolvent equations. The resolvent equations technique is being used to develop powerful and efficient numerical techniques for solving mixed (quasi) variational inequalities and related optimization problems. Recently, Ahmad and Yao [3] introduced and considered a system of generalized resolvent equations with corresponding system of variational inclusions in uniformly smooth Banach spaces. They developed an iterative algorithm for finding the approximate solution of system of resolvent equations. In this paper, by using the H(., .)-cocoercive operator due to Ahmad et al. [2] , we introduce and study a system of generalized resolvent equations in real Hilbert spaces. We establish an equivalence between system of generalized resolvent equations and corresponding system of variational inclusions. This equivalence is used to suggest an iterative algorithm for finding the approximate solution of system of generalized resolvent equations. Then we prove that the iterative sequences generated by the proposed algorithm converges to exact solution.
Preliminaries
Throughout the paper, we suppose that X is a real Hilbert space endowed with a norm ||.|| and an inner product ., . , d is the metric induced by the norm ||.||, 2 X (resp., CB(X)) is the family of all the nonempty (resp., closed and bounded) subsets of X and D(., .) is the Hausdorff metric on CB(X) defined by
where d(x, Q) = inf y∈Q ||x − y|| and d(P, y) = inf x∈P ||x − y||.
(ii) δ 1 -strongly monotone, if there exists a constant δ 1 > 0 such that
(iii) µ 1 -cocoercive, if there exists a constant µ 1 > 0 such that
(iv) γ 1 -relaxed cocoercive, if there exists a constant γ 1 > 0 such that
(v) λ A -Lipschitz continuous, if there exists a constant λ A > 0 such that
(v) α A -expansive, if there exists a constant α A > 0 such that
Definition 2.3. Let M : X → 2 X be a set-valued mapping. Then M is said to be µ -cocoercive, if there exists a constant µ > 0 such that
Following Ahmad et al. [2] , we recall the following definitions and results:
Definition 2.4. Let H : X × X → X and A, B : X → X be the single-valued mappings. Then (i) H(A, .) is said to be µ-cocoercive with respect to A, if there exists a constant µ > 0 such that
(ii) H(., B) is said to be γ-relaxed cocoercive with respect to B, if there exists a constant γ > 0 such that
) is said to be r 1 -Lipschitz continuous with respect to A, if there exists a constant r 1 > 0 such that
(iv) H(., B) is said to be s 1 -Lipschitz continuous with respect to B, if there exists a constant s 1 > 0 such that
Definition 2.5. Let H : X × X → X, and A, B : X → X be the singlevalued mappings. Then the set-valued mapping M : X → 2 X is said to be H(., .)-cocoercive with respect to A and B (or simply H(., .)-cocoercive in the sequel), if (i) M is cocoercive; (ii) (H(A, B) + ρM )(X) = X, for every ρ > 0.
Example 2.1. Let X = R 2 with the usual inner product. Let A, B :
Suppose that H(A, B) :
Then it is easy to check that H(A, B) is 1/6-cocoercive with respect to A and 1/2-relaxed cocoercive with respect to B. Let M = I, where I is the identity mapping. Then, M is H(., .)-cocoercive mapping with respect to A and B.
Example 2.2. Let X = S 2 , where S 2 denotes the space of all 2 × 2 real symmetric matrices. Let H(Ax, By) = x 2 − y, for all x, y ∈ S 2 and M = I. Then for ρ = 1, we have 
Theorem 2.2. Let H(A, B) be µ-cocoercive with respect to A and γ-relaxed cocoercive with respect to B, A is α-expansive and B is β-Lispichtz continuous, µ > γ, α > β. Let M : X → 2 X be an H(., .)-cocoercive operator with respect to A and B. Then the resolvent operator R H(.,.)
Systems of Generalized Resolvent Equations and Variational Inclusions
In this section, we establish an equivalence between system of generalized resolvent equations and the system of variational inclusions and define an iterative algorithm to solve the system of generalized resolvent equations.
Throughout the rest of the paper, unless otherwise stated, we suppose that for each i ∈ {1, 2}, X i be real Hilbert spaces, CB(X i ) be the family of all bounded and closed subsets of
be a set-valued mapping such that, for each, x ∈ X 1 , M (., x) be an H 1 (., .)-cocoercive operator with respect to A 1 and B 1 and M 2 : X 2 × X 2 → 2 X 2 be a set-valued mapping such that, for each, y ∈ X 2 , M (., y) be an H 2 (., .)-cocoercive operator with respect to A 2 and B 2 . Assume that
Then we consider the following system of generalized resolvent equations:
I is the identity operator, R H 1 (.,.)
are the resolvent operators associated with M 1 and M 2 and
Now, we consider the following system of variational inclusions and we will show its equivalence with system of generalized resolvent equations (3.1). Find (x, y) ∈ X 1 × X 2 with u ∈ S 1 (x), v ∈ S 2 (y) such that,
is a solution of system of variational inclusions (3.4), if and only if (x, y, u, v)
where R H 1 (.,.)
and ρ 1 , ρ 2 > 0 are constants.
Proof. By using the definitions of the resolvent operators R H 1 (.,.) (3.6) and
Proof. Let (x, y, u, v) be a solution of system of variational inclusions (3.4), then by Lemma (3.1) it satisfies the following equations:
from (3.6), we have
, by using (3.3), we have
, which implies that
Thus, (w, z, x, y, u, v) is a solution of system of generalized resolvent equations (3.1). Conversely, let (w, z, x, y, u, v) is a solution of system of generalized resolvent equations (3.1), then
, it follows that
, by using (3.6), we have
Again from (3.2), we have
Thus, we have
Hence, by lemma 3.1 (x, y, u, v) is a solution of system of variational inclusions (3.4).
In view of lemma 3.1 and lemma 3.2, we construct the following iterative algorithm for solving the system of generalized resolvent equations (3.1).
Algorithm 3.1. For any (w 0 , z 0 , x 0 , y 0 , u 0 , v 0 ) with (x 0 , y 0 ) ∈ X 1 × X 2 , u 0 ∈ S 1 (x 0 ), v 0 ∈ S 2 (y 0 ), w 0 ∈ X 1 , z 0 ∈ X 2 , compute the sequences {w n }, {z n }, {x n }, {y n }, {u n } and {v n } by the following iterative schemes:
where D i (., .) is the Hausdorff metric on CB(X i ), n = 0, 1, 2, ... and ρ 1 , ρ 2 > 0 are two constants.
Existence and convergence result
In this section, we prove the existence of solution of system of generalized resolvent equation (3.1) and analyze the convergence of iterative sequences generated by algorithm 3.1.
Theorem 4.1. For each i ∈ {1, 2}, let X i be real Hilbert spaces, H i :
be the singlevalued mappings and S i : X i → CB(X i ) be the set-valued mappings. Let M 1 : X 1 × X 1 → 2 X 1 be a set-valued mapping such that, for each, x ∈ X 1 , M 1 (., x) is a H 1 (., .)-cocoercive operator with respect to A 1 and B 1 and M 2 : X 2 × X 2 → 2 X 2 be a set-valued mapping such that, for each, y ∈ X 2 , M 2 (., y) is a H 2 (., .)-cocoercive operator with respect to A 2 and B 2 . Assume that if there exist constants ρ 1 , ρ 2 > 0, such that
then there exist (x, y) ∈ X 1 × X 2 , w ∈ X 1 , z ∈ X 2 , u ∈ S 1 (x) and v ∈ S 2 (y) satisfying the system of generalized resolvent equations (3.1) and the iterative sequences {w n }, {z n }, {x n }, {y n }, {u n } and {v n } generated by algorithm 3.1 converge strongly to w, z, x, y, u and v, respectively.
Proof. From theorem 2.2, it follows that for (x, y) ∈ X 1 ×X 2 , the resolvent operators R H 1 (.,.)
−Lipschitz continuous, respectively. From algorithm 3.1, we have B 1 ) is r 1 -Lipschitz continuous with respect to A 1 , s 1 -Lipschitz continuous with respect to B 1 and f 1 is λ f 1 -Lipschitz continuous, we have
3) Using the same argument as for (4.3), we have
Since for each i ∈ {1, 2}, P i is ε i -Lipschitz continuous in the first argument, ζ iLipschitz continuous in the second argument and S i is D i -Lipschitz continuous with constant l S i , we have
Similarly, we have
Combining (4.3), (4.5) with (4.2), we obtain
Again from algorithm 3.1, we have
Combining (4.4) and (4.6) with (4.8), we obtain
Adding (4.7) and (4.9), we get
By (3.8), we have
Since f 1 is ξ 1 -strongly monotone and λ f 1 -Lipschitz continuous, we have
(4.12) Combining (4.11) and (4.12), we have
w n − w n−1 1 , which implies that
w n − w n−1 1 . (4.13)
By (3.9), we have y n − y n−1 2 = y n − y n−1 − f 2 (y n ) + f 2 (y n−1 ) + R H 2 (.,.) ρ 2 ,M 2 (.,y) (z n ) − R H 2 (.,.) ρ 2 ,M 2 (.,y) (z n−1 ) 2 ≤ y n − y n−1 − f 2 (y n ) + f 2 (y n−1 ) 2 + R H 2 (.,.) ρ 2 ,M 2 (.,y) (z n ) − R H 2 (.,.) ρ 2 ,M 2 (.,y) (z n−1 ) 2 ≤ y n − y n−1 − f 2 (y n ) + f 2 (y n−1 ) 2 + 1 µ 2 α Since f 2 is ξ 2 -strongly monotone and λ f 2 -Lipschitz continuous, we have y n − y n−1 − f 2 (y n ) + f 2 (y n−1 ) 2 2 = y n − y n−1 2 2 − 2 f 2 (y n ) − f 2 (y n−1 ), y n − y n−1 2 + f 2 (y n ) − f 2 (y n−1 ) w n+1 − w n 1 + z n+1 − z n 2 ≤ Θ n w n − w n−1 1 + z n − z n−1 2 , (4.18) where Θ n = max {Θ 1n , Θ 2n }.
Letting n → ∞, we obtain Θ n → Θ, where Θ = max {Θ 1 , Θ 2 }, Θ 1 = (r 1 + s 1 )λ f 1 + ρ 1 ε 1 l S 1 + ρ 2 ε 2 l S 1
By lemma 3.2, the required result follows.
