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ORTHOGONAL POLYNOMIALS WITH THE PRUDNIKOV-TYPE WEIGHTS
S. YAKUBOVICH
ABSTRACT. New sequences of orthogonal polynomials with respect to the weight functions e−xρν (x), e−1/xx−1ρν (x),
ρν (x) = 2x
ν/2Kν (2
√
x), x > 0,ν ∈ R, where Kν (z) is the modified Bessel function, are investigated. The recur-
rence relations, explicit representations, generating functions and Rodrigues-type formulae are obtained.
1. INTRODUCTION AND PRELIMINARY RESULTS
In the preceding paper [10] the author gave an interpretation of the Prudnikov sequence of orthogonal
polynomials with the weight function xα ρν(x), where ρν(x) = 2x
ν/2Kν (2
√
x), x > 0,ν ≥ 0, α > −1 and
Kν (z) is the modified Bessel function [1], Vol. II, in terms of the so-called composition orthogonality with
respect to the measure xνe−xdx related to the classical associated Laguerre polynomials [2]. The object of the
present paper is to characterize sequences of orthogonal polynomials, satisfying the following orthogonality
conditions
∫ ∞
0
Pνm(x)P
ν
n (x)e
−xρν(x)dx= δn,m, (1.1)
∫ ∞
0
Qνm(x)Q
ν
n (x)e
−1/xρν(x)
dx
x
= δn,m, (1.2)
where δn,m, n,m ∈ N0 is the Kronecker symbol. Namely, our goal will be explicit expressions of these
sequences, the Rodrigues-type formulas, the 3-term recurrence relations and generating functions associated
with these orthogonal polynomials. Conditions (1.1), (1.2) are equivalent to the following equalities
∫ ∞
0
Pνn (x)e
−xρν(x) xmdx= 0, m= 0,1, . . . ,n− 1, (1.3)
∫ ∞
0
Qνn (x)e
−1/xρν(x) xm−1dx= 0, m= 0,1, . . . ,n− 1. (1.4)
The weight function ρν(x) has the Mellin-Barnes integral representation in the form (cf. [10])
ρν(x) =
1
2pi i
∫ γ+i∞
γ−i∞
Γ(ν + s)Γ(s)x−sds , x,γ ∈ R+, ν ∈ R, (1.5)
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where Γ(z) is Euler’s gamma-function [1], Vol. I. Moreover, the Parseval equality for the Mellin transform
[6] permits to write (1.5) as the Laplace integral representation for this weight function. In fact, we obtain
ρν(x) =
∫ ∞
0
tν−1e−t−x/tdt, x> 0, ν ∈ R. (1.6)
The asymptotic behavior of the modified Bessel function at infinity and near the origin [1], Vol. II gives the
corresponding values for function ρν(x), ν ∈R. Precisely, we have
ρν(x) = O
(
x(ν−|ν|)/2
)
, x→ 0, ν 6= 0, ρ0(x) = O(logx), x→ 0, (1.7)
ρν(x) = O
(
xν/2−1/4e−2
√
x
)
, x→+∞. (1.8)
The moments of the weights ω+ν (x) = e
−xρν(x), ω−ν (x) = e−1/xx−1ρν(x) can be calculated as follows.
Precisely, taking (1.6) and changing the order of integration by Fubini’s theorem, we deduce after calculation
the classical Euler integral ∫ ∞
0
e−xρν(x)xµdx=
∫ ∞
0
e−xxµ
∫ ∞
0
tν−1e−t−x/tdtdx
= Γ(1+ µ)
∫ ∞
0
tν+µe−t
(1+ t)µ+1
dt, µ +ν, µ >−1.
But the latter integral with respect to t can be expressed in terms of the Tricomi function Ψ(a,b;z) [1], Vol.
I and [5], Vol. I, Entry 2.3.6.9. Hence we get the formula for the moments of ω+ν (x)∫ ∞
0
ω+ν (x)x
µdx= Γ(µ +ν + 1)Γ(µ + 1)Ψ(1+ µ +ν, 1+ν;1). (1.8)
Analogously, the moments of ω−ν (x) can be obtained, employing relation (2.16.8.13) in [5], Vol. II. Thus it
gives
∫ ∞
0
ω−ν (x)x
µdx= 4
∫ ∞
0
e−1/x
2
x2µ+ν−1Kν (2x)dx= Γ(µ)Γ(µ +ν) 0F2 (1− µ−ν, 1− µ ; −1)
+Γ(−ν)Γ(−µ−ν) 0F2 (1+ µ +ν, 1+ν; −1)+Γ(ν)Γ(−µ) 0F2 (1+ µ , 1−ν; −1) , (1.9)
where 0F2(a,b;z) is the generalized hypergeometric function [1], Vol. I.
Further, denoting the operator of the so-called Laguerre derivative by β = DxD and its companion θ =
xDx [10], whereD is the differential operatorD= d
dx
, we calculate them n-th power, appealing to the Viskov-
type identities [8]
β n = (DxD)n = DnxnDn, θ n = (xDx)n = xnDnxn, n ∈ N0. (1.10)
In particular, we easily find the formulas
(β nρ0)(x) = (DxD)
n ρ0 = ρ0(x), (β
nρ1)(x) = (DxD)
n ρ1 = ρ1(x)− nρ0(x), n ∈ N0, (1.11)
(θ n1)(x) = (xDx)n 1= n!xn, (θ nxk)(x) = (xDx)n xk =
(n+ k)!
k!
xn+k, n,k ∈ N0. (1.12)
The quotient of the scaled Macdonald functions ρν ,ρν+1 is given by the important Ismail integral represen-
tation [4]
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ρν(x)
ρν+1(x)
=
1
pi2
∫ ∞
0
y−1dy
(x+ y)
[
J2ν+1(2
√
y)+Y2ν+1(2
√
y)
] , (1.13)
where Jν(z),Yν (z) are Bessel functions of the first and second kind, respectively [1]. Meanwhile, Entry
2.19.4.13 in [5], Vol. II represents the product xnρν(x) in terms of the associated Laguerre polynomials [2].
Precisely, it has
(−1)nxn
n!
ρν(x) =
∫ ∞
0
tν+n−1e−t−x/tLνn (t)dt, n ∈N0. (1.14)
Moreover, the Riemann-Liouville fractional integral [9]
(
Iα− f
)
(x) =
1
Γ(α)
∫ ∞
x
(t− x)α−1 f (t)dt, Reα > 0, (1.15)
and Entry 2.16.3.8 in [1], Vol. II drive to the formula
ρν(x) =
(
Iν−ρ0
)
(x). (1.16)
Moreover, the index law for fractional integrals immediately implies
ρν+µ(x) =
(
Iν−ρµ
)
(x) =
(
I
µ
−ρν
)
(x). (1.17)
The corresponding definition of the fractional derivative presumes the relation D
µ
− = −DI1−µ− . Hence for
the ordinary n-th derivative of ρν(x) we get
Dnρν(x) = (−1)nρν−n(x), n ∈ N0. (1.18)
In the meantime, the Mellin-Barnes integral (1.5) and reduction formula for the gamma-function yield
ρν+1(x) =
1
2pi i
∫ γ+i∞
γ−i∞
Γ(ν + s+ 1)Γ(s)x−sds
=
1
2pi i
∫ γ+i∞
γ−i∞
Γ(ν + s)(ν + s)Γ(s)x−sds= νρν(x)
+
1
2pi i
∫ γ+i∞
γ−i∞
Γ(ν + s)Γ(s+ 1)x−sds
= νρν(x)+ xρν−1(x).
Hence we deduce the following recurrence relation for the scaled Macdonald functions
ρν+1(x) = νρν(x)+ xρν−1(x), ν ∈ R. (1.19)
In the operator form it can be written as follows
ρν+1(x) = (ν − xD)ρν(x). (1.20)
Further, recalling the definition of the operator θ , identities (1.10) and Rodrigues formula for the associated
Laguerre polynomials, we obtain
θ n{xνe−x}= n!xn+νe−xLνn (x), n ∈ N0. (1.21)
Lemma 1. An arbitrary polynomial fn(x) = ∑
n
k=0 fn,kx
k of degree at most n has the following integral
representation
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fn(x) =
1
ρν(x)
∫ ∞
0
tν−1e−t−x/tqν2n(t)dt, x> 0, (1.22)
where qν2n(x) of degree at most 2n is the associated polynomial given by the formula
qν2n(x) =
n
∑
k=0
fn,k(−1)kk!xkLνk (x). (1.23)
Proof. Indeed, using (1.21), (1.22), we write the operator equality
fn(−θ )
{
xνe−x
}
= xνe−x
n
∑
k=0
fn,k(−1)kk!xkLνk (x) = xνe−xqν2n(x). (1.24)
Then we plug in the left-hand side of the first equality in (1.24) into the right-hand side of (1.22) and integrate
by parts, eliminating the integrated terms, to find
∫ ∞
0
t−1e−x/t fn(−θ )
{
tνe−t
}
dt =
∫ ∞
0
fn(θ )
{
t−1e−x/t
}
tνe−tdt.
But
θ k
{
t−1e−x/t
}
= (tDt)k
{
t−1e−x/t
}
= xkt−1e−x/t .
Hence, appealing to (1.6), we establish (1.22) and complete the proof of Lemma 1. 
Besides, the representation (1.6) implies an immediate
Corollary 1. Assuming the explicit expression of the polynomial qν2n(x) = ∑
2n
k=0 qn,kx
k, formula (1.22)
reads
fn(x) =
1
ρν(x)
2n
∑
k=0
qn,k ρν+k(x), x> 0. (1.25)
Lemma 2 [10]. Let n,m ∈ N,ν ≥ 0, fn(x), gm(x) be polynomials of degree at most n, m, respectively.
Let
fn(x)ρν(x)+ gm(x)ρν+1(x) = 0 (1.26)
for all x> 0. Then fn ≡ 0, gm ≡ 0.
Corollary 2. Lemma 2 holds for the weight functions ω±ν (x), ω
±
ν+1(x).
Lemma 3. The weight functions ω±ν (x) satisfy the following second order differential equations, respec-
tively,
x[ω+ν (x)]
′′+(2x−ν + 1)[ω+ν (x)]′+(x−ν)ω+ν (x) = 0, (1.27)
x4[ω−ν (x)]
′′+ x2 ((3−ν)x− 2)[ω−ν (x)]′− (x− 1)
(
x2+νx+ 1
)
ω−ν (x) = 0. (1.28)
Proof. In fact, recalling (1.19) and using (1.18), we have
[xω+ν (x)]
′ =
d
dx
[
e−x(ρν+2(x)− (ν + 1)ρν+1(x))
]
=−(x−ν− 1)ω+ν (x)− e−xρν+1(x).
Orthogonal polynomials with the Prudnikov-type weights 5
Hence with one more differentiation it gives
[xω+ν (x)]
′′ =−(x−ν− 1)[ω+ν (x)]′+ e−xρν+1(x).
Therefore summing these equations and fulfilling the differentiation, we arrive at (1.27). Analogously, for
the weight function ω−ν (x) we find
[x2ω−ν (x)]
′ =
d
dx
[
e−1/x(ρν+2(x)− (ν + 1)ρν+1(x))
]
= ((ν + 1)x+ 1)ω−ν (x)− e−1/xρν+1(x).
Hence
x2[x2ω−ν (x)]
′′ = x2 ((ν + 1)x+ 1)[ω−ν (x)]
′+ x2(ν + 1+ x)ω−ν (x)− e−1/xρν+1(x),
and after subtraction of one equation from another we get
x2[x2ω−ν (x)]
′′− [x2ω−ν (x)]′ = x2 ((ν + 1)x+ 1)[ω−ν (x)]′+(x− 1)
(
(ν + 2)x+ x2+ 1
)
ω−ν (x),
which yields (1.28) after simplification.

Further, recalling equality (1.14) and differentiating n times its both sides, we find
Sνn (x) =
dn
dxn
[xnρν(x)] = n!
∫ ∞
0
tν−1e−t−x/tLνn (t)dt, (1.29)
where the differentiation under the integral sign is allowed via the absolute and uniform convergence by
x ≥ x0 > 0. As it is known [10], the sequence Sνn (x) generates the multiple orthogonal polynomials as-
sociated with the weight functions (ρν(x), ρν+1(x)), giving the corresponding Rodrigues formulas and
explicit recurrence relation. It is natural to characterize multiple orthogonal polynomials for the weights
(ω±ν (x), ω
±
ν+1(x)). However, the same scheme of investigation cannot be applied due to the features of
these weights, in particular, their differential properties. We leave this open question for the forthcoming
research.
2. ORTHOGONAL POLYNOMIALS WITH THE WEIGHT ω+ν (x)
In this section we will investigate the sequence P
µ
n (x) of orthogonal polynomials with respect to the
weight function w+ν (x) = e
−xρν(x), ν >−1. Namely, our goal will be to establish its properties, the explicit
representation, 3-term recurrence relation and Rodrigues-type formula. To do this, we employ (1.3), (1.6),
Viskov-type identities (1.10) and equality (1.21). Indeed, we have∫ ∞
0
Pνn (x)e
−xρν(x) xmdx= (−1)mm!
∫ ∞
0
tν+m−1e−tLνm(t)
∫ ∞
0
Pνn (x)e
−x(1+1/t)dxdt
= (−1)m
∫ ∞
0
θm
{
tνe−t
} 1
t
∫ ∞
0
Pνn (x)e
−x(1+1/t)dxdt
= (−1)m
∫ ∞
0
θm
{
tνe−t
}
Pνn (θ )
{
1
t
∫ ∞
0
e−x(1+1/t)dx
}
dt
= (−1)m
∫ ∞
0
θm
{
tνe−t
}
Pνn (θ )
{
1
1+ t
}
dt
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=
∫ ∞
0
tνe−tPνn (θ )θ
m
{
1
1+ t
}
dt, (2.1)
where the interchange of the order of integration and differentiation under the integral sign are allowed by
Fubini’s theorem and the absolute and uniform convergence. Therefore, as it follows from (1.3) the sequence
Pνn is compositionally orthogonal in the sense of Laguerre (cf. [10]) relatively to the function (t+ 1)
−1, i.e.
∫ ∞
0
tνe−tPνn (θ )θ
m
{
1
1+ t
}
dt = 0, m= 0,1, . . . ,n− 1. (2.2)
But it is easily seen via the Viskov-type identity that
θm
{
1
1+ t
}
= tmDm
{
tm
1+ t
}
= (−1)mtmDm
{
1
1+ t
}
=
tm
(1+ t)m+1
.
Consequently, owing to integration by parts and (1.24), orthogonality conditions (2.2) are equivalent to the
following equalities in terms of coefficients an,k of the sequence P
ν
n (x) = ∑
n
k=0 an,kx
k
∫ ∞
0
tν+me−t
n
∑
k=0
an,k(−1)kk! tkLνk (t)
dt
(1+ t)m+1
= 0, m= 0,1, . . . ,n− 1. (2.3)
Moreover, appealing to the method of mathematical induction, the latter equalities (2.3) can be reduced to
the following relations
∫ ∞
0
tνe−t
n
∑
k=0
an,k(−1)kk! tkLνk (t)
dt
(1+ t)m+1
= 0, m= 0,1, . . . ,n− 1. (2.4)
Writing,
1
(1+ t)m+1
=
1
m!
∫ ∞
0
e−(1+t)yymdy,
we substitute it in the left-hand side of (2.4) and change the order of integration by Fubini’s theorem. Then,
calculating the inner integral with respect to t via [5], Vol. II, Entry 2.19.3.2
∫ ∞
0
tν+ke−t(1+y)Lνk (t)dt =
Γ(1+ν + k)
(1+ y)1+ν+k
p
(ν,0)
k
(
y− 1
y+ 1
)
, (2.5)
where p
(ν,0)
k (x), k ∈ N0 are the Jacobi polynomials [2], we obtain∫ ∞
0
e−yym
n
∑
k=0
an,k (−1)k k! Γ(1+ν + k)
(1+ y)1+ν+k
p
(ν,0)
k
(
y− 1
y+ 1
)
dy= 0, m= 0,1, . . . ,n− 1. (2.6)
Meanwhile, using the definition of the Jacobi polynomials in terms of the Gauss hypergeometric function
[5], Vol. II
p
(ν,0)
k
(
y− 1
y+ 1
)
=
(ν + 1)k
k!
2F1
(
−k, 1+ν + k; 1+ν; 1
y+ 1
)
, (2.7)
equality (2.6) becomes ∫ ∞
0
e−yym
n
∑
k=0
an,k (−1)kΓ2(1+ν + k)
× 1
(1+ y)1+ν+k
2F1
(
−k, 1+ν + k; 1+ν; 1
y+ 1
)
dy= 0, m= 0,1, . . . ,n− 1. (2.8)
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In the meantime, the sequence of functions
Fνn (y) =
n
∑
k=0
an,k
(−1)k Γ2(1+ν + k)
(1+ y)1+ν+k
2F1
(
−k, 1+ν + k; 1+ν; 1
y+ 1
)
(2.9)
can be expanded in terms of a series of the Laguerre polynomials
Fνn (y) =
∞
∑
k=0
cn,kLk(y), (2.10)
where
cn,k =
∫ ∞
0
e−yLk(y)Fνn (y)dy. (2.11)
Then, substituting the right-hand side of (2.10) into (2.8) and minding the orthogonality of the Laguerre
polynomials, we find
∫ ∞
0
e−yym
m
∑
k=0
cn,k Lk(y)dy= 0, m= 0,1, . . . ,n− 1. (2.12)
But letting consecutively m= 0,1, . . . ,n− 1 in (2.12), we obtain
cn,m = 0, m= 0,1, . . . ,n− 1. (2.13)
Returning to (2.9) and employing the definition of the Gauss hypergeometric function, we write
Fνn (y) =
n
∑
k=0
an,k (−1)k Γ(1+ν + k)
k
∑
r=0
(−k)r Γ(1+ν + k+ r)
(1+ν)r r! (1+ y)1+ν+k+r
, (2.14)
where (a)k is the Pochhammer symbol [1], Vol. I. Hence, substituting the right-hand side of (2.14) in (2.11)
and changing the order of integration and summation, we get
cn,m =
n
∑
k=0
an,k (−1)k Γ(1+ν + k)
k
∑
r=0
(−k)r Γ(1+ν + k+ r)
(1+ν)r r!
∫ ∞
0
e−yLm(y)
(1+ y)1+ν+k+r
dy. (2.15)
The latter integral is calculated in [5], Vol. II, Entry 2.19.3.9 in terms of the confluent hypergeometric
function [1], Vol. I, namely,
∫ ∞
0
e−yLm(y)
(1+ y)1+ν+k+r
dy=
1
ν + k+ r
1F1 (1+m; 1−ν− k− r; 1)
+
(1+ν + k+ r)m
m!
Γ(−ν − k− r) 1F1 (1+ν + k+ r+m; 1+ν + k+ r; 1) . (2.16)
Hence, substituting the value of the integral (2.16) in (2.15), we find
cn,m =
n
∑
k=0
an,k dk,m, (2.17)
where, employing the reduction and reflection formulas for the gamma-function [1], Vol. I,
dk,m =
k
∑
r=0
(−k)r (1+ν)k
(1+ν)r r!
[
(−1)kΓ(ν + k+ r)Γ(1+ν) 1F1 (1+m; 1−ν− k− r; 1)
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+(−1)r (1+ν + k+ r)m
m!
Γ(−ν)Γ2(1+ν)1F1 (1+ν + k+ r+m; 1+ν + k+ r; 1)
]
. (2.18)
Meanwhile, the relation (7.11.1.21) in [5], Vol. III says
Γ(ν + k+ r) 1F1 (1+m; 1−ν− k− r; 1) = Γ(1+ν + k+ r+m) Ψ(1+m, 1−ν− k− r;1)
−Γ(1+ν)Γ(−ν)(−1)k+r (1+ν + k+ r)m
m!
1F1 (1+ν + k+ r+m; 1+ν + k+ r; 1) . (2.19)
Therefore,
dk,m = Γ(1+ν)
k
∑
r=0
(−1)k+r
(
k
r
)
(1+ν)k
(1+ν)r
Γ(1+ν + k+ r+m)Ψ(1+m, 1−ν− k− r;1) . (2.20)
In particular, we have
d0,m = Γ(1+ν)Γ(1+ν+m)Ψ(1+m, 1−ν;1) . (2.21)
Hence, returning to (2.13), we observe that explicit values of the coefficients an,k, k = 1,2, . . . ,n can be
expressed via Cramer’s rule in terms of the free coefficient an,0 as follows
an,k =−an,0
Dn,k
Dn
, k= 1, . . . ,n, (2.22)
where
Dn =
∣∣∣∣∣∣∣∣∣∣∣
d1,0 d2,0 . . . . . . dn,0
d1,1 . . . . . . . . . dn,1
. . . . . . . . . . . . . . .
...
. . .
. . .
. . .
...
d1,n−1 . . . . . . . . . dn,n−1
∣∣∣∣∣∣∣∣∣∣∣
, (2.23)
Dn,k =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
d1,0 . . . dk−1,0 d0,0 dk+1,0 . . . dn,0
d1,1 . . . dk−1,1 d0,1 dk+1,1 . . . dn,1
. . . . . . . . . . . . . . . . . . . . .
...
. . .
. . .
...
. . .
. . .
...
...
. . .
. . .
...
. . .
. . .
...
...
. . .
. . .
...
. . .
. . .
...
d1,n−1 . . . dk−1,n−1 d0,n−1 dk+1,1 . . . dn,n−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (2.24)
The free coefficient can be determined, in turn, from the orthogonality conditions (1.1), (1.3), which imply
the formula
∫ ∞
0
Pνn (x)e
−xρν(x) xndx=
1
an,n
. (2.25)
Therefore from (2.21), (2.22), (1.8) and the property for the Tricomi function (see [5], Vol. III, Entry 7.11.4.2
) we derive
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1
an,n
=− an,0
DnΓ(1+ν)
n
∑
k=0
Dn,k(n+ k)! d0,n+k, (2.26)
where Dn,0 ≡−Dn. Hence
an,0 =± Dn
[Dn,nΓ(1+ν)]1/2
[
n
∑
k=0
Dn,k(n+ k)! d0,n+k
]−1/2
, (2.27)
where the sign can be chosen accordingly, making positive expressions under the square roots. Assuming
also the positivity of the leading coefficient an,n we have its value, correspondingly,
an,n =∓ [Dn,n]1/2
[
1
Γ(1+ν)
n
∑
k=0
Dn,k(n+ k)! d0,n+k
]−1/2
. (2.28)
Furthermore, the sequence Pνn (x) satisfies the 3-term recurrence relation in the form
xPνn (x) = An+1P
ν
n+1(x)+BnP
ν
n (x)+AnP
ν
n−1(x), (2.29)
where Pν−1(x)≡ 0 and
An+1 =
an
an+1
, Bn =
bn
an
− bn+1
an+1
, an ≡ an,n, bn ≡ an,n−1. (2.30)
We summarize these results by the following
Theorem 1. Let ν > −1. The sequence of orthogonal polynomials Pνn (x) can be expressed explicitly,
where the coefficients an,k, k= 1,2, . . . ,n are calculated by formulas (2.22) and the free term an,0 is defined
by the equality (2.27). Besides, it satisfies the 3-term recurrence relation (2.29), where
An+1 =
an,0 Dn+1 Dn,n
an+1,0 Dn Dn+1,n+1
, Bn =
Dn,n−1
Dn,n
− Dn+1,n
Dn+1,n+1
. (2.31)
An analog of the Rodrigues formula for the sequence Pνn (x) can be established, recalling integral repre-
sentation (1.22) of an arbitrary polynomial in terms of the associated polynomial of degree 2n. Consequently,
using the differentiation under the integral sign owing to the absolute and uniform convergence with respect
to x≥ x0 > 0, it is not difficult to obtain the following equality for the sequence Pνn (x)
Pνn (x) =
ex (−1)n
ρν(x)
dn
dxn
(
e−x
∫ ∞
0
tν+n−1e−t−x/t
qν2n(t)
(1+ t)n
dt
)
. (2.32)
In the meantime, expressing qν2n(x) in terms of the associated Laguerre polynomials
qν2n(x) =
2n
∑
k=0
f2n,kL
ν
k (x), (2.33)
we have, accordingly, the values of the coefficients, appealing to (1.23), (2.22) and relation (2.19.14.15) in
[5], Vol. II, namely,
f2n,k =
k!
Γ(1+ν + k)
∫ ∞
0
tνe−tLνk (t)q
ν
2n(t)dt
=− k! an,0
Dn Γ(1+ν + k)
n
∑
r=0
Dn,r(−1)rr!
∫ ∞
0
tν+re−tLνk (t)L
ν
r (t)dt
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=−an,0
Dn
n
∑
r=0
Dn,r r! (1+ν)r 3F2 (−k, 1+ν + r, 1+ r; 1+ν, 1; 1) .
Therefore
f2n,k =−an,0
Dn
n
∑
r=0
Dn,r r! (1+ν)r 3F2 (−k, 1+ν + r, 1+ r; 1+ν, 1; 1) , (2.34)
where the values of the hypergeometric function can be simplified via relations (7.4.4; 90,91,92,93 ) in [5],
Vol. III. Precisely, we get for k= 0,1 . . . ,n
3F2 (−k, 1+ν + r, 1+ r; 1+ν, 1; 1) = 0, k > 2r, (2.35)
(1+ν)r 3F2 (−k, 1+ν + r, 1+ r; 1+ν, 1; 1) = (2r)!
r!
, k = 2r,
(1+ν)r 3F2 (−k, 1+ν + r, 1+ r; 1+ν, 1; 1) = (2r)!(2r(ν + 2r)− r(ν + r))
r!
k = 2r− 1,
(1+ν)r 3F2 (−k, 1+ν + r, 1+ r; 1+ν, 1; 1) = (2r)!
2 r!
(
2r2(2r+ν− 1)(2r− 1)
+r(r− 1)(r+ν− 1)(r+ν)) , k= 2(r− 1).
Substituting (2.34) in (2.33) and the result in (2.32), we have
Pνn (x) =
ex (−1)n+1an,0
Dn ρν(x)
dn
dxn
2n
∑
k=0
n
∑
r=0
Dn,r r! (1+ν)r 3F2 (−k, 1+ν + r, 1+ r; 1+ν, 1; 1)
×e−x
∫ ∞
0
tν+n−1e−t−x/t
Lνk (t)
(1+ t)n
dt. (2.36)
The integral in (2.36) can be treated as follows. We write
tn
(1+ t)n
=
1
n!
∫ ∞
0
e−(1+1/t)uun−1du.
Hence, substituting the latter expression in (2.36), we change the order of integration by Fubini’s theorem
and recall (1.14) to obtain
∫ ∞
0
tν+n−1e−t−x/t
Lνk (t)
(1+ t)n
dt =
1
n!
∫ ∞
0
e−uun−1
∫ ∞
0
tν−1e−t−(x+u)/tLνk (t)dtdu
=
(−1)k
n!
∫ ∞
0
e−uun−1
dk
dxk
∫ ∞
0
tν+k−1e−t−(x+u)/tLνk (t)dtdu
=
1
n! k!
dk
dxk
∫ ∞
0
e−uun−1 (x+ u)kρν(x+ u)du
=
1
n! k!
dk
dxk
ex
∫ ∞
x
(y− x)n−1 yke−yρν(y)dy,
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where the differentiation under the integral sign is allowed by virtue of the absolute and uniform convergence
with respect to x ≥ x0 > 0. Consequently, employing the definition (1.15) of the right-hand side Riemann-
Liouville fractional integral and taking into account (2.35), equality (2.36) becomes
Pνn (x) =
(−1)n+1an,0
Dn n
n
∑
r=0
Dn,r r! (1+ν)r
2r
∑
k=0
1
k!
3F2 (−k, 1+ν + r, 1+ r; 1+ν, 1; 1)
× e
x
ρν(x)
dn
dxn
e−x
dk
dxk
exIn−
(
xke−xρν(x)
)
, n ∈ N. (2.37)
The inicial polynomial Pν0 (x) can be immediately obtained from (1.8) and (2.25), and we derive
Pν0 (x) = [Γ(ν + 1)Ψ(1+ν, 1+ν;1)]
−1/2 , ν >−1. (2.38)
Concerning the whole sequence Pνn (x), n ∈N, it can be established from
Theorem 2. Let ν >−1, n ∈ N. The sequence of orthogonal polynomials Pνn (x) satisfies the Rodrigues-
type formula (2.37), where the value an,0 is defined by formula (2.27) and Dn, Dn,r by (2.23),(2.24), re-
spectively.
Further, property (1.19) and the orthogonality conditions (1.3) allow us to calculate the following values
Vn,ν =
∫ ∞
0
[Pνn (x)]
2
e−xρν+1(x)dx. (2.39)
In fact, using (1.19) and (1.1), we have
Vn,ν = ν +
∫ ∞
0
[Pνn (x)]
2
e−xρν−1(x) xdx.
Then integrating by parts in the latter integral and employing (2.25), (2.29), we get
Vn,ν = ν + 1−
∫ ∞
0
[Pνn (x)]
2
e−xρν(x) xdx+ 2
∫ ∞
0
Pνn (x)
d
dx
[Pνn (x)]e
−xρν(x) xdx
= ν + 1−Bn+ 2n,
i.e.
Vn,ν = ν + 2n+ 1−Bn. (2.40)
Finally, in this section we establish the generating function for polynomials Pνn (x), which is defined as
usually by the equality
G(x,z) =
∞
∑
n=0
Pνn (x)
zn
n!
, x> 0, z ∈ C, (2.41)
where |z|< hx and hx > 0 is a convergence radius of the power series. To do this, we employ (1.22), (1.29)
and (2.33), having the following equality from (2.41)
G(x,z) =
1
ρν(x)
∞
∑
n=0
zn
n!
2n
∑
k=0
f2n,k
k!
dk
dxk
[
xkρν(x)
]
=
1
ρν(x)
∞
∑
n=0
zn
n!
2n
∑
k=0
f2n,k
k
∑
j=0
(−1) j
j!(k− j)! x
jρν− j(x).
Meanwhile, the product x jρν− j(x) is expressed in [3] as follows
x jρν− j(x) = x j/2r j(2
√
x;ν)ρν(x)+ x
( j−1)/2r j−1(2
√
x;ν − 1)ρν+1(x), j ∈ N0,
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where r−1(z;ν) = 0,
x j/2r j(2
√
x;ν) = (−1) j
[ j/2]
∑
i=0
(ν + i− j+ 1) j−2i( j− 2i+ 1)ix
i
i!
. (2.42)
Therefore this leads to the final expression of the generating function for the Prudnikov-type sequence Pνn (x),
namely,
G(x,z) =
∞
∑
n=0
2n
∑
k=0
k
∑
j=0
(−1) j f2n,k
n! j!(k− j)!x
j/2r j(2
√
x;ν)zn
+
ρν+1(x)
ρν(x)
∞
∑
n=0
2n
∑
k=0
k
∑
j=0
(−1) j f2n,k
n! j!(k− j)!x
( j−1)/2r j−1(2
√
x;ν − 1)zn, (2.43)
where coefficients f2n,k are defined by (2.34).
3. ORTHOGONAL POLYNOMIALS WITH THE WEIGHT w−ν (x)
In the last section we will characterize the sequence Qνn (x) of orthogonal polynomials with respect to the
weight function w−ν (x) = e−1/xx−1ρν(x), ν > 0. Indeed, recalling (1.4), (1.6), (1.14), we treat its left-hand
side similar to (2.1), having the chain of equalities
∫ ∞
0
Qνn (x)e
−1/xρν(x) xm−1dx= (−1)mm!
∫ ∞
0
tν+m−1e−tLνm(t)
∫ ∞
0
Qνn (x) e
−1/x−x/t dxdt
x
= (−1)m
∫ ∞
0
θm
{
tνe−t
} 1
t
∫ ∞
0
Qνn (x) e
−1/x−x/t dxdt
x
= (−1)m
∫ ∞
0
θm
{
tνe−t
}
Qνn (θ )
{
1
t
∫ ∞
0
e−1/x−x/t
dx
x
}
dt
= (−1)m
∫ ∞
0
θm
{
tνe−t
}
Qνn (θ )
{
1
t
ρ0
(
1
t
)}
dt
=
∫ ∞
0
tνe−tQνn (θ )θ
m
{
1
t
ρ0
(
1
t
)}
dt. (3.1)
Consequently, conditions (1.4) imply that the sequence Qνn is compositionally orthogonal in the sense of
Laguerre relatively to the function 1/t ρ0 (1/t), i.e.
∫ ∞
0
tνe−tQνn (θ )θ
m
{
1
t
ρ0
(
1
t
)}
dt = 0, m= 0,1, . . . ,n− 1. (3.2)
In the meantime, employing equality (1.18), we obtain
θm
{
1
t
ρ0
(
1
t
)}
= θm−1
{
1
t
ρ−1
(
1
t
)}
= · · ·= 1
t
ρ−m
(
1
t
)
. (3.3)
Therefore after integration by parts we find that orthogonality conditions (3.2) are equivalent to the following
equalities in terms of coefficients of the polynomial sequence Qνn (x) (we keep the same notation an,k as in
Section 2)
∫ ∞
0
tν−1e−t
n
∑
k=0
an,k(−1)kk! tkLνk (t)ρ−m
(
1
t
)
dt = 0, ν > 0, m= 0,1, . . . ,n− 1. (3.4)
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The integral in (3.4) can be calculated via corrected formula (2.19.13.6) in [5], Vol. II. Namely, when
α − µ , α, µ /∈ Z, we obtain
k!
∫ ∞
0
tα−1e−tLνk (t)ρµ
(
1
t
)
dt = (1−α + µ +ν)k Γ(α − µ) Γ(−µ)
× 1F3 (1−α + µ +ν + k; 1+ µ , 1−α + µ , 1−α + µ +ν; −1)
+(1−α +ν)k Γ(α) Γ(µ) 1F3 (1−α +ν + k; 1− µ , 1−α, 1−α +ν; −1)
+(1+ν)k Γ(−α) Γ(−α + µ) 1F3 (1+ν + k; 1+α, 1+α− µ , 1+ν; −1) . (3.5)
Therefore, when ν − µ , ν, µ /∈ Z, we have
k!
∫ ∞
0
tν+k−1e−tLνk (t)ρµ
(
1
t
)
dt
=
Γ(ν + k− µ)
Γ(1+ µ− k) Γ(1+ µ) Γ(−µ) 0F2 (1−ν− k+ µ , 1− k+ µ ; −1)
+
Γ(ν) Γ(µ)Γ(1− µ)
Γ(1− µ + k) 0F2 (1−ν, 1− µ + k; −1)
+(1+ν)kΓ(−ν− k) Γ(−ν− k+ µ) 0F2 (1+ν + k− µ , 1+ν; −1) . (3.6)
Hence for ν /∈ N
fk,m = (−1)kk!
∫ ∞
0
tν+k−1e−tLνk (t)ρ−m
(
1
t
)
dt
= (−1)kk! lim
µ→−m
∫ ∞
0
tν+k−1e−tLνk (t)ρµ
(
1
t
)
dt
= lim
ε→0
[
(−1)k+m+1Γ(ν + k+m− ε)
εΓ(1+ ε−m− k) 0F2 (1−ν− k−m+ ε, 1− k−m+ ε; −1)
+
(−1)m+k Γ(ν)
εΓ(1+ k+m− ε) 0F2 (1−ν, 1+ k+m− ε; −1)
+(−1)k(1+ν)kΓ(−ν− k) Γ(−ν− k−m+ ε) 0F2 (1+ν + k+m− ε, 1+ν; −1)
]
= lim
ε→0
[
−1
ε
Γ(ν − ε)Γ(1−ν + ε)
[
k+m−1
∑
r=0
(−1)r
r! Γ(1−ν− k−m+ r+ ε) Γ(1− k−m+ r+ ε)
+
∞
∑
r=k+m
(−1)r
r! Γ(1−ν− k−m+ r+ ε) Γ(1− k−m+ r+ ε)
]
+
(−1)m+k Γ(ν)
ε Γ(1+ k+m− ε) 0F2 (1−ν, 1+ k+m− ε; −1)
]
+Γ(−ν) Γ(−ν− k−m) 0F2 (1+ν + k+m, 1+ν; −1)
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= lim
ε→0
[
−1
ε
Γ(ν − ε)Γ(1−ν + ε)
k+m−1
∑
r=0
(−1)r
r! Γ(1−ν− k−m+ r+ ε) Γ(1− k−m+ r+ ε)
+
(−1)k+m+1
ε
Γ(ν − ε)Γ(1−ν + ε)
Γ(1−ν)(k+m)!
∞
∑
r=0
(−1)r
r!(1−ν)r(1+ k+m)r
+
(−1)m+k Γ(ν)
ε Γ(1+ k+m− ε) 0F2 (1−ν, 1+ k+m− ε; −1)
+(−1)k+mΓ(ν − ε)Γ(1−ν + ε)
Γ(1−ν)(k+m)!
∞
∑
r=0
(−1)r [ψ(1−ν + r)+ψ(1+ r)]
r!(1−ν)r(1+ k+m)r
]
+Γ(−ν) Γ(−ν− k−m) 0F2 (1+ν + k+m, 1+ν; −1)
= (−1)k+m+1
k+m−1
∑
r=0
(−1)r Γ(ν + r+ 1) r!
(k+m− r− 1)!
+(−1)k+m Γ(ν)
(k+m)!
∞
∑
r=0
(−1)r [ψ(1−ν + r)+ψ(1+ r)]
r!(1−ν)r(1+ k+m)r
+(−1)k+m Γ(ν)
(k+m)!
∞
∑
r=0
(−1)r ψ(1+ k+m+ r)
r!(1−ν)r(1+ k+m)r
+(−1)k+m+1 Γ(ν)
(k+m)!
[ψ(1−ν)−ψ(ν)]
∞
∑
r=0
(−1)r
r!(1−ν)r(1+ k+m)r
+Γ(−ν) Γ(−ν− k−m) 0F2 (1+ν + k+m, 1+ν; −1) ,
where ψ(z) is the digamma-function or Euler’s psi-function [1], Vol. I. Thus we established the following
formula for the coefficients fk,m
fk,m = (−1)k+m+1
k+m−1
∑
r=0
(−1)r Γ(ν + r+ 1) r!
(k+m− r− 1)!
+(−1)k+m Γ(ν)
(k+m)!
∞
∑
r=0
(−1)r
r!(1−ν)r(1+ k+m)r
× [ψ(1−ν + r)+ψ(1+ r)+ψ(1+ k+m+ r)−ψ(1−ν)+ψ(ν)]
+Γ(−ν) Γ(−ν− k−m) 0F2 (1+ν + k+m, 1+ν; −1) , ν /∈ N. (3.7)
In order to obtain the values of coefficients fk,m for positive integers ν = l, we write
fk,m = lim
ε→0
[
(−1)k+m+1
k+m−1
∑
r=0
(−1)r Γ(l+ r+ 1+ ε) r!
(k+m− r− 1)!
+(−1)k+m Γ(l+ ε)
(k+m)!
∞
∑
r=0
(−1)r
r!(1− l− ε)r(1+ k+m)r
× [ψ(1+ r− l− ε)+ψ(1+ r)+ψ(1+ k+m+ r)−ψ(1− l− ε)+ψ(l+ ε)]
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+Γ(−l− ε) Γ(−l− k−m− ε) 0F2 (1+ l+ k+m+ ε, 1+ l+ ε; −1)] .
Hence, employing the familiar identity for the digamma-function [1], Vol. I
ψ(z)−ψ(1− z) =−pi cot(piz),
it gives
fk,m = lim
ε→0
[
(−1)k+m+1
k+m−1
∑
r=0
(−1)r Γ(l+ r+ 1+ ε) r!
(k+m− r− 1)!
+(−1)k+m Γ(l+ ε)
(k+m)!
∞
∑
r=0
(−1)r
r!(1− l− ε)r(1+ k+m)r
× [ψ(1+ r− l− ε)+ψ(1+ r)+ψ(1+ k+m+ r)]
+
(−1)k+m+l+1
ε2
(
1− (piε)
2
2
) ∞
∑
r=0
(−1)r
r! Γ(1+ r− l− ε)Γ(1+ k+m+ r)
+
(−1)k+m
ε2
∞
∑
r=0
(−1)r
r! Γ(1+ l+ k+m+ r+ ε)Γ(1+ l+ r+ ε)
]
= (−1)k+m+1
k+m−1
∑
r=0
(−1)r (l+ r)! r!
(k+m− r− 1)! + limε→0
[
(−1)k+m
l−1
∑
r=0
Γ(l− r+ ε)
r! Γ(1+ k+m+ r)
×
[
ψ(l− r+ ε)+ 1
ε
+ψ(1+ r)+ψ(1+ k+m+ r)
]
+
(−1)k+m
ε
∞
∑
r=0
(−1)r [ψ(1+ r− ε)+ψ(1+ r+ l)+ψ(1+ k+m+ r+ l)]
(r+ l)! Γ(1+ r− ε)Γ(1+ k+m+ r+ l)
+
(−1)k+m+1
ε
l−1
∑
r=0
Γ(l− r+ ε)
r! Γ(1+ k+m+ r)
+
(−1)k+m+1
ε2
∞
∑
r=0
(−1)r[1+ εψ(1+ r)]
(r+ l)! r! Γ(1+ k+m+ r+ l)
+
(−1)k+m
ε2
∞
∑
r=0
(−1)r[1− ε[ψ(1+ l+ r)+ψ(1+ k+m+ r+ l)]+ ε2ψ(1+ l+ r)ψ(1+ k+m+ r+ l)]
r! Γ(1+ l+ k+m+ r)Γ(1+ l+ r)
]
= (−1)k+m+1
k+m−1
∑
r=0
(−1)r (l+ r)! r!
(k+m− r− 1)! +(−1)
k+m
l−1
∑
r=0
(l− r− 1)!
r! Γ(1+ k+m+ r)
× [ψ(l− r)+ψ(1+ r)+ψ(1+ k+m+ r)]
+(−1)k+m
∞
∑
r=0
(−1)r ψ(1+ l+ r)ψ(1+ k+m+ r+ l)]
r! Γ(1+ l+ k+m+ r)Γ(1+ l+ r)
.
Consequently, we derive the equality
fk,m = (−1)k+m
[
l−1
∑
r=0
(l− r− 1)!
r! (k+m+ r)!
[ψ(l− r)+ψ(1+ r)+ψ(1+ k+m+ r)]
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−
k+m−1
∑
r=0
(−1)r (l+ r)! r!
(k+m− r− 1)! +
∞
∑
r=0
(−1)r ψ(1+ l+ r)ψ(1+ k+m+ r+ l)
r! (l+ k+m+ r)! (l+ r)!
]
, l ∈N. (3.8)
Returning to (3.4), we write it in the form
n
∑
k=0
an,k fk,m = 0, m= 0,1, . . . ,n− 1, (3.9)
observing via formulas (3.7), (3.8) that coefficients fk,m ≡ dk+m, i.e. these values depend on the sum of
indices. Therefore equalities (3.9) can be expressed as a linear system of n equations with n unknowns, if
we assume for now that the leading coefficient an,n ≡ an > 0 is a given value. Moreover, this linear system
involves the Hankel matrix {dk+m}, (k,m) ∈ (0,1, . . . ,n− 1)× (0,1, . . .,n− 1). Precisely, we have


d0 d1 d2 . . . dn−1
d1 d2 d3 . . . dn
d2 d3 . . . . . . dn+1
...
...
. . .
. . .
...
dn−1 dn dn+1 . . . d2(n−1)




an,0
an,1
...
...
an,n−1


=−an


dn
dn+1
...
...
d2n−1


. (3.10)
Hence, appealing to the Cramer rule, we find the values of coefficients an,k in terms of the leading coefficient
an in the form
an,k =−an
Dn,k
Dn
, k = 0, . . . ,n− 1, (3.11)
where
Dn =
∣∣∣∣∣∣∣∣∣∣∣
d0 d1 d2 . . . dn−1
d1 d2 d3 . . . dn
d2 d3 . . . . . . dn+1
...
...
. . .
. . .
...
dn−1 dn dn+1 . . . d2(n−1)
∣∣∣∣∣∣∣∣∣∣∣
, (3.12)
Dn,k =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
d0 . . . dk−1 dn dk+1 . . . dn−1
d1 . . . dk dn+1 dk+2 . . . dn
d2
. . .
...
...
. . .
... dn+1
...
. . .
. . .
...
. . .
. . .
...
...
. . .
. . .
...
. . .
. . .
...
dn−1 . . . dk+n−2 d2n−1 dk+n . . . d2(n−1)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (3.13)
Then the leading term an can be defined, employing an analog of the equality (2.25) for the sequence Q
ν
n (x)
∫ ∞
0
Qνn (x)e
−1/xρν(x) xn−1dx=
1
an
.
Indeed, we write from (3.11) and the latter equality
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1
an
=
n
∑
k=0
an,k
∫ ∞
0
e−1/xρν(x) xn+k−1dx=− an
Dn
n
∑
k=0
Dn,k
∫ ∞
0
w−ν (x) x
n+kdx, (3.14)
where Dn,n = −Dn and the n+ k-th moment of the weight function w−ν (x) can be calculated via formula
(1.9). In fact, it has for ν /∈ N
µνn+k =
∫ ∞
0
ω−ν (x)x
n+kdx= lim
ε→0
[
1
ε
∞
∑
r=0
(−1)r Γ(ε +ν)Γ(1− ε−ν)
r! Γ(r+ 1− n− k− ε)Γ(r+ 1−n− k− ε−ν)
+(−1)n+k
∞
∑
r=0
(−1)r Γ(−ν)Γ(1+ν)Γ(−ε−ν)Γ(1+ ε +ν)
r! Γ(r+ 1+ n+ k+ ε+ν)Γ(r+ 1+ν)
+
(−1)n+k+1
ε
∞
∑
r=0
(−1)r Γ(ν)Γ(1−ν)
r! Γ(r+ 1+ n+ k+ ε)Γ(r+ 1−ν)
]
=
n+k−1
∑
r=0
(−1)r
r!
(n+ k− 1− r)! Γ(n+ k− r+ν)
+
(−1)n+kΓ(ν)
(n+ k)!
∞
∑
r=0
(−1)r [ψ(r+ 1)+ψ(r+ 1+ n+ k)+ψ(r+ 1−ν)]
r! (1+ n+ k)r (1−ν)r
+
(−1)n+kΓ(ν)
(n+ k)!
[ψ(ν)−ψ(1−ν)]
∞
∑
r=0
(−1)r
r! (1+ n+ k)r (1−ν)r
+(−1)n+k[Γ(−ν)]2
∞
∑
r=0
(−1)r
r! (1+ν)r+n+k (1+ν)r
.
Therefore we get the formula
µνn+k =
n+k−1
∑
r=0
(−1)r
r!
(n+ k− 1− r)! Γ(n+ k− r+ν)
+(−1)n+kΓ(ν)
∞
∑
r=0
(−1)r [ψ(r+ 1)+ψ(r+ 1+ n+ k)+ψ(r+ 1−ν)−picot(piν)]
r! (r+ n+ k)! (1−ν)r
+
(−1)n+k[Γ(−ν)]2
(1+ν)n+k
0F2 (1+ν + n+ k, 1+ν; −1) , ν /∈ N. (3.15)
When ν ∈N it reads
µνn+k = lim
ε→0
[
n+k−1
∑
r=0
(−1)r
r!
(n+ k− 1− r)! Γ(n+ k− r+ν + ε)
+(−1)n+k+ν pi
sin(piε)
∞
∑
r=0
(−1)r [ψ(r+ 1)+ψ(r+ 1+ n+ k)+ψ(r+ 1−ν− ε)−pi cot(piε)]
r! Γ(1+ r+ n+ k) Γ(r+ 1−ν− ε)
+(−1)n+k[Γ(−ν − ε)]2
∞
∑
r=0
(−1)r
r! (1+ν + ε)r+n+k (1+ν + ε)r
]
=
n+k−1
∑
r=0
(−1)r
r!
(n+ k− 1− r)! (n+ k− r+ν− 1)!
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+ lim
ε→0
[
(−1)n+k
(n+ k)!
ν−1
∑
r=0
ψ(r+ 1)+ψ(r+ 1+ n+ k)+ψ(r+ 1−ν− ε)−pi cot(piε)
r! (1+ n+ k)r
Γ(ν − r+ ε)
+(−1)n+k pi
sin(piε)
∞
∑
r=0
(−1)r [ψ(r+ν + 1)+ψ(r+ 1+ n+ k+ν)+ψ(r+ 1− ε)−picot(piε)]
(r+ν)! Γ(1+ n+ k+ r+ν) Γ(r+ 1− ε)
+
(−1)n+kpi2
sin2(piε)
∞
∑
r=0
(−1)r
r! Γ(1+ν + r+ n+ k+ ε) Γ(1+ν + r+ ε)
]
=
n+k−1
∑
r=0
(−1)r
r!
(n+ k− 1− r)! (n+ k− r+ν− 1)!
+
(−1)n+k
(n+ k)!
ν−1
∑
r=0
(ν − r− 1)! [ψ(r+ 1)+ψ(r+ 1+ n+ k)+ψ(ν− r)]
r! (1+ n+ k)r
+ lim
ε→0
[
(−1)n+kpi
sin(piε)
∞
∑
r=0
(−1)r [ψ(r+ν + 1)+ψ(r+ 1+ n+ k+ν)+ψ(r+ 1− ε)−picot(piε)]
(r+ν)! Γ(1+ n+ k+ r+ν) Γ(r+ 1− ε)
+
(−1)n+kpi2
sin2(piε)
∞
∑
r=0
(−1)r
r! Γ(1+ν + r+ n+ k+ ε) Γ(1+ν + r+ ε)
]
=
n+k−1
∑
r=0
(−1)r
r!
(n+ k− 1− r)! (n+ k− r+ν− 1)!
+(−1)n+k
[
ν−1
∑
r=0
(ν − r− 1)! [ψ(r+ 1)+ψ(r+ 1+ n+ k)+ψ(ν− r)]
r! (n+ k+ r)!
+
∞
∑
r=0
(−1)r ψ(r+ 1)[ψ(r+ν + 1)+ψ(r+ 1+ n+ k+ν)]
r! (r+ν)! (n+ k+ r+ν)!
+
∞
∑
r=0
(−1)rψ(1+ν + r+ n+ k)ψ(1+ν+ r)
r! (ν + r+ n+ k)! (ν + r)!
+
1
2
∞
∑
r=0
(−1)r[ψ2(r+ 1+ν + n+ k)−ψ ′(r+ 1+ν + n+ k)]
r! (ν + r+ n+ k)! (ν + r)!
+
1
2
∞
∑
r=0
(−1)r[ψ2(r+ 1+ν)−ψ ′(r+ 1+ν)]
r! (ν + r+ n+ k)! (ν + r)!
]
+(−1)n+k lim
ε→0
[
pi
sin(piε)
∞
∑
r=0
(−1)r ψ(r+ 1− ε)
Γ(r+ 1− ε)(r+ν)! (n+ k+ r+ν)!
−pi
2 cot(piε)
sin(piε)
∞
∑
r=0
(−1)r
Γ(r+ 1− ε)(r+ν)! (n+ k+ r+ν)!+
pi2
sin2(piε)
∞
∑
r=0
(−1)r
r! (ν + r+ n+ k)!(ν + r)!
]
=
n+k−1
∑
r=0
(−1)r
r!
(n+ k− 1− r)! (n+ k− r+ν− 1)!
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+(−1)n+k
[
ν−1
∑
r=0
(ν − r− 1)! [ψ(r+ 1)+ψ(r+ 1+ n+ k)+ψ(ν− r)]
r! (n+ k+ r)!
+
∞
∑
r=0
(−1)r ψ(r+ 1)[ψ(r+ν + 1)+ψ(r+ 1+ n+ k+ν)]
r! (r+ν)! (n+ k+ r+ν)!
+
∞
∑
r=0
(−1)r[ψ(1+ν + r+ n+ k)ψ(1+ν+ r)+pi2/2]
r! (ν + r+ n+ k)! (ν + r)!
+
1
2
∞
∑
r=0
(−1)r[ψ2(r+ 1)−ψ ′(r+ 1)]
r! (ν + r+ n+ k)! (ν + r)!
+
1
2
∞
∑
r=0
(−1)r[ψ2(r+ 1+ν + n+ k)−ψ ′(r+ 1+ν + n+ k)]
r! (ν + r+ n+ k)! (ν + r)!
+
1
2
∞
∑
r=0
(−1)r[ψ2(r+ 1+ν)−ψ ′(r+ 1+ν)]
r! (ν + r+ n+ k)! (ν + r)!
]
.
Thus after a slight simplification we have finally,
µνn+k =
n+k−1
∑
r=0
(−1)r
r!
(n+ k− 1− r)! (n+ k− r+ν− 1)!
+(−1)n+k
[
ν−1
∑
r=0
(ν − r− 1)! [ψ(r+ 1)+ψ(r+ 1+ n+ k)+ψ(ν− r)]
r! (n+ k+ r)!
+
1
2
∞
∑
r=0
(−1)r[ψ(r+ 1)+ψ(r+ 1+ν)+ψ(r+ 1+ν+ n+ k)]2
r! (ν + r+ n+ k)! (ν + r)!
−1
2
∞
∑
r=0
(−1)r[ψ ′(r+ 1)+ψ ′(r+ 1+ν)+ψ ′(r+ 1+ν + n+ k)]
r! (ν + r+ n+ k)! (ν + r)!
]
+
pi2 (−1)n+k
2 (ν + n+ k)! ν!
0F2 (1+ν + n+ k, 1+ν; −1) , ν ∈ N. (3.16)
Taking into account the moment values (3.15), (3.16), we return to (3.14) to find the value of the leading
term an in the form
an =
[
− 1
Dn
n
∑
k=0
Dn,k µ
ν
n+k
]−1/2
. (3.17)
Hence we arrive at
Theorem 3. Let ν > 0. The sequence of orthogonal polynomials Qνn (x) can be expressed explicitly, where
the coefficients an,k, k= 0,2, . . . ,n−1 are calculated by formulas (3.11) and the leading term an is given by
the equality (3.17). Besides, it satisfies the 3-term recurrence relation
xQνn (x) = An+1Q
ν
n+1(x)+BnQ
ν
n (x)+AnQ
ν
n−1(x), n ∈ N0
where Qν−1(x)≡ 0 and
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An+1 =
an
an+1
, Bn =
Dn+1,n
Dn+1
− Dn,n−1
Dn
.
An analog of the Rodrigues formula for the sequence Qνn (x) can be obtained in a similar manner as in the
previous section for the sequence Pνn . In fact, recalling (1.15), (1.22), keeping the same notations and taking
into account the permission of the differentiation under the integral sign and the interchange of the order of
integration, we write
Qνn (x) =
e1/xx (−1)n
ρν(x)(n− 1)!
dn
dxn
∫ ∞
0
tν−1e−tqν2n(t)
∫ ∞
x
(y− x)n−1e−1/y−y/t dydt
y
=
e1/xx (−1)n
ρν(x)(n− 1)!
dn
dxn
∫ ∞
0
tν−1e−t−x/tqν2n(t)
∫ ∞
0
yn−1e−1/(y+x)−y/t
dydt
y+ x
.
But the inner integral with respect to y can be calculated in terms of the series of Tricomi’s functions.
Namely, justifying the interchange of the order of summation and integration by the absolute and uniform
convergence with respect to x≥ x0 > 0, we derive
∫ ∞
0
yn−1e−1/(y+x)−y/t
dy
y+ x
=
∞
∑
k=0
(−1)k
k!
∫ ∞
0
yn−1e−y/t
(y+ x)k+1
dy
= (n− 1)!
∞
∑
k=0
(−1)kxn−k−1
k!
Ψ
(
n, n− k; x
t
)
.
Therefore we obtain
Qνn (x) =
e1/xx (−1)n
ρν(x)
dn
dxn
∞
∑
k=0
(−1)kxn−k−1
k!
∫ ∞
0
tν−1e−tqν2n(t)Ψ
(
n, n− k; x
t
)
dt. (3.18)
Meanwhile, the latter integral with respect to t can be treated with the use of (1.23), (3.11), relations
(8.4.33.3), (8.4.46.1) in [5], Vol. III and the Parseval equality for the Mellin transform [6]. In fact, we
have
∫ ∞
0
tν−1e−tqν2n(t)Ψ
(
n, n− k; x
t
)
dt =
an
Dn
n
∑
r=0
(−1)r+1r! Dn,r
∫ ∞
0
tν−1e−tLνr (t)Ψ
(
n, n− k; x
t
)
dt
and, accordingly, appealing to relation (2.16.3.14) in [5], Vol. II
∫ ∞
0
tν−1e−tLνr (t)Ψ
(
n, n− k; x
t
)
dt
=
1
2pi i (n− 1)! k! r!
∫ γ+i∞
γ−i∞
Γ(s) Γ(s+ν)Γ(1+ k− n+ s)Γ(1+ r− s)Γ(n− s)
Γ(1− s) x
−sds
=
1
2pi i (n− 1)! k! r!
dr
dxr
∫ γ+i∞
γ−i∞
Γ(s)Γ(s+ν)Γ(1+ k− n+ s)Γ(n− s) xr−sds
=
(−1)k+n+1
2pi i (n− 1)! k! r!
dr
dxr
xr+k−n
dk
dxk
∫ γ+i∞
γ−i∞
Γ2(s)Γ(s+ν)Γ(1− s) xn−1−sds
=
(−1)k+n+122−ν
(n− 1)! k! r!
dr
dxr
xr+k−n
dk
dxk
xn−1
∫ ∞
0
tν+1Kν (t)
t2+ 4x
dt
Orthogonal polynomials with the Prudnikov-type weights 21
=
(−1)k+n+122+νΓ(1+ν)
(n− 1)! k! r!
dr
dxr
xr+k−n
dk
dxk
[
xn+ν/2−1S−ν−1,ν(2
√
x)
]
,
where Sµ,ν(z) is the Lommel function [1], Vol. II. Hence combining with (3.18), we establish the following
Rodrigues-type formula for the orthogonal sequence Qνn
Qνn (x) =
e1/xx 22+νΓ(1+ν)an
ρν(x) Dn (n− 1)!
∞
∑
k=0
n
∑
r=0
(−1)r
[k!]2
Dn,r
× d
n
dxn
xn−k−1
dr
dxr
xr+k−n
dk
dxk
[
xn+ν/2−1S−ν−1,ν(2
√
x)
]
. (3.19)
Theorem 4. Let ν > 0. The sequence of orthogonal polynomials Qνn (x) can be generated via the
Rodrigues-type formula (3.19), where an,Dn, Dn,r are calculated by formulas (3.12),(3.13),(3.17).
Now, recalling (1.4), (1.19), we calculate the values
Mn,ν =
∫ ∞
0
[Qνn (x)]
2
e−1/xρν+1(x)dx. (3.20)
In fact, employing (1.19) and (1.2), we find
Mn,ν = ν
∫ ∞
0
[Qνn (x)]
2
e−1/xρν(x)dx+
∫ ∞
0
[Qνn (x)]
2
e−1/xρν−1(x)xdx. (3.21)
Then, using the 3-term recurrence relation for the sequence Q
µ
n , we immediately obtain∫ ∞
0
[Qνn (x)]
2
e−1/xρν(x)dx= Bn.
Moreover, integrating by parts in the second integral in (3.21), it gives
∫ ∞
0
[Qνn (x)]
2
e−1/xρν−1(x)xdx= Bn− 1+ 2
∫ ∞
0
Qνn (x)
d
dx
[Qνn (x)]e
−1/xρν(x)xdx.
But employing again the 3-term recurrence relation for the sequence Q
µ
n , it yields (bn ≡ an,n−1)∫ ∞
0
Qνn (x)
d
dx
[Qνn (x)]e
−1/xρν(x)xdx= (n− 1)bn
an
− nbn+1
an+1
= nBn− bn
an
.
Hence, substituting these values in (3.21), we get, finally, values (3.20) in the form
Mn,ν = (ν + 1+ 2n)Bn− 1− 2bn
an
. (3.22)
The corresponding generating function for the sequence Qνn (x)
F(x,z) =
∞
∑
n=0
Qνn (x)
zn
n!
, x> 0, z ∈ C,
where |z|< hx can be obtained similarly to (2.43). Indeed, recalling (1.22), (1.29), (2.33), (2.42), we derive
G(x,z) =
∞
∑
n=0
2n
∑
k=0
k
∑
j=0
(−1) j f2n,k
n! j!(k− j)!x
j/2r j(2
√
x;ν)zn
+
ρν+1(x)
ρν(x)
∞
∑
n=0
2n
∑
k=0
k
∑
j=0
(−1) j f2n,k
n! j!(k− j)!x
( j−1)/2r j−1(2
√
x;ν − 1)zn, (3.23)
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where for this case the coefficients f2n,k are defined by the formula (cf. (3.11), (3.12), (3.13), (3.17) )
f2n,k =−
an
Dn
n
∑
r=0
Dn,r r! (1+ν)r 3F2 (−k, 1+ν + r, 1+ r; 1+ν, 1; 1) .
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