Introduction
A recent article in Science (1) proposed to recover a lowdimensional parametrization of high-dimensional data by assuming that the data lie on a manifold M which, viewed as a Riemannian submanifold of the ambient Euclidean space, is globally isometric to a convex subset of a low-dimensional Euclidean space. This bold assumption has been surprisingly fruitful, although the extent to which it holds is not fully understood.
It is now known (2, 3) that there exist high-dimensional libraries of articulated images for which the corresponding data manifold is indeed locally isometric to a subset of a Euclidean space; however, it is easy to see that, in general, the assumption that the subset will be convex is unduly restrictive. Convexity can fail in the setting of image libraries due to (i) exclusion phenomena (2, 3) , where certain regions of the parameter space would correspond to collisions of objects in the image, or (ii) unsystematic data sampling, which investigates only a haphazardly chosen region of the parameter space.
In this article we describe a method that works to recover a parametrization for data lying on a manifold that is locally isometric to an open, connected subset ⌰ of Euclidean space ‫ޒ‬ d . Because this subset need not be convex, whereas the original method proposed in ref. 1 demands convexity, our proposal significantly expands on the class of cases that can be solved by isometry principles.
Justification of our method follows from properties of a quadratic form H(f) ϭ ͐ M ʈH f (m)ʈ F 2 dm defined on functions f : M ‫ۋ‬ ‫.ޒ‬ H(f ) measures the average, over the data manifold M, of the Frobenius norm of the Hessian of f. To define the Hessian, we use orthogonal coordinates on the tangent planes of M.
The key observation is that, if M is locally isometric to an open, connected subset of ‫ޒ‬ d , then H(f ) has a (d ϩ 1)-dimensional null space consisting of the constant function and a ddimensional space of functions spanned by the original isometric coordinates. Hence, the isometric coordinates can be recovered, up to a rigid motion, from the null space of H(f ).
We describe an implementation of this procedure on sampled data and demonstrate that it performs consistently with the theoretical predictions on a variant of the ''Swiss roll'' example, where the data are not sampled from a convex region in parameter space.
Notation and Motivation
Suppose we have a parameter space ⌰ ʚ ‫ޒ‬ d and a smooth mapping : ⌰ ‫ۋ‬ ‫ޒ‬ n , where the embedding space ‫ޒ‬ n obeys d Ͻ n. We speak of the image M ϭ (⌰) as the manifold, although of course from the viewpoint of manifold theory it is actually the very special case of a single coordinate patch.
The vector can be thought of as some control parameters underlying a measuring device and the manifold as the enumeration m ϭ () of all possible measurements as the parameters vary. Thus the mapping associates parameters to measurements.
In such a setting, we are interested in obtaining data examples m i , i ϭ 1, . . . , N showing (we assume) the results of measurements with many different choices of control parameters ( i , i ϭ 1, . . . , N). We will speak of M as the data manifold, i.e., the manifold on which our data m i must lie. In this article we consider only the situation where all data points m i lie exactly in the manifold M.
There are several concrete situations related to image analysis and acoustics where this abstract model may apply. In all such situations, there is an underlying parameter controlling articulation of the scene; here are two examples.
In the above settings and presumably many others, we can make measurements (m i ), but they are without access to the corresponding articulation parameters ( i ).
It would be interesting to be able to recover the underlying parameters i from the observed points m i on the articulation manifold. Thus we have the following. (1) introduced a procedure, ISOMAP, which under these assumptions recovered ⌰ up to rigid motion. That is, up to a choice of origin and a rotation and possible mirror imaging about that origin, ISOMAP recovered ⌰. In their article, they gave an example showing successful recovery of articulation parameters from an image database that showed many views of a wrist rotating and a hand opening at various combinations of rotation͞opening.
The stated assumptions lead to two associated questions:
(Q1) Do interesting articulation manifolds have isometric structure? (Q2) Are interesting parameter spaces truly convex?
We (2, 3) studied these questions in the case of image libraries. Namely, we modeled images m as continuous functions m(x, y) defined on the plane (x, y) ʦ ‫ޒ‬ 2 and focused attention on images in special articulation families defined by certain mathematical models. As one example, we considered images of a ball on a white background, where the underlying articulation parameter is the position of the ball's center. In this model, let B denote the ball of radius 1 centered at ʦ ‫ޒ‬ G͑, Ј͒ ϭ ͉ Ϫ Ј͉, @, Ј ʦ ⌰ We found that isometry held for a dozen examples of interesting image articulation families including cartoon faces with articulated eyes, lips, and brows. Hence Q1 admits of positive answers in a number of interesting cases.
On the other hand, in our studies of image articulation families, we (2, 3) noted that Q2 can easily have a negative answer. A simple example occurs with images showing two balls that articulate by translation, as in the single-ball case mentioned above, but where the ball centers obey exclusion: The two balls never overlap. In this case, the parameter space ⌰ ʚ ‫ޒ‬ 4 becomes nonconvex; writing ϭ (   1   ,   2 ) as a concatenation of the parameters of the two ball centers, we see that it is missing a tube where ͉ 1 Ϫ 2 ͉ Յ 1. The case of two balls moving independently and subject to exclusion is merely one in a series of examples where the articulation manifold fails to obey ISO1 and ISO2 but instead obeys something weaker. In such settings, the original assumptions of ISOMAP are violated, and as shown (ref. 2 and unpublished data), the method itself fails to recover the parameter space up to a linear mapping. We (unpublished data) pointed out the possibility of recovering nonconvex ⌰ by applying ISOMAP to a suitable decomposition of M into overlapping geodesically convex pieces. However, a fully automatic procedure based on a general principle would be preferable in solving this problem. In this article we propose such a procedure.
The H Functional
We now set up notation to define the quadratic form H(f ) referred to in the Abstract and Introduction.
We suppose that M ʚ ‫ޒ‬ n is a smooth manifold, and thus the tangent space T m (M) is well defined at each point m ʦ M. Thinking of the tangent space as a subspace of ‫ޒ‬ n , we can associate to each such tangent space T m (M) ʚ ‫ޒ‬ n an orthonormal coordinate system using the inner product inherited from , where we retain tan, m in the notation to remind us that they depend on the way in which coordinates were defined on T m (M).
We now use the local coordinates to define the Hessian of a function f : M ‫ۋ‬ ‫ޒ‬ that is C 2 near m. Suppose that mЈ ʦ N m has local coordinates x ϭ x (tan,m) . Then the rule g(x) ϭ f(mЈ) defines a function g : U ‫ۋ‬ ‫,ޒ‬ where U is a neighborhood of 0 in ‫ޒ‬ d . Because the mapping mЈ ‫ۋ‬ x is smooth, the function g is C
2
. We define the Hessian of f at m in tangent coordinates as the ordinary Hessian of g.
In short, at each point m, we use the tangent coordinates and differentiate f in that coordinate system. We call this construction the tangent Hessian for short. We now consider a quadratic form defined on C 2 functions by
where dm stands for a probability measure on M that has strictly positive density everywhere on the interior of M. H( f ) measures the average ''curviness'' of f over the manifold M. 
Hessian Locally Linear Embedding (HLLE)
We now consider the setting where we have sampled data (m i ) lying on M, and we would like to recover the underlying parametrization and underlying parameter settings i , at least up to rigid motion. The Theorem and its Corollary suggest the following algorithm for attacking this problem. We model our algorithm structure on the original LLE algorithm (4). 
Here by H l we mean, again, the d(d ϩ 1)͞2 ϫ k matrix associated with estimating the Hessian over neighborhood N l , where rows r correspond to specific entries in the Hessian matrix and columns i correspond to specific points in the neighborhood. ) storage, which can be prohibitive, the storage required is actually proportional to n⅐N, i.e. the storage of the data points. In fact, this storage can be kept on disk; the remaining storage is basically proportional to Nk. Note that the matrix H is a sparse matrix with ϷO(Nk) nonzero entries. Y Computational complexity: In effect, the computational cost difference between a sparse and a full matrix using the sparse eigenanalysis implementation in MATLAB 6.1 (using Arnoldi methods) depends on the cost of computing a matrix-vector product using the input matrix. For our sparse matrix, the cost of each product is Ϸ2kN, whereas for a full matrix the cost is Form a matrix X i consisting of the following columns.
In In section 7, we apply this recipe to a canonical isometric example.
Comparison to LLE͞Laplacian Eigenmaps
The algorithm we have described bears substantial resemblance to the LLE procedure proposed by Roweis and Saul (4). The theoretical framework we have described also bears substantial resemblance to the Laplacian eigenmap framework of Belkin and Niyogi (5), only with the Hessian replacing the Laplacian. The Laplacian eigenmap setup goes as follows: Define the Laplacian operator in tangent coordinates by ⌬
dm. This functional computes the average of the Laplacian operator over the manifold; Laplacian eigenmap methods propose to solve embedding problems by obtaining the d ϩ 1 lowest eigenvalues of L and using the corresponding eigenfunctions to embed the data in low-dimensional space. The LLE method is an empirical implementation of the same principle, defining a discrete Laplacian based on a nearest-neighbor graph and embedding scattered n-dimensional data by using the first d nonconstant eigenvectors of the graph Laplacian.
Data Example
In this example we take a random sample (m i ) on the Swiss roll surface (4) in three dimensions. The resulting surface is like a rolled-up sheet of paper and thus is exactly isometric to Euclidean space (i.e. to a rectangular segment of ‫ޒ‬ 2 ). Successful results of LLE and ISOMAP on such data have been published (1, 4) . However, here we consider a change in sampling procedure. Instead of sampling parameters in a full rectangle, we sample from a rectangle with a missing rectangular strip punched out of the center. The resulting Swiss roll is then missing the corresponding strip and thus is not convex (while still remaining connected).
Using this model and the code provided for ISOMAP and LLE in refs. 1 and 4, respectively, we test the performance of all three algorithms on a random sample of 600 points in three dimensions. The points were generated by using the same code published by Roweis and Saul (4) . The results, as seen in Fig. 1 , show the dramatic effect that nonconvexity can have on the resulting embeddings. Although the data manifold is still locally isometric to Euclidean space, the effect of the missing sampling region is, in the case of LLE, to make the resulting embedding functions asymmetric and nonlinear with respect to the original parametrization. In the case of ISOMAP, the nonconvexity causes a strong dilation of the missing region, warping the rest of the embedding. Hessian LLE, on the other hand, embeds the result almost perfectly into two-dimensional space.
The computational demands of LLE algorithms are very different than those of the ISOMAP distance-processing step. LLE and HLLE are both capable of handling large N problems, because initial computations are performed only on smaller neighborhoods, whereas ISOMAP has to compute a full matrix of graph distances for the initial distance-processing step. However, both LLE and HLLE are more sensitive to the dimensionality of the data space, n, because they must estimate a local tangent space at each point. Although we introduce an orthogonalization step in HLLE that makes the local fits more robust to pathological neighborhoods than LLE, HLLE still requires effectively a numerical second differencing at each point that can be very noisy at low sampling density. Proof: It of course is obvious that the null space contains the span of the constant function and all the coordinate functions, because this span is simply all linear functions and linear functions have everywhere-vanishing Hessians. In the other direction, we show that the null space contains only these functions. Consider any function g in C ϱ (⌰) that is not exactly linear. Then there must be some second-order mixed derivative (Ѩg͞Ѩ i 1 Ѩ i 2 ) that is nonvanishing on some ball: We now show the same for the object of our original interest: H. This follows immediately from the following lemma. 
Lemma 2 implies that
H͑ f ͒ ϭ H iso ͑ f ͒ @f ʦ C ϱ ͑M͒
