A clarification of the heuristic concept of decoherence requires a consistent description of the classical behavior of some quantum systems. We adopt algebraic quantum mechanics since it includes not only classical physics, but also permits a judicious concept of a classical mixture and explains the possibility of the emergence of a classical behavior of quantum systems. A nonpure quantum state can be interpreted as a classical mixture if and only if its components are disjoint. Here, two pure quantum states are called disjoint if there exists an element of the center of the algebra of observables such that its expectation values with respect to these states are different. An appropriate automorphic dynamics can transform a factor state into a classical mixture of asymptotically disjoint final states. Such asymptotically disjoint quantum states lead to regular decision problems while exactly disjoint states evoke singular problems which engineers reject as improperly posed.
developing classical structures so that these two reasonable requirements have often been considered as contradictory.
2
To discuss the emergence of classical behavior of quantum systems we need a single theory which allows a coherent description of quantum physics, classical mechanics, electrodynamics, and engineering physics in the same mathematical language. A convenient framework for such a unified description is the formalism of algebraic quantum mechanics. Algebraic quantum mechanics is nothing but a mathematically precise and complete codification of the heuristic ideas of quantum mechanics of the pioneer days. It is a general representation theory of the basic kinematical symmetry group and the associated canonical commutation relations. It is valid for microscopic, mesoscopic and macroscopic systems with finitely or infinitely many degrees of freedom. They can be either purely quantal, purely classical or mixed quantal/classical.
A quantum system is called classical if its algebra of observables is commutative. In this case, we speak of a classical quantum system. By construction, a classical quantum system never contradicts the Heisenberg inequality for noncommuting observables. The behavior of a classical quantum system depends on the physical value of Planck's constant~. The still widely held view that classical mechanics is the limiting case for vanishing Planck's constant~is untenable. Since the fictitious limit~→ 0 does not exist in the norm topology, there is no universal classical limit of quantum mechanics.
Individual and statistical descriptions
Many discussions of the emergence of classical behavior of particular quantum systems are flawed by severe category mistakes. Philosophers speak of a category mistake when a term that belongs to one category is treated as if it belonged to another. In quantum physics a popular category mistake is the confusion of individual and statistical descriptions. A related category mistake occurs when one gives an ontic answer to an epistemic question, or an epistemic answer to an ontic question. The problem of the ontology of a scientific theory refers to the problem of the existence of the postulated entities. Ontological realism is the doctrine that at least part of nature is independent of human beings. An ontic description refers to the intrinsic properties of an individual object system, irrespective of whether we know them or not, and irrespective of observational arrangements. An epistemic description refers to our knowledge of the properties or modes of reactions of observed systems. Ontic descriptions reflect some "laws of nature", while epistemic descriptions summarize the results of observations and experiments.
As it is well known from classical mechanics, the mathematical formalism required for an individual description is different from the formalism required for a statistical description. A basic postulate for a statistical description is Mackey's axiom IX which calls for the commutativity of the operation of mixing with the time evolution.
3 This postulate implies the linearity of the dynamics of any statistical theory. Well-known examples are Koopman's Hilbertspace formalism (which rephrases the nonlinear Hamiltonian equations of motion of classical point mechanics in terms of linear equations of motion for classical statistical mechanics), the equivalence of nonlinear stochastic differential equations in the sense of Itô (which provide a stochastic individual description) with the linear Fokker-Planck equations (which give a statistical ensemble description). This connection suggests that the linear Schrödinger equation refers to a statistical description and that any suggested nonlinear generalization of the Schrödinger equation is inappropriate for a statistical description.
On the other hand, there are no arguments against a nonlinearity of the Schrödinger equation for an individual description. The linearity of the dynamics of statistical quantum mechanics has absolutely nothing to do with the quantum-mechanical superposition principle. The superposition principle just says that one can construct a completely new pure state from any two different pure states. Nonlinear equations for the dynamics of individual states do not violate any fundamental laws of quantum mechanics but can be derived from the interaction between quantum and classical systems.
The so-called "wave function collapse" is an example for a category mistake which confuses individual and statistical descriptions. In the individual description the time evolution transforms an individual state into an individual state, never into a mixture of individual states. If one refers to a collapse of a coherent superposition of individual states into a statistical mixture of individual states, one commits a category mistake. If we describe a measurement process statistically, we have to use linear equations of motion. The resulting final state describes a statistical ensemble, never a particular outcome. On the other hand, an individual description of the measuring process requires a nonlinear stochastic dynamics whose ensemble average results in a linear dynamics and corresponds to the usual equations of motion for the statistical state.
C*-algebraic description of individual systems
Among all the abstractions of classical science the idea of an isolated system is central. Yet, on the fundamental level there are no isolated system. Every physical system is interacting and entangled with the rest of the world which we call its environment. Long ago, Arthur Eddington stressed that "the environment must never be left out of consideration". 4 This implies that the evolution of any object system is not governed by intrinsic laws only. Since the environment of every material object includes the electromagnetic field, a proper discussion of finite open systems requires a theory which can handle infinite systems.
5
Ontic and epistemic descriptions have not only categorially different referents but they require also different mathematical tools. Ontic descriptions are intended to have quite universal validity and should give -as far as possible or reasonable -a context-independent description of the material world. On the other hand, every epistemic description depends on the observational context: it refers to empirical observations obtained via our cognitive apparatus or by instruments used by the experimentalist. Typical for epistemic descriptions are phenomenological Hamiltonians and phenomenological laws which depend on contextual parameters like relaxation times or diffusion constants.
Relative to a fixed universe of discourse a context-independent ontic description of an individual physical system can be given in terms of an abstract C*-algebra A.
6 A state of the system is represented by a positive linear func- 
If a system with the C*-algebra A is described by the state functional ρ, then the reduced state functional of a subsystem described by the C*-algebra B ⊂ A is given by the restriction ρ B of ρ to B,
As a rule, the restriction of a pure state functional is not pure. The fact that a system consisting of an object system and its environment may be in a pure state without the object system being in a pure state is a typical quantum phenomenon reflecting the nonseparability of quantum systems. A reduced quantum state functional allows the evaluation of all expectation values of the observables of the object system but gives no information about the holistic correlations between the object system and its environment. Nonpure states are usually called "mixed states" but we shall avoid this term since it is conceptually misleading. As a rule, nonpure quantum states cannot be interpreted as mixtures of individual states. A C*-algebra is a topological algebra with the extraordinary property that its topology (the so-called norm topology) is determined algebraically. Hence the topology of a C*-algebra is intrinsic and does not depend on any experimental 5 The uniqueness theorem by Stone (1930) and von Neumann (1931) implies that traditional quantum mechanics is valid only for systems with finitely many degrees of freedom. context. The chosen C*-algebra A characterizes the chosen universe of discourse.
Relative to this universe the context-independent intrinsic properties can be represented by the selfadjoint elements of the C*-algebra. They describe what is taken to be real independently of any observation.
Inequivalent epistemic descriptions
A most interesting feature of algebraic quantum mechanics is that it provides the mathematical tools for the construction of contextual descriptions. A new coarser, contextually selected topology can be introduced by picking out a particular reference state, given by a positive linear state functional ρ on the context-independent abstract C*-algebra A of intrinsic properties. The socalled GNS-construction (according to Gelfand, Naimark and Segal) allows the construction of a context-dependent Hilbert space H ρ and an associated faithful representation π ρ (A) of the C*-algebra A acting on H ρ .
7 The closure of π ρ (A) of the C*-algebra A in the weak topology of the algebra B(H ρ ) of all bounded operators acting on
, called the algebra of contextual properties.
8 Every W*-algebra is a C*-algebra, but not every C*-algebra is closed in the coarser W*-topology. The new contextual topology on A which is induced by the reference state functional ρ corresponds to the weak operator topology on B(H ρ ).
The σ-weak topology induced by the reference state functional ρ is of crucial importance for the representation of statistical states. It is a continuity requirement necessary for a continuous representation of the contingent initial conditions. While all state functionals of the basic C*-algebra A represent individual states, not all states on the C*-algebra A of intrinsic properties are admissible states for a contextual statistical description in terms of the W*-algebra M ρ of contextual properties. In analogy to the concept of additivity of a measure in classical probability theory a linear positive functional ϕ on a W*-algebra M ρ is said to be completely additive if it satisfies ϕ(∨F n ) = ϕ(F n ) for every set {F n } of pairwise orthogonal projections in M ρ , F n F m = 0 for n = m. In measure theory the additivity of a measure implies Lebesgue's monotone convergence theorem. In analogy, a linear positive functional ϕ is said to be normal For all mathematical questions we refer to Takesaki (1979) , chapter I, section 9.
8 A W*-algebra M is a C*-algebra which is the dual of some Banach space M * , called the predual of M, M = (M * ) * .
are epistemic states: they refer to our knowledge of the ontic state as it appears in the context-independent C*-formalism.
A contextual W*-algebra M ρ is strictly larger than the faithful representation π ρ (A) of the C*-algebra A of intrinsic properties. That is, all intrinsic properties appear also as contextual properties, but in addition there are new properties which are not intrinsic. The elements in the W*-algebra M ρ of contextual properties which are not in the faithful representation π ρ (A) of the C*-algebra A of intrinsic properties are called emergent properties. They represent properties which are novel in the sense that they are absent in the contextindependent C*-algebraic description. The emergence of novelty in contextual descriptions is a compelling consequence of algebraic quantum theory.
With the only exception of von Neumann's codification of traditional quantum mechanics (where the basic C*-algebra is the algebra of compact operators acting one a separable Hilbert space), there are always infinitely many physically inequivalent W*-representations of the underlying basic C*-algebra of intrinsic properties. Different inequivalent representations represent physically inequivalent contextual descriptions of one and the same C*-system. Even if the algebra A of intrinsic observables (hence also π ρ (A)) has no center, the contextually constructed W*-algebra M ρ usually has a large center
The center Z ρ is a commutative W*-algebra. It represents the classical part of the system. The center is said to be trivial if it consists of the multiples of the identity element only. A W*-algebra with a trivial center is called a factor. Nontrivial selfadjoint elements of the center are called classical observables.
They commute with all elements of the W*-algebra M ρ . Most classical observables are emergent -they are elements of Z ρ but not elements of π ρ (A). Such emergent classical observables (like temperature or order parameters describing phase transitions) are neither intrinsic observables nor are they functions of the intrinsic observables. Nevertheless, they are generated by the basic C*-algebra A of intrinsic observables together with a context which selects a particular representation. In the algebraic approach emergent properties are not postulated but derived from contextual conditions which are necessary to describe physical systems besides the natural law. Von Neumann's irreducibility postulate 9 -the assumption that all selfadjoint operators acting on the Hilbert space of state vectors are observables -implies that the center of the algebra of observables is trivial so that in the traditional formulation there are no classical observables. However, we know empirically that von Neumann's irreducibility postulate is not universally valid.
Disjoint states and classical mixtures
The central part of a quantum system allows an important classification of states. The support S ϕ of a normal state functional ϕ of a W*-algebra M ρ is 9 Neumann (1932).
defined as the smallest projection operator S ∈ M ρ such that ϕ(S) = 1. The central support C ϕ of a state functional ϕ is defined as the smallest projection operator C ∈ Z ρ (M ρ ) such that ϕ(C) = 1. With this definitions we get the following classification of state functionals on a W*-algebra M ρ with the center Z ρ (M ρ ):
• A state functional ϕ on the W*-algebra M ρ is pure if its support S ϕ is an atom.
• Two state functionals ϕ and ϕ are called orthogonal if their supports S ϕ and S ϕ are orthogonal, S ϕ S ϕ = 0.
• Two state functionals ϕ and ϕ are called disjoint if their central supports C ϕ and C ϕ are orthogonal, C ϕ C ϕ = 0.
• Two state functionals ϕ and ϕ are called classically equivalent if their central supports C ϕ and C ϕ are equal, C ϕ = C ϕ .
• A state functional ϕ which is dispersion-free with respect to every classical
Disjointness implies orthogonality, but only in commutative algebras orthogonality implies disjointness. Disjointness is a much stronger condition than orthogonality. Two pure states are disjoint if and only if there exists a classical observable such that the expectation values with respect to these states are different. Therefore, mutually disjoint states can be distinguished and classified in a classical manner. Every state functional can be decomposed uniquely into a sum or an integral of disjoint factor state functionals.
10 In classical theories the convex set of all state functionals is a simplex 11 so that every nonpure state can be decomposed uniquely into a mixture of pure states. Such a classical mixture allows an ignorance interpretation. In contrast to the classical case the convex set of state functionals of a nonclassical quantum system is not a simplex. A nonpure factor state functional allows infinitely many different decompositions into a convex sum of pure states. The nonpurity of factor states is always due to EinsteinPodolsky-Rosen correlations of the open system with its environment. It can never be interpreted as some kind of mixing.
If we think of a classical mixture of two components (like a mixture of water and alcohol), then we tacitly presuppose that we can distinguish operationally between the two components. That is, it must be possible to label every component of a proper mixture so that the components can be distinguished. Since such a label must be determinable together with any other property of the component, it has to be characterized by a value of a classical observable. Disjoint states are of crucial importance as final states in any processesnatural processes or measurement processes -which produce facts. The measurement problem is not, as often asserted, the problem how a pure statistical state can be transformed into a nonpure state, or how the density operator can become diagonal in a preferred basis. This is a trivial task -appropriate dynamical linear semigroups and their Hamiltonian dilations can describe such a decoherence mechanism. The same is true for the so-called "stochastic unraveling of dynamical semigroups of statistical descriptions": in the framework of traditional quantum mechanics there are always infinitely many stochastic differential equations for pure states which in the statistical average result in one and the same statistical dynamical semigroup. A proper statistical description of the measurement process requires a dynamics which transforms factor states into a classical mixture of disjoint factor states.
Classical observables and disjoint states exist only if the joint system consisting of the object and its environment has infinitely many degrees of freedom. However, a dynamical description of the emergence of new classical observables is not straightforward. A general result due to Klaus Hepp shows that automorphisms preserve the disjointness of states:
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If ϕ and ϕ are two disjoint state functionals on a C*-algebra and if α is an automorphism of this C*-algebra, then the transformed state functionals ϕ • α and ϕ • α are disjoint. This theorem is not at all surprising since an automorphism is a symmetry which transforms a description into a fully equivalent description. The fact that an automorphic time evolution on any C*-algebra cannot generate new disjoint states is not a "no-go theorem" for the possibility of a theoretical description of measurement-type processes. First, the postulate of an automorphic dynamics has no sound physical basis. It is not acceptable simply to postulate that the time evolution should be an automorphism -we have to derive the dynamics from the known interactions. It is true that the dynamics of group-theoretically defined elementary systems is usually automorphic, but this fact does not imply that the dynamics of interacting systems is automorphic. Many physically reasonable C*-algebraic systems without an automorphic dynamics are known. But since at present no general theory is available for nonautomorphic time evolutions, I confine myself to the simpler case of an automorphic dynamics.
For every measurement in engineering physics is asymptotic. In the following we will show that disjoint quantum states lead to singular decision problems which engineers reject as unrealistic idealizations.
Robustness of statistical decision procedures
To illustrate the measurement process from an engineering point of view, we consider the simplest statistical decision test as commonly used in experimental science.
14 Decision procedures use attributes of empirical observations to achieve a Boolean classification of facts. Since empirical data are invariably contaminated with noise, all experimental observations have to be considered to be subject to random variations. For a formal development of a statistical theory of classification it is irrelevant what is the cause of these random variations. They may be due to measurement errors, external noises, imperfect experimental procedures, or residual non-Boolean quantum effects. In the framework of statistical classification theory an observation is considered as a sample value x = X(ω) ∈ X, ω ∈ Ω , of a X-valued random element X, defined on a Kolmogorov probability space (Ω , Σ , µ). The random element X may be a real-valued random variable (X = R), a random vector (in the case of n independent real-valued observed values we have X = R n ), or a stochastic process (for example X = S ).
For the following it is sufficient to consider the special case of a binary decision. Assume that an experimenter knows that an observation x = X(ω) comes either from a distribution with the probability measure µ or from a distribution with the probability measure µ . A statistical test is a method to assign the observation to one of the two populations. The error of a statistical test is defined as the probability that the decision is false. Independently of how we perform this test, the minimal error probability is given by
The minimal error probability is not easy to evaluate, but it can be estimated with the aid of the Hellinger integral H(µ , µ ) ,
14 For a review of the application of statistical decision theory in engineering science compare for example chapters 18-23 in Middleton (1960) .
15 Rényi (1966) , Rényi (1967) . 16 Kraft (1955) , lemma 1, p.127. The so-called Hellinger integral has been introduced by Hellinger (1909) in his investigation of unitary invariants of selfadjoint operators. Compare also Hahn (1912) . In a statistical context these integrals have been introduced by Bhattacharyya (1943) . Later Kakutani (1948) stressed the fact that the Hellinger integral is an inner product. The Hellinger integral was again introduced by Matusita (1951) under the name "affinity".
Here µ is any dominating measure (for example µ = 1 2 µ + 1 2 µ ), so that both µ and µ are absolutely continuous with respect to µ. Since the convergence of the Hellinger integral to zero is equivalent to the convergence of the minimal error probability to zero, we can use the Hellinger integral H(µ , µ ) as a criterion for the "nearness" of the two probability measures µ and µ . The smaller the Hellinger integral, the easier is it to distinguish the two measures from each other. If the Hellinger integral vanishes, a perfect decision can be made with probability one. Such statistical tests are called singular. Singular binary decision problems are characterized by mutually singular probability measures. Only in the unrealistic case of infinitely many measurements or an infinitely long data acquisition period one can possibly get an error-free decision with H(µ , µ ) = 0. In engineering science one requires that the performance of statistical procedures is insensitive to small deviations of the actual situation from the idealized theoretical model. Such tests are called robust. Singular tests deteriorate seriously for small deviations from the nominal model. Since one never knows the underlying probability distribution accurately, singular tests are rejected by engineers as improperly posed.
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Disjoint states and singular decision problems
The Hellinger integral can be used as a physically meaningful measure of the approximate disjointness of quantum states. For simplicity we restrict our discussion to boson-type environments which can be described by Weyl systems. For finitely many degrees of freedom Weyl's canonical commutation relations are expressed in terms of unitary Weyl operators ζ → W (ζ) over the phase space C n . They fulfill the commutation relations
The symplectic form is defined by σ(ζ|ζ ) :
For infinitely many degrees of freedom, we have to proceed more carefully since the topology on the phase space C ∞ of Weyl's canonical commutation relations is not intrinsically defined. For the present setting a nuclear phase space is appropriate. We choose the Schwartz sequence space S and its topological dual S , defined by
17 Slepian (1958) , Root (1963) , Root (1964) , Root (1968) .
With the canonical bilinear form (ξ|ζ) := ∞ k=1 ξ * k ζ k (ζ ∈ S, ξ ∈ S ) that links S and S , the symplectic form is again given by σ(ζ|ζ ) := i (ζ|ζ ) − i (ζ |ζ), ζ, ζ ∈ S. Weyl's canonical commutation relations over the symplectic group S× S are given by
For infinite systems the phase space is no longer locally compact so that there exists no nontrivial translation-invariant measure. Yet, there are uncountably many inequivalent quasi-invariant measures. This fact implies that there exist uncountably many physically inequivalent representations of Weyl's canonical commutation relations so that the uniqueness theorem by Stone, von Neumann, Mackey and Loomis for systems with a locally compact phase space no longer holds. 18 The richness of inequivalent representations reflects the complexity of infinite systems which requires the use of the C*-algebraic approach with its distinction between intrinsic properties (described by the kinematical C*-algebra) and contextual properties (described by an appropriate W*-representation of the kinematical C*-algebra).
Every normal state functional ϕ on a W*-algebra M ρ generated by a W*-Weyl system ζ → W (ζ) is uniquely characterized by its state-generating func-
straightforward generalization of a theorem by Cushen and Hudson
19 says that the product of two state-generating functionals is the characteristic functional of some probability measure. Let ϕ be a normal state functional and let ρ be a normal reference state functional with the state-generating functionals G ϕ and G ρ , respectively. Then we call the probability measure µ ϕ associated with the characteristic functional ζ → G ϕ (ζ) G ρ (ζ) the Husimi measure accompanying the state functional ϕ. It is defined on the measurable space (S , Σ S ), where Σ S is the minimal σ-field containing all cylinder sets in the dual S of the Schwartz sequence space S. Minlos' theorem 20 allows a characterization of this probability measure via a symplectic Fourier transform
In the traditional irreducible Hilbert-space representation and the special case of a single degree of freedom the Radon-Nikodým derivative h ϕ of µ ϕ with respect to the Lebesgue measure has been introduced by Husimi 21 as the expectation value of the density operator D ϕ with respect to pure coherent states, h ϕ (z) = z|D ϕ |z . Here, the state vector |z is defined by 18 Stone (1930), Neumann (1931) . The generalization of this uniqueness theorem to locally compact groups is due to Mackey (1949) and Loomis (1952) . Compare also the discussion by Hegerfeldt & Melsheimer (1969) .
19 Cushen & Hudson (1971 ), proposition 5, p.464. 20 Minlos (1959 . Compare also the review by Hida (1980) , chapter 3. 21 Husimi (1940), p.278. z|W (ζ)|z = exp (−|ζ| 2 + z * ζ − z ζ * ), z, ζ ∈ C. In this case the reference state is the ground state of the harmonic oscillator with the state-generating function ζ → exp (−|ζ| 2 ). The Husimi function z → h ϕ (z) has the remarkable property that it is strictly positive, h ϕ (z) > 0 for every z ∈ C.
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The positivity properties of Husimi functions can be used to discuss the exact or approximate disjointness of normal state functionals. Consider two normal factor state functionals ϕ, φ ∈ (M ρ ) * and their associated positive Husimi measures µ ϕ and µ ψ on the measurable space (S , Σ S ). With respect to a dominating measure µ (for example µ = 
A simple example
At this stage it is helpful to give a simple example. We consider a two-level quantum system which is linearly coupled to an environment consisting of many bosons. We use a Hamiltonian formulation and assume that the joint system "object system & environment" is a purely quantum-mechanical system, characterized by an algebra of observables with a trivial center. The object system is taken to be a two-level quantum system while the environment is modeled by many harmonic oscillators. The object system is assumed to be linearly coupled to the environment so that the Hamiltonian H of the joint system is given by
with the real-valued frequencies ω, ω k , λ k . The boson operators a 1 , a 2 , a 3 , . . .
The Pauli operator σ:= (σ 1 , σ 2 , σ 3 ) is characterized by σ = i σ × σ and σ 2 = 1. This model is explicitly solvable for any number of the environmental degrees of freedom. Despite of its triviality, it is useful to demonstrate in a transparent way the emergence of classical observables and asymptotically disjoint quantum states.
The nature of the interaction between the object system and its environment is to a large extent determined by the so called memory function
The memory function is realvalued and independent of the state of the system. We choose the parameters in the Hamiltonian in such a way that in the limit of infinitely many bosons we have K(0) < ∞, so that the Hamiltonian is bounded from below. In this case the function t → K(t) is a characteristic function, hence the Fourier-Stieltjes transform (λ) . If the environment has only finitely many degrees of freedom, then the distribution function λ →K(λ) is necessarily discrete, so that the object system cannot exhibit a genuine relaxation behavior. To avoid unnecessary difficulties, we will choose a memory function without a discrete and without a singular part. In this case the distribution function is absolutely continuous and has a nonnegative derivative λ →k(λ) := dK(λ)/dλ almost everywhere.
The emergence of asymptotically disjoint states and of induced superselection sectors depends in a crucial way on the low frequency behavior of the distribution density λ →k(λ). For the power lawk(λ) ∼ λ ν for λ → 0 one distinguishes between ohmic, subohmic an superohmic interactions: > 0 for every ν > −1 .
That is, in the high temperature limit the expectation values of σ + (t) and σ − (t) vanish asymptotically already for ν ≤ 1. Also, the off-diagonal elements of the reduced density operators (in the eigenbasis of σ 3 ) of the object system go to zero for t → ∞ more rapidly than in the pure-state case. Yet, for any value of ν the Hellinger integral reaches asymptotically a nonvanishing constant so that the two epistemic states associated with the eigenstates of σ + and σ − are never asymptotically disjoint. This example shows that the asymptotic behavior of the reduced density operator of the object system says nothing about a possible decoherence in the sense of an exact or asymptotic disjointness.
The qualitatively different behavior of the individual description (with a pure environmental initial state) and a statistical description (with a nonpure β-KMS initial state) can be interpreted as a signal-to-noise problem. The purestate description corresponds to a detection problem of a noise-free signal while the epistemic description parallels the detection of a deterministic signal in the presence of noise. The condition β > 0 guarantees that the test is nonsingular, hence robust.
It is straightforward to prove that the epistemic quantum-mechanical expectation value m ± β (t) is the same as the stochastic mean value Ω m ± ∞ (t|ω) dµ β (ω) of the single-system quantum-mechanical expectation value m ± ∞ (t|ω) of σ ± (t|ω) with respect to the pure ground-state functional ϕ. Here t → σ ± (t|ω)} is the solution of Heisenberg's equation of motion with the time-dependent Hamiltonian H(t|ω) = H + 1 2~ω σ 3 g β (t|ω), where the classical input force t → g β (t|ω) is a tracjectory of a zero-mean Gaussian stochastic process with the covariance 2τ −1 β ∞ 0 cos(λt)k(λ) dλ. This input force function corresponds to fractional noise with the low-frequency power spectrum |λ| ν . For ohmic interactions (ν = 0) the input force g β corresponds to a white noise process. For superohmic interaction (ν > 0) the stochastic process g β is a fractional derivative of white noise while for subohmic interactions (ν < 0) g β is a fractional integral of white noise. 
