On the efficiency of user identification: a system-based approach by Apostolos Malatras et al.
Int. J. Inf. Secur.
DOI 10.1007/s10207-016-0340-2
REGULAR CONTRIBUTION
On the efficiency of user identification: a system-based approach
Apostolos Malatras1 · Dimitris Geneiatakis2 · Ioannis Vakalis1
© The Author(s) 2016. This article is published with open access at Springerlink.com
Abstract In the Internet era, users’ fundamental privacy and
anonymity rights have received significant research and reg-
ulatory attention. This is not only a result of the exponential
growth of data that users generate when accomplishing their
daily task by means of computing devices with advanced
capabilities, but also because of inherent data properties that
allow them to be linked with a real or soft identity. Service
providers exploit these facts for user monitoring and identi-
fication, albeit impacting users’ anonymity, based mainly on
personal identifiable information or on sensors that generate
unique data to provide personalized services. In this paper,
we report on the feasibility of user identification using gen-
eral system features like memory, CPU and network data, as
provided by the underlying operating system. We provide
a general framework based on supervised machine learn-
ing algorithms both for distinguishing users and informing
them about their anonymity exposure. We conduct a series
of experiments to collect trial datasets for users’ engage-
ment on a shared computing platform. We evaluate various
well-known classifiers in terms of their effectiveness in dis-
tinguishing users, and we perform a sensitivity analysis of
their configuration setup to discover optimal settings under
diverse conditions. Furthermore, we examine the bounds of
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sampling data to eliminate the chances of user identification
and thus promote anonymity. Overall results show that under
certain configurations users’ anonymity can be preserved,
while in other cases users’ identification can be inferred with
high accuracy, without relying on personal identifiable infor-
mation.
Keywords User identification · Anonymity ·
Machine learning
1 Introduction
The proliferation of online applications and services avail-
able to the end users combined with their continuous,
high-frequency usage have lead to an explosion in the amount
of data generated by the users that are subject to monitoring
and recording. This ever- increasing amount of highly granu-
lar data that refer to personal and private user activities poses
a great risk to user privacy since it can be exploited to poten-
tially reveal their activities and threaten their anonymity.
Various research works [1–3] determine the basic threats
against users’ privacy and anonymity, when accessing elec-
tronic services. However, not only personal identifiable
information (PII) such as IP, e-mail addresses and cook-
ies [4] can be used to monitor and identify a user, but also
information produced by general system elements and sen-
sors e.g., browser fonts, GPS and accelerometer, as reported
in [5–7]. For instance, GPS sensors generate unique data
that can be easily exploited for user identification [8]. Even
inconspicuous sensors’ data such as those coming from
accelerometers and magnetometers can be exploited to dis-
tinguish users [7,9,10] using machine learning techniques.
Additionally, other approaches operate on users’ microdata
to perform user identification [11].
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Such techniques might not be suitable for user identi-
fication on devices lacking specific sensors as the afore-
mentioned ones. Conversely, existing approaches do not
distinguish users based on system inherent features, while
additionally the identification of users who share computa-
tional resources, e.g., PC, phone, with others has hitherto
received minimal attention. Analyzing such data to extract
useful patterns and accordingly using them to identify dis-
tinct users sharing a PC or a mobile phone based on their
usage behavior might threaten their anonymity on the one
side, while orthogonally on the other side it can be used in the
fight against identity theft. In this direction, our goal is dual
in providing facilities to distinguish users using computing
systems by means of monitored general system properties,
as well as in protecting their anonymity.
We postulate that it is feasible to develop frameworks
based onmachine learning techniques that would allow com-
puting systems of inferring who is using them by making
use of general system properties such as utilization of mem-
ory, CPU and network stats. This is because all the existing
computational systems have these features available as they
hold a CPU unit, memory and network connection. We aim
to deliver tools indicating to users that during their activ-
ity on a computing device, utilization patterns can lead to
their identification and consequently exposing their online
anonymity. In addition, we examine complementary aspects
of using such tools to provide userswith a continuous authen-
tication service allowing them to be constantly authenticated
based on their computational patterns, instead of relying only
on other forms of credentials i.e., username and password.
Thus we are moving in the direction of enhancing users’
identity protection when acting online.
We report here on the feasibility and efficiency of user
identification relying on non-PII system features. Accord-
ingly, we employed a real-time monitor to collect memory,
CPU and network stats in regard to specific users. By
applying well-established data processing and classification
techniques, we study the effectiveness of supervisedmachine
learning classifiers to identify and distinguish the monitored
users. Relevant results are extremely promising and show
that users can be identified with accuracy of up to 98 %
depending on the employed algorithm. To the best of our
knowledge, this is the first work focus on the effectiveness
of users identification that relies on non-PII. Moreover, we
study through a sensitivity analysis the effect of various para-
meters on the efficiency of the classification process. In this
way, we acquire a set of indicators that can be utilized to
protect user anonymity (e.g., by reducing the sampling rate
of the monitoring process) or constitute user authentication
more stringent (e.g., require higher accuracy rates).
The main contributions of this work can be summarized
in the following:
(a) We introduce an approach for user identification using
non-PII. Results show that we can achieve high accuracy,
in particular when we rely on memory datasets.
(b) This is the first work that reports on the effectiveness of
users identification that relies on non-PII. The detailed
analysis of results also yielded a set of novel indicators as
to the configuration settings for users’ continuous authen-
tication and anonymity.
(c) Our solution’s software as well as the experimental
dataset is freely available.1 This way, we not only facili-
tate possible extensions of this work, but also encourage
other researchers to validate and contribute to our results.
The rest of the paper is structured as follows. In Sects. 2
and 3, we briefly describe the problem space of our work
and the related work, respectively. In Sect. 4, we introduce
our proposed framework architecture for user identification.
In Sect. 5, we discuss the details of the machine learning
process we undertook to conduct our experiments. In Sect. 6,
we assess our approach in terms of accuracy, while addition-
ally we report on the sensitivity analysis of all considered
parameters. In Sect. 7, we present a discussion on the exper-
imental results and discuss the optimal uses of our approach.
Finally, we conclude our work presenting also some pointers
for future work in Sect. 8.
2 Problem statement and motivation
The goal of this work is to establish a framework for user
identification based on the monitoring of system proper-
ties and characteristics e.g., memory and CPU. Moreover,
as such, this type of data not considered as being “personal”
might be mistakenly assumed that it does not threaten users’
anonymity. Note that as anonymity is the state of being not
identifiable within a set of subjects, the anonymity set [12],
it is really important to define also the bounds of system-
based features required to be collected in order to guarantee
end users’ anonymity in a systematic way. To the best of our
knowledge, none of the existingworks in the related literature
have hitherto pursued this area of study.
Identifying users based on non-PII information is a much
more challenging task compared to using traditional PII. This
is because PII refers to personally identifiable information
and is tightly linked to the identity of a person. It can be
as simple as the passport number of a person or IP address
of a user’s device, but also combinations of other informa-
tion. Non-PII on the other hand is the information that at first
glance does not yield any hint on the identity of a person. At
this point, we should mention that even though information
such as heartbeat can be used in biometric-based authenti-
cation systems [13] and user monitoring as well, it requires
1 https://github.com/dgeneiatakis/user-identification/.
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the adoption of specific devices and users’ explicit consent.
Furthermore, such type of information is sensitive from its
nature.
General system properties as the ones that we have con-
sidered in this paper cannot be easily and in a straightforward
manner traced back to a user’s identity. First, using non-PII
involves the processing of significant amounts of data and
is not as straightforward as using PII data. Second, it would
require somepiece of PII to be able to actually have exact user
identification.Conversely,what non-PII information yields is
the generic identity of a user, e.g., user A instead of JohnDoe,
and it is this privacy-friendly approach that supports our con-
tinuous user identification goal via the proposed framework.
Such a framework can have a wide applicability and pro-
mote users’ security, and orthogonally, their anonymity in
the direction of the following aspects:
(a) Enforcing user re-authentication when behavior out of
the ordinary is detected.
(b) Inform end users about their anonymity exposure over
time.
(c) Provide a tool to end users to control information that
might affect their anonymity.
The motivation behind the use of such system properties
lies in the fact that they are always available and they reflect
the activity of every person using a computing device, tak-
ing also in consideration the always online status of users
in Internet era. This constant availability of information can
therefore be utilized to support continuous authentication in
a privacy-friendlymanner, and building on this, it can accord-
ingly serve the aforementioned aspects.
The aforementioned aspects are in most of the cases com-
plementary to each other. For example, user authentication
might be reinforcedwhen the normal pattern of users’ behav-
ior is not observed, thus implying that another identity is
interacting with the monitored system. In parallel, users
might be informed that their behavior is subject to loss of
anonymity and accordingly to propose ways to to protect it.
Such an approach is followed by the PrivateEye,2 software to
automatically protect users’ privacy by relying on a webcam
and attention sensing technology. In this respect, adversaries
cannot “eavesdrop” on personal data by furtively looking in
one’s monitor.
Furthermore, another potential use of such an approach
involves the case of multiple users sharing a PC e.g., in an
Internet cafe, an airport and a company laptop. Under these
conditions, a scenario might require the need to distinguish
between users, as illustrated in Fig. 1, who were operating on
the commonPC in order to facilitate, for example, some crim-
inal investigations, i.e., due to illegal activities. Therefore,
2 http://www.privateeyesoftware.com, accessed December 2014.
Fig. 1 An example of resource sharing among different users over time
information stemming from system monitoring that could
serve to identify distinct users can be construed—subject to
necessary processing—as digital forensics evidence in secu-
rity operations.
3 Related work
The work presented in this paper aims to address whether
it is possible to identify or alternatively profile a user by
monitoring general-purpose system’s elements such as CPU,
memory and networking. Whereas we could identify various
research areas that are related to our current work such as
malware detection throughmonitoring systems features [14–
17], we review here only the approaches focusing on user
identification in the direction of developing a set of distinct
signatures or signals to identify a user.
3.1 Web browsing
Yang et al. [18] build a profile model for user identifica-
tion based on users’ web browsing behavior patterns. In
this respect, users’ activities are monitored to extract the
strongest indicators that can be used to develop a profile.
According to the presented results, the proposed approach
performs more efficiently, compared to decision trees and
support vector machine classifiers. Herrmann et al. [19] pro-
posed to observe over a period of timeweb user activities and
to rely onMultinomial NaiveBayes classifiers to identify dif-
ferent users. In an alternative approach, Xu et al. [20]monitor
users HTTP requests building a model of their mouse clicks
based on Hidden Semi-Markov model, hence achieving an
accuracy of 93 %.
Melnikov et al. [21] introduce the notion of cybermetric—
as the sequencing of the performing steps at each new brows-
ing session—for user identification through the analysis of
network flows. Kapusta et al. [22] focus on time value
estimation that should be computed for user identification
approaches that rely on time threshold techniques [23]. In
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the same direction, Yang et al. [24] quantify the amount of
data, in terms of web sessions, required to achieve better
results on user identification.
3.2 Computer resource monitoring
CPU, memory and other performance counters are funda-
mental mechanisms used to monitor the current status of a
computing device. Such a monitoring also has the advan-
tage that it can be conducted in real time dynamically, and
therefore, it allows for reactive decision making in response
to certain actions and in order to accomplish various tasks.
In the previous discussion on the use of web browsing tech-
niques, we reported on monitoring users’ web activities with
the objective to investigate to what extent the collected infor-
mation canbe utilized for identification of the user andhis/her
activities. Conversely, Abrahao et al. [25] study applica-
tions’ workload characteristics to enable an efficient resource
management to the provided applications. Along the same
lines, Gong et al. [26] introduce a framework based on
fast Fourier tranform (FFT) [27] and dynamic time warping
(DTW) [28] to predict resource usage on cloud computing
platforms. Moreover, Zhang et al. [29] develop a method-
ology to improve scheduling and overall performance in
heterogeneous computing. This approach uses the principal
component analysis (PCA) and the k-nearest neighbor (k-
NN) classifier to characterize applications’ monitoring char-
acteristics such as CPU-intensive, I/O and paging-intensive
and network-intensive. The experimental results, for a set of
three benchmark applications, demonstrate that the acquired
application class information improves the overall schedul-
ing decisions and system throughput.
3.3 Phone sensors and touch screens
User identification using system properties has found great
applicability on smartphones and mobile devices due to
the abundance of sensors that they are carrying and the
need for innovative continuous authentication techniques.
Accordingly, Feng et al. [14] introduce a user identifica-
tion framework on android devices based on user’s gestures
that can be used to trigger user’s authentication when a
high deviation from normal behavior has been detected. A
detailed evaluation of this scheme in the case of uncon-
trolled environments showed that the proposed framework’s
accuracy reaches levels of up to 90 %. Shi et al. [7] rely
on users’ gesture patterns using, however, an n-gram [30]
model. In this case, an accuracy of 75 % is achieved. In
addition, Blaica et al. [31] focus on user identification on
multitouch displays with the ability to detect five or more
touchpoints. The authors assess well-known classifiers and
report results on achieving accuracy between 92 and 96 %.
Zahid et al. [32] propose a user identification scheme based
on keystroke information ofmobile devices. In this approach,
an accuracy of 98 % is reported. Weiss et al. [9] collect data
from the mobile phone’s accelerometer for user identifica-
tion using supervised machine learning classifiers. A similar
approach is followed by [10] taking into account the fact that
user movements as recorded by the accelerometer sensor are
inherently unique. Pan et al. [33] introduce amethod to utilize
a camera sensor to provide a more secure identification for
mobile users. Specifically, the proposed solution extracts and
analyzes geometrical features from a human hand to identify
a user. In the latter solution, authors achieve accuracy up to
94 %. Mock et al. [34] rely on grayscale images retrieved
from the touch screen. Authors uses multi-class support vec-
tor machine learning algorithms and manages to achieve an
accuracy of 97 %.
Based on the aforementioned review of related research
works, we assert that there is a need to establish efficient,
privacy-friendly user identification techniques that do not
utilize personal identifiable information. Thorough inves-
tigation on the bounds of such techniques should also be
conducted in order to effectively identify users or inversely
inform them on their anonymity exposure levels. These
motivations form the foundation of our proposed work as
discussed in the following.
4 System architecture
We designed a functional architecture as illustrated in Fig. 2
based on which we proceeded in its development to facil-
itate experimental evaluation on the one hand and validate
the realistic deployment of our proposed system on the other
hand. Users interact with computing devices and conduct
their regular activities. With the use of the services provided
by the SIGAR API,3 we are able to record the values of
certain computing properties, e.g., CPU, memory, network,
and monitor their variation as a result of these activities. The
architecture is consisted of three main elements, namely the
Feature Monitor, the Information Manager and the Classifi-
cation Manager.
Specifically, the Feature Monitor is responsible for col-
lecting the low-level data from the monitored computer
platform. Because the collected data have different formats
and monitoring requirements, e.g., collection frequency and
granularity, we devised dedicated handlers for each feature
type, i.e., CPU, network and memory. Each of them has a
listener set to the corresponding SIGAR service, thus con-
stantly acquiring data on the computing property it refers to.
The Data Wrapper is a subcomponent of the Feature Moni-
tor that collects data from the dedicated handlers and formats
them in a unified way by removing excess information and
3 http://www.hyperic.com/.
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Fig. 2 Functional architecture for user identification system
unnecessary verboseness. It also provides interfaces for other
elements of our architecture to query for and access the mon-
itored data.
The functionality of the Information Manager mainly
reflects the preprocessing step inmachine learning classifica-
tion. The raw data coming from the Data Handler cannot be
used as such to identify individual users. This is (a) because
the rawdata represent values that are bound to the local device
semantics, and (b) due to the large scale of the collected
data. Accordingly, the Data Preprocessor preprocesses the
collected data prior to feeding it to the Classification Man-
ager. The aim of this step is to cleanse the collected dataset,
to remove outliers, erroneous entries and prepare the data
for the Feature Extractor which extracts the corresponding
statistical features.
In addition, the Data Preprocessor also applies a win-
dowing technique to extract groups of data that could expose
repetitive activities or taskswith common characteristics. It is
not realistic to assume that machine learning techniques will
infer something useful about the data if we are to consider
every single collected instance. On one side, the windowing
process is used to reduce the size of the collected dataset and
on the other side to allow machine learning techniques to
be applied on subsets of data that might yield representative
information about users’ activities. The window instances
are passed, as well, on to the Feature Extractor that employs
time- and frequency-domain processing on the datasets to
extract the appropriate features. The latter constitute pos-
sible PII for users and are stored in the Information Store
repository. It should be noted that this information lies at the
core of user identification.
The Classification Manager is where the core of our user
identification process takes place. It utilizes the preprocessed
features stored in the Information Store and retrofits the clas-
sificationprocess—meaning themachine learning classifiers.
Assuming the training phase of the classification process
has been completed, the different available classifiers will
have been subject to a thorough sensitivity analysis to estab-
lish their suitability in handling and processing a variety of
collected data. It is evident that there cannot be universal
parameter settings for each classifier over all the collected
data. The Algorithm Optimizer selects the most appropriate
classifier according to the types of collected data and applies
the optimal set of configuration parameter as a result of the
aforementioned analysis. The optimized data are forwarded
to the Inference Engine component that is responsible to dis-
tinguish users’ entities, at a specific time window, with a
certain confidence level—meaning that it infers which user
is active on the computing platform at a given time.
The Algorithm Optimizer has the additional functional-
ity of continuously updating the classifiers in order for them
to adapt to the new data generated by users. As mentioned
before, the prototype version of our framework involves a
sole training phase. However, this approach does not take
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into account potential variations in users’ patterns over the
course of time. For this reason and in order to fully satisfy
our goal for continuous authentication, we plan to extend the
framework to incorporate a constant training phase, namely
to allow the framework to continue learning about users’ pat-
terns of behavior while operating. This reactive mechanism
will augment the framework in providing an evolving, adap-
tive user identification process.
5 User identification approach
We describe in the following the methodology that we have
adopted to realize our proposed used identification approach,
which is based onmachine learning techniques. Accordingly,
we also discuss feature extraction techniques and the classi-
fication algorithms that we have considered, along with the
configuration of the experiments that we undertook to vali-
date the performance of our approach.
5.1 Methodology
To identify distinct users of any computation device (e.g., PC,
mobile phone) based on their behavior and usage patterns, we
analyze monitored data regarding computational properties
of the device that is being used. The methodology that we
have employed to do so is illustrated in Fig. 3. It involves a
typical machine learning three-step iterative process, namely
data collection, processing and classification for both training
and test phases.
Briefly, during the training phase, the classifier is fed
with sample data to train it in order to be able to charac-
terize unclassified (test) data at the test phase. This is an
iterative approach in which classifier’s accuracy is evaluated
against the ground truth, while additional modifications and
parameters reconfigurations might be needed based on the
irregularities between training and test data. Moreover, the
process could be repetitive in order to take into account new
data regarding users and utilize them to optimize and adapt
the classification process toward continuous authentication.
It should be noted that while for our experimental analy-
sis we used the same PC for all users, our approach is not
limited by this factor. Our work relies on general system-
based properties such as those related to memory, CPU, TCP
MIBandnetwork statisticswithout considering anyhardware
or operating system-specific feature. Evidently, such system
Fig. 3 Methodological approach for user identification
properties/attributes are not subjected to be dependent on the
particular PC used since they do not refer to fixed values, but
instead on values that are relative to the system’s operation
such as the number of TCP connections and used memory.
Data Collection is performed in our system with the use
of the services provided by the SIGAR API. There is a great
number of system properties that can be monitored, not all of
which, however, are useful for pattern recognition since they
do not exhibit any characteristic variation. We performed a
thorough analysis of all properties that can be observed by
SIGARand pruned the observed dataset to include only those
ones that entail noteworthy variability such as CPU, memory
and network-related information.
DataProcessing tasks involvedata validation, the removal
of outliers from the original dataset, data annotation for clas-
sification purposes (this applies only to training data, since
the classifier will predict the class of the test data) and the
extraction of the features. In terms of data validation, prior
to their processing we apply two types of validation, namely
data type validation in which each of themonitored attributes
is expected to return a value with a particular data type
and constraint validation meaning that minimum and max-
imum values are checked to ensure that only valid values
are recorded. Moreover, we apply a data filtering method to
ensure that no empty values are recorded, due to error in the
monitoring process or for other reasons. In addition, raw data
have usually very fine granularity and it is difficult therefore
to discern statistical properties on them. Therefore, it needs
to be processed in order to extract statistical features over
time and frequency domains.
Data Classification refers to the application of classifi-
cation algorithms on the processed data in order to infer
to which class they belong to, namely to which user they
refer to. Each classifier has a set of configuration parameters
and a sensitivity analysis of each of them, and their influ-
ence on the accuracy of the classifier needs to be performed.
This is required in order to conclude on the most appropri-
ate classifier for the considered experiments settings. Having
decided on the optimal classifier, it needs to be applied on
the collected test data (a posteriori or at runtime depend-
ing on the experimental settings). The classifier will be used
to identify the class to which each of the test data belong
(namely which user was actively using the monitored com-
puter), and it decides upon that based on the similarity and
patternmatches of the test data features with the training data
features.
5.2 Feature extraction
The original training dataset is a high-frequency dataset, and
this constitutes a problem when its processing is concerned.
Moreover, the sampling frequency is too high for individual
samples to exhibit any interesting properties, especially in
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regard to user identification, since one cannot realistically
expect that it would be feasible to identify a distinct user
working on a machine subject to a mere snapshot of that
machine’s operation. To alleviate such concerns, we initially
apply a slidingwindowschemewith 50%overlap on the orig-
inal dataset to create logical instances. This way we do not
only reduce the problem space, but we also assist in grouping
similar samples.
Subsequently, the feature extraction process is performed
over different datawindows sizes to further reduce scalability
issues, aswell as to provide useful qualitative andquantitative
semantics information related to their statistical properties. In
this work, we have considered time- and frequency-domain
features. The latter necessitated that we first apply a Fast
Fourier Transform (FFT) over the windows’ data and then
calculate the corresponding features. data windows
We calculate the following time-domain features: (a)
mean, (b) geometric mean, (c) median, (d) minimum, (e)
maximum, (f) variance, (g) standard deviation and (h) root-
mean-square, for each of the data windows.We also consider
computing pairwise, for all parameters, the values for covari-
ance and Pearson’s correlation. For the frequency-domain
features, we calculated the (a) mean, (b) the dominant com-
ponent (DC), (c) median, (d) minimum, (e) maximum and
(f) the spectral energy.
5.3 Classifiers
There is a great variety of machine learning classifiers,
each one with distinct features and properties that affect its
behavior. We do not go into details about machine learn-
ing classifiers, and we nonetheless refer the interested reader
to relevant state-of-the-art reviews such as [35,36]. In this
work, we considered the following well-known classifiers,4
namely machine learning classification algorithms, to apply
in the extracted dataset:
J48 It is a C4.5 decision tree classifier with a variety of con-
figuration parameters, such as whether to use binary splits
on nominal attributes when building the trees, the confidence
factor used for pruning and theminimumnumber of instances
per leaf to mention a few [37].
Decision Table (DT) It has a default rule that maps an
unidentified instance to the majority class based on an eval-
uation metric, which is used to assess the performance of
attribute combinations used in the decision table, i.e., accu-
racy, root-mean-square error, area under ROC and mean
absolute error [38].
Bayes Networks (BN) It is based on Bayes Network learning
and utilizes a variety of quality measures and search algo-
rithms such as genetic search, simulated annealing and hill
climber [39].
4 The selection being made to accommodate classifier diversity.
Support Vector Machine (SVM) It is based on supervised
learning techniques and classifies training data instances into
twopossible output classes; it is therefore a non-probabilistic,
binary and linear classifier [40].
Sequential Minimal Optimization (SMO) SMO is used to
train an SVM in a simplified manner and address the opti-
mization problem present in training SVMs using traditional
techniques [41].
k-NN It is an instance-based learning algorithm, namely it
compares newproblem instanceswith instances seen in train-
ing. The number k indicates how many “close by” instances
in the training should be used, which have been stored in
memory [42].
Multilayer Perceptron neural network (MLP) It is based on a
neural network that is using supervised learning techniques
and a back-propagation algorithm to assign instances to the
appropriate classes [43].
5.4 Experimental configuration
To study the efficiency of the aforementioned classifiers in
regard to user identification when we rely on general system
resources, we experimented with four users sharing the same
PC for three sessions of 1 h each, using the schema illustrated
in Fig. 1. Moreover, for the purposes of our experiments,
we deployed an application based on the SIGAR API, as
mentioned previously, to audit specific system properties.
In particular, we monitor the following system properties,
which are the attributes of the considered datasets:
(a) CPU total system kernel, user and input/output wait
times, as well as total time CPU is servicing softirqs.
(b) Total system’s free and used memory, actual system free
and used memory, as well as percentage of total free and
used system memory.
(c) TCP active and current established connections, the total
number of data segments received, sent and retrans-
mitted, the number of established connection resets, as
provided through the TCP MIB service.
(d) Additional network statistics such as total outbound traf-
fic, TCP outbound traffic and the number of connections
in TCP close–wait, established and listen status.
Accordingly, because of the nature of the collected
attributes, it is evident that the datasets are comprised of inte-
ger values. Moreover, the majority of the collected attributes
in the datasets are cumulative, namely their value grows over
time with respect to the monitored system property. Statisti-
cal properties of certain attributes exhibit particular interest.
For example, the percentage of total used memory for all
users has a mean of 32.2413 and a standard deviation of
10.4989, thereby illustrating noteworthy variability. It should
be noted that this variability is due to the different way users
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are interacting with the computer, since for a single user in
our experiments the standard deviation was as low as 2.9541
with a mean of 19.4678. The same attribute has a low posi-
tive skewness value of 0.1534 and a kurtosis value of -0.9208
indicating a rather flat distribution.
While it would have been possible to monitor a greater
variety of system properties and after careful examination
of data characteristics, we opted to discard certain properties
since they do not exhibit any type of variation and can lead to
data leakages [44,45] and therefore influence the results. Sys-
tem properties that were not considered in our work include:
(a) The total system CPU idle, involuntary wait and nice
time, the total system CPU time spent in servicing inter-
rupts.
(b) The total system RAM.
(c) The number of connection attempt that led to failure,
passively opened TCP connections and the total number
of segments received in error in the TCP MIB.
(d) Network statistics in regard to the number of all inbound
connections, TCP bound connections and TCP con-
nections in one of the CLOSE, CLOSING, IDLE or
LAST_ACK state.
During each session, users were instructed to conduct
activities as per their normal, daily usage.We study the influ-
ence that different parameters such as window size, sampling
rate and the number of users have on the classifiers’ accuracy.
For all of our tests, we rely on the same amount of overlap
i.e., 50% between instances. For each of the previously men-
tioned system properties, we compute a series of statistical
features, as discussed in Sect. 5.2 over the instances compris-
ing each data window to be used for classification purposes.
Weneed nonetheless to underline that a sensitivity analysis of
all these parameters has been conducted to account for their
influence on the performance of the algorithms and relevant
results are presented in the following.
For classification and testing purposes, we used the Weka
[46] open-source toolkit that supports a rich set of machine
learning classifiers and can be easily integrated in other pro-
grams. Relevant results from our experimental evaluation are
reported in the Sect. 6. Note that missing bars in graphs indi-
cate the inability of certain classifiers to be applied on the
corresponding dataset due to the properties and features of
the latter.
6 Experimental results
To test the accuracy and efficiency of the classifiers presented
in the previous section, we performed a comparative analysis
of different configurations and applied them on the diverse
monitored datasets. There are two aspects to validate with
regard to our work, namely the validity of (a) the collected
datasets, and (b) the classification model and process itself.
As far as the first aspect is concerned, we rely on the
well-established and highly used SIGARAPI to monitor and
collect system properties. Thus, we assume that the SIGAR
API works according to its specifications, and therefore,
accurate and valid data is being collected. To further promote
validity of the collected data, we employed data type and con-
straint validation check, as already discussed in Sect. 5.1.
To ensure the validity of our experimental classifica-
tion process and the corresponding results, we used cross-
validation with tenfolds for reducing variability as well.
Moreover, we executed each experiment for ten iterations
to exclude statistical bias, while to evaluate the accuracy
of the classifiers we split the monitored data into a train-
ing set (66 %) and a test one (33 %), as it is regarded the
standard method even for the cases when “limited” data are
available [36]. To gain a level of statistical confidence in the
presented results, we applied the statistical hypothesis test
Students’ T test with a requested confidence of 0.05. This
indicates a statistical difference threshold when performing
pairwise comparison between schemes. All figures present
standard deviation values for completeness.
6.1 Overall performance
We examine classifiers overall performance considering data
coming from CPU, memory, TCP MIB and network statis-
tics individually and collectively, with a window size of 256,
overlap of 50 % and a sampling rate of 1ms. In general, as
Fig. 4 presents, classifiers can achieve high accuracy almost
up to 95 % depending on the classifier and the dataset. Note
that similar to any other identification solution, our solution
in our approach is prone to false identifications; neverthe-
less, depending on systems’ requirements, there is always a



















Fig. 4 Accuracy of classifiers using all features collectively
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More specifically, we can observe very satisfactory results
that reach up to 92.53 % for the 5-NN algorithm when
all computational properties are collectively considered. It
is interesting to note that when considering computational
properties in a standalone manner, k-NN classifiers have a
very low accuracy, whereas when all features are combined
and used for classification, the accuracy levels climb to val-
ues above 90%.This indicates potential correlations between
data referring to diverse computational properties that can act
as identifiable patterns for users.
Conversely, when examining classifiers accuracy solely
on the different datasets e.g., CPU, memory, TCP MIB and
networking statistics, J48 surpasses in terms of accuracy all
the others. Particularly, it achieves accuracy of 85.40, 94.74,
88.68 and 86.70 % for the CPU, memory, TCP MIB and
network statistics datasets, respectively.Moreover, SVM and
SMO that are two computationally intensive algorithms in
terms of training exhibit very low accuracy due to their binary
classification approach.
However, the evaluation of a classifier should not only
be based on the accuracy of the classification process, but
it should also include a series of quantitative metrics that
expose different aspects of the behavior of the classifier, as
well as a qualitative analysis such as the use of confusion
matrices that indicate the actual misclassifications. In this
respect, in Table 1 we present an indicative example of the
statistical properties regarding the quantitative evaluation of
the classifiers when applied on the memory dataset. In accor-
dance with the results, it is important to note that despite the
fact that SVM, SMO and k-NN have similar accuracy lev-
els, the root-mean-squared error of SVM is higher compared
to SMO and k-NN classifiers (root- mean-squared error of
0.6124 for SVM compared to 0.4748 for SMO and 0.4519
for 10-NN), thus highlighting that SVM is less accurate.
Furthermore, in terms of the F-measure that combines
both precision and recall and thus also expresses the accu-
racy of the classifier, all classifierswith the exception of SMO
exhibit the same behavior as with the traditional accuracy
metric. Specifically, SMO has a recall value of 1, indicating
that the classifier was fully successful in correctly classifying
instances (it does not assign instances to classes at all oth-
erwise), and this fact induced a much higher than expected
value in the F-measure metric. Interestingly, the area under
ROC metric that has been used extensively to assess the
quality of the classification process is equally high for J48,
DT, MLP and BN—the latter having exhibited much lower
accuracy levels than the other ones. Since this metric is asso-
ciated with true and false positives, we can assert that the
BN classifier has a very low rate of false-positive classifica-
tions and that its comparatively lower accuracy is based on
true-negative classifications.
We experimented further with different statistical mea-
sures to try to expose the behavior of the classification
algorithms and understand their operation. Accordingly, the
Kappa statistic is used to indicate the agreement of predic-
tion compared to the ground truth, and aside to the latter, it
also takes into account the probability that a correct classi-
fication was made by chance. The results follow the same
trend as the other metrics, although it is interesting to note
themuch lower than expected performance of theDT andBN
classifiers, highlighting increased chances of random correct
classifications. Lastly, we calculated the KB mean informa-
tion value [47], which excludes prior class probabilities. It
thus assesses with higher accuracy the performance of classi-
fiers under uncertain conditions. This metric too follows the
same pattern as the other ones, with J48 having the highest
value of 1.8578.
Training time is also an important factor for the employ-
ment of specific classifier for user identification in real-time
services. In this respect, classifiers that demonstrate high
training times deter us from considering them as viable
options in practical scenarios such as user re-authentication.
Table 1 Comparative evaluation of classifiers’ performance for memory data
Classifier evaluation metric J48 DT BN SVM SMO 5-NN 10-NN MLP
Accuracy 94.7489 88.5537 79.7578 24.9971 23.9304 24.9573 24.8887 93.3733
Incorrect classifications (%) 5.2511 11.4463 20.2422 75.0029 76.0696 75.0427 75.1113 6.6267
Root-mean-squared error 0.155 0.2125 0.3126 0.6124 0.4748 0.4748 0.4519 0.1562
IR precision 0.9531 0.9071 0.7762 0.0574 0.2393 0.0503 0.0718 0.9419
IR recall 0.9368 0.8502 0.7032 0.24 1 0.21 0.3 0.8801
F-measure 0.9444 0.8764 0.7367 0.0927 0.3862 0.0811 0.1159 0.9089
Area under ROC 0.9776 0.9795 0.9468 0.5 0.5 0.5 0.5 0.9747
KB mean information 1.8578 1.5168 1.5082 0.1881 0.2072 0.1736 0.1442 1.8208
Kappa statistic 0.9299 0.8472 0.7297 0 0 0 0 0.9116
Elapsed time training (s) 0.3327 1.1742 0.1867 0.4203 0.0158 0.0003 0.0003 2498.8935
Elapsed time testing (s) 0.0003 0.0009 0.0053 0.0402 0.0003 0.7313 0.7312 0.0105
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This is, for instance, the case of the MLP classifier, the train-
ing period of it approximates 40 min, though its accuracy is
quite high, namely at 93.37 %. The remaining classifiers do
not suffer from long training periods; therefore, their applica-
bility in the envisaged scenarios is unhindered.
Overall, the J48 classifier emerges as an excellent candi-
date for user identification since it combines computational
efficiency (low training and testing times) with high accuracy
and small classification errors. This is further backed up by
the statistical properties presented in Table 1 regarding the
comparative evaluation of the classifiers.
6.2 Windows size
The size of the windows that are used in the classification
process is considered a parameter of high importance, since it
influences classifiers’ performance. This is because windows
essentially group together data to expose common group
characteristics. Evidently, the smaller the size of the window,
the larger the number of instances that will be available to
the classifier to operate on, whereas inversely a large window
size would reduce the number of available data instances.
We experimentedwithwindow sizes, namely 64,128, 256,
512 and 1024, retaining the same amount of overlap, i.e.,
50 % between instances. The parameter settings for the con-
sidered classifiers are the same as in the original experiments,
and the sampling rate has been set to 1ms.Windows size influ-
ence on the classifiers’ accuracy, when applied on different
types of data, is illustrated in Fig. 5. Overall, J48 surpasses
in terms of performance all the other classifiers under all the
configurations. The best (97.51 %) and the worst (85.58 %)
identification accuracies were achieved when performing on
memory and network statistics data, respectively.
Specifically, Fig. 5a presents the influence of the windows
size on the accuracy of the classifiers on CPU data. SVM,
SMO and the k-NN classifiers seem unaffected by the differ-














































































Fig. 5 Effect of size of windows on the accuracy of classifiers. a CPU. b Memory. c TCP MIB. d Netstat
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Similarly, MLP exhibits minor performance variations
subject to the different size of windows, but achieves accu-
racy of up to 81 % in the case of window of size 64.
Conversely, the J48 algorithm that exhibits the best perfor-
mance overall is highly influenced by the size of windows.
For instance, when the window size is set to 64, the accuracy
of the classifier reaches 90.92%, while it drops to 78.53% in
the case of window size of 1024. This performance degrada-
tion is attributed to the use of binary splits when building the
trees combined with loss of distinguishable patterns in the
training dataset when a higher window size is considered.
The granularity of the data complicates the pinpointing of
patterns when a lot of entries are considered, whereas smaller
window sizes make it easier to find distinct patterns. DT and
BN accuracy performance is less than 70 %. However, their
accuracy is increased as the windows size expanded. This
is because these classifiers are based on probabilistic met-
rics and not on binary ones, and so classification accuracy
increases with the window size as the number of available
instances decreases.
As far as the memory is concerned, Fig. 5b indicates a
slightly different behavior of the classifiers. Consistent to
what was observed for CPU data, classifiers SVM, SMO
and the k-NN ones perform on the basis of exactly the same
behavior. With reference to J48, DT and BN classifiers, their
respective accuracy drops when the window size increases.
While for J48 this is consistent with the results concerning
CPU, DT and BN do not exhibit the same behavior. The
reason for this observation lies in the nature of the memory
data that are changing less frequently than the ones related to
CPUor network. This led to an overall smaller amount of data
being collected for memory and hence the accuracy of the
classifiers decreases with the window size in this case, since
there are fewer distinct patterns that become more dispersed
with larger windows.
When using data from the TCPMIB to test the classifiers’
performance, the results regarding the effect of the window
size illustrate a minimal influence as illustrated in Fig. 5c.
More specifically, SVM, SMO and k-NN classifiers have no
discernible change in their accuracy because of the modifi-
cations of the window size, while they perform on the same
levels as before. However, J48, DT and BN have a slight
decrease when the window size increases, achieving accu-
racy of up to 88 %. The justification for this lies as before
on the loss of distinct patterns over the data as the size of
windows increases.
Evidently, the particular TCP MIB data have fewer such
patterns compared to the CPU ones and hence the smaller
decrease in classifiers’ accuracy. However, it is noteworthy
that the effect of the window size on the F-measure metric
is more significant, whereby for the three classifiers, namely
J48, DT and BN, it starts at 0.95, 0.91 and 0.88, respectively,
for a window size of 64, to drop to 0.89, 0.88 and 0.78,
respectively, for a window size of 1024. Since the F-measure
reflects the quality of the classification process (it combines
both precision and recall), we argue that such an observa-
tion should be taken into consideration when considering the
optimal window size for TCP MIB data and according to
favor small windows.
Lastly, we analyzed the effect of the window size on the
classification of the data reflecting network statistics through
the netstat service. As it can be seen in Fig. 5d, the results
follow a different line compared to the ones regarding CPU,
memory and TCPMIB, an observation that can be attributed
to the particularities of this type of data: It refers mostly to
nominal integer values. Specifically, while once again the
SVM classifier remains unaffected by the changes in win-
dow size, the 5-NN and 10-NN classifiers outperform SVM
and they exhibit significant improvements in accuracy when
windows of size 64 and 128 are considered; accuracy reaches
36.30 and 35.55% for awindow size of 128 for 5-NN and 10-
NN, respectively, although performance remains very poor.
Conversely, for the other classifiers, namely J48, DT, BN
and MLP, accuracy increases with the window size, albeit
at different rates. Whereas for J48 accuracy increases from
85.58 to 90.34 % for windows of 64 and 1024, respectively,
for MLP these values are accordingly 55.50 and 84.77 %.
The latter leads us to consider using the network statistics
data for user identification with high values in the window
size, since on one hand the accuracy levels are quite high
(almost 85 %), and on the other hand, this would lead to sig-
nificantly less processing due to the reduced number of data
instances.
It can be broadly seen that for the considered features and
datasets, the J48 classifier (i.e., C4.5 decision tree) yields
much better classification results in comparison with the
other algorithms tested and in particular the SVM one. The
SVM classifier is inherently a binary linear classifier, and for
this reason, we have experimented with its multi-class vari-
ants in order to reduce our multi-class problem into a series
of multiple binary classification problems [48,49].
Moreover, the linear nature of the SVM classifier implies
the existence of a linear relationship among the features of the
dataset, which clearly does not exist in this case as evidenced
by the results of our experiments. Conversely, J48 classifier is
an extension of decision trees and is thus by design aimed at
tackling multi-class problems such as the one studied in this
problem. J48 considers the notion of information entropy to
classify new instances to a particular class, in contrast to the
establishment of a linear relationship used by SVM. The use
of information entropy is a much more descriptive method
to distinguish between features of the dataset and allows for
more general classifications, i.e., not only those character-
ized by linearity. It becomes therefore evident why under the
considered conditions the J48 classifier greatly outperforms
the SVM one.
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6.3 Sampling rate
Sampling rate is considered to be an important factor when
monitoring users’ activities in the direction of distinguish-
ing users. It affects the amount of collected data and hence
the processing overhead imposed on the classifiers, as well
as the time elapsed to accurately distinguish users. In this
respect, we experimented with different sampling rates of 1,
10, 50, 100 and 500 ms for information recording retaining
the same window size of 256 and an amount of overlap of
50 % between instances. The parameter settings for the con-
sidered classifiers are the same as in the original experiments.
The influence of sampling rates on the classifiers’ accuracy
for different types of data is illustrated in Fig. 6 Similarly
to the outcomes referring to the window size, J48 performs
with higher accuracy under all the configurations, ranging
between 84 and 95 %.
Specifically, Fig. 6a overviews classifiers’ performance in
terms of accuracy when applied on CPU data. SVM, SMO,
and k-NN classifiers are slightly influenced by the sampling
rate, while they exhibit accuracies in the range of 25 %. DT
and MLP are characterized by a slight change of approxi-
mately 2 % between different sampling rates. However, J48
is highly impacted from the sampling rate. For instance, it
reaches 85%at a sampling rate of 1ms, a value that decreases
to 69 % when the sampling rate is tuned to 100 ms. The rea-
son for this behavior lies in the fact that CPU monitored data
are extremely time sensitive and therefore patterns from such
data are difficult to be observed under high sampling rates.
Moreover, the amount of available data instances is relatively
smaller for higher sampling rates, which can lead to fewer
data being used for training and therefore lower accuracies
under high sampling rates. Nevertheless, a completely dif-
ferent behavior is exhibited by the BN classifier, which is
inherently probabilistic and thus performs betterwith smaller
data populations, which favor random class assignments.
The classifiers exhibit a very similar behavior to the one













































































Fig. 6 Effect of data sampling rate on the accuracy of classifiers. a CPU. b Memory. c TCP MIB. d Netstat
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dataset, albeit at a higher accuracy as illustrated in Fig. 6b.On
the one side, previously as SVM, SMO and k-NN classifiers
do not incur any impact from different sampling rates, they
still achieve poor accuracy as low as 25 %. On the other
side, J48, DT, BN, and MLP are influenced by the different
sampling rates, i.e.,DTaccuracy is decreased by5%between
sampling rates of 1–10ms,while the remaining classifiers are
facing a decrease of 1–2 % accordingly. However, in general
J48 and MLP enjoy accuracy levels of around 93 %.
With regard to classifiers’ accuracy on TCP MIB data,
as Fig. 6c depicts, SVM, SMO, and k-NN exhibit the same
behavior as before. J48, DT and BN achieve less accuracy as
less information is collectedwith increased sampling rates. In
particular, J48 and BN accuracy is decreased by almost 4 %
when the sampling rate is set from 1 to 100 ms, while for DT
the respective decrease is at 3 %. This decrease on accuracy
is expected, because when the sampling rate is increased,
despite the fact that users’ interactions with networking ser-
vices remain identical, smaller variations on network data are
nonetheless recorded. However, the results show that relying
solely on TCPMIB data, the classifiers’ accuracy can still be
around a promising 85 % for J48, DT as well as BN.
Furthermore, the performance of the classifiers’ accuracy
when considering the dataset regarding network statistics is
reflected in Fig. 6. In this case, the accuracy of J48 decreases
almost by 10 % when examining the results for sampling
rates between 1 and 100 ms, while all the other classifiers
perform similarly to the output of the experimental results
that were exhibited in the case of TCP MIB data. A distinct
exception is that of MLP, the accuracy of which is increased
when the sampling rate is decreased. Data originating from
the netstat service is rather time sensitive, and there exists a
strong time dependence, e.g., when a user is connecting to
a Web site, there is a distinctive pattern of communication
comprising the establishment of the connection, its negotia-
tion, the data transfer and the finalization of the connection.
Clearly, when considering a high sampling rate, such patterns
cannot be observed and therefore the accuracy of the classi-
fiers is accordingly reduced. As far as the MLP is concerned,
the results highlight the increased efficiency of neural net-
work algorithms to compensate such adverse characteristics
and therefore ensue encouraging accuracy results.
Overall SVM, SMO, 5-NN and 10-NN perform very
poorly, in the range of 25 %, for all the examined datasets
and sampling rates. The remaining classifiers, namely J48,
DT, BN and MLP, perform between 60 and 95 % in terms
of accuracy depending on the dataset and the sampling rate.
However, it is significant to underline that as the sampling
rate is decreased, classifiers’ accuracy drops slightly. For
instance, when the sampling rate is set to 1 ms, the accuracy
of the DT classifier on the memory dataset is 88 %, while
when the rate is set to 10 ms, the accuracy is decreased by as
little as 5 %. J48 outperforms the other classifiers, under all
the examined datasets. J48, as the other classifiers, achieves
better results when it is applied on the memory feature. Its
accuracy in the latter case is more than 90 % even when the
sampling rate is decreased.
Another important point to highlight involves the high
sampling rates and the fact that much fewer data will be
monitored under such conditions. This observation imposes
constraints on the evaluation of the classification process,
especially for values as high as 500 ms. The amount of the
monitored data in this case is not considered adequate to
perform a thorough statistical analysis, and therefore, the
corresponding results presented in Fig. 6d should be taken
with a grain of salt. It is for example clear that probabilistic
algorithms such as BN would in this case exhibit unrealis-
tic accuracy levels of up to 100 % since there are too few
instances to classify. We plan to address this shortcoming in
our future work by expanding the time of the user sessions
in order to account for additional rich datasets.
6.4 Users
Another interesting parameter to study involves the num-
ber of distinct users that the classifiers need to consider for
classification i.e., to distinguish one from another and its
influence on the classifiers’ accuracy. Since it is highly likely
that users might exhibit similar characteristics when using a
computational resource, we might expect to encounter diffi-
culties in distinguishing themwith high accuracy. Therefore,
the number of users is important to study the scalability and
potential of the classifiers to be applied to realistic scenarios
that include large populations of users.
We examine the accuracy of the classifiers as the num-
ber of users is increased from two to four, while the window
size is fixed to 256, the overlap is 50 % and the sampling
rate is 1 ms. Figure 7 reports on classifiers performance
on user identification, using the different monitored features
i.e., CPU, memory and network consumption, as the num-
ber of users is increased. As expected, classifiers’ accuracy
is degraded when additional users are introduced in the sys-
tem. On the one hand, under all the configurations, the SVM,
SMO, 5-NN and 10-NN classifiers perform very poorly. On
the other hand, the J48, DT, BN and MLP classifiers achieve
accuracy levels of up to 98%depending on the configuration;
however, the general trend regarding the effect of the number
of users is the same for all the configurations. Nevertheless,
we need to underline that the decline in performance, sub-
ject to the number of users, is not detrimental and it does not
occur at a staggering rate, thus providing encouraging indi-
cations regarding large-scale deployment of such classifiers
for user identification.
In particular, Fig. 7a presents classifiers performance on
CPUdata as the number of users is increased. SVM,SMOand
k-NN exhibit the same levels of accuracy at approximately
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Fig. 7 Effect of number of users on the accuracy of classifiers. a CPU. b Memory. c TCP MIB. d Netstat
50, 33 and24%for two, three and four users, respectively.DT
andBNperform better with accuracy in the range of 66–74%
without imposing high accuracy variations compared to the
previous classifiers. MLP and J48 achieve almost the same
level of accuracy (87%) when they are applied to distinguish
among twousers.MLPaccuracy decreases up to 6% for three
and four users, while J48 accuracy is degraded only by 2 %,
both of its results are very satisfactory in terms of scalability.
With regard to classifiers performancewhen applied on the
memory dataset, as the number of users is increased they fol-
lowa similar trend to that of theCPUdataset, albeit exhibiting
an overall higher accuracy, as Fig. 7b illustrates. SVM, SMO,
and k-NNperformpoorlywith accuracy levels as low as 23%
for the configuration of four users. Conversely, MLP and J48
perform almost identically in terms of accuracy for the con-
figuration of two users, approximately 98 %. However, J48
outperforms MLP by about 1 % for the case of four users,
while DT andBN achieve smaller levels of accuracy between
80 and 85 % for all cases. Similarly to the other experiments,
the results concerning the memory dataset are the ones that
exhibit the highest accuracy out of all considered ones.
As far as TCP MIB information is concerned, classi-
fiers perform with less accuracy compared to the memory
dataset, as Fig. 7c presents. SVM, SMO and k-NN per-
formance is highly degraded as the number of users is
increased, thus clearly sidelining these algorithms from prac-
tical deployment. Their accuracy decreases by almost 25 %
when increasing from two to four users. BN andDT contrari-
wise achieve better accuracy and they incur the same level of
decrease by approximately 7 % when considering two and
four users. Lastly, as in most experimental configurations,
the J48 classifier performs most efficiently and manifests the
best accuracy for this setup as well.
Network statistics classifiers manifest a performance in
terms of accuracy that is quite similar to that observed for
the CPU dataset as Fig. 7d illustrates. J48 has once again
the highest accuracy rates, and the interesting thing to note
is the fact that accuracy is not influenced by the number of
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users (86.58 % for two users and 86.7 % for four users).
Similar scalable behavior can be noted for the DT and BN
algorithms, whereasMLP has a slight decrease of around 8%
accordingly. However, in the latter case, there is almost 6 %
of standard deviation. It is noteworthy that standard deviation
increases with the number of users only for MLP, which is
attributed to the inherent design of the algorithm: The com-
plexity of the underlying neural network is increased and a
greater number of internal weight functions are considered,
hence increasing uncertainty. This is also consistent with the
decrease in accuracy.
6.5 Learning curve
Another aspect that we examined in our experimental valida-
tion of the proposed user identification framework refers to
the learning curve of the classifiers. Examining the latter can
yield significant information regarding the time it takes for a
classifier to start correctly identifying users, whereas in par-
allel it serves as an indication on the classifier’s performance.
As in Sect. 6.1, results for the SMO and MLP classifiers are
not discussed here since these classifiers cannot be applied
to the combined features dataset.
In our configuration, the amount of data collected for each
user increases at an extremely high rate, as we collect one
instance per 1 ms for the overall period of 3 h per user, so
one would expect that the performance of the classification
process would drop with the progression of time, due to the
need to constantly train the classifier with the new data and
the increased difficulty in finding distinguishing patterns over
large datasets compared to smaller ones. For this reason, we
created four data subsets comprising of 25, 50, 75 and 100%
of the original dataset we collected through our experiments.
Using these datasets, we performed a series of experiments
concerning all features combined (CPU, memory, TCP MIB
and, netstat) with the standard configuration settings, as dis-
cussed in Sect. 5.4. Such an approach allowed us to analyze
the learning curve of the classifiers in a progressive man-
ner, when more and more data are being incorporated to our
framework.
Figure 8 illustrates the results with regard to classifiers
accuracy for the four considered datasets. We can note that
the results are quite encouraging in that they show very small
variation, and satisfactory accuracy levels can be reached
within the first 45 min of monitoring user behavior through
general system properties (25 %). The Bayes network classi-
fier reaches accuracy levels of over 95 %, whereas the 5-NN
one reaches 93.0955%. These high levels of accuracy for the
bayes network classifier and the k-NN ones are reduced as
more data are being considered. This seems counterintuitive
since one would expect that more data would allow for bet-
ter classifications. This is indeed the case with the J48, DT


















Fig. 8 Data size effect on classifiers accuracy
ior. The explanation lies in the fact that the 25 % dataset
and in general the smaller datasets contain fewer number of
entries uponwhich classification and identification are tested,
especially considering the 66 % testing to 33 % training
split that we perform over the datasets. Therefore, identifica-
tion accuracy is implicitly boosted since it is a probabilistic
process.
We wished to further explore the behavior of the clas-
sifiers when considering the learning curve and thus better
understand the quality of the received results. Accordingly,
we examined the decision trees (for the J48 classifiers) for
the various classifications in order to be able to pinpoint the
specific features of the dataset that contribute to the user
identification process. Indicatively, the J48 decision tree for
the user identification process referring to the entire dataset
(100 %) can be seen in Fig. 9. It is interesting to observe
that the features that mainly contribute to the identification
process are the spectral energy distribution of FFT and the
mean for the memory. This serves to underline that not only
time-domain features, but also frequency-domain features
can be considered as good indicators for user identification.
7 Discussion
The presented experimental results have proved the feasibil-
ity of our approach in using general system properties for
user identification with accuracy of prediction reaching up
to 98 % for certain configurations. This fact does not vali-
date only our assertion that such an approach is viable for
the direction of a continuous authentication framework, but
also shows that even non- directly PII can be used to violate
users’ anonymity. To this end, orthogonally if the appropriate
parameters are taking into account, users anonymity could be
preserved as well.
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Fig. 9 J48 Decision tree (100 %)
However, similar to any other identification solution, one
cannot expect to accomplish an absolute accuracy of user
identification. This is more the case when users do not fol-
low specific patterns of behaviors but instead operate their
PCs in continuously dynamic manner. In this respect, we are
considering to introduce a procedure to update users pat-
terns as their behavior changes during time. In this way,
we can eliminate false user identifications toward a continu-
ous authentication solution, even if they operate the system
unusually. To be more explicit, as it stands our system has a
sole training phase and then based on the training data it can
perform classification tasks. Our ongoing work aims to have
a continuous training phase; thereby, the system will be able
to continuously learn from the behavior of the user and adapt
prospective classifications accordingly.
Overall, when all the systemproperties are considered col-
lectively, it is evident that classifiers such as SVM, SMO, and
k-NN cannot be considered to be effective. On the contrary,
J48 and MLP emerge as the optimal candidates to be used
for user identification. As far as the latter classifiers are con-
cerned, smaller windows sizes (i.e., 64 and 128 instances)
exhibited highest accuracy; however, even windows of 256
reach accuracies of up to 94.74 % for J48. Similarly, high-
frequency sampling, i.e., 1 ms, results in highest accuracies.
However, in this point one might argue that the number of
users in our experiments is quite small. Nonetheless, the
promising results concerning four users can serve as a guide-
line of how the systemwouldworkwithmore users included.
Note also that the performance of the system does not sig-
nificantly degrade subjected to the increase in the number
of users and any deterioration does not take place at a high
rate. This encouraging observation will be further tested and
validated in future experiments with additional number of
users.
If wewere to consider only data related toCPUutilization,
once again J48 and MLP appear to be the most suitable clas-
sifiers to use. Optimal performance in that case is incurred
configuring the window size to include 64 instances and the
sampling rate to be 1ms reaching accuracy level around 90%
for J48 and 81% forMLP. J48 seems to be largely unaffected
by increasing number of users, whereas the performance of
MLP is slightly adversely influenced. Therefore, J48 with
the aforementioned configuration should be consideredwhen
only CPU data are available.
Memory datasets are the most interesting ones, since they
yield the best results in terms of user identification with
accuracy values reaching approximately 98 % in the case
of J48 and MLP. Whether this is due to particular behav-
ior of the specific applications executed by the users is an
aspect that requires further research. Overall, J48 and MLP
classifiers should be preferred for such datasets, with sam-
pling rates of 1–10 ms and window sizes of 256. The fact
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that classifiers perform very well even with large windows
and higher sampling rates significantly reduces processing
and data overhead and thus promotes the attractiveness of
memory datasets for user identification.
TCPMIBdata are satisfactory for user identificationwhen
J48, DT and BN classifiers are employed, with accuracies
consistently above 80%.Compared to the other system prop-
erties, TCPMIB data perform the worst, but they are broadly
unaffected by window sizes and sampling rates; hence, they
could be used under certain conditions that necessitate small
overhead and average performance. Lastly, network informa-
tion from the netstat service should be considered as viable
for user identification only when applying the J48 classifier.
Relevant accuracy results are up to 90% in this case, whereas
they arewell below80% for the remaining classifiers, includ-
ing the MLP one that performed exceptionally for the other
system properties. In general, large window sizes of 1024
proved to be the most suitable ones to achieve optimal accu-
racy and this leads to significantly less overhead due to the
reduced number of entries for processing. Conversely, con-
tinuous and high granularity monitoring is required since the
optimal sampling rate was that of 1 ms.
8 Conclusions
Modern computational devices, e.g., PC and mobile phones,
are capable of accomplishing a series of activities. In order
to support users’ tasks, they bear various sensors generating
different types of data. Some of these data have inherent
unique properties, e.g., GPS location, considering them as
personal data, while others are not considered as personal
as such since they cannot be directly linked with a specific
entity. Under the latter category, we can categorize general
system data produced by main computational components
such as CPU, memory and network units. Whereas such data
have been utilized for system management, to the best of
our knowledge there is no previous work that has studied the
effectiveness of user identification by means of such data or
alternatively whether users could be accordingly monitored.
We reported on the feasibility of user identification rely-
ing on general system management data. We introduced a
modular, extensible framework for user identification in the
direction of building a continuous authentication service on
the one side and informing users on their anonymity expo-
sure on the other side. In this respect, this approach can be
also used in order to process such data in a privacy-friendly
manner if the appropriate parameters are taking into account
e.g., type of data and classifier. We experimented with differ-
ent classifiers, data and number of users to examine whether
such an approach can be construed as being beneficial to the
end users. Our findings show that even not directly PII, such
as CPU, memory and network information, could be used to
identify users with high accuracy subject to the appropriate
parameters having been employed.
Our ongoingwork involves experimentingwith additional
statistical features, i.e., pairwise Pearson’s correlation and
normalized entropy values that could augment classification
and assist in reaching even higher levels of accuracy. Addi-
tional experiments will take place to further study the effect
a large number of users will have on the performance and
efficiency of our framework, as well as other conditions that
might affect the classification methods. Furthermore, we are
considering to introduce a procedure to update users’ patterns
as their behavior change during time as discussed, in order
to fully fulfill our goal to support continuous user authenti-
cation.
Overall, we believe that this work constitutes a promis-
ing advancement in the field of user monitoring considering
the two different directions that we are aiming to address: (a)
enhancing users’ anonymity and (b) introducing a continuous
authentication framework to compensate for the shortcom-
ings of current authentication approaches.
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