Abstract-The "Factory of the Future" (FoF) as a fully inter-connected production environment with an autonomous flow of information and decision-making constitutes the digital transformation of manufacturing to improve efficiency and competitiveness. Transparency, comparability and sustainable quality all require reliable measured data, processing methods and results. Hence, a metrological framework for the complete lifecycle of measured data in industrial applications is required: from calibration capabilities for individual sensors with digital pre-processed output to uncertainty quantification associated with machine learning (ML) in industrial sensor networks. This contribution presents a European metrology research project to develop such a framework. Special focus in this contribution is set on an implementation testbed where the framework will be used to demonstrate the practical applicability for condition monitoring.
I. INTRODUCTION
Globalized manufacturing and international trade are revolutionized by digitalization and data science. Smart sensors and large sensor networks together with machine learning (ML) will enhance the flexibility of plant structures and processes in the "Factory of the Future" (FoF) via the Industrial Internet of Things (IIoT) [1] . Confidence in algorithms and data-driven decision-making requires reliable data. Therefore, one of the most important industrial needs is the assessment of data quality, i.e. a metrological infrastructure supported by a measurement uncertainty framework. Such a metrological infrastructure includes traceable calibration of smart sensors, metrological treatment of complex sensor networks and uncertainty evaluation for data aggregation and ML methods. At the same time such an infrastructure needs to be tailored to the needs of industrial sensor networks. For instance, there is a strong need for a cost-efficient traceable calibration of micro electromechanical system (MEMS) sensors for ambient conditions. Metrological traceability in this context is achieved only by a reliable evaluation of measurement uncertainties. In particular, methodologies for sensor network metrology need to be extended, and need to be developed for real-time ML, that takes measurement uncertainty into account. Hence, from a metrological perspective, the aim should be digital sensors which provide measurement uncertainty and/or data quality information together with the measurement data in a harmonized communication interface. Finally, efficient synchronization is required to make full use of distributed sensor networks.
The development of data aggregation methods for industrial sensor networks, i.e. synchronization of measurements, use of redundancies of measurements, consideration of measurement uncertainty from calibration and network communication issues, is one of the main objectives of the European project "Metrology for the Factory of the Future" (Met4FoF) [2] . It runs from June 2018 to May 2021, and it is strongly connected to the European project "Communication and validation of smart data in IoTnetworks" which focuses on digital calibration certificates and communication standards for the Industrial Internet of Things.
This contribution outlines the aims and developments of Met4FoF with particular focus on the testbed at ZeMA. At the ZeMA testbed the metrological framework developed within Met4FoF will be evaluated for condition monitoring. This is a typical task in the Factory of the Future and many mathematical and statistical approaches are already available. The aim of the project is to enable the evaluation of uncertainties for this task, starting from the uncertainties of the individual sensors. In Section II we briefly outline the overall project Met4FoF and introduce the three testbeds which will be exploited to test and evaluate the developed metrological infrastructure. Section III presents the ZeMA testbed in more detail, with Section IV outlining the corresponding metrological framework. Finally, we give a brief summary and outlook in Section V.
II. METROLOGY FOR THE FACTORY OF THE FUTURE
Digital sensors with digital-only output and internal signal processing are typically used in the FoF, with signals being strongly time-dependent. Thus, metrological methodologies specialized for such dynamic measurements need to be used. This poses a couple of challenges. For instance, the reliable calibration of the sensor phase is important for time-dependent measurands. However, digital sensors used in the FoF usually do not provide access to the raw analog signals and thus the phase measurement is not traceable to SI units. Hence, new calibration concepts for such digital sensors need to be developed, because the calibration system can no longer control the internal time keeping. In addition, an increasing number of digital sensors use internal pre-processing of the analog signals, for instance for noise reduction or drift correction. On the one hand this causes additional challenges for the sensor calibration. On the other hand, though, the concept of digital pre-processing can be combined with a traceable calibration. In the Met4FoF project, a conventional sensor will be extended, so that it provides in addition to the measurement values themselves also measurement uncertainty and data quality information -resulting in what we call "smart traceability".
A particular class of digital sensors to be considered in Met4FoF are MEMS sensors, e.g. miniaturized temperature sensors, as these are typically low-cost and used in large numbers. Consequently, calibration methods for such sensors need to be very cost-efficient. The current practice relies on resistance temperature detector (RTD) tolerances, that are calibrated in metrologically-uncharacterized thermal medium and without a proper measurement traceability. Therefore, Met4FoF will develop and implement an approach for onetouch batch calibration of MEMS temperature sensors traceable to SI units. The same concept can later be extended to other types of MEMS sensors as well.
Another objective of Met4FoF is the further development of sensor network metrology. For instance, process optimization and predictive maintenance are very important tasks in manufacturing. However, network communication problems, e.g. time synchronization, can lead to wrong decisions of ML methods concerning, for example, the remaining useful lifetime of a component. So, measurement uncertainties need to be taken into account by existing ML methods. This also provides new opportunities, such as sensor co-calibration by combining a small number of reference sensors with a larger number of low-cost devices.
Three existing testbeds developed for process optimization and development of ML methods for condition monitoring will be exploited in the project to evaluate the metrological framework and the evaluation of uncertainty in the complete flow of information, i.e. from each single sensor to the output of the ML methods. These three testbeds are:
The testbed at the company SPEA is used for MEMS temperature sensor testing. It uses a reference temperature sensors network and a reference fixture to determine the efficiency and reliability of the MEMS temperature calibration results. Although it focuses on temperature, an extension to other ambient conditions will be taken into account, too.
The testbed at University Strathclyde is used for radial forging. In this manufacturing process, vibrating hammers, that generate localized compressive forces, are used to shape the pre-heated metallic material. The aim of the testbed is the optimization of this heating and forming process with respect to the production output quality. Therefore, the testbed is equipped with a range of different sensors.
The testbed at the research institute ZeMA is used for condition monitoring, lifetime prognosis and end-of-line quality control of electromechanical cylinders (EMCs) and is equipped with different sensors using sampling at rates of up to 1 MHz [3] . This results in very high raw data rates and requires sensor signal processing in the smart sensors to allow practical integration in industrial networks. The sensors and the testbed are described in more detail in the following section.
III. CONDITION MONITORING TESTBED
Condition monitoring, lifetime prognoses as well as endof-line tests of EMCs with a spindle drive can be run at the ZeMA testbed. Long-term high load and speed driving tests are carried out at the testbed until an EMC failure occurs. Based on this, relevant sensors and characteristic signal patterns can be identified for condition monitoring as well as residual lifetime estimation of the EMCs. The test set-up basically consists of the tested EMC and a pneumatic cylinder to simulate a variable load on the EMC in axial direction as well as sensors and electronics to control the load cycle and acquire various data that should reflect the function of the EMC and its degradation during long-term testing. A scheme of the testbed is shown in Fig. 1 .
A. Sensor network
A typical working cycle during the test consists of a forward stroke, a waiting time of 150 ms and a return stroke, always using maximum acceleration of 5 m/s² and near maximum speed. The stroke range is 100 mm to 350 mm. The entire working cycle lasts 2.8 s. The combination of a high axial load (7 kN), a high traverse velocity (200 mm/s²) and a high acceleration results in a fast wear progression. A tracking error limit is used as failure criterium, i.e. the test is completed when the specific positioning precision is no longer fulfilled due to increased friction. To collect sufficient data for comprehensive CM, the following sensors are used Figure 1 : Scheme of the testbed at ZeMA [4] in the testbed [5] :
• three electrical motor current sensors with 1 MHz sampling rate each
• three accelerometers with 100 kHz sampling rate each attached at the plain bearing, at the ball bearing and at the piston rod
• one microphone with 100 kHz sampling rate
• four process sensors (axial force, velocity, pneumatic pressure, active current) with 10 kHz sampling rate each For the data analysis described in the next section, multiple experiments are conducted. Each EMC generates an average amount of raw data of 12 TB until any EMC failure occurs requiring big data capability algorithms.
B. Information extraction
For data analysis, an automatic software toolbox has been developed [3] , which can be applied without any expert knowledge. Typical steps after collecting raw data are the feature extraction and the feature selection as well as the classification and the validation, see Fig. 2 .
Feature extraction is an unsupervised step, meaning that this step is done without knowledge of the cycle's group membership. The objective of this step is the concentration of information in as few features as possible. However, the data reduction rate is insufficient for this big data application. Therefore, feature selection is applied consecutively.
Feature selection is a supervised step, i.e. the group membership of each cycle is known. In this step, the most relevant feature subset with respect to the given classification target is selected by removing redundant features and features with low information content [6] .
The reduction of features leads to an avoidance of overfitting, which can occur if the number of data points for developing the classification model is roughly similar to the number of features. This dimensionality reduction is shown in Fig. 2. For k-fold 
One group is the test dataset and k-1 groups form the training dataset. The software toolbox used compares 15 possibilities to combine one feature extraction method with one feature selection method because there is no combination that can work well for all use cases. The cross-validation error, this means the percentage of misclassified cycles based on 10-fold cross-validation, is automatically calculated for each of the 15 combinations over all k folds. Thus, finding the best combination for the actual use case is a fully automatic offline training process. For the online application only with the best combination of one feature extraction and one feature selection method is necessary because once the best combination is known the other ones are discarded. The feature extraction and selection together lead to a data size reduction by a factor of approx. 60, i.e. 12 TB to 200 MB.
Once the optimal method workflow has been determined, the implementation can be run online with small computational effort compared to the training part. This is typical for machine learning methods.
IV. METROLOGY FRAMEWORK FOR CONDITION MONITORING
From a metrological perspective, a measurement result is complete only when it is accompanied by a corresponding measurement uncertainty. This uncertainty is a quality criterion for the measurement result. In a FoF the consistent evaluation of measurement uncertainties allows for a quantitative assessment of data quality at every point in the data lifecycle. For sensor networks, the contribution of uncertainties from the sensor network have to be considered in addition to the uncertainties of individual sensors, especially for distributed measurements as in the CM example discussed above.
A. Uncertainties associated with invidividual sensors
The "Guide to the Expression of Uncertainty in Measurement" (GUM), developed and first published in 1995 by the BIPM JCGM WG1, is the de-facto standard for Figure 2 : Schematic scheme of the software toolbox based on [4] the expression and evaluation of measurement uncertainties in metrology [7] . The main objective of the GUM is an internationally uniform process for the determination of measurement uncertainties so that the results can be compared worldwide. The original GUM distinguishes between two types of uncertainty components. A Type A uncertainty is calculated from a series of observations and is based on a statistical analysis, whereas a Type B uncertainty component is evaluated by using available information, e.g. the datasheet of the sensor or prior knowledge. In the GUM, calculating a measurement uncertainty consists of four steps:
1. the specification of the measurand 2. the identification and characterization of the quantities influencing the measurement and the evaluation of the uncertainty for each influencing quantity 3. the determination of a mathematical expression for the evaluation of the measurand taking into account the influencing quantities 4. the calculation of the combined standard uncertainty associated with the estimated value of the measurand
The original GUM from 1995 uses a linearization of the measurement model for step 4, which is similar to the Gaussian error propagation formula. The Supplement 1 to the GUM, "Propagation of distributions using a Monte Carlo method", extended this approach by a Monte Carlo based propagation of uncertainties for step 4, which does not require a linearization of the measurement model [8] . The Supplement 2 to the GUM, "Extension to any number of output quantities", extends the original GUM in that it defines the linearization method and the Monte Carlo method for multivariate and complex-valued measurands.
The project Met4FoF aims to demonstrate the application of the GUM and its supplements to the FoF. The basic idea is that a wide range of measurement errors and inaccuracies can occur in an FoF, and thus all measurement values are subject to uncertainties. One of the main sources of measurement uncertainties is the limited accuracy of the sensor. Other influencing effects are uncontrolled changes to the environment, e.g. a temperature or humidity change in the environment of the testbed, ageing or wear of the sensor as well as any kind of sensor drift or noise. The first step in the project will thus be the determination of the most relevant influencing factors and the evaluation of corresponding uncertainties.
In particular, MEMS sensors are often used to measure ambient conditions, especially temperature, but also pressure and humidity. Thus, one objective of the project is the development of a cost-efficient in-situ calibration framework for MEMS sensors that are measuring ambient temperature. MEMS sensors calibrated in such a way provide a reliable uncertainty associated with their output. Such MEMS temperature sensors will then be integrated into the industrial sensor network testbeds.
In addition, conventional sensors will be extended with "smart traceability" and integrated into the testbeds. Such sensors will then provide data streams with relevant real time information, e.g. measurement uncertainty, calibration status, measurement range, sensor health etc.
For the existing sensors in the testbeds, available information from data sheets, previous measurements and other sources will be used to determine reasonable uncertainty budgets.
In contrast to many other measurement settings, sensors in an FoF are typically used to measure time-dependent quantities, e.g. for monitoring. A measurement where the quantity being measured varies within time or space and where this variation influences the measurement value and its associated uncertainty is also called a dynamic measurement. All measurements where at least one of the involved quantities varies with time is called dynamic. There are several challenges particular for dynamic measurements and many methodologies have been proposed in the past decade, see, e.g. [9 -11] 
B. Uncertainties associated with the sensor network
In the FoF sensors are typically used in sensor networks, e.g. within a test cell or a laboratory, and the measurands are measured locally, so that the mapping of the space is essential. It is important to note that not all sensors are calibrated in such a sensor network, so there is a quality difference between each single sensor. For the ZeMA testbed the so called distributed measurement case is considered. That is, measurements of different quantities are distributed across the testbed. The second case considered in Met4FoF is the aggregated measurement case. In this case, the assignment of an aggregated measurand to a defined point in space or time is required, e.g. the ambient temperature as a function of space and time.
In Met4FoF, the relevant influencing quantities will be identified, and specific mathematical models will be developed for the evaluation of measurement uncertainties in both measurement cases. Then, these mathematical models will be extended to take into account network synchronization and timing. On the one hand, this can be achieved by a simple time stamped measurement value [12] . But on the other hand, this can become more complicated, e.g. if the sensors are networked and they communicate with each other, so that timing is an important issue for this communication [13] . In addition, redundant measurements of ambient conditions will be considered in the project, i.e. measurements where the number of sensors that are available is larger than the number of sensors that are needed for the measurements. So, a maximization of information is achieved and faulty or drifting sensors can potentially be identified and corrected. This leads also to an extension of the former developed mathematical models. To develop a framework for the treatment of sensor networks with mixed quality and performance, statistical features are added to the mathematical model based on the available uncertainty associated with each sensor and datum. This allows, for instance, a sensitivity analysis to determine the most relevant sensors in the network.
The final step in the data lifecycle in an FoF is the use of the sensor network data. In Met4FoF two tasks are considered: process optimization and condition monitoring. In both cases, data-driven ML methods will be considered which make use of statistical or probabilistic approaches about the input data. Such methods easily allow for the uncertainty information to be incorporated as a statistical or probabilistic information.
C. Uncertainty evaluation for condition monitoring
Previously, machines were typically maintained on a fixed schedule, with the risk of loss of production and high costs due to late maintenance. Therefore, condition monitoring is an important component of predictive maintenance to avoid machine failures by measuring the remaining useful lifetime and to minimize cost by optimizing the maintenance schedule. In the ZeMA testbed, a datadriven ML approach is considered to classify the health of an EMC and to estimate its remaining lifetime as typical example for relevant machine components. The developed methods can later be applied to similar components and complex systems [5] .
Uncertainties in the sensor network have an impact on the training data. This can lead to wrong predictions of the ML methods concerning the target process output, e.g. the remaining useful lifetime of the EMC. Therefore, uncertainties in the sensor network need to be considered, so that the accuracy of the prediction can be specified and a probabilistic statement on the uncertainty can be made. The basic idea is to use uncertainty as a probabilistic expression. Such information can be used, for instance, by a linear discriminant analysis (LDA), which is a powerful technique in ML for classification.
For the evaluation of uncertainty associated with the outcome of the LDA, a brute force Monte Carlo approach can be used as a first step. The Monte Carlo method is described in the supplement 1 to the GUM. It is a numerical method which applies repetitive random sampling from the joint probability distribution associated with the input quantities to evaluate the probability distribution associated with the measurand. The Monte Carlo method provides an easy-to-use method to obtain reliable statements about the measurement uncertainty for any kind of analysis method. However, its application can be very computationally expensive, in particular for time consuming evaluation methods. In Met4FoF, the Monte Carlo method will be applied as a first step to propagate the uncertainties associated with the input data sets through the application of the ML methods, e.g. LDA. The outcome will then be used as a reference for the assessment of more efficient methods to be developed in Met4FoF, tailored to the testbed methods.
V. NEXT STEPS AND OUTLOOK
One of the next steps will be an empirical analysis of the synchronization between the single sensors in the ZeMA testbed. Furthermore, the effect on the accuracy of the lifetime prediction will be analyzed. Therefore, artificial time shifts for each sensor are simulated in the data of the ZeMA testbed, similar to other sensor faults which have been studied previously [14] . If the time synchronization is not working correctly at the ZeMA testbed, this may lead to incorrect results in the data analysis. After that, a mathematical model for consideration of the metrological information will be developed to predict the remaining useful lifetime of an EMC. One of the main deliverables will be the implementation of ML methods that consider uncertainty statements associated with the sensor output data. Moreover, when considering the measurement uncertainties at the ZeMA testbed, there will be an examination of the feature quality. All feature extraction methods used in the software toolbox will be examined, if the extracted features with each method are better or worse than without considering the uncertainties. As another step, the handling of LDA with redundancy will be inspected. An important question in this step is how long the quality of the LDA result is getting better and the quality drops because the covariance matrix is no longer invertible.
