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SUMMARY 
T h i s d i s s e r t a t i o n p r e s e n t s a c l o s e d - l o o p , o n - l i n e , i d e n t i f i c a t i o n 
and c o n t r o l scheme f o r d i s c r e t e t i m e s y s t e m s . The c o n t r o l s y s t e m c o n ­
s i s t s of an i d e n t i f i c a t i o n a l g o r i t h m and a d e t e r m i n i s t i c c o n t r o l l e r . 
The i d e n t i f i c a t i o n a l g o r i t h m i d e n t i f i e s u n a v a i l a b l e p l a n t s t a t e s a s w e l l 
a s unknown p l a n t p a r a m e t e r s t h a t a r e e i t h e r c o n s t a n t s , o r t h a t v a r y 
s l o w l y w i t h t i m e i n some unknown m a n n e r . The l a t e s t i d e n t i f i e d v a l u e s 
a r e u s e d i n r e c o m p u t i n g t h e f e e d b a c k c o n t r o l . 
I n t h i s t h e s i s , t h e a p p l i c a t i o n of t h e above scheme t o t h e c o n t r o l 
of two i m p o r t a n t c l a s s e s of p r o b l e m s i s i n v e s t i g a t e d ; t h e l i n e a r s t a t e 
r e g u l a t o r s y s t e m , and t h e p e r t u r b a t i o n c o n t r o l of n o n l i n e a r s y s t e m s . 
The s t a t e r e g u l a t o r p r o b l e m was c h o s e n n o t o n l y b e c a u s e of i t s 
i m p o r t a n c e , b u t a l s o b e c a u s e t h e c a l c u l a t i o n of t h e c l o s e d - l o o p c o n t r o l 
i s w e l l known. I t i s shown t h a t , i f a l l p l a n t s t a t e s a r e a v a i l a b l e , 
t h e n t h e i d e n t i f i c a t i o n a l g o r i t h m s i m p l i f i e s t o a s e t of l i n e a r s i m u l ­
t a n e o u s e q u a t i o n s w h i c h , e x c e p t f o r s i n g u l a r o r i l l - c o n d i t i o n e d s o l u t i o n s , 
c o n v e r g e t o t h e c o r r e c t a n s w e r i n one i t e r a t i o n . Methods of h a n d l i n g 
t h e s i n g u l a r and i l l - c o n d i t i o n e d c a s e s a r e a l s o e x a m i n e d . I f a l l t h e 
p l a n t s t a t e s a r e n o t a v a i l a b l e , t h e n t h e i d e n t i f i c a t i o n a l g o r i t h m does 
n o t s i m p l i f y t o a s e t of s i m u l t a n e o u s e q u a t i o n s and m u s t c o n v e r g e i n an 
i t e r a t i v e f a s h i o n t o t h e c o r r e c t s o l u t i o n . For t h i s c a s e , i t i s shown 
t h a t t h e r e i s a r a n g e of i n i t i a l p a r a m e t e r and p l a n t s t a t e e s t i m a t e s 
s u f f i c i e n t t o e n s u r e c o n v e r g e n c e ; h o w e v e r , when c o n v e r g e n c e o c c u r s , i t 
viii 
occurs in a quadratic manner. 
The systems comprising the second class are those which employ a 
linear perturbation controller to control a nonlinear plant for small 
deviations from a nominal trajectory. The identification algorithm is 
used in this case to identify not only all unavailable plant states, but 
also all the unknown, time-varying, parameters of the linearized system 
coefficient matrix. The effectiveness of this perturbation control scheme 
is demonstrated for a practical example. The example chosen concerns 




I n t r o d u c t i o n and P r o b l e m D e s c r i p t i o n 
The m a j o r c o n t r i b u t i o n of t h i s d i s s e r t a t i o n i s t h e p r e s e n t a t i o n 
and t h o r o u g h e v a l u a t i o n of a c l o s e d - l o o p , o n - l i n e , i d e n t i f i c a t i o n and 
c o n t r o l scheme f o r d i s c r e t e t i m e s y s t e m s . 
P a r a m e t e r i d e n t i f i c a t i o n i s a m a j o r p r o b l e m a r e a i n c o n t r o l s y s t e m 
t h e o r y b e c a u s e m a t h e m a t i c a l m o d e l s which a d e q u a t e l y c h a r a c t e r i z e t h e d y ­
namic p e r f o r m a n c e of p h y s i c a l s y s t e m s a r e e s s e n t i a l f o r most c o n t r o l 
o p t i m i z a t i o n m e t h o d s . I n some i n s t a n c e s t h e r e i s i n s u f f i c i e n t a p r i o r i 
i n f o r m a t i o n a b o u t t h e s y s t e m and t h e t o p o l o g y of t h e model must be d e t e r ­
mined from e x p e r i m e n t a l t e s t s , o r d e f i n e d by a s s u m i n g some e m p i r i c a l form. 
In o t h e r c a s e s , t h e f u n c t i o n a l form of t h e m o d e l , and p e r h a p s some of t h e 
p a r a m e t e r s , a r e known from t h e o r e t i c a l a n a l y s i s o r p r e v i o u s t e s t s . How­
e v e r , i n a l m o s t a l l c a s e s , c o m p l e t e s p e c i f i c a t i o n of t h e model r e q u i r e s 
i d e n t i f i c a t i o n of t h e unknown p a r a m e t e r s . The p r o b l e m i s made more d i f f i ­
c u l t when o n - l i n e i d e n t i f i c a t i o n i s d e s i r e d , e s p e c i a l l y i f t h e unknown 
p a r a m e t e r s v a r y w i t h t i m e . Sys tems r e q u i r i n g such i d e n t i f i c a t i o n a r e 
t h o s e whose n o r m a l o p e r a t i o n i s e i t h e r i m p o s s i b l e o r i m p r a c t i c a l t o i n t e r ­
r u p t . F o r e x a m p l e , s u c h s y s t e m s i n c l u d e a i r c r a f t a u t o p i l o t s , a d a p t i v e 
c h e m i c a l and i n d u s t r i a l p r o c e s s c o n t r o l s , a d a p t i v e c o m m u n i c a t i o n l i n k s , 
and o t h e r s . 
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F u r t h e r c o m p l i c a t i o n s a r e e n c o u n t e r e d when a t t e m p t s a r e made t o 
o p t i m i z e a c l o s e d - l o o p c o n t r o l law a c c o r d i n g t o some c o s t o r p e r f o r m a n c e 
c r i t e r i o n . The a d d e d d i f f i c u l t y a r i s e s b e c a u s e t h e o p t i m i z e d f e e d b a c k 
c o n t r o l law i s u s u a l l y a f u n c t i o n n o t o n l y of t h e unknown p a r a m e t e r s , 
b u t a l s o of some u n a v a i l a b l e p l a n t s t a t e s . T h u s , t o f i n d an optimum 
c l o s e d - l o o p c o n t r o l l a w , one must f i n d t h a t c o m b i n a t i o n of p a r a m e t e r and 
s t a t e i d e n t i f i c a t i o n and c o n t r o l which s a t i s f i e s some s y s t e m p e r f o r m a n c e 
i n d e x . U n f o r t u n a t e l y , e x c e p t f o r a s m a l l c l a s s of p r o b l e m s , t h e com­
p l e x i t y of t h e optimum f u n c t i o n a l e q u a t i o n s o b t a i n e d which s a t i s f i e s 
t h i s c o m b i n a t i o n r e n d e r s mos t methods i m p r a c t i c a l . C o n s e q u e n t l y , most 
a p p r o a c h e s a r e d i r e c t e d t o w a r d f i n d i n g s u b o p t i m a l s o l u t i o n s t h a t can be 
i m p l e m e n t e d . These s o l u t i o n s a r e s u b o p t i m a l i n t h e s e n s e t h a t some d e ­
g r e e of a r b i t r a r y s e p a r a t i o n of t h e i d e n t i f i c a t i o n and c o n t r o l a s p e c t s 
i s i n v o l v e d . A number of t h e s e s u b o p t i m a l s o l u t i o n s h a v e b e e n d e v e l o p e d 
a n d , d e p e n d i n g on t h e s p e c i f i c c h a r a c t e r i s t i c s of t h e s y s t e m i n v o l v e d , 
a p p l i e d w i t h v a r y i n g d e g r e e s of s u c c e s s . 
H i s t o r y of t h e P r o b l e m 
H i s t o r i c a l l y , t h e o n - l i n e i d e n t i f i c a t i o n and c l o s e d - l o o p c o n t r o l 
p r o b l e m h a s b e e n a p p r o a c h e d by one of t h r e e m e t h o d s : e s t i m a t i o n t e c h ­
n i q u e s , i d e n t i f i c a t i o n s c h e m e s , or a d a p t i v e c o n t r o l p r o c e d u r e s . The 
c h o i c e of a p a r t i c u l a r method h a s l a r g e l y b e e n b a s e d on t h e amount of 
i n f o r m a t i o n a v a i l a b l e a b o u t t h e s y s t e m and t h e p e c u l i a r i t i e s of t h a t 
s y s t e m . 
The f i r s t a p p r o a c h u s e s e s t i m a t i o n t e c h n i q u e s t o i d e n t i f y t h e u n ­
known p a r a m e t e r s . The i d e n t i f i c a t i o n p r o c e s s i s t h e n u s e d i n c o n j u n c t i o n 
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w i t h a d e t e r m i n i s t i c c o n t r o l l e r . S i n c e , a s shown by t h e work of A. A. 
F e l ' d b a u n [ 1 ] , complex r e s u l t s a r e o b t a i n e d when t r y i n g t o o p t i m i z e b o t h 
i d e n t i f i c a t i o n and c o n t r o l , work on t h i s p r o b l e m i s g e n e r a l l y d i r e c t e d 
t o d e t e r m i n i n g w h e t h e r a s e p a r a t i o n p r i n c i p l e h o l d s o r t o f i n d i n g some 
s u b o p t i m a l s o l u t i o n . 
The e x i s t e n c e of a s e p a r a t i o n p r i n c i p l e a l l o w s one t o o b t a i n t h e 
o p t i m a l o v e r a l l s y s t e m by c a s c a d i n g an optimum e s t i m a t i o n a l g o r i t h m w i t h 
t h e optimum d e t e r m i n i s t i c c o n t r o l l e r . Numerous a r t i c l e s [ 2 , 3 , 4 ] h a v e 
b e e n w r i t t e n which d e s c r i b e c o n d i t i o n s f o r which t h e s e p a r a t i o n p r i n c i p l e 
h o l d s ; h o w e v e r , i n g e n e r a l , f o r n o n l i n e a r p l a n t s , v e r y l i t t l e i s known 
a b o u t t h e s t r u c t u r e of t h e o p t i m a l s o l u t i o n . For t h i s r e a s o n , u s e f u l 
s u b o p t i m a l s o l u t i o n s h a v e b e e n s o u g h t . 
A v a r i e t y of s u b o p t i m a l s o l u t i o n s h a v e b e e n d e v e l o p e d . For t h e 
c a s e when a c o m p l e t e s e p a r a t i o n of i d e n t i f i c a t i o n and c o n t r o l i s a s s u m e d , 
one of t h e more i m p o r t a n t t e c h n i q u e s i s t h a t of l e a s t s q u a r e e s t i m a t i o n 
[ 5 , 6 ] . T h i s scheme h a s b e e n g e n e r a l i z e d i n numerous a r t i c l e s [ 7 , 8 ] u n d e r 
t h e h e a d i n g of " s t o c h a s t i c a p p r o x i m a t i o n . " For n o n l i n e a r s y s t e m s , a n o t h e r 
u s e f u l s u b o p t i m a l t e c h n i q u e i s t o expand t h e n o n l i n e a r s y s t e m e q u a t i o n s 
a b o u t some d e t e r m i n i s t i c n o m i n a l t r a j e c t o r y [ 9 , 1 0 , 1 1 ] . T h e r e a r e a number 
of o t h e r l e s s i m p o r t a n t s u b o p t i m a l e s t i m a t i o n t e c h n i q u e s [ 1 2 , 1 3 , 1 4 , 1 5 , 1 6 , 
17] b u t e a c h i s l i m i t e d t o p r o b l e m s w i t h s p e c i f i c c h a r a c t e r i s t i c s . 
The s e c o n d c l a s s of a p p r o a c h e s t o t h e o n - l i n e i d e n t i f i c a t i o n and 
c o n t r o l p r o b l e m i n v o l v e s e x t e n s i o n s of some of t h e c l a s s i c a l p r o c e s s 
i d e n t i f i c a t i o n s c h e m e s ; i . e . , a t e s t s i g n a l i s a p p l i e d t o t h e p l a n t from 
w h i c h , by v a r i o u s m e t h o d s , i d e n t i f i c a t i o n of t h e unknown p a r a m e t e r s i s 
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a c h i e v e d [ 1 8 , 1 9 ] . Many methods a p p l y an i m p u l s e , s t e p , o r s i n u s o i d a l 
t e s t i n p u t t o t h e s y s t e m and a n a l y z e , by v a r i o u s m e t h o d s , t h e c o r r e s p o n d ­
i n g o u t p u t [ 2 0 , 2 1 , 2 2 ] . O t h e r s i n t r o d u c e e i t h e r a random o r pseudorandom 
n o i s e i n p u t and t h e n c r o s s c o r r e l a t e t h i s w i t h t h e c o r r e s p o n d i n g o u t p u t 
[ 2 3 , 2 4 , 2 5 ] . 
F i n a l l y , an a d a p t i v e c o n t r o l a p p r o a c h i s o f t e n u s e d t o s o l v e t h e 
p r o b l e m . Most a d a p t i v e c o n t r o l a p p r o a c h e s r e s u l t i n s u b o p t i m a l p e r f o r m ­
a n c e . Two t y p e s of a d a p t i v e schemes t h a t r e l a t e t o t h e p r o p o s e d p r o b l e m 
a r e t h e model r e f e r e n c e and l e a r n i n g model a p p r o a c h e s . I n t h e model 
r e f e r e n c e a p p r o a c h [ 2 6 , 2 7 , 2 8 , 2 9 , 3 0 , 3 1 , 3 2 , 3 3 ] , t h e model i s a r e p r e s e n t a ­
t i o n of t h e d e s i r e d s y s t e m . A c o n t r o l l e r compares t h e o u t p u t of t h e 
p l a n t w i t h t h e o u t p u t of t h e r e f e r e n c e m o d e l , and u s e s t h e d i f f e r e n c e t o 
a d j u s t c o n t r o l l e r p a r a m e t e r s t o f o r c e t h e p l a n t r e s p o n s e t o c l o s e l y match 
t h a t of t h e r e f e r e n c e m o d e l . 
The l e a r n i n g model a p p r o a c h i s more a p p l i c a b l e t o t h e p r o p o s e d 
p r o b l e m t h a n any of t h e o t h e r t e c h n i q u e s . T h i s a p p r o a c h makes p o s s i b l e 
t h e d e s i g n of a c o m p l e t e c o n t r o l s y s t e m f o r a s p e c i f i c r e q u i r e m e n t w i t h ­
o u t c o m p r o m i s i n g t h e d e s i g n of t h e c o n t r o l l e r f o r t h e r a n g e of p a r a m e t e r 
v a r i a t i o n s . I n t h e l e a r n i n g model a p p r o a c h [ 2 6 , 3 4 , 3 5 ] , t h e c o n t r o l l e r 
a l s o compares t h e o u t p u t of t h e p l a n t w i t h t h e o u t p u t of a m o d e l . How­
e v e r , h e r e t h e d i f f e r e n c e i s u s e d t o a d j u s t t h e model p a r a m e t e r s t o c a u s e 
t h e model t o b e h a v e a s much l i k e t h e p r o c e s s a s p o s s i b l e . P a r a m e t e r s of 
t h e mode l a r e , t h e r e f o r e , d e s c r i p t i v e of t h e p r o c e s s and t h u s may be u s e d 
i n a n opt imum c o n t r o l l e r d e s i g n . To d a t e , t h e t h e o r e t i c a l j u s t i f i c a t i o n 
f o r t h e d e s i g n of s y s t e m s b a s e d on t h i s a p p r o a c h h a s n o t b e e n s u f f i c i e n t l y 
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w e l l d e v e l o p e d t o p e r m i t e x t e n s i v e a n a l y s i s r e l a t e d t o p e r f o r m a n c e c h a r ­
a c t e r i s t i c s and l i m i t a t i o n s . I n a d d i t i o n , a l m o s t a l l p r e v i o u s work h a s 
b e e n done f o r a n a l o g s y s t e m s . Most a t t e m p t s t o c o n v e r t t h i s work t o a 
d i g i t a l f o r m a t h a v e l e d t o c o m p l i c a t e d and i n e f f i c i e n t d e s i g n s [ 3 6 , 3 7 ] , 
w h i c h do n o t make e f f e c t i v e u s e of t h e c h a r a c t e r i s t i c s of a d i g i t a l s y s ­
tem. A l s o , p r e v i o u s work h a s a l w a y s employed a c o m p l e t e s e p a r a t i o n of 
t h e i d e n t i f i c a t i o n and c o n t r o l f u n c t i o n s . T h u s , a n e e d e x i s t s f o r a new 
a p p r o a c h t o t h e d e s i g n of o n - l i n e , d i s c r e t e - t i m e , i d e n t i f i e r - c o n t r o l l e r 
s y s t e m s w h i c h make more e f f i c i e n t and optimum u s e of t h e d i g i t a l n a t u r e 
of t h e p r o b l e m . 
O u t l i n e of t h e T h e s i s 
The m a j o r e m p h a s i s i n t h i s r e s e a r c h i s n o t o n l y t h e d e v e l o p m e n t 
of a n i d e n t i f i c a t i o n a l g o r i t h m , b u t a l s o combin ing i d e n t i f i c a t i o n and 
c o n t r o l t o s t r i v e t o a c h i e v e a n o v e r a l l optimum c l o s e d - l o o p c o n t r o l l a w . 
C h a p t e r I I p r e s e n t s t h e b a s i c m a t h e m a t i c a l p r o b l e m f o r m u l a t i o n and a l s o 
t h e d e r i v a t i o n of a g e n e r a l i d e n t i f i c a t i o n a l g o r i t h m . The p r o o f of t h e 
e x i s t e n c e of a s o l u t i o n t o t h e i d e n t i f i c a t i o n p r o b l e m and t h e c l a s s i f i ­
c a t i o n of s y s t e m s f o r which t h e a l g o r i t h m s d e v e l o p e d i n t h i s t h e s i s a r e 
a p p l i c a b l e , a r e a l s o p r e s e n t e d i n t h i s c h a p t e r . 
The c o m b i n i n g of i d e n t i f i c a t i o n and c o n t r o l i s d e v e l o p e d i n i n ­
d i v i d u a l c h a p t e r s d e p e n d i n g upon t h e c l a s s of s y s t e m s c o n s i d e r e d and 
w h e t h e r o n l y some or a l l of t h e p l a n t s t a t e s a r e a v a i l a b l e . C h a p t e r I I I 
d e a l s w i t h s t a t e - r e g u l a t o r s y s t e m s i n which a l l of t h e p l a n t s t a t e s a r e 
a v a i l a b l e , w h e r e a s C h a p t e r IV c o n s i d e r s t h e s e s y s t e m s when o n l y some of 
t h e p l a n t s t a t e s a r e a v a i l a b l e . I n C h a p t e r V, a l i n e a r p e r t u r b a t i o n 
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c o n t r o l scheme e m p l o y i n g t h e i d e n t i f i c a t i o n a l g o r i t h m i s d e v e l o p e d . 
T h i s scheme i s t h e n a p p l i e d i n C h a p t e r VI t o c o n t r o l t h e s t a r t u p of a 
t h e r m a l n u c l e a r r e a c t o r . F i n a l l y , C h a p t e r V I I summarizes t h e c o n c l u s i o n s 
and p r e s e n t s r e c o m m e n d a t i o n s f o r f u r t h e r work . 
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CHAPTER I I 
PROBLEM FORMULATION AND BASIC THEORY 
I n t r o d u c t i o n 
I n t h i s c h a p t e r a new a p p r o a c h t o t h e c l o s e d - l o o p , o n - l i n e , 
i d e n t i f i c a t i o n and c o n t r o l p r o b l e m d e s c r i b e d i n C h a p t e r I i s d e v e l o p e d . 
I n t h e p r o c e s s of d e v e l o p i n g t h e b a s i c m a t h e m a t i c a l f o r m u l a t i o n , a 
d e s c r i p t i o n of t h e c l a s s of s y s t e m s f o r which t h e a l g o r i t h m s a r e a p ­
p l i c a b l e i s a l s o made . The b a s i s of t h e a p p r o a c h i s a g e n e r a l i d e n t i ­
f i c a t i o n a l g o r i t h m . T h i s a l g o r i t h m c o n s i s t s of a s e q u e n c e of f u n c t i o n s , 
w h e r e e a c h member of t h e s e q u e n c e i s d e t e r m i n e d by s p l i t b o u n d a r y c o n ­
d i t i o n s . S i n c e t h e b o u n d a r y c o n d i t i o n s a r e s p l i t , i t i s n o t e v i d e n t 
a p r i o r i t h a t f o r n o n l i n e a r s y s t e m s a u n i q u e s o l u t i o n a c t u a l l y e x i s t s . 
T h u s , t h e p r o b l e m of t h e e x i s t e n c e and u n i q u e n e s s of a s o l u t i o n must be 
p r o v e n . 
B a s i c P r o b l e m F o r m u l a t i o n 
F i g u r e 1 shows a g e n e r a l b l o c k d i a g r a m of t h e s y s t e m c o n s i d e r e d . 
B e s i d e s t h e p l a n t , t h e s y s t e m i s c o m p r i s e d of a p a r a m e t e r a d j u s t a b l e 
m a t h e m a t i c a l m o d e l , an i d e n t i f i c a t i o n a l g o r i t h m , and a d e t e r m i n i s t i c 
c o n t r o l l e r . The m a t h e m a t i c a l model i s u s e d v e r y much l i k e t h e l e a r n i n g 
model d i s c u s s e d i n C h a p t e r I . I n c o n v e r g i n g t o t h e p r o p e r s o l u t i o n , t h e 
p a r a m e t e r s of t h e model a r e a d j u s t e d t o c a u s e t h e model t o b e h a v e l i k e 
t h e p l a n t , so t h a t t h e p a r a m e t e r s of t h e model a r e d e s c r i p t i v e of t h e 
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u ( J ) 
5 ( J ) 2(3) 
P l a n t 
M a t h e m a t i c a l 
Model 
1 T V 
I d e n t i f i c a t i o n 
A l g o r i t h m 
C o n t r o l l e r 
x(j) 
F i g u r e 1 . The G e n e r a l System Block Diagram 
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parameters of the plant. To determine the proper adjustments, the identi­
fication algorithm compares the outputs of the model with the outputs 
available from the plant. Based on this comparison, the algorithm updates 
its estimates of both the unknown plant states and parameter values. 
The updated estimates are then used not only to adjust the mathematical 
model but also to determine the optimum closed-loop control according to 
some prespecified performance criterion. Because the use of the mathe­
matical model is so closely associated with the identification algorithm, 
it will be considered as part of the identification algorithm in all 
future references. 
It is assumed that the plant can be described by a vector differ­
ence equation of the form 
x(j+l) = f[x(j),a(j),u(j)], (2.1) 
where x(j) represents the n-dimensional state vector, a(j) an tri­
dimensional unknown parameter vector, and u(j) a single control input. 
The dimensions n and m are assumed known. Equation (2.1) can be either 
linear or nonlinear but must satisfy the following conditions: 
i) ^[x(J) j£(J) >U(J) ] i s a continuous function of x(j), 
a(j), and u(j). 
ii) fx(j)tx(j),a(j),u(j)] and [x(j),a(j),u(j)] both 
exist and are continuous, 
iii) f ,.v[x(j),a(j),u(j)] satisfies a Lipschitz condition 
with respect to x(j); while [x(j) ,a(j) ,u(j) ] satisfies 
a Lipschitz condition with respect to a(j). 
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Mathematical models which describe most practical systems in­
herently satisfy the above conditions. Thus these conditions, which are 
necessary for the mathematical development of the algorithm, do not re­
strict the applicability of the procedure for most systems. 
The only restriction imposed on the parameters of a(j) is that they 
are either unknown constants, or that they are slowly varying with time 
in an unknown manner. 
For many systems, all of the plant states are not available as 
system outputs. To indicate this, an s-dimensional vector of output 
measurements is given by 
Y_(3) = H x(j), (2.2) 
where H is an s x n constant matrix. Since all the plant states may not 
be available, it must be assumed that the system represented by (2.1) and 
(2.2) be observable, not only for the identification algorithm to converge 
to the desired unknown parameters, but also so that the unknown plant 
states can be computed in order to construct a feedback control. 
Since, for practical systems, the control interval is never infi­
nite, the systems considered are not required to be controllable. This 
arises because the contribution of the uncontrollable states to the per­
formance functional is always finite provided the control interval is 
finite. 
The problem can now be restated as follows: for the plant described 
by (2.1), with the output measurements given by (2.2), identify the un­
known parameter vector a(j) and the unavailable plant states, and use the 
identified values to determine an optimum closed-loop control of the form 
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- Y [ x ( i ) > £ ( J ) ] which m i n i m i z e s some p e r f o r m a n c e c r i t e r i o n . 
T h e r e i s a l a r g e c l a s s of s y s t e m s f o r which a c l o s e d - l o o p c o n t r o l 
of t h e form e x p r e s s e d above can be found . Some of t h e most i m p o r t a n t 
members of t h i s c l a s s a r e l i n e a r s y s t e m s f o r which optimum c l o s e d - l o o p 
c o n t r o l s a r e found t h a t m i n i m i z e a q u a d r a t i c p e r f o r m a n c e c r i t e r i o n ; i . e . , 
t h e p e r f o r m a n c e c r i t e r i o n i s of t h e form 
J = \ y { £ T ( J ) < & ( J ) + u 2 ( j ) } , ( 2 . 3 ) 
w h e r e Q i s an n x n m a t r i x t h a t must be a t l e a s t p o s i t i v e s e m i d e f i n i t e . 
Systems of t h i s t y p e a r e t y p i c a l l y c a l l e d s t a t e - r e g u l a t o r s f o r t h e y t e n d 
t o k e e p t h e s t a t e s n e a r z e r o . 
I f , f o r a s y s t e m , a c l o s e d - l o o p c o n t r o l of t h e form u ( j ) = 
y t x ( j ) J i s n o t p o s s i b l e , a p o s s i b l e s u b o p t i m a l a l t e r n a t i v e i s t o u s e 
a s o - c a l l e d p e r t u r b a t i o n c o n t r o l scheme. For t h i s scheme an o p t i m a l o p e n -
l o o p c o n t r o l i s found s a t i s f y i n g t h e d e s i r e d p e r f o r m a n c e c r i t e r i o n . Then 
a f e e d b a c k c o n t r o l i s d e v e l o p e d a b o u t t h e o p t i m a l t r a j e c t o r y by m i n i m i z i n g 
a s e c o n d c o s t f u n c t i o n which i s q u a d r a t i c i n d e v i a t i o n from t h e nomina l 
t r a j e c t o r y and c o n t r o l , i . e . , t h e d e v i a t i o n f u n c t i o n a l i s of t h e form 
J " I I { A x T ( j ) Q A x ( j ) + A u 2 ( j ) } . ( 2 . 4 ) 
j=0 
Both t h e s t a t e - r e g u l a t o r and p e r t u r b a t i o n c o n t r o l schemes w i l l be i n v e s ­
t i g a t e d i n t h i s t h e s i s . 
T h r o u g h o u t t h i s w o r k , a s c a l a r c o n t r o l , u ( j ) , i s u s e d . The e x t e n ­
s i o n t o a v e c t o r c o n t r o l , u ( j ) , i s s t r a i g h t f o r w a r d , b u t r e s u l t s n o t o n l y 
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i n i n c r e a s e d c o m p l e x i t y i n t h e i d e n t i f i c a t i o n and c o n t r o l a l g o r i t h m s , b u t 
a l s o , a s shown i n t h e A p p e n d i x , an i n c r e a s e d u s e of computer t i m e needed 
f o r s y s t e m s i m u l a t i o n s . 
I d e n t i f i c a t i o n A l g o r i t h m 
The i d e n t i f i c a t i o n a l g o r i t h m i s b a s e d on a T a y l o r S e r i e s e x p a n s i o n 
t h 
o f an e q u a t i o n of t h e form of e q u a t i o n ( 2 . 1 ) . C o n s i d e r t h e (N+l) i t e r a ­
t i o n of such an e q u a t i o n , 
K N + 1 ( j + l ) = f[xW(j)>am(j)>u(j)]. ( 2 . 5 ) 
t h 
E x p a n d i n g ( 2 . 5 ) i n a T a y l o r S e r i e s a b o u t t h e N i t e r a t i o n 
x (j+1) = fLx (j),a (j),u(j)J + — 
x=x ( j ) 
a=a (j) 
[ x N + 1 ( j ) ( 2 . 6 ) 
N, .v 
x=x ( j ) 
a=a (j) 
La (j) - a (j)J, 
w h e r e i t i s assumed t h a t t h e c o n t r o l , u ( j ) , i s known o v e r t h e i d e n t i f i c a ­
t i o n i n t e r v a l . By c o n s i d e r i n g ( 2 . 6 ) o v e r j u s t one i d e n t i f i c a t i o n c y c l e , 
t h e f o l l o w i n g e q u a t i o n can be a d j o i n e d , 
aN+1(k+l) = aN+1(k), ( 2 . 7 ) 
w h e r e 
k = j - N S ( X - l ) . ( 2 . 8 ) 
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The i n t e g e r NS i n d i c a t e s t h e number of d i s c r e t e t i m e i n t e r v a l s p e r i d e n ­
t i f i c a t i o n p e r i o d ( t h e c a l c u l a t i o n of which i s shown l a t e r ) , and 
I — 1 , 2 , . . . , i n d i c a t e s which i d e n t i f i c a t i o n i n t e r v a l i s i n v o l v e d . A 
c l e a r e r u n d e r s t a n d i n g of t h e r e l a t i o n s h i p between j , k , and I can be o b ­
t a i n e d by s t u d y i n g F i g u r e 2 . T h i s f i g u r e d e p i c t s t h r e e i d e n t i f i c a t i o n 
c y c l e p e r i o d s f o r a s y s t e m i n which t h e i n t e g e r c o n s t a n t NS = 2 . N o t i c e 
t h a t t h e i n t e g e r v a r i a b l e k i s u s e d t o i n d e x t h e d i s c r e t e t ime p e r i o d s 
f o r e a c h i d e n t i f i c a t i o n c y c l e . 
^ 1 = 1 ^ 
1 
One 
I d e n t i f i c a t i o n 
C y c l e P e r i o d 
^ I = 2 & 
1 
« 4 I = 3 > 
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1 
0 1 2 
1 
I 3 i 
0 1 2 
1 I 
• 5 ( 
1 
0 1 2 
3 
F i g u r e 2 . An Example Showing t h e S y s t e m ' s I n d e x R e l a t i o n s h i p s 
The s e t of e q u a t i o n s ( 2 . 6 ) , ( 2 . 7 ) can now be w r i t t e n i n t h e form 
z N + 1 ( k + l ) = D N ( k ) z m ( k ) + v N ( k ) , (2.9) 
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0 I I 
v (k) = 
f [ x N ( k ) , a N ( k ) , u ( k ) ] 
b | 
ba a (k) 
b | 
bx x (k) 
The s o l u t i o n of e q u a t i o n ( 2 . 9 ) , s u b j e c t t o t h e a p p r o p r i a t e b o u n d a r y c o n d i ­
t i o n s , s o l v e s t h e i d e n t i f i c a t i o n p r o b l e m . The b o u n d a r y c o n d i t i o n s i n t h i s 
c a s e c o n s i s t of t h e a v a i l a b l e p l a n t o u t p u t s . C o n s i d e r one i d e n t i f i c a t i o n 
c y c l e i n t h e p r o c e s s . Given a s i n i t i a l c o n d i t i o n s a r e t h e p l a n t s t a t e s 
t h a t a r e a v a i l a b l e and e i t h e r an i n i t i a l g u e s s of t h e v a l u e of a o r t h e 
v a l u e of a o b t a i n e d from t h e p r e v i o u s c y c l e . The s o l u t i o n of ( 2 . 9 ) i s 
g i v e n by ( l a b e l i n g t h e i n i t i a l t i m e a s k=k^) 
z N + 1 ( k ) = / + 1 ( k , k 0 ) z N + 1 ( k 0 ) + £ N + 1 ( k ) ( 2 . 1 0 ) 
where ^ ^ ( k j k ^ ) r e p r e s e n t s t h e homogeneous s o l u t i o n and £^+^"(k) r e p r e ­
s e n t s t h e p a r t i c u l a r s o l u t i o n . The homogeneous s o l u t i o n i s t h e fundamen­
t a l s o l u t i o n m a t r i x of 
eiN+1(k+i,v = DN(k)0N+1(k, o) (2.11) /+1(k0,k0) = i ; 
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w h e r e a s , t h e p a r t i c u l a r s o l u t i o n i s g e n e r a t e d by t h e e q u a t i o n 
£
N + 1
( k + i ) = Ak)£N+1(k) + <2-12> 
£
N+1oo = o . 
N+l 
The i n i t i a l c o n d i t i o n v e c t o r z (k^) i s o b t a i n e d from t h e b o u n d a r y c o n ­
d i t i o n s by s o l v i n g 
^ jCV' ^ ( V V ^ ^ V + / ^ V 3 > = \y ( 2 . 1 3 ) 
where k i = k Q , k ^ , . . . , k ^ ; i j = 1 , 2 ,3, . . . , ( n + m ) ; d e n o t e s a b o u n d a r y 
c o n d i t i o n , which a r e t h e a v a i l a b l e p l a n t s t a t e o u t p u t s ; and < , > d e n o t e s 
an i n n e r p r o d u c t . The v e c t o r C . . i s u s e d t o s e l e c t t h o s e e l e m e n t s of 
[ ^ ( k . , ^ ) ^ 1 ^ ) + / ^ ( k . ) ] which r e p r e s e n t t h e a p p r o p r i a t e boundary 
c o n d i t i o n s . For e x a m p l e , i f o n l y t h e p l a n t s t a t e x p (k) was a v a i l a b l e a s 
1 
a b o u n d a r y c o n d i t i o n , t h e n 
C ? ( k . ) = [ l 0 0 • • • 0 ] . 
1 V V ' 
n+m 
The l a t e s t unknown p a r a m e t e r and u n a v a i l a b l e p l a n t s t a t e e s t i m a t e s 
o b t a i n e d from s o l v i n g ( 2 . 9 ) s u b j e c t t o t h e b o u n d a r y c o n d i t i o n s of ( 2 . 1 3 ) , 
a r e u s e d t o u p d a t e t h e v a l u e of t h e c l o s e d - l o o p c o n t r o l a c c o r d i n g t o some 
p e r f o r m a n c e i n d e x . The m a t h e m a t i c a l d e t a i l s of t h i s u p d a t i n g a r e r e ­
s e r v e d f o r t h e n e x t t h r e e c h a p t e r s where t h e y can be d e v e l o p e d more 
t h o r o u g h l y . 
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E x i s t e n c e and U n i q u e n e s s 
No m e n t i o n h a s been made c o n c e r n i n g t h e i m p o r t a n t q u e s t i o n of 
w h e t h e r a u n i q u e s o l u t i o n a c t u a l l y e x i s t s when s o l v i n g n o n l i n e a r p l a n t 
e q u a t i o n s . With t h e s p l i t b o u n d a r y c o n d i t i o n s d e p i c t e d in e q u a t i o n 
( 2 . 1 3 ) , i t i s n o t i m m e d i a t e l y e v i d e n t t h a t t h e r e i s such a s o l u t i o n . 
T h e r e f o r e , i n t h i s s e c t i o n , a p r o o f of t h e e x i s t e n c e and u n i q u e n e s s of a 
s o l u t i o n i s g i v e n . 
C o n s i d e r a d j o i n i n g t h e p l a n t e q u a t i o n , e q u a t i o n ( 2 . 1 ) , and an 
e q u a t i o n r e p r e s e n t i n g t h e a c t u a l v a r i a t i o n s of t h e unknown p a r a m e t e r s 
o v e r an i d e n t i f i c a t i o n c y c l e ; i . e . , l e t 
z ( k + l ) = £ [ z ( k ) , u ( k ) ] , ( 2 . 1 4 ) 
where 
z ( k ) = 
a(k) 
Assume t h a t a(k) i s c o n t i n u o u s . From p r e v i o u s a s s u m p t i o n s , i t i s o b v i o u s 
t h a t 
1) jgj z(k) ,u(k) ] i s a c o n t i n u o u s f u n c t i o n of £(k) and u(k). 
2) , u ( k ) ] e x i s t s and i s c o n t i n u o u s . 
3) g [ z(k) , u(k) ] s a t i s f i e s a L i p s c h i t z c o n d i t i o n w i t h r e s p e c t t o 
£(k) ; i . e . , t h e r e e x i s t s a number M such t h a t 
H f i t z ^ l O . u C k ) ] - £ [ z 2(k ) , u(k)]|| <; M || z x(k) - z 2(k) || , 
w h e r e || «|| d e n o t e s a norm. 
The p r o o f of t h e e x i s t e n c e of a u n i q u e s o l u t i o n i s b a s e d on t h e 
u s e of t h e p r i n c i p l e of c o n t r a c t i o n m a p p i n g s . T h i s p r i n c i p l e g i v e s a 
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s u f f i c i e n t c o n d i t i o n t h a t t h e n o n l i n e a r o p e r a t o r e q u a t i o n 
z = Tz ( 2 . 1 5 ) 
h a s a u n i q u e s o l u t i o n . I n what f o l l o w s , no a t t e m p t s s h a l l be made t o be 
any more g e n e r a l t h a n i s n e c e s s a r y . 
The v e c t o r z b e l o n g s t o a s e t of v e c t o r s c o m p r i s i n g a c o m p l e t e 
normed l i n e a r s p a c e S. An o p e r a t o r T mapping t h e normed s p a c e S i n t o i t ­
s e l f i s s a i d t o be a c o n t r a c t i o n mapping on t h e s p a c e i f t h e r e i s a number 
a, 0 < a < 1 , such t h a t f o r a l l z,Q_eS 
II T6 - Tz || <; a || 9. - z || . ( 2 . 1 6 ) 
N 
O b v i o u s l y , e v e r y c o n t r a c t i o n mapping i s c o n t i n u o u s , f o r i f _z -» ẑ  (mean-
N N 
i ° g II - .z || -» 0 ) , t h e n e q u a t i o n ( 2 . 1 6 ) i m p l i e s | |Tz - Tz || -» 0 a s 
N 
N -» + c o ; i . e . , Tz -> T z . 
Theorem I : The P r i n c i p l e of C o n t r a c t i o n Mappings 
Every c o n t r a c t i o n mapping T d e f i n e d on a c o m p l e t e normed l i n e a r 
s p a c e S h a s one and o n l y one f i x e d p o i n t ( i . e . , z ~ Tz h a s e x a c t l y one 
s o l u t i o n ) . 
The s o l u t i o n of e q u a t i o n ( 2 . 1 4 ) can be p u t i n the form 
k - 1 
z ( k ) = Y h [ z ( r ) ] . ( 2 . 1 7 ) 
r=0 
T h u s , Tz i n t h i s c a s e i s d e f i n e d by t h e r i g h t s i d e of e q u a t i o n ( 2 . 1 7 ) . 
• k 
The p r o o f can be found on page 43 of a book by Kolmogorov and 
Fomin [ 3 8 ] . 
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I f T i s a c o n t r a c t i o n mapping on t h e s p a c e S, t h e n Theorem I p r o v i d e s t h e 
r e q u i r e d p r o o f of e x i s t e n c e and u n i q u e n e s s . 
I t i s t h u s n e c e s s a r y t o d e t e r m i n e when T i s a c o n t r a c t i o n mapping 
on S. F i r s t , c o n s i d e r t h e e q u a t i o n 
k - 1 
T6(k) - Tv(k ) = £ [ h [ 9 ( r ) ] - h t v ( r ) ] } . ( 2 . 1 9 ) 
r=0 
T a k i n g t h e norm of b o t h s i d e s , t h e f o l l o w i n g e q u a t i o n r e s u l t s : 
|| T 9 ( k ) - Tv(k) || £ k || h [ 0 ( k ) ] - h [ v ( k ) ] | | . ( 2 . 2 0 ) 
T h e n , i f t h e L i p s c h i t z c o n d i t i o n i s u s e d , 
| |T9 (k ) - Tv(k) | | ^ k M || 0 ( k ) - v ( k ) | | . ( 2 . 2 1 ) 
E q u a t i o n ( 2 . 2 1 ) i s t h e same form a s e q u a t i o n ( 2 . 1 6 ) p r o v i d e d Of = k M. 
I f k M < 1 , t h e mapping i s c o n t r a c t i n g ; h e n c e , t h e e x i s t e n c e of a u n i q u e 
answer i s p r o v e d . I n a l a t e r c h a p t e r , t h e c o n v e r g e n c e of t h e l i n e a r i z e d 
i d e n t i f i c a t i o n a l g o r i t h m , e q u a t i o n ( 2 . 9 ) , t o t h e u n i q u e s o l u t i o n of 
( 2 . 1 4 ) w i l l be p r o v e n u s i n g t h e above r e s u l t s . 
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CHAPTER I I I 
THE STATE REGULATOR SYSTEM WITH ALL PLANT STATES AVAILABLE 
I n t r o d u c t i o n 
T h i s c h a p t e r examines t h e i d e n t i f i c a t i o n and c o n t r o l of s t a t e 
r e g u l a t o r s y s t e m s i n which a l l of t h e p l a n t s t a t e s a r e a v a i l a b l e a s 
s y s t e m o u t p u t s . I t w i l l be shown t h a t , f o r t h i s c a s e , t h e i d e n t i f i c a t i o n 
a l g o r i t h m s i m p l i f i e s t o a s e t of s i m u l t a n e o u s a l g e b r a i c e q u a t i o n s w h i c h , 
e x c e p t f o r s i n g u l a r o r i l l - c o n d i t i o n e d s o l u t i o n s , c o n v e r g e t o t h e c o r r e c t 
a n s w e r i n one i t e r a t i o n . The s i n g u l a r and i l l - c o n d i t i o n e d c a s e s a r e a l s o 
examined and two methods of h a n d l i n g t h e s e p r o b l e m s a r e d i s c u s s e d . Com­
p u t e r s i m u l a t e d e x a m p l e s a r e i n c l u d e d t o v e r i f y t h e a n a l y t i c a l work . 
M a t h e m a t i c a l Development 
L e t t h e l i n e a r s y s t e m be r e p r e s e n t e d by 
x ( j + l ) = A ( a ) x ( j ) + b u ( j ) ( 3 . 1 ) 
x ( 0 ) = Xq, 
w h e r e A (a ) i s an n x n m a t r i x c o n t a i n i n g , a s some of t h e e l e m e n t s , t h e 
unknown p a r a m e t e r s , and b i s an n - d i m e n s i o n a l v e c t o r . S i n c e a l l of t h e 
p l a n t s t a t e s a r e a v a i l a b l e a s o u t p u t s , t h e o u t p u t measurement v e c t o r b e ­
comes 
2 < j ) = x ( j ) . ( 3 - 2 > 
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F o r t h e q u a d r a t i c c o s t f u n c t i o n a l 
V 1 
J = 2 I UT<J)^(J) + ^2(J>] > ( 3 . 3 ) 
t h e d e r i v a t i o n of t h e optimum c l o s e d - l o o p c o n t r o l can be found i n many 
s o u r c e s [ 3 9 , 4 0 ] . The r e s u l t i n g c o n t r o l i s 
w h e r e 
u ( j ) = b T [ A " 1 ( a ) ] T [ p ( j ) - Q] x ( j ) , ( 3 . 4 ) 
P ( j ) = Q + A T ( a ) P ( j + l ) A ( a ) - A T ( a ) P ( j + l ) b b T P ( j + l ) A ( a ) ^ ^ 
[ l + b P ( j + l ) b ] 
w i t h P ( j f ) = [ 0 ] . E q u a t i o n ( 3 . 5 ) , c a l l e d t h e R i c c a t i e q u a t i o n , i s s o l v e d 
b a c k w a r d i n t i m e from j ^ , w i t h e a c h i t e r a t i o n b e i n g s t o r e d f o r u s e i n 
e q u a t i o n ( 3 . 4 ) a t t h e a p p r o p r i a t e t i m e . Us ing ( 3 . 4 ) i n ( 3.1), t h e s y s t e m 
t r a j e c t o r i e s a r e r e p r e s e n t e d by t h e e q u a t i o n 
x ( j + D = { A ( a ) - b b T [ A " 1 ( a ) ] T [ P ( j ) - Q]} x ( j ) . ( 3 . 6 ) 
Note t h a t t h e R i c c a t i e q u a t i o n ( e q u a t i o n 3 . 5 ) , t h e c o n t r o l ( e q u a ­
t i o n 3 . 4 ) , and t h e s y s t e m t r a j e c t o r i e s ( e q u a t i o n 3 . 6 ) a r e a l l a f u n c t i o n 
of t h e unknown p a r a m e t e r v e c t o r a . I n v i e w of t h i s f a c t , a d e s c r i p t i o n 
of t h e s y s t e m o p e r a t i o n i s a s f o l l o w s . F i r s t , t h e unknown p a r a m e t e r v e c ­
t o r a i s i d e n t i f i e d . Us ing t h i s l a t e s t e s t i m a t e of _a, t h e R i c c a t i e q u a ­
t i o n i s r e i t e r a t e d backward in t i m e t o y i e l d an u p d a t e d R i c c a t i g a i n . 
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T h i s g a i n i s t h e n u s e d to r e c o m p u t e t h e optimum c l o s e d - l o o p c o n t r o l . The 
s y s t e m t r a j e c t o r i e s can n e x t be computed from ( 3 . 6 ) . In t h i s manner , t h e 
c o n t r o l u s e d i s a l w a y s b a s e d on t h e l a t e s t e s t i m a t e s of t h e unknown p a r ­
a m e t e r s . 
I t was s t a t e d i n t h e i n t r o d u c t i o n t h a t t h e i d e n t i f i c a t i o n a l g o r i t h m 
s i m p l i f i e s t o a s e t of s i m u l t a n e o u s a l g e b r a i c e q u a t i o n s . These e q u a t i o n s 
a r e d e r i v e d i n t h e f o l l o w i n g m a n n e r . C o n s i d e r t h e [ x ^ + 1 ( j ) - x^(j)J t e rm 
i n e q u a t i o n ( 2 . 6 ) . S i n c e a l l of t h e p l a n t s t a t e s a r e a v a i l a b l e a t each 
d i s c r e t e t ime i n t e r v a l , t h i s t e r m i s e q u a l t o z e r o . Then , by a d j o i n i n g 
t h e unknown p a r a m e t e r v e c t o r t o t h e p l a n t s t a t e s o v e r an i d e n t i f i c a t i o n 
c y c l e a s was done in C h a p t e r I I , e q u a t i o n s ( 2 . 6 ) , ( 2 . 7 ) can be r e w r i t t e n 
a s 





N ( k ) = 
I 
N 
LO I I J 
and 
w (k) = 
f [ / ( k ) , a N ( k ) ] - | = a (k) 
N 
As b e f o r e , t h e s o l u t i o n of ( 3 . 7 ) , s u b j e c t t o t h e a p p r o p r i a t e b o u n d a r y 
c o n d i t i o n s , s o l v e s t h e i d e n t i f i c a t i o n p r o b l e m . The s o l u t i o n i s g i v e n by 
an e q u a t i o n s i m i l a r t o ( 2 . 1 0 ) , and i s 
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£ (k) = 0 ( k , k n ) £ ( k Q ) + £ ( k ) , ( 3 . 8 ) 
/N+l N+l where a g a i n 0 ( k , k ^ ) r e p r e s e n t s t h e homogeneous s o l u t i o n and £ (k) 
r e p r e s e n t s t h e p a r t i c u l a r s o l u t i o n . 
For t h i s c a s e , i d e n t i f i c a t i o n can be a c c o m p l i s h e d by c o n s i d e r i n g 
o n l y one d i s c r e t e t i m e i n t e r v a l . I n c o n s i d e r i n g such an i n t e r v a l , t h e 
homogeneous s o l u t i o n e q u a t i o n , ( 2 . 1 1 ) , s i m p l i f i e s t o 
0 N + 1 ( k n + l , k o ) = F N ( k o ) 0 N + 1 ( k o , k n ) = F N ( k Q ) , ( 3 . 9 ) 
and t h e p a r t i c u l a r s o l u t i o n e q u a t i o n , ( 2 . 1 2 ) , a l s o s i m p l i f i e s t o 
£ N + 1 ( k n + l ) = F N ( k n ) £ N + 1 ( k n ) + w N ( k Q ) = w N ( k Q ) . ( 3 . 1 0 ) 
U s i n g ( 3 . 9 ) and ( 3 . 1 0 ) i n ( 3 . 8 ) , t h e s o l u t i o n becomes 
a
N + 1 ( V D = / + 1 ( V i , v / + 1 o c 0 ) + ^ v 1 ) -
a
N + 1 ( k 0 + l ) = A v ^ V + w N ( k 0 ) . ( 3 . 1 1 ) 
o r 
N+l 
The t e r m £ (k^) above i s o b t a i n e d from t h e b o u n d a r y c o n d i t i o n s 
by s o l v i n g 
< C h . ( i ) , [ / + 1 ( i , k 0 ) < l N + 1 ( k 0 ) + £ N + 1 ( i ) ] > = b h . ( i ) , ( 3 . 1 2 ) 
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w h e r e i = k ^ j k ^ + l ; h j = l , 2 , . . . , n ; and ( i ) d e n o t e s a b o u n d a r y c o n d i ­
t i o n . For i = k g , e q u a t i o n ( 3 . 1 2 ) y i e l d s no new i n f o r m a t i o n , s i n c e t h e 
b o u n d a r y c o n d i t i o n s a t k^ h a v e a l r e a d y been i n c o r p o r a t e d i n t o t h e e q u a -
N+l N 
t i o n s by s e t t i n g x (k^) = x (k^) = X p ( k ^ ) , where X p ( k g ) a r e t h e o u t p u t 
p l a n t s t a t e s a t k^. However, f o r i = k ^ + l , e q u a t i o n ( 3 . 1 2 ) y i e l d s a v e r y 
v a l u a b l e r e s u l t ; n a m e l y , t h a t t h e [ '] t e r m i s t h e same a s t h e argument of 
d i f f e r e n c e e q u a t i o n ( 3 . 1 1 ) . T h u s , w i t h b ^ ( k ^ + 1 ) e q u a l t o t h e p l a n t 
s t a t e s a t t i m e ( k ^ + 1 ) , t h e v e c t o r (k^+1) chosen t o y i e l d t h o s e e q u a ­
t i o n s of ( 3 . 1 2 ) which a r e e q u a l t o t h e p l a n t o u t p u t s , and w i t h t h e d e f i n i -
N N+l N 
t i o n s of F ( k ^ , £ ^ 0 ^ ' a n C * — P r e v i ° u s l y g i v e n , e q u a t i o n ( 3 . 1 2 ) 
w i t h i = kg+1 s i m p l i f i e s t o 
b | 
ba a
N + V 0 ) + f [ A V > a > V 0 ) ] - | § 
x=x (k) 
a = a N ( k ) 








w + i ( k . ) = x ( k n + l ) + t -— x 0 —p 0 ba 
x==xN(k) 
a=a (k) 
a N ( k Q ) - f [ x N ( k 0 ) , a N ( k Q ) ] . ( 3 . 1 3 ) 
x=x^(k) N/i \ a=a (k) 
E q u a t i o n ( 3 . 1 3 ) i s of t h e form 
G N ( k ) a I ^ 1 ( k ) = d N ( k ) ( 3 . 1 4 ) 
N 
w h i c h , p r o v i d e d G (k) i s n o n s i n g u l a r , y i e l d s f o r t h e unknown p a r a m e t e r 
v e c t o r 
a N + 1 ( k ) = [ G N ( k ) ] " 1 d N ( k ) . ( 3 - 1 5 ) 
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S i n c e a i s an m-d imens ion v e c t o r w h i l e x i s an n - d i m e n s i o n v e c t o r , 
N+l 
t h e a b i l i t y t o s o l v e ( 3 . 1 5 ) f o r a (k) depends n o t o n l y on w h e t h e r t h e 
N 
r a n k of G (k) i s m, b u t a l s o on t h e d imens ion of t h e p l a n t s t a t e s . I f 
N N 
n = m and t h e r a n k of G (k) i s m, G (k) w i l l be n o n s i n g u l a r and no d i f f i ­
c u l t y w i l l be e n c o u n t e r e d i n s o l v i n g e q u a t i o n ( 3 . 1 5 ) . I f n > m, t h e s y s ­
tem of e q u a t i o n s r e p r e s e n t e d by e q u a t i o n ( 3 . 1 4 ) w i l l , i n g e n e r a l , c o n t a i n 
(n-m) d e p e n d e n t e q u a t i o n s . T h i s sy s t em must be r e d u c e d t o min imal o r d e r 
( r a n k = m) i n o r d e r f o r e q u a t i o n ( 3 . 1 5 ) t o be s o l v e d . T h i s i s a c c o m p l i s h e d 
by c o n s i d e r i n g j u s t t h e f i r s t m i n d e p e n d e n t e q u a t i o n s a v a i l a b l e . I f 
n < m, t h e s y s t e m of e q u a t i o n s r e p r e s e n t e d by ( 3 . 1 4 ) w i l l n o t c o n t a i n 
N+l 
enough i n d e p e n d e n t e q u a t i o n s t o be s o l v e d . However, s i n c e a (k+1) = 
N+1 N N+1 
a (k) and x ( k Q + l ) = x ( k 0 + 1 ) = X p ( k 0 + 1 ) > a d d i t i o n a l i n d e p e n d e n t 
e q u a t i o n s a r e made a v a i l a b l e by a d j o i n i n g t h e e q u a t i o n s o b t a i n e d from t h e 
n e x t d i s c r e t e t i m e p e r i o d . A d d i t i o n a l e q u a t i o n s must be g e n e r a t e d i n 
t h i s manner u n t i l m i n d e p e n d e n t e q u a t i o n s h a v e been o b t a i n e d , t h u s a l l o w ­
i n g e q u a t i o n ( 3 . 1 5 ) t o be s o l v e d i n a s t r a i g h t f o r w a r d m a n n e r . 
To p r o v i d e some i n s i g h t i n t o t h e amount of c o m p u t a t i o n a l t i m e r e ­
q u i r e d t o implement t h e i d e n t i f i c a t i o n and c o n t r o l scheme, and h e n c e a 
b a l l p a r k e s t i m a t e o f t h e a l l o w a b l e s y s t e m b a n d w i d t h , t h e a n a l y s i s of t h e 
Append ix i s p r e s e n t e d . I n t h e A p p e n d i x , t h e c o m p u t a t i o n t i m e r e q u i r e d t o 
implement one i d e n t i f i c a t i o n c y c l e i s o b t a i n e d a s an e x p l i c i t f u n c t i o n of 
t h e d i m e n s i o n s of t h e s y s t e m ' s s t a t e , unknown p a r a m e t e r , and c o n t r o l v e c ­
t o r s . As an e x a m p l e , a t h i r d - o r d e r s y s t e m i s c o n s i d e r e d w i t h t h r e e u n ­
known p a r a m e t e r s and a s e c o n d - o r d e r c o n t r o l . I t i s shown t h a t a c o m p u t a ­
t i o n t i m e of a p p r o x i m a t e l y 0 . 0 8 sec i s r e q u i r e d f o r t h e i m p l e m e n t a t i o n — 
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a f i g u r e c o m p a t i b l e w i t h t h e o n - l i n e i m p l e m e n t a t i o n c l a i m . T h i s a l s o 
s u g g e s t s t h a t , f o r t h i s e x a m p l e , t h e sys tem N y q u i s t r a t e i s a p p r o x i m a t e l y 
t i m e i s c u t t o 0 . 0 4 7 s e c . 
Convergence A n a l y s i s 
I n t h i s s e c t i o n , i t w i l l be d e m o n s t r a t e d t h a t , e x c e p t f o r s i n g u l a r 
o r i l l - c o n d i t i o n e d s o l u t i o n , t h e i d e n t i f i c a t i o n a l g o r i t h m c o n v e r g e s t o 
t h e c o r r e c t s o l u t i o n i n one i t e r a t i o n . For a g e n e r a l s y s t e m c o n f i g u r a ­
t i o n , w i t h unknown p a r a m e t e r s p o s s i b l e in any o r a l l e l e m e n t s of t h e s y s ­
tem m a t r i x , a g e n e r a l c o n v e r g e n c e p r o o f i s n o t p o s s i b l e . However, f o r a 
s p e c i f i c c o n f i g u r a t i o n w i t h a p r i o r i a s s i g n e d l o c a t i o n s of unknown p a r a m ­
e t e r s , a c o n v e r g e n c e p r o o f can be g i v e n . The f o l l o w i n g d e v e l o p m e n t exem­
p l i f i e s e s t a b l i s h m e n t of c o n v e r g e n c e f o r a s p e c i f i c s y s t e m . 
The s y s t e m chosen f e a t u r e s t h e c a s e where n < m, so t h a t a d d i t i o n a l 
e q u a t i o n s must be a d j o i n e d from t h e n e x t d i s c r e t e t i m e p e r i o d i n o r d e r t o 
s o l v e t h e i d e n t i f i c a t i o n a l g o r i t h m . The t r u e p l a n t p a r a m e t e r s and s t a t e s 
a r e i n d i c a t e d w i t h a s u b s c r i p t P; w h e r e a s t h e s u p e r s c r i p t i n d i c a t e s t h e 
i t e r a t i o n number . S t a n d a r d m a t r i x e l e m e n t row-column n o t a t i o n i s a l s o 
6 . 2 5 r a d i a n s / s e c . When o n l y a s c a l a r c o n t r o l i s u s e d , t h e c o m p u t a t i o n 
e m p l o y e d . C o n s i d e r t h e f o l l o w i n g second o r d e r s y s t e m model t h a t c o n t a i n s , 
a s unknown p a r a m e t e r s , t h e e l e m e n t s a -N N ( k ) , and a N ( k ) , l l N ( k ) ' a i 2 21 
X l
N ( k + l ) = a u N ( k ) x p (k) + a 
N ( k ) x p (k) + b l U ( k ) ( 3 . 1 6 ) 12 2 
x 2 N ( k + l ) = a 2 1 N ( k ) x p (k) + a p ( k ) x p (k) + b 2 u ( k ) . 
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S i n c e m = 3 , one more e q u a t i o n must be o b t a i n e d from t h e n e x t t ime p e r i o d 
N N and i s , s i n c e a (k+1) = a ( k ) , 
X l
N ( k + 2 ) = a n N ( k ) x p (k+1) + a 1 2 N ( k ) x p ^ ( k + l ) + b ^ k + l ) . ( 3 . 1 7 ) 
U s i n g ( 3 . 1 6 ) and ( 3 . 1 7 ) i n t h e i d e n t i f i c a t i o n a l g o r i t h m ( 3 . 1 3 ) , t h e f o l ­
lowing i s o b t a i n e d 
0 0 
0 
xp (kQ+l) (k0+l) 0 
a n ( k o ) 
a 1 2 ( V 
a 2 1 <V 
( 3 . 1 8 ) 
a p 1 1 ( k o ) x P 1 ( k o > + a P 1 2 ( V x P 2 ( V + b i u ( k o ) 
a p 2 1 ( k ° ) X p i ( k o ) + ^ z ^ 0 ^ ^ ^ ^ + b 2 U ( k 0 > 
a p u ( k o ) x P 1 ( k o + 1 ) + a P 1 2 ( k o ) x P 2 ( k o + 1 > + b i u < k o + 1 ) 
x P 1 ( k o ) x P 2 ( k o ) 
x p i ( V l ) x p 2 (k 0 + l ) 
a l l V 
a 1 2 <V 
a 2 1 ^ k 0^ 
a l l 0 ( k 0 ) x P 1 ( V + a 1 2 ° ( k 0 ) x P 2 ( k 0 ) + b l u ( k 0 > 
a 2 1°(k 0)x p i(k 0) + a 2 2°(k 0)x p 2(k 0) + b2u(k0) 






a = a N ( k ) 
x p (k ) x (k) 
r l r 2 
0 0 x p (k) 
1 
x (k+1) x (k+1) 0 
r l r 2 
By c o m b i n i n g t e r m s on t h e r i g h t h a n d s i d e of t h e above e q u a t i o n , and p r e -
m u l t i p l y i n g b o t h s i d e s by tbf/ba] \ e q u a t i o n ( 3 . 1 8 ) becomes 
an1(V aii°(ko) 
a 1 2 1 ( k 0 ) = a 1 2 ° ( k 0 ) 
+ 
a 2 1 ^ k 0 ) a 2 1 ° ( k 0 ) 
1 
2
(ko> x p ( k + l ) 1 - [ x p ^ ( k 0 ) ]
2 x p ^ ( k 0 + l ) 
(3.19) 
r -xp1(ko)xP2(ko+1> 
< k 0 ) j t P 2 C k 0 + 1 ) 




[ a p (k ) 
11 
a u ° ( k 0 ) } x p i ( k 0 ) + { a ^ ^ k ^ - a 1 2 ° ( k 0 ) } x p 2 ( k 0 ) 
W„ <V " a 2 1 <V 
21 
f a P u ( k O ) - a l i ° ( k 0 ^ x P 1 ( k 0 + 1 > + WUV - a 1 2 0 ( k 0 » X P 2 ( V 1 ) 
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P e r f o r m i n g t h e i n d i c a t e d m u l t i p l i c a t i o n and combin ing t e r m s y i e l d s t h e 
d e s i r e d r e s u l t s ; n a m e l y , 
a n ( V 
a l 2 1 ( V 
a 2 1 1 ( k Q ) 
a P ( V 11 
a p ( V 
12 u 
a P ( V 21 u 
( 3 . 2 0 ) 
I t s h o u l d be n o t e d t h a t t h e same p r o c e d u r e - - i . e . , w r i t i n g t h e model 
e q u a t i o n s a s i n e q u a t i o n ( 3 . 1 6 ) , f i n d i n g 6 f / 6 a , t h e n u s i n g b o t h i n t h e 
i d e n t i f i c a t i o n e q u a t i o n ( 3 . 1 3 ) - - c a n be u s e d t o show one s t e p c o n v e r g e n c e 
f o r o t h e r s p e c i f i c sy s t em c o n f i g u r a t i o n s . 
S i n g u l a r and I l l - C o n d i t i o n e d Systems 
A n a l y s i s of t h e example u s e d i n t h e l a s t s e c t i o n shows t h a t , i f 
t h e t e r m 
x^ ( k ) x ( k ) x (k+1) - [x_ ( k ) ] x _ (k+1) 
* 1 2 r l * 1 *2 
( 3 . 2 1 ) 
(which i s t h e v a l u e of t h e d e t e r m i n a n t of bf/ba) i s e q u a l t o z e r o , t h e n 
t h e m a t r i x bf/b§., h e n c e G (k) i n ( 3 . 1 4 ) , i s s i n g u l a r and e q u a t i o n ( 3 . 1 4 ) 
N+l 
c a n n o t be s o l v e d t o f i n d a ( k ) . 
I f t h e v a l u e o f ( 3 . 2 1 ) i s n e a r z e r o , t h e m a t r i x i s c o n s i d e r e d t o 
be i l l - c o n d i t i o n e d . I l l - c o n d i t i o n i n g o c c u r s when t h e rows o r columns of 
( 3 . 1 4 ) a r e n e a r l y d e p e n d e n t . T r o u b l e i s e n c o u n t e r e d when w o r k i n g w i t h 
i l l - c o n d i t i o n e d e q u a t i o n s i n t h a t s m a l l e r r o r s i n t h e v a l u e of t h e e l e -
N 
m e n t s i n t h e c o e f f i c i e n t m a t r i x G ( k ) , o r in t h e e l e m e n t s of t h e v e c t o r 
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d ( k ) , can c a u s e l a r g e e r r o r s i n t h e s o l u t i o n v e c t o r . These s m a l l e r r o r s 
can be i n t r o d u c e d i n a number of w a y s . For e x a m p l e , t h e v a l u e of t h e 
e l e m e n t s of t h e c o e f f i c i e n t m a t r i x a r e u s u a l l y known o n l y t o a c e r t a i n 
d e g r e e o f a c c u r a c y , and t h i s t o l e r a n c e may n o t be s m a l l enough t o p r e v e n t 
l a r g e e r r o r s i n t h e s o l u t i o n . Even i f known e x a c t l y , many numbers c a n n o t 
be c o r r e c t l y r e p r e s e n t e d when s t o r e d i n a c o m p u t e r . O t h e r s o u r c e s of 
e r r o r i n c l u d e r o u n d o f f e r r o r s p r o d u c e d in t h e p r o c e s s of f o r m i n g e q u a t i o n 
( 3 . 1 4 ) and i n a c c u r a c i e s and n o i s e e n c o u n t e r e d i n t h e m e a s u r i n g of t h e 
p l a n t s t a t e s . 
S i n c e d i f f i c u l t i e s a r e e n c o u n t e r e d i n a p p l y i n g t h e i d e n t i f i c a t i o n 
a l g o r i t h m t o b o t h s i n g u l a r and i l l - c o n d i t i o n e d s e t s of e q u a t i o n s , c o n ­
s i d e r a t i o n must be g i v e n t o m e t h o d s t h a t c i r c u m v e n t t h e s e t y p e s of p r o b ­
l e m s . Two such m e t h o d s a r e d i s c u s s e d . The method i m p l e m e n t e d t h r o u g h o u t 
t h i s t h e s i s i s b a s e d on an a p p r o a c h i n w h i c h an a t t e m p t i s made t o s o l v e 
t h e s e t of e q u a t i o n s r e p r e s e n t e d by ( 3 . 1 4 ) u s i n g a G a u s s - J o r d a n e l i m i n a ­
t i o n scheme w i t h maximal p i v o t i n g by c o l u m n s . However, b e f o r e t h e com­
p l e t e s o l u t i o n i s f o u n d , t h e v a l u e of t h e d e t e r m i n a n t of G i s c a l c u l a t e d . 
S i n c e t h e G a u s s - J o r d a n scheme d i a g o n a l i z e s t h e l e f t hand s i d e of e q u a t i o n 
( 3 . 1 4 ) , t h e v a l u e of t h e d e t e r m i n a n t i s m e r e l y t h e p r o d u c t of t h e t r a n s ­
formed d i a g o n a l g e l e m e n t s . 
I f t h e m a t r i x G i s s i n g u l a r (which i m p l i e s t h a t a t l e a s t two e q u a ­
t i o n s of ( 3 . 1 4 ) a r e l i n e a r l y d e p e n d e n t ) t h e n t h e t r a n s f o r m e d d i a g o n a l g 
e l e m e n t s of a l l b u t one of t h e d e p e n d e n t e q u a t i o n s w i l l be z e r o . L i k e ­
w i s e , i f t h e m a t r i x G i s n e a r l y s i n g u l a r ( i l l - c o n d i t i o n e d ) t h e t r a n s f o r m e d 
d i a g o n a l g e l e m e n t s of a l l b u t one of t h e n e a r l y d e p e n d e n t e q u a t i o n s w i l l 
be c l o s e t o z e r o . A v a l u e " c l o s e t o z e r o " i s somewhat a r b i t r a r y . A 
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general rule of thumb is the following: if the value of the coefficient 
elements can be measured accurately to £ decimal places, then ± 10*^ is 
considered sufficiently close to zero [4l]. A value of the matrix deter-
-4 
minant of less than ± 10 is used in this thesis to indicate an ill-
conditioned matrix. Thus, by checking the value of the transformed di­
agonal g elements, a determination is made not only whether the matrix is 
singular or ill-conditioned, but also which equations are causing the 
trouble. Once detected, the dependent or nearly dependent equations are 
N+l N+l 
removed from the set (3.14). Since a (k+1) = a (k), new equations 
from the next discrete time period are added to take the place of those 
removed. The determinant of the new set is then tested as before. This 
N 
process is continued until a well-conditioned matrix G (k) is found. 
This method is not without some drawbacks. For one, adding equa-
N+l N+l 
tions by enforcing a (k+1) = a (k) increases the time required for 
one identification period. This, in effect, lowers the allowable time 
variations of those unknown parameters that are to be identified. In 
addition, there is a small but finite probability that a set of well-
conditioned equations cannot be found over the entire length of time that 
the system is running. In this case identification of the unknown param­
eters would never be accomplished. However, in all the simulations used 
for this thesis, this condition was never encountered. 
A second method that can be used to circumvent the singular or 
ill-conditioned matrix problem is to use a generalized inverse to obtain 
[G^(k)]""''. There have been a number of excellent articles written [42, 
43,44] which discuss the use of a generalized inverse in solving linear 
sets of equations, so only a few brief comments will be made here concern­
ing its use. 
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Basically, the generalized inverse will provide a least-squares 
fit solution to (3.14) when the rank of G is not m. In other words, 
whether G is rectangular, ill-conditioned, or singular, a = G +d will have 
2 + -1 minimum norm among those a that minimize ||Ga - d|| . Furthermore, G = G 
when the rank is m. If the designer can tolerate a least-squares solution, 
this method might be preferable over the other because it would allow a 
greater time variation in the unknown parameters to be identified. 
This suggests that the two methods may be combined to provide a 
solution for which there is a trade-off of accuracy in identifying the 
unknown parameters versus the allowable time variations of these param­
eters. Equations can be obtained over an identification interval whose 
maximum length is dictated by parameter variation considerations. If 
sufficient independent equations can be obtained, then [G^(k)] 1 can be 
found and the exact values of a determined. However, if G is still singu­
lar or ill-conditioned, then there are more data (equations) for which a 
least-squares solution can be obtained, hence a more accurate answer. 
Of course, the trade-off must be weighed by the designer for specific 
system specifications. 
Numerical Examples 
In this section two of a number of examples simulated to verify 
the analytical results are presented. One simulates the case for n = m. 
The other simulates the case m > n, so that additional equations must be 
obtained in order to solve the identification algorithm. In addition, 
for the latter example, the initial conditions and parameter values are 
chosen so that the initial G matrix is singular. This tests the algor-
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ithm's ability to handle singular matrices. 
Example I: 
This example simulates the case where n = m = 2. Consider the 






> x 2(j) 0.5 
u(j), (3.22) 
x p (0) 
1 




where the constant parameters a ^ and a 2 2 are unknown. The true plant 
parameters are a = 0.8 and a = 0.5. A closed-loop control is de­
ll P 2 2 
sired for the above model which minimizes the following cost functional 
V1 
j = \ \ {x T<j> 
j=0 
1 0 
0 1 x(J) + u (j)3• (3.23) 
Initial estimates of the unknown parameters are assumed to be a ^ = 0 . 9 
and ^ 2 2 ^ = 0 . 3 . These estimates are used to calculate the Riccati gain, 
equation (3.5), which in turn is used to find u(0). Once the control is 
known, the identification algorithm is used to solve for a n ^ a22^" 
As expected, the identification algorithm yields 
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in just one iteration. The Riccati equation is then reiterated with the 
correct parameter values from which the optimum control is found for the 
duration of the system run time. 
Example II; 
For this example n = 2 and m = 3. The model equations are 
x 1(j+l) all a l 2 + 1.0 
x 2(j+l) -*2 1 0.5 x 2(j) 0.5 
u(j), 
x p (0) 
r l 





where now the constant parameters a-Q> a ^ 2 ' a n c * a 2 1 a r e u n k n o w n » Let 
a = 0.8, a = 1 . 0 , and a = 0 . 4 . From equation (3.19), it can be 
11 12 *21 
ascertained that the initial G matrix will be singular. Therefore, this 
example tests the algorithm's ability to handle singular (and ill-
conditioned) matrices. Again, a closed-loop control is desired to mini­
mize the cost functional (3.23). Initial unknown parameter estimates are 
assumed to be a ^ = 0.9, — 1*2, and a 2 - ^ = 0.3. These estimates 
are used to find the Riccati gain and to find not only u(0) but also 
u(l). This is necessary because two discrete time periods are required 
to obtain sufficient equations to solve for G 1 . As expected, a singular 
condition is encountered in attempting to solve the identification algor­
ithm as initially structured. The algorithm then replaces the boundary 
condition x (2) with x (2) and yields Pl F 2 
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1 = 0.8 
= 1.0 
= 0.4 
i n one i t e r a t i o n . The R i c c a t i e q u a t i o n i s t h e n r e i t e r a t e d , t h e c l o s e d -
loop c o n t r o l f o u n d , and t h e i d e n t i f i c a t i o n a l g o r i t h m r e s o l v e d t o d e t e c t 
p o s s i b l e p a r a m e t e r c h a n g e s i n t h e d u r a t i o n of t h e sys tem r u n . For t h e s e 
e x a m p l e s c o n s t a n t p a r a m e t e r v a l u e s a r e assumed. L a t e r examples t e s t t h e 
a l g o r i t h m ' s c a p a b i l i t y of t r a c k i n g v a r y i n g p a r a m e t e r s . 
a l l of t h e p l a n t s t a t e s a r e a v a i l a b l e , t h e i d e n t i f i c a t i o n a l g o r i t h m of 
C h a p t e r I I s i m p l i f i e s t o a s e t of s i m u l t a n e o u s e q u a t i o n s . Except f o r 
s i n g u l a r o r i l l - c o n d i t i o n e d c a s e s , t h i s s e t of e q u a t i o n s c o n v e r g e s t o t h e 
c o r r e c t a n s w e r i n one i t e r a t i o n . Two m e t h o d s o f h a n d l i n g t h e s i n g u l a r 
o r i l l - c o n d i t i o n e d p r o b l e m a r e d i s c u s s e d w i t h t h e i r a s s o c i a t e d a d v a n t a g e s 
and d i s a d v a n t a g e s . Computer s i m u l a t e d examples have been worked t o 
v e r i f y t h e a n a l y t i c a l r e s u l t s . 
C o n c l u s i o n s 
I t h a s been shown t h a t , f o r t h e l i n e a r r e g u l a t o r sy s t em i n which 
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CHAPTER IV 
THE STATE REGULATOR SYSTEM WITH INCOMPLETE 
PLANT STATE KNOWLEDGE 
I n t r o d u c t i o n 
I n t h e p r e v i o u s c h a p t e r t h e s t a t e r e g u l a t o r p r o b l e m was examined 
f o r t h o s e s y s t e m s f o r which a l l of t h e p l a n t s t a t e s a r e a v a i l a b l e a s 
o u t p u t s . T h i s c h a p t e r e x p l o r e s t h i s p r o b l e m when o n l y some of t h e p l a n t 
s t a t e s a r e a v a i l a b l e . C o n d i t i o n s w i l l be d e r i v e d t h a t e n s u r e c o n v e r g e n c e 
of t h e i d e n t i f i c a t i o n a l g o r i t h m t o t h e p r o p e r s o l u t i o n . I t w i l l a l s o be 
shown t h a t , when c o n v e r g e n c e o c c u r s , i t o c c u r s i n a q u a d r a t i c m a n n e r . As 
i n C h a p t e r I I I , c o m p u t e r s i m u l a t e d examples a r e i n c l u d e d t o v e r i f y t h e 
a n a l y t i c a l r e s u l t s . 
M a t h e m a t i c a l Development 
Let t h e l i n e a r s y s t e m be r e p r e s e n t e d a g a i n by e q u a t i o n ( 3 . 1 ) . 
Now, h o w e v e r , s i n c e a l l of t h e p l a n t s t a t e s a r e n o t a v a i l a b l e a s o u t p u t s , 
t h e o u t p u t m e a s u r e m e n t v e c t o r must be w r i t t e n a s 
y_(j) = H x ( j ) . ( 4 . 1 ) 
The d e s i r e i s s t i l l t o d e r i v e an optimum c l o s e d - l o o p c o n t r o l which w i l l 
m i n i m i z e t h e q u a d r a t i c c o s t f u n c t i o n a l of e q u a t i o n ( 3 . 3 ) . A c o n t r o l u ( j ) 
of t h e form of e q u a t i o n ( 3 . 4 ) i s t h e s o l u t i o n , e x c e p t now e s t i m a t e s of t h e 
u n a v a i l a b l e p l a n t s t a t e s must be u s e d i n x ( j ) . T h i s i m p l i e s t h a t t h e 
i d e n t i f i c a t i o n a l g o r i t h m must i d e n t i f y n o t o n l y t h e unknown p a r a m e t e r s , 
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b u t a l s o t h e u n a v a i l a b l e p l a n t s t a t e s . 
U n f o r t u n a t e l y , f o r t h i s c a s e t h e i d e n t i f i c a t i o n a l g o r i t h m u s u a l l y 
d o e s n o t s i m p l i f y t o a s e t of l i n e a r a l g e b r a i c e q u a t i o n s a s i t does when 
a l l t h e p l a n t s t a t e s a r e a v a i l a b l e . The r e a s o n i s b e c a u s e a s u f f i c i e n t 
number of b o u n d a r y c o n d i t i o n s i s n o t a v a i l a b l e t o s o l v e t h e i d e n t i f i c a ­
t i o n a l g o r i t h m by c o n s i d e r i n g j u s t one d i s c r e t e t i m e i n t e r v a l . T h u s , 
t h e method of s o l u t i o n o u t l i n e d i n C h a p t e r I I must be f o l l o w e d . 
S i n c e a l l of t h e p l a n t s t a t e s a r e n o t a v a i l a b l e a s o u t p u t s , t h e 
q u e s t i o n of s y s t e m o b s e r v a b i l i t y a r i s e s . For a sys tem t o be o b s e r v a b l e , 
i t must be p o s s i b l e t o d e t e r m i n e t h e s t a t e of an u n f o r c e d sy s t em from 
t h e knowledge of t h e o u t p u t of t h e s y s t e m o v e r some t ime i n t e r v a l . S i n c e 
a knowledge of t h e s t a t e s of t h e sys tem i s n e c e s s a r y i f a c l o s e d - l o o p 
c o n t r o l i s d e s i r e d and a l s o i f i d e n t i f i c a t i o n i s t o be a c c o m p l i s h e d , t h e 
s y s t e m s c o n s i d e r e d i n t h i s t h e s i s must be o b s e r v a b l e . However, s i n c e t h e 
c o n t r o l i n t e r v a l f o r any r e a l i s t i c s y s t e m i s n e v e r i n f i n i t e , t h e s y s t e m s 
c o n s i d e r e d i n t h i s t h e s i s do n o t have t o be c o n t r o l l a b l e . 
With t h e a i d o f t h e f u n c t i o n a l f low d i a g r a m of F i g u r e 3 , a g e n e r a l 
d e s c r i p t i o n of t h e s y s t e m o p e r a t i o n w i l l now be g i v e n . I n i t i a l l y , e s t i ­
m a t e s of t h e unknown p a r a m e t e r s and u n a v a i l a b l e p l a n t s t a t e s a r e u s e d by 
t h e c o n t r o l l e r t o compute t h e c l o s e d - l o o p c o n t r o l . The s y s t e m i s c o n ­
t r o l l e d i n t h i s manner w h i l e d a t a , c o n s i s t i n g of t h e a v a i l a b l e p l a n t o u t ­
p u t s , a r e c o l l e c t e d t o d e t e r m i n e b o u n d a r y c o n d i t i o n s f o r t h e i d e n t i f i c a ­
t i o n a l g o r i t h m . Once s u f f i c i e n t b o u n d a r y c o n d i t i o n s a r e a c c u m u l a t e d , t h e 
i d e n t i f i c a t i o n a l g o r i t h m i s i t e r a t e d u n t i l i t c o n v e r g e s t o t h e c o r r e c t 
s o l u t i o n of t h e m u l t i p l e p o i n t b o u n d a r y - v a l u e i d e n t i f i c a t i o n p r o b l e m . 
P l a n t H 
o 
I d e n t i f i c a t i o n 
A l g o r i t h m 
u 
C o n t r o l l e r 
F i g u r e 3. F u n c t i o n a l Flow Diagram 
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The newly identified parameter and plant state values are then used by 
the controller to generate an updated optimum closed-loop control for the 
next identification period. This process is successively repeated in 
order to track time varying parameters. In this manner, the system con­
trol is always based on the latest identified parameter and plant state 
values. 
A more detailed discussion will now be given concerning how the 
identification algorithm is implemented for the computer simulated ex­
amples used in this thesis. Central to the discussion will be the flow 
diagram of Figure 4. This diagram shows the implementation of the iden­
tification algorithm for the state regulator problem in which all of the 
plant states are not available as system outputs. The description which 
follows uses the nomenclature of the figure and the identification al­
gorithm equations expressed in Chapter II. 
Basically, the identification algorithm represents a transforma­
tion of the nonlinear multiple point boundary-value identification prob­
lem into a more readily solvable linear, nonstationary boundary-value 
problem. This results from expanding equation (2.5) in a Taylor Series 
expansion and ignoring the higher order terms. In fact, from equation 
N+l 
(2.10), the solution for £ (k) is just an initial condition equation 
N+l N+l which is easily solved once (k^) is known. The vector z_ (k^) is 
obtained from solving the boundary condition equation (2.13). This 
equation is of the form 
wN+1£N+1(V=̂ ' ( 4- 2 ) 
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HN = B-B T 
I 
K = 1 
KN = 1 
KS = 1 
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I 
P r i n t V e c t o r s 
XPE and SV 7 
Set 
PHI = I 
PS = 0 
I 
C a l l FEEDBK 
I 
Form 
Y ( I , K ) 






F i g u r e 4. Flow Diagram of t h e I d e n t i f i c a t i o n 




















KS = KS+1 
1 
Use SE t o s e l e c t up 
t o XPA rows of 
PHI and PS t o 
form MXSE. 
V P r i n t 7 
\ X P ( K + 1 ) , Y ( K + i y 
SE = 1 
KS = I 
F i g u r e 4 . ( C o n t i n u e d ) 
41 
Figure 4. (Continued) 
42 
Flow Diagram Nomenclature 
N the n-dimension state vector 
M the m-dimension unknown parameter vector 
KF final system time 
UPS number of unavailable plant states 
AP true plant A matrix 
ALPHA the unknown parameter vector a 
XP(0) known plant states at time zero 
B the input vector _b 
XPE(O) estimated plant states at time zero 
KN integer variable representing the iteration number for each 
identification cycle 
KS integer variable indicating each discrete period of the 
identification cycle 
SE integer variable indicating the number of simultaneous 
equations collected 
XPA integer constant representing the number of plant states 
available 
NSE integer constant representing the number of simultaneous 
equations needed 
NPM sum of n plus m 
NS integer constant representing the number of discrete time 
periods per identification cycle 
th 
SV solution vector at the N iteration, composed of ALPHA and 
XPE 
th 
SVN solution vector at the (N+l) iteration 
AOP subroutine which updates the ALPHA estimates in A and computes 
A ? , A - I , [ A - 1 ] T 
Figure 4. (Continued) 
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PHI homogeneous solution 0 (k,kg) 
PS N particular solution £ (k) 
FEEDBK subroutine to calculate the Riccati gain 
Y(I,K) stores X(I) over time 
FA equals bf/ba 
FX equals bf/bx N 
X(K) model state variables 
XP(K) plant state variables 
D(K) ,V(K) same terms as defined in (2.9) 
MXSE matrix representing the simultaneous equation of (2.13) 
Error real number representing maximum difference in the solution 
vectors allowable to indicate convergence 
Figure 4, (Concluded) 
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w h i c h , p r o v i d e d W^+^ i s of p r o p e r r a n k , can be s o l v e d a s d i s c u s s e d i n 
C h a p t e r I I I t o g i v e 
z m ( k 0 > = [ ^ ' V ' b . ( 4 . 3 ) 
The f o r m u l a t i o n and s o l u t i o n of e q u a t i o n ( 4 . 2 ) a r e t h u s t h e c r u x 
of t h e i m p l e m e n t a t i o n of t h e i d e n t i f i c a t i o n a l g o r i t h m . T h i s e q u a t i o n con 
t a i n s NSE ( r e p r e s e n t i n g t h e m - d i m e n s i o n a l unknown p a r a m e t e r v e c t o r p l u s 
t h e u p s - d i m e n s i o n a l u n a v a i l a b l e p l a n t s t a t e v e c t o r ) l i n e a r l y i n d e p e n d e n t 
s i m u l t a n e o u s e q u a t i o n s . S i n c e o n l y up t o XPA ( p l a n t s t a t e s a v a i l a b l e ) 
b o u n d a r y c o n d i t i o n s a r e a v a i l a b l e p e r each d i s c r e t e t ime p e r i o d , t h e m i n i 
mum l e n g t h of one i d e n t i f i c a t i o n c y c l e i s 
»= [IB <«•«> 
d i s c r e t e t i m e p e r i o d s , where NS means t h e number of s t e p s and [•] means 
t h e n e x t h i g h e s t i n t e g e r . As p o i n t e d o u t i n C h a p t e r I I I , t h e m a t r i x 
W^+^ m i g h t be s i n g u l a r o r i l l - c o n d i t i o n e d , so a d d i t i o n a l e q u a t i o n s must 
be o b t a i n e d - - p o s s i b l y r e q u i r i n g a d d i t i o n a l d i s c r e t e t ime p e r i o d s t o ba 
a d d e d w h i c h l e n g t h e n s t h e i d e n t i f i c a t i o n c y c l e . 
To o b t a i n t h e s e t of s i m u l t a n e o u s e q u a t i o n s o n l y t h o s e v a l u e s of 
( k , k ^ ) and j>^+^"(k) n e c e s s a r y t o compute z**'*"(M- ) from ( 2 . 1 3 ) a r e r e -
N+l 
t a i n e d i n memory u n t i l t h e e v a l u a t i o n i s c o m p l e t e d . Once z_ (̂q) i s 
t h N+l c a l c u l a t e d , t h e (N+l) t r a j e c t o r y , £ ( k ) , i s g e n e r a t e d from e q u a t i o n 
( 2 . 9 ) . T h i s t r a j e c t o r y w i l l s a t i s f y t h e b o u n d a r y c o n d i t i o n s b u t w i l l n o t 
i n g e n e r a l s a t i s f y ( 2 . 1 ) , s i n c e a l i n e a r i z a t i o n a s s u m p t i o n i s u s e d i n 
N+l N N d e r i v i n g ( 2 . 9 ) . However, z (k) i s u s e d f o r e v a l u a t i n g D (k) and v (k) 
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[hence 0 + (k,kg) and £ + (k) ] for the next iteration. 
N 
By using this iterative procedure, the sequence z (k), under proper 
conditions, converges to the correct solution for this multiple point 
boundary value problem. Convergence is checked by examining the rate of 
N N+l change of the initial condition z (k^). If the difference between z^ (kg) N -4 and z i (kg) is less than ERROR (10 for the simulations in this thesis) 
for all i, then the process is considered to have converged. In the next 
section it will be shown that, if this procedure converges, then the con­
vergence occurs in a quadratic manner. (Quadratic convergence is defined 
to exist when the error of any one iteration is proportional to the square 
of the error of the previous iteration.) It will also be shown that there 
is a range of initial estimates of the unknown parameter and state variable 
values for which convergence is ensured. 
Convergence Analysis 
In Chapter II it was proven that there exists a unique solution to 
the problem of solving nonlinear plant equations subject to split boundary 
conditions. In this section it will be shown that the identification 
algorithm, equation (2.9), under proper conditions, converges to this 
unique solution. It will also be shown that, when convergence occurs, 
it occurs in a quadratic manner. This analysis is presented in this 
chapter because, even though the state regulator equations are linear in 
x, the identification problem is nonlinear. The nonlinearity arises be-
N N 
cause unknowns of the form a.. x. appear in the model equations. 
ij J 
First, consider the two equations comprising the identification 
algorithm [equations (2.5) and (2.7)] 
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x (k+1) = fLx ( k ) , a ( k ) , u ( k ) J , ( 4 . 5 ) 
and 
N+l , . _N N + 1 / 1 N a (k+1) = a ( k ) . ( 4 . 6 ) 
As was done i n C h a p t e r I I , l e t 
N+l 
N+l 
N+l ( 4 . 7 ) 
Then e q u a t i o n s ( 4 . 5 ) and ( 4 . 6 ) can be combined i n t o t h e f o l l o w i n g e q u a t i o n 
z N + 1 ( k + l ) = f i [ z N + 1 ( k ) , u ( k ) ] . ( 4 . 8 ) 
t h 
E x p a n d i n g ( 4 . 8 ) i n a T a y l o r S e r i e s a b o u t t h e N i t e r a t i o n , a s suming t h e 
c o n t r o l u ( k ) i s known, t h e f o l l o w i n g i s o b t a i n e d 
z N + 1 ( k + l ) = £ [ z N ( k ) , u ( k ) ] + J „ - [ z N + 1 ( k ) - z N ( k ) ] , ( 4 . 9 ) 
z 0 0 





( 4 . 1 0 ) 
I t i s o b v i o u s t h a t e q u a t i o n ( 4 . 9 ) r e p r e s e n t s a n o t h e r way of e x p r e s s i n g 
t h 
t h e i d e n t i f i c a t i o n a l g o r i t h m of e q u a t i o n ( 2 . 9 ) . C o n s i d e r t h e N i t e r a ­
t i o n of ( 4 . 9 ) , 
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z N ( k + l ) = ^ [ / ^ ( ^ . u C k ) ] + J N - t z N ( k ) - z N _ 1 ( k ) ] . ( 4 . 1 1 ) 
z " ( k ) 
S u b t r a c t i n g ( 4 . 1 1 ) from ( 4 . 9 ) , 
z N + 1 ( k + l ) - z N ( k + l ) = £ t z N ( k ) , u ( k ) ] - £ [ z N _ 1 ( k ) , u ( k ) ] ( 4 . 1 2 ) 
- J N - 1 . [ z N ( k ) - / ^ ( k ) ] + J . [ z N + 1 ( k ) - z N ( k ) ] . 
z (k) z (k) 
Now, b e c a u s e of t h e r e s t r i c t i o n s i ) - i i i ) l i s t e d i n C h a p t e r I I t h a t t h e 
p l a n t must s a t i s f y , T a y l o r ' s f o r m u l a w i t h r e m a i n d e r can be a p p l i e d t o p a r t 
of ( 4 . 1 2 ) a s * 
£ [ z N ( k ) , u ( k ) ] - £ [ z N - 1 ( k ) , u ( k ) ] - J . [ z N ( k ) - z N _ 1 ( k ) ] ( 4 . 1 3 ) 
z L ( k ) 
n+m 
i = l 
[ z N ( k ) - / ^ ( k ) ] . 
T r i 
w h e r e t h e e_̂  a r e t h e n a t u r a l b a s i s v e c t o r ( f o r e x a m p l e , e_2 = 1 ^ **• 0J)> 
N N- l 
and 6_ l i e s b e t w e e n z (k) and z ( k ) . Us ing ( 4 . 1 3 ) i n ( 4 . 1 2 ) , t h e f o l l o w ­
i n g e q u a t i o n i s o b t a i n e d 
z N + 1 ( k + l ) - z N ( k + l ) = J M . [ z N + 1 ( k ) - z N ( k ) J 
z (k) 
( 4 . 1 4 ) 
n+m 
i='l 1 b z 
[ z N ( k ) - z"-\k)]. 
? T h i s f o r m u l a can be found i n A t h a n s [ 4 5 ] . 
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One form of s o l u t i o n of ( 4 . 1 4 ) i s 
k - 1 
N + 1 / 1 N N,. N V f_ r N+l f N N, x -i 
z (k) - z (k) = £ I N - ^ ' -
r=0 £ ( r ) 
( 4 . 1 5 ) 
n+m 
^ 1 V r N, N N - l , N -iT 
i = l bz 
r N, . N-l, v-Tl 
Lz ( r ) - z (r)JJ-
The n e x t s t e p i s t o t a k e t h e norm of b o t h s i d e s of e q u a t i o n ( 4 . 1 5 ) . De­
f i n e t h e norm i n t h e f o l l o w i n g manner 
| / + 1 ( k ) - z N ( k ) | | = m a x [ z N + 1 ( k ) - z \ k ) ] T [ z N + 1 (k) - z N ( k ) ] . ( 4 . 1 6 ) 
U s i n g t h i s d e f i n i t i o n , t h e f o l l o w i n g n o t a t i o n i s u s e d 
| z N + 1 ( k ) - z N ( k ) | | R = [ z m ( k ) - z N ( k ) ] T R . [ z N + 1 ( k ) - z N ( k ) ] . ( 4 . 1 7 ) 
i 
The norm of b o t h s i d e s of ( 4 . 1 5 ) t h e n becomes 
N+l (k) - z N ( k ) | | £ k | | | z N + 1 ( k ) - z N ( k ) | | 
J T J 
z N ( k ) z N ( k ) 
( 4 . 1 8 ) 
+ 
+ ( | | z N ( k ) - z N _ 1 ( k ) | | R )2]l, 




L 6 * J 6 
N N-1 
The m a t r i x | |z (k) - z ( k ) | l R i s J u s t a s c a l a r c o n s t a n t t i m e s 
z N ( k ) - z N _ 1 ( k ) | | , o r 
i N n ^ N" 1 / ! mi , ii N/i \ N - l , , v, | z (k) - z ( k )H R = ^ l l z (k) - 1 (k) | 
i 
( 4 . 1 9 ) 
T a k i n g t h e l a r g e s t \ |K f o r t h e R i a b o v e , and l e t t i n g 
| / + 1 ( k ) - z \ k ) | | 
J N J N z W ( k ) z J N ( k ) 
N+l N = \|f || z (k) - z (k) | | , e q u a t i o n ( 4 . 1 8 ) b e ­
comes 
, N + 1 / 1 X N„ ... f N + 1 / 1 X N,. ... | z (k) - z (k) | | ^ k [i|f | |z (k) - z (k) | | ( 4 . 2 0 ) 
+ \ (n+m) t i 2 | | z N ( k ) - z N _ 1 ( k ) | | 2 ] . 
S o l v i n g ( 4 . 2 0 ) f o r | | z N + 1 ( k ) - z N ( k ) | | , 
N+l N z " ^ ( k ) - z" (k) | | ^ 
\ (n+m) k\|f 
l+kjjr 
^ - | | z N ( k ) - z ^ C k ) ! ! 2 ( 4 . 2 1 ) 
= K - z N _ 1 ( k ) | | 2 . 
E q u a t i o n ( 4 . 2 1 ) shows t h a t c o n v e r g e n c e i s q u a d r a t i c i f t h e r e i s c o n v e r -
t h g e n c e a t a l l . T h i s i s b e c a u s e t h e e r r o r a t t h e (N+l) i t e r a t i o n i s p r o -
t h 
p o r t i o n a l t o t h e s q u a r e of t h e e r r o r of t h e N i t e r a t i o n . R e w r i t e e q u a -
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tion (4.21) as 
| | z N + 1 ( k ) - z \ k ) | | * K | | z N ( k ) - / ^ ( k ) ! , 2 
| / ( k ) - / - V ) ! ! , K H z ^ C k ) - z N - 2 ( k ) | | 2 
| z 2 ( k ) - z 1 ( k ) | | £ K H z ^ k ) - z ° ( k ) | | 2 . 
By the use of simple substitutions, 
| z (k) - z (k)|| <: K || z (k) - z (k)|| 
N-l N - 2 2 2 
<: K(K H z ^ x ( k ) - z W ( k ) | | ) z < : . . . , 
the following inequality can be obtained: 
N N 
||z N + 1(k) - z N(k)|| < K[K 2 ~2\\zl(k) - z°(k)|| 2 ] (4.22) 
1 0 ? N / 
= [K \\z 00 - z (k)||]~/ K. 
If the quantity [K ||z1(k) - z°(k)||] < 1, the right hand side of (4.22) 
N 
will approach zero as N increases. Consequently, z_ (k) will approach a 
function ^(k) and (4.9) is reduced to 
z(k+l) = £[z(k),u(k)], (4.23) 
the solution of which satisfies the original equation (2.14). 
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O b s e r v e from e q u a t i o n ( 4 . 2 1 ) t h a t , f o r a g iven v a l u e of k (k h e r e 
i s r e p r e s e n t a t i v e of t h e number of d i s c r e t e t i m e i n t e r v a l s p e r i d e n t i f i c a ­
t i o n c y c l e ) , an i n i t i a l a p p r o x i m a t i o n z^(k) can t h e o r e t i c a l l y be chosen 
so t h a t [K H z ^ k ) - z^(k) | | ] i s l e s s t h a n one and c o n v e r g e n c e i s a s s u r e d . 
N u m e r i c a l Examples 
I n o r d e r t o v e r i f y t h e a n a l y t i c a l r e s u l t s p r e s e n t e d i n t h i s 
c h a p t e r , two c o m p u t e r s i m u l a t e d examples a r e p r e s e n t e d . The f i r s t example 
i l l u s t r a t e s t h e f a c t t h a t t h e sy s t em does n o t have t o be c o n t r o l l a b l e i n 
o r d e r t o a p p l y t h e i d e n t i f i c a t i o n a l g o r i t h m . I n t h e s e c o n d , i n i t i a l c o n ­
d i t i o n e s t i m a t e s a r e v a r i e d t o show t h a t t h e r e i s a d e f i n i t e r a n g e of 
i n i t i a l v a l u e s f o r which t h e i d e n t i f i c a t i o n a l g o r i t h m w i l l c o n v e r g e t o 
t h e c o r r e c t s o l u t i o n . 
Example I I I : 
C o n s i d e r t h e f o l l o w i n g model e q u a t i o n s 
" a i l 1 ' + 
" 1 " 
x 2 ( j + 1 ) 0 a 2 2 _ 
N . . v 
* 2 ( j ) 0 
u ( j ) , ( 4 . 2 4 ) 
y(j) = x x(j) x (0) = 2 . 0 , 
1 
w h e r e t h e p a r a m e t e r s a 2 2 ' a n C * ^ e s t a t e x 2 ^ ^ a r e u n k n o w n s ' T h i s 
s e t of e q u a t i o n s r e p r e s e n t s an u n c o n t r o l l a b l e s y s t e m . The d e s i r e i s t o 
i d e n t i f y t h e s e unknown v a l u e s and u s e them t o c a l c u l a t e a c l o s e d - l o o p 
c o n t r o l which m i n i m i z e s t h e f o l l o w i n g c o s t f u n c t i o n a l 
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x ( j ) + u 2 ( j ) } . ( 4 . 2 5 ) 
From t h e d i s c u s s i o n of t h i s c h a p t e r , i t i s e x p e c t e d t h a t i d e n t i f i c a t i o n 
can be a c c o m p l i s h e d . 
L e t t h e t r u e v a l u e s of t h e unknowns be a = 0 . 8 , a = 0 . 5 , and 
11 P 2 2 
x (0) = 1 . 0 . Us ing i n i t i a l e s t i m a t e s of a ^ = 0 . 9 , a _^ = 0 . 4 , and it 2 11 
(0) = 1 . 4 , T a b l e 1 shows t h e i t e r a t i v e v a l u e s of t h e unknown q u a n t i ­
t i e s . As e x p e c t e d , t h e unknown q u a n t i t i e s c o n v e r g e t o t h e c o r r e c t v a l u e s 
i n j u s t a few i t e r a t i o n s . 
T a b l e 1 . I t e r a t i v e V a l u e s of t h e Unknown Q u a n t i t i e s 
of Example I I I 
I t e r a t i o n N a l l 
N 
a 2 2 x / ( 0 ) 
I n i t i a l 0 .90000 0 .40000 1.40000 
1 0 .93939 0 .98254 0 . 7 2 1 2 1 
2 0 .79444 0 .29952 1.01110 
3 0 .78902 0 .444179 1.02194 
4 0 . 7 9 9 8 1 0 .49816 1.00037 
5 0 .79999 0 .49999 1.00000 
R e a l Va lue 0 .80000 0 .50000 1.00000 
1U 





I n t h e c o n v e r g e n c e a n a l y s i s s e c t i o n , i t was shown t h a t t h e r e i s a 
d e f i n i t e r a n g e of i n i t i a l e s t i m a t e s of t h e unknown q u a n t i t i e s f o r which 
t h e i d e n t i f i c a t i o n a l g o r i t h m w i l l c o n v e r g e . To i l l u s t r a t e t h i s f a c t , 
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c o n s i d e r t h e f o l l o w i n g o b s e r v a b l e and c o n t r o l l a b l e model 
"x̂j+i) " 
"all 1 " \(jr ~i.o~ x 2 ( j + 1 ) x 2 ( j ) + 0 . 5 
— m 
u ( j ) , ( 4 . 2 6 ) 
y ( j ) = x 1 ( j ) , x (0) = 2 . 0 . 
1 
The c o s t f u n c t i o n a l of e q u a t i o n ( 4 . 2 5 ) i s a g a i n u s e d . T a b l e 2 shows t h e 
i t e r a t i v e v a l u e s of t h e unknown q u a n t i t i e s f o r two s e t s of i n i t i a l e s t i ­
m a t e s . I n T a b l e 2 a , when i n i t i a l e s t i m a t e s of a ^ = 0 . 9 , a22 = 0*^> a n < * 
x 2 ^ ( 0 ) = 1.4 a r e u s e d , i t i s seen t h a t t h e unknowns c o n v e r g e q u a d r a t i c a l l y 
t o t h e c o r r e c t v a l u e s of a = 0 . 8 , a = 0 . 5 , and x (0) = 1 . 0 . How-
P l l *22 2 
e v e r , i n T a b l e 2 b , where t h e i n i t i a l e s t i m a t e s a r e a - Q ^ = 1«0 , a22 ~ ^*3' 
and x 2 ^ ( 0 ) = 1.4 c o n v e r g e n c e d o e s n o t o c c u r . A p p a r e n t l y , i n T a b l e 2 b , 
t h e i n c r e a s e i n t h e i n i t i a l e s t i m a t e s of a ^ and a 2 2 away from t h e t r u e 
v a l u e s i s enough so t h a t t h e r a n g e of i n i t i a l e s t i m a t e s n e c e s s a r y t o e n ­
s u r e c o n v e r g e n c e i s e x c e e d e d . U n f o r t u n a t e l y , f o r an o n - l i n e s y s t e m , 
t h e r e i s no r i g o r o u s m a t h e m a t i c a l p r o c e d u r e f o r g e n e r a t i n g i n i t i a l e s t i ­
m a t e s t h a t e n s u r e c o n v e r g e n c e . The b e s t e s t i m a t e s can p r o b a b l y be o b ­
t a i n e d from an i n - d e p t h knowledge of t h e s y s t e m and i t s p a r a m e t e r s . How­
e v e r , i f t h e s y s t e m can be r u n on a t r i a l b a s i s , o r i f t h e sy s t em can be 
a c c u r a t e l y s i m u l a t e d , t h e n t h e r e e x i s t numerous t e c h n i q u e s of o b t a i n i n g 
b e t t e r i n i t i a l e s t i m a t e s . 
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T a b l e 2 . I t e r a t i v e V a l u e s of 
of Example IV 
t h e Unknown Q u a n t i t i e s 
I t e r a t i o n N a l l 
N 
a 2 2 x / ( 0 ) 













0 . 4 7 4 0 1 
0 . 5 1 4 8 5 
0 .50190 








R e a l Va lue 0 .80000 
(a ) 
0 .50000 1.00000 
I t e r a t i o n N ail 
N 
a 2 2 x / ( 0 ) 















0 . 2 8 4 1 3 
0 .20376 
0 . 2 9 3 2 5 
1.40000 
0 .73726 








In this chapter the implementation of the identification algorithm 
of Chapter II to linear regulator systems in which only some of the plant 
states are available has been examined. These systems must be observable, 
but need not be controllable. Analytically it has been shown that there 
is a range of initial unknown parameter and state variable estimates for 
which the identification algorithm converges. This range is a function, 
among other things, of the order of the system, the number of unknown 
parameters that must be identified, and the length of the identification 
period required, and is fixed once the system model equations are estab­
lished. It was also shown that, when convergence occurs, it occurs in a 
quadratic manner. Computer simulated examples have been included which 
verified the analytical results. 
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CHAPTER V 
APPLICATION OF THE IDENTIFICATION ALGORITHM TO A LINEAR 
PERTURBATION CONTROL SCHEME 
I n t r o d u c t i o n 
For many s y s t e m s a c l o s e d - l o o p c o n t r o l of t h e form u ( j ) = 
Y [ x ( J ) >a_(j) J c a n n o t be f o u n d . Y e t , some form of f e e d b a c k i s u s u a l l y 
d e s i r a b l e . One s o l u t i o n t o t h i s prob lem i s t h e u s e of a p e r t u r b a t i o n 
c o n t r o l scheme. For t h i s scheme an o p t i m a l ( n o m i n a l ) o p e n - l o o p c o n t r o l 
i s found which m i n i m i z e s some d e s i r e d p e r f o r m a n c e c r i t e r i o n . A f e e d b a c k 
c o n t r o l i s t h e n d e v e l o p e d a b o u t t h e o p t i m a l t r a j e c t o r y by m i n i m i z i n g a 
second c o s t f u n c t i o n which i s q u a d r a t i c i n d e v i a t i o n from t h e n o m i n a l 
t r a j e c t o r y and c o n t r o l . T h i s c h a p t e r examines t h e u s e of t h e p e r t u r b a t i o n 
c o n t r o l scheme i n c o n j u n c t i o n w i t h t h e i d e n t i f i c a t i o n a l g o r i t h m of Chap­
t e r I I . Only t h e m a t h e m a t i c a l d e v e l o p m e n t w i l l be g i v e n i n t h i s c h a p t e r , 
w h i l e a p r a c t i c a l example u t i l i z i n g t h i s scheme i s p r e s e n t e d i n C h a p t e r 
VI . 
M a t h e m a t i c a l Development 
T h e r e a r e many s y s t e m s f o r which t h e d e s i g n e r knows t h e d e s i r e d 
n o m i n a l t r a j e c t o r y he would l i k e t h e s y s t e m t o f o l l o w . For e x a m p l e , t h e 
t r a j e c t o r y m i g h t r e s u l t from p h y s i c a l c o n s t r a i n t s imposed by t h e p r o b l e m , 
such a s t h e c r i t i c a l r e - e n t r y p a t h f o l l o w e d by s p a c e c r a f t v e h i c l e s . O r , 
more commonly, t h e t r a j e c t o r y i s a r e s u l t of some o p t i m a l c o n t r o l prob lem 
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i n which n o m i n a l p a r a m e t e r v a l u e s have been as sumed . To be more s p e c i f i c , 
i f n o m i n a l p a r a m e t e r (and unknown s t a t e ) v a l u e s a r e a s sumed , e q u a t i o n 
( 2 . 1 ) can be r e w r i t t e n a s 
x ( j + l ) = f [ x ( j ) , u ( j ) ] . ( 5 . 1 ) 
The o p t i m a l c o n t r o l p r o b l e m i s t h e n t o f i n d a n o m i n a l i n p u t , u ^ ( j ) , such 
t h a t t h e f o l l o w i n g c o s t f u n c t i o n a l i s m i n i m i z e d 
J l = \ I L UO>» u <J>}- ( 5 - 2 > 
I n e i t h e r c a s e , t h e r e a r e s y s t e m s i n which t h e d e s i g n e r d e s i r e d t o m i n i ­
mize t h e p e r t u r b a t i o n s a b o u t t h e n o m i n a l t r a j e c t o r y . One method of a c ­
c o m p l i s h i n g t h i s m i n i m i z a t i o n i s t o u s e a l i n e a r p e r t u r b a t i o n c o n t r o l 
scheme. 
T h e r e a r e s e v e r a l e x c e l l e n t a r t i c l e s w r i t t e n [ 2 8 , 4 5 ] which d e s c r i b e 
t h e l i n e a r p e r t u r b a t i o n c o n t r o l scheme. B a s i c a l l y , t h i s scheme i s j u s t a 
f e e d b a c k c o n t r o l , d e v e l o p e d a b o u t t h e n o m i n a l t r a j e c t o r y by m i n i m i z i n g a 
s econd c o s t f u n c t i o n a l , wh ich i s q u a d r a t i c i n d e v i a t i o n from t h e 
n o m i n a l t r a j e c t o r y and c o n t r o l . The n o m i n a l t r a j e c t o r y and c o n t r o l a r e 
r e l a t e d by 
* 0 ( j + D = i [ x o ( J ) > u o ( j ) ] - ( 5 , 3 ) 
By c o n s i d e r i n g e q u a t i o n s ( 5 . 1 ) and ( 5 . 3 ) , t h e d e v i a t i o n of t h e s t a t e and 
c o n t r o l v a r i a b l e s a b o u t t h e n o m i n a l t r a j e c t o r i e s a r e e x p r e s s e d a s 
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and 
Ax(j) = x(j) " V J ) 
Au(j) = u(j) - u Q(j) 
(5.4) 
(5.5) 
The linearized perturbation equation can thus be represented as 









is an n X n time-varying matrix which is obtained by evaluating the ele­
ments of the Jacobian matrix bf/bx along the known (precomputed) time 
functions XQ(J) and u^(j), and 
6u (5.8) 
uQ(j) 
is an n-dimensional time-varying vector which is obtained by evaluating 
bf/bu along the same nominal trajectory and control. The perturbation 
control problem is to find a Au(j) , using the constraint equation (5.6), 
such that the quadratic cost functional 
V 1 




i s m i n i m i z e d . T h i s p r o b l e m i s s i m i l a r t o t h e p r o b l e m c o n s i d e r e d i n 
C h a p t e r I I I , so t h e s o l u t i o n h a s t h e same form a s e q u a t i o n ( 3 . 4 ) , and i s 
A u ( j ) = - b ( ) T ( j ) [ A - 1 ( j ) ] T [ P 0 ( j ) - 0^] A x ( j ) , ( 5 . 1 0 ) 
where 
T A T ( j ) P ( j + l ) b h T P ( j + l ) A ( j ) 
P Q ( j ) = QQ + A ^ 1 ( j ) P 0 ( j + l ) A 0 ( j ) - - 2 2 =2=2 _ 0 2 j ( 5 a i ) 
1 + So V j + 1 ) ^ o 
w i t h P Q ( j f ) = [ 0 ] . 
The d e s i g n of t h e c l o s e d - l o o p c o n t r o l l e r i s c o m p l e t e when A^(j ) 
and b^Cj) a r e e v a l u a t e d a b o u t t h e nomina l t r a j e c t o r i e s , Qq i s s e l e c t e d , 
and t h e a s s o c i a t e d R i c c a t i e q u a t i o n , e q u a t i o n ( 5 . 1 1 ) , i s s o l v e d . The 
n o m i n a l t r a j e c t o r y , c o n t r o l , and t i m e - v a r y i n g g a i n s a r e s t o r e d and 
u s e d , o n - l i n e , t o c o m p l e t e t h e p e r t u r b a t i o n c o n t r o l l e r d e s i g n . 
The main p r a c t i c a l d i s a d v a n t a g e of t h e above scheme i s t h a t , f o r 
many s y s t e m s , a l l of t h e p l a n t s t a t e s a r e n o t a v a i l a b l e as sys tem o u t ­
p u t s , so A x ( j ) of e q u a t i o n ( 5 . 4 ) c a n n o t be c a l c u l a t e d . T h u s , some t y p e 
of s t a t e e s t i m a t i o n scheme i s r e q u i r e d f o r t h e s e s y s t e m s i n o r d e r f o r t h e 
p e r t u r b a t i o n f e e d b a c k c o n t r o l t o be i m p l e m e n t e d . 
I f t h e s y s t e m c o n t a i n s unknown p a r a m e t e r s t h a t must be i d e n t i f i e d , 
t h e n a d d i t i o n a l d i f f i c u l t i e s w i l l be e n c o u n t e r e d in a p p l y i n g most p e r t u r ­
b a t i o n c o n t r o l s c h e m e s . The t r o u b l e o c c u r s b e c a u s e t h e t i m e - v a r y i n g ma­
t r i x , A ( j ) , and t h e t i m e - v a r y i n g v e c t o r , b ^ ( j ) , w i l l , i n most i n s t a n c e s , 
c o n t a i n t h e unknown p a r a m e t e r s a s e l e m e n t s . Most p e r t u r b a t i o n c o n t r o l 
schemes c i r c u m v e n t t h i s p r o b l e m by e v a l u a t i n g A n ( j ) and ]>q(J) u s i n g o n l y 
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t h e n o m i n a l l y assumed p a r a m e t e r v a l u e s . T h i s scheme i s c l e a r l y s u b o p t i m a l 
i f t h e a c t u a l p a r a m e t e r v a l u e s d i f f e r from t h e n o m i n a l l y assumed o n e s . 
The optimum l i n e a r p e r t u r b a t i o n c o n t r o l scheme would t r a c k t h e v a r y i n g 
p a r a m e t e r v a l u e s , and u s e t h e l a t e s t e s t i m a t e s i n e v a l u a t i n g , o n - l i n e , 
Aq(j) and b ^ ( j ) . The u p d a t e d v a l u e s of A^( j ) and b ^ ( j ) would t h e n be 
u s e d t o r e c o m p u t e t h e f e e d b a c k c o n t r o l . 
T h u s , t h e p a r a m e t e r and s t a t e i d e n t i f i c a t i o n a l g o r i t h m d e v e l o p e d 
i n C h a p t e r I I may be u s e d i n c o n j u n c t i o n w i t h t h e p e r t u r b a t i o n c o n t r o l . 
F i g u r e 5 shows a b l o c k d i a g r a m of t h e c o m p o s i t e s y s t e m . The p a r a m e t e r 
and s t a t e i d e n t i f i c a t i o n p o r t i o n of t h e s y s t e m f u n c t i o n s a s d e s c r i b e d i n 
C h a p t e r IV. The u p d a t e d p a r a m e t e r v a l u e s , a ( j ) , a r e f ed t o t h e c o n t r o l l e r 
w h e r e t h e y a r e u s e d t o r e e v a l u a t e Aq(J) and b ^ ( j ) a b o u t t h e n o m i n a l t r a ­
j e c t o r i e s . Then A ( j ) and b ^ j ) a r e u s e d i n r e c o m p u t i n g t h e R i c c a t i 
e q u a t i o n , and h e n c e , t h e t i m e - v a r y i n g f e e d b a c k g a i n 
t h a t w i l l be u s e d o v e r t h e n e x t i d e n t i f i c a t i o n i n t e r v a l . T h u s , t h e f e e d ­
b a c k g a i n u s e d o v e r e a c h i d e n t i f i c a t i o n c y c l e i s computed from t h e l a t e s t 
i d e n t i f i e d p a r a m e t e r v a l u e s . 
M e a n w h i l e , t h e s t a t e p e r t u r b a t i o n v e c t o r , A x ( j ) , i s c a l c u l a t e d 
by s u b t r a c t i n g t h e s t o r e d n o m i n a l s t a t e v e c t o r , Xq(j), from t h e e s t i m a t e d 
s t a t e v e c t o r , x ( j ) . The p e r t u r b a t i o n c o n t r o l i s t h e n m e r e l y 
(5.12) 
A u ( j ) = T ( j ) A x ( j ) . (5.13) 
Nominal 
C o n t r o l 
S t o r a g e 
x ( J ) 
z(j) 
P l a n t H 
Au(j) 
u 0(j) 
I d e n t i f i c a t i o n 
A l g o r i t h m 
C o n t r o l l e r 
Ax( j ) 
X o ( j ) 
+ Nominal S t a t e 
V a r i a b l e 
S t o r a g e 
F i g u r e 5 . Combined I d e n t i f i e r - L i n e a r P e r t u r b a t i o n C o n t r o l System Block Diagram 
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T h i s c o n t r o l , added t o t h e s t o r e d n o m i n a l c o n t r o l , u ^ Q ) , p r o v i d e s t h e 
u p d a t e d i n p u t c o n t r o l , u ( j ) , t o t h e p l a n t . For each i d e n t i f i c a t i o n c y c l e 
t h e above p r o c e s s i s r e p e a t e d . 
The l i n e a r p e r t u r b a t i o n c o n t r o l scheme d e s c r i b e d above i s s t i l l n o t 
o p t i m a l . T h i s o c c u r s b e c a u s e t h e e x a c t p a r a m e t e r and s t a t e v a l u e s a r e 
o n l y a v a i l a b l e a t t h e end of e a c h i d e n t i f i c a t i o n i n t e r v a l . I n t h e i n t e r i m , 
t h e m a t h e m a t i c a l model p o r t i o n of t h e i d e n t i f i c a t i o n a l g o r i t h m i s used t o 
p r o v i d e s t a t e e s t i m a t e s b a s e d on t h e l a t e s t i d e n t i f i e d v a l u e s . A l though 
t h e p r o p o s e d p e r t u r b a t i o n c o n t r o l scheme i s s u b o p t i m a l , i t i s o b v i o u s t h a t 
i t p r o v i d e s a b e t t e r f e e d b a c k c o n t r o l l e r t h a n i f j u s t t h e n o m i n a l l y a s ­
sumed p a r a m e t e r v a l u e s a r e u s e d . 
The d i s a d v a n t a g e of t h e p r o p o s e d scheme i s , of c o u r s e , t h a t t h e 
t i m e - v a r y i n g f e e d b a c k g a i n must be r e c o m p u t e d f o r each i d e n t i f i c a t i o n 
c y c l e . T h u s , t h e d e s i g n e r i s f a c e d w i t h a t r a d e - o f f between a c c u r a c y i n 
t r a c k i n g t h e n o m i n a l t r a j e c t o r y v e r s u s t h e amount of comput ing t ime a v a i l ­
a b l e t o o b t a i n t h e d e s i r e d a c c u r a c y . 
C o n c l u s i o n s 
I n t h i s c h a p t e r a l i n e a r p e r t u r b a t i o n c o n t r o l scheme h a s been 
d e v e l o p e d f o r s y s t e m s in which a l l of t h e p l a n t s t a t e s a r e n o t a v a i l a b l e 
a s s y s t e m o u t p u t s . A d i s t i n c t f e a t u r e of t h i s scheme i s t h a t a l l unknown 
p a r a m e t e r v a l u e s a r e c o n t i n u o u s l y i d e n t i f i e d , w i t h t h e l a t e s t v a l u e s b e i n g 
u s e d i n t h e c a l c u l a t i o n of t h e o p t i m a l f e e d b a c k c o n t r o l . A p r a c t i c a l e x ­
ample u t i l i z i n g t h i s scheme i s d e v e l o p e d i n t h e n e x t c h a p t e r . 
63 
CHAPTER VI 
This description was condensed from Schultz [46] and Masters and 
Sage [49]. 
PERTURBATION CONTROL OF THE STARTUP OF A THERMAL NUCLEAR REACTOR 
Introduction 
In this chapter the linear perturbation control scheme developed 
in the last chapter will be applied to the control of the startup of a 
thermal nuclear reactor which has no temperature feedback. The system 
is modeled by a set of kinetic equations in which disturbances due to 
coolant flow through the core is represented as a random parameter vari­
ation. The identification algorithm is used to track the value of these 
variations in order to effect an optimum linear perturbation control of 
the deviations about the nominal trajectories. 
Description of a Thermal Nuclear Reactor 
A nuclear reactor depends for its operation on a continued chain-
reaction involving fission of heavy nuclei and release of neutrons. 
Fission takes place as a result of neutron capture by the heavy nuclei. 
One product of the fission process is additional neutrons which take part 
in further capture--fission reactions, thus producing a chain-reaction. 
If conditions are such that each fission process leads, on the average, 
to one additional fission, the reactor is said to be critical. Super-
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c r i t i c a l and s u b c r i t i c a l a r e d e f i n e d a c c o r d i n g l y . There a r e a number of 
f a c t o r s which a f f e c t t h e r e a c t i v i t y ( c r i t i c a l i t y ) of an o p e r a t i n g p i l e . 
Among t h e s e a r e t h e n a t u r e of t h e f u e l , t h e geometry of t h e r e a c t o r , t h e 
p r e s e n c e of n e u t r o n - a b s o r b i n g s u b s t a n c e s known a s p o i s o n s , t h e p r e s e n c e 
of c e r t a i n n e u t r o n - p r o d u c i n g m a t e r i a l s known a s e n r i c h i n g m a t e r i a l s , 
e n v i r o n m e n t a l c o n d i t i o n s such a s t e m p e r a t u r e and p r e s s u r e , t h e p r e s e n c e 
of a m o d e r a t i n g s u b s t a n c e (added t o s low t h e n e u t r o n s t o a d e s i r a b l e 
e n e r g y ) , and t h e p o s i t i o n of c o n t r o l r o d s o r d e v i c e s u s e d f o r r e g u l a t i o n 
and c o n t r o l of t h e r e a c t o r . Two d i s t i n c t t y p e s of n e u t r o n s t a k e p a r t i n 
a c h a i n r e a c t i o n . The v a s t m a j o r i t y of t h e n e u t r o n s p r o d u c e d ( a b o u t 99 
p e r c e n t ) a r e "prompt" n e u t r o n s p r o d u c e d a t t h e i n s t a n t of f i s s i o n . These 
p a r t i c l e s g i v e r i s e t o dynamic e f f e c t s c h a r a c t e r i z e d by r e l a t i v e l y s h o r t 
t i m e c o n s t a n t s . The o t h e r t y p e o f n e u t r o n i n v o l v e d i n a c h a i n r e a c t i o n 
i s t h e " d e l a y e d " n e u t r o n which i s r e l e a s e d from t h e f i s s i o n p r o d u c t s a t 
some t i m e a f t e r t h e f i s s i o n p r o c e s s and g i v e s r i s e t o e f f e c t s e x h i b i t i n g 
r e l a t i v e l y l o n g t i m e c o n s t a n t s . D e s p i t e t h e s m a l l p r o p o r t i o n of d e l a y e d 
n e u t r o n s p r o d u c e d , t h e i r e f f e c t s a r e e x t r e m e l y i m p o r t a n t t o t h e dynamic 
a s p e c t s of r e a c t o r c o n t r o l . Th i s i m p o r t a n c e i s due t o t h e f a c t t h a t t h e 
d e l a y t i m e of t h e p a r t i c l e s which p r o d u c e t h e d e l a y e d n e u t r o n s i s r e l a ­
t i v e l y l o n g , t h u s a l l o w i n g t h e s e p a r t i c l e s t o a c c u m u l a t e . F u r t h e r m o r e , 
s i n c e t h e r e a c t o r i s n o r m a l l y o p e r a t e d n e a r c r i t i c a l , s m a l l changes i n 
n e u t r o n f l u x d e n s i t y a r e i m p o r t a n t . 
P r o b l e m F o r m u l a t i o n 
F o r t h e p u r p o s e s of t h e f o l l o w i n g a n a l y s i s , t h e p r i n c i p l e m e a s u r e 
of r e a c t o r c r i t i c a l i t y w i l l be t h e r e a c t i v i t y , p . The r e a c t i v i t y i s a 
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m e a s u r e of t h e e x c e s s n e u t r o n s g e n e r a t e d by t h e c h a i n r e a c t i o n and i s a 
f u n c t i o n of (among o t h e r f a c t o r s ) t h e p o s i t i o n of t h e c o n t r o l r o d s . For 
t h i s r e a s o n , p w i l l be t h e i n p u t v a r i a b l e . Between t h e t ime t h a t a 
f i s s i o n r e a c t i o n t a k e s p l a c e and t h e t i m e t h a t a d e l a y e d n e u t r o n i s p r o ­
d u c e d , t h e d e l a y e d n e u t r o n can be c o n s i d e r e d to r e s i d e i n an i n t e r m e d i a t e 
p a r t i c l e known a s a p r e c u r s o r . The f i s s i o n p r o c e s s p r o d u c e s , i n a d d i t i o n 
t o prompt n e u t r o n s , a number of p r e c u r s o r s w h i c h , i n t u r n , decay a t a 
l a t e r t i m e , t o e m i t a d e l a y e d n e u t r o n . The d e l a y e d n e u t r o n s a r e found 
t o be d i v i d e d i n t o a number of g r o u p s , e a c h w i t h i t s own decay c o n s t a n t 
and r e l a t i v e c o n c e n t r a t i o n . I f t h e c o m p o s i t e r e a c t o r i s c o n s i d e r e d a s 
a n e n t i t y , i t i s p o s s i b l e t o f o r m u l a t e a d e t e r m i n i s t i c p o i n t - m o d e l f o r 
i t s dynamic c h a r a c t e r i s t i c s . These k i n e t i c e q u a t i o n s can be w r i t t e n a s 
f o l l o w s : 
( 6 . 1 ) 
i 
dc.(t) p. 
= -fMt) - \ ± c ±<t), (6.2) d t A 
w h e r e 
T)(t) = N e u t r o n f l u x d e n s i t y (1/cm ) ; 
3 
c ^ ( t ) = P r e c u r s o r d e n s i t y (1 /cm ) ; 
p ( t ) = R e a c t i v i t y ( i n p u t v a r i a b l e ) ; 
{3 = A v e r a g e f r a c t i o n of p r e c u r s o r s formed; 
A r i g o r o u s d e r i v a t i o n of t h e s e e q u a t i o n s can be found i n Ash [47], 
T h e s e e q u a t i o n s a r e of academic i n t e r e s t o n l y , b u t a r e u s e d t o i l l u s t r a t e 
t h e s y s t e m f e a t u r e s . 
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A = E f f e c t i v e n e u t r o n l i f e t i m e ( s e e s ) ; 
X^ = Decay c o n s t a n t f o r p r e c u r s o r c ^ ( t ) . 
The f r a c t i o n of p r e c u r s o r s formed i s s u b t r a c t e d from t h e r e a c t i v i t y and 
t h e r a t e of p r o d u c t i o n of d e l a y e d n e u t r o n s by p r e c u r s o r decay i s added 
t o t h e r a t e of c h a n g e of n e u t r o n f l u x d e n s i t y . The above e q u a t i o n s com­
p r i s e a s e t of c o u p l e d , f i r s t o r d e r e q u a t i o n s . Due t o t h e f a c t t h a t p ( t ) 
e n t e r s a s t h e p r o d u c t p ( t ) T | ( t ) , t h e s e e q u a t i o n s a r e n o n l i n e a r i f any a t ­
t e m p t a t c l o s e d loop c o n t r o l i s made. T y p i c a l l y , one s t u d i e s t h e m a c r o ­
s c o p i c v i e w p o i n t of a n u c l e a r r e a c t o r so t h a t t h e p r e c u r s o r s a r e c o n s i d e r e d 
t o be lumped i n t o a s i n g l e " a v e r a g e " g r o u p w i t h d e n s i t y c ( t ) , decay c o n ­
s t a n t X , and r e l a t i v e f r a c t i o n (3 . A l s o , Th ie [ 4 8 ] h a s o b s e r v e d t h a t 
t h e r m a l n u c l e a r r e a c t o r s h a v e random d i s t u r b a n c e s i n t h e r e a c t o r f l u x due 
t o c o o l a n t f low t h r o u g h t h e c o r e , and t h a t t h e s e d i s t u r b a n c e s can h a v e a 
p e a k v a l u e of f i v e t o t e n p e r c e n t of t h e a v e r a g e f l u x . T h u s , t h e model 
f o r t h e r e a c t o r becomes 
<SJM . [P(t)+p>-p] „ ( t ) + x c ( t ) 
M£l-£ 1 K t ) -xc(t), 
w h e r e § ( t ) r e p r e s e n t s t h e random d i s t u r b a n c e s i n t h e r e a c t o r f l u x . 
U s i n g a f i r s t d i f f e r e n c e a p p r o x i m a t i o n f o r t h e d e r i v a t i v e s , t h e d i g i t a l 
model of t h e r e a c t o r dynamics becomes: 
( 6 . 3 ) 
( 6 . 4 ) 
TKJ+1) - L1 + A {P ( j ) + " Pl] T 1 ( j ) + U G ( j ) ( 6 . 5 ) 
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c ( j + D = T | ( j ) + ( l - \ T ) c ( j ) , ( 6 . 6 ) 
w h e r e 7 | ( j ) = T| ( j T ) and T i s t h e s a m p l i n g p e r i o d . 
The n o m i n a l model e q u a t i o n s a r e o b t a i n e d by c o n s i d e r i n g a s y s t e m 
w i t h no random d i s t u r b a n c e , and u s i n g t y p i c a l p a r a m e t e r v a l u e s f o r (3, \ , 
and A. F o r t h e t y p i c a l p a r a m e t e r v a l u e s u s e d f o r p , \ , and A a r e 
P = 0 .0064 
\ = 0 . 1 s e c 
A = 0 . 0 0 1 s e c . 
C o n s i d e r i n g t h e s e v a l u e s , and a s a m p l i n g p e r i o d of 0 . 0 2 5 s e c , e q u a t i o n s 
( 6 . 5 ) and ( 6 . 6 ) become 
11(1+1) = [ 0 . 8 4 + 2 5 . 0 p ( j ) ] 7 1 ( j ) + 0 . 0 0 2 5 c ( j ) ( 6 . 7 ) 
c ( j + l ) = 0.16r|(j) + 0 . 9 9 7 5 c ( j ) . ( 6 . 8 ) 
F o r t h e s t a r t u p p r o b l e m , t h e d e s i r e i s t o f i n d t h e c o n t r o l , p ( j ) , 
wh ich w i l l i n c r e a s e t h e o u t p u t power ( t h e n e u t r o n f l u x d e n s i t y ) from an 
i n i t i a l s t a t e t o a t e r m i n a l s t a t e i n some optimum m a n n e r . The manner 
c h o s e n i s t o m i n i m i z e t h e e n e r g y r e q u i r e d to d r i v e t h e c o n t r o l r o d s . I t 
c a n a l s o be shown [ 2 8 , p . 5 1 4 ] t h a t t h i s m i n i m i z a t i o n t e n d s t o m i n i m i z e 
t h e r e a c t o r p e r i o d , w h i c h i s a v e r y d e s i r a b l e p h y s i c a l o b j e c t i v e . To 
d e f i n e t h e p r o b l e m more s p e c i f i c a l l y , f o r t h e e q u a t i o n s ( 6 . 7 ) and ( 6 . 8 ) , 
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l e t t h e i n i t i a l s t a t e s be T) n (0) = 0 . 5 kw and c Q ( 0 ) = 3 2 . 0 kw and f i n d 
t h e r e a c t i v i t y , p Q , s u c h t h a t a t t f = 1 s e c , T ) Q ( t f ) = 5 . 0 kw, and t h e 
p e r f o r m a n c e i n d e x 
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J x = 0 . 0 1 2 5 £ p Q 2 ( j ) ( 6 . 9 ) 
j = 0 
i s m i n i m i z e d . 
As e x p l a i n e d i n C h a p t e r V, t h i s p r o b l e m i s a n o n l i n e a r t w o - p o i n t 
b o u n d a r y v a l u e p r o b l e m w h i c h can be s o l v e d by s e v e r a l o f f - l i n e n u m e r i c a l 
i t e r a t i v e t e c h n i q u e s . F o r t h i s p a r t i c u l a r p r o b l e m , q u a s i l i n e a r i z a t i o n 
i s u s e d t o o b t a i n t h e s o l u t i o n . The n o m i n a l c o n t r o l and t r a j e c t o r y r e s u l t s 
a r e shown i n F i g u r e 6. These c u r v e s r e p r e s e n t t h e d e s i r e d i d e a l r e s p o n s e 
of t h e s y s t e m . 
Open-Loop Response 
An i n v e s t i g a t i o n i s made i n t o t h e o p e n - l o o p r e s p o n s e of t h e s y s t e m 
t o t h e n o m i n a l c o n t r o l , p ^ , when t h e random d i s t u r b a n c e i n t h e r e a c t o r 
f l u x due t o c o o l a n t f low t h r o u g h t h e c o r e i s i n c l u d e d . Th ie [ 4 8 ] h a s 
d e t e r m i n e d t h a t t h i s d i s t u r b a n c e i s c o r r e l a t e d , and h a s a t y p i c a l a u t o ­
c o r r e l a t i o n f u n c t i o n a s shown i n F i g u r e 7. For t h i s t h e s i s , a s i m u l a t i o n 
of t h i s a u t o c o r r e l a t i o n f u n c t i o n i s p r o d u c e d by p a s s i n g g a u s s i a n w h i t e 
n o i s e t h r o u g h a o n e - p o l e f i l t e r w i t h a c u t o f f f r e q u e n c y c h o s e n t o p r o d u c e 
- 1 5T 
a n a u t o c o r r e l a t i o n f u n c t i o n of R(T) = e . How w e l l t h i s s i m u l a t e s 
t h e a c t u a l a u t o c o r r e l a t i o n f u n c t i o n i s a l s o shown i n F i g u r e 7. 
Us ing t h i s d i s t u r b a n c e i n e q u a t i o n ( 6 . 5 ) , w i t h a v a r i a n c e of 0 . 0 0 1 , 
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the open-loop response of the system to the nominal control is again 
obtained. The results for a single time function are shown in Figure 8. 
Notice that the disturbance causes the trajectories to deviate as much 
as 12 percent from their nominals. To obtain a better picture of the 
extent with which the disturbance affects the open-loop response, a Monte 
Carlo simulation representing 100 time runs was performed. Figure 9 
shows a plot of the ensemble mean and standard deviation of these runs. 
By inspection of the ensemble standard deviation, it is obvious that the 
random disturbance greatly affects the open-loop trajectories. In fact, 
for this application, the effect of the random disturbance is so great 
that the open-loop system is unacceptable. 
Perturbation Control Response 
From the curves shown in Figure 9, it is obvious that some form 
of feedback is required. In this section, the perturbation control scheme 
developed in Chapter V is used to provide this feedback. For the sake 
of clarity, the general perturbation control block diagram of Figure 5 
is specialized for the nuclear reactor problem in Figure 10. Notice that 
the input to the nuclear system is the sum of the nominal control, the 
perturbation control, and the reactivity disturbance. However, as can be 
seen from equation (6.5), this disturbance can be modelled as a randomly 
varying parameter. Since the precursor concentration cannot be measured, 
H = [1 0]. Thus the identification algorithm must estimate the parameter 
§(j) and the plant state c(j). 
The scheme is implemented as described in Chapter V. The perturba­
tion controlled trajectories for a single time function are also shown 
Figure 8(a,b). Comparison of the Open-Loop and Closed-Loop System 
Trajectories About the Nominal 
4S 
Figure 8b . 
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in Figure 8 so that they can be easily compared with the open-loop results. 
Notice that the closed-loop trajectories track the nominal trajectories 
extremely well. Another important feature to note is that even though 
an initial estimate of the precursor density is taken to be 30 kw instead 
of the actual 32 kw, the true value is identified in just one identifica­
tion period. As was done with the open-loop response, a Monte Carlo simu­
lation representing 100 runs was performed to evaluate, more thoroughly, 
the ability of the perturbation control scheme to track the nominal tra­
jectory. Figure 11 shows a plot of the ensemble mean and standard devia­
tion. It can be seen that the standard deviation represents a maximum 
deviation from the nominal of only two percent. 
In order to demonstrate the effect continuous parameter updating 
has on the accuracy obtained by a linear perturbation controller, a Monte 
Carlo simulation representing 100 runs was again performed on the system, 
except now only the assumed nominal parameter values are used in evaluating 
Aq(J) and b^(j) about the nominal. There is still a need to use the state 
estimator portion of the identification algorithm to identify the un­
available precursor concentration state. Figure 12 shows a plot of the 
resulting ensemble mean and standard deviation. Notice that, without 
continuous parameter updating, the maximum deviation of the standard 
deviation curve from the nominal is approximately five percent. Thus, 
for this system, by continuously updating the parameter values, the ac­
curacy with which the linear perturbation controller tracks the nominal 
trajectory is approximately 2 1/2 times greater than the accuracy obtained 
by using just the assumed nominal parameter values. 
Figure ll(a,b). Monte Carlo Ensemble Standard Deviation Curves for a Perturbation 




Figure 12(a,b). Monte Carlo Ensemble Standard Deviation Curves for a Perturbation 





To obtain some insight into the allowable parameter variations, 
the curves of Figure 13 are presented. The abscissas represent the time 
constant, of the correlation function, R ( T ) = a e"^l Tl, of the input 
disturbance, §(j). Thus, going from right to left, the disturbance be­
comes more uncorrelated. The ordinate represents the magnitude of the 
gaussian white noise variance being fed to the correlation filter. The 
curves, representing three different noise ensembles, divide the graph 
into regions in which the identification algorithm converges to the cor­
rect solution and regions in which the algorithm diverges. As explained 
in Chapter IV, divergence occurs when the range on initial parameter 
estimates necessary to insure convergence for any identification cycle 
is exceeded. In obtaining these curves, once divergence occurs for any 
identification cycle, the complete system run is considered to be divergent. 
The graph can be interpreted in the following manner. The relatively flat 
portion of the curves in the lower left-hand region represents a threshold 
below which convergence occurs no matter how uncorrelated the disturbance. 
The reason the threshold exists is that no matter what the parameter val­
ues are at the beginning of each identification cycle, the change of these 
values from the previous cycle is always less than the range on the initial 
parameter estimates necessary to ensure convergence. As the noise be­
comes more correlated, a larger noise variance can be tolerated and still 
have the change in parameter values from one identification cycle to the 
next be within the range necessary for convergence. This explains why 
the curve has a positive slope. Notice that the slope of the curve changes 
at approximately one radian/sec. A plausible explanation for this behavior 
is based on the consideration that the closed-loop nuclear system, although 
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time varying, has a bandwidth of approximately one radian/sec. Conse­
quently, as the noise sequence becomes more correlated, more noise energy 
is concentrated in the lower frequencies, and hence within the bandwidth 
of the system. The more concentrated the noise energy appearing within 
the system bandwidth, the more likely that it will cause the identifica­
tion algorithm to diverge. Thus, the rate of change of the variance 
must be reduced. 
It would be desirable to have, for every correlation time, a his to 
gram of the magnitudes of noise variances necessary to produce divergence 
for a number of noise ensembles. Unfortunately, the amount of computer 
time required to obtain such histograms is prohibitive. 
Conclusions 
This chapter has examined the effectiveness of the linear perturba 
tion control scheme developed in Chapter V in controlling the startup of 
a thermal nuclear reactor. The reactor model equations consisted of a 
couple of first-order nonlinear equations, in which one of the plant 
states was not available as a system output, and a disturbance due to 
coolant flow through the core was represented as a random parameter 
variation. 
First, by ignoring the disturbance, an optimum (nominal) open-loop 
control was found which minimized the energy required to drive the con­
trol rods while increasing the output power from 0.5 kw to 5 kw in one 
second. However, when the disturbance was included in a Monte Carlo 
system simulation, the resulting trajectories varied widely about this 
nominal. 
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To prevent such wide variations, the linear perturbation controller 
of Chapter V was employed. Besides identifying unavailable plant states, 
this controller tracks unknown parameter variations and uses the latest 
identified values in determining the optimum perturbation control. A 
Monte Carlo simulation of the nuclear system using this feedback con­
troller resulted in an ensemble standard deviation curve which varied a 
maximum of two percent from the nominal. As a comparison, a Monte Carlo 
simulation of a perturbation control scheme employing only the assumed 
nominal parameter values resulted in a deviation of the ensemble standard 
deviation curve from the nominal of as much as five percent. Thus, a more 
accurate perturbation controller can be obtained if the unknown parameter 
values are continuously identified and used to update the perturbation 
control. The disadvantage, of course, is the increase in computer time 
necessary to accomplish this updating. 
Finally, to obtain a feeling of the allowable parameter variations 
for the nuclear system, several noise ensemble curves were presented. 
These curves showed that if the change in the magnitude of the parameter 
values from one identification period to the next is sufficiently small, 
then rapidly time varying parameters can be accommodated. However, as 
the magnitude of the change in the parameter values increases, the time 
variation of the parameters must decrease. 
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CHAPTER VII 
CONCLUSIONS AND RECOMMENDATIONS 
Conelusions 
This dissertation presents a closed-loop, on-line, parameter 
identification and control scheme for discrete time systems. Emphasis 
has been placed not only in developing the identification algorithm, but 
also coordinating the identification and control functions to strive to 
achieve an overall optimum closed-loop control law. The salient features 
of the scheme developed are that it: 
1. Provides on-line identification. 
2. Identifies not only unavailable plant states, but also unknown 
constant or slowly varying parameters. 
3. Requires no external test signal. 
4. Applies to both linear and nonlinear systems. 
5. Always employs a control based on the latest parameter and 
plant state values. 
6. Is digitally implemented. 
7. Substantiated by theoretical analysis. 
The general class of applicable systems is described in Chapter II. 
Basically, the plant must be described by a vector difference equation 
of the form 
x(J+l) = f[x(j),a(j),u(j)] , (7.1) 
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where x(j) is the state vector, a_(j) the unknown parameter vector, and 
u(j) the control input. This equation can be either linear or nonlinear, 
but the function must be continuous for both x(i) and a(i), f and 
- -x(j) 
J ^ q ) must exist and be continuous, and must satisfy a Lipschitz 
condition with respect to x(j), while i^^y must satisfy a Lipschitz 
condition with respect to £(j). The system must also be observable, but 
need not be controllable. The only constraints placed on a(j) is that 
the parameters must either be unknown constants, or values that slowly 
vary with time. 
The scheme functions as follows: for the plant described by 
equation (7.1), all available plant states are used by an identification 
algorithm in estimating the unavailable plant states and unknown parameters. 
These identified values are then used to determine an optimum closed-
loop control of the form u(j) = y[x(J) >§£J) 3 • * n this manner, the feed­
back control is always based on the latest identified values. 
The identification algorithm is based on a Taylor Series expansion 
of an equation of the form of equation (7.1). To this expansion is ad­
joined an equation which restricts the unknown parameter vector, a.(j), 
to remain constant over the identification interval. The combined equa­
tions thus represent a set of first order, linear, difference equations, 
the solution of which, subject to the appropriate boundary conditions, 
solves the identification problem. The boundary conditions are composed 
of the available plant outputs. In general, the combined parameter and 
state identification problem is nonlinear. Since a linearized identifica­
tion algorithm is being used, this algorithm must be iterated so that, 
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u n d e r p r o p e r c o n d i t i o n s , i t w i l l c o n v e r g e u n i f o r m l y t o t h e c o r r e c t s o l u ­
t i o n . C h a p t e r IV p r e s e n t s a p r o o f t h a t such an i t e r a t i v e , l i n e a r i z e d 
a l g o r i t h m can c o n v e r g e t o t h e c o r r e c t s o l u t i o n , and i n d i c a t e s t h a t t h e r e 
i s a r a n g e of i n i t i a l unknown p a r a m e t e r and s t a t e v a r i a b l e e s t i m a t e s f o r 
w h i c h c o n v e r g e n c e w i l l o c c u r . I t i s a l s o shown t h a t when c o n v e r g e n c e 
o c c u r s , i t o c c u r s i n a q u a d r a t i c m a n n e r . 
As p r e v i o u s l y s t a t e d , t h e l a t e s t i d e n t i f i e d p a r a m e t e r and p l a n t 
s t a t e v a l u e s a r e u s e d t o u p d a t e c l o s e d - l o o p c o n t r o l s of t h e form 
u ( j ) = Y [ x ( J ) > a _ ( j ) ] . T h e r e a r e a l a r g e c l a s s of s y s t e m s f o r w h i c h c l o s e d -
l o o p c o n t r o l s of t h e form e x p r e s s e d above can be f o u n d . T h i s t h e s i s i n ­
v e s t i g a t e s , t h o r o u g h l y , one of t h e mos t i m p o r t a n t c o n s t i t u e n t s of t h i s 
c l a s s - - n a m e l y , l i n e a r s y s t e m s f o r w h i c h optimum c l o s e d - l o o p c o n t r o l s a r e 
found t h a t m i n i m i z e a q u a d r a t i c p e r f o r m a n c e c r i t e r i o n ( s o - c a l l e d s t a t e -
r e g u l a t o r s y s terns ) . 
I n C h a p t e r I I I , s t a t e - r e g u l a t o r s y s t e m s f o r which a l l of t h e p l a n t 
s t a t e s a r e a v a i l a b l e a r e c o n s i d e r e d . I t i s shown t h a t , f o r t h i s c a s e , 
t h e i d e n t i f i c a t i o n a l g o r i t h m s i m p l i f i e s t o a s e t of s i m u l t a n e o u s a l g e b r a i c 
e q u a t i o n s w h i c h , e x c e p t f o r s i n g u l a r o r i l l - c o n d i t i o n e d s o l u t i o n s , c o n ­
v e r g e t o t h e c o r r e c t s o l u t i o n i n one i t e r a t i o n . Two methods of h a n d l i n g 
t h e s i n g u l a r o r i l l - c o n d i t i o n e d s o l u t i o n s a r e c o n s i d e r e d . The method 
i m p l e m e n t e d t h r o u g h o u t t h e t h e s i s d e t e c t s , t h e n r e m o v e s , t h e d e p e n d e n t 
o r n e a r l y d e p e n d e n t e q u a t i o n s from t h e s e t . A d d i t i o n a l e q u a t i o n s a r e t h e n 
a d d e d from t h e b o u n d a r y c o n d i t i o n s a v a i l a b l e a t e a c h d i s c r e t e t ime p e r i o d 
u n t i l a w e l l - c o n d i t i o n e d s e t of e q u a t i o n s a r e o b t a i n e d . The d i s a d v a n t a g e 
of t h i s scheme i s t h a t t h e l e n g t h of t h e i d e n t i f i c a t i o n i n t e r v a l i s 
91 
increased, such that the allowable parameter variations that can be 
tracked are reduced. The second method is to use a generalized inverse 
on the data available. Here, of course, a least-squares solution is 
generated which might, or might not, be acceptable to the designer. The 
latest identified parameter values are then used in recomputing the well 
known Riccati equation, from which an updated feedback control is ob­
tained. The limitations in applying the identification and control scheme 
in this case depend on several factors including the order of the system 
versus the number of unknown parameters, the accuracy with which the set 
of simultaneous equations can be solved, and the time available between 
discrete time periods so that the identification and control updating can 
be accomplished. Considering all, it is felt that up to a twentieth order 
system can be accommodated with 10-15 unknown parameters. 
The state-regulator case in which only some of the plant states 
are available is considered in Chapter IV. Unfortunately, for this case, 
the identification algorithm usually does not simplify to a set of linear 
algebraic equations as it did above. Thus the identification algorithm 
must be employed as previously described. This case has the same limita­
tions as the previous case, but in addition, a range of initial parameter 
and plant state estimates necessary to ensure convergence must be con­
sidered. It was shown that this range is a function, among other things, 
of the order of the system and the number of unknown parameters that must 
be identified. The larger the system and/or the greater the number of 
unknown parameter and plant state values that must be identified, the 
smaller the initial estimate tolerance allowed for each parameter and 
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plant state value. Considering the tolerance allowed for the second 
order system of Chapter IV with three unknown values, it is felt that 
only up to a tenth order system with a maximum of five unknown parameter 
and plant state values can be considered and still have a reasonable 
tolerance on the initial value estimates. 
For those systems in which a closed-loop control of the form 
u(j) = Y [ X ( J ) J ^ C J ) ] is not possible, this thesis has considered in Chapter 
V the use of the identification algorithm in conjunction with a linear 
perturbation controller. Besides identifying all unavailable plant states, 
the identification algorithm also tracks questionable parameter variations, 
with the latest values being used in the calculation of the perturbation 
control. Thus, the use of the identification algorithm with a linear 
perturbation controller is very similar to its use for state-regulator 
systems. 
In Chapter VI, the effectiveness of the perturbation control 
scheme mentioned above is examined for the practical problem of controlling 
the startup of a thermal nuclear reactor. The reactor is modeled by two 
first-order nonlinear equations, in which one of the plant states is not 
available as a system output, and a disturbance due to coolant flow through 
the core is represented as a random parameter variation. By ignoring the 
disturbance, an optimum (nominal) open-loop control is found which mini­
mizes the energy required to drive the control rods while increasing the 
output power from 0.5 kw to 5 kw in one second. However, when the dis­
turbance is included in a Monte Carlo system simulation, the resulting 
trajectories vary widely about the nominal. The identification-linear 
perturbation controller is then employed to minimize these variations. 
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A Monte Carlo simulation using this feedback controller results in an 
ensemble standard deviation curve which varies a maximum of two percent 
from the nominal. As a comparison, a Monte Carlo simulation of a per­
turbation control scheme employing only assumed nominal parameter values, 
results in a deviation of the ensemble standard deviation curve from the 
nominal of as much as five percent. Thus, a more accurate perturbation 
controller can be obtained if the unknown parameter values are continuously 
identified and used to update the perturbation control. The disadvantage, 
of course, is the increase in computer time necessary to accomplish the 
updating. 
Finally, to obtain a feeling of the allowable parameter variations 
for the nuclear system, several noise ensemble curves are presented. 
These curves show that if the change in the magnitude of the parameter 
values from one identification period to the next is sufficiently small, 
then rapidly time varying parameters can be accommodated. However, as 
the magnitude of the change increases, the time variation of the parameters 
must decrease. 
Re c omme nda t i ons 
There are several areas of study for extensions of the research 
presented in this dissertation. These extensions deal with increasing 
the applicability of the scheme developed. 
One of the biggest problems in applying the identification algo­
rithm is obtaining initial parameter and state estimates for each identi­
fication cycle that fall within the range of values necessary to insure 
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convergence. Methods, such as perhaps, differential approximation, should 
be sought that can provide, on-line, better initial estimates. 
Secondly, methods can be applied which cut down the computation 
time needed in recomputing the closed-loop control. Such methods usually 
take advantage of the fact that the Riccati gain for a time invariant 
system approaches a constant value rapidly. 
95 
APPENDIX 
COMPUTATION REQUIREMENTS FOR AN IDENTIFICATION CYCLE 
In this appendix, the computational requirements necessary to 
implement one identification cycle for the systems considered in Chapter 
III are obtained. These systems are linear systems for which all the 
plant states are available as system outputs. As shown in the chapter, 
the identification algorithm converges to the correct solution in one 
iteration. The work of this appendix is directly applicable to systems 
for which convergence requires more than one iteration--the computation 
time being proportional to a multiple of the computation time required 
for one iteration. The computational requirements are obtained as ex­
plicit functions of the dimensions of the system's state vector (n-
dimensional), unknown parameter vector (m-dimensional), and control vector 
(r-dimensional). 
This appendix is based on an article written by Jerry M. Mendel 
[50]. In the article, Mendel defines the computation time required to 
implement a discrete Kalman filter in terms of a unit cycle time (T u), 
and the dimensions of the system's state, measurement, and disturbance 
vectors. The work considers not only the number of multiplications and 
additions needed for the implementation, but also the amount of logic 
time required for properly controlling and sequencing the operations for 
an assumed computer configuration. The number of multiplications, the 
number of additions, and the logic time requirements of this appendix are 
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based solely on this article. 
The equations implemented include the identification algorithm, 
equation (3.13); a Riccati equation based on a vector control, analogous 
to equation (3.5); the Riccati equation, equation (3.5); the feedback 
control equation, equation (3.4); and the state equation, equation (3.1). 
Tables 3-7 indicate the computation requirements for these equations. 
The total computational time requirement for a vector control (CT^) is 
given by 
CT v = [(M+ { j f - j}M 1 + M 2 + M 3 ) ' MUL + 2(A + [ j f - + A 2 + A3) 
+ (L + { j f - j}L x + L 2 + L 3)] • T u , 
where - j is the number of discrete time periods remaining until the 
end of the system run, MUL is the execution time (in unit times) required 
for multiplication, and T^ denotes the basic unit time. As an example of 
the time required, let n = m = 3, r = 2, j f - j = 10, MUL = 6, DIV = 12, 
and T u = 1 |j,sec. The total computation time required is then 
CT v = [(18 + 10 • 135 + 81 + 27) ' 6 + 2(18 + 10 • 117 + 72 + 24) 
+ (4,370 + 10 • 5,818 + 4,980 + 608)] 10" 6 sec , 
CT = [ 1476 • 6 + 2 ' 1284 + 68,138] 10" 6 sec, 
v 
CT = 0.079562 ̂  0.08 sec . v 
Table 3. Computational Requirements for the Identification Algorithm 
Defining Equation: G N(k)a N + 1(k) = Xp(k + 1) + GN(k)a_N(k) - f[x N(k) ,a(k)] 





G N(k)a N(k) 2 m 
2 
m - m 10 + 6m
2 + 37m 
G N(k)a N(k) - f[xN(k),a(k)] m 27 + 5m + MUL 
Xp(k + 1) + G N(k)a N(k) - f m 27 + 5m + MUL 
[G^k)] " 1 3 m 
3 
m 
3 2 ** 10 + 41m + 140m + 92m + MMORE 
[ G ^ k ) ] " 1 ^ +G N(k)a N(k) - f ] 2 m 
2 
m - m 10 + 6m
2 + 37m 
Total M = A = L = 
3 2 m + 2m 3 2 m + 2in 84 + 41m 3 + 152m2 + 142m 
+ 2MUL + MMORE 
Assumes jE[x (k),a(k)] and G (k) are precomputed. 
MMORE = 7.5m4 + DIV(2m3 + m) + MUX (0.5m2 + 2.5m) 
Table 4. Computational Requirements for the Riccati Equation Based on a Vector Control 
Defining Equation: P(k) = Q + ATP(k+l)[I + BR ' V^k+l)]~ 1A 





BR'V^Ck+l) 3 n 
3 2 n - n 10 + 6n 3 + 21n 2 + 16n 
I + BR'VT^+I) 2 n 27 + 5n 2 + MUL 
[I + BR" •1 T -1 B P (k+1)] = X 3 n 10 + 41n 3 + 140n 2 + 92n + 
** 
MORE 
XA 3 n 
3 2 n - n 10 
3 
+ 6n + 2In 2 + 16n 
T 
A PXA 2n
3 3 2 2n - 2n 20 + 12n 3 + 42n 2 + 32n 
Q + A TPXA 2 n 27 + + MUL 
Total M1 = 5n 3 A l = L l - 104 + 65n
3 + 234n 2 + 156n 
3 2 5n - 2n + 2 MUL + MORE 
Assumes BR B is precomputed. 
MORE = 7.5 n 4 + DIV(2n2 + n) + MUL(0.5n2 + 2.5n). 
O O 
Table 5. Computational Requirements for Updating the Control 
Defining Equation: u(k) = - B T[A _ 1] T[P(k) - Q]x(k) 





P O O - Q 2 n 27 + 5n
2 + MUL 
[P(k) - Q]x(k) 2 n 
2 
n - n 10 
2 






n 10 + 4ln
3 + 140n 2 + 92n •fck + MORE 
[ A _ 1 ] T [ P ( k ) - Q]x(k) 3 n 
3 2 n - n 10 + 6n 3 + 2 In 2 + 16n 
- B T[A - 1] T[P(k) - Q]x(k) 2 n r 2 n r - nr 10 + 6n
2r + 21nr + 16n 
Total "2 = 
3 2 A^ = 2n + n - n L 2 = 67 + 47n
3 + 172n 2 + 16 In 
3 2 2 2n + n + n r 2 + n r - nr 
2 
+ 6n r + 21nr + MUL + MORE 
Assumes (- B ) is precomputed. 
fM0RE = 7.5n4 + DIV(2n 2 + n) + MUL(0.5n2 + 2.5n). 
Table 6. Computational Requirements for Updating the State-Vector 
Defining Equation: x(k+l) = Ax(k) + BH( k) 





Bu(k) 2 n r 2 2 n r - n 10 + 6n 2r + 21n 2 + 16n 
Ax(k) 2 n 
2 
n - n 10 + 6n
2 + 37n 
Ax(k) + Bu(k) 2 n 27 + 5n
2 + MUL 
Total M 3 = 
2 _ 2 n r + n 
A 3 = 
2 2 n r + n - n 
L 3 = 47 + 6n 2r + 32n 2 + 53n 
+ MUL 
Table 7. Computational Requirements for the Riccati Equation Based on a Scalar Control 
Defining Equation: P(k) = Q + ATP(k+l)A - ATP(fct.l)bbTP(fcfl)A * 
1 + bTp(k+l)b 





ATP(k+l)bbTP(k+l)A 5n 3 3 2 5n - 5n 50 + 30n 3 + 105n 2 + 80n 
bTP(k+l)b 2n 2 2n 2 - 2n 20 2 + 12n + 74n 
1 + bTp(k+l)b 1 32 + MUL 
1 = Y 
1 + bTP(k+l)b 
10 + DIV 
YATP(k+l)bbTP(k+l)A = Z 2 n 8n 
Q + ATP(k+l)A + Z 2n 2 54 + 10n 2 + 2 MUL 
Total M 4 = 
3 2 5n + 3n 
3 2 A. = 5n - n 4 
-2n + 1 
L 4 = 166 + 30n
3 + 107n 2 
+ 3 MUL + DIV 
+ 163n 
Assumes bb is precomputed. 
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When only a scalar control is required, computation time can be 
saved by using the Riccati equat ion of Table 7. The savings arise because 
there is no inverse to compute as there is for the Riccati equation of 
Table 4. The total computation time requirement (CT ) is now given by 
s 
CT s = [(M + M 2 + { j f - j]M 4) • MUL 
+ 2(A + A 2 + A 3 + {J f - j]A 4) 
+ (L + L 2 + L 3 + { j f - j]L 4)] ' T u . 
Considering the same example as before with the exception of a scalar 
control, the total computation time required is now 
CT g = [(18 + 10 • 162 + 72 + 18) • 6 + 2(18 + 66 + 15 + 10 • 121) 
+ (4,370 + 4,863 + 544 + 10 • 2,458)] 10" 6 sec , 
CT g = [1728 • 6 + 2 • 1309 + 34,367] 10" 6 sec , 
CT = 0.047353 sec ̂  0.047 sec . s 
The quantity - j = 10 was chosen because seldom would a designer 
continue to compute the Riccati gain in the manner illustrated in the 
tables past j f - j = 10. Instead, he would take advantage of the fact 
that the Riccati gain quickly reaches a steady-state value. 
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