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IMPLEMENTATION ISSUES FOR UAV CAMERA VIEW TRANSITION DISPLAY AID 
 
Nicholas Wright 
711th Human Performance Wing, Supervisory Control Interfaces Branch 
Dayton Ohio 
Heath Ruff, Brian Mullins 
Ball Aerospace & Technologies Corporation  
Dayton Ohio 
Antonio Ayala, Gloria Calhoun, Mark Draper 
711th Human Performance Wing, Supervisory Control Interfaces Branch 
Dayton Ohio 
 
An operator supervising multiple unmanned aerial vehicles (UAVs) will be required to switch 
attention between UAVs, each potentially involving different scenario environments and task 
requirements.  A transition aid is now under evaluation that employs synthetic vision technology 
to enhance an operator’s situation awareness when switching between UAVs.  Instead of 
discretely switching from the camera view of one UAV to the camera view of another, the 
algorithms driving the transition automatically provide a display format that uses a “fly out, fly in” 
metaphor over several seconds to transition between the two camera views.  This paper will 
describe the many parameters that need to be specified in the implementation of each segment of a 
transition format (e.g., what heading, path, rate, duration, and ending point).  Results from studies 
conducted to evaluate specific parameters will be summarized as well as an evaluation of a 
candidate transition in a multi-UAV control station environment.   
 
 
Supervisory control of multiple UAVs will be a particularly time-critical, cognitively demanding task 
(Scott, Mercier, Cummings, and Wang, 2006).  Even with highly autonomous UAVs, operators will need to respond 
to changes in mission requirements and intermittently collaborate and communicate with others in the distributed 
control network.  Moreover, the operator will need to switch attention between UAVs, each potentially involving 
very different scenario environments (terrain, threat environment, mission objectives, weather, etc.) and task 
requirements.  Not only is there a potential for negative effects associated with task interruptions (Speier, Vessey, 
and Valacich, 2003; Monk, Trafton, and Boehm-Davis, 2008) and the mental effort required in context acquisition 
after the switch (St. John, Smallman, and Manes, 2007; Zijlstra, Roe, Leonora, and Krediet, 1999), there is also the 
potential for negative transfer of context to occur, such that the specific information and tasking involved in the 
previous mission might delay or degrade the operator’s ability to effectively perform tasks in a new mission.  For 
instance, if the operator has a mental model of friendly forces being south of the target in the first mission, will the 
operator inappropriately apply this model to the new mission?  A transition tool that enhances a UAV operator’s 
situation awareness when switching between two camera views would be beneficial.   
 
Previous research has demonstrated an improvement in task switching when a transition between two- and 
three-dimensional views of the same scene is provided (Holland, Pavlovic, Enomoto, and Jiang, 2004) and 
improvements in spatial judgments with transitions between different perspective-rendered views of the same scene 
(Keillor, Trinh, Hollands, and Perlin, 2007).  The use of smooth transitions between two- and three-dimensional 
views has also been explored by Nielsen, Goodrich, and Ricks (2007) and, for air traffic control displays, by Azuma, 
Daily, and Krozel (1996).  To date, efforts have primarily focused on transitioning between ground-based camera 
views of the same object/scene.  Using augmented reality technology, the user is provided computer-generated 
views not served by the physical cameras to help retain context and spatial relationships with respect to the scene 
when transitioning between the viewpoints.  The results from these efforts inform the design of a transition display 
for multi-UAV applications that involve more than one UAV viewing the same object/scene from different 
viewpoints.  The present paper describes research to develop a display format which helps a UAV operator 
transition between camera views for applications requiring two or more airborne vehicles monitoring different 
objects/scenes.  The goal of this application is to help the operator dissociate from the context/spatial relationships 
associated with the first UAV/camera view and rapidly acquire needed situation awareness of the new UAV camera 
view, reducing the potential for negative transfer of context to occur.   
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UAV Camera View Transition Display Aid Approach 
 
The Air Force Research Laboratory (AFRL) transition display aid provides a display format that 
dynamically changes between previous and current camera views in a semi-continuous manner, rather than 
discretely switching the camera views.  This dynamic transition takes several seconds and uses a “fly-out, fly-in” 
metaphor utilizing synthetic vision technology (Figure 1).  There are numerous design issues to consider in 
implementing a transition format.  For the fly-out and fly-in segments, what altitude/heading should the virtual 
camera (VC) start and end at, what path should the VC take, at what rate and acceleration should the VC move, and 
for how long?  Regarding the traverse segment, if the operator is transitioning between two camera views of the 
same target, then this segment would be important to help retain context and spatial relationships.  However, for the 
targeted application where the camera views are changing from one geographical area to another, showing the scene 
between the two environments may be of less interest.  Manipulation of the various parameters for each segment can 
change how the transition is perceived by the operator and thus its utility.  Another question is the degree to which 
the operator should have control over the transition parameters in each segment.  Research is underway to evaluate 
these design issues.  This short paper will summarize research to date, focusing on the design issues pertaining to the 
fly-in segment. 
 
 
Figure 1.  Illustration of each segment of a transition aid format.  A three-dimensional perspective of synthetic 
ground imagery from varying altitudes is provided, switching from a view (determined by the camera’s 
orientation/viewpoint on the current UAV), to a global view not tied to any one UAV, and then back to a view 
determined by the camera’s orientation on the newly selected UAV.  During this transition, points of interest are 
highlighted with overlaid, geo-registered computer-generated symbology.   
 
Duration of the Fly-in Segment 
 
The duration of the fly-in segment must be long enough to provide operators with the necessary visual cues 
to rapidly acquire situation awareness.  However, the time spent viewing the transition format will delay initiating 
tasks with the real world imagery.  A pilot study was conducted to examine several fly-in parameters, including fly-
in duration (Lefebvre, Wright, Ayala, Draper, Calhoun, Ruff, and Mullins 2008).  AFRL Open Scene Environment 
(OSE) visualization software was used to present participants with a synthetic camera view that moved along a 
preset path in an urban environment.  Six participants viewed 12 pairs of fly-in segments with three duration time 
periods: 2, 4, and 6 seconds.  The order of trial blocks with each fly-in duration was counterbalanced.  Participants 
were asked to rate their preference for each time duration after completion of all trials.  A Friedman Two-Way 
Analysis of Variance was performed on paired comparisons data from relative judgments of the fly-in durations, and 
the results revealed a strong trend towards significance (χ2(2) = 4.750, p = 0.093).  Results from a post-hoc 
Wilcoxon Signed Ranks Test indicated that preference ratings for 4 seconds were more favorable than ratings for 2 
seconds (Z = 2.201, p = 0.028; Figure 2).  
 
 
 
 
Figure 2.  Post-session preference rating for each fly-in duration time. 
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Path of the Fly-in Segment 
 
The transition’s fly-in path segment must provide adequate cues for a viewer to rapidly develop a cognitive 
map of spatial points of interest, without having the information flow distracting or causing other negative effects.  
In initial developments (Lefebvre, et al., 2008), the VC was focused on the area surrounding the new UAV.  After 
reviewing pilot study data and consulting with UAV operators, it was determined that the focus should be on 
improving awareness of the environment surrounding the sensor viewpoint, not the environment surrounding the 
UAV (which is already represented in the Tactical Situation Display) because the UAVs often do not fly directly 
above their target.  Thus, the VC’s center point at the beginning of the fly-in path was changed to the sensor’s center 
point.  By incorporating this with a new stare point lock-on tool, the camera center point remains on the image 
center regardless of the fly-in path.   
 
Several start-points were examined for the VC at the beginning of the fly-in.  A path that starts the VC 
behind and above the actual sensor was chosen as it allows the VC to fly towards the target throughout the fly-in in a 
natural manner.  Using this approach, three new fly-in concepts (linear, shallow curve, and deep curve) were 
developed and evaluated (Figure 3; Lefebvre, et al., 2008).  All three fly-ins were divided into two phases: decent 
from start point to the UAV and zoom-in to sensor’s viewpoint.  The VC in the linear fly-in started at a point 12,000 
ft away from the sensor along a vector from the sensor’s center point through the UAV.  The UAVs were at an 
altitude of 4500 ft AGL (standoff distances from the ground targets were adjusted to maintain camera pitch of ~45 
degrees).  This meant that the VC started at an altitude of 13,500 ft AGL.  By using a FOV of 72 degrees, it was 
possible to get the sensor’s entire relevant area of influence in the VC’s view at the start point.  The first portion of 
the fly-in (decent) lasted 5.15 seconds and used an exponential function of 0.6 so the fly-in started slowly and sped 
up in the middle.  The second portion of the fly-in (zoom-in) lasted 0.85 seconds and used an exponential function 
of -0.9 to slow down the zoom-in as it approached the end (i.e., the new sensor viewpoint).   
 
The two curved fly-ins (see Figure 3) started 12,000 ft away from the UAV as well and had 72 degree 
FOVs.  These two fly-ins always started at an angle of 77.5 degrees above horizontal with respect to the UAV (as 
opposed to 45 degrees).  The curved fly-ins flew towards the target along paths created using cubic Bezier curves to 
provide multiple perspectives of the area.  One fly-in followed a shallow curve that approached the vector from the 
target through the UAV as it flew (first stage took 5.2 seconds with an exponential function of 0.2; second stage 
took 0.8 seconds and exponential function of -2.0).  The other fly-in followed a deeper curve that went well beyond 
the vector and approached horizontal flight as it flew in towards the camera (first stage: 4.8 seconds with an 
exponential function of 0.1; second stage: 1.2 seconds and used an exponential function of -3.0).   
 
 
                               Linear                  Shallow Curve       Deep Curve  
 
Figure 3.  Illustrations of three fly-in concept camera paths evaluated.  All had a total duration of 6 seconds. 
 
Method 
 
Data were collected from 12 participants as they viewed manipulated synthetic camera views that moved 
along a pre-set path in an urban environment (created with AFRL’s OSE visualization software).  In Part 1, 
participants were instructed to create a mental map of the area (and location highlighted by synthetic flags) as they 
viewed a series of fly-ins (twice with each of the three fly-in concepts).  During each fly-in, 8-10 red and blue 
distractor flags and 5 target flags (each with a unique color) were presented.  After each fly-in, a target color was 
requested and the participant drew a line on a form from the center, representing the new camera view, to the 
location of the requested flag color.  The absolute angle formed by the intersection of the recalled vector of the 
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target and the actual vector from the center of the area was used to measure accuracy from 0 to 180 degrees.  
Subjective data on the visual appeal and situation awareness provided by the fly-ins were also collected.  In Part 2, 
additional subjective assessment of the fly-in concepts was collected.  Participants viewed six paired fly-ins, with 
each pair comprised of two different fly-in concepts.  After each pair, participants compared the two fly-in concepts 
in terms of situation awareness, visual appeal, and preference.   
 
Results 
 
Statistical analyses of the subjective data collected in both Parts 1 and 2 failed to find significant 
differences in situation awareness, visual appeal, and preference ratings for the three fly-in concepts.  In contrast, the 
analysis of the objective performance measure in Part 1 was informative.  Results indicated that the mean accuracy 
(difference in the angle between the marked location of the requested flag and the real location of the flag) across 
fly-in concepts just missed being statistically significantly different at the 0.05 level (F(2,22) = 3.485, p = 0.055).  
Post hoc hypothesis test results showed that participants more accurately indicated the location of the requested flag 
with the linear fly-in concept compared to the shallow and deep curves’ paths (F(1,11) = 12.634, p = 0.005; Figure 
4).  It appears that participants were able to create better cognitive renditions of the areas with the linear fly-in due to 
the fixed perspective it utilized.  With the linear fly-in, as the camera flew in, the flags’ orientations relative to the 
fly-in path vector remained fixed, whereas with the curved fly-ins, their orientations changed constantly as the 
perspective changed.  
 
 
 
Figure 4.  Accuracy in indicating target flag location with each fly-in path concept evaluated. 
 
Fly-in Segment Evaluated in Multi-UAV Simulation  
 
The fly-in segment was evaluated as part of a transition implemented in a multi-UAV simulation 
environment (see Draper, Calhoun, Ruff, Mullins, Lefebvre, Ayala, and Wright, 2008).  Figure 5 illustrates its 
implementation and shows the duration and rate of change (exponential factor) for each segment.  The operator’s 
initial view of a house is from the camera mounted on UAV 1.  The camera view switches from a (simulated) live 
video feed to a purely synthetic environment from a VC which then changes altitude and zoom to give the 
impression of a smooth continuous fly-out that starts slowly, speeds up in the middle, and ends slowly.  The view 
then switched immediately from the environment surrounding the first target to the environment surrounding the 
target of the second UAV.  The parameters for the fly-in phase provided a short delay at the top of the fly-in and 
then acceleration towards the target, finally slowing down as the target is approached. 
 
 
Figure 5.  Illustration of parameters used to implement UAV camera view transition display aid.  
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 Besides recording the participants’ impressions of the fly-in segment, another objective was to determine if 
the transition helped the participants’ overall situation awareness and improved their performance on a target 
search/designation task after switching to a new UAV/camera view.  This evaluation also manipulated the mission 
scenario to determine if the utility of the transition depended on whether the previous mission was a static, 
surveillance-type mission, or a dynamic, close air support mission.  Finally, this study was designed to determine if 
the presence of the transition aid had any negative effects on participants’ completion of secondary mission-related 
tasks.  This is important because if the transition aid degrades performance on any task, then its candidacy for multi-
UAV control applications is questionable, even if improvements in situation awareness after switching to a different 
UAV/camera view are realized.   
 
Method 
 
The experiment utilized the Vigilant Spirit multi-UAV operator control station testbed (Rowe, Liggett, and 
Davis, 2009) which included a full-size camera view from the currently selected UAV (simulated with MetaVR’s 
Virtual Reality Scene Generator), thumbnail camera views from all the UAVs, Tactical Situation Displays (TSDs) 
showing the location of four UAVs (Global TSD) as well as a close in view of the selected UAV (Local TSD), and 
windows used for secondary mission-related tasks.  Thirteen participants performed eight 12-minute trials, four with 
the transition format present when switching UAVs/camera views and four without the transition.  Each trial 
consisted of multiple dynamic (close air support) and static (surveillance) missions.  Participants received a verbal 
prompt and chat message when mission transitions should occur and this information identified the next UAV and 
mission type.  
 
• Dynamic Missions (2 minutes):  participants were tasked with locating and designating two enemy tanks, 
as well as remembering information about the tanks and the relative location of other symbology.  At the 
end of each dynamic mission, participants were asked a question to detect negative transfer of context, as 
accuracy would depend on knowledge of the current camera view, as opposed to the previous camera view.  
Response time and accuracy for the tank designation and question response were recorded, as well as the 
efficiency with which the camera was moved.   
 
• Static Missions (2-5 minutes):  participants were tasked with monitoring the video feed for the selected 
UAV and typing “truck” in the UAV chat window when a truck appeared in the video.  The percent of 
trucks detected was recorded, as well as response time.  During static missions, the camera view was 
automatically zoomed in all the way and the joystick was inactive.   
 
 During the static missions of each scenario, participants were required to complete several secondary tasks, 
representative of the type and range of activities anticipated for multi-UAV supervisory control.  These included:  a) 
click on respective UAV thumbnail when prompted to switch UAV sensor monitoring, b) retrieve information (e.g., 
altitude from UAV summary window), c) monitor Global TSD for an unreported aircraft symbol, d) monitor health 
and status matrix, and e) monitor audio stream, for tasks associated with the assigned call sign.  Completion time 
and accuracy measures were recorded for each task. 
 
Results 
 
Participants’ questionnaire ratings indicated they had more situation awareness in trials with the transition 
aid format, compared to trials without the transition aid (F(1,12) = 5.493, p = 0.037).  However, participants failed 
to answer the administered question that measured context-specific situation awareness more accurately with the 
transition aid.  Response time to the question also did not differ significantly as a function of whether the transition 
aid was present or not (F(1,12) = 1.522, p = 0.241).  While the transition was not found to hinder performance on 
secondary tasks, it also did not measurably improve performance on the key task – the average time to 
locate/designate targets was only slightly faster (2.3 seconds) when the transition was utilized (F(1,12) = 2.054, p = 
0.177).  The transition, however, did improve the target designation task in terms of camera movement efficiency.  
Participants’ initial camera movement was more accurate (by approximately 12 degrees) when the transition aid was 
presented compared to when it was not presented (F(1,12) = 5.969, p = 0.031).   
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The results from this full mission simulation evaluation indicated several potential enhancements which may 
increase the utility of the transition display aid for switching between UAV camera views (Draper, et al., 2008).  
Briefly, the transition format needs refinement, ranging from the speed of various transition segments to whether or 
not the operator has direct control over transition parameters.  The findings also indicate that research is needed to 
determine which station display(s) should present each information element required for multi-UAV control.  
Additionally, this experiment showed that there are numerous factors that may influence the utility of a transition 
aid, including the nature of the missions involved and the users’ strategy.  Follow-on research is underway to 
address potential enhancements and other issues identified as a result of these evaluations. 
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