In the present study, a hybrid optimizing algorithm has been proposed using Genetic Algorithm (GA)and Particle Swarm Optimization (PSO) for Artificial Neural Network (ANN) to improve the estimation of electricity demand of the state of Tamil Nadu in India. The GA-PSO model optimizes the coefficients of factors of gross state domestic product (GSDP) , electricity consumption per capita, income growth rate and consumer price index (CPI) that affect the electricity demand. Based on historical data of 25 years from 1991 till 2015 , the simulation results of GA-PSO models are having greater accuracy and reliability than single optimization methods based on either PSO or GA. The forecasting results of ANN-GA-PSO are better than models based on single optimization such as ANN-BP, ANN-GA, ANN-PSO models. Further the paper also forecasts the electricity demand of Tamil Nadu based on two scenarios. First scenario is the "as-it-is" scenario , the second scenario is based on milestones set for achieving goals of "Vision 2023" document for the state. The present research also explores the causality between the economic growth and electricity demand in case of Tamil Nadu. The research indicates that a direct causality exists between GSDP and the electricity demand of the state.
INTRODUCTION
Electricity reforms have liberalized the electricity sector in many countries.The salient features have been unbundling of generation, transmission and distributions entities; a competitive market with in countries and creation of an independent regulator for access to transmission infrastructure.
In the prevailing deregulated markets forecasting of electricity demand has emerged as a key research field. Many research tools and algorithms have been developed for electricity demand forecasting. The modeling techniques used so far can be divided into two categories : the parametric techniques and non parametric techniques. Studies using parametric techniques [1, 2, 3, 4, 5] Cincotti .S et al [44] have highlighted the usability of computational intelligence for forecasting electricity prices. Among these artificial intelligence based methodology, artificial neural network (ANN) has emerged as one of the most prominent technique that has become very popular with the researchers. The ability to solve the complex relationships, adaptive control, decision making under uncertainty and prediction patterns makes ANN a powerful performer .This has led to the rapid developments of hybrid models. [1] .Hybridization of different techniques with ANN has been successfully applied to both short term and long term energy demand forecasting. Hence, several variants of ANN which are generally hybridization of neural network with some learning techniques such as BP,GA and PSO are proposed by several researchers. The use of ANN with different optimization methods is also useful to forecast the electricity demand. Amjady.N and Keynia Farshid [46] presented a new short-term load forecast method which is a hybridization of a neural network with a novel stochastic search technique. According to them the modified harmony search algorithm can efficiently search the solution space in various directions thus avoiding being trapped in local minima and dead bands.
Hybrid ANN with Back Propagation (BP) algorithm has been considered as the conventional training of neural network for load forecasting problems. Yin F, Wang J and Guo C [47] have used similarity degree parameter to identify the appropriate historical load data as training set of neural network . A neural network with back propagation momentum training algorithm was also proposed in the aforementioned paper for load forecasting in order to reduce training time and to improve convergence speed. M.B. Abdul Hamid and T.K. Abdul Rahman [6] presented an Artificial Neural Network (ANN) trained for short term load forecasting model. This algorithm has specific benefits such as accuracy, speed of convergence, economic and historical data requirement for training etc. The major benefit of this algorithm over back propagation algorithm is in terms of improvement in mean average percentage error (MAPE).
Hybrid ANN with Genetic Algorithm (GA) optimization forecasting models have wide range of applications.GA is based on random search and optimization techniques guided by the principles of evolution and natural genetics. According to Goldberg [7] , they are efficient, adaptive and robust search processes and produce near optimal solutions. GA is used for optimizing the weights of different demand equations using available data based on economic indicators. Canyurt et al [8] studied the future residential energy demand and total energy demand of Turkey based on various economic indicators. GA is used for energy demand model in linear, quadratic or exponential forms.Researchers such as Ceylon and Ozturk [9] , Haldenbilen and Ceylon [10] studied total energy demand of Iran and transport energy demand in the same way. Assarch et al [11] applied GA techniques to estimate the oil demand in Iran, based on socio-economic indicators in which the models are developed in exponential and linear forms.
Hybrid ANN optimized with PSO has been successfully applied for load forecasting. Tian Shu et al [14] have developed a new training method of radial basis function (RBF) neural network, based on quantum behaved PSO. Ning Lu et.al [15] have proposed the PSO based RBF neural network model for load forecasting . Yang Shang Dong et al [16] proposed a new PSO algorithm with adaptive inertia weight factor and incorporated Chaos with PSO. Ellen Banda and Komla A. Folly [23] have presented that the traditional load forecasting tools utilize time series models which extrapolate historical load data to predict the future loads. These tools assume a static load series and retain normal distribution characteristics.
Due to their inability to adapt to changing environments and load characteristics, they often lead to large forecasting errors. In an effort to reduce the forecasting error, they have hybrid artificial neural network (ANN) and particle swarm optimization (PSO) is used in their paper. It is shown that the hybridization of ANN and PSO gives better results compared to the standard ANN with back propagation.
GA-PSO hybrid algorithm integrates the advantages of individual models, which was first proposed by Bates and Granger [17] . In the paper they have demonstrated that an appropriate linear combination of two forecasting models may yield better results than the individual models. For their application in electricity domain, Nazari et al [18] proposed a model using GA and PSO for forecasting energy demands of residential and commercial sectors in Iran. They studied the linear and exponential states using a genetic algorithm and PSO algorithm.
According to their results, the exponential model derived from the PSO model is the best model.
Unler [19] has proposed improvement of energy demand forecasts using swarm intelligence in the case if Turkey. He proposed a model using PSO-based energy demand forecasting to forecast the energy demand of Turkey. He argued that gross domestic product (GDP), population, import and export are useful basic energy indicators of energy demand. Younes M et al [20] provided a solution to the economic dispatch problem using a hybrid method genetic algorithm-particle swarm optimization (GA-PSO). They found that GA-PSO provides flexibility fast convergence ,less computational time for non linear characteristics of power systems. Araby EE El et al [21] developed a hybrid PSO technique for ancillary service in the deregulated electricity markets.
They proposed that a two layered hybrid PSO-SLP (Successive Linear Programming) approach is suitable for non differentiable and discontinuous objective functions. Anwar Jarndal and Sadeque Hamdan [22] have described a combined approach of artificial neural networks (ANN) with particle-swarm-optimization (PSO) and genetic algorithm optimization (GA) for short and mid-term load forecasting .The model identifies the relationship among load, temperature and humidity using a case study of Sharjah City in United Arab Emirates. Linli J and Jiansheng W [24] have investigated the effectiveness of the hybrid Particle Swarm Optimization (PSO) and Genetic Algorithm (GA) for optimizing neural network for rainfall forecasting. They have developed a hybrid Particle Swarm Optimization (PSO) and Genetic Algorithm (GA) model for the automatic design of ANN by evolving to the optimal network configuration(s) within an architecture space, namely PSOGA-NN.The PSO is carried out as a main frame of this hybrid algorithm while GA is used as a local search strategy to help PSO jump out of local optima and avoid sinking into the local optimal solution early. The experimental results show that the GA-PSO-NN evolves to optimum or near--optimum networks in general and has a superior generalization capability with the lowest prediction error values . Experimental results reveal that the predictions using the GA-PSO-NN approach can significantly improve the forecasting accuracy.
The remainder of the paper is organized as follows: Section 2 introduces the Electricity sector in Tamil Nadu; Section 3 presents methodology used for research ; Section 4 shows the features of ANN-GA-PSO models; Section 5 brings out the results and discussion; Section 6:Conclusions.
The Tamil Nadu Electricity Sector
For the last many decades the energy sector has been the prime mover of the economy. Growth in the manufacturing sector was aided by sufficient availability of power. Till about a decade ago, the state had surplus electricity. However, availability of power has not kept pace with the increased industrial activity and the increased demand from the domestic consumer segment resulting in large deficit in power availability over the last few years. It can be observed from the Table 1 that the generation capacity has not kept pace with the electricity consumption which has increased significantly over the last many years. The state has resorted to buying power through short term contracts to tide over the shortage. This has increased the cost of power purchase for the state which is one of the reasons for the poor financial conditions of the state power utilities. The electricity demand -supply gap in Tamil Nadu is fairly high. According to Central Electricity Authority (CEA), the electricity deficit of the state in the year 2013 was around 17.5% as compared to 2.8% in the year 2008. Hence there is a dire necessity to forecast the electricity demand by the year 2023 to facilitate the investments in the sector. 
Factors affecting Electricity demand
Electricity consumption of a state is a function of man affecting factors such as gross state domestic product (GSDP), consumer prices index, energy per capita and income parameters. The following factors reflect their major impacts on electricity demand :--(1) GSDP : Even though the linkage between GSDP growth and electricity demand growth are not as strong as it was in the past, it is worth considering the impact on the society of high GDP growth itself since they are linked to each other. A high GSDP growth rate year after year means higher manufacture of products and provision of services at an unprecedented pace leading to higher electricity demand. The electricity demand continue to grow in the state because of high level to continue in a business as usual scenario. 
Methodology
In this section ,the electricity demand is modeled by ANN that is optimized by hybrid GA-PSO algorithm in the linear and quadratic forms. The results of ANN-GA-PSO and A-G-P-Q are compared with ANN with single optimization with GA and PSO algorithms.
Artificial Neural Network
ANN is a highly connected array of elementary processors called neurons . It resembles its origin from human brain that has large number of neurons interconnected in a highly complex, non linear and forming highly massive parallel network. An artificial neural network (ANN) with an input layer, one or more hidden layer and one output layer is known as multilayer perceptron (MLP). Each layer consists of several neurons and each neuron in a layer is connected to adjacent layer with some weights known as synaptic weights. We have considered a multi layer perceptron (MLP) that has three neurons layers [44] . While the first one is the input layer that is in the direct contact with the input data. The middle one is called the hidden layer and it has no contact with outside system. It connects data from the input layer and sends them to the next layer. The last one is the output layer that sends out results. Table 2 gives the network information of ANN about the input layer that is made up of four factors namely, electricity consumption(E.Con), income growth rate, GSDP and Consumer price index . The hidden layer has been used as the activation function. The output layer comprises of one unit representing electricity demand as the dependent variables. The in-sample data is split into two subsets, namely, the training set and the validation set. The training set is then used to train ANN-GA-PSO models till the training error ratio criterion of 0.001 is achieved. The Table 3 shows the sum of squares error, relative error, stopping rule and the training time of the ANN. 
PSO
Particle swarm optimization is a population based derivative free algorithm developed by Kennedy and Eberhart in 1995 [12] . A variant of the PSO method was developed by
Shi and Eberhart in [13] in which a modification of the speed equation improves the convergence by inserting a time dependant variable.
where C1 and C2 are knowledge factors, R1 and R2 are random numbers, g is the location of the leader, p the personal best location, is the velocity at iteration "t" and is the position at iteration "t". This equation reveals the particle leader location to each particle.
Decreasing the variable enables the slowing down of the speed of the particles around the leader location and provides a balance between exploration and exploitation. PSO finds an optimal point from the random set of points with the help of a fitness function, so that the GA-PSO hybrid algorithm that integrates the advantages of individual models was first proposed by Bates and Granger [17] . In the paper they have demonstrated that an appropriate linear combination of two forecasting models may yield better results than the individual models. In addition, the hybrid model has the similar nature of the combined model.
For their application in electricity domain, Nazari et al [18] proposed a model using two metaheuristic algorithms, namely GA and PSO for forecasting energy demands of residential and commercial sectors in Iran. They studied the linear and exponential states using a genetic algorithm and PSO algorithm. According to their results, the exponential model derived from the PSO model is the best model. Unler [19] has proposed improvement of energy demand forecasts using swarm intelligence in the case if Turkey. He proposed a model using PSO-based energy demand forecasting to forecast the energy demand of Turkey. He argued that gross domestic product (GDP), population, import and export are useful basic energy indicators of energy demand. Younes M et al [20] provided a solution to the economic dispatch problem using a hybrid method genetic algorithm-particle swarm optimization (GA-PSO). They found that GA-PSO provides flexibility fast convergence ,less computational time for non linear characteristics of power systems. Araby EE El et al [21] developed a hybrid PSO technique for ancillary service in the deregulated electricity markets. They proposed that a two layered hybrid PSO-SLP (Successive Linear Programming) approach is suitable for non differentiable and discontinuous objective functions. Anwar Jarndal and Sadeque Hamdan [22] have described a combined approach of artificial neural networks (ANN) with particle-swarm-optimization (PSO) and genetic algorithm optimization (GA) for short and mid-term load forecasting . The model identifies the relationship among load, temperature and humidity using a case study of Sharjah City in United Arab Emirates. They have found that ANN is one of the powerful artificial intelligence techniques for load forecasting which is independent of the human experience.
Linli J and Jiansheng W [24] have investigated the effectiveness of the hybrid Particle Swarm Optimization (PSO) and Genetic Algorithm (GA) for optimizing neural network for rainfall forecasting. They have developed a hybrid Particle Swarm Optimization (PSO) and Genetic Algorithm (GA) model for the automatic design of ANN by evolving to the optimal network configuration(s) within an architecture space, namely PSOGA-NN. The PSO is carried out as a main frame of this hybrid algorithm while GA is used as a local search strategy to help PSO jump out of local optima and avoid sinking into the local optimal solution early. The experimental results show that the GA-PSO-NN evolves to optimum or near--optimum networks in general and has a superior generalization capability with the lowest prediction error values . Experimental results reveal that the predictions using the GA-PSO-NN approach can significantly improve the forecasting accuracy.
When ANN is optimized by a single optimization methods such as GA or PSO then it suffers from well known drawbacks. In the present study ,we propose a hybrid algorithm called GA-PSO, which lead to better optimization results. In order to better optimize the coefficients, an effective hybrid optimization algorithm was developed based on GA and PSO which can fully combine the merits of single optimization models without their respective drawbacks. In order to test the accuracy of the models, we have compared the forecast results of ANN-GA-PSO models with other models using single optimization of ANN by GA, single optimization of ANN with PSO, ANN with backward propagation, ARIMA, HOLTS and linear regression. In order to test the accuracy of the models we have compared the mean absolute percentage error (MAPE) as a measure of quality in prediction. It is worth mentioning that , for the sake of comparison among different techniques electricity demand is derived using the same for all the modeling methods. Results point out that ANN optimized by both GA-PSO in quadratic form (A-G-P-Q) gives the best performance followed by ANN-G-P model.
Consequently A-G-P-Q model is used to forecast the electricity demand till 2025 based on " asit-is" scenario and scenario as per the "Vision document " of the state.
ANN-GA-PSO models
In order to forecast Tamil Nadu's electricity demand efficiently and precisely a hybrid GA-PSO based ANN model is proposed here in two form estimation method.
Two form estimation method
The authors have used the following equations for the GA-PSO optimization :-- (1) and the evolution equations become
Therefore, the Quadratic PSO algorithm based on the evolution equations (5) and (6) 
where are cross over chromosomes. ∝ is a parameter that is constant .
GA-PSO Hybrid optimization algorithm
The iterative approach of GA-PSO followed in the study is as follows:--step 1: Initialize a population size, positions and velocities of agents, and the number of weights and biases.
step 2: The current best fitness achieved by particle p is set as pbest. The pbest with best value is set as gbest and this value is stored. step 3: Evaluate the desired optimization fitness function f(x) p for each particle as the Sum of Square Error over a given data set.
step 4: Compare the evaluated fitness value fp of each particle with its pbest value.
If fp < pbest then pbest = fp and bestxp =xp, xp represents the current coordinates of particle p, and bestxp represents the coordinates corresponding to particle p's best fitness so far.
step 5: The objective function value is calculated for new positions of each particle. If a better position is achieved by a particle, pbest value is replaced by the current value. As in Step 1, gbest value is selected among pbest values. If the new gbest value is better than previous gbest value, the gbest value is replaced by the current gbest value and this value is stored. if fp < gbest then gbest = p, where gbest is the particle having the overall best fitness over all particles in the swarm.
step 6: Change the velocity and location of the particle according to Equation (1) and Equation(2). Fly each particle p accordingly. The best position is fed into the General Algorithm as selection. Step 8 : The pop_size of M particles obtained by GA and M particles are combined to form new pop_size particles. Table 4 shows the relative values of the independent variables GA-PSO optimization that are used for ANN simulation where E.Con, Income, GSDP, CPI are the input variables. Table 5 indicates the coefficients of equation 3 by using GA-PSO optimization 
where is the actual value and is the forecast value.
The total electricity demand of Tamil Table 6 and Fig 3 shows results of ANN-G-P and A-G-P-Q models in both linear and quadratic forms along with simple optimization models ,ANN-PSO and ANN-GA. 
Results

Future estimation
The future estimation of the electricity demand of Tamil Nadu has been evaluated under two scenarios. Scenario 1 (as it is) assumes the energy consumption to grow at the rate of 5% , income at the rate of 12%, GSDP at 11% and CPI at 2%. Scenario 2 considers the VISION Document 2023 [26] goals of the state as expected growth rate of energy consumption as 8% ,income growth as 15% , GSDP as 12% and CPI at 3%. Table 9 shows the tabulated results of the forecasted electricity demand for scenario 1 and scenario 2 using A-G-P-Q model. Log(ANN-G-P-Quadratic)
Log (Actual Demand)
LogA-G-P-Q Linear (LogA-G-P-Q) 
Relationship between GSDP and Electricity demand
According to Daria Kostyannikova [27] ,the causality and cointegration results are not uniform across countries and measures of energy consumption. This can be explained by different economic policies and energy structures in each country. Based on the direction of causality between total energy consumption and economic growth, the following policy implications can be made. In countries where unidirectional causality runs from energy consumption to economic growth ,even though energy consumption is not the only factor that determines economic development, it is important that the governments increase investment in energy sector and reduce inefficiency in the supply and use of energy. Our present study shows that electricity demand and GSDP are co-integrated . As shown in Fig 9 one percent increase in total energy consumption leads to an increase of 0.86 in GDP while a one percent increase in GSDP will raise total energy consumption by 0.79 percent .
Our research shows that in case of Tamil Nadu, causality exists between GSDP and electricity demand. Hence it will be possible to increase the GSDP by investing in bridging the electricity demand gap. improvement over ANN-PSO model. ANN-GA-PSO models can solve the problem of over fitting and falling in local minimum in data set ANN-GA-PSO models have been used to explore the relationship between electricity demand and GSDP of Tamil Nadu state which is seen as co-integrated. ANN-GA-PSO models can be used for resource planning and for bridging the energy gap in the state to achieve the goals set out in the Vision document of the state.
