This paper provides the normal forms of analytic integrable differential systems and diffeomorphisms via analytic normalizations. Furthermore, we consider the existence of embedding flows of an analytic integrable diffeomorphism.
Introduction and statement of the main results
The problem on if an analytic system is analytically equivalent to its normal form is classical. It is well known [8, 9, 13, 17] that the existence of analytic normalizations transforming an analytic vector field to a desired normal form is strongly related to the existence of analytic first integrals.
For general planar analytic systems with a singularity degenerate or non-degenerate, Llibre et al. [2, 3, 6] characterize their local analytic integrability with the aid of normal forms. From the classical Poincaré theorem [13] we have that for a planar analytic system, the origin is a non-degenerate analytic center of the system if and only if it is analytically equivalent tȯ x = x 1 + q(xy) ,ẏ = −y 1 + q(xy) , (1.1) via the transformation of complex variables and of the time probably, where q(u) is an analytic function in u starting from the terms of degree no less than 1. For planar analytic Hamiltonian systems, if the origin is a hyperbolic saddle, then there exists a real analytic area-preserving transformation of the variables for which the system is changed to Eq. (1.1) (see e.g. [11] ). These results were extended to general Hamiltonian systems by Ito [8, 9] . He proved that an analytic Liouvillian integrable Hamiltonian system with the eigenvalues non-resonant or only one resonant at a singularity is analytically symplectically equivalent to its Birkhoff normal form. Recently, Zung [17] completely solved the problem, i.e. without any restriction on the resonance. In other words, any analytically Liouvillian integrable Hamiltonian system is analytically symplectically equivalent to its Birkhoff normal form. Siegel [14] proved that if the symplectic transformation reducing an analytic Hamiltonian H to its Birkhoff normal form is convergent, then the Hamiltonian system has exactly n functionally independent analytic first integrals. Furthermore, he proved that in the set of Hamiltonians having the same second order terms as that of H , then there exists a dense subset endowed with the coefficient topology, in which every Hamiltonian vector field has only itself as the functionally independent analytic first integral. Consequently, it cannot be reduced to its Birkhoff normal form by an analytic symplectic transformation. For general analytic differential systems in n-dimensional Euclidean spaces, it is an open problem that if an analytically integrable system is analytically equivalent to its normal form. In this short note, we will solve this problem in the case of non-degeneracy. Also we will consider the existence of the analytic normalization and the embedding flow of an analytic integrable diffeomorphism. Recall that an n-dimensional analytic differential system or vector field is analytically integrable if it has n − 1 functionally independent analytic first integrals. An analytic first integral of an analytic vector field X is an analytic function and is a constant along each orbit of X .
Consider the following analytic systeṁ
where
. . , λ n ) be the n-tuple of eigenvalues of the matrix A. Set
where Z + denotes the set of non-negative integers, and |m| = m 1 + · · · + m n . Denote by R λ the rank of vectors in the set M λ . Then R λ n − 1. The following is our main results. 2) has the origin as a degenerate singularity, and has n − 1 locally functionally independent analytic first integrals in a neighborhood of the origin, is system (1.2) locally analytically equivalent to its distinguished normal forms?
Similar to vector fields, a diffeomorphism F (x) defined on an analytic manifold M is analytic integrable if it has n −1 functionally independent analytic first integrals. An analytic first integral In higher dimensions, on the embedding of diffeomorphisms in flows, Palis [12] proved that the diffeomorphisms that can be embedded in flows are rare in the Baire sense. In [10] , we provided some sufficient conditions for a given C ∞ diffeomorphism to admit an embedding flow. In the analytic world, the embedding problem that can be solved is related only to the diffeomorphisms which can be analytically linearized [15] , or those whose linear part has the eigenvalues belonging to the Poincaré domain [16] . For integrable diffeomorphisms we have the following. Recall that a diffeomorphism F (x) defined on a smooth manifold M can be embedded in a vector field X on M if it is the time 1 map of the flow induced by X , i.e. X •F (x) = DF (x)X (x) for all x ∈ M. We also say that the diffeomorphism can be embedded in the flow. Cima et al. [5] investigated some relation of the dynamics between diffeomorphisms and its embedding flows.
The paper is organized as follows. In Section 2 we give the proof of Theorem 1.1. In Section 3 we prove Theorems 1.2 and 1.3.
Proof of Theorem 1.1
. . , n, such that the n − 1 vectors are independent and satisfy m i , λ = 0. Some simple calculations show that y m i , i = 1, . . . , n − 1, are n − 1 functionally independent first integrals of (1.3). If x = y + Φ(y) is the analytic transformation reducing (1.2) to (1.3) in a neighborhood of the origin with the inverse y = χ(x), then χ m i , i = 1, . . . , n − 1, are the n − 1 functionally independent analytic first integrals of (1.2).
Necessity. Denote by X the vector fields induced by system (1.2). Set X = X 1 + X h , where X 1 and X h are the linear and higher order terms, respectively. Since the algebra of linear vector fields in R n , under the standard Lie bracket, is nothing but the reductive algebra gl(n, R) = sl(n, R) ⊕ R, we write A = A 1 + A 2 with A 1 semisimple and A 2 nilpotent. Correspondingly, we separate
Without loss of generality, we can assume that
We say that the vector field X is in normal form if the Lie bracket of X s 1 and X h vanishes, i.e.
We note that system (1.2) is in normal form means that all monomials of system (1.2) are resonant. Recall that a monomial x m in the sth component of system (
For a given analytic system or vector field, by the Poincaré-Dulac normal form theorem it can always be transformed to a normal form by a formal transformation. But usually, a transformation reducing a vector field to its normal form is not unique. In what follows, we call such a transformation distinguished normalization if it contains non-resonant terms only. The distinguished normalization is unique. Correspondingly, the normal form is called a distinguished normal form.
The following result, due to Bibikov [1] , will be used in the proof of the existence of normal forms.
Lemma 2.1. Denote by G r (R) the linear space of n-dimensional vector-valued homogeneous polynomials of degree r in n variables with coefficients in R.
Let A and B be two nth square matrices with entries in R, and their n-tuples of eigenvalues be λ and κ, respectively. Define a linear operator L on G r (R) as follows,
Then the spectrum of the operator L is
The proof of Theorem 1.1 follows from the following lemmas. The first one shows the existence of the distinguished normal form of a given analytic system. Its proof is not completely new, but we will use the proof in the following, so we present it here.
Lemma 2.2. System (1.2) can be transformed to its distinguished normal form by a distinguished normalization.
Proof. Assume that system (1.2) is transformed tȯ
by a diffeomorphism (analytically or formally) 
By Lemma 2.1 we have on the linear space
such that L = 0 acting on the former, and L is invertible on the later.
For obtaining the distinguished normal forms, we separate the components in the right-hand side of (2.3) into two parts according to the decomposition G s 0 (R)⊕G s 1 (R). For the part belonging to G s 0 (R), we choose Φ s (y) = 0 and
For the part belonging to G s 1 (R), since L is invertible on this subspace, we choose G s (y) = 0 and Φ s (y) is the corresponding unique solution of (2.3).
From the above construction, we get the distinguished normalization (recall that it is the transformation containing non-resonant terms only) reducing system (1.2) to its distinguished normal form (2.1). 2
By the assumption of the main theorem, without loss of generality we can suppose in the following that A = diag(λ 1 , . . . , λ n ).
Lemma 2.3. Assume that H (x)
is an analytic first integral of (1.2), and that (2.1) is the distinguished normal form of (1.2) via the distinguished normalization (2.2). Then H (y) = H (y + Φ(y)) is an analytic first integral of (2.1), and it contains resonant terms only.
Proof. Since H (x)
is an analytic first integral of (1.2), it should satisfies the following
By the chain rule, we get that Since G j and H m+1−j are resonant homogeneous polynomials in a vector field and in a function, respectively, the second component in the above summation contains resonant terms only as a function. Consequently, so is the first component. Therefore, H m is resonant.
By the induction, we have proved that H contains resonant terms only. 2
The following gives the distinguished normal form of an analytic integrable system.
Lemma 2.4.
If system (1.2) has n − 1 functionally independent analytic first integrals, then its distinguished normal form has the following forṁ
4)
where g(y) is a series starting from the term of degree at least one.
Proof. Denote by X := (λ 1 y 1 + g 1 (y), . . . , λ n y n + g n (y)) the distinguished vector fields defined by (2.1). Suppose that H 1 (x), . . . , H n−1 (x) are the n − 1 functionally independent first integrals of (1.2). From Lemma 2.3, the vector field X has n − 1 first integrals H 1 (y), . . . , H n−1 (y), which are functionally independent and all resonant.
Denote by Ω the linear space formed by {∂ y H i , i = 1, . . . , n − 1}. Since H i (y), i = 1, . . . , n − 1, are first integrals of the vector field X , it follows from the definition of first integrals that the vector field X is orthogonal to the (n − 1)-dimensional linear space Ω. All the first integrals H i (y) are resonant, it implies that ∂ y H i (y), Ay = 0. This proves that (λ 1 y 1 , . . . , λ n y n ) is also orthogonal to Ω. Since we are in the n-dimensional space, the two vector fields X and (λ 1 y 1 , . . . , λ n y n ) should be parallel at each point y in a neighborhood of the origin. Hence, there exists a function of the form 1 + g(y) such that X = (λ 1 y 1 (1 + g(y) ), . . . , λ n y n (1 + g(y) Then solving (2.5) yields
with μ i , ν i ∈ Z \ {0}, and μ i , ν i relatively prime for i = 1, . . . , n − 1. For m, λ − λ i = 0, m ∈ Z n + , |m| 2, the following hold
, 
If k, λ − λ s = 0, solving Eq. (2.6) with the choice of g k−e s = 0 yields
We claim that in Eq. (2.7)
Indeed, by the construction g k−l is the coefficient of resonant terms. Hence, k − l, λ = 0. Consequently, we have
This means that φ l s is the coefficient of a resonant term. So, it should be equal to zero, because our normalization is distinguished. The claim follows.
Summarizing the above calculations, we achieve the distinguished normalization 
where we have used the fact that l,
The function F (x) = (f 1 , . . . , f n ) is analytic in a neighborhood of the origin, there exists a polydisc D := {|x s | < r, s = 1, . . . , n} in which the following hold
by the Cauchy inequality. Definef
This is an analytic function in the interior of D, and is a majorant series of f s , s = 1, . . . , n. In the following, we denote byŵ the majorant series of a given series w, and represent it as w ŵ (see for instance [7] ). Direct computations show that
where ν = max 1 s n {|λ s | −1 }.
Since the coefficients inφ s andĝ are all positive, the convergence of the series n s=1φ s (y) + g(y) is equivalent to that in the case y 1 = · · · = y n = u. Set
Then W (u) = V (u)u with V (u) a series by the construction ofφ s andĝ. It follows from (2.9) that
10)
Obviously, Γ (u, h) is analytic in a neighborhood of the origin, and it satisfies
By the Implicit Function Theorem, Γ (u, h) = 0 has a unique analytic solution, denote h(u), in a neighborhood of the origin. Comparing (2.10) and (2.11), we know that h(u) majorizes V (u). Hence, V (u) is analytic in a neighborhood of the origin, and so is W (u). From the previous discussion, we have proved that n s=1φ s +ĝ is convergent. Consequently, φ s and g are convergent in a neighborhood of the origin. This proves that system (1.2) is analytically equivalent to its distinguished normal form. 2 Combining Lemmas 2.2-2.5 and 2.6 we can complete the proof of the necessary part. We have finished the proof of Theorem 1.1.
Proof of Theorems 1.2 and 1.3
Proof of Theorem 1.2. Since the proof is similar to that of Theorem 1.1, we only give a sketch of proof.
Assume that
Expand f, g, φ in Taylor series, and set
with μ ∈ {f, g, φ}, where μ i is a vector-valued homogeneous polynomial of degree i. Since F and G are conjugate, i.e. Working in a similar way to the proof of Lemma 2.6, we can prove that G(y) and Φ(y) are convergent in a suitable neighborhood of the origin. This implies that the diffeomorphism F (x) is analytically equivalent to its distinguished normal form G(y) via the analytic transformation x = Φ(y). We finish the proof of the theorem. 2
Proof of Theorem 1.3. Let V 1 (x) , . . . , V n−1 (x) be the n − 1 functionally independent analytic first integrals of F (x). Then each level surface V i (x) = c i is invariant under the action of F (x). So, each orbit of F (x) is contained in
where ∇ denotes the gradient of a differentiable function, and × the cross product of vectors in R n . In R n , the cross product of n − 1 vectors v 1 , . . . , v n−1 is again a vector, and is defined as
for arbitrary w ∈ R n , where the dot denotes the inner product of two vectors in R n . Clearly,
From the definition of γ c and X (x), we know that X (x) is an analytic vector field and is tangent to each γ c at x ∈ γ c . So, γ c is the orbit of X (x). This proves that the set of orbits of X (x) is formed by {γ c ; c ∈ R n }, and that any orbit of F (x) is contained in an orbit of X .
We claim that X is an embedding vector field of F (x). The idea for proving this claim follows from [5] . By the assumption that the diffeomorphism is volume-preserving, i.e. det(D (F (x) )) = 1, we obtain from (3.3) that X is an analytic embedding vector field of F (x). This completes the proof of the theorem. 2 Remark 3. In Theorem 1.3 we assume that the integrable diffeomorphism is volume-preserving. We do not know if a general analytic integrable diffeomorphism can also be embedded in an analytic or a C ∞ flow. The possible solution to this problem is to find a smooth function ρ(x) such that ρ(x)X (x) is an embedding vector field. But it follows from Theorem 12 of [5] that the existence of such a ρ is equivalent to the existence of solutions of the functional equation ρ(F (x)) = det(DF (x))ρ(x). We have no idea if this last equation has a solution provided that F (x) is not volume-preserving. 
