Abstract. Unreliable communication channels are a practical reality. They add to the complexity of protocol design and verification. In this paper, we consider noisy channels which can corrupt messages. We present an approach to model and verify protocols which combine error detection and error control to provide reliable communication over noisy channels. We call these protocols retransmission protocols as they achieve reliable communication through repeated retransmissions of messages. These protocols typically use cyclic redundancy checks and sliding window protocols for error detection and control respectively. We propose models of these protocols as regular transducers operating on bit strings. Streaming string transducers provide a natural way of modeling these protocols and formalizing correctness requirements. The verification problem is posed as functional equivalence between the protocol transducer and the specification transducer. Functional equivalence checking is decidable for this class of transducers and this makes the transducer models amenable to algorithmic verification. We present case studies based on TinyOS serial communication and the HDLC retransmission protocol.
expressive models of two-way transducers and MSO-definable transductions, SSTs provide a more natural way of modeling retransmission protocols. In particular, the buffers used by the sliding window protocols for storing messages for retransmission can be modeled directly as string variables of SSTs.
We have designed transducer models of TinyOS serial communication protocol and HDLC with different CRC polynomials and have implemented a prototype tool for their verification. The sliding window protocols are fairly complex and are challenging even for manual proofs [24, 23] . Our approach proposes transducers for modeling only those aspects of these protocols that are relevant for reliable communication over noisy channels and gives an algorithmic verification technique. Some features of these protocols, such as timers and dynamic window sizes, are neither relevant nor amenable to our approach.
In Section 2, we motivate transducer models of retransmission protocols with an example. The modeling approach is presented in Section 3 and the verification algorithm is discussed in Section 4. Section 5 describes case studies. The related work is surveyed in Section 6. In Section 7, we sketch future work and conclude.
Motivating Example
Suppose we want to transmit two messages (bit strings) M 0 and M 1 over a noisy channel. Following the usual procedure of abstraction, let us denote them respectively by symbolic constants m 0 and m 1 . In this example, we use the stop-and-wait protocol for error control. In this protocol, the sender prepends one bit sequence numbers to messages. This defines the space of valid encodings as {0, 1} × {m 0 , m 1 }. Let ack 0 and ack 1 denote acknowledgements indicating that the receiver expects a message with sequence number 0 or 1 next.
Consider a simple model of a noisy channel depicted in Fig. 1 (a)-1(b). The sender-to-receiver channel is called the forward channel and the opposite channel is called the backward channel. The forward channel may corrupt the sequence bit of the encoded message as shown in Fig. 1(a) . The messages to the left of the arrows are the original messages and those on the right indicate their possible incarnations at the other end of the channel. A dashed arrow indicates message corruption. The backward channel may corrupt ack 0 to ack 1 and vice versa.
The noisy channel can give rise to a sequence of message corruptions inducing the receiver to deliver an incorrect sequence of messages to its client. Fig. 1(c) shows such an example. The strings with Gray background indicate contents of the sliding window buffers. The dashed arrows annotating message exchanges indicate corruptions. In the first message transfer, the receiver cannot detect that (1, m 0 ) is corrupt since (1, m 0 ) does belong to the space of valid messages. It nevertheless discards it, as it is awaiting a message with sequence number 0. As ack 1 belongs the space of valid acknowledgements, the sender too cannot detect corruption and transmits the next message. Even after corruption, (0, m 1 ) is accepted by the receiver since it has the expected sequence number. Overall, the sender believes that it has sent m 0 , m 1 but the receiver accepts m 1 , m 1 . The problem with this protocol model is that it is unable to detect corruption. Our solution is to make the modeling more precise by treating messages, acknowledgements, and checksums as bit strings. We represent a message encoding as a triple (n, M, c) where n is the (fixed-length) bit encoding of a sequence number, M is a message string (of an arbitrary length), and c is the (fixed-length) checksum over strings n and M . It is possible to build finite-state protocol models by bounding the length of message strings. This could be useful for finding bugs quickly. We are however interested in verification of retransmission protocols without bounding the message length artificially.
We propose a transducer-based model that does not exhibit the incorrect communication scenario discussed above. We view the input to the sender as a sequence of messages and acknowledgements (protected by checksum). Consider the following string of inputs to the sender according to our scenario:
The acknowledgement strings corresponding to ack 0 and ack 1 are denoted by Ack 0 and Ack 1 respectively. Let the checksum be an even parity bit with c 2 and c 3 as the correct checksums for strings Ack 0 and Ack 1 respectively.
Consider a sender transducer which scans the input string in a single leftto-right pass. Here, it reads the message string M 0 , generates an encoding (0, M 0 , c 0 ), and stores it in a string variable corresponding to the sliding window buffer. It then looks ahead at the acknowledgement to determine its output in the first round of transmission. It detects that (Ack 1 , c 2 ) is an invalid/corrupt acknowledgement string. It does not know whether the message was received correctly at the receiver or not. It conservatively assumes that it was not delivered correctly. The sender sets its output to some string, say ERR, with an incorrect checksum -modeling the effect of corruption to M 0 . Since (Ack 1 , c 3 ) is a valid encoding, the sender sets its output in the second round to (0, M 0 , c 0 ). Finally, it reads and encodes M 1 . The encoding of M 1 is appended to the output since (Ack 0 , c 2 ) indicates its correct delivery. The output string of the sender is thus:
We depict the message exchanges according the input/output of the sender transducer in Fig. 1(d) . It differs from the corresponding scenario in Fig. 1(c) in the output of the sender in the second round. The sender outputs (an encoding of) message M 0 instead of M 1 . Thus, this sender cannot be tricked into making an incorrect transition on receiving a corrupt acknowledgement. The receiver too can be modeled as a transducer. It takes the message triples, verifies the checksum, and accepts a message if the checksum agrees. In this example, it accepts the correct message strings M 0 and M 1 and in the same order as that used by the sender, in spite of corruptions of messages and acknowledgements.
Transducer Models of Retransmission Protocols
We use streaming string transducers for protocol modeling and start with a brief introduction to them before giving the transducer constructions.
Streaming String Transducers
A deterministic streaming string transducer (SST) [5] makes a single left-to-right pass over an input string to produce an output string. It uses a finite set of string variables to store strings over the output alphabet. Upon reading an input symbol, it may move to a new state and update all the string variables using a parallel (simultaneous) copyless assignment where the right-hand side expressions are concatenations of string variables and output symbols. A parallel assignment is copyless if no string variable appears more than once in any of the right-hand side expressions. For example, let a be an output symbol and X = {x, y} be the set of variables. Then, [x = x.y, y = a] is a copyless assignment, whereas, [x = x.y, y = y] is not because y occurs twice on the right-hand side.
Formally, an SST is an 8-tuple (Q, Σ 1 , Σ 2 , X, F, δ, γ, q 0 ) machine, where Q is a finite set of states, Σ 1 and Σ 2 are finite sets of input and output symbols respectively, X is a finite set of string variables, F is a partial output function from Q to (Σ 2 ∪ X) * with the constraint of copyless assignment, δ is a state transition function from (Q × Σ 1 ) to Q, γ is a variable update function from (Q × Σ 1 × X) to (Σ 2 ∪ X) * using copyless assignments and q 0 ∈ Q is the initial state. The semantics of an SST is defined in terms of the summaries of a computation of the SST. Summaries are of the form (q, s) where q is a state and s is a valuation from X to Σ * 2 which represents the effect of a sequence of copyless assignments to the string variables. The second component can be extended to a valuation from (Σ 2 ∪ X) * to Σ * 2 . In the initial configuration (q 0 , s 0 ), s 0 maps each variable to the empty string. The transition function is defined by ψ((q, s), a) = (δ(q, a), s ) where for each variable x ∈ X, s (x) = s(γ(q, a, x)). For an input string w ∈ Σ * 1 , if ψ * ((q 0 , s 0 ), w) = (q, s), then if F (q) is defined, the output string is s(F (q)) otherwise it is undefined.
Example Let us consider the sender transduction f described in Section 1. This can be implemented by an SST using four states, Q = {p 0 , p 1 , p 2 , p 3 } where p 0 is
2. An SST for the sender transduction f described in Section 1 the initial state, as shown in Fig. 2 . Here, Σ 1 = Σ 2 = {0, 1, }. A message, M is a string over {0, 1} and is the message end marker. The SST for this example requires two string variables, X = {x 1 , x 2 }, both of which store a copy of the input message M . On reading 0 (resp. 1) in p 0 , the SST remains in state p 0 and appends 0 (resp. 1) to both x 1 and x 2 . The state transitions and variable updates are shown in Fig. 2 . On reading the end-marker in state p 0 , the SST moves to state p 1 and appends to both x 1 and x 2 . In state p 1 , there can be two input symbols, 0 (a negative acknowledgement) and 1 (a positive acknowledgement). Upon seeing 1, the SST moves from p 1 to p 2 and frees x 2 . The output function in state p 2 is defined to be x 1 , i.e., F (p 2 ) = x 1 . The contents of x 1 here is M . On reading 0, it goes from state p 1 to state p 3 whose output is x 1 .x 2 , i.e., F (p 3 ) = x 1 .x 2 . This holds the output string M M . The output function F is undefined for other states.
Construction of Sender and Receiver Transducers
We present the transducer constructions abstractly without fixing the window sizes and CRC polynomials. An SST for a specific protocol configuration can be obtained by fixing values of these parameters. Due to the space constraints, for the sliding window logic, we consider only the go-back-n protocol. It is easy to extend the construction to stop-and-wait and selective-repeat protocols.
Sender SST Let W be the size of the sliding window of the sender. The sender can store up to W outstanding messages in a set of buffers. As more than one message can be in transit, to distinguish between them, the sender associates a sequence number with each message. Let the set of sequence numbers that the sender can use be 0, . . . , N − 1. As a noisy channel may corrupt a message, the sender attaches a checksum with each of its outstanding messages.
In our setting, a sender receives a sequence of strings over {msg, ack i , b ack} where msg is a bit string that is provided to the sender by its client for transmission, ack i acknowledges the outstanding messages up to sequence number i − 1, and b ack is an acknowledgement string with incorrect checksum -modeling corruption in the backward channel. Each acknowledgement corresponds to a (re)transmission round. If the receiver sees a corrupt message, it drops it and resends ack i where i is one plus the sequence number of the last message received successfully. We call such repeated acknowledgements as retransmission requests. The corruptions in the forward channel are thus identified by presence of retransmission requests in the sender's input string. The sender treats a b ack as a retransmission request for all outstanding messages.
The behavior of a noisy channel, that is, message corruption, is modeled in the output function of the sender. The output of the sender is thus the sequence of messages that the receiver sees at its end of the noisy channel. It is a sequence of strings over {ERR, Emsg} where ERR is a string with incorrect checksum, modeling a corrupt message. A string Emsg is an encoded message consisting of concatenations of a sequence number n (represented by a bit string), the message msg being transmitted, and the checksum crc. We require some meta-symbols to separate the substrings of Emsg and to separate consecutive messages and acknowledgements. For brevity, we omit them in this discussion.
For an outstanding message msg with sequence number i, the sender must decide whether the receiver sees ERR or its valid encoding Emsg. The encoding Emsg is emitted only if the subsequent acknowledgement is ack j where j is the sequence number that follows i. Otherwise, ERR is emitted. Thus, the sender must look ahead at the suffix of the string to determine its output. Since there are only a finite number of acknowledgement strings, they form a regular language. Thus, the sender can determine its output with a regular look-ahead. The output function concatenates the encoded messages and ERR strings. An encoded message is present in the output at most once, only when it is positively acknowledged. For every retransmission request for a message, the fixed string ERR is added to the output instead of the encoded message. Thus, the size of the output string is a constant multiple of the size of the input string. This ensures that the resulting transducer is regular.
Presently, we model the behavior of a noisy (forward) channel in the output of the sender. The channel can also be modeled independently as a deterministic SST. The sender can output an additional bit with a message to indicate whether it is to be delivered uncorrupted or not, based on the regular look-ahead at the acknowledgements. The channel SST could simply inspect this bit to determine its output.
Sliding Window Management We model each buffer of the sender by a string variable. Let the set X of string variables of the sender SST be {x 0 , . . . , x W −1 }. We remember the sliding window configuration and the next unused sequence number S in the states of the SST. A sliding window configuration is a pair of numbers F and L representing the first and the last occupied buffers respectively. Fig. 3 shows a snapshot of the abstract model of the sender SST. As a convention, if a variable is unmodified, we do not show an assignment to it.
Given F , L, and S, it is straightforward to identify sequence numbers of the outstanding messages. If the sender receives ack i then the buffers containing the messages with sequence numbers up to i − 1 are freed (by assigning to them). The pointer F is updated to reflect this as indicated in the transition t 3 in Fig. 3 , where OM is the set of sequence numbers of the outstanding messages and R is the number of buffers that are to be freed. If ack S arrives then all outstanding messages are delivered. The sliding window becomes empty (F = 0, L = −1). The transition t 4 shows this behavior. If the sliding window is not full, then the SST may read a message msg. It computes encoding of msg augmented with the sequence number S and stores the encoded message in the next free buffer. The transition t 2 illustrates this. The function enc denotes a CRC computation. We discuss it later in this section. A bad acknowledgement b ack does not affect the state and variables of the SST as indicated by the transition t 1 .
Handling Retransmission Requests The protocol runs in potentially unbounded number of (re)transmission rounds. We wish to define the output of the sender across all the rounds as a string. We accumulate the output in a string variable y. The updates to y on every type of acknowledgement are shown in Fig. 3 . If ack S is received, all the outstanding messages are appended to y in the order of their sequence numbers. The string T 2 used in transition t 4 is defined in the caption of the figure. If ack i is received then the messages that are acknowledged positively are appended to y. For the messages that were transmitted but not received correctly, we append ERR to y, as shown in both t 1 and t 3 . The output of the sender SST is set to y for every state in which message/acknowledgement is read completely. In each of these transitions, a variable x k is used at most once on the right-hand side of variable update γ. It is either unmodified (not shown in the figure), or assigned to y and at the same time, is reset to . Thus, the resulting assignments conform to the copyless restriction of SSTs. It is easy to see that the sender SST is deterministic.
CRC Computation
We now explain the modeling of the CRC computation, denoted by enc function in transition t 2 . A CRC computation is parameterized with a generator polynomial p. If the degree of the polynomial is r, then it appends an r-bit checksum to the input string. We model all possible values of an r-bit checksum into states of the SST with the initial state corresponding to checksum of zero. We require only a single string variable x to store a copy of the input string. For a state q, representing a checksum value c, we define the output to be x.#.c where # is a separator. We construct the transitions of the SST in such a way that if the SST ends up in a state q after reading the input string w, then the checksum value c, represented by q, is the checksum of w under polynomial p. The logic for constructing the state transitions follows from the semantics of linear feedback shift register (LFSR) circuits used for implementing CRC computations [20] . For want of space, we omit the details here.
The sender needs to verify checksum of the acknowledgement strings to classify them into ack i or b ack. The construction of SST for CRC verification is similar to that of CRC computation except for the variable update γ. From an input string, only the bits corresponding to the message content are copied.
Receiver SST The output from the sender (contents of variable y) forms the input to the receiver. The input to the receiver is thus a sequence of strings over {ERR, Emsg}. The output of the receiver is a sequence of strings over {msg}. In the go-back-n logic, the receiver accepts messages only in order.
We observe that the output of the sender contains the valid encoding of a message exactly once in its output. That is, there is no message duplication. This is because whenever a variable x k is appended to y, it is also freed. Second, the messages are always transmitted in the same order as the order in which they are obtained from the client. Thus, there is no message reordering. These two observations simplify the design of the receiver SST. In particular, the receiver SST must only be able to distinguish between corrupt and correct messages.
The receiver SST therefore consists of only two string variables: a variable x to store the current message contents and a variable y to accumulate the output across all (re)transmission rounds. Upon receiving a message encoding, the message content msg is extracted and stored in x. If the CRC verifies then x is appended to y and freed. The output for any state of the SST is the variable y. Clearly, the receiver SST is deterministic.
Sequential Composition of Sender and Receiver Transducers
The sender and receiver SSTs represent distributed components of the protocol such that the output of the sender is the input to the receiver. These SSTs model the checksum computations, message and acknowledgement encodings, and the sliding window logic of a retransmission protocol. These are however internal details of the protocol. Our goal is to analyze the end-to-end input/output relation implemented by the protocol where the input is a sequence of strings over {msg, ack i , b ack} (same as the sender) and the output is a sequence of strings over {msg} (same as the receiver).
SSTs are known to be closed under sequential composition [5] . Thus, the input/output relation implemented by the protocol can be represented as a protocol SST. Further, the protocol SST can be obtained algorithmically by the sequential composition of the sender and the receiver SSTs. Consider an SST S 2 to be composed with an SST S 1 . The number of string variables in the composed SST is 2.|X 2 |.|Q 2 |.|X 1 |, where Q 2 is the set of states in S 2 and X 1 , X 2 are the sets of string variables in S 1 , S 2 respectively. It is beyond the scope of this paper to discuss the algorithm for sequential composition. We refer the reader to [5] . The sender and receiver SSTs are much simpler to define than the protocol SSTs. Thus, the approach of modeling them individually and then composing is easier than constructing the SST for a protocol directly.
Verification of Transducer Models
In our models, each acknowledgement b ack or ack i corresponds to a separate (re)transmission round. Since the input to the sender can contain an unbounded number of acknowledgement strings, the number of (re)transmission rounds encoded in our models is unbounded. The number of messages received by the sender from its client too is not bounded. Similarly, there is no bound on the length of an individual message msg. Even with these sources of unboundedness, the verification problem for our models is decidable. In this section, we present the specification mechanism and the verification approach.
Specification SST The key property of a retransmission protocol is that the messages acknowledged by the receiver (across all rounds) are delivered to the receiver's client correctly and in the same order in which the client of the sender handed them to the sender. This property can be specified as an SST. Similar to the protocol SST, the input to the specification SST is a sequence of strings over {msg, ack i , b ack} and the output is a sequence of strings over {msg}. The specification SST does not encode sequence numbers and checksums. It also does not corrupt or retransmit messages. It mainly encodes the sliding window logic to interpret the acknowledgement strings and determine which strings are supposed to be delivered by the receiver to its client.
The specification SST has a similar set of states, transitions, string variables, and output function as the sender transducer. The main difference between the sender and the specification SSTs is in the variable update γ. We refer to Fig. 3 to describe the specification SST for the go-back-n protocol. The specification transducer stores a message msg as it is in a string variable along transition t 2 . It neither attaches a sequence number nor a checksum with it. Since the output of the specification SST is the output of the receiver (and not that of the sender), for transitions t 1 and t 3 , it does not append a corrupt message to the output string variable y. The transition t 4 remains unchanged.
Verification Approach The verification problem is to check equivalence between the protocol and the specification SSTs. Both these transducers are deterministic. Thus, for every input string w, we want to check whether the output of the protocol and the specification SSTs are same. The equivalence checking problem for (deterministic) SSTs is decidable [6] . The input to the verification algorithm consists of the sender and receiver SSTs and the specification SST as shown in Fig. 4 . As discussed in Section 3.3, the protocol SST is obtained by sequential composition of the sender and the receiver SSTs.
Equivalence Checking We briefly outline the steps involved in equivalence checking of two SSTs. To check whether two SSTs, say S 1 and S 2 , are equivalent, the equivalence checking algorithm generates a 1-counter automaton, M . The objective is for M to determine whether there is an input string w and a position p such that the output symbols of S 1 and S 2 on w differ at position p. This can be generalized to infer whether (1) there is an input string w such that the output is defined for only one of S 1 or S 2 , or (2) the outputs are defined but the lengths of the output strings differ. The automaton M non-deterministically simulates S 1 and S 2 in parallel. For each of them, it guesses the position p and uses its counter to check whether the guess matches between S 1 and S 2 . The complete details about the configurations of the states and transitions between them is available in [6] . A finite set, say F , of states of the automaton are identified such that if any state in F is 0-reachable in M , then the two transducers are not equivalent. Thus, the equivalence checking problem is reduced to checking 0-reachability in a 1-counter automaton. This problem is in Nlogspace. The number of states in M is linear in the number of states of S 1 and S 2 , and exponential in the number of string variables of S 1 and S 2 . Therefore, the SST equivalence problem is in Pspace.
Decidable Extensions Instead of emitting the error string ERR for corrupt messages, the sender may resend the messages themselves. In such a case, the receiver needs to eliminate duplicates. However, for the sender to be a regular transducer, the length of the output strings must be a constant times the length of the input strings. This requirement can be satisfied by considering only a bounded number of retransmissions and using different string variables for different rounds. Several protocols like Philips Bounded Retransmission Protocol (BRP) fall in this class of protocols [21] .
Another extension can be to model the effect of a noisy channel with nondeterminism using the non-deterministic SSTs (NSSTs). NSSTs are closed under sequential composition, but the equivalence problem for them is undecidable [7] . However, there is a subclass of NSSTs, called functional NSSTs, whose equivalence checking problem is decidable. In the future, we plan to explore of nondeterministic and bounded versions of retransmission protocols.
Case Studies
We model two practical protocols as case studies:
TinyOS is an open source real-time operating system for wireless sensor networks. Serial communication is used for host-to-mote data transfer. The SerialP [1] software module of TinyOS computes the checksum and uses the stop-and-wait protocol in the host-to-mote direction. 2. HDLC : HDLC [26] is a bit-oriented protocol, that operates at data link layer. The software implementation computes checksum and uses go-back-n. Table 1 summarizes the three protocol configurations that we model. For each protocol, we indicate the window size (W ) and the CRC polynomials used. Real-world implementations of these protocols may use polynomials of higher degree in the CRC computation. The table also shows the number of states (|Q|) and variables (|X|) required in our case studies for sender, receiver, specification and protocol SSTs. The protocol SSTs are derived by our implementation of the sequential composition algorithm.
Modeling As an example, we present the sender and the receiver SSTs for the first protocol configuration in Table 1 (see Fig. 5 ). We build these according to the constructions described in Section 3. In these SSTs, if a variable update for any string variable v is not mentioned, it means that v is not updated, that is v = v. We use certain meta-symbols as separators: $ to separate consecutive messages and acknowledgements, # to separate the message content from the checksum and + to indicate the start of a message. Here, ack 0 is encoded as 00, where the first 0 indicates the acknowledgement number and the second 0 indicates the checksum bit. Similarly, ack 1 is encoded as 11, whereas b ack ∈ {01, 10} is a bad acknowledgement. The sender uses two string variables: x to store an encoding of the input message, and y to hold the output string. States q 0 to q 3 store the encoding of the input message in x, that is, [x = enc(0, msg)]. States q 1 and q 2 track the checksum value. State q 0 represents the empty sliding window, whereas q 3 represents the full sliding window. In state q 3 , on receiving either ack 0 or b ack, the SST appends a fixed error message, ERR (string 0.#.1.$), to y. On receiving ack 1 , the SST appends x to y, frees x and moves to the initial state for sequence number 1. The output function maps states q 0 and q 3 to y, and is undefined for other states. The part of the SST modeling sequence number 1 is similar (omitted from Fig. 5(a) ).
The receiver SST shown in Fig. 5 (b) needs two string variables: x to store the current message contents, and y to store the output (sequence of correctly received messages). Starting in r 0 , the receiver SST first validates the sequence number but does not copy it. Then, the message content is extracted and stored in x, in states r 1 and r 2 . State r 3 represents the checksum value 0 and state r 4 represents the checksum value 1. Thus r 3 indicates that the received input message encoding is not corrupt. So, after receiving the end symbol $ in r 3 , x is appended to y, and x is freed. State r 4 says that the received message is corrupt, and leaves y unchanged on receiving $. The output function maps state r 0 to y, and is undefined for other states. Note that all the variable updates are copyless in both the SSTs.
Verification We have implemented a prototype tool in OCaml to perform sequential composition and equivalence checking. For equivalence checking, our tool constructs the 1-counter automaton and uses ARMC for reachability checking [30] . The maximum time taken by sequential composition was 4s (for the HDLC protocol). Our implementation successfully verified both variants of TinyOS, but timed out on HDLC. The state space of 1-counter automata is exponential in the number of string variables. For HDLC, this proved to be a bottleneck. We aim to address scalability as part of the future work. One possibility is to explore minimization techniques for reducing the number of states and string variables of the protocol SST.
Related Work
The undecidability of verification problems for finite-state machines communicating asynchronously over unbounded perfect FIFO channels is shown in [12] . For some classes of systems and properties, decidability results are obtained in [19, 32] . For unbounded lossy FIFO channels, reachability, safety of system traces, and eventuality properties are decidable [4] . The semantics of lossy channels is orthogonal to our notion of noisy channels. For example, the scenario in Section 2 is applicable to lossy channels as well. A lossy forward channel may sometimes deliver corrupt messages to the receiver (and at other times, drop them). If we model messages as symbolic constants then the receiver cannot detect corruption and would deliver an incorrect sequence of messages to its client. Further, unlike these approaches, our choice of formalism for protocol modeling is transducers rather than communicating finite-state machines.
Sliding window protocols, being both complex and heavily used, are popular targets of verification techniques. Several automated techniques handle them by abstracting message contents. The work in [3] uses a class of regular expressions to represent channel contents where each message comes from a finite alphabet. In contrast, in our work, a message is treated as a finite bit string. The finite-state models obtained by abstracting message contents (and other parameters) are also verified by model checking (see survey [8] ). Protocols with a fixed number of retransmission rounds are verified algorithmically in both untimed and timed cases in [17] . Our model does not impose bounds on the number of retransmission rounds. However, modeling timing constraints is beyond the scope of our method.
A number of deductive or semi-automated techniques have been developed for verification of sliding window protocols. The process-algebra framework LOTOS is used in [28] , whereas, I/O automata are used with Coq theorem prover in [24] . Deductive theorem proving is used for reducing the complexity of protocol models and to obtain simpler abstractions suitable for algorithmic verification [23, 33] . Higher-order logic specifications of the protocols in the language of PVS are designed in [31] . Colored petri net models are used in [10] for modeling of stopand-wait protocols. In [15] , timed state machines are used for modeling sliding window protocols. Process algebra is also used in [9] to establish bi-similarity of these protocols with a queue.
The assumptions on reliability of channels vary across approaches. Similar to most of the above approaches, we consider non-duplicating FIFO channels. The approaches [33, 10] permit channels to re-order messages, whereas, [28, 15] permit both re-ordering and duplication. Most of the above approaches assume lossy channels and do not model message contents. Noisy channels are modeled in π-calculus through probabilistic semantics [38, 13] . A recent work [18] investigates decidability of control state reachability for ad-hoc networks in the presence of different types of node and communication failures.
Finite-state transducers are used in regular model checking for representing transition relations of systems whose configurations can be modeled as words [27, 37, 11] . The set of reachable states of these systems are represented by finite automata. However, in this context, the termination of fix-point computation is not guaranteed and the verification problem is in general undecidable. In contrast, the verification problem for the transducer models of the protocols presented by us, posed as functional equivalence checking, is decidable. Recently, more expressive transducer models are being designed by researchers, leading to new approaches to verification. SSTs have been introduced for pre/post verification and equivalence checking of single-pass programs operating over lists [6] . Symbolic finite transducers are introduced to analyze web sanitization functions [36] .
Conclusions and Future Work
In this paper, we consider noisy communication channels that may corrupt messages. We show that for accurate modeling of the retransmission protocols, in the setting of noisy channels, the messages, checksums, and acknowledgements must be modeled at the bit-level. We propose streaming string transducers as a modeling framework for retransmission protocols. Even though the message lengths and retransmission rounds are unbounded, we present an algorithm to verify the protocol models. In future, we want to explore non-deterministic and bounded versions of the retransmission protocol models.
