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Resumen del TFM
Los ordenadores que aprovechan las leyes de la Meca´nica Cua´ntica son capaces de
realizar de forma eficiente tareas inabordables para un ordenador cla´sico como, por ejem-
plo, la factorizacio´n de nu´meros. Ciertas operaciones de uso frecuente, como resolver
sistemas de ecuaciones lineales, aunque son eficientes en ordenadores cla´sicos, se pue-
den resolver en menos tiempo con circuitos cua´nticos. En este trabajo se estudiara´n las
posibles mejoras de eficiencia en el ca´lculo de operaciones aritme´ticas ba´sicas. En parti-
cular, se estudiara´ un sumador cua´ntico y un multiplicador que operan trabajando con la
transformada cua´ntica de Fourier.
Palabras clave
Computacio´n cua´ntica, sumador, multiplicador, transformada cua´ntica de Fourier.
Abstract
Computers that take advantage of Quantum Mechanics are capable of doing tasks
that are unapproachable for a classical computer in an efficient manner as, for example,
number factoring. Common operations, like solving systems of linear equations, can be
solved efficiently using a classical computer, but could be solve in less time making use
of quantum circuits. In this work some improvements in the efficiency of basic arithmetic
operations will be studied. In particular we will work on a quantum adder and a multiplier
that makes use of the quantum Fourier transform.
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Capı´tulo 1
Introduccio´n
1.1. Motivacio´n y Objetivos
Un ordenador cua´ntico es una ma´quina es una ma´quina fı´sica que trabaja con esta-
dos de entrada que representan una superposicio´n coherente de posibles entradas y las
transforma en los correspondientes estados de salida que representan una superposicio´n
coherente de resultados [VBE96]. Como vemos, la funcio´n de los ordenadores cua´nticos
no difiere demasiado de la funcio´n de los ordenadores cla´sicos. Sin embargo, existe una
diferencia entre ambos ordenadores, y es que los ordenadores cua´nticos invocan intrı´nsica-
mente feno´menos meca´nico-cua´nticos [BCDP96] para operar sobre los datos de entrada.
Esta caracterı´stica de los ordenadores cua´nticos tiene entre sus consecuencias que
el proceso de computacio´n, es decir, la aplicacio´n sobre los estados de entrada de una
serie de operaciones unitarias, afecta de manera simulta´nea a todos los elementos que
componen la superposicio´n, lo que permite paralelizar el procesamiento de datos aunque
se cuente con una u´nica pieza de hardware cua´ntico [VBE96]. Esta capacidad de operar
sobre todos los elementos de la superposicio´n al mismo tiempo podrı´a proporcionar, en
algunos casos, mayor velocidad de computacio´n con respecto a los ordenadores cla´sicos,
ası´ como la posibilidad de resolver problemas que en principio son imposibles de resolver
con un ordenador cla´sico. De ahı´ nace parte del intere´s por la computacio´n cua´ntica.
Los ordenadores cua´nticos trabajan con unidades de informacio´n llamadas qubits. Los
qubits el ana´logo cua´ntico al bit cla´sico, pero con alguna diferencia, pues los qubits son
sistemas cua´nticos que cuentan con dos estados accesibles pero que, adema´s pueden exis-
tir en una superposicio´n de ambos estados [DiV95], mientras que los bits cla´sicos se pue-
den encontrar o en el estado 0 o en el estado 1, pero no en una superposicio´n de ambos.
Sobre los qubits se pueden realizar operaciones, tal y como sucede con los bits cla´si-
cos. Sin embargo, las operaciones que se apliquen sobre los qubits deben ser operacio-
nes unitarias y reversibles, pues deben respetar las leyes de la meca´nica cua´ntica, como
explicaremos en el capı´tulo 2. Esta restriccio´n conlleva que algunas de las operaciones
lo´gicas que se realizan en computacio´n cla´sica no puedan reproducirse de forma directa
en computacio´n cua´ntica, como es el caso de la operacio´n lo´gica AND o la operacio´n
OR: estas puertas son irreversibles, pues leer un 1 a la salida no proporciona suficiente
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informacio´n para conocer la entrada, que podrı´a ser cualquiera de los pares (0, 1), (1, 0)
o (1, 1) [VBE96]. Sin embargo, haciendo uso de las operaciones unitarias adecuadas, es
decir, de la lo´gica cua´ntica, se puede definir una operacio´n o puerta cua´ntica que de´ como
resultado la operacio´n AND [DiV95].
Puesto que no todas las operaciones que se realizan en computacio´n cla´sica se pueden
reproducir de forma directa en computacio´n cua´ntica es necesario definir la aritme´tica
cua´ntica. Por ejemplo, en una operacio´n sencilla como puede ser la suma el algoritmo
cla´sico que la implementa no se puede trasladar de forma directa a un algoritmo cua´ntico.
Esto es debido a que la suma se implementa mediante las operaciones lo´gicas AND y OR,
que son irreversibles, por lo que no son operaciones permitidas en computacio´n cua´ntica.
Figura 1.1: Sumador cla´sico.
En este sentido se han realizado numerosos trabajos que proponen circuitos cua´nticos
que realizan la suma de dos nu´meros, representados por su expansio´n binaria de n bits.
Por ejemplo, en [BCDP96] se proponen varios circuitos cua´nticos para realizar la facto-
rizacio´n cua´ntica que incluyen un sumador, un sumador mo´dulo N y un multiplicador
mo´dulo N entre otros, con N = 2n. En [VBE96] se propone un sumador cua´ntico que
emula el esquema cla´sico pero haciendo uso de la lo´gica cua´ntica. Otras aproximaciones
implementan esquemas con te´cnicas de acarreo almacenado, como en [Gos98] y [Zal98].
Todos ellos esta´n inspirados en los esquemas cla´sicos y requieren al menos 3n qubits para
sumar dos nu´meros de n bits [Dra00].
En [Dra00] se propone un sumador cua´ntico que no se basa en el esquema cla´sico.
Este esquema hace uso de la transformada cua´ntica de Fourier o QFT. Haciendo uso de
este algoritmo, los nu´meros con los que se desea operar se codifican como desfases entre
los elementos que componen el registro. De esta manera transforma a en F (a) y luego lo
hace evolucionar a F (a+ b). Realizando la QFT inversa se recupera el resultado de sumar
a y b. Este circuito utiliza 2n qubits para sumar dos nu´meros de n bits. Este circuito se
utiliza en [Bea02] para implementar el algoritmo de Shor para la factorizacio´n cua´ntica.
Sin embargo el sumador QFT, tal y como esta´ definido en [Dra00], en realidad realiza
la suma mo´dulo N . Al hacer la QFT−1 de F (a+ b) recuperara´ o bien a+ b si a+ b ≤ N
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o N − (a + b) si a + b > N . Lo que hace pensar que puede ser posible extender el
esquema para recuperar a+ b. Por otra parte, la propuesta deja sin discutir aspectos como
la respresentacio´n de nu´meros con signo o la suma de ma´s de dos nu´meros.
En lo que se refiere a los multiplicadores, existen pocos esquemas propuestos. En
[VBE96] se propone un esquema de multiplicador modular que calcula la multiplicacio´n
mo´dulo N de dos nu´meros a y b. Para ello se modifica el sumador propuesto en el mismo
artı´culo para que realice la suma mo´dulo N y se utiliza para realizar n sumas mo´dulo
N controladas. En [BCDP96] se demuestra que utilizando repetidas sumas modulares se
puede construir un multiplicador modular. Por u´ltimo, en [Bea02] se propone un circuito
que realiza la multiplicacio´n mo´dulo N haciendo uso de la QFT. Vemos que existen al-
gunos esquemas propuestos que realizan el ca´lculo a · b mo´dulo N , pero no el producto
a · b.
En [KTR14] se propone un esquema que realiza la suma de productos parciales en pa-
ralelo, siguiendo el modelo de a´rbol binario. Este esquema se basa en sumadores cua´nticos
que emulan el sistema cla´sico, lo que hace pensar que se puede proponer un esquema que
reduzca el nu´mero de qubits necesario para hallar el producto de dos nu´meros de n bits.
Una vez establecida la necesidad de disen˜ar operaciones aritme´ticas sencillas em-
pleando circuitos cua´nticos y definido el trabajo desarrollado en este aspecto, se define
como objetivo de este TFM plantear esquemas de operaciones aritme´ticas ba´sicas con
puertas cua´nticas. Para cumplir este objetivo, se definen los siguientes objetivos parciales:
Realizar un estudio de las operaciones aritme´ticas ya implementadas.
Mejorar los esquemas planteados para el sumador cua´ntico:
• Completar el esquema del sumador QFT:
◦ Extender el esquema para sumar k nu´meros.
◦ Obtener la suma y no la suma mo´dulo N.
◦ Discutir la representacio´n de nu´meros enteros con signo.
◦ Implementar la media.
◦ Implementar la suma ponderada.
Implementar un multiplicador basado en el sumador QFT.
En la siguiente seccio´n se explica la metodologı´a propuesta para resolver los objetivos
propuestos en este TFM.
1.2. Metodologı´a
El trabajo desarrollado a lo largo de este TFM es fundamentalmente teo´rico. Esto quie-
re decir que propondremos circuitos que implementen operaciones aritme´ticas sencillas
y presentaremos la base matema´tica que justifica el funcionamiento de los mismos, pero
no vamos a probar los circuitos y medir su funcionamiento en te´rminos de, por ejemplo,
tiempo de ejecucio´n.
4 Estructura del Trabajo
Para cumplir con los objetivos propuestos en la seccio´n anterior, estudiaremos prime-
ro la bibliografı´a con el objetivo de identificar los circuitos ya propuestos. Sobre estos
circuitos, trabajaremos sobre aquellos en los que detectemos la posibilidad de comple-
tar el esquema propuesto y que nos ofrezcan la base para desarrollar nuevas operaciones
algebraicas. Propondremos una solucio´n a los problemas o debilidades detectadas, y se
desarrollara´ la base matema´tica que pruebe que el circuito propuesto resuelve el problema
detectado.
Para el desarrollo del circuito que realice la multiplicacio´n, estudiaremos los circuitos
propuestos y los distintos algoritmos que utilizamos habitualmente para hallar el produc-
to de dos nu´meros. Despue´s se propondra´ un circuito que implemente la multiplicacio´n.
En este caso, propondremos un circuito que resuelva el producto mediante sumas secuen-
ciales, pues podemos basarnos en el trabajo ya realizado sobre sumadores. Por u´ltimo,
mostraremos matema´ticamente que el circuito realiza la multiplicacio´n correctamente.
1.3. Estructura del Trabajo
Este trabajo esta´ estructurado en los siguientes capı´tulos:
 El capı´tulo 2, que incluye los conocimientos previos necesarios para comprender
el trabajo desarrollado a lo largo de este TFM. En la seccio´n 2.1 se realiza una in-
troduccio´n de las unidades de informacio´n empleadas en computacio´n cua´ntica, los
qubits, incluyendo algunas de sus caracterı´sticas ma´s importantes y algunas consi-
deraciones relacionadas con la notacio´n empleada para representar los qubits. En
la seccio´n 2.2 se explican los estados formados por varios qubits. La seccio´n 2.3
realiza una introduccio´n sobre las operaciones que se pueden realizar en compu-
tacio´n cua´ntica, los requisitos que estas operaciones deben cumplir y algunas de las
operaciones ma´s importantes que se pueden realizar sobre uno o varios qubits. Por
u´ltimo se explica un importante algoritmo cua´ntico, la Transformada Cua´ntica de
Fourier, en la seccio´n 2.4. El trabajo desarrollado esta´ basado, principalmente, en
este algoritmo.
 El capı´tulo 3 realiza una breve introduccio´n a los circuitos cua´nticos y a los circuitos
sumadores con los que trabajaremos en este proyecto.
 En el capı´tulo 4 se estudia el esquema de sumador cua´ntico basado en la Trans-
formada Cua´ntica de Fourier propuesto en [Dra00]. Tomando este esquema como
punto de partida, se proponen varias mejoras que incluyen la suma de ma´s de dos
qubits en la seccio´n 4.2, la suma aritme´tica que se presenta en la seccio´n 4.3 y la
media aritme´tica y la suma ponderada, expuestas en la seccio´n 4.5. Adema´s, en la
seccio´n 4.6 discutiremos la representacio´n de nu´meros enteros con signo.
 En el capı´tulo 5 se presenta un esquema de multiplicador basado en QFT. El capı´tu-
lo incluye diagramas circuitales del multiplicador, ası´ como una justificacio´n ma-
tema´tica del funcionamiento del mismo.
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 El TFM concluye con el capı´tulo 6, en el que se presentan las conclusiones extraı´das
a lo largo de este trabajo y posibles lı´neas de investigacio´n futuras.
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Figura 1.2: Contexto del TFM y objetivos.
Capı´tulo 2
Conocimientos Previos.
En el capı´tulo anterior hablamos de la necesidad de desarrollar algoritmos cua´nticos
que realicen operaciones aritme´ticas ba´sicas, pues los algoritmos cla´sicos no siempre se
pueden trasladar de forma directa al dominio cua´ntico. Dentro de las operaciones aritme´ti-
cas nos hemos centrado en la suma y hemos revisado los algoritmos propuestos para eje-
cutar la suma en un ordenador cua´ntico. De estos esquemas hemos elegido trabajar sobre
el sumador QFT propuesto en [Dra00]. Este esquema es o´ptimo en cuanto al nu´mero
de qubits necesarios para codificar tanto los nu´meros que se desean multiplicar como el
resultado de los mismos, pero deja sin discutir como calcular la llevada o la representa-
cio´n de nu´meros enteros con signo. Adema´s, a partir de este esquema se pueden proponer
otros circuitos que realicen operaciones como la suma de ma´s de dos nu´meros, la media,
la suma ponderada o la multiplicacio´n.
Una vez establecidos tanto el contexto en el que se va a desarrollar la labor de in-
vestigacio´n como los objetivos planteados para este TFM, debemos pasar a explicar el
trabajo realizado. Pero antes es necesario explicar algunos conceptos ba´sicos necesarios
para entender dicho trabajo.
En este capı´tulo realizaremos una brevı´sima introduccio´n a la computacio´n cua´ntica
explicando los conceptos ba´sicos empleados a lo largo de este TFM. Hablaremos primero
de la unidad de informacio´n empleadas en computacio´n cua´ntica. Posteriormente explica-
remos que´ operaciones se pueden aplicar a las unidades de informacio´n e introduciremos
algunas de las ma´s empleadas en computacio´n cua´ntica. Por u´ltimo hablaremos de un al-
goritmo cua´ntico que computa la transformada cua´ntica de Fourier, pues en este algoritmo
basaremos el trabajo desarrollado en el TFM.
2.1. Unidades de Informacio´n.
Si comparamos un ordenador cla´sico con un ordenador cua´ntico, encontraremos la
primera diferencia en algo tan fundamental como la unidad de informacio´n. Como ya
sabemos, un ordenador maneja la informacio´n en forma de bits, que pueden tomar dos
valores, 0 y 1, tomando u´nicamente uno de estos valores en un momento dado. La infor-
macio´n se codifica en cadenas con varios de estos bits, que sera´ con lo que trabajen los or-
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denadores. Para representar estas cadenas los ordenadores disponen de varios dispositivos
fı´sicos que solo se pueden encontrar en dos estados fı´sicos no ambiguos y perfectamente
distinguibles que se correspondera´n con los estados 0 y 1. E´stos sistemas fı´sicos pueden
ser, por ejemplo, interruptores abiertos (0) o cerrados (1).
La unidad de informacio´n con la que se trabaja en computacio´n cua´ntica es ana´loga
al bit, pero se diferencia en que, en lugar de ser un sistema con dos posibles estados,
es un sistema de dos niveles. Por ejemplo, tomemos como base el modelo ato´mico y
supongamos que tenemos un a´tomo con un electro´n que, a su vez, se puede hallar en dos
estados de energı´a distintos. Sabemos que si le aplicamos luz con la energı´a adecuada y
durante el periodo de tiempo apropiado, podemos hacer que el electro´n cambie de o´rbita
y pase, por ejemplo, del estado de reposo al estado excitado y viceversa. De la misma
manera, pero reduciendo el tiempo de aplicacio´n de la luz, podemos conseguir que el
electro´n se quede en un estado intermedio entre estos dos estados de energı´a [NC10]
halla´ndose, de alguna manera, en ambos niveles al mismo tiempo. Si llamamos a estos
dos posibles estados 0 y 1 o, como es ma´s comu´n al hablar de computacio´n cua´ntica
[Mer07], |0〉 y |1〉, la unidad de informacio´n podra´ estar en el estado |0〉, en |1〉 o bien
en un estado de superposicio´n cua´ntica, es decir, un estado formado por la combinacio´n
lineal de ambos, de forma que:
|ψ〉 = α|0〉+ β|1〉, (2.1)
siendo α y β nu´meros complejos. Dicho de otra manera, el estado de esta unidad de in-
formacio´n es un vector en un espacio vectorial bidimensional complejo. A esta unidad de
informacio´n se le llama bit cua´ntico, qbit o qubit, que es la denominacio´n ma´s extendida.
Para denotar el estado de un sistema cua´ntico se emplea la notacio´n de Dirac. Esta
notacio´n emplea la estructura | 〉, llamada ket. Cuando se utiliza esta notacio´n, los estados
vienen representados como |0〉, |1〉, |2〉...|k〉, donde k ≤ 2n − 1, siendo n el nu´mero de
qubits del sistema. En ocasiones se emplea la expansio´n binaria de n dı´gitos. Por ejemplo,
si empleamos la expansio´n binaria de n = 3 dı´gitos, el estado |1〉 tambie´n se puede repre-
sentar utilizando la notacio´n de Dirac como |1〉3 o como |001〉. Por u´ltimo, en ocasiones
se empleara´n letras para representar los qubits de forma simbo´lica. Ası´, los estados |x〉 e
|y〉 representados de nuevo mediante notacio´n de Dirac pueden representar, por ejemplo,
el estado del qubit antes y despue´s de que se le aplique una operacio´n cua´ntica. A lo lar-
go de este Trabajo de Fin de Ma´ster trabajaremos con la representacio´n simbo´lica de los
estados, ası´ como con el concepto de expansio´n binaria.
Si bien la notacio´n de Dirac es una de las maneras ma´s comunes de representar qubits,
tambie´n se puede trabajar con ellos en forma de vectores columna. Los estados |0〉 y |1〉
se representan como vectores de la siguiente manera:
|0〉 ←→
[
1
0
]
, |1〉 ←→
[
0
1
]
. (2.2)
Lo que implica que el estado general de un qubit (2.1) se puede expresar mediante el
siguiente vector:
Capı´tulo 2. Conocimientos Previos. 9
[
α
β
]
. (2.3)
Para finalizar con las caracterı´sticas de los qubits, vamos a comentar una particularidad
de los mismos que no encuentra analogı´a en los bits cla´sicos. Mientras que en la compu-
tacio´n cla´sica podemos examinar el bit para determinar si este se encuentra en el estado
0 o 1, no podemos realizar la misma operacio´n para averiguar en que´ estado cua´ntico se
encuentran los qubits, es decir, no podemos calcular el valor de α y β al mismo tiempo.
La operacio´n que se emplea para examinar el qubit se denomina medida. Aunque ma´s
adelante hablaremos de la medida con ma´s detalle, por ahora nos basta saber que si me-
dimos el estado (2.3) en la base (|0〉, |1〉), obtendremos o bien 0 con probabilidad |α|2, o
bien 1 con probabilidad |β|2, con |α|2 + |β|2 = 1. Describiremos ma´s caracterı´sticas de la
medida en las siguientes secciones del capı´tulo.
Una vez vistas las caracterı´sticas de la unidad de informacio´n, podemos hablar de
sistemas cua´nticos compuestos de ma´s de un qubit. Los sistemas de mu´ltiples qubits se
presentan en la siguiente seccio´n.
2.2. Mu´ltiples qubits.
Cuando un sistema cua´ntico esta´ formado por ma´s de un qubit decimos que e´stos
forman un registro cua´ntico, que se emplea para codificar informacio´n ma´s compleja. En
el caso de un registro formado por dos qubits, estos pueden encontrarse en los estados
cla´sicos |00〉, |01〉, |10〉 y |11〉 o en una superposicio´n cua´ntica de los cuatro estados:
|ψ〉 = α00|00〉+ α01|01〉+ α10|10〉+ α11|11〉 ←→

α00
α01
α10
α11
 , (2.4)
donde las amplitudes complejas deben cumplir la condicio´n |α00|2 + |α01|2 + |α10|2 +
|α11|2 = 1. De forma general, el estado de un registro de n qubits sera´ la superposicio´n
normalizada de los 2n estados cla´sicos y vendra´ representado por la siguiente expresio´n:
|ψ〉 =
∑
0≤x≤2n−1
αx|x〉; (2.5)∑
0≤x≤2n−1
|αx|2 = 1. (2.6)
Este estado describe la situacio´n en la que varios valores distintos del registro esta´n
presentes simulta´neamente y, como con los qubits, no se encuentra un homo´logo en
computacio´n cla´sica. En la ecuacio´n (2.6), en lugar de representar cada estado por su
expansio´n binaria, se representa por el valor decimal correspondiente. En el contexto de
la computacio´n cua´ntica, los 2n estados cla´sicos, es decir, el conjunto de todos los posibles
productos de los estados |0〉 y |1〉, se denomina base computacional.
10 Mu´ltiples qubits.
Como en el caso de un u´nico qubit, podremos representar el estado de un registro
cua´ntico formado por n qubits (2.6) como vectores columna. De esta forma:
|ψ〉 =

α0
α1
α2
...
αN−1
 , (2.7)
donde N = 2n representa el nu´mero de estados cla´sicos posibles.
La normalizacio´n de las amplitudes complejas hace que el estado del sistema sea un
vector unitario en un espacio vectorial N -dimensional complejo. Este espacio vectorial,
junto con el producto interno, forman un espacio de Hilbert.
Como en el caso del qubit sencillo, podemos aplicar la medida sobre los registros
cua´nticos de forma que si el sistema se encuentra en el estado
∑
k
αk|k〉, donde k es un
nu´mero decimal, obtendremos como resultado |k〉 con probabilidad |αk|2. Pero, en este
caso, puede ser que solo se quiera medir una parte de los qubits. Volvamos al ejemplo
de dos qubits, donde el estado del registro viene representado por la ecuacio´n (2.4). Si
queremos medir el primer qubit, nos dara´ como resultado 0 con probabilidad |α00|2 +
|α01|2. Dado que despue´s de medir se debe cumplir la condicio´n de normalizacio´n, es
decir,
∑
k
|αk|2 = 1, el estado resultante sera´:
|ψ′〉 = α00|00〉+ α01|01〉√|α00|2 + |α01|2 , (2.8)
por lo que queda renormalizado por el factor
√|α00|2 + |α01|2.
Otra caracterı´stica de los estados es la fase. Si por ejemplo tenemos el estado eiθ|φ〉,
donde |φ〉 es un vector de estado y θ un nu´mero real, se puede decir que los estados eiθ|φ〉
y |φ〉 son el mismo. Esto es debido a que la probabilidad de encontrar |φ〉 y eiθ|φ〉 es la
misma. La fase eiθ recibe el nombre de fase global y se suele ignorar al no afectar al estado
desde el punto de vista de la medida [NC10].
Existe otro tipo de fase conocida como fase relativa. Para entender su relevancia lo
mejor es ver un ejemplo con los estados:
|0〉+ |1〉√
2
,
|0〉 − |1〉√
2
(2.9)
La amplitud de |0〉 es la misma en ambos estados. La amplitud de |1〉 es igual en
ambos estados salvo por un signo negativo, o una fase relativa eipi. Si medimos en la base
(|0〉, |1〉), la fase relativa no varı´a la probabilidad de medir el estado |1〉. Pero si trabajamos
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en la base (|+〉, |−〉) donde, como ya vimos en (2.40):
|+〉 = |0〉+ |1〉√
2
; (2.10)
|−〉 = |0〉 − |1〉√
2
, (2.11)
la fase relativa implica que los estados, en esa base, ya no son equivalentes. Es decir, una
fase relativa puede modificar la amplitud de un estado con respecto a otro y, en funcio´n
de la base en la que se mida el qubit, puede implicar diferencias en la probabilidad de
medida. Como consecuencia, los estados ya no son fı´sicamente equivalentes [NC10].
Para finalizar, vamos a realizar una u´ltima analogı´a entre los bits cla´sicos y los qubits
con el fin de explicar una u´ltima caracterı´stica de las unidades de informacio´n usadas en
computacio´n cua´ntica. Como ya sabemos, dos bits cla´sicos se pueden encontrar en los
estados 00, 01, 10 y 11. Si representamos estos estados mediante vectores columna, como
hacemos con los qubits en la expresio´n (2.2), obtendrı´amos que los posibles estados en
los que se pueden hallar los dos bits son |00〉, |01〉, |10〉 y |11〉 que, en realidad, es una
forma abreviada de representar el producto tensorial de los estados de los bits cla´sicos
expresados mediante vectores columna. Si usamos una notacio´n matema´tica ma´s formal,
estos estados vendrı´an expresados de la siguiente manera [Mer07]:
|0〉 ⊗ |0〉; |0〉 ⊗ |1〉; |1〉 ⊗ |0〉; |1〉 ⊗ |1〉. (2.12)
Supongamos ahora que tenemos dos qubits, uno en el estado |φ〉 = α0|0〉 + α1|1〉 y
el otro en el estado |θ〉 = β0|0〉 + β1|1〉, separados el uno del otro. Podemos generar un
estado compuesto juntando ambos qubits. Usando una generalizacio´n del caso anterior, el
estado del par se puede tomar como el producto tensorial de los estados de cada uno de
los qubits [Mer07], es decir:
|ψ〉 = |φ〉 ⊗ |θ〉 = (α0|0〉+ α1|1〉)⊗ |(β0|0〉+ β1|1〉)
= α0β0|00〉+ α0β1|01〉+ α1β0|10〉+ α1β1|11〉. (2.13)
Se debe cumplir que la suma de las amplitudes al cuadrado sea 1, es decir:
|α1 · β1|2 + |α1 · β2|2 + |α2 · β1|2 + |α2 · β2|2 = 1. (2.14)
En este caso hay que tener en cuenta que el estado general de un sistema formado
por dos qubits es de la forma (2.13) si y solo si α00α11 = α01α10. Dado que la u´nica
condicio´n que deben cumplir las amplitudes es la expresada en las ecuaciones (2.6) y
(2.14), esta igualdad no tiene por que´ cumplirse, por lo que, en general, y al contrario de
lo que sucede con los bits, no siempre se podra´ expresar el estado de un sistema de n
qubits como el producto de los estados de cada uno de los qubits. Los qubits, como parte
de un registro de n qubits, no estara´n caracterizados por un estado definido sino que su
estado dependera´ de los estados del resto de qubits que forman el sistema.
12 Operaciones.
Cuando el estado de un sistema compuesto no puede describirse como el producto
tensor de los estados de los qubits que componen el sistema, se dice que dicho sistema
esta´ en un estado de entrelazamiento cua´ntico. Algunos estados entrelazados populares
son los estados de Bell:
|β00〉 = |00〉+ |11〉√
2
=
1√
2

1
0
0
1
 ; (2.15)
|β01〉 = |01〉+ |10〉√
2
=
1√
2

0
1
1
0
 ; (2.16)
|β10〉 = |00〉 − |11〉√
2
=
1√
2

1
0
0
−1
 ; (2.17)
|β11〉 = |01〉 − |10〉√
2
=
1√
2

0
1
−1
0
 . (2.18)
(2.19)
Los estados entrelazados son clave en algunos protocolos de comunicacio´n cua´ntica
como la teleportacio´n cua´ntica o la codificacio´n superdensa.
2.3. Operaciones.
Al igual que cualquier operacio´n cla´sica se puede expresar como una secuencia de
operaciones lo´gicas sobre uno o varios bits, cualquier operacio´n cua´ntica se puede expre-
sar como una secuencia de puertas lo´gicas cua´nticas que actu´an sobre uno o varios qubits.
En esta seccio´n vamos a describir algunas caracterı´sticas de estas operaciones, ası´ como
las puertas ma´s importantes.
2.3.1. Puertas cua´nticas que actu´an sobre un qubit.
Las operaciones que un ordenador cua´ntico puede realizar sobre un qubit son aque-
llas transformaciones lineales que toman vectores unitarios y los transforman en vectores
unitarios. Tomemos como ejemplo la puerta lo´gica NOT, que en computacio´n cla´sica
transforma un bit 0 en 1 y viceversa. En computacio´n cua´ntica se define la puerta NOT
que actu´a linealmente sobre el estado del qubit, tomando el estado
α|0〉+ β|1〉, (2.20)
Capı´tulo 2. Conocimientos Previos. 13
y transforma´ndolo en el estado
α|1〉+ β|0〉. (2.21)
Para ver co´mo actu´a la puerta NOT sobre el estado de un qubit, vamos a trabajar con
matrices. Definimos la matriz X , que representa la puerta cua´ntica NOT, como:
X ≡
[
0 1
1 0
]
. (2.22)
Si el estado del qubit en notacio´n vectorial es:[
α
β
]
, (2.23)
siendo α la amplitud correspondiente a |0〉 y β la amplitud correspondiente a |1〉, la salida
de la puerta cua´ntica NOT sera´:
X
[
α
β
]
=
[
β
α
]
. (2.24)
Es decir, transforma el estado del qubit (2.20) en el estado (2.21). Se deduce, por
tanto, que las puertas cua´nticas que actu´an sobre un u´nico qubit se pueden representar
mediante matrices 2 × 2 [NC10]. Ahora solo falta definir que´ matrices pueden constituir
una puerta cua´ntica va´lida y, dado que el estado de un qubit debe cumplir la condicio´n de
normalizacio´n, las puertas cua´nticas deben operar de tal manera que el resultado tambie´n
cumpla la condicio´n de normalizacio´n, es decir, que el estado de salida |ψ′〉 = α′|0〉+β′|1〉
cumpla que |α′|2+|β′|2 = 1, lo que implica que la matriz debe ser unitaria. SiU representa
una puerta cua´ntica gene´rica, debe cumplir que:
UU † = U †U = I. (2.25)
Por tanto, cualquier transformada unitaria constituirı´a una puerta cua´ntica va´lida y
puesto que toda transformacio´n unitaria cuenta con una transformacio´n unitaria inversa,
resulta que estas operaciones son reversibles.
Algunas puertas interesantes que actu´an sobre un qubit y que podemos ver en la ima-
gen 2.1, son la puerta Y , que transforma α|0〉+ β|1〉 → −βi|0〉+ α|1〉:
Y ≡
[
0 −i
i 0
]
, (2.26)
y la puerta Z, que cambia el signo de |1〉 y deja el signo de |0〉 sin alterar:
Z ≡
[
1 0
0 −1
]
. (2.27)
Las puertas X , Y y Z, junto con la matriz identidad I , reciben el nombre de matrices
de Pauli [NC10].
14 Operaciones.
Matrices de Pauli
α|0〉+ β|1〉 X β|0〉+ α|1〉
α|0〉+ β|1〉 Y βi|0〉+ α|1〉
α|0〉+ β|1〉 Z α|0〉 − β|1〉
Figura 2.1: Matrices de Pauli sobre un qubit.
A lo largo de este Trabajo de Fin de Ma´ster trabajaremos tambie´n con la puerta (o
transformada) Hadamard (figura 2.2), que viene definida por:
H ≡ 1√
2
[
1 1
1 −1
]
. (2.28)
Esta puerta transforma el estado |0〉 en (|0〉+|1〉)/√2 y el estado |1〉 en (|0〉−|1〉)/√2.
Transformada de Hadamard
α|0〉+ β|1〉 H α |0〉+|1〉√2 + β
|0〉−|1〉√
2
Figura 2.2: Transformada de Hadamard sobre el estado α|0〉+ β|1〉.
La u´ltima puerta con la que trabajaremos es la puerta de rotacio´n o desplazamiento
de fase. Esta puerta realiza la transformacio´n α|0〉 + β|1〉 → α|0〉 + βeiθ|1〉, es decir,
an˜ade una fase a |1〉 mientras que deja al estado |0〉 sin alterar. Esta puerta no altera la
probabilidad de medir |0〉 o |1〉, pero modifica la fase relativa entre los estados |0〉 y |1〉.
La matriz que representa a esta puerta es:
Rθ ≡
[
1 0
0 eiθ
]
. (2.29)
Puerta de Rotacio´n de Fase
α|0〉+ β|1〉 Rθ α|0〉+ βeiθ|1〉
Figura 2.3: Puerta de rotacio´n de fase actuando sobre α|0〉+ β|1〉.
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2.3.2. Puertas cua´nticas que actu´an sobre mu´ltiples qubits.
De la misma manera que tenemos puertas que actu´an sobre un qubit, podemos tener
puertas que actu´en sobre n qubits con la condicio´n de que sean operaciones unitarias
reversibles, que tengan tantos qubits de entrada como qubits de salida. Sin embargo, a
la hora de disen˜ar algorimos cua´nticos, las transformaciones unitarias que se emplean
habitualmente esta´n restringidas a aquellas que se pueden construir como el producto de
un nu´mero finito de puertas que actu´an sobre uno o dos qubits. La razo´n es que construir
puertas para uno o dos qubits es ma´s sencillo que construir puertas para ma´s qubits. Esto
hace que operaciones que podrı´an describirse mediante una u´nica matriz unitaria, es decir,
como una u´nica puerta, acaben construye´ndose como un conjunto finito de ma´s de una
puerta cua´ntica. El nu´mero de puertas empleadas en la implementacio´n de los circuitos
sera´ uno de los criterios de bondad que emplearemos a lo largo de este Trabajo de Fin de
Ma´ster.
Un ejemplo de puerta que actu´a sobre ma´s de un qubit es las puerta swap. Estas son
operaciones que intercambian los estados entre qubits. Esta´n definidas por la matriz:
SWAP ≡

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 . (2.30)
Otro tipo de puertas que actu´an sobre ma´s de un qubit son las puertas controladas.
Estas puertas toman como entrada un qubit de control y un qubit “objetivo”, y transforman
el estado del qubit objetivo en funcio´n del estado del qubit de control, de forma que si
el qubit de control es |0〉 el estado del qubit objetivo queda inalterado, mientras que si
el qubit de control es |1〉 entonces la puerta actuara´ sobre el qubit objetivo y su estado
cambiara´.
Si definimos la puerta U que actu´a sobre un qubit como
U ≡
[
x00 x01
x10 x11
]
, (2.31)
La puerta U controlada que actu´a sobre dos qubits de tal manera que el primero sera´ el
bit de control realizara´ la siguiente operacio´n:
|00〉 → |00〉;
|01〉 → |01〉;
|10〉 → |1〉U |0〉 = |1〉 (x00|0〉+ x10|1〉) ;
|11〉 → |1〉U |0〉 = |1〉 (x01|0〉+ x11|1〉) ; (2.32)
La matriz unitaria que representa a la puerta U controlada sera´
cU ≡

1 0 0 0
0 1 0 0
0 0 x00 x01
0 0 x10 x11
 , (2.33)
16 Operaciones.
Puerta U controlada
|A〉 • |A〉
|B〉 U UA|B〉
Figura 2.4: Puerta U controlada.
El ejemplo tı´pico de puerta controlada que actu´a sobre dos qubits es la puerta con-
trolled-NOT o cNOT. Dado que la puerta NOT cambia |0〉 → |1〉 y |1〉 → |0〉, la puerta
controlada cambiara´ el estado del qubit objetivo si el qubit de control es |1〉 y lo de-
jara´ inalterado si el qubit objetivo es |0〉, como se indica en (2.34).
|00〉 → |00〉; |01〉 → |01〉; |10〉 → |11〉; |11〉 → |10〉. (2.34)
En la imagen 2.5 vemos la representacio´n matricial y un diagrama de circuito de esta
puerta. Otra manera de ver esta operacio´n es como la generalizacio´n de la puerta lo´gica
XOR empleada en computacio´n cla´sica porque, como vemos en la imagen, su accio´n se
puede resumir como |A,B〉 → |A,A⊕B〉, donde ⊕ es la suma mo´dulo dos, es decir,
la operacio´n lo´gica XOR [NC10]. La importancia de esta puerta radica en que cualquier
puerta cua´ntica que actu´a sobre n qubits se puede descomponer en un conjunto de puertas
cNOT y de puertas para un qubit [NC10].
Puerta NOT controlada
|A〉 • |A〉
|B〉 |B ⊕ A〉
cNOT =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

Figura 2.5: Puerta cNOT [NC10].
Otra puerta que utilizaremos a lo largo del Trabajo de Fin de Ma´ster es la puerta de
rotacio´n de fase controlada. Esta puerta cambiara´ la fase del qubit objetivo si el qubit de
control es |1〉, y lo dejara´ inalterado si el qubit de control es |0〉. La matriz que representa
a esta puerta es
cRθ =

1 0 0 0
0 1 0 0
0 0 1 1
0 0 0 eiθ
 (2.35)
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Se pueden definir puertas controladas que actu´en sobre tres qubits, de tal manera que
dos de ellos actuara´n como qubits de control, mientras que el tercero sera´ el qubit objetivo.
Esta puerta solo altera el estado del qubit objetivo si los dos qubits de control son |1〉. En
caso contrario, el estado del qubit objetivo permanece inalterado.
Puerta U controlada
|A〉 • |A〉
|B〉 • |B〉
|C〉 U UA·B|C〉
Figura 2.6: Puerta U que actu´a sobre tres qubits.
La puerta de este tipo ma´s importante es la puerta Toffoli, cuya representacio´n circuital
se puede ver en la figura 2.7. Como vemos, es una puerta NOT con dos controles, por lo
que esta puerta cambiara´ el estado del qubit objetivo de |0〉 a |1〉 o de |1〉 a |0〉 si los dos
qubits de control son |1〉 [NC10]. Esta puerta es importante en computacio´n cua´ntica ya
que cualquier circuito cla´sico puede ser reemplazado por un circuito cua´ntico equivalente
construido con puertas Toffoli. La representacio´n matricial de esta puerta se da en la
expresio´n (2.36).
Puerta Toffoli
|A〉 • |A〉
|B〉 • |B〉
|C〉 |A ·B ⊕ C〉
Figura 2.7: Puerta Toffoli.
Toffoli =

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0

(2.36)
En este Trabajo de Fin de Ma´ster utilizaremos la puerta de rotacio´n de fase controlada
por dos qubits, |a〉 y |b〉, de tal manera que transformara´ |c〉 → (eiθ)a·b|c〉. Es decir, des-
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plazara´ la fase del qubit solo cuando |a〉 = |b〉 = |1〉. La matriz que representa esta puerta
sera´
ccRθ =

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 eiθ

. (2.37)
2.3.3. Medida
La u´ltima operacio´n que realizaremos sobre qubits a lo largo de este Trabajo de Fin
de Ma´ster es la medida, que ya hemos introducido al describir las caracterı´sticas de estas
unidades de informacio´n. Para especificar el estado de un qubit debemos especificar las
amplitudes α y β y, al contrario de lo que sucede con los bits cla´sicos, no lo podemos hacer
con solo “mirar”, es decir, no podemos extraer la informacio´n contenida en las amplitudes
αx de un conjunto de n qubits como se hace con los bits cla´sicos.
La herramienta de que se dispone en computacio´n cua´ntica para extraer la informacio´n
de los qubits es la medida. Por ejemplo, si medimos un u´nico qubit que se encuentre en
el estado |ψ〉 = α|0〉 + β|1〉, el resultado que tendremos sera´ 0 con probabilidad |α|2 o 1
con probabilidad |β|2. Extendido a un registro de n qubits [Mer07], la probabilidad p(x)
de medir el estado x vendra´ dada por:
|ψ〉 =
∑
0≤x≤2n−1
αx|x〉 → p(x) = |αx|2. (2.38)
La medida es la u´nica operacio´n irreversible que se puede aplicar a los qubits ya que
una vez medido, el qubit toma el estado resultante y no se puede recuperar el estado
anterior. En el ejemplo de un qubit, si el resultado es 0, el qubit toma el estado |0〉 y se
pierde tanto la informacio´n almacenada en la amplitud β como la posibilidad de volver al
estado anterior. Adema´s, es una operacio´n no lineal.
Para medir los qubits se pueden utilizar distintas bases. Por ejemplo, para medir un
u´nico qubit se suele utilizar la base {|0〉, |1〉} pero, dependiendo del nu´mero de qubits o
de la informacio´n que se desee extraer, a veces se utilizan otras, como por ejemplo la base
{|+〉, |−〉} siendo
|+〉 = |0〉+ |1〉√
2
; (2.39)
|−〉 = |0〉 − |1〉√
2
. (2.40)
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¿Co´mo podemos emplear esta base para obtener informacio´n sobre el estado de un
u´nico qubit? Pues podemos transformar el estado de un qubit de la siguiente manera:
|ψ〉 = α|0〉+ β|1〉 = α |+〉+ |−〉√
2
+ β
|+〉 − |−〉√
2
=
α + β√
2
|+〉+ α− β√
2
|−〉. (2.41)
De esta manera, obtendremos como resultado + con probabilidad |α + β|2/2 o −
con probabilidad |α − β|2/2 y los estados posibles despue´s de medir sera´n |+〉 o |−〉.
De manera ma´s general, si tenemos cualquier base {|a〉, |b〉}, podemos expresar el estado
del qubit como una combinacio´n lineal de esos estados α|a〉 + β|b〉 y, si esa base es
ortonormal, entonces podemos medir el qubit sobre esa base, dando como resultado a con
probabilidad |α|2 o b con probabilidad |β|2. Que los estados de la base sean ortornomales
es necesario para que |α|2 + |β|2 = 1 [NC10].
2.4. Transformada Cua´ntica de Fourier
Para finalizar el capı´tulo de conocimientos previos introduciremos una operacio´n cua´nti-
ca que se empleara´ en numerosas ocasiones a lo largo de este Trabajo de Fin de Ma´ster,
la transformada cua´ntica de Fourier.
Para explicar esta operacio´n vamos a comenzar recordando su equivalente en compu-
tacio´n cua´ntica, la transformada discreta de Fourier o DFT. Como sabemos, la DFT es un
operador lineal que transforma un conjunto de muestras de una funcio´n en el tiempo en
los coeficientes que, al ser aplicados a sinusoides complejas ordenadas por su frecuencia,
nos dan el espectro muestreado de la funcio´n en el dominio de la frecuencia. La DFT
opera sobre un vector complejo x0, . . . , xN−1 con N elementos y lo transforma en otro
vector complejo y0, . . . , yN−1 de la siguiente manera [NC10]:
yx → 1√
N
N−1∑
j=0
xje
2piijk
N . (2.42)
Pues la transformada cua´ntica de Fourier o QFT (Quantum Fourier Transform), es
una operacio´n ana´loga a la DFT. Aplicada sobre una base ortonormal |0〉, . . . , |N − 1〉, la
QFT es un operador lineal que realiza la siguiente transformacio´n cuando actu´a sobre un
qubit |j〉 en la base ortonormal[NC10]:
|j〉 →
N−1∑
k=0
e
2piijk
N |k〉. (2.43)
De forma equivalente, el efecto de la transformada sobre un qubit arbitrario se puede
escribir como:
N−1∑
j=0
xj|j〉 → 1√
N
N−1∑
k=0
yj|k〉, (2.44)
20 Transformada Cua´ntica de Fourier
donde las amplitudes yk componen la transformada discreta de Fourier de las amplitudes
xj .
Veamos co´mo construir un circuito formado por puertas cua´nticas que realice la QFT
de un qubit |j〉. Para ello vamos a realizar las siguientes consideraciones:
Tomamos N = 2n, donde n es un nu´mero entero. La base |0〉, . . . , |2n − 1〉 es,
entonces, la base computacional de n qubits.
Trabajaremos con la expansio´n binaria de j, es decir, j = j1j2 . . . jn, de tal manera
que j = j12n−1 + j22n−2 + . . .+ jn20.
Tambie´n trabajaremos con la notacio´n 0.jljl+1 . . . jm para representar la fraccio´n
binaria jl/21 + jl+1/22 + . . .+ jm/2m.
Operando sobre la expresio´n (2.43), podemos transformar el sumatorio en una repre-
sentacio´n en forma de producto de la siguiente manera:
|j〉 → 1
2
n
2
2n−1∑
k=0
e2piijk/2
n|k〉 (2.45)
=
1
2
n
2
1∑
k1=0
. . .
1∑
kn=0
e2piij(
∑n
kl=1
kl2
−l)|k1 . . . kn〉 (2.46)
=
1
2
n
2
1∑
k1=0
. . .
1∑
kn=0
(
n⊗
l=1
e2piijkl2
−l |kl〉
)
(2.47)
=
1
2
n
2
n⊗
l=1
[
1∑
kl=0
e2piijkl2
−l |kl〉
]
(2.48)
=
1
2
n
2
n⊗
l=1
[
|0〉+ e2piij2−l |1〉
]
(2.49)
=
1
2
n
2
n⊗
l=1
[
|0〉+ e2pii j2l |1〉
]
(2.50)
=
(|0〉+ e2pii0.jn|1〉) (|0〉+ e2pii0.jn−1jn|1〉) . . . (|0〉+ e2pii0.j2...jn−1jn|1〉) (|0〉+ e2pii0.j1j2...jn−1jn|1〉)
2
n
2
,
(2.51)
donde ⊗ representa el producto tensorial. Se puede construir un circuito cua´ntico que
realize la operacio´n de la expresio´n (2.51). Para ello necesitaremos definir la siguiente
puerta de rotacio´n de fase:
Rk ≡
[
1 0
0 e
2pii
2k
]
. (2.52)
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Para la construccio´n del circuito tambie´n necesitaremos emplear puertas de Hadamard.
Esta puerta realizara´ la siguiente transformacio´n en un qubit en la base computacional:
|ji〉 → |0〉+ e
2pii0.ji |1〉√
2
, (2.53)
de tal manera que si ji = 0, e2pii0.ji = 1 y si ji = 1, e2pii0.ji = −1.
|j1〉 H R2 Rn−1 Rn |φ1(j)〉
|j2〉 • H Rn−2 Rn−1 |φ2(j)〉
...
...
|jn−1〉 • • H R2 |φn−1(j)〉
|jn〉 • • • H |φn(j)〉
Figura 2.8: Transformada Cua´ntica de Fourier.
Teniendo en cuenta estas consideraciones, construimos el circuito que se muestra en
la figura 2.8. Veamos como funciona el circuito, para lo cual comenzaremos estudiando
co´mo evoluciona el qubit |j1〉.
La primera operacio´n que se realiza sobre |j1〉 es aplicar una puerta de Hadamard.
Teniendo en cuenta la expresio´n (2.53), el qubit se transforma en
|j1〉 → 1√
2
(
|0〉+ e2pii j121 |1〉
)
=
1√
2
(|0〉+ e2pii0.j1|1〉) . (2.54)
Posteriormente se le aplica una puerta de rotacio´n de faseR2, controlada por |j2〉. Esto
implica que se va a aplicar la rotacio´n de fase
R2 ≡
[
1 0
0 e
2pii
22
]
, (2.55)
siempre y cuando el qubit de control, |j2〉, sea igual a 1. El resultado de aplicar esta
operacio´n sera´:
|j1〉 → 1√
2
(
|0〉+ e2pii( j121+ j222 )|1〉
)
=
1√
2
(|0〉+ e2pii0.j1j2|1〉) . (2.56)
Continuamos aplicando puertas de rotacio´n R3, R4, . . . Rn controladas por los qubits
|j3〉, |j4〉, . . . , |jn〉 respectivamente. El resultado final sera´:
|j1〉 → 1√
2
(
|0〉+ e2pii( j121+ j222+ j323+...+ jn2n )|1〉
)
=
1√
2
(|0〉+ e2pii0.j1j2j3...jn|1〉) , (2.57)
y el circuito habra´ producido el estado
1√
2
(|0〉+ e2pii0.j1j2j3...jn|1〉) |j2 . . . jn〉. (2.58)
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A continuacio´n, se ejecuta un proceso similar sobre el siguiente qubit, |j2〉. Primero
aplicamos la transformada de Hadamard:
|j2〉 → 1√
2
(
|0〉+ e2pii j221 |1〉
)
=
1√
2
(|0〉+ e2pii0.j2|1〉) . (2.59)
A continuacio´n se aplica una puerta R2 controlada por el qubit |j3〉:
|j2〉 → 1√
2
(
|0〉+ e2pii( j221+ j322 )|1〉
)
=
1√
2
(|0〉+ e2pii0.j2j3|1〉) . (2.60)
De nuevo, se aplican puertas de rotacio´n de fase controladasR3, R4, hastaRn−1. Estas
puertas estara´n controladas por los qubits |j4〉, |j5〉, . . . , |jn〉 respectivamente. El resultado
de este proceso sera´:
|j2〉 → 1√
2
(
|0〉+ e2pii( j221+ j322+ j423+...+ jn2n−1 )|1〉
)
=
1√
2
(|0〉+ e2pii0.j2j3j4...jn|1〉) , (2.61)
mientras que el circuito habra´ producido el estado
1√
22
(|0〉+ e2pii0.j1j2j3...jn|1〉) (|0〉+ e2pii0.j2j3j4...jn|1〉) |j3 . . . jn〉. (2.62)
El circuito opera de la misma manera sobre el resto de los qubits hasta llegar a |jn〉,
sobre el que solo aplica una transformada de Hadamard. Este qubit quedara´ transformado
segu´n la expresio´n:
|jn〉 → 1√
2
(
|0〉+ e2pii jn21 |1〉
)
=
1√
2
(|0〉+ e2pii0.jn|1〉) (2.63)
y el circuito habra´ producido el estado final
1√
2n
(|0〉+ e2pii0.j1j2j3...jn|1〉) (|0〉+ e2pii0.j2j3j4...jn|1〉) . . . (|0〉+ e2pii0.jn|1〉) , (2.64)
Por u´ltimo se deben aplicar puertas swap. Estas puertas intercambian los estados entre
dos qubits. Las puertas actuara´n sobre los pares (|φ1(j)〉, |φn(j)〉), (|φ2(j)〉, |φn−1(j)〉), y
ası´ sucesivamente hasta llegar a
(∣∣φn
2
(j)
〉
,
∣∣∣φ n
2+1
(j)
〉)
.
El resultado sera´:
|j1〉 → 1
2
(|0〉+ e2pii0.jn|1〉) ;
|j2〉 → 1
2
(|0〉+ e2pii0.jn−1jn|1〉) ;
...
|jn−1〉 → 1
2
(|0〉+ e2pii0.j2...jn−1jn|1〉) ;
|jn〉 → 1
2
(|0〉+ e2pii0.j1j2...jn−1jn |1〉) , (2.65)
Capı´tulo 2. Conocimientos Previos. 23
produciendo el estado final
1√
2n
(|0〉+ e2pii0.jn|1〉) (|0〉+ e2pii0.jn−1jn|1〉) . . . (|0〉+ e2pii0.j2...jn−1jn|1〉) (|0〉+ e2pii0.j1j2...jn−1jn|1〉) ,
(2.66)
que coincide con la expresio´n (2.51). Adema´s, se demuestra que la QFT es una operacio´n
unitaria, pues todas las operaciones empleadas en la implementacio´n del algoritmo son, a
su vez, unitarias.
La QFT es clave en numerosos algoritmos cua´nticos como el algoritmo de estimacio´n
de fase. En este Trabajo de Fin de Ma´ster, emplearemos la QFT para realizar operaciones
aritme´ticas como la suma o la multiplicacio´n en el dominio transformado.
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Capı´tulo 3
Operaciones Aritme´ticas
En el capı´tulo anterior hemos introducido algunos conceptos ba´sicos sobre la compu-
tacio´n cua´ntica. En este capı´tulo vamos a introducir los circuitos cua´nticos, que es el
modelo seguido para explicar el proceso de computacio´n en un ordenador cua´ntico y con
el que vamos a trabajar para disen˜ar algoritmos que realicen operaciones aritme´ticas.
3.1. Circuitos Cua´nticos.
Figura 3.1: Sumador cla´sico.
El modelo de circuitos cua´nticos es el lenguaje que se utiliza para describir algorit-
mos cua´nticos. Estos son conjuntos de componentes conectados entre sı´ que describen un
proceso computacional [NC10]. Es un concepto ana´logo a representar un proceso compu-
tacional en un ordenador cla´sico mediante un circuito compuesto de puertas lo´gicas como
la puerta AND o la puerta OR.
Los circuitos cua´nticos van a actuar sobre estados. Estos estados estara´n representa-
dos por n qubits que constituira´n las entradas del circuito. El espacio de estados sera´ un
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espacio complejo de Hilbert de dimensio´n 2n. |x〉 sera´ el estado y estara´ representado por
los qubits |x1〉, . . . |xn〉 de tal manera que:
|x〉 = |x1〉 ⊗ |x2〉⊗, . . . ,⊗|xn〉. (3.1)
Si adema´s xi = 0, 1, estos qubits se conocen como estados en la base computacional
[NC10]. A lo largo de este TFM trabajaremos con estados en la base computacional.
|a〉 U U |a〉
Figura 3.2: Puerta cua´ntica.
Una vez que tenemos preparados el conjunto de qubits sobre el que queremos operar,
el siguiente paso es aplicar puertas cua´nticas. En el capı´tulo anterior vimos que las opera-
ciones va´lidas que se pueden aplicar sobre los qubits son aquellas operaciones reversibles
que se pueden describir mediante una matriz unitaria. Representaremos estas operaciones
mediante puertas cua´nticas, como vemos en la imagen 3.2.
Estas puertas estara´n conectadas entre sı´ mediante cables. Los cables no tienen por
que´ corresponderse con cables fı´sicos, sino que pueden representar el paso del tiempo,
o una partı´cula fı´sica como puedan ser los fotones movie´ndose de un punto a otro en el
espacio [NC10].
Por u´ltimo, los circuitos suelen incluir una medida en la base computacional para
extaer informacio´n de los qubits. Pero en este TFM dibujaremos circuitos que no incluyen
esas puertas ya que no son necesarias para explicar el trabajo que se esta´ realizando.
Es importante hacer notar que las puertas cua´nticas tienen que tener al menos tantos
estados de salida como estados de entrada. De no ser ası´, la operacio´n no sera´ reversible.
Por este motivo, algunos algoritmos cla´sicos para realizar operaciones cua´nticas como la
suma no pueden ser trasladados al dominio cua´ntico de forma directa. Si observamos la
figura 3.1, que muestra un sumador con llevada, vemos que este cuenta con tres entradas,
A, B y C y dos salidas A + B y C. Si disen˜a´ramos un circuito cua´ntico con ese nu´mero
de estados de entrada y salida, perderı´amos la informacio´n de uno de los estados y la
operacio´n no se podrı´a revertir.
En cambio, se puede disen˜ar un sumador como el mostrado en la figura 3.3. Este
sumador tiene dos estados de entrada, |a〉 y |b〉, y dos estados de salida, |a〉 y |a+ b〉. Con
esa informacio´n de salida, podremos realizar una operacio´n que nos permita recuperar los
|a〉 y |b〉 originales. Y si queremos calcular la llevada, podemos disen˜ar un circuito como
el mostrado en la figura 3.4, en el que se an˜ade el estado |c〉 para incorporar este te´rmino.
|a〉 ∑ |a〉
|b〉 |a+ b〉
Figura 3.3: Sumador a+ b.
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|a〉 ∑ |a〉|b〉 |a+ b〉
|c〉 |c〉
Figura 3.4: Sumador a+ b.
3.1.1. Sumador Cua´ntico
Teniendo en cuenta las restricciones que se deben observar a la hora de disen˜ar circui-
tos cua´nticos, es necesario crear algoritmos que puedan ejecutar la suma en un ordenador
cua´ntico, habida cuenta que el algoritmo cla´sico no se puede trasladar de forma directa.
Figura 3.5: Sumador [VBE96].
Uno de los primeros esquemas creados para dar respuesta a esta necesidad es el pre-
sentado en [VBE96]. Este esquema suma los nu´meros a y b. Para ello los representa
mediante n qubits |a1〉, . . . , |an〉 y |b1〉, . . . , |bn〉. El esquema calcula primero todos las
llevadas hasta que el u´ltimo bloque calcula el dı´gito ma´s significativo del resultado. Para
ello emplea n qubits |c1〉, . . . , |cn〉. Posteriormente deshace las operaciones y calcula la
suma bit a bit. hace la suma bit a bit del bit menos significativo hasta el bit ma´s significa-
tivo. La figura 3.5 muestra el esquema del sumador. Los bloques con el borde negro a la
izquierda representa la secuencia de puertas que forman el bloque pero en sentido inverso.
Para realizar la suma define dos bloques, un sumador y uno de llevada, compuestas de
puertas de Toffoli y puertas XOR. El esquema del bloque sumador se muestra en la figura
3.6, y el esquema del bloque que calcula la llevada se muestra en 3.7.
El sumador necesita 3n qubits para realizar la suma de dos nu´meros de n bits. Adema´s
el bloque sumador y el bloque de llevada emulan las puertas AND y OR. Es por ello que se
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Bloque Sumador
|ai〉 • |ai〉
|bi〉 • |bi〉
|ci〉 |ai + bi + ci〉
Figura 3.6: Sumador a+ b.
Bloque LLevada
|ci−1〉 • |ci−1〉
|ai〉 • • |ai〉
|bi〉 • • |bi〉
|ci〉 |ai + bi + ci〉
Figura 3.7: Sumador a+ b.
dice que esta´ inspirado en el algoritmo cla´sico, pues intenta emular ese esquema haciendo
uso de las operaciones permitidas en computacio´n cua´ntica.
Pero es posible disen˜ar un circuito que haga uso de operaciones y algoritmos cua´nticos
para calcular la suma. Sobre este circuito basaremos nuestro trabajo, que presentaremos
en los capı´tulos siguientes.
Capı´tulo 4
Sumadores con QFT
Tradicionalmente, los algoritmos para implementar la suma disen˜ados para ordena-
dores cua´nticos siguen los esquemas implementados para ordenadores cla´sicos, con las
correspondientes extensiones que permitan realizar ca´lculos reversibles. Sin embargo, se
pueden disen˜ar algoritmos cua´nticos para implementar operaciones aritme´ticas sin nece-
sidad de copiar el esquema cla´sico del algoritmo.
En [Dra00] se presenta un sumador cua´ntico que hacer uso de la transformada cua´ntica
de Fourier (en adelante, QFT). Este sumador reduce el nu´mero de qubits necesarios para
realizar la suma al no utilizar bits para la llevada. El esquema presentado favorece adema´s
la paralelizacio´n en la ejecucio´n de la suma y permite sumar un nu´mero cla´sico a una
superposicio´n cua´ntica sin codificar el nu´mero cla´sico en un registro cua´ntico.
Partiendo de este esquema, propondremos varias mejoras que incluyen la suma de ma´s
de dos qubits, la suma, la media aritme´tica y la suma ponderada. Adema´s discutiremos la
representacio´n de nu´meros enteros con signo.
4.1. El Sumador QFT.
Comencemos estudiando el sumador QFT propuesto en [Dra00]. El circuito realiza la
suma de dos nu´meros a y b. El esquema ba´sico del sumador se presenta en la figura 4.1.
|b〉 ∑ |b〉
|a〉 QFT |φ(a+ b)〉
Figura 4.1: Sumador QFT.
Como vemos en la figura 4.1, la primera operacio´n que realiza el sumador es la trans-
formada cua´ntica de Fourier (o QFT) de |a〉, que es un estado que contiene la informacio´n
relativa al nu´mero a. Esta operacio´n realiza la transformacio´n:
|a〉 → 1√
N
N−1∑
k=0
e
2piiak
N |k〉, (4.1)
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donde N = 2n y n es el nu´mero de qubits que codifican el estado |a〉. El resultado es
la QFT codifica el nu´mero en los desfases entre los te´rminos |k〉. El segundo bloque,
representado por
∑
, es el bloque sumador. El bloque esta´ compuesto por varias puertas
de rotacio´n de fase controladas por el estado |b〉, que codifica la informacio´n relativa a b.
El resultado es que an˜ade una fase a la QFT del estado |a〉 de la siguiente forma:
|a〉 → 1√
N
N−1∑
k=0
e
2piiak
N e
2piibk
N |k〉 = 1√
N
N−1∑
k=0
e
2pii(a+b)·k
N |k〉. (4.2)
Es decir, realizamos la suma a + b y la codificamos como desfases entre los te´rminos
|k〉. Tras este proceso bastarı´a realizar la QFT−1 de este resultado y obtendrı´amos la suma
a + b. El esquema emplea n qubits para representar a y otros n para representar b a la
entrada del circuito. A la salida del circuito, n qubits reprentara´n el nu´mero b y otros n
qubits representara´n la suma a+ b. Es decir, para sumar dos nu´meros de n bits utiliza 2n
qubits y no emplea ningu´n qubit para almacenar la llevada.
Si a + b ≤ N , al realizar la transformada cua´ntica de Fourier inversa o QFT−1 recu-
peramos la suma a+ b, pero si a+ b > N , la diferencia a+ b−N genera en el estado la
misma fase que a+ b, por tanto, no se puede distinguir entre a+ b y a+ b−N y se pierde
informacio´n. Ası´ que a la hora de recuperar la informacio´n de la suma a + b, en realidad
que obtenemos la suma mo´dulo N . Veremos co´mo extender el esquema para obtener la
suma.
En las siguientes subsecciones se mostrara´ co´mo construir la QFT y el bloque suma-
dor.
4.1.1. Bloque QFT
En esta seccio´n vamos a explicar co´mo construir el bloque QFT. Partimos del algo-
ritmo presentado en el capı´tulo 2. Ya sabemos que el algoritmo, aplicado sobre el estado
|a〉, realiza la transformacio´n:
|a〉 → 1
2
n
2
2n−1∑
k=0
e2piiak/2
n|k〉, (4.3)
y que operando sobre esta expresio´n como se muestra en las ecuaciones (2.46)-(2.49) se
puede transformar en:
1
2
n
2
n⊗
l=1
[
|0〉+ e2pii a2l |1〉
]
. (4.4)
Como vemos, la fase de |1〉 contiene al nu´mero a dividido por el te´rmino 2l. Recorde-
mos que la conversio´n al sistema decimal de nu´meros binarios fraccionarios viene dada
por la expresio´n:
(0.a1a2 . . . an)2 = (a1 · 2−1 + a2 · 2−2 + . . .+ an · 2−n)10, (4.5)
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donde el subı´ndice 2 indica la expansio´n del nu´mero en el sistema binario, mientras que el
subı´ndice 10 indica la expansio´n del nu´mero en el sistema decimal. Por tanto, la expresio´n
(4.4) se puede reescribir como:
|a〉 → (|0〉+ e
2pii0.an|1〉) (|0〉+ e2pii0.anan−1 |1〉) . . . (|0〉+ e2pii0.a1a2...an|1〉)
2
n
2
. (4.6)
Si llamamos
|φk(a)〉 = 1√
2
(
|0〉+ e 2piia2k |1〉
)
, (4.7)
la expresio´n (4.6) se puede factorizar segu´n [Dra00]:
2n−1∑
k=0
e2piiak/2
n|k〉 = |φ1(a)〉 ⊗ |φ2(a)〉 ⊗ . . .⊗ |φn−1(a)〉 ⊗ |φn(a)〉. (4.8)
|a1〉 H R2 Rn−1 Rn |φ1(a)〉
|a2〉 • H Rn−2 Rn−1 |φ2(a)〉
...
...
|an−1〉 • • H R2 |φn−1(a)〉
|an〉 • • • H |φn(a)〉
Figura 4.2: Transformada Cua´ntica de Fourier.
A partir de la expresio´n (4.6) podemos construir un circuito cua´ntico que realice la
QFT. Este circuito se muestra en la figura 4.2. Para construir el esquema trabajamos con
la expansio´n binaria de a, es decir, con a1, a2, . . . , an, de tal manera que:
a = a1 · 20 + a2 · 21 + . . .+ an−1 · 22n−2 + an · 22n−1. (4.9)
Empleando la expansio´n binaria de a, el estado |a〉 que codifica la informacio´n relativa
a a se puede describir segu´n:
|a〉 = |a1〉 ⊗ |a2〉 ⊗ . . .⊗ |an−1〉 ⊗ |an〉, (4.10)
es decir, se representa como el producto tensorial de los qubits |a1〉, . . . , |an〉.
Una vez que tenemos codificada la informacio´n en qubits, procedemos a construir
el circuito. El primer paso es aplicar una puerta de Hadamard al qubit |a1〉. Esta puerta
realizara´ la transformacio´n:
|a1〉 → 1√
2
(
|0〉+ e 2piia121 |1〉
)
=
1√
2
(|0〉+ e2pii0.a1|1〉) , (4.11)
de forma que si a1 = 0, el qubit se transforma en 1/
√
2(|0〉+|1〉) y si a1 = 0, se transforma
en 1/
√
2(|0〉 − |1〉). A continuacio´n se aplica una puerta de rotacio´n R2 controlada por
|a2〉. La puerta de rotacio´n de fase general controlada por |ak〉 se define segu´n
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Rk =
[
1 0
0 e
2pii
2k
]
(4.12)
y el resultado es que an˜ade una fase relativa del tipo e
2piiak
2k . Es decir, transforma el qubit
de la siguiente manera:
|a1〉 → 1√
2
(
|0〉+ e 2piia121 e 2piia222 |1〉
)
=
1√
2
(|0〉+ e2pii0.a1e2pii0.0a2|1〉)
=
1√
2
(|0〉+ e2pii(0.a1+0.0a2)|1〉)
=
1√
2
(|0〉+ e2pii0.a1a2|1〉) . (4.13)
A continuacio´n se aplica la puerta R3 controlada por |a3〉, que transforma al qubit
segu´n:
|a1〉 → 1√
2
(
|0〉+ e 2piia121 e 2piia222 e 2piia323 |1〉
)
=
1√
2
(|0〉+ e2pii0.a1e2pii0.0a2e2pii0.00a3|1〉)
=
1√
2
(|0〉+ e2pii(0.a1+0.0a2+0.00a3)|1〉)
=
1√
2
(|0〉+ e2pii0.a1a2a3|1〉) . (4.14)
Procedemos de igual manera hasta llegar a la puerta Rn controlada por |an〉. El resul-
tado final sera´:
|a1〉 → 1√
2
(|0〉+ e2pii0.a1a2a3...an|1〉) . (4.15)
De acuerdo con la expresio´n (4.7, podemos reescribir la expresio´n (4.17) segu´n:
|a1〉 → |φ1(a)〉. (4.16)
Ahora procedemos de igual manera con |a2〉. Primero aplicamos una puerta Hada-
mard, que transforma al qubit segu´n 1/
√
2
(
|0〉+ e 2piia221 |1〉
)
. A continuacio´n aplicamos
la puerta R2 controlado por |a3〉, despue´s la puerta R3 controlada por |a4〉, y ası´ hasta
llegar a la puerta Rn−1 controlada por |an〉. El resultado sera´:
|a2〉 → 1√
2
(|0〉+ e2pii0.a2a2a3...an|1〉) = |φ2(a)〉. (4.17)
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Realizamos el mismo proceso con el resto de los qubits, hasta llegar a |an〉 sobre el
que solo actu´a una puerta de Hadamard, por ser el u´ltimo qubit. El resultado sera´:
|an〉 → 1√
2
(|0〉+ e2pii0.an|1〉) = |φn(a)〉. (4.18)
El u´ltimo paso, que no se muestra en la figura 4.2 es aplicar puertas swap, que in-
tercambian el estado entre dos qubits. Estas puertas se aplican entre (|φ1(a)〉, |φn(a)〉),
(|φ2(a)〉, |φn−1(a)〉), . . .,
(∣∣φn
2
(a)
〉
,
∣∣∣φ n
2+1
(a)
〉)
. El resultado es:
|a1〉 → 1√
2
(|0〉+ e2pii0.an|1〉) ;
|a2〉 → 1√
2
(|0〉+ e2pii0.an−1an|1〉) ;
...
|an−1〉 → 1√
2
(|0〉+ e2pii0.a2...an−1an|1〉) ;
|an〉 → 1√
2
(|0〉+ e2pii0.a1a2...an−1an|1〉) ; (4.19)
El estado |a〉 quedara´ transformado segu´n:
|a〉 → |φ(a)〉
= |φ1(a)〉 ⊗ |φ2(a)〉 ⊗ . . .⊗ |φn(a)〉
=
(|0〉+ e2pii0.an|1〉) (|0〉+ e2pii0.an−1an|1〉) . . . (|0〉+ e2pii0.a2...an−1an|1〉) (|0〉+ e2pii0.a1a2...an−1an|1〉)
2
n
2
.
(4.20)
4.1.2. Bloque sumador
El segundo bloque que compone el sumador QFT es, precisamente, el bloque sumador.
Este bloque va a continuacio´n del bloque QFT y, en esencia, an˜ade una fase del tipo e
2piib
2n
a la QFT del estado |a〉:
|a〉 → 1√
2n
N−1∑
k=0
e
2piiak
2n e
2piibk
2n |k〉
=
1√
2n
N−1∑
k=0
e
2pii(a+b)·k
2n |k〉. (4.21)
Para construir el bloque es necesario trabajar con la expansio´n binaria de b, b1, b2, . . . bn,
de tal manera que:
b = b1 · 20 + b2 · 21 + . . .+ bn−1 · 22n−2 + bn · 22n−1. (4.22)
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El estado |b〉, que codifica la informacio´n relativa a b se puede describir segu´n:
|b〉 = |b1〉 ⊗ |b2〉 ⊗ . . .⊗ |bn−1〉 ⊗ |bn〉. (4.23)
El bloque sumador se construye empleando una serie de puertas de rotacio´n de fase
controladas por los qubits |b1〉, . . . , |bn〉, como se muestra en la figura 4.3. La puerta de
rotacio´n de fase controlada se construye de acuerdo con la expresio´n 4.12. Estas matrices
son conmutativas entre sı´ [Dra00].
Las puertas se deben elegir de tal manera que se cumpla la siguiente expresio´n:
|a〉 → 1√
2n
2n−1∑
k=0
e
2pii(a+b)·k
2n |k〉 =
=
1√
2n
2n−1∑
k=0
e
2pii
2n
2n−j(aj+bj)
n∑
s=1
ks2n−s|k〉. (4.24)
Esto implica que para cada ks, que representa a φ1,. . ., φn, tenemos que elegir puertas
de rotacio´n de fase que introduzcan la fase:
e
2pii
2n
2n−j2n−s(aj+bj)·ks = e
2pii
2j+s−n (aj+bj)·ks , (4.25)
es decir, deben introducir la fase e
2pii
2j+s−n , por lo que las puertas de rotacio´n de fase a
utilizar son Rk = Rj+s−n.
|b1〉 • |b1〉
|b2〉 • • |b2〉... ...|bn−1〉 • • • |bn−1〉
|bn〉 • • • • |bn〉
|φn(a)〉 R1 R2 Rn−1 Rn |φn(a+ b)〉
|φn−1(a)〉 R1 Rn−2 Rn−1 |φn−1(a+ b)〉
...
...
|φ2(a)〉 R1 R2 |φ2(a+ b)〉
|φ1(a)〉 R1 |φ1(a+ b)〉
Figura 4.3: Suma de dos qubits.
Para ver co´mo actu´an estas puertas, comenzaremos analizando que´ sucede al aplicar
las rotaciones condicionales de fase sobre |φn(a)〉. Las puertas que actu´an sobre este qubit
son las puertas R1+n−n = R1 controlada por |b1〉, R2+n−n = R2 controlada por |b2〉
y ası´ sucesivamente hasta llegar a la puerta Rn+n−n = Rn, controlada por |bn〉, como
vemos en el esquema 4.3.
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La puerta de rotacio´n de fase R1 controlada por |b1〉 realiza la siguiente operacio´n:
|φn(a)〉 → 1√
2
(|0〉+ e2pii(a121 +a222 +...+
an−1
2n−1 +
an
2n
+
b1
21
)|1〉). (4.26)
O lo que es lo mismo:
|φn(a)〉 → 1√
2
(|0〉+ e2pii(0.a1a2...an+0.b1)|1〉). (4.27)
La siguiente puerta empleada es una rotacio´n de faseR2 controlada por |b2〉, que actu´a
de la siguiente manera:
|φn(a)〉 → 1√
2
(|0〉+ e2pii(0.a1a2...an+0.b1b2)|1〉). (4.28)
Se continu´a aplicando rotaciones de fase controladas hasta llegar a la puerta Rn con-
trolada por |bn〉, y obtendremos como resultado:
|φn(a)〉 → 1√
2
(|0〉+ e2pii(0.a1a2...an+0.b1b2...bn)|1〉) = |φn(a+ b)〉. (4.29)
Con |an−1〉 se realiza el mismo proceso. Las puertas que actu´an sobre este qubit son
R1+(n−1)−n = R0 controlada por |b1〉, R2+(n−1)−n = R1 controlada por |b2〉 y ası´ hasta la
puerta Rn+(n−1)−n = Rn−1 controlada por |bn〉. Como R0 introduce la fase e2pii = 1, esta
deja al qubit sin alterar y en la pra´ctica no se incluye en el circuito, de ahı´ que no aparezca
en la figura 4.3. Sucedera´ lo mismo cada vez que la puerta introduzca una fase del tipo
e
2pii
2k donde k ≤ 0.
Tras aplicar la transformada cua´ntica de Fourier, |a2〉 queda transformado segu´n:
|a2〉 → 1√
2
(|0〉+ e2pii0.a2a3...an|1〉) = |φn−1(a)〉. (4.30)
Posteriormente se aplican las puertas de rotacio´n de fase controladas por b2, b3, . . . , bn.
El resultado sera´:
|φn−1(a)〉 → 1√
2
(|0〉+ e2pii(a221 +a322 +...+
an−1
2n−2 +
an
2n−1+
b2
21
)|1〉)
→ 1√
2
(|0〉+ e2pii(a221 +a322 +...+
an−1
2n−2 +
an
2n−1+
b2
21
+
b3
22
)|1〉)
→ 1√
2
(|0〉+ e2pii
(
a2
21
+
a3
22
+...+
an−1
2n−2 +
an
2n−1+
b2
21
+
b3
22
+...+
bn−1
2n−2+
bn
2n−1
)
|1〉)
=
1√
2
(|0〉+ e2pii(0.a2a3...an−1an+b2b3...bn−1bn)|1〉) = |φ2(a+ b)〉. (4.31)
El sumador lleva a cabo el mismo procedimiento con |φn−2(a)〉. . . |φ1(a)〉, de forma
que a la salida se obtienen los estados |φn−2(a+ b)〉. . . |φ1(a+ b)〉. Tras ello bastarı´a rea-
lizar una transformada cua´ntica de Fourier inversa y obtendrı´amos como resultado la suma
|a+ b〉.
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El nu´mero de puertas cua´nticas que necesitaremos para implementar el esquema es el
siguiente:
T. Hadamard Rotaciones de fase
QFT n n(n−1)
2
QFT−1 n n(n−1)
2
Suma 0 n(n+1)
2
Total 2n 3n
2−n
2
Tabla 4.1: Nu´mero de puertas necesarias para implementar el sumador cua´ntico con QFT.
Una vez analizado el funcionamiento del sumador con QFT, pasaremos a estudiar
co´mo se puede ampliar este esquema para implementar sumas de ma´s de dos nu´meros.
4.2. Sumador Cua´ntico de ma´s de dos Nu´meros.
A partir del esquema propuesto en [Dra00] se puede realizar de manera sencilla una
extensio´n para calcular sumas de ma´s de dos nu´meros. Por ejemplo, si deseamos sumar k
qubits |a〉+ |b1〉+ . . .+ |bk−1〉, bastarı´a con realizar la transformada cua´ntica de Fourier
de uno de los estados, por ejemplo |a〉 como en el esquema de [Dra00] y aplicar sobre el
estado transformado rotadores de fase condicionales que vengan controlados por el resto
de estados que se desean sumar, en un proceso similar al descrito en el apartado anterior,
de tal manera que:
|a〉 → 1√
2n
2n−1∑
k=0
e
2piiak
2n e
2piik
∑
bi
2n |k〉 = 1√
2n
2n−1∑
k=0
e
2pii(a+
∑
bi)·k
2n |k〉. (4.32)
El esquema propuesto se muestra en la figura 4.4.∣∣b(M−1),1〉 • ∣∣b(M−1),1〉... ...∣∣b(M−1),n〉 • • ∣∣b(M−1),n〉... ...|b1,1〉 • |b1,1〉... ...|b1,n〉 • • |b1,n〉
|φn(a)〉 R1 Rn R1 Rn |φn (a+ b1 + . . .+ bM−1)〉
...
...
|φ1(a)〉 R1 R1 |φ1 (a+ b1 + . . .+ bM−1)〉
Figura 4.4: Sumador de k nu´meros.
Cada nuevo estado |x〉 representado mediante la expansio´n binaria |x1x2 . . . xn−1xn〉
necesitarı´a n(n+ 1)/2 nuevas puertas de rotacio´n controlada de fase, por lo que si a |a〉 le
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sumamos k − 1 nu´meros representados por n dı´gitos binarios, el nu´mero total de puertas
de rotacio´n de fase necesarios para implementar el bloque sumador vendra´ dado por la
expresio´n:
(k − 1)n(n+ 1)
2
, (4.33)
mientras que seguiremos necesitando n transformadas de Hadamard y n(n − 1)/2 rota-
dores de fase para implementar la QFT y el mismo nu´mero de puertas para construir la
QFT−1.
Una vez visto como ampliar el esquema para sumar ma´s de dos qubits, discutiremos
co´mo modificar el sumador para que realice operaciones de suma con llevada.
4.3. Suma Aritme´tica.
<
=
000
001
010
011
100
101
110
111
Figura 4.5: Suma empleando el esquema [Dra00].
El sumador QFT que hemos presentado lleva a cabo, en realidad, la suma mo´dulo N ,
donde N = 2n y n el nu´mero de dı´gitos que componen la expansio´n binaria de a y b. Es
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decir, estamos realizando la operacio´n:
1√
2n
2n−1∑
k=0
e
2pii(a+b)·k
2n |k〉. (4.34)
El resultado que se recupera en caso de que a + b ≤ N es, precisamente, la suma de
ambos te´rminos. Pero si a+ b > N , el resultado que se recupera es a+ b mo´d N .
Veamos un ejemplo nume´rico en la siguiente seccio´n.
4.3.1. Suma mo´dulo N
Supongamos que queremos sumar los nu´meros a = 2 y b = 7. Para ello utilizamos la
expansio´n binaria de n = 3 bits, con N = 23 = 8, de manera que
N = 1000;
a = 010;
b = 111. (4.35)
El sumador deberı´a realizar la operacio´n:
010
+ 111
1001
(4.36)
En cambio, lo que obtenemos es 1001 − 1000 = 001 = 1, en lugar de 9. Es decir,
obtenemos la suma mo´dulo N .
La figura 4.5 representa en el plano complejo los nu´meros todos los nu´meros binarios
de tres bits, incluidos a = 010 y b = 111. La secuencia que representamos comienza
en 000 y se incrementa en una unidad hasta llegar a 111. A partir de este nu´mero, la se-
cuencia se repite. Es decir, donde deberı´a estar representado 1000 tenemos 000, donde
deberı´a encontrarse 1001 se encuentra en realidad 001 y ası´ sucesivamente. Esta secuen-
cia esta´ representada sobre una circunferencia en el plano complejo, y para incrementar
cada nu´mero en una unidad, basta con dar un salto en sentido antihorario. Si queremos
incrementar 111 en dos unidades, deberemos dar dos saltos en la circunferencia en sentido
antihorario. Deberı´amos llegar a 1001, pero como la circunferencia so´lo representa hasta
111 y despue´s se repite la secuencia, el resultado obtenido es 001.
4.4. Extensio´n del esquema
Para implementar la suma con llevada, se puede extender el esquema an˜adiendo un
qubit adicional, que en este caso sera´ |0〉. La solucio´n es ana´loga a las empleadas en
los procesadores cla´sicos en los que, para almacenar la llevada y prevenir problemas de
desbordamiento, se an˜aden bits adicionales.
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El esquema realizara´ la transformada cua´ntica de Fourier de |0a1a2 . . . an〉 como se
muestra en la figura 4.6. Como vemos, es equivalente a representar a con n + 1 bits y en
realidad estaremos haciendo la QFT de n+ 1 qubits que dara´ como resultado:
|a〉 → 1√
2n+1
2n+1−1∑
k=0
e
2piia·k
2n+1 |k〉 =
=
1√
2N
2N−1∑
k=0
e
2piia·k
2N |k〉, (4.37)
donde N = 2n. Por tanto, las puertas de rotacio´n de fase realizara´n la operacio´n:
1√
2n+1
2n+1−1∑
k=0
e
2pii
2n−1 2
n−j(aj+bj)
n∑
s=1
ks2n−s|k〉, (4.38)
y estaremos haciendo la suma mo´dulo 2n+1 = 2N . La fase que deben introducir las
puertas de rotacio´n es:
e
2pii
2n+1
(aj+bj)·ks·2(n−j)+(n+1−s) = e2pii(aj+bj)·ks·2
2n−j−s+1−n−1
= e
2pii
2j+s−n . (4.39)
La puerta de rotacio´n de fase que aplicaremos sera´:
Rk′ =
[
1 0
0 e
2pii
2k
′
]
=
[
1 0
0 e
2pii
2k+1
]
=
[
1 0
0 e
2pii
22k
]
, (4.40)
y las puertas vendra´n dadas por Rj+s−n. El esquema del bloque sumador resultante se
muestra en la figura 4.7.
Veamos que´ ocurre matema´ticamente. La transformada de Hadamard convierte |0〉 en
1√
2
(|0〉 + |1〉), que tambie´n se puede escribir como 1√
2
(|0〉 + e 2pii02 |1〉). Posteriormente
se aplica una puerta de rotacio´n de fase R2 controlada por |a1〉, que tendra´ el siguiente
resultado:
|0〉 → 1√
2
(
|0〉+ e 2pii02 |1〉
)
→ 1√
2
(
|0〉+ e2pii( 02+a122 )|1〉
)
=
1√
2
(
|0〉+ e2pii( 02+ a12·21 )|1〉
)
. (4.41)
Tras aplicar todas las puertas de rotacio´n de fase, el resultado sera´:
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|0〉 → 1√
2
(
|0〉+ e 2pii02 |1〉
)
→ 1√
2
(
|0〉+ e2pii( 02+a122 +...+
an−1
2n
+ an
2n+1
)|1〉
)
=
1√
2
(
|0〉+ e2pii( 02+ a12·21+...+
an−1
2·2n−1+
an
2·2n )|1〉
)
=
1√
2
(|0〉+ e2pii0.0a1...an−1an|1〉) = |φ1(a)〉. (4.42)
|0〉 H R2 Rn Rn+1 |φ1(a)〉
|a1〉 • H Rn−1 Rn |φ2(a)〉
...
...
|an−1〉 • • H R2 |φn(a)〉
|an〉 • • • H |φn+1(a)〉
Figura 4.6: Transformada Cua´ntica de Fourier de |0a1 . . . an〉.
De nuevo, aunque no se muestra en la figura 4.6, se aplican al final del circuito puertas
swap, de forma que el resultado sera´:
|φ1(a)〉 = 1
2
(|0〉+ e2pii0.an|1〉) ;
...
|φn+1(a)〉 = 1√
2
(|0〉+ e2pii0.0a1...an|1〉) . (4.43)
A continuacio´n implementamos el bloque sumador. Para ello aplicamos las puertas de
rotacio´n de fase controladas por |b1〉 . . . |bn〉. El resultado sera´:
|0〉 → |φn+1(a)〉
→ 1√
2
(
|0〉+ e2pii( 02+ a1221+...+ an22n+ b1221 )|1〉
)
→ 1√
2
(
|0〉+ e2pii( 02+ a1221+...+ an22n++ b1221+...+ bn22n )|1〉
)
=
1√
2
(|0〉+ e2pii(0.0a1...an+0.0b1...bn)|1〉) . (4.44)
De esta manera estaremos implementando la suma mo´dulo 2N que, para sumar dos
nu´meros a y b, utiliza un qubit adicional para almacenar la llevada.
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|b1〉 • • |b1〉
|b2〉 • • |b2〉... ...|bn−1〉 • • • |bn−1〉
|bn〉 • • • • |bn〉
|φn+1(a)〉 R2 R3 Rn Rn + 1 |φn+1(a+ b)〉
|φn(a)〉 R1 R2 Rn−1 Rn |φn(a+ b)〉
...
...
|φ2(a)〉 R1 R2 |φ2(a+ b)〉
|φ1(a)〉 R1 |φ1(a+ b)〉
Figura 4.7: Suma con llevada.
4.4.1. Ejemplo de suma con llevada
En el ejemplo presentado en la subseccio´n 4.3.1 sumamos a = 2 y b = 7 empleando
la expansio´n binaria de n = 3 dı´gitos. El resultado es el nu´mero 1001, pero seguimos
trabajando con la expansio´n binaria de tres dı´gitos, por lo que el resultado recuperado
sera´ 001.
Para resolver el problema, podemos hacer la suma mo´dulo 2N . Puesto que N = 2n,
2N = 2 · 2n = 2n+1, por lo que trabajamos con nu´meros cuya expansio´n binaria sera´ de
n+ 1 = 4 dı´gitos. Con ello podremos recuperar el nu´mero 1001. Podemos ver una repre-
sentacio´n gra´fica en la figura 4.8
En este caso representamos la secuencia de 0000 a 1111. El nu´mero 010 se puede re-
presentar como 0010, mientras que 111 se puede representar como 0111. Como queremos
incrementar 0111 en dos unidades, so´lo tenemos que saltar dos posiciones en la circunfe-
rencia desde este nu´mero en sentido antihorario. El resultado es 1001, que en decimal se
corresponde con 9, el resultado que deseamos recuperar.
4.4.2. Nu´mero de puertas
El nu´mero de qubits que tendremos que an˜adir para almacenar la llevada depen-
dera´ tanto de la cantidad de nu´meros que se van a sumar como del taman˜o n de los
mismos.
En caso de sumar dos nu´meros de n bits, basta con an˜adir un bit ma´s para dejar espacio
para almacenar la llevada. El resultado final tendra´ un taman˜o de n + 1 dı´gitos binarios.
Por tanto el esquema an˜adira´ un qubit ma´s para almacenar la llevada, haciendo la QFT de
n+ 1 qubits |0〉, |a1〉, . . . , |an〉.
Cuando se trabaja con dos nu´meros a y b de expansiones binarias de n ym dı´gitos res-
pectivamente, con n 6= m, el riesgo es que se produzca un desbordamiento con respecto al
nu´mero de mayor taman˜o. Para prevenir dicho riesgo, basta con an˜adir un bit ma´s con res-
pecto al nu´mero de mayor taman˜o. El resultado final estara´ compuesto pormax(m,n)+1
dı´gitos binarios. En nuestro esquema supone hacer la QFT max(m,n) + 1 qubits, de los
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1111
Figura 4.8: Representacio´n gra´fica de la suma con llevada.
cuales uno sera´ |0〉, mientras que los restantes codificara´n al nu´mero de representacio´n
binaria de mayor taman˜o.
Por u´ltimo hay que definir el nu´mero de qubits necesarios para almacenar la suma de
k enteros representados por n bits. El nu´mero de bits que compondra´n el resultado final
sera´:
log2(k · 2n) = log2(k) + log2(2n) = log2(k) + n. (4.45)
Puesto que inicialmente los nu´meros venı´an representados con n dı´gitos binarios, el
nu´mero de qubits necesarios para almacenar la llevada sera´:
log2(k) + n− n = log2(k). (4.46)
Como la expresio´n 4.46 no siempre dara´ como resultado un nu´mero entero, eligiendo
dlog2(k)e qubits se garantizara´ habilitar espacio suficiente para almacenar la llevada.
Modificar el sumador con QFT para que realice la suma con llevada de k nu´meros
supone un incremento de las puertas necesarias para implementar el circuito, debido a que
se opera con ma´s qubits en el dominio transformado y a que se suma una cantidad mayor
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de nu´meros. A continuacio´n veremos el nu´mero de puertas necesarias para implementar
el sumador teniendo en cuenta que:
Se implementa la suma a+ b1 + . . .+ bk−1, es decir, se suman k nu´meros.
Tanto a como los distintos bi vienen representados por n dı´gitos binarios como hasta
ahora.
Se an˜aden dlog2(k)e qubits para almacenar la llevada, que hay que llevar al dominio
transformado.
Puesto que el nu´mero de qubits a transformar es dlog2(k)e + n, el nu´mero de puertas
necesarias para implementar la QFT y la QFT−1 sera´:
2 (dlog2(k)e+ n) + (dlog2(k)e+ n) (dlog2(k)e+ n− 1), (4.47)
como se muestra en la tabla 4.2.
T. Hadamard Rotaciones de fase
QFT dlog2(k)e+ n (dlog2(k)e+n)(dlog2(k)e+n−1)2
QFT−1 dlog2(k)e+ n (dlog2(k)e+n)(dlog2(k)e+n−1)2
Total 2 (dlog2(k)e+ n) (dlog2(k)e+ n) (dlog2(k)e+ n− 1)
Tabla 4.2: Nu´mero de puertas para implementar la suma con llevada de k qubits.
El nu´mero de rotaciones de fase necesarias para sumar los k − 1 nu´meros restantes
sera´ el siguiente:
(k − 1)(n+ 1)n
2
+ n(k − 1) dlog2(k)e . (4.48)
Donde (k−1)(n+1)n
2
es el nu´mero de puertas de rotacio´n de fase que suman los distintos
|bi〉 a |a〉. Adema´s se an˜ade el te´rmino n(k − 1) dlog2(k)e que suman |bm〉 a los qubits
que almacenan la llevada. Como resultado, el nu´mero final de puertas necesarias para
implementar el sumador QFT para k qubits, es decir, para sumar a+
k−1∑
i=1
bi con dlog2(k)e
qubits de llevada es:
n2
k + 1
2
+ n
[
k + 1
2
+ (k + 1) dlog2(k)e
]
+ dlog2(k)e2 + dlog2(k)e . (4.49)
Podemos comparar el nu´mero de puertas necesario para implementar el sumador con
QFT y para implementar el sumador que emula el esquema cla´sico de la suma con llevada
presentado en [VBE96].
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El esquema realiza la suma con llevada de dos nu´meros a y b. De nuevo, se recurre
a la representacio´n binaria de dichos nu´meros, es decir, a1 . . . an y b1 . . . bn y adema´s se
incluye el bit de llevada para cada suma elemental, representado por c1 . . . cn. En cada
bit se calcula primero el bit de llevada que se empleara´ para realizar la suma de los bits
siguientes. Posteriormente, se deshace esta operacio´n y se realiza la suma. En total, el
esquema utiliza cuatro puertas de Toffoli y cuatro puertas XOR controladas, es decir,
ocho puertas, para implementar la suma de cada par de bits menos significativos. Para
sumar el par de bits ma´s significativos, emplea dos puertas de Toffoli y cuatro puertas
XOR controladas, es decir, un total de seis puertas. El nu´mero total de puertas en funcio´n
de n y de k sera´:
(k − 1)[(n− 1)8 + 6], (4.50)
Veamos en que´ casos el sumador QFT se implementa con menos puertas que el suma-
dor con llevada que emula el esquema cla´sico. Se tiene que cumplir que (4.49)<(4.50). Si
resolvemos n en funcio´n de k, esta condicio´n se traduce en que:
n2
k + 1
2
+n
[
k + 1
2
+ (k + 1) dlog2(k)e
]
+dlog2(k)e2+dlog2(k)e−(k−1)[(n−1)8+6] < 0.
(4.51)
Resolviendo, obtenemos que las raı´ces de esta expresio´n vienen dadas por:
n =
15k − 2(k − 1)dlog2(k)e − 17
2(k + 1)
±
±
√
4(k2 − 1)dlog2(k)e2 − 60(k − 1)2dlog2(k)e+ 209k2 − 510k + 305
2(k + 1)
.
(4.52)
En general, las soluciones de estas expresiones son o bien nu´meros imaginarios o
bien resultan en n < 1, lo cual no es un resultado posible. Por tanto, el sumador QFT
requerira´ un nu´mero mayor o igual de puertas que el sumador cla´sico.
El sumador QFT no es ma´s eficiente en te´rminos de nu´mero de puertas que el sumador
que emula el esquema cla´sico. Sin embargo, permite implementar operaciones que con
el sumador cla´sico no se pueden realizar de forma directa, como la media o la suma
ponderada. En el siguiente apartado discutiremos como implementar estas operaciones
con el sumador QFT.
4.5. Media y Suma Ponderada
Implementar la suma mediante la QFT y rotaciones condicionales de fase nos ofrece
como ventaja poder variar el factor por el que va a rotar la fase, ofrecie´ndonos la posibili-
dad de implementar otras operaciones aparte de la suma.
Supongamos que queremos operar con M nu´meros, a, b1, b2, . . . , bM−1, representados
por n dı´gitos binarios cada uno. Realizamos la transformada cua´ntica de Fourier de n
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|a1〉 • |a1〉
|a2〉 • • |a2〉
...
...|an〉 • • • |an〉
...
...∣∣b(M−1),1〉 • ∣∣b(M−1),1〉∣∣b(M−1),2〉 • • ∣∣b(M−1),2〉
...
...∣∣b(M−1),n〉 • • • ∣∣b(M−1),n〉
|φn(0)〉 R 1M ,1 R 1M ,2 R 1M ,n R 1M ,1 R 1M ,2 R 1M ,n
∣∣∣φn (a+...+bM−1M )〉
|φn−1(0)〉 R 1M ,1 R 1M ,n−1 R 1M ,1 R 1M ,n−1
∣∣∣φn−1 (a+...+bM−1M )〉
...
...
|φ1(0)〉 R 1M ,1 R 1M ,1
∣∣∣φ1 (a+...+bM−1M )〉
Figura 4.9: Media de M nu´meros.
qubits |0〉, que se transformara´n en los estados |φ1(0)〉 . . . |φn(0)〉, donde:
|φ1(0)〉 = 1√
2
(|0〉+ e2pii0.0n|1〉) ;
|φ2(0)〉 = 1√
2
(|0〉+ e2pii0.0n.0n+1 |1〉) ;
...
|φn−1(0)〉 = 1√
2
(|0〉+ e2pii0.0203...0n0n+1|1〉) ;
|φn(0)〉 = 1√
2
(|0〉+ e2pii0.0102...0n0n+1|1〉) . (4.53)
A continuacio´n disen˜amos la puerta de rotacio´n de fase general controlada:
R 1
M
,k =
[
1 0
0 e
2pii
M2k
]
(4.54)
y la aplicamos a |φ1(0)〉 . . . |φn+1(0)〉 siguiendo el esquema mostrado en la figura 4.9, es
decir, aplicamos dichas puertas controladas por |a1〉 . . . |an〉 y |b1〉 . . . |bn〉. El resultado
obtenido sera´:
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|φ1(0)〉 → 1√
2
(
|0〉+ e2pii
(
an
M21
+
b1,n
M21
+...+
bM−1,n
M21
)
|1〉
)
→ 1√
2
(
|0〉+ e2pii
0.an+...+0b1,n+0.b(M−1),n
M |1〉
)
→
∣∣∣∣φ1(a+ b1 + . . .+ bM−1M
)〉
;
... (4.55)
|φn−1(0)〉 → 1√
2
(
|0〉+ e2pii
(
a2
M21
+...+ an
M2n−1+
b1,2
M21
+...+
b1,n
M2n−1+...+
b(M−1),2
M21
+...+
b(M−1),n
M2n−1
)
|1〉
)
→ 1√
2
(
|0〉+ e2pii
0.a2...an+0.b1,2...b1,n+...+0.b(M−1),2...b(M−1),n
M |1〉
)
→
∣∣∣∣φ2(a+ b1 + . . .+ bM−1M
)〉
; (4.56)
|φn(0)〉 → 1√
2
(
|0〉+ e2pii
(
a1
M21
+...+ an
M2n
+
b1,1
M21
+...+
b1,n
M2n
+...+
bm−1,1
M21
+...+
bM−1,n
M2n
)
|1〉
)
→ 1√
2
(
|0〉+ e2pii
0.a1...an+0.b1,1...b1,n+...+0.b(M−1),1...b(M−1),n
M |1〉
)
→
∣∣∣∣φn(a+ b1 + . . .+ bM−1M
)〉
. (4.57)
Es decir, habremos calculado la media de los M qubits |a〉, |b1〉, . . . , |bM−1〉. La media
no requiere qubits auxiliares para dejar espacio para la llevada, puesto que el resultado se
va a encontrar entre 0 y 2n − 1.
Podemos realizar un procedimiento similar para modificar las puertas de rotacio´n de
fase controladas para que, en lugar de calcular la media, calculen la suma ponderada∑
i
δi|xi〉. Basta con disen˜ar puertas de rotacio´n de fase de este tipo:
Rδik =
[
1 0
0 eδi
2pii
2k
]
, (4.58)
donde δi representa el peso por el que queremos multiplicar el qubit. Suponiendo
que queremos sumar δ1|a〉 + δ2|b1〉 + . . . + δM |bM−1〉 habremos de seguir un proce-
dimiento similar al mostrado para calcular la media de M nu´meros. Primero realizare-
mos la transformada cua´ntica de Fourier de |0〉 y posteriormente le sumaremos los qubits
|a〉, |b1〉, . . . , |bM−1〉 empleando las puertas de rotacio´n de fase Rδ1k, Rδ2k, . . . , RδMk. El
resultado sera´:
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|φn(0)〉 → 1√
2
(
|0〉+ e2pii
(
δ1(a1
21
+...+an
2n )+δ2
(
b1,1
21
+...+
b1,n
2n
)
+...+δM
(
b(M−1),1
21
+...+
b(M−1),n
2n
))
|1〉
)
→ 1√
2
(
|0〉+ e2pii(δ10.a1a2...an−1an+δ20.b1,1...b1,n+...+δM0.b(M−1),1...b(M−1),n)|1〉
)
= |φn (δ1a+ δ2b1 + . . .+ δMbM−1)〉, (4.59)
si
∑
i δi = 1. En caso contrario, deberemos an˜adir qubits auxiliares para almacenar
la llevada. Si el resultado final tiene un taman˜o log2(
∑
δi(2
n)), tendremos que an˜adir
log2(
∑
δi) qubits auxiliares y modificar las puertas de rotacio´n de forma conveniente pa-
ra asegurar que no se de´ desbordamiento y se recupere el resultado deseado.
4.6. Representacio´n de Nu´meros con Signo.
Hasta el momento hemos trabajado con qubits que representaban nu´meros enteros en
el sistema binario, pero no hemos tenido en cuenta cuestiones como el signo de dichos
nu´meros. Pero, ¿que´ sucederı´a si quisie´ramos operar con un nu´mero entero negativo?
Podemos inspirarnos en algunas de las representaciones empleadas en los ordenadores
cla´sicos, como la representacio´n signo - magnitud. En esta representacio´n, de los n bits
que representan un nu´mero, se utiliza el situado ma´s a la izquierda para representar el
signo, de tal manera que si el bit es 0, el nu´mero es positivo, mientras que si es 1 el
nu´mero es negativo [Knu14].
De la misma manera, se puede an˜adir un dı´gito adicional a los n empleados hasta
ahora para representar los qubits con los que se quiere operar. Este qubit serı´a |0〉 para
representar el signo positivo y |1〉 para representar el signo negativo. La ventaja de este
sistema de representacio´n es la codificacio´n natural para nuestro sumador mo´dulo N .
Veamos un ejemplo gra´fico. La figura 4.10 representa nu´meros binarios de tres dı´gitos
en el plano complejo. Tomemos como ejemplo los nu´meros 010 y 110, que se correspon-
den con los nu´meros 2 y 6. Podemos ver que entre ambos nu´meros existe un desfase de
pi, es decir, que tenemos los nu´meros |2|ei0 y |2|eipi, que tambie´n equivalen a 2 y −2. Por
tanto, los nu´meros que comienzan con 0 representarı´an enteros positivos y si giramos pi
en el plano complejo encontramos el nu´mero negativo correspondiente, que comenzarı´a
con 1.
En el caso de sumar dos qubits, incluir un dı´gito para representar el signo requerirı´a
una nueva transformada de Hadamard ası´ como n rotaciones condicionales de fase tanto
para la transformada cua´ntica de Fourier como para la Transformada Inversa, de tal ma-
nera que necesitaremos 2(n + 1) Transformadas de Hadamard y n(n + 1) rotadores de
fase. Mientras que el nu´mero de puertas de rotacio´n de fase necesarias para implementar
la suma sera´ (n+1)(n+2)
2
.
Este tipo de representacio´n, au´n siendo sencilla de implementar, tiene un efecto que es
necesario corregir. Supongamos que queremos sumar dos nu´meros negativos, −1 y −2.
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Figura 4.10: Representacio´n en la esfera de nu´meros positivos y negativos.
La representacio´n, empleando dos bits y un tercero de signo, vendrı´a dada por 101 y 110.
Si sumamos empleando el esquema de [Dra00], el resultado sera´:
101 + 110 = 011, (4.60)
es decir, obtendremos como resultado un nu´mero positivo, 3, en lugar del nu´mero negativo
que deberı´amos obtener. Como resultado perdemos la informacio´n relativa al signo del
resultad. Y esto es debido a que el circuito presentado en [Dra00] realiza la suma mo´dulo
N , exactamente el mismo resultado que estamos obteniendo en la expresio´n (4.60).
Para solucionar el problema podemos ampliar el esquema para que realice la suma
mo´dulo 2N , siguiendo el procedimiento mostrado en la seccio´n 4.3. Es decir, si tenemos
dos nu´meros a y b, cuya expansio´n binaria consta de n dı´gitos de los cuales uno representa
el signo, en nuestro sumador representaremos b mediante n qubits y haremos la QFT y
n + 1 qubits |0〉, |a1〉, . . . , |an〉. Esto es equivalente a representar a con n + 1 bits. Poste-
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riormente aplicaremos el bloque sumador como hemos explicado en el apartado 4.3. De
esta manera se podra´ calcular la suma de dos enteros con signo sin perder la informacio´n
del mismo.
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Capı´tulo 5
Multiplicador QFT
En el capı´tulo anterior hemos presentado el sumador QFT y propuesto una serie de
ampliaciones que permitan realizar operaciones como la suma de k nu´meros, la media o
la suma ponderada. Tambie´n hemos visto que el esquema realiza la suma mo´dulo 2n, pero
que se puede ampliar con qubits auxiliares para aumentar el mo´dulo y que recupere la
suma aritme´tica. En este capı´tulo vamos a tomar como punto de partida el sumador para
implementar otra operacio´n aritme´tica, la multiplicacio´n.
5.1. Multiplicacio´n
Se propone crear un multiplicador cua´ntico que emule el proceso de la multiplicacio´n
binaria de dos nu´meros sin signo. En el sistema binario, el resultado de multiplicar dos
bits solo da como resultado 1 cuando ambos bits son 1. Teniendo en cuenta esta premisa,
veamos co´mo multiplicar dos nu´meros binarios de n bits.
Supongamos que tenemos dos nu´meros binarios de n = 3 bits, por ejemplo, a =
a1a2a3 = 110 y b = b1b2b3 = 110, que en el sistema decimal equivalen a 6 y 6. El
producto a · b se puede calcular mediante el siguiente proceso:
110
× 110
000
110
+ 110
100100
(5.1)
Es decir, primero se calcula el producto ab3 y posteriormente se le suma el producto
ab2, desplazado una posicio´n a la izquierda, y el producto ab1, desplazado dos posiciones
a la izquierda. El resultado obtenido es 100100, que en el sistema decimal se corresponde
con el nu´mero 36. Comprobamos que el resultado final esta´ compuesto por 2n = 6 dı´gitos
binarios. Otra manera de explicar como se realiza el producto es mediante la siguiente
suma:
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110
× 110
000
1100
+ 11000
100100
(5.2)
El primer sumando es 000, que es el resultado de multiplicar 110 × 0. El segundo
sumando es 1000. Este sumando es el resultado de multiplicar 100× 1, an˜adiendo un 0 al
final. Por tanto, lo que estamos haciendo es:
(110× 1)× 10 = 1000, (5.3)
es decir, estamos multiplicando el nu´mero por 10, que en el sistema decimal equivale a
multiplicarlo por 2. El tercer sumando es 10000, que se obtiene de multiplicar:
(110× 1)× 100 = 100100, (5.4)
lo que en el sistema decimal implica multiplicar por 4. Realizamos las tres sumas y com-
probamos que al dı´gito situado ma´s a la izquierda, que es un 1, hay que sumarle otro
1 correspondiente a la llevada generada por la suma de los te´rminos situados ma´s a la
derecha. Por tanto, el taman˜o del resultado final es 2n = 6.
Podemos generalizar este proceso para multiplicar dos nu´meros de n bits a1 . . . an y
b1 . . . bn. El resultado vendra´ dado por:
a1 a2 a3 . . . an−1 an
× b1 b2 b3 . . . bn−1 bn
a1 · bn a2 · bn a3 · bn . . . an−1 · bn an · bn
a1 · bn−1 a2 · bn−1 a3 · bn−1 . . . an−1 · bn−1 an · bn−1
. . .
. . .
. . .
a1 · b3 a2 · b3 a3 · b3 . . . an−1 · b3 an · b3
a1 · b2 a2 · b2 a3 · b2 . . . a2 · b2 an · b2
+ a1 · b1 a2 · b1 a3 · b1 . . . an−1 · b1 an · b1
cp1(a1 · b1 + cp3) (a1 · b2 + a2 · b1 + cp4) . . . (an−1 · bn + an · bn−1 + cpn) (an · bn)
(5.5)
Donde el te´rmino cpi que aparece en cada te´rmino representa la llevada generada en el
te´rmino anterior. La expresio´n (5.5) es equivalente a realizar la siguiente suma:
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a1 a2 a3 . . . an−1 an
× b1 b2 b3 . . . bn−1 bn
a1 · bn a2 · bn a3 · bn . . . an−1 · bn an · bn
a1 · bn−1 a2 · bn−1 a3 · bn−1 . . . an−1 · bn−1 an · bn−1 0
. . .
. . .
. . .
a1 · b3 a2 · b3 a3 · b3 . . . an−1 · b3 an · b3 000000 . . . 0000000000
a1 · b2 a2 · b2 a3 · b2 . . . a2 · b2 an · b2 0 000000 . . . 0000000000
+ a1 · b1 a2 · b1 a3 · b1 . . . an−1 · b1 an · b1 0 0 000000 . . . 0000000000
cp1(a1 · b1 + cp3) (a1 · b2 + a2 · b1 + cp4) . . . (an−1 · bn + an · bn−1 + cpn) (an · bn)
(5.6)
Donde el primer sumando esta´ multiplicado por 12 = 2010, el segundo esta´ multiplicado
por 102 = 2110, el tercero esta´ multiplicado por 1002 = 2
2
10 y ası´ sucesivamente hasta llegar
al n-e´simo sumando, que estara´ multiplicado por el equivalente en el sistema binario del
nu´mero decimal 2n−1, que sera´ un nu´mero del tipo 100 . . . 00, es decir, un 1 seguido de n
0s.
La suma se realiza normalmente, es decir, por filas comenzando por los te´rminos si-
tuados ma´s a la derecha hasta finalizar con los te´rminos situados ma´s a la izquierda. En
caso de que en alguna de las filas la suma genere un te´rmino de llevada, este se suma a los
te´rminos situados inmediatamente a la izquierda.
El producto de dos nu´meros de n bits sin bit de signo dara´ como resultado un nu´mero
que puede ocupar 2n − 1 bits o 2n bits. Esto dependera´ de si la suma (a1b2 + a2b1)
y del valor de a1b1. Si la suma es tal que la llevada es 1 y a1b1 = 1, al sumar ambos
te´rminos tambie´n nos llevamos 1, de forma que el resultado final constara´ de 2n bits. Por
tanto, para evitar desbordamientos, fijaremos el taman˜o de la multiplicacio´n en 2n bits,
de tal manera que el resultado final del producto de dos nu´meros de n bits sera´ un nu´mero
p = p1p2 . . . p2n−1p2n, con
p1 = cp2 ;
p2 = a1b1 + cp3 ;
p3 = a1b3 + a2b2 + a3b1 + cp4 ;
...
p2n−1 = an−1bn + anbn−1;
p2n = anbn, (5.7)
donde cpi denota el te´rmino de llevada generado en cada pi. En adelante, al te´rmino p1 se
le llamara´ te´rmino o bit de llevada.
Proponemos implementaremos un multiplicador QFT que genere el producto de dos
nu´meros a y b siguiendo esta aproximacio´n de sumas secuenciales. Para ello codificare-
mos los nu´meros a multiplicar en los estados |a〉 y |b〉. Estos estados estara´n formados por
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n qubits |a1〉, . . . , |an〉 y |b1〉, . . . , |bn〉, que se correspondera´n con la expansio´n binaria de
n dı´gitos de a y b. El resultado final sera´ |p〉 = |p1p2 . . . p2n−1p2n〉, donde cada |ps〉 se
correspondera´ con la siguiente expresio´n:
cp2 , s = 1; (5.8)
cs+1 +
s−1∑
j=1
|aj〉|bs−j〉, 2 ≤ s ≤ n; (5.9)
cs+1 +
n∑
j=s−n
|aj〉|bs−j〉, n < s ≤ 2n. (5.10)
En el siguiente apartado se presentara´ un esquema que implementa el proceso de mul-
tiplicacio´n descrito mediante puertas QFT y puertas de rotacio´n de fase controladas.
5.2. Esquema Propuesto
Una vez descrito el proceso de multiplicacio´n que se quiere emular, pasamos a des-
cribir el circuito propuesto para implementar la multiplicacio´n mediante puertas QFT y
puertas de fase controladas. Este esquema puede verse en la figura 5.2.
|b1〉 • |b1〉
|b2〉 • |b2〉
... . . .
...|bn−1〉 • |bn−1〉
|bn〉 • |bn〉
|a〉
20
∑
21
∑
2n−2
∑
2n−1
∑ |a〉
|0〉 QFT |φ(a · b)〉
Figura 5.1: Multiplicador QFT.
El multiplicador trabajara´ con los estados |a〉, |b〉 y |k〉. El estado |k〉 se represen-
tara´ por su expansio´n binaria de 2n bits, mientras que los estados |a〉 y |b〉 estara´n com-
puestos por n qubits |a1〉, . . . , |an〉 y |b1〉, . . . , |bn〉, de tal manera que a1, . . . , an y b1, . . . , bn
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forman la expansio´n binaria de n dı´gitos de a y b. Por tanto,
k = k1 · 22n−1 + k2 · 2n−2 + . . .+ kn · 20 =
2n∑
s=1
ks · 22n−s; (5.11)
a = a1 · 2n−1 + a2 · 2n−2 + . . .+ a0 · 20 =
n∑
j=1
aj · 2n−j; (5.12)
b = b1 · 2n−1 + b2 · 2n−2 + . . .+ b0 · 20 =
n∑
h=1
bh · 2n−h, (5.13)
(5.14)
y los estados vienen representados por:
|0〉 → |0102 . . . 02n−102n〉; (5.15)
|a〉 → |a1a2 . . . an−1an〉; (5.16)
|b〉 → |b1b2 . . . bn−1bn〉. (5.17)
Como vemos en la figura 5.2, el multiplicador consta de un primer bloque QFT que
realiza la Transformada Cua´ntica de Fourier de 2n qubits |0〉. El resultado sera´:
|0〉⊗2n → 1√
22n
2n∑
k=1
e
2pii
22n
(0·k)|k〉, (5.18)
transformando 2n qubits 0 que componen el estado |0〉 en 2n qubits |01〉 . . . |02n〉 en
|φ1(0)〉 . . . |φ2n(0)〉 que componen el estado |φ(0)〉, es decir, la QFT del estado |0〉.
La segunda parte del multiplicador implementara´ la parte de las sumas secuenciales
que dara´n como resultado el producto de a · b, mediante puertas de rotacio´n de fase con-
troladas, de tal manera que:
|φ(0)〉 → |φ(a · b)〉
=
1√
22n
2n∑
k=1
e
2pii
22n
(
0+a·
n∑
h=1
bh···2n−h
)
·k|k〉. (5.19)
Como tenemos que hacer n sumas, emplearemos n bloques sumadores compuestos
por puertas de rotacio´n de fase. El primer sumador estara´ controlado por el qubit de b
menos significativo, es decir, por bn · 20. Se debe construir de tal manera que implemente
la siguiente suma:
0 + a = 0 + a1 · 2n−1 + a2 · 2n−2 + . . .+ an−1 · 21 + an · 20. (5.20)
Como al controlar la puerta por bn solo se realiza la suma si bn = 1, la expresio´n (5.21
es equivalente a:
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suma1 = 0 + a · bn · 20 =
= 0 + bn · 20 ·
(
a1 · 2n−1 + a2 · 2n−2 + . . .+ an−1 · 21 + an · 20
)
=
= 0 + 1
(
a1 · 2n−1 + a2 · 2n−2 + . . .+ an−1 · 21 + an · 20
)
. (5.21)
El segundo bloque estara´ controlado por el segundo qubit de b menos significativo, es
decir, bn−1. Por tanto, el bloque implementara´ la operacio´n:
suma2 = suma1 + a · bn−1 · 2n−1 =
= suma1 + a · bn−1 · 21 ·
(
a1 · 2n−1 + a2 · 2n−2 + . . .+ an−1 · 21 + an · 20
)
.
(5.22)
Si bn−1 = 0, la anterior expresio´n sera´ 0. Si bn−1 = 1, la expresio´n anterior se puede
reescribir como:
suma2 = suma1 + 2
1 · (a1 · 2n−1 + a2 · 2n−2 + . . .+ an−1 · 21 + an · 20) , (5.23)
que, como podemos observar, es la expresio´n (5.21) multiplicada por 21. El tercer bloque
estara´ controlado por el tercer bit menos significativo de b, es decir, |bn−2〉 e implemen-
tara´ la suma:
suma3 = suma2 + a · bn−2 · 22 =
= suma2 + bn−2 · 22 ·
(
a1 · 2n−1 + a2 · 2n−2 + . . .+ an−1 · 21 + an · 20
)
=
(5.24)
= suma2 + 2
2 · (a1 · 2n−1 + a2 · 2n−2 + . . .+ an−1 · 21 + an · 20) , (5.25)
de nuevo podemos comprobar que la expresio´n (5.25) es la expresio´n (5.21) por 22 = 4.
Con el resto de puertas sucede lo mismo, de tal manera que al llegar al bloque controlado
por el qubit ma´s significativo, es decir, |b1〉, este debe implementar la suma:
suman = suman−1 + a · b1 · 2n−1 =
= suman−1 + bn1 · 2n−1 ·
(
a1 · 2n−1 + a2 · 2n−2 + . . .+ an−1 · 21 + an · 20
)
=(5.26)
= suman−1 + 2n−1 ·
(
a1 · 2n−1 + a2 · 2n−2 + . . .+ an−1 · 21 + an · 20
)
, (5.27)
que es la suma que implementa el bloque controlado por el bit menos significativo multi-
plicada por 2n−1.
Al final del circuito obtendremos el siguiente resultado:
0 +a · · · bn · · · 20 +a · · · bn−1 · · · 21 + . . .+a · · · b1 · · · 20 = 0 +a
n∑
h=1
bh · · · 2n−h. (5.28)
Tras aplicar la QFT y los bloques sumadores, el resultado sera´:
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|01〉 → 1√
2
(|0〉+ e2pii0.cp2 (a1·b1+cp3 )(a1·b2+a2·b1+cp4 )...(an−1·bn+an·bn−1+cp2n )(an·bn)|1〉) ;
|02〉 → 1√
2
(|0〉+ e2pii0.(a1·b1+cp3 )(a1·b2+a2·b1+cp4 )...(an−1·bn+an·bn−1+cp2n )(an·bn)|1〉) ;
|03〉 → 1√
2
(|0〉+ e2pii0.(a1·b2+a2·b1+cp4 )...(an−1·bn+an·bn−1+cp2n )(an·bn)|1〉) ;
...
|02n−1〉 → 1√
2
(|0〉+ e2pii0.(an−1·bn+an·bn−1+cp2n )(an·bn)|1〉) ;
|02n〉 → 1√
2
(|0〉+ e2pii0.(an·bn)|1〉) , (5.29)
donde cpi es la llevada de la suma en el te´rmino situado inmediatamente a la derecha.
Realizando al QFT−1 se recuperarı´a el resultado de multiplicar a y b. En las siguientes
secciones veremos como construir cada bloque sumador.
5.3. Bloque Sumador
Hemos visto en la imagen 5.2 que el esquema general del multiplicador QFT esta´ com-
puesto por varios bloques 2n−h
∑
, que representan los bloques sumadores ponderados por
el peso 2n−h donde h se corresponde con el ı´ndice del qubit de control del bloque. Estos
bloques sumadores esta´n compuestos por varias puertas de rotacio´n de fase controladas
por |a1〉, |a2〉, . . . , |an〉. El objetivo es implementar estos bloques de tal manera que reali-
cen la operacio´n
0 + a1 · 2n−1 + a2 · 2n−2 + . . .+ an · 20 =
= 0 +
n∑
j=1
aj · 2n−j. (5.30)
Las puertas de rotacio´n de fase deben estar disen˜adas de tal manera que al aplicarlas
sobre |φ(0)〉 obtengamos el siguiente resultado:
|0〉 → 1√
22n
2n∑
k=1
e
2pii
22n
(aj ·2n−j+0)·k|k〉, (5.31)
pero como sabemos, k = k1 · 22n−1 + k2 · 22n−2 + . . . + kn20, por lo que la expresio´n
anterior se puede reescribir como:
|0〉 → 1√
22n
2n∑
k=1
e
2pii
22n
aj ·2n−j
(
2n∑
s=1
ks·22n−s
)
|k〉, (5.32)
58 Bloque Sumador
Ası´ que emplearemos las puertas de rotacio´n de fase:
Rk ≡
[
1 0
0 e
2pii
2k
]
. (5.33)
Pero en este esquema cada bloque sumador esta´ controlado, a su vez, por |b1〉, . . . , |bn〉.
Esto implica que las puertas de rotacio´n cuentan en realidad con dos controles, en lugar
de con un control como hemos visto hasta ahora. Las puertas con mu´ltiples controles solo
actu´an sobre el qubit objetivo si todos los qubits de control son 1. En el caso que nos ocu-
pa, estas puertas estara´n controladas por los pares (|a1〉, |bj〉), (|a2〉, |bj〉, . . . , (|an〉, |bj〉)
respectivamente. Las puertas solo actuara´n sobre el qubit objetivo si |ai〉 = |bj〉 = |1〉. Si
representamos esto mediante una tabla de verdad:
|aj〉 |bh〉 |aj〉|bh〉
0 0 0
0 1 0
1 0 0
1 1 1
Tabla 5.1: Producto de dos qubits.
vemos que la puerta estara´ controlada por el resultado de multiplicar los qubits |aj〉 y
|bh〉. El efecto sobre el qubit objetivo sera´
|0〉 → 1√
22n
2n∑
k=1
e
2pii
22n
aj ·2n−jbh·2n−h
(
2n∑
s=1
ks·22n−s
)
|k〉, (5.34)
Por tanto, para recuperar el producto tendremos que introducir una fase a |φs(0)〉 con-
trolada por aj y bh del tipo:
e
2piiaj ·bh·ks·24n−j−h−s
22n = e2piiaj ·bh·ks·2
2n−j−h−s
= e
2piiaj ·bh·ks
2j+s+h−2n . (5.35)
Teniendo en cuenta que las puertas de rotacio´n de fase, definidas por la expresio´n
(5.33), introducen una fase del tipo e
2pii
2k , las puertas que emplearemos vendra´n dadas por
Rk = Rj+s+h−2n.
Veamos ahora co´mo construir los bloques. Para ello comenzamos explicando co´mo se
construye el bloque 20
∑
, es decir, el bloque controlado por el bit menos significativo,
bn. Llamaremos a este bloque sumador ba´sico, pues todos los dema´s se pueden obtener a
partir de este bloque.
Calculamos primero las puertas controladas por a1. La puerta que actu´e sobre k1 de-
bemos obtener la expresio´n
1√
22n
e
2pii
22n
a1·2n−1bn·20k1·22n−1|k〉 = 1√
22n
e
2pii
2h+s−n a1·k1|k〉 = 1√
22n
e
2pii
22−n a1·bn·k1 |k〉, (5.36)
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|bn〉 • |b1〉
|a1〉 • • • • |a1〉
|a2〉 • • • • |a2〉
... . . . . . . . . . . . .
...|an〉 • • • • |an〉
|φ2n(0)〉 R1+n R2+n R2n |φ2n(a · b)〉
|φ2n−1(0)〉 Rn R1+n R2n−1 |φ2n−1(a · b)〉
... . . . . . . . . . . . .
...
|φ2(0)〉 R3−n R4−n R2 |φ2(a · b)〉
|φ1(0)〉 R2−n R3−n R1 |φ1(a · b)〉
Figura 5.2: Bloque sumador ba´sico.
donde j = s = 1 y h = n. Rk debe ser:
Rk = Rj+s+h−2n = R2−n ≡
[
1 0
0 e
2pii
22−n
]
, (5.37)
Sobre k2 debe actuar una puerta controlada por a1 que de´ como resultado:
1√
22n
e
2pii
2j+s−n a1·bn·k2|k〉 = 1√
22n
e
2pii
23−n a1·bn·k2|k〉, (5.38)
donde j = 1, s = 2 y h = n. La puerta de rotacio´n de fase sera´:
Rk = Rj+s+h−2n = R3−n ≡
[
1 0
0 e
2pii
23−n
]
. (5.39)
Y ası´ sucesivamente, de tal manera que en k2n debe actuar la puerta
Rk = Rj+s+h−2n = R1+n ≡
[
1 0
0 e
2pii
21+n
]
, (5.40)
ya que en este caso j = 1, s = 2n y h = n. El resultado sera´:
1√
22n
e
2pii
2j+s−n a1·bn·k2n|k〉 = 1√
22n
e
2pii
21+n
a1·bn·k2n|k〉. (5.41)
Procedemos de igual manera para calcular las puertas de rotacio´n de fase controladas
por a2. Como Rj+s+h−2n = R2+s+n−2n = R2+s−n, las puertas tienen que ser:
R2+1−n = R3−n que actu´a sobre k1.
R2+2−n = R4−n que actu´a sobre k2.
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. . .
R2+2n−n = R2+n que actu´a sobre k2n
Y seguimos el mismo procedimiento hasta llegar a an. Las puertas controladas por an
sera´n:
Rn+1−n = R1 que actu´a sobre k1.
Rn+2−n = R2 que actu´a sobre k2.
. . .
Rn+2n−n = R2n que actu´a sobre k2n
El bloque sumador ba´sico se muestra en la figura 5.2. Puede suceder que j + s+ h−
2n > 0. En ese caso, la fase que tendremos sera´ del tipo e2pi22n−j−s−hi. Es decir, tendremos
una fase mu´ltiplo de e2pii = 1, por lo que la puerta que actuara´ sobre el qubit en realidad
sera´ la matriz I y no tendra´ ningu´n efecto sobre el qubit. A efectos pra´cticos, esta puerta
no se implementarı´a.
A continuacio´n se construye el bloque sumador 21
∑
, que es el controlado por el
segundo bit de b menos significativo, bn−1, por lo que h = n − 1. Este bloque debe
implementar la suma:
|0〉 → 1√
22n
2n∑
k=1
e
2pii
22n
aj ·2n−jbn−1·21
(
2n∑
s=1
ks·22n−s
)
|k〉, (5.42)
es decir, se implementa la misma suma que en el bloque controlado por el bit menos
significativo, multiplicando las fases por 2. Por tanto, la expresio´n anterior es equivalente
a:
|0〉 → 1√
22n
2n∑
k=1
e
2pii
2j+s−n−1 aj ·bn−1·
(
2n∑
s=1
ks·22n−s
)
|k〉. (5.43)
Y las puertas ha utilizar sera´n del tipo Rk = Rj+s−n−1. Por el mismo motivo, el tercer
bloque, controlado por bn−2, debe realizar una suma equivalente a multiplicar la fase de
la suma que debe ejecutar el sumador ba´sico por el te´rmino 22. Por tanto, las puertas que
habra´ que utilizar para implementar el sumador sera´n del tipo Rk = Rj+s+(n−2)−2n =
Rj+s−n−2. El cuarto bloque debera´ emplear puertas Rk = Rj+s−n−3 y ası´ sucesivamente
hasta llegar al n-e´simo bloque, que se construira´ con puertas Rk = Rj+s−2n+1
5.3.1. Ejemplo
Vamos a construir un multiplicador que realice la operacio´n a · b. Suponemos que la
expansio´n binaria de a y b esta´ compuesta de n = 2 dı´gitos. Sumaremos dos te´rminos:
b2 ·20
(
a1 · 21 + a2 · 20
)
y (5.44)
b1 ·21
(
a1 · 21 + a2 · 20
)
. (5.45)
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El multiplicador se muestra en la figura 5.3. El primer paso es realizar la QFT de
taman˜o 2n del estado |0〉, es decir, de los 2n qubits 0 con los que se construye el estado |0〉,
con los circuitos cua´nticos descritos en los capı´tulos 2 y 4. Como sabemos esos esquemas
realizan la transformacio´n:
|01〉 → 1√
2
(
|0〉+ e2pii( 021+ 022+ 023+ 024 )|1〉
)
=
1√
2
(|0〉+ e2pii0.0000|1〉) ;
|02〉 → 1√
2
(
|0〉+ e2pii( 021+ 022+ 023 )|1〉
)
=
1√
2
(|0〉+ e2pii0.000|1〉) ;
|03〉 → 1√
2
(
|0〉+ e2pii( 021+ 022 )|1〉
)
=
1√
2
(|0〉+ e2pii0.00|1〉) ;
|04〉 → 1√
2
(
|0〉+ e2pii( 021 )|1〉
)
=
1√
2
(|0〉+ e2pii0.0|1〉) ; (5.46)
Posteriormente utilizamos puertas swap, que intercambian el estado entre dos qubits,
para ordenar la salida. El resultado que obtenemos es:
|01〉 → 1√
2
(
|0〉+ e2pii( 021 )|1〉
)
=
1√
2
(|0〉+ e2pii0.0|1〉) ;
|02〉 → 1√
2
(
|0〉+ e2pii( 021+ 022 )|1〉
)
=
1√
2
(|0〉+ e2pii0.00|1〉) ;
|03〉 → 1√
2
(
|0〉+ e2pii( 021+ 022+ 023 )|1〉
)
=
1√
2
(|0〉+ e2pii0.000|1〉) ;
|04〉 → 1√
2
(
|0〉+ e2pii( 021+ 022+ 023+ 024 )|1〉
)
=
1√
2
(|0〉+ e2pii0.0000|1〉) ;
(5.47)
Ahora construimos el primer sumador, controlado por b2 que es el bit de b menos
significativo. Sobre k1 = 01 actu´an las puertas Rj+s−n, que se muestran en la tabla 5.2.
Rotaciones de fase que componen el sumador ba´sico
a1 a2
k1 = 01 R1+1−2 = R0 R2+1−2 = R1
k2 = 02 R1+2−2 = R1 R2+2−2 = R2
k3 = 03 R1+3−2 = R2 R2+3−2 = R3
k4 = 04 R1+4−2 = R3 R2+4−2 = R4
Tabla 5.2: Puertas de rotacio´n de fase que constituyen el sumador ba´sico.
Como vemos en la tabla, el bit a1 controla una puerta de rotacio´n de fase sobre k1
dada por R0. Esta puerta introduce la fase e2piia1 = 1. Por tanto no realiza ningu´n cambio
sobre el qubit y en la pra´ctica esta puerta no se llega a aplicar. El resultado de aplicar estas
puertas es:
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|01〉 → 1√
2
(
|0〉+ e2pii(1·a1·b2+ 0+a2·b221 )|1〉
)
=
=
1√
2
(|0〉+ e2pii0.(a2·b2)|1〉) ;
|02〉 → 1√
2
(
|0〉+ e2pii( 0+a1·b221 + 0+a2·b222 )|1〉
)
=
=
1√
2
(|0〉+ e2pii0.(a1·b2)(a2·b2)|1〉) ;
|03〉 → 1√
2
(
|0〉+ e2pii( 021+ 0+a1·b222 + 0+a2·b223 )|1〉
)
=
=
1√
2
(|0〉+ e2pii0.0(a1·b2)(a2·b2)|1〉) ;
|04〉 → 1√
2
(
|0〉+ e2pii( 021+ 022+ 0+a1·b223 + 0+a2·b224 )|1〉
)
=
=
1√
2
(|0〉+ e2pii0.00(a1·b2)(a2·b2)|1〉) ; (5.48)
Una vez construido el bloque ba´sico, pasamos a disen˜ar el segundo bloque sumador,
controlado por b1. Este se construye multiplicando las fases que introducen las puertas de
rotacio´n de fase por un te´rmino 21 = 2, lo que supone que las puertas a utilizar vienen da-
das por Rj+s−n−1. Las puertas con las que se debe implementar el sumador se encuentran
en la tabla 5.3.
Rotaciones de fase que componen el segundo sumador
a1 a2
k1 = 01 R1+1−2−1 = R−1 R2+1−2−1 = R0
k2 = 02 R1+2−2−1 = R0 R2+2−2−1 = R1
k3 = 03 R1+3−2−1 = R1 R2+3−2−1 = R2
k4 = 04 R1+4−2−1 = R2 R2+4−2−1 = R3
Tabla 5.3: Puertas de rotacio´n de fase que constituyen el sumador controlado por b1.
Como sucedı´a en el sumador ba´sico, sobre k1 actu´an dos puertas R−1 y R0, que in-
troducen las fases e2pi2a1 = 1 y e2pia2 = 1. Como estas puertas en realidad no hacen
evolucionar el estado del qubit, no se implementan en la pra´ctica. El resultado de aplicar
Capı´tulo 5. Multiplicador QFT 63
|b1〉 • |b1〉
|b2〉 • |b2〉
|a1〉 • • • • • |a1〉
|a2〉 • • • • • • • |a2〉
|φ4(0)〉 R3 R4 R2 R3 |φ4(a · b)〉
|φ3(0)〉 R2 R3 R1 R2 |φ3(a · b)〉
|φ2(0)〉 R1 R2 R1 |φ2(a · b)〉
|φ1(0)〉 R1 |φ1(a · b)〉
Figura 5.3: Multiplicador de dos nu´meros a y b de n = 2 bits.
estas puertas sera´:
|01〉 → 1√
2
(
|0〉+ e2pii(2·a1·b1+1·(a1·b2+a2·b1+ 0+a2·b221 )|1〉
)
=
=
1√
2
(|0〉+ e2pii0.(a2·b2)|1〉) ;
|02〉 → 1√
2
(
|0〉+ e2pii(1·a1·b1+ 0+a1·b2+a2·b121 + 0+a2·b222 )|1〉
)
=
=
1√
2
(|0〉+ e2pii0.(a1·b2+a2·b1+cp4 )(a2·b2)|1〉) ;
|03〉 → 1√
2
(
|0〉+ e2pii( 0+a1·b121 + 0+a1·b2+a2·b222 + 0+a2·b223 )|1〉
)
=
=
1√
2
(|0〉+ e2pii0.(a1·b1+cp3 )(a1·b2+a2·b1+cp4 )(a2·b2)|1〉) ;
|04〉 → 1√
2
(
|0〉+ e2pii( 021+ 0+a1·b122 + 0+a1·b2+a2·b123 + 0+a2·b224 )|1〉
)
=
=
1√
2
(|0〉+ e2pii0.cp2 (a1·b1+cp3 )(a1·b2+a2·b1+cp4 )(a2·b2)|1〉) ; (5.49)
Tras realizar la QFT inversa, el resultado que debemos recuperar es cp2 , (a1 · b1 +
cp3),(a1 · b2 + a2 · b1 + cp4) y (a2 · b2). Veamos cual es el resultado que obtendrı´amos
realizando la multiplicacio´n manualmente:
a1 a2
× b1 b2
a1 · b2 a2 · b2
+ a1 · b1 a2 · b2
cp2 a1 · b1 + cp3 a1 · b2 + a2 · b1 + cp4 a2 · b2
(5.50)
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Es decir, que el resultado obtenido con el multiplicador QFT es el mismo que obtene-
mos haciendo la multiplicacio´n manualmente.
5.4. Nu´mero de Puertas
Calculemos ahora el nu´mero de puertas necesarias para implementar el multiplicador.
Cada bloque sumador consta de 2n · n = 2n2 puertas, de las cuales ya sabemos que
algunas en realidad no realizan ningu´n cambio sobre el qubit en el que actu´an, por lo que
en realidad sobran. La cuestio´n es calcular cuantas puertas no se utilizan en cada sumador,
para lo cual vamos a comenzar calculando las puertas que sobran en el sumador ba´sico.
En el primer qubit del sumador ba´sico se implementan n puertas de las cuales n − 1
no realizan ninguna accio´n. Sobre el segundo qubit, son n − 2 los qubits que sobran.
Ası´ sucesivamente hasta llegar al qubit n − 1 en el que sobra una puerta. En total, el
nu´mero de puertas que no realizan ninguna accio´n es:
(n− 1) + (n− 2) + . . .+ 1 = n(n− 1)
2
. (5.51)
Pasemos al segundo sumador, el controlado por el segundo bit menos significativo.
Sobre el primer qubit de dicho sumador se implementan n puertas y ninguna de ellas
realiza accio´n alguna sobre el qubit, por lo que sobran n puertas. Sobre el segundo qubit
actu´an n puertas de las cuales n − 1 dejan al qubit sin alterar, sobre el tercer qubit son
n− 1 puertas las que no realizan ninguna accio´n y ası´ sucesivamente hasta llegar al qubit
n, en el que sobra una puerta. El nu´mero de puertas que sobran en el segundo bloque es:
n+ (n− 1) + (n− 2) + . . .+ 1 = n(n+ 1)
2
. (5.52)
En el tercer bloque se repite la misma dina´mica. Sobre el primer y segundo qubits
se implementan n puertas respectivamente de las cuales ninguna opera sobre el qubit. A
partir del tercer qubit son n−1 las puertas que no actu´an sobre el mismo, en el cuarto son
n− 2 y ası´ sucesivamente hasta llegar al qubit n+ 1 en el que sobra una puerta. En total:
n+ (n− 1) + (n− 2) + . . .+ 1 = 2n+ n(n− 1)
2
. (5.53)
El proceso se repite en todos los bloques. El nu´mero total de puertas que sobra sera´:
n
n(n− 1)
2
+ n+ 2n+ . . .+ (n− 1)n =
=
n2(n− 1)
2
+ n(1 + 2 + . . .+ (n− 1)) =
=
n2(n− 1)
2
+
n(n− 1)
2
=
= n2(n− 1). (5.54)
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Con lo que el nu´mero de puertas necesarias para implementar los n bloques sumadores
sera´:
n · 2n2 − n2(n− 1) = 2n3 − n3 + n2 = n3 + n = n2(n+ 1). (5.55)
Mientras que el nu´mero de puertas necesarias para implementar la QFT viene dado
por:
2n+
2n(2n− 1)
2
= n(2n+ 1). (5.56)
Por tanto, para realizar la QFT y la QFT inversa emplearemos 2n(2n+ 1) puertas. En
total necesitamos n2(n+ 1) + 2n(2n+ 1) = n3 + 5n2 + 2n puertas.
El nu´mero de puertas es mayor que el nu´mero de puertas empleado en el multiplicador
propuesto por Vedral en [VBE96]. Este multiplicador sigue la misma filosofı´a de imple-
mentar n sumas controladas por diferentes bits de b. El nu´mero de puertas empleadas en
cada bloque es del orden de n, por lo que el nu´mero total sera´ del orden de n2. Por otra
parte, el esquema de Vedral implementa en realidad la multiplicacio´n mo´dulo N por lo
que en realidad no es justo comparar ambos esquemas. Sin embargo, podemos hacer que
nuestro multiplicador calcule la multiplicacio´n mo´dulo 2n haciendo la QFT de n qubits
|0〉, es decir, sin an˜adir los n qubits 0 auxiliares que hemos empleado en el esquema. El
resto del circuito se mantiene, es decir, se realizan n sumas mediante n bloques sumadores
compuestos por puertas de rotacio´n de fase Rj+s+h−2n.
En este caso es ma´s sencillo calcular directamente el nu´mero de puertas que utiliza
cada bloque sumador, en lugar de calcular las puertas que sobrar y restarlas del nu´mero
total de puertas que se implementan.
El bloque sumador controlado por el bit ma´s significativo, b1, hace uso de una puerta.
El sumador controlado por el segundo bit ma´s significativo hace uso de 1+2 = 3 puertas.
El sumador controlado por el tercer bit ma´s significativo, b3, hace uso de 1 + 2 + 3 = 6
puertas. Como vemos, En cada bloque se hace uso de 1 + 2 + . . .+ h puertas, es decir:
1 + 2 + . . .+ h =
h(h+ 1)
2
. (5.57)
Por tanto, el nu´mero total de puertas empleadas para construir los sumadores es:
n∑
h=1
h(h+ 1)
2
=
n(n+ 1)(n+ 2)
6
. (5.58)
Adema´s ahora hacemos la QFT y la QFT inversa de n qubits, lo que supone un total
de puertas dado por:
2
(
n+
n(n− 1)
2
)
= n(n+ 1). (5.59)
Por lo que el nu´mero total de puertas para implementar el multiplicador sera´:
n(n+ 1) +
n(n+ 1)(n+ 2)
6
= n(n+ 1)
n+ 8
6
. (5.60)
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Comparemos el esquema con el multiplicador de Vedral. El esquema esta´ compuesto
por n sumadores mo´dulo N = 2n. Cada uno de estos sumadores mo´dulo N esta´ a su
vez compuesto por tres bloques sumadores y dos bloques restadores. Primero se aplica un
bloque sumador que realiza la operacio´n a + b. Posteriormente se aplica un restador que
realiza la operacio´n a+b−N . El resultado se almacena en un qubit auxiliar. Por u´ltimo se
aplican un sumador, un restador y otro sumador que restituyen el valor del qubit auxiliar
y que dan como resultado a+ b mo´d N . Los bloques restadores son bloques sumadores
colocados en orden inverso. Cada bloque sumador utiliza 8(n− 1) + 6 puertas, por lo que
un bloque sumador mo´dulo N esta´ compuesto por el siguiente nu´mero de puertas:
5(8(n− 1) + 6) = 40(n− 1) + 30. (5.61)
Y utilizan 4n + 1 qubits para realizar la operacio´n, de los cuales 4n se utilizan para
representara, b, N y la llevada y el u´ltimo se emplea como qubit auxiliar.
El multiplicador mo´dulo N consta de n bloques sumadores mo´dulo N controlados
por b1, . . . , bn y por un qubit auxiliar, con el objetivo de disen˜ar un bloque multiplicador
controlado. Es decir, cada sumador cuenta con dos controles, pero eso no afecta a la com-
paracio´n que estamos realizando, pues el nu´mero de puertas que componen el circuito y
nosotros podrı´amos hacer que nuestras puertas, que esta´n controladas por dos qubits, pa-
sasen a estar controladas por tres qubits. Por tanto emplea el siguiente nu´mero de puertas:
40n(n− 1) + 30n. (5.62)
Empleando para ello 5n + 2 qubits, de los cuales 4n + 1 se emplean en las sumas
modulares y se an˜aden otros n qubits para el producto y un qubit auxiliar. Para que el
multiplicador modular QFT emplee menos puertas que el multiplicador de Vedral, se debe
cumplir que:
n(n+ 1)
n+ 8
6
− 40n(n− 1)− 30n ≤ 0. (5.63)
Esta ecuacio´n so´lo tiene tres soluciones, n = 0, n = 0.2 y n = 230.7053. Es decir,
para n ≤ 230 el multiplicador modular QFT emplea menos puertas que el multiplicador
de Vedral, mientras que para n ≥ 231 es el multiplicador de Vedral el que emplea menos
puertas, como se muestra en la figura 5.4. Sin embargo, siempre requerira´ menos qubits
el multiplicador modular QFT.
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Figura 5.4: Nu´mero de puertas empleadas por el multiplicador modular QFT y el multi-
plicador propuesto en [VBE96].
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Conclusiones
En este proyecto hemos trabajado en la implementacio´n de operaciones aritme´ticas
ba´sicas con puertas cua´nticas. El motivo es que existen operaciones aritme´ticas necesarias
para la computacio´n cuyo algoritmo cla´sico no se puede trasladar directamente al dominio
cua´ntico, generalmente debido a que las operaciones lo´gicas que los componen no son
operaciones va´lidas en computacio´n cua´ntica.
Hemos comenzado revisando la bibliografı´a relacionada con los esquemas cua´nticos
que implementan operaciones aritme´ticas, centra´ndonos en sobre todo en los esquemas de
suma y multiplicacio´n. Hemos comprobado que la mayorı´a de los sumadores cua´nticos
propuestos se basan en el esquema cla´sico, en tanto que realizan la suma bit a bit utilizando
bloques que emulan las operaciones AND y OR con los que se construyen los sumadores
cla´sicos.
Sin embargo existe un esquema que emplea una aproximacio´n distinta y utiliza un al-
goritmo cua´ntico que realiza la operacio´n equivalente a la transformada discreta de Fou-
rier, la llamada transformada cua´ntica de Fourier, para construir un sumador cua´ntico. Es
lo que a lo largo del trabajo hemos llamado sumador QFT y fue propuesto por Thomas
Draper en [Dra00].
El esquema suma dos nu´meros a y b. Para ello, se preparan dos estados |a〉 y |b〉
compuestos por n qubits cada uno de tal manera que |a〉 = |a1〉 ⊗ . . . ⊗ |an〉 y |b〉 =
|b1〉⊗ . . .⊗ |bn〉. Por otra parte, a1, . . . , an y b1, . . . , bn componen la expansio´n binaria de
los nu´meros a y b respectivamente. Posteriormente realiza la QFT de |a〉, codifica´ndolo
como desfases entre los te´rminos que conforman la QFT de |a〉, que llamaremos |φ(a)〉.
Por u´ltimo, aplicamos rotadores de fase controlados por |b〉. Estos rotadores multiplican
|φ(a)〉 por una fase del tipo e 2piibk2k . El resultado es que las fases de los te´rminos son del
tipo e
2pii(a+b)k
2k , sumando los nu´meros a + b. Posteriormente se realiza la QFT inversa y se
recupera a+ b.
Este esquema realiza la suma mo´dulo N , donde N = 2n. Adema´s no se discute nin-
guna ampliacio´n para sumar k nu´meros ni como trabajar con nu´meros con signo. Por
tanto, en este trabajo hemos propuesto extensiones al esquema que den respuesta a estos
aspectos.
En primer lugar proponemos una extensio´n del esquema para sumar k nu´meros. Este
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esquema realizarı´a la QFT u´nicamente de uno de los estados, y sumarı´a los dema´s utili-
zando puertas de rotacio´n de fase con los ı´ndices empleados en el sumador QFT de dos
nu´meros.
Como ya hemos dicho, el esquema realiza la suma mo´dulo N , pero se podrı´a realizar
la suma an˜adiendo qubits para almacenar la llevada. Pero hay que determinar cua´ntos
qubits se necesita an˜adir al esquema para evitar desbordamientos y recuperar la suma con
llevada.
Si sumamos dos nu´meros de taman˜o n, bastara´ con an˜adir un qubit ma´s, que sera´ un
qubit 0. Hacemos la QFT de |0a1 . . . an〉 y sumamos el otro nu´mero utilizando puertas de
rotacio´n de fase que vendra´n dadas por:
Rk+1 =
[
1 0
0 e
2pii
2k+1
]
=
[
1 0
0 e
2pii
2·2k
]
. (6.1)
Dado que el taman˜o del resultado de la suma sera´ de n+ 1 qubits, estaremos haciendo la
suma mo´dulo 2n+1 = 2N . El nu´mero total de qubits que necesita el esquema para realizar
la suma con llevada de dos nu´meros de taman˜o n sera´ 2n+ 1.
En caso de sumar k nu´meros de taman˜o n, el taman˜o del resultado final vendra´ dado
por
log2(k · 2n) = log2(k) + log2(2n) = log2(k) + n, (6.2)
por lo que tendremos que an˜adir log2(k) qubits para habilitar espacio para la llevada. El
esquema realizara´ la suma mo´dulo 2n+log2(k) y empleara´ para ello 2n+ log2(k) qubits.
Si sumamos dos nu´meros de taman˜os m y n con n 6= m, el resultado tendra´ el taman˜o
max(m,n) + 1. Ası´ que tendremos que an˜adir un qubit 0 al nu´mero de mayor taman˜o, y
realizar la QFT de |0a〉. El sumador realizara´ la suma mo´dulo 2max(n,m)+1 y empleara´ para
ello n+m+ 1 qubits.
Hemos extendido el esquema para realizar la media y la suma ponderada. Se pueden
realizar estas operaciones gracias a que podemos disen˜ar las puertas de rotacio´n de fase
controladas para que introduzcan el desfase que deseemos. Por tanto pueden introducir
un desfase del tipo e
2pii
M·2k con las que se puede disen˜ar un circuito que calcule la media.
Tambie´n se puede disen˜ar una puerta que introduzca un desfase del tipo e
2piiδi
2k . Con este
desfase se obtiene la suma ponderada.
Por u´ltimo hemos discutido la representacio´n de nu´meros con signo. Creemos que la
representacio´n signo-magnitud es la que ma´s se adecu´a para trabajar con el sumador QFT
por su simplicidad y por ser la codificacio´n natural. Pero si queremos operar con nu´meros
con signo es necesario emplear el esquema extendido de suma con llevada, pues con el
sumador QFT original se podrı´a dar el caso de que se perdiera la informacio´n de signo
por desbordamiento.
6.1. Multiplicador
Tomando como punto de partida el sumador QFT, se propone un circuito cua´ntico que
realiza la multiplicacio´n de dos nu´meros a y b. El circuito realiza la QFT de 2n qubits 0
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que dan como resultado |φ1(0)〉,. . ., |φ2n(0)〉. De esta manera establecemos que el taman˜o
del resultado de multiplicar dos nu´meros de n bits sea 2n.
En el siguiente paso, el circuito realiza n sumas bh · 2n−h ·
∑n
j=1 aj · 2n−j , donde n es
el nu´mero de dı´gitos que componen la expansio´n binaria de a y b. Para realizar la suma
emplearemos n bloques sumadores.
Definiremos un bloque ba´sico que estara´ controlado por el qubit de b menos signifi-
cativo, |bn〉. Este bloque estara´ compuesto por puertas de rotacio´n de fase controladass
por |a1〉, . . ., |an〉, de tal manera que las puertas de rotacio´n que actu´an sobre cada qubit
|φs(0)〉 esta´n definidas por Rk = Rj+s−n, donde
Rk =
[
1 0
0 e
2pii
2k
]
. (6.3)
Puesto que el bloque estara´ controlado por |bn〉 solo funcionara´ si bn = 1. Por otra
parte, cada rotacio´n de fase solo afectara´ a la fase del qubit sobre el que actu´a si aj = 1,
siendo |aj〉 el qubit que lo controla. Por tanto, cada rotacio´n funcionara´ si bn · aj = 1.
Los siguientes bloques sumadores se construyen a partir del bloque ba´sico. Para ello
hay que multiplicar cada fase introducida por 2n−h siendo h el ı´ndice del qubit |bh〉 que
controla al bloque sumador. El resultado final es el producto a·b, implementado realizando
n sumas mo´dulo 22n.
Este esquema se puede modificar para realizar la multiplicacio´n mo´duloN = 2n. Bas-
ta con realizar la QFT de n qubits 0 en lugar de utilizar 2n qubits auxiliares. Comparando
el esquema con el multiplicador de Vedral [VBE96], el multiplicador modular QFT em-
plea menos puertas siempre que n ≤ 230 y requiere menos qubits, 3n por los 5n+ 2 que
utiliza el esquema de Vedral.
6.2. Lı´neas Futuras
En este trabajo hemos trabajado sobre operaciones aritme´ticas ba´sicas realizadas con
circuitos cua´nticos. Hemos trabajado sobre la base del sumador QFT para proponer es-
quemas que sumen k nu´meros, que calculen la llevada y que realicen la media y la su-
ma ponderada y posteriormente hemos propuesto un multiplicador basado en el sumador
QFT. Pero no hemos discutido algunos aspectos como la complejidad de estos circuitos
ni hemos estudiado si se pueden aplicar te´cnicas que permitan reducir el nu´mero de ope-
raciones necesarias para implementar dichos circuitos. Estos aspectos se podrı´an estudiar
en trabajos futuros.
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