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Abstract
The aim of this thesis is to develop a framework for continuum multicomponent modeling of energetic
materials with applications to condensed phase combustion at the meso-scale. The meso-scale is defined to be
on tens nano-meters to hundreds microns where physically distinct features, including crystal grains, defects,
interfaces, etc., are found in the scale[1]. The modeling framework includes i) a continuum formulation that
is based on Gibbs free energy called the Gibbs formulation[2], ii) a well-posed equation of state (EOS)
for condensed-phase materials, iii) reaction rate calibration based on reactive molecular dynamics (RMD)
simulation results, and iv) a choice of a diffusion model. In the Gibbs formulation, the stress tensor and the
temperature are assumed to be in local equilibrium; chemical changes and phase changes, however, are not.
The different phases of each material must have a complete equilibrium potential. The EOS is calibrated
using the Gibbs free energy form. The Hydrostatic ThermoElastic Solid[3], Fried-Howard Gibbs[3, 4, 5],
Wide-Ranging[6, 7, 8], the fitting form in Lee et al.[5], and ideal gas EOS are derived, modified, or converted
to the Gibbs free energy form. Reaction kinetics are enormously simplified by averaging thermodynamic
properties obtained from RMD simulations. Reaction kinetics can be directly measured by binned RMD
simulation results. The Maxwell-Stefan diffusion model with constant diffusion coefficients is used.
The mesoscale continuum model for energetic materials is formulated from a zero-dimensional model
called Constant Volume Thermal Explosion (CVTEX) to a one-dimensional model which includes viscosity,
thermal conductivity, mass diffusion, etc. The model is compared to RMD simulation and/or experimental
results. CVTEX is compared to a RMD simulation of the ignition of γ-phase RDX in Chapter 3. A scaled
continuum formulation is used to analyze nano-sized aluminum slab combustion experiments in Chapter 4.
Simulation results for the 1D continuum model are compared to an RMD simulation of deflagration in a
HMX nano-slab on Chapter 5.
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Ei Young’s modulus of i-th component
cp,i constant pressure heat capacity of i-th component
αi thermal expansion of i-th component
κ0,i inverse bulk modulus of i-th component
K bulk modulus
n bulk modulus pressure derivative
R gas constant
Ri gas constant of i-th component
Wi molecular weight of i-th component
ωi global reaction rate of i-th component
xi
Chapter 1
Introduction
The meso-scale is the length scale between the macro- and atomistic-scale, or on the order of 10−8 to 10−4
meters[1]. At the atomistic-scale the reactive molecular dynamic simulations are widely used to predict
the behavior of energetic materials. Continuum approach has been successfully applied on the predicting
behavior of the materials at the macro-scale. The Euler equation and phenomenological laws are enough to
analyze the materials approximately at the scale. The mesoscopic sized system can be analyzed by reactive
molecular dynamics simulations, however, it is computationally expensive. A continuum formulation can
be less expensive alternative, but typically when used to describe energetic materials it fails to accurately
describe its behavior in mesoscopic systems, which is mainly due to the size effect. At the meso-scale certain
physical properties, such as viscosity, thermal conductivity, etc., are no longer negligible depending on the
system of study.
The framework is based on the Gibbs formulation which is expected to be applied at the near atomistic
scale[2]. From zero dimension model called CVTEX to one dimension model including terms related to
viscosity, thermal conductivity, mass diffusivity, etc., different energetic materials are analyzed.
In Chapter 2, the Gibbs formulation is described. The Gibbs formulation is similar to non-equilibrium
formulation used in combustion theory[9] and was first proposed by Stewart[2]. In the Gibbs formulation,
the stress tensor and temperature are assumed to be in local equilibrium, however, chemical and phase
changes are not assumed to be at equilibrium. All components have a complete equilibrium potential. The
key advantage for using the Gibbs formulation for modeling in the mesoscopic continuum scale is that it is
grounded on thermo-mechanical properties, dominant chemical species, thermal and mass diffusion based
transport properties, and chemical kinetics, from modern molecular dynamics or other atomistic simulations.
In the following chapters, premixed materials such as RDX and HMX, and metals, such as aluminum and
its oxide, are used to study condensed phase combustion in the meso-scale.
In Chapter 3, the ignition of energetic materials, especially high-pressure phase of RDX, is described by
mirroring atomistic and continuum scale simulations. The continuum formulation uses meaningful averages
of thermodynamic properties obtained from the RMD simulation and a simplification of enormously complex
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reaction kinetics. In particular, components are identified based on molecular weight bin averages and the
formulation assumes that both the averaged RMD and continuum simulations are represented on the same
time and length scales. The continuum model is based on multi-component thermodynamics and uses a
kinetics scheme that describes observed chemical changes of the averaged RMD simulations. Thus the
mirrored continuum simulations mimic the rapid change in pressure, temperature, and average molecular
weight of species in the reactive mixture. This mirroring enables a new technique to simplify the chemistry
obtained from RMD simulations while retaining the observed features and spatial and temporal scales from
both the RMD and continuum model. The primary benefit of this approach is a potentially powerful, but
familiar way to interpret the RMD simulations and understand the chemical events and reaction rates. The
approach is quite general and thus can provide a way to model chemistry based on atomistic simulations
and extend the reach of those simulations.
In Chapter 4, a nano-sized aluminum slab coated by a thin alumina layer based on the experiment of
Trunov et al [42] is modeled. Aluminum flakes of 20-200 nm thickness are modeled as a 50 nm length alu-
minum slab using BET specific surface. The Gibbs formulation of Stewart[2] is used to build an equation
of state and governing equations. Alumina mass concentration is adjusted to achieve the designated mass
increase and ignition event. Different magnitudes of the rate constant were considered and their effects on
changes in temperature and mass fractions were observed. Different maximum thermal spikes accompanied
with different number of total species were observed. The Maxwell-Stefan diffusion model with the assump-
tion of constant diffusion coefficients assumption was used. Two different oxidizers, oxygen/argon and pure
oxygen, are used to compare their effects.
In Chapter 5, a sustained deflagration in a nano-scale slab of HMX is modeled. Recently Joshi and
Chaudhuri used reactive molecular dynamics (RMD) to simulate a sustained deflagration in a nano-scale
slab of RDX[73, 74] and HMX. The RMD simulations in HMX used 2560 molecules with 128 molecules set
aside as initiating hot-spots. The hot-spot regions are integrated with an NVT ensemble, and the remainder
with an NVE, for 15 picoseconds (ps). After 15 ps, all domains are integrated with an NVE ensemble.
RMD results are binned for macroscopic properties using the CV formulation spatially by 20 bins. We carry
out mirrored continuum simulations to reproduce the RMD simulations. Our continuum multi-component
formulation assumes that the stress tensor and temperature are in local equilibrium, but phase and chemical
changes occur on a longer time scale. An explicit Gibbs free energy equation of state (EOS) is used for
reactants and the Wide-Ranging EOS for products. The Maxwell-Stefan mass diffusion model with constant
diffusion constants is used. The material’s viscosity and thermal conductivity are considered as well. The
extended-Prout-Tompkins nucleation-growth rate model is specified in each bin. The RMD simulations show
an ignition event starting from the hot spot region followed by a structured deflagration that propagates
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through the HMX slab. The space-time profiles of the averaged total density and energy, mass fractions of
reactants and products, and temperature of the RMD and the continuum simulations are compared with
good to excellent agreement.
3
Chapter 2
The Gibbs Formulation
The Gibbs formulation was first introduced by Stewart[2] and this chapter shows the summary of the for-
mulation and how it can be applied with examples.
The material is assumed to have a single stress tensor and temperature defined at every point in the
material body. Each component should have defined Gibbs potential, gi(σ, T ). For non-ideal mixture, one
need to add the mixing contributions, g˜i(σ, T, Yj). Generally one writes
g(σ, T, Yi) =
N∑
i=1
gi(σ, T )Yi + g˜(σ, T, Yj) (2.1)
where g˜ =
∑N
i=1(g˜i − gi)Yi is the difference between the energy of an ideal and non-ideal mixture. The
primitive thermodynamics state variables are
ρ, Yi = ρi/ρ, σ and T (2.2)
where ρ, ρi, Yi, σ, and T are material density, partial density, mass fractions of the i-th components, stress
tensor, and temperature, respectively. The kinematic field variables are
v, u,  and ˙ = D (2.3)
where material velocity, displacement, infinitesimal strain, and its strain rate, respectively.
The transport and dissipation terms which need to be considered to describe mass diffusion velocities of
each component, the mixture heat eﬄux vector, the dissipative contribution to the stress tensor are,
V i = v − vi, q, σ = σ(EQB) + σ(diss), and Φ (2.4)
where
v =
∑
i
Yivi (2.5)
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q = −k · ∇T +
∑
i
ρYihiV i (2.6)
ρYiV i = −
∑
j
Dij∇Yj (2.7)
σ(diss) = µD (2.8)
Φ = D : σ(diss) (2.9)
The first term in (2.4) and (2.5) hold the summation rule
∑
i YiV i = 0 with
∑
i Yi = 1.
For multi-component model, the balance laws for the material are as follows,
ρ˙+ ρ(∇ · v) = 0 (2.10)
ρY˙i = −∇ · (ρYiV i) + ωi (2.11)
ρv˙ = ∇ · σ, with σ = σT (2.12)
ρe˙ = σ : ∇v −∇ · q (2.13)
Equations (2.10) to (2.13) describe mass conservation, the mass balance law for the partial mass of
component i, linear momentum conversation with symmetry of the stress tensor (angular momentum) and
energy conservatio. e is the specific internal energy, ωi is the instantaneous rate of mass/volume creation for
component i with a summation rule
∑
i ωi = 0.
Given Gibbs potential, g(σ, T, Yi), the following relations hold at fixed composition.
∂g
∂T |σ = −s and ∂g∂σ |T = − ρ0 (2.14)
e = h+ σρ :  and h = g + Ts (2.15)
In the next section we illustrate how the Gibbs potential can be applied for all different phases’ materials
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with examples.
2.1 Examples using the Gibbs formulation
The following two examples are earlier projects that show applications of the Gibbs formulation to: 1)
Ignition of copper oxide - aluminum thermite[10] and 2) Ignition of HMX slab[11].
2.1.1 Ignition of HMX slab
The list of components in this example are the following: from 1 to 5, each component represents β-phase
(Y1), δ-phase (Y2), liquid-phase (Y3), gas-phase (Y4) HMX and its products (Y5).
The Gibbs potential for a small strain thermo-elastic solid model (Y1 and Y2), a modified Fried-Howard
Gibbs model (Y3), and an ideal gas model (Y4 and Y5) are as follow,
gi = h0,i − Ts0,i − cp,i[T lnT/T0,i − (T − T0,i)]
− 12v0,i
[
1+νi
E σ˜ : σ˜ − νiE trace(σ˜)2
]− v0,iαi(T − T0,i)trace(σ˜) (2.16)
gi = h0,i − Ts0,i − cp,i[T lnT/T0,i − (T − T0,i)]− v0,i
[
κ0,i
(p− p0)2
2
− αi
n
(T − T0,i)(p− p0)
]
(2.17)
gi = h0,i − Ts0,i − cp,i[T lnT/T0,i − (T − T0,i)] +RiT ln(p/p0) (2.18)
where σ˜ = σ + p0I.
We assume the Gibbs potential for the mixture is ideal mixing, then equation (2.1) becomes,
g(σ, T, Yi) =
N∑
i=1
gi(σ, T )Yi (2.19)
Using the relationship from equation (2.14), one can find the stress-strain relation.
 =
∑2
i=1
v0,i
v0
Yi
{
1+νi
Ei
σ˜ − νiE trace(σ˜)I + αi(T − T0,i)I
}
+ 13
v0,3
v0
Y3
{−κ0(p− p0) + αln (T − Tm)} I + 13 ∑5i=4 Yiv0 (RiTp − v0,i) I (2.20)
where v0 =
∑
v0,iYi.
For the kinetic scheme, we assumed 6 decomposition reactions amongst the 5 components; with 2 phase
changes allowed between the two solid β, δ phases, 2 changes (melting/freezing) allowed between δ and liquid
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phases, vaporization between the liquid and HMX vapor phases, and exothermic reaction from the HMX
vapor phase to the HMX products,
Nβ 
 Nδ
Nδ 
 Nliq
Nliq → Nvap
Nvap → mNprod
(2.21)
where m is the molecular weight ratio of HMX and its products. The individual rate constants for the phase
changes were estimated based partly on the work in [12] but should be considered as artificial values for this
preliminary model that will be adjusted in future work. Hence, the total rates ωi, for five components are,
ω1 = WHMX
[−ω(1) + ω(2)]
ω2 = WHMX
[
ω(1) − ω(2) − ω(3) + ω(4)]
ω3 = WHMX
[
ω(3) − ω(4) − ω(5)]
ω4 = WHMX
[
ω(5) − ω(6)]
ω5 = mWProd
[
ω(6)
]
,
(2.22)
where ω(1) and ω(2) the forward and backward rates for the β/δ conversion, and the other rates are defined
sequentially from the above list, starting from the top to the bottom.
A quasi-static approximation is applied where the effect of material inertia is neglected. This is a
reasonable approximation if the phase and chemical changes are sufficiently slow relative to the stress wave
transit time across the slab. Then thermal/reaction extent can be uncoupled from the stress/displacement
field and mass diffusion is neglected. The governing equations are simplified and take the form
ρcp
∂T
∂t
= −
∑
i
ωih
(i)
0 +
∂
∂x
(
k
∂T
∂x
)
(2.23)
ρ
∂Yi
∂t
= ωi (2.24)
∂σ11
∂x
= 0 , (2.25)
where the specific volume is v ≡ 1/ρ = ∑5i viYi, specific heat cp = ∑5i cp,iYi, reciprocal thermal conductivity
1/k =
∑5
i viYi/(kiv); Y1 to Y4 are β−, δ−, liquid, and vapor phase HMX mass fractions, and Y5 is products
mass fraction. The normal stress in the 1-direction is σ11.
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The Cauchy stress σ and the infinitesimal strain E are a work-conjugate pair defined by the thermody-
namic assumptions. Stress-strain relation in 1D becomes,
11 =
∑2
i=1
v0,i
v0
Yi
{
1−2νi
Ei
σ11 + αi(T − T0,i)
}
+ 13
v0,3
v0
Y3
{−κ0(p− p0) + αln (T − Tm)}+ 13 ∑5i=4 Yiv0 (RiTp − v0,i) (2.26)
where v0, ν, E, α, κ0, n, and R are the reference volume of the mixture, poisson ratio, Young’s modulus,
thermal expansion coefficient, inverse of bulk modulus, its pressure derivative, and component gas constant.
All properties are taken from [12, 13, 14, 15].
A 100 nano-meter slab is initially assumed to be at uniform temperature 298.15K. The left-side of the
domain is rapidly heated to T (0, t) = 1200K during the simulation, while the right-side of the domain is
insulated. There is no mass flux through the boundaries and the domain is physically fixed at both ends.
Figure 2.1: At t = 0.003 µs, temperature(left-top), mass fractions(right-top), strain(left-bottom), and
displacement(right-bottom)
In figure 2.1, β−phase HMX shows the change to δ−phase HMX due to heating. Strain near the left
side is positive since the thermal expansion term is more dominant than the elastic modulus term; material
expansion in the higher temperature region compresses the rest of the domain. As a results, the entire
displacement is positive. In figure 2.2, the displacement reaches its negative extremum when β−phase
changes to δ−phase in the entire domain and a small fraction of liquid phase appears in the half of the
domain. In Fig. 2.3, at t = 0.0204 µs, phase change from β to δ becomes faster, and even reacts near the
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Figure 2.2: At t = 0.0136 µs, temperature(left-top), mass fractions(right-top), strain(left-bottom), and
displacement(right-bottom)
Figure 2.3: At t = 0.0204 µs, temperature(left-top), mass fractions(right-top), strain(left-bottom), and
displacement(right-bottom)
left-side of the boundary. The small amount of liquid, gas phases HMX and products near the left boundary
dominates negative strain values, that is compressive in the region. The displacements are now seen to be
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Figure 2.4: At t = 0.0297 µs, temperature(left-top), mass fractions(right-top), strain(left-bottom), and
displacement(right-bottom)
Figure 2.5: Time histories of stress(left) and Time histories of temperature at the right end(right)
negative. The exothermic reaction then actively starts. Around t = 0.0247 µs, half of nano-slab has burned.
The temperature reaches its maximum, 1443.6 K, after 0.005 µs when almost all the nano-slab has burned
(see figure 2.4). The maximum temperature can rise further if more reactants are available. Around t = 0.03
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µs, the slab is completely burned.The left panel of figure 2.5, shows that stress increases until t = 0.0071 µs
where it reaches maximum value, -0.0204 Mbar. Then the stress drops as liquid/gas phases generate. On
the right of figure 2.5, temperature time histories at the right boundary are shown.The ignition is delayed
until around 0.025 µs, ignition around 0.03 µs, and then quenching due to burnout.
2.1.2 Ignition of copper oxide - aluminum thermite
The basic processes of a thermite, that generate two products by oxygen exchange from two reactants leads
to a model that minimally has eight components. In this example these would be Al-solid and liquid, CuO-
solid and liquid, Cu-solid and liquid and Al2O3-liquid and solid. The specific internal energy for the material
is derived from a Gibbs potential expression for the material, that was simply taken as the mass weighted
sum over the eight components. For the solids and liquids, the HTES EOS[3] and a modified FHG EOS[4]
are used.
In the limit of sufficiently slow phase and chemical changes, the thermal and reaction extent is uncoupled
from the stress/displacement field. And when inertial effects are insignificant, one can ignore the advection
contribution to the material rate of change. Once the thermal field is solved the stress displacement field
can be solved if needed. We also assume the diffusion of all species is negligible. In the simplest case the
model leads to the energy equation for the temperature that is coupled to the mass fraction equations, i.e.,
ρcp
∂T
∂t
= −
∑
i
ωih
(i)
0 +
∂
∂x
(
k
∂T
∂x
)
(2.27)
ρ
∂Yi
∂t
= ωi (2.28)
where v =
∑8
i viYi, cp =
∑8
i cp,iYi, and 1/k =
∑8
i Yivi/(kiv). In what follows the Y1,2 refers to solid/liquid
aluminum, Y3,4 solid/liquid copper oxide, Y5,6 solid/liquid copper, and Y7,8 solid/liquid aluminum oxide,
respectively.
For the kinetic scheme, we assume all materials can melt and freeze and only the reaction between liquid
aluminum and cooper oxide creates solid or liquid aluminum oxide. Thus
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Figure 2.6: Initial Mass Distribution; Aluminum(Blue) and Copper Oxide(Red)
Al(s) 
 Al(l)
CuO(s) 
 CuO(l)
Cu(s) 
 Cu(l)
AlOx(s) 
 AlOx(l)
2Al(l) + 3CuO(l) → 3Cu(l) +AlOx(s)
2Al(l) + 3CuO(l) → 3Cu(l) +AlOx(l)
(2.29)
The freezing rate (i.e. the production of solid) of the components is assumed to be simply proportional to
the mass fraction of its liquid if the temperature is below its melting point, and proportional to the negative
of the mass fraction of the solid if the temperature is above its melting point. The melting rate of the
component is the negative of its freezing rate. The rate of depletion of liquid aluminum and liquid copper
oxide have contributions from the reactions that produce copper liquid, and solid and liquid aluminum oxide.
Similarly for the rate of production of liquid copper and solid and liquid aluminum oxide.
A laminate of initially separated aluminum and copper oxide occupy half each of a milli-sized region of
approximately a 100 micron mixed region. The initial mass distribution however is smooth and shown in
Fig.2.6 and the region is assumed to be at uniform temperature, 298.15K. At t =0+, the temperature of
the right side is raised to a constant temperature, while at the left-end it is insulated. Figure 2.7 and 2.8
show the rapid ignition/quenching events predicted by the model. Figure 2.7 shows the mass fraction and
temperature profile at times 0.12, 3.74, 3.84 and 4.14 ms after the temperature on the left end is raised to
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T (0) = 3000K. The progression shows that the aluminum melts, then around 0.12 ms as the copper oxide
melts the mixture reacts at the aluminum copper interface and produces liquid copper and aluminum oxide.
The temperature spike to over 4300 K, in part because of the lower thermal conductivity of the liquid relative
to the solid components. However as the high temperature spike rapidly diffuses in less than less than 0.3
ms, and due the low mass diffusivity the products are generated only in a region near the interface. In figure
2.8 the left end temperature is T (0) = 2000K, which is below the melt temperature of aluminum oxide. A
similar progress to that shown in Fig. 2.7 occurs, but the ignition at the interface happens within 0.1 ms
similar to a 3000K case. A similar high temperature spike is observed once the cooper oxide melts as the
temperature drops the liquid aluminum oxide product starts freezing from its outer surface. Difference in
the thermal conductivity of aluminum and copper oxide and mass diffusivities led to an asymmetry in the
generation of products that favor the aluminum side.
Figure 2.7: Rapid Ignition/Quenching with T0 = 3000K; (a) aluminum starts melting, (b) right before copper
oxide melts, (c) rapid ignition, (d) rapid quenching
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Figure 2.8: Rapid Ignition/Quenching with T0 = 2000K; (a) aluminum starts melting, (b) rapid ignition,
(c) rapid quenching, (d) aluminum oxide freezes
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Chapter 3
Mirrored Continuum and Molecular
Scale Simulation of the Ignition of
γ-phase RDX
3.1 Introduction
The ability to inform and compare continuum scale simulations using atomistic scale methods has long
been contemplated. The solution to “bridging the length scales” requires the development of a consistent
thermodynamic framework which can be tested in atomistic and continuum scale models, under the same set
of guiding principles. The modeling efforts on the atomistic scale have primarily concentrated on reducing
the complexity of the force fields using coarse-graining techniques and developing scalable methods which
can utilize thousands of processors to overcome the simulation time and system size limitations. It is
often conjectured that mesoscale simulations are the primary way to connect the atomistic simulations to
increasingly larger length and time scales. However, implementing a fully trained mesoscale simulation
model or other methods of accelerated molecular dynamics (MD) involve multiple challenges for chemically
complex systems, and requires massive computational resources. Attempts have been made to simplify the
atomistic force field using coarse-graining methods [16, 17, 18, 19]. The inherent difficulties in reproducing
the thermodynamic evolution of the atomic scale physics and chemistry remains the primary challenge for
the energetic materials simulations. At the same time, continuum scale formulations of reacting flows and
phase change have always been based on a strong thermodynamic framework for multi-component materials,
and they have often resulted in successful, predictive theories.
The continuum modeling approach we use is grounded in concepts found in classical Physical Chemistry,
and is based on the following assumption that the states in the material are represented by local stationary
averages for the pressure (stress), temperature and mass fractions of the atomistic simulation, and that the
material is a mixture with well-defined molecular components. This formulation of a continuum model,
dubbed the “Gibbs formulation”[2], is designed to apply to near-atomic length and time scales, which
we identify as the scales where the lowest frequency and highest energy phonons equilibrate in molecular
mixtures. The atomistic scale where local stress and temperature equilibrium are achieved in condensed phase
media is very small indeed, on the order of six atomic radii and six to ten vibrational periods associated with
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the high energy, low frequency phonons. For example, multiples of crystallographic unit cells are sufficient in
first-principles theory to obtain a reasonable phonon spectrum and thermal conductivity. But phase changes
and chemical changes due to reaction are not assumed to be at final (asymptotically, long-time) equilibrium,
and changes are assumed to occur on much longer time scales than those required for stress and temperature
equilibrations.
As an example of the relevant scales required for local stress and temperature equilibrium, suppose one
considers a typical non-equilibrium simulation of RDX carried out by the Rice-group[20]. In this case the
NVT simulation box was approximately 8 nm on a side. Based on the crystal structure, one can estimate that
6 to 8 atoms fill a 0.4 nm coarse averaging box. If we take that dimension as the bin box size and then use the
measured sound speed of say 3 mm/µsec, then a reasonable estimate of an averaging time for equilibration
of the highest energy (low frequency phonons) is around 1 picosecond. Averaging on these small scales is
routinely done in atomistic simulations, and these averages are the smallest ones that can be used sensibly
in a continuum theory. Much of current research is now focused on massively parallel atomistic simulations
with tens of millions of atoms required to explore nano-to-micrometer scale dynamics. But the question of
how to model the results of detailed atomistic simulations with carefully constructed averages near-atomistic
length and time scales is the important one that we address here. In opinion of the current authors, it is
essential to develop computationally more efficient approaches that can incorporate the quantum-classical
corrections that are used in modern RMD simulations, to bridge the atomistic and continuum descriptions
of phase transformation, transport and chemical reaction in the condensed phase.
At a given material point we assume that there is a stationary composition made up of a set of components.
Each component has a defined mass fraction Yi (or mole fraction) at each material point that represents
its local concentration. The term component, is interchangeable with the term, chemical species. All
components, including different phases of the same molecular material, must be described by a complete
equilibrium potential that may allow for the presence of other components. The component free Gibbs free
energies are then determined by the local pressure (stress), temperature and the concentrations of other
components. At any instance in time, the model assumes that there is a mixture Gibbs energy that is
sum over all the component energies, weighted by the mass fractions. The other forms of the equation of
state, needed by various calculations, such as the specific internal energy and volume, pressure, temperature
dependent equation of state, can be derived from the Gibbs potential.
Once the components are defined (articulated), one can propose chemical and phase changes between the
component/species, that via molecular conservation of atoms, leads to kinetic schemes that govern changes
of the components. One must propose forms for reaction rates between components/species. The end result
is a multi-component model that has as its basic variables (for simple constant volume, energy processes) the
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pressure, temperature and independent mass fractions, p, T, Yi. If the continuum simulations can be made
to replicate or mirror measured quantities of an RMD simulation (say), then one has a new tool to interpret
the observations of chemical events and reaction rates in a familiar way, that in turn can be used to enable
molecular design of advanced materials. In the following sections we describe our application of this method
of mirroring atomistic simulation with a continuum model based on Gibbs formulation to thermally initiated
RDX.
3.2 Atomistic Method
3.2.1 Simulation Method
The reactive MD simulations were performed using ReaxFF[21] reactive force field. The ReaxFF can model
bond breaking and bond formation on the fly during a molecular dynamics (MD) simulation. It has been
extensively used to investigate atomistic chemistry of high energy (HE) materials [22, 23, 24, 25]. The force
field parameters were taken from the recent publication by Wood et al.[26] These force field parameters
were obtained by integrating nitraimine (C/H/N/O) training set with a combustion (C/H/O) training set
for greater transferability. The reactive MD simulations were performed with LAMMPS[27] MD suite. The
MD simulations were performed on high-pressure γ-phase with experimental density of 2.26 [gm/cc]. The
starting geometry of the unit cell was obtained from the density functional theory (DFT) calculations as
implemented in the CASTEP program and van der Waals corrected DFT-D calculations at the PBE[28]
level. The unit cell configuration obtained from the DFT calculations was energy minimized with ReaxFF
to relax atomic positions. After relaxing the atoms in the unit cell, a larger supercell containing 512 RDX
molecules was created by expanding the unit cell to 4 × 4 × 4 matrix (50.24A˚ × 37.92A˚ × 43.68A˚). To create
a thermal hot spot, a collection of 24 molecules (5% by mass) at the center of the box was ignited to 2000K
(thermal pulse) for 25 picoseconds (ps), see Figure 3.1. During the thermal pulse, the atoms belonging to
the hot spot were integrated using a NVT ensemble while the rest of the system was integrated using a NVE
ensemble. After the thermal pulse duration is over, the entire system was integrated using a NVE ensemble.
In order to obtain a better resolution of the chemistry, a conservative time step of 0.01 fs was used for the
reactive MD simulations. More details of about the duration of the thermal pulse and MD system setup can
be found in Joshi and Chaudhuri[29].
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Figure 3.1: MD simulation cell with the hot spot at the center of the cell as shown by the orange colored
region. For the rest of the cell, color scheme is as follows: Nitrogen - Blue, Oxygen -Red, Carbon - Grey,
Hydrogen - White.
3.2.2 RMD Results
Figure 3.2 shows the temperature and pressure profile obtained from the reactive MD simulation. The
entire simulation duration can be divided into three regions, 1. Thermal pulse (0-25ps), 2. Ignition delay
(25-110ps), 3. Thermal runaway (beyond 110 ps). During the thermal pulse duration, the RDX molecules
within the hot spot undergo initiation chemical reactions thereby generating a pool of intermediate radicals
that react with the surrounding RDX molecules. At the same time, the hot spot at the center of the domain
also transfers thermal energy into the surrounding non-ignited region thereby heating the entire system to a
higher temperature. At the end of the thermal pulse, the entire system reaches 1250K. During the ignition
delay phase, temperature of the system continues to rise gradually up to 1700K for next 85 picoseconds.
After 110 picoseconds, the entire RDX mass reacts spontaneously resulting in a sharp rise in temperature
and pressure for the next 15 picoseconds. The fully reacted state is reached at around 36 GPa pressure.
In order to provide the MD-based chemical kinetics to the continuum-scale model, we calculated the
evolution of the mass fractions of intermediate species. To evaluate the mass fraction, entire system was
divided into 6 bins that are separated by 50 amu, and the corresponding mass fraction is calculated for each
bin. Figure 3.3 shows that the evolution of the mass fractions for various bins obtained from the reactive
MD simulations. It can be seen that most of the RDX (200 < mass < 250) disappears after 100ps. During
the same time period, the mass fraction of the molecular fragments that are heavier than RDX increases
steadily before thermal runaway. This trend in mass fraction clearly indicates that activated RDX molecules
form short-lived, loosely coupled heavier polyradicals instead of undergoing spontaneous decomposition into
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smaller fragments. More details about the reactive MD-based chemical model can be found in Joshi and
Chaudhuri[29].
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Figure 3.2: Temperature and pressure profiles obtained from the reactive MD simulations. The maximum
pressure reached is 36 GPa, which is coincidentally close to Chapman-Jouget pressure of RDX.
3.3 Continuum Method
3.3.1 General Formulation
In order to establish the continuum model, we assume that four components can be present at any moment
in the material; liquid RDX, intermediate radicals like ONDNTA, polyradicals and gas phase products.
These components are mass-conserved and interconversions are described in Section 3 on kinetic models.
The constant volume, energy process (also referred to as a constant volume thermal explosion (CVTEX))
has the specific volume v0 = constant, and specific energy e0 = constant throughout the process. We assume
that an equation of state for the mixture and the saturation condition is provided, namely
v = v(p, T, Yi) and e = e(p, T, Yi) (3.1)
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Figure 3.3: Temporal evolution of mass fractions of various chemical species obtained from RMD simulations
and divided into 6 bins.
with
4∑
i=1
Yi = 1 . (3.2)
To these basic equations we add the rate equations
dYi
dt
= ωi . (3.3)
The dependent variables are pressure and temperature, (p, T ), and three of the mass fraction Yi. Evolution
of the dynamics of the state variables of the material is governed by two equations (3.1a, b), and three rate
equations from (3.3). The initial conditions are
p = p0 , T = T0 , and Yi = Yi,0 . (3.4)
If equations (3.1a, b),can be explicitly solved for p, T , then the system is a set of ODES only in the mass
fractions, Yi. But for most problems of interest, that will seldom be the case, in which case we use the
extended differential formulation described below.
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Differential Formulation
Differentiate equation (3.1a, b), with respect to time, to obtain
∂v
∂p
dp
dt
+
∂v
∂T
dT
dt
+
4∑
i=1
∂v
∂Yi
dYi
dt
= 0 . (3.5)
∂e
∂p
dp
dt
+
∂e
∂T
dT
dt
+
4∑
i=1
∂e
∂Yi
dYi
dt
= 0 . (3.6)
Use
dY4
dt
= −
3∑
i=1
dYi
dt
(3.7)
to obtain
4∑
i=1
∂v
∂Yi
dYi
dt
=
3∑
i=1
(
∂v
∂Yi
− ∂v
∂Y4
)
dYi
dt
(3.8)
Likewise write
4∑
i=1
∂e
∂Yi
dYi
dt
=
3∑
i=1
(
∂e
∂Yi
− ∂e
∂Y4
)
dYi
dt
(3.9)
and recast equations (3.5), (3.6) as
∂v
∂p
dp
dt
+
∂v
∂T
dT
dt
+
3∑
i=1
(
∂v
∂Yi
− ∂v
∂Y4
)
dYi
dt
= 0 . (3.10)
∂e
∂p
dp
dt
+
∂e
∂T
dT
dt
+
3∑
i=1
(
∂e
∂Yi
− ∂e
∂Y4
)
dYi
dt
= 0 . (3.11)
For the 4-component model the governing ODES are (3.10), (3.11) and three rate equations, say for i=1,2,3
dYi
dt
= ωi . (3.12)
The differential system is linear in the time derivatives of the dependent variables. In order to write the
ODE system in canonical form one solves (3.10), (3.11) explicitly for dp/dt and dT/dt to add to the three
independent rate equation for dYi/dt. The derivatives are all expressed as explicit functions of p, T and Yi.
The matrix formulation, suitable for use with a standard ODE solver package is as follows,
For a 4-component system, the matrix has the form,
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
∂v
∂p
∂v
∂T
(
∂v
∂Y1
− ∂v∂Y3
) (
∂v
∂Y1∗
− ∂v∂Y3
) (
∂v
∂Y2
− ∂v∂Y3
)
∂e
∂p
∂e
∂T
(
∂e
∂Y1
− ∂e∂Y3
) (
∂e
∂Y1∗
− ∂e∂Y3
) (
∂e
∂Y2
− ∂e∂Y3
)
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1


p˙
T˙
Y˙1
˙Y1∗
Y˙2

=

0
0
ω1
ω1∗
ω2

(3.13)
and schematically as

A11 A12 A13 A14 A15
A21 A22 A23 A24 A25
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1


p˙
T˙
Y˙1
˙Y1∗
Y˙2

=

0
0
ω1
ω1∗
ω2

(3.14)
or
AV˙ = b
If we multiply by A−1 then we obtain
V˙ = A−1b (3.15)
and
A−1b =
1
A22A11 −A21A12× (3.16)
(A12A23 −A13A22)ω1 + (A12A24 −A14A22)ω1∗ + (A12A25 −A15A22)ω2
−(A23A11 −A21A13)ω1 − (A24A11 −A21A14)ω1∗ − (A25A11 −A21A15)ω2
(A22A11 −A21A12)ω1
(A22A11 −A21A12)ω1∗
(A22A11 −A21A12)ω2

This formulation can be easily generalized to arbitrary number of components’ model with general equa-
tion of state forms for the components. Stewart, Herna´ndez and Lee [30] have discussed formulations of this
problem for general equations of state forms and for an arbitrary number of chemical components.
3.3.2 Specification of Components and Equation of State
We make an assumption of ideal mixing between the components and in this first treatment ignore the
energies of mixing. Therefore we assume that
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e(p, T, Yi) =
4∑
i=1
ei(p, T )Yi and v(p, T, Yi) =
4∑
i=1
vi(p, T )Yi (3.17)
where ei(p, T ) and vi(p, T ) are the energy and volume from the p, T EOS forms for the i-th component. We
have proposed a modified Fried-Howard [4] form of the Gibbs potential g(p, T ), to derive the component
energies and volumes for the first three components: liquid RDX, ONDNTA radical, and heavy polyradical.
We used the CHEETAH 7.0[31] predictions of the properties of equilibrium products of RDX to design an
EOS fitting form for the fourth (gas) component.
3.3.3 EOS form
Modified Fried-Howard EOS
Our modified Fried-Howard EOS form for the Gibbs free energy[4] is given by,
g = g0(T ) +
v0
(n− 1)κ0
[
ηn−1 − ηn−10
]− (p− p0)v0 (3.18)
with
g0(T ) = h0 + Ts0 + cp(T − Tm)− cpT ln(T − Tm) (3.19)
and
η(p, T ) =
v0
v
= [nκ0(p− p0) + f(T )]1/n . (3.20)
We specialize and set f = 1− α(T − Tm). Differentiation of g shows
∂g
∂p
|T = v − v0 , (3.21)
and we note that our modification reflects the fact that an elastic liquid has a well-defined reference volume
at its reference state, p0 , T0 = Tm and v0.
The entropy is given by
s = − ∂g
∂T
|p = s0 + cp ln (T − Tm)− αv0
n(n− 1)κ0
[
η−1 − η−10
]
(3.22)
If we assume small volumetric strain then g can be approximated by
g = g0(T ) + v0
[
−κ0 (p− p0)
2
2
+
α
n
(p− p0)(T − Tm)
]
(3.23)
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with η has the expansion
η = 1 +
1
n
[nκ0(p− p0)− α(T − Tm)] + (1− n)
2n2
[nκ0(p− p0)− α(T − Tm)]2 + ... (3.24)
other potentials have the form
s = s0 + cp ln(T − Tm)− v0α
n
(p− p0) (3.25)
h = h0 + cp(T − Tm)− v0
[
κ0
(p− p0)2
2
+
α
n
(p− p0)Tm
]
(3.26)
e = h0 + cp(T − Tm) + v0κ0(p
2 − p20)
2
+
v0α
n
(p0Tm − pT ) (3.27)
A Fitting form EOS
We assumed the following form of EOS, where cp is assumed to be a constant
v = vˆ + (v∗ − vˆ)
(
p
p∗
)−β1
+ b(T − T∗)
(
p
p∗
)−β2
(3.28)
With ∂s∂T |p = cpT , the entropy will have the form by integrating it,
s(p, T ) = s∗ + cp ln
(
T
T∗
)
+ F (p)− F∗ (3.29)
Using Maxwell relation, we can get F and F∗, and the equation (3.29) is,
s(p, T ) = s∗ + cp ln(T/T∗) +
b
β2 − 1
[
p
(
p
p∗
)−β2
− p∗
]
(3.30)
By integrating equation (3.28) and (3.30), we can construct Gibbs free energy, and other potentials can be
obtained from them.
g = h∗ − s∗T − cp
[
T ln
(
T
T∗
)
− (T − T∗)
]
+
bp∗(T − T∗)
(β2 − 1) +
(v∗ − vˆ)p∗
1− β1
[(
p
p∗
)1−β1
− 1
]
(3.31)
+
(T − T∗)p∗b
1− β2
(
p
p∗
)1−β2
+ vˆ(p− p∗)
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h = h∗ + cp(T − T∗) + bT∗p∗
β2 − 1
[(
p
p∗
)1−β2
− 1
]
(3.32)
+
(v∗ − vˆ)p∗
1− β1
[(
p
p∗
)1−β1
− 1
]
+ vˆ(p− p∗)
e = h∗ + cp(T − T∗) + bT∗p∗
β2 − 1
[(
p
p∗
)1−β2
− 1
]
+
(v∗ − vˆ)p∗
1− β1
[(
p
p∗
)1−β1
− 1
]
− p∗vˆ (3.33)
−p∗(v∗ − vˆ)
(
p
p∗
)1−β1
− bp∗(T − T∗)
(
p
p∗
)1−β2
3.3.4 Chemical kinetics model
The chemical composition of the system is represented by four components: Liquid RDX (component-1,
average molecular weight 222.12 gm/mol), intermediate radicals (component-1*, average molecular weight
173.11 gm/mol), polyradicals (component-2, average molecular weight 1234.7 gm/mol) and the gas products
(component-3, average molecular weight 49.01 gm/mol). Since the temperature observed in RMD simulations
is above the melting point of RDX, liquid RDX is used to represent component-1. The RMD simulations
show considerable accumulation of chemical species such as C3H6O5N6 (ONDNTA), C3H6O4N6, C3H5O6N6,
etc. in ignition delay phase. Therefore, these radicals are used to represent component-1* in the four
component system. The component-2 corresponds to the heavier mass fraction observed in RMD trajectory.
As described previously, these polyradicals are primarily made of loosely coupled triazine rings. After
the thermal explosion, the entire system ignites towards the stable gas products which are represented by
component-3. Although the molecular weights of different chemical species varies dynamically during RMD
simulations, the component weights are assumed fixed in the continuum model.
We have proposed the following chemical kinetics scheme for the four component model:
N1 
 N1∗ +N3
4N1 + 2N1∗ 
 N2
N2 
 ν1N1∗
N1∗ 
 ν2N3
N2 
 ν3N3 ,
(3.34)
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where ν1 = W2/W1∗, ν2 = W1∗/W3 and ν3 = W2/W3. Forward reactions (left to right) and backward
reactions (right to left) have odd and even numbers for total of 10 reactions, respectively.
The kinetics scheme is based on careful analyses of the chemistry observed in the RMD simulations. The
first reaction, Y1 
 Y1∗ + Y3 is based on the observation of cleavage of the N -N bond that generates the
intermediate radical Y1∗ and an NO2 fragment. Besides N -N bond cleavage, at higher density, RDX is also
activated by intermolecular and intramolecular H transfer reactions forming intermediate radicals. Both
mechanisms are represented by the decomposition/reformation of component-1 into component-1* and the
lighter component-3. In reality (known from RMD results and experimental observations), this step involves
many different species, that can only be simplified by using mass binning in a species agnostic manner. The
second reaction, 4Y1 + 2Y1∗ 
 Y2 describes the observation that once intermediate radicals are created,
they react with the surrounding RDX molecules and form short-lived, high molecular weight polyradicals,
represented by component-2. However, during the induction phase prior to their decomposition to final gas
products, the higher density polyradicals (component-2) are observed to accumulate and decompose to form
the intermediates (component-1*). This reaction is represented by the Y2 
 ν1 Y1∗. Once all the RDX is
initiated (at approximately at 105 ps), the mixture of polyradicals and intermediate species undergoes a
thermal explosion that generates stable equilibrium products, as represented by fourth and fifth reactions
Y1∗ 
 ν2 Y3 and Y2 
 ν3 Y3.
The global rates for the four components, according to the assumed reaction set (3.35) are
ω1 = W1
[−ω(1) + ω(2) − 4ω(3) + 4ω(4)]
ω1∗ = W1∗
[
ω(1) − ω(2) − 2ω(3) + 2ω(4) + ν1ω(5) − ν1ω(6) − ω(7) + ω(8)
]
ω2 = W2
[
ω(3) − ω(4) − ω(5) + ω(6) − ω(9) + ω(10)]
ω3 = W3
[
ω(1) − ω(2) + ν2ω(7) − ν2ω(8) + ν3ω(9) − ν3ω(10)
]
.
(3.35)
3.3.5 Specification of the Individual Reaction Rates
All the individual reaction rates for the forward reactions are modeled by a classical dependence on concen-
tration and with an (as yet) unspecified temperature dependent coefficient gi(T ), as
ω(1) = g1(T )Y1 , ω
(3) = g3(T )Y
4
1 Y
2
1∗ , ω
(5) = g5(T )Y2 , ω
(7) = g7(T )Y1∗ , ω(9) = g9(T )Y2 . (3.36)
Likewise the backward rates are represented by
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ω(2) = g2(T )Y1∗Y3 , ω(4) = g4(T )Y2 , ω(6) = g6(T )Y ν11∗ , ω
(8) = g8(T )Y
ν2
3 , ω
(10) = g10(T )Y
ν3
3 . (3.37)
We developed a hueristic, albeit systematic procedure to approximately determine the temperature dependent
coefficients gi(T ) by comparing of results of continuum simulations with the averaged RMD simulations. This
is discussed in detail in Section 3.6. The key requirement is that the continuum simulation must match or
capture the behavior of the averaged RMD transients.
3.4 Calibration of the EOS parameters
For component-1, liquid RDX EOS, cp, α, B0 are calculated based on the procedure proposed in Fried and
Howard[4] with reference data found in Beckstead [32], Fickett[33], Olinger[34], and the LANL and LLNL
property handbooks [35], [36] . Following Fried-Howard[4], first we fit the heat capacity using this formula
cp,0 =
2∑
i
aiE
(
θ˜i
T
)
+ a3T (3.38)
where
E(x) =
x2exp(x)
(exp(x)− 1)2
with parameters shown in Table 3.1.
Table 3.1: Fitting parameters for cp,0.
a1 a2 a3 θ˜1 θ˜2
0.2777 -0.2574 0.003527 0.8003 0.1419
Next, we fit the thermal expansion according to
α = α0 + α1
(
1− exp
(
− T
T ∗
))2
(3.39)
with parameters
α0 = 0.0001299, α1 = 0.003283, T
∗ = 2000
We use a constant value for specific heat and the thermal expansion parameter α at the melting temperature
of RDX for the liquid phase. The Fried-Howard EOS form assumes that there is a reference state, denoted by
p0, T0 and v0 that are assumed to be one atmosphere, the melt temperature and the measured density/specific
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volume. The computed sound speed for the Fried-Howard EOS form is
c20 =
v0cpn
2
cpκ0n2 − T0α2v0 . (3.40)
Given the the measured sound speed c0 = 2.23 mm/µsec, specific volume v0 = 0.6173 cm
3/g and melt
temperature T0 = 478.6 K for liquid RDX, one can compute an estimate for the B0 = 1/κ0 = 8.04 GPa.
For component-1*, we assume that it has properties similar to liquid RDX, (i.e component-1) but we vary
the reference volume and enthalpy since it is produced after activation of the RDX molecule, and thus is
presumed to have higher energy density due to changed oxygen balance.
For the heavier component-2, it is primarily composed of charged polyradicals that have high chemical
reactivity and short life time at elevated temperatures. As a result, obtaining accurate prediction of EOS
parameters for component-2 from RMD simulations is a non-trivial task and is beyond the scope of this
work. Instead, we performed the RMD simulations on a molecular system that is a mixture of liquid RDX
and heavier polyradicals to obtain estimates of cp, α and B0 for component 2. The molecular mixture was
obtained by initially choosing the spatial configuration at 17 GPa and 1250 K from hot spot simulation and
then by filtering out all the molecular fragments that were lighter than 200 amu. To suppress the reactivity
of the mixture, we quenched the system to 500 K at 17 GPa using a NPT ensemble. After equilibrating
the system at 500K and 17GPa, we performed MD simulations for 200 picoseconds at various temperature
ranging from 500K to 900K at 17GPa using MD-NPT. Values for cp and α were calculated using the following
expressions:
cp =
∂h
∂T
∣∣∣
p
and α =
1
v
∂v
∂T
∣∣∣
p
. (3.41)
To obtain, the bulk modulus of component 2, we performed RMD simulations on the same mixture to obtain
a pressure-volume isotherm at 500K. Then the modified Fried-Howard EOS form was used to estimate the
same isotherm and the bulk modulus was selected so that the atomistic and continuum isotherms overlapped.
The Tables II and III show the calculated properties from the calibration and reference data with units
of cp = [J/(g K)], α= [1/K], p = [GPa], v = [cc/g], T = [K], and h = [kJ/g].
Table 3.2: Properties for the modified FH EOS.
Component cp α B0 n v0 Tm h0 p0
Liquid 1 1.708 2.78E-4 8.04 6.6 0.6173 478.6 0.14863 1.01325E-4
Intermediates 1* 1.708 2.78E-4 8.04 6.6 0.6216 478.6 0.15 1.01325E-4
Polyradicals 2 2.54 3.5436E-5 8.216 5.6 0.6691 500.0 -12.5 1.1
The equation of state for the lighter component-3, is based on a fitting form that we proposed based
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Table 3.3: Properties for fitting form EOS.
Component cp s∗ h∗ v∗ T∗ p∗ vˆ β1 β2 b
Gas 3 2.25 2.25 -3.348 0.4767 500 9.0 0.36 0.85 0.85 2E-5
on results for RDX obtained from CHEETAH 7.0 [31]. Section 3.3.3 provides the detailed form, but the
form is one that is appropriate for a non-ideal gas. The constant specific heat cp was chosen from the
LANL/LLNL database. The values of the reference entropy was assumed to be the same as the value of
cp. The EOS form generates an explicit v(p, T ), which allows one to specify a fixed reference state, v∗, p∗
and T∗. We chose the reference volume v∗ and the enthalpy h∗ to conform with RMD final state that was
taken to be p = 36 GPa, T= 4100 K such that the final energy and volume of the material was constant.
Given these various considerations, the EOS properties for the components are given in Table 3.2 and 3.3.
Figure 3.4 show surface plots of the energy surfaces for the individual components. The plots clearly indicate
that the intermediate component-2 has a slightly lower energy surface than component-1 and component-1*,
whereas component-3 is much lower than both. As a result, conversion to component-3 is associated with
a considerable (exothermic) energy release. Figure 3.5 shows the corresponding volume surface, plotted as
a function of pressure and temperature, which indicates that component-1 occupies a lower volume for the
same pressure and temperature, than component-1*, with component-2 with the next highest volume, and
with component-3 the highest volume.
3.5 Determination of reaction rates
3.5.1 Basic approach
Once the components are identified, and the equilibrium EOS’s are specified by the parameterization of the
components, the continuum model is completed by specification of the reaction rates for both the forward and
backward reactions. The basic character of the kinetics scheme can be determined in part by observations of
the binned, RMD simulation, since we directly assign the mass fractions of the components in the continuum
model to the mass fractions of the chosen amu bins. The bin assignments are chosen based on detailed
interpretation of the molecular chemistry observed in the RMD simulation.
Once the concentration and the individual reaction rate forms are chosen for the continuum model, its
behavior is determined by a (numerical integration) solution procedure. For a fixed model parameterization
and initial conditions, the solution is unique. If one chooses reaction rate forms that are not sensible or
inadequate, the continuum simulation will not match the average behaviors of the binned mass fractions
or the observed average pressure and temperature of the RMD simulation. Given the assumption of fixed
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Figure 3.4: Energy surface: liquid RDX (below top, blue), ONDNTA-like intermediates (top, magenta),
heavy polyradical (middle, red), gas phase (bottom, green).
components and equation of state specification, the approach is to choose chemical rates of the continuum
model so that there is a favorable comparison between the output of the continuum model and the averaged
RMD simulation. If a satisfactory comparison is obtained, then we can interrogate the reduced continuum
model to determine the reaction rates of the components, and interpret or measure the chemical rates of
the RMD simulation directly in familiar terms. What follows next is a discussion of how we analyzed the
RMD transient so as to discover functional forms for the temperature dependent coefficients gi(T ) that will
reproduce the average behavior of the RMD simulation. In this early treatment, the method described is
based on a iterative, bootstrapping analysis of the decomposition chemistry, that while ad hoc, we believe
can be made general.
3.5.2 Induction, Explosion, Equilibrium Phases and Temporal Analysis
Figure 3.2 shows that the thermal explosion begins around 1650 K and 98 ps. The mass fractions obtained
from RMD simulations indicate that negligible amounts of stable gas products are formed up to 98 ps and
larger amounts are formed after 98 ps. Therefore, we divided the ignition transient into three time intervals,
the induction (i.e. pre-explosion), explosion and equilibrium (i.e. post-explosion or relaxation) phases. For
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the induction phase, the generation of the stable gas products can be neglected; (i.e. neglect the forth and
fifth reactions of (3.34)). In the explosion phase, the forward reaction rates of all five reactions are included
in the CVTEX simulations, as a first approximation. In the equilibrium phase, the forward and backward
rates are balanced.
The averages generated from the RMD simulation are quite smooth and therefore interpolating polyno-
mials can be used to store the mass fractions, pressure and temperature histories. In the induction phase,
defined by temperatures in the range T ∈ [1250, 1650] K, single cubic polynomials are used to fit the averaged
measured temperature, pressure and mass fractions. (See the CSAPS function found in MATLAB [37].) For
the explosion phase, defined by temperatures in the range T ∈ [1650, 4100] K, piecewise cubic Hermite splines
are used to fit the averaged measured temperature, pressure and mass fractions [38, 39]. These interpolation
schemes are native to MATLAB. The advantage of using cubic polynomial interpolants is that they can
be differentiated to get good approximations to derivatives. By differentiating the interpolants of the mass
fractions, one gets approximations to the time rate of change of the mass fractions, and the global rates ωi(t)
found in equation (3.12), can be evaluated as functions of simulation time.
The global rates of change ωi are weighted sums of the individual reaction rates ω
(j), defined by equations
(3.35). Since the kinetic scheme has more reactions than components, (which is nearly always the case),
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additional assumptions are required to determine approximations to the individual rates. The induction
phase, seems to be well-approximated by the first three forward reaction in scheme (3.34). The first forward
reaction is a decomposition of component-1 into the intermediate component-1* and a lighter fragment,
component-3. The second forward reaction corresponds to the formation of the heavy component-2 via
reaction between component-1 and its intermediate component-1*. The third forward reaction corresponds
to the regeneration of intermediate component-1* by decomposition of the heavy component. The forth and
fifth reactions that control the generation of the lighter component-3 are neglected, and all the backward
reactions are neglected to a first approximation in the induction period. This assumption may need to be
revisited in the future. The remaining individual rates ω(1), ω(3) and ω(5), obey the independent equations
ω1 = W1
[−ω(1) − 4ω(3)]
ω1∗ = W1∗
[
ω(1) − 2ω(3) + ν1ω(5)
]
ω2 = W2
[
ω(3) − ω(5)] .
(3.42)
Since the concentration dependence is specified explicitly, the mass fraction dependence, Yi(t) of the rates
is known at each value of time, t. The temperature history T (t) (and pressure history) is also known. The
only unknowns are the coefficient functions g1, g3 and g5 which are easily solved for (since the system of
equations is linear). Thus one has in principle, a first approximation to the reaction rates in the induction
phase.
In the explosion phase, for temperatures in the range T ∈ [1650, 4100] , the reaction rates ω(7) and ω(9)
are retained and the backward reactions are neglected. The first three equations (3.35) now represent a
three equations for five unknown coefficients g1, g3, g5, g7 and g9. Two additional conditions are required to
allow one to solve for the gi. At each point in time, we assume that coefficients g1 and g5 are constants
with values in the range [10−6, 10−4], with a unit of gi = [1/psec]. The estimate of the range is partly based
on observations from the RMD simulations and some estimates obtained from the literature. For example,
the forward reaction Y1 → Y1∗ + Y3, associated with the coefficient g1 is an initial decomposition step for
RDX that was discussed by Beckstead et al [32], where an Arrhenius temperature dependent pre-factor
was used with an activation energy of 45 kcal/mol. The forward reaction Y2 → ν1 Y1∗, associated with the
coefficient g5, describes the breaking of loosely coupled polyradicals into the lighter intermediate species,
and an approximate activation energy of 5 kcal/mol was used.
With assumed values for g1 and g5, ω
(1) and ω(5) are known at each simulation time, t. We also assume
that the backward rates are negligible in the explosion phase so that rate equations (3.35) become
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ω1 = W1
[−ω(1) − 4ω(3)]
ω1∗ = W1∗
[
ω(1) − 2ω(3) + ν1ω(5) − ω(7)
]
ω2 = W2
[
ω(3) − ω(5) − ω(9)]
ω3 = W3
[
ω(1) + ν2ω
(7) + ν3ω
(9)
]
.
(3.43)
At a fixed time, t, for specified values of g1 and g5, the other coefficients, g3, g7, g9 can be determined by
solving for three of the linear, independent equations (3.43). At each time, this obtains a two parameter
family of solutions. To make a unique selection at any given RMD simulation time, we chose the values of
g1(t) and g5(t) so that they are the minimum values in the range, such that the solutions for g3, g7, g9 are
all positive. This requirement provides the two additional conditions required for a solution to the system
g1, g3, g5, g7 and g9, at each time t in the explosion phase. While we do not claim this minimization criteria
is unique, it does generate a set of candidate reaction rates that subsequently ex post facto, can be used to
construct a CVTEX simulation that can be compared against the RMD simulation.
Given the average temperature history T (t) stored on its interpolant from the RMD simulation, we chose
set of times in the explosion phase, with the first time chosen to be 98.14 ps at T = 1650 K, with subsequent
times chosen by incrementing the temperature by 50 K. We evaluated the coefficients g1, g3, g5, g7 and g9
at those times and generated their corresponding interpolants gi(t) in the explosion phase, that can be
used along with the temperature history T (t) and composition history Yi(t). For the equilibrium phase at
T = 4100 K, we retained all backward reactions that are required to attain the final chemical equilibrium.
Since the (odd numbered) forward rate, coefficients gi are calculated from the explosion phase at T = 4100
K, one can calculate the (even numbered) backward rate, coefficients gi, from the conditions ω
(1) = ω(2),
etc. Once the equilibrium rate constants are computed, one has estimates for the individual rate constants
as function of simulation time for all three phases, induction, explosion and equilibrium.
Figure 3.6 shows the values of the coefficients gi, found as a function of simulation time t. The RMD
simulation provides a temperature history, that was fit to an interpolant and used to express the coefficient
gi(t) as function of temperature. Instead of using the RMD temperature history we instead used a tem-
perature history that was directly computed from a version of the continuum model. For the purpose of
explanation, define CVTEX(T) as the model simulation that solves the differential equations for the pres-
sure, temperature and mass fractions, with the specified equation of state, and with reaction rate terms that
are written with temperature dependent coefficients gi(T ), times the assumed concentration dependence.
Define CVTEX(t) as a model simulation that solves exactly the same differential equations, with the same
equation of state forms, but where the coefficient gi are represented by gi(t), i.e. as being known in terms of
the simulation time t. Note that the formulations of CVTEX(T) and CVTEX(t) are thus different, albeit
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similar. Having obtained gi(t) the solution of CVTEX(t) formulation allowed us to generate histories for
the mass fractions, pressure, and temperature. This temperature history T (t) is then used to convert the
coefficient gi to functions of temperature, gi(T ), as shown in Fig. 3.7. The corresponding individual rates
are defined by the rates forms shown in equations (3.36) and (3.37) are shown in Fig. 3.8. Figure 3.9 shows
a schematic diagram of this iterative boostrapping procedure we used to determine the rates.
Figure 3.6: The values of the coefficients gi found as a function of simulation time.
3.6 Continuum Simulations of a Constant Volume, Thermal
explosion (CVTEX) and Comparisons with RMD
Simulations
Once the reaction rates are estimated by the procedure described in the last section, one can carry out the
numerical solutions and compare: 1) The RMD averaged data, 2) The interpolant of the RMD averages, 3)
The results of the intermediary CVTEX(t) simulations, and 4) The results of the final form of the reduced
model CVTEX(T). The test is, if the comparisons of the RMD averaged data and its interpolant against the
simulated results of the CVTEX(T) model is satisfactory. If so, then one can articulate the results of the
RMD simulation in familiar terms, and compute reaction rates for the kinetic scheme, as proposed.
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Figure 3.7: The values of the coefficients gi found as a function of temperature.
The early thermal pulse was not modeled by the CVTEX simulations, since the RMD simulations did
not show evidence of the appearance of lighter weight molecules caused by reaction of the RDX molecules.
Albeit the original crystal structure started to become disordered by the thermalization, as heavy polyradicals
started to form. After approximately 25 ps, the temperature in RMD simulation domain and the hot spot
region become statistically uniform. Therefore CVTEX simulation was started at t = 25 ps, and used
the binned mass fractions, collapsed to the four components obtained from the RMD simulation, with
values Y1 = 0.885, Y1∗ = 0.0198, Y2 = 0.0794, Y3 = 0.0158, and with the starting pressure of 18 GPa and
temperature 1250 K. The CVTEX code simulations used a stiff ODES solver package, described in Numerical
Recipes. [40]
Figures 3.10, 3.11 and 3.12 show a comparison of the the RMD averaged data points and the smooth
curves, generated from the continuum model CVTEX(T). One can regard the RMD data as the exact
system and the reduced model as a way to describe that data. The continuum simulation is designed to
capture the result of the single and specific experiment, by describing the averages of the RMD simulation.
Its representation of the chemical changes is thus dependent on the properties of the underlying RMD
simulation. Given that we have restricted ourselves to only four components, we find that we are able to
match the entire mass fraction history and the pressure and temperature histories of the RMD simulation
reasonably well. The simulations clearly capture the early formation of the intermediate component-1*
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Figure 3.8: The forward reaction rates, ω(i), are shown for the entire temperature interval in terms of the
inverse temperature 1/T. The rates ω(1) and ω(3) are the dominant ones in the induction phase, and ω(9) is
the dominant rate during the explosion, as obtained from the CVTEX simulation.
and heavier component-2, and the thermal explosion which generates an abundance of the lighter weight
(activated high-temperature gas products) component-3, at around 120 ps. The CVTEX simulations show
that the final equilibrium states are attained after the thermal explosion, as the material stops reaction.
Figures 3.13, 3.14 and 3.15 show a comparison of the three data curves: 1) The RMD averaged interpolant
data, the 2) CVTEX(t) data curve from the intermediate continuum approximation and 3) the CVTEX(T)
data that represents the final reduced model results.
Once one has captured the basic character of the atomistic RMD simulation with an articulated continuum
model, one can ask interesting questions such as: Given the assumed kinetic scheme represented by (3.34),
what are the governing reaction rates? What is the fundamental nature of the chemical decomposition
based on the RMD simulations? Should one add additional intermediate components that are motivated by
detailed understanding of the chemical changes observed in the RMD transients? Can one discover universal
individual rate forms and mechanisms that persist and are found, by carrying out a parametric sequence of
RMD simulations? For example, we believe that some of the discrepancies, such as the CVTEX prediction
of a higher pressures in the induction period as compared to observed RMD averages shown in Figure 3.15,
will be resolved when more components are added to our model, or by further modification of the equation
of state of the components. We note that by accounting for mixing of charged intermediates with attractive
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Figure 3.9: Flow chart showing the iterative procedure for determining the temperature dependent reaction
rates and the basic procedural steps for the mirrored simulations.
interactions, as observed in the atomistic RMD simulations, might lead to a lower pressures in the continuum
CVTEX simulations.
3.7 Conclusions
In summary, the combined atomic scale and continuum scale simulations were performed on a model system
for the ignition of a high pressure phase of RDX. The continuum model assumes local pressure (stress) and
temperature equilibrium as a basic founding premise of a model that applies to condensed phase reactive
materials, that can be applied to describe chemical changes that occur at small (near-atomic) length and
time scales. The representation of the reaction dynamics uses comparable (mirrored) theoretical descriptions
for both the atomistic and continuum descriptions, by the identification of atomic weight averaged RMD
groups as distinct components in the continuum descriptions. The identification of components allows one to
describe observed chemical changes in the RMD simulations in familiar, classical Physical Chemistry terms.
We note that in the last few decades since the beginning of RMD simulations, the stochastic nature
of chemical events observed during a reactive dynamics has not been conducive to exploration of the full
complexity of the temperature/pressure dependent reaction kinetics in complex systems. Most published
work has tended to compare the RMD reaction pathways to first-principles pathways, to demonstrate the
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Figure 3.10: Comparison of the mass fractions computed from the continuum model CVTEX(T), with the
mass fraction obtained by amu binning of the atomistic simulation: Liquid RDX (blue, solid), polyradical
(red, chain ), ONDNTA (magenta, chain-dash), gas phase (green, fine chain-dash), dots (RMD)
fidelity of the potential energy surface. However, one needs a thermodynamically consistent framework
for obtaining simplified kinetics from RMD simulations. By using species-agnostics binning according to
molecular weight, we have smoothed out the stochastic nature of the atomistic chemistry. By using a
continuum description to represent averages at near atomistic length and time scales, and through the use
of binning according to molecular weight we have eliminated some ambiguities that have served as barriers
to developing scale-bridging theories that consistently relate atomic and continuum-scale simulations. The
continuum simulations reproduce the dynamic changes of spatially uniform, averaged RMD chemistry. In
this paper, only one transient RMD experiment is reproduced, and the continuum simulation is very faithful
to that RMD transient, and thus represents a measurement instead of a prediction. Subsequent RMD
simulations with 20-100 nm long domain also show similar behavior with changes in the duration of the time
for the incubation period before a thermal runaway is observed. These results will be discussed in our future
publications.
Irrespective of the MD force field used, we have shown that one can use a common and consistent reference
point for both continuum and atomic-scale theories that describes the same thing in both atomistic and
continuum representations, namely mass conservation, and the definition of equilibrium potentials. RMD
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Figure 3.11: Comparison of the pressure computed from the continuum model CVTEX(T), with the averaged
pressure in the NVE simulation box. Solid line CVTEX(T), dots RMD.
simulations using any reactive force field adequately trained to reproduce the chemistry, should provide
a range of identifiable continuum components that are long-lived on the time and length scales required
for local pressure and temperature equilibrium. Identification of such components can be further explored
by MD techniques to measure their average properties and thus, provide a way to populate the continuum
framework with intermediates that appear in transient reaction kinetics, which otherwise would be are largely
unknowable unless directly experimentally observed. Identification of distinct chemical components in an
MD simulation is a difficult challenge, but by sorting RMD simulation according to molecular weight, we
have illustrated that we can identify components that have distinct average character.
The assumption that there is local pressure (stress) and temperature equilibrium and distinct components,
allows a multi-component, continuum (Gibbs) formulation grounded in sound Physical Chemistry principles,
to be used. Established methods and derivations are then made available to allow one to formulate represen-
tative initial value problems, to study the observed results of RMD simulations. By matching the continuum
formulation as precisely as possible to a given RMD simulation (i.e. by a mirrored continuum simulation),
it is possible to describe chemical mechanisms and pathways in familiar terms, in terms of the averages of
the atomistic simulations. This provides a direct and unambiguous (scale-bridging) correspondence between
the atomistic and continuum descriptions.
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Figure 3.12: Comparison of the temperature computed from the continuum model CVTEX(T), with the
averaged temperature in the NVE simulation box. Solid line CVTEX(T), dots RMD.
The identification of components that we made here, is surely not unique and we are certain that further
improvements can be made by considerations of other aspects we have not treated here. These include,
adding components, inclusion of the mixture energies in the EOS, the addition of more complex mechano-
chemical coupling, and by carrying out model parameter sensitivity studies. We plan to address these issues
systematically in the near future. As a next step, the robustness of the chemistry in a p-T-Yi space can
be studied by expanding the chemical processes to other cases that have different p-T-Yi trajectories, other
than the constant volume, energy process. For example, RDX burns as a monopropellant flame, and the
RDX and nitramine thermal decomposition in general, has been studied extensively at constant pressure. An
RDX monopropellant flame is a near-isobaric chemical process. The high-pressure intermediates observed
in this constant volume ignition study such as heavier polyradicals, might have much lower concentrations
in an open RDX flame.
The mirrored atomistic and continuum simulation methods presented here can be readily extended to
other chemical processes, and can be used to explore the chemistry of reactive materials. Application of
continuum descriptions to near atomistic length and time-scales enables a much finer-grained description of
chemistry, transport that has been used in the past, and thus is likely to provide new insights that can be
use to interpret of modern reactive molecular dynamic simulations.
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Figure 3.13: Comparison of the mass fractions of the RMD interpolants (solid lines), the CVTEX(t)
simulation (chain) and the CVTEX(T) simulation (chain-dash).
Figure 3.14: Comparison of the temperature of the RMD interpolants (solid lines), the CVTEX(t) simulation
(chain) and the CVTEX(T) simulation (chain-dash).
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Figure 3.15: Comparison of the temperature of the RMD interpolants (solid lines), the CVTEX(t) simulation
(chain) and the CVTEX(T) simulation (chain-dash).
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Chapter 4
Modeling Aluminum Slab
Combustion with Various Oxidizers
and Reaction Rates
4.1 Introduction
Aluminum is a highly reactive material due to its high enthalpy of combustion, however, it is naturally coated
by alumina which is a stable material both physically and chemically. Because of these features, stability
and reactivity, aluminum is widely used as a fuel additive for propellents, explosives, and pyrotechnics.
Many studies have shown that aluminum ignition temperature depends on the sample size: smaller
sample sizes show higher aluminum reactivity. The ignition occurs near the alumina melting temperature
on sample sizes more than ten-hundreds µm[41, 43, 44, 45], while ignition take place near the aluminum
melting temperature on sizes less than tens-hundreds nm[42, 46, 47, 48, 49, 50]. For ten-hundreds µm size,
inner pressure due to aluminum expansion is not enough to fracture to the outer alumina layer. Aluminum
is burned after the alumina layer is molten. There are mainly two possible reaction scenarios: i) Surface
combustion if the surface temperature is around the melting temperature of alumina (the erupted aluminum
reacts on the surface). ii) Vapor phase combustion: if the temperature is more than the aluminum boiling
temperature, vapor phase aluminum diffuses towards the oxidizers and builds the flame zone. For ten-
hundreds nm size, however, the alumina layer is thin enough to be broken by the build-up inner pressure.
Due to the rupture of the alumina layer, liquid phase aluminum reacts on the surface.
Aluminum particle and flake experiments[42] were done by Dreizin’s group. They studied the oxidation of
aluminum powder in oxygen by Differential Thermal Analysis (DTA) with simultaneous ThermoGravimetric
Analysis (TGA). The aluminum sample was heated from room temperature to 1763.15 K with heating rates
varying from 5 to 40 K/min in different experiments. For the aluminum flake, they varied from 5 to 10
K/min. The oxygen and argon gas flow rate were 50 and 20 ml/min, respectively. The particle diameter of
each experiment were treated by Brannier-Emmett-Teller (BET) diameter since aluminum particles/flakes
cannot be created exactly in perfect shapes. BET diameters are 1.93 and 5.42 µm for spheres of 3-4.5 µm
and 10-14 µm, respectively, while aluminum flakes have a thickness of 20-200 nm where BET diameters
are not available. BET specific surfaces might be used to model other geometries such as slabs. In order
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to simplify the model, the flake is modeled as a unit cube. They observed the ignition event around 841
Kelvin in the case of a 10 K/min heating rate. After the ignition event, approximately 60% mass change
was observed and the alumina layer thickness increased from 2.5 nm to 8.9 nm.
In this study, we focus on modeling a nano-sized aluminum slab with a heating rate of 10 K/min. We
compare our modeling results to the nano-sized aluminum flakes’ experiments. The modeling procedure is
as follows; i) varying local alumina layer concentration to match observed mass increase in the experiments
and ii) analyzing the magnitude of the rate constant effect on the reaction event near the alumina interface.
In the following sections, we describe modeling assumptions for multi-component, reaction, and diffusion
models. The results for different alumina concentrations and rate constants are shown by two different
oxidizers, oxygen-argon mixture and pure oxygen gas.
4.2 Formulation
The list of components in our model were the following: from 1 to 7, each component represents solid
aluminum(Al(s), Y1), solid alumina(Al2O3(s), Y2), liquid aluminum(Al(l), Y3), liquid alumina(Al2O3(l), Y4),
gas aluminum(Al(g), Y5), gas oxygen(O2(g), Y6), and gas argon(Ar(g), Y7), respectively.
4.2.1 Equation of State
The complete equation of state (EOS) based on the Gibbs free energy was used. Solid- (component 1, 3),
liquid- (component 2, 4), gas-phase (component 5, 6, 7) EOS are based on hydrostatic thermoelastic solid[3],
modified Fried Howard Gibbs[3, 4], and ideal gas EOS respectively.
e
(s)
i = h0,i + cp,i(T − T0,i) + v0,i2
[
1+νi
Ei
σ˜ : σ˜ − νiEi trace(σ˜)2
]
+ v0,iαiT trace(σ˜)
v0 = v0,i
[
1+νi
Ei
σ˜ − νiEi trace(σ˜)I
]
+ v0,iαi(T − T0,i)I
(4.1)
e
(l)
i = h0,i + cp,i(T − T0,i) + v0,iκ0,i (p
2−p20)
2 Yi − v0,iαi(pT − p0T0,i)Yi
v
(l)
i = v0,i[1− κ0,i(p− p0) + αi(T − T0,i)]
(4.2)
e
(g)
i = h0,i + cp,i(T − T0,i)−Rg,i(T − T0,i)
v
(g)
i = Rg,i Tp
(4.3)
where σ˜ = σ + p0I
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4.2.2 Reaction model
We propose a reaction model that allows the melt/freeze and boil/condense of each component, and three
exothermic reactions that involve molecular Oxygen (O2) are as follows,
Al(s) ↔ Al(l)
Al2O3(s) ↔ Al2O3(l)
Al(l) ↔ Al(g)
4Al(l) + 3O2(g) → 2Al2O3(s)
4Al(l) + 3O2(g) → 2Al2O3(l)
4Al(g) + 3O2(g) → 2Al2O3(l)
(4.4)
From Eq. (4.4), one can find the global reaction rates as follows,
ω1 = k
(Al)
rateWAl
 Y3 if T < T
(Al)
m
−Y1 if T ≥ T (Al)m
ω2 = k
(AlOx)
rate WAlOx
 Y4 if T < T
(AlOx)
m
−Y2 if T ≥ T (AlOx)m
+ 2k
(AlOx(s))
react WAlOxY3Y6
ω3 = k
(Al)
rateWAl
 −Y3 if T < T
(Al)
m
Y1 if T ≥ T (Al)m
+ k
(Al)
rateWAl
 Y5 if T < T
(Al)
b
−Y3 if T ≥ T (Al)b
−4k(AlOx(s))react WAlY3Y6 − 4k(AlOx(l))react WAlY3Y6
ω4 = k
(AlOx)
rate WAlOx
 −Y4 if T < T
(AlOx)
m
Y2 if T ≥ T (AlOx)m
+ 2k
(AlOx(l))
react WAlOxY3Y6 + 2k
(AlOx(l))
react WAlOxY5Y6
ω5 = k
(Al)
rateWAl
 −Y5 if T < T
(Al)
b
Y3 if T ≥ T (Al)b
− 4k(AlOx(l))react WAlY5Y6
ω6 = −3k(AlOx(s))react WO2Y3Y6 − 3k(AlOx(l))react WO2Y3Y6 − 3k(AlOx(l))react WO2Y5Y6
(4.5)
where T
(i)
m , T
(i)
b , and Wi are melting, boiling temperature, and molecular weight of each component, respec-
tively.
ω1 shows solid aluminum melting and freezing back from liquid aluminum (Al(s) ↔ Al(l)), ω2 shows the
similar phase change of ω1 but for alumina (Al2O3(s) ↔ Al2O3(l)) and has a non-phase classical collision
term (4Al(l) + 3O2(g) → 2Al2O3(s)). All other global reaction rates are treated in the similar manner.
To simplify the analysis, we assume all melting/freezing and boiling/condensing rates are the same, and
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three exothermic reaction rates are the same and half of phase change rates. We vary the magnitude of k
(i)
rate
to study the effect of the rate constant.
4.2.3 Diffusion model
For multi-component diffusion, Maxwell-Stefan (MS) relations[62] can be used,
∑
j
XiXj
Dij
(Vj − Vi) = ∇Xi , (4.6)
where Xi and Vi are molar fractions and diffusion velocity vector of species i, Dij = Dji is the binary
diffusivity of a pair of species (i, j), and the summation is taken over all species present. It obeys,
n∑
i
YiVi = 0 (4.7)
where n is the total number of components.
It is important to note that this model neglects self diffusion. Although this relation was derived for a
dilute ideal gas mixture, it has been often applied to condensed phase media [63].
The use of the MS relations is quite complicated because the diffusion velocities Vi are not expressed
explicitly in terms of the concentration gradients. In order to simplify the analysis, the following assumptions
were made i) equal-molecular weight, ii) one phase to the other phase diffusion are the same; for example,
all solid to solid diffusions are assumed to be the same, and iii) argon gas is intended to be stationary to
avoid the situation that argon gas blocks reactions between aluminum and oxygen; total six components are
used in this diffusion model. One can find the solutions as follows,
YiVi =
∑
j
Dij∇Yj (4.8)
The coefficients Dij can be found in Appendix B.
Choice of diffusion coefficients
For solid to solid diffusion coefficient, Al(s) − Al2O3(s) is a dominant diffusion, however, solid to solid
diffusion is almost negligible compared to other diffusion coefficients. Instead, we choose aluminum self
diffusion at T = 298.15 K. The Arrhenius form, D = D0exp(−E/RT ), with D0 = 2.3x10−4[m2/s] and
Q = 144[kJ/mol][64]. For solid to liquid, and solid to gas diffusion coefficients, we choose the maximum
values[65] of Al(l) − Al2O3(s) and Al(l) −O2(g) since these coefficients are also negligible compared to other
diffusion coefficients. For liquid to liquid diffusion coefficient, researchers cannot find reported values of
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Al(l) −Al2O3(l) due to its reactivity. Alternatively, liquid aluminum self diffusion coefficient[66] is used. We
choose at the melting point of aluminum for liquid to liquid diffusion coefficient. For liquid to gas and gas
to gas coefficients, our dominant diffusions are between aluminum and oxygen, however, measuring diffusion
between them are very difficult since they are highly reactive. Chapman-Enskog equation[67] is used for
estimating diffusion coefficients in these phases.
The Chapman-Enskog equation is given by,
DAB =
0.0018583T 3/2
p(σAB)2ΩDAB
[
1
MA
+
1
MB
]1/2
(4.9)
where σAB = 0.5(σA + σB), collision diameter, [A˙], M is molecular weight, [g/mol], and p is [atm].
ΩDAB =
1.06036
(T ∗AB)0.1561
+
0.193
exp(0.47635T ∗AB)
+
1.03587
exp(1.52996T ∗AB)
+
1.76474
exp(3.89411T ∗AB)
where
T ∗AB = T/
(

κB
)
AB
and
(

κB
)
AB
=
[(

κB
)
A
(

κB
)
B
]1/2
For metal,

κB
= 1.15Tb and

κB
= 1.92Tm
Liquid to gas, and gas to gas diffusion coefficients are computed at Tm = 933.45[56] and Tb = 2792.15
K[56] for aluminum, respectively.
The following diffusion coefficients are used for our diffusion model.
DSS 1.36x10−29 [m
2
/s], DLL 7.0x10−9 [m
2
/s]
DSL 1.0x10−14 [m
2
/s], DLG 1.3985x10−4 [m
2
/s]
DSG 1.0x10−18 [m
2
/s], DGG 8.845x10−4 [m
2
/s]
Generally, DSG is bigger thanDSL, however, liquid aluminum diffuses faster into alumina than oxygen[65];
the dominant diffusion phenomena for solid to liquid and solid to gas are for liquid aluminum to alumina
and oxygen to alumina, respectively.
Tables 4.1 and 4.2 show all properties used for this study. Properties are based on ambient pressure and
ambient/melting/boiling temperature for solid/liquid/gas phase of aluminum and of alumina respectively.
Oxygen and argon gas properties are at STP condition.
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4.2.4 Reduced governing equations
Let ˜ and ˆ dimensional and characteristic dimensional variables, and let plain variables are dimensionless.
Aluminum is used for representative values.
ρˆ 2.7 [g/cc][51], µˆ 1.3 x 10−12 [GPa s][61]
cˆp 0.9005 x 10
−3 [GPa cc/g/K][56], αˆ 1.33 x 10−4 [1/K][60]
∆hˆ 16.4349 [GPa cc/g][56], κˆ 2.421 x 10−2 [1/GPa][72]
Lˆ 5.0 x 10−8 [m], Rˆ 0.3082 x 10−3 [GPa cc/g/K]
kˆ 236 x 10−9 [GPa m2/s/K][57], Dˆ 8.845 x 10−4 [m2/s][67]
pˆ 1 x 10−4 [GPa], Eˆ 69 [GPa][60]
where ρˆ, cˆp and kˆ are from solid aluminum at reference state, µˆ, αˆ, and κˆ is from liquid aluminum at reference
state, Rˆ is from gas aluminum at reference state,∆hˆ is between solid aluminum and solid alumina at their
reference state. Dˆ is oxygen to aluminum gas diffusion coefficients, Eˆ is young’s modulus of solid aluminum.
Experimental thermal analysis time scale is very slow and temperature change is big, we can set the
scales as,
tˆ = 1000 [s], vˆ = Lˆ/tˆ = 5.0 x 10−11 [m/s], and Tˆ = 1000 [K]
For the reaction rates, k¯ is used and the governing equations become,
ρ˙+ ρ(∇ · v) = 0 (4.10)
ρY˙i =
(
k¯tˆ
ρˆ
)
ωi +
(
Dˆtˆ
Lˆ2
)
∇ · (ρ
∑
j
Dij∇Yi) (4.11)
ρv˙ =
(
pˆtˆ2
ρˆLˆ2
)
∇ · σ(eqb) +
(
µˆtˆ
ρˆLˆ2
)
∇ · [νf (∇ · v) I + 2µfD] (4.12)
ρe˙ =
(
pˆ
ρˆ∆hˆ
)
σ(eqb) : ∇v+
(
kˆtˆTˆ
Lˆ2∆hˆρˆ
)
∇ · (k∇T ) +
(
Dˆtˆ
Lˆ2
)
∇ ·
ρ∑
i
∑
j
Dijhi∇Yi
+( µˆ
tˆρˆ∆hˆ
)
Φ (4.13)
where
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ρe˙ = ρ
D
Dt
{
N∑
i
[h0,i +
(
cˆpTˆ
∆hˆ
)
cp,i(T − T0,i)]Yi
+
solids∑
i
[(
pˆ2
ρˆEˆ∆hˆ
)
v0,i
2
[
1 + νi
Ei
σ˜ : σ˜ − νi
Ei
trace(σ˜)2
]
Yi +
(
αˆTˆ pˆ
ρˆ∆hˆ
)
v0,iαiT trace(σ˜)Yi
]
+
liquids∑
i
[(
κˆpˆ2
ρˆ∆hˆ
)
v0,iκ0,i
(p2 − p20)
2
Yi −
(
αˆpˆTˆ
ρˆ∆hˆ
)
v0,iαi(pT − p0T0,i)Yi
]
−
gas∑
i
(
RˆTˆ
∆hˆ
)
[Rg,i(T − T0,i)]Yi
}
Dimensionless group values are as follows,
(
k¯tˆ
ρˆ
)
= 3.7 x 102k¯,
(
Dˆtˆ
Lˆ2
)
= 3.5 x 1014,
(
pˆtˆ2
ρˆLˆ2
)
= 1.5 x 1016,
(
µˆtˆ
ρˆLˆ2
)
= 1.9 x 105,(
pˆ
ρˆ∆hˆ
)
= 2.2 x 10−6,
(
kˆtˆTˆ
Lˆ2∆hˆρˆ
)
= 2.1 x 1012,
(
µˆ
tˆρˆ∆hˆ
)
= 2.9 x 10−17,
(
cˆpTˆ
∆hˆ
)
= 5.5 x 10−2,(
pˆ2
ρˆEˆ∆hˆ
)
= 3.3 x 10−12,
(
αˆTˆ pˆ
ρˆ∆hˆ
)
= 3.0 x 10−7,
(
κˆpˆ2
ρˆ∆hˆ
)
= 5.5 x 10−12,
(
RˆTˆ
∆hˆ
)
= 1.9 x 10−2.
After applying representative values, one can find reduced equations by considering dominant terms. For
the continuity equation it remains the same since there are no dimensionless groups. For the species equation
the reaction term must be retained and the magnitude of k¯ is unknown. This equation is in a quasi-static
balance of reaction and diffusion. For the momentum equation it is reduced to a constant stress tensor. For
the energy equation the elastic stress working term and the dissipation term are discarded, but the heat
conduction and mass diffusion terms are retained. By plugging the energy EOS into the energy equation the
heat capacity term and gas phase energy term are appeared.
Reduced dimensional equations
The reduced equations are found to be quasi-steady. We get the following equations written in dimensional
form.
∇ · σ(eqb) = 0 (4.14)
0 = ωi +∇ · (ρ
∑
j
Dij∇Yi) (4.15)
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N∑
i
[hi −Rg,i(T − T0,i)]ωi (4.16)
= ∇ · (k∇T ) +
∑
i
∑
j
ρDij ∇Yi · ∇hi +
N∑
i
∑
j
{Rg,i(T − T0,i)}∇ · (ρDij∇Yi)
The volume EOS for the mixture with an ambient pressure is,
v =
solids∑
v0i [1 + 3αi(T − T0)]Yi +
liquids∑
v0i [1 + αi(T − T0i)]Yi +
gases∑
Ri T
p0
Yi (4.17)
Fast time scaling
Since temporal terms in species and energy equations are negligible from the scaling analysis, we introduce
fast time scale, t¯a = t, to solve the quasi-steady equations. Species and energy equations become,
ρ
a
DYi
Dt¯
= ωi +∇ · (ρ
∑
j
Dij∇Yi) (4.18)
ρ
a
{
N∑
i
cp,iYi −
gas∑
i
Rg,iYi
}
DT
Dt¯
= −
N∑
i
{hi −Rg,i(T − T0,i)}ωi (4.19)
+∇ · (k∇T ) +
∑
i
∑
j
ρDij ∇Yi · ∇hi +
N∑
i
∑
j
{Rg,i(T − T0,i)}∇ · (ρDij∇Yi)
where a is the ratio of slow to fast time scale and can be decided by the following scaling analysis.
Dimensionless form for fast time scale
One can decide the magnitude of a by inserting all representative properties.
ρ
DYi
Dt¯
=
(
ak¯
ρˆ
)
ωi +
(
aDˆ
Lˆ2
)
∇ · (ρ
∑
j
Dij∇Yi) (4.20)
ρ
{
N∑
i
cp,iYi
}
DT
Dt¯
−
(
Rˆ
cˆp
)
ρ
{
gas∑
i
Rg,iYi
}
DT
Dt¯
(4.21)
= −
(
a∆hˆk¯
ρˆcˆpTˆ
)
N∑
i
hiωi +
(
aRˆk¯
ρˆcˆp
)
N∑
i
{Rg,i(T − T0,i)}ωi +
(
akˆ
ρˆcˆpLˆ2
)
∇ · (k∇T )
+
(
aDˆ∆hˆ
cˆpTˆ Lˆ2
)∑
i
∑
j
ρDij ∇Yi · ∇hi +
(
aRˆDˆ
cˆpLˆ2
)
N∑
i
∑
j
{Rg,i(T − T0,i)}∇ · (ρDij∇Yi)
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Dimensionless group values are as follows,
(
ak¯
ρˆ
)
= 0.37ak¯,
(
aDˆ
Lˆ2
)
= 3.5 x 1011a,
(
Rˆ
cˆp
)
= 0.34
(
a∆hˆk¯
ρˆcˆpTˆ
)
= 6.76ak¯(
aRˆk¯
ρˆcˆp
)
= 0.13ak¯
(
akˆ
ρˆcˆpLˆ2
)
= 3.9 x 109a
(
aDˆ∆hˆ
cˆpTˆ Lˆ2
)
= 6.5 x 1012a
(
aRˆDˆ
cˆpLˆ2
)
= 1.2 x 1011a
We decided to set the ratio, a, as 1.0 x 10−9.
Parameters
The following tables contain all parameters used for this model.
Table 4.1: List of properties for condensed-phase components: the unit of density, heat capacity, thermal
conductivity, reference enthalpy, thermal expansion, gas constant, and molecular weight are ρ0 = [g/cc],
cp = [GPa cc/g K], k = [GPa m
2/s K], h0 = [GPa cc/g], α = [1/K], and W = [g/mol], respectively. Yi is
the mass fraction of each component. *: kAl2O3(l) is estimated by half of its solid phase value since no data
is available.
Al(s), Y1 Al2O3(s), Y2 Al(l), Y3 Al2O3(l), Y4
ρ0 2.7[51] 3.97[52] 2.375[53] 3.053[54]
cpx10
−3 0.9005[56] 0.7752[56] 1.1766[56] 1.8876[56]
kx10−9 236[57] 30[58] 91[57] 15∗
h0 0[56] -16.4349[56] 1.0688[56] -12.8467[56]
αx10−6 22[60] 7[60] 133[61] 401[54]
W 26.982[56] 101.961[56] 26.982[56] 101.961[56]
Table 4.2: List of properties for gas-phase components: the unit of density, heat capacity, thermal conduc-
tivity, reference enthalpy, thermal expansion, gas constant, and molecular weight are ρ0 = [g/cc], cp = [GPa
cc/g K], k = [GPa m2/s K], h0 = [GPa cc/g], R = [kJ/g K], and W = [g/mol], respectively. Yi is the mass
fraction of each component.
Al(g), Y5 O2(g), Y6 Ar(g), Y7
ρ0 1.85[55] 1.376x10
−3[53] 1.784x10−3[53]
cpx10
−3 0.7705[56] 0.9180[56] 0.5203[56]
kx10−9 0.8[59] 0.262[53] 0.0178[53]
h0 14.1472[56] 0[56] 0[56]
R 0.3082x10−3 0.2598x10−3 0.2081x10−3
W 26.982[56] 31.999[56] 39.948[56]
4.2.5 Domain setup
Initial configurations
The specific density of 20-200 nm aluminum flakes are S
BET
= 7.41 [m2/g][42]. With the modeling assump-
tion of a unit cube, one can compute the aluminum length needed for 1D simulation as,
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Aluminum
Symmetry
25 nm
Oxidizer
60  nm
Alumina(2.5  nm) Fixed  oxidizer  
ratio
Figure 4.1: Initial configurations for aluminum flake combustion.
L =
1
S
BET
ρAl
≈ 50 nm
Initial alumina thickness, 2.5 nm, is assumed by the suggested value from[68, 69, 70, 71].
50 nm size aluminum flake coated (25 nm with reflected boundary conditions) with 2.5 nm thickness
alumina is initially at rest with a uniform temperature of Tini and is under heating with oxidizer flows,
Tgas. We choose the initial resting temperature as 835 K and oxidizing flow temperature as 845 K to
mimic 10 K/min heating rate and to model the ignition event. While the reported melting temperature of
aluminum is 933.45 K, some studies[42, 46, 47] reported that the ignition may occur lower than the melting
temperature. To make an agreement with an observation of experiments[42], we calibrate aluminum melting
temperature, T
(Al)
m = 841.29 K. The boiling temperature of aluminum is T
(Al)
m = 2792.15 K, and alumina
melting temperature is T
(Al2O3)
m = 2327 K[56]. Figure 4.1 shows the schematic image of initial configurations.
Initial mass fractions for oxygen/argon oxidizer are defined by the following formula,
Y1 = 0.5erfc
(
x−25

)
Y2 = 1− Y1 − Y6 − Y7
Y3 = Y4 = Y5 = 0
Y6 =
(
5
7
) (
1
2
) [
1 + erf
(
x−27.5

)]
Y7 =
(
2
7
) (
1
2
) [
1 + erf
(
x−27.5

)]
(4.22)
where  changes the local maximum alumina concentration. The figure 4.2 shows various alumina mass
concentration. The length of aluminum and alumina does not depend on the choice of , a control parameter
for the slope and height of distribution, and is maintained as 25 and 2.5 nm, respectively. In the case of
pure oxygen oxidizer, Y7 becomes zero and the ratio of 5/7 for Y6 becomes one.
Initial alumina mass concentration distribution is symmetric in this model. The left side of symmetry
is the mixture of aluminum and alumina and the right side of symmetry is mostly the mixture of alumina
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Figure 4.2: Various initial alumina mass concentration.
and oxidizers. It would be more realistic if the interface between condensed phase and gas phase is sharp or
separable. The choice of the smooth interface is mainly due to the numerical stiffness.
Boundary conditions
We apply boundary conditions with the following assumptions; i) the middle of the aluminum flake is fixed,
and ii) the right end is open and supplies constant heating. For the oxygen/argon mixture of oxidizer,
the experiments have the oxygen/argon flow, 50 and 20 ml/min, respectively. We have a constant ratio of
oxygen/argon to compensate the flow with the ratio of 5 to 2. For the pure oxygen case, only the oxygen
component, Y6|x=L = 1.0, exists.
Left boundary Right boundary
∂Yi
∂x |x=0− = ∂Yi∂x |x=0+ Y6|x=L = 0.7143 Y7|x=L = 0.2857
∂T
∂x |x=0− = ∂T∂x |x=0+ T |x=L = 845 K
Quasi-steady state condition
We set the quasi-steady state condition using the L2 norm in terms of temperature change.
∑
i
√(
Tni − Tn−1i
)2
< 10−10
where n is the current time step and n− 1 is the previous time step.
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4.3 Results and Discussion
4.3.1 Finding alumina concentration for the designated mass change
Table 4.3 shows mass increase depending on the  value of mass fractions for oxygen/argon gas.  ≈ 8.75 is
required to have approximate 60% mass change. We can infer this results as how big alumina layer breakage
or openings might be observed. The opening is mainly caused by increased internal pressure due to the
thermal expansion of solid and/or liquid aluminum. In the  = 8.75 case, alumina thickness increases from
2.5 to 6.3963 nm and aluminum thickness decreases from 25 to 21.615 nm.
Table 4.3: Mass change with different alumina concentrations for oxygen/argon gas.
 Y2, local max. 4m[%]  Y2, local max. 4m[%]
2.500 0.5205 7.5 6.250 0.2227 36.96
3.125 0.4284 11.78 6.875 0.2029 42.41
3.750 0.3626 16.43 7.500 0.1863 47.96
4.375 0.3138 21.32 8.125 0.1722 53.59
5.000 0.2763 26.40 8.750 0.1601 59.34
5.625 0.2467 31.62 9.375 0.1496 65.12
Table 4.4 shows the similar simulation results with pure oxygen gas. As expected, alumina mass distri-
bution with higher local maximum mass fraction, lower , is enough to meet the requirement in this case
since there is no stationery argon gas (more space to react). In the  = 7.75 case, alumina thickness increases
from 2.5 to 8.9697 nm and aluminum thickness decreases from 25 to 21.576 nm.
Table 4.4: Mass change with different alumina concentrations for pure oxygen gas.
 Y2, local max. 4m[%]  Y2, local max. 4m[%]
2.500 0.5205 8.99 6.250 0.2227 44.16
3.125 0.4284 14.13 6.875 0.2029 50.69
3.750 0.3626 19.66 7.500 0.1863 57.34
4.375 0.3138 25.50 7.750 0.1804 60.06
5.000 0.2763 31.55 8.125 0.1722 64.11
5.625 0.2467 37.78 8.750 0.1601 70.99
For the results of mass change shown in table 4.3 and 4.4, mass is computed by
m = ρ0,Al(LAl)
3 + ρ0,Al2O3
[
(LAl + 2LAl2O3)
3 − (LAl)3
]
with
LAl =
∫ L
0
(Y1 + Y3)dx and LAl2O3 =
∫ L
0
(Y2 + Y4)dx
The figure 4.3 shows the visual comparison between the experiment of [42] and this study on the mass
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change - temperature history profile. The experiment profile is obtained by digitizing of the figure 3 of
Trunov et al.[42]
Temperature [K]
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160 Trunov et al.(2005)
ǫ=8.75, O2/Ar
(a) oxygen-argon oxidizer
Temperature [K]
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∆
m
 [%
]
100
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140
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160 Trunov et al.(2005)
ǫ=7.75, Pure O2
(b) pure oxygen oxidizer
Figure 4.3: Comparison to experiments, 10 K/min heating rate.
From an initial thickness of 2.5 nm, the estimated oxide thickness for a heating rate of 10 K/min is 8.9
nm[42] and this study shows 6.3963 and 8.9697 nm for oxygen-argon and pure oxygen oxidizers, respectively.
Due to the assumption of stationery argon gas and its initial mass distribution, the growth of the alumina
layer is hindered by the argon gas. Without having an inert gas, the results shows good agreement.
4.3.2 The effects of different orders of magnitude of the rate constants on
local maximum temperature
Exothermic reaction between aluminum and oxygen occurs in a very short period of time. Direct calibration
of the rate constant for aluminum might not be available due to its highly active reactions. With the simple
rate form, one can predict a material’s behavior qualitatively. The local maximum temperature variation is
captured by simply changing the magnitude of the rate constant.
Figure 4.4 shows the maximum temperature and mass fraction of alumina time histories near the interface.
Apparently, the local maximum temperature changes by adjusting the magnitude of the rate constant, k,
while the local maximum alumina mass fraction in figure 4.4d simply shifts in time. Increasing the rate
constant is not only increasing the local maximum temperature, but also showing different shapes in the
temperature time history profiles. It shows mainly two different shapes; i) a smooth shape of thermal spike
and ii) a flat or distorted top of thermal spike. All cases, except for the rate constant is 1x107 mol/cc/ns, show
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Figure 4.4: Maximum temperature/alumina history profiles near the interface, oxygen/argon gas.
the smooth shape of thermal spike. For two cases in the figure 4.4c, k = 1x103 and 1x104 mol/cc/ns, they
have different shapes rather than k = 1x105(black-dotted line in figure 4.4b) and 1x106(purple-dashed line in
figure 4.4a). In the former cases, the rate constant is very small so that one can see the temperature increase
due to heat flow, such that there is thermal incubation time to reach the aluminum melting temperature
before the ignition event occurs. Obviously, the incubation time is shorter in k = 1x104 than the one in
k = 1x103. For the other two cases, k = 1x105 and 1x106, the rate constant is big enough to start igniting
without having incubation periods. As the constant increased, the local maximum temperature increases and
the time to reach the maximum temperature is reduced. In addition to four cases, the largest rate constant
in this analysis, k = 1x107 mol/cc/ns (green-solid line in figure 4.4a), has a totally different shape. The top
region of the maximum temperature shape is distorted when temperature reaches to melting temperature of
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alumina. Some portions of thermal energy are transferred to the required energy for phase change. It makes
the temperature increase slope down. Since the thermal energy is not enough to melt the entire alumina layer,
eventually liquid alumina is frozen back to a solid. Table 4.5 shows the maximum temperature depending
on the rate constant for the oxygen-argon oxidizer. The maximum temperature in the largest rate constant
exceeds alumina melting temperature.
Table 4.5: Local maximum temperature near the interface with various rate constant, oxygen/argon case.
k [mol/cc/ns] 1x103 1x104 1x105 1x106 1x107
Tmax,interface [K] 845.92 846.09 897.35 1266.75 2407.25
When the oxidizer is pure oxygen gas, most of the maximum temperature and mass fraction of alumina
history profiles behaves similarly. The most noticeable difference in the pure oxygen case is the top shape of
the maximum temperature profile in k = 1x107. The top shape is a lot more flat compared to the oxygen-
argon mixture gas case. The main reason for the difference is the ratio between solid alumina creation and
melting alumina rate. If the solid alumina creation rate is higher than melting alumina, the local maximum
temperature slope remains sharp and vice versa. The difference depends on the initial alumina mass fraction
distribution, the oxidizers is or no importance since even pure oxygen gas for  = 8.75 gives similar shape
of the local maximum temperature profile of oxygen-argon gas mixture. Table 4.6 shows the maximum
temperature depending on the rate constant for the pure oxygen oxidizer. The entire values are less than
the ones in table 4.5 since the required initial local maximum alumina distribution is higher in the pure
oxygen case (Y2,local max. = 0.1804) than the one in the oxygen-argon case(Y2,local max. = 0.1601). The
lower alumina distribution allows broader contact regions between aluminum and oxygen to react.
Table 4.6: Local maximum temperature near the interface with various rate constant, pure oxygen case.
k [mol/cc/ns] 1x103 1x104 1x105 1x106 1x107
Tmax,interface 845.78 846.15 888.34 1210.98 2344.78
4.3.3 Detailed behavior of species and thermal energy
Oxygen-argon oxidizer
From the local maximum temperature time history profiles, there are important events such as phase change
and creation of materials during the entire simulations. The following figures show the onset of the aluminum
phase change, the creation of the alumina layer, the maximum temperature reaching time, and etc. for both
oxidizers.
For the lowest rate constant of oxygen-argon oxidizer(see figures 4.4c and 4.6), there is distinctive thermal
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Figure 4.5: Maximum temperature/alumina history profiles near the interface, pure oxygen gas
incubation period near the interface at t = 0.1 to 1 ns and aluminum starts melting around 2 ns. Aluminum
continuously melts and reacts with oxygen. k = 1x10−3 mol/cc/ns is really small since one finds the broad
coexistence regions of oxygen and liquid aluminum at the time of 178 ns when the maximum temperature,
845.92 K, is reached and maximum alumina mass fraction, Y2,max, is 0.5746. When the time is around 2.4
µs with Y2,max = 0.8494, the quasi-steady state is achieved. Due to stationery argon gas that exists near
the interface, Y2,max cannot continue to be created until reaching the quasi-steady state.
The second lowest rate constant(see figures 4.4c and 4.7), k = 1x104 [mol/cc/ns], has the similar feature
of the lowest rate case. Although the thermal incubation period is a lot shorter, the period still exists until
around 0.1 ns. Aluminum starts melting around 0.2 ns, and one can still say that the magnitude of the rate
constant is small since the coexistence regions of oxygen and liquid aluminum are still found at 40 ns when
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Figure 4.6: Mass fractions and temperature profiles at fixed times, k = 1x103 (mol/cc/ns) for oxygen-argon
oxidizer.
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Figure 4.7: Mass fractions and temperature profiles at fixed times, k = 1x104 (mol/cc/ns) for oxygen-argon
oxidizer.
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the maximum temperature is reached to 846.09 K and maximum alumina mass fraction, Y2,max, is 0.7062.
The quasi-steady state is achieved approximately at 28.2 µs with Y2,max = 0.8494.
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Figure 4.8: Mass fractions and temperature profiles at fixed times, k = 1x105 (mol/cc/ns) for oxygen-argon
oxidizer.
In the case of k = 1x105 [mol/cc/ns](see figures 4.4b and 4.8), aluminum starts melting faster, around
0.02 ns. At the time of 0.3792 ns, the maximum temperature of 897.35 K is reached with Y2,max = 0.3334.
Once alumina is fully created, most of supplied thermal energies are used for phase change of aluminum.
As aluminum phase change continuous, one can find the minimum temperature near the interface at 144 ns
after ignition. After 144 ns, the temperature increases again since the thermal energy used for phase change
is less than the energy supplied by the environment. The quasi-steady state is achieved approximately at
15.3 µs.
For the second largest rate constant(see figures 4.4a and 4.9), the entire behavior is similar to the previous
ones. Aluminum starts melting around 0.003 ns. The material reaches a maximum temperature of 1266.75
K, with Y2,max = 0.3986 at 0.039 ns. The temperature near the interface goes to its lowest at 70 ns and
Y2,max has already reached its maximum. The quasi-steady state is achieved approximately at 12.9 µs.
The largest rate constant(see figures 4.4a and 4.10), k = 1x107 [mol/cc/ns], has a different feature. One
more phase is appeared, liquid alumina. As soon as alumina is forming, temperature is reached to the melting
temperature of alumina around 0.0023 ns. The forming of liquid alumina makes increasing temperature rate
lower since some portions of thermal energy are used for phase change. The maximum temperature is 2407.25
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Figure 4.9: Mass fractions and temperature profiles at fixed times, k = 1x106 (mol/cc/ns) for oxygen-argon
oxidizer.
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Figure 4.10: Mass fractions and temperature profiles at fixed times, k = 1x107 for oxygen-argon oxidizer.
K at 0.0042 ns. During the next 0.005 ns, liquid alumina mass fraction keeps increasing and then freezing
until the entire alumina mass fraction back to its solid up to 0.02 ns. Around 1 ns, the maximum alumina
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mass fraction is almost achieved. The rest of thermal energy trapped inside of the slab from the reaction
is used for aluminum phase change until 41 ns since the temperature near the interface is reached to its
minimum. After 41 ns, aluminum phase change is from incoming thermal energy. Around 12.6 µs, the
quasi-steady state is achieved.
Pure oxygen oxidizer
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Figure 4.11: Mass fractions and temperature profiles at fixed times, k = 1x103 for pure oxygen.
For the lowest rate constant of pure oxygen oxidizer(see figures 4.5c and 4.11), there is distinctive thermal
incubation period near the interface at t = 0.1 to 1 ns and aluminum starts melting around 2 ns. This is
almost the same phenomena of the other oxidizer. One can find the broad coexistence regions of oxygen and
liquid aluminum at the time of 227 ns when the maximum temperature is reached to 845.78 K and maximum
alumina mass fraction, Y2,max, is 0.6878. The quasi-steady state is achieved when time is around 4.75 µs
with Y2,max = 0.9435. Due to the slow rate, it reaches to the state compared to higher rate constant cases.
The second lowest rate constant(see figures 4.5c and 4.12), k = 1x104 [mol/cc/ns], has similar features as
the lowest case. The thermal incubation period is shorter than the lowest rate case, however, the period still
exists until around 0.1 ns. Aluminum starts melting around 0.2 ns, and one can still say that the magnitude
of the rate constant is small since the coexistence regions of oxygen and liquid aluminum are still found at 71
ns when the maximum temperature of 846.15 K is reached and the maximum local alumina mass fraction,
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Figure 4.12: Mass fractions and temperature profiles at fixed times, k = 1x104 for pure oxygen.
Y2,max, is 0.8432. The quasi-steady state is achieved when time is around 26.5 µs with Y2,max = 0.9547.
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Figure 4.13: Mass fractions and temperature profiles at fixed times, k = 1x105 for pure oxygen.
In the case of k = 1x105 [mol/cc/ns](see figures 4.5b and 4.13), aluminum starts melting around 0.02 ns.
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At the time of 0.3532 ns, it reaches the maximum temperature of 888.34 K with Y2,max = 0.3734. When the
temperature near the interface is found to be the lowest at 480 ns after its maximum, one finds that alumina
mass fraction is already maximized with Y2,max = 0.9547. The quasi-steady state is achieved when time is
around 6.4 µs.
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Figure 4.14: Mass fractions and temperature profiles at fixed times, k = 1x106 for pure oxygen.
For the second largest rate constant(see figures 4.5a and 4.14), the entire behavior is similar to the
previous ones. Aluminum starts melting around 0.002 ns. At t = 0.0037 ns, the maximum temperature,
1210.98 K, with Y2,max = 0.4436 is reached. The temperature near the interface goes to the lowest at 230
ns and Y2,max reaches its maximum. The quasi-steady state is achieved when time is around 1.3 µs.
All rate constants except for k = 1x107 (mol/cc/ns) have similar mass fractions and temperature profiles
when comparing to the oxygen-argon oxidizer case. The largest one(compare figure 4.5a and 4.15), however,
has a different shape for the maximum temperature profile(see both figures 4.4a and 4.5a). Alumina layer
starts melting around 0.0025 ns and liquid alumina mass fraction is reached its maximum around 0.0064 ns.
During this time, the temperature goes to its maximum, 2344.78 K, at t = 0.0048 ns as well. At 37 ns, the
temperature on alumina layer goes to its minimum with Y2,max = 0.9547. Without having a stationery inert
gas, thicker alumina layer is formed faster and aluminum melts more. The thicker alumina layer works as a
thermal barrier for generated exothermic energies inside of the slab, while for the other case with argon gas,
the inert gas gives a executing route for the energies.
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Figure 4.15: Mass fractions and temperature profiles at fixed times, k = 1x107 for pure oxygen.
4.4 Conclusion
The scaling analysis allows us to neglect the mechanism of mixing and other terms in governing equations.
From the momentum equation a constant pressure condition is obtained. Solid and liquid phase related
terms in the energy equation become negligible except for their reference states. Gas phase related terms
are dominant. Since the stress/displacement fields are decoupled from the thermal extent and the fields are
assumed to be a constant ambient pressure, this assumptions enables the equation of state for volume to
depend only on temperature. In addition, to solve the quasi-steady state system, we introduce fast time
scale, t¯, to species and energy equations.
We further assume that the alumina layer is broken or opened which can be described as alumina mass
concentration distribution in 1D. This assumption allows us to study how alumina mass concentration is
distributed to achieve the designated mass increase. To accomplish around 60 % mass increase, the alumina
layer mass distribution with Y2,max = 0.1601 and 0.1804 are required for oxygen-argon and pure oxygen
oxidizer, respectively. The effect of the rate constant to the system is analyzed. As the order of magnitude
of the rate constant is increased, aluminum slab reacts differently. Especially when the largest rate constant,
k = 1x107 (mol/cc/ns), is used, liquid alumina is appeared inside of the alumina layer for the short period
of time for both oxidizers. The alumina thickness is increased from 2.5 nm to 6.3963 and 8.9697 nm for
oxygen-argon and pure oxygen oxidizer, respectively.
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This study limits its analysis without having the mechanism of mixing but allowing for pure diffusion
mechanism with constant diffusion coefficients, however, one can find the precursor how thermal energy
from the environment is transferred into the aluminum slab quantitatively. Improved modeling could be
achievable if one includes the mechanism of mixing and uses thermally-depending diffusion coefficients.
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Chapter 5
Mirrored Continuum and Molecular
Scale Simulations of Deflagration in a
nano-slab of HMX
5.1 Introduction
Many attempts have been made for bridging atomistic and continuum scale simulations[5, 16, 17, 18, 19, 20].
In atomic scale simulations, researchers have focused on reducing the complexity of the force field by using
coarse-graining methods or implementing parallel computing methods to speed up simulation run times.
Tens or hundreds nano- and micro-sized atomistic simulations analyzing chemically complex systems require
enormous computing resources. Continuum simulations in macro scale successfully predict the phenomenon
of the reactive flow including chemical and phase change of multi-component materials. Current continuum
formulation often failed to predict meso-scale system due to both formulation and insufficient information
on properties of the scale.
As an effort on bridging atomistic and continuum scale simulation, control volume (CV) formulation for
the molecular dynamics (MD) system was developed[75]. CV formulation is based on eulerian CV approach in
continuum fluid dynamics which is widely accepted and has been utilized in many fluid problems. Continuum
simulation in the meso-scale essentially requires locally averaged macroscopic properties obtained from the
atomistic scale simulation. With CV formulation for MD, reactive MD (RMD) results can be compared
to continuum simulation directly with respect to space and time. Recent papers on RDX[73, 74] have
reported macroscopic properties such as temperature, density, and mass fractions from a discrete system
using spatial binning. In this way, spatially averaged RMD results can be crucial information to compare
with the continuum simulation.
The continuum modeling formulation, called the Gibbs formulation[2], is formulated for the length and
time of the atomistic scale. At a given point of a material, we assume there is a mixture that makes
up of a set of equilibrated components. Phase and chemical changes due to reaction are not assumed as
final equilibrium, these changes are assumed to occur at a much longer time scale compared to the one for
pressure and temperature equilibrium. Once all components are defined, chemical and phase changes among
components can be described. Kinetic schemes that govern the change of the components can be presented
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by a set of extended-Prout-Tompkins nucleation-growth (e-PT) models[76, 77] in each spatial bin.
In sections II-IV, we describe the atomistic simulation method and its results on a nano-slab HMX in
section II, continuum method including the Gibbs formulation, e-PT rate model, and extended governing
equations with viscosity, thermal conductivity, and mass diffusivity in section III, and the successful results
of mirroring RMD simulation to continuum simulation on a nano-slab HMX in section IV.
5.2 Atomistic Method
5.2.1 Simulation Method
2560 HMX molecules are used. 128 HMX molecules are set at hot-spots. For 15 ps, hot-spot regions
are integrated by an NVT ensemble with sudden temperature increase (T = 2000 K) and others by NVE
ensemble. After 15 ps, all domains are integrated by NVE ensemble.
5.2.2 RMD results
To bridge molecular to the continuum scale, one needs to average molecular dynamics simulation results. At
least two types of binning are required; i) spatial binning and ii) mass fraction binning. The entire domain is
divided into 20 spatial bins where numbering starts from 0 and molecules are sorted by 75 AMU increments
with the exception of intact HMX molecules. Figure 5.1 shows the mass fractions of spatial bin 2.
In order to compare the RMD results to continuum results, the entire mass fraction system which was
divided into 7 bins is now reorganized by only 2 bins(see figures of 5.2c and 5.2d). One bin has less than
75 AMU considered as HMX products since almost all gas products sit in 0-75 AMU bin. The other bin
with more than 75 AMU is set as HMX reactant; we grounded all heavy polyradicals, light intermediates
molecules as pure HMX molecules. Three bins, bin number 0, 2, and 4, are selected comparison. Figure 5.2
shows temperature, density, and mass fraction RMD results in bin 0, 2, and 4. Bin 0 is a hot-spot region
where initial conditions for continuum simulation can be provided. Around half of the reactant is consumed
by a sudden temperature increase during 15 ps. Bin 2 is a region near the hot-spot which shows that,
compared to Bin 4, temperature is gradually increased by slowly consuming reactant. Bin 4 is a region away
from the hot-spot which shows a faster temperature increase and faster reactant consumption compared to
the other bins. Even though the RMD pressure for each individual bin is not available, one can infer that the
reactant consumption rate and temperature increase rate is highly dependent on the entire system pressure.
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Figure 5.1: Reactive molecular dynamics simulation (RMD) results of mass fractions for bin 0, 2, and 4.
5.3 Continuum Method
5.3.1 Governing Equations
In order to model the nano-scale simulation using a continuum approach, the Euler equation are not enough
since other physical properties, such as viscosity, are significant even if the entire system is under high
pressure. We propose the following governing equations that not only viscosity, but also thermal conductivity
and mass diffusion. Equations (5.1) to (5.4) include the other physical properties and are presented in 1D.
∂ρ
∂t
+
∂(ρu)
∂x
= 0 (5.1)
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Figure 5.2: Time histories of RMD results in spatial bin 0(red), 2(blue), and 4(sky blue): temperature,
density, and mass fractions: mass fractions are reorganized more/less than 75 AMU for comparison.
∂(ρu)
∂t
+
∂
∂x
[
ρu2 + p− (νf + 2µf )∂u
∂x
]
= 0 (5.2)
∂
∂t
[
ρ(e+
u2
2
)
]
+
∂
∂x
[
ρu(e+
u2
2
) + pu− k∂T
∂x
+
∑
i
(ρYihiVi)
]
= (νf + 2µf )
(
∂u
∂x
)2
(5.3)
∂(ρYi)
∂t
+
∂
∂x
(ρYiu+ ρYiVi) = ωi (5.4)
where u, Yi, p, T , hi, Vi, and ωi are particle velocity, mass fraction, pressure, temperature, enthalpy, diffusion
velocity, and global reaction rates, respectively. ρ, e, µf , νf , and k are the mixture’s specific density, specific
energy, viscosity coefficient, bulk viscosity coefficient and thermal conductivity, respectively.
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v =
∑
i viYi, e =
∑
i eiYi, µf =
∑
i µf,iYi, νf =
∑
i νf,iYi, and k =
v∑
i viYi/ki
(5.5)
All mixture rules are upper-bound except for the mixture’s thermal conductivity where a lower-bound is
used.
5.3.2 Equation of States
Two components, reactant and products, are used in this model. The Fried-Howard Gibbs EOS[3, 4] is used
for the reactants and the Wide-Ranging EOS[6, 7, 8] is used for the products.
Fried-Howard Gibbs EOS
Fried-Howard Gibbs (FHG) EOS form,
v(p, T ) = v0[nκ0p+ f(T )]
−1/n (5.6)
e(p, T ) = h0 +
∫ T
T0
cp(T )dT +
v0
κ0(n− 1)
(
ηn−1 − ηn−10
)
(5.7)
− v0
κ0n
Tf
′
(T )
{
[nκ0p+ f(T )]
−1/n − [nκ0p0 + f(T )]−1/n
}
− pv0[nκ0p+ f(T )]−1/n
where
cp(T ) =
∑2
i=1 ai
(θi/T )
2e(θi/T )
(e(θi/T )−1)2 + a3T
f(T ) = e−n[g(T )−g(T0)]
g(T ) = α0T + α1
[
T − T∗2
(
e−T/T
∗ − 2)2]
η = v0/v = [nκ0p+ f(T )]
1/n
η0 = η(p0, T )
Table 5.1: FHG EOS: EOS parameter for HMX.
ρ0 [cc/g] κ0 [GPa
−1] n α0 [K−1] α1 [K−1] T ∗ [K]
1.844 0.095 7.2 -3.0 x 10−4 3.329 x 10−4 100
Table 5.2: FHG EOS: reference state parameters for HMX.
h0 [GPa cc/g] a1/R a2/R a3/R [K
−1] θ1 [K] θ2 [K]
5.85 6.124 0.174 0.09835 0.2788 0.534
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Wide-Ranging EOS
The Wide ranging (WR) EOS thermal and mechanical EOS are given by,
e(p, v) = es(v) +
v
Γ(v)
[p− ps(v)] (5.8)
T (e, v) = T s(v) +
e− es(v)
cv
(5.9)
where
es(v) =
pcvc
k − 1 + a
[
1
2 (v/vc)
n + 12 (v/vc)
−n]a/n
(v/vc)k−1+a
F (v) =
2a(v/vc)
−n
(v/vc)n + (v/vc)−n
Γ(v) = k − 1 + (1− b)F (v)
ps(v) = pc
[
1
2 (v/vc)
n + 12 (v/vc)
−n]a/n
(v/vc)k+a
k − 1 + F (v)
k − 1 + a
T s(v) =
2−ab/n
k − 1 + a
pcvc
cv
[
1
2 (v/vc)
n + 12 (v/vc)
−n](a/n)(1−b)
(v/vc)k−1+a(1−b)
Table 5.3: WR EOS properties.
k a b n vc [cc/g] pc [GPa] cv [MJ/kg K]
1.3 0.7965 0.7 1.758 0.8314 3.738 945 x 10−6
5.3.3 Chemical Kinetics Model
RMD results are spatially averaged (binning) to obtain intensive properties that include temperature, density,
and mass fractions. We assume each bin has different sets of e-PT models depending on the pressure. In
general, e-PT variables are available in the constant pressure. In this simulation model, pressure goes up
to around 9 GPa. Having numerous set of e-PT variables is expensive computationally. Instead, one can
assume that small changes or even larger changes in pressure, the e-PT variables might be not changed or
its change is negligible. These assumptions will reduce the numerical costs incurred by using numerous e-PT
sets. The e-PT model has the following form,
dY2
dt
=
(
Ae−E/RT
)
(1− Y2)n(1− q(1− Y2))m (5.10)
where Y2 is the product mass fraction, E the activation energy, R the gas constant, T the absolute
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temperature, A is the pre-factor, and n, m, and q are unit-less variables associated with the reaction order,
autocatalysis, and nucleation, respectively.
The following parameters in tables 5.4-5.8 are used.
Table 5.4: The e-PT parameters for bin 0.
p range [GPa] A [s−1] E [kcal/mol] n m q
[p0 ∞] 5.20 x 1011 13.9104 1.30 0.43 0.99
Table 5.5: The e-PT parameters for bin 1.
p range [GPa] A [s−1] E [kcal/mol] n m q
[p0 1.2] 7.31 x 10
7 26.1 0.41 0.64 0.99
[1.2 1.8] 4.00 x 1011 10.5322 1.80 0.60 0.99
[1.8 2.3] 4.80 x 1011 9.9360 1.70 0.55 0.99
[2.3 ∞] 4.60 x 1011 9.9360 1.60 0.53 0.99
Table 5.6: The e-PT parameters for bin 2.
p range [GPa] A [s−1] E [kcal/mol] n m q
[p0 1.75] 7.31 x 10
7 26.1 0.41 0.64 0.99
[1.75 2.58] 1.00 x 1011 8.3463 1.60 0.45 0.99
[2.58 3.55] 2.10 x 1011 8.1475 1.55 0.43 0.99
[3.55 ∞] 2.10 x 1011 7.7501 1.50 0.41 0.99
Table 5.7: The e-PT parameters for bin 3.
p range [GPa] A [s−1] E [kcal/mol] n m q
[p0 1.0] 7.31 x 10
7 26.1 0.41 0.64 0.99
[1.0 4.0] 3.50 x 1011 6.7565 1.50 0.50 0.99
[4.0 ∞] 2.00 x 1011 6.5578 1.45 0.55 0.99
Table 5.8: The e-PT parameters for bin 4.
p range [GPa] A [s−1] E [kcal/mol] n m q
[p0 4.0] 7.31 x 10
7 26.1 0.41 0.64 0.99
[4.0 5.5] 3.50 x 1011 6.3591 1.50 0.45 0.99
[5.5 ∞] 3.00 x 1011 6.3591 1.40 0.50 0.99
5.3.4 Diffusion Model
For our multi-component diffusion the Maxwell-Stefan (MS) diffusion model[62] can be used
∑
j
XiXj
Dij
(V j − V i) = ∇Xi . (5.11)
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where Xi and Vi are the molar fractions and diffusion velocity vector of species i, and the binary diffusivities,
Dij , are symmetric.
MS model obeys,
n∑
i
YiVi = 0 (5.12)
where n is the total number of components.
Even though this relation was derived for a dilute ideal gas mixture, it has often been applied to condensed
phase media.[63] There are two species in the system. Since Dij = Dji, we have only one diffusion coefficient.
To simplify the diffusion model, equal-molecular weights is assumed for both reactant and products. With
this assumption the diffusion coefficient D12 is the same as the diffusion coefficient of the Fickian diffusion
model.
Y1V1 = −D12 ∂Y1
∂x
(5.13)
The diffusion coefficients between HMX and its products are not fully available in the literature. We
choose the coefficient D12 = 4 x 10−13 [m2/s] among similar order of magnitude diffusion coefficients between
the solid and gas[78].
5.3.5 Viscosity and Thermal Conductivity
Unlike the macro-sized continuum simulation, viscosity and thermal conductivity have an important role in
the nano-sized continuum simulation due to the size effect. The HMX reactant’s viscosity coefficient, 0.45
[N s/m2], is taken from Yoh et al.[79]. Since no other data is available for the viscosity we assume the
viscosity of the reactant remains a constant during the entire simulation. We used a thermal conductivity
experimental linear fit[80] that it is valid up to around 450 K. We extrapolate the fit to 800 K since the
extended fit is a little higher than MD results for thermal conductivity(see figure 1 of Bedrov et al.[81]).
CHEETAH[82] is used for the products’ viscosity and thermal conductivity. We take 1681 sampling
points, 41 by 41, on the pressure and temperature domain from ambient to 12 GPa and 2800 K, respectively.
Using these sampling points, a searching table is constructed using bilinear interpolation. Higher order
interpolation will return more precise data, however, the computational cost is higher and requires at least
C1 continuity of all sampling data.
For both reactant’s and products’ bulk viscosity coefficients, νf = −2/3µf , Stokes hypothesis is used.
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Figure 5.3: Initial configuration for continuum simulation.
5.3.6 Domain Setup
The entire domain size is 88.4 nm and the hot-spot region is placed at the center of the domain with the
length of 4.42 nm.
The NVT ensemble in the hot-spot region runs for 15 ps in the RMD simulation. The averaged properties
at 15 ps can be used as initial conditions in the continuum simulation. Initial conditions of pressure,
temperature, and mass fractions for both hot-spot and unreacted HMX regions are assigned separately. The
initial conditions are as follows,
Initial Conditions p [GPa] T [K] Y1
Hot-spot region 5.64 2350 0.4748
Unreacted HMX region 0.24 298.15 1.0
(5.14)
Boundary conditions for both ends are set to all reflected in order to compensate the RMD periodic
boundary conditions. The periodic boundary condition in the RMD simulation is not the same as the
periodic boundary condition in a continuum simulation. It is more analogous to the a reflected boundary
condition.
∂C
∂x
|x=0,L = 0 (5.15)
where C are conservative variables, and L is the length of the domain.
5.4 Results
Using all the obtained and calibrated properties one can run a continuum simulation on the microscopic scale.
The continuum simulation results start from 15 ps since we mirror the RMD simulation which runs an NVT
ensemble in the hot-spot regions during 15 ps. Figure 5.4 compares macroscopic properties (temperature,
density, and mass fractions) between the RMD and continuum simulations. The continuum simulation
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Figure 5.4: Comparison of time histories between RMD(dots) and continuum simulation results(lines) in
spatial bin 0, 2, and 4.
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results for bin 0, 2, and 4 are picked from the center of the corresponding bin’s domain; RMD results are
obtained by averaging each spatial bin, and our continuum simulation results are from the center of each
RMD bin’s corresponding location. The results show good to excellent agreement comparing temperature
and mass fractions. Figure 5.1 shows that species less than 75 AMU, which we assume as gas products, tends
to consume (see after 200, 250, and 400 ps figure 5.1a, 5.1b, and 5.1c, respectively). In the point of view
of the continuum approach, the final products are irreversible species. We decided to compare before the
species (gas products) start being consumed. Figure 5.4b show discrepancies in density. These are largely
due to the continuum modeling assumptions for mass fractions. For HMX reactant, the molecular weight is
296.15 g/mol, however, the assumptions made for the reactant’s mass fraction includes heavy polyradicals
(three or more times larger molecules), light intermediates, HMX, etc. Since the density dot profiles of RMD
results consider all species’ density/molecular weight, discrepancies should exist on the molecules’ size and
weight. The overall trends in the density show a qualitative agreement. Figure 5.4e shows pressure time
histories in each bin (evidence of pressure wave through the material). The pressure wave propagates as
HMX reactants are consumed. Figure 5.4f shows energy time history profiles of each bin. The peak of bin
2 is a lot higher than that of bin 4. This is because when the energy profile of bin 2 reaches its maximum,
the pressure of the entire domain is lower than the peak of bin 4.
Figure 5.5 shows the results of the entire macroscopic properties’ profiles on half of the domain from
44.2 nm to 88.4 nm. By placing the hot-spot at the center of the domain half of the domain can represent
the entire system. Again, the length of each spatial bin is 4.42 nm. From 195 ps to 330 ps peculiar trends
are found in the macroscopic properties. This is mainly due to different reaction rates on spatial bins. Not
only the pre-factor, A, in bin 3 is higher than bin 2, but also activation energy, E, in bin 3 is lower than
bin 2. For the short period of time, this causes material in bin 3 to be consumed faster than the one in bin
2. In figure 5.5a temperature looks like it is uniformly expanding until 240 ps and then starts increasing
locally near bin 2 and 3 from 285 ps to 375 ps, and then decreases locally in the same region. In figure 5.5b,
abnormal density profiles are observed during that time. Similar phenomena is observed on figure 5.5c. This
shows the material’s consumption near bin 3 and 4 from t = 285 to 330 ps is not uniform and the particle
velocity is locally accelerated during that time. Biased consumption near this region also generates distorted
pressure and energy peaks.
5.4.1 Discussion and Implications
Finding proper reaction rates is crucial for simulating reactive flow. The rate is mainly based on temperature
or pressure, or both. The most commonly used rate law is the Arrhenius equation which has a constant
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Figure 5.5: The entire macroscopic properties’ profiles from continuum simulation: half of the domain.
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rate dependence that is shown by the pre-exponential factor, activation energy, gas constant, and absolute
temperature. To use an Arrhenius equation for the reactive flow, almost infinite additive terms are required
since the dependence of the pre-exponential factor on temperature should be small, but it should highly
depend on the temperature for the reactive material. For numerical purposed it is not useful to use infinite
sets.
The widely used engineering rate model, Ignition and Growth(I&G), has the ignition term based on
density and two growth terms, one for the main consumption of the material and the other for the closure of
the consumption, based on pressure. Since the nature of this rate model is not directly related to temperature,
it causes unreacted materials in almost all locations to burn at the same time. In this simulation, pressure is
propagating a lot faster than temperature. The single-term fractional depletion pressure-dependent reaction
rate also exhibits similar behavior.
The e-PT nucleation-growth model was used in this study. The model has the temperature dependence,
fraction depletion, autocatalysis and nucleation terms. The e-PT parameters are commonly calibrated with
constant pressure experimental/MD simulation data sets. Calibrating the parameters for the entire pressure
range can be achieved by running numerous experiments or MD simulations. Instead, we assume that a set
of e-PT parameters can be applied to certain pressure ranges, and the e-PT parameter set is used for each
bin and not the entire domain. It is useful when one has insufficient data (valid since the rate is a function
of time and location). With these assumptions, one requires at least a set of parameters in each bin since
each set is calibrated with a constant pressure. From tables 5.4-5.8, with the fix of nucleation parameter, q,
as 0.99, most of reaction order parameters, n, range from 1.3 to 1.8, and autocatalysis parameters, m, are
from 0.41 to 0.64. Decreasing either n or m delays the consumption of the material and vice versa. Glascoe
et al.[83] reported a HMX thermal compensation fit between the pre-factor and the activation energy for
various constant pressure cases. None of the reported parameters makes ignition or sustains reaction in
this simulation size. From figure 5.6, apparently, the pre-factors used in this study are higher than the
compensation fit. From the fit, one infers that higher activation energy correlates to higher pre-factor.
Our nano-sized simulation results, however, show that the similar magnitude of pre-factor for around an 35
kcal/mol activation energy is required for the 10 kcal/mol one. Higher reactivity might be needed in this
sized simulation.
For setting initial conditions, getting pressure data of each bin is almost impossible due to high error
bars and discrepancies between pressure and density in RMD results. It is difficult to guess initial pressure
in the entire domain of the continuum simulation with insufficient information. Alternatively, one can get
the initial pressure data in the unreacted HMX regions by using FHG EOS. With initial density of pure
HMX and room temperature, pressure can be obtained easily by the FHG EOS. The initial pressure in the
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Figure 5.6: Thermal decomposition kinetic compensation plot[83, 84].
hot-spot, however, is the combination of several molecular components, and we are using only two in this
model. One can compute pressure in the unreacted HMX region after making a guess a pressure in the
hot-spot region with averaged pressure in the entire regions of RMD simulation regions until finding proper
effects on bin 0 and bin 1. This is because setting initial conditions for bin 0 has an effect on the entire
domain, but mostly on bin 0 and 1.
5.5 Conclusion
Bridging an atomic and continuum scale simulation is a challenging task. In the view of atomic scale
simulations, the continuum scale domain requires a lot of computational resources and time. In the case of
the continuum scale simulation it not only has averaged atomic scale simulation results, but also needs other
macroscopic properties such as mass diffusion, thermal conductivity, etc. that can be neglected in macro
scale simulations. By taking into account the properties, one could match the atomic scale simulation with
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a continuum scale simulation.
In this two-component continuum model for HMX, we showed how density, energy, temperature, pressure,
mass fractions, and particle velocity change with respect to time and position. In particular the pressure wave
is shown in this nano-sized energetic material. The continuum scale simulation could be more precise if: i) one
adds more components such as beta, delta, and liquid phase HMX, heavy polyradicals and light intermediates.
By adding more components a better density match can be achieved which will also capture other physical
phenomena such as polyradicals, intermediates and their effects on macroscopic properties. Apparently,
adding components require all added components’ EOS, thermal conductivities, and mass diffusions, ii)
precise chemical kinetics model calibrated with sufficient pressure and temperature information, iii) mass
diffusion model with the temperature dependent diffusion coefficients.
81
Chapter 6
Summary and Future Work
This thesis proposed a mesoscale continuum model framework for modeling energetic materials, such as
RDX, HMX and aluminum. It is based on the Gibbs formulation[2] which was used to derive the governing
equations and calibrate all EOS. The reaction rates and diffusion model were chosen depending on system
and underlying assumptions. Each chapter described the model applied to different regimes and conditions.
In Chapter 3, the ignition of energetic materials, especially a high-pressure phase of RDX[5], was described
by mirroring atomistic and continuum scale simulations. The energetic material, RDX, is in the constant
volume and energy process where higher pressure and temperature conditions were required. Four species
containing liquid RDX, intermediate radicals, heavy polyradicals, and gas phase products are considered
with a modified FHG and fitting form EOS. Rates are directly measured. CVTEX successfully mirrored
RMD simulation results including induction(or ignition delay), explosion, and equilibrium periods.
In Chapter 4 a nano-sized aluminum slab coated by a thin alumina layer based on the experiment of
Trunov et al.[42] was modeled. By using a scaling analysis the stress/displacement fields were decoupled
from thermal extent, then species and energy equations are considered as governing equations for the system.
Seven species containing solid, liquid, and gas phases of aluminum, solid and liquid phases of alumina, and
gas phase of oxygen and argon are considered with HTES, modified FHG, and ideal gas EOS. Various
artificial rates are used. The Maxwell-Stefan diffusion model with constant diffusion coefficients was applied.
The mass change and final alumina thickness obtained from the numerical simulation matched those from
the experimental results.
In Chapter 5 the deflagration in a nano-sized slab of HMX was described by mirroring atomistic and
continuum scale simulations. Small regions of HMX were exposed to sudden increases in temperature and
forming hot-spots. The FHG EOS[3, 4] was calibrated for HMX reactant and the WR EOS[6] was used for
HMX products. An e-PT nucleation-growth rate model was calibrated for each bin. The Maxwell-Stefan
diffusion model with constant diffusion coefficients was used. The RMD and continuum simulation show
good to excellent agreement when comparing the mass fraction, temperature, and density. The continuum
simulation also described the presence of pressure waves in the system.
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The framework presented in this thesis can be extended to 2D and 3D, or other coordinate system.
The benefit of extending to a spherical coordinate system is obvious. For instance, the aluminum particle
simulation would provide a better understanding on aluminum combustion. By enabling multi-material
interfaces this continuum framework could mirror multi-material RMD results such as energetic materials
with binder. As an example, RDX with Hydroxyl-Terminated Polybutadiene Binder(HTPB) using a RMD
simulation[74] can be mirrored using the framework presented in this thesis.
83
Appendix A
Explicit Gibbs Free Energy Equations
of State for Condensed-phase
Explosives
A.1 Fried-Howard Gibbs (FHG) EOS
The Explicit Gibbs Free Energy equation of state of Fried and Howard [4] was originally derived for modeling
solid and liquid carbon. This EOS provides a closed form for the Gibbs free energy G(p, T ), where thermo-
dynamic properties may be easily derived and was shown to be consistent with more recent literature. The
Gibbs free energy is separated into a “reference” term, g0(p, T ), with describes properties at the reference
pressure p0 and an “equation of state” term,
g(p, T ) = g0(p, T ) + ∆g(p, T ) (A.1)
The “reference” term is computed by the following expression,
g0(p, T ) = h˜0(T )− T s˜0(T ) (A.2)
where the function h0(T ) and s0(T ) are expressed in terms of the heat capacity at constant pressure,
h˜0(T ) = h0 +
∫ T
T0
cp,0(T )dT , s˜0(T ) = s0 +
∫ T
T0
cp,0(T )
T
dT (A.3)
here h0 and s0 are the heat of formation and entropy respectively. After using the sum of two Einstein
oscillators and a linear expression for cp(T ) [4] the entropy and heat of formation are expressed as,
h˜0(T ) = h0 +
∑
i=1
ai
[
1
ex − 1
]xi
x0
+ a3
(
T 2 − T 20
)
(A.4)
s˜0(T ) = s0 +
2∑
i=1
ai
[
x
ex − 1 − ln (1− e
x)
]xi
x0
+ a3 (T − T0) (A.5)
where xi = θi/T and xi0 = θi/T0
For the “equation of state” term Fried and Howard [4] found that the generalized Murnaghan form of
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Equation A.6 to compute the specific volume was more accurate for conditions of elevated pressure and
temperature. This form assumes that the bulk modulus, B, is a linear function of pressure, B = B0 + np
where B0 = 1/κ0.
v(p, T ) = v0[nκ0p+ f(T )]
−1/n (A.6)
with
f(T ) = exp {−n [fα(T )− fα (T0)]} (A.7)
where
fα(T ) = α0T + α1
[
T − T
∗
2
(
e−T/T
∗ − 2
)2]
(A.8)
The “equation of state” term, ∆g(p, T ), is finally expressed as,
∆g(p, T ) =
v0
(n− 1)κ0
[
ηn−1 − ηn−10
]
(A.9)
where
η = v0/v = [nκ0p+ f(T )]
1/n (A.10)
With the given G(p, T ) and v(p, T ), one can easily find internal energy as,
e(p, T ) = h0 +
∫ T
T0
cp,0(T )dT +
v0
κ0(n− 1)
(
ηn−1 − ηn−10
)
(A.11)
− v0
κ0n
Tf
′
(T )
{
η−1 − η−10
}− pv0[nκ0p+ f(T )]−1/n
where
cp,0(T ) =
2∑
i=1
ai
(θi/T )
2e(θi/T )
(e(θi/T ) − 1)2 + a3T (A.12)
For parameters in the table A.1, κ0 and n are within the reported range in Sewell et al.[13], α0 and α1
are adjusted to avoid convex shape in internal energy surface of low pressure and temperature. Parameters
in the table A.2 are fitted using the data from Hanson-Parr and Parr[80]
Figure A.1 shows the HMX surfaces for specific volume and energy on the pressure and temperature
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surface. Figures A.2 shows the p− v and Up −Us Hugoniot curves respectively and shows good to excellent
matches to the experimental shock data.
Table A.1: HMX FHG EOS reactant parameters.
v0 [cc/g] κ0 [GPa
−1] n α0 [K−1] α1 [K−1] T ∗ [K]
0.5423 0.095 6.8 -3.0x10−4 3.329x10−4 100.0
Table A.2: HMX FHG EOS reference state parameters.
h0 [GPa·cc/g] a1/R a2/R a3/R [K−1] θ1 [K] θ2 [K]
5.85 6.124 0.174 0.09835 0.2788 0.534
(a) v(p, T ) (b) e(p, v)
Figure A.1: (a) volume surfaces and (b) energy surfaces for HMX reactants and products.
A.2 Hydrostatic Thermo-Elastic Solid (HTES) EOS for
Reactants
The hydrostatic thermoelastic solid EOS[3] can be derived from classic a potential for an isotropic, small
strain linear thermo-elastic potential,
v = v0
(3K)3
[p− p0 − 3Kα(T − T0) + 3K]3 (A.13)
and the mechanical EOS by,
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Figure A.2: Comparison between FHG EOS for HMX reactants to experiments, and WR EOS for HMX
products.
e = h0 + cp(T − T0) + v0
2K
(p2 − p20)− 3v0α(PT − P0T0) . (A.14)
where K = E/(3(1 − 2ν)) is the bulk modulus, v0 = 1/ρ0 is the specific volume of the original unshocked
explosive and h0 is the reference energy.
Table A.3: HTES parameters for HMX reactants.
v0 [cc/g] h0 [GPa·cc/g] T0 [K] cp [GPa·cc/g/K] K [GPa] α [K−1]
0.5423 5.85 298.15 1.0x10−3 11.7 4.3667 x 10−5
where α is a linear thermal expansion coefficient and used 1/3 of volumetric expansion coefficient in Herrmann
et al.[86]
A.3 Blending EOS forms
Separate EOS forms that have good thermodynamic properties can be blended together to form a single
component EOS through the use of smooth transition functions that approximate a Heaviside step function
across prescribed p, T boundaries. A blended EOS form is a simple way to approximate the two components
of a phase change with a representation as a single component, and assumes that the phase transition is rapid
across the boundary, in comparison with other chemical changes. Consider the blending of two different EOS
forms as an example, with the forms for volume and energy given respectively by
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v1(p, T ), e1(p, T ) and v2(p, T ), e2(p, T ) . (A.15)
Each EOS form is required to apply in separate and disjoint regions of p, T state space. One can identify
regions where each form is applicable by using the smooth transition functions Ri, and are commensurate
with the boundaries of the region of validity of the form. The transition functions can be assumed to be the
distance function of d(p, T ) where the distance is defined by a suitable norm. For two components we insist
that R1 +R2 = 1 and that these transition functions limit to either 1 or 0 outside a region of support in the
p, T plane so that the limiting form of the EOS is either the low or high pressure version. The EOS forms
are combined (blended) by writing the specific volume and energy for the reactant as
v = v1R1 + v2R2 and e = e1R1 + e2R2 . (A.16)
Next we consider an example that blends two reactant forms for the HMX reactant, such that the EOS
form for the reactant has a “solid-like” low pressure region and a “fluid-like” higher pressure region. We
designate the HTES solid EOS as “1” and WR EOS[6] as “2”.
Figure A.3 shows comparisons of the Up-Us shock Hugoniot generated both using the calibrated HTES
and WR EOS with calibrated values in the Appendix, and experimental data from Dick[85], in a limited
range (a) and larger range in (b). Figure A.4 shows the pressure and temperature computed from the HTES
EOS. Sewell and Menikoff [12] estimate the elastic yield strength of crystal HMX to be some where in the
of 2 to 5 GPa range.
A.4 Specification of a blended region
In order to show a realization of how one might generate a blended EOS form for one component we suppose
that a transition occurs in a region of pressure and temperature in an ellipsoidal shaped region in p, T space.
Define
R1 =
1
2
[
1 + tanh
(
d

)]
and R2 = 1−R1 (A.17)
with
d = 1−
√
(p− p0)2
p2T
+
(T − T0)2
T 2T
(A.18)
where pT = 0.55 GPa and TT = 15 Kelvin and  = 0.2 are parameters chosen to define the region of the
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Figure A.3: Reactant Up-Us Hugoniot for HMX from the HTES EOS and WR EOS forms are compared
against experimental data.
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Figure A.4: Computed from the HTES EOS, on the limited range of Fig. A.3(a).
ellipse in p, T space and the sharpness of the transition, as shown in Fig. A.5.
Figure A.6 shows the application of the transition functions applied to the HTES and WR EOS forms and
the resulting smooth v(p, T ) and e(p, T ) surfaces. Notably the volume surface limits to v0 for the reactants
at the low pressure, temperature reference point.
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Figure A.5: Transition weighting for the blended EOS, with one representing HTES form and zero repre-
senting the WR form.
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Figure A.6: Blended EOS reactants surfaces after the application of the transitions function described in
this section.
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Appendix B
The Coefficients of the Maxwell
Stefan Diffusion Model
The following diffusion form is used for 6 component model,
YiVi =
∑
j
Dij∇Yj (B.1)
where
D11 =−DSG(DSL(DSGDSLY1(1− Y1 − Y2) +DSGDSS(Y3 + Y4)(1− Y1) +DSLDSS(Y5 + Y6)(1− Y1))
+DLG(DSGY1(DSL(Y1 + Y2) +DSS(Y3 + Y4)) +DSLDSS(Y1(Y2 + Y5 + Y6) + Y2(1− Y1))))
/((DLG(Y1 + Y2) +DSG(Y3 + Y4) +DSL(Y5 + Y6))(DSGDSL(Y1 + Y2)
+DSGDSS(Y3 + Y4) +DSLDSS(Y5 + Y6)))
D12 =Y1DSG(DLG(DSLDSS(1− Y5 − Y6)−DSG(DSL(Y1 + Y2) +DSS(Y3 + Y4)))
+DSL(DSGDSS(Y3 + Y4) +DSLDSS(Y5 + Y6)−DSGDSL(1− Y1 − Y2)))/((DLG(Y1 + Y2)
+DSG(Y3 + Y4) +DSL(Y5 + Y6))(DSGDSL(Y1 + Y2) +DSGDSS(Y3 + Y4) +DSLDSS(Y5 + Y6)))
D13 =− Y1DLG(DSG −DSL)/(DLG(Y1 + Y2) +DSG(Y3 + Y4) +DSL(Y5 + Y6))
D14 =− Y1DLG(DSG −DSL)/(DLG(Y1 + Y2) +DSG(Y3 + Y4) +DSL(Y5 + Y6))
D15 =0
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D21 =Y2DSG(DLG(DSLDSS(Y1 + Y2 + Y3 + Y4)−DSG(DSL(Y1 + Y2) +DSS(Y3 + Y4)))
+DSL(DSGDSS(Y3 + Y4) +DSLDSS(Y5 + Y6)−DSGDSL(1− Y1 − Y2)))/((DLG(Y1 + Y2)
+DSG(Y3 + Y4) +DSL(Y5 + Y6))(DSGDSL(Y1 + Y2) +DSGDSS(Y3 + Y4) +DSLDSS(Y5 + Y6)))
D22 =−DSG(DSL(DSGDSLY2(1− Y1 − Y2) +DSGDSS(Y3 + Y4)(1− Y2) +DSLDSS(Y5 + Y6)(1− Y2))
+DLG(DSGDSLY2(Y1 + Y2) +DSGDSSY2(Y3 + Y4) +DSLDSS(Y
2
1 + Y2(Y5 + Y6) + Y1(1− Y1))))
/((DLG(Y1 + Y2) +DSG(Y3 + Y4) +DSL(Y5 + Y6))(DSGDSL(Y1 + Y2) +DSGDSS(Y3 + Y4)
+DSLDSS(Y5 + Y6)))
D23 =− Y2DLG(DSG −DSL)/(DLG(Y1 + Y2) +DSG(Y3 + Y4) +DSL(Y5 + Y6))
D24 =− Y2DLG(DSG −DSL)/(DLG(Y1 + Y2) +DSG(Y3 + Y4) +DSL(Y5 + Y6))
D25 =0
D31 =− Y3DSG(DLG −DSL)/(DLG(Y1 + Y2) +DSG(Y3 + Y4) +DSL(Y5 + Y6))
D32 =− Y3DSG(DLG −DSL)/(DLG(Y1 + Y2) +DSG(Y3 + Y4) +DSL(Y5 + Y6))
D33 =−DLG(DLLDSL(DSL(Y5 + Y6)(1− Y3) +DSG(Y1Y4 + Y2Y4 + (Y3 + Y4)(Y4 + Y5 + Y6)))
+DLG(DSLY3(DSG(Y3 + Y4) +DSL(1− Y3 − Y4)) +DLL(Y1 + Y2)(DSGY3 +DSL(1− Y3))))
/((DLG(Y1 + Y2) +DSG(Y3 + Y4) +DSL(Y5 + Y6))(DLGDLL(Y1 + Y2) +DLGDSL(Y3 + Y4)
+DLLDSL(Y5 + Y6)))
D34 =Y3DLG(DLLDSL(DSG(1− Y5 − Y6) +DSL(Y5 + Y6))−DLG(DLL(DSG −DSL)(Y1 + Y2)
+DSL(DSG(Y3 + Y4) +DSL(1− Y3 − Y4))))/((DLG(Y1 + Y2) +DSG(Y3 + Y4)
+DSL(Y5 + Y6))(DLGDLL(Y1 + Y2) +DLGDSL(Y3 + Y4) +DLLDSL(Y5 + Y6)))
D35 =0
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D41 =− Y4DSG(DLG −DSL)/(DLG(Y1 + Y2) +DSG(Y3 + Y4) +DSL(Y5 + Y6))
D42 =− Y4DSG(DLG −DSL)/(DLG(Y1 + Y2) +DSG(Y3 + Y4) +DSL(Y5 + Y6))
D43 =Y4DLG(DLLDSL(DSG(1− Y5 − Y6) +DSL(Y5 + Y6))−DLG(DLL(DSG −DSL)(Y1 + Y2)
+DSL(DSG(Y3 + Y4) +DSL(1− Y3 − Y4))))/((DLG(Y1 + Y2) +DSG(Y3 + Y4)
+DSL(Y5 + Y6))(DLGDLL(Y1 + Y2) +DLGDSL(Y3 + Y4) +DLLDSL(Y5 + Y6)))
D44 =−DLG(DLLDSL(DSL(Y5 + Y6)(1− Y4) +DSG(Y1Y3 + Y2Y3 + (Y3 + Y4)(Y3 + Y5 + Y6)))
+DLG(DSLY4(DSG(Y3 + Y4) +DSL(1− Y3 − Y4)) +DLL(Y1 + Y2)(DSGY4 +DSL(1− Y4))))
/((DLG(Y1 + Y2) +DSG(Y3 + Y4) +DSL(Y5 + Y6))(DLGDLL(Y1 + Y2) +DLGDSL(Y3 + Y4)
+DLLDSL(Y5 + Y6)))
D45 =0
D51 =Y5DSG(DLGDSG(DLG(1− Y5 − Y6) +DSL(Y5 + Y6))−DGG(D2LG(Y1 + Y2) +DLGDSG(Y3 + Y4)
−DSGDSL(Y3 + Y4) +DLGDSL(1− Y1 − Y2)))/((DLG(Y1 + Y2) +DSG(Y3 + Y4) +DSL(Y5 + Y6))
(DGGDLG(Y1 + Y2) +DGGDSG(Y3 + Y4) +DLGDSG(Y5 + Y6)))
D52 =Y5DSG(DLGDSG(DLG(1− Y5 − Y6) +DSL(Y5 + Y6))−DGG(D2LG(Y1 + Y2) +DLGDSG(Y3 + Y4)
−DSGDSL(Y3 + Y4) +DLGDSL(1− Y1 − Y2)))/((DLG(Y1 + Y2) +DSG(Y3 + Y4) +DSL(Y5 + Y6))
(DGGDLG(Y1 + Y2) +DGGDSG(Y3 + Y4) +DLGDSG(Y5 + Y6)))
D53 =− Y5DLG(−DLGDSG(DSG(1− Y5 − Y6) +DSL(Y5 + Y6)) +DGG(DLG(DSG −DSL)(Y1 + Y2)
+DSG(DSG(Y3 + Y4) +DSL(1− Y3 − Y4))))/((DLG(Y1 + Y2) +DSG(Y3 + Y4) +DSL(Y5 + Y6))
(DGGDLG(Y1 + Y2) +DGGDSG(Y3 + Y4) +DLGDSG(Y5 + Y6)))
D54 =− Y5DLG(−DLGDSG(DSG(1− Y5 − Y6) +DSL(Y5 + Y6)) +DGG(DLG(DSG −DSL)(Y1 + Y2)
+DSG(DSG(Y3 + Y4) +DSL(1− Y3 − Y4))))/((DLG(Y1 + Y2) +DSG(Y3 + Y4) +DSL(Y5 + Y6))
(DGGDLG(Y1 + Y2) +DGGDSG(Y3 + Y4) +DLGDSG(Y5 + Y6)))
D55 =−DGGDLGDSG/(DGGDLG(Y1 + Y2) +DGGDSG(Y3 + Y4) +DLGDSG(Y5 + Y6))
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