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LIOUVILLE TYPE THEOREMS AND HESSIAN ESTIMATES FOR
SPECIAL LAGRANGIAN EQUATIONS
QI DING
Abstract. In this paper, we get a Liouville type theorem for the special Lagrangian
equation with a certain ’convexity’ condition, where Warren-Yuan first studied the con-
dition in [29]. Based on Warren-Yuan’s work, our strategy is to show a global Hessian
estimate of solutions via the Neumann-Poincare´ inequality on special Lagrangian graphs,
and mean value inequality for superharmonic functions on these graphs. Moreover, we
derive interior Hessian estimates in terms of the linear exponential dependence on the
gradient of the solutions to the equation with this ’convexity’ condition or with super-
critical phase. Here, the linear exponential dependence is optimal.
1. Introduction
Let u be a smooth function on an open set Ω ⊂ Rn, then M , {(x,Du(x)) ∈
R
n × Rn|x ∈ Ω} is a Lagrangian submanifold in Rn × Rn. Let λ1(x), · · · , λn(x) be the
eigenvalues of Hessian matrix D2u(x) at any point x ∈ Ω. We call M a special Lagrangian
graph if u is a solution to the special Lagrangian equation
(1.1)
n∑
i=1
arctan λi = Θ, for some constant Θ.
The equation (1.1) arises in the special Lagrangian geometry by Harvey-Lawson [16]. M is
the special Lagrangian graph if and only if M is a minimal submanifold in Rn×Rn, or the
calibrating n-form Re(e−
√−1Θdz1 ∧ · · · ∧ dzn) is equal to the induced volume form along
M , which is also equivalent to that M is (volume) minimizing in Rn × Rn (see Theorem
2.3, Proposition 2.17 in [16]; or Chapter 5 in [33]).
The classification of global solutions to (1.1) on Rn has a long history. In 1998, Fu [13]
classified any smooth solution to (1.1) on R2, i.e., any such solution is either quadratic for
|Θ| > 0 or harmonic for Θ = 0. In particular, (1.1) for Θ = π2 is just the Monge-Ampe`re
equation of dimension 2. In high dimensions, Yuan proved that any smooth solution
to (1.1) for |Θ| > n−22 π on Rn must be quadratic [35]. Compared with Monge-Ampe`re
equation, it is natural to study Liouville theorem for the smooth convex solution u to (1.1)
on Rn. For Θ = kπ with integer k, Borisenko [5] got linearity of the linear growth u. For
general n, Jost-Xin [19] showed that u is quadratic provided Hessian D2u is uniformly
bounded. For n = 3 and Θ = π, Bao-Chen-Guan-Ji [1] proved that every strictly convex
u with quadratic growth must be quadratic. Using Lewy rotation brilliantly, Yuan [34]
proved that u must be quadratic for each n.
Furthermore, the Liouville theorem may hold true under conditions much weaker than
convexity. Let u be a smooth solution to (1.1) on Rn with the eigenvalues λ1, · · · , λn of
Hessian matrix D2u. In the same paper [34], Yuan proved the existence of the constant
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ǫ′ > 0 depending only on n such that u is quadratic provided D2u ≥ −ǫ′ on Rn. Further,
for n = 3 Yuan proved that u is quadratic on R3 if D2u is uniformly bounded from below
[34], or λiλj is uniformly bounded from below for all i, j [36]. Moreover, Tsui-Wang [25]
proved that if λiλj ≥ −32 + τ for all i, j and any fixed constant τ > 0, and |D2u| is
uniformly bounded, then u is quadratic. In [36], Yuan proved that u is quadratic if one
of following statement holds: (i) λi ≥ − 1√3 + δ everywhere for every i, j and any fixed
constant δ > 0 (or ’equivalently’ |λi| ≤
√
3− δ′ for every i and any fixed constant δ′ > 0);
(ii) λiλj ≥ −1 − δ′′ everywhere for every i, j and any fixed constant δ′′ > 0. In [29],
Warren-Yuan first introduced a more general ’convexity’ condition:
(1.2) 3 + (1− ǫ)λ2i (x) + 2λi(x)λj(x) ≥ 0
for all i, j, x and any small fixed ǫ > 0, which appeared naturally in studying subhar-
monicity of log det(I +D2uD2u) on the special Lagrangian graph of the graphic function
Du. Under the condition (1.2) and |Du| < δ(n)|x| for large |x| and any fixed constant
δ(n) < 1√
n−1 , Warren-Yuan showed that u is quadratic [29]. Moreover, they also proved
that u is quadratic provided (1.2) holds for ǫ = 0 and Hessian D2u is uniformly bounded
on Rn.
In this paper, we show a Liouville type theorem under a general ’convexity’ condition
without any assumption on the growth of Du.
Theorem 1.1. Let u be a smooth solution to the special Lagrangian equation (1.1) on Rn,
where λ1(x), · · · , λn(x) are the eigenvalues of Hessian D2u(x). If
(1.3) 3 + λ2i (x) + 2λi(x)λj(x) ≥ 0
holds for all i, j = 1, · · · , n and x ∈ Rn, then u must be a quadratic polynomial.
In fact, we have a litter stronger result than the above theorem. More precisely, there
exists a constant ǫn > 0 depending only on n such that if a smooth solution u to (1.1) on
R
n satisfies
3(1 + ǫn) + (1 + ǫn)λ
2
i + 2λi(x)λj ≥ 0
on Rn for all i, j, then u is a quadratic polynomial (see Theorem 4.5). Using Warren-
Yuan’s argument in [29], in order to prove the above theorem it is sufficient to show the
following global Hessian estimate.
Theorem 1.2. For any constant K ≥ 1, there is a constant cn,K > 0 depending only on
n,K such that if u is a smooth solution to (1.1) on Rn with the eigenvalues λ1, · · · , λn of
Hessian D2u satisfying
(1.4) λiλj ≥ −K on Rn
for all i, j = 1, · · · , n, and u is not a quadratic polynomial, then Hessian of u satisfies
−cn,K ≤ D2u ≤ cn,K on Rn.
The geometric meaning of (1.4) is that determinant of HessSu on any 2-dimensional
surface S of Rn has a lower bound by −K, where HessSu is the Hessian of u restricted on
S. Without the condition (1.4), D2u may be unbounded. For instance, those harmonic
functions have unbounded Hessian on R2 as they are solutions to (1.1) for n = 2, Θ = 0.
The proof of boundedness of D2u uses mean value inequality on special Lagrangian graphs
for superharmonic functions in terms to Hessian of solutions, which is established due to
the Neumann-Poincare´ inequality on the graphs. It is worth to point out that Bombieri-
Giusti had established the Neumann-Poincare´ inequality on area-minimizing hypersurfaces
in Euclidean space, and given many applications to area-minimizing hypersurfaces [4].
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Now let us review the known results on interior Hessian estimates for the special La-
grangian equation (1.1). In the 1950s, Heinz derived a Hessian bound for (1.1) with n = 2
and Θ = π/2 (i.e., the Monge-Ampe`re equation); Pogorelov [23] got Hessian estimates for
(1.1) with n = 2 and Θ > π/2. Bao-Chen [2] got Hessian estimates in terms of certain
integrals of the Hessian for solutions to (1.1) with n = 3, Θ = π. Warren-Yuan obtained
Hessian estimates of (1.1) in terms of gradients for solutions to (1.1) in the following cases:
i) the solutions satisfies (1.2) with small gradients in [29]; ii) n = 2 in [31]; iii) n = 3 and
|Θ| ≥ π2 in [30, 32]. For general n, Chen-Warren-Yuan [8] derived a priori interior Hessian
estimates for smooth convex solutions to (1.1) (see the very recent work [7] for convex
viscosity solutions). In [27], Wang-Yuan obtained a priori interior Hessian estimates for
all the solutions to (1.1) with critical and supercritical phases in dimensions ≥ 3. More
precisely, for any n ≥ 3, there is a constant cn depending on n such that for any smooth
solution on BR(0) ⊂ Rn to (1.1) with |Θ| ≥ (n− 2)π2 , there holds
(1.5) |D2u(0)| ≤ cnexp
(
cnR
2−2n max
BR(0)
|Du|2n−2
)
,
and when |Θ| = (n− 2)π2 , there holds
(1.6) |D2u(0)| ≤ cnexp
(
cnR
4−2n max
BR(0)
|Du|2n−4
)
.
From the counter-examples constructed by Nadirashvili-Vla˘dut [22] and Wang-Yuan [26],
the condition |Θ| ≥ (n− 2)π2 above is necessary.
We use the mean value inequality on special Lagrangian graphs for superharmonic
functions to derive a new interior Hessian estimate in terms of the linear exponential
dependence on the gradient of the solutions.
Theorem 1.3. Let u be a smooth solution to the special Lagrangian equation (1.1) on
BR(0) ⊂ Rn. Suppose that (1.3) holds on BR(0) for all i, j = 1, · · · , n. Then there is a
constant Cn > 0 depending only on n such that
(1.7) |D2u(0)| ≤ Cnexp
(
Cn
maxBR(0) |Du−Du(0)|
R
)
.
The Hessian estimate (1.7) is effective for the convex solutions. In [11], Finn obtained
gradient estimates in terms of the linear exponential dependence on the solutions of 2-
dimensional minimal surfaces equation (see [3] and [28] for high dimensions and high
codimensions case). Further, Finn [11] constructed examples of minimal surfaces whose
gradient has the linear exponential dependence on the solutions. With Heinz transfor-
mation [18], there is a smooth solution ψ to (1.1) with n = 2 and Θ = π/2 (i.e., the
Monge-Ampe`re equation), whose Hessian has the linear exponential dependence on Dψ
(see also the introduction in [27]). Note that ψ(x1, x2) +
∑n
i=3 kix
2
i are the solutions to
(1.1) for n ≥ 3 with constants ki associated to the phase Θ. Hence, (1.7) is sharp in the
sense of the linear exponential dependence.
Moreover, using subharmonic functions obtained byWang-Yuan [27], our strategy of the
proof of Theorem 1.3 is effective for smooth solutions to the special Lagrangian equation
(1.1) with supercritical phase, i.e., |Θ| > (n − 2)π/2 (see Theorem 5.2). However, the
strategy is ineffective for critical phase, i.e., |Θ| = (n − 2)π/2, because in this situation
Hessian of the solutions may be not uniformly bounded from below for Θ = (n − 2)π/2,
or above for Θ = −(n− 2)π/2.
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2. Lewy rotation for special Lagrangian graphs over convex sets
In this paper, we denote Br(x) be the ball in R
n with the radius r and centered at
x ∈ Rn. Denote Br(x) be the ball in Rn+n with the radius r and centered at x ∈ Rn+n.
Let Br = Br(0), Br = Br(0) for convenience. For any subset E in R
n and any constant
0 ≤ s ≤ n, let Hs(E) denote the s-dimensional Hausdorff measure of E. Let Π be a
projection from Rn × Rn into Rn defined by Π(x) = x for any x = (x, y) ∈ Rn × Rn.
Let u be a smooth solution to the special Lagrangian equation (1.1) on an open convex
set Ω of Rn. Assume
(2.1) inf
Ω
D2u ≥ −Λ.
Then uˆ(x) , u(x) + Λ2 |x|2 is convex. For x1, x2 ∈ Ω, from the segment x1x2 ⊂ Ω we have
(2.2) 〈x2 − x1,Duˆ(x2)−Duˆ(x1)〉 ≥ 0,
which implies
(2.3) 〈x2 − x1,Du(x2)−Du(x1)〉 ≥ −Λ|x2 − x1|2.
In [34], Yuan introduced the Lewy rotation as follows, which turns out to be a standard
technique nowadays, but still very powerful in studying special Lagrangian equation. Let
FΛ : (x, y)→ (x¯, y¯) be the Lewy rotation defined by
(2.4)

x¯ = (x¯1, · · · , x¯n) = 1√
4Λ2 + 1
(2Λx+ y)
y¯ = (y¯1, · · · , y¯n) = 1√
4Λ2 + 1
(−x+ 2Λy)
,
which is an isometry from Rn × Rn to Rn × Rn. Let M be a graph over Ω defined by
{(x,Du(x)) ∈ Rn ×Rn| x ∈ Ω}. We call M a special Lagrangian graph. Restricted on M ,
one has
x¯(x,Du(x)) =
1√
4Λ2 + 1
(2Λx+Du(x))
and
y¯(x,Du(x)) =
1√
4Λ2 + 1
(−x+ 2ΛDu(x)).
Combining (2.3) (see also [34]), for any x1, x2 ∈ Ω we have
(2.5)
|x¯(x2,Du(x2))− x¯(x1,Du(x1))|2
=
1
4Λ2 + 1
(
4Λ2|x2 − x1|2 + 4Λ〈x2 − x1,Du(x2)−Du(x1)〉+ |Du(x2)−Du(x1)|2
)
≥ 1
4Λ2 + 1
(
2Λ2|x2 − x1|2 + 2Λ〈x2 − x1,Du(x2)−Du(x1)〉+ |Du(x2)−Du(x1)|2
)
≥ Λ
2
4Λ2 + 1
|x2 − x1|2.
Hence, x¯ : Ω→ x¯(Ω) is injective and then FΛ(M) is a graph over x¯(Ω).
Let J be the Jacobi of the mapping x¯, i.e.,
J =
(
∂x¯i
∂xj
)
=
1√
4Λ2 + 1
(2ΛI +D2u(x)),
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and Ĵ be the Jacobi of the mapping y¯, i.e.,
Ĵ =
(
∂y¯i
∂xj
)
=
1√
4Λ2 + 1
(−I + 2ΛD2u(x)).
Note that both of J and Ĵ are symmetric matrices. With the diagonalization of D2u, it
is easy to show J−1Ĵ = ĴJ−1. Since
(2.6)
∂y¯i
∂x¯j
=
n∑
k=1
∂y¯i
∂xk
∂xk
∂x¯j
,
Then
(
∂y¯i
∂x¯j
)
= ĴJ−1 = J−1Ĵ , i.e.,
(
∂y¯i
∂x¯j
)
is symmetric. Note that x¯(Ω) is convex from
Lemma 6.1 in the appendix, then it is simply connected. From Frobenius’ theorem (see
Lemma 7.2.11 in [33] for instance), there is a function u¯ on x¯(Ω) such that
(2.7) Du¯(x¯)
∣∣
x¯(x,Du(x))
= y¯(x,Du(x)) =
1√
4Λ2 + 1
(−x+ 2ΛDu(x)).
From (2.6), we have
(2.8) D2u¯(x¯)
∣∣
x¯(x,Du(x))
= J−1Ĵ = (2ΛI +D2u(x))−1(−I + 2ΛD2u(x)),
which is equivalent to
(2.9) D
2u(x) = (2ΛI −D2u¯(x¯))−1(I + 2ΛD2u¯(x¯))∣∣
x¯(x,Du(x))
.
Note that both of Du¯ and D2u¯ are independent of the choice of u¯. From (2.1), for all
(x¯,Du¯(x¯)) ∈ FΛ(M) we have
(2.10) −2Λ
2 + 1
Λ
≤ D2u¯(x¯) ≤ 2Λ.
Using (2.10), we immediately have a volume estimate for special Lagrangian graph M as
follows.
Proposition 2.1. Suppose that u is a smooth solution to the special Lagrangian equation
on an open convex set Ω ⊂ Rn with (2.1), and M = {(x,Du(x)) ∈ Rn × Rn| x ∈ Ω} ⊂
R
n × Rn. Then for each R > 0
(2.11) Hn(M ∩BR) ≤ ωn(4Λ2 + 5 + Λ−2)n2Rn.
Proof. Let FΛ : (x, y) → (x¯, y¯) be the isometric mapping defined before, and u¯ be the
function defined on x¯(Ω) as before. In other words, Du¯ is the graphic function of FΛ(M).
Since Π(FΛ(M)) = x¯(M), then from (2.10) we have
(2.12)
Hn(FΛ(M) ∩BR) =
∫
Π(FΛ(M)∩BR)
√
det(I +D2u¯D2u¯)
≤
∫
Π(FΛ(M)∩BR)
(
1 +
(2Λ2 + 1)2
Λ2
)n
2
≤ (4Λ2 + 5 + Λ−2)n2Hn(BR).
Hence
(2.13) Hn(M ∩BR) = Hn(FΛ(M) ∩BR) ≤ ωn(4Λ2 + 5 + Λ−2)
n
2Rn.
This completes the proof. 
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3. Mean value inequality on special Lagrangian graphs
Let u be a smooth solution to the special Lagrangian equation (1.1) on an open set
Ω ⊂ Rn, and M = graphDu , {(x,Du(x)) ∈ Rn × Rn| x ∈ Ω} be a special Lagrangian
graph over Ω with 0 ∈M , ∂M ⊂ ∂BR ⊂ Rn×Rn. Let ∇ be the Levi-Civita connection of
M with the induced metric (δij +
∑n
k=1 uikujk)dxidxj . Here, ∂iku denotes the derivative
of u with respect to xi, xk. Recall Sobolev inequality on minimal submanifolds proved by
Michael-Simon [21] (see also [6] by Brendle):
(3.1)
(∫
M
|ϕ| nn−1
)n−1
n
≤ cn
∫
M
|∇ϕ|
for any function ϕ ∈ W 1,10 (M), where cn ≥ 1 is a constant depending only on n. For
any nonnegative subharmonic functions ψ on M , there holds the mean value inequality
([9][14][21]):
(3.2) ψ(0) ≤ 1
ωnrn
∫
M∩Br
ψ
for any 0 < r < R. Let κ ≥ 1 be a constant such that
(3.3) det(I +D2uD2u) ≤ κ2 on Ω.
Then ∂M ⊂ ∂BR implies that Ω contains a ball centered at the origin with the radius
R/κ. Since the Neumann-Poincare´ inequality holds on Rn, then for any open set V ⊂ Br
with rectifiable boundary ∂V and r > 0, there holds
(3.4) min {Hn(V ),Hn(Br \ V )} ≤ cnrHn−1(Br ∩ ∂V )
up to choose the constant cn ≥ 1. For any κr ≤ R, let U be an open set in M ∩Bκr with
rectifiable boundary, then Π(U ∩ ∂Bκr) ∩Br = ∅, and
(3.5) min{Hn(Π(U ∩Br)),Hn(Π(Br \ U))} ≤ cnrHn−1(Br ∩ ∂(Π(U))).
Combining (3.3) and Br ⊂ Π(Bκr), we get
(3.6)
min{Hn(U ∩Br),Hn(Br \ U)}
≤min
{∫
Π(U∩Br)
√
det(I +D2uD2u)dx,
∫
Π(Br\U)
√
det(I +D2uD2u)dx
}
≤κmin{Hn(Π(U ∩Br)),Hn(Π(Br \ U))} ≤ cnκrHn−1(Bκr ∩ ∂U).
By a standard argument (see Lemma 3.5 in [10] for instance), we have a Neumann-Poincare´
inequality on exterior balls as follows.
Lemma 3.1.
(3.7)
∫
M∩Br
|f − f¯r| ≤ 2cnκr
∫
M∩Bκr
|∇f |
for all function f ∈W 1,1(M ∩Bκr), where f¯r = 1Hn(M∩Br)
∫
M∩Br f .
Let ∆M denote the Laplacian of M with the induced metric from R
n × Rn. Using
(3.1)(3.2)(3.7), we can get the mean value inequality for superharmonic functions on M
as follows.
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Theorem 3.2. Let M be the special Lagrangian graph defined previously in this section
and κ be the constant in (3.3). Suppose that φ is a positive function satisfying ∆Mφ ≤ βφ
on M for some constant β > 0. Then φ satisfies mean value inequality as follows:
(3.8)
∫
M∩Bρ
φδn ≤ cκ,βρ2Hn(M ∩Bρ)φδn(0)
for any ρ ∈ (0, R/2], where δn ∈ (0, 1] is a constant depending on n, and cκ,βρ2 is a positive
constant depending only on n, κ, βρ2.
The proof uses the famous De Giorgi-Nash-Moser iteration (refer [10]). For self-
containment and figuring out the constant cκ,βρ2 , we shall give the detailed proof of
Theorem 3.2 here. If the reader is quite familiar with it, one can skip the proof.
Proof. Let
w = log φ− 1Hn(M ∩Br)
∫
M∩Br
log φ,
then ∆Mφ ≤ βφ implies
(3.9) ∆Mw ≤ β − |∇w|2.
Let η be a Lipschitz function with compact support in M ∩ Br for any r ∈ (0, R]. From
(3.9), for any q ≥ 0 integrating by parts implies
(3.10)∫ (|∇w|2 − β) η2|w|q ≤− ∫ η2|w|q∆Mw = 2∫ η|w|q∇η · ∇w + q ∫ η2|w|q−2w|∇w|2
≤1
2
∫
|∇w|2η2|w|q + 2
∫
|∇η|2|w|q + q
∫
η2|w|q−1|∇w|2.
Then
(3.11)
∫
η2|w|q|∇w|2 ≤ 2
∫ (
2|∇η|2 + βη2) |w|q + 2q ∫ η2|w|q−1|∇w|2.
For any ball Bǫ(x) with x ∈M and B2ǫ(x) ⊂ BR, we choose η0 = 1 on Bǫ(x), η0 = 2ǫ−|x|ǫ
on B2ǫ(x) \ Bǫ(x), η0 = 0 outside B2ǫ(x). Then |∇η0| ≤ 1/ǫ on M ∩ B2ǫ(x). Choosing
q = 0 in (3.11), we have
(3.12)
∫
M∩Bǫ(x)
|∇w|2 ≤ 2
∫ (
2|∇η0|2 + βη20
) ≤ (4ǫ−2 + 2β)Hn(M ∩B2ǫ(x)).
Combining the Neumann-Poincare´ inequality (3.7) for w, we have
(3.13)
∫
M∩B ǫ
κ
(x)
|w| ≤2cnκ ǫ
κ
∫
M∩Bǫ(x)
|∇w|
≤2cnǫ (Hn (M ∩Bǫ(x)))
1
2
(∫
M∩Bǫ(x)
|∇w|2
) 1
2
≤2cnǫ
(
2−nHn (M ∩B2ǫ(x))
) 1
2
(
(4ǫ−2 + 2β)Hn(M ∩B2ǫ(x))
) 1
2
≤23−n2 (1 + βǫ2) 12 cnHn (M ∩B2ǫ(x)) .
By vitali covering lemma, for any 0 < r < R2 and 0 < ǫ < min{1, R8κ}, there is a sequence
of mutually disjoint balls Bri(pi) ⊂ B 3
2
r with pi ∈ M , ri ≤ ǫ so that M ∩ B 3
2
r ⊂
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iB(1+ǫ)ri(pi). Denote pi = (pi,Du(pi)). By the definition of κ in (3.3), we have
(3.14)∑
i
Hn(M ∩B2(1+ǫ)κri(pi)) ≤
∑
i
κHn(B2(1+ǫ)κri(pi)) = 2n(1 + ǫ)nωnκn+1
∑
i
rni
≤2n(1 + ǫ)nκn+1
∑
i
Hn(M ∩Bri(pi)) ≤ 2n(1 + ǫ)nκn+1Hn(M ∩B 3
2
r).
Combining (3.13) and (3.14), we have
(3.15)
∫
M∩B 3
2 r
|w| ≤
∑
i
∫
M∩B(1+ǫ)ri (pi)
|w|
≤
∑
i
23−
n
2 (1 + β((1 + ǫ)κri)
2)
1
2 cnHn
(
M ∩B2(1+ǫ)κri(pi)
)
≤23−n2 (1 + β((1 + ǫ)κǫ)2) 12 cn × 2n(1 + ǫ)nκn+1Hn
(
M ∩B 3
2
r
)
.
Letting ǫ→ 0 in the above inequality, there holds
(3.16)
∫
M∩B 3
2 r
|w| ≤c∗nκn+2Hn
(
M ∩B 3
2
r
)
for some constant c∗n depending only on n.
Denote β¯ = 1 + β
1
2 r for convenience. Let rj = (1 + 2
−j−1)r for each integer j ≥ 0.
Let ηj be the cut-off function on R
n × Rn such that ηj = 1 on Brj+1 , ηj = rj−|x|rj−rj+1 on
Brj \Brj+1 , ηj = 0 outside Brj . Then |∇ηj| ≤ 2j+2/r. From (3.11), for any number q ≥ 1
and any integer j ≥ 0 we have
(3.17)
∫
M∩Brj
η2j |w|q |∇w|2 ≤ 22j+6
β¯2
r2
∫
M∩Brj
|w|q + 2q
∫
M∩Brj
η2j |w|q−1|∇w|2.
Recall Young’s inequality:
(3.18) 2q|w|q−1 ≤ 1
2
|w|q + 22q−1(q − 1)q−1 for q ≥ 1,
where we denote 00 = 1 for the case q = 1. Combining (3.17) with q = 0, we get
(3.19)
1
2
∫
M∩Brj
η2j |w|q|∇w|2 ≤22j+6
β¯2
r2
∫
M∩Brj
|w|q + 22q−1(q − 1)q−1
∫
M∩Brj
η2j |∇w|2
≤22j+6 β¯
2
r2
∫
M∩Brj
|w|q + 22q+2j+5qq−1 β¯
2
r2
Hn(M ∩Brj ).
Combining Cauchy inequality and (3.18), for q ≥ 1 and j ≥ 0 we have
(3.20)
∫
M∩Brj
η2j |w|q|∇w| ≤
r
2j+5β¯
∫
M∩Brj
η2j |w|q|∇w|2 +
2j+3β¯
r
∫
M∩Brj
η2j |w|q
≤2j+2 β¯
r
∫
M∩Brj
|w|q + 22q+j+1qq−1 β¯
r
Hn(M ∩Brj ) +
2j+3β¯
r
∫
M∩Brj
|w|q
≤2j+4 β¯
r
∫
M∩Brj
|w|q+1 + 22q+2qq
4(q + 1)
+ 22q+j+1qq−1
β¯
r
Hn(M ∩Brj )
≤ 2
j+2β¯
(q + 1)r
∫
M∩Brj
|w|q+1 + 22q+j+5qq−1 β¯
r
Hn(M ∩Brj ).
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Moreover, for j ≥ 0 and 0 ≤ q < 1, combining (3.17) with q = 0 and Young inequality
(3.21)
∫
M∩Brj+1
|w|q|∇w| ≤ 2
j+1β¯
r
∫
M∩Brj+1
|w|2q + r
2j+3β¯
∫
M∩Brj
η2j |∇w|2
≤2
j+1β¯
r
∫
M∩Brj+1
(
2q
q + 1
|w|q+1 + 1− q
q + 1
)
+ 2j+3
β¯
r
Hn(M ∩Brj )
≤ 2
j+2β¯
(q + 1)r
∫
M∩Brj
|w|q+1 + 2j+4 β¯
r
Hn (M ∩Brj) .
Combining (3.20) and (3.21), we get
(3.22)
∫
M∩Brj+1
|w|q|∇w| ≤ 2
j+2β¯
(q + 1)r
∫
M∩Brj
|w|q+1 + 22q+j+5qq−1 β¯
r
Hn(M ∩Brj )
for q ≥ 0 and j ≥ 0. Combining Sobolev inequality (3.1) and (3.22), for j ≥ 0 and q ≥ 0,
we have
(3.23)
(∫
M∩Brj+2
|w| (q+1)nn−1
)n−1
n
≤
(∫
M
(|w|q+1ηj+1) nn−1)n−1n ≤ cn ∫
M
∣∣∇(wq+1ηj+1)∣∣
≤ cn
(
(q + 1)
∫
M∩Brj+1
|w|q|∇w|+ 2
j+3
r
∫
M∩Brj+1
|w|q+1
)
≤ 2
j+2cnβ¯
r
(∫
M∩Brj
|w|q+1 + 22q+3(q + 1)qHn (M ∩Brj)+ 2∫
M∩Brj+1
|w|q+1
)
≤ 2
j+4cnβ¯
r
(∫
M∩Brj
|w|q+1 + 22q+1(q + 1)qHn (M ∩Brj)
)
.
For any f ∈ Lp(M ∩ Brj ) with p > 0, j ≥ 0, we define ||f ||p,rj =
(
1
κωnrn0
∫
M∩Brj |f |
p
) 1
p
.
Note that Hn (M ∩Brj) ≤ κωnrnj ≤ κωnrn0 by the definition of κ in (3.3). Then
(3.24) ||w||qnq
n−1 ,rj+2
≤ 2j+5cnβ¯(κωn) 1n
(
||w||qq,rj + 22qqq
)
for any j ≥ 0, q ≥ 1, which implies
(3.25) ||w|| nq
n−1 ,rj+2
≤
(
2j+5cnβ¯(κωn)
1
n
) 1
q (||w||q,rj + 4q) .
Let qj =
(
n
n−1
)j
and aj = ||w||qj ,r2j/qj for j ≥ 0. Then from (3.25) we have
(3.26) ||w||qj+1,r2j+2 ≤ (cnβ¯ω1/nn κ1/n)
1
qj 2
2j+5
qj
(||w||qj ,r2j + 4qj) ,
and
(3.27) aj+1 ≤ n− 1
n
(cnβ¯ω
1/n
n κ
1/n)
1
qj 2
2j+5
qj (aj + 4)
for every j ≥ 0. Put bj = n−1n (cnβ¯ω
1/n
n κ1/n)
1
qj 2
2j+5
qj . Then for each j ≥ 0 we have
(3.28) aj+1 ≤ a0
j∏
i=0
bi + 4
j∑
i=0
j∏
k=i
bk.
10 QI DING
There is a positive constant b∗ depending only on n such that for all j ≥ i ≥ 0
(3.29)
j∏
k=i
bk ≤ b∗
(
n− 1
n
)j−i+1
β¯
n
qi κ
1
qi .
Hence for each j ≥ 1
(3.30) aj+1 ≤
(
n− 1
n
)j+1
b∗β¯nκa0 + 4b∗
j∑
i=0
(
n− 1
n
)j−i+1
β¯
n
qi κ
1
qi
and then
(3.31) ||w||qj ,r2j ≤ b∗β¯nκa0 + 4b∗
j−1∑
i=0
(
n
n− 1
)i
β¯
n
qi κ
1
qi .
Denote κ¯ = β¯nκ, and i∗ =
[
log(1+log κ¯)
log n/(n−1)
]
. Then
(3.32)
||w||qj ,r2j ≤b∗κ¯a0 + 4b∗
i∗∑
i=0
(
n
n− 1
)i
κ¯+ 4b∗
j−1∑
i=i∗+1
(
n
n− 1
)i
κ¯(
n−1
n )
log(1+log κ¯)
logn/(n−1)
≤b∗κ¯a0 + 4(n − 1)b∗
(
n
n− 1
)i∗+1
κ¯+ 4(n − 1)b∗
(
n
n− 1
)j
κ¯
1
1+log κ¯
≤b∗κ¯a0 + 4nb∗(1 + log κ¯)κ¯+ 4(n − 1)b∗qje
log κ¯
1+log κ¯ .
For each integer k ≥ 1, there is an integer jk ≥ 0 such that qjk ≤ k ≤ qjk+1. Note that
Hn(M ∩Brj ) ≤ κωnrn0 by the definition of κ in (3.3). With Ho¨lder inequality, we have
(3.33)
||w||k,r ≤ ||w||k,r2jk+2 ≤ ||w||qjk+1,r2jk+2 ≤ b∗κ¯a0 + 4nb∗(1 + log κ¯)κ¯+ 4e(n − 1)b∗qjk+1
≤b∗κ¯a0 + 4nb∗(1 + log κ¯)κ¯+ 4enb∗k.
Note that
a0 = ||w||1,r0 ≤
c∗nκn+2
κωnr
n
0
Hn(M ∩Br0) ≤ c∗nκn+1
from (3.16). Then there is a constant δn ∈ (0, 1] depending only on n such that
(3.34) ||w||k,r ≤ 1
2δn
(
κ¯2κn−1 +
k
2e
)
for all integers k ≥ 0. Therefore, combining Stirling’s formula
(3.35) ||w||kk,r ≤ δ−kn
(
κ¯2kκ(n−1)k + (2e)−kkk
)
≤ δ−kn
(
κ¯2kκ(n−1)k + 2−kk−
1
2 k!
)
,
which implies
(3.36)
∞∑
k=0
1
k!
||δnw||kk,r ≤
∞∑
k=0
κ¯2kκ(n−1)k
k!
+
∞∑
k=0
2−kk−
1
2 ≤ eκ¯2κn−1 + 1.
Hence
(3.37)
1
(κ¯ωnrn0 )
2
∫
M∩Br
eδnw
∫
M∩Br
e−δnw ≤ eκ¯2κn−1 + 1.
Namely,
(3.38)
∫
M∩Br
φδn
∫
M∩Br
φ−δn ≤ (κ¯ωnrn0 )2
(
eκ¯
2κn−1 + 1
)
≤ 2(κ¯ωnrn0 )2eκ¯
2κn−1 .
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Since ∆Mφ
−δn ≥ 0 from ∆Mφ ≤ 0, then from (3.2) we have
(3.39) φ−δn(0) ≤ 1
ωnrn
∫
M∩Br
φ−δn .
Note r0 =
3
2r. Then combining (3.38)(3.39) gets
(3.40)
∫
M∩Br
φδn ≤ 2
(
3
2
)2n
ωnκ¯
2eκ¯
2κn−1rnφδn(0),
where κ¯ =
(
1 + β
1
2 r
)n
κ. This completes the proof of Theorem 3.2. 
4. A Liouville type theorem for special Lagrangian equations
Let u be a smooth solution to the special Lagrangian equation (1.1) with the phase
Θ on BR ⊂ Rn. Without loss of generality, we assume the constant Θ ≥ 0. Let M =
{(x,Du(x)) ∈ Rn × Rn| x ∈ BR}. Denote gij = δij +
∑
k uikujk, and v =
√
det gij .
We usually see v as a function on M by identifying v(x,Du(x)) = v(x), which will not
cause confusion from the context in general. Let λ1, · · · , λn be the eigenvalues of the
Hessian D2u on Rn. Let ∆M denote the Laplacian of M , and ∇M denote the Levi-Civita
connection of M . Let ∂iju denote the derivative of u with respect to xi, xj , and ∂ijku
denote the derivative of u with respect to xi, xj , xk. At any considered point p, we assume
that D2u is diagonalized, then
(4.1) ∆M log v =
∑
i,j,k
(1 + λiλj)h
2
ijk
at p, where hijk =
1√
(1+λ2i )(1+λ
2
j )(1+λ
2
k)
∂ijku (see [29] for instance). Let ∇ be Levi-Civita
connection of Rn × Rn with respect to its standard metric. Let E1, · · · , E2n be the or-
thonormal basis of Rn×Rn such that Ei is the dual form of dxi, and En+i is the dual form
of dyi for each i = 1, · · · , n. Let e1, · · · , en be a local tangent frame in a neighborhood of
p defined by
ei =
1√
1 + |Dui|2
(Ei + ∂ikuEn+k),
and ν1, · · · , νn be a local frame normal to M in a neighborhood of p defined by
νj =
1√
1 + |Duj|2
(−∂jkuEk + En+j).
Then at the point p,
ei =
1√
1 + λ2i
(Ei + λiEn+i), νj =
1√
1 + λ2j
(−λjEj + En+j),
and they make up an orthonormal basis of Rn×Rn. Let BM denote the second fundamental
form on M , then at p we have
(4.2) 〈BM (ei, ej), νk〉 = 〈∇eiej , νk〉 =
1√
(1 + λ2i )(1 + λ
2
j )(1 + λ
2
k)
∂ijku = hijk.
Let |BM |2 denote the square norm of BM , i.e.,
(4.3) |BM |2 =
n∑
i,j=1
|BM (ei, ej)|2 =
n∑
i,j,k=1
|〈BM (ei, ej), νk〉|2 =
n∑
i,j,k=1
h2ijk.
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From (4.1), we have
(4.4)
∆Mv
− 1
n =∆Me
− 1
n
log v = − 1
n
v−
1
n∆M log v +
1
n2
v−
1
n |∇M log v|2
=− 1
n
v−
1
n
∑
i,j,k
h2ijk +
∑
k,i 6=j
λiλjh
2
ijk +
∑
i,k
λ2i h
2
iik −
1
n
∑
i,j,k
λiλjhiikhjjk
 .
Suppose there is a constant K ≥ 1 such that λiλj +K ≥ 0 for all i, j. Combining Cauchy
inequality, we have
(4.5)
∆Mv
− 1
n ≤− 1
n
v−
1
n
∑
i,j,k
h2ijk −
∑
k,i 6=j
Kh2ijk
 ≤ K − 1
n
v−
1
n
∑
i,j,k
h2ijk =
K − 1
n
v−
1
n |BM |2.
Lemma 4.1. Assume that µ1, · · · , µn are constants with
∑
i arctan µi ≥ 0. If K is a
positive constant ≥ 1 such that µiµj +K ≥ 0 for all i, j, then µi ≥ −ΛK , where ΛK is the
unique solution to
(4.6) arctan t = (n− 1) arctan K
t
on (0,∞).
In particular, ΛK < 2nK/π.
Proof. Without loss of generality, we assume µ1 ≥ · · · ≥ µn and µn < 0, or else we have
complete the proof. From µ1µn +K ≥ 0, we get µ1 ≤ −K/µn. Then
(4.7)
0 ≤
∑
i
arctan µi ≤ (n− 1) arctan µ1 + arctan µn
≤(n− 1) arctan
(
−K
µn
)
+ arctan µn = arctan µn − (n− 1) arctan
(
K
µn
)
.
Since arctan t − (n − 1) arctan (Kt ) is monotonic increasing on (0,∞), then the above
inequality implies µi ≥ ΛK for all i = 1, · · · , n, where ΛK is the unique solution to (4.6).
Now let us estimate the upper bound of ΛK . Since tan
(
π
2n
)
> π2n , then
(4.8)
π
2
− n arctan
( π
2n
)
> 0.
Hence for K ≥ 1 we have
(4.9)
arctan
(
2nK
π
)
− (n − 1) arctan
( π
2n
)
=
π
2
− arctan
( π
2nK
)
− (n− 1) arctan
( π
2n
)
>
π
2
− n arctan
( π
2n
)
> 0,
which implies ΛK < 2nK/π. 
We need a dimensional estimate for singular sets of non-smooth special Lagrangian
graphs.
Lemma 4.2. Let u be a C1,1 viscosity solution to (1.1) on BR ⊂ Rn andM = {(x,Du(x)) ∈
R
n × Rn|x ∈ BR}. If there is a constant K > 0 such that −K ≤ D2u ≤ K on BR. Then
the singular set of M is a closed set of Hausdorff dimension ≤ n− 4.
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Remark. Here, a point x in the singular set of M means that any tangent of M at x
is not an n-plane. Such a point is said to be a singular point. If we write x = (x,Du(x)),
then the singular point x of M means that u is not C2 at x. With the calibration
Re(e−
√−1Θdz1 ∧ · · · ∧ dzn) (see Theorem 4.2 in [16]), for C1,1 viscosity solution u to (1.1),
M is a (volume) minimizing submanifold in Rn × Rn. Hence, if u is not C2 at x, then
x = (x,Du(x)) is a singular point of M .
Proof. The proof is the combination of Bernstein theorem for 3-dimensional minimal
graphs (see Theorem 5.4 in [12] or Theorem 1.3 in [34]) and dimension reduction ar-
gument. Let S denote the singular set of M . From Allard’s regularity theorem (see [20] or
[24]), S is a closed set. We suppose that S has Hausdorff dimension > n− 4. Then there
is a constant β > n−4 so that β-dimensional Hausdorff measure of S satisfies Hβ(S) > 0.
Let Hβ∞ be a measure defined by
Hβ∞(E) = ωβ2−β inf

∞∑
j=1
(diamUj)
β
∣∣∣∣E ⊂ ∞⋃
j=1
Uj ⊂ Rn ×Rn

for any set E in Rn × Rn, where ωβ = πβ/2Γ(β
2
+1)
, and Γ(r) =
∫∞
0 e
−ttr−1dt is the gamma
function for 0 < r <∞. From Lemma 11.2 in [15], Hβ(E) = 0 if and only if Hβ∞(E) = 0.
From the argument of Proposition 11.3 in [15], there is a point q ∈ S and a sequence
rj → 0 such that
(4.10) Hβ∞
(S ∩Brj (q)) > 2−β−1ωβrβj .
Up to translation, we assume q being the origin in Rn × Rn. Let Mj = 1rj (M ∩B1),
Sj = 1rj
(S ∩Brj). Then
(4.11) Hβ∞ (Sj ∩B1) > 2−β−1ωβ.
Without loss of generality, we assume that Mj converges to a tangent cone M∗ in Rn×Rn
in the varifold sense as j → ∞. Let S∗ be the singular set of M∗. If yj ∈ Sj and
yj → y∗ ∈ M∗, then it’s clear that y∗ is a singular point of M∗ by Allard’s regularity
theorem, which implies lim supj Sj ⊂ S∗. Analog to the proof of Lemma 11.5 in [15], we
have Hβ∞ (S∗ ∩B1(0)) > 2−β−1ωβ, and then
(4.12) Hβ (S∗ ∩B1) ≥ Hβ∞ (S∗ ∩B1) > 2−β−1ωβ.
Let us continue the above procedure. By the dimension reduction argument, there is an
n-dimensional minimal cone C ⊂ Rn × Rn, which is a special Lagrangian graph over Rn
such that for some integer 0 < k ≤ 3, C is a trivial product of Rn−k and a k-dimensional
regular minimal cone C∗. From the assumption −K ≤ D2u ≤ K on BR, C∗ can be written
as a graph over R3. However, this contradicts to Theorem 5.4 in [12] (see also Theorem
1.3 in [34]). We complete the proof. 
Let
MΛ = FΛ(M) = {FΛ(x, y) ∈ Rn × Rn| (x, y) ∈M},
which is a rigid motion of M . Let ∆MΛ denote the Laplacian of MΛ, and ∇MΛ denote the
Levi-Civita connection of MΛ.
Lemma 4.3. Let φ be a smooth function on MΛ, then φΛ , φ ◦ FΛ satisfies
(4.13) ∆MφΛ(x) = ∆MΛφ(FΛ(x)), |∇MφΛ|(x) = |∇MΛφ|(FΛ(x))
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for any x ∈M .
Proof. Let (z1, · · · , zn) be a local coordinate chart in a neighborhood of the considered
point x in M , such that ∂zi forms an orthonormal basis at x. Let (w1, · · · , wn) =
FΛ(z1, · · · , zn), then (w1, · · · , wn) is a local coordinate chart in a neighborhood of FΛ(x)
and ∂wi =
∑
j
∂wi
∂zj
∂zj . Since FΛ is an isometric mapping, then at FΛ(x)
(4.14) 〈∂wi , ∂wj 〉 =
〈∑
k
∂wi
∂zk
∂zk ,
∑
l
∂wj
∂zl
∂zl
〉
=
∑
k
∂wi
∂zk
∂wj
∂zk
= δij .
Recall that ∇ denotes Levi-Civita connection of Rn × Rn with respect to its standard
metric. For any function ϕ ∈ C∞c (MΛ),
(4.15)
〈∇MφΛ,∇M (ϕ ◦ FΛ)〉
∣∣
x
=
∑
i
∇ziφΛ
∣∣
x
∇zi(ϕ ◦ FΛ)
∣∣
x
=
∑
i
∑
j
∂wj
∂zi
∇wjφ
∣∣
FΛ(x)
∑
k
∂wk
∂zi
∇wkϕ
∣∣
FΛ(x)
=
∑
j
∇wjφ
∣∣
FΛ(x)
∇wjϕ
∣∣
FΛ(x)
= 〈∇MΛφ,∇MΛϕ〉
∣∣
FΛ(x)
.
Hence we have proved |∇MφΛ|(x) = |∇MΛφ|(FΛ(x)). Let dµ and dµΛ denote the volume
elements of M and MΛ, respectively. Integrating by parts infers
(4.16)
∫
MΛ
ϕ∆MΛφdµΛ =−
∫
MΛ
〈∇MΛφ,∇MΛϕ〉 dµΛ
=−
∫
M
〈∇MφΛ,∇M (ϕ ◦ FΛ)〉 dµ =
∫
M
ϕ ◦ FΛ∆MφΛ dµ,
which implies ∆MφΛ(x) = ∆MΛφ(FΛ(x)). We complete the proof. 
From Allard’s regularity theorem, there is a positive constant τn > 0 depending only on
n such that if Σ is an n-dimensional special Lagrangian submanifold in Br(q) ⊂ Rn ×Rn
with ∂Σ ⊂ ∂Br(q) satisfying
(4.17) Hn(Br(q) ∩ Σ) ≤ (1 + τn)ωnrn,
then |BΣ| ≤ 1r on Br/2(q) ∩ Σ, where BΣ is the second fundamental form of Σ.
For any C2 function f on an open subset of Rn, let λf (x) denote the largest eigenvalue
of Hessian D2f(x), and λf (x) denote the smallest eigenvalue of Hessian D
2f(x).
Theorem 4.4. For any constant K ≥ 1, there is a constant cn,K > 0 depending only on
n,K such that if u is a smooth solution to (1.1) on Rn with the eigenvalues λ1, · · · , λn of
Hessian D2u satisfying
(4.18) λiλj ≥ −K on Rn
for all i, j = 1, · · · , n, and u is not a quadratic polynomial, then Hessian of u satisfies
−cn,K ≤ D2u ≤ cn,K on Rn.
Proof. Let us prove it by contradiction. Let K be a positive constant ≥ 1. Suppose that
there is a sequence of smooth solutions uk to (1.1) on R
n with the eigenvalues λ1,k, · · · , λn,k
of Hessian D2uk satisfying
(4.19) λi,kλj,k ≥ −K on Rn
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for all i, j = 1, · · · , n and k ≥ 1 such that each uk is not a quadratic polynomial and
limk→∞ supRn |D2uk| = ∞. Then there is a sequence of points pk → ∞ such that
λuk(pk) → ∞ as k → ∞. Let Σk be the special Lagrangian graph in Rn × Rn with
the graphic function Duk. Since non-quadratic uk implies that Σk is not flat, then any
tangent cone of Σk at infinity is not flat. Let τn be the constant in (4.17). We claim
(4.20) lim
r→∞
1
ωnrn
Hn(Br ∩Σk) ≥ 1 + τn.
Assume limr→∞ 1ωnrnHn(Br ∩ Σk) < 1 + τn. Now let us deduce the contradiction. From
monotonicity of ratio r−nHn(Br ∩ Σk), we have
Hn(Br ∩ Σk) < (1 + τn)ωnrn
for all r > 0. From Allard’ regularity theorem, we get |BΣk | ≤ 1r on Br/2 ∩Σk, where BΣk
is the second fundamental form of Σk. Letting r → ∞ implies the flatness of Σk, which
is a contradiction. Hence the claim (4.20) is true. Then there are a sequence of numbers
rk > 0 and a number 0 < τ∗ < τn such that
(4.21) Hn(Brk(pk) ∩ Σk) = (1 + τ∗)ωnrnk
with pk = (pk,Du(pk)). For each k, let
Mk =
1
rk
(Σk − pk) = {r−1k (x− pk) ∈ Rn ×Rn|x ∈ Σk},
which is a special Lagrangian graph through the origin. From (4.21), we have
(4.22) Hn(B1 ∩Mk) = (1 + τ∗)ωn.
Up to choose the subsequence, without loss of generality, we assume that the phase∑
i arctan λi,k is a nonnegative constant for each k. From Lemma 4.1 and the assumption
(4.18), we get
(4.23) D2uk ≥ −2nK/π.
Let FΛ : (x, y) → (x¯, y¯) be the isometric mapping from Rn × Rn into Rn × Rn defined
as (2.4) with Λ = 2nK/π. From (4.23), for each k there is a smooth solution u¯k to (1.1)
(with another phase different from the one for D2uk) on R
n such that FΛ(Mk) is the graph
of Du¯k, i.e.,
FΛ(Mk) = {(x¯,Du¯k(x¯)) ∈ Rn × Rn| x¯ ∈ Rn}.
Put Mk,Λ = FΛ(Mk). From (2.10) and (4.23), we have
(4.24) −2Λ
2 + 1
Λ
≤ D2u¯k ≤ 2Λ on Rn.
According to the compactness theorem, up to choose the subsequence, we can assume that
Mk,Λ converges to a stationary varifold M∞,Λ in the varifold sense. In the meantime, u¯k
converges to a C1,1-function u¯∞ with
(4.25) −2Λ
2 + 1
Λ
≤ D2u¯∞ ≤ 2Λ i.e. on Rn
by Arzela-Ascoli theorem. Moreover, M∞,Λ = {(x,Du¯∞(x)) ∈ Rn × Rn|x ∈ Rn} is a
special Lagrangian graph with possible singularities, and u¯∞ is the viscosity solution to
(1.1) on Rn. From (4.22), we get
(4.26) Hn(B1 ∩M∞,Λ) = (1 + τ∗)ωn.
Combining Allard’s regularity theorem, |BM∞,Λ | ≤ 1 on B1/2 ∩M∞,Λ, where BM∞,Λ is the
second fundamental form of M∞,Λ. According the isometric mapping FΛ, Mk converges
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to a stationary varifold M∞ in the varifold sense with M∞,Λ = FΛ(M∞), and |BM∞ | ≤ 1
on B1/2 ∩M∞, where BM∞ is the second fundamental form of the regular part of M∞.
Denote uˆk(x) = r
−2
k uk(rkx+ pk) for any x ∈ Rn. Then Duˆk is the graphic function of
Mk. Let vk =
√
det(I +D2uˆkD2uˆk) and vk,Λ(x¯(x,Duˆk(x))) = vk(x) for any x ∈ Rn. Let
BMk,Λ denote the second fundamental form of Mk,Λ in R
n × Rn. Since Mk,Λ converges
to M∞,Λ in the varifold sense, then |BMk,Λ | ≤ 1 on B1/2 ∩Mk,Λ by Allard’s regularity
theorem. Combining (4.5) and Lemma 4.3, we have
(4.27) ∆Mk,Λv
− 1
n
k,Λ ≤
K − 1
n
v
− 1
n
k,Λ |BMk,Λ |2 ≤
K − 1
n
v
− 1
n
k,Λ
on B1/2∩Mk,Λ. From Theorem 3.2, there are constants δn ∈ (0, 1] and θn,K > 0 depending
only on n,K such that
(4.28)
1
Hn (Mk,Λ ∩B1/4)
∫
Mk,Λ∩B1/4
v
− δn
n
k,Λ ≤ θn,Kv
− δn
n
k,Λ (0),
which is equivalent to the following mean value inequality:
(4.29)
1
Hn (Mk ∩B1/4)
∫
Mk∩B1/4
v
− δn
n
k ≤ θn,Kv
− δn
n
k (0).
Note that limk→∞ λuk(pk) = ∞ implies vk(0) → ∞. Combining (4.29) and |BMi | ≤ 1 on
B1/2 ∩Mi, we conclude that
(4.30) limk→∞
inf
Mi∩B1/8
vk =∞.
Let SM∞ be the singular set of M∞, then SM∞,Λ = FΛ(SM∞). Note that SM∞ is closed
in M∞. Then for any x ∈ M∞ \ SM∞ , there is a constant rx > 0 such that Mk ∩ Brx(x)
converges to M∞ ∩ Brx(x) smoothly. Since SM∞ has codimension 4 at least by Lemma
4.2, then M∞ \SM∞ is connected. Combining (4.30) and the mean value inequality for vk
like (4.29), for any compact set Ω with Ω ∩ SM∞ = ∅, we have
(4.31) limk→∞
inf
Mk∩Ω
vk =∞.
Then combining (4.31) and the assumption (4.18), we have
(4.32) lim infk→∞
inf
Mk∩Ω
λuk ≥ 0.
From (2.8), we have
(4.33) − 1
2Λ
≤ λu¯∞ ≤ λu¯∞ = 2Λ
on the set where u¯∞ is C2.
If SM∞,Λ is empty, then (4.33) on Rn implies the flatness ofM∞,Λ, i.e., u¯∞ is a quadratic
polynomial. However, this violates (4.26). Hence SM∞,Λ 6= ∅. By dimensional reduction
argument, there is a sequence of manifolds M̂i (obtained from M∞,Λ by scaling and trans-
lation) such that M̂i converges in the varifold sense to a minimal cone C∗, which is a trivial
product of a nonflat regular minimal cone C∗ and a Euclidean factor Rn−l(4 ≤ l ≤ n).
Moreover, C∗ is a special Lagrangian graph with the graphic function Dw∗, where w∗ is a
C1,1 viscosity solution to (1.1) on Rn with
(4.34) −2Λ
2 + 1
Λ
≤ D2w∗ ≤ 2Λ i.e. on Rn
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from (4.25). Note that w∗ is not C2 on the set {0l} × Rn−l = {(0, · · · , 0, xl+1, · · · , xn) ∈
R
n| (xl+1, · · · , xn) ∈ Rn−l}. From (4.33), we get
(4.35) − 1
2Λ
≤ λw∗ ≤ λw∗ = 2Λ
on Rn \ {0l}×Rn−l. Hence, without loss of generality, for each j = 1, · · · , n, ∂jw∗ has the
decomposition as follows:
∂jw
∗(x1, · · · , xn) = ∂
∂xj
w∗(x1, · · · , xn) = φj(x1, · · · , xl) +
n∑
k=l+1
cjkxk
for some function φj and a constant matrix (cjk) with k = l + 1, · · · , n and j = 1, · · · , n.
By choosing the coordinate system of x1, · · · , xn, we can assume
∂jw
∗(x1, · · · , xn) = φj(x1, · · · , xl) + cjxj
for some constant vector (c1, · · · , cn) with c1 = · · · = cl = 0. Outside {0l} × Rn−l, for
i = 1, · · · , l and j = l + 1, · · · , n, we have
(4.36) ∂ijw
∗ = ∂jiw∗ = 0 = ∂iφj(x1, · · · , xl),
which implies φj(x1, · · · , xl) = 0 on Rl for j = l + 1, · · · , n as C∗ contains the origin. We
consider a C1,1 function Φ∗ on Rn defined by
(4.37) Φ
∗ = w∗ − 1
2
n∑
j=l+1
cjx
2
j .
Then for any j = l + 1, · · · , n we have ∂jΦ∗ = ∂jw∗ − cjxj = 0. In other words, Φ∗
is a function depending only on x1, · · · , xl. Hence we can define a function Φ on Rl by
Φ(x1, · · · , xl) = Φ∗(x1, · · · , xl, 0, · · · , 0). Then
C∗ , {(x,DΦ(x)) ∈ Rl × Rl|x ∈ Rl}
is a Lagrangian graph with isolated singularity. Let µ1 ≥ · · · ≥ µl be the eigenvalues of
Hessian D2Φ. Then D2Φ∗ has eigenvalues µ1, · · · , µl and cl+1, · · · , cn, and
(4.38)
l∑
i=1
arctan µi +
n∑
i=l+1
arctan cj = Θ.
From the calibration Re(e−
√−1(Θ−∑ni=l+1 arctan cj)dz1 ∧ · · · ∧ dzl), the Lagrangian graph C∗
is minimizing in Rl×Rl. Note that C∗ has only one singularity at the origin. From (4.35),
we obtain
(4.39) 2Λ ≥ µ1 ≥ · · · ≥ µl ≥ − 1
2Λ
on Rl \ {0l}. By the standard argument (see Yuan [34, 36] or Tsui-Wang [25]), we get the
flatness of C∗, which is a contradiction. This completes the proof. 
Combining Warren-Yuan’s argument in [29], we have the following Liouville type the-
orem.
Theorem 4.5. There exists a constant ǫn ∈ (0, 1) such that if u is a smooth solution to
the special Lagrangian equation (1.1) on Rn with eigenvalues λ1(x), · · · , λn(x) of Hessian
D2u(x) satisfying
(4.40) 3(1 + ǫn) + (1 + ǫn)λ
2
i (x) + 2λi(x)λj(x) ≥ 0
for all i, j = 1, · · · , n and x ∈ Rn, then u must be a quadratic polynomial.
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Proof. Let us prove it by contradiction. Suppose that there is a sequence of smooth solu-
tions uk to (1.1) on R
n with eigenvalues λ1,k(x), · · · , λn,k(x) of Hessian D2uk(x) satisfying
(4.41) 3
(
1 +
1
k
)
+
(
1 +
1
k
)
λ2i,k(x) + 2λi,k(x)λj,k(x) ≥ 0
for all i, j = 1, · · · , n, k ≥ 2 and x ∈ Rn, such that each uk is not a quadratic polynomial.
The inequality (4.41) implies
(4.42)
(
1− 1
k
)
λi,k(x)λj,k(x) ≥ −3
(
1 +
1
k
)
for all i, j = 1, · · · , n, k ≥ 2 and x ∈ Rn. From Theorem 4.4, D2uk is uniformly bounded
on Rn by a constant cn depending only on n. Let Mk denote the Lagrangian graph with
the graphic function Duk for each k. From Allard’ regularity theorem (see also (4.20)),
there exists a sequence rk →∞ such that
(4.43) lim inf
k→∞
r−nk Hn(Bk ∩Mk) > ωn.
Let M̂k =
1
rk
Mk, and uˆk = r
−2
k uk(rk·). Then
(4.44) lim inf
k→∞
Hn(B1 ∩ M̂k) > ωn.
According to the compactness theorem, up to choose the subsequence, we can assume
that M̂k converges to a stationary varifold M̂∞ in the varifold sense. In the meantime, uˆk
converges to a C1,1-function uˆ∞ with
(4.45) −cn ≤ D2uˆ∞ ≤ cn i.e. on Rn
by Arzela-Ascoli theorem. Moreover, M̂∞ = {(x,Duˆ∞(x)) ∈ Rn×Rn|x ∈ Rn} is a special
Lagrangian graph with possible singularities, and uˆ∞ is the viscosity solution to (1.1) on
R
n with
(4.46) 3 + λˆ2i + 2λˆiλˆj ≥ 0 i.e. on Rn
for all i, j = 1, · · · , n from (4.41), where λˆ1, · · · , λˆn are the eigenvalues of D2uˆ∞. Now
we follow the proof of Theorem 3.1 in [29] including Proposition 3.1 in [29], and get the
flatness of M̂∞. However, this contradicts to (4.44). We complete the proof. 
Remark. Obviously if we assume
(4.47) inf
i,j=1,··· ,n
λi(x)λj(x) ≥ −3
2
(1 + ǫn)
for any x ∈ Rn, or
(4.48) −
√
3(1 + ǫn) ≤ D2u ≤
√
3(1 + ǫn)
on Rn, then (4.40) holds true. Namely, any smooth solution u to (1.1) on Rn satisfying
(4.47) for any x ∈ Rn or (4.48) on Rn must be a quadratic polynomial.
Using the above Liouville type theorem, we can get an interior curvature estimate
for special Lagrangian graphs, which is key for Hessian estimates of solutions to special
Lagrangian equations in the following section.
Corollary 4.6. Let u be a smooth solution to the special Lagrangian equation (1.1) on
B2 ⊂ Rn with Du(0) = 0, and the eigenvalues λ1(x), · · · , λn(x) of Hessian D2u(x) satisfies
(4.40) for all i, j and x ∈ B2. Let M be the special Lagrangian graph over B2 with the
graphic function Du. Then there is a constant cn > 0 depending only on n such that
|BM | ≤ cn on M ∩B1, where BM is the second fundamental form of M .
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Proof. Let us prove it by contradiction. Suppose that there is a sequence of smooth
solution ui to the special Lagrangian equation (1.1) on B2 ⊂ Rn with Dui(0) = 0 such
that the eigenvalues of Hessian D2ui satisfies (4.40) for all i, j and x ∈ B2, and the special
Lagrangian graph Mi of the graphic function ui satisfies
(4.49) lim
i→∞
|BMi |(zi) =∞
for some sequence of points zi ∈ Mi ∩ B1. Here, BMi is the second fundamental form of
Mi.
Then there exists a sequence of points qi ∈ B 3
2
such that
ri ,
(
3
2
− |qi|
)
|BMi |(qi) = sup
B 3
2
∩Mi
(
3
2
− |x|
)
|BMi |(x)→∞
as i→∞. Denote qi = (qi,Dui(qi)). Put τi = 32 − |qi|, and Ri = 2ri/τi. Let
Σi = {Ri(x− qi) ∈ Rn × Rn|x ∈Mi}
and BΣi be the second fundamental form of Σi. Note that
τi
2 ≤ 32 −|x| for all x ∈ B τi2 (qi).
We have
(4.50) sup
Bri(0)∩Σi
|BΣi | =
1
Ri
sup
B τi
2
(qi)∩Mi
|BMi | ≤
1
Ri
2
τi
sup
B τi
2
(qi)∩Mi
(
3
2
− |x|
)
|BMi |(x) ≤ 1,
and
(4.51) |BΣi |(0) =
1
Ri
|BMi |(qi) =
1
Ri
1
τi
sup
B 3
2
∩Mi
(
3
2
− |x|
)
|BMi |(x) =
1
2
.
Let Bqi,Ri be a convex open set defined by {x ∈ Rn|R−1i x+ qi ∈ B2} and
uˆi(x) = R
2
i ui(R
−1
i x+ qi)
for all Bqi,Ri , then Duˆi is the graphic function of Σi over Bqi,Ri .
From (4.40), there holds
(4.52) 3(1 + ǫn) + (1 + ǫn)min{λ2i (x), λ2j (x)} + 2λi(x)λj(x) ≥ 0,
which implies
(4.53) 3
1 + ǫn
1− ǫn + λi(x)λj(x) ≥ 0.
Let FΛ be the Lewy rotation defined in (2.4) with Λ =
6n(1+ǫn)
π(1−ǫn) , then from Lemma 4.1
and (4.53), the function ui,Λ ,
1√
1+4Λ2
(uˆi + Λ|x|2) is strictly convex. Then Dui,Λ(Bqi,Ri)
is convex from Lemma 6.1, hence it is simply connected. From the argument in section 2,
there is a sequence of smooth solutions u¯i to (1.1) on convex domains Ωi , Dui,Λ(Bqi,Ri) =
Π(FΛ(Σi)) with Ωi → Rn so that the graph {(x,Du¯i(x))|x ∈ Ωi} = FΛ(Σi). From
(4.50) with ri → ∞, up to choose the subsequence FΛ(Σi) converges to a smooth special
Lagrangian graph Σ∞,Λ over Rn with the graphic function u¯∞. Hence, Σi converges to a
smooth special Lagrangian submanifold Σ∞ with FΛ(Σ∞) = Σ∞,Λ.
If there is a point x∞ ∈ Σ∞ such that for any sequence xi ∈ Σi with xi → x∞,
there holds |Duˆi|(xi) → ∞ with xi = (xi,Duˆi(xi)). From the proof of Theorem 4.4,
the mean value inequality for the function (det(I + D2uˆiD
2uˆi)
− 1
2n implies that for any
sequence yi ∈ Σi with yi → y∞ and lim supi |yi| < ∞, there holds |Duˆi|(yi) → ∞ with
yi = (yi,Duˆi(yi)). By following the argument of the proof of Theorem 4.4 further, we get
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the flatness of Σ∞. However, this contradicts to (4.51). The other case is that for any
point x∞ ∈ Σ∞ and any sequence xi = (xi,Duˆi(xi)) ∈ Σi with xi → x∞, there holds
lim supi→∞ |Duˆi|(xi) < ∞. This implies that Σ∞ is a graph. From Theorem 4.5, we also
get the flatness of Σ∞, which contradicts to (4.51). We complete the proof. 
5. Hessian estimates for special Lagrangian equations
In this section, we use superharmonic functions on special Lagrangian graphs to derive
Hessian estimates for the solutions to special Lagrangian equations.
Theorem 5.1. Let u be a smooth solution to the special Lagrangian equation (1.1) on
BR ⊂ Rn with the eigenvalues λ1(x), · · · , λn(x) of Hessian D2u(x) satisfying (4.40) for
all i, j and x ∈ BR. Then there is a constant Cn > 0 depending only on n such that
(5.1) |D2u(0)| ≤ Cnexp
(
Cn
maxBR |Du−Du(0)|
R
)
.
Proof. By scaling, we only need to show the case of R = 3. By considering u−Du(0)·x, we
can assume Du(0) = 0. LetMr = {(x,Du) ∈ Rn×Rn| x ∈ Br} for r ∈ (0, 3], andM =M3
for short. We consider the mapping FΛ : (x, y)→ (x¯, y¯) as (2.4) with Λ = 6n(1+ǫn)π(1−ǫn) . Then
(5.2) x¯(Mr) =
{
1√
4Λ2 + 1
(2Λx+Du(x)) ∈ Rn
∣∣∣x ∈ Br} .
From Lemma 4.1 and (4.53), the function u˜ , 1√
4Λ2+1
(u(x) + Λ|x|2) is strictly convex.
Then x¯(Mr) = Du˜(Br) is convex from Lemma 6.1, hence x¯(Mr) is simply connected.
Therefore, FΛ(M) can be written as a graph over x¯(M) with the graphic function Du¯ for
some solution u¯ to (1.1). From (2.10), one has
(5.3) −2Λ
2 + 1
Λ
≤ D2u¯ ≤ 2Λ on x¯(M).
For any t > 0, let (tZ)n denote the lattice in Rn defined by
{(x1, · · · , xn) ∈ Rn| t−1xi ∈ Z for each i}.
Let Q = (t∗Z)n∩ x¯(M1) with t∗ = Λ/
√
Λ2 + n(2Λ2 + 1)2. For any distinct q1, q2 ∈ Q with
|q1 − q2| = t∗, let γ(t) = q1 + tt∗ (q2 − q1) be the normalized geodesic connecting q1 and q2.
Then combining Cauchy inequality and (5.3), one has
(5.4)
|Du¯(q1)−Du¯(q2)|2 =
∣∣∣∣∫ t∗
0
∂
∂t
Du¯(γ(t))dt
∣∣∣∣2 ≤ ∣∣∣∣∫ t∗
0
〈D2u¯(γ(t)), γ˙(t)〉dt
∣∣∣∣2
≤
n∑
i=1
t∗
∫ t∗
0
|D∂iu¯|2(γ(t))dt ≤ nt2∗
(2Λ2 + 1)2
Λ2
.
By the definition of t∗, we have
(5.5) |q1 − q2|2 + |Du¯(q1)−Du¯(q2)|2 ≤ t2∗
(
1 + n
(2Λ2 + 1)2
Λ2
)
= 1.
Put
(5.6) Q = {(q,Du¯(q)) ∈ FΛ(M1)| q ∈ Q}.
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Then from (5.5) we have
(5.7) FΛ(M1) ⊂
⋃
q∈Q
B1(q).
Let L = maxB1 |Du|, then by the definition of x¯(Mr) in (5.2), x¯(M1) belongs to a ball Bρ
centered at the origin with radius ρ satisfying
(5.8) ρ ≤ 2Λ + L√
4Λ2 + 1
≤ 1 + L
2Λ
.
Hence, the number of the discrete set Q satisfies ♯Q ≤ cn(1+L)n for some constant cn > 0
depending only on n.
Let v =
√
det(I +D2uD2u) and vΛ(x¯(x,Du(x))) = v(x) for any x ∈ B3. Combining
(4.5)(4.53) and Lemma 4.3, we have
(5.9) ∆FΛ(M)v
− 1
n
Λ ≤
2 + 4ǫn
n(1− ǫn)v
− 1
n
Λ |BFΛ(M)|2
on B1/2∩FΛ(M), where BFΛ(M) is the second fundamental form of FΛ(M). From Theorem
3.2 and Corollary 4.6, there are constants δn ∈ (0, 1] and θn > 0 depending only on n such
that
(5.10)
1
Hn (FΛ(M) ∩Br(x))
∫
FΛ(M)∩Br(x)
v
− δn
n
Λ ≤ θnv
− δn
n
Λ (x)
for any x ∈ FΛ(M) with d(x, FΛ(∂M)) < 2r. So for any q ∈ Q with |Π(q)| = t∗ we have
(5.11)
∫
FΛ(M)∩B 1
4
(q)
v
− δn
n
Λ ≤
∫
FΛ(M)∩B 3
2
(0)
v
− δn
n
Λ ≤ θnv
− δn
n
Λ (0)Hn
(
FΛ(M) ∩B 3
2
(0)
)
.
For any ball B 1
4
(x), B 3
2
(x′) ⊂ B3, there is a constant αn > 0 depending only on n such
that
(5.12) Hn
(
FΛ(M) ∩B 3
2
(x′,Du(x′))
)
≤ αn
θn
Hn
(
FΛ(M) ∩B 1
4
(x,Du(x))
)
.
Then
(5.13)
∫
FΛ(M)∩B 1
4
(q)
v
− δn
n
Λ ≤ αnv
− δn
n
Λ (0)Hn
(
FΛ(M) ∩B 1
4
(q)
)
.
Hence there is a point zq ∈ B 1
4
(q) such that v
− δn
n
Λ (zq) ≤ αnv
− δn
n
Λ (0).
Now we claim that for any positive integer k > 0 and any point q with
q = Π(q) ∈ ∂
{
(x1, · · · , xn) ∈ Rn
∣∣∣ max
1≤i≤n
|xi| = kt∗
}
,
there is a point zq ∈ B 1
4
(q) such that
v
− δn
n
Λ (zq) ≤ αknv
− δn
n
Λ (0).
Suppose the claim holds true for the k− 1 case. Since x¯(M1) is convex, then for any point
q with
q = Π(q) ∈ ∂
{
(x1, · · · , xn) ∈ Rn
∣∣∣ max
1≤i≤n
|xi| = kt∗
}
,
there is a point q′ with
q′ = Π(q′) ∈ ∂
{
(x1, · · · , xn) ∈ Rn
∣∣∣ max
1≤i≤n
|xi| = (k − 1)t∗
}
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such that |q− q′| = t∗. This implies |q−q′| ≤ 1 by the definition of t∗. Let zq′ be a point
in B 1
4
(q) with v
− δn
n
Λ (zq′) ≤ αk−1n v
− δn
n
Λ (0). Since B 3
2
(zq′) ∩ ∂M = ∅, then
(5.14)
∫
FΛ(M)∩B 1
4
(q)
v
− δn
n
Λ ≤
∫
FΛ(M)∩B 3
2
(zq′ )
v
− δn
n
Λ ≤ θnv
− δn
n
Λ (zq′)Hn
(
FΛ(M) ∩B 3
2
(zq′)
)
≤θnαk−1n v
− δn
n
Λ (0)Hn
(
FΛ(M) ∩B 3
2
(zq′)
)
,
and
(5.15)
∫
FΛ(M)∩B 1
4
(q)
v
− δn
n
Λ ≤ αknv
− δn
n
Λ (0)Hn
(
FΛ(M) ∩B 1
4
(q)
)
.
Hence there is a point zq ∈ B 1
4
(q) such that v
− δn
n
Λ (zq) ≤ αknv
− δn
n
Λ (0). We complete the
proof of the claim. Therefore,
(5.16)
∫
FΛ(M)∩B1(zq)
v
− δn
n
Λ ≤ αcn(1+L)n v
− δn
n
Λ (0)Hn (FΛ(M) ∩B1(zq)) .
Combining (5.7), we have
(5.17)
∫
FΛ(M1)
v
− δn
n
Λ ≤αcn(1+L)n v
− δn
n
Λ (0)
∑
q∈Q
Hn (FΛ(M) ∩B1(zq))
≤cn(1 + L)nαcn(1+L)n v
− δn
n
Λ (0) = cne
n log(1+L)ecn(1+L) logαnv
− δn
n
Λ (0).
Therefore, we get
(5.18)
∫
M1
v−
δn
n ≤ CneCnLv−
δn
n (0)
for some constant Cn > 0 depending only on n. Then
(5.19) ωn =
∫
M1
v−1 ≤
∫
M1
v−
δn
n ≤ CneCnLv−
δn
n (0),
which implies
(5.20) v(0) ≤
(
Cn
ωn
) n
δn
e
nCn
δn
L.
This completes the proof. 
Let u be a smooth solution to the special Lagrangian equation (1.1) on BR ⊂ Rn with
the eigenvalues λ1 ≥ · · · ≥ λn of Hessian D2u. Assume Θ > (n− 2)π/2. Then
(5.21) Θ =
∑
i
arctan λi < (n− 1)π
2
+ arctan λn,
which implies
(5.22) arctan(−λn) < (n− 1)π
2
−Θ.
Monotonicity of the function ’arctan’ on (−π2 , π2 ) infers
(5.23) −λn < tan
(π
2
−
(
Θ− (n − 2)π
2
))
= cot
(
Θ− (n− 2)π
2
)
.
Namely,
(5.24) D2u > − cot
(
Θ− (n− 2)π
2
)
.
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Let λu denote the largest eigenvalue of Hessian D
2u, and Φ =
√
1 + λ
2
u on BR. Let M
be the special Lagrangian graph of Du with Laplacian ∆M . In Proposition 2.1 of [27],
Wang-Yuan proved
(5.25) ∆M log Φ ≥
(
1− 4√
4n + 1 + 1
)
|∇ log Φ|2
in the distribution sense. Hence, ∆MΦ
−
(
1− 4√
4n+1+1
)
≤ 0 in the distribution sense from
(5.25). From Theorem 3.2, there are constants δ∗ ∈ (0, 1] depending on n and θn,Θ > 0
depending only on n,max{0, cot (Θ− (n− 2)π2 )} such that
(5.26)
1
Hn (M ∩Br(z))
∫
M∩Br(z)
Φ−δ∗ ≤ θn,ΘΦ−δ∗(z)
for any z ∈ M and 0 < r < θ−1n,Θd(z, ∂M). Analog to the proof of Theorem 5.1, we have
the following result.
Theorem 5.2. Let u be a smooth solution to the special Lagrangian equation (1.1) on
BR ⊂ Rn with |Θ| > (n − 2)π/2. Then there is a constant Cn,Θ > 0 depending only on
n,Θ with Cn,Θ →∞ as |Θ| → (n− 2)π/2 such that
(5.27) |D2u(0)| ≤ Cn,Θexp
(
Cn,Θ
maxBR |Du−Du(0)|
R
)
.
6. Appendix
Let us state a fact concerned on convex functions. For self-containment, we give the
proof here.
Lemma 6.1. Let f be a strictly smooth convex function on an open convex set Ω ⊂ Rn
with boundary ∂Ω ∈ C2. Then Df(Ω) , {Df(x) ∈ Rn|x ∈ Ω} is convex.
Proof. Let Ωǫ = {x ∈ Ω| d(x, ∂Ω) < ǫ} for any ǫ > 0, and Ωǫ is also convex (see Lemma
14.17 in [14] for instance). For proving the lemma, it is sufficient to show the convexity of
Df(Ωǫ) for all sufficiently small ǫ > 0. Hence, for simplicity of notations we may assume
that f is strictly smooth convex on Ω in the process of showing the convexity of Df(Ω).
From Newton-Leibniz formula, for any x1, x2 ∈ Ω
(6.1)
〈Df(x2)−Df(x1), x2 − x1〉 =
∫ 1
0
〈
∂
∂t
Df(x1 + t(x2 − x1)), x2 − x1
〉
dt
=
∫ 1
0
Hess f
∣∣
x1+t(x2−x1)(x2 − x1, x2 − x1)dt.
Hence the mapping Df : Ω→ Df(Ω) is injective from Hess f > 0. Moreover, Df(∂Ω) =
∂(Df(Ω)). For any considered point p ∈ ∂Ω, up to translation and rotation of Ω, we may
assume p = 0, and Ω ⊂ {xn < 0}. Then in a neighborhood of the origin, ∂Ω can be
written as a graph over a set in Rn−1 with the graphic function φ satisfying φ(0) = 0. By
considering f − 〈x,Df(0)〉, we can assume Df(0) = 0. Up to an orthonormal transform,
24 QI DING
there hold
(6.2)
f(x) = f(0) +
n∑
i=1
ki
2
x2i + o(|x|2),
Df(x) = (k1x1, · · · , knxn) + o(|x|),
Hess f(x) = diag{k1, · · · , kn}+ o(1)
in a neighborhood of the origin, where k1, · · · , kn are positive constants.
Let E1, · · · , En be a standard orthonormal basis of Rn. Let {ei}n−1i=1 be a local or-
thonormal basis of T (∂Ω) in a neighborhood of the origin such that ei =
∑n
j=1 aijEj with
aij = δij at the origin. Let Ω˜ = Df(Ω) and e˜i be a local frame of T (∂Ω˜) in a neighborhood
of Df(0) defined by e˜i = (Df)∗ei. Denote a˜ij(x) = aij(Df(x)). Then
(6.3) e˜i =
n∑
j=1
a˜ij(Df)∗Ej =
n∑
j,k=1
a˜ij
∂2f
∂xj∂xk
Ek.
In particular, e˜i(Df(0)) = kiei(0) from (6.2). Let νΩ be the unit normal vector of ∂Ω, and
ν∗Ω be the unit normal vector of Df(∂Ω). Then ν
∗
Ω =
1
kn
(Df)∗νΩ at the origin. Let ∇∂Ω
and ∇∂Ω˜ be the Levi-Civita connections of ∂Ω and Df(∂Ω), respectively. Then
(6.4)
〈
∇∂Ω˜e˜i e˜j , ν∗Ω
〉 ∣∣∣
Df(0)
=
kikj
kn
〈
∇∂Ωei ej , νΩ
〉 ∣∣∣
0
.
Since Ω is convex at the origin, then the matrix
(〈∇∂Ωei ej , νΩ〉 ∣∣∣0)n×n is nonnegative. With
(6.4),
(
kikj
〈∇∂Ωei ej , νΩ〉 ∣∣∣0)n×n is also nonnegative. Hence, Df(∂Ω) is convex at Df(0).
So we conclude that Df(∂Ω) is convex everywhere. 
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