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Abstract
We apply the theory of α-induction of sectors which we elaborated
in our previous paper to several nets of subfactors arising from confor-
mal field theory. The main application are conformal embeddings and
orbifold inclusions of SU (n) WZWmodels. For the latter, we construct
the extended net of factors by hand. Developing further some ideas of
F. Xu, our treatment leads canonically to certain fusion graphs, and in
all our examples we rediscover the graphs Di Francesco, Petkova and
Zuber associated empirically to the corresponding SU (n) modular in-
variants. We establish a connection between exponents of these graphs
and the appearance of characters in the block-diagonal modular invari-
ants, provided that the extended modular S-matrices diagonalize the
endomorphism fusion rules of the extended theories. This is proven for
many cases, and our results cover all the block-diagonal SU (2) modular
invariants, thus provide some explanation of the A-D-E classification.
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1 Introduction
1.1 Background
The SU (n)q subfactors of Wenzl [51] can be understood from the viewpoint
of statistical mechanics [17], the IRF models of [8] or from the viewpoint of
conformal field theory, irreducible highest weight positive energy representa-
tions of the loop groups of SU (n) [50]. These viewpoints are also related to
the study and classification of modular partition functions on a torus. The
statistical mechanical models of [8] are generalizations of the Ising model.
The configuration space of the Ising model, distributions of symbols +,− on
the vertices of the square lattice Z2, can also be thought of as distributions
of edges of the Dynkin diagram A3 on the edges of a square lattice, where
the end vertices are labelled by + and −. This model can be generalized
by replacing A3 by other graphs Γ such as Dynkin diagrams or indeed the
Weyl alcove A(m) of the level k integrable representations of SU (n), where
m = k + n is the altitude. The vertices of A(n+k) are given by weights
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Figure 1: Boltzmann weight where α, β, γ, δ are edges of Γ
=
Figure 2: Yang-Baxter equation
{Λ =∑n−1i=1 miΛ(i) : mi ∈ N0 , ∑n−1i=1 mi ≤ k} where the Λ(i) are the n− 1
weights of the fundamental representation, and the oriented edges are given
by the vectors ei defined by e1 = Λ(1), ei = Λ(i) − Λ(i−1), i = 1, 2, ..., n − 1,
en = Λ(n−1). We can also label our states by partitions or Young tableaux
(pj)
n−1
j=1 , k ≥ p1 ≥ p2 ≥ · · · ≥ pn−1 ≥ pn ≡ 0 obtained by the transformation
(mi)
n−1
i=1 7→ (pj)n−1j=1 , where pj =
∑n−1
i=j mi. The unoccupied state corre-
sponds to (0, 0, . . . , 0) or the empty Young tableau in the two descriptions,
which we often denote by ∗ or 0.
A configuration is then a distribution of the edges of Γ over Z2, and
associated to each local configuration is a Boltzmann weight (see Figure 1)
satisfying the Yang-Baxter equation of Figure 2. The justification of the
term SU (n) models is as follows. By Weyl duality, the representation of the
permutation group on
⊗
Mn is the fixed point algebra of the product action
of SU (n). Deforming this, there is a representation of the Hecke algebra in⊗
Mn whose commutant is a representation of a deformation of SU (n), the
quantum group SU (n)q. The Boltzmann weights lie in this Hecke algebra
representation, and at criticality reduce to the natural braid generators gi,
so that the Yang-Baxter equation of Figure 2 reduces to the braid relation
gigi+1gi = gi+1gigi+1. The labels of the irreducible representations of either
the Hecke algebra (e.g. the permutation group when q = 1) or the quantum
group (e.g. SU (n) when q = 1) are generically given by A, a Young tableaux
of at most n− 1 rows. However when q is a root of unity e2πi/m we have the
further constraint of at most k = m − n columns, where k is the level, i.e.
A(m) (e.g. when n = 2 the vertices of the Dynkin diagram Ak+1).
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ξ η
∗
Figure 3: Matrices of partition functions [Tξη] where ξ, η are paths on Γ with
fixed initial vertex ∗ and same terminal vertex generate a von Neumann
algebra N
∗
−→
∗
Figure 4: Embedding of N ⊂ M by T → Ad(V )(T ) where V = g1g2 · · · is
the product of Boltzmann weights at criticality
The Boltzmann weights involve paths of length two in the Bratteli dia-
gram using the embedding graph Γ. As we look at larger and larger partition
functions (based on some fixed initial vertex ∗) then we can complete with
respect to a natural trace and obtain a von Neumann algebra as in Figure 3.
A subfactor N ⊂ M can be obtained with the aid of the initial Boltzmann
weights placed on the boundary as in Figure 4. For the SU (n)q subfac-
tors, this just amounts to {gi : i = 1, 2, 3, ...}′′ ⊂ {gi : i = 0, 1, 2, ...}′′
because of the braid relations Ad(g1g2 · · ·)(gi) = gi+1. The center Zn of
SU (n) acts on A(m) leaving the Boltzmann weights invariant and hence in-
duces an action on M , leaving N globally invariant, yielding the orbifold
subfactor NZn ⊂ MZn . The action of the center Zn (corresponding to the
simple currents) on A(m) is as follows. We set A0 = ∗, and label the other
end vertices of A(m) by A1 = A0 + (m − n)e1, A2 = A1 + (m − n)e2, ... ,
An−1 = An−2+(m−n)en−1. Define a rotation symmetry of the graph A(m)
by σ(Aj +
∑
crer) = Aj+1 +
∑
crer+1 where the indices are in Zn.
Let us now turn to the loop group picture. The loop group LG is
the group of smooth maps from S1 into a compact Lie group G under
pointwise multiplication. We are interested in projective representations of
LG⋊Rot(S1), where Rot(S1) is the rotation group, which are highest weight
representations in that the generator L0 of the rotation group is bounded
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below. Such representations are called positive energy representations and
are classified by irreducible representations of G and a level k. For unitary
irreducible positive energy representations, the possibilities are severely re-
stricted. Indeed k must be integral and, for a given value of the level, there
are only a finite number of admissible (vacuum vector) irreducible represen-
tations of G. For the case of G = SU (n), the admissible ones at level k are
the vertices of A(m), where m = n + k. Restricting to loops LIG concen-
trated on an interval I ⊂ S1, LIG = {f ∈ LG : f(z) = e , z /∈ I}, we get
for each positive energy representation π a subfactor π(LIG)
′′ ⊂ π(LIcG)′′
if Ic is the complementary interval, of type III and of finite index — e.g.
of index 4 cos2(π/(k + 2)) in the case of the fundamental representation of
SU (2) and level k.
We next turn to the modular invariant picture. It is argued on physical
grounds that the partition function Z(τ) in a conformal field theory should
be invariant under re-parameterization of the torus by SL(2,Z). In the
string theory formulation, modular invariance is essentially built into the
definition of the partition function (although Nahm [37] has argued the case
for modular invariance in terms of the chiral algebra and its representations
rather than a functional integral setting). In the transfer matrix picture
of statistical mechanics we can write the partition function as an average
over e−βH , where H is the Hamiltonian, now L0 + L¯0 − c/12 (the shift by
c/24 arising from mapping the Virasoro algebra on the plane to a cylinder).
We have a momentum P (= L0 − L¯0) describing evolution along the closed
string, so taking both evolutions into account, we first compute
Z(τ) = tr (e−βHeiηP ) = tr (e2πiτ(L0−c/24)e−2πiτ¯(L¯0−c/24)) . (1)
Here 2πiτ = −β+iη parameterizes the metric of the torus, and we then have
to average over τ . If we choose one τ from each orbit under the action of
PSL(2;Z) and integrate we implicitly assume that Z(τ) is modular invariant.
¿From a Hilbert space decomposition of the loop group representation
the partition function Eq. (1) decomposes as
Z =
∑
Λ,Λ′
ZΛ,Λ′ χΛ χ¯Λ′ (2)
where χΛ is the conformal character tr (q
L0−c/24), q = e2πiτ of the unitary
positive energy irreducible representation πΛ, Λ ∈A(m), where m = n + k
for some fixed level k.
The problem then is to find or classify all expressions of the form Eq.
(2) where Z is SL(2,Z) invariant, subject to the normalization Z0,0 = 1 and
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ZΛ,Λ′ is a non-negative integer. A simple argument of Gannon [21] shows
that
∑
Λ,Λ′ ZΛ,Λ′ ≤ 1/S20,0 where S0,0 is a matrix entry of the S-matrix
action of SL(2,Z) on characters, and hence for a given G at a fixed level,
there are only finitely many possible modular invariants. They have been
completely classified in the case SU (2) by [7] and in the case SU (3) by [22],
and the program of Gannon to the complete classification is far advanced
— see e.g. the notes of Chapter 8 of [18] for a review. The Gannon program
involves identifying first a special class of modular invariants, the ADE7
invariants which satisfy Z0,Λ 6= 0 implies that Λ is (the weight labelling)
a simple current or equivalently Z0,Λ 6= 0 implies SΛ,0 = S0,0, and then
identify what appear to be very few remaining exceptions which include
those arising from conformal embeddings. The ADE7 invariants include all
the automorphism invariants, for which Z0,Λ = δ0,Λ. Such an invariant is
basically an automorphism of the fusion ring. There is a permutation σ
of A(m) such that ZΛ,Λ′ = δΛ,σ(Λ′). The ADE7 invariants also include the
simple current invariants for which ZΛ,Λ′ 6= 0 implies Λ = J ·Λ′ for a simple
current J . Automorphism and simple current invariants constitute the A
and D type modular invariants. Note that there are two kinds of modular
invariants: ∑ |χi|2 , type I∑
χiχ¯σ(i) , type II
where χi are (possibly extended) characters and σ is a permutation of the
(extended) fusion rules. The type II invariants where the characters are
properly extended (i.e. at least one χi is a proper sum over two or more χΛ’s)
finally constitute the E7 modular invariants. The type I modular invariants
where the characters χi are proper extensions are also called block-diagonal.
In fact any SU (n) block-diagonal modular invariant can be interpreted as a
completely diagonal invariant of a larger theory embedding the SU (n) level
k WZW theory. In the case of a conformal inclusion the larger theory is
given in terms of a G (necessarily level 1) WZW theory with G a simple
Lie group, and in the orbifold inclusion case the larger theory is given in
terms of a simple current extension of the SU (n) theory, and the SU (n)
theory itself can the be thought of as the Zn orbifold of the extended object.
For SU (2) and SU (3) both cases actually exhaust all the block-diagonal
modular invariants.1
The modular invariants appear to be labelled naturally, in the case of
1However, for SU (n) with larger n there appear also block-diagonal modular invariants
which arise from level-rank duality but neither from conformal nor orbifold inclusions, e.g.
for SU (10) at level 2. This kind of invariants will not be treated in this paper.
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SU (2) and SU (3), by graphs. The SU (2) modular are labelled by A-D-E
Dynkin diagrams in the sense that the non-vanishing diagonal entries of
the modular invariant are given by the conformal characters labelled by
the Coxeter exponents of the labelling ADE graph. Recall the eigenvalues
of the (adjacency matrix of the) D and E graphs constitute subsets of the
vertices of the A graph with the same Coxeter number, and their labels
are called Coxeter exponents. For example in case of SU (2) at level 16
there are three modular invariants. In each case the diagonal part of the
invariant is described by a certain subset I = {j} of the vertices of A17. The
(adjacency matrix of the) graph of A17 has eigenvalues {2 cos((j + 1)π/h)}
where j = 0, 1, 2, ..., 16 labels the vertices of A17 and h = 18 is the Coxeter
number of A17. Then I is the set of the Coxeter exponents, i.e. the set
{2 cos((j + 1)π/h), j ∈ I} gives all the eigenvalues of the Dynkin diagram,
A17, D10 or E7. The completely diagonal invariant then corresponds to the
graph A17 itself. In this way all SU (2) modular invariants are described by
A-D-E graphs.
In the subfactor theory only A-D-E Dynkin diagrams with Aℓ+1, D2ℓ+2
(ℓ = 1, 2, ...), E6 and E8, appear as the (dual) principal graphs (or fusion
graphs) of subfactors with index less than four. In the rational conformal
field theory of SU (2) models described by A-D-E Dynkin diagrams, one
may argue that there is a degeneracy so that only Deven, E6 and E8, namely
the type I cases need be counted. For example in the case of k = 16, the
modular invariant for E7 reduces to that of D10 under the simple interchange
of blocks χ8 and χ2 + χ14.
A classification of SU (3) modular invariants was completed by [22]. In
analogy with the A-D-E classification for SU (2), we label these A (the
completely diagonal invariants), D (the simple current invariants) and the
exceptional E invariants. We should also throw in their conjugates Zc,
(Zc)Λ,Λ′ = ZΛ¯,Λ′ (here Λ¯ labels the conjugate representation) — although
D(6) = D(6)c, D(9) = D(9)c, E(12) = E(12)c, E(24) = E(24)c. For SU (2), the
automorphism invariants are the A-series and the Dodd-series. For SU (3)
they are A(m) and A(m)c for all m and D(m) and D(m)c for m 6= 0 mod 3.
The ADE7 invariants for SU (2) are the A-series, D-series, and the E7 excep-
tional (hence the name ADE7). In the SU (3) case the A invariants are A(m)
and A(m)c, the D invariants are D(m) and D(m)c, and the E7 invariants are
the two Moore and Seiberg invariants E(12)MS and E(12)cMS . The other invariants
E(8), E(12), E(24) correspond to conformal embeddings SU (3)5 ⊂ SU (6)1,
SU (3)9 ⊂ (E6)1, SU (3)21 ⊂ (E7)1, respectively (cf. E6 and E8 for SU (2)).
The simple current invariants for SU (2) are the A and D series, and for
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SU (3) are again the A and D series (but not their conjugations).
Di Francesco and Zuber initiated a program to associate graphs to these
invariants [12, 13]. These graphs are three colourable and such that their
eigenvalues (“exponents”), constituting again a subset of the set of eigen-
values of the A graph and thus being labelled by its vertices, match the
non-vanishing diagonal entries of the modular invariant. They also associ-
ated graphs to several SU (n) modular invariants with higher n and their
concept is quite general, however, there may be difficulties associating a
graph to some invariants — unlike the SU (2) case.
We also consider in Section 5 the modular invariants of the extended U(1)
current algebras as treated in [6] and the minimal model modular invariants
which arise from coset theories (SU (2)m−2 ⊗ SU (2)1)/SU (2)m−1 and are
labelled by pairs (G1,G2) of A-D-E graphs, associated to levels (m−2,m−1).
1.2 Outline of this paper
A conformal inclusion directly provides a net of subfactors in terms of the
von Neumann algebras of local loop groups in the vacuum representation of
the larger theory. For the orbifold case we start with the level k vacuum
representation of the loop group SU (n) and construct a net of subfactors by
a DHR construction of fields implementing automorphisms, constituting a
simple current extension in terms of bounded operators. The construction
is possible and yields moreover a local extended net exactly at the levels
where the orbifold modular invariants occur. In both cases we arrive at a
net of subfactors N ⊂ M satisfying the necessary conditions to apply the
procedure of α-induction elaborated in our previous paper.
As a consequence of Wassermann’s work, to the level k positive energy
representations of the loop group LSU (n) correspond (DHR superselection)
sectors of local algebras N(I◦), where I◦ ⊂ S1 is some proper interval. These
sectors are labelled by admissible weights Λ and it is proven that their sector
products obey the well-known SU (n)k fusion rules [50], giving rise to a fusion
algebra W = W (n, k). The irreducible subsectors obtained by α-induction
of these sectors generate sector algebra V . The results of our previous paper,
in particular the homomorphism property of α-induction, allows to read off
partially the structure of V in terms of the fusion rules in W , but it does
in general not determine the multiplication table completely. However, in
many examples it provides enough information to resolve the puzzle.
The homomorphism property of α-induction also implies that V carries
a representation of W which therefore decomposes into a direct sum over
the characters γΛ of the fusion algebra W which are labelled by admissible
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weights Λ as well. The representation matrix associated to the first funda-
mental weight Λ(1) can be interpreted as the adjacency matrix of a graph
(which is in fact the fusion graph of αΛ(1)), and its eigenvalues are the eval-
uation of the characters γΛ in the decomposition of this representation of
W . The weights Λ labelling the characters which in fact appear this way
are called exponents as can be recognized as a generalization of the Coxeter
exponents in the SU (2) case.
As a consequence of ασ-reciprocity, proved in our previous paper, there
is a fusion subalgebra T ⊂ V generated by the (localized) sectors of the
larger theory which correspond to the blocks in the modular invariant. It
is widely believed in general but proven only for several cases that their
sector products coincide with the Verlinde fusion rules known in conformal
field theory. Provided that this is true for the embedding theory at hand
we show that the interplay of S-matrices diagonalizing the fusion rules and
implementing modular transformations at the same time forces a conformal
character χΛ to appear in the modular invariant if and only if Λ is an
exponent.
1.3 Preliminaries
Here we briefly review our basic notation and results, however, for precise
definitions and statements we refer the reader to our previous paper [4].
There we considered certain nets of subfactors N ⊂ M on the punctured
circle, i.e. we were dealing with a family of subfactors N(I) ⊂ M(I) on a
Hilbert space H, indexed by the set Jz of open intervals I on the unit circle
S1 that do neither contain nor touch a distinguished point “at infinity”
z ∈ S1. The defining representation of N possesses a subrepresentation π0
on a distinguished subspace H0 giving rise to another net A = {A(I) =
π0(N(I)) , I ∈ Jz}. We assumed this net to be strongly additive (which is
equivalent to strong additivity of the net N ) and to satisfy Haag duality,
A(I) = CA(I ′)′, where CA(I ′) denotes the C∗-algebra generated by all A(J),
with intervals J ∈ Jz and J ⊂ I ′, the (interior of the) complement of I, and
also locality of the net M. Fixing an interval I◦ ∈ Jz we used the crucial
observation in [35] that there is an endomorphism γ of the C∗-algebras M
into N (the C∗-algebras associated to the nets are denoted by the same
symbols as the nets itself, as usual) such that it restricts to a canonical
endomorphism of M(I◦) into N(I◦). By θ we denote its restriction to N .
We defined a map ∆N (I◦) → End(M), λ 7→ αλ, called α-induction, where
∆N (I◦) is the set of transportable endomorphisms localized in I◦. Explicitly,
αλ = γ
−1 ◦ Ad(ε(λ, θ)) ◦ λ ◦ γ ,
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with statistics operators ε(λ, θ). As endomorphisms in ∆N (I◦) leave N(I◦)
invariant one can consider elements of ∆N (I◦) as elements of End(N(I◦)),
and therefore it makes sense to define the quotient [∆]N (I◦) by inner equiv-
alence in N(I◦). Similarly, the endomorphisms αλ leave M(I◦) invariant,
hence we can consider them also as elements of End(M(I◦)) and form their
inner equivalence classes [αλ] in M(I◦). We derived that in terms of these
equivalence classes, called sectors, α-induction [λ] 7→ [αλ] preserves the nat-
ural additive and multiplicative structures. Crucial for our analysis is also
the formula
〈αλ, αµ〉M(I◦) = 〈θ ◦ λ, µ〉N(I◦) , λ, µ ∈ ∆N (I◦) ,
where for endomorphisms ρ, σ of an infinite factor M we denote
〈ρ, σ〉M = dimHomM (ρ, σ) = dim {t ∈M : t ρ(m) = σ(m) t , m ∈M} .
We also have a map End(M)→ End(N ), β 7→ σβ, called σ-restriction. Let
∆M(I◦) ⊂ End(M) denote the set of transportable endomorphisms localized
in I◦, and ∆
(0)
M(I◦) ⊂ ∆M(I◦) the subset of endomorphisms leaving M(I)
for any I ∈ Jz with I◦ ⊂ I invariant. (If the net M is Haag dual then
∆
(0)
M(I◦) = ∆M(I◦).) If β ∈ ∆(0)M (I◦) then σβ leaves N(I◦) invariant and
hence we can consider β and σβ as elements of End(M(I◦)) and End(N(I◦)),
respectively, and we derived ασ-reciprocity,
〈αλ, β〉M(I◦) = 〈λ, σβ〉N(I◦) , λ ∈ ∆N (I◦) , β ∈ ∆(0)M(I◦) .
If one starts with a certain set W of sectors in [∆]N (I◦) one obtains a
set V of sectors of M(I◦) by α-induction, and the above results provide
close connections between the algebraic structures ofW and V, conveniently
formulated in the language of sector algebras.
2 Application of α-induction to conformal inclu-
sions
In this section we develop our first main application of α-induction. We
consider nets of subfactors which arise from conformal inclusions of SU (n).
2.1 The general method
We first explain that conformal inclusions of SU (n) give rise to quantum
field theoretical nets of subfactors so that we can apply the machinery of
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α-induction developed in our previous paper. Let Hk ⊂ G1 be a conformal
inclusion of H = SU (n) at level k with G a connected compact simple Lie
group.. Then there is an associated block-diagonal modular invariant of
SU (n),
Z =
∑
t∈T
|χextt |2 , χextt =
∑
Λ∈A(n+k)
bt,Λ χΛ . (3)
Here T denotes the labelling set of positive energy representations (πt,Ht)
of LG at level 1, χextt the characters of Ht, and χΛ the characters of the
level k positive energy representation spaces HΛ of LSU (n), and (πΛ,HΛ)
appears in the decomposition of (πt,Ht) with multiplicity bt,Λ. Thus we
have in terms of the positive energy representations
πt|LH =
⊕
Λ∈A(n+k)
bt,Λ πΛ . (4)
Now let us define a net of subfactors N ⊂M on the Hilbert space H ≡ H0
by
N(I) = π0(LIH )
′′ , M(I) = π0(LIG)
′′ , (5)
and also the net A by
A(I) = π0(LIH )
′′ (6)
for intervals I ⊂ S1. For conformal embeddings the index of the subfactors
N(I) ⊂M(I) is finite (see e.g. [49], [47]), and as the netsM andA constitute
Mo¨bius covariant precosheaves on the circle they satisfy Haag duality on the
closed circle [5] and hence in particular locality. Moreover, we have a vector
Ω ∈ H which is cyclic and separating for each M(I) (I 6= S1 any interval
such that I¯ 6= S1) on H and N(I) on H0 ⊂ H. The modular group of
M(I) associated to the state ω(·) = 〈Ω, ·Ω〉 is geometric, i.e. its action
restricts to a geometric action on the loop group elements, see [50] for the
case G = SU (m) and [49] for the general case that G is any compact simple
Lie group. Hence the modular group leaves the subalgebra N(I) invariant
for SU (n) ⊂ G is a subgroup. Therefore there is a normal conditional
expectation EI fromM(I) onto N(I) and preserves the state ω by Takesaki’s
theorem [48]. Furthermore, EI is unique and faithful as the inclusion is also
irreducible. The net N ⊂ M is standard (by the Reeh-Schlieder theorem)
and hence the Jones projection eN from H onto H0 does not depend on the
interval I. Therefore we have EI(m)Ω = EI(m)eNΩ = eNmeNΩ = eNmΩ
for any I and m ∈ M(I). Hence EI(m)Ω = EJ(m)Ω for any pair I ⊂ J
since Ω is separating for M(J). We conclude that we have a faithful normal
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conditional expectation E from M onto N and it obviously preserves the
vector state ω.
Now let us remove a “point at infinity” z ∈ S1 and take the set Jz as the
index set of our nets A, N , M. Then we are clearly dealing with directed
nets. For H = SU (n), Haag duality on the closed circle, A(I) = A(I ′)′,
has been proven directly by Wassermann [50], as has strong additivity or
“irrelevance of points” i.e. A(I) = A(I1)∨A(I2) if the intervals I1 and I2 are
obtained by removing one single point from the interval I. Moreover, A(I) =∨
nA(Jn) for any sequence of increasing intervals Jn tending to I [49]. Both
arguments imply that we have Haag duality even on the punctured circle,
A(I) = CA(I ′)′. In fact, as the proofs in [49] are formulated for any compact
connected simple Lie group we similarly have Haag duality on the punctured
circle for M, M(I) = CM(I ′)′. (For G = SO(m) (level 1) this has also been
proven directly in [3].) As π0 appears (precisely once) in π
0|LH we conclude
that the net N has a Haag dual subrepresentation, and the corresponding
net is given byA = {A(I) = π0(N(I)) , I ∈ Jz} (note that we take, by abuse
of notation, the same symbol π0 for the subrepresentation of the net N and
for the vacuum representation of LH ). Let us summarize the discussion in
the following
Proposition 2.1 Starting from a conformal inclusion SU (n)k ⊂ G1 with
G a compact connected simple Lie group the net N ⊂ M (over the index
set Jz) defined as above is a quantum field theoretical net of subfactors of
finite index where M is Haag dual (hence local) and N is strongly additive
and has a Haag dual subrepresentation.
As the positive energy representations of LH = LSU (n) satisfy local
equivalence [50],
πΛ(LIH ) ≃ π0(LIH ) ,
we have by the standard arguments endomorphisms λ0;Λ ∈ ∆A(I◦) that
correspond to πΛ for some interval I◦ ∈ Jz. Wassermann has related the
LSU (n) fusion rules to the (relative tensor) product of bimodules, and this
is equivalent to the composition of endomorphisms. Hence we have complete
information about the sector products [λ0;Λ]× [λ0;Λ′ ]. Equivalently, we can
also take the lifted endomorphisms
λΛ = π
−1
0 ◦ λ0;Λ ◦ π0 ∈ ∆N (I◦) ,
and then we clearly have the same sector product rules.
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By Eq. (27) of [4] we have
[θ] =
⊕
Λ∈A(n+k)
b0,Λ [λΛ]
where this decomposition corresponds to the the vacuum block in the mod-
ular invariant, χext0 =
∑
Λ∈A(n+k) b0,ΛχΛ, see Eq. (3). Our procedure is then
as follows. Recall that a sector basis is a finite set of irreducible sectors with
finite statistical dimension which contains the identity sector and is closed
under sector products and conjugation. A sector basis canonically defines an
algebra called sector algebra. (We refer again to [4] for precise definitions.)
We take the sector basis W ≡ W(n, k) = {[λΛ] , Λ ∈ A(n+k)} ⊂ [∆]N (I◦)
and we denote by W ≡ W (n, k) the associated fusion algebra. By α-
induction (see Theorem 4.2 of [4]) we obtain a sector algebra V with sector
basis V ⊂ Sect(M(I◦)), consisting of the distinct irreducible subsectors of
the [αΛ]. (We write αΛ for αλΛ .) Picking endomorphisms λΛ(p) , associated
to the p-th fundamental representation, p = 1, 2, ..., n − 1 (Λ(p) denotes the
p-th fundamental weight) and forming αΛ(p) , we can compute the sector
products [αΛ(p) ] × [αΛ] for all Λ ∈ A(n+k). In many cases, the homomor-
phism [α] is surjective and therefore all the fusion rules in V can be read
off from the fusion rules in W . But even for those of our examples where
the homomorphism [α] is not surjective we can at least determine the fusion
rules [αΛ(p) ]× [β] for all [β] ∈ V, and thus we can draw the associated fusion
graphs.
Since the positive energy representations of a loop group of any con-
nected compact simple satisfy local equivalence [49] we have endomrphisms
βt ∈ ∆(0)M (I◦) = ∆M(I◦), t ∈ T , corresponding to the level 1 positive energy
representations of LG . As we know the branching rules of the decomposi-
tion of πt|LH , Eq. (4), and as σ-restriction corresponds to the restriction of
representations it follows [σβt ] =
⊕
Λ∈A(n+k) bt,Λ[λΛ]. As a consequence of
ασ-reciprocity, 〈αΛ, βt〉M(I◦) = 〈λΛ, σβt〉N(I◦) = bt,Λ, Λ ∈ A(n+k), t ∈ T , we
conclude (cf. Theorem 4.3 of [4]) that T ⊂ V and that the associated fusion
algebra T must be a sector subalgebra T ⊂ V . (We identify the labelling set
T itself with the associated sector basis: T ≡ {[βt]} ⊂ [∆]M(I◦), t ≡ [βt].)
It is widely believed but in general not known whether the endomorphisms
associated to the positive energy representations of a loop group LG obey
the Verlinde fusion rules of the corresponding WZW theory. However, for
the level 1 theories which are relevant here, this is proven for many cases
including G = SU (m) as a special (and most trivial) case of Wassermann’s
analysis [50] and G = SO(m) as done in [3], moreover, for G = G2 it follows
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from our treatment of the conformal embedding SU (2)28 ⊂ (G2)1.
Now recall that Di Francesco, Petkova and Zuber (see [13, 42] or [9, 10])
associated certain graphs to modular invariants by some empirical proce-
dure. For these graphs they constructed fusion algebras (which are possibly
not uniquely determined), and they discovered for the block-diagonal mod-
ular invariants some subalgebras spanned by a subset of the vertices, called
marked vertices, which obey the fusion rules of the extended theory. Indeed,
in our examples we rediscover their graphs by drawing the fusion graphs of
αΛ(p) . The elements of T turn out to represent exactly the marked vertices,
and our theory provides an explanation why the graph algebras (which are in
fact the fusion algebras V ) possess subalgebras corresponding to the fusion
rules of the extended theory.
2.2 Example: SU (2)10 ⊂ SO(5)1
We consider the conformal inclusion SU (2)10 ⊂ SO(5)1. The corresponding
SU (2) modular invariant is the E6 one,
ZE6 = |χ0 + χ6|2 + |χ4 + χ10|2 + |χ3 + χ7|2 . (7)
The three blocks come from the basic (0), the vector (v) and the spinor (s)
representation of LSO(5) at level 1. For LSU (2) at level 10 there are 11
positive energy representations πj , labelled by the (doubled, thus integer
valued) spin j = 0, 1, 2, ..., 10. Let λj ∈ ∆N (I◦) be corresponding endo-
morphisms. The fusion algebra W ≡W (2, k) is characterized by the fusion
rules
[λj1 ]× [λj2 ] =
min(j1+j2,2k−(j1+j2))⊕
j=|j1−j2| , j+j1+j2 even
[λj ] , (8)
and here k = 10. From the vacuum block in Eq. (7) we read off [θ] =
[λ0]⊕ [λ6]. By Theorem 3.9 of [4] we obtain (writing αj for αλj )
〈αj1 , αj2〉M(I◦) = 〈λj1 , θ ◦ λj2〉N(I◦) = 〈λj1 , λj2〉N(I◦) + 〈λj1 , λ6 ◦ λj2〉N(I◦) .
We find this way
〈αj , αj〉M(I◦) =
{
1 for j = 0, 1, 2, 8, 9, 10
2 for j = 3, 4, 5, 6, 7
.
We further compute 〈α3, α9〉M(I◦) = 1, hence [α3] = [α9]⊕ [α(1)3 ] with [α(1)3 ]
irreducible. As 〈α3, αj〉M(I◦) = 0 for j = 0, 1, 2, 8, 10, there is no irreducible
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[α0] [α1] [α2] [α9] [α10]
[α
(1)
3 ]
Figure 5: E6
[αj ] that equals [α
(1)
3 ]. Checking all other 〈αj1 , αj2〉M(I◦) we finally find that
there are six different irreducible sectors, i.e. elements of V, namely [α0],
[α1], [α2], [α9], [α10], and [α
(1)
3 ], and we have the identity [α8] = [α2]. The
reducible [αj ]’s decompose into the elements of V as follows,
[α3] = [α
(1)
3 ]⊕ [α9] , [α4] = [α2]⊕ [α10] , [α5] = [α1]⊕ [α9]
[α6] = [α0]⊕ [α2] , [α7] = [α1]⊕ [α(1)3 ] .
We are in the fortunate situation that we can write all elements of V as
(integral) linear combinations of [αj ]’s, i.e. the homomorphism [α] is surjec-
tive. Thus we can determine their fusion rules from those of LSU (2). For
instance, we compute
[α
(1)
3 ]× [α1] = ([α3]× [α1])⊖ ([α9]× [α1])
= ([α2]⊕ [α4])⊖ ([α8]⊕ [α10]) = [α2] .
In particular, we can draw the fusion graph for [αΛ(1) ] ≡ [α1]. It is straight-
forward to check that this is E6, Fig. 5.
The homomorphism [α] :W → V induces an induction-restriction graph
connecting A11 and E6. We just draw an edge from each spin j vertex of
A11 to the vertices of E6 that represent the irreducible subsectors in the
decomposition of [αj ]. For example, we draw from the spin j = 4 vertex one
line to the vertex [α2] and one to [α10]. Completing the picture we obtain a
graph with two connected components Γ1 and Γ2 corresponding to the even
and odd spins, respectively, see Figs. 6, 7. These graphs are actually well
known as graphs connecting A11 and E6, cf. [40, 15, 28, 24]. Indeed, one can
show that Γ1 is the principal graph for the inclusion N(I◦) ⊂ M(I◦), and
Γ1 and Γ2. We plan to come back to this fact in a separate publication.
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[λ0] [λ6] [λ2] [λ8] [λ4] [λ10]
[α0] [α2] [α10]
Figure 6: Γ1
[λ1] [λ7] [λ5] [λ3] [λ9]
[α1] [α
(1)
3 ] [α9]
Figure 7: Γ2
Now we turn to the discussion of the marked vertices. Let β0, βv, βs ∈
∆M(I◦) be endomorphisms corresponding to the level 1 basic, vector and
spinor representation of LSO(5) (as constructed in [3]). ¿From the blocks in
Eq. (7) we can read off the decomposition of the σ-restricted endomorphisms,
[σβ0 ] = [λ0]⊕ [λ6] , [σβv ] = [λ4]⊕ [λ10] , [σβs ] = [λ3]⊕ [λ7] .
By ασ-reciprocity, we conclude that [β0] = [idM(I◦)] must appear in [α0] and
[α6], [βv] in [α4] and [α10] and [βs] in [α3] and [α7] with multiplicity one.
Hence we conclude
[α0] = [β0] , [α10] = [βv] , [α
(1)
3 ] = [βs] .
In Fig. 5 we encircled the marked vertices (and we will do it also in the
following examples). It is easy to check that [α0], [α10] and [α
(1)
3 ] indeed
obey the Ising fusion rules, e.g.
[α
(1)
3 ]× [α(1)3 ] = ([α3]⊖ [α9])× ([α3]⊖ [α9]) = [α0]⊕ [α10]
as it is well known for the end vertices in the graph algebra of E6. This
finds now an explanation by the machinery of α-induction and σ-restriction.
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Put differently, our theory proves again the result of [3], namely that the
endomorphisms associated to the level 1 positive energy representations of
LSO(5) obey the Ising fusion rules.
2.3 More examples
(i) Example: SU (2)28 ⊂ (G2)1. The corresponding modular invariant is the
E8 one,
ZE8 = |χ0 + χ10 + χ18 + χ28|2 + |χ6 + χ12 + χ16 + χ22|2 .
The two blocks come from the positive energy representations π0 and πφ of
L(G2) at level 1. With
[θ] = [λ0]⊕ [λ10]⊕ [λ18]⊕ [λ28]
we can determine the structure of the induced sector algebra V . We omit
the straightforward calculations and just present the result here. We find
that the sector basis V has elements, given by [α0], [α1], [α2], [α3], [α4],
[α
(1)
5 ], [α
(2)
5 ] and [α
(1)
6 ]. The decompositions of the reducible [αj]’s read
[α5] = [α
(1)
5 ]⊕ [α(2)5 ] , [α6] = [α4]⊕ [α(1)6 ] ,
[α7] = [α3]⊕ [α(1)5 ] , [α8] = [α2]⊕ [α4] ,
[α9] = [α1]⊕ [α3]⊕ [α(2)5 ] , [α10] = [α0]⊕ [α2]⊕ [α4] ,
[α11] = [α1]⊕ [α3]⊕ [α(1)5 ] , [α12] = [α2]⊕ [α4]⊕ [α(1)6 ] ,
[α13] = [α3]⊕ [α(1)5 ]⊕ [α(2)5 ] , [α14] = 2 [α4] ,
and we have [α28−j ] = [αj ]. The fusion graph of [α1] is in fact E8, given in
Fig. 8. The marked vertices are given by
[α0] = [β0] , [α
(1)
6 ] = [βφ] ,
and it is easy to check that they indeed obey the Lee-Yang fusion rules
[α
(1)
6 ]× [α(1)6 ] = [α0]⊕ [α(1)6 ]
of (G2)1, i.e. here our theory proves that the endomorphisms associated to
the (G2)1 positive energy representations obey these fusion rules.
(ii) Example: SU (2)4 ⊂ SU (3)1. The corresponding modular invariant
is the D4 one,
ZD4 = |χ0 + χ4|2 + 2 |χ2|2 .
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[α0] [α1] [α2] [α3] [α4] [α
(1)
5 ] [α
(1)
6 ]
[α
(2)
5 ]
Figure 8: E8
[α0] [α1]
[α
(1)
2 ]
[α
(2)
2 ]
Figure 9: D4
The first block comes from the vacuum representation π(0,0) and the second
one from the positive energy representations π(1,0) and π(1,1) of LSU (3) at
level 1 which both restrict to the spin 2 representation of LSU (2) at level 4.
With [θ] = [λ0] ⊕ [λ4] we find that V has four elements, namely [α0], [α1],
[α
(1)
2 ], [α
(2)
2 ] where we have the decomposition [α2] = [α
(1)
2 ]⊕ [α(2)2 ], and also
[α4−j ] = [αj ]. Note that we cannot isolate [α
(1)
2 ] and [α
(2)
2 ]. Thus in this
case the homomorphism [α] is not surjective! However, since
[α1]× [α2] = [α1]⊕ [α3] = 2 [α1]
it follows that
[α1]× [α(i)2 ] = [α1] , i = 1, 2 ,
and we find
[α1]× [α1] = [α0]⊕ [α2] = [α0]⊕ [α(1)2 ]⊕ [α(2)2 ] ,
hence the fusion graph of [α1] is uniquely determined to be D4, see Fig. 9.
The SU (3)1 positive energy representations obey Z3 fusion rules, and
from ασ-reciprocity we conclude that the marked vertices are given by
[α0] = [β(0,0)] , [α
(1)
2 ] = [β(1,0)] , [α
(2)
2 ] = [β(1,1)] .
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[α(0,0)]
[α(1,0)]
[α(1,1)]
[α
(1)
(2,1)]
[α
(2)
(2,1)]
[α
(3)
(2,1)]
Figure 10: D(6)
(Clearly we have the freedom to define which is [α
(1)
2 ] and which [α
(2)
2 ].)
(iii) Example: SU (3)3 ⊂ SO(8)1. We now turn to the treatment of the
SU (3) conformal embeddings. We shall label the LSU (3) level k positive
energy representations by pairs of integers (p, q), k ≥ p ≥ q ≥ 0, that give
the lengths of the rows of the associated Young tableaux. Thus the (first)
fundamental representation has the label (1, 0). We denote the endomor-
phism that corresponds to the positive energy representation labelled by
(p, q) by λ(p,q). Thus the sectors [λ(p,q)] constitute the sector basis of the
fusion algebra W (3, k). Recall that the the fusion of the sector [λ(1,0)] that
corresponds to the fundamental representation is
[λ(p,q)]× [λ(1,0)] = [λ(p+1,q)]⊕ [λ(p,q+1)]⊕ [λ(p−1,q−1)] ,
where it is understood that on the r.h.s. only sectors insideA(k+3) contribute.
Now for the conformal embedding SU (3)3 ⊂ SO(8)1, the corresponding
modular invariant reads
ZD(6) = |χ(0,0) + χ(3,0) + χ(3,3)|2 + 3 |χ(2,1)|2 ,
thus we have [θ] = [λ(0,0)]⊕[λ(3,0)]⊕[λ(3,3)]. We find that V has six elements,
[α(0,0)], [α(1,0)], [α(1,1)], [α
(1)
(2,1)], [α
(2)
(2,1)] and [α
(3)
(2,1)]. Here the only non-trivial
decomposition is [α(2,1)] = [α
(1)
(2,1)]⊕ [α
(2)
(2,1)]⊕ [α
(3)
(2,1)], and we have [α(p,q)] =
[α(3−q,p−q)]. The fusion graph of [α(1,0)] is indeed D(6), see Fig. 10. The
marked vertices are [α(0,0)], [α
(1)
(2,1)
], [α
(2)
(2,1)
] and [α
(3)
(2,1)
] and hence obey the
Z2 × Z2 fusion rules of SO(8)1.
The other D-type block-diagonal modular invariants, namely D2̺+2 for
SU (2) and D(3̺+3) for SU (3), ̺ = 2, 3, 4, ..., do not come from conformal
inclusions. This will be discussed in the following section.
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(iv) Example: SU (3)5 ⊂ SU (6)1. The corresponding modular invariant
reads
ZE(8) = |χ(0,0) + χ(4,2)|2 + |χ(2,0) + χ(5,3)|2 + |χ(2,2) + χ(5,2)|2
+ |χ(3,0) + χ(3,3)|2 + |χ(3,1) + χ(5,5)|2 + |χ(3,2) + χ(5,0)|2 ,
hence
[θ] = [λ(0,0)]⊕ [λ(4,2)] .
By computing all the numbers
〈α(p,q), α(r,s)〉M(I◦) = 〈θ ◦ λ(p,q), λ(r,s)〉N(I◦)
(where we denote α(p,q) = αλ(p,q)) we find that V has 12 elements, and the
reducible [α(p,q)]’s decompose into these irreducibles as
[α(2,0)] = [α(4,4)]⊕ [α(1)(2,0)] ,
[α(2,1)] = [α(5,1)]⊕ [α(5,4)] ,
[α(2,2)] = [α(4,0)]⊕ [α(1)(2,2)] ,
[α(3,0)] = [α(5,4)]⊕ [α(1)(3,0)] ,
[α(3,1)] = [α(1,0)]⊕ [α(4,0)]⊕ [α(5,5)] ,
[α(3,2)] = [α(1,1)]⊕ [α(4,4)]⊕ [α(5,0)] ,
[α(3,3)] = [α(5,1)]⊕ [α(1)(3,0)] ,
[α(4,1)] = [α(1,1)]⊕ [α(4,4)] ,
[α(4,2)] = [α(0,0)]⊕ [α(5,1)]⊕ [α(5,4)] ,
[α(4,3)] = [α(1,0)]⊕ [α(4,0)] ,
[α(5,2)] = [α(1,0)]⊕ [α(1)(2,2)] ,
[α(5,3)] = [α(1,1)]⊕ [α(1)(2,0)] .
We find that the homomorphism [α] is surjective as we can invert these
formula, namely we obtain
[α
(1)
(2,0)] = [α(2,0)]⊖ [α(4,4)] ,
[α
(1)
(2,2)] = [α(2,2)]⊖ [α(4,0)] ,
[α
(1)
(3,0)] =
1
2
(
[α(3,0)]⊕ [α(3,3)]⊖ [α(5,1)]⊖ [α(5,4)]
)
.
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Figure 11: E(8)
It is then a straightforward calculation to determine the fusion rules of V ,
and the fusion graph of [α(1,0)] is given by Figure 11.
The marked vertices are given by [α(0,0)], [α
(1)
(2,2)], [α(5,0)], [α
(1)
(3,0)], [α(5,5)]
and [α
(1)
(2,0)], and one may check that they in fact obey the Z6 fusion rules of
SU (6)1.
2.4 A non-commutative sector algebra
Example: SU (4)4 ⊂ SO(15)1. labelling the positive energy representations
of SU (4)4 with partitions (p1, p2, p3) ∈ Z3, 4 ≥ p1 ≥ p2 ≥ p3 ≥ 0, the
corresponding modular invariant reads
Z = |χ(0,0,0) + χ(3,1,0) + χ(3,3,2) + χ(4,4,0)|2
+|χ(2,1,1) + χ(4,0,0) + χ(4,3,1) + χ(4,4,4)|2 + 4 |χ(3,2,1)|2 ,
where the blocks correspond to the basic, the vector and the spinor repre-
sentation of SO(15)1. With
[θ] = [λ(0,0,0)] + [λ(3,1,0)] + [λ(3,3,2)] + [λ(4,4,0)]
we can compute the table (α(p1,p2,p3) ≡ αλ(p1,p2,p3))
〈α(p1,p2,p3), α(q1,q2,q3)〉M(I◦) = 〈θ ◦ λ(p1,p2,p3), λ(q1,q2,q3)〉N(I◦) .
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Evaluating this table we first obtain that [α(0,0,0)], [α(1,0,0)], [α(1,1,0)], [α(1,1,1)]
and [α(4,0,0)] are distinct irreducible sectors and we find identities
[α(0,0,0)] = [α(4,4,0)] ,
[α(1,0,0)] = [α(3,3,3)] = [α(4,1,0)] = [α(4,4,1)] ,
[α(1,1,0)] = [α(2,0,0)] = [α(2,2,2)] = [α(3,3,0)] = [α(4,1,1)]
= [α(4,2,0)] = [α(4,3,3)] = [α(4,4,2)] ,
[α(1,1,1)] = [α(3,0,0)] = [α(4,3,0)] = [α(4,4,3)] ,
[α(4,0,0)] = [α(4,4,4)] .
We find seven further elements in V, namely [α(i)(2,1,0)], [α
(i)
(2,2,0)], [α
(i)
(2,2,1)],
i = 1, 2, and [α
(1)
(3,2,1)], and the reducible [α(p1,p2,p3)] decompose in this basis
as follows,
[α(2,1,0)] = [α(1,1,1)]⊕ [α(1)(2,1,0)]⊕ [α
(2)
(2,1,0)] ,
[α(2,1,1)] = [α(4,0,0)]⊕ [α(1)(2,2,0)]⊕ [α
(2)
(2,2,0)
] ,
[α(2,2,0)] = [α
(1)
(2,2,0)]⊕ [α
(2)
(2,2,0)] ,
[α(2,2,1)] = [α(1,0,0)]⊕ [α(1)(2,2,1)]⊕ [α
(2)
(2,2,1)] ,
[α(3,1,0)] = [α(0,0,0)]⊕ [α(1)(2,2,0)]⊕ [α
(2)
(2,2,0)] ,
[α(3,1,1)] = [α(1,0,0)]⊕ [α(1)(2,2,1)]⊕ [α
(2)
(2,2,1)] ,
[α(3,2,0)] = [α(1,0,0)]⊕ [α(1)(2,2,1)]⊕ [α
(2)
(2,2,1)] ,
[α(3,2,1)] = 2 [α(1,1,0)]⊕ 2 [α(1)(3,2,1)] ,
[α(3,2,2)] = [α(1,1,1)]⊕ [α(1)(2,1,0)]⊕ [α
(2)
(2,1,0)] ,
[α(3,3,1)] = [α(1,1,1)]⊕ [α(1)(2,1,0)]⊕ [α
(2)
(2,1,0)] ,
[α(3,3,2)] = [α(0,0,0)]⊕ [α(1)(2,2,0)]⊕ [α
(2)
(2,2,0)] ,
[α(4,2,1)] = [α(1,1,1)]⊕ [α(1)(2,1,0)]⊕ [α
(2)
(2,1,0)] ,
[α(4,2,2)] = [α
(1)
(2,2,0)]⊕ [α
(2)
(2,2,0)] ,
[α(4,3,1)] = [α(4,0,0)]⊕ [α(1)(2,2,0)]⊕ [α
(2)
(2,2,0)] ,
[α(4,3,2)] = [α(1,0,0)]⊕ [α(1)(2,2,1)]⊕ [α
(2)
(2,2,1)] .
The marked vertices are [α(0,0,0)], [α(4,0,0)] and [α
(1)
(3,2,1)], corresponding to
the basic, vector and spinor representation of SO(15)1, respectively. That
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the spinor representation πs of SO(15)1 restricts to two copies of π(3,2,1), i.e.
bs,(3,2,1) = 2, implies in particular that [α
(1)
(3,2,1)] appears in the decomposition
of [α(3,2,1)] with multiplicity 2 by ασ-reciprocity.
Using the SU (4)4 fusion rules, i.e. of W (4, 4), we obtain the following
sector products by the homomorphism property of α-induction,
[α(1,0,0)]× [α(1,0,0)] = 2 [α(1,1,0)] , (9)
[α(1,0,0)]× [α(1,1,0)] = 2 [α(1,1,1)]⊕ [α(1)(2,1,0)]⊕ [α
(2)
(2,1,0)] , (10)
[α(1,0,0)]× [α(1,1,1)] = [α(0,0,0)]⊕ [α(4,0,0)]⊕ [α(1)(2,2,0)]⊕ [α
(2)
(2,2,0)] , (11)
[α(1,0,0)]× [α(4,0,0)] = [α(1,0,0)] , (12)
[α(1,0,0)]× [α(1)(3,2,1)] = [α
(1)
(2,1,0)]⊕ [α
(2)
(2,1,0)] . (13)
However, as the homomorphism [α] : W → V is not surjective we cannot
isolate [α
(i)
(2,1,0)], [α
(i)
(2,2,0)] and [α
(i)
(2,2,1)], i = 1, 2. First we can only compute
[α(1,0,0)]×
(
[α
(1)
(2,1,0)]⊕ [α
(2)
(2,1,0)]
)
= 2 [α
(1)
(2,2,0)]⊕ 2 [α
(2)
(2,2,0)] , (14)
[α(1,0,0)]×
(
[α
(1)
(2,2,0)]⊕ [α
(2)
(2,2,0)]
)
= 2 [α(1,0,0)]⊕ 2 [α(1)(2,2,1)]⊕ 2 [α
(2)
(2,2,1)] ,(15)
[α(1,0,0)]×
(
[α
(1)
(2,2,1)]⊕ [α
(2)
(2,2,1)]
)
= 2 [α(1,1,0)]⊕ 2 [α(1)(3,2,1)] . (16)
Now recall that the statistical dimension of the positive energy representa-
tion of SU (n)k labelled by a partition (p1, p2, ..., pn−1), k ≥ p1 ≥ p2 ≥ ... ≥
pn−1 ≥ pn ≡ 0, is given by
d(p1,p2,...,pn−1) =
∏
1≤i<j≤n
sin
(
(pi−pj+j−i)π
n+k
)
sin
(
(j−i)π
n+k
) .
With n = k = 4 we obtain d(1,0,0) = sin(π/8)
−1. Since the marked ver-
tex [α
(1)
(3,2,1)] has statistical dimension (we write d
(i)
(p1,p2,p3)
≡ d
α
(i)
(p1,p2,p3)
)
d
(1)
(3,2,1) =
√
2 ≡ 4 sin(π/8) cos(π/8) we obtain from Eq. (13) d(1)(2,1,0)+d
(2)
(2,1,0) =
d(1,0,0)d
(1)
(3,2,1) = 4cos(π/8). So we may and do assume without loss of gen-
erality that d
(1)
(2,1,0) ≤ 2 cos(π/8). As 4 cos2(π/8) = 2 +
√
2 < 4 it follows
that [α
(1)
(2,1,0)] × [α
(1)
(2,1,0)] decomposes into at most three irreducible sectors.
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Therefore we conclude by Eq. (11) that
〈α(1,0,0) ◦ α(1)(2,1,0), α(1,0,0) ◦ α
(1)
(2,1,0)〉M(I◦) =
= 〈α(1,1,1) ◦ α(1,0,0), α(1)(2,1,0) ◦ α
(1)
(2,1,0)〉M(I◦) ≤ 3 ,
and thus [α(1,0,0)]× [α(1)(2,1,0)] cannot contain an irreducible sector with mul-
tiplicity larger than one. But we also have
〈α(1,0,0) ◦ α(1)(2,1,0), α(2,2,0)〉M(I◦) = 〈α
(1)
(2,1,0), α(1,1,1) ◦ α(2,2,0)〉M(I◦) = 2
since one checks [α(1,1,1)] × [α(2,2,0)] = 2[α(2,1,0)]. It follows by comparison
with Eq. (14)
[α(1,0,0)]× [α(i)(2,1,0)] = [α
(1)
(2,2,0)]⊕ [α
(2)
(2,2,0)] , i = 1, 2 , (17)
and d
(i)
(2,1,0) = 2cos(π/8), i = 1, 2.
We have [α(2,1,0)] = [α(2,2,1)], and hence with a suitable choice of notation
[α
(i)
(2,1,0)] = [α
(i)
(2,2,1)] for i = 1, 2. One checks(
[α
(1)
(2,1,0)
]⊕ [α(2)
(2,1,0)
]
)
× [α(1,1,1)] = 2 [α(1,1,0)]⊕ 2 [α(1)(3,2,1)] ,
and since 2 +
√
2 = d(1,1,0) 6= d(1)(3,2,1) =
√
2 we find
[α
(i)
(2,1,0)]× [α(1,1,1)] = [α(1,1,0)]⊕ [α
(1)
(3,2,1)] , i = 1, 2 , (18)
and conjugation yields
[α(1,0,0)]× [α(i)(2,2,1)] = [α(1,1,0)]⊕ [α
(1)
(3,2,1)] , i = 1, 2 , (19)
We have [α(2,2,0)] = [α(2,2,0)], and this is
[α
(1)
(2,2,0)]⊕ [α
(2)
(2,2,0)] = [α
(1)
(2,2,0)]⊕ [α
(1)
(2,2,0)] ,
hence conjugation of Eq. (17) yields
[α(1,1,1)]× [α(i)(2,2,1)] = [α
(1)
(2,2,0)]⊕ [α
(2)
(2,2,0)] , i = 1, 2 .
Thus we find for i, j = 1, 2,
〈α(1,0,0) ◦ α(i)(2,2,0), α
(j)
(2,2,1)〉M(I◦) = 〈α
(i)
(2,2,0), α(1,1,1) ◦ α
(j)
(2,2,1)〉M(I◦) = 1 ,
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Figure 12: Fusion graph of [α(1,0,0)]
and similarly we obtain (by use of Eq. (11))
〈α(1,0,0) ◦ α(i)(2,2,0), α(1,0,0)〉M(I◦) = 〈α
(i)
(2,2,0), α(1,1,1) ◦ α(1,0,0)〉M(I◦) = 1
for j = 1, 2. It follows now from Eq. (15)
[α(1,0,0)]× [α(i)(2,2,0)] = [α(1,0,0)]⊕ [α
(1)
(2,2,1)]⊕ [α
(2)
(2,2,1)] , i = 1, 2 . (20)
We have succeeded to compute [α(1,0,0)]× [β] for each [β] ∈ V, and thus we
can draw the fusion graph given in Fig. 12.
Similarly one finds for the sector products of [α(1,1,0)]
[α(1,1,0)]× [α(1,1,0)] = [α(0,0,0)]⊕ [α(4,0,0)]⊕ 2 [α(1)(2,2,0)]⊕ 2 [α
(2)
(2,2,0)
] ,
[α(1,1,0)]× [α(1,1,1)] = 2 [α(1,0,0)]⊕ [α(1)(2,2,1)]⊕ [α
(2)
(2,2,1)] ,
[α(1,1,0)]× [α(4,0,0)] = [α(1,1,0)] ,
[α(1,1,0)]× [α(1)(3,2,1)] = [α
(1)
(2,2,0)]⊕ [α
(2)
(2,2,0)] ,
and also (we omit some details)
[α(1,1,0)]× [α(i)(2,1,0)] = [α(1,0,0)]⊕ [α
(1)
(2,2,1)]⊕ [α
(2)
(2,2,1)] , i = 1, 2 ,
[α(1,1,0)]× [α(i)(2,2,0)] = 2 [α(1,1,0)]⊕ [α
(1)
(3,2,1)] i = 1, 2 ,
[α(1,1,0)]× [α(i)(2,2,1)] = [α(1,1,1)]⊕ [α
(1)
(2,1,0)]⊕ [α
(2)
(2,1,0)] , i = 1, 2 .
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Figure 13: Fusion graph of [α(1,1,0)]
These equations are visualized in in the (disconnected) fusion graph of
[α(1,1,0)], see Fig. 13.
We now want to show that for this example the α-induced sector algebra
is in fact non-commutative! (The appearance of a non-commutative sector
structure associated to the conformal embedding SU (4)4 ⊂ SO(15)1 was
first observed by Xu [52] in his framework.) From Eqs. (18) and (19) we
obtain (recall [α
(i)
(2,1,0)] = [α
(i)
(2,2,1)])
〈α(i)(2,1,0) ◦ α
(j)
(2,1,0), α(1,0,0) ◦ α(1,0,0)〉M(I◦) =
= 〈α(j)
(2,1,0)
◦ α(1,1,1), α(i)(2,2,1) ◦ α(1,0,0)〉M(I◦) = 2 , i, j = 1, 2 ,
but from [α(1,0,0)] × [α(1,0,0)] = 2[α(1,1,0)] we conclude that [α(1,1,0)] is a
subsector of [α
(i)
(2,1,0)]× [α
(j)
(2,1,0)], and by matching the statistical dimensions
we find indeed
[α
(i)
(2,1,0)]× [α
(j)
(2,1,0)] = [α(1,1,0)] , i, j = 1, 2 ,
and hence
〈α(i)(2,1,0) ◦ α
(i)
(2,2,1), α
(i)
(2,2,1) ◦ α
(i)
(2,1,0)〉M(I◦) =
= 〈α(i)(2,1,0) ◦ α
(i)
(2,1,0), α
(i)
(2,1,0) ◦ α
(i)
(2,1,0)〉M(I◦) = 1 , i = 1, 2 .
(21)
But [α
(i)
(2,1,0)]×[α
(i)
(2,2,1)] as well as [α
(i)
(2,2,1)]×[α
(i)
(2,1,0)] must contain the identity
sector [α(0,0,0)], and also other sectors since d
(i)
(2,1,0) = d
(i)
(2,2,1) = 2cos(π/8) >
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1, i = 1, 2. Because Eq. (21) tells us that these products have only the
identity sector in common we have shown
[α
(i)
(2,1,0)]× [α
(i)
(2,2,1)] 6= [α
(i)
(2,2,1)]× [α
(i)
(2,1,0)] , i = 1, 2 .
Indeed one can compute these products as follows. Since
[α
(i)
(2,1,0)]× [α(1,0,0)] = [α(1,0,0)]× [α
(i)
(2,1,0)] = [α
(1)
(2,2,0)]⊕ [α
(2)
(2,2,0)] , i = 1, 2 ,
it follows
〈α(i)(2,1,0) ◦ α
(i)
(2,2,1), α(1,1,1) ◦ α(1,0,0)〉M(I◦) =
= 〈α(1,0,0) ◦ α(i)(2,1,0), α(1,0,0) ◦ α
(i)
(2,1,0)〉M(I◦) = 2 , i = 1, 2 ,
and
〈α(i)(2,2,1) ◦ α
(i)
(2,1,0), α(1,0,0) ◦ α(1,1,1)〉M(I◦) =
= 〈α(i)(2,1,0) ◦ α(1,0,0), α
(i)
(2,1,0) ◦ α(1,0,0)〉M(I◦) = 2 , i = 1, 2 ,
and from Eq. (11) we conclude that both [α
(i)
(2,1,0)]× [α
(i)
(2,2,1)] and [α
(i)
(2,2,1)]×
[α
(i)
(2,1,0)] must contain, besides the identity sector, one of the sectors [α(4,0,0)],
[α
(1)
(2,2,0)] and [α
(2)
(2,2,0)]. Let us assume that [α
(1)
(2,1,0)] × [α
(1)
(2,2,1)] contains
[α(4,0,0)]. Then, because of a mismatch of quantum dimensions of
√
2, it
contains necessarily a third sector (which is determined to be [α
(1)
(3,2,1)]).
Since now [α
(1)
(2,2,1)] × [α
(1)
(2,1,0)] cannot contain [α(4,0,0)] it contains either
[α
(1)
(2,2,0)] or [α
(2)
(2,2,0)], and as then the quantum dimensions match this means
that [α
(1)
(2,2,1)] × [α
(1)
(2,1,0)] decomposes into two irreducible sectors whereas
[α
(1)
(2,1,0)]× [α
(1)
(2,2,1)] decomposes into three. However, this contradicts
〈α(1)(2,1,0) ◦ α
(1)
(2,2,1), α
(1)
(2,1,0) ◦ α
(1)
(2,2,1)〉M(I◦) =
= 〈α(1)(2,2,1) ◦ α
(1)
(2,1,0), α
(1)
(2,2,1) ◦ α
(1)
(2,1,0)〉M(I◦) .
It follows, with a suitable choice of notation,
[α
(1)
(2,1,0)]× [α
(1)
(2,2,1)] = [α(0,0,0)]⊕ [α
(1)
(2,2,0)] ,
[α
(1)
(2,2,1)]× [α
(1)
(2,1,0)] = [α(0,0,0)]⊕ [α
(2)
(2,2,0)] .
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Petkova and Zuber obtained the fusion graphs of Figs. 12 and 13 in a
completely different and more empirical way (Fig. A.2. in [42]). The non-
commutativity of V nicely explains why they could not find non-negative
structure constants associated to these graphs: They were searching for a
(commutative) fusion algebra.
3 The treatment of orbifold inclusions
We have seen that conformal inclusions can be described in terms of nets
of subfactors. For orbifold inclusions the extended net is not a priori given.
However, it is argued in [36] that orbifold type modular invariants arise
from extensions of current algebras by some simple currents. The conformal
dimensions of these simple currents are necessarily integers. In the follow-
ing we will describe this idea in our “bounded operator framework”. The
techniques we use are not essentially new. Similar and often more general
statements can be found in particular in [45, 46]. However, we prefer to
give a self-contained presentation and to avoid unnecessary generality if this
simplifies our arguments.
Starting from the vacuum net A where A(I) = π0(LISU (n))′′ as usual
we will construct a net of subfactors N ⊂M describing the analogue of the
conformal inclusions now for the orbifold type modular invariants, and we
will see that the extended net obtained by this construction is local exactly
for the levels where the orbifold modular invariants appear.
3.1 Construction of the extended net
We call an automorphism σˆ0 ∈ ∆A(I◦) a simple current of order n, if n =
2, 3, 4, ... is the smallest positive integer such that σˆn0 is equivalent to the
identity, i.e. σˆn0 = Ad(Y ) for a unitary Y ∈ B(H0), and then Y ∈ A(I◦) by
Haag duality. For our construction we need an equivalent automorphism σ0
which is periodic i.e. σn0 is exactly the identity. We call ρ0 ∈ ∆A(I◦) a fixed
point of the simple current σˆ0 if [σˆ0 ◦ρ0] = [ρ0]. The following lemma gives a
sufficient criterion for the possibility of a choice of a periodic automorphism
(cf. [26], Prop. 3.3, or [45], Lemmata 4.4 and 4.5).
Lemma 3.1 Let σˆ0 ∈ ∆A(I◦) be a simple current of order n. If there is
an irreducible fixed point ρ0 ∈ ∆A(I◦) of σˆ0 then there is a simple current
σ0 ∈ ∆A(I◦) such that [σ0] = [σˆ0] and σn0 = id.
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Proof. Since [σˆ0 ◦ ρ0] = [ρ0] there is a unitary U ∈ A(I◦) such that σˆ0 ◦ ρ0 =
Ad(U) ◦ ρ0. We set σ0 = Ad(U∗) ◦ σˆ0. Then σn0 is clearly inner, namely
σn0 = (Ad(U
∗) ◦ σˆ0)n = Ad(U∗σˆ0(U∗)σˆ20(U∗) · · · σˆn−10 (U∗)) ◦ σˆn0 = Ad(Z) ,
where Z = U∗σˆ0(U
∗)σˆ20(U
∗) · · · σˆn−10 (U∗)Y . (Recall σˆn0 = Ad(Y ).) Now we
have ρ0 = σ
n
0 ◦ ρ0 = Ad(Z) ◦ ρ0 and thus Z ∈ ρ0(A(I◦))′ ∩ A(I◦). Since we
assumed ρ0 to be irreducible it follows Z ∈ C1 and hence σn0 = Ad(Z) = id.
Q.E.D.
¿From now on we assume that there is an irreducible fixed point ρ0 ∈
∆A(I◦) for the simple current σˆ0 ∈ ∆A(I◦) of order n, and hence we have
an equivalent periodic automorphism σ0 ∈ ∆A(I◦), i.e. σn0 = id, and also
σ0 ◦ ρ0 = ρ0. The following construction is basically the construction of the
field group and algebra as in [14]. Recall that H0 is the vacuum Hilbert
space where A lives on. We set
H =
n−1⊕
p=0
H0 .
For a vector Ψ ∈ H we denote by Ψp ∈ H0 its p-th component with respect
to this decomposition. We define a representation π of A on H by π(a) =⊕n−1
p=0 σ
p
0(a), i.e.
(π(a)Ψ)p = σ
p
0(a)Ψp , a ∈ A , Ψ ∈ H , p = 0, 1, 2, . . . , n − 1 .
Then the net N is defined in terms of local algebras by
N(I) = π(A(I)) , I ∈ Jz .
Pick a unitary UI such that σ0;I = Ad(UI) ◦ σ0 ∈ ∆A(I) for some I ∈ Jz.
We define unitary field operators fUI ∈ B(H) by
(fUIΨ)p = σ
p−1
0 (U
∗
I )Ψp−1 , Ψ ∈ H , p = 0, 1, 2, . . . , n− 1 , (mod n) .
It is easy to check that
(f∗UIΨ)p = σ
p
0(UI)Ψp+1 , Ψ ∈ H , p = 0, 1, 2, . . . , n− 1 , (mod n) .
Then we find
(f∗UIπ(a)fUIΨ)p = σ
p
0(UI) (π(a)fUIΨ)p+1
= σp0(UI)σ
p+1
0 (a) (fUIΨ)p+1
= σp0(UI)σ
p+1
0 (a)σ
p
0(U
∗
I )Ψp
= σp0 ◦ σ0;I(a)Ψp ,
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hence
f∗UI π(a) fUI = π ◦ σ0;I(a) , a ∈ A . (22)
We use the following notation: For λ0 ∈ End(A) we define λ ∈ End(N )
by λ(π(a)) = π(λ0(a)), a ∈ A. One checks easily that λ ∈ ∆N (I◦) if
λ0 ∈ ∆A(I◦). Then Eq. (22) reads f∗UIxfUI = σI(x) for x ∈ N , and in
particular fUI ∈ N(I ′)′, i.e. fields are relatively local to observables. Now we
define the extended net M in terms of local algebras M(I) being generated
by N(I) and fUI ,
M(I) = 〈N(I) , fUI 〉 , I ∈ Jz .
Note that we have
fUI = f1π(U
∗
I )
since
(fUIΨ)p = σ
p−1
0 (U
∗
I )Ψp−1 = π(U
∗
I )Ψp−1 = (f1π(U
∗
I )Ψ)p .
Therefore the definition of M(I) is independent on the special choice of UI
because if Ad(UˆI) ◦ σ0 is also localized in I then UI Uˆ∗I ∈ A(I) by Haag
duality and hence fUI and fUˆI differ only by an element in N(I).
Note that our construction is such that (obviously by taking UI◦ = 1)
we have M(I◦) ∼= A(I◦) ⋊σ0 Zn. We want to show that this is similar for
any I ∈ Jz.
Lemma 3.2 For any I ∈ Jz there is a unitary W ∈ A(I) such that σ˜0;I =
Ad(W ∗) ◦ σ0;I ∈ ∆A(I) fulfills σ˜n0;I = id.
Proof. Since the irreducible fixed point ρ0 is transportable there is a unitary
Uρ0;I◦,I such that ρ0;I = Ad(Uρ0;I◦,I) ◦ ρ0 ∈ ∆A(I), and hence
σ0;I ◦ ρ0;I = Ad(UI) ◦ σ0 ◦ Ad(Uρ0;I◦,I) ◦ ρ0
= Ad(UIσ0(Uρ0;I◦,I)) ◦ σ0 ◦ ρ0
= Ad(UIσ0(Uρ0;I◦,I)) ◦ ρ0
= Ad(UIσ0(Uρ0;I◦,I)U
∗
I ) ◦ ρ0;I .
Now W = UIσ0(Uρ0;I◦,I)U
∗
I ∈ A(I) by Haag duality, hence ρ0;I is an irre-
ducible fixed point for σ0;I . Then, by the same argument as in Lemma 3.1
we find that σ˜0;I = Ad(W
∗) ◦ σ0;I fulfills σ˜n0;I = id. Q.E.D.
Now we take this unitaryW such that σ˜0;I = Ad(W
∗)◦σ0;I and σ˜n0;I = id,
and then we define U˜I =W
∗UI and set
fU˜I = fUIπ(W ) ∈M(I) .
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Then it follows from Eq. (22) that
f∗
U˜I
π(a) fU˜I = π ◦ σ˜0;I(a) , a ∈ A . (23)
Lemma 3.3 With a suitable choice of the phase of W we have fn
U˜I
= 1.
Proof. We have σ0 = Ad(U˜I) ◦ σ˜0;I . Choose J ∈ Jz such that J ⊃ I ∪ I◦.
Then for any a ∈ A(J) we find
a = σn0 (a) = (Ad(U˜I) ◦ σ˜0;I)n(a) = Ad(X) ◦ σ˜n0;I = XaX∗ ,
where X = U˜I σ˜0;I(U˜I)σ˜
2
0;I(U˜I) · · · σ˜n−10;I (U˜I), and therefore X ∈ A(J)′ ∩
A(J) = C1. If X = ξ1, ξ ∈ C, the we can replace W by ξ1/nW i.e. U˜I by
ξ−1/nU˜I to achieve X = 1. Now we compute
fn
U˜I
= f1 π(U˜I) f
n−1
U˜I
= f1 f
n−1
U˜I
π(σ˜n−10;I (U˜I))
= f1f1 π(U˜I) f
n−2
U˜I
π(σ˜n−10;I (U˜I))
= f2
1
fn−2
U˜I
π(σ˜n−20;I (U˜I)σ˜
n−1
0;I (U˜I))
= . . . = fn
1
π(X) = 1 ,
where we used Eq. (23). Q.E.D.
Eq. (23) holds in particular for a ∈ A(I), moreover, σ˜p0;I is outer for
p 6= 0 (mod n), and fn
U˜I
= 1. By the uniqueness of the crossed product we
find
Corollary 3.4 We have M(I) ∼= A(I)⋊σ˜0;I Zn for any I ∈ Jz. In particu-
lar, each M(I) is a factor.
Let Ω0 ∈ H0 denote the vacuum vector. Then Ω0 is cyclic and separating
for each local algebra A(I). Let Ω ∈ H denote the vector given by Ωp =
δp,0Ω0. It is clear from our construction that Ω is cyclic and separating for
each M(I), that is, our net N ⊂M is standard.
Fixing UI for any I ∈ Jz it is clear that each m ∈M(I) can be uniquely
written as
m =
n−1∑
p=0
xp f
p
U˜I
, xp ∈ N(I) .
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Then the map
E
M(I)
N(I) :M(I)→ N(I) , m 7→ E
M(I)
N(I) (m) = x0 ,
is a faithful normal conditional expectation. It also satisfies E
M(J)
N(J) |M(I) =
E
M(I)
N(I) for I ⊂ J and preserves the vector state ω = 〈Ω, ·Ω〉. We summarize
the discussion in the following
Proposition 3.5 The net N ⊂ M is a standard net of subfactors with a
standard conditional expectation.
Note that N ⊂ M is even a quantum field theoretical net of subfactors
by relative locality M(I) ⊂ N(I ′)′. However, M will in general not be local
itself. The requirement of locality of M imposes restrictions on our simple
current σ0.
For λ0, µ0 ∈ ∆A(I◦) we denoted by λ and µ the corresponding endo-
morphisms in ∆N (I◦). For the statistics operators we use the notation
ε±(λ, µ) = π(ǫ±(λ0, µ0)) (and ε(λ, µ) = ε
+(λ, µ)) as in the previous paper
[4]. Recall that for disjoint intervals I1, I2 ∈ Jz we write I2 > I1 (respec-
tively I2 < I1) if I1 lies clockwise (respectively counter-clockwise) to I2
relative to the point “at infinity” z.
Lemma 3.6 For I1 ∩ I2 = ∅ we have fUI2fUI1 = ε±(σ, σ)fUI1 fUI2 with the
+-sign if I2 > I1 and the −-sign if I2 < I1.
Proof. We compute
fUI2fUI1 = f1π(U
∗
I2
)f1π(U
∗
I2
)
= π(σ−10 (U
∗
I2
)σ−20 (U
∗
I1
)) f2
1
= π(σ−10 (U
∗
I2
)σ−20 (U
∗
I1
)σ−20 (UI2)σ
−1
0 (UI1)) f1π(UI1)
∗f1π(UI2)
∗
= σ−2 ◦ π(σ0(U∗I2)U∗I1UI2σ0(UI1)) fUI1fUI2
= σ−2 ◦ π(ǫ±(σ0, σ0)) fUI1fUI2
= σ−2(ε±(σ, σ)) fUI1 fUI2 ,
where we recognized the definition of the statistics operator in Subsection
2.3 of [4], and ε±(σ, σ) are just scalars since ǫ±(σ0, σ0) ∈ σ20(A(I◦))′ ∩A(I◦),
hence we can omit the symbol σ−2. Q.E.D.
This leads us immediately to the following
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Corollary 3.7 The net M is local if and only if ǫ(σ0, σ0) = 1.
In Subsection 3.3 we will use Corollary 3.7 to analyze for which levels we
have a local extended net if we take for σ0 the simple current corresponding
to the weight kΛ(1) of the LSU (n) level k theory.
For completeness we also add the following
Proposition 3.8 If the net M is local then it is in fact Haag dual.
Proof. Let I ∈ Jz be arbitrary. We have to show that CM(I ′)′ = M(I).
As CM(I ′)′ ⊃ M(I) follows from locality we only have to show the reverse
inclusion. Thus assume X ∈ CM(I ′)′, and we have to show that X ∈M(I).
Choose an interval J ∈ Jz such that I◦ ∪ I ⊂ J . Then in particular X ∈
CM(J ′)′ and therefore Xπ(a) = π(a)X for all a ∈ CA(J ′). This reads in
matrix components (corresponding to the decomposition of H into n copies
of H0) Xp,qσq0(a) = σp0(a)Xp,q, p, q ∈ Zn, but σ0 acts trivially on CA(J ′) as
I◦ ⊂ J . Hence Xp,q ∈ CA(J ′)′ = A(J) by Haag duality of A. Now choose
K ∈ Jz such thatK ⊂ J ′. Then we have in particularXfUK = fUKX. From
this we obtain for the matrix components Xp,q+1σ
q
0(U
∗
K) = σ
p−1
0 (U
∗
K)Xp−1,q,
p, q ∈ Zn, and hence
Xp+1,q+1 = σ
p
0(U
∗
K)Xp,qσ
q
0(UK)
= σp0(U
∗
Kσ
−p
0 (Xp,q)σ
q−p
0 (UK))
= σp0(U
∗
K · σ0;K ◦ σ−p0 (Xp,q) · σq−p0 (UK))
= σp0(σ
1−p
0 (Xp,q)U
∗
Kσ
q−p
0 (UK))
= σ0(Xp,q)σ
p
0(ǫ(σ
q−p
0 , σ0))
= σ0(Xp,q)
where we used that σ−p0 (Xp,q) ∈ A(J) since I◦ ⊂ J and σ0;K acts trivially
on A(J) since K ⊂ J ′, and also that
ǫ(σq−p0 , σ0)) = ǫ(σ0, σ0)σ0(ǫ(σ0, σ0)) · · · σq−p−10 (ǫ(σ0, σ0)) = 1
since ǫ(σ0, σ0) = 1 as M is local. We conclude that Xp+k,q+k = σk0 (Xp,q),
p, q, k ∈ Zn, and by setting a˜p = X0,p ∈ A(J) this means that X can
be written as X =
∑
p∈Zn
π(a˜p)f
p
1
, i.e. X ∈ M(J), but then we can also
alternatively write X =
∑
p∈Zn
π(ap)f
p
UI
with ap ∈ A(J) since also I ⊂ J .
Because we assumed that X ∈ CM(I ′)′ we must have in particular that
Xπ(b) = π(b)X whenever b ∈ CA(I ′). Now
X π(b) =
∑
p∈Zn
π(ap) f
p
UI
π(b) =
∑
p∈Zn
π(ap)π(b) f
p
UI
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by relative locality of fields and observables, and
π(b)X =
∑
p∈Zn
π(b)π(ap) f
p
UI
,
hence ∑
p∈Zn
π(ap)π(b) f
p
UI
=
∑
p∈Zn
π(b)π(ap) f
p
UI
.
Multiplication by f−qUI from the right and application of the conditional ex-
pectation yields π(aq)π(b) = π(b)π(aq) for all b ∈ CA(I ′), q ∈ Zn. It follows
aq ∈ CA(I ′)′ = A(I), q ∈ Zn, and therefore X =
∑
p∈Zn π(ap)f
p
UI
∈ M(I).
Q.E.D.
3.2 Endomorphisms of the extended net
We have lifted endomorphisms λ0 of A to endomorphisms λ of N by λ◦π =
π ◦ λ0. Next we consider the α-induced endomorphisms αλ ∈ End(M). In
the following we assume that M is Haag dual, i.e. that ǫ(σ0, σ0) = 1. For
notation we refer again to our previous paper [4] and to Subsection 1.3.
Lemma 3.9 For λ0 ∈ ∆A(I◦) we have αλ(f1) = f1ε(λ, σ).
Proof. By applying γ to f∗
1
xf1 = σ(x), x ∈ N , we find γ(f1) ∈ HomN(I◦)(θ◦
σ, θ). Hence by the BFE, Eq. (22) of [4], we obtain
γ(f1) θ(ε(λ, σ))ε(λ, θ) = ε(λ, θ) · λ ◦ γ(f1) ,
and therefore
αλ(f1) ≡ γ−1 ◦ Ad(ε(λ, θ)) ◦ λ ◦ γ(f1) = f1ε(λ, σ) ,
proving the lemma. Q.E.D.
Now we ask when αλ is localized. For the sake of simplicity, we restrict
the discussion to irreducible λ0. Define the monodromy by Y (λ0, σ0) =
ǫ(λ0, σ0)ǫ(σ0, λ0). Note that for irreducible λ0 the monodromy is a scalar
as Y (λ0, σ0) ∈ σ0 ◦ λ0(A(I◦))′ ∩ A(I◦) = C1, i.e. Y (λ0, σ0) = ω1, ω ∈ C.
Therefore we have ǫ(λ0, σ0) = Y (λ0, σ0)ǫ(σ0, λ0)
∗ = ωǫ−(λ0, σ0).
Lemma 3.10 For λ0 ∈ ∆A(I◦) irreducible αλ is localized in I◦ if and only
if the monodromy Y (λ0, σ0) is trivial, i.e. ω = 1.
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Proof. It is clear that αλ(x) ≡ λ(x) = x for any x ∈ N(I) with I ∩ I◦ = ∅
since λ0 ∈ ∆A(I◦). Thus we have to check whether αλ(fUI ) = fUI whenever
I ∩ I◦ = ∅. By definition
αλ(fUI ) = αλ(f1)λ(π(U
∗
I )) = f1π(ǫ(λ0, σ0)λ0(U
∗
I ))
= fUIπ(UIǫ(λ0, σ0)λ0(U
∗
I )) .
For I ∈ Jz such that I ∩ I◦ = ∅ we distinguish two cases.
Case 1: I > I◦. We can choose an interval I+ ∈ Jz such that I+ > I◦ and
I+ > I. Since I > I◦ we can choose some J+ ∈ Jz such that J+ ⊃ I∪I+ but
J+∩I◦ = ∅. For any unitary Uσ0,+ such that σ0,+ = Ad(Uσ0,+)◦σ0 ∈ ∆A(I+)
the statistics operator can be written as ǫ(λ0, σ0) = U
∗
σ0,+λ0(Uσ0,+). Since
σ0;I = Ad(UI) ◦ σ0 we have σ0,+ = Ad(V+) ◦ σ0;I with V+ = Uσ0,+U∗I , and
hence V+ ∈ A(J+) by Haag duality. Then
UIǫ(λ0, σ0)λ0(U
∗
I ) = V
∗
+λ0(V+) = V
∗
+V+ = 1
since J+ ∩ I◦ = ∅. Hence αλ(fUI ) = fUI for I > I◦.
Case 2: I < I◦. Recall ǫ(λ0, σ0) = ωǫ
−(λ0, σ0), hence
UIǫ(λ0, σ0)λ0(U
∗
I ) = ωUIǫ
−(λ0, σ0)λ0(U
∗
I ) .
We can choose an interval I− ∈ Jz such that I− < I◦ and I− < I. Since
I < I◦ we can choose some J− ∈ Jz such that J− ⊃ I ∪ I− but J− ∩ I◦ =
∅. For any unitary Uσ0,− such that σ0,− = Ad(Uσ0,−) ◦ σ0 ∈ ∆A(I−) the
statistics operator can be written as ǫ−(λ0, σ0) = U
∗
σ0,−λ0(Uσ0,−). Then
σ0,− = Ad(V−) ◦ σ0;I with V− = Uσ0,−U∗I ∈ A(J−), and
UIǫ
−(λ0, σ0)λ0(U
∗
I ) = V
∗
−λ0(V−) = V
∗
−V− = 1 ,
and hence αλ(fUI ) = ωfUI for I < I◦. The statement follows. Q.E.D.
The next step is the transportability. Note that ∆
(0)
M(I◦) = ∆M(I◦) since
M is Haag dual. We have the following (cf. Prop. 5.2 in [46])
Lemma 3.11 For λ0 ∈ ∆A(I◦) irreducible we have αλ ∈ ∆M(I◦) if and
only if the monodromy Y (λ0, σ0) is trivial, i.e. ω = 1.
Proof. After Lemma 3.10 all we have to show is that αλ is transportable if
ω = 1. Since λ0 ∈ ∆A(I◦) there is for any J ∈ Jz a unitary U ≡ Uλ0;I◦,J such
that λ˜0 ∈ ∆A(J). Define α˜λ = Ad(π(U)) ◦ αλ. It is clear that α˜λ(x) = x
whenever x ∈ N(I) with I ∩ J = ∅. We show that also α˜λ(fUI ) = fUI in
that case. We again distinguish two cases.
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Case 1: I > J . We choose I+ ∈ Jz such that I+ > I◦ and I+ > J .
Since I > J there is a K+ ∈ Jz such that K+ ⊃ I+ ∪ I but K+ ∩ J = ∅. As
before, we choose a unitary Uσ0,+ such that σ0,+ = Ad(Uσ0,+)◦σ0 ∈ ∆A(I+).
Then σ0,+ = Ad(V+) ◦ σ0;I and therefore V+ = Uσ0,+U∗I ∈ A(K+), hence
λ˜0(V+) = V+. Since I+ > I◦ and I+ > J we also have σ0,+(U) = U . Now
we compute
α˜λ(fUI ) = Ad(π(U)) ◦ αλ(fUI )
= π(U) fUI π(UIǫ(λ0, σ0)λ0(U
∗
I )U
∗)
= fUI π(σ0;I(U)UIǫ(λ0, σ0)λ0(U
∗
I )U
∗)
= fUI π(UIσ0(U)ǫ(λ0, σ0)U
∗λ˜0(U
∗
I ))
= fUI π(UIσ0(U)U
∗
σ0,+λ0(Uσ0,+)U
∗λ˜0(U
∗
I ))
= fUI π(UIU
∗
σ0,+σ0,+(U)U
∗λ˜0(Uσ0,+)λ˜0(U
∗
I ))
= fUI π(V
∗
+λ˜0(V+)) = fUI .
Case 2: I < J . We choose I− ∈ Jz such that I− < I◦ and I− < J .
Since I < J there is a K− ∈ Jz such that K− ⊃ I− ∪ I but K− ∩ J = ∅.
Let σ0,− = Ad(Uσ0,−) ◦ σ0 ∈ ∆A(I−). Then V− = Uσ0,+U∗I ∈ A(K−), hence
λ˜0(V−) = V−; since I− < I◦ and I− < J we also have σ0,−(U) = U . If ω = 1
then ǫ(λ0, σ0) = ǫ
−(λ0, σ0), so we can compute analogously
α˜λ(fUI ) = fUI π(UIσ0(U)ǫ
−(λ0, σ0)U
∗λ˜0(U
∗
I ))
= fUI π(UIσ0(U)U
∗
σ0,−λ0(Uσ0,−)U
∗λ˜0(U
∗
I ))
= fUI π(UIU
∗
σ0,−σ0,−(U)U
∗λ˜0(Uσ0,−)λ˜0(U
∗
I ))
= fUI π(V
∗
−λ˜0(V−)) = fUI .
We have shown that α˜λ is localized in J . Since J ∈ Jz was arbitrary it
follows αλ ∈ ∆M(I◦). Q.E.D.
Our construction of the net M is such that (Proposition 2.10 and the
discussion in Subsection 2.4 in [4])
[θ] =
n−1⊕
p=0
[σp] . (24)
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Lemma 3.12 For any λ0 ∈ ∆A(I◦) we have
HomM(I◦)(αλ, αλ) =
t =
n−1∑
p=0
π(Tp)f
p
1
, Tp ∈ HomA(I◦)(σ−p0 ◦ λ0, λ0)
 .
(25)
Proof. Suppose t ∈ HomM(I◦)(αλ, αλ). We can write t =
∑n−1
p=0 π(Tp)f
p
1
with Tp ∈ A(I◦). Now from t · αλ ◦ π(a) = αλ ◦ π(a) · t for all a ∈ A(I◦) we
obtain
n−1∑
p=0
π(Tp)f
p
1
· π ◦ λ0(a) ≡
n−1∑
p=0
π(Tp · σ−p0 ◦ λ0(a))fp1 =
n−1∑
p=0
π(λ0(a)Tp)f
p
1
.
It follows Tp ∈ HomA(I◦)(σ−p0 ◦ λ0, λ0). It remains to be shown that then
tαλ(f1) = αλ(f1)t. From the BFE, Eq. (11) in [4], we obtain
σ0(Tp) ǫ(σ
−p
0 , σ0)σ
−p
0 (ǫ(λ0, σ0)) = ǫ(λ0, σ0)Tp
But
ǫ(σ−p0 , σ0) ≡ ǫ(σn−p0 , σ0) = ǫ(σ0, σ0)σ0(ǫ(σ0, σ0)) · · · σn−p−10 (ǫ(σ0, σ0)) = 1
as ǫ(σ0, σ0) = 1. Hence we find
σ0(Tp)σ
−p
0 (ǫ(λ0, σ0)) = ǫ(λ0, σ0)Tp .
Now we compute
t αλ(f1) =
∑n−1
p=0 π(Tp) f
p+1
1
ε(λ, σ)
=
∑n−1
p=0 f1 · π ◦ σ0(Tp) · fp1ε(λ, σ)
=
∑n−1
p=0 f1 · π ◦ σ0(Tp) · σ−p(ε(λ, σ))fp1
=
∑n−1
p=0 f1 π(σ0(Tp)σ
−p
0 (ǫ(λ0, σ0))) f
p
1
=
∑n−1
p=0 f1 π(ǫ(λ0, σ0)Tp) f
p
1
=
∑n−1
p=0 f1ε(λ, σ)π(Tp)f
p
1
= αλ(f1) t ,
thus we have indeed Eq. (25). Q.E.D.
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For the fixed point ρ0 of σ0 we have HomA(I◦)(σ0 ◦ ρ0, ρ0) = C1. By
Lemma 3.12 it is not hard to see that then HomM(I◦)(αρ, αρ) is an n-di-
mensional commutative algebra, i.e. HomM(I◦)(αρ, αρ)
∼= C ⊕ C ⊕ . . . ⊕ C,
and therefore [αρ] decomposes in n distinct irreducible sectors. Since σαρ =
γ ◦ αρ|N = θ ◦ ρ and thus [σαρ ] = [θ ◦ ρ] = n [ρ] we arrive at the following
Corollary 3.13 We have [αρ] =
⊕n−1
p=0 [δp] with [δp] distinct and irreducible.
Moreover, [σδp ] = [ρ] for all p = 0, 1, . . . , n − 1.
3.3 Spin and statistics
We found that the extended net is local (and even Haag dual) if and only if
ǫ(σ0, σ0) = 1. In fact ǫ(σ0, σ0) can be computed by the spin and statistics
connection. In the following the conformal dimensions hΛ, which are by
definition the lowest eigenvalues of the rotation generator L0 in the positive
energy representations (πΛ,HΛ), Λ ∈ A(n+k), will play an important role.
They are given by
hΛ =
(Λ|Λ + 2ρ)
2(k + n)
,
where ρ =
∑n−1
i=1 Λ(i) and (·|·) is the symmetric bilinear form. Recalling
that (Λ(i)|Λ(j)) = i(n − j)/n for 1 ≤ i ≤ j ≤ n − 1 one may obtain for
Λ =
∑n−1
i=1 miΛ(i)
hΛ =
∑
1≤i≤j≤n−1
mimj
i(n− j)
n(k + n)
−
n−1∑
i=1
m2i
i(n − i)
2n(k + n)
+
n−1∑
i=1
mi
i(n − i)
2(k + n)
,
(26)
where we used the Dynkin labelling, i.e. mi ∈ N0 and
∑n−1
i=1 mi ≤ k. Now
let λ0;Λ ∈ ∆A(I◦) denote the endomorphisms corresponding to the positive
energy representations (πΛ,HΛ), Λ ∈ A(n+k). Then σ0 = λ0;kΛ(1) is a simple
current of order n, and its fusion rules correspond to the Zn-rotation of
A(n+k). It has a fixed point if k is a multiple of n, namely ρ0 = λ0;ΛR , where
ΛR =
k
nΛ(1) +
k
nΛ(2) + . . . +
k
nΛ(n−1). Therefore we first require k ∈ nN so
that we can construct the extended net M by means of σ0 as explained in
the previous subsections. Then we ask when M is local.
Proposition 3.14 The net M is local if and only if k ∈ 2nN if n is even
and k ∈ nN if n is odd.
Proof. By Corollary 3.7 the net M is local if and only if ǫ(σ0, σ0) = 1.
Since σ0 is an automorphism we have ǫ(σ0, σ0) = κσ01, where κσ0 ∈ C
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is the statistical phase. By the conformal spin and statistics theorem [25]
we have κσ0 = e
2πihσ0 where hσ0 is the infimum of the spectrum of the
rotation generator L0 in the representation π0◦σ0. But this is the conformal
dimension, hσ0 = hkΛ(1) , and by Eq. (26)
hkΛ(1) = k
n− 1
2n
.
Therefore ǫ(σ0, σ0) = 1 if and only if k(n−1)/2n ∈ N, the statement follows.
Q.E.D.
The next step is to ask for which Λ ∈ A(n+k) we have αΛ ≡ αλΛ ∈
∆M(I◦). For Λ = m1Λ(1) + m2Λ(2) + ... + mn−1Λ(n−1) we denote |Λ| =∑n−1
i=1 imi. Recall that the Zn-rotation σ on A(n+k) is defined by
σ(Λ) = (k −m1 − . . .−mn−1)Λ(1) +m1Λ(2) +m2Λ(3) + . . . +mn−2Λ(n−1) .
Proposition 3.15 We have αΛ ∈ ∆M(I◦) if and only if |Λ| ∈ nZ.
Proof. By Lemma 3.11 we have αΛ ∈ ∆M(I◦) if and only if Y (λ0;Λ, σ0) = 1.
By Lemma 3.3 of [19] we have for any T ∈ HomA(I◦)(λ0;σ(Λ), σ0 ◦ λ0;Λ)
Y (λ0;Λ, σ0)T =
κλ0;σ(Λ)
κσ0 κλ0;Λ
T ,
where the κ’s are statistical phases. Since [λ0;σ(Λ)] = [σ0 ◦ λ0,Λ] and since
λ0;Λ is irreducible we can take T unitary, hence
Y (λ0;Λ, σ0) =
κλ0;σ(Λ)
κσ0 κλ0;Λ
1 .
Using again the conformal spin and statistics theorem we find
κλ0;σ(Λ)
κσ0 κλ0;Λ
= e
2πi(hλ0;σ(Λ)−hσ0−hλ0;Λ) ≡ e2πi(hσ(Λ)−hkΛ(1)−hΛ) .
Now by Lemma 2.7 of [32] we have
hσ(Λ) − hΛ =
1
n
(
(n− 1)k
2
− |Λ|
)
,
hence hσ(Λ) − hkΛ(1) − hΛ = −|Λ|/n. Therefore Y (λ0;Λ, σ0) = 1 if and only
if |Λ| ∈ nZ. Q.E.D.
39
Remark. If we label the positive energy representations of LSU (n)
at level k by partitions (or Young tableaux) (p1, p2, ..., pn−1) with pi =∑n−1
j=i mj then Proposition 3.15 reads α(p1,...,pn−1) ∈ ∆M(I◦) if and only
if
∑n−1
i=1 pi ∈ nZ.
By Proposition 3.15 it should be clear that for the orbifold modular
invariants the sectors corresponding to the marked vertices are (the irre-
ducible subsectors of) α(p1,...,pn−1) with
∑n−1
i=1 pi ∈ nZ, as these α-induced
endomorphisms are localized and transportable endomorphisms of the ex-
tended net M. Moreover, as we will see by the treatment of the examples,
their σ-restriction corresponds to the block structure of the corresponding
orbifold modular invariants. The SU (n)k sectors that do not appear in the
blocks of the modular invariant can be identified as “twisted sectors” if we
consider the SU (n)k theory as the Zn orbifold of the extended theory. In
fact, α-induction of these sectors does not provide localized sectors; here we
only obtain “solitonic” localization of the α-induced endomorphisms.
For SU (2) the positive energy representations are labelled by the spin
j ≡ m1 = 0, 1, 2, ..., k. Then Eq. (26) reduces to
hj =
j(j + 2)
4k + 8
.
First we find by Proposition 3.14 that we can construct the local extended
net for k = 4̺, ̺ ∈ N, since then hk = ̺ ∈ Z. The rotation σ is now the flip
σ(j) = k − j. Hence
hσ(j) − hj =
(k − j)(k − j + 2)
4k + 8
− j(j + 2)
4k + 8
=
k − 2j
4
= ̺− j
2
,
i.e. αj ∈ ∆M(I◦) if and only if j ∈ 2Z.
3.4 Examples
We now consider some examples for the application of α-induction to the
extended net coming from an orbifold block-diagonal modular invariant.
The simplest case is the SU (2) D4 modular invariant but we have already
discussed this case as the extended net here coincides with the net associated
to the SU (3)1 theory. The D2̺+2 modular invariants with ̺ > 1 do not come
from conformal inclusions. They appear at level k = 4̺ and can be written
as
ZD2̺+2 =
1
2
∑
k≥j≥0
j∈2Z
|χj + χk−j|2 .
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Figure 14: D6
Let us first illustrate this at the next case in the D-series, namely D6. The D6
invariant appears at level 8, thus we start with the fusion algebra W (2, 8).
The simple current is given by [λ8] and indeed h8 = 2. Eq. (24) now reads
[θ] = [λ0]⊕ [λ8] and from this we get immediately that [α4] decomposes into
two irreducible sectors, say [α4] = [α
(1)
4 ]⊕ [α(2)4 ], all other [αj ] are irreducible
and [α8−j ] = [αj ]. The fusion rules involving [αj ], j = 0, 1, 2, 3, can be read
off from those of [λj ] by the homomorphism property of α-induction, so one
only has to find the fusion rules involving [α
(i)
4 ], i = 1, 2. One checks that
the following fusion rules,
[α1]× [α(i)4 ] = [α3] , i = 1, 2 ,
[α2]× [α(i)4 ] = [α2]⊕ [α(i+1)4 ] , i = 1, 2 (mod 2) ,
[α3]× [α(i)4 ] = [α1]⊕ [α3] , i = 1, 2 ,
[α
(i)
4 ]× [α(i)4 ] = [α0]⊕ [α(i)4 ] , i = 1, 2 ,
[α
(1)
4 ]× [α(2)4 ] = [α2] ,
determine a well-defined fusion algebra with unit [α0]. The fusion graph of
[α1] is easily seen to be D6, see Fig. 14.
For arbitrary ̺ = 1, 2, 3, ..., k = 4̺, the fusion algebra can be character-
ized as follows. We have 2̺+2 irreducible sectors [αj ], j = 0, 1, 2, ..., 2̺− 1,
and [α
(1)
2̺ ] and [α
(2)
2̺ ]. The fusion rules are given from those in W (2, 4̺), see
Eq. (8), i.e.
[αj1 ]× [αj2 ] =
min(j1+j2,2k−(j1+j2))⊕
j=|j1−j2| , j+j1+j2 even
[αj ] ,
for j = 0, 1, 2, ..., 2̺, where we identify [αk−j] = [αj] and [α2̺] = [α
(1)
2̺ ]⊕[α(2)2̺ ]
on the r.h.s. Thus associativity, the homomorphism property of [α] and
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compatibility with 〈αj , αj′〉M(I◦) = 〈θ◦λj , λj′〉N(I◦) where [θ] = [λ0]⊕[λk] are
automatically guaranteed, and the fusion graph of [α1] is already determined
to be D2̺+2. We only have to specify the fusion rules involving the isolated
[α
(i)
2̺ ], i = 1, 2. But it is shown in [26] that the fusion graph D2̺+2 of [α1]
already determines all the (endomorphism) fusion rules; they are given by
[αj ]×[α(i)2̺ ] =

[α2̺−j ]⊕ [α2̺−j+2]⊕ . . .⊕ [α2̺−3]⊕ [α2̺−1] , j ∈ 2Z+ 1
[α2̺−j ]⊕ [α2̺−j+2]⊕ . . .⊕ [α2̺−2]⊕ [α(i)2̺ ] , j ∈ 4Z
[α2̺−j ]⊕ [α2̺−j+2]⊕ . . .⊕ [α2̺−2]⊕ [α(i+1)2̺ ] , j ∈ 4Z+ 2
for 0 < j < 2̺ and i = 1, 2 (mod 2). Of course [α0]× [α2̺]± = [α2̺]±, and
[α
(i)
2̺ ]× [α(i)2̺ ] =
 [α0]⊕ [α4]⊕ . . . ⊕ [α2̺−4]⊕ [α
(i)
2̺ ] , ̺ = 2, 4, 6, ...
[α2]⊕ [α6]⊕ . . . ⊕ [α2̺−4]⊕ [α(i+1)2̺ ] , ̺ = 1, 3, 5, ...
[α
(i)
2̺ ]× [α(i+1)2̺ ] =
{
[α2]⊕ [α6]⊕ . . .⊕ [α2̺−6]⊕ [α2̺−2] , ̺ = 2, 4, 6, ...
[α0]⊕ [α4]⊕ . . .⊕ [α2̺−6]⊕ [α2̺−2] , ̺ = 1, 3, 5, ...
for i = 1, 2 (mod 2).
Next we consider the D(3̺+3), ̺ ∈ N, (block-diagonal) modular invariant
that appears at level k = 3̺,
ZD(3̺+3) =
1
3
∑
k≥p≥q≥0
p+q∈3Z
|χ(p,q) + χσ(p,q) + χσ2(p,q)|2 ,
where σ is the Z3 rotation of the A(k+3) graph,
σ(p, q) = (k − q, p− q) , σ2(p, q) = (k − p+ q, k − p) .
This is an orbifold invariant and it can be treated completely analogously
to the Deven invariants of SU (2). The vacuum block gives us the [θ],
[θ] = [λ(0,0)]⊕ [λ(k,0)]⊕ [λ(k,k)] .
Using the LSU (3) fusion rules at level k, in particular those for the simple
currents
[λ(p,q)]× [λ(k,0)] = [λσ(p,q)] , [λ(p,q)]× [λ(k,k)] = [λσ2(p,q)] ,
we find
〈[α(p,q)], [α(r,s)]〉 = δ(p,q),(r,s) + δσ(p,q),(r,s) + δσ2(p,q),(r,s)
= δp,rδq,s + δk−q,rδp−q,s + δk−p+q,rδk−p,s
.
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Hence we have identifications
[α(p,q)] = [ασ(p,q)] = [ασ2(p,q)]
and all [α(p,q)] are irreducible apart from the fixed point (p, q) = (2̺, ̺),
where 〈[α(2̺,̺)], [α(2̺,̺)]〉 = 3, so that it decomposes into three irreducible
sectors as follows,
[α(2̺,̺)] = [α
(1)
(2̺,̺)]⊕ [α
(2)
(2̺,̺)]⊕ [α
(3)
(2̺,̺)] .
One easily checks that the fusion graphs of [α(1,0)] are the orbifold graphs
D(k+3) which were first discovered in [33] in the context of statistical me-
chanical models and then in [17] in the subfactor context.
4 Graphs and intertwining matrices
In this section we define several fusion matrices and study their properties.
Using some ideas of Xu [52], we establish identities between these matri-
ces which allow to identify them with certain matrices considered by Di
Francesco and Zuber.
4.1 Some matrices and their properties
Let again W ≡ W(n, k) = {[λΛ],Λ ∈ A(n+k)} be the canonical sector basis
for SU (n)k. Recall that the structure constants of W can be written as
NΛ
′′
Λ,Λ′ = 〈λΛ ◦ λΛ′ , λΛ′′〉N(I◦) , Λ,Λ′,Λ′′ ∈ A(n+k) ,
and this defines matrices NΛ by (NΛ)Λ′,Λ′′ = N
Λ′′
Λ′,Λ. We set Ap = NΛ(p) ,
for the fundamental weights Λ(p), p = 1, 2, ..., n − 1. Note that A1 is the
adjacency matrix of the first fusion graph of the fundamental representation,
i.e. of A(n+k) considered as a graph. For either a conformal inclusion or an
orbifold inclusion as discussed above let V denote the sector algebra with
basis V obtained by α-induction. We denote αΛ ≡ αλΛ . First of all we claim
Lemma 4.1 For either a conformal or an orbifold inclusion, αΛ(1) is always
irreducible.
Proof. Irreducibility of αΛ(1) means that 〈αΛ(1) , αΛ(1)〉M(I◦) = 1. We have
〈αΛ(1) , αΛ(1)〉M(I◦) = 〈θ ◦ λΛ(1) , λΛ(1)〉N(I◦) = 〈θ, λΛ(1) ◦ λΛ(n−1)〉N(I◦)
= 1 + 〈θ, λΛ(1)+Λ(n−1)〉N(I◦) ,
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as [λΛ(1) ] = [λΛ(n−1) ] and [λΛ(1) ] × [λΛ(n−1) ] = [λ0] ⊕ [λΛ(1)+Λ(n−1) ] and
since [λ0] = [id] appears in the decomposition of [θ] precisely once. Us-
ing the formula for the conformal dimension, Eq. (26), one checks that
hΛ(1)+Λ(n−1) = n/(k+n) /∈ Z. However, all subsectors of [θ] must have integer
conformal dimension (and this corresponds to T-invariance in the modular
invariant picture): For the conformal inclusion case, the decomposition of [θ]
corresponds to the decomposition of the restricted vacuum representation.
In the orbifold inclusion case we have [θ] =
⊕n−1
p=0 [σ
p], [σp] = [λkΛ(p) ], and
hkΛ(p) = kp(n − p)/2n ∈ Z as k ∈ 2nN if n is even and k ∈ nN if n is odd.
We conclude that 〈θ, λΛ(1)+Λ(n−1)〉N(I◦) = 0, proving irreducibility of αΛ(1) .
Q.E.D.
We define the following collection of non-negative integers,
V bΛ;a = 〈βa ◦ αΛ, βb〉M(I◦) , Λ ∈ A(n+k) , a, b ∈ V,
where βa are representative endomorphisms of a ≡ [βa] (and we will use
the label 0 for the identity sector of M(I◦) as well). This defines square
matrices VΛ, Λ ∈ A(n+k), by (VΛ)a,b = V bΛ;a, as well as rectangular matrices
V(a), a ∈ V, by (V(a))Λ,b = V bΛ;a. Also, we set Gp = VΛ(p) , p = 1, 2, ..., n − 1.
Hence Gp is the adjacency matrix of the fusion graph of αΛ(p) .
Lemma 4.2 The matrices VΛ and V(a) have the following properties.
1. V0 = 1d,
2. Ap V(a) = V(a)Gp, a ∈ V, p = 1, 2, . . . , n− 1,
3. VΛ VΛ′ =
∑
Λ′′ N
Λ′′
Λ,Λ′ · VΛ′′ .
Proof. Ad 1. We obviously have V b0;a = δa,b as V is a sector basis.
Ad 2. We compute
(Ap V(a))Λ,b =
∑
Λ′∈A(n+k)(Ap)Λ,Λ′ V
b
Λ′;a
=
∑
Λ′∈A(n+k)〈λΛ ◦ λΛ(p) , λΛ′〉N(I◦)〈βa ◦ αΛ′ , βb〉M(I◦)
= 〈βa ◦ αλΛ◦λΛ(p) , βb〉M(I◦)
=
∑
c∈V〈βa ◦ αΛ, βc〉M(I◦)〈βc ◦ αΛ(p) , βb〉M(I◦)
=
∑
c∈V V
c
Λ;a (Gp)c,b
= (V(a)Gp)Λ,b ,
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where we used the fact that the [λΛ]’s and [βa]’s constitute sector bases,
and in the third equality we used the additive homomorphism property of
α-induction.
Ad 3. We compute
(VΛ VΛ′)a,b =
∑
c∈V V
c
Λ;a V
b
Λ′;c
=
∑
c∈V〈βa ◦ αΛ, βc〉M(I◦)〈βc ◦ αΛ′ , βb〉M(I◦)
= 〈βa ◦ αΛ ◦ αΛ′ , βb〉M(I◦)
=
∑
Λ′′∈A(n+k) N
Λ′′
Λ,Λ′〈βa ◦ αΛ′′ , βb〉M(I◦)
=
∑
Λ′′∈A(n+k) N
Λ′′
Λ,Λ′ (VΛ′′)a,b ,
where we again used the homomorphism property of α-induction. Q.E.D.
By some abuse of notation we also denote the sector product matrices
associated to V by Na, i.e. (Na)b,c = N
c
b,a with
N cb,a = 〈βb ◦ βa, βc〉M(I◦) , a, b, c ∈ V .
Analogous to the commutative case [30], these matrices realize the “regular”
representation of the sector algebra V ; we have
NaNb =
∑
c∈V
N ca,b ·Nc , a, b ∈ V ,
since
(NaNb)d,e =
∑
f∈V N
f
d,aN
e
f,b =
∑
f∈V〈βd ◦ βa, βf 〉M(I◦)〈βf ◦ βb, βe〉M(I◦)
= 〈βd ◦ βa ◦ βb, βe〉M(I◦)
=
∑
c∈V N
c
a,b 〈βd ◦ βc, βe〉M(I◦)
=
∑
c∈V N
c
a,b (Nc)d,e ,
where we used that V is a sector basis.
Note that Lemma 4.2 (3.) reflects basically the homomorphism property
of α-induction. Using the decomposition of [αΛ] one can similarly derive
VΛ =
∑
a∈V V
a
Λ;0 · Na for Λ ∈ A(n+k). The following lemma reflects the
commutativity of [αΛ] with each [βa], proven in Proposition 3.16 of [4].
Lemma 4.3 We have VΛNa = Na VΛ for any Λ ∈ A(n+k) and a ∈ V.
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Proof. We compute
(VΛNa)b,c =
∑
d∈V V
d
Λ;bN
c
d,a =
∑
d∈V〈βb ◦ αΛ, βd〉M(I◦)〈βd ◦ βa, βc〉M(I◦)
= 〈βb ◦ αΛ ◦ βa, βc〉M(I◦)
= 〈βb ◦ βa ◦ αΛ, βc〉M(I◦)
=
∑
d∈V〈βb ◦ βa, βd〉M(I◦)〈βd ◦ αΛ, βc〉M(I◦)
=
∑
d∈V N
d
b,a · V cΛ;d = (Na VΛ)b,c ,
where we used Proposition 3.16 of [4]. Q.E.D.
4.2 Modular invariants and exponents of graphs
Let us briefly recall some facts about fusion algebras (see e.g. [30]). If W
is a fusion algebra with sector basis W = {w0, w1, ..., wd−1} and structure
constants Nki,j then the matrices Ni defined by (Ni)j,k = N
k
i,j form the
regular representation of W , and since they constitute a family of normal,
commuting matrices they can be simultaneously diagonalized by a unitary
matrix S. Then the diagonal matrices S∗NiS form a direct sum over all the
irreducible (one-dimensional) representations of W i.e. over its characters.
These representations ρj are labelled by j = 0, 1, ..., d − 1 and are given by
ρj(wi) =
Si,j
S0,j
, i = 0, 1, 2, . . . , d− 1,
where Si,j are the matrix elements of S.
Now let us start with a conformal or orbifold inclusion of SU (n) at
level k, and let V again denote the sector basis obtained by α-induction
from the sector basis W = W(n, k) corresponding to the positive energy
representations of SU (n)k. Recall that T ⊂ V are the sectors correspond-
ing to the marked vertices, generating a commutative sector subalgebra
T ⊂ V by Theorem 4.3 of [4]; for details see also Subsection 2.1. Note
that N cb,a = N
b
c,a, thus Na is the transpose matrix of Na. Since T is closed
under conjugation and by Lemma 4.3, the matrices Nt, t ∈ T , and VΛ,
Λ ∈ A(n+k), form a family of normal, commuting matrices and hence can be
simultaneously diagonalized in a suitable orthonormal basis that we denote
by {ψi , i = 1, 2, ...,D}; here D = |V|. As the matrices VΛ constitute a
representation of the fusion algebra W ≡ W (n, k) by Lemma 4.2 they de-
compose in the one-dimensional irreducible representations γΦ of W , which
are labelled by weights Φ ∈ A(n+k) and are given by
γΦ(Λ) =
SΛ,Φ
S0,Φ
, Λ ∈ A(n+k) ,
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where SΛ,Φ denote the entries of the matrix S that diagonalizes the fusion
rules of the endomorphisms associated to the LSU (n) level k theory. Due to
Wassermann’s result [50] these endomorphisms obey the fusion rules given
by the Verlinde formula in terms of the modular S-matrix S, therefore the
modular S-matrix S diagonalizes the endomorphism fusion rules, i.e. we have
indeed S = S.
We conclude that we have a map Φ : {1, 2, ...,D} → A(n+k), i 7→ Φ(i),
such that
VΛ =
D∑
i=1
γΦ(i)(Λ)|ψi〉〈ψi| , Λ ∈ A(n+k) ,
i.e. in components
V bΛ;a =
D∑
i=1
SΛ,Φ(i)
S0,Φ(i)
ψia(ψ
i
b)
∗ , Λ ∈ A(n+k) , a, b ∈ V
The image of Φ is the set of weights Ω ∈ A(n+k) such that γΩ appears in the
VΛ’s. Since in particular Gp = VΛ(p) , p = 1, 2, ..., n− 1, we call these weights
Ω exponents and denote the set of exponents Exp = ImΦ. In other words,
Exp labels the joint spectrum of the matrices VΛ. Similarly, as the Nt’s with
t ∈ T give a representation of the fusion algebra T of the extended theory
by Theorem 4.3 of [4] we have a map s : {1, 2, ...,D} → T , i 7→ s(i), such
that
Nt =
D∑
i=1
ηs(i)(t)|ψi〉〈ψi| , t ∈ T ,
where
ηs(t) =
Sextt,s
Sext0,s
, t ∈ T ,
are the one-dimensional representations of T and Sextt,s denote the entries of
a matrix Sext that diagonalizes the (endomorphism!) fusion rules of T . It
is widely believed for general conformal field theories (and even conjectured
e.g. in [20], Conjecture 4.48) that endomorphisms representing the sectors of
a conformal field theory obey the Verlinde fusion rules given in terms of the
modular S-matrix, i.e. that we can choose Sext = Sext, where Sext is the S-
matrix coming from the modular transformation of the extended characters.
However, a proof exists only for several particular cases, see below.
Thus we have in components
N ca,t =
D∑
i=1
Sextt,s(i)
Sext0,s(i)
ψia(ψ
i
c)
∗ , t ∈ T , a, c ∈ V .
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For Λ ∈ A(n+k) and t ∈ T we define Eig(Λ, t) to be the space spanned by
those ψi which correspond simultaneous eigenvalues γΛ(Λ
′) of VΛ′ and ηt(t
′)
of Nt′ for all t
′ ∈ T , Λ′ ∈ A(n+k), i.e.
Eig(Λ, t) = span{ψi : i ∈ Φ−1(Λ) ∩ s−1(t)} ,
so in particular Eig(Λ, t) = 0 iff Λ /∈ Exp. So far the vectors ψi are fixed up
to unitary transformations in each Eig(Λ, t).
Lemma 4.4 We have ψit =
Sext
t,s(i)
Sext
0,s(i)
ψi0 for any t ∈ T and i = 1, 2, ...,D.
Proof. Clearly we have N c0,t = δc,t. Hence
ψit =
∑
c∈V
N c0,tψ
i
c =
∑
c∈V
D∑
j=1
Sextt,s(j)
Sext0,s(j)
ψj0(ψ
j
c)
∗ψic =
D∑
j=1
Sextt,s(j)
Sext0,s(j)
ψj0δi,j =
Sextt,s(i)
Sext0,s(i)
ψi0
by orthonormality of the ψi’s. Q.E.D.
Let ψ0 = (ψ
i
0)
D
i=1 denote the dual vector of 0-components, and we set
‖ψ0‖Λ,t =
√ ∑
i∈Φ−1(Λ)∩s−1(t)
|ψi0|2 .
Lemma 4.5 If Eig(Λ, t) 6= 0 for some Λ ∈ A(n+k) and t ∈ T then ‖ψ0‖Λ,t 6=
0.
Proof. Since NaNb =
∑
c∈V N
c
a,b ·Nc and N ca,t = N ct,a for t ∈ T by Theorem
4.3 of [4] (a, b, c ∈ V) we have NaNt = NtNa for any a ∈ V. Hence we find
for i ∈ Φ−1(Λ) ∩ s−1(t)
VΩNaψ
i = γΛ(Ω)Naψ
i , NuNaψ
i = ηt(u)Naψ
i , Ω ∈ A(n+k) , u ∈ T ,
i.e. Naψ
i ∈ Eig(Λ, t). In other words, the matrices Na are block-diagonal
in the basis ψi corresponding to the decomposition in Eig(Λ, t). It follows
that there are matrices, the “blocks” Ba ≡ Ba(Λ, t), (Ba)i,j = Bia;j ∈ C,
i, j ∈ Φ−1(Λ) ∩ s−1(t) such that Naψi =
∑
j∈Φ−1(Λ)∩s−1(t)B
i
a;jψ
j , hence in
particular for the 0-components
(Naψ
i)0 =
∑
j∈Φ−1(Λ)∩s−1(t)
Bia;jψ
j
0 .
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Since (Naψ
i)0 =
∑
c∈V N
c
a,0ψ
i
c = ψ
i
a we have for any i ∈ Φ−1(Λ)∩s−1(t) and
any a ∈ V
ψia =
∑
j∈Φ−1(Λ)∩s−1(t)
Bia;jψ
j
0 .
It follows if ψj0 = 0 for all j ∈ Φ−1(Λ) ∩ s−1(t) then ψia = 0 for all i ∈
Φ−1(Λ) ∩ s−1(t) and a ∈ V, i.e. Eig(Λ, t) = 0. Q.E.D.
We set DΛ,t = dimEig(Λ, t) ≡ |Φ−1(Λ) ∩ s−1(t)|. Our vectors ψi are
fixed up to unitary transformations (rotations) in each Eig(Λ, t), ψi 7→∑
j∈Φ−1(Λ)∩s−1(t) ui,jψ
j , with unitary matrices u = (ui,j)i,j∈Φ−1(Λ)∩s−1(t).
Thus we have in particular ψi0 7→
∑
j∈Φ−1(Λ)∩s−1(t) ui,jψ
j
0. This is a ro-
tation in CDΛ,t on the sphere of radius ‖ψ0‖Λ,t. As we have shown that
‖ψ0‖Λ,t 6= 0 if Eig(Λ, t) 6= 0 we arrive at the following
Corollary 4.6 There is a choice of eigenvectors ψi such that ψi0 6= 0 for all
i = 1, 2, . . . ,D, e.g. ψi0 = D
−1/2
Λ,t ‖ψ0‖Λ,t > 0 whenever i ∈ Φ−1(Λ) ∩ s−1(t).
As we now can divide by ψi0 we obtain immediately from Lemma 4.4 the
following
Corollary 4.7 For such a choice we have for any t ∈ T and any b, c ∈ V
N ca,t =
D∑
i=1
ψiaψ
i
t(ψ
i
c)
∗
ψi0
. (27)
Let χextt , t ∈ T , denote the characters of the extended theory and χΛ, Λ ∈
A(n+k), those of SU (n)k. Further, let bt,Λ denote the branching coefficients,
defined by χextt =
∑
Λ∈A(n+k) bt,Λ χΛ. Let also Sext be the modular S-matrix
of the extended theory, i.e. (in the notation of [27])
χextt
(
−1
τ
,
z
τ
, u− (z|z)
τ
)
=
∑
v∈T
Sextt,v χextt (τ, z, u) .
Lemma 4.8 For any Λ ∈ A(n+k) and u ∈ T we have∑
v∈T
Sextu,v bv,Λ =
∑
Ω∈A(n+k)
bu,Ω SΩ,Λ . (28)
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Proof. This is essentially the computation in [27], p. 268, here for the
special case that the branching functions are constants. By taking the S-
transformation on both sides of χextu =
∑
Ω∈A(n+k) bu,Ω χΩ we obtain∑
v∈T
Sextu,v χextv ≡
∑
v∈T
∑
Λ∈A(n+k)
Sextu,v bv,Λ χΛ =
∑
Λ,Ω∈A(n+k)
bu,Ω SΩ,Λ χΛ .
Since the full (not the Virasoro specialized!) characters χΛ are linearly
independent functions the coefficients must coincide, so we are done. Q.E.D.
Note that V tΛ;0 = 〈αΛ, βt〉M(I◦) = 〈λΛ, σβt〉N(I◦) by ασ-reciprocity, thus
we find for the branching coefficients bt,Λ = V
t
Λ;0. Let N˜t denote the restric-
tion of the matrices Nt to T , i.e. (N˜t)u,v = Nvu,t, t, u, v ∈ T .
Lemma 4.9 Provided that Sext diagonalizes the fusion matrices N˜t, t ∈ T ,
i.e. Sext = Sext, we have for Λ ∈ A(n+k) and t ∈ T
bt,Λ =
‖ψ0‖2Λ,t
Sext0,t S0,Λ
. (29)
Proof. Exploiting Sext = Sext, multiplying Eq. (28) by (Sextu,t )∗ and summing
over u ∈ T yields
bt,Λ =
∑
u∈T
∑
Ω∈A(n+k)(S
ext
u,t )
∗ bu,Ω SΩ,Λ
=
∑
u∈T
∑
Ω∈A(n+k)(S
ext
u,t )
∗ V
u
Ω;0 SΩ,Λ
=
∑
u∈T
∑
Ω∈A(n+k)
∑D
i=1(S
ext
u,t )
∗ (SΩ,Φ(i))
∗
S0,Φ(i)
(ψi0)
∗ψiu SΩ,Λ
=
∑
u∈T
∑D
i=1(S
ext
u,t )
∗ δΛ,Φ(i)
S0,Λ
(ψi0)
∗ψiu
=
∑
u∈T
∑D
i=1(S
ext
u,t )
∗ δΛ,Φ(i)
S0,Λ
|ψi0|2
Sext
u,s(i)
Sext
0,s(i)
=
∑D
i=1 δt,s(i)δΛ,Φ(i)
|ψi0|
2
Sext0,t S0,Λ
=
‖ψ0‖2Λ,t
Sext0,t S0,Λ
,
where we used bu,Ω = V
u
Ω;0 = V
u
Ω;0 and Lemma 4.4. Q.E.D.
Recall that the mass matrix of the modular invariant is given by ZΛ,Λ′ =∑
t∈T bt,Λbt,Λ′ . We can now summarize Lemmata 4.5 and 4.9 in the following
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Theorem 4.10 Provided that Sext diagonalizes the fusion matrices N˜t, t ∈
T , i.e. Sext = Sext, we have bt,Λ 6= 0 if and only if Eig(Λ, t) 6= 0. In
particular ZΛ,Λ 6= 0 if and only if Λ ∈ Exp.
Actually we would like to prove a stronger statement than Theorem 4.10,
namely bt,Λ =
√
DΛ,t because this equality holds in all our examples we have
investigated so far. Let us explain why it holds in our examples. Let
trZ =
∑
Λ∈A(n+k)
ZΛ,Λ =
∑
t∈T
∑
Λ∈A(n+k)
b2t,Λ .
We clearly have
∑
t∈T
∑
Λ∈A(n+k) DΛ,t = D ≡ |V|, and it is a simple obser-
vation that trZ = D in all our examples, hence∑
t∈T
∑
Λ∈A(n+k)
b2t,Λ =
∑
t∈T
∑
Λ∈A(n+k)
DΛ,t .
Thus, if all bt,Λ ∈ {0, 1} then our derived equivalence of bt,Λ 6= 0 andDΛ,t 6= 0
in Theorem 4.10 implies bt,Λ =
√
DΛ,t for all t ∈ T , Λ ∈ A(n+k). The only
case of our examples where some bt,Λ > 1 appears is the conformal em-
bedding SU (4)4 ⊂ SO(15)1 where the spinor (s) representation of SO(15)1
restricts to two copies of π(3,2,1), i.e. bs,(3,2,1) = 2. Because of Theorem 4.10
we have DΛ,t ≥ b2t,Λ for all pairs (t,Λ) 6= (s, (3, 2, 1)). However, Petkova and
Zuber [42] found a multiplicity 4 of the exponent (3, 2, 1) in the graphs of
Figs. 12 and 13, i.e.
∑
t∈T D(3,2,1),t = 4. But since bt,(3,2,1) = 0 for t 6= s
implies D(3,2,1),t = 0 for t 6= s it follows D(3,2,1),s = 4, and hence indeed
bt,Λ =
√
DΛ,t for all t ∈ T ,Λ ∈ A(4+4) because trZ = D = 12. Nevertheless
we have not succeeded in proving this equality for the general case.
4.3 Discussion and consequences
Let us now summarize some of the results of this section. To each block-
diagonal modular invariant of SU (n), coming either from a conformal in-
clusion or being of Zn-orbifold type, we have a net of subfactors such that
we can apply α-induction. By doing this, we obtain in particular a set of
n − 1 normal, mutually commuting matrices Gp, p = 1, 2, ..., n − 1, which
can be interpreted as adjacency matrices of fusion graphs, namely those of
[αΛ(p) ] in the sector algebra V . Since [αΛ(p) ] = [αΛ(n−p) ] we find G
t
p = Gn−p.
The matrices Gp can be simultaneously diagonalized in an orthonormal basis
{ψi , i = 1, 2, ..., |V|}, and the eigenvalues of Gp are given by SΛ(p),Φ/S0,Φ,
Φ ∈ Exp, where Exp is a subset of A(n+k).
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Recall that one can define a Zn-valued colouring τ on the vertices of
A(n+k) (which we can identify with the elements ofW) by τ(Λ) = |Λ| mod n.
Then one has τ(0) = 0 and NΛ
′′
Λ,Λ′ = 〈λΛ ◦ λΛ′ , λΛ′′〉N(I◦) = 0 if τ(Λ) +
τ(Λ′) 6= τ(Λ′′). If [θ] decomposes only into sectors [λΛ] of colour zero then
the elements of V inherit the colouring from A(n+k): The colour of [β] ∈ V
is set to be τ(Λ) if [β] appears in [αΛ]. This is then well defined because
〈αΛ, αΛ′〉M(I◦) = 〈θ ◦λΛ, λΛ′〉N(I◦) = 0 if τ(Λ) 6= τ(Λ′). That [θ] decomposes
only into sectors of colour zero is true for all orbifold inclusions and also all
conformal embeddings considered here. Therefore the matrices Gp satisfy all
the axioms postulated in [42]. However, as already mentioned there, there
are also counter examples e.g. the conformal embedding SU (9)1 ⊂ (E8)1
where [θ] has also constituents of non-zero colour.
The sector algebra V possesses a subalgebra given by the fusion algebra
of the sectors of the extended net which restrict to the relevant sectors of
the net of the SU (n) theory. If the corresponding fusion matrices, coming
from these sector products, are diagonalized by the modular S-matrix Sext
of the extended characters then the non-zero diagonal entries ZΛ,Λ of the
modular invariant are precisely those with Λ ∈ Exp. We conjecture that the
modular S-matrix Sext always diagonalizes the extended (endomorphism)
fusion rules, but let us point out the cases where it has already been proven.
First we consider the modular invariants coming from conformal inclu-
sions. It follows from Wassermann’s results [50] that in particular the en-
domorphisms of any LSU (m) level 1 theory satisfy the (Zm) fusion rules of
the Verlinde formula, thus we have Sext = Sext for all conformal inclusions
SU (n) ⊂ G with G = SU (m) for some m. This covers the infinite series of
inclusions
SU (n)n−2 ⊂ SU (n(n− 1)/2)1 and SU (n)n+2 ⊂ SU (n(n+ 1)/2)1 .
By the result of [3], the endomorphisms of the LSO(m) level 1 theories satisfy
the well-known SO(m)1 fusion rules, hence S
ext = Sext also for G = SO(m).
This covers the infinite series of inclusions
SU (n)n ⊂ SO(n2 − 1)1 ,
and also SU (2)10 ⊂ SO(5)1. Moreover, we have seen from the treatment of
the E8 modular invariant of SU (2) (at level k = 28) that the endomorphisms
of the L(G2) level 1 theory obey the Lee-Yang fusion rules, thus we have
Sext = Sext also for the conformal inclusion SU (2)28 ⊂ (G2)1.
Now let us turn to the orbifold modular invariants. Unfortunately, our
results are only complete for SU (2). We have seen that the fusion algebra
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V for the D2̺+2 modular invariants is completely determined although the
homomorphism [α] is not surjective. The modular S-matrices Sext of the
extended characters are known and their Verlinde fusion rules are given
in [1]. They coincide exactly with the fusion rules of the sectors [αj ],
j = 0, 2, 4, ..., 2̺ − 2, and [α2̺]±, the “marked vertices”, which we gave in
Subsection 3.4. Thus we have Sext = Sext also for these cases. Summarizing
we found that Sext = Sext holds for all block-diagonal modular invariants of
SU (2), hence its diagonal entries are labelled by some subset Exp ⊂ Ak+1.
As we have seen for the (non-trivial) block-diagonal modular invariants that
G1 = N[α1] is the adjacency matrix of the Coxeter graphs E6, E8 or Deven (in
fact since they are fusion graphs of norm d2[α1] = d
2
1 = 4cos
2(π/(k+2)) they
can only be these graphs), the set Exp is necessarily given by the Coxeter
exponents of these graphs. Thus our theory explains in particular why the
spins of the diagonal entries of the non-trivial block-diagonal modular in-
variants are given by the Coxeter exponents of the graphs E6, E8 and D2̺+2,
̺ ∈ N.
5 Other applications
We shall also discuss some other examples for the application of α-induction
which may be of some interest of their own.
5.1 Inclusions of extended U(1) theories
Let AN , N = 1, 2, 3, ..., denote the extension of the U(1) current algebra
discussed in [6]. It has 2N sectors constituting Z2N fusion rules. The char-
acters are given by
K(N)a (q) =
1
η
∑
m∈Z
q(a+2mN)
2/4N , a ∈ Z2N ,
where η is Dedekind’s function. The modular invariant partition functions
of these theories have been classified [11]. For each factorization N = ℓ2pp′,
ℓ, p, p′ ∈ N, p and p′ coprime, associate r, r′ ∈ Z such that r′p′ − rp = 1.
Define s = r′p′ + rp. Then
Z(N)(ℓ, s) =
∑
a,b∈Z2N
Z
(N)
a,b (ℓ, s)K
(N)
a K¯
(N)
b
with
Z
(N)
a,b (ℓ, s) =
{ ∑
c∈Zℓ
δa,sb+2cN/ℓ if ℓ|a and ℓ|b
0 otherwise
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exhaust all modular invariants. Note that ℓ = 1, p = N , p′ = 1, implying
r = 0, r′ = 1, s = 1, gives the diagonal modular invariant Z(N)(1, 1). Now
choose an N such that ℓ 6= 1 so that AN is a non-maximal U(1)-extension
in the terminology of [6]. Choose p = N/ℓ2, p′ = 1 implying r = 0, r′ = 1
and s = 1. The corresponding partition function reads
Z(N)(ℓ, 1) =
∑
a∈Z2p
∣∣∣∣∣∣
∑
c∈Zℓ
K
(N)
aℓ+2cN/ℓ
∣∣∣∣∣∣
2
. (30)
But ∑
c∈Zℓ
K
(ℓ2p)
aℓ+2cN/ℓ(q) = η
−1
∑
c∈Zℓ
∑
m∈Z q
(aℓ+2cℓp+2mℓ2p)2/4ℓ2p
= η−1
∑
m∈Z q
(a+2mp)2/4p = K
(p)
a (q) ,
hence
Z(ℓ
2p)(ℓ, 1) =
∑
a∈Z2p
|K(p)a |2 = Z(p)(1, 1) .
Indeed the inclusion AN=ℓ2p ⊂ Ap is of Zℓ type. Note that Z(ℓ2p)(ℓ, 1)
is block-diagonal, and we can take the net of inclusions of local algebras
AN (I) ⊂ Ap(I), with I ∈ Jz, as our net of subfactors N ⊂M.
Let us denote by λ
(N)
a the endomorphisms (which are in fact the au-
tomorphisms constructed in [6]) corresponding to the sectors labelled by
a ∈ Z2N . The Z2N fusion rules then just read
[λ(N)a ]× [λ(N)b ] = [λ(N)a+b] , a, b ∈ Z2N .
Thus the associated fusion algebra W (N) is the group algebra of Z2N (with
Z2N as sector basis). Now we want to apply the machinery of α-induction.
For a non-maximal AN , N = ℓ2p, we start with the block-diagonal partition
function in Eq. (30) and read off the [θ] from the vacuum block,
[θ] =
⊕
c∈Zℓ
[λ
(N)
2cℓp] . (31)
It is easy to see that the formula 〈α(N)a , α(N)b 〉M(I◦) = 〈θ ◦ λ(N)a , λ(N)a 〉N(I◦)
(we denote α
(N)
a ≡ αλ(N)a ) and the homomorphism property of [α] determine
the induced sector algebra V to be the group algebra of Z2ℓp = Z2N/Zℓ.
Now Z2ℓp has the subgroup Z2p, describing the fusion rules of Ap, and this
corresponds to the marked vertices.
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As an illustration we discuss the Z2 inclusion A4 ⊂ A1. The A1 theory
has two sectors and it is known to be precisely the ŝu(2)1 theory. The
A4 theory has eight sectors, and their conformal weights ∆ν are given by
∆a = a
2/16, a = 0,±1,±2,±3, 4. Indeed the series of Z2 orbifold inclusions
SO(2n)2 ⊂ SU (2n)1 gives the inclusion A4 ⊂ A1 when n = 1. The sectors of
A4 labelled by a = 0,±2, 4 are the basic (◦), the spinor (s,c) and the vector
(v) modules, the sectors labelled by ±1 and ±3 are the twisted sectors σ, τ
and and σ′, τ ′, respectively, in the terminology of SO(2n)2. The modular
invariant Z(4)(2, 1) of A4 reads
Z(4)(2, 1) = |K(4)0 +K(4)4 |2 + |K(4)2 +K(4)−2 |2 = |K(1)0 |2 + |K(1)1 |2 = Z(1)(1, 1) .
¿From [θ] = [λ
(4)
0 ] ⊕ [λ(4)4 ] we obtain that V is the group algebra of Z4.
The sectors [λ
(4)
0 ], [λ
(4)
4 ] and [λ
(4)
2 ], [λ
(4)
−2], obtained from [λ
(1)
0 ] and [λ
(1)
1 ]
by σ-restriction, yield irreducible sectors [α
(4)
0 ] = [α
(4)
4 ] and [α
(4)
2 ] = [α
(4)
−2],
respectively, and constitute the Z2 ⊂ Z4 subgroup. In the fusion graph of
[α
(4)
1 ], being the Z4 graph A
(1)
3 , these sectors represent the marked vertices.
The sectors [λ
(4)
±1] and [λ
(4)
±3] are not obtained by σ-restriction of any A1
sectors. Note that these are precisely the twisted sectors. Correspondingly,
[α
(4)
1 ] = [α
(4)
−1] and [α
(4)
3 ] = [α
(4)
−3] yield the elements of the sector basis V of
V which are not represented by marked vertices.
These observations generalize as follows to the block-diagonal modular
invariant Z(N)(ℓ, 1) for N = ℓ2p. We have seen that we then can consider
AN as the Zℓ orbifold theory of Ap. Reading off the [θ], Eq. (31), from the
vacuum block we obtain that V is the group algebra of Z2ℓp. The irreducible
sectors [α
(N)
a ] with a a multiple of ℓ, i.e. a ∈ Z2p ⊂ Z2ℓp, are represented as
marked vertices in the fusion graph of [α
(N)
1 ]. Correspondingly, the sectors
[λ
(N)
a ], a ∈ Z2p, are obtained by σ-restriction of the sector [λ(p)a ] of Ap.
Considering AN as the Zℓ orbifold of Ap, we can interpret the other sectors
[λ
(N)
b ], b /∈ Z2p, as twisted sectors.
5.2 Minimal models
We shall also briefly discuss the treatment of the minimal models here. The
minimal models are described by the positive energy representations of the
diffeomorphism group of the circle Diff(S1), or, on the level of Lie algebras,
by the unitary highest weight modules of the Virasoro algebra Vir(c), where
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the central charge c ≡ c(m) is given by
c = 1− 6
m(m+ 1)
, m = 3, 4, 5, . . .
These models arise as coset theories [23]
SU (2)m−2 ⊗ SU (2)1
SU (2)m−1
.
The modules Hp,q, appearing at fixed m, are labelled by pairs of integers
p = 0, 1, 2, ...,m − 2 and q = 0, 1, 2, ...,m − 1, the conformal grid. We have
a double counting, Hp,q = Hm−p−2,m−q−1.
In the setting of local von Neumann algebras the minimal models have
been treated in [34] quite analogously to the treatment of the loop groups
LSU (n) by Wassermann. Here we are dealing with a net N of local von
Neumann algebras N(I) = π0(DiffI(S
1))′′, where π0 is the vacuum repre-
sentation of Diff(S1) and DiffI(S
1) is the subgroup of diffeomorphisms con-
centrated on an interval I ⊂ S1. Analogously to the arguments for LSU (n)
we have Haag duality in the vacuum representation and the positive energy
representations correspond localized, transportable endomorphisms. The
well known fusion rules are proven in the bimodule setting in [34] and hence
they give the correct fusion rules for the corresponding sectors, explicitly,
[λp,q]× [λp′,q′ ] =
min(p+p′,2m−p−p′−4)⊕
r=|p−p′|
r+p+p′ even
min(q+q′,2m−q−q′−2)⊕
s=|q−q′|
s+q+q′ even
[λr,s]
where λp,q ∈ ∆N (I◦) denote the endomorphisms associated to Hp,q. This
determines the fusion algebra WVir(c(m)).
The modular invariants of the minimal models are classified, and are
labelled by pairs (G1,G2) of ADE-graphs (with Coxeter numbers m− 2 and
m − 1) [7]. If we write the SU (2) modular invariants appearing at level k
and labelled by ADE-graphs G as
ZG =
k∑
j−0
Z
(k)
j,j′(G) χj χ¯j′
then the (G1,G2) modular invariants of the minimal model with c = c(m) is
given by
ZG1,G2 =
1
2
m−2∑
p,p′=0
m−1∑
q,q′=0
Z
(m−2)
p,p′ (G1) Z(m−1)q,q′ (G2) χp,q χ¯p′,q′
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Level Graph G Γk(G)
k = 1, 2, 3, . . . Ak+1 {0}
k = 4̺ , ̺ = 1, 2, 3, . . . D2̺+2 {0, 4̺}
k = 10 E6 {0, 6}
k = 28 E8 {0, 10, 18, 28}
Table 1: The sets Γk(G)
where χp,q denotes the character of Hp,q. The prefactor 1/2 is due to the
double counting. Since either m − 2 or m − 1 is odd either G1 or G2 is
necessarily an A-graph.
We would like to apply the procedure of α-induction. Although these
are block diagonal modular invariants we do not always know what the net
M is. Recall that for SU (2) the E6 and E8 modular invariants come from
the conformal embedding SU (2) ⊂ G where G = SO(5) or G2, respectively.
So it is natural to ask whether there is an extension of Vir for the (G1,G2)
modular invariants where G1 or G2 is E6 or E8. For the (E6, A12)- and (E8,
A30)-invariants the natural candidate is the coset
G1 ⊗ SU (2)1
SU (2)m−1
where G1 = SO(5)1 and m = 12, or G1 = (G2)1, m = 30, respectively.
However, for the (A10,E6) and (A28, E8) modular invariants there is no such
natural candidate. For any block diagonal modular invariant of the minimal
models we proceed by assuming that there is a net M such that the net of
subfactors N ⊂M has the correct properties, in particular, that the blocks
correspond to σ-restriction of representations of the net M. Then we may
go on as follows: Let Γk(G) denote the set of integers j with [λj ] appears
in the [θ] we associated to the SU (2) G modular invariant, see Table 1. For
the (G1,G2) modular invariant of the minimal model with c = c(m) define
[θ] ∈ [∆]N (I◦) by
[θ] =
⊕
p∈Γm−2(G1)
⊕
q∈Γm−1(G2)
[λp,q] ,
so that [θ] precisely correspond to the vacuum block in ZG1,G2 . (Note that
one of the summations is always trivial as either G1 or G2 is an A-graph.)
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[α0,2]+ [α0,0]
[α0,2]−
[α1,1]
[α2,2]+ [α2,0] [α2,2]−
[α3,1]
Figure 15: Fusion graph of [α1,1] for the (A4,D4) modular invariant.
Then we determine the induced fusion algebra V by 〈αp,q, αp′q′〉M(I◦) =
〈θ ◦ λp,q, λp′q′〉N(I◦) where we denote αp,q ≡ αλp,q .
We have to choose an analogue of the fundamental representation of
LSU (n) for the minimal models. It is instructive to discuss briefly the
fusion graphs of [αλ] for the choices λ = λ0,1, λ1,0, λ1,1. First one checks that
then [αλ] is irreducible, 〈αλ, αλ〉M(I◦) = 1, in all cases. Now [α0,1] ([α1,0])
generates the fusion subalgebra corresponding to the first column (row) of
the conformal grid, being isomorphic to W (2,m − 1) (W (2,m − 2). Thus
the fusion graph of [α0,1] ([α1,0]) is not connected; the identity component
is just G2 (G1). Now consider [λ1,1] that is [λ1,1] = [λ0,1]× [λ1,0]. The fusion
graph of [α1,1] is somehow a combination of the graphs G1 and G2. As an
illustration, we give the result for the (A4,D4) modular invariant (m = 5,
c = 4/5)
Z(A4,D4) =
1
2
 3∑
p=0
|χp,0 + χp,4|2 + 2 |χp,2|2
 .
Then [θ] = [λ0,0]⊕ [λ0,4], and we find eight distinct irreducible sectors, [α0,0],
[α1,1], [α2,0], [α3,1], [α0,2]±, [α2,2]±. The fusion graph of [α1,1] is given in Fig.
15.
6 Outlook
We have applied the procedure of α-induction and σ-restriction of sectors
to chiral conformal field theory models, in particular to the SU (n)k WZW
58
models. Looking at the block-diagonal modular invariants arising from con-
formal or orbifold inclusions of SU (n), we have seen that their classification
by certain fusion graphs — in particular the A-D-E classification in the
SU (2) case — can be understood by the induction-restriction machinery of
the relevant sectors. However, many questions remain unanswered. The
induction turns out to be non-surjective in several cases; this is apparently
closely related to multiplicities in the mass matrix Z, but a good under-
standing of this non-surjectivity (which can even lead to non-commutativity
of the induced sector algebra) is still missing. It might be possible to extract
more information about the structure of the induced fusion algebra from the
SU (n)k data than our results in [4] like the main reducibilty formula or ασ-
reciprocity provide. In fact, the observation trZ = D ≡ |V| is still awaiting
a good explanation.
It will certainly be worth looking also at the block-diagonal SU (n) mod-
ular invariants that come neither from conformal nor from orbifold embed-
dings. Moreover, it is not clear at the moment how to incorporate the
type II modular invariants in our framework. Another challanging question,
suggested by the treatment of SU (2), concerns a better understanding of
the relation between the appearance of modular invariants of SU (n) WZW
models and the existence of sub-(equivalent)-paragroups of the paragroups
arising from the relevant A-type subfactors ([29, 39]). Of course it will also
be interesting to construct the associated fusion graphs also for modular
invariants of other Lie groups, e.g. Sp(n).
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