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Abstract. A method of simultaneously optimizing both the structure of
neural networks and the connection weights in a single training loop can
reduce the enormous computational cost of neural architecture search.
We focus on the probabilistic model-based dynamic neural network struc-
ture optimization that considers the probability distribution of structure
parameters and simultaneously optimizes both the distribution parame-
ters and connection weights based on gradient methods. Since the exist-
ing algorithm searches for the structures that only minimize the training
loss, this method might find overly complicated structures. In this paper,
we propose the introduction of a penalty term to control the model com-
plexity of obtained structures. We formulate a penalty term using the
number of weights or units and derive its analytical natural gradient. The
proposed method minimizes the objective function injected the penalty
term based on the stochastic gradient descent. We apply the proposed
method in the unit selection of a fully-connected neural network and the
connection selection of a convolutional neural network. The experimen-
tal results show that the proposed method can control model complexity
while maintaining performance.
Keywords: Neural Networks · Structure Optimization · Stochastic Nat-
ural Gradient · Model Complexity · Stochastic Relaxation
1 Introduction
Deep neural networks (DNNs) are making remarkable progress in a variety of
tasks, such as image recognition and machine translation. While various neu-
ral network structures have been developed to improve predictive performance,
the selection or design of neural network structures remains the user’s task. In
general, tuning a neural network structure improves model performance. It is,
? Accepted as a conference paper at the 28th International Conference on Artificial
Neural Networks (ICANN 2019). The final authenticated publication will be available
in the Springer Lecture Notes in Computer Science (LNCS).
ar
X
iv
:1
90
7.
06
34
1v
1 
 [c
s.N
E]
  1
5 J
ul 
20
19
2 S. Shota and S. Shirakawa
however, tedious, because the user must design an appropriate structure for the
target task through trial-and-error.
To automate neural network structure design processes, methods called neu-
ral architecture search have been developed. A popular approach is to regard
the structure parameters (e.g., the numbers of layers and units, the type of lay-
ers, and the connectivity) as the hyperparameters and optimized them through
black-box optimization methods, such as the evolutionary algorithms [15,19]
and Bayesian optimization [9]. Another approach trains the neural network that
generates the network architecture using policy gradient-based reinforcement
learning methods [23]. However, these approaches require huge computational
resources; several works conducted the experiments using more than 100 GPUs
[15,23], as the evaluation of a candidate structure requires model training and
takes several hours in the case of DNNs.
To solve the computational bottleneck, alternative methods that simultane-
ously optimize both the structure and the connection weights in a single training
loop have been proposed [10,14,17]. These methods are promising because they
can find structures with better prediction performance using only one GPU.
In this paper, we employ the dynamic structure optimization framework intro-
duced in [17] as the baseline algorithm. This framework considers the probability
distribution of structure parameters and simultaneously optimizes both the dis-
tribution parameters and weights based on gradient methods.
The above-mentioned methods concentrate on finding neural network struc-
tures demonstrating high prediction performance; that is, they search for a struc-
ture that minimizes validation or training error. The structures found based
on such criteria might become resource-hungry. To deploy such neural net-
works using limited computing resources, such as mobile devices, a compact
yet high-performing structure is required. Several studies introduced the model
complexity-based objective function, such as the total number of weights and/or
FLOPs. Tan et al. [20] introduced latency (delay time with respect to (w.r.t.)
data transfer) to the objective function as the penalty in the policy gradient-
based neural architecture search and searched for a platform-aware structure.
Additionally, multi-objective optimization methods have been applied to obtain
the structures over a trade-off curve of the performance and model complexity
[3,4]. However, such methods require greater computational resource, as existing
methods are based on hyperparameter optimization.
For the purpose of obtaining compact structures, regularization-based con-
nection pruning methods have been investigated. Han et al. [5] used L2 norm
regularization of weights and iterate the weight coefficient-based pruning and re-
training. This method obtained a simpler structure with the same performance
as the original structure. Liu et al. [11] proposed channel-wise pruning for use
with convolutional neural networks (CNNs) with the addition of new weights
for each channel; the weights are penalized through L1 norm regularization. In
general, regularization-based pruning methods impose a penalty on the weight
values. It is, therefore, difficult to directly use aspect of the network size, such
as the number of weight parameters or units, as the penalty.
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In this paper, we introduce a penalty term for controlling model complexity
in the dynamic structure optimization method [17]. In accordance with the liter-
ature [17], we assume the binary vector as the structure parameters that can use
to represent the network structure, such as the selection of units or connections
between layers. Further, we consider the multivariate Bernoulli distribution and
formulate the objective function to be minimized as the expectation of loss func-
tion under the distribution. Then the penalty term w.r.t. the number of weights
or units is incorporated into the loss to control the model complexity. To in-
vestigate the effects of the proposed penalty term, we apply this method in the
unit selection of a fully-connected neural network. The experimental result shows
that the proposed method can control the model complexity and preferentially
remove insignificant units and connections to maintain the performance.
2 The Baseline Algorithm
We will now briefly explain the dynamic structure optimization framework pro-
posed in [17]. Neural networks are modeled as φ(W,M) by two types of param-
eters: the vector of connection weights W and the structure parameter M . The
structure parameter M ∈M determines d hyperparameters, such as the connec-
tivity of each layer or the existence of units. Let us consider that the structure
parameter M is sampled from the probabilistic distribution p(M | θ), which is
parameterized by a vector θ ∈ Θ as a distribution parameter. We denote the loss
to be minimized as L(W,M) = ∫ l(z,W,M)p(z)dz, where l(z,W,M) and p(z)
indicate the loss of a datum z and the probability distribution of z, respectively.
Instead of directly optimizing L(W,M), the stochastic relaxation of M is
considered; that is, the following expected loss under p(M | θ) is minimized:
G(W, θ) =
∫
L(W,M)p(M | θ)dM , (1)
where dM is a reference measure on M. To optimize W and θ, we use the
following vanilla (Euclidian) gradient w.r.t. W and the natural gradient w.r.t. θ:
∇WG(W, θ) =
∫
∇WL(W,M)p(M | θ)dM , (2)
∇˜θG(W, θ) =
∫
L(W,M)∇˜θ ln p(M | θ)p(M | θ)dM , (3)
where ∇˜θ = F (θ)−1∇θ is the so-called natural gradient [2] and F (θ) is the
Fisher information matrix of p(M | θ). Optimizing θ using (3) works the same
way as information geometric optimization (IGO) [13], which is a unified frame-
work for probabilistic model-based evolutionary algorithms. Different from the
IGO, Shirakawa et al. [17] proposed the simultaneously updating of W and θ
with the gradient directions using (2) and (3), and produced dynamic struc-
ture optimization. In practice, the gradients (2) and (3) are approximated by
Monte-Carlo methods using the mini-batch data samples and the λ structure
parameters sampled from p(M | θ).
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3 Introducing Penalty Term in Dynamic Structure
Optimization
In this section, we introduce a penalty term to dynamic structure optimization
to control model complexity. We focus on the case that the structure parameter
can be treated as a binary vector, as was done in [17].
Representation of Structure Parameter We denote neural networks as
φ(W,M) modeled by the two parameters: W is the weight vector, and M =
(m1, . . . ,md)
T ∈ M = {0, 1}d is a d-dimensional binary vector that determines
neural network structures. We consider the multivariate Bernoulli distribution
defined by p(M | θ) = ∏di=1 θmii (1 − θi)1−mi to be the probability distribution
for the random variable M , where θ = (θ1, . . . , θd)
T, θi ∈ [0, 1] refers to the pa-
rameters of the Bernoulli distribution. For instance, in the connection selection,
the parameter mi determines whether or not the i-th connection appears, and
θi corresponds to the probability that mi becomes one.
Incorporating Penalty Term into Objective Function We denote the
original loss function of neural network models by L(W,M), which depends on
W and M . To penalize the complicated structure, we introduce the penalty term
R(M), which depends on M , and obtain the objective function represented by
L(W,M)+R(M), where  is a penalty coefficient. In this paper, we particularly
focus on the case that the penalty term can be represented by the weighted sum
of mi, i = 1, . . . d, namely R(M) =
∑d
i=1 cimi where ci indicates the coefficient
representing the model complexity that corresponds to the i-th bit. Here, we
assume that the model complexity increases if the bit mi becomes one. This is
a reasonable assumption because the binary vector is usually used to determine
the existences of connections, layers, and units. Therefore, we can consider that
the model complexity increases as the number of ‘1’ bits increases.
As both the original loss and the penalty term are not differentiable w.r.t.
M , we employ stochastic relaxation by taking the expectation of the objective
function. The expected objective function incorporated with the penalty term
under the Bernoulli distribution p(M | θ) is given by
G(W, θ) =
∑
M∈M
L(W,M)p(M | θ) + 
d∑
i=1
ciθi . (4)
When  = 0, the minimization of G(W, θ) recovers the same algorithm with [17].
Gradients for Weights and Distribution Parameters To simultaneously
optimize W and θ, we derive the gradients of G(W, θ) w.r.t. W and θ. The vanilla
gradient w.r.t. W is given by ∇WG(W, θ) =
∑
M∈M∇WL(W,M) since the
penalty term R(M) does not depend on W . Note that the gradient ∇WL(W,M)
can be computed through back-propagation.
Controlling Model Complexity in Dynamic Optimization of NN Structures 5
Regarding the distribution parameters θ, we derive the natural gradient [2],
defined by the product of the inverse of Fisher information matrix and the
vanilla gradient, that is the steepest direction of θ when the KL-divergence is
considered as the pseudo distance of θ. Since we are considering the Bernoulli
distributionF (θ)−1 can be obtained analytically by F (θ)−1 = diag(θ(1 − θ)),
where the product of vectors indicates the element-wise product. We then ob-
tain the analytical natural gradients of the log-likelihood and the penalty term
as ∇˜θ ln p(M | θ) = M − θ and ∇˜θ
∑d
i=1 ciθi = cθ(1 − θ), respectively, where
c = (c1, . . . , cd)
T is the vector representation of the model complexity coeffi-
cients and ∇˜θ = F (θ)−1∇θ indicates the natural gradient operator. As a result,
we obtain the following gradient:
∇˜θG(W, θ) =
∑
M∈M
L(W,M)(M − θ) + cθ(1− θ) . (5)
Gradient Approximation In practice, the analytical gradients are approx-
imated by Monte-Carlo method using λ samples {M1, . . . ,Mλ} drawn from
p(M | θ). Moreover, the loss L(W,Mi) is also approximated using N¯ mini-
batch samples Z = {z1, . . . , zN¯}. Referring to [17], we use the same mini-batch
between different Mi to obtain an accurate ranking of losses. The approximated
loss is given by L¯(W,Mi) = N¯−1
∑
z∈Z l(z,W,Mi), where l(z,W,Mi) represents
the loss of a datum. The gradient for W is estimated by Monte-Carlo method
using λ samples:
∇WG(W, θ) ≈ 1
λ
λ∑
i=1
∇W L¯(W,Mi) . (6)
We can update W using any stochastic gradient descent (SGD) method with
(6).
To update the distribution parameters θ, we transform the loss value L¯(W,Mi)
into the ranking-based utility ui as was done in [17]: ui = 1 if L¯(W,Mi) is
in top dλ/4e, ui = −1 if it is in bottom dλ/4e, and ui = 0 otherwise. The
ranking-based utility transformation makes the algorithm invariant to the or-
der preserving transformation of L. We note that this utility function trans-
forms the original minimization problem into a maximization problem. With
this utility transformation, the approximation of (5) is given by ∇˜θG(W, θ) ≈
1
λ
∑λ
i=1 ui(Mi − θ) − cθ(1 − θ). As a result, the update rule for θ at the t-th
iteration is given by
θ(t+1) = θ(t) + ηθ
( λ∑
i=1
ui
λ
(M − θ(t))− cθ(t)(1− θ(t))
)
, (7)
where ηθ is the learning rate for θ. If we use the binary vector to select input
units and set c = (1, . . . , 1)T, the algorithm works as feature selection [16]. The
method introduced in this paper targets model complexity control and can be
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Algorithm 1: The training procedure of the proposed method.
Input: Training data D and hyperparameters {λ, ηθ, ′}
Output: Optimized parameters of W and θ
begin
Initialize the weight and distribution parameters as W (0) and θ(0)
t← 0
while not stopping criterion is satisfied do
Get N¯ mini-batch samples from D
Sample M1, . . . ,Mλ from p(M | θ(t))
Compute the losses L¯(W,Mi) for i = 1, . . . , λ
Update the distribution parameters to θ(t+1) by (7)
Restrict the range of θ(t+1)
Update the weight parameters to W (t+1) using (6) by any SGD
t← t+ 1
applied in cases where each bit corresponds to a different number of weights by
introducing the model complexity coefficient c. The optimization procedure of
the proposed method is shown in Algorithm 1.
Prediction for Test Data As was proposed in [17], there are two options for
predicting new data using optimized θ and W . In the first method, the binary
vectors are sampled from p(M | θ), and the prediction results are averaged. This
stochastic prediction method will produce an accurate prediction, but it is not a
desirable to obtain a compact structure. The second way is to deterministically
select the binary vector as M∗ = argmaxM p(M | θ) such that mi = 1 if θi ≥ 0.5;
otherwise, mi = 0. In our experiment, we use the second option, deterministic
prediction, and report our results.
Implementation Remark We restrict the range of θ within [1/d, 1−1/d] to re-
tain the possibility of generating any binary vector. To be precise, if the updated
θ through (7) falls outside this range, the values of θ are set at the boundary
value. In addition, the coefficient of  is normalized as  = ′/max(c). The nat-
ural gradient corresponding to L is bounded within the range of [−1, 1]d due to
the utility transformation. In the above normalization, the one corresponding to
the penalty term is bounded within [0, ′/4]d. Therefore, both the gradients are
at approximately the same scale regardless of their encoding scheme (i.e., the
usage of M).
4 Experiment and Result
We apply the proposed method to the two neural network structure optimiza-
tion problems with image classification datasets: unit selection of fully-connected
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neural networks and connection selection of DenseNet [7]. All algorithms are im-
plemented using Chainer framework [21] (version 4.5.0) and CuPy backend [12]
(version 4.5.0) and run on a single NVIDIA GTX 1070 GPU in the experiment
of unit selection and on a single NVIDIA GTX 1080Ti GPU in the experiment of
connection selection. In both experiments, weights are optimized using the SGD
with Nesterov’s momentum. The coefficient of the momentum and the weight
decay are set to 0.9 and 10−4, respectively. Based on [7,17], the learning rate for
weights is divided by 10 at 1/2 and 3/4 of the maximum number of epochs. The
weight parameters are initialized by He’s initialization [6]. We used the cross-
entropy loss of l(z,W,M). The experimental setting of the proposed method is
based on [17]; the sample size is λ = 2, the learning rate is ηθ = 1/d, and the
initial distribution parameters is θ(0) = 0.5.
4.1 Unit Selection of the Fully-Connected Neural Network
Experimental Setting In this experiment, we use a fully-connected neural
network with three hidden layers of 784 units as the base structure, and we
select the units in each hidden layer. The MNIST dataset, which is a 10 class
handwritten digits dataset consisting of 60,000 training and 10,000 test data of
28 × 28 gray-scaled images, is used. We use the pixel values as the inputs and
determine the existence of the units in hidden layers according to the binary
vector M . The i-th unit is active if mi = 1 and inactive if mi = 0. The output of
the i-th unit is represented by miF (Xi), where F and Xi denote the activation
function and the input for the activation of the i-th unit, respectively. We use
rectified linear unit (ReLU) and softmax activation as F in hidden layers and
in an output layer, respectively. When mi = 0, the connections to/from the
i-th unit can be omitted; that is, the active number of weights decreases. The
dimension of θ, the total number of hidden units, is d = 2352. This task is simple,
but we can check how the proposed penalty term works.
We set the mini-batch size to N¯ = 32 and the number of training epochs
to 500 in the proposed method, while the mini-batch size to N¯ = 64 and the
number of training epochs is set to 1000 in other methods. Under these settings,
the number of data samples used in one iteration and the number of iterations
for parameters update become identical in all methods, where the number of
iterations is about 9.5 × 105. We initialize the learning rate for W by 0.01. In
this experiment, we change the coefficient ′ as 2−6, 2−7, 2−8, 2−9, 0, −2−3, and
−20 to check the effect of the penalty term.1 Since each bit decides whether or
not its corresponding unit is active, we simply use the same coefficients of model
complexity for each unit, c = (1, . . . , 1)T.
To evaluate the proposed method’s performance, we report the experimental
result of the fixed neural network structures with the various numbers of units.
We manually and uniformly remove the units in the hidden layers and control the
number of weights. As the network structures are stochastically sampled in the
training phase of the dynamic structure optimization, our method is somewhat
1 The negative value of ′ encourages the increase of the number of active units.
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Fig. 1. The relationship between the weight usage rate and test error rates of (a)
unit selection of the fully-connected neural network and (b) the connection selection
of DenseNet. The median values and 25% and 75% quantile values of each over five
independent trials are plotted.
similar to that of stochastic network models, such as Dropout [18]. We also report
the result using Dropout with a dropout rate of 0.5 for comparison. Note that
the aim of a dropout is to prevent overfitting; thus, all units are kept in the test
phase.
Result and Discussion Figure 1(a) shows the relation between the weight
usage rate and test error rates of the proposed method, the fixed structure, and
Dropout. The median values and the 25% and 75% quantile values of each over
five independent trials are plotted.
Comparing the proposed method and fixed structure, the proposed method
outperforms the fixed structure over the 25% usage rate of weights. In the fixed
structure, the error rate gradually increases as the usage rate of weights de-
creases. The performance of the proposed method deteriorates when its weights
usage rate is approximately 6%. This indicates that the proposed method can
control the usage rate of weights by changing the penalty coefficient of ′ and re-
move the units while still maintaining its performance. The structures obtained
by the different ′ settings create a trade-off curve between the model complexity
and performance.
Comparing the proposed method and the original structure (i.e., the fixed
structure with the 100% weight usage rate), the proposed method outperforms
the original structure in the usage rate of 25% to 100%. Remarkably, when ′ < 0,
although all units are selected after the training procedure (i.e., the structure
is the same as the original structure), the performance improves. Additionally,
dropout training also improves performance. Based on these results, stochastic
training appears to improve prediction performance. Dropout, however, cannot
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Table 1. The numbers of selected units
in each hidden layer in the unit selection
experiment.
Weight 1st 2nd 3rd
usage rate layer
6.6% (′ = 2−6) 92 31 24
26.1% (′ = 2−7) 340 141 126
57.8% (′ = 2−8) 599 380 379
77.7% (′ = 2−9) 704 544 567
93.7% (′ = 0) 770 717 724
100% (′ = −2−3) 784 784 784
Table 2. The numbers of selected con-
nections in each block in the connection
selection experiment.
Weight 1st 2nd 3rd
usage rate block
15.8% (′ = 2−2) 36 6 20
24.1% (′ = 2−3) 45 8 49
42.3% (′ = 2−4) 57 39 67
67.5% (′ = 2−5) 59 61 76
80.3% (′ = 2−6) 65 64 80
100% (′ = −20) 91 91 91
control the weight usage rate, but the proposed method can reduce the number
of used weights without significant performance deterioration.
Table 1 shows a summary of median values of the number of selected units
in each layer. We observe that the proposed method preferentially removes units
in the second and third hidden layers. Therefore, the proposed method removes
the units selectively rather than at random.
The computational time for training by the proposed method is almost the
same as that required by the fixed structure. Even if we run several different
penalty coefficient ′ settings to obtain additional trade-off structures, the total
computational time of the structure search more or less increases several times
over. This is reasonable more than the hyperparameter optimization-based struc-
ture optimization.
4.2 Connection Selection of DenseNet
Experimental Setting We use DenseNet [7] as the base network structure;
it is composed of several dense blocks and transition layers. The dense block
consists of Lblock layers, each of which implements a non-linear transformation
with batch normalization (BN) [8] followed by the ReLU activation and the
3 × 3 convolution. In the dense block, the l-th layer receives the outputs of all
the preceding layers as inputs that are concatenated on the channel dimension.
The size of the output feature-maps in the dense block is the same as that of the
input feature-maps. The transition layer is located between the dense blocks and
consists of the batch normalization, ReLU activation, and the 1× 1 convolution
layer, which is followed by 2 × 2 average pooling. The detailed structure of
DenseNet can be found in [7]. Unlike [7], however, we do not use Dropout.
We optimize the connections in the dense blocks using the CIFAR-10 dataset,
which contains 50,000 training and 10,000 test data of 32 × 32 color images in
the 10 different classes. During the preprocessing and data augmentation, we use
the standardization, padding, and cropping for each channel, and this is followed
by randomly horizontal flipping. The setting details are the same as in [17].
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We determine the existence of the connections between the layers in each
dense block according to the binary vector M . As was done in [17], we use a
simple DenseNet structure with a depth of 40 that contains three dense blocks
with Lblock = 12 and two transition layers. In this setup, the dimension of M
and θ becomes d = 273. We vary the coefficient ′ as 2−2, 2−3, 2−4, 2−5, 2−6,
0, −2−3, and −20 to assess the effect of the penalty term. Additionally, we
set the coefficients of the model complexity ci to match the number of weights
corresponding to the i-th connection.
For the proposed method, we set the mini-batch size to N¯ = 32 and the
number of training epochs to 300. For the other methods, the mini-batch size is
set to N¯ = 64 and the number of training epochs to 600. With these settings,
the number of iterations for parameter updates become identical in all methods,
where the number of iterations is about 4.7×105. We initialize the learning rate
for W by 0.1.
We also report the result when the connections are removed randomly. We
repeatedly sample the binary vector M such that the weight usage rate becomes
the target percentage, and then we train the fixed network.
Result and Discussion Figure 1(b) shows the relations between the weight
usage rate and test error rate. Comparing the proposed method and random
selection, the proposed method outperforms the random selection in the 15% to
40% weight usage rate. In the random selection method, important connections
might be lost when the usage rate of weights is less than 40%. In contrast, the
proposed method can selectively remove the number of weights without increas-
ing the test errors, so it does not eliminate important connections. However,
the difference between the test error rates of the random selection and the pro-
posed method is not significant when the weight usage rate exceeds 60%. This
result indicates that a small number of connections in DenseNet can be randomly
removed without performance deterioration, meaning that DenseNet might be
redundant; the proposed method can moderate increase of the test error rate
within 1% in the 40% weight usage rate.
Table 2 summarizes the median values of the number of selected connections
in each block. The proposed method preferentially remove the connections in
the first and second blocks when ′ = 0 to 2−5, but these deletions do not have a
significant impact on performance. When ′ = 2−4 to 2−2, the proposed method
actively removes the connections in the second block, so the obtained structure
can reduce the performance deterioration more than random selection.
Figure 2 shows the structure obtained by the proposed method when ′ = 2−4
on a typical single run. As we can see, the second block in this structure, which is
between ‘Trans1’ and ‘Trans2’ cells, becames sparser and wider than the first and
third blocks. Interestingly, the second block became a wide structure through
removing the connections between its layers. This result might suggest that
wide structures may be able to improve performance with limited computing
resources. Several works, such as [22], report that widening layers improves the
predictive performance; our findings may also support these wide networks. We
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Fig. 2. The obtained DenseNet structure in the case of ′ = 2−4 on a typical single run.
The numbers in the cells represent the depth of each layer in the original DenseNet
structure. Cells placed in the same column locate the same depth, and the depth of
this DenseNet structure is 32.
would like to emphasize that it is not easy to manually design a structure, such
as that shown in Figure 2, due to the differing connectivities in each block.
Finally, we note that the amount of computational time required by our
structure for training is not significantly greater than that required by random
selection, meaning that our proposed structure optimization is computationally
efficient.
5 Conclusion
In this paper, we propose a method of controlling model complexity by adding
a penalty term to the objective function involved in the dynamic structure op-
timization of DNNs. We incorporate a penalty term dependent on structure
parameters into the loss function and consider its expectation under the multi-
variate Bernoulli distribution to be the objective function. We derive a modified
update rule that enables us to control model complexity.
In the experiment on unit selection, the proposed method outperforms the
fixed structure in terms of a 25 to 100% weight usage rate. In the connection
selection experiment, the proposed method also outperforms random selection in
the small number of weights and preferentially removing insignificant connections
during the training. Upon checking the obtained structure, it is found that the
intermediate block became a wide structure.
As the increased amount of the computational time required by the proposed
method is not significant, we can take the trade-off between model complexity
and performance with an acceptable computational cost. Our method requires
training only once, whereas the pruning methods, such as that in [11], require
the retraining after pruning.
In future work, we will apply the proposed method to the architecture search
method for more complex neural network structures, such as that proposed in
[1]. Additionally, we should evaluate the proposed penalty term using different
datasets. Another possible future work is modifying the proposed method so
that it can use other types of the model complexity criteria, such as FLOPs of
neural networks.
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