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Optimale Hermite-Interpolation differenzierbarer 
periodischer Funktionen 
For the Favard class F, in the space c‘,, of continuous 2r-periodic function\ 
WC solve the following problem. Given .Y c &8 and knots .Y(, -Yl “’ s,. 1 
.x,) 271 we determine weights x,,, (0 i X I II, 0 :-- j -: I’) such that 
is minimal. The optimal weights are unique (except for a trivial case) and NC 
obtain them from a system of periodic polynomial splines u,,, (0 -.. /C II, 
0 i 7’): I;,, :- I/*~(.Y). These splines induce an interpolation operator whose 
dcgrcc of approximation with respect to the class F, is minimal if the knots arc 
equidistant. Finally, we describe an efficient numerical procedure which Shows 
how to compute the interpolation splint in the equidistant case. 
t\ \ei C,, der Raum der stetigen Zn-perlodlschcn Funktionen, normiert 
mittcls der Maximumnorm. und F,. (r c N,j die rte Favardklasse bestchend 
aus den (I I)-ma1 absolut stetig differenzierbaren Funktionen von C,.,: mit 
.i“” ,_ 1. In dieser Arbeit kniipfen wir an Untersuchungen van Lushpai [3] 
an und behandeln analog zum Vorgehen von Sard [4] folgendes Problem: Zu 
vorgegebenem I??, 0 : _ 177 -_ I’. .Y c W und Stiitzstellen x,, c: s1 -: .‘. . 
St, I .\-I, x,, -1 27~ approximiere man das Auswcrtungsfunktional E 
ciurch Linearkombinationen der Punktfunktionale .G,.DJ (k o..... El I: 
i (A.... Hi), d.h. wir suchen nach Gewichten l,,? (/\ o..... Ii I: 
.i !I...., 117) dcrart, da8 
minimal wird. Den Fall 177 I’ I k8nnen wir explizit l&en; dabei be- 
antwortcn wir such die Fruge r,ach der optimalen W;lhl der Stiitzstclier,. 
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SchlieRlich erhalten wir ein Funktionensystelil lf,,, (X o..... I1 l:i o..... 
I’ I) von periodischen Splines, welches insofern optimal ist. aI> die Ge- 
wichte I,,, : u,,j(x) (k 0 ,..., /? I :,i o..... I 1) ein Proximum 
zu .i crgeben. Weiter zeigen wir, daE bis aufeinen trivialen Ausnahmef~ll fii~ 
.Y t [Fr die optimalen Gewichte 1,. , eindeutig bestimmt sind, und ermittein 
den Approximationsgrad supitr., f’ I!.,,,,,/ des durch 
detinierten Interpolationsoperator> L, ,,I Ein Vergleich mit den durch 
Tihomirov [7. 81 berechneten Breiten der Favardklasse zeigt. da8 wir so zu 
einem ApproximationsprozeB mit guteti Approximationseigenschaften 
gelangen. Im lelzten Abschnitt der Albeit wird iiberdies dargelegt, wie mil 
Hilfe des Algorithmus von Cooley und Tukey der Interpolatiolissplille 
numerisch cffizient bestitnmt werden kann. 
2. BERtcwNuNC DER NORM DES FEHLCIUTJN~C I IO~AI.S 
Im folgenden betrachten wir den linearen Raum 
Fiir f K, ist j”’ ‘t absolut stctig; somit exiatiert fast iiberall ,/“‘(.\-I. und /‘” 
gehiirt zu IX, Legen wir fiir f’~: K, 
f’,: I”‘. (1) 
al5 (Halb-) Norm zugrunde. so ist F, die Einheitshugel vott K, Sei 0 ii/ 1’. 
Zu Stiitzstellen x,, -C .Y, c. ..’ .Tir .Y,l 22-r und Gewichtcn 
(I- (Ifs, Ii o..... II I:,; o..... ,,1,“:2 /)I/ t) betrachtcn wit- fiir fe\tes 
.Y t K! die daraus hervorgehenden Restgiiedet- 
,/ I ,,I 
R,,(j) : ,/! \-) 1 x ‘,.,l”‘(.\J (21 
I 0 / 0 
Wir fragen nach optimalen Gewichten u. t‘iir die I<,, ;tlS ~Utlkti~~tl~ll 3tiI‘ h 
minitnale Norm I?,, , sup,, ,) K,,( J) hat. Fiir / 1: K, rilt 
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wobei zwischen h, und der periodischen Fortsetzung i?,. des vten Bernoulli- 
polynoms B, die Beziehung 
(4) 
besteht. Aus (3) ergibt sich fiir das Fehlerfunktional R, die Darstellung 
SATZ I. Die in (2) de$nierten R, sind als Fmkrionale iiber K,. genm dam 
beschriinkt, wenn 
gilt. R, hat dam die Norm 
1st R,, beschrgnkt, so umfal3t der Kern von R, den Nullraum der Halbnorm. 
Dieser ist gleich der Menge P, der konstanten Funktionen, und damit folgt 
(6). Umgekehrt ergibt sich aus (6) und (5) fiir beliebiges n; E R 
Zum Beweis von 
nehmen wir an, daI3 das Minimum fiir G angenommen wird. Nach [5, Satz J .4] 
existiert dann eine Funktion CJ E LT? _ i a ‘?_ : I. so dafi fiir die Fchler- 
funktion 
e(t) : _ h).( t 
die Beziehungen 
~ E(f) t(t) u(r) fiir fast alle t r R 
336 
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. 2.; 
I I 27T) 
I 
u(f) ll/ 0 
- 0 
(81 
gelten. Mit CT bilden wir die Funktion 
ES gilt ,/;, E K,. und wegen (8) .iI:‘( t I CT(;) fiir fast alle t; somil ist j iO ;, I 
und 
. r : 
K, 1 Ui;,) I, 1.‘277) e(t 1 tit. 
. 0 
Satz I fiihrt auf das Problem. den Ausdruck 
beziiglich der ‘~hj und 11 unter der Nebenbedingung (6) zu minimiercn. Au:; 
[5. Satz 1.41 folgt dann die Existenz bon h c R und CI F KC7 mit / CT IC, 1 und 
so da0 die Beziehungen 
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sl@ftetett Fzrnktiorz TCJr, , (T-&,.)(t): =~ /r,(t - x), mter deal algebraischen 
Pol,vnomet? aus P, mit Hiichstkoe~zie~It ( - I )’ ’ l/r!. 
Sei 
dam hat tl,. den Hiichstkoetizienten (-- 1)’ ‘:r!. und es gilt 
Wegen 
folgt aus (9) und ( I 1) 
( ~~~1 )’ 1 ..“,> 
(r ~~- I)! . ,, n(t)(t 
Speziell fiir k = 0 gilt also 
(I !27T) ffr a(t) H).(t) t/t 
. 0 
(1,‘25T) f2” a(t) H,.-,(t) clt 
. 0 
(k 0 . . . . . ,r:,j --~ l...,, , 1). 
(13) 
0 (,; I . . . . . I’ I ). 
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woraus man unter Verwendung von (IO) riickwarts rechnend 
erhllt. Mit (14) ergibt sich so aus (13) 
Dies eingesetzt in (‘12) liefert schliefilich 
I 
. “1, 
v(t) f’ tit ;y 0 (Ii 
. 0 
( j o,.... I’ I ). 
o,.... 77). 
o..... 77: ; 
o,.... II: j .- 0. 
0 . . . . . /l;,j 0, 
(15) 
I...., I’ I j. 
J‘ 1) 
I’ 1). 
Fiir das Interval1 (A-, . s, !,), 0 I i-1 77. gilt also 
c 
‘I L 
o(f) f’ t/t =~- 0 (,j -= 0 ,.... r -~ 1). (16) 
. '/ 
Damit ist Lemma I bewiesen, und als n8chstes stellt sich so das Problem. in 
P,.-.,(x-~ , x,,,) ein (bzw. das) L’-Proximum zu T ,,.(/I,. N,.) zu sucl1cn. 
3. DAS POLYNOMISCHE L'-PROXIMUM zc: CXSHIFTETEN BERNOULLIPOLYNOMCZ 
Sei 0 x: h ~-- u 1. I E [a. b]: im folgenden suchen wir ein Proximum zu 
T- ,(B, B,.) E Ll(a, h) in P, 1(~~, h). Die Untersuchung des Falles I’ 1 
fiihren wir als erstes gesondert durch. Wegen 
B,ir .Y) &it l-j I falls u t : s. 
0. falls .Y ) I?. 
erhglt man fiir a s ~ (a h) ‘2 das eindcutig bcstimmte Pro*imum \ o 
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und fiir it7 h)j2 < s -I b das eindeutig bestimmte Proximum C ~~ 1; im 
Fallc s (n -- b)/2 sind genau die & mit 0 2.’ 5. -‘I 1 Proxima. Ferner gilt 
Sei nun I’ . I. (Unter Beachtung gewisser Modifikationen I$& sich such 
der Fall f I hier einordnen.) Es bezeichne 
die Nullstellen des rten Tschebyschefl-Polynoms 2. Art 0, nach linearer 
Transfol-mation ins Interval1 [a, b]. Man beachte, da0 fiir a,(t) : sign 
U,.((2 ‘(h o))(t - (h -I- a)1’2)), t E [a. I’,]. die Orthogonalit&relation 
gilt. 
I y,(t) nr(t) df =~ 0 fiir /IGP,. 1 (17) - ,I 
p(&.) = B,.( [,, ~~ x) B, ( & x) (Ii I . . . . . 1.) 
LtZI\IL\ 7. Sri s c ([, . tr) ~inrl 97(t) = (t ~~ x)i; ’ (r 21. DUIW eyfidlr 
pt , \p;~ni~ j azlf jeder (r + I)-eletne~tigen Merqy .Y, .e. ... . . s,.,, mit 
s, ’ .\’ -1.’ 1 die Haarsclle Bedingung. 
Man beiveist Lemma 2 leicht durch vollstandige Induktion mittels An- 
wendung de5 Satzes von Rolle. 
Wir kommen zum Beweis von Satz 2. Zuerst untersuchen wir zwei einfache 
Spezialfiillc. Sei a ,:’ x 6,: dam gilt wegen 
H,(r .u) - B,.( t .\‘) r(t x)’ 1. falls N’ f .\‘. 
(IX) 
0. falls .\’ t h. 
die Rcl:ition 
. -2 
/ H,(f .\-) B,(t .\-)I dt I .i/ (B,.(f 
.?) B,(r .\-)) tr,(t 1 L/f (. 
. ,I / 
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d.h. 11 0 ist L1-Proximum. Analog gilt im Falle [, .Y :.: 17 
/ 
(’ B,(f .\) B,.(( .v) I’(1 .\-I’ ’ ti/ 
iI 
1; 
iB,(r 1) B,(l x)) (i,.( t ) t/t 
.’ <I 
d.11. p(t,l r(t .U)r ’ is1 L’-Proximum. lm eigcntiich illl~t~fZ~sLItll~li I,all 
t1 _ .Y . . . . [, beweisen wir die Behauptun, 0 mit Hilfc von Lemma 2: danach 
kann die Fehlerfunktion T ,,(B,. B,.) p nur an den Steilen ‘$, . . . . . [,, 
verschwinden. Dariiber hinaus hut die Eehlerfunktion an dieben Stcllen 
Vorsreichenwechsel: wZre nbmlich in eincr Umgebung eines die\<!, !i: ctwu 
I?,.(/ .Y ) BAt A-) pit) ’ 0, so crhielte man mit (1. t-‘. I, :I’<-,) I 
und q(t,, I 0 (1 1, _ Y A Ii I j), und hinreichend kleinem .i 0 Gill, 
Funktion T- ,(B, R,) 11 ~- Xq. die im Widerspruch zu Lemma 2 min- 
destens I I Nullstellen h&tte. Somit gilt 
)1” ; B,(r .\-I B,(t X) I’( t ) 1It j .I.‘/ ( b,.( I .Y) B,.(t 
’ ,I 
d.h. /I ist das gesuchte L*-Proximurn. 
Wir berechnen nun den L’-Approximationsfehler. ts ist 
)‘ ( I)’ k f I 
1 
‘7, 
(H,(l .\‘) B,(t \-I) t/t 
.I 
\‘)I ‘: il ) 1:t 
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dahci bezeichnet ,CJ~ den durch 
definierten Spline. Nach Taylor gilt 
p,(.\-) 1. ! ( I)” .I”, $,& sign U,(t) dt 
I f”’ (t ~- .Y)~ l sign L’,.(t) t/t r 1’ (t .Y)’ I sign L’,(t) r/t. 
. 1 * /’ 
Mittels diesel- Darstellung k&men wir folgende Eigenschaften von p,. nach- 
weisen: 
SAIZ 3. (i) p,( -I’) ~~ P,.(X); 
(ii) p(( 1) p,(l) mmm 0; 
(iii) p,(s) -0,fir;X <I: 
(iv) p,, ist isoton alf [ --- I, 0] und untiton utf [0, I]. 
(i) Wegen sign U,,( -t) =-= (--I)’ sign U,.(t) und (17) gilt namlich 
(ii) Offensichtlich gilt pi ~~ I) 0. wegen (i) also such p,.(l) = 0. 
(iii) Im Sinne der Definition der Nullstellenvielfachheit bei Splines 
(vgl. [2]) hat ,LJ,, an den Stellen 1-l und ~ I je eine r-fache Nullstelle; da 2r die 
Maximalzahl von Nullstellen ist. gilt p,.(‘.r) > 0 fiir ~ x ~ < I. 
(iv) Im Falle r == 1 gilt p*(x) == 1 ~ ; x ) und damit die Behauptung. 
Fiir r I untersuchen wir 
auf Nullstellen. Wegen (i) gilt p,.‘(O) = 0. An den Stellen J-1 und --I hat 
p,’ auRerdcm je (r - I)-fache Nullstellen. Da p,.’ maximal 2r ~ I Null- 
stellen haben kann, gilt p,‘(x) > 0 fi.ir I < x < 0 und pV’(x-) c’ 0 fiir 
0 .-’ .y . _ I und damit die Behauptung. 
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p,. nimmt sein absolutes Maximum genau im Punkte 0 an. Fiir den Maxi- 
malwert pT gilt 
Wegen 
I 
II 
p, I t’ ’ sign (‘Jt) itf. ( 20) 
* 0 
und 
erhlten wir aus (20) 
p, I’ 
I7 2 $,, .\’ cosr J : .I slgn(sin(r : I) x) t1.1 
* 0 
schlieBlich folgt mit 
(vgl. [9, p. 134, ex. 71) 
3. DIE OPTIMALEh GEWI(.tlTI 
Bezeichnen wir mit 6 ,,,, (v ==: 0,..., II - I : p := I ,..., r) die Punk 
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so gilt aufgrund der Uberlegungen in den Abschnitten 2 und 3 (insbesondere 
Satz 2) fur optimale q,, (0 5 li < II, 0 I .:,j < r) und C~ 
Mit (6) und (23) erhalten wir ein System von nr -I 1 linearen Gleichungen 
mit ebensovielen Unbekannten. Dieses ist l&bar, da unser Lr-Approxima- 
tionsproblem eine Liisung besitzt; zum Nachweis der eindeutigen Losbarkeit 
seien j8J,,j (0 < k < n, 0 15.j <r) und /3 eine Lijsung des homogenen 
Systems, d.h. 
(24) 
und 
Aus Interpolationsgriinden ist dann 
die Fourierreihe dieser Funktion ergibt /I : 0 und 
(26) 
Betrachtet man (26) fur I = I, 2,.... II . r, so erhalt man ein Gleichungs- 
system mit nichtverschwindender Koeffizientendeterminante; also gilt such 
pl~j ‘_ 0 (0 ~ k < IZ, 0 <,j < r). Folglich sind die optimalen Gewichte ciICi 
und 01 eindeutig bestimmt. 
Mittels usj(X) := o!fCj fur x E R erhalten wir Funktionen v~; (0 -< k -: t7, 
0 .<,j < r). Mit Hilfe von (6) und (23) folgt dann, dab es sich dabei urn 
periodische Polynomsplines der Ordnung r handelt mit einfachen Spline- 
knoten in t,,, (0 .< v < n. I -- p -1 r): die zliji geniigen den Tnterpolations- 
bedingungen 
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Dadurch sind sie andererseits aber such schon eindeutig festgestlegt. Weiter 
folgt aus (6) und (23) die Beziehung 
auf die wir im nlchsten Abschnitt zuriickkommen werden. 
Bemerkwg. Zu s E R sind die optimalen Gewichte eindeutig bestimmt, 
aul3er bei r 1 ftir s t-y,, A-,, *)/2 mod 2~ (X o,.... II 1); dann 
denken wir uns die I/,:~ an diesen Stellen stets durch die Normierungsbe- 
dingung ukj(x) : (z/,;,(x 0) I(,, ;(.Y 0))/2 eindeutig festgelegt. 
Zusammenfassend gilt 
SATZ 4. Zu jestm Stiitzstelln~ s,, . . . x1 . .: .. -.: .v,! L ..: x,, 4b 277 
exiJtiert eill Unterraum U,..,, : span{l/,> i ~ 0 _ k I_ II A 0 ‘x: j < r j, so daJj 
fiir alle s E R 
sup .f(-y) 
(E F, 
genau ,fiir die Gewlichte upj(x) (0 ;- k -C n, 0 -i. j c r) minimal wird. Die 
Basiselemente 11~~ eon U,.,, sindperiodische Polynomsplines der Ordnung r mit 
den in (22) angegebenen einfachen Splineknoten; sic geniigen den Interpolations- 
bedingungen (27) und sind dadurch eindeuti<g bestimmt. 
Auf C&’ kann man mittels 
einen Interpolationsoperator L,,, : CT.&’ - U,.,, detinieren. Mit (19), Satz 3 
und Satz 4 ergibt sich dann folgendes 
KOROLLAR. L,.,, hat beziiglich der Fawdklasse F,. den Approximations- 
grad 
dieser is t genau dmn minii77al, wenn die Stijtxtellen ijcpiidistant siml. 
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5. ZUR NUMERISCHES BESTIMMUNG DES TNTERPOLATIONSSPLINES 
Ahnlich wie Golomb [I] beschreiben wir nun fiir den Fall Iquidistanter 
Stiitzsteilen eine Methode zur Bestimmung von s E U,.,,, mit 
Es bezeichne 
GemaR (28) machen wir den Ansatz 
(30) 
die Koeffizienten y und y,:, (0 xl k ( II, I : .,j ‘-. v) sind so zu bestimmen. 
da0 
und (29) gilt. Zu (29) aquivalent ist das Gleichungssystem 
die Gleichungen (31) und (32) sind eindeutig l&bar. Bezeichnen wir mit 
C,,, E iw” ’ rz die Matrix 
und mit gj E [wjL bzw. J’~ E R” die Vektoren 
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so erhalten wir aus (32) 
,:I\ ) 
(33) 
CDj ist zyklische (n, n)-Matrix; die mittels der lzten Einheitswurzel w 
exp(2ni/n) gebildete Matrix 
!2 CZZ (WL’)“<J;,j.:~, E @‘lx” 
enthglt als Spalten die Eigenvektoren von C,j zu deren Eigenwerten 
II-- 1 
x(o,J) :=_ ,?" (-1)" II,-,(.I_,; - &) w"I ” (v == o,.... I? - 1). (34) 
Mit fin1 == (l/n) Q* folgt 
(l//7) Q*C,& =L D,, :- diag(X:,“,“..... A::$). 
Setzen wir 
und 
Sj 1 z (l/H) LL?*gj c.i 
3LJ 7 := (l//1) .Q”.V,, (p 
so I& sich (33) umformen in 
I . . 
: 0.. 
(P 
3 r) 
.F - I). 
I..... I’ 
Umordnen der Gleichungen des Systems ergibt mit 
(35) 
(36, 
I). 
1) 
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die zu (36) gquivalenten Gleichungen 
(37) 
und 
11” [,?] ~ (-“” ‘1 (v =- l...., II - I): 
il %.! 1) 
zusammen mit der aus (31) hervorgehenden Gleichung 
sind diese eindeutig l&bar. Bildet man dann mit Hilfe der L6sung der 
Gieichungen (37), (38) und (39) die Matrix t? : = (yyp), so liefern die Elemente 
der Matrix QG gerade die Koeffizienten ykj (0 < k < n. I :C,j < r). 
Anmerkzmg. Die inneren Produkte in (34), (35) und bei J&I? kijnnen nach 
Cooley und Tukey (vgl. [6, pp. 66-711) mittels diskreter Fouriertrans- 
formation effizient berechnet werden. Die Matrix e erhglt man durch L&en 
von I? Gleichungssystemen mit je r bzw. r + I Unbekannten. Der Gesamt- 
aufwand betrsgt also O(r*nlg(n) A nr3). 
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