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Abstract:
A generalized symmetry of a system of differential equations is an infinitesimal trans-
formation depending locally upon the fields and their derivatives which carries solutions
to solutions. We classify all generalized symmetries of the vacuum Einstein equations in
four spacetime dimensions. To begin, we analyze symmetries that can be built from the
metric, curvature, and covariant derivatives of the curvature to any order; these are called
natural symmetries and are globally defined on any spacetime manifold. We next classify
first-order generalized symmetries, that is, symmetries that depend on the metric and its
first derivatives. Finally, using results from the classification of natural symmetries, we re-
duce the classification of all higher-order generalized symmetries to the first-order case. In
each case we find that the generalized symmetries are infinitesimal generalized diffeomor-
phisms and constant metric scalings. There are no non-trivial conservation laws associated
with these symmetries. A novel feature of our analysis is the use of a fundamental set of
spinorial coordinates on the infinite jet space of Ricci-flat metrics, which are derived from
Penrose’s “exact set of fields” for the vacuum equations.
1. Introduction
Symmetry plays an important role throughout theoretical physics and one of central
importance in field theory [1macro. ], [2macro. ]. Indeed, in the construction of a field the-
ory physical considerations usually demand that the field equations (or the Lagrangian)
possess certain symmetries. These symmetries include Poincare´ symmetry, gauge sym-
metry, diffeomorphism symmetry, various discrete symmetries, and a host of specialized
symmetries needed to ensure the conservation of appropriate quantum numbers. Sym-
metries also play an important role in the mathematical analysis of differential equations
[3macro. ], [4macro. ]. Originating with the work of Lie, symmetry group methods and
their recent generalizations have proved useful in understanding conservation laws, in con-
structing exact solutions, and in establishing complete integrability of certain systems of
differential equations.
The symmetries encountered in field theory are usually of the type commonly referred
to as point symmetries. A point symmetry of a system of differential equations is a 1-
parameter group of transformations of the underlying space of independent and dependent
variables that carries any solution of the equations to another solution. If a point symmetry
preserves an underlying Lagrangian for the system of equations, then there is a correspond-
ing conservation law. However, not all conservation laws stem from point symmetries. To
account for all conservation laws in Lagrangian field theory one must enlarge the notion
of symmetry to include generalized symmetries [5macro. ]. A generalized symmetry is
an infinitesimal transformation, constructed locally from the independent variables, the
dependent variables, and the derivatives of the dependent variables, that carries solutions
of the differential equations to nearby solutions. The importance of generalized symme-
tries is underscored by their role in completely integrable systems of non-linear differential
equations. In particular, when a system of differential equations is integrable, it invariably
admits “hidden” generalized symmetries [3macro. ], [6macro. ], [7macro. ].
In recent years considerable attention has been devoted to applications of symmetry
group methods to a variety of non-linear partial differential equations, but relatively few
complete results have been obtained for the Einstein equations. It is, of course, natural to
inquire whether or not the Einstein equations admit any hidden generalized symmetries,
but the apparent complexity of the ensuing analysis has, to date, precluded substantive
progress. The existence of hidden symmetries of the Einstein equations would lead to solu-
tion generating–classification techniques, and perhaps even information about the general
solution to the Einstein equations. There are hints that such symmetries may exist. The
two Killing field reduction of the Einstein equations leads to an integrable system of partial
differential equations [8macro. ], [9macro. ], [10macro. ]; the self-dual Einstein equations
exhibit an infinite number of symmetries and can be integrated using twistor methods
[10macro. ], [11macro. ], [12macro. ], [13macro. ] . A complete generalized symmetry
analysis provides a systematic and rigorous way to unravel some aspects of the integrable
behavior of the gravitational field equations. In particular, such an analysis indicates
whether the rich structure of special reductions of the Einstein equations extends to the
full theory.
An equally important consequence of a generalized symmetry analysis stems from the
fact that the existence of generalized symmetries of the Einstein equations is a necessary
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condition for the existence of local differential conservation laws for the gravitational field.
If such conservation laws could be found, they would lead to observables for the gravita-
tional field [14macro. ]. It has long been an open problem in relativity theory to exhibit
such observables, and the lack thereof currently hampers progress in canonical quantization
of general relativity [15macro. ].
Recently, Gurses [16macro. ] proposed infinite-dimensional families of generalized
symmetries for the vacuum Einstein equations. Subsequent investigations showed that a
subset of the proposed symmetry transformations were in fact infinitesimal diffeomorphism
symmetries [17macro. ]. The remaining transformations proposed in [16macro. ] fail to
be symmetries in the sense that the transformations are not infinitesimal maps from any
solution of the vacuum equations to another solution [18macro. ], [19macro. ].
In this paper we will give a complete classification of all arbitrary-order generalized
symmetries for the vacuum Einstein equations in four spacetime dimensions. We shall
show that the only generalized symmetries admitted by the vacuum Einstein equations
consist of the diffeomorphism symmetry that is inherent in the Einstein equations and a
trivial scaling symmetry. More precisely, we will prove the following theorem.
Theorem. Let
hab = hab(x
i, gij, gij,h1, . . . , gij,h1···hk)
be the components of a kth-order generalized symmetry of the vacuum Einstein equations
Rij = 0 in four spacetime dimensions. Then there is a constant c and a generalized vector
field
X i = X i(xi, gij, gij,h1, . . . , gij,h1···hk−1)
such that, modulo the Einstein equations,
hab = cgab +∇aXb +∇bXa.
This result was announced in [20macro. ].
Because the existence of generalized symmetries is necessary for the existence of (local
differential) conservation laws, it is natural to ask what is conserved by virtue of the symme-
tries of the Einstein equations. It is straightforward to show that there are no conservation
laws associated with the scaling symmetry. This is because the Hilbert Lagrangian
√
gR
is not preserved (even up to a divergence) under metric re-scalings. The diffeomorphism
symmetries do lead to conservation laws in the form of the contracted Bianchi identities,
but of course the conserved quantities all vanish when the field equations are satisfied.
The plan of this paper is as follows. In §2 we begin with a summary of the theory
of generalized symmetries. We then present elementary applications of this theory to the
Einstein equations. The technical machinery needed for our analysis is then summarized.
In §3 we classify natural symmetries, which are symmetries built from the metric, curva-
ture and covariant derivatives of the curvature to any order. In §4 we classify first-order
generalized symmetries, which require a considerably more intricate analysis than needed
for natural generalized symmetries. In §5 we extend the analysis of §3 to obtain a classi-
fication of all generalized symmetries. The analysis of §5 uses an induction argument to
reduce the classification to that of first-order generalized symmetries.
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We believe the methods that are used to prove these results are of no less importance
than the results themselves. In classifying the generalized symmetries of the Einstein
equations we have developed an effective spinor–jet bundle formalism for analyzing math-
ematical properties of the Einstein equations and related equations [21macro. ]. By far,
the most important ingredient in this formalism is the use of what Penrose calls an “exact
set of fields” for the field equations [22macro. ], [23macro. ]. These are spinor fields which
allow us to parametrize the jet space of vacuum Einstein metrics. In future work we will
apply these spinor–jet techniques to related aspects of general relativity. Specifically, our
methods can be used to classify systematically (i) all closed p-forms that are built locally
from a Ricci-flat metric, (ii) all symplectic forms for the Einstein equations, and (iii) all
divergence-free symmetric tensors built locally from Einstein metrics. Finally, it is worth
pointing out that the existence of an exact set of fields is not limited to the Einstein equa-
tions. For example, preliminary computations show that the generalized symmetries of the
Yang-Mills equations are amenable to analysis using these techniques.
3
2. Preliminaries.
In §2A we briefly review the geometric theory of generalized symmetries for differential
equations and their role in constructing local conservation laws. For more on generalized
symmetries and their applications, see [3macro. ]. In §2B we derive the defining equa-
tions for the generalized symmetries of the vacuum Einstein equations and present some
preliminary results concerning solutions to these equations. We then present in sections
§2C and §2D the technical machinery needed to compute the generalized symmetries of
the Einstein equations. A complete presentation of the results in these latter two sections
can be found in [21macro. ].
2A. Generalized Symmetries for Classical Field Theories.
In classical field theory, the fields are usually identified with sections ϕ:M → E of a
fiber bundle π:E →M . In general relativity, M is a 4-dimensional manifold and π is the
bundle π:G →M of quadratic forms on the tangent space TM with signature (−+++).
A section g:M → G is a choice of Lorentz metric on M .
Let πkM : J
k(E)→ M be the bundle of k-th order jets of local sections of E. A point
σ ∈ Jk(E) is, by definition, an equivalence class of local sections defined in a neighborhood
U of the point x = πkM (σ); two local sections ϕ1, ϕ2:U → E are equivalent if ϕ1 and ϕ2
and all their partial derivatives to order k agree at x. If ϕ:U → E is a local section of E,
then the canonical lift
jk(ϕ):U → Jk(E)
is the map that assigns to each point x ∈ U the k-jet jk(ϕ)(x) represented by ϕ at x.
There are also canonical projections
πkl : J
k(E)→ J l(E),
defined for all k ≥ l. When l = 0, we write πkE : Jk(E) → E. The infinite jet bundle
π∞M : J
∞(E)→M is similarly defined. For a more detailed presentation of jet bundles, see
[3macro. ], [24macro. ].
A differential form ω on J∞(E) is called a contact form if, for every local section
ϕ:U → E,
[j∞(ϕ)]∗(ω) = 0.
The set of all contact forms on J∞(E) is a differential ideal in the ring Ω∗(J∞(E)) of all
differential forms on J∞(E), and we denote this ideal by C(J∞(E)).
A generalized vector field Z on E is a vector field along the map π∞E , that is, for each
point σ ∈ J∞(E), Zσ is a tangent vector in Tp(E), where p = π∞E (σ). If Z is a generalized
vector field on E, then there is a unique vector field prZ on J∞(E), called the infinite
prolongation of Z such that
(i) for each σ ∈ J∞(E), (π∞E )∗[(prZ)σ] = Zπ∞E (σ), and
(ii) prZ preserves the contact ideal, that is, under Lie differentiation LprZ C(J∞(E)) ⊂
C(J∞(E)).
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We shall give local expressions for Z and prZ shortly. A generalized vector field Y on E
that is π-vertical, i.e.,
π∗(Yσ) = 0,
for all σ ∈ J∞(E), is called an evolutionary vector field. Evolutionary vector fields de-
termine “infinitesimal field variations”, and their prolongations determine the induced
variations in the derivatives of the fields. Finally, a generalized vector field X on M is a
vector field along the map π∞M , and a generalized tensor field A of type (p, q) on M is a
smooth map
A: J∞(E)→ T pq (M)
along π∞M , where T
p
q (M) is the bundle of tensors of type (p, q) over M . Note that if Z is
a generalized vector field on E, then ZM = π∗(Z) is a generalized vector field on M .
Every generalized vector field X on M defines a unique vector field totX on J∞(E),
called the total vector field of X , with the properties
(i) (π∞M)∗[(totX)σ] = Xπ∞M (σ), and
(ii) totX annihilates all contact 1-forms, that is, if ω is a contact 1-form, then
totX ω = 0.
The following theorem is easily established from the local formulas for prZ and totX
that we shall give momentarily.
Theorem 2.1. Let Z be a generalized vector field on E. Then there exists a unique
evolutionary vector field Zev such that
prZ = totZM + prZev, (2.1)
where ZM = π∗(Z).
If Z1 and Z2 are generalized vector fields on E, then there exists a generalized vector
field Z3 such that [prZ1, prZ2] = prZ3. We call Z3 the generalized Lie bracket of Z1 and
Z2 and write
[Z1, Z2] = Z3.
We remark that if X is a generalized vector field on M and XE = (π
∞
E )∗(totX), then
prXE = totX.
In other words, totX is also a prolongation of a vector field and therefore totX preserves
the contact ideal. It is straightforward to verify that if totX1 and totX2 are two total vector
fields, then [totX1, totX2] is also a total vector field, [totX1, totX2] = totX3. (Hence the
set of all total vector fields on J∞(E) is a connection of general type on J∞(E) −→M .)
Now suppose a system of differential equations for the sections of E is given. These are
the field equations for the classical field theory. If these equations are of order k (typically
k = 2), then they determine a smooth subbundle
Rk →֒ Jk(E)
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with projection πkM :Rk → M . We call Rk the equation manifold for the classical field
theory. The derivatives of the field equations to order l then define the l-th prolonged
equation manifold
Rk+l →֒ Jk+l(E).
The field equations, together with all their derivatives, determine the infinite prolonged
equation manifold
R∞ →֒ J∞(E).
It is customary to assume [25macro. ], [26macro. ] that the maps
πl+1l :Rl+1 →Rl
are surjective for all l ≥ k and have constant rank. The fiber dimension of πl+1l represents
the number of “degrees of freedom” available in constructing a formal power series solution
for the field equations to order l + 1 from a given solution to order l. Roughly speaking,
equations that are not “over-determined” will satisfy the surjectivity assumption. As we
shall see, the vacuum Einstein equations also satisfy these surjectivity and constant rank
assumptions [21macro. ].
Definition 2.2. A generalized vector field Z on E is called a generalized symmetry of
the given field equations if prZ is tangent to the infinitely prolonged equation manifold
R∞, that is, for all σ ∈ R∞
(prZ)σ ∈ Tσ(R∞).
Generalized symmetries are sometimes called “Lie-Ba¨cklund symmetries”. If Z1 and
Z2 are two generalized symmetries for R∞, then the generalized Lie bracket [Z1, Z2] is also
a generalized symmetry.
It is easy to see from our local coordinate formulas, given below, that if X is a gen-
eralized vector field on M , then totX (or more precisely XE = π
∞
E (totX)) is always a
generalized symmetry for any system of equations. Total vector fields are therefore viewed
as trivial symmetries. A generalized symmetry Z is also considered trivial if Z vanishes on
the prolonged equation manifold R∞. Two generalized symmetries are said to be equiv-
alent if their difference is a trivial symmetry. Theorem 2.1 implies that every generalized
symmetry Z of a given system of equations is equivalent to a generalized symmetry Y which
is π-vertical, that is, to an evolutionary generalized symmetry.
We now give local coordinate descriptions of these various notions. If (xi, ϕα), i =
1, 2, . . . , n and α = 1, 2, . . . , m, are local coordinates on E, then the standard local coordi-
nates for J∞(E) are
(xi, ϕα, ϕαi1 , ϕ
α
i1i2
, . . . , ϕαi1i2···ik , . . .),
where, for a given local section ϕα = ϕα(xi),
ϕαi1···ik(j
∞(ϕ)(x)) =
∂kϕα(x)
∂xi1 · · ·∂xik .
The contact ideal C(J∞(E)) is spanned locally by the contact 1-forms
θαi1···ik = dϕ
α
i1···ik
− ϕαi1···ikjdxj
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for k = 0, 1, 2, . . .. These forms satisfy the structure equations
d θαi1···ik = dx
j ∧ θαi1···ikj .
A generalized vector field Z on E assumes the form
Z = Ai
∂
∂xi
+Bα
∂
∂ϕα
,
where
Ai = Ai(xj, ϕβ, ϕβi1 , . . . , ϕ
β
i1···ik
), and Bα = Bα(xj , ϕβ, ϕβi1 , . . . , ϕ
β
i1···ik
).
A generalized vector field X on M and an evolutionary vector field Y on E take the form
X = Ai
∂
∂xi
and Y = Bα
∂
∂ϕα
,
where, again, the coefficients Ai and Bα are functions of xi, ϕα and the derivatives ϕαi1···ik
to some arbitrary but finite order. The vector field totX is given by
totX = AiDi,
where Di is the total derivative operator
Di =
∂
∂xi
+ ϕαi
∂
∂ϕα
+ ϕαii1
∂
∂ϕαi1
+ ϕαii1i2
∂
∂ϕαi1i2
+ · · · .
We write
Di1i2···ik = Di1Di2 · · ·Dik .
The prolongation of Z is given by the prolongation formula [3macro. ]
prZ = AiDi +
∞∑
k=0
Di1i2···ik(B
α − ϕαi Ai)
∂
∂ϕαi1i2···ik
. (2.2)
Note that, in particular, the prolongation of the evolutionary vector field Y = Bα
∂
∂ϕα
is
prY =
∞∑
k=0
(Di1i2···ikB
α)
∂
∂ϕαi1i2···ik
. (2.3)
We now remark that (2.2) and (2.3) together prove Theorem 2.1, with
Zev = (B
α − ϕαi Ai)
∂
∂ϕα
. (2.4)
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If X1 = A
i
1
∂
∂xi
and X2 = A
i
2
∂
∂xi
are generalized vector fields on M , then
[X1, X2] = [A
i
1(DiA
j
2)− Ai2(DiAj1)]
∂
∂xj
.
If Y1 = B
α
1
∂
∂ϕα
and Y2 = B
α
2
∂
∂ϕα
are evolutionary vector fields on E, then
[Y1, Y2] = [prY1(B
α
2 )− prY2(Bα1 )]
∂
∂ϕα
.
An evolutionary vector field Y = Bα
∂
∂ϕα
defines “infinitesimal field variations”
δϕαi1···il , l = 0, 1, . . ., which depend locally on the fields and their derivatives. Explic-
itly, δϕαi1···il is defined by letting the prolonged vector field prY act on the coordinates
ϕαi1···il , which are viewed as functions on J
∞(E):
δϕαi1···il = prY (ϕ
α
i1···il
) = (Di1i2···ilB
α)(xi, ϕα, ϕαi , . . . , ϕ
α
i1···il+k
).
If
∆β(x
i, ϕα, ϕαi1 , . . . , ϕ
α
i1···ik
) = 0, β = 1, . . . , m (2.5)
is a system of field equations for the fields ϕα, then Rk ⊂ Jk(E) is the manifold defined by
these equations. The infinite prolonged equation manifold R∞ is defined by the equations
(2.5) together with the equations
Di1i2···il∆β = 0
for l = 1, 2, . . .. The evolutionary vector field Y = Bα
∂
∂ϕα
is, according to the tangency
condition in Definition 2.2, a generalized symmetry of (2.5) if and only if the coefficient
functions Bα satisfy the linear total differential equation
k∑
l=0
∂∆β
∂ϕαi1···il
[Di1···ilB
α] = 0 on R∞. (2.6)
This equation is called the formal linearization of (2.5), or the defining equation for the
generalized symmetry Y .
Let us remark that when Z is an ordinary vector field on E, that is,
Z = Ai(xj, ϕβ)
∂
∂xi
+Bα(xj, ϕβ)
∂
∂ϕα
,
and (prZ)(∆β) = 0 on the equation manifold ∆β = 0, then Z is called a point symme-
try of the equations. Point symmetries are in one-to-one correspondence with first-order
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evolutionary symmetries
Y = Bβ(xi, ϕα, ϕαi )
∂
∂ϕβ
,
with Bα a collection of affine linear functions of the first derivatives ϕαi .
Finally, we cite a version of Noether’s theorem as it applies to generalized symmetries
[3macro. ]. Recall that a local differential conservation law V for the field equations ∆β = 0
is a generalized vector density
V = V i(xi, ϕα, ϕαi1 , . . . , ϕ
α
i1d¸otsik
)
∂
∂xi
on M such that the total divergence
DivV = DiV
i = 0 on R∞.
A conservation law V is said to be trivial if there is a generalized skew- symmetric tensor
density
Sij = Sij(xk, ϕα, ϕαi1 , ϕ
α
i1i2
, . . . , ϕαi1···il)
such that
V i = DjS
ij on R∞.
Two conservation laws are said to be equivalent if their difference is a trivial conservation
law. Following Olver [3macro. ], an evolutionary vector field Y = Bα
∂
∂ϕα
is called a
characteristic vector field for the conservation law V if
DivV = Bα∆α (2.7)
identically. Under mild regularity conditions on the equations ∆β = 0, it can be shown that
every conservation law V ′ is equivalent to a conservation law V whose divergence satisfies
(2.7). It is a simple result from the variational calculus that if ∆α are the components of
the Euler-Lagrange operator Eα(L) for some Lagrangian, L = L(x
i, ϕα, ϕαi1 , . . . , ϕ
α
i1···ik
),
Eα(L) =
∂L
∂ϕα
−Di1
∂L
∂ϕαi1
+ · · · ±Di1···ik
∂L
∂ϕαi1···ik
,
then every characteristic vector field Y for a local differential conservation law for the
equations ∆α = 0 defines a generalized symmetry. The converse need not be true. For
example, scaling symmetries of Euler- Lagrange equations typically will not lead to con-
servation laws.
2B. The Formal Linearization of the Einstein Equations.
To study the generalized symmetries of the Einstein field equations, we let π:G →
M be the bundle of Lorentz metrics over the spacetime manifold M . Standard local
coordinates for Jk(G) are
(xi, gij, gij,i1 , . . . , gij,i1i2···ik ).
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The Christoffel symbols Γkij , the curvature tensor R
h
i jk, and their derivatives are all con-
sidered now as functions on Jk(G). The covariant derivatives of a generalized tensor field
on M are defined in terms of total derivatives. For example, if
Aa = Aa(x
i, gij, gij,i1 , gij,i1i2 , . . . , gij,i1i2···ik )
are the components of a generalized 1-form on M , then
∇bAa = DbAa − ΓcabAc
=
∂Aa
∂xb
+
∂Aa
∂gij
gij ,b+
∂Aa
∂gij,i1
gij ,i1b+ · · ·+
∂Aa
∂gij,i1···ik
gij ,i1···ikb−ΓcabAc.
We now compute the formal linearization (2.6) of the vacuum Einstein equations.
Proposition 2.3. Let
Y = hab(x
i, gij, gij,i1 , . . . , gij,i1i2···ik )
∂
∂gab
be an evolutionary vector field on the bundle of Lorentz metrics. Then Y is a generalized
symmetry of the Einstein equations Rij = 0 if and only if[−gcdδai δbj − gabδci δdj + gac (δbi δdj + δbjδdi )]∇c∇dhab = 0 (2.8)
whenever Rij and its covariant derivatives to order k vanish.
Proof: This is an easy computation based upon the identities
(prY )(Γlij) =
1
2
glm[∇ihmj +∇jhmi −∇mhij ], (2.9)
and
(prY )(R li jk) = ∇k(prY (Γlij))−∇j(prY (Γlik)). (2.10)
These formulas are, of course, familiar from the variational calculus. We emphasize that
now (2.9) and (2.10) are to be viewed as identities on Jk(G), where they are direct conse-
quences of the prolongation formula (2.3).
We remark that Proposition 2.3 could also be formulated in terms of the Einstein
tensor Gij and its derivatives. The symmetry conditions so-obtained are equivalent to
(2.8).
Let X = X i(x)
∂
∂xi
be a vector field on M with local flow φt:M → M . Then φt
induces, by pull-back, a local flow on G with corresponding vector field X˜ on G given by
X˜ = Xa
∂
∂xa
− (∂X
a
∂xi
gaj +
∂Xa
∂xj
gai)
∂
∂gij
.
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The associated evolutionary vector field is, by (2.4),
X˜ev = −(∇iXj +∇jXi)∂
∂gij
.
It is well-known [27macro. ] that X˜, or equivalently X˜ev, represents a point symmetry
of the Einstein equations corresponding to the diffeomorphism invariance of the Einstein
equations. This observation motivates the following definition.
Definition 2.4. Let
X = Xa(xi, gij, gij,i1 , . . . , gij,i1i2···il )
∂
∂xa
be a generalized vector field on M . We call the evolutionary vector field
KX = (∇iXj +∇jXi)∂
∂gij
,
where Xi = gijX
j , the associated generalized diffeomorphism vector field on G.
We remark that if X1 and X2 are generalized vector fields on M , then
[KX1 ,KX2 ] = K[X1,X2].
Proposition 2.5. For any generalized vector field X on M , the associated generalized
diffeomorphism vector field KX is a generalized symmetry of the vacuum Einstein equa-
tions.
Proof: By virtue of (2.9), we find that
(prKX)(Γlij) = ∇j∇iX l +R li jpXp,
and hence, by (2.10),
(prKX)Rij = (∇pRij)Xp +Rpj∇iXp +Rip∇jXp,
which vanishes when Rij = 0 and ∇kRij = 0.
We call the symmetry KX a generalized diffeomorphism symmetry of the Einstein
equations. Note that the generalized diffeomorphism vector fields KX will be symmetries
for any generally covariant set of field equations on G. In particular, Proposition 2.5
generalizes to the Einstein equations with cosmological constant.
There is one more obvious symmetry of the vacuum Einstein equations Rij = 0.
Proposition 2.6. For any constant c, the vector field
Sc = c gij ∂
∂gij
(2.11)
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is a point symmetry of the vacuum Einstein equations Rij = 0.
Proof: This proposition follows from the fact that
(prSc)(Γkij) = 0
and hence
(prSc)(Rij) = 0.
Alternatively, hij = c gij clearly satisfies (2.8).
On a 4-dimensional manifold M we have
(prSc)(√gR) = c√gR,
so the scaling symmetry Sc of the Einstein equations does not preserve the Hilbert La-
grangian (even up to a divergence) and therefore does not generate a conservation law.
The generalized diffeomorphism symmetry KX is a characteristic for a conservation law
for the Einstein equations, namely,
∇j(2XiGij) = (∇iXj +∇jXi)Gij .
But the conserved vector field V j = 2XiG
ij is trivial.
We remark that the scaling symmetry Sc and the point diffeomorphism symmetry X˜
are the only point symmetries of the vacuum Einstein equations [27macro. ].
2C. Spinor Coordinates for Prolonged Einstein Equation Manifolds.
Let Ek ⊂ Jk(G) be the set of k-jets that satisfy the Einstein equations and the covari-
ant derivatives of the Einstein equations to order k − 2,
Ek = { jk(g)(x0) ∈ Jk(G) |Gij = 0, Gij|i1 = 0, . . . , Gij|i1···ik−2 = 0 at jk(g)(x0) }.
In what follows, we will either use the vertical bar or ∇ to indicate covariant differentiation.
If hab = hab(x
i, gij, gij,j1, . . . , gij,j1···jk) is a generalized symmetry of the vacuum Ein-
stein equations, then the linearized equations (2.8) must hold identically at each point of
Ek+2. To solve these equations we shall construct explicit coordinates for these prolonged
equation manifolds. To this end, we let Γijk be the Christoffel symbols of the metric gij
and inductively define higher-order Christoffel symbols by
Γij0j1···jk = Γ
i
(j0j1···jk−1,jk)
− (k − 1)Γim(j1···jk−2Γmjk−1jk), (2.12)
for k ≥ 1. These higher-order symbols arise naturally from the prolongations of the
geodesic equations and play a prominent role in T. Y. Thomas’ theory of normal extensions
[28macro. ]. We will denote the generalized Christoffel symbols (2.12) by Γk. Note that
Γij0j1···jk is completely symmetric in the indices j0j1 · · · jk and depends on the metric and
its first k derivatives.
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Next, let [22macro. ]
Qij ,j1···jk = girgjsR
r s
(j1 j2|j3···jk)
, (2.13)
for k ≥ 2. This tensor is a generalized tensor on M of order k, which we denote by Qk.
Note that Qij ,j1···jk is symmetric in ij and j1 · · · jk, and satisfies the cyclic identity
Qi(j ,j1···jk)= 0. (2.14)
It is possible to prove, for example, by applying T.Y. Thomas’ Replacement Theorem
[28macro. ], that
∇jk+1Qij,j1···jk = Qij,j1···jk+1 +
2
k + 2
Qjk+1(i,j)j1···jk +
k
k + 2
Q(j1j2,j3···jk)ij + Lij,j1···jk+1 ,
(2.15)
where
Lij,j1···jk+1 = Lij,j1···jk+1(gab, Qab,c1c2 , . . . , Qab,c1c2···ck−1).
A straightforward calculation, starting with the expression for Rijkl in terms of the deriva-
tives of the metric, shows that
gij,j1···jk = −2
k − 1
k + 1
Qij,j1···jk + gilΓ
l
jj1···jk
+ gjlΓ
l
ij1···jk
+ Pij,j1···jk ,
where
Pij,j1···jk = Pij,j1···jk(ghk, ghk,j1, . . . , ghk,j1···jk−1).
From this equation it is then possible to prove [21macro. ] that the variables
(xi, gij,Γ
i
j0j1
, . . . ,Γij0j1···jk , Qij,j1j2 , . . . , Qij,j1···jk ) (2.16)
can be used as coordinates for the bundle Jk(G). In particular, suppose we are given
quantities qij , X
i
j0j1···jl
, and Yij,j1···jm , for l = 1, 2, . . . , k and m = 2, 3, . . . , k, where qij ,
X ij0j1···jl and Yij,j1···jm have the symmetries of gij, Γ
i
j0j1···jl
and Qij,j1···jm . Then the k-jet
jk(g)(x0) defined inductively by
gij(x0) = qij ,
and
gij,j1···jl(x0) =− 2
k − 1
k + 1
Yij,j1···jm + gil(x0)X
l
jj1···jl
+ gjl(x0)X
l
ij1···jl
+ Pij,j1···jl(gij(x0), gij,j1(x0), . . . , gij,j1···jl−1(x0))
for l = 1, 2, . . . , k and m = 2, 3, . . . , k, satisfies
Γij0j1...jl(j
l(g)(x0)) = X
i
j0j1···jl
,
and
Qij,j1···jm(j
m(g)(x0)) = Yij,j1···jm
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for l = 1, 2, . . . , k and m = 2, 3, . . . , k.
The coordinates (2.16) are well-suited for describing the prolonged Einstein equation
manifold Ek. If we let
[tr1Q]j1j2···jk = g
ijQij ,j1j2···jk , [tr2Q]j,j2···jk = g
ij1Qij ,j1j2···jk , [tr3Q]ij,j3···jk = g
j1j2Qij ,j1j2···jk ,
and
[tr13Q]j3···jk = g
ijgj1j2Qij ,j1j2···jk , [tr22Q]j3···jk = g
ij1gjj2Qij,j1j2···jk ,
then it is not difficult to prove that
Gij|(j3···jk) = Rij|(j3···jk) −
1
2
gijR|(j3···jk)
=
k − 1
k + 1
(
[tr3Q]ij,j3j4···jk − [tr2Q]i,jj3···jk − [tr2Q]j,ij3···jk + [tr1Q]ijj3j4···jk
− gij([tr13Q]j3j4···jk − [tr22Q]j3j4···jk)
)
+ Fij,j3j4···jk ,
(2.17)
where Fij,j3j4···jk is a tensor of order k − 2 that is symmetric in ij and in j3j4 · · · jk. By
contracting this equation with gjj3 we deduce that
gjj3Fij,j3j4···jk(j
k−2(g)(x0)) = 0 whenever j
k−2(g)(x0) ∈ Ek−2. (2.18)
In [21macro. ] we carefully analyze (2.17) to prove the following two theorems. These
are purely algebraic results.
Theorem 2.7. Let jk(g1)(x0) and j
k(g2)(x0) be any two points in Ek and let Ql1, Ql2
denote the values of the tensors Qij,j1···jl , l = 2, . . . , k at j
k(g1)(x0) and j
k(g2)(x0). If
g1ij(x0) = g
2
ij(x0), and if the completely trace-free parts of the tensors Q
l
1 and Q
l
2 agree,
that is,
[Ql1]tracefree = [Q
l
2]tracefree,
for each l = 2, . . . , k, then
Ql1 = Q
l
2
for each l = 2, . . . , k.
Theorem 2.8. Let jk−1(g)(x0) ∈ Ek−1, and let Sab,j1···jk , which is denoted Sk, be a
given tensor with the following properties:
(i) Sab,j1···jk is symmetric in ab and j1 · · · jk,
(ii) Sab,j1···jk is trace-free on any pair of indices, and
(iii) Sa(b,j1···jk) = 0.
Then there exists a metric k-jet jk(g˜)(x0) such that j
k(g˜)(x0) ∈ Ek, and
jk−1(g˜)(x0) = j
k−1(g)(x0),
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and
[Qk(jk(g)(x0))]tracefree = S
k.
Together, Theorems 2.7, 2.8 show that local coordinates for Ek are given by
(xi, gij,Γ
i
j0j1···jl
, [Qij,j1···jl ]tracefree) for l ≤ k. (2.19)
In particular, Theorem 2.8 shows that the projection map πkk−1: Ek → Ek−1 is surjective.
The tensor [Qij,j1···jl ]tracefree has a remarkable characterization in terms of two-component
spinors. This spinor characterization is based on the following theorem [21macro. ].
Theorem 2.9. Let Sab,j1···jk be a complex tensor which satisfies the properties (i)–(iii)
of Theorem 2.8, and let the tensor Sab,j1···jk have the spinor representation
Sab,j1···jk ←→ SA
′
A
B′
B
J′
1
J1
···
···
J′
k
Jk
.
Then there exist unique spinors U
J′
1
···J′
k−2
J1···Jk+2
and V
J′
1
···J′
k+2
J1···Jk−2
, both completely symmetric in
their primed and unprimed indices, such that
SA
′
A
B′
B
J′
1
J1
···
···
J′
k
Jk
= ǫA
′(J′
1ǫ|B
′|J′
2U
J′
3
···J′
k
)
ABJ1···Jk
+ ǫA(J1ǫ|B|J2V
A′B′J′
1
···J′
k
J3···Jk)
.
Now we consider the spinor representation of the curvature tensor [23macro. ],
Rabcd ←→ RA′A B
′
B
C′
C
D′
D
,
where
RA
′
A
B′
B
C′
C
D′
D
= ΨABCDǫ
A′B′ǫC
′D′ +ΨA
′B′C′D′ǫABǫCD
+ ΦC
′
A
D′
B
ǫCDǫ
A′B′ + ΦA
′
C
B′
D
ǫABǫ
C′D′
+ 2Λ(ǫACǫBDǫ
A′C′ǫB
′D′ − ǫADǫBCǫA′D′ǫB′C′).
(2.20)
The totally symmetric spinors ΨABCD and Ψ
A′B′C′D′ correspond to the spinor representa-
tion of the Weyl tensor. The symmetric spinor ΦC
′D′
AB
corresponds to the trace-free Ricci
tensor, and the scalar Λ corresponds to the scalar curvature. If we set
[Qab,j1···jk ]tracefree ←→ QA
′
A
B′
B
J′
1
J1
···
···
J′
k
Jk
,
then it is not too difficult to show, using Theorem 2.9 and (2.20), that
QA
′
A
B′
B
J′
1
J1
···
···
J′
k
Jk
= ǫA
′(J′
1ǫ|B
′|J′
2Ψ
J′
3
···J′
k
)
ABJ1···Jk
+ ǫA(J1ǫ|B|J2Ψ
A′B′J′
1
···J′
k
J3···Jk)
, (2.21)
where
Ψ
J′
1
···J′
k−2
J1···Jk+2
= ∇(J′1(J1 · · ·∇
J′
k−2
)
Jk−2
ΨJk−1JkJk+1Jk+2),
and
Ψ
J′
1
···J′
k+2
J1···Jk−2
= ∇(J′1(J1 · · ·∇
J′
k−2
Jk−2)
ΨJ
′
k−1
J′
k
J′
k+1
J′
k+2
)
.
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In summary, the natural spinor coordinates for the prolonged Einstein equation man-
ifold Ek are
(xi, gij,Γ
i
j0j1
, . . . ,Γij0···jk ,ΨJ1J2J3J4 ,Ψ
J′
1
J′
2
J′
3
J′
4 , . . . ,Ψ
J′
1
···J′
k−2
J1···Jk+2
,Ψ
J′
1
···J′
k+2
J1···Jk−2
). (2.22)
As an example, the natural spinor coordinates for E2 and E3 are
(xi, gij,Γ
i
j0j1
,Γij0j1j2 ,ΨJ1J2J3J4 ,Ψ
J′
1
J′
2
J′
3
J′
4),
and
(xi, gij,Γ
i
j0j1
,Γij0j1j2 ,Γ
i
j0j1j2j3
,ΨJ1J2J3J4 ,Ψ
J′
1
J′
2
J′
3
J′
4 ,Ψ
J′
1
J1J2J3J4J5
,Ψ
J′
1
J′
2
J′
3
J′
4
J′
5
J1
).
The symmetrized covariant derivatives Ψ
J′
1
···J′
k−2
J1···Jk+2
and Ψ
J′
1
···J′
k+2
J1···Jk−2
derive from Penrose’s
notion of an exact set of fields for the vacuum Einstein equations [22macro. ]. Henceforth
we refer to these spinors as the Penrose fields for the vacuum Einstein equations, and we
denote them by Ψk and Ψk. We remark that to pass between the coordinates (2.22) and
(2.19) we use any soldering form σAA
′
a such that
gij = σ
AA′
i σjAA′ .
We have the following important structure equation for the Penrose fields [22macro.
].
Proposition 2.10. The spinorial covariant derivative of Ψ
J′
1
···J′
k−2
J1···Jk+2
, when evaluated on
Ek+1, is given by
∇A′
A
Ψ
J′
1
···J′
k−2
J1···Jk+2
= Ψ
A′J′
1
···J′
k−2
A J1···Jk+2
+ {⋆}, (2.23)
where {⋆} denotes a spinor-valued function of the Penrose fields Ψ2,Ψ2, . . . ,Ψk−1,Ψk−1.
The fact that the lower-order terms {⋆} are of order less than or equal to k − 1 is
essential to much of our symmetry analysis. Equation (2.23) can be viewed as a special
case of (2.15)
We now turn our attention to natural tensors, which we can define precisely using the
language of jets. If f :M →M is a diffeomorphism, we let
f∗:T
p
q (M)→ T pq (M)
be the induced map on tensors. By definition, if Tx ∈ T pq (M)x and y = f(x), then for
covectors α1, . . . , αp ∈ T ∗(M)y and vectors X1, . . . , Xq ∈ T (M)y, (f∗T )y is the type (p, q)
tensor at y given by
(f∗T )y(α1, . . . , αp, X1, . . . , Xq) = Tx(f
∗α1, . . . , f
∗αp, (f
−1)∗X1, . . . , (f
−1)∗Xq),
where f∗αi is the pull-back of αi to T
∗(M)x. Next, we let
f˜ :G → G
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be the lift of f to a bundle morphism on G, that is,
f˜(x, g) = (f(x), f∗g).
The map f˜ can then, in turn, be lifted by prolongation to a bundle morphism on Jk(G)
[3macro. ]:
prkf˜ : Jk(G)→ Jk(G).
Definition 2.11. A natural tensor of type (p, q) and order k on the bundle of quadratic
forms G is a smooth bundle map
T : Jk(G)→ T pq (M)
such that for each diffeomorphism f :M →M and every point g = jk(g)(x0) ∈ Jk(G),
T
(
(prkf˜)(g)
)
= (f∗T )(g).
By appealing to the Replacement Theorem of T. Y. Thomas [28macro. ], it can be
shown that the restriction to Ek of any natural tensor on Jk(G), say
Ta1···ap(gij, gij,j1, . . . , gij,j1···jk),
may be uniquely expressed as a function of the Penrose fields, that is,
Ta1···ap ←→ T
A′
1
···A′p
A1···Ap
(ΨJ1J2J3J4 ,Ψ
J′
1
J′
2
J′
3
J′
4 , . . . ,Ψ
J′
1
···J′
k−2
J1···Jk+2
,Ψ
J′
1
···J′
k+2
J1···Jk−2
). (2.24)
Under an arbitrary SL(2,C) transformation ΛA
B
, the spinor T satisfies the identity
T
A′
1
···A′p
A1···Ap
[Λ ·Ψ] = ΛB1
A1
· · ·ΛBpApΛ
A′
1
B′
1
· · ·ΛA′p
B′p
T
B′
1
···B′p
B1···Bp
[Ψ], (2.25)
where Λ ·Ψ denotes the action of SL(2,C) on the Penrose fields, for example,
[Λ ·Ψ]ABCD = ΛJAΛKBΛLCΛMDΨJKLM .
We call spinors (2.24) that satisfy (2.25) natural spinors of the Penrose fieldsΨ2,Ψ2, . . . ,Ψk,Ψk.
We let ∂Ψ
J1···Jk+2
J′
1
···J′
k−2
, ∂Ψ
J1···Jk−2
J′
1
···J′
k+2
, and ∂Γ
j0···jk
i denote the (symmetrized) partial differ-
ential operators with respect to the coordinates Ψ
J′
1
···J′
k−2
J1···Jk+2
, Ψ
J′
1
···J′
k+2
J1···Jk−2
, and Γij0···jk . For
example,
∂Ψ
J1J2J3J4(ΨABCD) = δ
(J1
A
δJ2
B
δJ3
C
δJ4)
D
.
As a consequence of (2.25) we have the following result [21macro. ].
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Proposition 2.12. Let T
A′
1
···A′p
A1···Aq
be a natural spinor of the fields Ψ2,Ψ2, . . . ,Ψk,Ψk.
The spinorial covariant derivative of T
A′
1
···A′p
A1···Aq
is a natural spinor of the Penrose fields
Ψ2,Ψ2, . . . ,Ψk+1,Ψk+1, and is given by
∇B′
B
T
A′
1
···A′p
A1···Aq
=
k∑
l=2
[
∂
J1···Jl+2
ΨJ′
1
···J′
l−2
T
A′
1
···A′p
A1···Aq
]∇B′
B
Ψ
J′
1
···J′
l−2
J1···Jl+2
+
k∑
l=2
[
∂
J1···Jl−2
ΨJ′
1
···J′
l+2
T
A′
1
···A′p
A1···Aq
]∇B′
B
Ψ
J′
1
···J′
l+2
J1···Jl−2
.
We close this section by deriving a spinor expression for the linearized Einstein equa-
tions (2.8) that we shall use to compute generalized symmetries. Starting from (2.8), and
using the spinor correspondence
∇c∇d ←→ ∇CC′∇DD′
hab ←→ hABA′B′
gcd ←→ ǫCDǫC′D′ ,
the defining equation (2.8) takes the form
[− ǫCDǫC′D′δA
M
δA
′
M′δ
B
N
δB
′
N′ − ǫABǫA′B′δCMδC′M′δDNδD′N′
+ ǫACǫA
′C′(δB
M
δB
′
M′
δD
N
δD
′
N′
+ δD
M
δD
′
M′
δB
N
δB
′
N′
)]∇CC′∇DD′hABA′B′ = 0.
(2.26)
Since hABA′B′ = hBAB′A′ , we have that
hABA′B′ = hBAA′B′ +
1
2
ǫABǫA′B′h, (2.27)
where the trace h of hABA′B′ is given by
h = ǫABǫA
′B′hABA′B′ .
Substituting (2.27) into the last two terms of (2.26), we find that all the trace terms cancel
leaving us with
[−ǫCDǫC′D′δA
M
δA
′
M′δ
B
N
δB
′
N′+ǫ
BCǫA
′C′δA
M
δB
′
M′δ
D
N
δD
′
N′+ǫ
BCǫA
′C′δD
M
δD
′
M′δ
A
N
δB
′
N′ ]∇CC′∇DD′hABA′B′ = 0.
We now multiply this expression with arbitrary spinors αM , αM
′
, βN , βN
′
to get our final
spinor form of the linearized equations.
Proposition 2.13. If hAB
A′B′
are the spinor components of a generalized symmetry of the
vacuum Einstein equations, then for all spinors αM , αM
′
, βN , βN
′
[−ǫCDǫC′D′αAβBαA′βB′ + ǫBCǫA′C′αAβDαB′βD′
+ ǫBCǫ
A′C′αDβAα
D′βB
′
]∇C
C′
∇D
D′
hAB
A′B′
= 0 on Ek+2. (2.28)
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In general hAB
A′B′
is a function of the coordinates (2.22), that is,
hAB
A′B′ = h
AB
A′B′(x
i, σa
AB
,Γij0j1 , . . . ,Γ
i
j0···jk
,ΨJ1J2J3J4 ,Ψ
J′
1
J′
2
J′
3
J′
4 , . . . ,Ψ
J′
1
···J′
k−2
J1···Jk+2
,Ψ
J′
1
···J′
k+2
J1···Jk−2
).
When hAB
A′B′
is a natural generalized symmetry,
hAB
A′B′
= hAB
A′B′
(ΨJ1J2J3J4 ,Ψ
J′
1
J′
2
J′
3
J′
4 , . . . ,Ψ
J′
1
···J′
k−2
J1···Jk+2
,Ψ
J′
1
···J′
k+2
J1···Jk−2
).
In both cases, hAB
A′B′
satisfies the SL(2,C) invariance properties
ΛC
A
ΛD
B
ΛA
′
C′
ΛB
′
D′
hAB
A′B′
(x, σ,Γ,Ψ) = hCD
C′D′
(x,Λ · σ,Γ,Λ ·Ψ),
where Λ · σ, and Λ · Ψ denote the action of SL(2,C) on the soldering form and Penrose
fields.
2D. Results from Tensor and Spinor Algebra.
Here we gather together a number of key algebraic results which we shall use re-
peatedly in our study of the generalized symmetries of the Einstein equations. Following
the standard algebraic treatment of tensors, we consider spinors as multi-linear maps on
complex 2-dimensional vector spaces. For notational convenience, we separate groups of
symmetric spinor (or tensor) arguments with a comma and we use no delimiters between
arguments within a symmetric set. As an example, A(αβ, γ, δ) denotes a rank 4 spinor
that is symmetric in α and β,
A(αβ, γ, δ) = A(β α, γ, δ),
but otherwise has no symmetries. Repeated symmetric arguments of a spinor (or tensor)
will be abbreviated using an exponential notation. For example, if T is a spinor of type
(k, 1) that is totally symmetric in its first k arguments, we will write
T (ψk, α) = T (ψ, . . . , ψ︸ ︷︷ ︸
k times
, α).
It is important to note that the values of T (ψ1ψ2 · · ·ψk, α), where ψ1, ψ2, . . . , ψk are
arbitrary spinors, are completely determined by the values of T (ψk, α). In addition, if αB
and βA are spinors of type (0, 1) and type (1, 0) respectively, we set
βB = ǫABβ
A and αA = ǫABαB.
The skew-symmetric inner product between αB and β
A is given by
< α, β >= αAβ
A = ǫABαAβB = − < β, α > .
We denote by < X, Y > the metric inner product between two vectors X and Y .
The following propositions are all elementary facts which we shall use repeatedly. See
[21macro. ] for proofs.
19
Proposition 2.14. Let P = P (ψk, α) be a rank (k + 1) spinor that is symmetric in its
first k arguments. Then there are unique, totally symmetric spinors P ∗ and Q, of rank
k + 1 and k − 1 respectively, such that
P (ψk, α) = P ∗(ψkα) + < ψ, α > Q(ψk−1).
If P is a natural spinor of the Penrose fields Ψ2, Ψ2, . . . ,Ψk, Ψk, then so are P ∗ and Q.
Proposition 2.15. Let P = P (ψk, α) be a rank (k + 1) spinor that is symmetric in its
first k arguments. If P (ψk, α) satisfies
P (ψk, ψ) = 0, (2.29)
then there is a totally symmetric spinor Q = Q(ψk−1) such that
P (ψk, α) =< ψ, α > Q(ψk−1). (2.30)
If P is a natural spinor, then so is Q.
We note for future use that (2.30) is equivalent to
P (ψ1 · · ·ψk, α) = 1
k
k∑
i=1
< ψi, α > Q(ψ1 · · ·ψi−1ψi+1 · · ·ψk). (2.31)
Proposition 2.16. Let P = P (ψk, α) be a rank (k + 1) spinor that is symmetric in its
first k arguments. If P (ψk, α) satisfies
< ψ, α > P (ψk, β) =< ψ, β > P (ψk, α), (2.32)
then there is a unique totally symmetric spinor Q of rank k − 1 such that
P (ψk, α) =< ψ, α > Q(ψk−1). (2.33)
The spinor Q is natural if P is natural. If P (ψk, α) satisfies
< ψ, α > P (ψk, β) = − < ψ, β > P (ψk, α), (2.34)
then P = 0.
Proposition 2.17. Let T be a symmetric rank-k tensor, and suppose that
T (Xk) = 0
whenever X is a null vector. Then there exists a symmetric tensor P of rank k − 2 such
that, for any vector X ,
T (Xk) =< X,X > P (Xk−2). (2.35)
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Proposition 2.18. Let T (Y p, X) be a tensor that vanishes whenever < Y,X >= 0.
Then there is a unique tensor U(Y p−1) such that
T (Y p, X) =< Y,X > U(Y p−1). (2.36)
We close this section with a characterization of spinors with certain symmetries which
arise in our symmetry analysis of the Einstein equations. The proof of this theorem is
rather lengthy; for details, see [21macro. ].
Theorem 2.19. Let P (ψk+2, ψk−2, α, β, α, β) be a spinor that is symmetric in its first
k + 2 and next k − 2 arguments. The spinor P (ψk+2, ψk−2, α, β, α, β) enjoys the two
symmetry properties
P (ψk+2, ψk−2, α, β, α, β) = P (ψk+2, ψk−2, β, α, β, α) (2.37)
and
P (ψk+2, ψk−2, ψ, α, β, ψ) = 0 (2.38)
if and only if there are spinors,
A = A(ψk, ψk), B = B(ψk+4, ψk−4), W =W (ψk+1, ψk−3, α, α), (2.39)
such that
P (ψk+2, ψk−2, α, β, α, β)
=< ψ, α >< ψ, β > A(ψk, ψk−2αβ)+ < ψ, α >< ψ, β > B(ψk+2αβ, ψk−4)
+ < ψ, α >< α, ψ > W (ψk+1, ψk−3, β, β) + < ψ, β >< β, ψ > W (ψk+1, ψk−3, α, α).
(2.40)
The spinor A is symmetric in its first k and last k arguments; the spinor B is symmetric
in its first k+4 and last k− 4 arguments; and the spinor W is symmetric in its first k+1
and following k − 3 arguments. With these symmetries, the spinors A,B,W are uniquely
determined by P . When k = 3, (2.40) is valid with B = 0 and W = W (ψ4, α, α). When
k = 2, (2.40) holds with B = 0 and W = 0.
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3. Natural Generalized Symmetries of the Vacuum Einstein Equations.
In this section we obtain a complete classification of all natural generalized symmetries
of the vacuum Einstein equations, that is, we find all solutions to the linearized equations
[−ǫCDǫC′D′αAβBαA′βB′ + ǫBCǫA′C′αAβDαB′βD′
+ ǫBCǫ
A′C′αDβAα
D′βB
′
]∇C
C′
∇D
D′
hAB
A′B′
= 0,
(3.1)
where
hAB
A′B′
= hAB
A′B′
(Ψ2,Ψ2,Ψ3,Ψ3, . . . ,Ψk,Ψk)
is a natural spinor depending upon the Penrose fields to order k. Equation (3.1) and all
subsequent equations in this section hold by virtue of the Einstein equations and their
derivatives.
Before beginning the detailed analysis of (3.1), let us outline the principal steps. Since
hAB
A′B′
is assumed to be of order k, the linearized equation is an identity to order k + 2 in
the Penrose fields. It is easy to see that this identity can be written symbolically as
αΨk+2+βΨk+2+γΨk+1Ψk+1+δΨk+1Ψk+1+ǫΨk+1Ψk+1+ρΨk+1+τΨk+1+υ = 0, (3.2)
where the coefficients α, β, . . . , υ are complicated expressions of order k involving hAB
A′B′
and its repeated derivatives with respect to Ψ2, Ψ2, . . .Ψk, Ψk. Each of the coefficients α,
β, . . . , υ must vanish identically because the fields Ψk+2, Ψk+2,Ψk+1,Ψk+1 may be freely
specified on Ek+2. As is standard practice in symmetry group analysis, we analyze this
complicated identity beginning with the highest-order conditions α = 0 and β = 0.
Let ∂kΨh and ∂
k
Ψ
h denote the partial derivatives of hAB
A′B′
with respect to Ψk and Ψk.
The conditions α = 0 and β = 0 impose certain algebraic conditions on the spinors ∂kΨh
and ∂k
Ψ
h which, when carefully analyzed, lead to unique spinor decompositions that we
shall write symbolically as
∂kΨh = A+B +W and ∂
k
Ψ
h = D +E + U. (3.3)
This we do in §3A; see Propositions 3.4 and 3.5. Each term A, B,. . . , U in these decom-
positions separately satisfies the algebraic conditions arising from α = 0 and β = 0. In
§3B we show that the vanishing of the coefficients γ, δ, ǫ force hAB
A′B′
to be linear in the
highest-order Penrose fields Ψk and Ψk, so that the spinors A, B,. . . , U in the represen-
tation (3.3) are all at most of order k − 1. The analysis of the conditions ρ = 0 and τ = 0
is accomplished in two steps. In §3C we prove that A, B, D, E must actually be of order
k − 2, and that there is a generalized natural vector field
XA
A′
= XA
A′
(Ψ2,Ψ2, . . . ,Ψk−1,Ψk−1)
such that
W = ∂k−1Ψ X and U = ∂
k−1
Ψ
X.
We let
kAB
A′B′
= hAB
A′B′
− (∇A
A′
XB
B′
+∇B
B′
XA
A′
).
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Then kAB
A′B′
satisfies (3.2) and (3.3) withW = 0 and U = 0. In §3D we find that the remain-
ing coefficients A, B, D, E in (3.3) now satisfy certain covariant constancy conditions,
from which it readily follows that A = B = D = E = 0. The classification of the natural
generalized symmetries of the Einstein equations is then completed by a simple induction
argument.
Notation and Commutation Rules.
We begin by fixing some notation. If
T
C1...Cp
C′
1
...C′q
= T
C1...Cp
C′
1
...C′q
(Ψ2,Ψ2, . . . ,Ψk,Ψk)
is a natural spinor of type (p, q) and order k, then the partial derivative of T
C1...Cp
C′
1
...C′q
with
respect to Ψl is a natural spinor of type (p+ l + 2, q + l − 2). We shall write
[∂lΨT
C1···Cp
C′
1
...C′q
](ψ1 · · ·ψl+2, ψ1 · · ·ψl−2) = [∂ΨA1...Al+2A′
1
...A′
l−2
T
C1...Cp
C′
1
...C′q
]ψ1
A1
· · ·ψl+2
Al+2
ψ
A′
1
1 · · ·ψ
A′
l−2
l−2 .
(3.4)
Further, let φ1, . . . , φp and φ1, . . . , φq be arbitrary spinors of type (1, 0) and (0, 1)
respectively; we shall write
[∂lΨT ](ψ
l+2, ψl−2;φ1, . . . , φp, φ1, . . . , φq) = [∂
l
ΨT
C1...Cp
C′
1
...C′q
](ψl+2, ψl−2)φ1
C1
· · ·φp
Cp
φ
C′
1
1 · · ·φ
C′q
q .
A semi-colon will always be used to separate arguments corresponding to derivatives with
respect to the coordinates (2.22). Partial derivatives with respect to Ψ
A1...Al−2
A′
1
...A′
l+2
will be
similarly denoted.
We shall repeatedly need certain commutation relations between the partial derivative
operators ∂Ψ
A1...Am+2
A′
1
...A′
m−2
and ∂Ψ
A1...Am−2
A′
1
...A′
m+2
and the covariant derivative operator ∇C
C′
.
Proposition 3.1. Let
T ······ = T
···
···(Ψ
2,Ψ2, . . . ,Ψm,Ψm)
be a natural spinor of order m. Then
[∂m+1Ψ ∇CC′T ······](ψm+3, ψm−1) = ψCψC′ [∂mΨ T ······](ψm+2, ψm−2), (3.5)
and
[∂mΨ∇CC′T ······](ψm+2, ψm−2) = [∇CC′∂mΨ T ······](ψm+2, ψm−2) + ψCψC′ [∂m−1Ψ T ······ ](ψm+1, ψm−3),
(3.6)
and similarly,
[∂m+1
Ψ
∇C
C′
T ······](ψ
m−1, ψm+3) = ψCψC′ [∂
m
Ψ
T ······](ψ
m−2, ψm+2), (3.7)
and
[∂m
Ψ
∇C
C′
T ······](ψ
m−2, ψm+2) = [∇C
C′
∂m
Ψ
T ······)](ψ
m−2, ψm+2) + ψCψC′ [∂
m−1
Ψ
T ······ ](ψ
m−3, ψm+1).
(3.8)
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Proof: These formulas follow directly from Proposition 2.12 and the structure equations
(2.23).
As an application of these commutation relations, we prove a proposition that we shall
need later.
Proposition 3.2. Let
P
A1···Ar
B′
1
···B′s
= PA1···Ar
B′
1
···B′s
(Ψ2,Ψ2, . . . ,Ψk,Ψk)
be a natural spinor that is completely symmetric in the indices A1 . . .Ar and B
′
1 . . .B
′
s. If
∇(C
(C′
P
A1···Ar)
B′
1
···B′s)
= 0 on Ek+1, (3.9)
then P vanishes.
Proof: Equation (3.9) is equivalent to
[Grad P ](α, α;αr, αs) = 0, (3.10)
where we have introduced the notation
[Grad P ](β, β;αr, αs) = βAβ
A′ [∇A
A′
P ](αr, αs). (3.11)
We differentiate (3.10) with respect to Ψk+1 and use the commutation relation (3.5)
to deduce that
[∂kΨP ](ψ
k+2, ψk−2;αr, αs) = 0. (3.12)
Similarly, if we differentiate with respect to Ψk+1 we find that
[∂k
Ψ
P ](ψk−2, ψk+2;αr, αs) = 0. (3.13)
Equations (3.12) and (3.13) show P to be independent of Ψk and Ψk. A simple induction
argument proves that P is independent of all the Weyl spinors Ψk,Ψk, . . . ,Ψ2,Ψ2.
The expansion of (3.9) in terms of the spinor connection coefficients γCA
C′B
and γCA
′
C′B′
now leads to
γ
(CA1
(C′|D|
P
|D|A2...Ar)
B′
1
B′
2
...B′s)
− γ(C|D′|
(C′B′
1
P
A1A2...Ar)
|D′|B′
2
...B′s)
= 0.
This is an identity that must hold for all spinor connection coefficients and therefore, taking
into account the identity
γCA
C′D
ǫAB + γ
CA
C′B
ǫDA = 0,
we conclude that
< α, β > P (γαr−1, αs)+ < α, γ > P (βαr−1, αs) = 0.
Setting β = γ we conclude that
P (αr, αs) = 0.
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Alternatively, one may conclude that P = 0 from the fact that there are no completely
symmetric natural spinors of order zero.
3A. The Ψk+2 and Ψk+2 Analysis.
We suppose that hAB
A′B′
is a natural generalized symmetry of the vacuum Einstein
equations of order k:
hAB
A′B′
= hAB
A′B′
(Ψ2,Ψ2, . . . ,Ψk,Ψk).
In this section we derive necessary and sufficient conditions for the vanishing of the coef-
ficients α and β in (3.2), and we analyze these conditions in detail.
We have, by two applications of (3.5)
[∂k+2Ψ ∇CC′∇DD′hABA′B′ ](ψk+4, ψk) = ψCψC′ [∂k+1Ψ ∇DD′hABA′B′ ](ψk+3, ψk−1)
= ψCψDψC′ψD′ [∂
k
Ψh
AB
A′B′
](ψk+2, ψk−2).
Therefore, if we differentiate equation (3.1) with respect to Ψk+2 it follows that
< β, ψ >< β, ψ > [∂kΨh](ψ
k+2, ψk−2;α, ψ, ψ, α)
+ < α, ψ >< α, ψ > [∂kΨh](ψ
k+2, ψk−2; β, ψ, ψ, β) = 0. (3.14)
Similarly, we differentiate the linearized equations (3.1) with respect to Ψk+2 and use (3.7)
to find
< β, ψ >< β, ψ > [∂k
Ψ
h](ψk−2, ψk+2;α, ψ, ψ, α)
+ < α, ψ >< α, ψ > [∂k
Ψ
h](ψk−2, ψk+2; β, ψ, ψ, β) = 0. (3.15)
Proposition 3.3. If hAB
A′B′
is a natural generalized symmetry of order k for the vacuum
Einstein equations, then
[∂kΨh](ψ
k+2, ψk−2;ψ, α, α, ψ) = 0 (3.16)
and
[∂k
Ψ
h](ψk−2, ψk+2;ψ, α, α, ψ) = 0. (3.17)
Proof: In equation (3.14) we set α = β and α = β to deduce that
[∂kΨh](ψ
k+2, ψk−2;α, ψ, ψ, α) = 0.
The symmetry hABA′B′ = hBAB′A′ then leads to (3.16). In equation (3.15) we set α = β
and α = β, and then use the symmetry of hABA′B′ to arrive at (3.17). Note that (3.16)
and (3.17) are necessary and sufficient for (3.14) and (3.15) to hold.
Theorem 2.19 allows us to explicitly characterize all natural spinors that satisfy (3.16)
and (3.17).
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Proposition 3.4. The spinor [∂kΨh](ψ
k+2, ψk−2;α, β, α, β) satisfies the symmetry condi-
tions (3.16) if and only if there are natural spinors,
A = A(ψk, ψk), B = B(ψk+4, ψk−4), W =W (ψk+1, ψk−3, α, α), (3.18)
such that
[∂kΨh](ψ
k+2, ψk−2;α, β, α, β) (3.19)
=< ψ, α >< ψ, β > A(ψk, ψk−2αβ)+ < ψ, α >< ψ, β > B(ψk+2αβ, ψk−4)
+ < ψ, α >< α, ψ > W (ψk+1, ψk−3, β, β) + < ψ, β >< β, ψ > W (ψk+1, ψk−3, α, α).
The spinor A is symmetric in its first k and last k arguments; the spinor B is symmetric
in its first k+4 and last k− 4 arguments; and the spinor W is symmetric in its first k+1
and following k − 3 arguments. With these symmetries, the spinors A,B,W are uniquely
determined by ∂kΨh. When k = 3, (3.19) is valid with B = 0 and W =W (ψ
4, α, α). When
k = 2, (3.19) holds with B = 0 and W = 0.
Let us remark that (3.19) contains the algebraic form of the generalized diffeomor-
phism symmetry. Indeed, if
XA
A′
= XA
A′
(Ψ2,Ψ2, . . . ,Ψk−1,Ψk−1)
is the spinor form of a natural vector field of order k − 1, and we let
dAB
A′B′
= ∇A
A′
XB
B′
+∇B
B′
XA
A′
,
then, by (3.5),
[∂kΨd](ψ
k+2, ψk−2;α, β, α, β) = < ψ, α >< α, ψ > [∂k−1Ψ X ](ψ
k+1, ψk−3; β, β)
+ < ψ, β >< β, ψ > [∂k−1Ψ X ](ψ
k+1, ψk−3;α, α).
(3.20)
We observe that with W = ∂k−1Ψ X the right hand side of (3.20) coincides with the expres-
sion involving W in (3.19). In §3C we shall prove W satisfies integrability conditions that
imply W = ∂k−1Ψ X .
There is an analogous decomposition for ∂k
Ψ
h.
Proposition 3.5. The spinor [∂k
Ψ
h](ψk−2, ψk+2;α, β, α, β) satisfies the symmetry condi-
tions (3.17) if and only if there are natural spinors,
D = D(ψk, ψk), E = E(ψk+4, ψk−4), U = U(ψk+1, ψk−3, α, α), (3.21)
such that
[∂k
Ψ
h](ψk−2, ψk+2;α, β, α, β) (3.22)
=< ψ, α >< ψ, β > D(ψk, ψk−2αβ)+ < ψ, α >< ψ, β > E(ψk+2αβ, ψk−4)
+ < ψ, α >< α, ψ > U(ψk+1, ψk−3, β, β)+ < ψ, β >< β, ψ > U(ψk+1, ψk−3, α, α).
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The spinor D is symmetric in its first k and last k arguments; the spinor E is symmetric
in its first k+ 4 and last k − 4 arguments; and the spinor U is symmetric in its first k+ 1
and following k − 3 arguments. With these symmetries the spinors D,E, U are unique.
When k = 3, (3.22) is valid with E = 0 and U = U(ψ4, α, α). When k = 2, (3.22) holds
with E = 0 and U = 0.
3B. The Ψk+1Ψk+1, Ψk+1Ψk+1, and Ψk+1Ψk+1 Analysis.
In this step we prove that if hAB
A′B′
is a natural generalized symmetry of order k, then
hAB
A′B′
must be linear in the highest derivatives Ψk and Ψk. To begin, we use the commutation
rules (3.5) and (3.6) to find that
(∂k+1Ψ ∂
k+1
Ψ ∇CC′∇DD′hABA′B′)(χk+3, χk−1;ψk+3, ψk−1)
=
[
∂k+1Ψ {ψCψC′(∂kΨ∇DD′hABA′B′)(ψk+2, ψk−2) +∇CC′(∂k+1Ψ ∇DD′hABA′B′)(ψk+3, ψk−1)}
]
(χk+3, χk−1)
=
[
∂k+1Ψ {ψCψC′(∂kΨ∇DD′hABA′B′)(ψk+2, ψk−2) + ψDψD′∇CC′(∂kΨhABA′B′)(ψk+2, ψk−2)}
]
(χk+3, χk−1)
=
(
ψCψC′χ
DχD′ + ψ
DψD′χ
CχC′
)
(∂kΨ∂
k
Ψh
AB
A′B′
)(ψk+2, ψk−2;χk+2, χk−2).
(3.23)
We differentiate the symmetry equation (3.1) twice with respect to Ψk+1 and use
(3.23); after some elementary simplifications we obtain
−2 < ψ, χ >< ψ, χ > (∂kΨ∂kΨh)(ψk+2, ψk−2;χk+2, χk−2;α, β, α, β)
+ < ψ, β >< ψ, β > (∂kΨ∂
k
Ψh)(ψ
k+2, ψk−2;χk+2, χk−2;α, χ, χ, α)
+ < χ, β >< χ, β > (∂kΨ∂
k
Ψh)(ψ
k+2, ψk−2;χk+2, χk−2;α, ψ, ψ, α)
+ < ψ, α >< ψ, α > (∂kΨ∂
k
Ψh)(ψ
k+2, ψk−2;χk+2, χk−2; β, χ, χ, β)
+ < χ, α >< χ, α > (∂kΨ∂
k
Ψh)(ψ
k+2, ψk−2;χk+2, χk−2; β, ψ, ψ, β) = 0.
In the notation of equation (3.2) this is the condition γ = 0. Using Proposition 3.3, we
immediately find that this equation simplifies to
(∂kΨ∂
k
Ψh)(ψ
k+2, ψk−2;χk+2, χk−2;α, β, α, β) = 0. (3.24)
This proves that hAB
A′B′
is at most linear in the variables Ψk. Likewise, if we take the second
derivative of the linearized equations (3.1) with respect to Ψk+1 and use Proposition 3.3,
we obtain
(∂k
Ψ
∂k
Ψ
h)(ψk−2, ψk+2;χk−2, χk+2;α, β, α, β) = 0, (3.25)
which implies that hAB
A′B′
is linear in the variables Ψk. Finally, differentiation of the sym-
metry condition (3.1) with respect to Ψk+1 and Ψk+1, followed by use of Proposition 3.3,
leads to
(∂k
Ψ
∂kΨh)(ψ
k−2, ψk+2;χk+2, χk−2;α, β, α, β) = 0. (3.26)
Together, equations (3.24), (3.25), and (3.26) prove the following proposition.
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Proposition 3.6. Let
hAB
A′B′
= hAB
A′B′
(Ψ2,Ψ2, . . . ,Ψk,Ψk)
be a generalized symmetry of the vacuum Einstein equations. Then hAB
A′B′
is at most linear
in the top-order Penrose fields Ψk and Ψk.
Corollary 3.7. The spinors A,B,W and D,E, U in equations (3.19) and (3.22) are at
most of order k − 1.
Proof: This corollary follows from Proposition 3.6 and the fact that the spinors A,B,W
and D,E, U in the decompositions (3.19) and (3.22) are unique.
At this point we are able to prove that there are no generalized symmetries of the
Einstein equations of differential order two and three in the metric, aside from the scaling
symmetry (2.11).
Corollary 3.8. Let hAB
A′B′
(Ψ2,Ψ2) be a natural generalized symmetry of the vacuum
Einstein equations of order 2. Then
hAB
A′B′ = c ǫA′B′ǫ
AB,
where c is a constant.
Proof: According to Proposition 3.4 and Proposition 3.5, we have that
[∂2Ψh](ψ
4;α, β, α, β) =< ψ, α >< ψ, β > A(ψ2, αβ),
and
[∂2
Ψ
h](ψ4;α, β, α, β) =< ψ, α >< ψ, β > D(ψ2, αβ).
Proposition 3.6 implies that the spinors A and D are independent of the Penrose fields Ψ2
and Ψ2. Because h is SL(2,C) invariant, A andD are SL(2,C) invariant, and consequently
they are constructed solely from the ǫ-spinors. It is easy to check that there are no spinors
with the rank and symmetries of A and D built solely from the ǫ-spinors. Therefore
A = D = 0. This implies that hAB
A′B′
is a function only of the ǫ- spinors from which the
corollary follows.
Corollary 3.9. Let hAB
A′B′
(Ψ2,Ψ2,Ψ3,Ψ3) be a natural generalized symmetry of the vac-
uum Einstein equations of order 3. Then
hAB
A′B′ = c ǫA′B′ǫ
AB,
where c is a constant.
Proof: According to Proposition 3.5, we have that
[∂3Ψh](ψ
5, ψ;α, β, α, β) =< ψ, α >< ψ, β >A(ψ3, ψαβ)+ < ψ, α >< α, ψ > W (ψ4, β, β)
+ < ψ, β >< β, ψ > W (ψ4, α, α),
and
[∂3
Ψ
h](ψ, ψ5;α, β, α, β) =< ψ, α >< ψ, β >D(ψ3, ψαβ)+ < ψ, α >< α, ψ > U(ψ4, β, β)
+ < ψ, β >< β, ψ > U(ψ4, α, α).
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Proposition 3.6 implies that A,D,W, and U are functions of at most Ψ2 and Ψ2. However,
there are no natural spinors with the rank and symmtetry of A,D,W, and U built solely
from the undifferentiated Weyl spinors. To see this, let us focus on the spinor A. Because
A is a natural spinor we have that, for each Λ,Ω ∈ SL(2,C),
AA B C
A′B′C′
(Ψ˜2, Ψ˜2) = ΛA
D
ΛE
B
ΛF
C
ΩD
′
A′
ΩE
′
B′
ΩF
′
C′
AD E F
D′E′F ′
(Ψ2,Ψ2), (3.27)
where we have set
Ψ˜ABCD = Λ
E
A
ΛF
B
ΛG
C
ΛH
D
ΨEFGH and Ψ˜
A′B′C′D′ = ΩA
′
E′
ΩB
′
F ′
ΩC
′
G′
ΩD
′
H′
ΨE
′F ′G′H′ .
As this relation must hold for any Λ,Ω ∈ SL(2,C), we let
ΛA
B
= −δA
B
, and ΩA
′
B′ = δ
A′
B′ ,
in which case
Ψ˜ABCD = ΨABCD, and Ψ˜
A′B′C′D′ = ΨA
′B′C′D′ .
Because there are an odd number of Λ matrices on the right hand side of (3.27), the
naturality condition forces A = 0. An identical series of arguments establish that D =
W = U = 0. We therefore find that
[∂3Ψh](ψ
5, ψ1;α, β, α, β) = 0 and [∂3Ψh](ψ
1, ψ5;α, β, α, β) = 0.
We have reduced the order of hAB
A′B′
by one, and Corollary 3.9 now follows from Corollary
3.8.
The invariance arguments leading to Corollaries 3.8 and 3.9 clearly fail when one allows
natural generalized symmetries of order k ≥ 4. This reflects the existence, for k ≥ 4, of
generalized diffeomorphism symmetries. These are analyzed in the next section.
3C. The ΨkΨk+1, ΨkΨk+1, ΨkΨk+1, and ΨkΨk+1 Analysis.
In this section we shall prove that A,B,D and E must be of order k − 2, and that
there exists a natural type (1, 1) spinor X of order k − 1,
XA
A′ = X
A
A′(Ψ
2,Ψ2, . . . ,Ψk−1,Ψk−1), (3.28)
such that
W (ψk+1, ψk−3, α, α) = [∂k−1Ψ X ](ψ
k+1, ψk−3;α, α), (3.29)
and
U(ψk−3, ψk+1, α, α) = [∂k−1
Ψ
X ](ψk−3, ψk+1;α, α). (3.30)
We obtain these results by analyzing the equations arising from the coefficients of ΨkΨk+1,
ΨkΨk+1, ΨkΨk+1, and ΨkΨk+1 in the linearized equations (3.1).
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We begin with the ΨkΨk+1 terms. Because hAB
A′B′
is linear in the Penrose fields Ψk,Ψk,
we can use the commutation rules in Proposition 3.1 to deduce that
[∂kΨ∂
k+1
Ψ ∇CC′∇DD′hABA′B′ ](χk+2, χk−2;ψk+3, ψk−1)
= ψCψDψC′ψD′ [∂
k−1
Ψ ∂
k
Ψh
AB
A′B′ ](ψ
k+1, ψk−3;χk+2, χk−2)
+ ψCχDψC′χD′ [∂
k−1
Ψ ∂
k
Ψh
AB
A′B′
](χk+1, χk−3;ψk+2, ψk−2)
+ χCψDχC′ψD′ [∂
k−1
Ψ ∂
k
Ψh
AB
A′B′ ](χ
k+1, χk−3;ψk+2ψk−2).
(3.31)
We now apply the operator ∂kΨ∂
k+1
Ψ to the linearized equations (3.1) to find, after substi-
tuting from (3.31) and simplifying, that
−2 < ψ, χ >< ψ, χ > [∂k−1Ψ ∂kΨh](χk+1, χk−3;ψk+2, ψk−2;α, β, α, β)
+ < ψ, β >< ψ, β > [∂k−1Ψ ∂
k
Ψh](ψ
k+1, ψk−3;χk+2, χk−2;α, ψ, ψ, α)
+ < ψ, α >< ψ, α > [∂k−1Ψ ∂
k
Ψh](ψ
k+1, ψk−3;χk+2, χk−2; β, ψ, ψ, β)
+ < χ, β >< χ, β > [∂k−1Ψ ∂
k
Ψh](χ
k+1, χk−3;ψk+2, ψk−2;α, ψ, ψ, α)
+ < χ, α >< χ, α > [∂k−1Ψ ∂
k
Ψh](χ
k+1, χk−3;ψk+2, ψk−2; β, ψ, ψ, β)
+ < ψ, β >< ψ, β > [∂k−1Ψ ∂
k
Ψh](χ
k+1, χk−3;ψk+2, ψk−2;α, χ, χ, α)
+ < ψ, α >< ψ, α > [∂k−1Ψ ∂
k
Ψh](χ
k+1, χk−3;ψk+2, ψk−2; β, χ, χ, β) = 0.
(3.32)
The symmetry condition (3.16) implies that the coefficients of < χ, β >< χ, β > and
< χ, α >< χ, α > each vanish, and so we can rewrite equation (3.32) as
−2 < ψ, χ > < ψ, χ > [∂k−1Ψ ∂kΨh](χk+1, χk−3;ψk+2, ψk−2;α, β, α, β)
+ < ψ, α >< ψ, α > {[∂k−1Ψ ∂kΨh](ψk+1, ψk−3;χk+2, χk−2; β, ψ, ψ, β)
+[∂k−1Ψ ∂
k
Ψh](χ
k+1, χk−3;ψk+2, ψk−2; β, χ, χ, β)}
+ < ψ, β >< ψ, β > {[∂k−1Ψ ∂kΨh](ψk+1, ψk−3;χk+2, χk−2;α, ψ, ψ, α)
+[∂k−1Ψ ∂
k
Ψh](χ
k+1, χk−3;ψk+2, ψk−2;α, χ, χ, α)} = 0.
(3.33)
In this equation we set α = β = ψ to arrive at
[∂k−1Ψ ∂
k
Ψh](χ
k+1, χk−3;ψk+2, ψk−2;ψ, ψ, α, β) = 0.
In terms of the decomposition (3.19) we have that
[∂kΨh](ψ
k+2, ψk−2;ψ, ψ, α, β) =< ψ, α >< ψ, β > B(ψk+4, ψk−4),
and so this equation implies that
[∂k−1Ψ B](χ
k+1, χk−3;ψk+4, ψk−4) = 0. (3.34)
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In other words, B is independent of the spinor Ψk−1. Likewise, by setting α = β = ψ in
equation (3.33), we conclude that
[∂k−1Ψ A](χ
k+1, χk−3;ψk, ψk) = 0, (3.35)
and so A is independent of the spinor Ψk−1. Together, equations (3.19), (3.34), and (3.35)
show that
[∂k−1Ψ ∂
k
Ψh](χ
k+1, χk−3;ψk+2, ψk−2;α, β, α, β)
= < ψ, α >< α, ψ > [∂k−1Ψ W ](χ
k+1, χk−3;ψk+1, ψk−3, β, β)
+ < ψ, β >< β, ψ > [∂k−1Ψ W ](χ
k+1, χk−3;ψk+1, ψk−3, α, α).
(3.36)
We next set α = β and α = β in (3.33), and substitute from (3.36) to arrive at
2 < ψ, χ >< ψ, χ >[∂k−1Ψ W ](χ
k+1, χk−3;ψk+1, ψk−3, α, α)
= < χ, α >< χ, ψ > [∂k−1Ψ W ](ψ
k+1, ψk−3;χk+1, χk−3, ψ, α)
+ < χ, ψ >< χ, α > [∂k−1Ψ W ](ψ
k+1, ψk−3;χk+1, χk−3, α, ψ)
+ < ψ, α >< ψ, χ > [∂k−1Ψ W ](χ
k+1, χk−3;ψk+1, ψk−3, χ, α)
+ < ψ, χ >< ψ, α > [∂k−1Ψ W ](χ
k+1, χk−3;ψk+1, ψk−3, α, χ).
(3.37)
The right-hand side of this equation is unchanged by the simultaneous interchange of ψ
with χ and ψ with χ so we conclude
[∂k−1Ψ W ](χ
k+1, χk−3;ψk+1, ψk−3, α, α) = [∂k−1Ψ W ](ψ
k+1, ψk−3;χk+1, χk−3, α, α). (3.38)
Equation (3.38) is necessary and sufficient for equation (3.37) to hold, and is one of the
integrability conditions needed to establish equation (3.29).
In exactly the same fashion we can apply the operator ∂k
Ψ
∂k+1
Ψ
to the linearized
equations (3.1) to show that
[∂k−1
Ψ
D](ψk−3, ψk+1;χk, χk) = 0, (3.39)
[∂k−1
Ψ
E](ψk−3, ψk+1;χk+4, χk−4) = 0. (3.40)
Moreover, we have that
[∂k−1
Ψ
U ](ψk−3, ψk+1;χk+1, χk−3, α, α) = [∂k−1
Ψ
U ](χk−3, χk+1;ψk+1, ψk−3, α, α). (3.41)
Before applying the operator ∂k
Ψ
∂k+1Ψ to the linearized equations, we first use the
commutation rules of Proposition 3.1 and the fact that hAB
A′B′
is linear in Ψk and Ψk to
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deduce that
[∂k
Ψ
∂k+1Ψ ∇CC′∇DD′hABA′B′ ](χk−2, χk+2;ψk+3, ψk−1)
= ψCψDψC′ψD′ [∂
k
Ψ
∂k−1Ψ h
AB
A′B′ ](χ
k−2, χk+2;ψk+1, ψk−3)
+ ψCχDψC′χD′ [∂
k−1
Ψ
∂kΨh
AB
A′B′ ](χ
k−3, χk+1;ψk+2, ψk−2)
+ χCψDχC′ψD′ [∂
k−1
Ψ
∂kΨh
AB
A′B′ ](χ
k−3, χk+1;ψk+2, ψk−2).
Using this result, if we differentiate (3.1) with respect to Ψk and Ψk+1 and take into
account the leading order symmetry conditions of Proposition 3.3, we have
−2 < ψ, χ > < ψ, χ > [∂k−1
Ψ
∂kΨh](χ
k−3, χk+1;ψk+2, ψk−2;α, β, α, β)
+ < ψ, α >< ψ, α > {[∂k−1Ψ ∂kΨh](ψk+1, ψk−3;χk−2, χk+2; β, ψ, ψ, β)
+[∂k−1
Ψ
∂kΨh](χ
k−3, χk+1;ψk+2, ψk−2; β, χ, χ, β)}
+ < ψ, β >< ψ, β > {[∂k−1Ψ ∂kΨh](ψk+1, ψk−3;χk−2, χk+2;α, ψ, ψ, α)
+[∂k−1
Ψ
∂kΨh](χ
k−3, χk+1;ψk+2, ψk−2;α, χ, χ, α)}
= 0.
(3.42)
With α = β = ψ, and then with α = β = ψ, equation (3.42) implies
[∂k−1
Ψ
B](χk+1, χk−3;ψk+4, ψk−4) = 0 (3.43)
and
[∂k−1
Ψ
A](χk+1, χk−3;ψk, ψk) = 0. (3.44)
We set α = β and α = β in (3.42) and take (3.43) and (3.44) into account to find
2 < ψ, χ > < ψ, χ > [∂k−1
Ψ
∂kΨh](χ
k−3, χk+1;ψk+2, ψk−2;α, α, α, α)
= < ψ, α > < ψ, α > {[∂k−1Ψ ∂kΨh](ψk+1, ψk−3;χk−2, χk+2;α, ψ, ψ, α)
+[∂k−1
Ψ
∂kΨh](χ
k−3, χk+1;ψk+2, ψk−2;α, χ, χ, α)}.
(3.45)
Again, in exactly the same manner, the ∂kΨ∂
k+1
Ψ
derivative of the linearized equation
(3.1) yields
[∂k−1Ψ D](ψ
k+1, ψk−3;χk, χk) = 0, (3.46)
[∂k−1Ψ E](ψ
k+1, ψk−3;χk+4χk−4) = 0, (3.47)
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as well as
2 < ψ, χ > < ψ, χ > [∂k−1Ψ ∂
k
Ψ
h](χk+1, χk−3;ψk−2, ψk+2;α, α, α, α)
= < ψ, α > < ψ, α > {[∂k−1
Ψ
∂kΨh](ψ
k−3, ψk+1;χk+2, χk−2;α, ψ, ψ, α)
+[∂k−1Ψ ∂
k
Ψ
h](χk+1, χk−3;ψk−2, ψk+2;α, χ, χ, α)}.
(3.48)
Equations (3.34), (3.35), (3.39), (3.40), (3.43), (3.44), (3.46), and (3.47) prove the
following proposition.
Proposition 3.10. Let hAB
A′B′
be a natural generalized symmetry of order k. Then the
spinors A, B, D, E appearing in the decompositions (3.19) and (3.22) are at most of order
k − 2.
On taking Proposition 3.10 into account, the substitution of (3.19) and (3.22) into
(3.45) and (3.48) gives rise to
4 < ψ, χ >< ψ, χ > [∂k−1
Ψ
W ](χk−3, χk+1;ψk+1, ψk−3, α, α)
= < χ, ψ >< χ, α > [∂k−1Ψ U ](ψ
k+1, ψk−3;χk−3, χk+1, α, ψ)
+ < χ, α >< χ, ψ > [∂k−1Ψ U ](ψ
k+1, ψk−3;χk−3, χk+1, ψ, α)
+ < ψ, χ >< ψ, α > [∂k−1
Ψ
W ](χk−3, χk+1;ψk+1, ψk−3, α, χ)
+ < ψ, α >< ψ, χ > [∂k−1
Ψ
W ](χk−3, χk+1;ψk+1, ψk−3, χ, α),
(3.49)
along with
4 < ψ, χ >< ψ, χ > [∂k−1Ψ U ](χ
k+1, χk−3;ψk−3, ψk+1, α, α)
= < χ, α >< χ, ψ > [∂k−1
Ψ
W ](ψk−3, ψk+1;χk+1, χk−3, ψ, α)
+ < χ, ψ >< χ, α > [∂k−1
Ψ
W ](ψk−3, ψk+1;χk+1, χk−3, α, ψ)
+ < ψ, χ >< ψ, α > [∂k−1Ψ U ](χ
k+1, χk−3;ψk−3, ψk+1, α, χ)
+ < ψ, α >< ψ, χ > [∂k−1Ψ U ](χ
k+1, χk−3;ψk−3, ψk+1, χ, α).
(3.50)
In this last equation, we simultaneously interchange ψ with χ and ψ with χ; a comparison
with (3.49) allows us to deduce that
[∂k−1
Ψ
W ](χk−3, χk+1;ψk+1, ψk−3, α, α) = [∂k−1Ψ U ](ψ
k+1, ψk−3;χk−3, χk+1, α, α). (3.51)
Equations (3.38), (3.41), and (3.51) are the integrability conditions for (3.29) and (3.30).
Proposition 3.11. Let hAB
A′B′
be a generalized symmetry of order k. Then there is a
natural vector field of order k − 1,
XA
A′
= XA
A′
(Ψ2,Ψ2, . . . ,Ψk−1,Ψk−1),
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such that the spinors W and U in (3.19) and (3.22) are the gradients
[∂k−1Ψ X ](ψ
k+1, ψk−3;α, α) =W (ψk+1, ψk−3, α, α), (3.52)
and
[∂k−1
Ψ
X ](ψk−3, ψk+1;α, α) = U(ψk−3, ψk+1, α, α). (3.53)
Proof: We have already seen that the linearized equations (3.1) imply the integrability
conditions for equations (3.52) and (3.53) are satisfied. It is easy to check that
XA
A′
=
∫ 1
0
dt Ψ
B′
1
···B′
k−3
B1···Bk−3···Bk+1
W
B1···Bk−3···Bk+1A
B′
1
···B′
k−3
A′
(Ψ2,Ψ2, . . . ,Ψk−2,Ψk−2, tΨk−1, tΨk−1)
+
∫ 1
0
dt Ψ
B′
1
···B′
k−3
···B′
k+1
B1···Bk−3
U
B1···Bk−3A
B′
1
···B′
k−3
···B′
k+1
A′
(Ψ2,Ψ2, . . . ,Ψk−2,Ψk−2, tΨk−1, tΨk−1)
defines a real, natural vector field that satisfies equations (3.52) and (3.53).
3D. Reduction in Order of hAB
A′B′
.
Let us set
dAB
A′B′
= ∇A
A′
XB
B′
+∇B
B′
XA
A′
,
where XA
A′
is defined in Proposition 3.11. By Proposition 2.5, we know that dAB
A′B′
is a
solution to the linearized equations (3.1) and so defines a generalized symmetry of the
vacuum Einstein equations. Therefore
kAB
A′B′
= hAB
A′B′
− dAB
A′B′
is also a generalized symmetry. Since
[∂kΨd](ψ
k+2, ψk−2;α, β, α, β)
=< ψ, α >< α, ψ > W (ψk+1, ψk−3, β, β) + < ψ, β >< β, ψ > W (ψk+1, ψk−3, α, α)
and
[∂k
Ψ
d](ψk−2, ψk+2;α, β, α, β)
=< ψ, α >< α, ψ > U(ψk+1, ψk−3, β, β)+ < ψ, β >< β, ψ > U(ψk+1, ψk−3, α, α),
we have, from our basic decomposition (3.19) and (3.22),
[∂kΨk](ψ
k+2, ψk−2;α, β, α, β)
=< ψ, α >< ψ, β > A(ψk, ψk−2αβ)+ < ψ, α >< ψ, β > B(ψk+2αβ, ψk−4)
(3.54)
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and
[∂k
Ψ
k](ψk−2, ψk+2;α, β, α, β)
=< ψ, α >< ψ, β > D(ψk, ψk−2αβ)+ < ψ, α >< ψ, β > E(ψk+2αβ, ψk−4).
(3.55)
We now show that the linearized equations (3.1) force
A = B = D = E = 0, (3.56)
and hence
hAB
A′B′
= ∇A
A′
XB
B′
+∇B
B′
XA
A′
+ kAB
A′B′
, (3.57)
where kAB
A′B′
is now of order k − 1.
To prove (3.56) we differentiate equation (3.1) one final time with respect to Ψk+1
and use the leading order symmetry condition satisfied by kAB
A′B′
, namely
[∂kΨk](ψ
k+2, ψk−2;ψ, α, α, ψ) = 0,
to arrive at
< β, ψ >< β, ψ > {[∂k−1Ψ k](ψk+1, ψk−3;α, ψ, ψ, α) + [Div ∂kΨk](ψk+2, ψk−2;α, α)}
+ < α, ψ >< α, ψ > {[∂k−1Ψ k](ψk+1, ψk−3; β, ψ, ψ, β) + [Div ∂kΨk](ψk+2, ψk−1; β, β)}
+[Grad ∂kΨk](ψ, ψ;ψ
k+2, ψk−2;α, β, α, β) = 0,
(3.58)
where we have introduced the notation
[Div ∂kΨk](ψ
k+2, ψk−2;α, α) = αAα
B′ [∇A′
B
∂kΨk
AB
A′B′
](ψk+2, ψk−2). (3.59)
In (3.58) we now set α = β = ψ; by virtue of equation (3.54) we then find
[Grad B](ψ, ψ;ψk+4, ψk−4) = 0. (3.60)
Similarly, if we set α = β = ψ in (3.58) and use (3.55) we find that
[Grad A](ψ, ψ;ψk, ψk) = 0. (3.61)
Proposition 3.2 implies that A = 0 and B = 0.
We have thus found that
[∂kΨk](ψ
k+2, ψk−2;α, β, α, β) = 0.
Likewise, by differentiating the linearized equations (3.1) with respect to Ψk+1 we can
show that D = 0 and E = 0 so that
[∂k
Ψ
k](ψk−2, ψk+2α, β, α, β) = 0.
These last two equations prove (3.57).
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Theorem 3.12. Let
hAB
A′B′
= hAB
A′B′
(Ψ2,Ψ2, . . . ,Ψk,Ψk)
be a natural generalized symmetry of the vacuum Einstein equations of order k. Then
there exists a natural spinor
XA
A′
= XA
A′
(Ψ2,Ψ2, . . . ,Ψk−1,Ψk−1)
of order k − 1, and a constant c, such that
hAB
A′B′
= c ǫABǫA′B′ +∇AA′XBB′ +∇BB′XAA′ on Ek.
Proof: If k = 2, 3 this theorem reduces to Corollaries 3.8 and 3.9. Let k > 3. We have
shown that
hAB
A′B′ = ∇AA′XBB′ +∇BB′XAA′ + kABA′B′ ,
where kAB
A′B′
is a natural spinor of order k − 1. A straightforward induction argument now
shows that kAB
A′B′
can be reduced to a function of the Penrose fields Ψ2, Ψ2, Ψ3, Ψ3 at the
expense of changing the vector field XA
A′
(the new vector field is again denoted XA
A′
). We
apply Corollary 3.9 to the natural generalized symmetry kAB
A′B′
to show that
kAB
A′B′ = c ǫ
ABǫA′B′ ,
and our classification of the natural generalized symmetries of the vacuum Einstein equa-
tions is complete.
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4. First-Order Generalized Symmetries.
In this section we begin our classification of all generalized symmetries of the vacuum
Einstein equations by determining all first-order generalized symmetries. As mentioned
in the introduction, the calculation of the higher-order generalized symmetries reduces to
that of the first- order generalized symmetries. While the analysis of the higher-order
symmetries is similar in spirit to that of the natural symmetries, as presented in the
previous section, the analysis of the first-order symmetries is rather more complex and
merits a separate presentation.
To begin, let
hab = hab(x
i, gij, gij,k )
be the components of a first-order generalized symmetry. We emphasize that the functions
hab are no longer assumed to be the components of a natural tensor, and hence may
depend explicitly upon the coordinates xi and the first derivatives of the metric gij ,k. The
linearized equations
[−gcdδai δbj − gabδci δdj + gac (δbi δdj + δbjδdi )]∇cnabladhab = 0 (4.1)
involve the metric and its first 3 derivatives, and must be satisfied when the Einstein
equations
Rab = 0 and ∇cRab = 0 (4.2)
are satisfied. In accordance with the results of §2, we write hab as a new function
hab = hab(x
i, gij,Γ
i
jk)
and express the linearized equations in terms of the jet coordinates
{xi, gij,Γijk,Γijhk,Γijhkl, Qij,kl, Qij,klm} (4.3)
for J3(G), which were introduced in §2 (see (2.12) and (2.13)). The Einstein equations (4.2)
hold if and only if the variables Qij,kl and Qij,klm are completely trace-free. Consequently,
the linearized equations (4.1) for the first-order generalized symmetry must hold identically
for all values of
{xi, gij,Γijk,Γijhk,Γijhkl, [Qij,kl]tracefree, [Qij,klm]tracefree}.
In order to determine the dependence of the linearized equations on our adapted jet
coordinates we will need the following structure equations for the coordinates (4.3):
Digjk = gjlΓ
l
ik + gklΓ
l
ij , (4.4)
DkΓ
h
ij = Γ
h
ijk +
2
3
Q hk ,ij + Γ
h
miΓ
m
jk + Γ
h
mjΓ
m
ik, (4.5)
DlΓ
h
ijk = Γ
h
ijkl +
1
2
Q hl ,ijk −
2
3
Q ml ,(ijΓ
h
k)m +
4
3
Γm(ikR
h
j) lm − 3Γm(ikΓhj)ml, (4.6)
37
and (see (2.15))
∇mQij,kl = Qij,klm + 1
2
(Qm(i,j)kl +Qkl,ijm). (4.7)
We will use the following notation. The derivative of hab with respect to the metric
grs and connection variables Γ
t
rs will be denoted by
∂rshab =
∂hab
∂grs
and ∂rst hab =
∂hab
∂Γtrs
.
Note that these quantities are symmetric in the indices rs and ab. If
X = Xa
∂
∂xa
, Y = Y a
∂
∂xa
, and α = αrdx
r,
we let
[∂gh](αα;XX) = αrαsX
aXb(∂rshab)
and
[∂Γh](αα, Y ;XX) = αrαsY
tXaXb(∂rst hab).
We denote by α♯ the vector field obtained from the 1-form α by “raising the index” with
the metric,
α♯ = grsαs
∂
∂xr
,
and we denote by X♭ the 1-form obtained from the vector X by “lowering the index” with
the metric,
X♭ = gijX
idxj.
The natural pairing of X and α is
< X,α >= X iαi.
Proposition 4.1. Let hab = hab(x
i, gij,Γ
i
jk) be a first-order generalized symmetry for
the vacuum Einstein equations. Then there are zeroth-order quantities
M sbt =M
s
bt (x
i, gij)
such that
∂rst hab = δ
(r
(aM
s)
b)t . (4.8)
Proof: Since
∇dhab = Ddhab − Γiadhib − Γibdhai
= (∂rst hab)Γ
t
rsd + {⋆},
where {⋆} denotes terms involving the variables xi, gij , Γijh, Q ji hk, we conclude using
equation (4.6) and (4.7) that
∇c∇dhab = (∂rst hab)Γtrscd + {⋆⋆},
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where {⋆⋆} denotes terms involving the variables xi, gij, Γijh, Γihjk, Q ji hk, Q ji hkl. Hence,
by differentiating the linearized equations (4.1) with respect to Γtrscd and contracting the
result with X iXjY tαrαsαcαd, we arrive at
< α♯, α > [∂Γh](αα, Y ;XX)
=< X,α > {− < X,α > [∂Γtrh](αα, Y ) + 2 [∂Γh](αα, Y ;α♯X)}.
(4.9)
Here we have defined the trace of hab in the usual way:
trh = gabhab.
When α is a null 1-form, the expression in brackets on the right- hand side of (4.9) must
vanish. By Proposition 2.17, this implies that there are quantities M sbt such that
− < X,α > [∂Γtrh](αα, Y ) + 2 [∂Γh](αα, Y ;α♯X) =< α♯, α > M(X, Y, α),
where
M(X, Y, α) =M sbtX
bY tαs.
Thus (4.9) reduces to
[∂Γh](αα, Y ;XX) =< X,α > M(X, Y, α). (4.10)
We have shown that equation (4.10) is necessary for (4.9) to hold. It is also sufficient. This
is easily verified if we observe that (4.10) implies
[∂Γh](αα, Y ;α
♯X) =
1
2
(
< α♯, α > M(X, Y, α)+ < X,α > M(α♯, Y, α)
)
and
[∂Γtrh](αα; Y ) =M(α
♯, Y, α).
It remains to prove that M sbt is independent of the connection variables Γ
i
jk. To this
end we first differentiate equation (4.10) with respect to Γijk to obtain
[∂Γ∂Γh](ββ, Z;αα, Y ;XX) =< X,α > [∂ΓM ](ββ, Z;X, Y, α). (4.11)
The left-hand side of this equation is symmetric under interchange of (β, Z) with (α, Y ),
and therefore
< X,α > [∂ΓM ](ββ, Z;X, Y, α) =< X, β > [∂ΓM ](αα, Y ;X,Z, β).
Using Proposition 2.18 we conclude that [∂ΓM ] takes the form
[∂ΓM ](ββ, Z;X, Y, α) =< X, β > W (α, β, Y, Z), (4.12)
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where W has the symmetry property
W (α, β, Y, Z) =W (β, α, Z, Y ).
Equation (4.11) becomes
[∂Γ∂Γh](ββ, Z;αα, Y ;XX) =< X,α >< X, β > W (α, β, Y, Z). (4.13)
Next we observe that the structure equations (4.4)–(4.7) imply
∇c∇dhab = (∂uvw ∂rst hab)ΓtrsdΓwuvc + {⋆},
where {⋆} denotes terms that are at most linear in the coordinates Γijhk. Using this
equation, we now differentiate the linearized equations with respect to Γtrsd and Γ
w
uvc to
find that
< β♯, α > [∂Γ∂Γh](ββ, Z;αα, Y ;XX)+ < X, β >< X,α > [∂Γ∂Γtrh](ββ, Z;αα, Y )
=< X, β > [∂Γ∂Γh](ββ, Z;αα, Y ;Xα
♯)+ < X,α > [∂Γ∂Γh](ββ, Z;αα, Y ;Xβ
♯).
Into this equation we substitute from equation (4.13) to deduce that
[< β♯, α >< X, α >< X, β > −1
2
< X, β >2< α♯, α >− 1
2
< X,α >2< β♯, β >]
×W (α, β, Y, Z) = 0.
Because the expression in square brackets is not identically zero, this equation implies that
W = 0 and therefore ∂ΓM = 0, as claimed.
Next we turn to an analysis of the terms involving Qij,hkl in the linearized equations
(4.1). In the following proposition we let
M sra =M
s
at g
rt and Masr = gabM sbt g
rt.
Proposition 4.2. If hab = hab(x
i, gij,Γ
i
hk) is a first-order generalized symmetry of the
vacuum Einstein equations, then there are quantities
V a = V a(xi, gij)
such that
M [sr]a = δ
[s
a V
r]. (4.14)
Proof: Because
∇dhab = 2
3
(∂rst hab)Q
t
d ,rs + (∂
rs
t hab)Γ
t
rsd + {⋆},
where {⋆} denotes terms involving the variables xi, gij, Γijk, we can show
∇c∇dhab = 2
3
(∂rsh hab)Q
h
d ,rs|c +
1
2
(∂rsh hab)Q
h
c ,rsd + {⋆⋆}
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where {⋆⋆} now indicates terms involving the variables xi, gij, Γkij , Γkijh, Qij,kl. Therefore,
for the linearized equations to hold we must have that
[−gcdδai δbj−gabδci δdj +gacδbi δdj +gbcδaj δdi ][
2
3
(∂rsh hab)Q
h
d ,rs|c+
1
2
(∂rsh hab)Q
h
c ,rsd] = 0 (4.15)
for all Q hc ,rs|c and Q
h
c ,rsd that are completely trace-free. We multiply (4.15) by X
iXj
and substitute for ∂rsh hab from Proposition 4.1 and for Q
h
c ,rsd and Q
h
d ,rs, from (2.13) to
obtain
[−M bshXcXd +M cshXbXd]
× [ 1
12
(Rbhcs|d +Rdhcb|s +Rshcd|b +Rbhcd|s +Rshcb|d +Rdhcs|b) +
1
3
(Rbhds|c +Rshdb|c)] = 0.
By using the algebraic curvature symmetries and the Bianchi identities, every term in this
equation may be expressed as either a multiple ofM bshXcXdRdhbc|s orM
bshXcXdRshbc|d.
The coefficient of the former term vanishes, while that of the latter term is one. Thus (4.15)
holds if and only if
M bshXcXd[Rshbc|d]tracefree = 0. (4.16)
To analyze this condition it is convenient to revert to spinors. We set
MBB
′AA′HH′ =M bstσBB
′
b σ
AA′
s σ
HH′
t ,
and use (2.20) and (2.23) to write
[Rshbc|d]tracefree ←→ ǫSHǫBCΨS′H′B′C′D′D + ǫS′H′ǫB′C′ΨSHBCDD′ ,
so that the condition (4.16) is equivalent to
XCC
′
XDD
′
MBB
′SS′HH′ [ǫSHǫBCΨS′H′B′C′D′D + ǫS′H′ǫB′C′ΨSHBCDD′ ] = 0 (4.17)
for all Penrose spinors Ψ3 and Ψ3. We differentiate this expression with respect to
ΨSHBCDD′ and multiply the resulting equation by ψSψHψBψCψDψD′ to conclude
ǫA′H′ψAψHψBM
BB′AA′HH′ = 0. (4.18)
Similarly, differentiation of (4.17) with respect to ΨS′H′B′C′D′D leads to
ǫAHψA′ψH′ψB′M
BB′AA′HH′ = 0. (4.19)
To solve equations (4.18) and (4.19) we decompose M as
MBB
′AA′HH′ = PBB
′AA′HH′ + SBB
′
ǫAHǫA
′H′ + TBB
′A′H′ǫAH + T
BB′AH
ǫA
′H′ , (4.20)
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where the spinors P, T, T are each symmetric in the indices AH and A′H ′. Note that the
spinors T and T correspond to the skew symmetric part of M in (4.14). Equations (4.18)
and (4.19) now imply that
ψAψHψBT
BB′AH
= 0
and
ψA′ψH′ψB′T
BB′A′H′ = 0.
These equations can be analyzed using Proposition 2.15; we find that there must exist
quantities V AA
′
such that
TBB
′A′H′ = ǫA
′B′V BH
′
+ ǫH
′B′V BA
′
, (4.21)
and
T
BB′AH
= ǫABV
B′H
+ ǫHBV
B′A
. (4.22)
We insert (4.21) and (4.22) into (4.20); note that only the real part of V AA
′
appears. We
then write the resulting equation in tensor form to complete the proof.
We now turn to an analysis of the conditions arising from the ΓrstuΓ
m
pq terms in the
linearized equation. This analysis will enable us to prove that every first-order generalized
symmetry is, modulo a generalized diffeomorphism symmetry, an evolutionary zeroth-order
symmetry.
Proposition 4.3. Let hab = hab(x
i, gij,Γ
k
ij) be a first-order generalized symmetry of the
vacuum Einstein equations. Then there are zeroth-order quantities Vi = Vi(x
i, gij) and
ĥab = ĥab(x
i, gij) such that
hab = ĥab +∇aVb +∇bVa.
Proof: Let
ĥab = hab − (∇aVb +∇bVa),
where Va is defined by Proposition 4.2. Then ĥab is a first-order generalized symmetry and
therefore, by Proposition 4.1, there exist zeroth-order quantities M̂ sat = M̂
s
at (x
i, gij) such
that
∂rst ĥab = δ
(r
(aM̂
s)
b)t . (4.23)
Moreover, by construction, M̂ will satisfy Proposition 4.2 with V i = 0, and hence
M̂ bst = M̂ bts. (4.24)
This symmetry condition will allow us to prove, from the coefficient of ΓrstuΓ
m
pq in the
linearized equations, that M̂ bst = 0, that is,
ĥab = ĥab(x
i, gij).
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The derivation of the condition arising from the coefficient of ΓrstuΓ
m
pq in the linearized
equations is the longest single calculation in this paper. To begin we first compute
αsαtαu∂
stu
r (∇c∇dĥab) =αsαtαu[Dc(∂str ĥab)δud + δuc ∂str ∇dĥab − 3δuc Γtijδ(sd (∂ij)r ĥab)
− Γscd(∂tur ĥab)− Γlacδsd(∂tur ĥlb)− Γlbcδsd(∂tur ĥla)].
(4.25)
The second term on the right-hand side of this equation is found to be
αsαt∂
st
r ∇dĥab =αsαt
[
Dd(∂
st
r ĥab) + 2gjrδ
t
d(∂
sjĥab) + 2Γ
t
jd(∂
sj
r ĥab) + 2δ
t
dΓ
h
ri(∂
is
h ĥab)
− Γlad(∂str ĥlb)− Γlbd(∂str ĥla)− δtdδsaĥrb − δtdδsb ĥra
]
.
(4.26)
Together, equations (4.25) and (4.26) imply that
XrY mαsαtαuβpβq[∂
stu
r ∂
pq
m (∇c∇dĥab)]
= 4β(cαd)[∂g∂Γĥab](βY
♭;αα,X) + 2αcαd[∂g∂Γĥab](αX
♭; ββ, Y )
− αcβaβdY m[∂Γĥmb](αα,X)− αcβbβdY m[∂Γĥma](αα,X)− αaαcαdXm[∂Γĥmb](ββ, Y )
− αbαcαdXm[∂Γĥma](ββ, Y )− βaβcαdY m[∂Γĥmb](αα,X)− βbβcαdY m[∂Γĥma](αα,X)
+ 2αcαd < X, β > [∂Γĥab](αβ, Y )− αcαd < Y, α > [∂Γĥab](ββ,X)
− βcβd < Y, α > [∂Γĥab](αα,X).
We substititute this equation into the linearized equations (4.1) multiplied by ZiZj and
use (4.23) to obtain, after considerable algebraic simplifications,
2 < Z, α >2 {[∂gM̂ ](βY ♭; β♯, X, α)− ∂gM̂(αX♭; β♯, Y, β)}
+2 < Z, α >< Z, β > {[∂gM̂ ](αX♭;α♯, Y, β)− ∂gM̂(βY ♭;α♯, X, α)}
+2 < Z, α >< α♯, β > {[∂gM̂ ](αX♭;Z, Y, β)− ∂gM̂(αX♭;Z, Y, β)}
+2 < α♯, α >< Z, β > {[∂gM̂ ](βY ♭;Z,X, α)− ∂gM̂(Z♭X♭;Z,X, α)}
− < Z, α >2< β♯, β > M̂(Y,X, α)− < Z, β >2< α♯, α > M̂(Y,X, α) (4.27)
+ < Z, α >2< α, Y > M̂(β♯, X, β)− < Z, α >2< X, β > M̂(β♯, Y, α)
+
[
< α♯, α >< Y, α >< Z, β > + < Z, α >< Y, α >< α♯, β >
]
M̂(Z,X, β)
+
[
< Z, α >< X, β >< α♯, β > − < α♯, α >< X, β >< Z, β > ]M̂(Z, Y, α)
− < Z, α >< Y, α >< Z, β > M̂(α♯, X, β)+ < Z, α >< X, β >< Z, β > M̂(α♯, Y, α)
+ 2 < Z, α >< Z, β >< α♯, β > M̂(Y,X, α) = 0.
As a check of the accuracy of this equation, we usedMaple to verify that the diffeomorphism
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symmetry, for which
M̂(α,X, Z) = 2[∂gV ](Z
♭α;X)− < X,α > V (Z),
and Vi = Vi(x
i, gkl), provides a solution to (4.27).
In order to simplify equation (4.27) using (4.24) we set
N̂ sra = M̂
s
at g
rt,
and
N̂(Z, β, α) = N̂ sra Z
aβsαr,
and observe that
[∂gM̂ ](βγ;Z,X, α) =[∂gN̂ ](βγ;Z,X
♭, α)
+
1
2
< X, β > N̂(Z, γ, α) +
1
2
< X, γ > N̂(Z, β, α).
We substitute this equation into (4.27) and use the fact that
N̂(Z, α, β) = N̂(Z, β, α) (4.28)
to deduce, again after lengthy algebraic simplifications, that
< Z, α >2K(β, Y, β, α,X)+ < Z, α >< Z, β > K(α,X, α, β, Y )
+ [< Z, α >< α♯, β > − < Z, β >< α♯, α >]K(α,X, Z♭, β, Y ) = 0, (4.29)
where
K(α,X, Z, β, Y ) = [∂gN̂ ](αX
♭;Z, Y ♭, β)− [∂gN̂ ](βY ♭;Z,X♭, α)
+
1
2
[∂gN̂ ](βZ
♭; Y, α,X♭)− 1
2
< Z, α > N̂(X, β, Y ♭).
(4.30)
Equation (4.29) implies that K(α,X, Z♭, β, Y ) = 0 whenever < Z, α >= 0. Therefore, by
Proposition 2.18, there exist quantities L such that
K(α,X, Z♭, β, Y ) =< Z, α > L(X, β, Y ).
Substituting this expression back into (4.29) and simplifying the result, we find
< β♯, β > L(Y, α,X)+ < α♯, β > L(X, β, Y ) = 0.
In this equation we set α = β to conclude that L = 0 and hence K = 0.
On account of the symmetry (4.28) of N̂ , the condition K = 0 implies that
< Z, α > N̂(X, β, Y ♭) =< Z,X♭ > N̂(α♯, β, Y ♭), (4.31)
which easily implies that N̂ = 0 and thus M̂ = 0.
We are now ready to complete our classification of first-order generalized symmetries.
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Theorem 4.4. Let hab = hab(x
i, gij,Γ
k
ij) be a first-order generalized symmetry of the
vacuum Einstein equations. Then there is a constant c and zeroth-order quantities Vi =
Vi(x
i, gij) such that
hab = cgab +∇aVb +∇bVa.
Proof: Proposition 4.3 reduces the proof to showing that the zeroth- order symmetry
ĥab is in fact a constant times the metric. This follows from the classification of the
point symmetries of the Einstein equations [27macro. ]. We include the proof here for
completeness.
Let us begin with the conditions placed on ĥab by the vanishing of the terms in
the linearized equations involving Γabcd. From the structure equations (4.4)–(4.6) it is a
straightforward matter to show that
∇c∇dĥab = 2 ∂ĥab
∂gmn
gmp[Γ
p
ncd +
1
2
Q
p
c nd]− ĥpa[Γpbdc +
1
2
Q
p
c db]− ĥpb[Γpadc +
1
2
Q
p
c da] + {⋆},
(4.32)
where {⋆} denotes terms depending only on the variables xi, gij , Γkij . We multiply the
linearized equations by X iXj and differentiate them with respect to Γabcd. The result, after
multiplying by αbαcαdZ
a and simplifying, is given by
< α♯, α > [∂gĥ](Z
♭α;XX) =< α,X > {2[∂gĥ](Z♭α;α♯X)− < α,X > [∂gtrĥ](Z♭α)}.
(4.33)
Proposition 2.18 now implies that there exist zeroth- order quantities A such that
[∂gĥ](Z
♭α;XX) =< α,X > A(Z♭, X).
The symmetry of (∂gĥ) in Z
♭α implies that
< α,X > A(Z♭, X) =< Z♭, X > A(α,X),
and therefore, by Proposition 2.18, there exists a zeroth-order function F = F (xi, gij) such
that
A(α,X) =< α,X > F.
We have therefore found that
[∂gĥ](αα;XX) =< α,X >
2 F. (4.34)
It is easily verified that this equation is necessary and sufficient for (4.33) to hold. Next,
we differentiate (4.34) with respect to gij to obtain
[∂g∂gĥ](ββ;αα;XX) =< α,X >
2 [∂gF ](ββ).
The left-hand side of this equation is symmetric under interchange of α and β, and we
therefore have
< α,X >2 [∂gF ](ββ) =< β,X >
2 [∂gF ](αα).
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From Proposition 2.18 it is easily seen that this equation implies
[∂gF ](αα) = 0. (4.35)
Equations (4.34), (4.35) imply that ĥab is of the form
ĥab = F (x
i)gab + kab(x
i). (4.36)
Now we turn to the conditions on ĥab arising from the terms in the linearized equations
depending on Qab,cd. It is straightforward to show, using (4.32), that this condition takes
the form
Qij,kl[2X
iXcgrk
∂ĥrc
∂gjl
−X iXkgbc ∂ĥbc
∂gjl
− 3
2
X iXjĥkl] = 0,
when Qij,kl is completely trace-free. If we substitute from (4.36) the first and second terms
vanish leaving us with
X iXjkabg
akgbl[Qij,kl]tracefree = 0.
Because kab is independent of the metric, this equation implies that kab = 0.
We have reduced ĥab to the form
ĥab = F (x
i)gab.
We now substitute this equation for ĥab into the linearized equations to find
−gij∇a∇aF − 2∇i∇jF = 0.
We differentiate this equation with respect to Γrst and obtain
[gihg
st + 2δ
(s
(i δ
t)
j)]
∂F
∂xr
= 0,
which implies that
∂F
∂xr
= 0, and thus F is a constant.
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5. Complete Classification of Generalized Symmetries of the Vacuum Einstein
Equations.
We now turn to the computation of all generalized symmetries of the Einstein equa-
tions. Let
hAB
A′B′ = h
AB
A′B′(x, σ,Γ
1,Γ2,Ψ2,Ψ2, . . . ,Γl,Ψk,Ψk) (5.1)
be the components of a generalized symmetry of the Einstein equations. Initially, we have
l = k, so the generalized symmetry is of order k. The repeated covariant derivative of hAB
A′B′
can be given schematically by
∇∇h = DDh + γ ·Dh+ (Dγ) · h+ γ · γ · h,
where γ ·Dh is a sum of products of spin connections γBC
AA′
and γB
′C′
AA′
and total derivatives
DC
C′
hAB
A′B′
, and so on. The linearized equation,
[−ǫCDǫC′D′αAβBαA′βB′ + ǫBCǫA′C′αAβDαB′βD′
+ ǫBCǫ
A′C′αDβAα
D′βB
′
]∇C
C′∇DD′hABA′B′ = 0 on Ek+2,
(5.2)
is an SL(2,C) invariant identity depending on the variables xi, σaAA′ , σaAA′,b, σaAA′,bc,
Γ1, Γ2, Ψ2, Ψ2, . . . , Γl+2, Ψk+2, Ψk+2. On the Einstein equation manifold Ek+2 there
are relationships between σaAA′,bc and Γ
2, Ψ2, Ψ2, but in what follows we are careful only
to consider terms involving Ψl and Ψl for l ≥ 3. The rather complicated lower-derivative
analysis was performed in §4.
In order to analyze the dependence of this equation on our adapted jet coordinates,
we need the following structure equations on Ek+1:
Djk+1Γ
i
j0j1···jk
= Γij0j1···jk+1 +A
i
j0j1···jk+1
(σ,Ψk+1,Ψk+1) +Bij0j1···jk+1(Γ
1,Γk)
+ Cij0j1···jk+1(σ,Γ
1,Ψk,Ψk) +Eij0j1···jk+1(σ,Γ
1, . . . ,Γk−1,Ψ2,Ψ2, . . . ,Ψk−1,Ψk−1).
(5.3)
Here A······ is linear in Ψ
k and Ψk, B······ is bilinear in its arguments, C
···
··· is linear in Ψ
k and
Ψk with coefficients depending on σ and Γ1.
We also have (see (2.23))
DA
′
A
Ψ
J′
1
···J′
k−2
J1···Jk+2
= Ψ
A′J′
1
···J′
k−2
A J1···Jk+2
+M
A′J′
1
···J′
k−2
A J1···Jk+2
(γ, γ,Ψk) +N
A′J′
1
···J′
k−2
A J1···Jk+2
(Ψ2,Ψ2, . . . ,Ψk−1,Ψk−1),
(5.4)
where M ······ is linear in Ψ
k. There is an analogous formula for the total derivative of Ψk.
Let
f(σ,Γ1,Γ2,Ψ2,Ψ2, . . . ,Γl,Ψk,Ψk)
be a smooth function. We retain the notation
[∂mΨ f ](ψ
m+2, ψm−2) and [∂m
Ψ
f ](ψm−2, ψm+2)
introduced in §3 for the derivatives of f with respect to Ψm and Ψm, and we define
[∂mΓ f ](Y, ω
m+1) =
∂f
∂Γij0j1...jm
Y iωj0ωj1 · · ·ωjm .
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In many of our subsequent formulas the spinor components
ωA
A′
= σjA
A′
ωj
of the covector ω will appear. In addition, we will use ω as a bilinear map
ω(α, β) = ωA
A′αAβ
A′ .
Finally, we write
h(α, ω, α) = hAB
A′B′αAω
A′
B
αB
′
.
From the structure equations (5.3)–(5.4) we readily derive the following commutation
rules. For l ≥ 2 we have
[∂l+1Γ D
A
A′
f ](Y, ωl+2) = ωA
A′
[∂lΓf ](Y, ω
l+1) (5.5)
and
[∂lΓD
A
A′f ](Y, ω
l+1) = ωA
A′ [∂
l−1
Γ f ](Y, ω
l)+
(
DA
A′ [∂
l
Γf ]
)
(Y, ωl+1)+[Γ1 ·∂lΓf ]AA′(Y, ωl+1), (5.6)
while for l < k we find that
[∂k+1Ψ D
A
A′
f ](ψk+3, ψk−1) = ψAψA′ [∂
k
Ψf ](ψ
k+2, ψk−2) (5.7)
and
[∂kΨD
A
A′
f ](ψk+2, ψk−2) =ψAψA′ [∂
k−1
Ψ f ](ψ
k+1, ψk−3) +
(
DA
A′
[∂kΨf ]
)
(ψk+2, ψk−2)
+ [Γ2 · ∂kΨf ]AA′(ψk+2, ψk−2) + [∂k−1Γ f ]AA′(ψk+2, ψk−2).
(5.8)
The analysis of (5.2) now proceeds along lines very similar to those presented in §3.
Accordingly, we shall not provide all the details of the many calculations involved in the
lengthy analysis, but rather simply list the various steps and the conclusions obtained in
each.
5A. The Γl+2 Analysis, l ≥ k − 1, k ≥ 2.
When we differentiate (5.2) with respect to Γl+2, we find that
< ω, ω > [∂lΓh](Y, ω
l+1;α, α, β, β)+ω(β, β)[∂lΓh](Y, ω
l+1;α, ω, α)
+ω(α, α)[∂lΓh](Y, ω
l+1; β, ω, β) = 0.
(5.9)
In this equation, set ωA
A′
= ψAψA′ to conclude that
[∂lΓh](Y, ω
l+1;α, ω, α) = 0
whenever ω is a null vector. By Proposition 2.17 this implies there is a spinor
P = P (Y, ωl, α, α)
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such that
[∂lΓh](Y, ω
l+1;α, ω, α) = −1
2
< ω, ω > P (Y, ωl, α, α).
This fact allows us to use (5.9) to show that the highest Γ derivative of h has the algebraic
form
[∂lΓh](Y, ω
l+1;α, α, β, β) =
1
2
ω(α, α)P (Y, ωl, β, β) +
1
2
ω(β, β)P (Y, ωl, α, α) (5.10)
Note that the commutativity of the partial derivatives ∂lΓ∂
l
Γ implies, using equation (5.10)
with β = α and β = α, that
ω(α, α)[∂lΓP ](Z, η
l+1; Y, ωl, α, α) = η(α, α)[∂lΓP ](Y, ω
l+1;Z, ηl, α, α). (5.11)
5B. The Γl+1Γl+1 Analysis, l ≥ k − 1, k ≥ 2.
The repeated derivative of (5.2) with respect to Γl+1 becomes, with β = α and β = α,
< ω, η >[∂lΓ∂
l
Γh](Y, ω
l+1;Z, ηl+1;α, α, α, α)
+η(α, α)[∂lΓ∂
l
Γh](Y, ω
l+1;Z, ηl+1;α, ω, α)
+ω(α, α)[∂lΓ∂
l
Γh](Y, ω
l+1;Z, ηl+1;α, η, α) = 0.
(5.12)
We now substitute into (5.12) from (5.10), multiply by η(α, α), and use (5.11) to deduce
that
[< ω, ω > η2(α, α)+ < η, η > ω2(α, α)− 2 < ω, η > ω(α, α)η(α, α)]
×[∂lΓP ](Z, ηl+1; Y, ωl, α, α) = 0.
Because the first spinor in brackets is not identically zero, we find that
[∂lΓP ](Z, η
l+1; Y, ωl, α, α) = 0, (5.13)
and thus hAB
A′B′
is at most linear in the variables Γl.
5C. The Ψk+2Γl and Ψk+2Γl Analysis, l ≥ k − 1, k ≥ 2.
The commutation rules (5.5)–(5.8) do not allow us to immediately differentiate with
respect to Ψk+2 and Ψk+2 to arrive at the equations (3.16) and (3.17), which were the
basic starting equations for the analysis of natural generalized symmetries. Nevertheless,
if we use the linearity of hAB
A′B′
in the variables Γl, we can differentiate (5.2) with respect to
Ψk+2 and Γl to find that
[∂lΓ∂
k
Ψh](Y, ω
l+1;ψk+2, ψk−2;ψ, α, α, ψ) = 0, (5.14)
and
[∂lΓ∂
k
Ψ
h](Y, ωl+1;ψk−2, ψk+2;ψ, α, α, ψ) = 0. (5.15)
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5D. The Γl+1Ψk+1, Γl+1Ψk+1 Analysis, l ≥ k − 1, k ≥ 2.
Here we find, in a very straightforward manner, that
[∂kΨ∂
l
Γh](ψ
k+2, ψk−2; Y, ωl+1;α, β, α, β) = 0, (5.16)
and
[∂k
Ψ
∂lΓh](ψ
k−2, ψk+2; Y, ωl+1;α, β, α, β) = 0. (5.17)
In deriving these equations we used (5.14) and (5.15).
5E. The Γl+1Γl Analysis, l ≥ k − 1, k ≥ 3 and l = 2, k = 2.
We differentiate (5.2) with respect to Γl and Γl+1. In the resulting equation we set
β = α, β = α and substitute from (5.10) to obtain
< ω, ω > η(α, α > {[∂l−1Γ P ](Y, ωl;Z, ηl, α, α)− [∂l−1Γ P ](Z, ηl; Y, ωl, α, α)}
+ 2ω(α, α){< ω, η > [∂l−1Γ P ](Z, ηl; Y, ωl, α, α) + [∂lΓ∂l−1Γ h](Z, ηl+1; Y, ωl;α, ω, α)
+ [∂l−1Γ ∂
l
Γh](Z, η
l; Y, ωl+1;α, η, α)} = 0.
We multiply this equation by η(α, α) and subtract from it the product of ω(α, α) with the
result of interchanging (Z, η) with (Y, ω) to deduce that
[∂l−1Γ P ](Z, η
l; Y, ωl, α, α) = [∂l−1Γ P ](Y, ω
l;Z, ηl, α, α). (5.18)
5F. A Partial Reduction in Order.
Equations (5.13), (5.16), (5.17), and (5.18) show that there is a vector field
XA
′
A
= XA
′
A
(x, σ,Γ1, . . . ,Γl−1,Ψk−1,Ψk−1)
such that
[∂l−1Γ X ](Y, ω
l;α, α) =
1
2
P (Y, ωl;α, αbar).
Hence the generalized symmetry
h˜AB
A′B′
= hAB
A′B′
− (∇A′
A
XB
′
B
+∇B′
B
XA
′
A
)
is independent of the variables Γl, and accordingly we may now assume that the original
generalized symmetry (5.1) is of the type
hAB
A′B′ = h
AB
A′B′(x, σ,Γ
1,Γ2,Ψ2,Ψ2, . . . ,Γk−1,Ψk,Ψk). (5.19)
This partial reduction in the order of hAB
A′B′
is important because it enables us to repeat,
almost without modification, the arguments of §3.
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5G. Repetition of steps A through E and the natural symmetry analysis, l =
k − 1, k ≥ 3.
We now repeat steps A through E assuming hAB
A′B′
to be of the form (5.19), that is,
with the Γ derivative-dependence reduced by one order. We can also repeat steps A and
B of §3 to conclude that now
[∂kΨh](ψ
k+2, ψk−2;α, β, α, β)
=< ψ, α >< ψ, β > A(ψk, ψk−2αβ)+ < ψ, α >< ψ, β > B(ψk+2αβ, ψk−4) (5.20)
+ < ψ, α >< α, ψ > W (ψk+1, ψk−3, β, β) + < ψ, β >< β, ψ > W (ψk+1, ψk−3, α, α),
[∂k
Ψ
h](ψk−2, ψk+2;α, β, α, β)
=< ψ, α >< ψ, β > D(ψk, ψk−2αβ)+ < ψ, α >< ψ, β > E(ψk+2αβ, ψk−4) (5.21)
+ < ψ, α >< α, ψ > U(ψk+1, ψk−3, β, β)+ < ψ, β >< β, ψ > U(ψk+1, ψk−3, α, α),
and
[∂k−1Γ h](Y, ω
k;α, ω, α) = −1
2
< ω, ω > P (Y, ωk−1, α, α). (5.22)
The coefficients A, B, W , D, E, U , and P are functions of the variables x, σ, . . . , Γk−2,
Ψk−1, Ψk−1. Note that steps §3A and §3B are valid even when k = 2.
Next we repeat step C of §3 to find that A, B, D, E are independent of the variables
Ψk−1 and Ψk−1. We also arrive at the integrability conditions (3.38), (3.41) and (3.51).
Note that step §3C is valid even when k = 2.
5H. The Γk−1Ψk+1, Γk−1Ψk+1, ΓkΨk and ΓkΨk Analysis, k ≥ 3.
The derivative of the linearized equation with respect to Γk−1 and Ψk+1 gives, after
taking into account (3.16),
2ω(ψ, ψ)[∂k−2Γ ∂
k
Ψh](Y, ω
k−1;ψk+2, ψk−2;α, β, α, β)
+ < α, ψ >< α, ψ >[∂k−2Γ ∂
k
Ψh](Y, ω
k−1;ψk+2, ψk−2; β, ω, β)
+ < β, ψ >< β, ψ >[∂k−2Γ ∂
k
Ψh](Y, ω
k−1;ψk+2, ψk−2;α, ω, α)
+ < α, ψ >< α, ψ >[∂k−1Ψ ∂
k−1
Γ h](ψ
k+1, ψk−3; Y, ωk; β, ψ, ψ, β)
+ < β, ψ >< β, ψ >[∂k−1Ψ ∂
k−1
Γ h](ψ
k+1, ψk−3; Y, ωk;α, ψ, ψ, α) = 0.
(5.23)
In this equation we set α = β = ψ and then α = β = ψ to deduce, in light of (5.20), that
[∂k−2Γ B](Y, ω
k−1;ψk+4, ψk−4) = 0 and [∂k−2Γ A](Y, ω
k−1;ψk, ψk) = 0. (5.24)
Now we set β = α and β = α in (5.23); after substituting from (5.20) and (5.22) we find
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that
1
2
ω(α, ψ)[∂k−1Ψ P ](ψ
k+1, ψk−3; Y, ωk−1, ψ, α) +
1
2
ω(ψ, α)[∂k−1Ψ P ](ψ
k+1, ψk−3; Y, ωk−1, α, ψ)
− < ψ, α > [∂k−2Γ W ](Y, ωk−1;ψk+1, ψk−3, ψ · ω, α)
− < ψ, α > [∂k−2Γ W ](Y, ωk−1;ψk+1, ψk−3, α, ψ · ω)
=2ω(ψ, ψ)[∂k−2Γ W ](Y, ω
k−1;ψk+1, ψk−3, α, α).
(5.25)
In this equation we have defined
(ψ · ω)A′ = ωA′
A
ψA and (ψ · ω)A = ωA′A ψA′ .
Next we differentiate the linearized equation with respect to Γk and Ψk, then set α = β
and α = β, and substitute from (5.20) and (5.22) to find
{ω(ψ, ψ)ω(α, α)− 1
2
< ω, ω >< ψ, α >< ψ, α >}[∂k−1Ψ P ](ψk+1, ψk−3; Y, ωk−1, α, α)
+ < ω, ω >< ψ, α >< ψ, α > [∂k−2Γ W ](Y, ω
k−1;ψk+1, ψk−3, α, α)
− ω(α, α){1
2
ω(α, ψ)[∂k−1Ψ P ](ψ
k+1, ψk−3; Y, ωk−1, ψ, α) (5.26)
+
1
2
ω(ψ, α)[∂k−1Ψ P ](ψ
k+1, ψk−3; Y, ωk−1, α, ψ)
− < ψ, α > [∂k−2Γ W ](Y, ωk−1;ψk+1, ψk−3, ψ · ω, α)
− < ψ, α > [∂k−2Γ W ](Y, ωk−1;ψk+1, ψk−3, α, ψ · ω)} = 0.
The last four terms in this equation are precisely the four terms on the left- hand side of
(5.25). Therefore, equations (5.25) and (5.26) lead to the integrability condition
1
2
[∂k−1Ψ P ](ψ
k+1, ψk−3; Y, ωk−1, α, α) = [∂k−2Γ W ](Y, ω
k−1;ψk+1, ψk−3, α, α). (5.27)
Similarly, an analysis of the Γk−1Ψk−1 and ΓkΨk conditions proves that
[∂k−2Γ D](Y, ω
k−1;ψk, ψk) = 0 and [∂k−2Γ E](Y, ω
k−1;ψk+4, ψk−4) = 0, (5.28)
and
1
2
[∂k−1
Ψ
P ](ψk−3, ψk+1; Y, ωk−1, α, α) = [∂k−2Γ U ](Y, ω
k−1;ψk+1, ψk−3, α, α). (5.29)
5I. Reduction in Order, k ≥ 3.
The integrability conditions (3.38), (3.41), (3.51), (5.27), and (5.29) show that there
is a vector field
XA
A′
= XA
A′
(x, σ, . . . ,Γk−2,Ψk−1,Ψk−1)
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such that
W (ψk+1, ψk−3, α, α) = [∂k−1Ψ X ](ψ
k+1, ψk−3;α, α)
U(ψk−3, ψk+1, α, α) = [∂k−1
Ψ
X ](ψk−3, ψk+1;α, α)
1
2
P (Y, ωk−1, α, α) = [∂k−2Γ X ](Y, ω
k−1;α, α).
Just as in §3, we set
kAB
A′B′
= hAB
A′B′
− (∇A
A′
XB
B′
+∇B
B′
XA
A′
). (5.30)
Then
kAB
A′B′
= kAB
A′B′
(x, σ,Γ1,Γ2,Ψ2,Ψ2, . . . ,Γk−2,Ψk,Ψk),
and
[∂kΨk](ψ
k+2, ψk−2;α, β, α, β)
=< ψ, α >< ψ, β > A(ψk, ψk−2αβ)+ < ψ, α >< ψ, β > B(ψk+2αβ, ψk−4) (5.31)
[∂k
Ψ
k](ψk−2, ψk+2;α, β, α, β)
=< ψ, α >< ψ, β > D(ψk, ψk−2αβ)+ < ψ, α >< ψ, β > E(ψk+2αβ, ψk−4. (5.32)
Finally, we analyze the terms in the linearized equations involving Ψk+1 and Ψk+1.
To this end, it is convenient to set
R(ψk+2, ψk−2, α, β, α, β)
=< ψ, α >< ψ, β > A(ψk, ψk−2αβ)+ < ψ, α >< ψ, β > B(ψk+2αβ, ψk−4),
and
S(ψk−2, ψk+2, α, β, α, β)
=< ψ, α >< ψ, β > D(ψk, ψk−2αβ)+ < ψ, α >< ψ, β > E(ψk+2αβ, psik−4).
Then equations (5.30)–(5.32) imply that
k = R ·Ψk + S ·Ψk + k˜,
where
k˜ = k˜(x, σ, . . . ,Γk−2,Ψk−1,Ψk−1).
The repeated covariant derivative of k thus takes the form
∇A
A′
∇B
B′
k =(∇A
A′
∇B
B′
R) ·Ψk + [(∇A
A′
R) · ∇B
B′
Ψk + (∇B
B′
R) · ∇A
A′
Ψk]
+R · (∇A
A′
∇B
B′
Ψk) +∇A
A′
∇B
B′
k˜ + {⋆},
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where {⋆} denotes similar terms derived from S ·Ψk. By (5.24) and (5.28), R and S depend
upon x, σ, . . . , Γk−3, Ψk−2, Ψk−2, and hence the derivatives ∇A
A′
∇B
B′
R and ∇A
A′
∇B
B′
S are
independent of the variables Ψk+1 and Ψk+1. Moreover, we have that
R · ∇A
A′
∇B
B′
Ψk = R ·Ψk+2 + {⋆⋆},
where {⋆⋆} denotes terms of order k in the Penrose fields. Hence R · ∇A
A′
∇B
B′
Ψk does not
contain Ψk+1 and Ψk+1. Consequently, if we differentiate the linearized equations for kAB
A′B′
with respect to Ψk+1 and set α = β and α = β, we obtain
(Grad R)(ψ, ψ;ψk+2, ψk−2;α, α, α, α)
+ 2 < α, ψ >< α, ψ > [(DivR)(ψk+2, ψk−2, α, α) + (∂k−1Ψ k˜)(ψ
k+1, ψk−3, α, ψ, ψ, α)] = 0,
(5.33)
where the covariant derivative operators Grad and Div are given by (3.11) and (3.59).
With α = ψ and α = ψ, we deduce from this equation the covariant constancy conditions
(Grad A)(ψ, ψ;ψk, ψk) = 0, (5.34)
and
(Grad B)(ψ, ψ;ψk+4, ψk−4) = 0. (5.35)
Just as in Proposition 3.2, equation (5.34) implies that A is independent of all the Γ, Ψ,
and Ψ variables, that is,
A = A(x, σ).
But now, the covariant derivative of A takes the general form
∇C
C′A
...
... = D
C
C′A
...
... + γ
C...
C′...A
...
... = σ
aC
C′(
∂A
∂xa
+
∂A
∂σbBB′
σbBB′ ,a ) + γ
C...
C′...A
...
....
Since
σbBB′ ,a= Γ
e
baσeBB′ + γ
C
BaσbCB′ + γ
C′
B′aσbBC′
we find that
∇C
C′
A...... = Γ
e
ba(
∂A
∂σbBB′
σbBB′σ
aC
C′
) + {⋆},
where {⋆} indicates terms involving x, σ, and the spin connections γ and γ. It is now
a simple matter to differentiate (5.34) with respect to Γijk, keeping in mind that Γ
i
jk is
independent of the spin connections, to arrive at
∂A
∂σbBB′
= 0.
At this point we can continue, as in the proof of Proposition 3.2, to deduce that A = 0.
Similarly, B, D, and E satisfy covariant constancy conditions that imply they too vanish.
We have now shown that a generalized symmetry of order k ≥ 3 is equivalent, up to a
generalized diffeomorphism symmetry, to a generalized symmetry of order k−1 depending
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on x, σ, Γi, i = 1, . . . , k − 2 and Ψj , Ψj , j = 2, . . . , k − 1. A straightforward induction
argument then implies that any generalized symmetry of order k ≥ 3 is, up to a generalized
diffeomorphism symmetry, given by a generalized symmetry of order 2 depending on x, σ,
Γ1, Ψ2, and Ψ2. If the order of the original symmetry is k = 2, then by repeating steps
§5A through §5F the symmetry is again equivalent, modulo a diffeomorphism symmetry,
to a symmetry of order 2 depending on x, σ, Γ1, Ψ2, and Ψ2.
5J. Reduction to First-Order Generalized Symmetries.
The induction argument of §5I shows that, modulo the generalized diffeomorphism
symmetry, any generalized symmetry of order k ≥ 2 is equivalent to a symmetry h with
the functional dependence
h = h(x, σ,Γ1,Ψ2,Ψ2).
Steps §5A through §5D, with l = 1 and k = 2, show that h takes the schematic form
h = P (x, σ) · Γ1 + h0(x, σ,Ψ2,Ψ2).
Steps §3A, §3B, and §3C show that
h = P (x, σ) · Γ1 + A(x, σ) ·Ψ2 +D(x, σ) ·Ψ2 + k(x, σ).
The derivative of the linearized equations with respect to Ψ3 gives an equation similar to
(5.33), which we write symbolically as
GradR +DivR +O(x, σ) = 0.
We can then repeat the arguments at the end of step §5I to conclude that A = 0. A similar
analysis of the terms involving Ψ3 in the linearized equations leads to D = 0. Thus we
reduce our analysis to first- order generalized symmetries, which were classified in §4 (see
Theorem 4.4). We have now proven our main result.
Theorem 5.1. Let
hab = hab(x
i, gij, gij,h1, . . . , gij,h1···hk)
be the components of a kth-order generalized symmetry of the vacuum Einstein equations
Rij = 0 in four spacetime dimensions. Then there is a constant c and a generalized vector
field
X i = X i(xi, gij, gij,h1, . . . , gij,h1···hk−1)
such that, modulo the Einstein equations,
hab = cgab +∇aXb +∇bXa.
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