Locality and differential operators on C∗-algebras  by Bratteli, Ola et al.
JOURNAL OF DIFFERENTIAL EQUATIONS 64, 221-273 (1986) 
Locality and Differential Operators on C*-Algebras 
OLA BRATTELI*, GEORGE A. ELLIOTT+, AND DAVID E. EVANS* 
Department of Mathematics, University of Ottawa, 
Ottawa, Ontario, KIN 984, Canada 
Received January 31, 1984; revised June 4, 1985 
Let 6 be the generator of a strongly continuous one-parameter group of 
*-automorphisms of a C*-algebra &. We prove that a densely delined operator K 
on & satisfying a certain second order locality condition with respect to 6 must 
have the form K = L6 + M?i2, where L and M are possibly unbounded central mul- 
tipliers of the two-sided ideal generated by the range of 6. I f  K, in addition, is an 
invariant dissipation, then K is the generator of a strongly continuous one- 
parameter semigroup of completely positive contractions. 0 1986 Academic Press, Inc. 
INTRODUCTION 
In this paper we characterise some second order differential operators on 
a C*-algebra using a concept of locality, and then give conditions which 
ensure that these operators generate dynamical semigroups of positivity 
preserving maps. These results have applications in classical stochastic 
processes, quantum statistical mechanics, and classical differential 
geometry. 
Thus the problem we address ourselves to is, when is an unbounded 
operator K, or its closure, the infinitesimal generator of a positivity preser- 
ving semigroup of maps on an algebra of operators. Usually with a given 
operator, one has to check certain dissipativity conditions on K, and den- 
sity of 1 -K for certain scalar A. These analytic conditions are extremely 
diflicult to verify in practice and so it is imperative to seek alternative, 
algebraic conditions which ensure that K or its closure is a generator. We 
do this by first introducing a locality condition. In the commutative case, 
the locality condition is the following: Let M be a locally compact 
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Hausdorff space, and A = C,,(M) the commutative algebra of continuous 
functions on M, vanishing at infinity, and { 0,; t E R} a one-parameter flow 
on A4 with (r,; t E 88) the corresponding action on C,(M): 
~,(f)(x) =f(O,x), j-E C,(M), x E M, t E R. 
Let 6 denote the generator of r, so that 
fe D(6). Then an operator K with domain D(K) G C,(M) into C,,(M) is 
said to be local with respect to (6, a*) if 
W)(x) = 0 = ~*(f)(x) 
implies K(f)(x) = 0, for each f~ D(K) n O(S*), x E M. In Section 4 we see 
that this locality condition leads to a decomposition 
W) = LW-) + M6*(fh (1.1) 
where L, M are unbounded multiplication operators. Then in Sections 5 
and 6 we make a detailed investigation of this decomposition so as to be 
able to give properties of K which ensure that it is a generator. 
Such operators are of interest in the theory of diffusions in classical 
stochastic processes [I-W, I-M]. Note that it is usual when seeking 
positive semigroups to concentrate attention on second order differential 
operators. To study quantum diffusion equations, it is necessary to con- 
sider second order differential operators on a noncommutative C*-algebra 
d of operators on a Hilbert space; see, e.g., [Bra, Davl, DaR, Eval, 
Eva2, E-L]. Let us adopt the view that reversible dynamics in a quantum 
system is given by a strongly continuous one-parameter group {rl; t E W} 
of * -automorphisms of a C*-algebra &, with generator 6 which is a 
derivation, i.e., D(6) is a *-subalgebra and 
Then irreversible Markovian dynamics is described by a strongly con- 
tinuous semigroup of (completely) positive maps on a C*-algebra d. It is 
thus natural to study quantum diffusions of the type (1.1) where L, M are 
now unbounded multipliers. 
To describe our results in more detail, let d be a C*-algebra, and 
{rI; t E lR> a strongly continuous group of *-automorphisms with 
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infinitesimal generator 6 which is a *-derivation with domain D(6). First, 
we characterise those linear operators, defined on a suitable domain, which 
can be expressed as 
K=Ld+iWS2 (1.2) 
with operator coefficients L, A4 which are central multipliers (possibly 
unbounded) of the minimal dense ideal of A? = &S(D) d. Thus if A E D(K), 
K(A) is the sum of Ld(A) and Ma2(A) as multipliers of Ped(B). 
To do this, we say that a linear map K with domain D(K) c d into d is 
local with respect to (&a’) if 
o(G(A)*B*BG(A)) = 0 and w(s*(A)*B*Bs*(A)) = 0 
imply 
o(K(A)*B*BK(A))=O 
for each A E D(K) n O(S*), BE d, and pure state o on d. In Section 4 we 
show that any linear map defined on a core for a2, and which is (6, S*)- 
local has an unique decomposition as in (1.2). We do not assume that K 
commutes with the flow {r,; t E R).The strategy of the proof is to show first 
in Section 3 that the decomposition in (1.2) exists in an irreducible 
representation rt of -c4, 
nK(A)=M(A)+pm5*(A), A E D(K) n D(S*) (1.3) 
for some scalars (A, p) which may depend on rc. Then in Section 4 we use 
the Dauns-Hofmann theorem to glue together the (A, p) to obtain the 
unbounded multipliers (L, M). The proof of the decomposition in (1.3) in 
turn uses some results in linear algebra obtained in Section 2, concerning 
the linear dependence of linear maps which are pointwise linearly depen- 
dent. 
Next in Section 5 we show that the decomposition in (1.2) holds in a 
stronger form if K commutes with the flow (rl; t E R}. In particular, if K is 
a closed densely defined linear map which commutes with r and is (6, S*)- 
local, then the central multipliers L, M of Ped(W) are r-invariant, 
and 
K(A)=L6(A)+Md2(A) 
for all A in D(K) nD(a2). L6 and A46* are therefore densely defined as 
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operators from d into g’. We show that they are closable, and if D(K) 
satisfies a certain saturation condition in the direction transversal to 6, then 
D(D) n D(M62) = D(K) 
and 
K(A) =L6(A) +rn(A) 
for all A in D(K). Moreover, D(K) is automatically a *-algebra. 
Then finally in Section 6 we characterise which local operators are 
generators of positive semigroups. In particular, if we further assume that K 
is a * -map and satisfies the infinitesimal Kadison-Schwarz inequality 
K(A2)6K(A)A+AK(A) (1.4) 
for all selfadjoint A in D(K), then K is the generator of a strongly con- 
tinuous one-parameter semigroup of completely positive contractions on 
d. In this case M 6 0 in (1.2), or ~60 in (1.3), and 
n(e-54)=[” ds( -4?r/lt) -“2 a4@ 71(2,_,,(A)) 
-02 
(where (1, p) are as in (1.3)). 
A relative locality condition useful for derivations was introduced in 
[Bat] and studied further in [B-D-R]. A map 8 is said to be strongly 6- 
local if 
w(6(a)*cyu)) = 0 
implies 
o(a(a)*a(a)) = 0 
for each a in D(6) no(a) and each pure state w  on d. Moreover, 8 is said 
to be n-strongly d-local if 8 @ 1, is strongly 6 @ 1 n local on & @ M, , where 
1, denotes the identity map on the n x n matrices M,, and 8 is said to be 
completely strongly b-local if it is n-strongly b-local for all n. Note that 
there is some relation between the concept of 2-strong locality and our con- 
cept of locality, at least for derivations. Suppose that 8 is a derivation 
which is 2-strongly B-local, and that 
o(G(A)*B*BG(A)) = 0 
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for some A, ll~D(d)nD(6), and a pure state w  on d. Then if (rr, X,0) 
denotes the GNS decomposition of o, 
7c(BG(A)) = 0, 
i.e., 
n(G(BA)) Q - fT(d(B) A) n = 0. 
Hence by 2-strong locality (cf. [B-D-R]), 
?c(qBA)) i-2 - ?T(c?(B) A) Q = 0, 
i.e., 
n(Bd(A)) Q = 0, or w(a(A)*B*BqA)) = 0. 
Thus 2-strong b-locality in the sense of [B-D-R] almost implies locality in 
our sense, but it is essential for our use of Kadison’s transitivity theorem 
that the implication o(G(A)*B*BG(A)) = 0 * w(a(A)*B*Ba(A)) = 0 holds 
for all BE&. 
Let 8 be a closed *-derivation of d. It was shown in [B-D-R] that if 8 is 
completely strongly &local, and commutes with r, then there exists a 
r-invariant central selfadjoint multiplier L of Ped(W) such that 
d(A) = L&A), A E D(a) n D(6). (1.5) 
In particular in any irreducible representation n, there is a scalar il such 
that 
7d(A) = M(A), A E D(a) n D(6). (1.6) 
Moreover, 8 is the generator of a one-parameter group of *-auto- 
morphisms of d such that 
zeta(A) = 7mlr(A), AEd. 
The proof in [B-D-R] of the existence of L in (1.5) relied heavily on 8 
being a derivation, whilst our proof of the existence of (L, M) as in (1.2) 
using our new concept of locality does not use any algebraic properties 
of K. 
For a periodic action r, this locality condition of [B-D-R] is closely 
related to 8 1 d’=O if zZ* is the fixed point algebra (see [B-G-J]). (For 
arbitrary r though, the fixed point algebra will not contain enough infor- 
mation.) Generators of dynamical semigroups which commute with a com- 
pact abelian action were studied in [B-E, B-J-K-R]. Thus if z is a periodic 
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action (with period 271, say) with simple fixed point algebra, it was shown 
in [B-E] that if K is a symmetric map defined on the Ainite elements such 
that KI d’=O, Kz = rK, and K@ 1, satisfies (1.4) for all n, then K is 
closable, its closure generates a strongly continuous semigroup of com- 
pletely positive contractions, and K is a linear combination of 6, a2 and a 
bounded superposition of (7,; t E R} given by the Levy-Khinchin formula. 
Thus there are real scalars (A, p) with ~1 negative and a nonnegative boun- 
ded measure 8 on A= {x: -n<x<n, x#O} such that 
Thus our locality condition disallows the third term. 
2. SOME RESULTS ON VECTORWISE LINEARLY DEPENDENT LINEAR MAPS 
In this section we prove some results of a linear algebraic nature which 
have some interest in their own right. 
2.1. LEMMA. Let VI and V2 be vector spaces over R or @, and let $, rc/, , 
and I+I~ be three linear maps from V, into V2. Assume that 
(1) The vector +(d) is in the linear span of til(d) and ti2($) for each 
fPE”C. 
Let d,, & be vectors in VI such that 
(2) The dimension n of the span of the four vectors tii(eS,), i, j = 1, 2, is 
unequal to 2. 
Then there exist scalars 1, p such that 
for all 4 in the linear span of d1 and d2. 
The conclusion is not generally true tf n = 2, both for real and complex 
scalars. 
The scalars 2, u are unique tf n = 3 or n = 4. 
Proof: If the set {qS1, d2 } is linearly dependent there is nothing to 
prove, so assume that (4,) 42 } is linearly independent. We may assume 
that VI is the two-dimensional space spanned by qS1 and &, and that *y; is 
spanned by tji(dj), i, j = 1, 2. 
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The case dim Vz = n = 0 is trivial. 
If dim *y; = 1, then I,+, $i, and $2 are essentially linear functionals, and 
condition 2 just states 
ker$zker$,nker$,. 
Thus $ is in the linear span of 1(/, and ti2. 
If dim Y2 = 3, then one of $i, 11/2, say $i, must be injective, and then one 
of Jlz@A WbA say JIz(4A must be outside the linear span of $ i(q5 1) and 
Ic/dtM- Then bL h> is a basis for +‘i and (ti1(4,>, Ic11(42), +dh)> is a 
basis for VT. The corresponding matrix representation of *I and ez has the 
form 
where a, 6, c are scalars. Condition 1, applied to 4 = 4, and 4 = &, implies 
that I,G must have the form 
For each (;) E “y; , there exist scalars A, p depending on (;) such that 
i.e., 
dx+ey=Ix+pay, (1) 
fv = 4~ + My, (2) 
gx+hy=px+pcy. (3) 
If (a, b) denotes the linear functional (a, b)(G) = ax + by, we get from (3) 
that ker( 1, c) E ker( g, h), and thus (g, h) = g( 1, c), i.e., h = gc. If we assume 
that y 20, it follows from (2) that 
A=f-pb, 
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which inserted in (1) and (3) gives 
(d-f) x + ey = p( -bx + uy), 
gx + gcy = p(x + cy). 
This system has the form 
Vl(4) = m(4), 
v3(4) = P/4($), 
(4) 
where vi are linear functionals of 4 E: VI and p is a function of 4. Thus 
Vl(4) v4(4) = rl3(4) v*(4) (5) 
for all C$ with y # 0, and as each side of this equation is a quadratic form on 
the two-dimensional space VI;, the equation extends to all of “y;. We now 
have two cases. 
Case 1 
q2 and u4 are linearly independent. 
This means ker q2 n ker y14 = (0). From (5) we get 
when C$ 4 ker q2 u ker q4. But the relation 
shows that p extends by continuity to the complement of ker q2, which in 
particular contains (ker q4)\{O}. Thus the relation 
A/)=% 
4 
shows that ker q3 E ker q4, which means 
where p is a constant. We must have ~(4) = p for 4 4: ker q2 u ker q4. Thus 
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for the same constant p. Putting 
A=f-pb 
we have that Eqs. (l)-(3) are satisfied with the functions p, 1 there replaced 
with the constants p, 1 found above, and for all (,X) E Vz, and thus 
*=W,+P$2 
Case 2 
vz and q4 are linearly dependent. 
Since q4(;) =x + cy we have t/4 # 0, and as q2(yX) = - bx + ay we have 
qz = -bq4. From (5) it follows that q1 = -61, (first, on -Y;\ker q4, and 
thus everywhere). This means 
d-f= -bg, 
e= -bgc, 
a= -bc. 
Using these relations and h = gc it follows immediately that 
ti-d$,-&,=O- 
If dim Vz = 4, the vectors iji(bj), i, j= 1, 2, are linearly independent. By 
hypothesis 1, there exist scalars A(b), ~(4) for all 4 E Y, such that 
In particular, 
but also 
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Comparing these expressions, we get 
and by linearity 
for all q5 in the linear span of d1 and &. 
To see that the conclusion of Lemma 2.1 is not generally true for n = 2, 
consider the example 
Since )(/* represents a rotation by n/2, one has that {$,(q5), +,(q5)} is 
linearly independent for any nonzero 4 E VI, and thus the hypothesis 1 is 
fulfilled for any linear map $ from q into Vz. These linear maps form a 
four-dimensional space, however. 
Actually, this example is essentially real, i.e., if we consider the same two 
matrices over C2, then 9Q2 has two linearly independent eigenvectors, and as 
these also must be eigenvectors for any (complex) vectorwise linear com- 
bination $ of sl/ r and $2, such a $ must be a global linear combination. 
Another example which works both in the real and complex case is the 
following: 
where a, b, c are arbitrary complex scalars, then an easy calculation shows 
that 
X $0 = QY Y) e 1 Y 0 ; +Ax,JJ)#2 ; 0 
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for all (;) E @*, where 
231 
4x,y)= a 
I c 
for x#O, 
for x=0 
and 
bx+(c-a)y 
for x#O, 
Ax, Y) = 
X 
arbitrary for x = 0. 
Note that as any complex matrix has an eigenvector, an easy argument 
shows that the complex linear space spanned vectorwise by two 2 x 2 
matrices til, 14~ can at most be three-dimensional in general, so the last 
example above is an optimal one. 
2.2. LEMMA. Let -Y; and V2 be vector spaces over R or C, and let *I and 
ti2 be two linear maps from K into 6. 
If the vectors $,(4), *Z(4) are linearly dependent for each $ E V,, and the 
dimension n of the space spanned by I+$~(<;) and 11/*(V2) is unequal to 1, then 
$, ,e2 are linearly dependent as linear maps. 
Proof By going to the quotient < /(ker it91 n ker ti2) we may assume 
that ker $, n ker ti2 = (0). Thus we may linearly decompose 
into two subspaces +Y1, %z where &, n %!* = { 0}, Ic/1 is injective on %i, and 
i+G2 is injective on S2 (put, e.g., @, = ker 14*, Bz = any linear complement of 
%I containing ker I/ ,). 
We then have 
for all 4 E 4&, where A(#) is a unique scalar. If #1, b2 E %I) we may apply 
this relation on 4, + 42 and use linearity to obtain 
i.e., A(d) E 1 is independent of 4, and 
for all 4 E a,. 
50516412-l 
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Correspondingly, there is a constant ,U such that 
for all q5 E 4?*. But a simple argument shows that il and p are independent 
of the particular decomposition Vr = %!i + +& used, and hence we must have 
A=p-l unless ker$,+ker$,=V1, in which case we must take 
%r=ker$,, lyi;!=ker$, and then I=p=O. But if 
4=4,+q&Eker+,+ker$, 
in this case, we have 
and as $i(q5), tiz(q4) are linearly dependent for all 4, we must have that 
VW), VW) all 1 ie in a fixed one-dimensional subspace of VT. By the 
hypothesis of the lemma, this is not the case. Hence tjl and ti2 are linearly 
dependent. 
2.3. THEOREM. Let VI and “y; be vector spaces over R or @, and let Ic/, 
Q!J,, and ti2 be three linear maps from 6 into “y;. Assume that 
(1) The vector JI(#) is in the linear span of $ ,( 4) and $*(#) for each 
tiE”y;> 
(2) The dimension n of the space spanned by $,(-U;) and ICI*(q) is 
unequal to 2. 
Then there exist scalars I, p such that 
Proof We shall use Lemmas 2.1 and 2.2 to reduce Theorem 2.3 to a 
special case. 
Case 1 
W,(4)? Iclzm 1 is inearly dependent for all 4 E Vi. There are two sub- 
cases. 
Case 1.1. n # 1. Then it follows from Lemma 2.2 that tji and lc/z are 
linearly dependent. By 3.1 of [B-D-R] (the proof works for linear spaces), 
if+ = A$, for some 1, some i. 
Case 1.2. n = 1. In this case II/, el, 11/2 are essentially linear functionals, 
and 1 implies that ker +r n ker 11/2 E ker II/, and hence II/ is a linear com- 
bination of $r and tiz. 
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Case 2 
There is a vector &, E q such that $l(&J and $J&) are linearly 
independent. In this case we must have n 2 3 by hypothesis 2, and so there 
must exist a vector qS1 such that one of ijl(dl) or ti2(b1), say $i(dl), lies 
outside the linear span of $,(&,) and ij2(q&). 
If (b is an arbitrary vector, there exist by hypothesis A(d), ,u(q5) such that 
$(4) = A(4) til(4) + P(4) $2(b)* 
We set 2. = 4&J, P = PMA and must show that we may choose 
A(4) = 4 P(4) = P 
for any 4. Lemma 2.1 shows that we may choose A(q5,) = 1, p(dl) = p. 
Case 2.1. d is in the linear span of q& and 4 1. 
Then the conclusion follows by linearity. 
Case 2.2. The vectors q$,, dl, C$ are linearly independent. 
There are two subcases. 
Case 2.2.1. The linear span of $,(qS) and $Jq5) is not contained in the 
linear span of til(&,) and $2(&). 
Then Lemma 2.1 applies. 
Case 2.2.2. The linear span of e1(q5) and ti2(4) is contained in the 
linear span of ti1(q5,,) and $2(q50). 
Case 2.2.2.1. The vector $2(q51) is not in the linear span of $i(&,), 
bM%) and h(h). Then the vectors MM, MAJ~ hW, tWd are 
linearly independent, and by 2.2.2 the linear span of {$i(q5), $Jq5), $i(Q1), 
+,(q5,)} must be at least three-dimensional (except in the trivial case 
11/l(d) = $*(q4) = 0). Thus Lemma 2.1 applies (to q4 and 4i). 
Case 2.2.2.2. The vector e2(b1) is in the linear span of Ic/1(q$,), $2(q$,), 
**($I). 
We replace VI by the linear span of q5,,, #1, 4 and Vz by the linear span of 
ijl(&,), tj2(qS,,), $i(til). Then 2.2.2 and 2.2.2.2 imply that 9, and Ic/2 map 6 
into VzTz, and thus $ maps “y; into Vz. Using the triples above as bases for 
“v; and VzTz, we obtain for the maps $ 1, $2 the matrix representation 
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Then $ must have the form 
For each 
there exist scalars I and p depending on 
X i! Y Z 
such that 
and this leads to the equations 
hx + jy + mz = 1(x + az) + p(cy +fi), 
ix+ky+ nz=Lbz + Ax + dY + gz), 
lY =ly + w.v 
From (3) we get A= I- pe whenever y # 0, and thus from (2) 
ix+ky+(n-lb)z=p(x+dy+(g-eb)z) 
(1) 
(2) 
(3) 
(4) 
whenever y # 0. Since the kernel of the linear functional (1, d, g - eb) only 
intersects the plane y = 0 in a line, it follows from (4) that 
ker( 1, d, g - eb) E ker(i, k, n - 16). 
Thus the linear functional (i, k, n - Ib) is a scalar multiple of (1, d, g - eb), 
and it follows from (4) that p must be a constant outside the union of the 
two planes y=O and x+dy+(g-eeb)z=O. Hence A=l-pe must be a 
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constant outside these planes. But as the complement of these planes is 
dense in VI, it follows by continuity that the equations (l), (2), (3) also are 
fulfilled with I, /J replaced by these constants. Thus 
on “y;, where 1, p are the aforementioned constants. 
2.4. Remark. A. Thorup has communicated to us a different proof of 
2.1 and 2.3, which is valid whenever the field of scalars has at least three 
elements. Over the field of two elements, a counterexample to 2.1 (and 
therefore also to 2.3) is given by the triple of maps 
3. LOCALITY AT A POINT 
3.1. THEOREM. Let d be a P-algebra, let t HT,=~*~ be a strongly 
continuous one-parameter group of *-automorphisms of SZ?, let 9 be a linear 
subspace of S? contained in the domain of d2, let K be an irreducible 
representation of d, and let K be a linear map from 9 into X(JZJ’) which is 
local with respect to (6, S2) in the sense that if 
w(G(A)*B*BG(A)) = 0 
and 
o(62(A)*B*B62(A)) = 0, 
then 
w(K(A)*n(B*B) K(A)) = 0, 
for each pure state w associated with TC, each A E 9, and each BE d. 
Assume that 9 is a core for a2. It follows that there exist scalars 1 and ,a 
such that 
on 9. 
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Proof The hypothesis concerning rr may be restated as follows: for any 
vector 5 in the Hilbert space X of A, for any A E $9, and any BE d, 
n(BG(A))<=O, n(Bd’(A))<=O z- x(B)K(A)<=O. 
It follows that for fixed A E 9 and 5 E H, there exist scalars A(A, 5) and 
p(A, 5) such that 
Otherwise, by Kadison transitivity (see [Dix, 2.8.31) there would exist 
BE ~4 such that 
n(B) d(A) 5 = 0, z(B) nd2(A) < = 0, 44 K(A 1 t Z 0; 
this contradicts the hypothesis. 
We must show that I(A, 5) and p(A, {) can be chosen not to depend on 
A and r. To show this, we shall use Theorem 2.3. 
Let us distinguish two cases: 
Case 1 
There exist A E D(6) and 5 
4A) 
Case 2 
AED( n(A)[=O * 
jE H with 
5 =Q n&4) t#O. 
nS(A)t=O. 
We shall deal with Case 2 first. In this case, 6 induces a map 6, in the 
quotient n(d). It is easily seen (for example by considering analytic 
elements) that 6, is the generator of a one-parameter *-automorphism 
group of rr(~Z). We shall consider two subcases. 
Case 2.1. n(d) contains no compact operators. 
Fix A ED. Since d(A) and mS2(A) are either zero or not of finite rank, 
by 2.3 with + = K(A), 11/1 = nS(A), and t,b2 = nd2(A), we can choose 1(A, 5) 
and p(A, <) to be independent of c E H, i.e., such that I(A, 0 = 1(A) and 
~(4 t-1 = 10 1. 
If card(spectrum(d,))> 3, then 6, has rank at least three. If 
card(spectrum(b,)) < 3, then 6, is bounded and in fact is equal to ad E 
(restricted to n(a)) where E is a projection of infinite and coinfinite rank, 
except in the trivial case 6, = 0. The map ad E has infinite rank on B(X), 
so 6, has infinite rank on n(A). Thus, in any case, 6, has rank at least three 
on rc(D(@), and therefore also on the dense subspace n(9) E rc(D(6)). 
Hence by 2.3 with + = K, $i = n619, and 1//2 = ~6’19, we can choose 
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1(A) and p(A) to be independent of A ~9, i.e., such that 1(A) = 1 and 
P(A)=P. 
Case 2.2. z(d) contains the compact operators. 
In this case there exists a selfadjoint operator H on the Hilbert space J? 
such that 
erdx = Ad eirH 1 z( &), fER. 
With 5 in a bounded spectral subspace of H, and E the projection onto 
another such vector orthogonal to 5, we have Et = 0 and E E D(6,), so 
EHt=(EH-HE) t=z&(E) <=O 
(here we use the full nature of Case 2). This shows that H< = y(t) 5 where 
~(5) is a scalar. Hence H is a scalar (first on each bounded spectral sub- 
space and hence on X). It follows that 6, =O, whence, in this subcase, 
K=O. 
Now let us consider Case 1. Choose &ED(~) and &-,E X such that 
n(A,) &, = 0 and &(A,) &, #O. It follows that for any BED(~), 
m?(BA,) t,, = n(B) &(A,) <,,. Hence as n is irreducible, and D(6) is dense 
in ~2, n&D(6)) to = s?. By Lemma 3.2, 9 is a core for 6, and it follows 
that 
We shall consider a number of subcases. 
Case 1.1. dim#B3. 
Consider pairs (B, 5) E 9 x X which are generic in the following sense: 
dim d(B) % > 3; 
dim z&9) < 2 3; 
4B) t and m?*(B) 5 are linearly independent. 
Step 1. There exist scalars 1 and p such that for any generic pair 
(4 r)EgxX, 
K(B) r=hd(B) ~+jucS*(B)<. 
To prove this, let (B, 5) be a generic pair, and deduce from 2.3, first with 
II/ = K(B), $I =n6(B), and ti2 = m?*(B), and second with +, t+G,, and ti2 
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defined on 9 by $(A) = K(A) r, IC/,(A)=&(A) 5, and $,(A) = n#(A) 5, 
that there exist scalars As, ,u~ and A,, pLc such that 
K(B) ? = ~,nW) rl + h3n~2(B) VI, VEX, 
K(A)5=~,71~(A)5+~~R62(A)5, AE9. 
Substituting B for A and 5 for q, by independence we see that the pairs 
(A,, pB) and (A,, pc) are unique and equal. 
In other words, for each generic pair (B, <) there exists a unique pair of 
scalars (A, ,u) such that 
K(B) < = hc6(B) t + ,ud2( B) 5, 
and, furthermore, the pair (A, p) is constant in B for fixed 5 and constant in 
5 for fixed B. We deduce as follows that the pair (A, p) is constant. 
Let (B, , <r) and (B,, t2) be generic pairs, and consider the pairs 
(B,, t1 +sc2), (B,, <, +.s12). For small E >O these pairs are generic: 
dim m?(B;) X 3 3 as ( Bi, ti) is generic; 
dim n6(9)(<, + ~5~) Z 3 for small E as (B, , 5 1 ) is generic; 
nd(B,)(t, + 42) and nd2(B,)(t, + ~52) 
are independent for small E as (B, ,t, ) is generic; 
714B2)(5, + d2) and ~~2(M5, + 42) 
are independent for small E as (B2, t2) is generic. 
Hence by passing successively from (B,, tl) to (B,, t1 +d2) to 
(82, <I +d2) to C&,52) (f or a sufficiently small E > 0) we obtain 
(4, PII = (A*, P2). 
Step 2. If n6 # 0, and if for no projection E in Z of rank one is & 
equal to (ad iE) K 1 D(6), then there exists a generic pair in 9 x X’. 
To prove this, note first that with &, as above, 
dim rcB(9) to 2 3. 
Next, we shall show that there exists B,, E 9 such that 
dim a6( B) X 2 3. 
Since 9 is a core for 6 (see 3.2) it is sufficient to find such a B, in D(6). 
If K(&) contains no compact operators, then we can take B. to be any 
element of D(6) such that n6(B,) # 0. (Such an element of D(6) exists since 
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~6 # 0.) Thus, we may suppose that rt(&‘) contains the compact operators. 
We shall consider two subcases. 
Case 1.1.1. 6 induces a map 6, in z(d). 
Then, as in Case 2.2, there exists a selfadjoint operator H on 2 such 
that 
etsK = Ad eirH 1 n(d), te[W. 
If spectrum(H) has at least three elements, then choose three orthogonal 
approximate eigenvectors for H corresponding to three distinct 
approximate eigenvalues, and denote by P the projection onto the three- 
dimensional subspace they span. It is sufficient to find &ED(~) such that 
dim Pdn(B,) P# >, 3, for then dim 6,(B,) J? > 3. Since PB(#) P c_ D(d,), 
and B H Pa,(B) P is a derivation of PB(#) P equal to ad PHP, we see 
that it is sufficient to consider the case dim H = 3 and P= 1. In this case, 
with 1i, &, A, the eigenvalues of H, and B, the sum of the matrix units 
E,2, Ez3, and E3,, we have 
6,(B,) = (ad I’H)(B,) = i(& -A,) E,, + i(& - I,) Ez3 + i(J, - 2,) Exl. 
This operator has rank three. 
If spectrum(H) has at most two elements, then, since 6, # 0, we may sup- 
pose that H is a projection E with 0 #E # 1. By hypothesis, E does not 
have rank one or corank one. Since 
EB-BE=EB(l-E)-(l-E)BE, 
it follows that there exists BE B(X) with EB- BE of rank at least four. 
Since rr(D(6)) is strongly dense in B(S) it follows that we can choose B in 
rc(D(6)). Thus, there exists B, E D(6) with d,(B,) = (ad iE)(n(B,)) of rank 
at least four. 
Case 1.1.2. There exists a E D(6) with n(A) = 0 and rrr6(A) # 0. 
Note that d(BAC)= n(B) m?(A) x(C) for any B, CED(J). 
If dim X is finite, then x(6(9)) = n(d) = B(X), so we may replace A by 
BA where BE D(6) is such that R(B) has rank one and n(B) rid(A) #O, and 
suppose that &(A) has rank one. 
If dim J+? is infinite, we may suppose that &(A) has finite rank, as 
otherwise A satisfies the requirements for B,. 
Now, whether dim L%? is finite or infinite (by assumption, it is at least 
three), we shall construct elements A, and A, of D(6) such that, with 
A, = A, the operators ?t6(Ai) have approximately orthogonal ranges and 
supports, have approximately the same bounds, and have approximately 
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the same lower bounds on their supports. A, and A3 will be equal to 
B, AC, and B, AC3 for suitable Bi, Ci E D(6). 
Choose B,, Cz ED(~) so that Bz (resp. C,*) is almost isometric on the 
range (resp. the support) of d(A), and takes this onto a subspace 
approximately orthogonal to it. (Recall that d(A) has finite rank, equal to 
one if dim X is finite, and that D(6) is dense, and use Kadison trans- 
itivity.) 
Choose B,, C3 E D(6) so that B, (resp. C:) is almost isometric on the 
range of n&A) (resp. of d(A)*), and takes this onto a subspace 
approximately orthogonal both to this and to the range of x(Bz) m?(A) 
(resp. of (m?(A) n(C,))*). 
It follows that A, Bz AC2, and B3AC3 satisfy the requirements for 
A,,A,,andA,.HenceA,+A,+A,ED(6)andns(A,+A,+A,)hasrank 
at least three; that is, Al + AZ + A, satisfies the requirements for Bo. 
To complete the proof of the assertion of Step 2, note that with 
(B,, to) E 9 x X as chosen above, the first two conditions in the definition 
of a generic pair are satisfied by the pair (B,, &,), and hence also by any 
pair (B, 5) E 9 x 2 with /l&B - Bo)ll and 115 - &, II sufficiently small, say 
< E. Since ~8 # 0, changing B,, without changing 6(B,) much, and shrink- 
ing E, we may suppose that d(B,) # 0. Then, changing &, a little, and 
shrinking E again, we may suppose that d(B,) to # 0. Then shrinking E 
once again, we have d(B) < # 0 for all 
(45)~gxX with II&B-Bdll ~6, llt-5oll <E. 
Again since rc6 # 0, by Lemma 3.3 which follows there does not exist 
y E C such that rc#= y&i. It follows that for some BE 9 with 
IlS(B - B,,)ll < E, there does not exist y E @ such that d*(B) = y&(B); let us 
now prove this. 
Suppose that for every BE 9 with IlS(B - Bo)ll < E there exists y(B) E @ 
such that d*(B) = y(B) d(B). Since for any such B, d(B) # 0, y(B) is uni- 
que. Furthermore, y(B) depends only on 6(B), and depends continuously 
on 6(B). Let B,, B, E 9 be such that IlS(B, - B,,)/ < E, i = 1, 2, and let us 
show that y(B,) = y(B,). If rank XS > 1, then there exist B;, B; E 9 such 
that nS( B;) and nd(B;) are independent, and 6(B:) is close to b(B,), i = 1,2. 
(Take B:= Bi+ fiBi’, i= 1, 2, where B;, Bi E 9 are such that n&B;‘) and 
nS(B;‘) are independent-use that $9 is a core for &-and /I > 0 is small.) In 
particular, we may choose B: so that IlS(B: - B,,)ll <E, i = 1,2. Then y(Bi) 
is close to y(B,), i = 1,2, and since B; = (B; + B2)/2 also satisfies 
IlS(B - Bo)ll < E in place of B, we have 
(Y@;) MB;) + Y@;) 7WB;))P = nS2(B;) 
= Y(B;) nW;) = (Y@;) WB’,) + Y@;) 7WGY2. 
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Since rrnS(B; ) and &(BZ) are independent, 
Y(K) = Y(K) = YW* 
By continuity, y(B,) = y(B,). If rank KS < 1, i.e., as x6 # 0, rank 7~5 = 1, 
then there exist 0 # T= T* E B(S), and a nonzero real-valued linear 
functional y on D(6) such that 
x&A I= Y@ ) T A ED(J). 
We deduce a contradiction as follows. With A, B, CE D(6) we have 
y(ABC) T= nG(ABC) = y(A) Tn(BC) 
+ y(B) n(A) Tz(C) + y(C) &4B) T. 
Hence the range of the operator 
&~)(Y(B) NC) + Y(C) 4B) T) 
is contained in the range of T. If there exist B and C in D(6) such that 
y(B) T4C) + Y(C) n(B) Tf 0, 
then the range of T is dense in S. If for all B, C E D(6), 
y(B) NC) + y(C) n(B) T= 0, 
then fixing CE D(6) such that y(C) # 0, we obtain that the range of n(B) T 
is contained in the range of T, and since T # 0 the range of T is dense in 
A?. This shows that T is nonsingular. Hence from 
y(AB) T= nd(AB) = y(A) TX(B) + y(B) n(A) T 
we deduce that, on the range of T, 
YW) = Y(A) Tn(B) T-’ + Y(B) n(A), 
i.e., fixing BE D(6) with y(B) = 1, 
n(A) = y(AB) - y(A) Tn(B) T-l. 
This implies that A(A) and x(C) leave the range of T invariant and com- 
mute there for any A, C E D(6). Hence any Z(A) and n(C) commute; this 
contradicts the irreducibility of n and the inequality dim &’ > 3 > 1. 
Changing B, and shrinking E, we may therefore suppose that there does 
not exist y E @ such that nd*(B,) = ymS(B,). It follows that, for some c E S? 
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with 115 - &,I[ <E, there does not exist y E C such that rr6*(B,) 5 = 
y&(&J <; let us now prove this. 
Suppose that for every 5 E 2 with 115 - to 11 < E there exists y(5) E @ such 
that &*(B,) 5 = ~(5) XC?(&) <. Since for any such 5, n6(B,) < #O, y(t) is 
unique. Furthermore, y(r) depends continuously on <. Let e,, t2 E X be 
such that II~i-<O1l <E, i= 1,2, and let us show that r(<i)=~(t~). Since 
rank nS(B,) > 3, there exist &, 5; E A? such that n&B,) 5; and n&B,) 5; 
are independent, and 5: is close to ti, i= 1,2. (Take <:=<i+pti’, i= 1,2, 
where [;, t; E X are such that &(B,) 5;’ and ‘~lb(&) 5; are independent, 
and fi > 0 is small.) In particular, we may choose 5; so that 114; - lo (I < E, 
i= 1,2. Then ~(5:) is close to r(li), i= 1,2, and since & = (& + &)/2 also 
satisfies 115 - &, 11 < E in place of 5, we have, as above, successively: 
With 5 E X as specified above, &(B,) 5 and &*(B,) 5 are independent. 
Therefore the pair (B,, t) satisfies all three conditions for a generic pair in 
9X%. 
Step 3. The scalars I(A, 5) and p(A, <) can be chosen not to depend on 
A and 5. 
First, if a~5 = 0 then by Lemma 3.3 which follows, rc6’ = 0, and then also 
K= 0. Therefore in this case we may choose A(A, 5) and p(A, 5) to be zero. 
Second, if rrS #O, then by Step 2 there exists a generic pair 
(B, 5) E 9 x 2. Let (A, q) be an arbitrary pair in 9 x %. For small E > 0, 
(B, 5) + &(A, q) is a generic pair. Hence, with A and p as in Step 1, 
Differentiating twice with respect to E, we obtain 
K(A) ‘I = h&4) ‘I + p7&(A) q. 
This shows that we may choose I(A, 1) to be I and p(A, q) to be p. 
Case 1.2. dim A? < 2. 
If dim 2 = 1, then the conclusion follows from 2.3 with $ = K, $1 = nb, 
and ti2 = n@ (this is the case of linear functionals). 
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Suppose that dim X = 2. Note that the subgroup 
G = ( t E R; ze’& is equivalent to rt } 
is closed in R. (The condition is that for some unitary in B(s), 
ne”(u) = uz(a) U* for all a E -r4; that the set of such t E R is closed follows 
from compactness of the unitary group in X.) 
If G = R, then rt is r-invariant, and passing to the quotient R(A) we may 
suppose that A is the C*-algebra M, of 2 x 2 complex matrices, and z is 
the canonical representation of Mz on @‘. Furthermore, as the conclusion 
is trivial if 6 = 0, we may suppose that 6 = ad E where E is a projection of 
rank one. We may suppose that E = E,, where (E,) is a family of 2 x 2 
matrix units. Then each E, is an eigenelement for 6, and hence also for d2. 
Hence for each fixed matrix unit E,, by 2.3 with *I, ti2, and + the maps 
from C* into E&* defined by 
It/,(t) = W,) 5, 
$A0 = d2(E,) t> 
ti(<) = %%J c; = 4E,, 0 W,) t + A&, 5) S2(E,) 5, 
there exists I, E Cc such that 
K(E& = 1,&E,) + ,u$*(E,), 
and hence since E, is an eigenelement for 6 and d2, there exists yiie @ such 
that 
K(E,) = yiiE,, 
In other words, each E, is also an eigenelement for K. Clearly, yil = y22 = 0. 
Since &El,) = E,*, d2(E12) = E,,, 6(E,,) = -E2,, and d2(E2,) = E21, with A 
and ,u in C such that il+,~=y,,, A-p=y,,, i.e. A=(y,,+y,,)/2, 
P=((Y,~-Y~~)/~~ we have 
as desired. 
If G # R then 0 is isolated in G since G is a closed subgroup, so there 
exists 0 <SE IR such that Gn [O, 2s] = (0). Hence, ze-‘16 and xe-@ are 
inequivalent irreducible representations of d for any distinct points t, and 
t2 in the interval C-s, s]. Passing to the quotient of d by the z-invariant 
closed two-sided ideal of d whose spectrum is the set of all irreducible 
representations of d of dimension at least three, we may suppose that all 
irreducible representations of & are of dimension one or two. Those of 
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dimension two then form an open subset of the spectrum of d, which is a 
Hausdorff space in the relative topology, as it is the spectrum of a closed 
two-sided ideal of d which is a homogeneous C*-algebra of order two 
[T-T]. The continuous map 
being injective on the compact space C-s, s] and taking this into a 
Hausdorff subspace of d, is therefore a homeomorphism of C-s, s] onto 
the set of equivalence classes 
S= {necf6; tE[-S,S]}. 
S is then in particular compact.,Let us show that S is closed in d. Let (rci) 
be a net in S converging to rcl E d. As S is compact, after passing to a sub- 
net of (xi) we may suppose that the net (rri) converges to an element 7c0 of 
S. If x1 is not in S, then rrl is not equivalent to n,, and so by [Dix, 3.9.61, 
a contradiction. Therefore rr, E S. This proves that S is closed in 8. 
The map which to the image of A E& in the quotient of d with spec- 
trum S associates the continuous 2 x 2 matrix-valued function 
C-s, s] 3 tw net”(A) = (A,(t)) 
(where the matrix representation is with respect to a fixed orthonormal 
basis in X) defines a C*-algebra isomorphism of this quotient with the C*- 
algebra M2( C( [ -3, s] )) of continuous 2 x 2 matrix-valued functions on 
C-s, s]. (It is well defined and injective by the definition of S as the set 
(ne-“; t E [ -s, s] }, and it is surjective by the Stone-Weierstrass theorem 
for M2( C( [ -3, s] )); recall that ne’16 and nerzs are inequivalent for any 
tl, t, E C-s, s], so for each pair (tl, t2) one gets arbitrary matrices at these 
two points.) 
It follows that for each A E 0(6’), if (A,) E M2(C( [ -s, s])) is such that 
ne-‘6(A) = (A,(t)), t E C-s, s], then 
newt66(A) = (A&(t)), 
neC”d2(A) = (A:;(t)), 
t E [ -s, s]. In particular, 
WA) = (A;(O)), nS2(A) = (A;(O)). 
C*-ALGEBRAS 245 
For each A E 9, writing xe-“(A) = (A,(t)) for t E [-s, s] as above, we 
have (I,(A)), (J+(A)) E M2(@) such that 
K(A) = (A,(A) A;(O) + p,(A) Ago)). 
Hence, for each i, j = 1,2, by 2.3 with JI, $I,, and e2 defined on $9 by 
$(A) = (i,j)-entry of K(A), 
II/l(A) = A;(o), 
$*(A) = A;(o), 
A E 9, where rret6( A) = (A,(t)), t E [ -s, s] (this is the linear functional case 
of 2.3), we have (a,), (pV) E @ such that, for all A E 9, 
K(A) = (&A;(O) + p,A$(O)). 
Using the full strength of the hypothesis on K, we shall now show that 
all I, are equal and all pV are equal. First, setting 5 = <I in 
where (<, , <J is the fixed basis for I?, we obtain 
(iit Ah(O) + PilAi’l(O))=A(A, 51)(Ai,(O)) 
+/-d-4 5,)(-G(O)), AE9. 
We shall prove next that the pair of 2 x 2 matrices 
A E $9, is an arbitrary pair of complex 2 x 2 matrices. Since the set of such 
pairs forms a linear subspace of an eight-dimensional space, it is sufficient 
to prove that it is dense in the space of all pairs of 2 x 2 matrices. Since by 
3.2, 9 is a joint core for 6 and S*, it is sufficient to show that the set of 
pairs {((A;(O)), (A@))); A E Wd*)) is dense. First, since any matrix 
(A,) E M2(C( [ -s, s])) is the image of an element A E d in the quotient of 
A with spectrum S, in the sense that 
ne-“(A) = (A,(t)), tE[--$,Sl, 
the set of pairs 
(((A;(O)), (A;(O))); A Ed, Aiie C*(-s, s,> 
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is arbitrary. We may restrict (A,) to have support in the interval [-s/2, 
s/2]. Then with f a smooth real-valued function on R with support also 
contained in the interval [ -s/2, s/2], set 
s y/-(r) e”(A) dr = B. 
We have, for t E [ -s/2, s/2], 
7te -“(B) = Ia, f(r) ze-(‘mm’)6(A) dr 
-a2 
It follows that BE D(S*) and if f has integral one and small support, then 
&(B) is close to (A;(O)) and m?*(B) is close to (AZ(O)). In other words, if 
(B,) is the image of B in the quotient of d with spectrum S, then the pair 
of matrices (B;(O)), (B;(O)) is close to being arbitrary. This proves the 
statement at the beginning of this paragraph. 
In particular, there exists A E 0(6*) such that the 2 x 2 matrix 
Ml(O), A:l,(O)) 
is arbitrary. Since by 3.2, 9 is a joint core for 6 and a*, the set of 2 x 2 
matrices 
(A:,(o), ‘cl(O)) 
with A E 9 is a dense subspace of all 2 x 2 matrices, and is therefore all of 
them. 
Choose, then, A E 9 such that 
(A:,(O), A:‘,(O))= : 8 . ( > 
We have then 
so II ii = A,,. Similarly we get pi, = 1**i. Setting < = t2 we get, in a similar 
way, Al2 = A2, and p12 = Pan. 
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Finally, setting 5 = a, [i + Q<~, we obtain 
(&A;,(o) +PllAI;,(o)) a1 + (J,,A;,(O) + pd;2(0)) a2 
= w a151 + a252)UL(O) El+ A;2(0) a21 
+ ,W, a141 + ~252&4h(O) al + AY2(0) a2), AE9. 
Again by 2.3 in the case of linear functionals, we deduce that for each 
AE~, 1(A,a,~,+a,~,) and p(A,al<1+a2<2) can be chosen to be 
independent of aI and a2, say equal to I(A) and u(A). Then we have 
(l,Aij(O) + P,A’ij(O)) = J-(A)(Aij(O)) + ~(A)(Ai’j(o))v 
A~52. As before the matrix 
with AE~ is arbitrary. Hence as before, we get Iz,, = Al2 and pi, =P,~. 
Therefore all 1, are equal and all pu, are equal, say to iz and p. This shows 
that for all AE~, 
K(A) = L(A;(O)) + p(A;(O)) 
= M(A) + /uc~~(A). 
3.2. LEMMA. Let JX? be a C*-algebra, let t H z, = et6 be a one-parameter 
*-automorphism group of d, and let 9 be a linear subspace of d which is a 
core for 02. Then 9 is a joint core for 6 and h2. 
Proof: By Lemma 5.5, /[S(A)/ < 2 IIAIl”2 j182(A)I11/2, A ED. The 
conclusion of the lemma follows. 
3.3. LEMMA. Let d be a C*-algebra, let t H z, = et6 be a strongly con- 
tinuous one-parameter group of *-automorphisms of &, and let co be a state 
on d. If there exists a scalar y such that 
4~2(4) = wdJ(A)) 
for all A E D(S’), then 06 = 0. 
Proof. Since OS and 06’ are *-linear maps we can take y to be real. If 
WC? # 0, then o(d(A)) # 0 for some A E D(d2) since D(S’) is a core for 6. Put 
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Then f is differentiable and 
by the hypothesis on CD. Thus 
f(t) = eY’o(d(A)). 
But as f is bounded and y real, it follows that y = 0, and hence wS2 = 0. If 
A E D(h2), define 
f(t) = dr,(A 1). 
Then f is twice continuously differentiable and 
f”(t) = w(S2(z,(A))) = 0. 
But as f is uniformly bounded we have 
o(cqA)) =f’(O) = 0. 
As D(d2) is a core for 6 it follows that 
ws=o. 
3.4. Remark. Lemmas 3.3 and 3.2 of course remain true, with the same 
proofs, if d is replaced by a real Banach space, r by a strongly continuous 
one-parameter group of isometries of d, and o by a continuous functional 
on d. 
4. CHARACTERISATION BY LOCALITY OF SECOND ORDER 
DIFFERENTIAL OPERATORS WITH CENTRAL COEFFICIENTS 
4.1. THEOREM. Let zt be a C*-algebra, let t H z, = et6 be a strongly con- 
tinuous one-parameter group of *-automorphisms of d, let 9 be a linear sub- 
space of d contained in the domain of 02, and let K be a linear map from .9 
into SQ such that the following implication holds for any pure state o of d, 
any AED, andany BE&: 
w(a(A)*B*BG(A)) = 0, o(S2(A)*B*BS2(A)) = 0 =E- w(K(A)*B*BK(A)) = 0. 
Assume that 9 is a core for d2. Let B denote the closed two-sided ideal of d 
generated by the range of 6. Let Ped(a) denote the minimal dense two-sided 
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ideal of g [Ped, 56.11, and M(Ped(a)) the *-algebra of (possibly unboun- 
ded) multipliers of Ped(k#). It follows that there exist 
L, ,ME centre M(Ped(W)) 
such that, on 9, 
in the sense that for every A E 9, K(A) is the sum of L&A) and Md2(A) in 
M(Ped(a)). 
Proof: For any irreducible representation rr of d, by 3.1 with nK in 
place of K there exist scalars A.(K) and p(n) such that, on 9, 
First, let us show that A(z) and p(n) are unique for each rc E 4. If A(n) 
and I are not unique, then the maps n~5 and nd2 are linearly dependent 
on 9, and hence on O(a2). Hence by Lemma 3.3, ~8 = 0, a contradiction. 
Now we have complex-valued functions A and p defined on 8. Let us 
show that they are continuous: Since the canonical map o H n, from the 
pure state space P, of B into 4 is continuous and open [Dix, 3.4.111, we 
may view 1 and p as functions on Pg. But the maps 
P,3o~o(K(A))=~(o)o(6(A))+~(o)o(6~(A)), 
0 H 444 )I, 
o H o1(6~(A)) 
are continuous for each A E 9. Thus, if for each rt E b we can find a pure 
state o associated with n and two elements A,, A, E z% such that the 2 x 2 
matrix 
d&A,)) 4S2(4)) 
d&42)) NS2(A2)) 
is invertible, then the matrix is invertible in a neighbourhood of w  and, as 
the inverse depends continuously on w, it follows that the maps a H A(z) 
and rr H p(n) are continuous. 
If R E Prim(a) there is a state o associated to rc and an element A, E 9 
such that o(6(A,)) # 0. If, ad absurdum, there does not exist an element 
A = A, E ~8 such that the above matrix is nonsingular, then 
o(S2(A)) = ;;((;;:) o(6(A)) = yw(G(A)) 
1 
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for all A ~9, and hence OS =0 by Lemma 3.3. But this contradicts 
o(6(A,)) # 0, and hence rz H A.(n) and A H p(z) are continuous on 9% 
Next, note that A(z) and P(A) depend only on the kernel of K, rr ~68. 
(That rrK(A)=A(rt) &(A) +P(A) r&(A) is a statement only about the 
images of K(A), 6(A), and S’(A) m,odulo the kernel of K, and since 1(n) 
and I are unique it follows that they are the same for different a’s with 
the same kernel.) 
Thus, we have functions 1 and p on the primitive spectrum Prim G!l of A?, 
which are continuous as Prim 5g has the quotient topology from 4. 
Let A belong to Ped(9Y). We must show that there exist elements LA and 
MA in Ped(g) such that for all FE Prim S?, 
(L and M will then be in centre (M(Ped(SI))).) It is of course sufficient to 
consider L. The union of the open subsets a,, = {F E Prim GJ; 1 L(F)1 < n} 
is equal to Prim a’; in other words, the union of the closed two-sided ideals 
a, 2 a2,... of 99 with primitive spectra %i, %!*,... is dense in 99. This union 
therefore contains Ped(&?), and in particular A E 98,, for some n = 1, 2,.... On 
Prim Bn, 1 is a bounded continuous function (bounded by n), and hence 
by the Dauns-Hofmann theorem (see [E-O]), there exists LAE~,, such 
that 
LA+F==(9-)A+Y 
for all F E Prim Z&. If 5 E (Prim W)\(Prim 9&) then F 1 B, and so both 
A and LA belong to Y; this shows that the above equation holds for all 
F E Prim a’, as desired. 
4.2. Remark. It is not difficult to modify the proof of 3.1 and 4.1 to 
establish the following assertion. 
Let SG! be a C*-algebra, let t H 2: = ersz, i= 1, 2, be commuting one- 
parameter *-automorphism groups of d, let nip (0, 1,2,...}, i= 1,2, and let 
9 be a linear subspace of d contained in the domain of 6;’ and S;* which 
is a joint core for these two operators. Then 3.1 and 4.1 hold with the 
present 9, with 8;’ and SI;* in place of 6 and d2, and with the closed two- 
sided ideal of d whose spectrum is 
{ rc E d; 7~6;’ and rrS!$ are linearly independent } 
in place of 99. 
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5. CHARACTERISATION BY LOCALITY OF INVARIANT SECOND 
ORDER DIFFERENTIAL OPERATORS WITH CENTRAL COEFFICIENTS 
In Section 4 we proved that every operator K which satisfies a suitable 
locality condition with respect to 6 and 6’ has the form 
where L and M are suitable central multipliers, and the sum is in the sense 
of (unbounded) multipliers. In this section we shall show that the sum 
makes sense in a more direct way if K is r-invariant. This will be useful in 
the next section where we will prove that K is the generator of a one- 
parameter semigroup of completely positive maps if, in addition to being 
invariant, it satisfies a certain dissipation property. 
If 98 is a C*-algebra, L is a multiplier of the minimal dense ideal Ped(&?), 
and A is a linear map from a space D(A) into L%‘, we put 
D(LA)= {&D(A);L(A(A))&?} 
and define 
LA(A) = L(A(A)) 
for A E D( LA). 
5.1. THEOREM. Let d be a V-algebra, let z be a strongly continuous 
one-parameter group of *-automorphisms of d with infinitesimal generator 
6, and let K be a densely defined closed linear map from d into d which 
commutes with z. 
Put 9 = D(K) n D(d2), and let $3 be the ideal &Fss(D(c?)) d in d. 
The following two conditions are equivalent. 
(1) K is local with respect to (6, 02) in the sense that if 
o(G(A)*B*Bd(A)) = 0 
w(62(A)*B*B62(A)) = 0, 
then 
w(K(A)*B*BK(A)) = 0, 
for each A E $3, BE JXI and pure state o on &. 
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(2) K(9) c B and there exist central, z-invariant multipliers L, M on 
Ped(Sf) such that 
K(A) B= L(6(A) B) + M(S2(A) B) 
for all A E 9, BE Ped(9). 
Now assume 
(*) Ifz~@ and n(L)#O, z(M)#O, then Re(x(L)/x(M))#O. 
It follows that conditions (1) and (2) imply the stronger condition 
(3) There exist central, z-invariant multipliers L, M on Ped(B) such 
that 
~GE(Lc~)~D(M~~) 
and 
K(A) = L&A) + MP(A) 
for all A E 9. 
If to the conditions (1) (2), (3), one adjoins the condition 
(lb-2b-3b) (centre(M(d9))‘(D(K) n 93) c D(K), 
i.e., any z-invariant, central multiplier of W multiplies D(K) n g into D(K), 
then these conditions are equivalent (in the presence of (*)) to the condition 
(4) There exist central, z-invariant multipliers L, M on Ped(g) such 
that 
(a) D(L6) and D(Md2) are dense in d, 
- 
(b) Lo and Mo2 are closable with closures Lo and M62, 
- 
(c) D(LG)n D(M62) is a core for K and K(A)=D(A)+%%(A) 
for all A in this core. 
Furthermore, the multipliers L and M of conditions (2), (3), and (4) are 
unique and coincide in the three conditions, and condition (4) together with 
(*) implies that 
(i) D(K) = D(L6) n D(s) and D(K) is a *-algebra, 
(ii) 9 = D(L6) n D(MS2) and 9 is a *-algebra. 
Finally, if (L, M) is any pair of central, z-invariant multipliers of Ped(.G@) 
satisfying (*) such that D(L6) and D(MS2) are dense in -c4, then 
D(LG)n D(Ma2) is dense in &, the operator L6 +M6’ from 
D(L6) n D(Mo2) into G? is closable, and its closure K satisfies all the con- 
ditions (1) to (4) (including (lb - 2b - 3b)). 
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5.2. Remarks. (1) The condition (lb - 2b - 3b) is designed to make 
D(K) large enough so that K is defined on its natural domain; that is, if K 
is an operator given as in condition (4) it may happen that K has a closed, 
densely defined proper restriction K. which still commutes with r and 
satisfies the conditions (1) to (3) (but not (lb - 2b - 3b)). An example (due 
to Palle E. T. Jorgensen) is the following. 
Let 
d = C,( R2), 8=&, 
L=L(x,y)=l+y2, M=O. 
Define K as the closure of L6 on D(L6) = {fE C,(W); 
(1 + y*) 8flax E C,(R*)} and define K. as the closure of Ld on the *-algebra 
of all finite linear combinations 
where 
and gi9 t1 +Y2)giE cO(R) 
and in addition 
(The last condition makes sense as 1 gil is bounded by l/(1 + y*).) Then K. 
is clearly a closed densely defined restriction of K commuting with r. But 
Lebesgue’s dominated convergence theorem implies that the operator 
1 + y* defined on 
1 m~u+Y2wGwrjm g(Y)dY=o -co I 
is closed, and this is a proper restriction of the operator 1 +y2 defined on 
($5 g> (1 +Y*) gE Co(~)). 
It follows easily that K, is a proper restriction of K. Note that in this 
case g = S$ and (centre (M(W)))’ consists of all bounded, continuous 
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functions of y. Thus D(K,) is not closed under multiplication by functions 
in (centre (M(g)))‘. 
(2) The implication (2) = (3) is not generally true without the extra 
assumption 
rr~& and n(L)#O, n(M)#O =a Re 
An example is the following: 
Let d be the C*-algebra of continuous bounded functions on [w2 which 
are almost periodic in the x-direction and vanish at infinity in the y-direc- 
tion; i.e., d is the C*-algebra generated by functions of the form 
f(x, Y) = e”“dy) 
where k E R and g E C,(R). Let 6 = d/dx, L(x, y) =y, and M(x, y) = iy, and 
define K = L6 + A4d2 in the obvious way on D(K) = {f~ D(S’); 
L6(f) + Md2(f) E &‘}. If in particular f(x, y) = e’“g(y) where gE C,(R), 
then f~ O(a2) and 
Wf)(x, y) = i&g(y), 
Md2(f)(x, Y) = -ieixyg(y), 
so f~ D(K) and K(f) = 0, but L6(f) $ d if yg( y) $ C,( IR). 
Proof of Theorem 5.1. First, we prove ( 1) o (2). 
(1) = (2) First, note that as @D(6)) is r-invariant, &I is r-invariant and 
hence r defines uniquely one-parameter groups of *-automorphisms of g’, 
Ped(99), M(Ped(@)), and centre (M(Ped(@))). All these groups will also 
be denoted by r. 
Since K is closed and commutes with r, a standard regularisation 
argument (see, e.g., [Bat, Lemma 6.21 or [B-D-R, Proof of Obser- 
vation 23) shows that 9 is a joint core for K, 6, and d2. Thus Theorem 4.1 
applies to show that 
for A E 9 and BE Ped(a), where L, M are multipliers in centre 
(M(Ped(W))). As this decomposition is unique, and z,K= Kz, for all t E Iw, 
it follows from uniqueness of the decomposition that L and M are r- 
invariant. 
(2) * (1) This follows from the trivial implication in Theorem 4.1. 
Next, we prove that (2) together with the assumption (*) implies (3). 
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We have to show that if A E 9, the operators L&A) and Md2(A), which 
are elements of M(Ped(g)), are actually contained in 9?. But by locality, 
we have that o(K(A)) =0 for all o E P,\P9, and hence K(A) ~a. The 
above assertion is therefore a consequence of the following lemma, where 
the assumption (*) enters in an essential way. 
5.3. LEMMA. Let L, ME (centre(M(Ped(g))))‘, let A E D(S2), and define 
B= L6(A) + Ma2(A) 
as a sum of multipliers of Ped(g). Assume that if 71 E& and x(L) #O, 
n(M) # 0, then Re(rr(L)/rr(M)) # 0. 
(1) If B is bounded, then L&A) and Ma2(A) are bounded, and 
llLW)II G IIBII, II~~2(A)lI G 2 IIBII. 
(2) IfBeg, then L~(A)EGY, Mc?~(A)E~. 
Proof: (1) It suffices to show that 
~~P~IIG~A))II = I4L)I II4A)lI; =@. G IIBII, 
since 6(A)~39. Thus it suffkes to show that 
lvW(A)I = b(L)1 MW))I G IIBII 
for all n E & and all z-normal functionals q with /~[I = 1. So let q be such a 
functional, and define functions y, f on lR by 
y(t) = rl(zt&A)), 
J-(t) = dzt(B)). 
The relation 
implies that 
B = L6(A) + MS2(A) 
r,(B) = Lz,(W)) + MdS2(4) 
since L, M are r-invariant. It follows that y is continuously differentiable 
and 
AY + KY’ =f 
where the scalars 1, p are given by 
1= z(L), p = 7T(M). 
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We now want to show that if y is a bounded solution of this equation, then 
I4 IIYII 03 G Ilfll, 6 11~11~ 
If Iz=O or p=O, this is trivial, so assume I#0 and p#O. The general 
solution of the equation is then 
ly(t) =; i‘: e(“h’)(S-‘)f(s) ds +; e(AIP)(a-f) y(a). 
Assume for the moment that Re(l/p) > 0. Letting a + -cc in the relation 
above it follows from boundedness of y that 
ly( t) = 1’ o. ; e(A!“)(s- “f(s) ds 
- 
and hence 
(i’p)(s- ‘) ds (If I( m = )I f II m. 
If Re(l/p) < 0 one shows correspondingly, letting a + +cc, that 
(Note that if Re(A/p) = 0, the homogeneous equation Ay + & = 0 has non- 
trivial, bounded solutions, and hence the estimate above is not valid.) Thus 
MW~)N = b(L) r1(W))I 
= I~Y(O)l G II f II m G IPII 
and this establishes (1). 
(2) Assume that B E 93, and for E > 0 define 
B,=(l +E IL1 +E [MI)-‘B, 
L,=(l +s 1451 +e IMI)-‘L, 
M,=(l+& IL1 +& jMI))‘M. 
Then L,, M, E M(B), and hence 
L,W)EB, M,c~~(A) E B. 
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We shall establish (2) by showing that 
L&4) = iii; L,(A), 
A4S2(A) = liFo M&4), 
where the limits are in the norm topology. But as 
B-B,=(L-L,)6(A)+(M-M,)62(A) 
and 
for all TZE 4 where z(L) #O, z(M) ~0, it follows from part (1) of the 
lemma that 
II(~-L)~(~)lI G W-Bell, 
11(~-~,)~2(411 G2 W-BAI. 
Hence it sufkes to show that 
B=!i_moBB,= lim (1 +EN)-‘B 
E-+0 
in norm, where N = JLI + [MI. But for each 6 > 0 the set 
X,= {dk IIn(B)II 26) 
is compact in 4 [Dix, 3.4.111. But the set 
is open in 0, and IJ, S!” = 4. Hence for each 6 > 0 there is an m = m(6) 
such that Xas%!M, and thus Ilrr(~?#)II<6 or else n(N)<m, for any TCE&. 
Now, as 
n( B, - B) = 
-&71(N) 
1 + C%(N) n(B) 
for 7~~98, we have 
6 if n(N)am 
lb@, - Wll < 
f$ IIBII if n(N) <m, 
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and hence 
This ends the proof of the equivalence of (l), (2), and (3) under the 
added hypothesis (*). Before continuing, we relax with some real analysis. 
5.4. LEMMA. Let f be a twice continuously differentiable function on R 
and assume that f and f ‘I are bounded. Then f’ is bounded and 
II f’ II m 6 2 II f/l LA2 IIf” II z2. 
Proof: By Taylor’s theorem we have 
f(t)=f.(o)+If’(O)+j;(t-s)f”(s)ds 
for t > 0 and hence 
f’(o)=f(t)-f(0)-j’f--s I, 
t o t f (s) ds 
and 
If’P)l Gf Ilf /Ia2 +f Ilf” IL. 
By translation invariance 
llf’llwq Ilf I-+; Ilf” 000. 
Optimising this estimate with respect to t > 0, we get 
IIf’ll,~2 Ilf llZ2 llf”lltL2’. 
This lemma has the following consequence which has already been used 
in the proof of Lemma 3.2 in the case N= 1. 
5.5. LEMMA. Let NE (centre(M(Ped(@))))T and assume that NaO. Then 
D(NS2) G D(N1’26) 
and as a consequence 
N6* = (N1’2b)2. 
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Furthermore, the estimate 
llN”26(A)ll < 2 IlAll 1’2 IINS2(A)II l/2 
is valid for all A E D(Nd2). 
ProojI Let A E D(Nd2), i.e., A E D(d2) and NS2(A) E 28. Then A E D(6), 
so N1’26(A)~M(Ped(B)). First, we show that N1126(A) is bounded and 
llN”26(A)II <2 IIAI11’2 IIN62(A)If”2. 
As in the proof of Lemma 5.3 it suffices to show that for all rt E $ and all rc- 
normal functionals q with 11qll = 1 one has 
Iq(N”‘S(A))I G2 llAl11’2 IINc!S~(A)II”~. 
So, with n and q given, define 
y = n(N)1’2 = n(N”‘) 
and 
f(t) = v(Q(-@). 
Then f is twice continuously differentiable with 
and 
Then 
f'W=~rl(~,tKW 
= v(~,,(N"~ W ))I 
f"(t) =d~,,W2(4)). 
If(t)I d II4 
If”(t)l G lW2(A)II, 
and hence 
IW”‘WNl = If’@)l d 2 ILlI u2 llNll’(A)II 
by Lemma 5.4. 
Next, we show that N1126(A) E $9’. As 6(A) E 68 and (1 + EN~‘~)-’ N1j2 E 
M(g) for E > 0, it follows that (1 + EN”~)-’ N1’26(A) E 93 for E > 0. Hence it 
suffices to show that 
lim (1 + EN’/~)-’ N1/26(A) = N1126(A) 
E’O 
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in norm. But 
I(N”26(A)- (1 +&W)- N+qA)ll 
= (((l-(l+&N”*)-l)N1’2g(A)(( 
<2 IIA11”21l(l-(l+&N”2)-1)N6*(A)11”2 
by the estimate we just derived. As NS’(A) E W one shows as in the proof of 
Lemma 5.3 that 
lim 11(1 -(l +EN’/~)-~)N~~(A)II =0 
E’O 
and this ends the proof that N’/‘&A) E 9. 
Since the action of Nr’* and the action of 6 on g commute it is now clear 
that D(NS’) = D((N”2S)2) and 
NiS2 = ( N1’26)2. 
5.6. LEMMA. Let L be a central, z-invariant, selfadjoint multiplier on 
Ped(W) and assume that D(L6) is dense in d. It follows that L6 is closable, 
and its closure L6 is the generator of a strongly continuous one-parameter 
group of *-automorphisms. This group is given by 
rt,(exp(tD(A)) = %l(~todL)(4) if oEP, 
TM 1 if WE P,\P, 
for all A E JXZ, t E [w, where rc, is the cyclic representation associated to the 
state w. 
5.7. Remark. If LE (centre(M(Ped(a))))‘, it does not follow 
automatically that D(L6) is dense. Example: & = C,(W’), 
d 
6= “Q 
for x>O 
0 for x GO, 
L(x, y) = l/x for x > 0. If then f E D(L6) we must have f (0, y) = 0. 
Proof of Lemma 5.6. First, we show that Lo is well behaved, i.e., +L6 
are dissipative [B-R, 3.1.131, on the selfadjoint part of &. 
6 itself is well behaved since 6 is a generator. If A = A* E D(6), we can 
find a pure state o on ~4 such that lo(A)\ = llA\l. Then w(J(A)) = 0 by the 
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good behaviour of 6, and hence o(LG(A)) = o(L) o(6(A)) =0 if WE P,, 
and 
o(LG(A)) = 0 
if o E P,\Pa, since Lo(A) E 99. 
As Lo is a densely defined *-operator, it follows from [B-R, 3.1.141, that 
L6 is closable, and its closure L6 is still dissipative on the selfadjoint part 
of d. 
Thus L6 is a closed *-derivation, dissipative on the selfadjoint part of d. 
If L is bounded, it follows from r-invariance of L that analytic elements 
for 6 are also analytic for Lo. By taking a sequence of bounded functions 
L, of L such that L, B + LB when B, LB E B, we may argue as in [B-D-R, 
Proof of 3 * 4 in Theorem 2.11, that the groups exp(tm), which all com- 
mute, converge to a strongly continuous one-parameter group whose 
generator is L6, and arguing with joint analytic elements for 6 and L6 as 
there one deduces that exp(tl8) has the form given in Lemma 5.6. 
Next, we prove an analogous lemma for squares of derivations. We will 
not need the full power of the following lemma before Section 6. 
5.8. LEMMA. Let M be a central, r-invariant, selfadjoint multiplier on 
Ped(99), and assume that i&f< 0 and D(MS2) is dense in d. It follows that 
Mo2 is closable and 
-M62= (( -hfp2fQ2. 
Thus m is the generator of the strongly continuous one-parameter 
semigroup of completely positive contractions given by 
eXp( - t%!?)(A) 
= (l/&) jrn ds e-s2’4f exp(s( -M)‘/26)(A), t > 0. 
-02 
In particular, D(m) is a *-algebra. 
Proof Lemma 5.5 shows that D(Mo2) E D(( - M)‘j26); thus ( -M)‘126 
is densely defined, and it follows from Lemma 5.6 that ( - M)1’26 is 
closable, and its closure ( -M)i’28 is the generator of a one-parameter 
group of *-automorphisms. Hence - (( -M)1/28)2 is the generator of the 
one-parameter semigroup of completely positive contractions given by 
exp( - t(( -M)“28)2)(A) 
= (l/G) jrn ds eeS*/4r exp(s( -M)1’26)(A). 
-cc 
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At the same time we see that -6’ is the generator of the semigroup 
and hence -d2 is dissipative. But then Md2 is dissipative on the selfadjoint 
part of d, because if A = A* E D(MS2) we can find a pure state w  such that 
o(A)= 5 ll,4ll, and then +o( -S’(A))>0 since -d2 is dissipative. But if 
w  E P, we have 
+o(Md2(A)) = fo(M) o(S2(A)) 2 0 
since M< 0, and if o E P&\P, we have o(MS2(A)) = 0 since MS2(,4) E 98. 
Thus Ma2 is dissipative on the selfadjoint part of d, and as 446’ is *-linear 
it follows that Md2 is closable, and its closure M62 is dissipative on the 
selfadjoint part of d. 
Now, as M is r-invariant, ( -M)‘126 commutes with r, and hence 
exp(t( -M)‘/26) commutes with r. It follows that the linear space d span- 
ned by elements of the form 
A,= j[.f(s, t) exp(sb) exp(t( -M)1’26) (A) ds dt, 
where A E d and the Fourier transform f~ C;( rW2), forms a dense 6- and 
( -M)“‘&invariant subset of entire analytic elements for both 6 and 
( -M)“‘& But as each element d E d has bounded Arveson spectrum with 
respect to the group exp(t( -M)‘12S) (since 3 has compact support), it 
follows that an estimate of the form 
II((-~)“2vY‘a d C” IAll 
is valid for n = 1, 2, 3 ,..., where C is a constant depending on the Arveson 
spectrum of A. Thus A is also analytic for (( -M)112J)2 = --Ma2. We have 
thus shown that D(( -M)li26) contains a dense set d of analytic elements 
for Md2 which is invariant under Md2. But as m is dissipative it follows 
that %? is a generator and d is a core for M62 [B-R, 3.1.221. But d is also 
a core for the generator (( - M)1’26)2, and as -MJ2 = (( -M)1/26)2 on 8, it 
follows that 
-MS2 = (( -A4p2cq2. 
D(m) is now an algebra, since -M62 is the square of a derivation. 
The condition (lb-2b-3b) will be used to show that K commutes with the 
groups of the form exp(tl\rs) where N is a suitable multiplier. This follows 
from 
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5.9. LEMMA. Let H be a closed, densely defined linear map on d such 
that 
(i) H commutes with z, 
(ii) (centre(M(B)))‘(D(H) n B) E D(H), 
(iii) H(AB) = AH(B) 
whenever A E (centre(M(g)))’ and BE D(H) n S?. 
Let L = L* E (centre(M(Ped(23))))’ b e a multiplier such that D(L6) is 
dense in SB. 
It follows that H commutes with exp(tlb). 
5.10. Remark. Since H is closed and commutes with r, a simple 
regularisation argument shows that H(D(H) n 58) c&?, and hence the 
expression AH(B) in (iii) is well defined. 
Proof of Lemma 5.9. First, assume that L is bounded, i.e., 
L = L* E (centre(M($#)))‘. 
Since H is closed and commutes with r, D(H) contains a d-invariant 
space d of entire analytic elements for 6 which is dense in d. For example, 
take d as the linear span of all elements of the form 
z#) = jm f(t) z,(A) dt, -m 
where A E D(H) and f~ CF( IL!). If d is defined like this we also have 
(centre(M(g)))‘(b n2+3) c_tp by (ii) and H(8) consists of entire analytic 
elements for 6. Thus, if A ~8, we have 6(A)~dnB; thus L6(,4)~6’ and 
hence (La)“(A)= L”G”(A)E~ for all n. But then 
H(L”G”(A)) = L”G”(H(A)) 
by (iii). As A and H(A) are entire analytic for 6 and L is bounded it follows 
that A and H(A) are entire analytic for LS, and by the relation above 
- 
H(exp(tB)(A)) = exp(tLG)(H(A)). 
This relation extends by closure to all A E D(H). 
If L is unbounded, we can as in the proof of the previous lemma find a 
sequence of bounded functions L, of L such that 
lim L,6(A) = La(A) 
n-cc 
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for all A E D(U). But then 
lim exp(tL,6)(A)=exp(ZZ)(A) 
n-m 
for all A E d [B-D-R, Proof of 3 =- 4 in Theorem 2.11, and hence 
H exp( tL6) = exp( tL6) H 
by closure. 
The basic connections between nonselfadjoint L and A4 and selfadjoint L 
and M are provided by 
5.11. LEMMA. Let L, ME (centre(M(Ped(3))))’ be such that D(L6) and 
D(MS’) are dense in d. Let IL1 = (L*L)l12, IMI = (M*M)‘12 denote the 
absolute value of L and A4 in the function algebra (centre (M(Ped(g))))‘. 
(i) D(L6) = D( IL1 6), D(A4S2) = D( (MI S2); 
ll-wA)II = II ILI 4A)II for A E D(L6), 
IIM~2(ANI = II IMI 62(A)lI for AED()MliS2). 
(ii) L6 and Md2 are closable and 
- 
WJ) = WI4 4, D(Ms2) = D(piTjT). 
Proof: (i) For each rc~Prim 9Y’, x(L) and X(M) are scalars and 
x(ILI)=Iz(L)I and n(IMl)= Iz(M)I. Furthermore, if AED then 
La(A) E W if and only if 
IIL&~)II =sup{ In( Ilx(S(A))II; 7-c~ Prim a) 
is bounded and 
lim Il~n(LW))II = lim IdL)I IldW))lI = 0 ne’x n-m 
for all sequences 71, E Prim 9J such that rc, -+ co. This establishes 
D(L6)=D(ILI 6) and IIL6(A)II = /[IL/ 6(A)II for A eD(L6). The analogous 
statements for Ma2 are proved in the same way. 
(ii) The operators IL( 6 and IMJ d2 are closable by Lemmas 5.6 and 
5.8. Hence it follows from the equations IIL6(A)II = IIJLI 6(A)II and 
IIA4S2(A)II = II(MI S2(A)(I that L6 and Ma2 are closable, and D(D)= 
D( IL1 6) and O(m) = D(m). 
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The next two lemmas are similar, but the first is a prerequisite for the 
second. 
5.12. LEMMA. Let L, ME (centre(M(Ped(W))))’ be such that L is selfad- 
joint, M is serfadjoint and M G 0, and D(L6) and D(MS2) are dense in d. 
Then the operator H defined on 
D(H) = D(L6) n D(m) 
- 
H(A) = L6(A) +%@(A) 
is the generator of a strongly continuous one-parameter semigroup of com- 
pletely positive contractions. Furthermore 
ll~(A)II G IIH(A)IL 
II~(A)II G2 IIH(A)lI 
for all A E D(H), and 
D(L6) n D(MS’) 
is a core for H. 
Proof: L6 and M62= -(( -M)‘12 6)2 are separately generators of such 
semigroups, by Lemmas 5.6 and 5.8. But these semigroups commute as a 
consequence of Lemma 5.9 applied to H =M62. Hence 
S, = exp( - tL6) exp( - tMs2) 
is a strongly continuous semigroup of completely positive contractions and 
the generator Ho of S, is clearly an extension of H. But the linear span of 
elements of the form 
Is f (s, t) exp( -SD) exp(t( -M)‘126)(A) ds dt 
where A E D(H) and TE C;( R2) constitutes a dense, H-invariant set of 
entire analytic elements for H and thus for Ho, and hence H, is the closure 
of H. Thus it remains to show that H is already closed. 
But this is an immediate consequence of the last two estimates in the 
lemma, so it suffices to show these. 
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Assume that A E D(H), and define 
A,= J1.l f(s, t, u) exp(s8) exp(t L6) 
x exp(u( - M)“‘S)( A) ds dt du 
for pE Cr(Iw3). Then A+ D(H) n D(L6) n D(Md2) and hence 
IIWA/)ll Q llH(Af)lI 
by Lemma 5.3. But 
and 
H(AJ = WA), 
L&A,) =5(A), 
- 
as H and L6 commute with the groups exp(&), exp(tL6) and 
exp(u( -M)“‘6). As lim,,,, H(A),r= H(A) and limY,,,L6(A)f=L6(A) we 
obtain 
- 
IIWA)II G llH(A)ll. 
Finally 
ll=Wll G IIfW)--L6(A)Il <2 IIH(A)Il. 
Since also lim,,,, McS2(As) = M?(A), D(L6) n D(A46’) is a core for H. 
5.13. LEMMA. Let L, M~(centre(M(Ped(a))))’ be such fhat D(L6) 
and D(Ma2) are dense in d, and assume that for all 7c ~99 such that 
n(L) # 0 and n(M) # 0 one has Re(n(L)/n(M)) # 0. Then the operator H 
defined on 
D(H) = D(L6) n D(M62) 
H(A) =L6(A) +%@(A) 
is densely defined and closed. Furthermore 
- 
and 
lbWA)ll G IIWA)II 
llm(A HI d 2 WV HI 
for all A E D(H). 
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If 8 is a dense linear space in d then the linear span of elements of the 
f orm 
A,= fff f (s, 6 u) expW) ev(Wl 6) 
x exp(u [MI ‘I2 6)(A) ds dt da, 
where A E I and f E CF( R3), is a core for H. 
Proof By Lemmas 5.11 and 5.12 we have that D(H) = 
D( IL1 6) n D(m) is dense, and if A E D(H) one establishes directly that 
where 
for YE C;( R3). 
A,= s ff f (s, t, u) exp(s4 exp(t 14 6) 
x fw(4MI “* 6)(A) ds dt du 
To show that H is closable, assume that A, E D(H), A,, -+ 0 in d and 
H(A,) + B in d. But then 
A,,fWILI 6) n NM J*) 
= D(LS) n D(kG2) 
and 
lim A,,f= O,= 0, 
n-cc 
lim H(A,J = B, 
n-CC 
But as 
by Lemma 5.3, and L6 is closable, it follows that lim,, o. L6(A,J = 0. 
Similarly lim, _ m MS*(A,,) = 0, and hence 
B,= lim (Lb(A,J + Mc?*(A,~)) = 0. 
n-m 
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It follows that B = 0, and H is closable. The estimates 
- 
IIW-4)II G IIfw)lI 
and 
II~(41l G2 llfw)ll 
are now established as in the previous lemma, and it follows from these 
that H is actually closed on D(L6) n D(m). 
To prove the last statement, define another operator Ho on D(H) by 
H,(A) = IL\ 6(A) -piqT(A). 
Then H,, is a generator by Lemma 5.12, and the linear span of the elements 
of the form A, is a dense set of Ho-analytic elements, invariant under H, by 
the formula 
where 
g(s, t, u) = -E-g{. 
Thus these elements constitute a core for H,. But then they are a core for 
H by the following reasoning. If A E D(H) then there exist elements A, in 
this subspace such that A, --t A, and H,(A,) converges. Thus from the 
estimates 
ll~bh - AJII = II 14 &4 - AJI 6 W&h - &)lL 
ll=U, - A,,)ll d 2 IIfMA, - AAl 
- 
it follows that G(A,) and m(A,) converge. Thus H(A,) converges and 
the subspace is a core for H. 
End of Proof of Theorem 5.1. First, we show that (3) and (3)(b) 
together with (*) imply (4). Assuming (3) and (3)(b), it follows from 
Lemma 5.13 that we may define an operator H on 
D(H) = D(L6) n D(m) 
H(A) ==(A) +%&I) 
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and H so defined is closed. H is clearly an extension of the restriction of K 
to 9, and as 9 is a core for the closed operator K, H is an extension of K. 
But condition (3)(b), together with Lemma 5.9, and the explicit formula for 
K in condition (3) imply that K commutes with all the groups exp(&), 
exp(t IL1 6), and exp(u lMl”‘8). Thus if A E 9, then Aft D(K) if A, is as in 
Lemma 5.13. This lemma then implies that D(K) is a core for ZY, and hence 
K=H. 
The implications (4) + (3) and (4) + (3)(b) are trivial, since (4) implies 
that D(K) = D(L6) n D(m) by Lemma 5.13. Also, as 
D(m) = D(IMJ) = D( (m)2) 
by Lemmas 5.11 and 5.8, D(m) is a *-algebra, and hence 
D(K) = D(L6) n D(m) is a *-algebra. 
Condition (4) implies that 
9 = D(K) n D(d2) = D(L6) n D(M62) n D(S2). 
Using the regularisation of Lemma 5.13, we obtain 
D(L6) n D(d) = D(Ld), 
D(EP) n D(d2) = D(MffS2). 
By Lemmas 5.5 and 5.11, 
D(m2)=D(IMI S2) =D((pp2 S)2). 
Hence 
- 
9 = D(U) n D(M62) n D(P) 
= D(U) n D(MS2) = D(L6) n D(( IM11’2 ~3)~). 
It is easy to see from the definition of D(G) and the derivation law for 6 
that D(D) is a *-algebra. Similarly we see that D( lM1 1’2 6) is a *-algebra. 
Since then lM1 ‘I26 is a *-derivation (defined on a *-algebra), it follows that 
D(((Ml’/*6)*), the domain of the square of this derivation, is a *-algebra. 
This shows that 
~==(LG)nD(((M(“26)2) is a *-algebra. 
The last statement of the theorem follows from Lemma 5.13. 
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6. INVARIANT LOCAL DISSIPATIONS ARE GENERATORS 
In Section 5 we characterised invariant operators K satisfying locality 
with respect to 6 and 6*. It is now just a very minor additional step to 
show that K is the generator of a completely positive semigroup of contrac- 
tions under a suitable positivity assumption. 
6.1. THEOREM. Let d be a C*-algebra, let z be a strongly continuous 
one-parameter group of *-automorphisms of S! with infinitesimal generator 
6, and let K be a densely defined, closed, *-linear map from d into d which 
commutes with z. 
Put 9 = D(K) n D(o*), and let W be the ideal &(D(o)) d in d. 
The following five conditions are equivalent. 
(1 )(a) K is local with respect to (6, S*) in the sense that if 
w(G(A)*B*BG(A)) = 0 
and 
o(P(A)*B*Bd*(A)) = 0, 
then 
o(K(A)*B*BK(A)) = 0 
for each AE~, BE&’ andwEP,4, 
(b) (centre (M(SY)))‘(D(K) n ~8) E D(K), 
(c) L~A=A*ED(K) and A*ED(K), then K(A*)<K(A)A+AK(A). 
(2)(a) K(9) ~94 and there exist multipliers L, ME 
(centre(M(Ped(g))))’ such that K(A) B=L(o(A) B)+ 
M(S*(A) B) for all A E 9, BE Ped(&?), 
(b) (centre(M(S?)))‘(D(K) n 99) c D(K), 
(c) L= L*, M=M*, and MgO. 
(3)(a) There exist multipliers L, ME (centre(M( Ped(S?))))’ such that 
and 
9 c D(L6) n D(MS*) 
K(A) = Lo(A) + MS*(A) 
for all A E 9, 
(b) (centre(M(B)))‘(D(K) n 9l) E D(K), 
(c) L=L*,M=M*, andM<O. 
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(4) There exist multipliers L, ME (centre(M( Ped(a))))’ such that 
(a) D(L6) and D(MS2) are dense in d and L6 and Ma2 are 
closable, 
(b) D(L6) n D(m) is a core for K and K(A) =2(A) +M6(A) 
for all A in this core, 
(c) L=L*,M=M*, andM<O. 
(5)(a) K is the generator of a strongly continuous one-parameter 
semigroup e ~ K1 of completely positive contractions of d. 
(b) There exist continuous, real valued, z-invariant functions I,, u on 
Prim g’, with u(n) < 0 for all rc E &, such that 
-47cu(n) t)-“2 
when 7~~4, and 
z(ePK’(A)) = z(A) 
when z E S&C&, for all A E &, t > 0. Here we view 4 as an open 
subset of 2, and we have used the convention that 
(-4V(7t) t)- l/2 es24Pw = (qs) 
when p(x) t = 0. 
Furthermore, the multipliers L and M of conditions (2), (3), and (4) are 
unique and coincide in the three conditions, and are related to the functions I, 
p of condition (5) by 
J-(n) = n(L), P(n) = n(M) 
for all rt E 98. Any of these conditions implies that 
(i) D(K) = D(L6) n D(m), D(K) is a *-algebra, and K is a complete 
dissipation on D(K), i.e., the matrix inequality 
(K(X,*X,)) Q (K(Xi)*Xj+ XF K(Xj)) 
is valid for all finite sequences X, ,..., X, E D(K). 
(ii) 9 = D(L6) n D(Md2), 9 is a *-algebra and 9 is a core for K. 
Finally, tf (L, M) is any pair of central, z-invariant, serfadjoint multipliers 
on Ped(g such that M< 0 and D(L6) and D(Md2) are dense, then 
D(L6) n D(MS’) is dense, the operator L6 + iWd2 from D(L6) n D(Mh2) 
into d is closable, and its closure satisfies all the conditions (1 k(5). 
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Proof: By Theorem 5.1, conditions (l)(a), (b), (2)(a), (b), (3)(a), (b), 
and (4)(a), (b) are equivalent, and hence (2), (3), and (4) in the present 
theorem are equivalent. Furthermore any of these conditions implies that 
9 = D(U) n D(M6’) and 9 is an algebra. To prove that (1) CC- (3)(c), we 
note first that as K is a *-operator and the decomposition K= L6 + M6* is 
unique, it follows that L = L* and M= M*. Furthermore, if A = A* E 9 
then A* E 9 and by (l)(c) we have 
K(A*)-K(A)A-AK(A)=2Mb(A)*<O. 
But as 9 is z-invariant, 9 is a core for 6, and it follows that A4 d 0. Thus 
(1) + (2) o (3) o (4). But (4) * (5) by Lemma 5.12 and Lemmas 5.6 and 
5.8, with A(n) = n(L) and P(?I) = x(M) for 7t E Prim C!tY. But (5) implies that 
~JW)) = 4n)4W)) + ,471) W*(A)) 
for A E 9 and K E Prim g by differentiation, and defining L, 
ME (centre(M(Ped(g))))’ by 
the implication (5) =z- (2) is immediate, and we have proved 
(1)*(2)0(3)0(J)-=-(5). 
But (2) implies that D(K) is a *-algebra and then (5) implies that K is a 
complete dissipation on D(K); in particular, this implies (1 )(c). Thus all the 
conditions are equivalent, and the remaining assertions of the theorem 
follow from Theorem 5.1. 
6.2. Remark. By 5.1, in 6.1 it is sufficient to assume that K is weakly a 
*-map in the sense that if A and A* both belong to D(K) then 
K(A*) = K(A)*. 
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