This paper deals with evaluation and optimization of polling systems with time limits. Performance measures are evaluated with the power-series algorithm, a flexible technique for computing performance measures for multi-queue systems. The constant time limits are approximated by Erlang distributed variables. The algorithm is extended to compute derivatives of performance measures. This allows for optimization of cost functions with respect to the mean values of the time limits by gradient methods. Several properties of the optimal time limits are revealed by the numerical solution of various optimization problems.
Introduction
In many communication, production and other systems several types of jobs compete for access to a single service facility, e.g., a communication channel or a machine. Such systems are often modeled as polling systems. These are multi-queue systems with a single server, who attends to the jobs in the various stations according to some visit rule and some service rules. The visit rule determines the order in which the stations are visited by the server. The service rules determine the number of services that the server is allowed to perform during the subsequent visits to the stations. The choice of these rules may partly be limited by physical constraints, but can otherwise be used to control the quality of service provided to each of the job types.
Polling systems are generally hard to analyse. For some systems, e.g. with exhaustive or gated service, it is possible to derive sets of linear equations that determine the moments of the waiting time distributions, cf., e.g., [1] , [11] . Some two-queue models can be solved analytically for a larger class of service disciplines, but to obtain numerical data from these solutions may require substantial effort, cf. [8] which deals with a two-queue system with exponentially distributed timers. In most other cases, performance measures can only be approximated by numerical techniques based on the solution of balance equations for state probabilities, or estimated by simulation. The power-series algorithm (PSA) is one of the available methods. It requires a Markov representation of the queueing process, possibly with the aid of some supplementary variables. It is based on power-series expansions of the state probabilities in terms of a parameter of a system for (recursively) solving the global balance equations satisfied by these probabilities. It is a flexible method which is applicable to a wide class of multi-queue/multiserver models, with Markovian Arrival Processes and phase-type service time distributions. The PSA is also suitable for optimization purposes, since it allows the computation of derivatives of performance measures with respect to system parameters and control variables. For moderately sized systems, the PSA favorably compares with simulation and numerical methods based on truncation of the state space. This is mainly so because the PSA involves recursive schemes and allows the application of the so-called -algorithm which strongly improves the convergence of the power series, cf. [2] . Since the memory requirements rapidly grow with the number of queues, the PSA can only produce accurate results for systems with a limited number of queues.
The main contribution of the PSA lies in studying the interaction between queues on a reduced scale and in developing and testing approximations of performance measures and optimal val-ues of control variables for systems of a larger size. [3] reviews the PSA in its generality. The applicability and complexity of the PSA for polling systems with various visit and service rules have been discussed in [2] . The computation of derivatives with the aid of the PSA has been described in a general context in [6] . The latter paper considers as an example the problem of optimizing cost functions for polling systems with respect to the parameters of the service rules, in that case so-called Bernoulli schedules. In [7] , the PSA has been used to test the quality of several approximative approaches for determining the optimal job limits in cyclic polling systems.
An alternative technique for computing performance measures of polling systems is the discrete Fourrier transform method. It is based on relations for the generating function of the queue length distribution at various imbedded time instants. [10] applies the discrete Fourrier transform method to cyclic polling systems with non-preemptive, time-limited service. This method allows for general service and switching time distributions. However, the time limits have to be approximated by exponentially distributed timers. In the present paper, we develop the PSA for this type of polling models. Although the PSA can deal with phase type distributions for the service and switching times and with Markovian arrival processes, cf. [13] , the recursions of the PSA will be presented for exponential distributions. In this way, the structure of the recursions w.r.t. the time limits will appear more accentuated. The results of [10] will be extended in several directions. Firstly, we will incorporate Erlang distributed timers in order to approximate the constant time limits more closely. Secondly, our model is readily extended to general periodic visit orders, cf. [4] . Finally, we will consider the problem of choosing the values of the time limits such as to minimize some cost function, with or without restrictions on the time limits. For this purpose, the computation scheme of the PSA includes recursions for the coefficients of derivatives of performance measures with respect to the transition rates of the time limits. The main differences with earlier implementations of the PSA are the additional states required to approximate the service discipline and the optimization w.r.t. unbounded decision variables not explicitly contained in the recursions, which, however, are better amenable to constraint optimization than e.g. Bernoulli schedules. There are no practically useful error bounds for computations with the PSA together with the -algorithm -the same holds for the discrete Fourrier transform method and truncation methods -but inspection of results produced with an increasing number of terms of the power series gives a good indication of the attained accuracy, cf. [2] . The paper is organized as follows. In Section 2 the polling model will be described in more detail, and the necessary notations will be introduced. Section 3 contains the global balance equations for the queue-length process extended with several supplementary variables. The 2 Description of the model
The polling system consists of S stations and a single server. Jobs arrive at station j according to a Poisson process with rate λ j , j = 1, . . . , S. The superposition of the arrival processes at the various stations is a Poisson process with rate Λ . = S j=1 λ j . Each queue may contain an unbounded number of jobs. At each station jobs are served in order of arrival. Service times of jobs arriving at station j have mean β j , j = 1, . . . , S. The load ρ j offered at station j, j = 1, . . . , S, and the total offered load ρ to the system are defined by
The server visits the stations in a fixed cyclic order 1, 2, . . . , S, 1, . . .. The number of services which may be performed during a visit of the server to station j is determined by a time limit τ j , j = 1, . . . , S. As long as this time limit has not expired the server is allowed to start new services during a visit. A visit to a station ends either when a service is completed and the time limit has been exceeded, or when the station is or becomes empty. In practice, the time limits will be constant. However, in order to construct a Markov process with discrete state space these time limits will be approximated by random variables with Erlang distributions.
The number of phases of the Erlang distribution of the time limit for a visit of the server to station j will be denoted by Γ j , and the transition rates at the phases are γ j . = Γ j /τ j , so that the mean value of the Erlang distributed time limit is τ j , j = 1, . . . , S.
The times the server needs for switching from station j − 1 to station j have means δ j , j = 1, . . . , S. The total mean switching time of the server during a tour along the stations will be denoted by ∆ . = S j=1 δ j . From the general result on stability of polling systems in Fricker and Jaïbi [9] it follows that the present system is stable iff
here, G j denotes the mean of the maximal number of jobs that can be served at station j during a visit of the server, j = 1, . . . , S. The expression for this quantity for a station with a time limit is not as simple as that for a station with a job limit or a Bernoulli schedule. Let T j (t) denote the distribution of the random variable that determines when the time limit at station j expires, and let B j (t) denote the service time distribution at station j, j = 1, . . . , S. Then it follows by conditioning on the realisations of the timer and of the service times that
The balance equations
It will be assumed throughout this paper that the polling systems are in steady state. The random variable N j will indicate the number of jobs present at station j, j = 1, . . . , S. Beside the vector of random variables N . = (N 1 , . . . , N S ) several supplementary variables are needed to obtain a Markov process. The supplementary variable H will indicate the station to which the server is switching or to which the server is attending. The supplementary variable Z will indicate the status of the server. More precisely, Z = 0 will indicate that the server is switching and Z = ψ will indicate that the server is serving jobs while the timer is in phase ψ, ψ = 1, . . . , Γ H + 1; here, Z = Γ H + 1 indicates that the timer has already expired during the current visit. For conciseness and clarity, the PSA will be described for the case of exponential service times, with rate µ j . = 1/β j at station j, and exponential switching times with rates
. . , S. Therefore, we do not need a variable to indicate the current phase of these distributions. The reader is referred to [4] for a description of the PSA for this model with Coxian distributions and general periodic polling orders. For the same reason, the PSA is presented without the use of a conformal mapping which is often necessary to avoid numerical inaccuracies, cf. [2] . In order to formulate the balance equations for the Markov process (N, H, Z) we will use the indicator function I {C} taking the values 0 (if C is false) or 1 (if C is true), and the unit vectors e j , j = 1, . . . , S, in IN S .
The balance equations for the probabilities of states in which the server is switching are, for
The first term at the righthand side stands for transitions caused by an arrival of a job at one of the stations. The second term describes a transition from a switch to station j − 1 to a switch to station j; such a transition can only occur if station j − 1 is empty. The third and fourth term describe a transition from a last service at station j − 1 to a switch to station j; in the third term, the end of the visit is due to the expiration of the timer at station j − 1, in the fourth one to the exemption of station j − 1.
The balance equations for the probabilities of states in which the server is serving jobs are, for
The first term at the righthand side stands for transitions caused by an arrival of a job at one of the stations. The second term describes a transition from a switch to station j to the first service at station j (the timer starts in phase ψ = 1). The third term describes a phase transition of the timer. The fourth term describes a transition from one service at station j to another service at station j; such a transition can only occur if the timer had not expired before the new service started.
Finally, the sum of the probabilities over all states is equal to one:
The power-series algorithm
First, we write λ j = a j ρ, j = 1, . . . , S, and Λ = Aρ to obtain a parametrization of the model as a function of the total offered load ρ. Then, we introduce power-series expansions of the state probabilities as functions of ρ: for all n ∈ IN S , j = 1, . . . , S, ψ = 0, 1, . . . , Γ j + 1,
Here and below, we use the notation |n| . = n 1 + · · · + n S . See [2, 3] for a motivation of (4.1).
The expansions (4.1) are substituted into the Eqs. (3.1) and (3.2) for the state probabilities.
Equating coefficients of corresponding powers of ρ on both sides of these equations leads to relations for the coefficients of the power-series expansions of the state probabilities.
The recurrence relations for the coefficients of the probabilities of states in which the server is switching are, for k = 0, 1, 2, . . ., n ∈ IN S , j = 1, . . . , S,
The recurrence relations for the coefficients of the probabilities of states in which the server is 
(4.4) Table 1 : Three-station model with varying number of phases of the timers. The coefficients of the power-series expansions of the moments are obtained from those of the state probabilities in a straightforward manner, cf. [3] . The moments of the waiting time distributions for jobs at the various stations, assuming service in order of arrival, follow from the moments of the marginal queue-length distribution through a general relationship between the generating function of the queue-length distribution and the Laplace-Stieltjes transform of the waiting time in M/G/1-type systems, cf. [12] , formula (4.31). The waiting time of a job at station j is denoted by W j , j = 1, . . . , S, and W stands for the waiting time of an arbitrary job. The standard deviation of a random variable X will be denoted by σ{X}.
In Table 1 the influence of the number of phases of the Erlang distributions of the timers is illustrated for an example taken from [10] . The model consists of three stations. The arrival rates are λ 1 = 0.6, λ 2 = λ 3 = 0.2, the service times are exponential with means β j = 0.8, j = 1, 2, 3, and the switching times are Erlang E 4 distributed with means δ j = 0.05, j = 1, 2, 3.
The quantity V denotes the size of the supplementary space, in this case 3 × 4 + 3 3 j=1 (Γ j + 1). The mean values of the timers are τ 1 = 23.2, τ 2 = τ 3 = 1.6, so that on the average 30 jobs can be served during a visit of the server to station 1 and 3 jobs during visits to both station 2 and 3. We have selected this model, because [10] reports the largest differences in mean waiting times between systems with exponential timers and constant timers in this example.
In [10] this model has been solved with constant switching times and exponential timers; the reported mean waiting times are E{W 1 } = 2.198, E{W 2 } = 5.713 and E{W 3 } = 5.792. Our results with E 4 distributed switching times and exponential timers are close to these values.
[10] also reports simulation results for this model with constant switching times and constant timers: E{W 1 } = 1.884 ± 0.020, E{W 2 } = 5.989 ± 0.132 and E{W 3 } = 6.163 ± 0.148. Our results with E 4 distributed switching times and Erlang distributed timers show that a rather large number of phases of the corresponding Erlang distribution is required to obtain a close approximation for the performance measures of a similar system but with constant timers, when the time limit at a station is relatively large compared to the mean service time. However, it is shown in Table 2 
Here, X is some performance measure, X (Det) indicates the version with deterministic timers, and X (a) and X (b) stand for the versions with Erlang timers. A similar extrapolation can be applied to standard deviations, cf. Table 1 .
Derivatives with the PSA
For optimization of a performance measure with respect to real-valued parameters of a system it is useful to be able to compute derivatives of the performance measure as function of these parameters. Then, optimization techniques as the conjugate gradient method can be used to determine optimal values of these parameters with respect to some objective function. For 
The law of total probability leads to a similar relation as Eq. (4.4) for the derivatives. Note that the coefficients b r (0; 0, j, ψ) do not vanish for ψ ≥ 1, in contrast with those of polling models with Bernoulli schedules, cf. [3] .
The coefficients b r (k; n, j, ψ) can be computed recursively, but only in conjunction with the coefficients b(k; n, j, ψ). Derivatives of performance measures with respect to the (mean) time limits can be computed from the above: for all n ∈ IN S , j, r = 1, . . . , S, ψ = 0, 1, . . . , Γ j + 1,
Optimization of the time limits
Consider the following optimization problem with the time limits as decision variables:
The coefficients c j in the objective function indicate the relative waiting cost for jobs at station j, j = 1, . . . , S. Note that τ j ↓ 0 implies γ j → ∞, j = 1, . . . , S. If a time limit vanishes no job would ever be served at the corresponding station. We have taken L j = 10 −6 , j = 1, . . . , S,
in all examples to prevent that γ j becomes too large. A very small but positive value of a time limit means in fact that the server is allowed to serve exactly one job during each visit to the corresponding station. On the other hand, a large value of a time limit means that the corresponding station is served exhaustively. In the cases that we indicate that the optimal time limit is infinite the optimization procedure stopped at some finite value of that time limit because the derivative of the cost function with respect to that time limit became too small.
We have also evaluated the cost function in those cases with a much larger value of the time limit, and have found no significant differences in costs. Table 3 shows the unconstrained optimal time limits as function of the load for a three-station system with the following parameters: arrival rates λ 1 = 2 3 ρ, λ 2 = λ 3 = 1 3 ρ, Erlang E 2 distributed service times with means β 1 = 1.0, β 2 = β 3 = 0.5, Erlang E 2 distributed switching times with means δ j = 0.1, j = 1, 2, 3, and cost factors c 1 = 1.2, c 2 = c 3 = 0.3. The optimal Table 3 : Optimal time limits as function of the load.
Exponential timers
Erlang-2 timers Erlang-4 timers and Erlang E 2 distributed timers (with minimal cost indicated by C M respectively C E 2 ) the system has also been evaluated with the same values of the mean time limits, but with Erlang
The results in the table illustrate that the cost functions are rather flat near their minima, and that optimization is less sensitive to the number of phases of the timers than evaluation of performance measures. Note the resemblance of the behaviour of the optimal time limits as function of the load with that of the optimal Bernoulli schedules in [5] . In particular, the optimal set of time limits is, for each set of cost factors, such that at least one time-limit is infinite (i.e., the corresponding station is served exhaustively), and the stations for which the time limits are infinite are the stations for which the ratio c j µ j is maximal over j = 1, . . . , S (in agreement with the 'cµ'-rule for priority systems). For the other stations it holds that the optimal time limit tends to infinity in light traffic (ρ ↓ 0) as well as in heavy traffic (ρ ↑ 1). In light traffic, finite time limits might force the server to make an often unnecessary tour along the stations to search for jobs which will only be present with small probability. In heavy traffic, the time limits have to be large in order to keep the system stable,
i.e., to compensate for the loss of server availability due to the switching times.
Our final example concerns the cyclic polling system with five stations which has been considered in [7] , Tables III and IX Table 4 shows the optimal time limits and the minimal cost for the unconstrained optimization problem with exponentially distributed timers, for several values of c 2−5 . For comparison, this table also contains the optimal job limits K * j , j = 1, . . . , 5, and the corresponding minimal cost. A job limit places a maximum on the number of jobs which may be served during a visit of the server to a station. The optimal set of job limits can only be determined by enumeration of all, infinitely many, sets of job limits. In [7] , Table IX , the supposedly optimal sets of job limits have been found by a limited enumeration and on the basis of a conjecture which implies that at least one of the optimal job limits is infinite, which means that the corresponding station is served exhaustively. This conjecture is supported by the numerical results on systems with Bernoulli schedules in [5] . In contrast with Bernoulli parameters (probabilities) with their finite range time limits have an infinite range. Therefore, numerical procedures for optimization of systems with unconstrained time limits will stop at some finite value for all time limits. In cases of very large values of a time limit we have compared the cost of the found set of finite time limits with the cost corresponding a similar set of time limits but where the stations with an originally large time limit are served exhaustively.
The so obtained results also confirm the conjecture in [7] . In the example with c 2−5 = 2.0 in Table 4 the minimal cost of 3.94 attainable with exponentially distributed timers is larger than the minimal cost of 3.90 attainable with job limits. However, when we apply this set of mean time limits with Erlang distributed timers then the cost reduces to 3.89 with an Erlang E 4 distributed timer and to an estimated 3.86 with a constant time limit, cf. Eq. (4.5). The estimated minimal costs for the case of constant timers are indicated in Table 4 in the column with the header C (Det) . It seems that the larger flexibility in adjusting the time limits allows a lower minimal cost than that realizable with job limits which are restricted to integer values. Table 5 shows the optimal sets of job limits and the corresponding minimal costs for the same system, but with the constraint 5 j=1 K j ≤ 20 on the total number of services that the server is allowed to perform during a cycle. These results are based on M = 29 terms of the powerseries expansions; the estimated errors are in the order of 1%, much more than the estimated errors in the performance measures for the systems with time limits. Our results deviate in some cases from those reported in [7] , Table III . Table 6 contains more elaborate data on the costs as functions of the job limits. Note that E{W 1 } increases with decreasing K 1 , while the other mean waiting times show a zigzag behavior for K 1 ≥ 8, while they are decreasing with decreasing K 1 for K 1 < 8. This non-monotonic behavior is due to the integer nature of the job limits. The case c 2−5 = 10.0 which we have added reveals that it may be far from optimal in the constraint case to restrict the search for the set of optimal job limits to those sets for which K 2 = . . . = K 5 , although all parameters related to stations 2-5 are equal. In this particular case it would lead to a cost of 13.27, 23% more than the minimal cost of 10.74.
Because the service times are exponentially distributed in this model, the mean of the maximal number of services per visit to station j is 1 + τ j /β j , cf. Eq. (2.3), when a mean time limit τ j is applied, j = 1, . . . , 5. Therefore, we have determined optimal mean time limits for the case of exponential timers under the constraint 5 j=1 τ j ≤ 15, for comparison with optimal sets of job limits. The results are displayed in Table 5 . We have also determined the optimal time limits for the case of Erlang E 2 distributed timers. The corresponding minimal costs are somewhat less than the minimal costs corresponding to the case of exponential timers. The estimated minimal costs for the case of constant timers, C (Det) , are still somewhat higher than the corresponding minimal costs with job limits. This feature must be due to the randomness Numerical results with the PSA show that many phases of Erlang distributed timers may be needed for accurate evaluation of systems with constant timers. However, good approximations for systems with constant timers can be obtained by extrapolation from results for systems with Erlang distributed timers with only a few phases. When minimizing the waiting cost by optimizing the values of the timers the use of a small number of phases often yields timer values with waiting cost close to minimal when used in systems with constant timers. The latter is partly due to the flatness of the cost function near its minimum.
