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Abstract. The aim of this paper is to show some properties of simple per-
mutations with order a power of two and to give a combinatorial formula to
determine its genealogy involving two new operations: the pasting operation
and reversing. Simple permutations are very important because corresponds to
primary orbits or minimal orbits and in particular, simple permutations with
order a power of two are related with the right side in the Sharkovskii’s order.
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Resumen. El objetivo central de este art´ıculo es mostrar algunas propiedades
de las permutaciones simples de orden una potencia de dos y una fo´rmula
combinatoria para construir su genealog´ıa involucrando dos nuevas operaciones:
la operacio´n pegamiento y la operacio´n voltear. Las permutaciones simples son
muy importantes porque corresponden a las o´rbitas primarias o minimales y
en particular, las permutaciones simples de orden una potencia de dos esta´n
relacionadas con la cola derecha en el orden de Sharkovskii.
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Introduccio´n
La dina´mica unidimensional ha tenido un gran auge debido al Teorema de
Sharkovskii, as´ı que surge una nueva rama de los sistemas dina´micos, la de-
nominada dina´mica combinatoria (ve´ase [3]), rama en la que actualmente hay
muchos investigadores interesados en las relaciones algebraicas y combinatorias
de las funciones continuas de R en R con dina´mica minimal. Es aqu´ı en donde las
permutaciones simples juegan un papel importante, ya que son las o´rbitas pri-
marias o minimales, tambie´n conocidas como o´rbitas simples de Block (ve´anse
[5, 6]), en donde se construyen este tipo de funciones. No obstante, este art´ıculo
puede clasificarse en el tema de la dina´mica combinatoria.
La idea de analizar los sucesores y antecesores de permutaciones simples
de orden una potencia de dos se debe a Chris Bernhardt (ve´ase [4]). En este
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2art´ıculo se presentan dos formas de construir la genealog´ıa de una permutacio´n
simple de orden una potencia de dos. La primera (Teorema 2.10) se debe a
Bernhardt y la segunda (Proposicio´n 3.4) es un resultado obtenido por el autor
con la orientacio´n y asesor´ıa del profesor Pere Mumbru´ (Q.E.P.D),* durante
el curso de doctorado 2004-2005. Esto se hace introduciendo dos operaciones
en ciclos y en permutaciones: pegamiento y vuelta. Estas operaciones fueron
definidas para nu´meros enteros en [1] y para anillos polinomios sobre cuerpos
conmutativos y otros anillos en [2].
Por razones dida´cticas que se estiman pertinentes para facilitar la lectura
al lector novato, se puede interpretar la Proposicio´n 3.4 como una sucesio´n de
mandatos. Supongamos que existe un reino ideal, en donde como en cualquier
familia real, el rey tiene un solo antecesor y puede tener varios herederos o
sucesores, de los cuales se escogera´ so´lo uno para ser el nuevo rey. La diferencia
con los reinos actuales es que el heredero al trono sera´ el ma´s parecido al rey
y el resto de los sucesores tendra´n un t´ıtulo que les garantizara´ una parte del
reino y que sera´ otorgado de acuerdo a su parecido con el rey. El criterio de
semejanza entre los sucesores y el rey sera´ el nu´mero de cambios (trasposiciones
ρik) que se le hacen al rey (permutacio´n simple θ) para convertirse en un suce-
sor (permutacio´n simple η = θ∗ ◦ ρi1 ◦ . . . ◦ ρi2m−1). Es decir, la o´rbita simple
ma´s parecida al rey es la que tenga solo una trasposicio´n y la menos parecida
sera´ la que tenga ma´s trasposiciones.
1. Preliminares
A lo largo de este escrito, (Sn, ◦) denotara´ el grupo de permutaciones de n obje-
tos. Con respecto a las funciones, solo consideramos aquellas que son continuas
de R en R, teniendo en cuenta que calcularemos sus ima´genes en el conjunto
de puntos extremos de una particio´n realizada en n− 1 intervalos:
Pn = {xi, xi+1 ∈ R : xi < xi+1,∀i = 1, . . . , n− 1}. (1.1)
La o´rbita de una funcio´n en un punto puede ser descrita como una permutacio´n
y para los efectos presentados en este art´ıculo, o´rbita y permutacio´n tendra´n
el mismo significado. Una permutacio´n θ actu´a sobre un conjunto si actu´a
sobre cada elemento del conjunto. Se entendera´ por antecesor (respectivamente
sucesor) al antecesor inmediato (respectivamente sucesor inmediato).
Definicio´n 1.1. El conjunto de permutaciones de una funcio´n f , deno-
tado por Perm(f), esta´ definido de la siguiente manera: Una permutacio´n
θ ∈ Perm(f) si y solo si existe una particio´n Pn tal que f(xi) = xθ(i), donde
*Una versio´n preliminar de este art´ıculo fue presentado por el autor en el XV Congreso
Nacional de Matema´ticas (Bogota´ - Colombia, 2005).
3xi, xθ(i) ∈ Pn. Es decir,
Perm(f) = {θ : f(xi) = xθ(i), xi, xθ(i) ∈ Pn}. (1.2)
Ejemplo 1.2. Sean P3 = {−1, 12 , 2} y f(x) = x−1x , se puede observar que
f3(−1) = −1 y su o´rbita esta´ determinada por la permutacio´n
θ =
(
1 2 3
3 1 2
)
= (1, 3, 2) ∈ Perm(f).
Definicio´n 1.3. Sean θ, η ∈ Sn, Pθ y Pη dados por Pθ = {f : θ ∈ Perm(f)},
Pη = {g : η ∈ Perm(g)}, se dice que θ fuerza a η, denotado por θ / η, si y solo
si Pθ ⊃ Pη.
Nota 1.4. De acuerdo con la definicio´n 1.3, puede darse cualquiera de los
siguientes casos:
Pθ ⊃ Pη, por lo tanto θ / η,
Pθ ⊂ Pη, por lo tanto θ . η,
Si los casos 1 y 2 se dan simulta´neamente, no hay forzamiento. En este
caso, se dice que las permutaciones (o tambie´n las o´rbitas de la funcio´n)
son del mismo tipo. Esto se denota con θ ∼= η.
Si los casos 1 y 2 no se dan, se dice que tampoco hay forzamiento.
Definicio´n 1.5. Sean xi, xi+1 ∈ R, con i = 1, 2, . . . , n− 1 tales que xi < xi+1
y θ ∈ Perm(f). El grafo de Markov, tambie´n conocido como A−grafo,
asociado a f y θ es el grafo dirigido que tiene n − 1 ve´rtices, denotados por
J1, . . . , Jn−1, y flechas, las cuales son trazadas de Jm = [xm, xm+1] a Jk =
[xk, xk+1] si y solo si f(Jm) ⊇ Jk. Si k = m, se traza un arco de Jk sobre
s´ı mismo.
Ejemplo 1.6. Sean P3 = {−1, 12 , 2}, f(x) = x−1x , θ = (1, 3, 2). En conse-
cuencia, J1 = [−1, 12 ] y J2 = [ 12 , 2], de lo cual f(J1) = [−1, 2] = J1 ∪ J2 y
f(J2) = [−1, 12 ] = J1. Tal como se observa en la figura 1, el grafo de Markov
tiene a J1 y J2 como ve´rtices, mientras que los arcos son los que se trazan de
J1 a J2, de J1 a J1 y de J2 a J1.
Notacio´n. El orden o la longitud de un ciclo θ sera´ denotado por |θ|. Si |θ| = n,
se dice que θ es un n−ciclo o tambie´n un ciclo de longitud n. El conjunto de
los n−ciclos de Sn sera´ denotado por Cn. Es decir,
Cn = {θ ∈ Sn : |θ| = n}. (1.3)
Ejemplo 1.7. C3 =
{(
1 2 3
3 1 2
)
,
(
1 2 3
2 3 1
)}
= {(1, 3, 2), (1, 2, 3)}.
Nota 1.8. Existe una relacio´n entre el ordenamiento parcial (forzar) y los
grafos de Markov: Cn 3 θ / η ∈ Cm si y solo si el grafo de Markov de η tiene
4Figura 1. Grafo de Markov asociado a x−1x y (1, 3, 2).
un lazo no repetitivo de longitud m (unio´n disyunta de m arcos) correspondi-
ente a θ. Este ordenamiento parcial esta´ relacionado con el ordenamiento de
Sharkovskii de los enteros positivos:
3 / 5 / 7 / . . . / 2 · 3 / 2 · 5 / 2 · 7 / . . . / 22 · 3 / 22 · 5 / . . . / 22 / 1.
El teorema de Sharkovskii puede ser interpretado como sigue: si θ es una per-
mutacio´n de orden n y si n / m, entonces existe una permutacio´n η de orden
m tal que θ / η. Es decir, si θ ∈ Cn y η ∈ Cm, donde m / n, entonces θ / η.
Definicio´n 1.9. Sean m,n, i ∈ Z+, S = {x ∈ Z : 1 ≤ x ≤ mn}, se define
P (mn,m, i) := {x ∈ Z : (i−1)n < x ≤ in} con i ≤ m. Al conjunto P (mn,m, i)
lo llamaremos i−e´sima particio´n natural de S de taman˜o n, en donde i
representa el nu´mero (ordinal) de la particio´n, m el nu´mero total (cardinal) de
particiones y n el nu´mero de elementos de la i−e´sima particio´n.
Para ilustrar la anterior definicio´n se propone el siguiente ejemplo:
Ejemplo 1.10. Sea S = {1, 2, 3, 4, 5, 6}, la segunda particio´n natural de S de
taman˜o 3 es P (6, 2, 2) = {4, 5, 6}.
La siguiente definicio´n se debe a Block, ver [5, 6], por lo que se puede hablar
de o´rbitas o permutaciones simples de Block.
Definicio´n 1.11. Una permutacio´n θ ∈ Ck se denomina simple si cumple una
de las siguientes condiciones:
1. θ ∈ {α2n−1, β2n−1}, donde 2n− 1 = k, α2n−1 esta´ dada por
α2n−1 = (1, 2n− 1, n, n− 1, n+ 1, n− 2, n+ 2, . . . , 2, 2n− 2)
=
(
1 2 . . . n− 1 n n+ 1 . . . 2n− 2 2n− 1
2n− 1 2n− 2 . . . n+ 1 n− 1 n− 2 . . . 1 n
)
y β2n−1 esta´ dada por
β2n−1 = (1, n, n+ 1, n− 1, n+ 2, n− 2, . . . 2, 2n− 1)
=
(
1 2 . . . n− 1 n n+ 1 . . . 2n− 2 2n− 1
n 2n− 1 . . . n+ 2 n+ 1 n− 1 . . . 2 1
)
2. θ2
j [
P
(
2n, 2j , i
)]
= P
(
2n, 2j , i
)
y θ2
j [
P
(
2n, 2j+1, i
)]∩P (2n, 2j+1, i) = ∅,
en donde k = 2n, 1 ≤ i ≤ 2j y 0 ≤ j ≤ n− 1.
3. k = rm, r impar y m una potencia de dos, r > 1, m > 1 tal que existan
5αr , βr ∈ Cr que satisfagan la condicio´n 1 y φ ∈ Cm que satisfaga la condicio´n
2 de la siguiente manera: θ[P (n,m, i)] = P (n,m, φ(i)) y θm ∈ {αr, βr} cuando
θm es restringida a P (n,m, i).
Nota 1.12. Las permutaciones simples de orden impar, αn y βn de la condicio´n
1, corresponden a o´rbitas o permutaciones del tipo Stefan (ve´anse [5, 6]). Se
observa que αn ∼= βn, αn /αn−2 y βn /βn−2, pudie´ndose determinar cuales son
sus antecesores y sucesores. Las permutaciones simples de orden potencia de
dos, las que satisfacen la condicio´n 2, tambie´n tienen antecesores y sucesores,
los cuales sera´n calculados usando el teorema de Bernhardt de la seccio´n 2
y la proposicio´n 3.4. Las permutaciones simples que satisfacen la condicio´n 3
tambie´n son llamadas fuertemente simples (ve´anse [5, 6]). A estas u´ltimas
las llamaremos aqu´ı permutaciones simples de orden mixto.
Notacio´n. Si k ∈ Z+, se escribe Sim(k) para denotar el conjunto de las per-
mutaciones simples de Ck.
Ejemplo 1.13 (Permutaciones simples). Salvo isomorfismos, se presentan aho-
ra algunos ejemplos basados en las definiciones anteriores.
1. Orden impar
• Sim(1) = C1 = {(1)}
• Sim(3) = C3 = {(1, 2, 3), (1, 3, 2)}
• Sim(5) = {(1, 3, 4, 2, 5), (1, 5, 3, 2, 4)} ⊂ C5
2. Orden potencia de dos
• Sim(2) = C2 = {(1, 2)}, puesto que θ{1, 2} = {1, 2}, θ{1} = {2},
θ{2} = {1}, θ2{1} = {1}, θ2{2} = {2}.
• Sim(4) = {(1, 3, 2, 4), (1, 4, 2, 3)} ⊂ C4, ya que θ{1, 2} = {3, 4},
θ{3, 4} = {1, 2}, θ{1, 2, 3, 4} = {1, 2, 3, 4}, θ2{1, 2} = {1, 2}, θ2{3, 4} =
{3, 4}, θ2{1} = {2}, θ2{2} = {1}, . . .
• {(1, 5, 3, 7, 2, 6, 4, 8), (1, 6, 4, 7, 2, 5, 3, 8)} ⊂ Sim(8) ⊂ C8, debido a que
θ{1, 2, 3, 4, 5, 6, 7, 8} = {1, 2, 3, 4, 5, 6, 7, 8}, θ{1, 2, 3, 4} = {5, 6, 7, 8},
θ{5, 6, 7, 8} = {1, 2, 3, 4}, θ2{1, 2, 3, 4} = {1, 2, 3, 4}, θ2{5, 6, 7, 8} =
{5, 6, 7, 8}, θ2{1, 2} = {3, 4}, θ2{3, 4} = {1, 2}, θ2{5, 6} = {7, 8}, . . .
3. Orden mixto
• (1, 3, 2, 5, 4, 6) ∈ Sim(6) ⊂ C6, ya que r = 3, m = 2, α3 = (1, 3, 2),
β3 = (4, 5, 6), φ = (1, 2), θ[P (6, 2, 1)] = P (6, 2, 2), θ[P (6, 2, 2)] = P (6, 2, 1)],
(θ2(1), θ2(2), θ2(3)) = (1, 3, 2) y (θ2(4), θ2(5), θ2(6)) = (4, 5, 6).
• (1, 4, 7, 8, 10, 6, 9, 2, 3, 5) ∈ Sim(10) ⊂ C10, debido a que r = 5, m = 2,
α5 = (1, 3, 4, 2, 5) = (6, 8, 9, 7, 10), φ = (1, 2), θ[P (10, 2, 1)] = P (10, 2, 2),
θ[P (10, 2, 2)] = P (10, 2, 1), (θ2(1), θ2(2), θ2(3), θ2(4), θ2(5)) = (1, 3, 4, 2, 5) y
(θ2(6), θ2(7), θ2(8), θ2(9), θ2(10)) = (6, 8, 9, 7, 10).
62. Antecesores y Sucesores
En el art´ıculo original de C. Bernhardt ([4]) se enuncia el lema de Ho pero no se
demuestra. Aqu´ı se presenta una prueba alternativa; otra prueba puede verse
en [7].
Lema 2.1 (C. W. Ho, [7]). El cardinal del conjunto de permutaciones simples
de orden 2n es 22
n−(n+1). Esto es
Card(Sim(2n)) = 22
n−(n+1). (2.1)
La demostracio´n que daremos aqu´ı se hace por induccio´n y se debe a suge-
rencias hechas al autor por parte de C. Bernhardt.
Demostracio´n. Claramente se observa que Card(Sim(2)) = 1. Ahora suponga-
mos que Card(Sim(2k)) = 22
k−(k+1), trazamos puntos para los enteros desde 1
hasta 2k+1, luego trazamos c´ırculos alrededor de los primeros dos puntos, de los
dos siguientes, as´ı sucesivamente hasta llegar a los puntos que corresponden a la
u´ltima pareja. A trave´s de una permutacio´n simple los c´ırculos son permutados
como permutaciones simples de orden 2k, as´ı cada punto en un c´ırculo tiene dos
formas de ir a otro punto, excepto para el u´ltimo del u´ltimo c´ırculo puesto que
so´lo puede ir al punto anterior. Por lo tanto habra´n 22
k−1 permutaciones de los
puntos en cada c´ırculo y como los c´ırculos son permutados como permutaciones
simples de orden 2k, en total habra´n 22
k−(k+1)22
k−1 = 22
k+1−(k+2) permuta-
ciones simples de orden 2k+1, es decir, Card(Sim(2k+1)) = 22
k+1−(k+2). ¤X
Ejemplo 2.2. Claramente se observa que Card(Sim(4)) = 2, puesto que
Sim(4) = {(1, 3, 2, 4), (1, 4, 2, 3)}.
Lema 2.3. Si θ ∈ Sim(2n), entonces θ2m+1 ∈ Sim(2n), ∀m ∈ Z+.
Demostracio´n. Se sigue en forma inmediata de la condicio´n 2 de la definicio´n
1.3 y del hecho de que θ2
n+1 = θ, con n = m+ k. ¤X
Ejemplo 2.4. Sea la permutacio´n θ = (1, 3, 2, 4) ∈ Sim(4), se observa que
θ3 = (1, 4, 2, 3) ∈ Sim(4).
Notacio´n. Si x ∈ R, se escribe bxc para denotar la parte entera de x.
Definicio´n 2.5. La permutacio´n θ∗ ∈ S2n−1 se define por
θ∗(k) =
⌊1
2
(θ(2k) + 1)
⌋
, θ ∈ Sim(2n). (2.2)
Definicio´n 2.6. La permutacio´n θ∗ ∈ S2n+1 se define por
θ∗(2k − 1) = 2θ(k)− 1, θ∗(2k) = 2θ(k), θ ∈ Sim(2n). (2.3)
Nota 2.7. La permutacio´n θ∗ consta de dos 2n− ciclos disyuntos, adema´s,
puede verse en forma inmediata que (θ∗)∗ 6= θ, (θ∗)∗ = θ y θ∗ / θ.
7Ejemplo 2.8. Sea θ = (1, 5, 3, 7, 2, 6, 4, 8) ∈ Sim(8), luego se tienen las per-
mutaciones θ∗ = (1, 3, 2, 4) ∈ S4 y
θ∗ = (1, 9, 5, 13, 3, 11, 7, 15)(2, 10, 6, 14, 4, 12, 8, 16) ∈ S16.
Definicio´n 2.9. Sean ij , m ∈ Z+, la trasposicio´n ρij se define como
ρij =
(
2ij − 1 2ij
2ij 2ij − 1
)
= (2ij − 1, 2ij), (2.4)
donde 1 ≤ ij ≤ 2n para 1 ≤ j ≤ 2m− 1.
El conjunto formado por las trasposiciones de la definicio´n anterior forma
una cadena de longitud impar de trasposiciones. El siguiente teorema nos garan-
tiza la existencia y la forma impl´ıcita de obtener sucesores y antecesores, se
conoce como el teorema de Bernhardt para permutaciones simples de orden
una potencia de dos .
Teorema 2.10 (Chris Bernhardt, [4]). Sean η ∈ Sim(2n+1), θ ∈ Sim(2n) y
φ ∈ Sim(2n−1). Si η / θ / φ, entonces η = θ∗ ◦ ρi1 ◦ . . . ◦ ρi2m−1 y φ = θ∗.
Nota 2.11. La permutacio´n φ se denomina el antecesor de θ y la permutacio´n
η se denomina un sucesor de θ. Es claro que θ∗ no pertenece a C2n+1 , mientras
que θ∗ es simple de orden 2n. Esta u´ltima afirmacio´n se vera´ en la prueba del
teorema, as´ı como tambie´n el hecho de que el antecesor de una permutacio´n
simple es u´nico.
Ejemplo 2.12. Sea θ = (1, 5, 3, 7, 2, 6, 4, 8) ∈ Sim(8), luego
θ∗ = φ = (1, 3, 2, 4) ∈ Sim(4)
y θ∗ = (1, 9, 5, 13, 3, 11, 7, 15)(2, 10, 6, 14, 4, 12, 8, 16) /∈ C16, un sucesor es η =
θ∗ ◦ ρ8 = (1, 9, 5, 13, 3, 11, 7, 15, 2, 10, 6, 14, 4, 12, 8, 16) ∈ Sim(16).
Demostracio´n. Sea θ ∈ Sim(2n) y η = θ∗ ◦ ρi1 ◦ . . . ◦ ρi2m−1 . Debido a que
θ ∈ C2n , ηk({1, 2}) ∩ {1, 2} = ∅ para 1 ≤ k < 2n y η2k({1, 2}) = {1, 2}. Luego
(η2
n
(1), η2
n
(2)) = e2 o´ (η2
n+1
(1), η2
n+1
(2)) = e2, donde e2 es la permutacio´n
ide´ntica de orden dos. Ahora bien,
(η2
n
(1), η2
n
(2)) = (ρ2m−11 (1), ρ
2m−1
1 (2)) = (1, 2)
y por consiguiente η ∈ C2n+1 . Como θ es simple y η ∈ C2n+1 , por la construccio´n
de η se sigue que
η2
n[
P
(
2n+1, 2n, i
)]
= P
(
2n+1, 2n, i
)
,
θ2
n[
P
(
2n+1, 2n+1, i
)] ∩ P (2n+1, 2n+1, i) = ∅,
luego η ∈ Sim(2n+1).
Supongamos ahora que la permutacio´n η ∈ Sim(2n+1). Puede verse que si
θ∗1 ◦ ρi1 ◦ . . . ◦ ρi2m−1 = θ∗2 ◦ ρj1 ◦ . . . ◦ ρj2k−1 ,
8entonces θ∗1 = θ
∗
2 y
{ρj1 , . . . , ρj2k−1} = {ρi1 , . . . , ρi2m−1},
siempre que las cadenas de trasposiciones no contengan repeticiones. Como
el nu´mero de formas para escoger una cadena de longitud impar de trasposi-
ciones distintas es 22
n−1 y, por el lema de Ho, el nu´mero de elementos de
Sim(2n) es 22
n−(n+1) y entonces el nu´mero de formas que hay para escoger η
es (22
n−(n+1))(22
n−1) = 22
n+1−(n+2), que corresponde al nu´mero de elementos
de Sim(2n+1). Por lo tanto
θ ∈ Sim(2n), η = θ∗ ◦ ρi1 ◦ . . . ◦ ρi2m−1
y como η∗ = (θ∗)∗ = θ, se tiene que θ∗ ∈ Sim(2n−1), luego θ / θ∗.
Hemos visto que θ ∈ Sim(2n). Supongamos ahora que
θ / ϕ1, θ / ϕ2,
donde
ϕ1, ϕ2 ∈ Sim(2n−1);
entonces en el grafo de Markov asociado a θ existe al menos un lazo de 2n−k
ve´rtices que corresponden a puntos perio´dicos de periodo 2n−k, donde 1 ≤ k ≤
n. Como θ no puede dominar un nu´mero infinito de trasposiciones, se tiene que
los lazos deben ser distintos y por lo tanto hay un camino que une todos los
arcos para formar un lazo de
n∑
k=1
2n−k = 2n
n∑
k=1
(
1
2
)k
= 2n − 1
ve´rtices. Luego este u´ltimo lazo es u´nico y existe un lazo de longitud 2n−k para
cada k, de lo cual ϕ1 = ϕ2 y podemos concluir que φ = θ∗. ¤X
3. Resultados principales: propiedades y construccio´n de
permutaciones simples
En esta seccio´n se construye expl´ıcitamente la genealog´ıa de permutaciones
simples de orden una potencia de dos, a partir del pegamiento y la vuelta en
ciclos y permutaciones en el grupo Sn. Una te´cnica similar se ha usado en [1, 2]
en el caso del anillo de los nu´meros enteros y en el anillo de los polinomios
sobre un cuerpo conmutativo.
Definicio´n 3.1 (Pegamiento y vuelta en ciclos y permutaciones). Sea θ ∈ Sn
tal que θ = (u)(v) = (i1, . . . , ik)(ik+1, . . . , in), donde 1 ≤ k ≤ n, ij ∈ {1, . . . , n},
(u) y (v) son ciclos disyuntos. El pegamiento de (u) con (v) es un n−ciclo
definido por la relacio´n
(u) ¦ (v) = (u, v) = (i1, . . . , ik, ik+1, . . . , in). (3.1)
La vuelta del ciclo (u) se define como
(˜u) = (ik, ik−1, . . . , i2, i1), si (u) = (i1, . . . , ik). (3.2)
9Sean α ∈ Sm, β ∈ Sn el pegamiento (a izquierda y a derecha) de las permuta-
ciones α ∈ Sm y β ∈ Sn son permutaciones de Sn+m definidas por:
el pegamiento a izquierda de α con β, denotado como α| ¦ β, es una
permutacio´n de Sn+m dada por
α| ¦ β =
(
1 . . . m m+ 1 . . . m+ n
α(1) + n . . . α(m) + n β(1) . . . β(n)
)
(3.3)
el pegamiento a derecha de α con β, denotado como α ¦ |β, es una
permutacio´n de Sn+m dada por
α ¦ |β =
(
1 . . . m m+ 1 . . . m+ n
α(1) . . . α(m) β(1) +m . . . β(n) +m
)
. (3.4)
La vuelta de α, denotada por α˜ es una permutacio´n de Sm dada por
α˜ =
(
1 2 . . . m− 1 m
α(m) α(m− 1) . . . α(2) α(1)
)
. (3.5)
Ejemplo 3.2. Sean α, β y γ las permutaciones
α =
(
1 2 3 4
1 2 3 4
)
, β =
(
1 2 3 4 5
2 3 4 5 1
)
,
γ =
(
1 2 3 4 5 6 7
2 4 6 1 7 5 3
)
= (1, 2, 4)(3, 6, 5, 7) = (u)(v),
entonces
α˜ =
(
1 2 3 4
4 3 2 1
)
,
β˜ =
(
1 2 3 4 5
1 5 4 3 2
)
,
α| ¦ β =
(
1 2 3 4 5 6 7 8 9
6 7 8 9 2 3 4 5 1
)
,
β ¦ |α =
(
1 2 3 4 5 6 7 8 9
2 3 4 5 1 6 7 8 9
)
,
α˜| ¦ β˜ =
(
1 2 3 4 5 6 7 8 9
9 8 7 6 1 5 4 3 2
)
β˜ ¦ |α =
(
1 2 3 4 5 6 7 8 9
1 5 4 3 2 6 7 8 9
)
,
α˜| ¦ β =
(
1 2 3 4 5 6 7 8 9
1 5 4 3 2 9 8 7 6
)
,
(u) ¦ (v) = (1, 2, 4, 3, 6, 5, 7),
(˜u) = (4, 2, 1).
Nota 3.3. Como consecuencias inmediatas de la definicio´n anterior se tiene
que si α ∈ Sm, β ∈ Sn, γ ∈ Sk, (u) = (i1, . . . , is1), (v) = (i1, . . . , is2), (w) =
(i1, . . . , is3), entonces
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1. ˜˜α = α (si se le da dos veces la vuelta a una permutacio´n se tiene la
permutacio´n original),
2. (α| ¦ β) | ¦ γ = α| ¦ (β| ¦ γ), (α ¦ |β) ¦ |γ = α ¦ | (β ¦ |γ) (asociatividad
del pegamiento de permutaciones tanto a izquierda como a derecha),
3. α˜| ¦ β = β˜ ¦ |α˜, α˜ ¦ |β = β˜| ¦ α˜
4. ˜˜(u) = (u) (si se le da dos veces la vuelta a un ciclo se tiene el ciclo
original),
5. ((u) ¦ (v)) ¦ (w) = (u) ¦ ((v) ¦ (w)) (asociatividad del pegamiento de
ciclos)
Proposicio´n 3.4. Sean n = 2k+1, k ∈ Z+, θ1 = φ1 = (1), θn y φn permuta-
ciones definidas como:
θn = en2 | ¦ θn2 , (3.6)
φn = e˜n2 | ¦ φ˜n2 = ˜φn2 ¦ |en2 , (3.7)
donde la permutacio´n en
2
esta´ dada por
en
2
=
(
1 2 3 . . . n−22
n
2
1 2 3 . . . n−22
n
2
)
.
Entonces se cumple lo siguiente:
1. ϕ = (θn ◦ ρk) ◦ (φn ◦ ρj), ∀ϕ ∈ Sim(n), donde ρk y ρj son composi-
ciones de trasposiciones de longitud impar,
2. θn ∼= φn, θ2n / θn / θn2 , φ2n / φn / φn2 ,
3. θn, φn ∈ Sim(n),
4. (θ2n)∗ = θn =
(
θn
2
)∗ ◦ ρn
2
, (φ2n)∗ = φn =
(
φn
2
)∗ ◦ ρ1 . . . ρn−2
2
.
Nota 3.5. La proposicio´n 3.4 indica que el ordenamiento parcial restringido a⋃
n Sim(2
n), para las permutaciones θn y φn, dan lugar a las ramas principales
de un a´rbol, pudie´ndose determinar inmediatamente quienes son sus antecesores
y sucesores. Usaremos la notacio´n a ↪→ b para indicar que a es el antecesor
inmediato de b. De esta forma, se observa que θ2 = φ2, luego θ4 y φ4 tienen el
mismo antecesor, pero sus sucesores son respectivamente θ8 y φ8. Procediendo
inductivamente, se tienen las ramas principales
θ1 ↪→ θ2 ↪→ θ4 ↪→ . . . ↪→ θ2k ↪→ . . .
φ1 ↪→ φ2 ↪→ φ4 ↪→ . . . ↪→ φ2k ↪→ . . .
Se prueba ahora s´ı la proposicio´n 3.4.
Demostracio´n de la proposicio´n 3.4. En primer lugar, debido a que k = 2n+1,
puede verse que las fo´rmulas (3.6) y (3.7) se expanden como
θn =
(
1 2 3 . . . n2
n+2
2
n+4
2 . . . n
n+2
2
n+4
2
n+6
2 . . . n θn2 (1) θn2 (2) . . . θn2 (
n
2 )
)
,
φn =
(
1 2 3 . . . n−22
n
2
n+2
2
n+4
2 . . . n
n n− 1 n− 2 . . . n+42 n+22 φn2 (n2 ) φn2 (n−22 ) . . . φn2 (1)
)
.
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Entonces
1. consecuencia inmediata del teorema de Bernhardt (Teorema 2.10),
2. consecuencia de θn, φn ∈ Cn y de la nota 1.8,
3. por la definicio´n 3.1, la nota 3.3 y como n = 2k+1, se tiene
θ2
j
2k+1 = θ
2j−1
2k ¦ |θ2k ,
as´ı que para 1 ≤ i ≤ 2j , 0 ≤ j ≤ k y ϕ2k(m) = 2k + θ2k(m),
θ2
j
2k+1
[
P
(
2k+1, 2j , i
)]
= θ2
j−1
2k
[
P
(
2k+1, 2j−1, i
)] ∪ ϕ2k[P (2k+1, 2j , 2j−1 + i)]
=
[
P
(
2k+1, 2j−1, i
)] ∪ [P (2k+1, 2j , 2j−1 + i)] = P (2k+1, 2j , i) ,
adema´s,
θ2
j−1
2k
[
P
(
2k+1, 2j−1, i
)] ∩ ϕ2k[P (2k+1, 2j , 2j−1 + i)] = ∅,
de lo cual se tiene que
θ2
j
2k+1
[
P
(
2k+1, 2j , i
)] ∩ P (2k+1, 2j+1, i) = ∅,
y por lo tanto θ2k+1 es una permutacio´n simple. Mediante el mismo
razonamiento se demuestra que φ2k+1 es una permutacio´n simple.
4. Como θn y φn son permutaciones simples, el teorema de Bernhardt
garantiza la existencia del u´nico antecesor y al menos un sucesor. Luego
usando las definiciones 2.5 y 2.6 se procede inductivamente y se obtiene
el resultado deseado. ¤X
Como consecuencia se tiene el siguiente corolario.
Corolario 3.6. Si α es una permutacio´n simple de orden n = 2k+1, entonces
α2 = (α)∗ ¦ |α∗, donde α∗ es el antecesor de α. Adema´s, si θn es como en la
ecuacio´n (3.6) y φn es como en la ecuacio´n (3.7), entonces existen dos pares
de ciclos disyuntos (u1), (u2) y (v1), (v2) y una permutacio´n η2n ∈ Sim(2n),
η2n 6= φ2n tales que (θn)∗ = (u1)(u2), θ2n = (u1) ¦ (u2) y (φn)∗ = (v1)(v2),
η2n = (v1) ¦ (v2).
Ejemplo 3.7 (Genealog´ıa de θn).
(1) ↪→ (1, 2) ↪→ (1, 3, 2, 4) ↪→ (1, 5, 3, 7, 2, 6, 4, 8)
↪→ (1, 9, 5, 13, 3, 11, 7, 15, 2, 10, 6, 14, 4, 12, 8, 16) ↪→ . . .
Ejemplo 3.8 (Genealog´ıa de φn).
(1) ↪→ (1, 2) ↪→ (1, 4, 2, 3) ↪→ (1, 8, 4, 5, 2, 7, 3, 6)
↪→ (1, 16, 8, 9, 4, 13, 5, 12, 2, 15, 7, 10, 3, 14, 6, 11) ↪→ . . .
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4. Conclusiones
Las permutaciones de la proposicio´n 3.4 satisfacen las condiciones del teore-
ma de Bernhardt y por lo tanto tal proposicio´n se puede considerar como un
corolario. Adema´s, al utilizar cualquier permutacio´n de la proposicio´n 3.4, el
lema 2.1, el lema 2.3, el corolario 3.6 y las trasposiciones de la definicio´n 2.9
podemos construir un a´rbol completo con todas las permutaciones simples de
orden una determinada potencia de dos, observando as´ı cual es el antecesor y
los sucesores de cada permutacio´n.
De otra parte, si suponemos que el reino ideal (Sim(2n))fue fundado por
el rey θ1, e´ste tiene como u´nico sucesor al rey θ2. Luego el rey θ2 tiene dos
sucesores que son θ4 y φ4, pero el trono es heredado por θ4 mientras que φ4
so´lo recibe una parte del reino y as´ı sucesivamente el trono lo hereda θ2k+1 ya
que
θ2k+1 = (θ2k)
∗ ◦ ρ2k ,
lo cual indica que basta aplicar una trasposicio´n a la permutacio´n θ∗ para
obtener el sucesor ma´s parecido al antecesor θ. El resto del reino lo heredan los
dema´s sucesores de tal forma que el que menos recibe es φ2k puesto que
φ2k+1 = (φ2k)
∗ ◦ ρ1 . . . ρ2k−1,
es decir, hay que aplicar 2k−1 trasposiciones a la permutacio´n φ∗ para obtener
el sucesor ma´s parecido al antecesor φ. Como era de esperarse, la mitad de los
sucesores θ ∈ Sim(2k), miembro del reino, corresponden a iteraciones de θ2k y
la otra mitad a iteraciones de φ2k , (lema 2.3), es decir
Sim(2k) = Θ2k ∪ Φ2k =
{
θ2m+1
2k
: m ∈ Z+
}
∪
{
φ2m+1
2k
: m ∈ Z+
}
,
Card(Θ2k) = Card(Φ2k) = 2
2k−k−2.
Tambie´n hay que decir que θn y φn son las ramas extremas del a´rbol genealo´gico
del reino Sim(n).
Finalmente, quedan al lector interesado las siguientes preguntas: ¿como es la
fo´rmula combinatoria para obtener la genealog´ıa de permutaciones simples de
orden mixto?, ¿se pueden encontrar ejemplos expl´ıcitos de funciones continuas
que tengan como o´rbita permutaciones simples?, ¿que propiedades cumplen
estas funciones?. Estas cuestiones no pudieron ser abordadas en este articulo,
pero pueden dar origen a futuras investigaciones.
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