Recurrent neural networks (RNNs) are challenging to train, let alone those with deep spatial structures. Architectures built upon highway connections such as Recurrent Highway Network (RHN) were developed to allow larger step-to-step transition depth, leading to more expressive models. However, problems that require capturing long-term dependencies still cannot be well addressed by these models. Moreover, the ability to keep long-term memories tends to diminish when the spatial depth increases, since deeper structure may accelerate gradient vanishing. In this paper, we address these issues by proposing a novel RNN architecture based on RHN, namely the Recurrent Highway Network with Grouped Auxiliary Memory (GAM-RHN). The proposed architecture interconnects the RHN with a set of auxiliary memory units specifically for storing long-term information via reading and writing operations, which is analogous to Memory Augmented Neural Networks (MANNs). Experimental results on artificial long time lag tasks show that GAM-RHNs can be trained efficiently while being deep in both time and space. We also evaluate the proposed architecture on a variety of tasks, including language modeling, sequential image classification, and financial market forecasting. The potential of our approach is demonstrated by achieving state-of-the-art results on these tasks.
I. INTRODUCTION
Deeper neural network structures lead to more expressive models, which is supported by both theoretical (see [1] , [2] ) and practical (see [3] , [4] ) evidence. However, training deep neural networks can be difficult using gradient-based methods [5] due to the well-known vanishing and exploding gradient problems [6] , [7] . These issues were first studied in the context of Recurrent Neural Networks (RNNs, [8] , [9] ) since RNNs are born to be deep in time. Before finding the relationship between two events far apart in a sequence, error signals have to travel for a long temporal distance when backpropagating through time (BPTT, [8] , [10] ), i.e., RNNs have long credit assignment paths.
The difficulties coming along with the large temporal depth of RNNs are significantly alleviated by Long Short-Term Memory (LSTM, [11] , [12] ). Instead of overwriting previous states, it adopts Gated Additive State Transition (GAST, [13] , [14] ) that allows for computation paths along which gradients can be propagated back through many time steps without attenuation. Together with its variant known as Gated
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Recurrent Unit (GRU, [15] ), they have become indispensable components in many recurrent models [13] and have been widely used for various tasks on sequential data such as language modeling [16] - [18] , speech recognition [19] , and time series prediction [20] , [21] .
Nevertheless, researchers are still not satisfied since the problems are not adequately addressed. Pascanu et al. [22] proposed a gradient clipping strategy to deal with exploding gradients and a soft constraint for the vanishing gradients problem. Arjovsky et al. [23] showed the potential of RNNs in hard tasks involving very long-term dependencies by using orthogonal and unitary matrices. Trinh et al. [24] enhanced the long-term ability of LSTMs by adding an unsupervised auxiliary loss. Grouped Distributor Units (GDUs, [14] ) was proposed as a simple RNN architecture based on GAST, yet having the ability to capture longer-term dependencies in data compared to LSTM and GRU.
All the techniques mentioned above contribute to easing the problems in training temporally-deep models. Besides being deep in time, RNNs can be deep in space as well. Pascanu et al. [25] demonstrated empirically that an RNN benefits from having a spatially deeper architecture, just like FNNs. Inspired by LSTM, Highway Layers [26] were VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ FIGURE 1. Schematic of the common (as opposed to the special H LSTM , see II-A) highway operator: y = H(x, x). x is the vector to be adaptively updated, x is the additional information used during calculation, and x = (x, x) gathers all values input to H for the purpose of being succinct. F can be any transform function, e.g., in the GAST of UGRNN (which can be denoted as H UGRNN ), F is simply a perceptron operator: F ( x) = P( x; φ).
introduced to build extremely deep FNNs, and later this structure was used inside the recurrent transition of RNNs, yielding the Recurrent Highway Networks (RHNs, [27] ). Although increasing spatial depth facilitates the expressivity of an RNN model, it makes the credit assignment paths longer on the other hand. Consequently, the model's ability to capture long-term dependencies diminishes. Fast-Slow RNNs (FS-RNNs, [28] ) circumvented this by combining fast operating cells and a slow operating cell in which the latter serves to store long-term memories. Independently RNN (IndRNN) [29] is another spatially deep RNN in which neurons in the same layer are independent of each other, allowing the network to learn long-term dependencies.
In this paper, we first provide a set of notations for structures related to the GAST and extend the RHN architecture to be more general (see II-B). Based on this, we introduce a novel RNN architecture by interconnecting the RHN with a GDU variant, which we refer to as the Grouped Auxiliary Memory (GAM). The resulting Recurrent Highway Network with Grouped Auxiliary Memory (GAM-RHN) incorporates strengths of both GDU and deep transition RNNs. It can be trained robustly while being deep in both time and space. The proposed architecture also possesses the characters of Memory Augmented Neural Networks (MANNs), for it involves reading and writing operations, which provides a new way to interconnect components in recurrent structures.
We compare GAM-RHNs to original RHNs and FS-RNNs with increasing recurrent depth on the 3-bit temporal order problem, which is designed to be pathologically hard to learn. Unlike the other two models, GAM-RHN does not suffer from the issue that increasing recurrent depth diminishes the ability to capture long-term dependencies. The proposed GAM-RHN is also evaluated on datasets including Penn Treebank and TEXT8 for character-level language modeling, permuted MNIST for sequential image classification, and FI-2010 for financial market forecasting. On language modeling tasks, deep GAM-RHNs outperform previous best results from RNN models published in the literature. On the permuted MNIST dataset, a single layer GAM-RHN achieves the state-of-the-art result among recurrent models. Combined with bilinear layers, the proposed GAM-RHN also achieves new state-of-the-art results in both accuracy and F1 score on the FI-2010 dataset.
II. RELATED WORK
In this section, we review the work that relates to our approach in more detail. We start by clarifying some commonly used notations. NOTATION We use boldface letter for vectors and matrices, and italicized capital letters to denote transformation functions. 0 and 1 are used to denote vectors of zeros and ones, respectively. stands for element-wise multiplication, and σ represents sigmoid activation.
1) PERCEPTRON OPERATOR
Specifically, we use P : R N x → R N y to denote a kind of frequently used transformation functions which consist of an affine transformation
followed by a non-linear activation function φ:
A(x; W, b) can be abbreviated as P(x; φ) and A(x) when no ambiguity exists. We refer to these functions as perceptron operators in the following discussion. Therefore a multilayer perceptron (MLP) can be represented as P k • · · · • P 2 • P 1 , where • is the symbol for composition.
In general, P may receive more than one input vectors, e.g., in the context of RNNs, perceptron operators may receive external input x t and previous state s t−1 at time t. In this case, input vectors and their corresponding weight matrices can be concatenated to keep (2) consistent:
We use x = (x 1 , · · · , x k ) to denote the concatenation.
2) GATE OPERATOR
Gating units are utilized for controlling information flow in deep neural networks. They are usually perceptron operators using σ as activation function. We refer to them as gate operators denoted as G(·) = P( · ; σ ), which may also take multiple inputs, and the activation function is σ by default unless otherwise specified. Each entry in the output vector of a gate operator is a real number in [0, 1]. We use G to indicate the opposite gate operator of G, i.e., G = 1 − G.
3) HIGHWAY OPERATOR
Srivastava et al. [26] proposed Highway Network, an FNN structure that can be very deep in space. Here we further generalize its basic component, namely the Highway Layer to highway operator H :
where x ∈ R N x is the vector to be updated and x contains additional information used for updating x. Fig. 1 provides a schematic of the highway operator. From (4) we can see that a highway operator updates input vector x by keeping the existing content and adding the new content on top of it. For the purpose of being more succinct, we use x to represent all inputs to H in (4), namely x = (x, x). Note that x serves as a placeholder unless specified, and may be partially used by functions in (4) . If x is not provided or equally x = 0, (4) degenerates to
According to (4), highway operators differ from each other mainly in two aspects:
• The gate operators G α and G β for controlling information flow.
• The function F for calculating candidate vector. We allow the same type of highway operators (with the same F, G α and G β ) to take different additional inputs x, resulting in more sub-types.
A. GATED ADDATIVE STATE TRANSITION
RNNs are inherently deep in time due to their sequential nature. An RNN is able to encode a sequence of arbitrary length into a fixed-size state vector by applying the same state transition function at each time step:
where x t is external input and s t is network state. In traditional RNNs, T is usually a simple perceptron operator:
This kind of RNNs can, in principle, remember events seen along arbitrarily long time. However, owing to using (7) repeatedly, error signals flowing backward in time tend to blow up or vanish when training via Back-Propagation Through Time (BPTT). The widely used LSTM structure was introduced to mitigate the vanishing gradient problem specifically. Besides the cell state c t in LSTM, an additional state vector h t will also be passed along time, which is calculated after c t has been updated:
where o t = G γ ( x t ) is called output gate and the value of x t depends on the version of LSTM. For example, in the initial version x t = (h t−1 , x t ) while in another variant with peephole connections [30] , x t = (x t , h t−1 , c t ). Besides this, the success of LSTM mainly lies in its way to update cell state c t , i.e., T c in (8a), which is referred to as GAST in [14] . A GAST can create information highways [26] , allowing information to flow forward and backward through open gates without fading away. In this paper, we further generalize this concept to the highway operator defined in (4):
We refer to such H as a highway operator with the corresponding recurrent KERNEL indicated by a subscript. For example, T c = H LSTM defined below is a highway operator with LSTM kernel:
are called input gate and forget gate, respectively. As in (4), x t may be partially used by perceptron operators in (10) . Specifically, P takes (h t−1 , x t ) as inputs. So do G α and G β in the initial version of LSTM. While in the version with peephole connections, they take full x t . In this paper, we overload the symbol H LSTM to represent the whole dynamic of LSTM:
in which s t = (c t , h t ) for the convenience of further discussion, and H LSTM is regarded as a special highway operator. GRU uses only one state vector, and it simplified (9) by coupling two gate operators:
giving
where z t and r t are called update gate and reset gate, respectively. Based on GRU, more reduced models were proposed, such as Minimal Gated Unit (MGU, [31] ) and Update Gate RNN (UGRNN, [32] ) in which F has a lower space/time complexity. Despite their simplicity, it is reported that these models have compatible performance with LSTM over a variety of sequential tasks, which implies the GAST is of central importance in these architectures. GDU is another GRU based architecture in which state units are partitioned into groups. In form, it is as concise as UGRNN:
but uses softmax over groups ζ as the non-linear activation in the gate operator G α (see [14] for more detail). The update rate of each group is thus constrained to a preset constant. As a consequence, information can be latched efficiently and adaptively. Experimental evidence has demonstrated the advantages of GDU when training with large temporal depth. In this paper, a variant of GDU is used as the auxiliary memory in our proposed architecture.
B. DEEP RECURRENT TRANSITIONS
RNNs can also be deep in space. One can stack multiple recurrent layers by fully connecting (e.g., [33] - [35] ) to utilize the computational advantages of depth like we commonly do in constructing deep FNNs. However, for an RNN, a better way is to increase the depth of the state transition (or recurrence depth), which can significantly improve the modeling power [27] .
Pascano et al. [25] proposed to increase the recurrence depth by making (6) as an MLP, resulting in Deep Transition RNNs (DT-RNNs). In addition, skip connections are added to abate the difficulties in training deeper architectures, which gives rise to the Deep Transition RNNs with Skip connections (DT(S)-RNNs). Zilly et al. [27] deepened recurrent transition by stacking Highway Layers, resulting in Recurrent Highway Networks (RHNs). A Highway Layer is a highway operator with UGRNN kernel, i.e.,
When used for building the state transition in RNNs, highway operators may have additional inputs. We use H KERNEL×L to denote a cascade of L highway operators with the corresponding KERNEL:
where x is the input and { x } L =1 is the additional inputs. The output of the -th layer is given by x = H KERNEL (x −1 , x ), where = 1, 2, · · · , L, x 0 = x and x L = y. We call (6) in the form as (16) the recurrent highway transition (RHT, see Fig. 2a ). Thus the transition function of an L-layer RHN can be given as
In the following, we generalize the concept of RHN to any RNN architecture built upon RHT, and highway layers are naturally generalized to highway operators. Although increasing the depth of an RHN given as (17a) improves its performance on certain tasks, the credit assignment path will be L times longer than common GAST-RNN:
We argue that this will lead to diminishing the long-term capability of the network (empirical evidence will be showed later in IV-A). Suarez [36] combined RHNs and Hypernetworks [37] , yielding the Recurrent Highway Hypernetworks, which made a significant improvement in character-level language modeling performance. However, model performance on tasks requiring long-term memory was not discussed. Based on RHNs, FS-RNN architecture facilitates longterm dependencies by employing an RNN operating on a slow timescale. As shown in Fig. 2b , its state transition function is an RHT consists of L fast layers:
interconnected with a GAST:
where s f 1 t is the output of the first fast layer in H FAST×L . A schematic is provided in Fig. 2b in which we can see FS-RNN provides a shortcut for information flow along time in each time step.
C. MEMORY AUGMENTED NEURAL NETWORKS
RNNs are general computers, i.e., they are Turing-Complete [38] . However, memory units in RNNs are never as reliable as hard disks in modern computers. Even though the vanishing gradient problem has been greatly alleviated by models containing GAST, most of them still have the problem that longterm information stored in states may be untimely overwritten by new content.
Memory augmented neural networks (MANNs) such as neural Turing machines (NTMs) [39] and Differentiable Neural Computers (DNCs) [40] use external memory units to store information, which can be read from and written into by the learnable controller. MANNs are typically recurrent in their implementation. Thus the external memory can be taken as the state s t in RNNs. Further, the writing and reading operations can be represented by (20a) and (20b):
wheres t is the candidate memory to be written, x w t and x r t are additional information used in writing and reading, respectively. In (20a), we call W the writing operator and R the reading operator.
In the context of RNNs, the writing operator corresponds to the state transition function. What is different is that a MANN usually writes to or reads from the external memory locally using its addressing mechanism. Specifically, the sizes ofs t and y t in (20a) are commonly less than that of s t . Partially updating memory can efficiently protect long-term information from being flushed too quickly. A similar idea can be found in GDU, as described in II-A. However, state units in a MANN are usually organized in a memory matrix, while a GDU uses a vector in which units are partitioned into groups. Besides, a GDU exposes its full states without any control.
The GDU based Grouped Auxiliary Memory in our proposed architecture is more analogous to the MANN. It contains both reading and writing operators that use the same addressing mechanism. Operators access only a small fraction of memory at a time, which facilitates the model's ability to hold long-term information. Details will be described in the following section.
III. RHNS WITH GROUPED AUXILIARY MEMORY
We propose the Recurrent Highway Network with Grouped Auxiliary Memory (GAM-RHN) architecture, see Fig. 3 . It is an L-layer RHN with arbitrary KERNEL interconnected with a GDU variant in a MANN fashion, which we refer to as the Grouped Auxiliary Memory (GAM). At each time step, after memory m t in GAM has been written, the RHN state s t will be updated with the information reading from m t :
where h w t is the head vector (see (24a) in III-A) calculated by the addressing operator during writing. As indicated by the superscript of H S×N GAM in (21a), m t ∈ R N m is partitioned equally into N groups, each of which is a length S vector:
In the following subsections, we first introduce the addressing mechanism used in our architecture. Then we present the writing and reading operators that use this mechanism for addressing in detail.
A. ADDRESSING MECHANISM
Like most MANNs with a continuous addressing mechanism, the reading and writing operators in GAM-RHN are differentiable, thus can be trained directly with gradient-based algorithms. The addressing is determined by an attentional mechanism implemented using the softmax over groups activation ζ used in (14a). We constrain the update rate in GAM to 1 S and denote the softmax over groups activation used in this paper as ζ S×N : R N m → R N m :
in a t is between 0 and 1, and
We call such a t ∈ R N m the address vector, which is calculated by an addressing operator D:
Instead of applying the gate operator directly on the input x t ∈ R N x as in (14b), x t is first transformed into h t ∈ R N h by an affine transformation A. Typically, N h is smaller than N m and N x , and we call h t the head vector. Since the composition of affine transformations is also an affine transformation, addressing operators are also gate operators.
B. WRITING TO GAM
In this subsection, we expand (21a) in detail:
where F can be any transform function that produces a length N vector, h w t is the head vector for writing, and will be reused by R 1 . The duplicating matrix U S×N ∈ R N m ×N in (25a) is given by The writing operator H S×N GAM detailed in (25a) is also a GAST. GDU, like other GAST-RNNs (e.g., LSTM, GRU, and UGRNN), calculates one candidate for every state unit. In other words,s t has the same length as s t in (14a). Unlike that, GAM calculates only one candidate for each group in m t , and duplicates them during writing. These two ways become equivalent under the condition that the addressing operator is fully saturated, i.e., each entry in its outputting address vector is either 0 or 1.
C. READING FROM GAM
Each highway layer in the proposed GAM-RHN received information read from GAM at each time step. The reading operators in (21c) are given as
Note that R 1 reuses the head vector h w t calculated in (25b). The summarizing matrix V S×N ∈ R N ×N m is defined as the transpose of U S×N given in (26a), i.e., V S×N = U T S×N . The reading operator in (27a) performs a weighted sum in each group. To illustrate this, in the -th layer, let x t = [x 1 t , · · · , x N t ] T and a r t = (a 1 t , · · · , a N t ), we have
here a i t , m i t ∈ R S , and the superscript is dropped for clarity. In this way, m t in GAM is protected from being thoroughly exposed to other units.
IV. EXPERIMENTS
The proposed GAM-RHN architecture was evaluated on different tasks, including the pathological temporal order problem, language modeling, sequential image classification and financial market forecasting. In all experiments, GRU was used as the highway kernel in RHN. As for F, which calculates the candidate memory in (25c), we adopted the function used in H GRU with a reset gate:
Note that m t−1 is not used in F. All addressing operators in the same model share the same head size. We use GAM-RHN-L to denote a GAM-RHN with L highway layers. All networks were trained with Adam optimizer [41] , and the models were implemented using TensorFlow [42] . Weights were initialized via Xavier uniform initializer [43] , and biases were initialized to 0 by default. In IV-B, IV-C, and IV-D, we clipped the absolute value of gradients at 1.0. Besides, recurrent dropout proposed in [44] was applied to all highway operators in both RHN and GAM yet at different rates. If not otherwise specified, the learning rate was divided by a factor 2 whenever the validation error does not improve in a given number (which we refer to as patience) of consecutive epochs. Common hyper-parameters used in these three sections are listed in Table. 6, and the source code of this paper can be found https://github.com/WilliamRo/gam_rhn.git.
A. 3-BIT TEMPORAL ORDER PROBLEM
In this subsection, the proposed GAM-RHN, together with RHN and FS-LSTM, are compared on the 3-bit temporal order problem, which is considered as a prototypical pathological problem that requires learning long-term correlations. Each sequence in the dataset consists of randomly chosen symbols from the set {a, b, c, d} except for three markers at around the beginning and two trisection points of the sequence that are either X or Y . The models are asked to classify the order of markers (either XXX, XXY, XYX, XYY, YXX, YXY, YYX, YYY) at the end of each sequence.
We closely followed [14] to set up this experiment. Each model was fed with a mini-batch of 20 randomly generated sequences for each update and was evaluated every 20 updates with a testing set containing 500 sequences. A run was considered successful if all sequences in the testing set are classified correctly. Thus the number of total updates took for success can be a criterion to measure the capability of a model to extract long-term dependencies. We used the standard BPTT algorithm for training. The learning rate is set to 0.001, and every experiment was repeated 50 times with different random initializations.
We first compared original RHN (with UGRNN kernel, see (17a)), FS-LSTM, and GAM-RHN with an increasing number of highway layers from one to six on length 100 temporal order dataset. Since FS-RNNs contain at least two highway layers, we used an LSTM variant with forget gate and without peephole to fill the blank of single layer FS-LSTM. In RHNs and FS-LSTMs (including the 1-layer LSTM), all biases in gate operator G β were set to 2.0 to facilitate long-term learning. As for GAM-RHNs, we used a 6 × 10 GAM with head size N h = 20, and 60 state units in each highway layer. All models with the same number of highway layers were set to have approximately the same model size. We allowed a maximum number of 50K updates, and the results are shown in Fig. 4a . As we expected in II-B, the long-term capability of RHNs reduces as the recurrent depth increases. Deep RHNs are not able to efficiently capture long-term dependencies. FS-LSTMs are able to finish the task with deep transition, yet are inferior to their basic component, namely LSTM, in this task. Moreover, deeper FS-LSTMs are more likely to fail compared to the shallow ones. By contrast, all GAM-RHN models finished this task even with deep transitions, and most of them succeeded within relatively few updates.
We then increased the sequence length to 200, 300, and 500 to further investigate the long-term ability of the proposed architecture with different spatial depth. We set the GAM to 20 × 3 and allow a maximum number of 10K updates. Note that when the sequence length is set to 500, both LSTM and GRU are not able to succeed, as reported in [14] . The results are shown in Fig. 4b , demonstrating that • GAM-RHNs are able to capture longer-term dependencies than LSTM and GRU, at least in this task.
• For GAM-RHNs, the ability to capture long-term dependencies will not be weakened by increasing recurrent depth.
1) NORMS OF HIDDEN STATE GRADIENTS
As we all know, the key to being able to learn long-term dependencies is in controlling ∂L ∂s t . 1 To further explain the experimental results, we explored how each type of model with shallow (with one highway layer) or deep (with six highway layers) spatial depth propagated gradients, by examining ∂L ∂s t as a function of t. For shallow FS-LSTM, we examined a single-layer LSTM model. Gradient norms were computed at the beginning of training and after 200 updates on the TO-100 problem. The curves are plotted in Fig. 5 . For RHNs, containing more highway layers leads to quicker vanishing of gradients, as we anticipated in II-B. While both FS-LSTMs and GAM-RHNs do not suffer from this issue thanks to the shortcuts in their architectures, GAM-RHNs have much less decay in propagating information since GAM can efficiently latch information for a long time period. The complete calculation of ∂L ∂s t for GAM-RHN is provided in Appendix C, where we present an analytical explanation on how the proposed architecture prevents gradients from vanishing too quickly.
B. LANGUAGE MODELING
The proposed model was evaluated on two character-level language modeling datasets, namely Penn Treebank (cPTB) [45] and the TEXT8 dataset [46] . Given the current character, the model is trained to predict the next one based on the previous content it has seen. BPC is used to measure the model performance, which is the cross-entropy using binary logarithm instead of the natural logarithm. For training, we used truncated backpropagation through time (TBPTT) to approximate the gradients.
The dynamic evaluation proposed in [47] was used for evaluating the testing set. As a way to model re-occurring sequential patterns, this evaluation strategy adapts models to recent sequences using gradient descent.
1) PENN TREEBANK
The cPTB dataset is a collection of Wall Street Journal articles in which the number of different words is limited to 10000 by replacing rare words with <unk> token. It contains 50 different characters and is split into training, validation, and testing set consisting of 5.02M, 393K, and 442K characters, respectively.
We used an embedding layer of size 150, and the TBPTT length was set to 100. Our GAM-RHN-5 achieved 1.147 BPC on this dataset, and the result is compared to other recurrent models in Table. 1. To our knowledge, our approach outperforms all previous RNN architectures published in the literature.
2) TEXT8 DATASET
The TEXT8 dataset contains 100M characters extracted from the Wikipedia corpus and has 27 different symbols since it uses only alphabets and spaces. Following [53] , we use the first 90M characters for training, the next 5M for validation, and the final 5M characters for testing.
We used an embedding layer of size 50, and the TBPTT length was set to 100. Our GAM-RHN-10 achieved a test BPC score of 1.157, and the results of other recurrent models are listed in Table. 2. It can be seen that the proposed model achieved better performance than other existing RNN models.
C. SEQUENTIAL IMAGE CLASSIFICATION
In this subsection, we evaluated the proposed architecture on sequential pMNIST dataset, which has become a popular benchmark for assessing the ability of recurrent models to capture long-term dependencies since it was first introduced in [54] . Each sequence in this dataset contains 784 randomly permuted pixels. As a result, correlated pixels are dispersed widely along the whole sequence. The networks are asked to predict the category of the image only after seeing all pixels. It is, therefore, a long-range dependency problem since networks are trained in large spatial depth. We reserved 10000 images in the training set for validation. The results are shown in Table. 3, from which we can see that GAM-RHN outperforms all previous recurrent architectures published in literature on this dataset. We only show the results of shallow GAM-RHNs on this task since no gain was observed when we increased the depth.
D. FINANCIAL MARKET FORECASTING
In this subsection, the proposed architecture is used in predicting mid-price movements from the limit order book (LOB) data of cash equities. A LOB comprises sequences of orders to buy or sell a certain amount of an asset at specific prices, which are referred to as the bid and ask orders, respectively. When a trader submits a new limit order, the LOB aggregates, and sorts both ask and bid orders on the given prices so that the best ask and best bid price are placed at the first level. Whenever a bid order price exceeds an ask order price, the corresponding orders are executed and removed from the LOB. The movement of the mid-price, which is a virtual price defined as the average of the best bid and ask prices, reflects the dynamics of LOB and the market.
We use the publicly available dataset, known as FI-2010 [63] , which comprises LOB data of 5 different Finish stocks (KESBV, OUT1V, SAMPO, RTRKS, and WRT1V) in NASDAQ Nordic collected from 10 working days (from June 1 to June 14, 2010) with approximately 4.5 million events. For each event, the prices and volumes of both ask and bid orders from the top 10 levels were extracted. Further, a 144-D feature vector was extracted for every nonoverlapping block of 10 events, with the first 40 dimensions containing the prices and volumes of the last event in the block. The label of mid-price movements (stationary, upward, and downward) for each feature vector is decided based on a threshold for the percentage change of the mid-price. For more details about this dataset, the reader is referred to [63] .
For this experiment, we use only the volume values in each feature vector to predict the mid-price movements in the next 50 events. We do not use the data normalized by z-score as in [58] - [62] . Instead, we use the base-10 logarithm to rescale the value of volumes. At each time step, the input to our model is a matrix of size 15 × 20, which contains the rescaled volumes of the top 10 orders from ask and bid side (20 values) spanning over a history of 15 time steps. Bilinear layers [61] are stacked at the top of GAM-RHN to extract the information from recent events, which work similarly as the embedding layers used in models for language modeling tasks to some degree. We use BL-GAM-RHN to denote this network architecture, which is detailed in Table. 4. The configuration of the GAM-RHN part is detailed in Table. 6. Following [61] , maxnorm regularizer [64] with a maximum l 2 norm of 2.5 was used to constrain the weights in each bilinear layer. Dropout was applied to the output of each bilinear layer (except the one before GAM-RHN) with a fixed percentage of 0.25.
Following [58] - [62] , we use data from the first seven days as the training set and data from the last three days as the test set. The standard TBPTT algorithm was used for training, and the TBPTT length was set to 15. The minibatch size for each training step was set to 60. For this, 60 consecutive sequences (each of which belongs to one stock) of length 5000 were randomly sampled for each epoch. The initial learning rate was set to 0.002 and was decreased by 60% when the loss in the training set stops decreasing for 15 epochs.
The results are shown in Table. 5. Besides accuracy, we also report the mean recall, precision, and F1 score between all three classes. Since the FI-2010 dataset is not well balanced, [63] suggests focusing on F1 score performance as fair comparisons. It can be seen that our BL-GAM-RHN model outperforms all existing state-of-the-art algorithm on this dataset regarding both accuracy and F1 score.
V. CONCLUSION AND FUTURE WORK
This paper provides a series of notations for GAST models and architectures built upon them. Deep RNNs containing highway components, such as the original RHNs and FS-RNNs, are unified into the same framework (16) . Based on this framework, we propose GAM-RHN, which can be trained efficiently while being deep in both time and space. From another perspective, a GAM-RHN can be viewed as an RHN augmented by an external memory bank. Experimental results expose a trade-off between model expressivity and TABLE 6. Common hyper-parameters used in IV-B and IV-C. Highway width refers to the size of states in RHNs. GAM dropout and RHN dropout refer to recurrent dropout applied to the GASTs in GAM and RHN, respectively. All GASTs (or highway layers) in RHN share the same dropout rate. Input dropout layers are put after the embedding layers in models for language modeling. long-term memory ability in previous RHN models and have demonstrated the advantages of the proposed architecture over previous recurrent architectures on a variety of tasks.
A lot of further ideas may be explored based on our work. For one thing, GAM can be written multiple times in each time step, yielding a more complicated interconnection between RHN and GAM. For another, addressing operators can be content-based instead of focusing by location as in our model. The idea of migrating GAM-RHN architecture to FNNs is also appealing. We hope that this work will lead to more powerful recurrent architectures, enriching the arsenal for sequence modeling applications.
APPENDIX

A. COMPLEXITY ANALYSIS
We begin by analyzing some basic components introduced in II upon which GAM-RHNs are built. An affine transformation A : R N x → R N y defined by (1) contains (N x + 1)N y parameters and has an asymptotic runtime of O(N x N y ). Since the activation function φ in a perceptron operator defined by (2) has a runtime of O(N y ), (2) has the same runtime and parameter number (both of them are O(N x N y )) as (1) . A highway operator with GRU kernel H GRU given in (13a) comprises three perceptron operators (two of them are gate operators). Thus both of its runtime and parameter number are O(3N s (N s + N x )), in which N s is the state size. Note that the runtime and parameter number of the operators discussed above are always asymptotically equal. Hence we loosely use the term complexity to represent both of these two values for simplicity in the following discussion.
The addressing mechanism for GAM-RHN is described in (24a). In a GAM consisted of N groups of size S (thus the memory size N m = S × N ) and head size N h , directly calculating a t by applying the gate operator on the input x t ∈ R N x has a complexity of O(N x N m ). By using a smaller vector h t as an intermediate variable, this complexity can be reduced to O (N h (N x + N m ) ).
In the process of writing to GAM, the complexity of (25b) and (29a) are O(N h (N s + N x + N m )) and O((N + N s )(N s + N x )), respectively. In practice, the duplicating process U S×N m t in (25a) is implemented by simply copying memory. Thus the runtime of (25a) is O(N m ), which is dominated by other terms. Therefore, the complexity of writing to GAM is O(
After being written to, GAM will be read for L times using (27a). Here L denotes the number of highway layers. Each complete reading process mainly comprises an affine transformation for generating a reading head and a gate operator for producing the address, which has the complexity of O(N s N h ) and O(N h N m ), respectively. Note that in practice, the summarizing process in (27a) is implemented by simply summing up values in each GAM group, the runtime of (27a) is O(N m ), which is dominated by other terms. Recall that the first reading process reuses the writing head h w t to produce address vector a r 1 t . Therefore, the total complexity for reading
The complexity of the RHN part is the sum of the complexity of L highway operators with GRU kernel H GRU , which is O (3LN s (N + N s ) ). Thus both the overall asymptotic runtime and parameter number of GAM-RHN are given by O(C 1 + C 2 ), where
Note that in (30a), C 1 represents the total complexity of the reading and writing process. It can be controlled by tuning the value of N h . Table 7 reports the average computation time (in millisecond) per update of RHNs, FS-LSTMs, and GAM-RHNs on TO-100 problem measured on the same machine with Core i7-6700K CPU and 64 GB RAM. Without doubts, RHNs take the least amount of time in training since they have the simplest structure in the RHN family. Compared to plain RHNs, FS-LSTMs and GAM-RHNs require respectively around 1.5× and 2.5× amount of time to train the same number of parameters. We argue that since GAM-RHNs are much more sophisticated than both RHNs and FS-LSTMs, the resulting additional computation time is acceptable considering the performance benefit. Besides, the computation time of GAM-RHNs may be further reduced by optimizing the implementation of softmax over groups function used in the addressing process since we found that it is the main cause that slows down the computing.
B. TRAINING TIME OF EACH MODEL ON TO-100
C. GAM-RHN DERIVATIVES
As illustrated in Fig. 5 , GAM-RHNs can efficiently propagate information even with deep state transitions. The superiority of the proposed architecture can be further revealed by analyzing its transition Jacobian ∂s t ∂s t−1 . Note that the state in a GAM-RHN consists of two parts, i.e., s t = s L t m t . Hence its transition Jacobian can be represented as a block matrix:
Since a GAM-RHN comprises a variety of basic components, we start our analysis from the fine-grained ones. For the affine transformation y = A(x) = W A x x + b, we have ∂y ∂x = W A x . In the notation of the weight matrix, we use the subscript and superscript to denote the corresponding input vector and the operation, respectively . For the general perceptron operator y = P(x 1 , · · · , x n ; φ) = φ( n i=1 W P x i x i ), we have ∂y ∂x i = diag(φ ( y))W P x i if φ is an element-wise function. Here for brevity, we use y to denote input to the activation function, i.e., y = n i=1 W P x i x i . Note that ζ S×N is not an element-wise function. Using U S×N and V S×N defined in III, it can be written as 2
Here exp(·) and (·) −1 operations are both element-wise. It is worth noting that when N = 1, ζ S×1 degenerates to common softmax activation. Letting z = U S×N V S×N exp(x), we have ζ S×N (x) := ∂y ∂x = diag(y) − diag(exp(x) z −2 )U S×N V S×N diag(exp(x)). Thus for y = P(x 1 , · · · , x n ; ζ S×N ), ∂y ∂x i = ζ S×N ( y)W P x i . Highway operators, which is a composition of perceptron operators, are more coarse-grained. For the highway operator with GRU kernel defined in (13a), let I denote the identity matrix and s t−1 = r t s t−1 , we have ∂s t ∂s t−1 = diag(z t )
and
where
Then we begin to calculate (31) for GAM-RHNs used in IV. From (25a) and (29a), we can see ∂m t ∂m t−1 = ∂a w t ∂m t−1 = 0. Thus ∂m t ∂m t−1 = diag(1 − a w t ).
In (29a), let m t = r t s L t−1 , we have ∂m t ∂s L
In the RHN part, 
where ∂m t ∂m t−1 is given by (35) , and ∂s L t ∂m t can also be calculated iteratively from
During training via the BPTT algorithm, the error signal injected at time T propagated back to time τ can be represented by ∂L T ∂s τ = ∂L T ∂s T T ≥t>τ ∂s t ∂s t−1 .
If the norm of transition Jacobian is bounded by 1, i.e., ∂s t ∂s t−1 < 1 (τ < t ≤ T ), the vanishing gradient problem will occur, since ∃ ξ such that ∂s t ∂s t−1 < ξ < 1 (τ < t ≤ T ), and ∂L T ∂s τ ≤ ∂L T ∂s T T ≥t>τ ∂s t ∂s t−1 < ξ T −τ ∂L T ∂s T .
In the proposed architecture, previous memory in GAM is protected from untimely being overwritten by having the majority of units in a w t saturate at 0, due to the nature of ζ S×N (see [14] for more detail) used for addressing. Say, at time t, the i-th unit of a w t equals 0. Consequently, according to (31) and (35) , the (N s + i)-th diagonal value of ∂s t ∂s t−1 equals 1 (here N s is the highway width). Letting k = N s +i, and e k ∈ R N s +N m denote the vector with the k-th value being 1 and other values being 0, we have e k = 1. Letting J t = ∂s t ∂s t−1 , using Cauchy-Schwarz inequality we have J t e k = J t e k e k ≥ | J t e k , e k | = 1,
where ·, · denotes inner product. Since J t = sup x =1 J t x , we have J t ≥ J t e k ≥ 1. In this way, the vanishing gradient problem for GAM-RHN is greatly alleviated.
