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Some time ago, we presented a new methodology de-
signed to study nucleation by computer simulation.1–3
Though the method was originally intended for vapor to liq-
uid nucleation, it was later shown to be applicable in more
general contexts including cavitation4 and micelle
formation.5 However, certain aspects of this observational
cluster method have been misunderstood and confusion per-
sists in the literature. For example, Reiss and Bowles6,7
claimed that the expression we derived for the equilibrium
cluster size distribution was in error. Subsequently, we
showed that the method they analyzed and criticized was
different from the original method we proposed.3 Nonethe-
less, they have maintained their criticism8–10 and the miscon-
ception has persisted. This has motivated us to elaborate fur-
ther on some of the subtle issues surrounding our method
that might have escaped the attention of others in the field.
II. CHOICE OF THE COORDINATE SYSTEM IN THE
COMPACT CLUSTER LIMIT
In the present paper, we focus on the method developed
for the compact cluster limit ~CCL!. Roughly speaking, this
limit implies that the average intermolecular separation of
the condensing molecules in the metastable phase is consid-
erably larger than the physical dimension of the cluster. A
precise criterion of CCL is given in Sec. IV C. We note that
compactness does not exclude possible openness of the
structure of a cluster.
To relate the equilibrium cluster size distributions in a
bulk metastable phase to a probability distribution deter-
mined for a microscopic subvolume used in a simulation, we
employed a fixed molecule frame ~FMF!, whose origin,
taken at the center of the subvolume, coincides with the po-
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cluster.1,3 Reference 7 argued that the use of FMF results in
an incorrect enumeration of configuration space and that one
has to work with the center-of-mass frame ~CMF!.
By way of illustration, Ref. 7 introduced a model that
consists of a dimer of ideal gas molecules confined in one
dimension, the analysis of which appeared to indicate that
the value of the partition function indeed depended on the
choice of the coordinate system. Such a conclusion would be
quite astonishing since the partition function, once it is writ-
ten down, is a multidimensional integral whose value can be
evaluated in any coordinate system. In fact, Ref. 3 pointed
out that the limits of integration were not properly trans-
formed in Ref. 7.
The real issue, however, lies elsewhere. That the system
boundary must be transformed indicates that the physical
properties of the cluster are sensitive to it. Moreover, the
transformation of the limits of integration is not trivial for
clusters larger than a dimer. Thus, if a cluster were to be
characterized by its size alone and one were to adhere to
simple boundary conditions, the physical properties of the
cluster measured under different observational situations
~specified in this case by the choice of the coordinate system
and the system boundary! could not be related to each other
in any simple fashion, and in that sense the cluster would
lose its objective attributes. A similar remark applies when
the system size is changed without changing the coordinate
system. The key observation is that when the properties of
the cluster depend sensitively on the system boundary, the
very concept of cluster that is characterized by its size alone
is no longer appropriate as a tool to describe the objective
reality of the nucleation process. In the wording of Ref. 1,
our coarse-grained description of nucleation loses its ‘‘fo-
cus’’ since, for example, a configuration more properly re-
garded as a vapor molecule plus an N-sized cluster is
counted as a configuration of an (N11)-sized cluster. The8 © 2001 American Institute of Physics
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one encounters for this model is simply a reflection that the
model lies outside CCL.
Within CCL, the system boundary can be taken to be
considerably larger than the physical dimension of the clus-
ter. Agreement is thus reached among simulations carried out
with different choices of coordinate system, without account-
ing for the transformation of the limits of integration.3 A
recent simulation study by Oh and Zeng11 is quite reassuring
in this respect. They performed a simulation for a binary
mixture of SPC/E water and Lennard-Jones particles and
found no noticeable difference in the cluster size distribu-
tions obtained using FMF and CMF.
In a recent paper, Reiss and Bowles ~RB! analyzed a
one-dimensional ideal gas trimer and argued that FMF un-
dercounts the relevant configurations.10 Once again, their
conclusion results from the simple fact that the model lies
outside CCL. Nonetheless, a closer analysis of the model
provides deeper insight into the significance of this limit.
In our method, the partition function Q3 for the trimer is
constructed by fixing molecule 1 at the center of the system
of length 2h , while the other two molecules can be anywhere
in the system. This results in
Q35
1
3!L3 E0
L
dx1E
2h
h
dj21E
2h
h
dj315
2Lh2
3L3 , ~1!
where L is the thermal wavelength, xi denotes the position of
molecule i , and j i j5xi2x j . The partition function they
compared with Q3 can be written as
Q3RB5
1
3!L3 ( E0
L
dx1E
2h
0
dj21E
0
h
dj315
Lh2
L3
, ~2!
where the multidimensional integral in Eq. ~2! is obtained
under the constraints that x2<x1<x3 and that molecules 2
and 3 stay within the distance h from molecule 1. The sum is
taken over all possible permutations of the particle labels.
Equation ~2! was thus obtained using a criterion that the
three molecules constitute a trimer if they are confined
within the distance h from the central molecule, while allow-
ing any one of the molecules to be the central one. Equations
~1! and ~2! disagree because they are constructed for differ-
ent entities. Under the physically relevant situations where
the Boltzmann factor brings the system to CCL, the disagree-
ment disappears.
The point can be best illustrated by showing that the two
constructions of the partition function result in the identical
result when the maximum intermolecular distance is con-
strained to be less than h . Our approach results in
Qc35
1
3!L3 E0
L
dx1S E
2h
0
dj21E
2h
j211h
dj31
1E
0
h
dj21E
j212h
h
dj31D 5 Lh22L3 . ~3!
The construction that led to Eq. ~2!, when supplemented with
this additional constraint, yields the same value as Eq. ~3!.
@See Eq. ~17! of Ref. 10.#Downloaded 15 Sep 2007 to 131.215.225.9. Redistribution subject toOne might argue for Q3RB on the basis of its symmetric
nature. However, the usefulness of the partition function is
limited to CCL, since its value depends sensitively on the
choice of system size outside CCL. A similar observation
applies when comparing the LBA cluster12 and the Stillinger
cluster.13 Outside CCL, their physical properties do not agree
and are also sensitive to the parameters defining them, quite
irrespective of the fact that both of them employ CMF. This
is exactly the difficulty which had prevented the develop-
ment of a molecular simulation approach to nucleation. Sim-
ply adopting CMF does not resolve the difficulty.
III. PROBABILITY OF CLUSTER LOCATION WITHIN A
SUBVOLUME
Our use of FMF was further criticized in Ref. 10 on the
basis of a claim that the probability distribution of the central
molecule over the subvolume V is nonuniform. However, the
probability Ref. 10 focused on differs from what we used
and the criticism bears no relevance to our method.
According to Ref. 10, the probability x(luL) that, given
the existence of the one-dimensional ideal gas dimer ~defined
as two molecules within a distance h from each other! some-
where in L , it will be found in l is
x~luL !5
l
L S 11 h2l D ~ if l.h !,
x~luL !5
l
L S 22 l2h D ~ if l,h !. @Ref. 10# . ~4!
When multiplied by the factor L/l , i.e., the number of cells
of length l, the probability x is observed not to be properly
normalized, both expressions being larger than unity. This
rather unsettling result follows from the fact that, in calcu-
lating x, configurations are included in which molecule 1 lies
outside l. One such situation is represented by Fig. 4~c! of
Ref. 10, contributing h2/2 to the partition function Ib . @See
Eq. ~23! of Ref. 10.# The other situation is in their Fig. 4~d!
with labels between molecules exchanged, resulting in the
partition function Ia85h2/2. @See Eq. ~24! of Ref. 10.# The
same is true with molecule 2 being outside l. In Ref. 10,
therefore, the location of the dimer is identified sometimes
with that of molecule 1 and the other times with that of
molecule 2. As a result, when x is calculated for adjacent
cells, its value must be smaller than that given by Eq. ~4!,
leading to the alleged nonuniformity in the probability dis-
tribution. If this nonuniformity is ignored, redundancy would
be introduced in enumerating the configurations, leading to
the observation that x is not properly normalized. Evidently,
the nonuniformity depends on the choice of l. The apparent
contradiction with the underlying symmetry of space, how-
ever, is an artifact of their particular method of identifying
the location of a cluster, which is different from what we
proposed.
In our approach, the location of the cluster is identified
with that of molecule 1 only. In this case, the partition func-
tion of the dimer obtained under the restriction that the clus-
ter lies inside l is given by AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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1
2!L2 E0
l
dx1E
2h
h
dj21 . ~5!
When the dimer can be anywhere in L , the partition function
becomes
Q2L5
1
2!L2 E0
L
dx1E
2h
h
dj21 . ~6!
The ratio between these two partition functions yields the
desired probability
x~luL !5
l
L , ~7!
which is properly normalized and manifestly consistent with
the symmetry of space.
Equation ~4! was obtained by Reiss and Bowles by treat-
ing the different parts of space differently. The so-called
mapping process, i.e., construction of the equilibrium cluster
size distribution, is extremely complicated in this case. In
contrast, our method treats different parts of space on the
same footing and results in the simplest mapping procedure,
as we see in Sec. IV A. A particular molecule can be singled
out for the purpose of locating the cluster. This has been
demonstrated in Ref. 3 for a one-dimensional ideal gas dimer
and in Sec. II for a trimer in CCL. Section IV C validates the
procedure for a cluster of arbitrary size and there is no need
to adopt the complicated method that leads to Eq. ~4!.
IV. CLUSTER SIZE DISTRIBUTION IN THE COMPACT
CLUSTER LIMIT
A. Law of mass action
In this section, we rederive the cluster size distribution
for the case of CCL. Though such derivations have been
presented by others,14,15 the particular derivations they have
chosen do not illuminate certain aspects we wish to clarify.
Unlike the derivation in Ref. 3, we shall make use of the fact
that, in CCL, the vapor phase can be regarded as an ideal gas
mixture of clusters of various sizes.
Consider a canonical ensemble of N tot molecules in vol-
ume V tot . Now, imagine that the N tot molecules can form
clusters of sizes N51,.. . ,Ncut and let ni denote the number
of i-sized cluster. The partition function of the system is
Q tot5 (
ni50
*
)
i51
Ncut qi
ni
ni!
5)
i51
Ncut
(
ni50
* qi
ni
ni!
, ~8!
where Ncut is the maximum size of cluster allowed in the
system and is conventionally taken to exceed slightly the size
of the critical nucleus to confine the system to a metastable
state. The * in the summation accounts for the conservation
of molecules
(
i51
Ncut
ini5N tot . ~9!
In Eq. ~8!, qi is the partition function of an i-sized cluster,
including the overall translational and the internal degrees of
freedom of the cluster; its evaluation will be discussed later.
A common procedure to circumvent the inconvenience dueDownloaded 15 Sep 2007 to 131.215.225.9. Redistribution subject toto Eq. ~9! is to introduce a Lagrange multiplier and resort to
the maximum term approximation, under which the sum of
the product term is replaced by the maximum product term.14
Alternatively, we work with the grand canonical ensemble,
the relevant partition function for which is
J tot5)
i51
Ncut
(
ni50
‘ qi
ni
ni!
exp~bm ini!5expF(
i51
Ncut
qiebm iG , ~10!
where m i is a fictitious i-dependent chemical potential of an
i-sized cluster. From Eq. ~10!, the average number of the
N-sized clusters is
^nN&5
] ln J tot
]bmN
5qNebmN. ~11!
A physically relevant result is obtained by setting m i5im ,
where m is the chemical potential of monomer in the vapor
phase. Thus, the cluster size distribution is found to be
c~N ![
^nN&
V tot
5
1
V tot
qNebNm. ~12!
The above-mentioned maximum term approximation yields
the same result.
The cluster partition function qN can be written as
qN5
1
N!L3N EcdrN e2bUN. ~13!
The subscript c indicates that the N molecules have to be in
a cluster. This fact is reflected by constraining the N mol-
ecules to be in a small volume V around the center of mass
of the cluster, or more conveniently, around a tagged mol-
ecule 1. Using the latter, i.e., by transforming the coordinates
from the laboratory system to FMF, we may write qN as
qN5
1
N!L3N EV totdr1EV
(
drN21 e2bUN, ~14!
where the second configuration integral is taken over V with
molecule 1 fixed at its center as indicated by the superscript
( . rN21 collectively denotes the coordinates of the remain-
ing N21 molecules.
In writing Eq. ~14!, a particular choice is made for the
integration limit, which was previously specified by the sub-
script c in Eq. ~13!. Section IV C provides a rigorous proof
that Eq. ~14! correctly exhausts the configuration space,
thereby validating the particular choice we have adopted
here.
In the absence of any external field, UN and hence the
second integral in Eq. ~14! are independent of r1 . Thus, qN
can be written as
qN5
1
N!L3N
V tot
V EVdr1EV
(
drN21 e2bUN. ~15!
The integration over r1 was previously referred to as the
analytical integration carried out while deliberately ignoring
the interaction between the cluster and the system
boundary.1,3
In terms of J and pc , defined, respectively, by AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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N50
Ncut zN
N! EVdr1EV
(
drN21 e2bUN, ~16!
and
pc~N ![
1
J
zN
N! EVdr1EV
(
drN21 e2bUN, ~17!
where z5exp(bm)/L3 is the fugacity, Eq. ~12! may be writ-
ten as
c~N !5
1
V pc~N !, ~18!
where we replaced J by unity since the essence of our ap-
proach for CCL is to take V sufficiently small so that zV is
negligible compared to unity.1
The probability pc itself is not convenient to evaluate by
simulation. Thus, we introduced p( defined by1
p(~N ![
1
J(
zN
N! EV
(
drN21 e2bUN, ~19!
where
J([ (
N51
Nmax zN
N! EV
(
drN21 e2bUN. ~20!
Note that p( is normalized for N51,.. . ,Nmax , Nmax denoting
the maximum size of the cluster being simulated.
The relation between pc and p( was derived previously
and is given by1,3
pc~0 !5
p(~1 !
p(~1 !1zVs
pc~N !5
zVp(~N !
p(~1 !1zVs ~N51,.. . ,Ncut! ~21!
s[ (
N51
Ncut
p(~N !,
which was obtained by eliminating J(/J from the relations
pc~1 !5zVpc~0 !
pc~N !5
J(V
J
p(~N ! ~N51,.. . ,Ncut!, ~22!
in favor of the normalization condition of pc
(
N50
Ncut
pc~N !51. ~23!
Equation ~22! itself follows from Eqs. ~17! and ~19!.
In the present derivation, Eq. ~18! was obtained using
standard statistical mechanical machinery. Equation ~14!
completely determines the physical and mathematical con-
tents of the relevant partition functions. It is clear from Eq.
~14! that no interaction exists between the cluster and the
system boundary and that the probability distribution for the
position of the cluster, when identified with that of molecule
1, is uniform throughout V tot since UN depends only on the
relative position of molecules. FMF is simply a matter of
mathematical convenience in evaluating Eq. ~14!. We use pcDownloaded 15 Sep 2007 to 131.215.225.9. Redistribution subject toand p( since they allow us to avoid the surface effect alto-
gether and carry over the uniformity into a simulation that
focuses on V despite the fact that V is comparable to the
spatial extent of the cluster itself.
B. Comment on our earlier derivation
In Ref. 1, Eq. ~16! was written simply as
J5 (
N50
Ncut zN
N! EVdrN e2bUN, ~24!
where the configuration integral should not be confused with
a partition function of N molecules confined entirely to V ,
with which the probability p ^ (N) as defined in Ref. 3 is
associated. In fact, the meaning of this integral has been
misinterpreted as such in Refs. 6–10. However, p ^ reflects
significant surface effects due to the interaction between
molecules and the container. The very motivation of intro-
ducing p( was to avoid such a surface effect.1 The distinc-
tion between pc and p ^ was also a major focus of Ref. 3.
The rationale for writing J in the form of Eq. ~24! is in
our original derivation of Eq. ~18!. First, Eq. ~24! was writ-
ten as a grand canonical partition function for a macroscopic
volume V chosen to satisfy two conditions given in Ref. 1.
At this stage, N molecules may be regarded as being con-
fined entirely to V and Eq. ~24! is the ordinary partition
function. Equation ~18! applies in this case because the cells
of volume V are statistically independent and the surface
effect is negligible for a macroscopic V . Then, a limiting
process is taken in which V becomes sufficiently small to
suppress the vapor contribution. As a result, the observa-
tional situation specified by V isolates a single cluster. Since
most of the cells are now empty and the interaction among
them is sufficiently weak, statistical independence among the
cells still applies and the same expression for the cluster size
distribution remains valid. The only problem is that the sur-
face effect is no longer negligible for a small V . p( is simply
a device that allows us to take the indicated limiting process
while avoiding the surface effect. As a result, the integration
limit in Eq. ~24!, written for a microscopic V , is understood
in the sense indicated by Eq. ~16!.
The line of reasoning just given was preferred in Ref. 1
in order to emphasize a nontrivial aspect of the observational
cluster. In Ref. 15, for example, the cluster size distribution
was derived using J written for a macroscopic V by assum-
ing the existence of explicit cluster criteria. In contrast, our
approach does not require any cluster criteria: the precise
characteristics of the cluster reveal themselves with increas-
ing clarity as the vapor contribution is suppressed more ef-
fectively by making V smaller.
C. Enumeration of configuration space in the
compact cluster limit
CCL prevails when nucleation occurs in an attenuated
vapor. Since CCL is to some extent an idealized notion, our
approach is an approximation that becomes accurate at CCL.
It is of interest to examine the nature of the approximations
implicit in CCL. Our goal is accomplished most succinctly
by resorting to the notion of generic phase space.16 In a AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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mere exchange of identical particles are considered identical,
while they are considered distinct in the specific phase space.
Note first that out of N! configurations that can be ob-
tained by permutation of the labels of molecules, only (N
21)! of them are realized in the integral Eq. ~19!. In this
sense, p( defies a purely physical interpretation and should
be regarded simply as a mathematical convenience that leads
to a very simple procedure in enumerating the configuration
space.
In fact, provided that the system radius can be taken to
be larger than the diameter of the cluster, defined as the
largest distance between the molecules in the system, the
remaining permutations are seen to occur upon integration
with respect to the coordinates of molecule 1 over the whole
volume V tot . The extra factor 1/N is included here in antici-
pation of this integration.
More formally put, for a given generic configuration of a
cluster placed somewhere in V tot , each of the N! specific
configurations does occur in the integral
E
V tot
dr1E
V
(
drN21 e2bUN. ~25!
In fact, under the above-mentioned choice of the system, any
specific configuration of the cluster, obtained by arbitrarily
labeling the N molecules, can be enclosed by a spherical
container centered around molecule 1. Since each specific
configuration evidently occurs exactly once in Eq. ~25!, it
follows that for a given generic configuration, exactly N!
specific configurations are included in Eq. ~25!. On the other
hand, for any given specific configuration included in Eq.
~25!, there exists a generic configuration. Since UN is inde-
pendent of the labels of the molecules, each of the N! spe-
cific configurations derived from a given generic phase con-
tributes to Eq. ~25! to the same extent. It follows that the
entire assembly of specific configurations enumerated by Eq.
~25! can be divided into sets, each consisting of N! specific
configurations that are equivalent in the generic configura-
tion space and make an identical contribution to Eq. ~25!.
Consequently, Eq. ~25!, when divided by N!, correctly ex-
hausts the generic configuration space, thereby reconfirming
the correctness of our approach.
The above argument presumes that the system radius can
be taken to be larger than the diameter of the cluster. This
condition is satisfied in CCL, as we shall now see. Consider
the partition function
jN
([
zN
N! EV
(
drN21 e2bUN. ~26!
This partition function includes contributions from configu-
rations in which some of the molecules are more properly
regarded as part of the vapor.1 A rough estimate for this
contribution is obtained by assuming the presence of a
monomer decoupled from the rest of the N21 molecules
jp N
( [
zNV
N! EV
(
drN22 e2bUN21. ~27!
Dividing Eq. ~27! by Eq. ~26!, we find the probability of
finding a system with one ‘‘vapor molecule.’’ The probabilityDownloaded 15 Sep 2007 to 131.215.225.9. Redistribution subject tocan be written as zNV/N , where zN is the value of the fugac-
ity at which jN
(5jN21
( holds true, meaning that the cluster of
N molecules, roughly speaking, is a critical nucleus. Since
the notion of vapor contribution is relevant only when N
>2, the contribution is negligible if
zNV
N !1, ~28!
for 2<N<Ncut , which quantifies the condition of CCL. The
appearance of zN rather than z is reasonable since the con-
figuration integral itself is independent of z , while zN is de-
termined once the temperature is specified.
The enumeration of the configuration space by Eq. ~25!
is correct only when the diameter of the cluster does not
exceed the radius of the system. Since we are concerned only
with the problematic configurations that cannot be corrected
by choosing a larger system size, the problematic configura-
tions have to do with the vapor contribution. Recalling that
the basic idea in Ref. 1 was to suppress this contribution, we
correct our partition function jN
( by subtracting jp N
(
, thereby
obtaining the correction factor to multiply jN
( as
12
zNV
N , ~29!
which is essentially unity under CCL.
The correct enumeration of the configuration space
proven here, of course, is only necessary but not sufficient
for the relevance of the partition function in nucleation.
Physically, CCL is required since the cluster cannot be char-
acterized by its molecular content alone outside this limit. A
similar remark applies to CMF. There are, however, certain
practical considerations in choosing the coordinate system.
On the one hand, CMF allows one to work with a smaller
system volume, thereby suppressing the vapor contribution
more effectively. However, ensuring detailed balance for
grand canonical moves may involve some complication. In a
naive algorithm, where a molecule is chosen randomly for a
trial removal irrespective of its position in the container, de-
tailed balance demands that upon a trial creation of a mol-
ecule, its position must be generated uniformly within the
spherical container which is centered around the center of
mass that would result if the trial creation were accepted.
The error committed by not satisfying detailed balance pre-
cisely, however, is expected to be negligible in CCL since the
problematic situation occurs only when the molecule in
question, or the position for the trial creation, is far from the
center of mass. On the other hand, a grand canonical move is
much simpler to implement in FMF, or alternatively, under
periodic boundary conditions.
D. On the concept of the observational cluster
Admittedly, the condition that the diameter of the cluster
be smaller than the system radius can be formulated as ex-
plicit cluster criteria. However, we have taken a different
viewpoint.
If a molecular aggregate is placed in vacuum, there is no
ambiguity as to what constitutes a cluster, provided that no
evaporation takes place. When the same aggregate is placed AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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objective manner exactly which molecules belong to the
cluster. Conventional theories deal with the problem by in-
troducing explicit cluster definitions.
Recall, however, that our goal is to construct a statistical
description of nucleation. In general, this is realized by first
specifying the observational situation and then introducing a
coarse graining to what we observe. In this context, our ob-
servational cluster refers to a macrostate that emerges as a
result of coarse graining. When the macrostate is character-
ized by global order parameters, the question as to which
molecules belong to the cluster does not arise. Thus, at least
conceptually, the observational cluster is entirely different
from what conventional theories have envisioned.
The advantage of our viewpoint is twofold. ~1! The
method can be easily generalized to address nucleation out-
side CCL.2,3 ~2! The method places itself quite naturally on a
pathway of successive levels of coarse graining that starts
from the absolute molecular level details and leads eventu-
ally to the thermodynamics of interface17 while passing
through other powerful machinery such as the density func-
tional approach.18 Not surprisingly, the method provides a
unified perspective in understanding a wide variety of nucle-
ation phenomena.
V. COMPARISON BETWEEN THE TWO
METHODOLOGIES
The existing criticism from the authors of Refs. 6–10 is
largely due to confusion on their part regarding the physical
or mathematical contents of the probabilities we use, i.e., pc
and p(. This section clarifies this confusion.
In Ref. 10 three types of clusters were discussed: ~1! a
type-A cluster consisting of N indistinguishable molecules
confined entirely in V; ~2! a type-B cluster defined as N
indistinguishable molecules confined entirely in V with ~any!
one of N molecules placed at the center; ~3! a modified B
cluster, which differs from the type-B cluster in that the cen-
tral molecule is always 1 and distinguishable from the rest of
the molecules in V tot . In the present notation, the probability
of finding a type A cluster in V is p ^ , while the probabilities
of finding a type-B cluster and a modified type-B cluster in V
will be denoted by p* and p**, respectively.
Reference 10 put forward the following equation:
p(~N !5p*~N !5
1
N p**~N !, @Ref. 10# ~30!
based on which, Ref. 10 criticizes Eq. ~18! by claiming that
the analytical integration mentioned in connection to Eq.
~15! assumes uniformity of the relevant probability distribu-
tion. As we have shown in Sec. IV, their claim simply is not
true. The error in the reasoning of Ref. 10 lies in the miscon-
ception that p( represents p* because of the 1/N! factor in
Eq. ~19!. Such an interpretation is incorrect since all of the N
molecules in the configuration integral are labeled and the
molecule at the origin always carries the label 1. The addi-
tional factor 1/N does not change this fact. Stated differently,
p( is a mathematical object introduced to facilitate the
evaluation of qN as defined in Eq. ~14!. The issue regardingDownloaded 15 Sep 2007 to 131.215.225.9. Redistribution subject toindistinguishability of identical particles plays no role in the
mathematical procedure of evaluating qN or p(.
As we shall see shortly, the correct equation is
p(~N !’
1
N p*~N !5
1
N p**~N !, ~31!
and hence their criticism does not apply. The Appendix ex-
plores another route to arrive at Eq. ~31!. The physical mean-
ing of this result is quite obvious. In p(, there is only one
way of choosing the central molecule, while in p*, there are
N ways of doing so.
The simple relation between p( and p* does not apply
directly to the two corresponding partition functions QN and
QNRB because of the difference in the mapping procedures.
See Eqs. ~1! and ~2!, for example. Thus, the fact that p(
Þp* does not contradict our earlier conclusion regarding the
agreement between these two partition functions in CCL.
The proof of Eq. ~31! is quite simple. By eliminating
QN**/Q(N ,V) from Eqs. ~A3!, ~A4!, and ~A5! of Ref. 10,
one finds
p**~N ![
1
J**
zN21
~N21 !! EV
(
drN21 e2bUN. ~32!
From the very definition of the type-B cluster
p*~N ![
1
J*
zN
N! EVdrN(i51
N
d~ri!e
2bUN, ~33!
where the sum of d functions ensures that ~any! one of N
molecules is found at the center of V . The normalization
conditions for p** and p* reveal that J*5zJ**. Finally,
comparison between Eqs. ~19! and ~33! establishes Eq. ~31!.
In this last step, we omitted an explicit consideration of the
normalization constants for the probabilities, an acceptable
procedure so long as the N51 term is dominant.
At this point, we clarify the nature of Reiss and Bowles’s
confusion manifested in Refs. 6–10. The equation they mis-
takenly attributed to us and criticized subsequently is given
by Eq. ~B5! of Ref. 10, which in the present notation may be
written as
p ^~N !5
zVp*~N !
p*~1 !1zV . @Ref. 10# . ~34!
This equation differs from our Eq. ~21! because pcÞp ^ and
p(Þp*. Their argument regarding the nonuniformity of p*
and the mapping factor related to p ^ provides no grounds for
challenging the validity of Eq. ~21!, which involves neither
of these quantities.
In addition to Eq. ~34!, Ref. 10 mistakenly attributes the
following two equations:
^nN&5
V tot
V p
^~N ! @Ref. 10# ~35!
and
^nN*&5
V tot
V pc~N ! @Ref. 10# ~36!
to Refs. 1 and 3, respectively. @See Eq. ~50! of Ref. 10 and
the paragraph involving it.# Equation ~8! in Ref. 1 is nothing AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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the former was followed by the clarification that ‘‘care
is taken to avoid the surface effect,’’ to avoid possible
confusion between pc and p ^ . In Ref. 10, ^nN*& denotes
the number of N-sized type-B clusters in the V tot. This
quantity does not even appear in Ref. 3. Equation ~4! in
Ref. 3 is equivalent to Eq. ~18!, and hence is different from
Eq. ~36!.
In essence, the authors of Refs. 6–10 derived the follow-
ing expression for the cluster size distribution:
c~N !5
1
uN
p ^~N !, ~37!
where uN essentially is a free volume of a spherical container
obtained with the center of mass of the N-sized cluster
fixed in space. The same quantity can be understood as
the free volume of the center of mass of the cluster confined
to the spherical container fixed in space. The mapping
factor thus deactivates the translational entropy correspond-
ing to V before activating it for V tot . They have also shown
that
V’uN and pc~N !’p ^~N !, ~38!
when the physical dimension of the cluster is negligible com-
pared to V . Although we do not challenge the correctness of
Eqs. ~37! or ~38!, we also emphasize that the approximate
nature of the latter by no means indicate that our Eq. ~18! is
an approximation. Their method and ours are simply two
different ways of arriving at the same quantity, i.e., the equi-
librium cluster size distribution c .
Though Eq. ~37! remains valid outside CCL, the validity
is only formal for the reasons discussed in Sec. II. Thus, the
only difference is one of convenience in performing a nec-
essary simulation. The pc and p( that we used yield the
cluster size distribution in the simplest possible manner,
while at the same time ensuring efficiency, accuracy, and
robustness in the actual simulation phase.
In contrast, the method involving p ^ is not advisable.
First, the physical properties of the cluster evaluated by
simulation reflect considerable surface effects arising from
the interaction between the cluster and the system boundary.
The mapping factor V tot /uN , in principle, removes the sur-
face effects from the final cluster size distribution as we have
just pointed out. However, the surface effect cannot be re-
moved from other physical properties, such as the internal
energy. Consequently, one cannot evaluate the entropy of a
cluster directly from a single simulation using the free en-
ergy obtained from the cluster size distribution. Second,
since the mapping factor involves a quantity that must be
evaluated by simulation, the cluster size distribution itself is
prone to any inaccuracy of simulation.
Our method avoids surface effects altogether and re-
quires no simulation to determine the mapping factor. The
trivial mapping factor V tot/V is rigorously correct in our con-
struction of the distribution. The mapping factor V tot /uN ap-
plies only to the method advocated by Ref. 10 and should not
be used in ours.Downloaded 15 Sep 2007 to 131.215.225.9. Redistribution subject toVI. SUMMARY
In CCL, our observational cluster method1,3 takes a par-
ticularly simple form, the validity of which is reaffirmed
here. The condition of CCL was quantified and its relevance
was clarified in terms of the vapor contribution as in Ref. 1.
Terms that are negligible were of course neglected in formu-
lating the method. A direct simulation by Oh and Zeng11
testifies to the accuracy of our method when compared to the
one using CMF. Although the recent work by Reiss and
Bowles10 has endorsed the high accuracy of our method, we
disproved their reasoning. Most importantly, the conceptual
errors they claim exist in our method result entirely from
their misinterpretation of our approach and the physical or
mathematical contents of partition functions involved in our
method.
Construction of the equilibrium cluster size distribution
indeed involves many subtle issues. Contrary to what Refs.
6–10 indicated, however, the simplicity of our method is by
design and should not be regarded as an indication of our
having neglected such issues.
It is regrettable that a great deal of confusion persists in
the literature regarding our observational cluster method.
Nonetheless, this has provided us with an opportunity to re-
iterate some of the subtle issues from various angles. We
hope that the present paper clarifies the existing confusion
and encourages further investigation of nucleation phenom-
ena by computer simulation.
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APPENDIX: TRANSITION MATRICES FOR GRAND
CANONICAL MOVES
To evaluate p( or p* by a Monte Carlo technique, the
transition matrices must be designed for the grand canonical
move. Thus, the distinction between p( and p* becomes
clear by comparing such matrices for each of them. We re-
strict our derivation of the matrices to the grand canonical
move between two microstates, one with N molecules ~re-
ferred to as the old configuration! and the other with N21
molecules ~referred to as the new configuration!.
In a Monte Carlo simulation, it is advisable to ensure
detailed balance
h2K2r~N ,rN!drN21 acc~N→N21 !
5h1K1r~N21,rN21!drN22acc~N21→N !, ~A1!
where h2 is the probability of attempting a trial annihilation
during one Monte Carlo cycle, h1 is defined similarly for a
trial creation, and r is the probability density of finding a
system in a particular microstate specified by N and rN. K2
is the probability of proposing a particular microstate from
the old one and acc(N→N21) is the probability of accept-
ing that trial move. K1 and acc(N21→N) refer to the cor-
responding quantities for the reverse move. AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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done by choosing one molecule out of N21 with equal
probability, since molecule 1 must be excluded, yielding
K2
(5
1
N21
1
~N22 !! , ~A2!
where the factorial in the denominator arises from the fol-
lowing consideration. The grand canonical Monte Carlo
technique is aimed at evaluating multiple multidimensional
integrals, each differing from the others by the value of N .
When the simulation evolves from a state with a particular
value of N to N21, the labeling of the molecules in the two
multidimensional integrals need not be related at all, except
for the label for molecule 1. Out of (N22)! ways of labeling
the molecules in the new configuration, only one such label-
ing is realized upon the completion of the trial move, leading
to the factor in question. A similar consideration applies to
the reverse move, where a creation of the Nth particle is
attempted within a volume element drN taken around a point
chosen with a uniform probability in the system, yielding
K1
(5
drN
V~N21 !! . ~A3!
Here, we restrict ourselves to a system of monatomic mol-
ecules for simplicity of notation. From Eq. ~19!
r~N;rN!5
1
J(
zN
N! e
2bUN
. ~A4!
Using the corresponding expression for the new configura-
tion and restricting ourselves to an algorithm with h2
5h1 , we see that Eq. ~A1! reduces to
acc~N21→N !
acc~N→N21 ! 5
zV
N e
2b(UN2UN21)[e2bv
(
, ~A5!
which has the following solution due to Metropolis:19
acc~N21→N !5min~1,e2bv(!
~A6!
acc~N→N21 !5min~1,ebv(!.
In a physical interpretation of the partition function, the N!
factor is associated with the ‘‘sum over microstates’’ and
should not be included in r. Otherwise, the Gibbs entropy
formula would not hold. Once the partition function is writ-
ten down, however, its evaluation is purely a mathematical
problem and the validity of the algorithm given here is un-
affected by this remark.
To validate the algorithm, we performed a direct simu-
lation on a one-dimensional ideal gas system, for which
p(~N !;
zN
N! E2h
h
dx2flE
2h
h
dxN5
z~2hz !N21
N! , ~A7!
and
e2bv
(
5
2zh
N . ~A8!Downloaded 15 Sep 2007 to 131.215.225.9. Redistribution subject toTable I compares p( obtained analytically and that from a
simulation, where the distribution is truncated at N56. In the
first simulation, no bias was employed to enhance the sam-
pling of less probable states. As a result, the agreement wors-
ens with increasing N since larger N values have smaller
probability and hence lead to larger statistical errors. When a
bias is introduced, the agreement improved dramatically. In
any event, the agreement is excellent for all N values con-
sidered, thereby demonstrating the validity of the algorithm.
In the present context, p* may be understood as the
distribution determined by a simulation protocol that is
aimed at sampling from p( but designed by following the
interpretation of p( as given in Ref. 10. The algorithm for
p* differs from the one just described in that the relabeling
of molecules upon completion of a grand canonical Monte
Carlo move must include molecule 1 as well. On the other
hand, the molecule that is at the center of the system must
not be removed. Thus, in place of K2
( and K1
( given above,
we have
K2*5
1
N21
1
~N21 !! and K1
*5
drN
VN! . ~A9!
Since r is unchanged, the transition matrix is given by Eq.
~A6! with v* replacing the v(, where
e2bv*[
zV
N21 e
2b(UN2UN21)
. ~A10!
Insofar as v(Þv*, we may expect that p(Þp*. In
fact, p* can be shown to be identical to p** given by
Eq. ~32!. Following a similar procedure that leads to v( with
a proper modification to r, one finds that the transition ma-
trices that sample from p** are given by Eq. ~A6! but with
v( replaced by v*. Since the factors arising from the rela-
beling of molecules do not enter explicitly in the implemen-
tation of a simulation, we see that the simulation protocol for
p** is identical to that for p*. Noting that the range of N is
the same for p* and p**, we see that p*5p**. Compari-
son between Eqs. ~19! and ~32! leads to p(5p**/N , pro-
vided that N51 dominates these probabilities. Thus, we
reverified Eq. ~31!.
TABLE I. Comparison of p( obtained analytically and that from simulation
for a one dimensional ideal gas system. z50.05, h51. Simulation 1 was
performed without a bias for 109 MC steps, while simulation 2 was per-
formed with a bias for 107 MC steps, where one MC step is defined as one
trial creation or annihilation of a molecule.
N Analytical Simulation 1 Simulation 2
1 0.9508 0.9508 0.9508
2 0.475431021 0.475531021 0.475731021
3 0.158531022 0.158231022 0.158531022
4 0.396231024 0.401531024 0.396231024
5 0.792431026 0.815031026 0.793531026
6 0.132131027 0.180031027 0.132431027 AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
6906 J. Chem. Phys., Vol. 115, No. 15, 15 October 2001 Kusaka, Oxtoby, and Wang1 I. Kusaka, Z.-G. Wang, and J. H. Seinfeld, J. Chem. Phys. 108, 3416
~1998!.
2 I. Kusaka and D. W. Oxtoby, J. Chem. Phys. 110, 5249 ~1999!.
3 I. Kusaka, D. W. Oxtoby, and Z.-G. Wang, J. Chem. Phys. 111, 9958
~1999!.
4 I. Kusaka and D. W. Oxtoby, J. Chem. Phys. 111, 1104 ~1999!.
5 I. Kusaka and D. W. Oxtoby, J. Chem. Phys. 115, 4883 ~2001!.
6 H. Reiss, J. Mol. Struct. 485–486, 465 ~1999!.
7 H. Reiss and R. Bowles, J. Chem. Phys. 111, 9965 ~1999!.
8 R. K. Bowles, J. Chem. Phys. 112, 1122 ~2000!.
9 H. Reiss and R. K. Bowles, J. Chem. Phys. 112, 1390 ~2000!.
10 H. Reiss and R. K. Bowles, J. Chem. Phys. 113, 8615 ~2000!.
11 K. J. Oh and X. C. Zeng, J. Chem. Phys. 114, 2681 ~2001!.Downloaded 15 Sep 2007 to 131.215.225.9. Redistribution subject to12 J. K. Lee, J. A. Barker, and F. F. Abraham, J. Chem. Phys. 58, 3166
~1973!.
13 F. H. Stillinger, Jr., J. Chem. Phys. 38, 1486 ~1963!.
14 W. J. Dunning, in Nucleation, edited by A. C. Zettlemoyer ~Dekker, New
York, 1969!, pp. 1–67.
15 K. Nishioka and G. M. Pound, Adv. Colloid Interface Sci. 7, 205 ~1977!.
16 J. W. Gibbs, Elementary Principles in Statistical Mechanics, ~Ox Bow,
Woodbridge, CT, 1981!.
17 J. W. Gibbs, The Scientific Papers of J. Willard Gibbs ~Ox Bow, Wood-
bridge, CT, 1993!, Vol. I, Thermodynamics.
18 D. W. Oxtoby and R. Evans, J. Chem. Phys. 89, 7521 ~1988!.
19 N. Metropolis, A. W. Rosenbluth, M. N. Rosenbluth, A. H. Teller, and E.
Teller, J. Chem. Phys. 21, 1087 ~1953!. AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
