Perception of an image depends on its visual represen tation. In this paper, we present a perceptually organized scheme for image expansion or scattered data interpolation. This is done by decomposing the image (or data) into appro 
Introduction
We present an interpolation technique wherein an im age is transformed through an appropriate set of operators to a domain that is more suitable to carry out interpolation in terms of preserving the perceptual relevance of the out put image. The primary motivation here is to preserve the output from introducing any perceptual artifacts, mostly at places of object boundaries. The interpolated image is re constructed through the inverse of the transformation ap plied earlier.
The main focus of researchers trying to solve the im age (or scattered data) interpolation problem is in treating it as an approximation problem subject to some standard continuity conditions. Notwithstanding a plethora of devel opments in this area, what is often overlooked is that the quality of the interpolated image is judged by the way one perceives it. A particular interpolation scheme may perform quite well for an image if it contains objects of nearly sim ilar textures. In presence of dissimilarly textured regions, it affects the intervening region.
In the literature there has been very little effort in devel oping a perceptuaJly motivated interpolation method. Ram poni [5] In this paper, we assume that the perceptual grouping has already been done on an image. However, we allow the grouping to be based on abstract cues in addition to tangi ble cues like texture, edges etc. Interestingly enough, the grouping does not have to be disjoint in the image space as in the case of image transparencies. Instead of doing inter polation on the combined image (when edges at different layers appear at different locations and they tend to affect the gray level in other layers), one must perform the in terpolation on the perceptually grouped data (i.e., different layers) and combine them meaningfully. The question we ask is how do we process (say, interpolate) an image such that the properties of the respective perceptual groups are retained. In this paper, we propose a generalized interpola tion scheme [4] that can handle all these above categories of perceptual grouping problems in a unified framework.
We attempt to provide an analytical justification for such a perceptual grouping. We also present sume results of the proposed scheme to substantiate our claim.
In the next section, we develop the mathematical theory of the perceptual grouping based interpolation. Section 3 illustrates the proposed technique through several practical applications. Experimental results are presented in Section 4 and the paper concludes in Section 5.
Interpolation Based on Grouping
Let us first review the existing method of image (or scattered data) interpolation. Given N different observa tion points Xi E nn, i = 1, . . . ,N and N real observations { Yi E n , i = 1 , . .. , N}, find a mapping f : nn -+ n satisfying the interpolation conditions I(Xi) = Yi, i = 1, . . . , N. Similarly, if we want to approximate a set of data S = {(Xj,Yi) E n n x nli = 1, . . . ,N} with a functionJ, one needs to minimize the following cost function
Obviously, in either case, the solution is ill-posed as the in terpolation function can take arbitrary values I(x) where the function is not defined. This calls for the use of a regu larizing term, and one solves the following cost function
where P is the constraint operator, also called a stabilizer, and A is a positive real number called the regularization pa rameter. For a bivariate interpolation scheme, a common choice of the regularization term is
The surface that minimizes this expression is referred to as thin plate spline since it relates to the energy in a thin plate forced to interpolate the data.
It can be easily shown that for a kth order polynomial ap proximation of the original (unknown) function j at a point 8x away from the nearest knot, the approximation error is bounded by
In order to effect a perception based interpolation, let us consider the following abstract parametric decomposition of the function j (x) ,
where a,ex), In order to get a feel for the behavior of the error func tion, first we consider 9 to be a linear function, i.e.,
One can show that if one were to achieve a lower approxi mation error in thin plate spline interpolation using the para metrically decomposed indirect method. we must have
Similarly, if the function 9 has the product form m g = a n ai(X),
;=1
the corresponding relationship to be satisfi ed can be derived to be 
and the parameters {Ai :
Hence, if the perceptually grouped functions ai (x) actually have a form similar to that of sex) given in equation (9), the product fonn decomposition of the image f(x) defi nitely reduces the approximation error. We refrain from attempting, in this paper, to find out the exact mathematical conditions under which the gener alized interpolation scheme would outperform the image based interpolation method. However, we do note that given an I(x), determination of ai(x)'s would necessitate ad ditional information which must be supplied in the form of pre-processing (as in edge and contour-based group ing) or additional input data (as in the case of 3-D struc ture or transparency-based grouping). Hence the proposed method can perform the tasks of information fusion and in terpolation simultaneously. The overall image interpolation scheme is illustrated in Figure 1 . Here the notation t 2 de notes the upsampling (interpolation) by a factor of 2.
Examples of Grouping-based Interpolation
In this section, we illustrate two applications of the pro posed perceptual grouping-based interpolation scheme.
Object-based grouping
This is a very simple example to illustrate the concept of the generalized interpolation. Consider an image f(x) con sisting of an object and a background (or a different object). Let XA denote the characteristic function of set A. Then
where subscripts bac and obi stand for background and ob ject areas, respectively. One can pre-process the image to obtain the corresponding Xobj. Often the signifi cant part of the information in an image is contained in the foreground while a little or irrelevant information is present in the back ground. A typical instance is that of medical images like CT and MRI scans. Under such conditions, the computational cost of interpolation Can be minimized by interpolating the object and the foreground separately and differently, as per the demand of visual perception. 
Structure and Albedo-based Grouping
We now give an example of how the visual image can be grouped in terms of non-exclusive and somewhat abstract cues, and be processed separately. The question we pose is -how can the 3D structural and surface-reflectivity in formation of an object present in the scene be exploited to interpolate an image? A super-resolution technique based on the surface reflectance properties of objects in an en semble of images having different distributions of source positions is presented in [3] . Interpolation is done in the structural domain (Le., surface nonnals at different points on the object) and on the albedo of the surface. Note that the corresponding grouping into structural information and albedo has different perceptual effects. The 3-D structure affects our perception very strongly, whereas the albedo has only a weak effect. Assuming orthographic projection, all sources to be point sources and surfaces to be Lambertian, we use photometric stereo to recover local surface orienta tion (p, q) and albedo p(x, y) [2] . Having obtained the sur face normals for, say, an M x N image, bicubic spline in terpolation is carried out individually in the p, q and albedo In comparison to interpolation in the image domain j(x,y), we note that here the interpolants a l (x, y) = p(x,y), a2(x,y) = q(x,y) and a3(x,y) = p(x,y) are non parametric functions of (x, y) and the equivalent function 9 in equation (5) is an irrational function of the interpolants al, a2 and a3. We further note that in order to obtain group ing, i.e., the inverse g-l , one requires several photometric measurements.
Experimental Results
In this section, we present some preliminary experimen tal results to demonstrate the performance of the proposed grouping-based interpolation scheme.
In order to illustrate the interpolation scheme based on object-grouping, consider the "collage" image given in Fig  ure 2 which consists of 5 parts, each having its own per ceptual details. Hence, depending on the type of features present in each object, appropriate image expansion tech niques can be used to maintain the perceptual quality of the scaled image. In this example, the cameraman and lena por tions are interpolated using bicubic splines, the vase and the text image portions are expanded by zero order hold replication of the pixels over a neighborhood while a bi linear interpolation is carried out over the central part of the image. Figure 3(a) shows the object-grouping based inter- for an arbitrary source position, is shown in Figure 5 (a).
The clarity of the script printed on the pen-stand after the interpolation is very good compared to its low resolution version given in Figure 4 or the intensity domain interpo lated image given in Figure 5(b) . Furthermore, the right rim of the object which was almost lost in the input image has been recovered quite well in the proposed method.
(a) (b) Figure 5 . The "pen-stand" image with a mag nification of two using the proposed tech nique (b)lnterpolated in the intensity domain.
Conclusions
We have proposed a perceptual grouping based interpo lation scheme for image resizing and super-resolution ap plications. Our technique allows better preservation of the perceptual properties ofthe object(s) in the scene after the interpolation. It also exploits the intensity distribution, thus saving in computation.
