This article is an update of an article five of us published in 1992. The areas of Multiple Criteria Decision Making (MCDM) and Multiattribute Utility Theory (MAUT) continue to be active areas of management science research and application. This paper extends the history of these areas and discusses topics we believe to be important for the future of these fields.
8. MCDM/MAUT has begun to penetrate many new areas of research and applications.
MCDM/MAUT has several neighboring disciplines, such as decision analysis, mathematical programming, DEA, and negotiation analysis. MCDM/MAUT concepts and methods are being developed and used in these neighboring disciplines, providing healthy cross-fertilization, but making it difficult to draw sharp disciplinary boundaries. In this paper we assess how MCDM/MAUT has interfaced with these neighboring disciplines. Another interesting trend is that MCDM/MAUT concepts and techniques are increasingly being applied in diverse engineering fields and other application areas.
Our objectives are to: a) review what has happened since the earlier paper was written; and b) identify exciting directions for future research. Although this paper is not an exhaustive survey, we include many additional references published since our earlier paper was published. Our paper is oriented towards methodological dimensions rather than application domains, because generic methodological advances can be employed across a broad spectrum of applications.
Our Decision-Making Framework
We assume a decision maker 3 who chooses one (or a subset) of a set of alternatives evaluated on the basis of two or more criteria or attributes. The feasible set of solutions may be either small and finite (as in choice problems) or large and perhaps infinite (as in design problems). Uncertainty may be involved.
Conceptually, we may assume that a decision maker acts to maximize a utility or value function that depends on the criteria or attributes. In cases of uncertainty, the problem is typically to maximize the expected value of a utility function. We believe that an important part -possibly the most important partof MCDM/MAUT is the support of decision making in a broader sense. MCDM/MAUT methods are intended to help a decision maker think about the problem as part of the decision-making process.
There are two categories of MCDM/MAUT problems: multiple criteria discrete alternative problems and multiple criteria optimization problems. Examples of discrete alternative problems include choosing the location for a new airport, selection of a computer network, choice of a drug rehabilitation program, and identifying which nuclear power plant to decommission. They are "discrete" alternative problems because sets of alternatives typically consist of modestly-sized collections of choices, although an emerging class of discrete problems called multiple criteria sorting problems may have hundreds of alternatives (see Doumpos and Zopounidis, 2002) .
Examples of optimization problems include river basin planning, energy planning, engineering component design, portfolio selection, and R&D project selection. Feasible sets of alternatives for such problems usually consist of a very large or infinitely many alternatives, defined by systems of equations and inequalities that identify the feasible region for the decision variables. Because the vectors of alternatives may have many components and the number of equations and inequalities may be large, the feasible regions may be complex. Consequently, multiple criteria optimization problems are likely to require relatively more computational resources than discrete problems.
In addition to differences in the feasible sets of alternatives, there are other differences between multiple criteria discrete alternative and multiple criteria optimization problems. One is that discrete alternative problems are more likely to be modeled with uncertain values for the attributes or criteria, than multiple criteria optimization problems. Another difference is in the way utility or value functions are taken into account. Many approaches to multiple criteria discrete problems attempt to represent aspects of a decision maker's utility or value function mathematically and then apply these results to estimate the alternatives' (expected) utilities. In multiple criteria optimization, there is usually no attempt to capture the decision maker's utility or value function mathematically. Rather the philosophy is to iteratively elicit and use implicit information about the decision maker's preferences in order to help steer the decision maker to his most preferred solution.
By implicit information we mean answers to questions such as (a) which of two solutions is more preferred, (b) which of several tradeoff vectors is most preferred, and (c) which criterion values can be relaxed in order to allow improvements in other criteria. If the elicited information enables an interactive procedure to converge to a "final solution" in a reasonable number of iterations, then the final solution is one that is either optimal (most preferred), or good enough to terminate the decision process.
Because of different problem types, different families of approaches have evolved for solving discrete alternative problems and multiple criteria optimization problems. Topmost among the approaches for solving discrete alternative problems is MAUT as described by Keeney and Raiffa (1976) . MAUT and the Analytic Hierarchy Process (AHP), as described in Saaty (1999) , would basically constitute what some European scholars call the American school, whereas methods based on a partial ordering of alternatives such as ELECTRE (in fact a family of methods) and PROMETHEE are examples of the French school. The emphasis on different international schools is unfortunate because it makes it difficult to classify approaches developed by international teams (see Olson, 1996) . Approaches for solving multiple criteria optimization problems fall into the following categories: interactive methods, goal programming, vector-maximum algorithms, and evolutionary procedures, although these categories are not necessarily mutually exclusive. For technical discussions of these and other specific MCDM/MAUT methods, see for example, Edwards et al.(2007 ), Figueira et al. (2005 , Ignizio and Romero (2003) , and Caballero et al. (2007) .
Bibliometric Analysis of MCDM/MAUT
We have conducted a basic bibliometric study of MCDM/MAUT using the ISI database. The ISI database, which covers over 8650 journals including a broad range of disciplines, is updated on a weekly basis. We report basic statistics regarding how our fields have developed based on variations of the following key words: multiple criteria decision, multiattribute utility, multiple objective programming/optimization, goal programming, Analytic Hierarchy Process, evolutionary/genetic multiobjective, and vector optimization. 
Contributions since Our 1992 Paper
In this section we focus on the evolution of the MCDM\MAUT fields since our earlier paper. We begin with a review of the areas that we identified as opportunities for future research, and then discuss other changes in these fields that we failed to emphasize or anticipate.
Areas of future research identified in 1992
Our 1992 paper identified four major MCDM/MAUT areas where we predicted significant future research contributions, namely: decision support applications, incorporation of behavioral research, emphasis on robust decisions, and the role of heuristics.
These four areas have experienced significant research productivity, although some more than others. However, work related to heuristics has outperformed our expectations because its growth came from a source that was not expected; it has grown dramatically because of EMO.
In the early 1990's we could foresee the continuing spread of personal computers, and we could predict the popularity of spreadsheet modeling and spreadsheet solvers. We believe that we also anticipated the upcoming advances in computing power, but not necessarily all the consequences. But we did not know about the popularity and the importance of the web-protocol. Tim Berners-Lee originally developed "hypertext" and the first Web server for CERN at the end of 1980s, and by 1991 the World Wide Web (WWW) as we know it today was born. Its significance became apparent a few years later. It is now influencing many aspects of human life, and is presenting great challenges and opportunities for our profession. We comment on its significance in several places.
Another development that we did not foresee is the penetration of MCDM/MAUT modeling into engineering, electronic commerce, DEA, and negotiation science. This is exciting, but a concern is that many scholars who apply MCDM/MAUT tools and concepts in their own disciplines may lack knowledge about existing MCDM/MAUT methods. As a result, they may rediscover work that has already been done or they may not be aware of useful ideas.
Decision Support Applications of MCDM/MAUT
The business world has become more competitive and less predictable, accentuating the importance of effective decision making and the use of decision support tools. The decision support systems that are widely used are user friendly and often employ spreadsheets, such as Excel, at least for data entry. (http://www.decisionarium.tkk.fi/) for discussions of applications.
Behavioral Considerations
Behavioral issues have not received a great deal of attention by MCDM/MAUT researchers in recent years, despite the recognition of this topic and calls for further research by Herbert Simon in the 1950's. Korhonen and Wallenius (1996) provide of survey of salient behavioral issues and outline a 12-point research agenda emphasizing the design of interactive decision tools.
Recent work related to behavioral issues includes possible biases in the elicitation of weights (Keeney, 2002 , Delquie, 1993 , and Pöyhönen and Hämäläinen, 2001 , and issues related to the design of value trees and the selection of attributes (e.g., Hämäläinen and Alaja, 2003) . Related work may offer additional opportunities for research. These include studies that explore whether knowledge of alternatives and other contextual issues will bias assessments of the importance of attributes (see, for example, Pearo, 2004, and Bond, 2006) .
Other research related to behavioral issues include an evaluation of alternative strategies for group decision making and issues related to organizational decision making. See Hämäläinen (2004) for a discussion of some MCDM/MAUT group decision making approaches and for some suggestions for research agendas related to them. Matheson and Matheson (2007) discuss organizational issues associated with the application of decision support models. Furthermore, problem structuring continues to be of significant interest. See for example Kirkwood (1997) and Ragsdale (2004) Roy (1998) , Kouvelis and Sayin (2006) , Deb and Gupta (2005) , and Wang and Zionts (2006) , along with the interesting work on rough sets, based on Pawlak's original idea (Pawlak, 1982 ; see also Slowinski, 1992 , and the discusssion in section 4.2 below). Furthermore, many interval-valued methods provide robust solution approaches, including PAIRS for value tree analysis (Salo and Hämäläinen, 1992) and Robust Portfolio Modeling (Liesiö et al., 2007) .
Role of Heuristics
Heuristics have become more important in recent years, particularly in the MCDM literature. Many realworld problems are so complex that one cannot reasonably expect to find an exact optimal solution. One broad field involved with such problems is multiple objective combinatorial optimization, which attempts to address multiple criteria knapsack, traveling salesman, and scheduling problems. Exact solution methods are augmented by simulated annealing, tabu search, and local search techniques. The interested reader is referred to the growing literature on this subject as illustrated by Ulungu and Teghem (1994) , Ehrgott and Gandibleux (2000) , Jaszkiewicz (2001) , and Sun (2003) . The rapidly-growing area of evolutionary procedures is related to the role of heuristics, but is discussed later.
Computer Related Topics
Increases in computing power have been at the heart of many of the advances in MCDM/MAUT. Along with algorithmic advances, larger and more complex problems are now solvable in reasonable time. On the MCDM side, this has had a major impact on procedures used for solving multiple-objective linear, multiple-objective nonlinear, and multiple-objective combinatorial optimization problems.
Impact of Increased Computational Power
As an MCDM-oriented benchmark, we use the case of computing all nondominated extreme points of a Algorithms for computing all nondominated facets of a feasible region are still of interest, but because of the computation involved they have yet to find a place in practice. Help in this regard may come from the normal vector identification ideas set forth in Yang and Li (2002) . Also, as suggested in Wiecek and Zhang (1997) , procedures are being developed for partitioning an MOLP so that the task of computing all nondominated extreme point solutions can be subdivided among parallel processors. This will enable the computation of MOLPs with millions of nondominated extreme points.
When a nondominated set is described by a large number of points, the task of finding a best or acceptable solution still remains. The nondominated set is a portion of the surface of the feasible region in criterion space. The dimensionality of the feasible region in criterion space is never greater than the number of objectives, but there may be several hundred thousand points representing a nondominated surface that would be like grains of sand on a beach. The challenge then is how to work one's way through the grains of sand to find the best one.
Interactive procedures may be used to enable a decision maker to move to better and better solutions, while learning much about the problem through interactions with points from the nondominated set. Descriptions of prominent interactive procedures are given in Gardiner and Steuer (1994) and Miettinen (1999) . Although designed primarily for continuous case problems, many of them can be modified for navigating through large numbers of discrete solution points. In fact, Korhonen and Karaivanova (1999) have presented an algorithm which is being extended to handle more than a million discrete points.
Although MAUT does not in general have the computational demands of MCDM, the main benefit of advances in computing power has been to facilitate more responsive user-friendly interfaces with greater functionalities. This has led to a substantial increase in applications of MAUT methods, particularly those involved in web-based decision support and decision conferencing.
Evolutionary Multicriterion Optimization (EMO)
Despite prior advances, multiple criteria optimization techniques were unable to solve many highly nonlinear multiple criteria problems that were beginning to crop up in earnest, mostly in engineering, in the early 90s. While the Russian PSI (parameter space investigation) method of Statnikov and Matusov (2002) was earlier designed for some of these problems, an entirely new approach -one drawn from genetic algorithms --called evolutionary algorithms (EAs) has been developed. Schaffer (1984) suggested the first multi-objective evolutionary algorithm called VEGA. Roughly ten years later three working evolutionary algorithms were suggested by three different groups of researchers: Fonseca and Fleming's (1993) MOGA, Srinivas and Deb's (1994) NSGA, and Horn et al.'s (1995) NPGA. This research helped spur the development of evolutionary multi-objective computation.
Starting with an initial population, an EA updates the population by using processes designed to mimic natural survival-of-the-fittest principles and genetic variation operators to improve the average population from generation to generation in a stochastic manner. The goal is to converge on a diverse final population of points that represents the nondominated set. EAs are suitable for use on parallel processors thereby enhancing their potential. The intriguing ideas of EAs were developed by people, mostly from engineering and computing, who had not formerly been connected with the MCDM/MAUT community. Representative references on EMO are provided by Corne et al. (2000) , Branke, et al.(2001) , Zitzler et al.(2001) , Deb (2001 and , Fonseca et al. (2003) , and Coello and Lamont (2004) .
Knowledge Discovery, Preference Modeling
Machine learning and knowledge discovery techniques have entered the field of preference modeling, mainly as a result of the concept of dominance-based rough sets (Greco et al., 1999 (Greco et al., , 2005 . Slowinski et al. (2002) have provided axioms that differentiate among the main families of preference models: utility functions, outranking relations and decision rules. Preference learning from a sample of past decisions leads to a preference model, expressed as a set of "if -then" decision rules that can be used for descriptive as well as prescriptive purposes. An important feature of the Dominance-Based Rough Set Approach (DRSA) is the possibility of handling inconsistencies in past decisions. The DRSA concept allows classification of the decision rules into "certain" and "doubtful" rules, the latter resulting from inconsistencies. DRSA, based on the rational principle of dominance, exploits ordinal properties of evaluations solely and seeks to be transparent to users. In addition to theoretical research, the rough sets research community has vigorously sought to apply its ideas for solving practical problems. Preference learning underlines and strengthens the links between artificial intelligence and MCDM.
New Application Areas of MCDM/MAUT Methods

MCDM methods and ideas have been integrated into new areas such as Data Envelopment Analysis
(DEA), negotiation science, electronic commerce, spatial modeling, and, on a broad level, engineering.
There is every reason to believe that this trend will continue. We now review some of these developments.
DEA
Charnes and Cooper conducted the pioneering research both in goal programming and Data Envelopment
Analysis (Charnes and Cooper, 1961; Charnes et al., 1978 ). Yet, MCDM and DEA developed separately. Belton (1992) and Doyle and Green (1993) described the relationships between the two. Subsequently, Joro et al. (1998) developed a detailed understanding of the structural (mathematical) relationship between DEA and MOLP, and noted the close similarities that exist. One of the basic differences is the radial projection used in DEA and the more general nonradial projection used in MOLP. In other words, DEA mechanically (radially) extends the ray from the origin via the point representing the Decision Making Unit being evaluated to the efficient envelope when calculating efficiency scores. MOLP techniques are more generic and can be used to identify benchmarking units on the efficient frontier.
Of course, DEA and MOLP usually have different purposes. DEA is used for performance measurement, whereas MOLP is used for aiding choice. The observation about the structural similarity between DEA and MOLP has sparked synergistic advances in both models. For example, MOLP can be used to find nonradially projected targets on the efficient frontier (Korhonen and Syrjänen, 2004) .
Originally DEA did not consider the preferences of the decision maker. This created problems, because a unit could be efficient by being best in terms of one output measure, which could be the least important from the DM's point of view. As a way to incorporate preferences into DEA, researchers have suggested the use of weight restrictions. MOLP models can be used to generate novel ways of incorporating DM's preferences into DEA (Halme et al., 1999) . On the other hand, DEA provides new application areas for MOLP researchers.
Negotiation Science
The literature on negotiation and group decision making is broad and diverse. The field is multidisciplinary, involving different approaches by social psychologists, economists and management scientists. A few common threads have become accepted in all these areas. One of them is the concept of a contract curve. It was introduced by economists, refined in game theory, and then re-worked by social psychologists. Later, management scientists developed models attempting to locate solutions on the contract curve. Other common threads include the assumption of limited negotiator rationality and the misrepresentation of negotiators' preferences. Raiffa (1982) is a pioneer in this field. For a more recent discussion of negotiation theory and its relationship to decision analysis and game theory, see Sebenius (2007) . Following Raiffa's footsteps, several MCDM/MAUT researchers have contributed to this problem area. Teich et al. (1994) classify modeling aids as follows: (1) whether or not an attempt is made to explicitly construct the participants' value functions; (2) whether participants are requested to make concessions from their preferred positions or whether we seek to identify jointly preferred ("win-win") alternatives from a Single Negotiating Text (Fisher, 1978) . This classification leads to four different modeling aids:
(1) value function and concession based models There is an increasing awareness that price-only auctions are overly simplistic for most realworld purchasing situations. One cannot necessarily ignore the attributes of alternatives such as quality, terms of delivery, and warranty, which naturally leads to the definition of multi-attribute auctions. This notion has been explored in the context of a reverse auction by Chen-Ritzo et al. (2005) and Teich et al. (2004) .
A central issue underlying multiattribute auctions is the elicitation of the auction owner's preferences over the relevant attributes/issues. Teich et al. (2004) outline approaches for accomplishing this task, including (a) eliciting a value function, (b) using the auction owner specified preference path, and (c) 'pricing out' (or 'costing out') all other dimensions (attributes) besides price and quantity.
Approaches (a) and (c) have been implemented in web-based auction systems. The auction owner specified preference path is a simple, untested idea. Teich et al. (2004) recommend the use of 'pricing out' in the context of online auctions, since this dramatically simplifies the auctions, effectively reducing bids to quantity-price pairs in multi-unit auctions. In fact, 'pricing out' is an old technique often used by practicing decision analysts (see Keeney and Raiffa, 1976) .
Early shopping agents were designed to find the 'best' deals for buyers, focusing solely on the price of the merchandise. Given that all the price information was posted on the Internet, the shopping agents would find the 'best' deals, and consumers would have no reason to buy elsewhere. As a result, many feared price wars. These price wars did not occur, however, because purchase decisions are based not only on price, but also on other attributes related to notions of quality and service. More sophisticated shopping agents, incorporating buyer's preferences over multiple attributes are being developed and evaluated (Sim and Choi, 2003) . For example, the Tete-a-Tete shopping agent models and uses the buyer's utility function (Maes et al., 1999) .
Active Decisions (www.activebuyersguide.com) provides a sophisticated example of the implementation of MCDM/MAUT concepts in the business-to-consumer environment, and offers decision support for a large number of products and services. The web site allows consumers to select from a list of possible product attributes and create a multi-attribute preference model to rank order alternatives and facilitate comparisons. When utilizing the Decision Guide (as of September 20, 2003) to analyze digital cameras, the user could consider eleven possible product attributes. A decision maker could choose a subset of product attributes from this list, and then answer a series of questions to determine the weights on the selected attributes.
Geographic Information System
Many real-world spatial planning and management problems give rise to MCDM problems based on the use of Geographic Information Systems (GIS). Examples include environmental planning, urban planning, facilities location, real estate, and retailing. In fact, the Geographic Information and Multicriteria Decision Analysis (GIMDA) research group and the online Journal of Geographic Information and Decision Analysis (GIDA) have been established to explore the links and synergies between MCDM/MAUT and GIS. The GIS technology offers unique capabilities for analyzing spatial decision problems and handling spatial data. MCDM/MAUT, on the other hand, offers useful tools and concepts that incorporate preferences into GIS-based decision making. As the mission of the GIMDA research group states, there is a need for developing a unified framework for GIS-based MCDM/MAUT decision making. For further information, see the GIDA Journal or the book by Malczewski (1999) .
Engineering Application
MCDM/MAUT is used in many fields of engineering. Often, however, the application of MCDM tools in engineering is based on simple scoring models. Examples of scholarly applications include river basin development and management, water regulation, chemical process optimization, aircraft wing design, forest management, environmental planning and management, and radiation therapy planning. See the Systems Analysis Laboratory web-page at the Helsinki University of Technology (http://www.sal.hut.fi/)
for several such MCDM/MAUT applications and Coello and Lamont (2004) for EMO applications. Also see Hobbs and Meier (2000) for an extensive coverage of the use of MCDM/MAUT methods in energy and environmental decisions.
Sophisticated applications of MAUT have appeared in the military/nuclear energy sector, notably related to the critical issues associated with nuclear weapons. Von Winterfeldt and Schweitzer (1998) evaluated alternatives for the replenishment of tritium in the U.S. nuclear weapons stock pile. Ten alternatives were evaluated based on the criteria of production assurance, cost, and environmental impacts. This analysis was influential in supporting the final recommendation by the U.S. Secretary of Energy.
In related work, a team of U.S. decision analysts was commissioned by the Department of Energy's Office of Fissile Materials Disposition to develop a multi-attribute utility model to evaluate alternatives for disposing excess plutonium. Subsequent to the U.S. study, Russian scientists modified the model with the aid of the U.S. team, and used it to evaluate Russian disposition alternatives (Butler et al., 2005) . The MAUT analysis also highlighted the desirability of parallelism between U.S. and Russian plutonium disposition technologies. The Russians have decided to replicate the design of the US disposition facility in Russia, contributing to the synergy in the disposition policies.
Furthermore, many papers deal with relating a product's design parameters to performance measures. Typically, a value function is optimized. Köksalan and Plante (2003) have proposed a method that accounts for multiple criteria (maximization of process yield, maximization of process capability, minimization of process costs) via a procedure that interacts with and relies on the preferences of a decision maker. The procedure blends ideas from research in multiple-response design, multiple criteria optimization, and global optimization. According to the authors, the concepts and methods developed can be applied to problems such as supply chain management and multidisciplinary design optimization.
Areas for Future Research
The penetration of MCDM/MAUT concepts to the areas indicated above continues at an increasing rate, providing excellent opportunities for involvement for MCDM/MAUT researchers. The previous section commented on past research as well as ongoing and future research. In many cases the Internet will continue to provide additional challenges and opportunities. In this section, we identify several other areas with the potential for interesting future research.
Mental Models
One attractive area is to develop mental models of decision problems that relate a decision maker's perception of a problem to her fundamental objectives. In his work on "value-focused thinking", Keeney (1992) made the distinction between a hierarchy of fundamental objectives linked to preferences, and models of interactions of attributes of an alternative that might be used to predict the performance of an alternative on each of these attributes. Keeney identified the latter as "means-ends" models to distinguish them from true preference models. The idea of "means-ends" models was anticipated by Keeney and Raiffa (1976) in their discussion of "proxy attributes." They noted that several attributes may relate to one fundamental objective, and suggested that the decision maker will have to think hard about these interactions when assessing attribute weights. However, they did not address the question of how these "mental models" of impacts of attributes on objectives might be quantified.
For situations with discrete levels of both attributes and objectives, Shenoy (2001, 2004) provide an assessment procedure using a causal mapping approach to constructing Bayesian networks. The advantage of their procedure is that it explicitly measures uncertainty inherent in mental models, but the method becomes complex if the scale of measurement is not discrete. When the objectives and attributes are measured on a continuous scale, we need to ask a decision maker how much "impact" a criterion has on an objective. For example, the "appearance" of a car may have some "impact" on the objective of Prestige but not on the objective of Minimum Cost. This is a different notion from preference, but one that could be modeled, is intuitive, and could be measured on a ratio scale.
Ideas and tools that might be used for explicit assessment of means-ends models include conjoint analysis or statistical models to estimate tradeoffs or "weights" among attributes. Direct assessments by subjects might also be used, and it is worthwhile to note that such assessments may be ratio judgments, since the notion of an impact does have a natural zero and therefore a natural ratio scale. This perspective may provide a link between multiattribute utility theory and the AHP, if the AHP is viewed as measuring the relative "impacts" of attributes on objectives. Some efforts have been made to link these concepts to MCDM/MAUT models, as discussed by Montibeller et al. (2005) and by Butler et al. (2006) .
Revisiting Targets
Another emerging area is the use of targets in problems involving multiple criteria. The idea is that the decision maker's utility or value may not depend on the levels of performance on different criteria, but instead on whether the levels meet a target or threshold on one or more criteria. MCDM scholars have been aware of this notion for many years; the notion provides a basis for goal programming. In recent years, several contributions to MAUT have examined this idea in more detail, particularly in situations where performance and goal levels themselves may be uncertain. For example, typical attributes in new product choice may be cost, quality, and different features, and the corresponding targets may be the best performance on these attributes relative to the competition: see Bordley and Kirkwood (2004) 
Quadratic and Stochastic Programming
Significant progress may be anticipated in computing the nondominated set of a multiple objective problem that is linear, with the exception of one or two quadratic objectives. Instead of the nondominated set consisting of flat faces as in an MOLP, from the research of Steuer et al. (2005) we know that the nondominated set is made up of paraboloidic platelets. With an algorithm possible for computing all such platelets, combined with the option to populate each platelet with additional points, a densely populated discretized representation of the nondominated set of such a problem will soon be possible. The task of finding the most preferred nondominated point will then be similar to finding the best in a discretized nondominated set produced by an evolutionary algorithm.
The capability to compute nondominated sets for "almost-linear" problems should allow MCDM/MAUT to move into the area of multi-objective stochastic programming, where the quadratic objectives might represent variance (Caballero et al., 2001) . This should open up multi-objective stochastic programs to new multiple criteria applications in finance, as suggested for instance by Aouni et al. (2006) , Bana e Costa and Soares (2001), and Hallerbach and Spronk (2002) .
Usefulness of Dotted Representations of Nondominated Sets
Since the early days of MCDM, there have basically been two approaches for solving multiple criteria optimization problems. One is to compute a representation of the nondominated set, often in the form of "dots" (i.e., discrete solutions), and then spend time searching the representation for a final solution. The other is to accumulate knowledge about the nondominated set by sequentially probing or sampling from the set until a final solution can be identified. With improved computers and algorithms we see the two approaches blending together. When dotted representations involve many points, interactive procedures can be modified to sample from large sets of given points as effectively as from nondominated sets only known implicitly, and for which they were originally designed. Packages such as MATLAB take only a few seconds to identify which vector out of a million is closest to another vector. Benson and Sun (2000) and Sayin (2003) have worked on new methods that might be able to obtain dotted representations of the nondominated sets of large MOLPs in reasonable time.
Evolutionary Multi-Objective Optimization
We anticipate that EMO and MCDM/MAUT will move closer together to enhance both research programs. The main thrust of EMO research and application has been to find well-distributed sets of nondominated solutions for problems involving only a few (often just two) objectives. When efforts are made to develop well-distributed sets of nondominated solutions for problems involving more objectives, EMO methodologies and MCDM/MAUT techniques may be blended in a synergistic manner.
There are at least two ways to do this. First, an EMO may be applied to generate a set of nondominated solutions, and then an MCDM/MAUT procedure may be used to choose a most preferred solution from the set. This process is, however, rather labor intensive. Another way is to embed MCDM/MAUT principles within an EMO through a utility or fitness measure, so that the interaction with the decision maker commences right from the beginning of the solution process. See Pamuk and Köksalan (2003) , Tan et al. (2005) , Köksalan and Pamuk (2007) , and Deb and Sundar (2006) .
Collaborative efforts between EMO and MCDM/MAUT researchers, notably the Dagstuhl Conferences, have begun to focus on using ideas from both fields. When solving higher-dimensional problems, more effective visualization techniques must also be developed to represent multi-objective data to the decision maker. For this problem, the EMO and MCDM/MAUT communities may collaborate in a mutually beneficial manner. Lotov et al. (2004) provide possibly useful ideas.
Challenges from Practice
Kasanen et al. (2000) studied several real-world managerial decision situations, and drew conclusions for MCDM/MAUT research. Without making claims of being "representative", the authors felt that the processes they studied were not uncommon in the real world. In the absence of a formalized decision process, decision makers did not know or generate all, or even a reasonable subset of options, evaluate consequences in terms of explicitly stated criteria, and make truly informed decisions. Even if aided by formal decision models, decision makers may not want to or may not be able to act according to the MCDM/MAUT paradigm. Hence there may be good reasons to broaden the MCDM/MAUT framework to better reflect real-world decision processes, as described by organizational theorists.
Conclusions
We believe that the conclusions of Dyer et al. (1992) are still valid. Extensive research has been done in the fields of MCDM, MAUT, and related decision support systems in the past decade, as documented by our bibliometric analysis. Yet additional work remains to be done. The Internet will continue to provide challenges for the MCDM/MAUT research community. It will also continue to be a distribution outlet for research and software. We also envision that several subfields which developed rather independently, such as EMO, Goal Programming, and multi-objective Decision Analysis will provide opportunities for collaboration with MCDM/MAUT researchers, leading to synergistic advances and less fragmentation of these fields.
