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Abstract
In this work a new connection between proof theory and formal language theory is es-
tablished. Cut-elimination in a class of first-order proofs is characterised by a class of tree
languages in the following sense: the proof with cuts corresponds to a formal grammar, the
cut-free proof to the language of the grammar and the process of cut-elimination to the com-
putation of the language from the grammar. It is shown how to read off a grammar from a
proof and vice versa how to construct a proof from a grammar such that this correspondence
holds.
1 Introduction
Cut-elimination is one of the central techniques of proof theory. The cut-elimination theorem
has first been proved for classical and intuitionistic first-order logic by Gentzen in his seminal
work [11] where also the sequent calculus has been introduced. Since then, it has been gener-
alised to many logics and calculi. The importance of cut-elimination for computational logic has
various roots: via the Curry-Howard correspondence, cut-elimination and the related technique
of normalisation correspond to the evaluation of terms in functional programming languages.
In formalised mathematical proofs, the elimination of cuts has the effect of removing lemmas
yielding constructive information about the theorem such as witnesses or bounds. Furthermore,
a cut-elimination theorem for a logic has the cut-free completeness as a corollary which typically
allows for efficient proof search procedures.
Formal language theory plays an important role in computer science with applications in various
domains ranging from the specification of data formats to computer-aided verification. Tradi-
tionally, a formal language is defined to be a set of words. This notion can be generalised to
considering a formal language to be a set of trees. Such tree languages posses a rich theory
and many applications, see e.g. [4]. One particular application that has received considerable
attention recently is the use of tree grammars for the compression of XML documents, see [20]
for a survey.
The purpose of this paper is to develop a new connection between these two subjects. The basis
for this connection is the following relation between cut-free proofs and tree languages: Her-
brand’s theorem, in its most simple version, states that a formula ∃xA with A quantifier-free is
valid iff there are terms t1, . . . , tn s.t.
∨n
i=1A[x\ti] is a propositional tautology. Such a disjunc-
tion of instances which is a tautology is called Herbrand-disjunction. It is quite straightforward
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to observe that from a cut-free proof it is easy to read off an Herbrand-disjunction and vice
versa, how to construct a cut-free proof from an Herbrand-disjunction. Furthermore, different
proofs may have the same Herbrand-disjunctions, so “having the same Herbrand-disjunction”
is an equivalence relation on the set of cut-free proofs of a theorem. Moreover, this equivalence
relation is natural as all the information of a proof which is mathematically interesting (in the
sense of proof analyses such as [16, 17], see also [15]) is contained in its Herbrand-disjunction.
An instance A[x\ti] is quantifier-free and hence without binding constructs. Therefore it can
be regarded as a tree over the signature compromising in addition to the first-order signature
also the propositional connectives. Identifying an Herbrand-disjunction
∨n
i=1A[x\ti] with the
set of instances {A[x\ti] | 1 ≤ i ≤ n} shows that an Herbrand-disjunction, and therefore a
natural equivalence class of cut-free proofs, is nothing but a finite tree language. Note that
Herbrand-disjunctions as well as this line of reasoning can be generalised to cover more com-
plicated quantifier-prefixes, non-prenex formulas as well as full higher-order logic by using e.g.
the expansion trees of [18].
In this paper, we will extend this connection to the class of proofs whose cuts are restricted to
containing at most one quantifier each. While this is a significant restriction of the expressive
power of the cuts, a natural extension to full first-order logic is suggested in the conclusion. We
will show that a proof with such cuts corresponds to (and asymptotically has the same length
size as) a tree grammar and that the language of this grammar is an Herbrand-disjunction.
Consequently, cut-elimination corresponds to the computation of the language of such a gram-
mar. It will turn out that the suitable kind of tree languages are rigid tree languages, a notion
that has been introduced in [13, 14] for the purpose of verification of cryptographic protocols.
Furthermore, we will describe a class of rigid tree grammars which corresponds exactly to the
considered class of proofs in the sense that also a translation in the other direction, i.e. from
grammars to proofs, is possible. Hence these results show that the combinatorial mechanism
underlying the compression power of cuts is that of a particular kind of tree grammar. This un-
covers a certainly unexpected similarity between cut-elimination and techniques used for XML
compression.
In Section 2 we will develop rigid tree grammars and prove them equivalent to the rigid tree
automata of [13, 14] as well as make several useful observations about these languages. Section 3
contains the proof-theoretic preliminaries leading to the definition of the grammar of a proof.
Sections 4 and 5 are devoted to proving the main result of this paper: the language of the
grammar of a proof is an Herbrand-disjunction. In Section 6 we show how to translate grammars
into proofs.
2 Rigid Tree Languages
Tree languages are a natural generalisation of string languages to the case of trees and constitute
a central notion in the theory of formal languages [10, 4]. A feature which is important for
applications but not present in regular tree languages is the ability to carry out equality tests
between subterms, for instance to recognise patterns of the form f(x, x). There are several
classes of tree automata providing this ability: some allow to specify local equality constraints
as side conditions of transition rules by giving term positions explicitly, see [4] for a survey,
while others consider global constraints specified via states. An important class of the latter
kind are tree automata with global equalities and disequalities (TAGED) [6, 7, 8]. For our
purposes it will turn out to be natural to work with rigid tree automata (RTA) that have been
introduced in [13, 14] and are a subclass of TAGED (characterised by having minimal equality
and disequality relations). In a rigid tree automaton, certain states are designated as rigid thus
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demanding that only one term may appear on the different positions of this state.
Definition 1. A tree automaton on a signature Σ is a tuple 〈Q,F,∆〉 where Q is a finite set
of state symbols, F ⊂ Q is the set of final states and ∆ a set of transition rules of the form:
f(q1, . . . , qn)→ q where f ∈ Σ and q, q1, . . . , qn ∈ Q.
A rigid tree automaton on Σ is a tuple 〈Q,R, F,∆〉 where 〈Q,F,∆〉 is a tree automaton and
R ⊆ Q is the set of rigid states.
As usual a position is a list of natural numbers, Pos(t) is the set of positions of the term t, ε
is the empty (root) position and concatenation of positions p1 and p2 is written as p1.p2. We
write Pos(x, t) for the set of positions of the symbol x in t and we write x ∈ t if Pos(x, t) 6= ∅.
A run of a tree automaton on a term t is a function r : Pos(t) → Q s.t. for all f ∈ Σ and
all p ∈ Pos(f, t): f(r(p.1), . . . , r(p.n)) → r(p) ∈ ∆ for all p ∈ Pos(t). A run of a rigid tree
automaton on t is a run of the underlying tree automaton satisfying the additional rigidity
condition: for all p1, p2 ∈ Pos(t): if r(p1) = r(p2) ∈ R then t|p1 = t|p2 . T (Σ) denotes the set
of ground terms over a signature Σ. The language of an automaton A in a state q is denoted
as L(A, q) and defined as the set of t ∈ T (Σ) s.t. there exists a run r on t with r(ε) = q. The
language of A is defined as L(A) =
⋃
q∈F L(A, q).
Example 1. Let Σ = {0/0, s/1}. A simple pumping argument shows that the language L =
{f(t, t) | t ∈ T (Σ)} is not regular. On the other hand, L is recognised by the rigid tree
automaton 〈Q,R, F,∆〉 where Q = {q, qr, qf}, R = {qr}, F = {qf} and ∆ = {0 → q, 0 →
qr, s(q)→ q, s(q)→ qr, f(qr, qr)→ qf}.
Our goal in this paper is the description of the computation of an Herbrand-disjunction during
the process of cut-elimination. For this aim it is considerably more natural (and technically
advantageous) to adopt the generative viewpoint of a grammar on a language. We will therefore
first develop rigid tree grammars and prove them to be equivalent to the above rigid tree
automata.
Definition 2. A regular tree grammar is a tuple 〈α,N, T, P 〉 composed of an axiom α, a set N
of non-terminal symbols with arity 0 and α ∈ N , a set T of terminal symbols with T ∩N = ∅
and a set P of production rules of the form β → t where β ∈ N and t ∈ T (T ∪N).
A rigid tree grammar is a tuple 〈α,N,R, T, P 〉 where 〈α,N, T, P 〉 is a regular tree grammar and
R ⊆ N is the set of rigid non-terminal symbols.
The derivation relation→G of a regular tree grammar G is defined for s, t ∈ T (T ∪N) as s→G t
if there is a production rule β → u and a position p s.t. s|p = β and t is obtained from s by
replacing β at p by u. A derivation of a term t ∈ T (T ) in a regular tree grammar is a list of
terms t1, . . . , tn ∈ T (T ∪N) s.t. t1 = α, tn = t and ti →G ti+1 for i = 1, . . . , n− 1. A derivation
of t in a rigid tree grammar is a derivation in the underlying regular tree grammar satisfying
the additional rigidity condition: if ti →G ti+1 and tj →G tj+1 are applications of productions
rules at positions pi, pj with the same left-hand side β ∈ R, then t|pi = t|pj . We will often omit
the subscript G of the arrow if the grammar is clear from the context. The language of a tree
grammar L(G) is the set of t ∈ T (T ) that are derivable in G. A production whose left-hand
side is β will often be called β-production. A first basic but useful observation about rigid tree
grammars is the following
Lemma 1. Let G = 〈α,N,R, T, P 〉 be a rigid tree grammar and let t ∈ L(G). Then there is a
derivation α→ · · · → t which uses at most one β-production for each β ∈ R.
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Proof. Suppose both β → s1 and β → s2 are used at positions p1 an p2 respectively. Then by
the rigidity condition t|p1 = t|p2 and we can replace the derivation at p2 by that at p1 (or the
other way round). This transformation does not violate the rigidity condition because it only
copies existing parts of the derivation.
It is a well-known result that regular tree grammars and tree automata are equivalent in the
sense that they describe the same class of tree languages. We will now show the analogous
result for the rigid versions. The proof essentially follows the lines of that in [4] for the regular
case, however it is more involved due to the necessity of respecting the rigidity condition.
Definition 3. A grammar is called normalised if every production rule has the form γ → a or
γ → f(γ1, . . . , γn) for a, f ∈ T and γ, γ1, . . . , γn ∈ N .
For a term t, P ⊆ Pos(t) and a substitution σ we write t ◦P σ for the term obtained from
application of σ to the subterms of t at the positions in P .
Lemma 2. If G is a rigid tree grammar, then there is a normalised rigid tree grammar G∗ s.t.
L(G) = L(G∗).
Proof. Let G be a rigid tree grammar which is not normalised. W.l.o.g. G has a rigid axiom
α which does not appear on the right-hand side of any production and G does not contain
productions of the form β → β. Let β → f(t1, . . . , tn) be a production rule where at least one
ti is not a non-terminal symbol. Define a new rigid tree grammar G
′ by adding new non-rigid
non-terminal symbols β1, . . . , βn and replacing the production rule β → f(t1, . . . , tn) by β →
f(β1, . . . , βn), β1 → t1, . . . , βn → tn. Then every G-derivation can obviously be transformed to a
G′-deviation preserving rigidity. Derivations can also be transformed in the other direction: let
α = t0 →G′ · · · →G′ tn = t. As t does not contain βi, for every application of β → f(β1, . . . , βn)
at a position p there must be an application of βi → ti at p.i later in the derivation. On the
other hand, as βi is a new symbol every application of βi → ti at p.i must be preceded by
an application of β → f(β1, . . . , βn). By permuting independent derivation steps one can join
the corresponding rule applications thus collapsing a G′-derivation to a G-derivation – again –
preserving rigidity. By iterating this process one eventually obtains a rigid tree grammar whose
only non-normalised production rules are of the form β → γ for non-terminals β, γ. The rest
of this proof will be concerned with the removal of these production rules, distinguishing cases
based on rigidity of β and γ. Let the weight of a grammar w(G) be defined as the sum of the
lengths of all possible derivations of the form β1 → · · · → βk where βi ∈ N and βi 6= βj for
i 6= j.
Let G = 〈α,N,R, T, P 〉 be a rigid tree grammar and β → γ a production with γ non-rigid, let
γ → s1, . . . , γ → sk be all γ-productions and define G
′ = 〈α,N,R, T, P ′〉 where
P ′ = (P \ {β → γ}) ∪ {β → si | 1 ≤ i ≤ k, si 6= β}.
Let α = t0 →G · · · →G tn = t. If β → γ is applied at some position p ∈ Pos(t), there must be
an application of one of the γ → si at position p later and by permuting independent steps we
can collapse β → γ → si to β → si to obtain a G
′-derivation of t. If some δ ∈ R is used at a
certain position in this G′-derivation then it is used at the same position in the G-derivation so
the rigidity condition is preserved. To obtain a G-derivation from a G′-derivation we replace
applications of β → si by β → γ → si. The rigidity condition is preserved as γ is not rigid,
hence L(G) = L(G′). Every derivation β1 → · · · → βk with βi ∈ N and βi 6= βj for i 6= j in G
′
has a corresponding (and longer) one in G obtained from replacing β → si by β → γ → si but
β → γ does no longer exist in G′ so w(G′) < w(G).
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If β → γ is a production rule where β is non-rigid let α1 → s1, . . . , αk → sk be all productions
that contain β on their right-hand side and define G′ by changing the productions P to
P ′ = (P \ {β → γ}) ∪ {αi → si ◦P [β\γ] | 1 ≤ i ≤ k, P ⊆ Pos(β, si), si ◦P [β\γ] 6= αi}.
Let α = t0 → · · · → tn = t be a G-derivation. If β → γ is applied at a position p then (as
β 6= α because β is non-rigid) a production αi → si at or above p is applied before it in the
G-derivation. After permutation of independent steps, replace applications of αi → si and all
applications of β → γ to this copy of si by an application of αi → si ◦P [β\γ] to obtain a
G′-derivation. If a non-terminal δ is used at a certain position in the G′-derivation it is used at
the same position in the G-derivation so the rigidity condition transfers. For the other direction
one obtains a G-derivation from a G′-derivation from replacing αi → si ◦P [β\γ] by αi → si
followed by copies of β → γ. Now if δ ∈ R is used at a certain position in the G-derivation
then δ 6= β by assumption so δ is used at the same position in the G′-derivation and rigidity
transfers. As above it is easy to check that w(G′) < w(G).
These transformations decrease the weight, so we eventually arrive at a grammar G all of whose
non-normalised productions are of the form β → γ for both β, γ rigid; let {βi → γi | 1 ≤ i ≤ m}
be these productions. If α = t0 → · · · → tn = t is a G-derivation using β → γ then by Lemma 1
we can assume that it uses β → γ on all β-positions; let {p1, . . . , pn} be the set of β-positions
of this derivation. The set M ⊆ {1, . . . ,m} of indices of the βi → γi used in the derivation is
non-branching in the sense that it does not contain i, j with βi = βj but γi 6= γj . Furthermore it
is also acyclic in the sense that there are no i1, . . . , ik ∈M s.t. γij = βij+1 for j ∈ {1, . . . , k− 1}
and γik = βi1 because cycles can trivially be eliminated.
For such a non-branching and acyclic M denote with β∗ the image of the non-terminal β under
exhaustive application of the productions {βi → γi | i ∈M}. This image is well-defined (by M
being acyclic) and unique (by M being non-branching). Define GM = 〈α,N
′, R′, T, P ′〉 by
N ′ = N \ {βi | i ∈M},
R′ = N ′ ∩R, and
P ′ = (P \ {βi → γi | 1 ≤ i ≤ m})[βi\β
∗
i ]i∈M .
Let α = t0 → · · · → tn = t be a G-derivation and M its acyclic and non-branching index
set, then we obtain a GM -derivation from replacing βi by β
∗
i everywhere hence removing the
applications of the βi → γi. The rigidity condition is still fulfilled as using some δ ∈ R at a
position in the GM -derivation implies that it is used at the same position in the G-derivation.
For the other direction, we translate a GM -derivation to a G-derivation by inserting βi → γi-
applications. The rigidity condition for the βi is fulfilled because they are newly introduced at
only the positions of the rigid β∗i which ensure equality of the subterms at these positions.
Define G′ as disjoint union of the GM for all acyclic and non-branching M joined by a single
axiom. Then G′ is normalised and L(G′) = L(G).
Theorem 1. A set of terms is language of a rigid tree grammar iff it is language of a rigid tree
automaton.
Proof. It is straightforward to translate between normalised rigid tree grammars and rigid tree
automata by reversing the direction of the arrows, translating non-terminal symbols as states
and the axiom as final state. The result then follows from Lemma 2.
Definition 4. A rigid tree grammar 〈α,N,R, T, P 〉 is called totally rigid if N = R.
5
Totally rigid tree grammars will simply be written as 〈α,R, T, P 〉. If G = 〈α,R, T, P 〉 is totally
rigid and t0 = α → · · · → tn = t ∈ T (T ) is a derivation in G we can by Lemma 1 assume
that for every non-terminal at most one production rule is applied. A set S of production rules
induces an order <S on the non-terminals as transitive closure of α <S β if α → t ∈ S and
β ∈ t. Given a derivation in G, the order induced by its set S of production rules is acyclic.
For suppose it would be cyclic, then either because it permits a derivation α→ · · · → α which
can be removed or because one of the form α → · · · → s where α 6= s but α ∈ s. But in this
case the derivation cannot finish with a term built from terminals only due to the rigidity of α.
So while every single derivation induces an acyclic order, this is not necessarily the case for the
whole set of productions of a grammar as can be seen in the simple example
α→ h(β)|h(γ), β → f(γ)|a, γ → g(β)|b
by deriving h(f(b)) and h(g(a)).
Definition 5. A grammar is called acyclic if the order induced by the set of its productions is.
So an acyclic totally rigid grammar is a totally rigid grammar with a uniform order. Such
grammars are central for this paper. They allow the following simple description of their
language in terms of substitutions:
Lemma 3. If G is totally rigid and acyclic, then up to renaming of the non-terminals G =
〈α0, {α0, . . . , αn}, T, P 〉 with L(G) = {α0[α0\t0] · · · [αn\tn] | αi → ti ∈ P}.
Proof. Acyclicity permits a renaming of non-terminals s.t. αi >P αj implies i > j. The right-
to-left inclusion is obvious. For the left-to-right inclusion, let α0 = s0 → . . . → sn = s ∈ T (T )
be a derivation in G. By Lemma 1 we can assume that for each i at most one production
whose left-hand side is αi is applied, say αi → ti. By acyclicity we can rearrange the derivation
so that αi → ti is only applied after αj → tj if i > j. For those αi which do not appear
in the derivation we can insert any substitution without changing the final term so we obtain
s = α0[α0\t0] · · · [αn\tn].
We finish this section on tree languages with basic observations that will be useful later on.
Lemma 4. If a rigid tree grammar G′ is obtained from another rigid tree grammar G by
deletion of production rules, then L(G′) ⊆ L(G).
Proof. Every G′-derivation is a G-derivation.
Lemma 5. If a rigid tree grammar G′ is obtained from another rigid tree grammar G by
identifying two rigid non-terminals, then L(G′) ⊆ L(G).
Proof. Let β and γ be two non-terminals in G and call (βγ) the new non-terminal in G′ which
replaces all occurrences of both β and γ. Let α→ · · · → t be a G′-derivation then by Lemma 1
we can assume that only one (βγ)-rule is used in it, say (βγ) → s. If s = (βγ) we obtain
a G-derivation by dropping all applications of (βγ) → (βγ). If s 6= (βγ), then (βγ) /∈ s as
(βγ) ∈ s would contradict rigidity. Then either β → s or γ → s must be a production in G so
α→ · · · → t can be transformed to a derivation in G.
Lemma 6. Let G = 〈α,N,R, T, P 〉 be a rigid tree grammar, β ∈ R, β → t1, . . . , β → tn ∈ P ,
γ /∈ N and G′ = 〈α,N ∪ {γ}, R ∪ {γ}, T, P ′〉 where P ′ = (P \ {β → t1, . . . , β → tn}) ∪ {β →
γ, γ → t1, . . . , γ → tn}. Then L(G) = L(G
′).
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Proof. Let t ∈ L(G) then by Lemma 1 there is a G-derivation α → · · · → t which uses at
most one β-production. If it does not use a β-production at all, then t ∈ L(G′), so assume
it uses β → s as only β-production. If s ∈ {t1, . . . , tn}, obtain a G
′-derivation by replacing
all applications of β → s by β → γ → s. The rigidity of γ in the G′-derivation follows from
γ /∈ N and the rigidity of β in the G-derivation. For the other direction, let t ∈ L(G′), then by
Lemma 1 there is a G′-derivation α→ · · · → t which uses at most one γ-production. If it does
not use a γ-production, then t ∈ L(G), so assume it uses γ → ti. As γ is only introduced by
β → γ we can permute independent steps and collapse β → γ → ti to β → ti thereby obtaining
a G-derivation which satisfies the rigidity condition.
3 The Grammar of a Proof
Definition 6. A sequent is a pair of multisets of formulas. A proof is a tree that starts with
sequents of the form A→ A for an atomic formula A and is built up using the following rules.
Γ→ ∆, A Π→ Λ, B
Γ,Π→ ∆,Λ, A ∧B
∧r
A,Γ→ ∆
A ∧B,Γ→ ∆
∧l1
B,Γ→ ∆
A ∧B,Γ→ ∆
∧l2
A,Γ→ ∆ B,Π→ Λ
A ∨B,Γ,Π→ ∆,Λ
∨l
Γ→ ∆, A
Γ→ ∆, A ∨B
∨r1
Γ→ ∆, B
Γ→ ∆, A ∨B
∨r2
Γ→ ∆, A
¬A,Γ→ ∆
¬l
A,Γ→ ∆
Γ→ ∆,¬A
¬r
A[x\t],Γ→ ∆
∀xA,Γ→ ∆
∀l
Γ→ ∆, A[x\α]
Γ→ ∆, ∀xA
∀r
A[x\α],Γ→ ∆
∃xA,Γ→ ∆
∃l
Γ→ ∆, A[x\t]
Γ→ ∆, ∃xA
∃r
Γ→ ∆
A,Γ→ ∆
wl
Γ→ ∆
Γ→ ∆, A
wr
A,A,Γ→ ∆
A,Γ→ ∆
cl
Γ→ ∆, A,A
Γ→ ∆, A
cr
Γ→ ∆, A A,Π→ Λ
Γ,Π→ ∆,Λ
cut
The quantifier rules are subject to the usual conditions:
1. t must not contain a bound variable,
2. α is called eigenvariable and must not occur in Γ ∪∆ ∪ {A} (eigenvariable condition).
We consider A ⊃ B to be an abbreviation of ¬A ∨ B and also allow free use of corresponding
rule abbreviations ⊃l and ⊃r. A proof is called regular if different strong quantifier inferences
have different eigenvariables. Positive universal and negative existential quantifiers are called
strong, the others are called weak.
Definition 7. A proof pi is called simple if
1. pi is regular,
2. the end-sequent is of the form Γ→ ∃xA where A is quantifier-free and Γ consists only of
formulas of the form ∀x1 · · · ∀xnB where B is quantifier-free, and
3. every cut-formula in pi contains at most one quantifier.
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The regularity of a proof is a useful and harmless assumption in the context of cut-elimination.
Also the second condition does not present a severe restriction; it is a standard result that
strong quantifiers can be removed from formulas and proofs by Skolemisation. Prenexifying
and possibly moving the formulas to the left then yields an end-sequent as demanded. The
only of the above restrictions that substantially decreases the scope of the present analysis and
justifies the terminology “simple” is the third one concerning the use of quantifiers in cuts.
The results in this paper can be extended to a slightly more general class of proofs where the
existential prefix in the end-sequent is a block of quantifiers and also cut-formulas are allowed
to contain an arbitrary number of quantifiers as long they do not contain both a strong and a
weak quantifier. The class of simple proofs has been chosen here for expositional clarity.
Definition 8. Let pi be a simple proof of Γ → ∃xA and ψ a subproof of pi. The Herbrand-set
H(ψ, pi) of ψ w.r.t. pi is defined as follows. If ψ is an axiom, then H(ψ, pi) = ∅. If ψ is of the
form
(ψ′)
Π→ Λ, A[x\t]
Π→ Λ, ∃xA
∃r
where the main formula ∃xA is ancestor of the formula ∃xA in the end-sequent, then H(ψ, pi) =
H(ψ′, pi) ∪ {A[x\t]}. If ψ ends with any other unary inference and ψ′ is its immediate subproof
then H(ψ, pi) = H(ψ′, pi). If ψ ends with a binary rule and ψ1, ψ2 are its immediate subproofs,
then H(ψ, pi) = H(ψ1, pi) ∪H(ψ2, pi). We write H(pi) for H(pi, pi).
Example 2. Define the axioms A1 = P (a) ∨ P (b), A2 = ∀x (P (x) ⊃ Q(f(x))) and A3 =
∀x∀y (P (x) ⊃ Q(y) ⊃ R(g(x, y))) and the simple proof pi =
(pi1)
A1 → P (a), P (b)
A1 → ∃xP (x), P (b)
∃r
A1 → ∃xP (x), ∃xP (x)
∃r
A1 → ∃xP (x)
cr
(pi2)
P (α), A2 → Q(f(α))
P (α), A2 → ∃xQ(x)
∃r
(pi3)
P (α), Q(β), A3 → R(g(α, β))
P (α), Q(β), A3 → ∃xR(x)
∃r
P (α), ∃xQ(x), A3 → ∃xR(x)
∃l
P (α), A2, A3 → ∃xR(x)
cl, cut
∃xP (x), A2, A3 → ∃xR(x)
∃l
A1, A2, A3 → ∃xR(x)
cut
where pi1, pi2 and pi3 are the obvious cut-free proofs. Then H(pi) = {R(g(α, β))}.
Definition 9. Let pi be a proof and Q be a quantifier occurrence in pi. Define a set of terms t(Q)
associated with Q as follows: if Q occurs in the main formula of a weakening, then t(Q) = ∅.
If Q is introduced by a quantifier inference from a term t or a variable x, then t(Q) = {t} or
t(Q) = {x} respectively. If Q occurs in the main formula of a contraction and Q1, Q2 are the two
corresponding quantifiers in the auxiliary formulas of the contraction, then t(Q) = t(Q1)∪t(Q2).
In all other cases Q has exactly one immediate ancestor Q′ and t(Q) = t(Q′).
Let pi be a simple proof and c be a cut in pi that contains a quantifier. Write Qc for the
strong occurrence of the quantifier in one cut-formula of c and Q′c for the corresponding weak
occurrence in the other cut-formula. For C being the set of cuts in pi which contain a quantifier,
define the base substitutions of pi as B(pi) :=
⋃
c∈C{[α\t] | α ∈ t(Qc), t ∈ t(Q
′
c)}.
Example 3. The proof pi of Example 2 has B(pi) = {[α\a], [α\b], [β\f(α)]}.
Definition 10. For a simple proof pi define the totally rigid grammar G(pi) = 〈ϕ,N, T, P 〉 by
N = {ϕ} ∪ EV(pi),
T = Σ(pi) ∪ {∧,∨,¬}, and
P = {ϕ→ F | F ∈ H(pi)} ∪ {α→ t | [α\t] ∈ B(pi)}.
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Figure 1: The Grammar of Example 4
where Σ(pi) is the signature of the proof pi.
Let |G| be the number of production rules of the grammar G and |pi| be the number of inferences
in a proof pi. From the above definition, it is easy to show that |G| ≤ |pi|2. We will later (in
Lemma 11) construct a G′ with |G′| ≤ |pi|.
Example 4. The proof pi of Example 2 has G(pi) = 〈ϕ,N, T, P 〉 where N = {ϕ, α, β}, T =
{a, b, f, g, P,Q,R,∧,∨,¬} and P = {ϕ → R(g(α, β)), β → f(α), α → a, α → b}, see also the
diagram in Figure 1. The language of this grammar is L(G(pi)) = {R(g(a, f(a))), R(g(b, f(b)))}.
Lemma 7. If pi is a simple proof, then G(pi) is acyclic.
Proof. By induction on the number of cuts in the proof. The grammar of a cut-free proof is
trivially acyclic. For the induction step, let ι be the lowest binary inference with subproofs pi1
and pi2 s.t. either 1. ι is a cut or 2. ι is not a cut but both pi1 and pi2 contain a cut. Let P1
be the productions induced by the cuts in pi1, P2 that induced by the cuts in pi2 and P that
induced by cuts in pi. In case 2, <P = <P1 ∪ <P2 which is acyclic by induction hypothesis.
In case 1, let Pι be the productions induced by the cut ι, then <
1
P = <
1
P1
∪ <1P2 ∪ <
1
Pι
. By
induction hypothesis, <P1 and <P2 are acyclic and as ι contains at most one quantifier, also
<Pι is acyclic. Therefore, a cycle in <P must be of the form α1 ≤P1 β1 <Pι α2 ≤P2 β2 <Pι α1
where α1, β1 are eigenvariables of strong quantifier inferences in pi1 and α2, β2 of inferences in
pi2. However, ι contains only one quantifier and depending on its polarity all substitutions in
B(ι) lead from pi1 to pi2 or from pi2 to pi1 but not both, so <P is acyclic.
4 Some Algebraic Preliminaries
Before proving the main result, it will be useful to make some simple but rather abstract
observations. We will work in a structure (U,<1,∼) where <1 is a binary relation on U and ∼
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is an equivalence relation on U . The results of this section will only be applied to the situation
U = B(pi), <1 being the one step scope order of Definition 13 and [α\t] ∼ [β\s] iff α = β. The
author has found it useful to think about such structures in terms of diagrams such as the one
depicted in Figure 1.
We use letters X,Y, . . . for subsets of U , letters X,X1, . . . for subsets of the power set of U
and the letters C,D, . . . for ∼-classes. We write x <X y if there are x1 = x, x2, . . . , xn =
y ∈ X with xi <
1 xi+1 for 1 ≤ i < n. We write x < y for x <U y. For X ⊆ U define
X ↑ x = {y ∈ X | x <X y} which for the case x /∈ X entails X ↑ x = ∅. For X ⊆ U define
X∗ = {Y ⊆ X | for every C ∈ X/∼ there is exactly one x ∈ C ∩Y } which entails ∅∗ = {∅}. For
a set X of subsets of U we define X ↑ x := {X ↑ x | x ∈ X ∈ X}. We will often use sets of the
form X∗ ↑ x = {X0 ↑ x | x ∈ X0 ∈ X
∗}.
Example 5. Let U = {[α\a], [α\b], [β\f(α)]} = B(pi) where pi is the proof of Example 2, let
[β\f(α)] <1 [α\a] and [β\f(α)] <1 [α\b] be all pairs in the <1-relation and let [α\a] ∼ [α\b] be
the only pair in the equivalence relation ∼. Then U∗ ↑ α = {{[α\a]}, {[α\b]}} and U∗ ↑ β =
{{[β\f(α)], [α\a]}, {[β\f(α)], [α\b]}}.
Lemma 8 (Monotonicity). If X1 ⊆ X2, then X1 ↑ x ⊆ X2 ↑ x.
Proof. If y ∈ X1 ↑ x then there are x1 = x, . . . , xn = y ∈ X1 with xi <
1 xi+1 and the xi also
being in X2 we have y ∈ X2 ↑ x.
X and Y are called class-disjoint if for every C ∈ U/∼ we have X ∩ C = ∅ or Y ∩ C = ∅.
Lemma 9 (Context). If X,Y are class-disjoint and x ∈ X with (X ∪ Y ) ↑ x = X ↑ x then
(X ∪ Y )∗ ↑ x = X∗ ↑ x.
Proof. First note that due to class-disjointness we have
(X ∪ Y )∗ ↑ x = {(X0 ∪ Y0) ↑ x | x ∈ X0 ∪ Y0, X0 ∈ X
∗, Y0 ∈ Y
∗}
but (X ∪ Y ) ↑ x = X ↑ x implies (X0 ∪ Y0) ↑ x = X0 ↑ x for all X0 ⊆ X,Y0 ⊆ Y and therefore
= {X0 ↑ x | x ∈ X0 ∈ X
∗} = X∗ ↑ x.
For X,Y ⊆ U we write Y <1 X if there are x ∈ X, y ∈ Y s.t. y <1 x and Y ≮1 X if this is not
the case. For sets X,Y write X ↑ Y for
⋃
y∈Y X ↑ y.
Definition 11. Let X,Y ⊆ U , a class C ∈ Y/∼ is called entrance of Y for X if i) x <1 z for
all x ∈ X and all z ∈ C and ii) for all x ∈ X, y ∈ Y with x <X∪Y y there is a z ∈ C s.t.
x <1 z <Y y.
Lemma 10 (Splitting). Let X,Y be class-disjoint with Y ≮1 X, let C ∈ Y/∼ be the entrance
of Y for X and D ∈ X/∼, let X0 ∈ X
∗ and Y0 ∈ Y
∗, then
(X0 ∪ Y0) ↑ D = X0 ↑ D ∪ Y0 ↑ C.
Proof. As D ∈ X/∼ and X0 ∈ X
∗ we have D ∩X0 = {x0} = D ∩ (X0 ∪ Y0) for some x0, so it
suffices to show
(X0 ∪ Y0) ↑ x0 = X0 ↑ x0 ∪ Y0 ↑ C.
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For the left-to-right inclusion let z ∈ (X0∪Y0) ↑ x0. If z ∈ X0 then x0 <X0 z because Y ≮
1 X so
z ∈ X0 ↑ x0. If z ∈ Y0 then x <X0∪Y0 z implies z ∈ Y0 ↑ C because C is entrance of Y for X. For
the other direction, let x ∈ X0 ↑ x0, then x ∈ (X0 ∪ Y0) ↑ x0 by monotonicity. For y ∈ Y0 ↑ C
we have z ∈ C with z <Y0 y and as C is entrance of Y for X we obtain x0 <
1 z <Y0 y.
5 From Proofs to Tree Languages
The grammar of a proof is invariant under many proof transformations including most local
cut-reduction rules. A notable exception are the duplications of proofs induced by the removal
of contractions: such a transformation duplicates parts of the grammar. However – and this is
the technical key point of this paper – this transformation can be done in a way which does not
change the language of the grammar. To achieve this we will exercise a tight control over the
removal of contractions by imposing an uppermost reduction strategy as well as a particular
normal form for proofs (also for those containing cuts).
This normal form for simple proofs requires the cuts to be prenex. The transformation to prenex
cuts will partially be the one used in [2] on first-order proofs as well as by [19, Theorem 5.13] in
quantified propositional calculus, see also [5, Theorem VII.4.7]. In order to control the changes
of the language of the grammar induced by this transformation we introduce a new dummy
constant d which does not appear in the original proof and we write Gnd(pi) for G(pi) without
productions of the form β → d.
In a proof where all formulas are prenex and without quantifier alternations, a weak quantifier
inference ι can be shifted downwards until either: it reaches the premise sequent of a cut or the
end-sequent where the quantifier is introduced, or: it reaches the premise sequent of a strong
quantifier inference whose eigenvariable appears in the term of ι. Such a sequent will be called
blocking sequent for ι.
Definition 12. A proof pi is said to be in normal form if the following conditions are fulfilled:
1. pi is simple.
2. The dummy constant d appears only in a context of the form
Γ→ ∆, A
Γ→ ∆, A ∨B[x\d]
∨r1
Γ→ ∆, ∃x (A ∨B)
∃r
or
Γ→ ∆, A
Γ→ ∆, B[x\d] ∨A
∨r2
Γ→ ∆, ∃x (B ∨A)
∃r
where x /∈ A and ∃x (A ∨B) or ∃x (B ∨A) respectively is ancestor of a cut-formula.
3. For every ∃r-inference ι: the only inferences between ι and its blocking sequent are other
∃r-inferences, contractions and ∨r-inferences deleting d.
4. All cut-formulas are of the form ∃xA for some quantifier-free A and appear in a context
of the form
(ψ1)
Γ→ ∆, ∃xA
(ψ2)
A[x\α],Π→ Λ
∃xA,Π→ Λ
∃l
Γ,Π→ ∆,Λ
cut
where ψ1 contains at least one ∃r-inference whose main formula is ancestor of ∃xA in the
cut and two different such ∃r-inferences introduce different terms,
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Lemma 11 (normal form). If pi is a simple proof then there is a proof pi′ in normal form and
a totally rigid acyclic grammar G′ with |G′| ≤ |pi| and L(Gnd(pi
′)) = L(G′) ⊆ L(G(pi)).
Proof. For showing this lemma we will consider proofs using the inference rule
Γ→ ∆, A ∃xB,Π→ ∆
Γ,Π→ ∆,Λ
p− cut
where B is quantifier-free and A can be transformed to ∃xB using the usual quantifier shifting
rules. This inference rule is sound and the definition of the base substitutions extends naturally
to simple proofs containing p-cuts because each p-cut still has one weak and one strong occur-
rence of a quantifier. Furthermore we use the notation |pi|w for the number of weak quantifier
inferences in pi.
First, define pi1 from pi by shifting down weakenings as far as possible removing pairs of connected
weakenings and contractions and deleting subproofs of binary inferences as in the replacement
of
(ψ1)
Γ→ ∆
Γ→ ∆, A
wr
(ψ2)
A,Π→ Λ
Γ,Π→ ∆,Λ
cut
by
(ψ1)
Γ→ ∆
Γ,Π→ ∆,Λ
w∗
.
Then all weakenings in pi1 appear in a block above the end-sequent, |pi1|w ≤ |pi|w and L(G(pi1)) ⊆
L(G(pi)) by Lemma 4.
Each cut that contains a quantifier has a strong side (the side of the occurrence of the strong
quantifier) and a weak side (defined analogously). Define pi2 from pi1 by replacing each cut
(ψ1)
Γ→ ∆, A
(ψ2)
A,Π→ Λ
Γ,Π→ ∆,Λ
cut
whose strong side is ψ1 by
(ψ2)
A,Π→ Λ
Π→ Λ,¬A
¬r
(ψ1)
Γ→ ∆, A
¬A,Γ→ ∆
¬l
Γ,Π→ ∆,Λ
cut
.
Then |pi2|w = |pi1|w, G(pi2) = G(pi1) and in pi2 the strong side of every cut is the right one.
Define pi3 from pi2 by replacing each cut
(ψ1)
Γ→ ∆, A
(ψ2)
A,Π→ Λ
Γ,Π→ ∆,Λ
cut
by
(ψ1)
Γ→ ∆, A
(ψ′2)
B[x\α],Π→ ∆
∃xB,Π→ ∆
∃l
Γ,Π→ ∆,Λ
p− cut
where ψ′2 is obtained from ψ2 by leaving out all strong quantifier inferences that introduce
the quantifier in A and identifying their eigenvariables. Then |pi3|w = |pi2|w and by Lemma 5:
L(G(pi3)) ⊆ L(G(pi2)). Defining G
′ = G(pi3) we obtain |G
′| ≤ |pi3|w ≤ |pi| and L(G
′) ⊆ L(G(pi)).
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It remains to construct pi′. To that aim, we will first define pi4 from pi3 by prenexifying the weak
side of a cut through the introduction of additional cuts. Apply the following transformation
top-down to the whole proof: Suppose QxA is a ancestor of a cut-formula on the weak side of
the cut and auxiliary formula of an inference that is about to destroy its prenex property, for
example Qx = ∃x and the inference being ¬l,
(ψ)
Γ→ ∆, ∃xA
¬∃xA,Γ→ ∆
¬l
,
then replace the above inference by
(ψ)
Γ→ ∆, ∃xA
(η)
A[x\α]→ A[x\α]
A[x\α],¬A[x\α]→
¬l
A[x\α], ∀x¬A→
∀l
∃xA, ∀x¬A→
∃l
∀x¬A,Γ→ ∆
cut
where α is a new eigenvariable. Similarly, replace inferences of the form
(ψ)
Γ→ ∆, ∃xA
Γ→ ∆, ∃xA ∨B
∨r1
by
(ψ)
Γ→ ∆, ∃xA
(η)
A[x\α]→ A[x\α]
A[x\α]→ A[x\α] ∨B
∨r1
A[x\α]→ ∃x (A ∨B)
∃r
∃xA→ ∃x (A ∨B)
∃l
Γ→ ∆, ∃x (A ∨B)
cut
and
(ψ1)
Γ→ ∆, ∃xA
(ψ2)
Π→ Λ, B
Γ,Π→ ∆,Λ, ∃xA ∧B
∧r
by
(ψ2)
Π→ Λ, B
(ψ1)
Γ→ ∆, ∃xA
(η)
A[x\α]→ A[x\α]
(η)
B → B
A[x\α], B → A[x\α] ∧B
∧r
A[x\α], B → ∃x (A ∧B)
∃r
∃xA,B → ∃x (A ∧B)
∃l
B,Γ→ ∆, ∃x (A ∧B)
cut
Γ,Π→ ∆,Λ, ∃x (A ∧B)
cut
.
Such a transformation replaces a set of production rules {β → t1, . . . β → tn} by {β → α, α →
t1, . . . α→ tn} where α is a new non-terminal, so by Lemma 6 the language is not changed. The
symmetric cases for Qx = ∀x are treated analogously.
Furthermore, replace inferences of the form
(ψ)
Γ→ ∆, B
Γ→ ∆, ∃xA ∨B
∨r2
by (ψ)
Γ→ ∆, B
(η)
B → B
B → A[x\d] ∨B
∨r2
B → ∃x (A ∨B)
∃r
Γ→ ∆, ∃x (A ∨B)
cut
.
This transformation introduces productions of the form β → d which leave Gnd unchanged.
Again, the symmetric case for the universal quantifier is treated analogously. So we have
obtained a proof pi4 with L(Gnd(pi4)) = L(G
′).
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Finally, we shift down ∃r-inferences together with contractions having their main formulas as
auxiliary formulas and with the corresponding ∨r-inferences that delete d until there are no other
inferences between the ∃r-inference and its blocking sequent. If one quantifier is introduced from
the same term t two times we replace
(ψ)
Γ→ ∆, A[x\t], A[x\t]
Γ→ ∆, A[x\t], ∃xA
∃r
Γ→ ∆, ∃xA, ∃xA
∃r
Γ→ ∆, ∃xA
cr
by
(ψ)
Γ→ ∆, A[x\t], A[x\t]
Γ→ ∆, A[x\t]
cr
Γ→ ∆, ∃xA
∃r
.
The result of these transformations is a proof pi′ in normal form having L(Gnd(pi
′)) = L(G′).
The proof transformations used for showing the above lemma illustrate an important point:
on the level of the grammar one can carry out transformations, in particular simplifications,
which are impossible on the level of the proof (i.e. they necessitate tricks like p-cuts and dummy
constants). This is due to the fact that the equality of languages is sufficient for validity and
local soundness criteria as in a formal proof are no longer needed. The small grammar G′ can
neither be read off from pi nor from pi′; both of them have larger grammars.
A proof in normal form exhibits a one-to-one correspondence between cuts and eigenvariables.
Consequently, for an eigenvariable α we write cα for the cut corresponding to it. The set of
eigenvariables of a proof pi is denoted as EV(pi). For a proof pi in normal form and α ∈ EV(pi),
define EVLˆ(pi, α) = {β ∈ EV(pi) | cβ is on the left above cα} and EVL(pi, α) = {α}∪EVLˆ(pi, α).
Define EVR(pi, α) and EVRˆ(pi, α) analogously for the right side of cα. Given a set V of variables
and a set S of unary substitutions, define SV = {σ ∈ S | dom(σ) ⊆ V }. Write BV (pi) for
(B(pi))V and define BX(pi, α) = BEVX(pi,α)(pi) for X ∈ {L,R, Lˆ, Rˆ}.
During the elimination of contractions, proof parts are duplicated and the eigenvariables intro-
duced there are copied hence renamed. The final value of an eigenvariable develops gradually
through such renamings. It will turn out to be very useful to name an eigenvariable by the
current state of development of its final value. To that aim, we label an eigenvariable α of the
original proof pi by a set of substitutions S ⊆ B(pi) which is denoted as αS . By convention we
identify α and α∅. An indexed variable αk with label S is written as αk,S .
A variable-renaming is a substitution whose range contains only variables. For a set of variables
V , a variable-renaming ρ is called V -fresh if rge(ρ) ∩ V = ∅. For a substitution σ, a variable-
renaming ρ is called σ-fresh if rge(ρ) ∩ (dom(σ) ∪ rge(σ)) = ∅ and for a set S of substitutions
ρ is called S-fresh if it is σ-fresh for all σ ∈ S. Define SR = {[xρ\tρ] | [x\t] ∈ S, ρ ∈ R} for a
set of S-fresh variable renamings R and a set of substitutions S. For a variable-renaming ρ we
write Bρ(pi) for (B(pi))ρ. For a variable-renaming ρ, a set of unary substitutions S and a set of
variables V we write SρV for (SV )
ρ, so BρV (pi) is ((B(pi))V )
ρ.
Definition 13 (scope order). For a proof pi in normal form and [α\t], [β\s] ∈ B(pi) we write
[α\t] <o
1
[β\s] if the ∃r-inference of t is above the ∃l-inference of β. We furthermore write <
o
for the transitive and ≤o for the reflexive and transitive closure of <o
1
.
Note that [α\t] <o [β\s1] iff [α\t] <
o [β\s2] so we often just write [α\t] <
o β. Furthermore,
[α\t] <o
1
[β\s] is necessary (although not sufficient) for β ∈ t. Hence the scope order includes
the order induced by the productions of the grammar as in Section 2 and is equal to it if every
term introduced by a weak quantifier inference contains all variables introduced underneath it
by strong quantifier inferences. For technical reasons (the applicability of Lemma 10) it is more
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convenient to work with the scope order in this section. We apply the notation and results of
Section 4 to the set B(pi) with order <o
1
and equivalence relation [α\t] ∼ [β\s] iff α = β; the
upset formation ↑ as well as the choice-operation ∗ have the meaning defined in Section 4. We
write B∗(pi) for (B(pi))∗. For a set of unary substitutions A we define the variable renaming
ρA = [α\αA↑α]α∈A. As we will see later, this renaming plays an important role because it labels
α with the partial value given by A. A cut c in a proof pi in normal form is called active if its
cut-formula ∃xA is introduced from more than one term in the left subproof. The following
lemma is the central technical result of this paper.
Lemma 12 (Contraction Lemma). If pi is a proof in normal form, then there is a proof pi′ in
normal form without active cuts s.t. H(pi′) = H(pi){ρA | A ∈ B
∗(pi)} and B(pi′) =
⋃
A∈B∗(pi)A
ρA .
Proof. Let EV(pi) = {α1, . . . , αn} be ordered s.t. cαi is uppermost in {cαi , . . . , cαn}. The fol-
lowing equalities hold for all i ∈ {1, . . . , n} and follow from simple properties of the scope order
and the uppermost order of the cαi :
B{α1,...,αi}(pi) ↑ αi = BL(pi, αi) ↑ αi (1)
B{α1,...,αi}(pi) ↑ α = BRˆ(pi, αi+1) ↑ α for α ∈ EVR(pi, αi+1) (2)
By Lemma 9 one obtains the ∗-ed version of these equalities. For k ∈ {0, . . . , n} let
Rk = {ρA | A ∈ B
∗
{α1,...,αk}
(pi)}.
We will show by induction on k that there is a proof pik in normal form s.t.
1. the only active cuts in pik are cαj for some j > k,
2. EV(pik) = EV(pi)Rk,
3. H(pik) = H(pi)Rk, and
4. B(pik) =
⋃
A∈B∗
{α1,...,αk}
(pi)(A ∪ B{αk+1,...,αn}(pi))
ρA .
The result then follows from letting pi′ = pin.
If k = 0 then pi = pi0 trivially satisfies the conditions. For the case k + 1 we obtain pik from
induction hypothesis and observe that αk+1 ∈ EV(pik) and that cαk+1 appears in a context of
the form
(ψ1)
Γ→ ∆, ∃xA
(ψ2)
A[x\αk+1],Π→ Λ
∃xA,Π→ Λ
∃l
Γ,Π→ ∆,Λ
cut(cαk+1) .
Let {t1, . . . , tm} be the terms inserted for ∃xA in ψ1, then {t1, . . . , tm} = αk+1B{αk+1}(pik). We
will first describe this set of terms by suitably chosen upsets in the base substitutions of the
original proof pi. By induction hypothesis we have
B{αk+1}(pik) =
⋃
A∈B∗
{α1,...,αk}
(pi)
BρA{αk+1}(pi)
which together with (1) shows that the mapping
τ : B∗L(pi, αk+1) ↑ αk+1 −→ {t1, . . . , tm}, A 7→ αk+1AρA
15
is well-defined. It is also bijective; for surjectivity let i ∈ {1, . . . ,m}, then there is [αk+1\ti] ∈
B{αk+1}(pik) hence there are A ∈ B
∗
{α1,...,αk}
(pi) and [αk+1\s] ∈ B{αk+1}(pi) s.t. ti = sρA. Let
A′ = {[αk+1\s]}
⋃
α∈sA ↑ α and observe that A
′ ∈ B∗{α1,...,αk+1}(pi) ↑ αk+1 = B
∗
L(pi, αk+1) ↑ αk+1
and A ↑ α = A′ ↑ α for all α ∈ s hence ti = αk+1A
′ρA′ . For injectivity let {[αk+1\s1]} ∪
A1, {[αk+1\s2]} ∪ A2 ∈ B
∗
L(pi, αk+1) ↑ αk+1 s.t. s1ρA1 = s2ρA2 . As the ρAi only add labels and
the si are label-free we have s1 = s2 hence A1 ↑ α = A2 ↑ α for all α ∈ si. If σ ∈ Ai then there
is α ∈ si with α ≤
o σ so we can conclude A1 = A2.
Let B∗L(pi, αk+1) ↑ αk+1 = {C1, . . . , Cm} where the indices are obtained from τ and for 1 ≤ i ≤ m
define a variable renaming
δi = [αA\αA∪Ci ]α∈EVR(pi,αk+1),A∈B∗
Rˆ
(pi,αk+1)↑α.
Let ψ′1 be the proof of Γ→ ∆, ∃xA, . . . , ∃xA obtained from ψ1 by omitting all contractions on
ancestors of ∃xA that contain the existential quantifier and define pik+1 by replacing cαk+1 by
(ψ′1)
Γ→ ∆, ∃xA, . . . , ∃xA
(ψ2δ1)
A[x\αk+1,C1 ],Π→ Λ
∃xA,Π→ Λ
∃l
Γ,Π→ ∆,Λ, ∃xA, . . . , ∃xA
cut
....
Γ,Π, . . . ,Π→ ∆,Λ, . . . ,Λ, ∃xA
(ψ2δm)
A[x\αk+1,Cm ],Π→ Λ
∃xA,Π→ Λ
∃l
Γ,Π, . . . ,Π→ ∆,Λ, . . . ,Λ
cut
Γ,Π→ ∆,Λ
c∗
where ψ2δi is linked to ti via a cut.
After this transformation each logical inference, each axiom and each cut in pik+1 has a unique
ancestor in pik and – by induction – in pi. This ancestor relation extends naturally to auxiliary
and main formulas of inferences. Observe that this proof transformation has the property that
whenever an inference is above another one in one of the pik then the same is true about their
ancestors in pi. Therefore we obtain
EV(ψ2) = EVR(pi, αk+1)Rk
from the induction hypothesis which using (2) entails
EV(ψ2) = {αA | α ∈ EVR(pi, αk+1), A ∈ B
∗
Rˆ
(pi, αk+1) ↑ α}.
For αA ∈ EV(ψ2) and i, j ∈ {1, . . . ,m}, the equality αAδi = αAδj entails Ci = Cj hence i = j
so the regularity of pik+1 follows from that of pik. It is then easy to check that pik+1 is in normal
form.
Let A ∈ B∗
Rˆ
(pi, αk+1), i ∈ {1, . . . ,m}, Ci ⊆ C ∈ B
∗
L(pi, αk+1), A ∪ C ⊆ A
′ ∈ B∗{α1,...,αk+1}(pi).
Let F be a main formula of an inference in pi which is ancestor of one in ψ2. If α ∈ F but
α /∈ EVR(pi, αk+1) then α = αl for some l > k + 1 hence αρAδi = α. If α ∈ EVR(pi, αk+1),
then αρAδi = αA↑α∪Ci , so FρAδi = F [α\αA↑α∪Ci ]α∈EVR(pi,αk+1). Now αk+1 is the entrance of
BL(pi, αk+1) for BRˆ(pi, αk+1) and BL(pi, αk+1) ≮
o BRˆ(pi, αk+1) because cαk+1 is a purely existen-
tial cut, so by Lemma 10 FρAδi = F [α\α(A∪C)↑α]α∈EVR(pi,αk+1) and from the context lemma we
obtain
FρAδi = FρA′ . (3)
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Let G be a main formula of an inference in pi which is not ancestor of one in ψ2 and let α ∈ G.
Then α /∈ EVR(pi, αk+1) and α ≤
o
B{α1,...,αk+1}
(pi) αk+1 is impossible because all cuts below cαk+1
have index higher than k + 1. Therefore
GρA = GρAδi = GρA′ (4)
by the context lemma. Summing up, (3) and (4) entail HRk+1 = HRk{δi | 1 ≤ i ≤ m} for any
formula H in pi which together with the respective induction hypothesis shows 2. and 3.
It remains to show 4. First we will establish
B{αk+1}(pik+1) =
⋃
A∈B∗
{α1,...,αk+1}
(pi)
AρA{αk+1}. (5)
We start with the left-to-right inclusion: let [αk+1,Ci\ti] ∈ B(pik+1), then from τ and (1) we
obtain a Ci ∈ B
∗
{α1,...,αk+1}
(pi) ↑ αk+1 with ti = αk+1CiρCi and so [α\s] ∈ Ci for some s. Let
Ci ⊆ A ∈ B
∗
{α1,...,αk+1}
(pi), then [αk+1\s]
ρA = [αk+1\s]
ρCi = [αk+1,Ci\ti]. For the other direction
let [αk+1\s] ∈ A ∈ B
∗
{α1,...,αk+1}
(pi) and let i ∈ {1, . . . ,m} s.t. Ci = A ↑ αk+1 ∈ B
∗
L(pi, αk+1) ↑
αk+1. Then [αk+1\s]
ρA = [αk+1\s]
ρCi = [αk+1,Ci\ti] ∈ B(pik+1).
Let us show
B{α}(pik+1) =
⋃
A∈B∗
{α1,...,αk+1}
(pi)
AρA{α} for α ∈ EVRˆ(pi, αk+1) (6)
next. If [αA∪Ci\t
′] ∈ B(pik+1) then there is [αA\t] ∈ B(pik) with tδi = t
′ and [α\s] ∈ A ∈
B∗
Rˆ
(pi, αk+1) ↑ α with αρA = αA and sρA = t by induction hypothesis and (2). Let A ∪ Ci ⊆
A′ ∈ B{α1,...,αk+1}(pi), then [α\s] ∈ A
′ and by (3) we have αρA′ = αρAδi = αA∪Ci and sρA′ =
sρAδi = t
′. For the other direction let A ∈ B∗{α1,...,αk+1}(pi), then there is i ∈ {1, . . . ,m} and
A0 ∈ BRˆ(pi, αk+1) s.t. Ci∪A0 ⊆ A and [α\s] ∈ A0. By induction hypothesis [αρA0\sρA0 ] ∈ B(pik)
so [αρA0δi\sρA0δi] ∈ B(pik+1) and by (3) we have αρA0δi = αρA and sρA0δi = sρA.
The equality
B{α}(pik+1) =
⋃
A∈B∗
{α1,...,αk+1}
(pi)
BρA{α}(pi) for α ∈ {α1, . . . , αk} \ EVRˆ(pi, αk+1) (7)
follows from induction hypothesis and the observation that Bα(pi) o αk+1 for such α. It
remains to show
B{α}(pik+1) =
⋃
A∈B∗
{α1,...,αk+1}
(pi)
BρA{α}(pi) for α ∈ {αk+2, . . . , αn} (8)
Let [α\t′] ∈ B(pik+1), then there is [α\t] ∈ B(pik) where either (case i) t
′ is introduced by
an ∃r-inference in one of the ψ2δi, then t
′ = tδi for some i ∈ {1, . . . ,m} or otherwise (case
ii) [α\t]ρA = [α\t] for all A ∈ B∗{α1,...,αk+1}(pi) which directly entails the claim. In case i) we
obtain A ∈ B∗
Rˆ
(pi, αk+1) and [α\s] ∈ B(pi) with sρA = t from induction hypothesis and (1).
Let A ∪ Ci ⊆ A
′ ∈ B∗{α1,...,αk+1}(pi) then sρA
′ = sρAδi = t
′ by (3). For the other direction let
A ∈ B∗{α1,...,αk+1}(pi), [α\s] ∈ B(pi) and A0 ∈ BRˆ(pi, αk+1), i ∈ {1, . . . ,m} s.t. A0∪Ci ⊆ A. If s is
introduced by an ∃r-inference on the right above cαk+1 in pi then by (3) we have sρA = sρA0δi.
By induction hypothesis and (2) we have [α\sρA0 ] ∈ B(pik) which entails [α\sρA0δi] ∈ B(pik+1).
If s is not introduced on the right above cαk+1 in pi, then sρA = sρA0 by (3). By induction
hypothesis [α\sρA0 ] ∈ B(pik) hence [α\sρA0 ] ∈ B(pik+1).
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Lemma 13. If pi is a proof in normal form, then there is a proof pi′ in normal form without
active cuts s.t. L(G(pi′)) = L(G(pi)).
Proof. Let pi′ be the proof obtained in Lemma 12 having H(pi′) = H(pi){ρA | A ∈ B
∗(pi)} and
B(pi′) =
⋃
A∈B∗(pi)A
ρA . Note that every substitution in B(pi′) is of the form [αρA\tρA] for
[α\t] ∈ A ∈ B∗(pi). Let us first show that for every G(pi′)-derivation ϕ→ F ′1 → · · · → F
′
l there
is a G(pi)-derivation ϕ → F1 → · · · → Fl and an A ∈ B
∗(pi) s.t. FiρA = F
′
i for 1 ≤ i ≤ l and
every production γ → s used in F1 → · · · → Fl satisfies [γ\s] ∈ A. We proceed by induction
on l: for l = 1 this follows immediately. Let ϕ → F ′1 → · · · → F
′
l+1 be given and obtain A
and ϕ → F1 → · · · → Fl from induction hypothesis. Let αρA′ → tρA′ with A
′ ∈ B∗(pi) be the
production rule applied in F ′l → F
′
l+1. So αρA′ appears in F
′
l = FlρA hence A
′ ↑ α = A ↑ α.
As [α\t] ∈ A′ we have [α\t] ∈ A and A ↑ β = A′ ↑ β for all β ∈ t. Hence αρA = αρA′ and
tρA = tρA′ so αρA → tρA applied to F
′
l gives F
′
l+1. Applying α→ t at the same position to Fl
leads to a formula Fl+1 with Fl+1ρA = F
′
l+1. By induction hypothesis the only α-production
used in F1 → · · · → Fl is α → t, and as all non-terminals of t are rigid, the rigidity condition
on α is preserved.
For the other direction, suppose we are given a G(pi)-derivation. By Lemma 1 it induces a set
A ∈ B∗(pi) and by applying ρA can be converted to a G(pi
′)-derivation. Rigidity is preserved as
ρA is an injective renaming of non-terminals.
Lemma 14. If pi is a proof of Γ→ ∃xA in normal form without active cuts, then Γ→ L(Gnd(pi))
is provable.
Proof. We will first produce a proof pi′ in normal form without active cuts that does no longer
contain d. If d appears in pi, then it does so in a context of the form
(ψ1)
Π→ Λ, A
Π→ Λ, A ∨B[x\d]
∨r1
Π→ Λ, ∃x (A ∨B)
∃r
(ψ2)
A ∨B[x\α],Σ→ Θ
∃x (A ∨B),Σ→ Θ
∃l
Π,Σ→ Λ,Θ
cut
or in a symmetric variant. Let ψ′2 be the proof of A,Σ → Θ obtained from ψ2 by replacing
A ∨B[x\α] by A until arriving at inferences of the form
(ξ1)
A,Σ1 → Θ1
(ξ2)
B[x\α],Σ2 → Θ2
A ∨B[x\α],Σ1,Σ2 → Θ1,Θ2
∨l
which are replaced by ξ1. Let pi1 be the proof obtained from replacing the above cut by
(ψ1)
Π→ Λ, A
(ψ′2)
A,Σ→ Θ
Π,Σ→ Λ,Θ
cut
.
Repeating this transformation for all occurrences of d we obtain a proof pi′ which does not
contain d anymore and by Lemma 4 satisfies L(G(pi′)) ⊆ L(G(pi)) hence L(G(pi′)) ⊆ L(Gnd(pi)).
Let α→ t be any production in G(pi′), then [α\t] is the only base substitution of cα. We define
a proof pi′′ as follows: we shift cα upwards to the left (observing that inference permutations
do not change the grammar) until we reach the ∃r-inference introducing t. The standard cut-
reduction of the existential quantifier then yields the proof pi′′ with H(pi′′) = H(pi′)[α\t] and
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B(pi′′) = (B(pi′) \ {[α\t]})[α\t]. A G(pi′′)-derivation is then translated to a G(pi′)-derivation by
replacing applications of a production β → s[α\t] by β → s followed by a sufficient number of
applications of α→ t. Let p1, p2 be two positions of α in the G(pi
′)-derivation. As α→ t is the
only α-production and all non-terminals in t are rigid, the rigidity condition is also fulfilled for
α at p1, p2. For the other direction, observe that whenever α is introduced, say by a production
β → s it must be followed by α→ t on all positions of α. After permutation of independent steps
we can thus collapse β → s and the appropriate applications of α→ t to a single application of
β → s[α\t] which preserves rigidity. We have obtained L(G(pi′′)) = L(G(pi′)).
By iterating this procedure we obtain a proof pi∗ with L(G(pi∗)) = L(G(pi′)) ⊆ L(Gnd(pi)) all of
whose cuts are quantifier-free. Therefore B(pi∗) = ∅, i.e. there are no B-productions in G(pi∗) and
using the standard proof of the mid-sequent theorem (i.e. inference permutations) one obtains
a proof of Γ→ H(pi∗) i.e. Γ→ L(G(pi∗)) from which by adding weakenings one obtains a proof
of Γ→ L(Gnd(pi)).
We can now prove the main results of this paper.
Theorem 2. If pi is a simple proof of Γ → ∃xA then there is a totally rigid acyclic grammar
G′ with |G′| ≤ |pi| and L(G′) ⊆ L(G(pi)) s.t. Γ→ L(G′) is provable.
Proof. From Lemma 11 we obtain a proof pi1 in normal form and a grammar G
′ satisfying
|G′| ≤ |pi| and L(G′) = L(Gnd(pi1)) ⊆ L(G(pi)). Applying Lemma 13 to pi1 we obtain a proof
pi2 in normal form without active cuts satisfying L(G(pi2)) = L(G(pi1)) hence L(Gnd(pi2)) =
L(Gnd(pi1)) = L(G
′). Applying Lemma 14 to pi2 then shows that Γ→ L(G
′) is provable.
Corollary 1. If pi is a simple proof of Γ→ ∃xA then Γ→ L(G(pi)) is provable.
Proof. Append weakenings to the proof of Γ→ L(G′) obtained from Theorem 2.
Example 6. Applying Corollary 1 to the proof pi of Example 2 shows that
A1, A2, A3 → R(g(a, f(a))), R(g(b, f(b)))
is provable.
The following corollary shows how the logical restriction on the cut-formulas (of having at most
one quantifier) induces a combinatorial restriction on the Herbrand-disjunctions obtainable from
simple proofs.
Corollary 2. If pi is a simple proof of Γ → ∃xA, then there are variables x1, . . . , xn and sets
of terms U1, . . . , Un s.t.
Γ →
∨
(u1,...,un)∈U1×···×Un
A[x1\u1] · · · [xn\un]
is provable and
∑n
i=1 |Ui| ≤ |pi|.
Proof. By Theorem 2 there is G′ with |G′| ≤ |pi| and Γ → L(G′) being provable. By Lemma 3
we can write L(G′) using sets Ui as above.
Example 7. Applying Corollary 2 to the proof pi of Example 2 yields the representation
A1, A2, A3 →
∨
(u1,u2,u3)∈U1×U2×U3
R(x)[x\u1][β\u2][α\u3]
where U1 = {g(α, β)}, U2 = {f(α)} and U3 = {a, b}.
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6 From Tree Languages to Proofs
Already the results in [12] show that a simple proof induces an acyclic regular(!) tree grammar
whose finite language is an Herbrand-disjunction. So what have we gained from the strength-
ening of this result by adding total rigidity? On the one hand, we have gained an exponent:
we have seen in Lemma 3 that in the totally rigid case the size of the language is bound by nn,
but:
Lemma 15. There is an acyclic regular tree grammar G with 2n productions and L(G) = nn
n
.
Proof. Let f be an n-ary function symbol, then the productions
α0 → f(α1, . . . , α1), . . . , αn−1 → f(αn, . . . , αn)
create an tree with nn leaves. Let c1, . . . , cn be terminal symbols, then by adding the productions
αn → c1, . . . , αn → cn
we obtain the desired grammar G.
However there is another – more fundamental – motivation for this result: in this section we
show that the compression power of simple proofs corresponds exactly to that of totally rigid
acyclic grammars. Given such a grammar G we will obtain a simple proof pi that induces G.
As L(G(pi)) is a set of formulas but L(G) is a set of terms (which do not necessarily represent
formulas), we cannot expect to obtain G(pi) = G. The closest possible connection is to wrap up
the term language of G in some new unary predicate symbol R1.
Theorem 3. For every totally rigid acyclic tree grammar G = 〈α1, R, T, P 〉 there is a simple
proof pi with G(pi) = 〈α0, R ∪ {α0}, T, P ∪ {α0 → R1(α1)}〉.
Proof. By Lemma 3 we can assume that G = 〈α1, {α1, . . . , αn}, T, P 〉 s.t. αi depends only on
αj with j > i. The proof pi is defined in the language T ∪ {Ri | 1 ≤ i ≤ n} where the Ri are
unary predicate symbols with intended interpretation “being reachable from the non-terminal
αi”. For each rule αi → t define the formula
ϕαi→t = ∀xi+1 · · · ∀xn ( Ri+1(xi+1) ⊃ · · ·Rn(xn) ⊃ Ri(t[αj\xj ]
n
j=i+1) ).
For each non-terminal αi with rules αi → t1, . . . , αi → tm define the formula
ϕi =
m∨
j=1
ϕαi→tj
and the proof ψi =
· · ·
Ri(tj)→ Ri(tj)
Ri(tj)→ ∃xRi(x)
∃r
ϕαi→tj , Ri+1(αi+1), . . . , Rn(αn)→ ∃xRi(x)
∀∗l ,⊃
∗
l
· · ·
ϕi, Ri+1(αi+1), . . . , Rn(αn)→ ∃xRi(x)
∨∗l .
Now define proofs pii : ϕ1, . . . , ϕi, Ri+1(αi+1), . . . , Rn(αn) → ∃xR1(x) for i ∈ {0, . . . , n} and
pi′i : ϕ1, . . . , ϕi, ∃xRi+1(x), Ri+2(αi+2), . . . , Rn(αn)→ ∃xR1(x) for i ∈ {0, . . . , n− 1} by
pi′i =
(pii)
ϕ1, . . . , ϕi, Ri+1(αi+1), . . . , Rn(αn)→ ∃xR1(x)
ϕ1, . . . , ϕi, ∃xRi+1(x), Ri+2(αi+2), . . . , Rn(αn)→ ∃xR1(x)
∃l
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and
pi0 =
R1(α1)→ R1(α1)
R1(α1), . . . , Rn(αn)→ ∃xR1(x)
w∗l , ∃r
and
pii+1 =
(ψi+1)
ϕi+1, Ri+2(αi+2), . . . , Rn(αn)→ ∃xRi+1(x) (pi
′
i)
ϕ1, . . . , ϕi+1, Ri+2(αi+2), . . . , Rn(αn)→ ∃xR1(x)
cut
.
Then it is easy to verify that pi = pin : ϕ1, . . . , ϕn → ∃xR1(x) has the desired grammar.
It is worthwhile to describe the models of the end-sequent ϕ1, . . . , ϕn → ∃xR1(x) of the proof
constructed above: in a structure that satisfies ϕi at least one of the αi-productions must
be true. A structure satisfying ϕ1, . . . , ϕn hence makes one production of every non-terminal
true and therefore one formula from L(G(pi)). The disjunction of the formulas in L(G(pi)) is
therefore true in every model of ϕ1, . . . , ϕn and vice versa: every disjunction of instances of
∃xR1(x) which is true in all models of ϕ1, . . . , ϕn must contain L(G(pi)).
7 Conclusion
We have shown that the compression power of proofs where each cut contains at most one quan-
tifier corresponds exactly to that of totally rigid acyclic tree grammars. This work constitutes a
proof-of-concept result for a new connection between proof theory and formal language theory
arising from exact characterisations of classes of proofs by classes of grammars.
A side effect of Corollary 1 is to illustrate how little information about a proof is necessary for
computing an Herbrand-disjunction: the current instances of the end-formula together with the
base substitutions suffice, not even the cut-formulas are necessary.
The following directions are left for future work.
7.1 Extensions
The strategy of describing a cut-free proof by a tree language is applicable to any system that
possesses an Herbrand-like theorem, i.e. even full higher-order logic as in [18]. The difficulty
consists in finding an appropriate type of grammars. For full first-order logic (including quanti-
fier alternations in the cuts) it would be natural to consider a stack of tree grammars, each layer
of which corresponds to one layer of quantifiers in the cuts and to prove an analogous result by
iterating Lemma 12. An extension to arithmetic would require – in addition – a mechanism for
recursion in the grammars to model induction.
7.2 Confluence
One of the original motivations for describing cut-elimination by grammars was to characterise
the set of cut-free proofs that can be obtained from a single proof by cut-elimination without
any restriction of the reduction strategy [12]; let → denote this cut-elimination relation. The
author conjectures that the result of [12] can be extended to the rigid tree grammars presented
in this paper, i.e.
Conjecture 1. If pi → pi′ and pi′ is cut-free, then H(pi′) ⊆ L(G(pi)).
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In fact, the behaviour of rigid tree grammars under the cut-reduction steps suggests the following
stronger version. Let →− be → without deletion of subproofs (e.g. in a purely multiplicative
calculus: without the reduction of weakening).
Conjecture 2. If pi →− pi′, then L(G(pi)) = L(G(pi′)).
This conjecture entails a confluence result by applying it to two arbitrary →−-normal forms
pi′1 and pi
′
2 yielding H(pi
′
1) = L(G(pi)) = H(pi
′
2). Confluence properties of classical logic have
been the subject of many papers. This conjecture would be an important contribution to that
discussion: it states that the first-order level is confluent (though highly redundant [1]) and
that the different normal forms arise only from different choices taken at the propositional level
how to (partially) remove this redundancy.
7.3 Algorithmic Cut-Introduction
Computer-generated proofs are typically analytic, i.e. in the case of first-order logic can be writ-
ten as Herbrand-disjunctions. Due to their shorter length it is natural to try to find proofs with
cut algorithmically. One approach is to abbreviate a given cut-free proof by the introduction of
cuts, see e.g. [9, 23]. With respect to general-purpose data compression, such a procedure has
the algorithmic advantage of also reducing the runtime of operations, for example proof check-
ing, which is important in applications such as proof-carrying code. Cut-introduction (as any
compression) exploits redudancy which is present in the Herbrand-disjunction. A fundamental
problem of this approach is to understand which type of redudancy can be removed by which
cuts. The characterisation results of this paper give a solution to this problem for the case of
cuts with one quantifier: the corresponding redundancy is that of the language of a totally rigid
acyclic tree grammar.
7.4 Proof Length
From a more theoretical point of view, it is possible to view a proof with cuts as a com-
pressed representation of a cut-free proof or an Herbrand-disjunction (if we fix a particular
cut-elimination procedure, for instance the computation of the language of its grammar). The
results of this paper show that the size of the proof with cut is intimately related to measures
from formal language theory such as automatic complexity [22] or automaticity [21]. By the
size condition of Corollary 2, a lower bound on the number of rules of totally rigid acyclic tree
grammars translates to a lower bound on the length of proofs with cuts. The perspective of
exploiting this connection in order to use techniques from formal language theory for proving
lower bounds on proofs seems promising (e.g. for problems 22 and 24 in [3] on the impact of
Skolemisation and equational reasoning on the length of proofs).
7.5 Intuitionistic Logic
Another interesting application of these grammars would be the analysis of cut-elimination in
intuitionistic logic. Moving from Herbrand’s theorem to the existential witness property, the
natural expectation would be to find that |L(G(pi))| = 1.
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