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Dopamine neurons track reward by increasing or decreasing their firing rate when a reward is present or
absent. In this issue of Neuron, Stopper et al. (2014) demonstrate that artificially eliminating these dopamine
bursts or dips can alter risky decision-making.Decision-making requires the ability to
assess the costs and benefits of potential
outcomes, including the risk involved.
While the neurological basis for risk as-
sessment is rooted in several brain re-
gions, the mesolimbic dopamine (DA)
system appears to be crucially involved
(Fiorillo et al., 2003; St Onge et al., 2010;
Sugam et al., 2012; Stopper et al., 2012).
Numerous studies clearly support a role
of rapid (subsecond) DA signaling in risky
decision-making. Electrophysiology stud-
ies show that DA neurons encode risky
choice (Fiorillo et al., 2003). Likewise,
phasic DA release in the nucleus accum-
bens occurs during cues when animals
are making decisions to engage in risky
behaviors, as well as following response
completion (Sugam et al., 2012). Impor-
tantly, phasic DA tracks the presence and
value of a given reward when it is delivered
or omitted, consistent with its role as a
learning signal (Schultz, 1998). However,
the causal role of phasicDA in this behavior
is unknown, as prior manipulations have
not had the millisecond time resolution
required to disrupt only the phasic signals
time-locked to a given stimulus.
In this issue of Neuron, Stopper et al.
(2014) show evidence that phasic DA
bursts and dips tracking the presence
and value of given reward can causally in-
fluence risky behavior. The authors used
brief neuronal stimulation to suppress
phasic bursts of DA or override phasic
dips in DA, and evaluated the behavioral
effects of this manipulation. A number of
important experiments and controls were
included to illustrate the precise temporal
role DA has in modulating choice during
risky decision-making.4 Neuron 84, October 1, 2014 ª2014 ElsevierThe authors first needed to demon-
strate that their stimulations could alter
DA signaling in vivo. In order to override
phasic dips in DA, the authors directly sti-
mulated the ventral tegmental area (VTA),
the source of mesolimbic DA. However,
an indirect manipulation was required to
suppress phasic DA bursts. For this, the
authors turned to the lateral habenula
(LHb), a subcortical structure known to
suppress firing of DA neurons in the VTA
(Ji and Shepard, 2007). To determine if
stimulation of this region could suppress
phasic DA bursts of a type similar to that
seen during behavior, the authors tested
if LHb stimulation would cancel artificially
induced increases in DA cell firing in anes-
thetized rats. LHb stimulation was able to
dampen the activity of the VTA DA neu-
rons, and the authors could therefore
confidently use LHb and VTA stimulation
to suppress phasic DA bursts and override
phasic DA dips, respectively.
To assess risky choice, the authors
made use of a probabilistic discounting
task in rats. In this task, animals chose be-
tween two options: one yielding a small
reward that would always be delivered,
and the other yielding a large reward that
would only be delivered on some of the tri-
als (see Figure 1A). During each session,
the odds of obtaining the large reward
started out relatively high but worsened
as the task progressed. The rats’ behavior
reflected this, as rats initially chose the
large, risky reward but eventually switched
to the small, safe reward.
Using this task, the authors’ first manip-
ulation was to suppress the phasic burst
of DA that occurred during reward de-
livery (see Figure 1B). The authors per-Inc.formed two separate experiments, stimu-
lating the LHb either during delivery of the
large, risky reward or during delivery of
the small, safe reward. The results fit the
authors’ expectations: animals that were
stimulated only during delivery of the
large, risky reward chose the safe option
more, while animals stimulated only dur-
ing delivery of the small, safe reward
became more risky. In short, suppressing
phasic DA during the time of reward deliv-
ery caused animals to be more likely to
switch to the other option in future trials.
However, it is important to note that
LHb projects to brain regions other than
the VTA (Hikosaka et al., 2008). To ensure
that the LHb-VTA link was responsible for
the behavioral effects seen, the authors
also stimulated the rostromedial tegental
nucleus (RMTg), the specific brain region
that relays information from the LHb to
the VTA (Jhou et al., 2009). As with the
LHb, stimulation of the RMTg during deliv-
ery of the large, risky reward increased
animals’ choices of the small, safe reward,
suggesting that the effects of LHb stimu-
lation were being mediated by the LHb-
RMTg-VTA circuit.
If stimulation of the LHborRMTg is over-
riding phasic increases in DA in response
to reward and causing animals to act as if
no reward was delivered, then stimulating
the VTA when no reward is delivered
should have the opposite effect. Indeed,
this is justwhat the authors found. Stimula-
tion of the VTA during risky trials on which
no reward was delivered increased choice
of the risky reward (see Figure 1C). In total,
the authors were able to alter risky be-
havior in a predictable manner by either
blocking or simulating phasic DA bursts.
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Figure 1. The Effects of Manipulating Phasic DA on Risky Choice
(A) The possible choices and outcomes in the risky decision-making task, with hypothetical DA bursts and
dips (top) extrapolated from Sugam et al. (2012). Note that all choice trials begin with a large burst in DA
that occurs when the cue (lever out) is presented. This initial burst is followed by another DA burst that
occurs with response completion, reflecting the presence/absence and value of the reward. (Left) The an-
imal chooses the risky lever and receives the large reward. Accompanying the delivery of the large reward
is a large DA burst. (Middle) The animal chooses the risky lever and receives no reward. Accompanying the
absence of reward is a DA dip. (Right) The animal chooses the safe lever and receives a small reward.
Accompanying the small reward is a small DA burst.
(B) The effect of LHb stimulation. In this example, the LHb is only stimulated on trials when the animal
chose the risky lever and received a large reward (left). LHb stimulation blocks the DA burst that normally
would accompany delivery of the large reward, and results in a decrease in risky choice.
(C) The effect of VTA stimulation. In this example, the VTA is only stimulated on trials when the animal
chose the risky lever and received no reward (middle). VTA stimulation overrides the DA dip that normally
would accompany the absence of reward, and results in an increase in risky choice.
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time-locked to the delivery of the reward
can alter risky choice. However, DA is
also known to increase before any actionis taken, during cue presentation when an-
imals are making decisions to act (Sugam
et al., 2012).Whatwould happen if the LHb
was stimulated before action selection?NeuronTo answer this, the authors stimulated
the LHb 1 s before the lever was extended
into the chamber and found that rats
chose the risky option less, especially dur-
ing the early trials in which the odds of
receiving the risky reward were higher.
This suggests that LHb stimulation sup-
pressed heightened DA that normally
signaled the more valuable option, before
the animal made an action.
The narrative thus far has been that
manipulation of the LHb-RMTg-VTA cir-
cuit acts to simulate or suppress the
DAergic signal that follows the presence
or absence of a reward or cue, and that
this DAergic signal impacts subsequent
choice behavior. However, such an in-
terpretation is not necessarily correct.
For example, stimulation of the LHb is
aversive (Stamatakis and Stuber, 2012),
which could easily explain the animals’
tendency to avoid the lever associated
with stimulation without having to invoke
more complicated explanations such as
the one above. Alternatively, the effects
seen may simply be the result of dis-
rupting tonic DA, and the fact that the
stimulations coincide precisely with re-
ward delivery could be irrelevant.
Stopper et al. (2014) provide several
important control experiments to support
their hypothesis over these other possibil-
ities. To address the possible confound of
aversion, the authors made use of a
magnitude discrimination task in which
animals simply had to choose between a
large or small reward. Therewere no prob-
abilistic parameters. If the effects of
LHb stimulation on behavior were solely
due to its aversive properties, then the
same manipulation should have altered
behavior in the magnitude discrimination
task. However, this was not the case.
Stimulation of the LHb during delivery of
the large reward had no impact on choice
performance. This suggests that stimula-
tion of the LHb (at least at this ‘‘dose’’)
has minimal aversive properties.
To ensure that phasic DA tied to reward
delivery was the crucial component of
the manipulation, the authors performed
another experiment using the same risky
decision-making task as before. How-
ever, here the authors stimulated the
LHb 6–14 s after reward delivery, when
DA levels had already subsided (Sugam
et al., 2012). The authors found no effect
of stimulation, highlighting the necessity84, October 1, 2014 ª2014 Elsevier Inc. 5
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in time when phasic DA is elevated.
Finally, to support their contention that
the behavioral effects were the result of
falsely signaling the presence or absence
of the reward, the authors developed
tasks in which they physically increased
or decreased the presence or absence
of reward without stimulating any brain re-
gion. They found that omitting all risky
lever reward led to a decrease in choice
of that lever, similar to LHb stimulation
during delivery of the risky reward. Simi-
larly, omitting all safe lever reward led to
a switch in preference for the risky lever,
similar to LHb stimulation during delivery
of the safe reward. To mimic VTA stimula-
tion, the authors increased the odds of
receiving reward after a risky press to
100%, which likewise increased choice
of the risky lever. Thus, the act of physi-
cally omitting or presenting reward had
the same impact on behavior as stimula-
tion of the brain regions thought to be
responsible for tracking reward omissions
and presentations.
In total, Stopper et al. (2014) have put
together a convincing set of experiments
that highlight the critically important role
phasic DA plays in modulating risky6 Neuron 84, October 1, 2014 ª2014 Elsevierchoice. As with any experiment, the re-
sults leave one with many questions.
Where are the downstream targets of
this information? Could these findings
be replicated if one optogenetically mod-
ulated DAergic terminals in separate
regions known to impact risky decision-
making, such as the nucleus accumbens,
amygdala, or prefrontal cortex (Cardinal
and Howes, 2005; Ghods-Sharifi et al.,
2009; Mobini et al., 2002)? In addition to
risk, what is the role of the LHb-RMTg-
VTA circuit in decision-making at large?
The same group of authors recently found
that pharmacological manipulation of this
circuit could alter both effort and delay
decision-making (Stopper and Floresco,
2014). It certainly seems possible that
phasic DA could impact these behaviors
as well. Investigation of this and other
circuitry could help elucidate which pro-
cesses are important for broad cost/
benefit analysis, and which are specific
to particular modalities such as risk,
delay, or effort.REFERENCES
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The superior colliculus, or tectum, is a key sensorimotor structure that long predates the cortex. In this issue
of Neuron, Zhao et al. (2014) show that the visual cortex controls the tectum’s gain precisely and retinotopi-
cally, without otherwise altering its operations.You are intent on typing a document, and
an alert pops up in a corner of your
screen. Before you realize it, your eyes
are already on it, scanning its text. Most
likely, this fast and automatic reaction
was mediated by your superior colliculus,
or tectum.
The superior colliculus (SC) is a brain
structure of remarkable organization andeffectiveness, aimed at integrating sen-
sory inputs to produce motor outputs.
Stacked one above the other, its layers
contain maps that go from sensory to
motor, aligned to each other to highlight
locations of interest and move eyes,
head, and body toward them. Its origins
long precede the cerebral cortex—in non-
mammals it is called the optic tectum—and it has maintained a strategic position
even as the cerebral cortex has grown to
cover it (Schiller, 2011).
Indeed, the cortex seems to take great
care to influence the SC, sending it axons
from a wide array of cortical areas
(Figure 1A). Axons from visual cortex
tend to target the more superficial layers,
which are visual, while those from
