Consider the rate-distortion problem, in which a helper sends a common limited-rate message both to the encoder and decoder based on side information at its disposal. We characterize the region of achievable rates and distortions for this problem. We derive these regions explicitly for binary doubly symmetric sources with Hamming distortion, and for Gaussian sources with square error distortion. We also consider the more general problem where additional side information is available at the decoder and provide a single letter characterization of the region of achievable rates and distortions for the case in which the helper's information and the additional decoder side information are independent given the source. Finally, we examine the case where the helper has the freedom to send different messages, at different rates, to the encoder and the decoder. We show that "more help" to the encoder than to the decoder does not yield any performance gain and that in such cases the freedom to send different messages to the encoder and the decoder yields no gain over the case of a common message. Further, in this setting of different messages, the rate to the encoder can be strictly less than that to the decoder with no performance loss.
I. INTRODUCTION
In this paper, we consider the problem of source encoding with a fidelity criterion in a situation where both the decoder and the encoder receive a common message from a helper. The problem is presented in Fig. 1 according to some joint distribution p(x, y).
The encoding and decoding is done in a block of length n. The communication protocol is that first, the helper sends a common message with rate R ′ to the source-encoder and decoder and then the source-encoder sends a message at rate R to the decoder. The decoder receives both messages and reconstructs the source. The fidelity (or distortion) is of the form 1/n n i=1 d(X i ,X i ), whereX is the reconstruction alphabet, d : X ×X → [0, ∞) is a single letter distortion measure,X i is the reconstruction at time i, and the goal is to obtain expected distortion that is less than D.
Our main result in this paper is that the achievable region for this problem is given by R(D), which is defined as the set of all rate pairs (R, R ′ ) that satisfy R ≥ I(X;X|U ),
for some joint distribution of the form p(x, y, u,x) = p(x, y)p(u|y)p(x|u, x), Ed(X,X) ≤ D,
where U is an auxiliary random variable with cardinality |U| ≤ |Y| + 2.
This region can be achieved by a simple communication scheme in which the helper sends a message to generate a sequence u n at the source-encoder and decoder. The communication rate R ′ needs to be high enough such that the joint-type of u n and y n is close to the joint distribution p(u, y) for n large enough. Then the sequence u n is used as side information that is known both to the encoder and decoder and therefore a rate R > I(X;X|U )
suffices to conveyX n to the decoder at the desired distortion level.
Several settings of encoding two correlated sources (a.k.a multi-terminal source coding) have been solved in the literature. The first case was solved by Slepian and Wolf [1] , where the goal is to reproduce both sources losslessy, and the encoders are ignorant of each other's messages. A similar setting was considered by Wyner [2] and by Ahlswede and Körner [3] , also known as WAK, where only one source needs to be reconstructed losslessy; the other source is acting as a helper. Wyner and Ziv [4] characterized the rate distortion region of correlated sources when one of the rates is unlimited and therefore the associated source is known perfectly to the decoder.
Kaspi and Berger [5] and Kaspi [6] derived an achievable scheme for a general case that contains the regions for all the cases above. In particular, case C of Theorem 2.1, in [5] , [6] provides an achievable scheme for the problem in Fig. 1 with a general distortion of the form d(x, y,x); without a matching converse 1 .
Berger and Yeung [7] solved the multi-terminal source coding problem where one of the two sources needs to be reconstructed perfectly and the other source needs to be reconstructed with a fidelity criterion. Oohama solved the multi-terminal source coding case for two [8] and L + 1 [9] Gaussian sources, in which only one source needs to 1 In [6, p.25-26] there is an attempt to prove the converse for the region provided in [5] , but the Markov Chain U − (X, W ) − Y , which is one of the conditions characterizing the region, is not proved.
be reconstructed with a mean square error, that is, the other L sources are helpers. More recently, Wagner, Tavildar, and Viswanath characterized the region where both sources [10] or L + 1 sources [11] need to be reconstructed at the decoder with a mean square error criterion.
This paper is organized as follows. The problem definition and the achievable region for rate distortion with common helper are presented in Section II. The direct and converse proofs of the achievable region are given in Section III. Rate regions for the binary and the Gaussian case are explicitly calculated in Sections IV and V, respectively. In Section VI we analyze the tradeoff between the rates from the source-encoder and the helper for a fixed distortion criterion. In Section VII we consider the rate distortion problem with common helper and additional side information at the decoder. Finally, in Section IX we consider the case where different messages are sent from the helper to the encoder and decoder, and we conclude that no gain in performance can be achieved if the source encoder gets "more help" than the decoder at the destination. In fact, rate to the encoder can be strictly less than that to the decoder with no performance loss.
II. PROBLEM DEFINITIONS AND MAIN RESULTS
Here we formally define the problem of rate-distortion with a helper known both to the encoder and decoder and present a single-letter characterization of the achievable region.
We are using the regular definitions of rate distortion and we follow the notation of [12] . The source sequence is defined in the usual way
Definition 1: An (n, M, M ′ , D) code for source X with side information Y consists of two encoders
and a decoder
such that
where E denotes the expectation operation.
The rate pair (R,
Definition 2: Given a distortion D, a rate pair (R, R ′ ) is said to be achievable if for any δ > 0, ǫ > 0, and sufficiently large n, there exists an (n, 2 n(R+δ) , 2 n(R ′ +δ) , D + ǫ) code for the source X with side information Y .
Definition 3:
The (operational) achievable region R O (D) of rate distortion with a helper known at the encoder and decoder is the closure of the set of all achievable rate pairs.
We proceed to state some simple properties of the region R(D), defined in (1) and (2) above.
, it is enough to restrict the alphabet of U to satisfy
Proof: To prove Part 1, let Q be a time sharing random variable, independent of the source pair (X, Y ). Note that I(X;X|U, Q) = I(X;X|Ũ )
whereŨ = (U, Q), and we used the fact that Y is independent of Q. This proves the convexity. To prove Part 2,
we invoke the support lemma [13] . The external random variable U must have |Y| − 1 letters to preserve p(y), plus three more to preserve the distortion constraint and the two rate constraints I(Y ; U ) and I(X;X|U ). This results in alphabet of size |Y| + 2.
The next theorem is the main result of this section.
Theorem 2:
III. PROOF OF THEOREM 2 First, let us define an additional region R(D), which is defined exactly as R(D) but with one difference: the condition in (2) is replaced with a less restrictive condition given in (10):
Obviously R(D) ⊇ R(D); however , the reverse inclusion also holds, implying the following lemma. In addition to the fact that Lemma 3 is an important ingredient in the proof, it will also help us to conclude in Section IX that any additional rate from Y to the encoder only, does not decrease the rate R.
Proof of Theorem 2:
Achievability: The proof of the direct part uses arguments that have become standard. It can be found in Kaspi [6] (see also Kaspi and Berger [5] ), and is therefore omitted.
Converse: Assume that we have an (n, M, M ′ , D) code for a source X with helper Y , as in Definition 1. We will show an existence of random variables (U,X) that satisfy (1) and (10) . Denote
where step (a) follows from the Markov chain
where step (a) follows from the fact thatX i is a deterministic function of the pair-indices (T, T ′ ). Now, let (11) and (12) become
Now we observe that the Markov chain (13)- (14) is a convex combination of regions of the form in R(D). Since R(D) (and therefore R(D)) is convex (by Lemma 1), the converse is proved.
IV. BINARY CASE
Let us consider the binary case shown in Fig. 2 . The helper's sequence is Y i ∼ Bern ( 1 2 ), and the source sequence satisfies X i = Y i ⊕Z i , where ⊕ denotes XOR operation, and 
We now introduce some notation and then state the achievable region for the binary case. Let H b (x) denote the binary entropy function, which is defined for 0
b (x) denote the inverse binary entropy function 2 . In addition let p * q denote the parameter of a Bernoulli distribution that results from convolving mod-2 two Bernoulli distributions with parameters p and q, i.e., p
Theorem 4:
The achievable region R(D) for the binary case , illustrated in Fig. 2 , is
Before proving the theorem let us consider the following example. 
Proof of Theorem 4: First we notice that if R
′ ≥ 1, then the proof is trivial since it is equivalent to the case of rate distortion with side information available at the encoder and decoder. Next, we prove the theorem for the case in which R ′ ≤ 1.
Achievability:
Consider the achievable region from Theorem 2. Let U = Y ⊕ W , where W is independent of (Y, Z) and W ∼ Bern(p w ).
where the last equality is due to the fact that if
and since H b (x) is an increasing function for 0 ≤ x ≤ 1 2 , (17) also implies
Now, consider
where step (a) follows (18) .
Converse: Fix a scheme with
and this implies
Now consider,
where step (a) was derived in the first three steps in (12) , and step (b) follows from the fact that H b (x) is a concave function. Now, using Wyner and Ziv's Mrs. Gerber's Lemma [14] , [15] , since Y n and Z n are independent binary random vectors given T ′ , and
Combining (21), (22) and (23) we obtain
a 
V. GAUSSIAN CASE 
Equivalently, one may consider the Gaussian rate distortion problem with a helper, where the pair (X, Y ) is a Gaussian random vector with zero mean and a variance matrix Σ X,Y given by
i.e., E[
Theorem 5 also holds for this description, and the region is
The equivalence of (25) and (27) follows by the associations 
Now,
where (a) follows from the conditional entropy power inequality [17] [12, Ch. 17] and the fact that Z n and Y n are independent given T ′ .
Step (b) follows (28). Finally, combining (29) and (30) we obtain (25).
VI. A BIT FROM THE SOURCE-ENCODER VS. A BIT FROM THE HELPER
Assume that we have a sequence of (n, 2 nR , 2 nR ′ ) codes that achieves a distortion D, such that the triple
is on the border of the region R(D). Now, suppose that the helper is allowed to increase the rate by
to what rate R − ∆ can the source-encoder reduce its rate and achieve the same distortion D?
Despite the fact that the additional rate ∆ ′ is transmitted both to the decoder and encoder, we show that always
Let us denote by R(R ′ ) the boundary of the region R(D) for a fixed D. We formally show that ∆ ≤ ∆ ′ by proving that the slope of the curve R(R ′ ) is always less than 1. The proof uses similar technique as in [18] .
Lemma 6: For any p(x, y), D, and R ′ , the subgradients of the curve R(R ′ ) are less than 1.
Now, let us define J * (λ) as
where P is the set of distributions satisfying p(x, y, u,x) = p(x, y)p(u|y)p(x|u, x), Ed(X,X) ≤ D. The line J * (λ) = R + λR is a support line of R(R ′ ), and therefore, λ is a subgradient. The value J * (λ) is the intersection between the support line with slope −λ and the axis R, as shown in Fig. 7 . Because of the convexity and the
In addition, we observe that
where (a) is due to the Markov chains U − Y − Z andX − (U, X) − Y . Combining (32) and (33), we conclude that for any subgradient −λ, J * (λ) ≤ J * (1). Since J * (λ) is increasing in λ, we conclude that λ ≤ 1.
An alternative and equivalent proof would be to claim that, since R(R ′ ) is a convex and non increasing function,
, and then to claim that the largest slope at R ′ = 0 is when Y = X, which is 1. For the binary and the Gaussian case, the derivative can be explicitly calculated from (15) and (27), respectively. By calculating the derivative at R ′ = 0, we obtain for the binary symmetric case
and for the Gaussian case
VII. RATE DISTORTION WITH HELPER AND SIDE INFORMATION
In this Section, we consider the rate distortion with a helper and additional side information Z, known only to the decoder, as shown in Fig. 8 . We also assume that the source X, the helper Y , and the side information Z, form the Markov chain Y − X − Z. 
A. definitions and main results
The formal definition of the code is the following. 
The (operational) achievable region, denoted R O (D|Z), is defined similarly as before (see Section II, Definitions 2 and 3). The conditioning on Z in the notation R O (D|Z) stands for the side information available only at the decoder, Z.
We now present our main result. Let R(D|Z) be the set of all rate pairs (R, R ′ ) that satisfy
for some joint distribution of the form
where U and V are auxiliary random variables, and the reconstruction variableX is a deterministic function of the triple (U, V, Z). The next lemma states properties of R(D|Z). It is the analog of Lemma 1.
Lemma 7: 1) The region R(D|Z) is convex
2) To exhaust R(D|Z), it is enough to restrict the alphabets of V and U to satisfy
Proof: The proof of part 1 parallels that of part 1 of Lemma 1 and is omitted. For part 2, using the support lemma [13] , the random variable V should have |Y| − 1 elements to preserve p(y), plus three elements to preserve I(V ; Y |Z), I(X; U |V, Z), and the distortion constraint. Once V is fixed, U should have |X ||V| − 1 elements to preserve the joint distribution p(x, v), and two more elements to preserve I(X; U |V, Z) and the distortion constraint.
This completes the proof of the lemma.
Theorem 8:
The achievable rate region for the setting illustrated in Fig. 8 , where X, Y, Z are i.i.d random variables
VIII. PROOF OF THEOREM 2
Let us define an additional region R(D|Z) as the set of all rate pairs (R, R ′ ) that satisfy
where U, V are auxiliary random variables, and the reconstruction variableX is a deterministic function of the triple (U, V, Z).
There are two differences between R(D|Z) and R(D|Z). First, the lower bounds on R is I(X, Y ; U |V, Z)
rather than I(X; U |V, Z), and secondly the joint distribution is decomposed using the term p(u|x, v, y) rather than p(u|x, v). In the proof of Theorem 8, we show that R(D|Z) is achievable and that R(D|Z) is an outer bound, and we conclude the proof by applying the following lemma, which states that the two regions are equal.
Lemma 9: R(D|Z) = R(D|Z).
Proof: First we notice that R(D|Z) ⊇ R(D|Z), since one can restrict the input distribution p(x, y, z, u, v) = p(x, y)p(z|x)p(v|y)p(u|x, v) and this implies that
because I(Y ; U |Z, V, X) = 0. 
Now we prove that R(D|Z) ⊆ R(D|Z). Let (R, R
where p(u|x, v) is induced by p(x, y, z, u, v). We now show that the terms I(V ; Y |Z), I(X; U |Z, V ) and Ed(X,X(u, v, z)) are the same whether we evaluate them by the joint distribution p(x, y, z, u, v) of (48) and p(u|x, v) = p(u|x, v) we conclude that p(x, z, u, v) = p(x, z, u, v).
Proof of Theorem 8:
Achievability: The proof follows classical arguments, and therefore the technical details will be omitted. We describe only the coding structure and the associated Markov conditions. Note that the condition (40) 
and
Now, let
, where Z \i denotes the vector Z n without the i th element, i.e., (Z i−1 , Z n i+1 ). Then (50) and (51) become
Now we observe that the Markov chain
The reconstruction at time i, i.e.,X i , is a deterministic function of (Z n , T, T ′ ), and in particular it is a deterministic function of (U i , V i , Z i ). Finally, let Q be a random variable independent of X n , Y n , Z n , and uniformly distributed over the set {1, 2, 3, .., n}. Define the random variables
the fact thatX is a deterministic function of (U, V, Z) , and the inequalities R ′ ≥ I(Y ; V |Z) and R ≥ I(X, Y ; U |V, Z)
(implied by (52)), imply that (R, R ′ ) ∈ R(D|Z), completing the proof by Lemma 8.
A. Gaussian Case
In this subsection we consider the Gaussian instance that corresponds to Theorem 8 (see Fig. 9 ). Since X, Y, Z form the Markov chain Y − X − Z, we assume, without loss of generality, that X = Z + A and
where the random variables (A, B, Z) are zero-mean Gaussian and independent of each other, where 
The following theorem establishes the rate region of the Gaussian case.
Theorem 10:
The achievable rate region of the problem illustrated in Fig. 9 is
It is interesting to note that the rate region does not depend on σ 2 Z . Furthermore, we show in the proof that for the Gaussian case the rate region is the same as when Z is known to the source X and the helper Y .
Proof of Theorem 10:
Converse: Assume that both encoders observe Z n . Without loss of generality, the encoders can subtract Z from X and Y ; hence the problem is equivalent to new rate distortion problem with a helper, where the source is A and the helper is A + B. Now using the converse from Theorem 5, and in particular, using (27) where
Achievability: Before proving the direct-part of Theorem 10, we establish the following lemma which is proved in the Appendix.
Lemma 11: Gaussian Wyner-Ziv rate-distortion problem with additional side information known to the encoder
and decoder. The rate region of the rate-distortion problem given in Fig. 10 , in which W, X, Z are jointly Gaussian, and the distortion is the mean square error between the source and and the reconstruction, is
where
, i.e., the minimum square error of estimating X from (W, Z). Fig. 10 . Gaussian Wyner-Ziv rate-distortion problem, with additional side information known to the encoder and decoder. The random variables W, X, Z are jointly Gaussian with zero mean and covariance matrix Σ W,X,Z . The distortion is the square error, i.e., d(X n ,X n ) =
and is independent of (A, B, Z). Clearly, we have V −Y −X −Z. Now, let us generate V at the source-encoder and at the decoder using the achievability scheme of Wyner [16] .
Since I(V ; Z) ≤ I(V ; X) a rate R ′ = I(V ; Y ) − I(V ; Z) would suffice, and it may be expressed as follows:
and this implies that
Now, we invoke Lemma 11, where V is the side information known both to the encoder and decoder; hence a rate that satisfies the following inequality achieves a distortion D;
Finally, by replacing σ 2 D with the identity in (57) we obtain (54).
IX. DIFFERENT HELPER MESSAGES TO THE ENCODER AND DECODER
The rate distortion problem, where side information from the helper is encoded using two different messages, possibly at different rates, one to the encoder and and one to the decoder, as shown in Fig. 11 , is an open question.
However, the solution that is given in previous sections, where there is one message known both to the encoder and decoder, provides us insight that allows us to solve several cases of the problem shown here. We start with the definition of the general case. It follows quite closely Definition 1, except that there are three rates involved. 
To avoid cumbersome statements, we will not repeat in the sequel the words "... different helper messages to the encoder and decoder," as this is the topic of this section, and should be clear from the context. The rate pair
Definition 6: Given a distortion D, a rate triple (R, R e , R d ) is said to be achievable if for any δ > 0, and sufficiently large n, there exists an (n, 2 n(R+δ) , 2 n(Re+δ) , 2 n(R d +δ) , D + δ) code for the source X with side information Y .
of rate distortion with a helper known at the encoder and decoder is the closure of the set of all achievable rate triples at distortion D.
and similarly, denote by R(R ′ , D) the section of the region R(D), defined in (1) and (2), at helper rate R ′ .
Recall that, according to Theorem 2, R(R ′ , D) consists of all achievable source coding rates when the helper sends common messages to the source encoder and destination at rate R ′ . The main result of this section is the following.
Theorem 12 has interesting implications on the coding strategy taken by the helper. It says that no gain in performance can be achieved if the source encoder gets "more help" than the decoder at the destination (i.e.,
if R e > R d ), and thus we may restrict R e to be no higher than R d . Moreover, in those cases where R e = R d , optimal performance is achieved when the helper sends to the encoder and decoder exactly the same message. The proof of this statement uses operational arguments.
Proof of Theorem 12:
Clearly, the claim is proved once we show the statement for R e = H(Y ). In this situation, we can equally well assume that the encoder has full access to Y . Thus, fix a general scheme like in Definition 5
with R e = H(Y ). The encoder is a function of the form
There exists a function φ and a random variable W , uniformly distributed in [0, 1] and independent of (X n , T 2 ), such that
Thus the source encoder operation can be written as
implying, in turn, that the distortion of this scheme can be expressed as
where (a) holds since W is independent of (X n , T 2 ), and (b) by defining f w (X n , T 2 ) =f (X n , T 2 , w).
Note that for a given w, the function f w is of the form of encoding functions f allowed in Definition 1. Therefore we conclude that anything achievable with a scheme from Definition 5, is achievable by time-sharing of schemes from Definition 1, which is itself a scheme of the kind allowed in Definition 1.
The statement of Theorem 12 can be extended to rates R e slightly lower than R d . This extension is based on the simple observation that the source encoder knows X, which can serve as side information in decoding the message sent by the helper. Therefore, any message T 2 sent to the source decoder can undergo a stage of binning with respect to X. As an extreme example, consider the case where R e ≥ H(Y |X). The source encoder can fully recover Y , hence there is no advantage in transmitting to the encoder at rates higher than H(Y |X); the decoder, on the other hand, can benefit from rates in the region H(Y |X) < R d < H(Y ). These observations are summarized in the next theorem.
Theorem 13:
1) Let (U,X) achieve a point (R, R ′ ) in R(D), i.e., R = I(X;X|U )
Ed(X,X) ≤ D,
Then (R, R e , R ′ ) ∈ R O g (D) for every R e satisfying R e ≥ I(U ; Y ) − I(U ; X).
2) Let (R, R ′ ) be an outer point of R(D). That is,
Then (R, R e , R ′ ) is an outer point of R O g (D) for any R e , i.e.,
(R, R e , R ′ ) ∈ R(D) ∀ R e .
The proof of Part 1 is based on binning, as described above. Part 2 is a partial converse, and is a direct consequence of Theorem 12. The details, being straightforward, are omitted. 
and, in particular,
Combining Theorem 4, Theorem 13, and (75) above, we obtain that the following region is achievable for the binary case:
where [x] + = max{x, 0}, and we used H(Y |X) = H b (p z ). Fig. 12 shows the reduction in the rate to the helper, i.e., R d − R e , due to binning as given by (77). 
where N is a Gaussian random variable independent of (W, Z) with zero mean and variance σ 2 X|W,Z . Since W is known to the encoder and decoder we can subtract αW from X, and then using Wyner-Ziv coding for the Gaussian case [16] we obtain
Obviously, one can not achieve a rate smaller than this even if Z is known both to the encoder and decoder, and therefore this is the achievable region.
