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Resumen
Hoy en dı́a, prácticamente todas las aplicaciones en la industria ex-
plotan su información histórica para tomar decisiones y de esta forma
realizar predicciones, optimizar procesos o simplemente monitorizar
activos. Las técnicas de procesado de datos han sido ampliamente es-
tudiadas durante los últimos años debido, entre otras cosas, al creci-
miento de aplicaciones basadas en inteligencia artificial. Además, la
presencia de valores desconocidos en un conjunto de datos es uno de
los problemas más comunes en estas aplicaciones reales. Ésta es una
de las razones por las que en la literatura se han propuesto muchas
técnicas basadas en aprendizaje máquina que abordan esta tarea.
En la primera parte de este trabajo, se explota la gran capacidad de
representación de los Stacked Denoising Autoencoders (SDAE) para
obtener un nuevo método de imputación basado en dos ideas diferen-
tes: borrado y compensación. El primer método ha demostrado mejo-
rar los resultados en imputación borrando artificialmente algunas ca-
racterı́sticas y usándolas como etiquetas en el entrenamiento de la red.
Sin embargo, aunque el borrado es realmente eficiente, puede causar un
desbalanceo enrte la distribución de los datos de entrenamiento y test.
Para solucionar esto, se propone un método de compensación basado
en una ligera modificación de la función de error a optimizar. Se reali-
zan experimentos sobre varios conjuntos de datos y se demuestra que el
borrado y la compensación no sólo suponen mejoras en imputación en
comparación con otras técnicas clásicas, sino también en clasificación.
Después, se propone proporcionar más información a un clasificador
SDAE para mejorar su rendimiento. Más especı́ficamente, se usa la sa-
lida de un clasificador auxiliar para extender la entrada de estas máqui-
nas, y llevar un entrenamiento capa a capa considerando la reconstruc-
ción de la entrada y las etiquetas al mismo tiempo usando una combi-
nación convexa. Esta red es llamada Complete MSDAE (CMSDAE). Se
realizan también experimentos para apoyar la efectividad del modelo,
demostrando que las máquinas resultantes ofrecen mejores resultados
que los métodos estándares en todos los casos, ası́ como reducen la
sensibilidad del diseño de parámetros.
Finalmente, una vez demostrado que los mencionados clasificadores
CMSDAEs ofrecen unos resultados de clasificación que son mejores
que los de los propios MSDAEs, se ha investigado si los CMSDAEs
pueden mejorar los mecanismos de imputación de los mismos. En la
parte final de este trabajo, se consideran dos métodos diferentes de
imputación con CMSDAEs. La primera resulta ser un método direc-
to en el que la salida del CMSDAE es simplemente la etiqueta del
conjunto. El segundo mecanismo surge a partir de la presencia de las
etiquetas en el vector de salida y usa la técnica ampliamente cono-
cida de aprendizaje multitarea (MTL), incluyendo las observaciones
como tarea secundaria. Ası́, los resultados experimentales demuestran
que estas estructuras CMSDAE incrementan la calidad de los valores
imputados, en particular, en las versiones MTL.
Abstract
Nowadays, almost every industry application exploits the information
of historical data to get useful insights and thus make predictions, op-
timize processes or simply monitorize assets. Data processing tech-
niques have been widely studied for the last years due to the growth
of artificial intelligence applications. Furthermore, missing values in a
data set is one of the most common difficulties in these real applica-
tions. That is one of the reasons why many different techniques based
on machine learning have been proposed in the literature to face this
problem.
In the first part of this work, the great representation capability of the
Stacked Denoising Auto-Encoders (SDAE) is used to obtain a new
method of imputating missing values based on two ideas: deletion and
compensation. This method has demonstrated to improve imputation
performance by artificially deleting values in the input features and
using them as targets in the training process. Nevertheless, although
the deletion of samples is really efficient, it may cause an imbalance
between the distributions of the training and the test sets. In order to
solve this issue, a compensation mechanism is also proposed based on
a slight modification of the error function to be optimized. Then, exper-
iments over several datasets show that the deletion and compensation
not only involve improvements in imputation but also in classification
in comparison to other classical techniques.
Aterwards, we propose to provide more information to SDAE classi-
fiers in order to increase their performance. Specifically, we use the
output of an auxiliary classifier to extend the input to those machines,
and carry out the layer-by-layer auto-encoding training considering the
input recovering and the label errors by means of a convex combina-
tion. This network is called Complete MSDAE (CMSDAE). Extensive
experiments support the effectiveness of this proposal, showing that
the resulting machines offer better results than standard designs in all
the cases, as well as a reduced sensitivity to the design parameters.
Finally, once demonstrated that the mentioned CMSDAE classifiers
offer classification results that are better than those provided by MS-
DAEs, it has been investigated if CMSDAEs can improve the MSDAEs
imputation processes. In the final part of this work, two types of im-
putation mechanisms with CMSDAEs are considered. The first is a
direct procedure in which the CMSDAE output is just the target. The
second mechanism is suggested by the presence of the targets in the
vectors to be auto-encoded, and it uses the well known Multi-Task
Learning (MTL) ideas, including the observations as a secondary task.
Thus, experimental results show that these CMSDAE structures in-
crease the quality of the missing value imputations, in particular, the
MTL versions.
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de la Universidad Politécnica de Cartagena y el Dr. D. Anı́bal R. Fi-
gueiras Vidal de la Universidad Carlos III de Madrid, su apoyo y con-
fianza durante estos años. A este último, por ser una fuente de sabidurı́a
y un ejemplo de excelencia. Al primero, no sólo por esto, sino también
por estar ahı́ siempre y mostrarme la parte optimista de las cosas.
Por otro lado, quiero agradecerle a Cristina, mi compañera de vida,
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1.1 Introducción a los datos incompletos
A pesar de su corta edad, el siglo XXI ya es denominado como la “era de la in-
formación” debido a la velocidad de vértigo a la que se han creado y desarrollado
las tecnologı́as digitales de la información y las comunicaciones. Estos avances y,
sobre todo la rápida evolución de internet, han permitido la aparición de concep-
tos hasta hace no mucho tiempo inimaginables tales como el Internet de las Cosas
(Internet of Things, IoT).
El IoT supone la interconexión de dispositivos y objetos en general a través
de una red, bien privada o el propio Internet, de manera que puedan interaccionar
entre todos. Las aplicaciones a las que está orientado el IoT son casi infinitas ya
que prácticamente se puede implementar en cualquier objeto o dispositivo. Estas
aplicaciones van desde control del tráfico en las ciudades pasando por la geoloca-
lización del ganado perteneciente a una ganaderı́a hasta el control de las fechas de
caducidad de los alimentos que se encuentran dentro del frigorı́fico de cualquier
hogar.
Esta gran innovación tecnológica ha hecho que el campo del procesado de datos
sea enormemente explotado en los últimos años. Además, la cantidad de informa-
ción que es diariamente producida ha provocado que sea necesario el desarrollo de
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nuevos mecanismos para obtener información útil a partir de los datos. Todo ello
supone una revolución aún mayor que la que causó la invención de la imprenta de
manos de Gutenberg allá por 1450.
Disponer de tanta información permite la optimización de procesos en cuanto a
tiempos y costes ası́ como trabajar de una forma mucho más ordenada y sistemati-
zada. Sin embargo, para poder emplear dicha información de forma beneficiosa es
necesario recolectar y tratar correctamente el nivel más bajo de la misma, los datos.
Considerados el recurso estratégico y comercial por excelencia del siglo vigen-
te, los datos han de ser correctamente inspeccionados, limpiados y transformados
para que, en conjunto, se pueda resaltar la información útil y servir de apoyo en la
toma de decisiones. Toma una gran importancia en este contexto el reconocimiento
de patrones [1, 2], un campo del Aprendizaje Máquina (Machine Learning, ML)
que consiste en la detección de patrones de las señales de entrada, obtenidos a partir
de los procesos de segmentación y extracción de caracterı́sticas. El punto esencial
del reconocimiento de patrones es la regresión o clasificación: se quiere estimar o
clasificar una señal dependiendo de sus caracterı́sticas.
Generalmente, la extracción de información útil a partir de los datos se reali-
za mediante el empleo de diferentes algoritmos matemáticos y durante la fase del
análisis de datos, previa al desarrollo de los algoritmos de clasificación mencio-
nados. Es en este momento donde se afronta el problema de los valores perdidos
o datos incompletos, también llamado missing values en la literatura anglosajo-
na. Básicamente, este problema consiste en la pérdida de ciertos valores en una o
varias de las caracterı́sticas del conjunto de datos procesado y supone uno de los
principales escollos presente en todos los problemas reales.
Siguiendo con el ejemplo anterior, el uso de sensores en procesos industriales
es uno de los ejemplos más claros de presencia de valores perdidos durante el pro-
ceso de adquisición de datos. Fallos eléctricos y/o mecánicos, desconexión de la
alimentación eléctrica o interferencias son algunos de los motivos por los que se
produce este inconveniente de valores perdidos. La fuente de la pérdida de infor-
mación es importante ya que el conjunto tiene diferentes efectos sobre los métodos
de clasificación. Por tanto, al tratarse de un problema ampliamente extendido, se
verá más adelante cómo existen en la literatura numerosas formas de abordarlo.
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1.2 Análisis de datos incompletos
Esta tesis doctoral se centra en el estudio de datos incompletos y en nuevos métodos
capaces de clasificar patrones con valores desconocidos. Se considera por tanto en
todo momento un conjunto de datos de la forma X = {xn, tn}, n = 1, ..., N , donde
xn = {xni}i=di=1 ∈ Rd es el patrón n-ésimo y tn su etiqueta correspondiente. En
general, X estará compuesto por patrones completos e incompletos, es decir, X =
{xCn , xIn} con xCn como patrones completos y xIn como patrones incompletos del
conjunto. Además, es necesario incluir una matriz indicadora de valores perdidos
M con la forma
mnd =
{
1, xni es conocido,
0, xni es ausente,
(1.1)
donde i (1 ≤ i ≤ d) indica el componente del vector.
De esta forma, un problema de clasificación, teniendo en cuenta el conjunto de
datos incompleto, queda definido de la forma:
Z = {X,M,T} = {xn,mn, tn}Nn=1 (1.2)
A pesar de las numerosas opciones que existen para el tratamiento de valores
perdidos, se tiende a infravalorar el efecto de no adoptar ninguna acción sobre ellos
y este hecho conlleva graves consecuencias como la aparición de sesgos inacepta-
bles. Por este motivo, para saber cómo hacer frente a este problema, es necesario
conocer antes cómo se genera esta pérdida de datos.
1.2.1 Distribución de datos incompletos
Tal y como se presenta en [3], no todos los valores perdidos muestran el mismo
comportamiento. La variable binaria M debe analizarse como un fenómeno es-
tocástico [4], por lo que debe considerarse como variable aleatoria con distribución
de probabilidad conjunta, la cual da cuenta del porcentaje de omisión existente y
de su relación con las observaciones completas. Las tipologı́as de datos faltantes
propuestas por Rubin en [3] es ampliamente utilizada en la literatura.
Si se define X = {XC ,XI} donde XC y XI son los conjuntos de valores com-
pletos e incompletos respectivamente, se define la primera categorı́a MAR (Missing
3
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at Random) cuando los datos omitidos se generan de forma completamente aleato-
ria. Es decir, en este caso la distribución de los valores observados no depende del
patrón de comportamiento de los valores desconocidos, P (M/X) = P (M/XC).
Bajo esta suposición, la probabilidad de que un valor presente missing depen-
de solamente de la información disponible, es decir, los valores perdidos tienen
dependencia de otras variables del conjunto de datos, generalmente variables in-
dependientes. Es frecuente estudiar este mecanismo como una regresión logı́stica,
donde la variable de salida es 1 para los casos observados y 0 para los valores
perdidos. Los valores perdidos MAR pueden ser excluidos siempre y cuando la
regresión controle todas las variables que afectan la probabilidad de pérdida.
Un ejemplo de ello podrı́a ser una encuesta realizada a unos alumnos, en la
que aquellos que superan cierta nota reciben preguntas adicionales. En este caso,
algunos tendrán valores desconocidos en dichas preguntas, mientras que otros no,
dependiendo de las primeras variables.
Otra opción es que los datos perdidos sigan una distribución completamente
aleatoria o MCAR (Missing Completely at Random). En este caso, los datos perdi-
dos no dependen de los observados: P (X/XC) = P (M). Ası́, una variable pertene-
ce a esta categorı́a si la probabilidad de pérdida es la misma para todas las variables.
En este caso, los valores perdidos no tienen dependencia alguna de sı́ mismos ni de
otros atributos. Por otro lado, si todos los valores perdidos del conjunto de datos
son MCAR pueden ser descartados.
Dicho de otra manera, las observaciones con datos perdidos son una muestra
aleatoria del conjunto de observaciones. Un ejemplo de este tipo de valores perdi-
dos podrı́a ser un tubo que se rompe por accidente en un análisis de sangre a una
serie de pacientes.
Finalmente, a un proceso que no es ni MAR ni MCAR se le denomina MNAR
(Missing not at Random). MNAR significa que la falta de respuesta no puede ser
ignorada en el proceso de construcción del estimador ni al analizar las relaciones
de causalidad entre variables. Dentro de esta categorı́a se incluyen aquellos valores
perdidos que en sı́ son considerados los causantes de su propia pérdida. El caso de
valores NMAR debe modelarse explı́citamente o, de lo contrario, se debe aceptar
algún sesgo en sus inferencias. Un ejemplo de este caso serı́a un dato faltante en
una encuesta debido a una pregunta que no ha sido respondida intencionadamente.
4
1.2 Análisis de datos incompletos
Además de la clasificación anterior, en lı́neas generales los valores perdidos
pueden ser clasificados como ignorables y no ignorables. Los valores perdidos ig-
norables son aquellos que pueden ser excluidos del conjunto de datos de entrada y,
posteriormente, proceder a su clasificación sin que se modifique la distribución de
los datos. Por el contrario, los valores perdidos no ignorables han de ser tratados de
cara a la clasificación puesto que su efecto es significativo en la inferencia de los
datos.
Es importante tener en cuenta que la distribución de datos faltantes es significa-
tiva en algunos de los métodos que abordan el problema. De hecho, en la mayorı́a
de las técnicas de imputación clásicas se asume de forma implı́cita o explı́cita la
hipótesis de ignorabilidad. Esta hipótesis afirma que el mecanismo de datos incom-
pletos es ignorable si se verifica la hipótesis MAR y los parámetros de la distribu-
ción son distinguibles. Se recomienda ir a los trabajos [5, 6] para más información
sobre esta hipótesis. A continuación se presentan las principales maneras de abor-
dar el problema de los datos perdidos.
1.2.2 Métodos para tratar datos incompletos
Como se ha comentado, la falta de datos en un conjunto reduce la representatividad
de la muestra y puede distorsionar las inferencias sobre la población. A lo largo
de la literatura, las soluciones habituales a la hora de afrontar un problema con
valores perdidos pueden clasificarse como se presenta a continuación. En general,
son bastante intuitivas y algunas de ellas funcionan bien en casos con cantidades
pequeñas de datos perdidos.
• Análisis de casos completos. Un primer enfoque consiste en entrenar los
clasificadores sólo con muestras completas. Como su nombre indica, se des-
cartan los casos que presentan al menos un valor perdido y, por tanto, se rea-
liza la inferencia sobre los valores completos. Con esto, se reduce la muestra
a estudiar por lo que, dependiendo de la cantidad de información perdida, el
mecanismo de datos faltantes y la relación entre casos completos e incom-
pletos, las consecuencias pueden ser diferentes. En general, la pérdida de
información relevante producirá un sesgo y falta de precisión en la inferen-
cia final. Por contra, destaca por su simplicidad y el hecho de que todos los
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estadı́sticos se calculan utilizando el mismo tamaño muestral, lo que permite
su comparación [7].
• Análisis de casos disponibles. Métodos que toman toda la información dis-
ponible, evitando la distorsión que resulta tener posibles valores imputados
erróneos y tomados como observados. Con este tipo de técnicas sólo se pier-
de la información no observada del conjunto. Ası́, generalmente se trabaja
con diferentes tamaños muestrales e incluso se combinan en el cálculo de un
mismo estadı́stico. Como se indica en [5], de este modo es posible que se ob-
tengan correlaciones fuera del intervalo [−1, 1] o matrices de correlaciones
no definidas positivas, condición requerida en diversas técnicas multivarian-
tes.
• Imputación. Los métodos de imputación pretenden solucionar el problema
de los datos faltantes sustituyendo los mismos por valores estimados a partir
de la información suministrada por la muestra. Con esto se consigue una ma-
triz de datos completos y solucionan algunos de los problemas mencionados
en los casos anteriores. Éste es el procedimiento más extendido para el tra-
tamiento de valores perdidos. El motivo de su uso se debe a que la mayorı́a
de herramientas de toma de decisiones no pueden utilizar datos incompletos
directamente para la clasificación. Además, se produce una mejora durante la
clasificación puesto que la imputación extrae información adicional (los pro-
pios valores imputados). Aunque en los siguientes capı́tulos se entrará en más
detalles sobre los métodos de imputación, es importante destacar aquı́ que el
tipo de técnica utilizada será clave a la hora de obtener mejores o peores
resultados en la inferencia final.
1.2.3 Objetivos teóricos de la imputación
Independientemente de la presencia o no de datos incompletos, se acepta que el
objetivo del análisis estadı́stico es generar inferencia válida [4]. No se trata única-
mente de obtener estimadores insesgados y de mı́nima varianza, ni tampoco ajustar
modelos para sustituir de cualquier forma la información faltante. Por ejemplo, la
sustitución de información faltante a partir de promedios puede ser adecuada para
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lograr predicciones más precisas, pero esta práctica tiene implicaciones negativas
en la varianza del estimador e introduce distorsiones en el patrón de correlación de
los datos [8].
La imputación debe considerarse parte del proceso de investigación con el
propósito de obtener conclusiones sustentadas en evidencia empı́rica sólida. Ası́,
generalmente no debe evaluarse la bondad de un método de imputación sólo por su
capacidad de completar información y probar hipótesis. Algunos métodos de eva-
luación de un modelo se presentan en [9, 10] y, en general, están relacionados con
el error cuadrático medio y no con el sesgo del estimador.
Sin embargo, esto es algo que debe tenerse en cuenta a la hora de crear el es-
timador. Si se hace una buena imputación, éste será cercano al verdadero valor de
los datos perdidos, minimizando el sesgo y la varianza. En muchas ocasiones, es-
pecialmente en las técnicas clásicas, es común establecer supuestos acerca de las
causas que generaron las omisiones, contrastando la factibilidad de las hipótesis
con el comportamiento observado de los datos. Además, es importante tener cla-
ro el objetivo final a resolver para la elección del método de imputación. Esto es
ası́ porque, si la variable incompleta resulta de gran importancia a la hora de resol-
ver la tarea principal –clasificación o regresión–, pequeñas diferencias en los datos
imputados pueden conllevar cambios significativos en los resultados finales. Ası́,
por ejemplo, supongamos una encuesta con la que se pretende saber el nivel de
vida de algunas familias y existe un dato con valores faltantes que es el ingreso per
cápita de la familia. De esta forma, si se usa un método de imputación para rellenar-
lo, es importante saber que cualquier variación del valor imputado será relevante
en la estimación final.
1.3 Aprendizaje máquina y aprendizaje profundo
La Inteligencia Artificial (IA) se define como la simulación de procesos de inteli-
gencia humana (aprendizaje, razonamiento y autocorrección) por parte de máqui-
nas, generalmente sistemas informáticos. Este término, acuñado por John McCarthy
en el año 1956, ha experimentado un gran auge en estos últimos años debido, entre
otras cosas, a los grandes volúmenes de datos que se manejan en la actualidad. A
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dı́a de hoy, la IA abarca desde la automatización de procesos hasta la robótica. Tam-
bién está presente en prácticamente todos los ámbitos de la vida cotidiana aunque,
generalmente, pasa desapercibida: asistentes personales virtuales, navegadores, in-
terpretación de pruebas médicas, etc. Como tal, la IA es un campo general dentro
del que se engloba el aprendizaje máquina (Machine Learning, ML), también co-
nocido como aprendizaje automático, y el aprendizaje profundo (Deep Learning,
DL), que a su vez es un subcampo del anterior (Figura 1.1).
Los primeros programas de IA, hasta finales de los 80, se basaban en conjuntos
de reglas rı́gidas creadas previamente por los programadores, es decir, órdenes que
ejecutar. Este hecho reducı́a los campos de aplicación de la IA, limitando su uso
a la resolución de problemas lógicos y bien definidos, quedando obsoletos para
tareas tales como la clasificación de imágenes, la traducción de lenguaje natural
o el reconocimiento de voz. Ante la necesidad de resolver estos problemas más
complejos surgió el denominado Aprendizaje Máquina.
El término aprendizaje máquina se puede definir como el subcampo de la IA
que tiene por objetivo el desarrollo de técnicas que permitan que los ordenadores
aprendan. En base a lo anterior, se trata de un proceso de inducción de conocimien-
to, puesto que el objetivo es generalizar comportamientos a partir de datos ejemplos
o experiencia previa.
El aprendizaje automático se basa en el uso de algoritmos complejos que posi-
bilitan el análisis de grandes cantidades de datos, el establecimiento de patrones y la
realización de predicciones en base a los datos recogidos con anterioridad. La am-
plia gama de aplicaciones que tiene el aprendizaje automático incluye la detección
de fraude en el uso de tarjetas de crédito, el diagnóstico médico y el reconocimiento
del habla o del lenguaje escrito, entre otros.
A pesar de la gran capacidad de resolución que tienen este tipo de algoritmos,
muchos de ellos tienen una capacidad de aprendizaje finita, independientemente de
la cantidad de datos que adquieran. Es por ello que surgen los sistemas de apren-
dizaje profundo, los cuales permiten mejorar su rendimiento cuando se procesa
un mayor número de datos y, consecuentemente, la máquina adquiere más expe-
riencia. En todo caso, existe una clasificación de los algoritmos en función de su
aprendizaje:
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Figura 1.1: Aprendizaje Profundo como subcampo de la Inteligencia Artificial.
• Aprendizaje supervisado. En este caso, se entrena al algoritmo otorgándole
las observaciones, denominadas caracterı́sticas, y las respuestas, denomina-
das etiquetas. Esto se realiza con el fin de que el algoritmo combine las carac-
terı́sticas con sus etiquetas y pueda realizar predicciones. Existen, a su vez,
algoritmos de regresión o clasificación, si se enseña al algoritmo a obtener
un número especı́fico o predecir una clase, respectivamente.
• Aprendizaje no supervisado. A diferencia del anterior, aquı́ sólo se le otor-
gan las caracterı́sticas al modelo, sin proporcionarle ninguna etiqueta. Su
función es la agrupación, por lo que el algoritmo deberı́a catalogar por si-
militud y poder crear grupos, sin tener la capacidad de definir cómo es cada
individualidad de cada uno de los integrantes del grupo.
• Aprendizaje por refuerzo. En este caso, el algoritmo aprende a optimizar
un proceso de decisión de la siguiente forma: si el resultado de esa decisión
es beneficioso, el agente aprende automáticamente a repetir esa decisión en
el futuro, mientras que si el resultado fuera perjudicial evitará volver a tomar
la misma decisión.
Aunque el aprendizaje profundo ha tenido muchas definiciones a lo largo de su
historia [11], se podrı́a definir como “un tipo de técnicas de aprendizaje máquina
que explotan muchas capas de procesamiento no lineal para extracción y transfor-
mación de caracterı́sticas supervisadas o no supervisadas, ası́ como análisis y clasi-
ficación de patrones”. En otras palabras, se puede decir que es una rama del ML que
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emplea arquitecturas computacionales con trasformaciones no lineales múltiples e
iterativas. Este tipo de algoritmos están basados en las redes neuronales profun-
das, tales como las redes convolucionales o las redes profundas de creencia. Desde
2006, el Aprendizaje Profundo ha emergido como un área del ML y se ha aplicado
en infinidad de campos [11], pero quizá la visión por computador y el procesado
del lenguaje natural son los más destacados.
Las redes neuronales artificiales son un modelo computacional inspirado en el
concepto biológico de las redes neuronales de los organismos vivos. Consiste en
un conjunto de unidades, llamadas neuronas artificiales, conectadas entre sı́ para
transmitirse señales. La información de entrada atraviesa la red neuronal (donde se
somete a diversas operaciones) produciendo unos valores de salida. Su principal
objetivo es encontrar la mejor combinación de unos parámetros dados y ajustarlos
a unos datos de entrada para predecir cierto resultado. Encontrar la combinación
que mejor se ajusta es lo que se denomina entrenar la red.
La unidad fundamental que compone una red neuronal es el perceptrón simple,
concepto introducido por Frank Rosenblatt [12]. Un perceptrón es un algoritmo de
reconocimiento de patrones basado en una red de aprendizaje de dos capas, que
utiliza adición y sustracción simples (Figura 1.2). En otras palabras, un elemento
compuesto por varias entradas con un cierto peso cada una de ellas, denominados
pesos sinápticos, y una salida. Esta salida depende de una función de activación que
suele ser de tipo escalón. Su funcionamiento consiste básicamente en calcular la
suma de las entradas por cada peso y, si ese resultado es mayor que un determinado
número, la salida del perceptrón será uno. En caso contrario, será cero.
Cabe destacar que el perceptrón simple sólo tiene una neurona, por lo que
está limitado a resolver problemas de clasificación de patrones con sólo dos cla-
ses y separables linealmente. Para realizar la clasificación de más de dos clases y
resolver problemas más complejos, es necesario expandir el perceptrón e incluir
más de una neurona, tal y como se muestra en la Figura 1.3. Es lo que se denomina
Perceptrón Multicapa (Multilayer Perceptron o MLP en inglés).
Básicamente, el MLP es una red neuronal artificial de tipo feedforward1 com-
puesta por múltiples capas de perceptrones. Consiste en, al menos, tres capas de
1Este tipo de redes son las que no tienen ciclos, es decir, la información fluye en una sola
dirección, entrada-salida.
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Figura 1.2: Perceptrón Simple. Varias entradas X son combinadas con unos pesos
sinápticos W y pasados por una función de activación tipo escalón para obtener una
salida Y .
Figura 1.3: Perceptrón Multicapa. El MLP es un tipo de red neuronal artificial for-
mada por múltiples capas de perceptrones. Consiste en, al menos, tres capas de neuro-
nas: entrada, oculta y salida. Excepto en la entrada, el resto de neuronas usan funciones
de activación no lineal, que hacen a esta red más robusta ante problemas complejos.
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nodos: entrada, oculta y capa de salida. Excepto en la entrada, donde no se produce
procesamiento, cada nodo es una neurona que usa una función de activación no
lineal. Ası́, sus múltiples capas y activaciones no lineales distinguen el MLP del
perceptrón simple y lo hacen más robusto ante problemas complejos, permitiendo
distinguir datos que no son linealmente separables [13].
El MLP ha sido ampliamente estudiado por su capacidad de resolver proble-
mas que no son linealmente separables. Son considerados como aproximadores
universales [13], de modo que pueden ser usados para crear modelos matemáticos
de análisis de regresión o clasificación. Se hicieron especialmente populares en los
años 80 siendo utilizados en aplicaciones como procesado de imágenes o recono-
cimiento de voz, y tras un periodo de desinterés, volvieron a ser objeto de estudio
con el auge del aprendizaje profundo.
1.4 Redes autoasociativas profundas
En el campo de las redes neuronales se ha estudiado ampliamente que la com-
posición de varias capas no lineales es clave para modelar de forma eficiente las
relaciones entre variables, y de esta forma conseguir una mejor capacidad de gene-
ralización en tareas complejas [14]. Esta lı́nea de investigación está motivada par-
cialmente por el conocimiento de algunas partes del cerebro humano tales como
el cortex visual. Básicamente, un MLP presenta grandes limitaciones a la hora de
construir más de una o dos capas ocultas (como el desvanecimiento del gradiente),
a excepción de las ampliamente conocidas Redes Convolucionales [15].
Es por esto que, tras una época en la que se perdió el interés por el aprendizaje
profundo, aparecieron estudios que presentaban un nuevo paradigma de entrena-
miento en las redes profundas [16, 17, 18]. Además, han surgido muchas técnicas
alternativas desde que se presentó el trabajo de Redes Profundas de Creencia (Deep
Belief Networks, DBN) de Hinton [16, 17]. Sin embargo, todos se basan en el mis-
mo principio:
• Entrenar una red profunda directamente para optimizar de forma supervisada
sólo el objetivo de interés mediante un método de gradiente, inicializando sus
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parámetros aleatoriamente, no funciona bien. Funciona mucho mejor iniciali-
zar los parámetros usando un criterio local no supervisado para (pre)entrenar
cada capa, con el objetivo de aprender a producir una representación útil a
partir de la salida de la capa anterior. Ası́, partiendo de esto, un entrenamiento
basado en gradiente de forma supervisada produce mucho mejores resultados
en términos de generalización.
Este tipo de redes, entrenadas con esta metodologı́a, han demostrado evitar so-
luciones pobres por efecto de estancamiento de gradiente en un óptimo local gene-
rado por incializaciones aleatorias. Esto se consigue principalmente por el entrena-
miento no supervisado que guı́a el aprendizaje de cada capa.
Una red autoasociativa (Autoencoder, AE) es un tipo de red neuronal artificial
entrenada de forma no supervisada para aprender una copia de su entrada a su sa-
lida. El objetivo de esta red es aprender una representación (codificación) eficiente
de los datos de entrada [19], normalmente para tareas de reducción de dimensiona-
lidad. Existen algunas variantes de esta arquitectura básica que son entrenadas con
el objetivo de extraer propiedades de los datos de entrada mediante el aprendiza-
je de las representaciones intermedias [20], tales como el Denoising Autoencoder
(DAE).
La arquitectura más básica de un AE es igual que la de un MLP –con una
capa de entrada, una oculta y una de salida–, con la diferencia de que la capa de
salida tiene las mismas neuronas que la de entrada. Se entrena para minimizar el
error entre entrada y salida, en lugar de predecir unos valores objetivo dadas unas
entradas. Ası́, un AE está formado por:
• Codificador. Comprime la entrada de la red en un espacio de variables laten-
tes. Ası́, se mapean los vectores de entrada en una representación oculta de
la forma:
y = fθ(x) = s(Wx + b) (1.3)
donde x es el vector de entrada, θ = {W,b} los parámetros de entrenamiento
y s() una función de activación.
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• Decodificador. Reconstruye la entrada a partir de los datos provenientes del
codificador, es decir, del espacio de dimensión latente. Ası́, la representación
oculta y se mapea de nuevo para reconstruir la entrada de la forma:
z = gφ(y) = s(W′y + b′) (1.4)
donde φ = {W′,b′} son los parámetros y la función s() puede ser lineal
simplificando la ecuación anterior.
Aunque los AEs simples son útiles en varias aplicaciones, sólo el criterio de
reconstrucción es incapaz de garantizar la extracción de caracterı́sticas útiles, ya
que puede conllevar la solución obvia de identidad. Una estrategia para evitar
este fenómeno es restringir la representación, es decir, crear redes compresivas.
Además, existe otra opción, presentada en [14], que consiste en cambiar el crite-
rio de reconstrucción para limpiar una entrada parcialmente corrupta, denoising en
inglés. De esta forma, se puede definir una buena representación como “aquella que
puede ser obtenida robustamente a partir de una entrada ruidosa y que será útil para
recuperar la entrada limpia”. Con esto, se entiende que la representación obtenida
en la capa oculta será más estable ante modificaciones en los datos, y al mismo
tiempo se obtendrán caracterı́sticas que capturen mejor la distribución de entrada.
Según el criterio comentado, se puede definir un DAE como un AE entrena-
do para reconstruir una versión limpia de una entrada ruidosa. Esto se consigue
añadiendo ruido a x, obteniéndose x̃ e ỹ = fθ(x̃) = s(Wx̃ + b), y entrenando los
parámetros θ y φ para minimizar el error de reconstrucción y hacer que la salida
se aproxime a la versión limpia de la entrada, es decir, el error entre z̃ = gφ(ỹ)
y x. Por tanto, la diferencia es que ahora la salida se obtiene mediante un mapeo
determinı́stico de la entrada corrupta. Esto conlleva el aprendizaje y extracción de
caracterı́sticas más útiles para el denoising y evita la función identidad.
Los DAEs se pueden apilar para formar una red profunda llamada Stacked De-
noising Autoencoder (SDAE). Para ello, se va generando la red profunda mediante
un entrenamiento capa a capa, alimentando la entrada de cada DAE con la represen-
tación latente (capa oculta) de la capa anterior. Ası́, cada capa es entrenada como
un DAE minimizando el error de reconstrucción de su entrada ruidosa, siendo ésta
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la representación de la entrada en la última capa oculta de la red profunda. Bási-
camente, teniendo las primeras k capas entrenadas, se puede obtener la capa k + 1
mediante la representación latente de la capa anterior.
Una vez que todas las capas ocultas se han pre-entrenado, la red profunda se
refina en una segunda etapa de entrenamiento. En este caso, se realiza un refina-
miento supervisado donde la red es entrenada para realizar la tarea a resolver –
clasificación o regresión– con las etiquetas correspondientes. Para esto, primero es
necesario añadir una capa de salida C y toda la red se entrena por gradiente como
si fuera un MLP (Figura 1.4). Es importante destacar que la entrada ruidosa se usa
sólo para el entrenamiento inicial de cada capa oculta de modo que éstas aprendan
caracterı́sticas útiles. Tras esto, el refinamiento se realiza con la entrada original.
Figura 1.4: Stacked Denoising Autoencoder. Varios DAEs se apilan formando una
red profunda mediante un entrenamiento capa a capa no supervisado. Cada DAE in-
termedio se alimenta con la representación latente de la capa anterior. Finalmente, se
añade una capa de salida C y toda la red profunda se refina de forma supervisada
usando las etiquetas t y la entrada original x.
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Con el auge reciente del análisis de datos, queda aún más clara la necesidad
de técnicas que manejen conjuntos de datos con valores perdidos, también cono-
cido como problema de valores desconocidos, datos faltantes o datos incompletos.
Cuando uno se enfrenta a este problema en el que, por lo general, se manejan
grandes volúmenes de datos, el número de valores perdidos puede llegar a ser real-
mente significativo. De entre las técnicas existentes para solucionar este problema
la imputación es la más adecuada, especialmente cuando no se puede permitir la
pérdida de información. Esta tarea se vuelve incluso más importante para la clasi-
ficación de patrones incompletos, donde la falta de conocimiento puede conllevar
resultados desastrosos cuando la tasa de valores perdidos es alta.
Es importante mencionar que la estimación de datos incompletos ha sido un
campo de estudio a lo largo de los años tı́pico de la estadı́stica aplicada. Esto se
puede comprobar en un gran número de estudios [21, 22, 23, 24]. Sin embargo,
desde inicios de siglo, ha emergido un nuevo paradigma a la hora de tratar valores
perdidos y el aprendizaje máquina ha empezado a ocupar un papel relevante en
este tipo de problemas. En este escenario, el modelo de aprendizaje automático se
entrena con las muestras de los valores observados, siendo usado después para pre-
decir las muestras que contienen valores desconocidos. Es importante mencionar
que en los capı́tulos posteriores se presentarán modelos capaces de abordar tareas
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de clasificación con patrones incompletos, en algunos casos sin hacer distinción
entre tarea de imputación y clasificación. Sin embargo, en la literatura la mayorı́a
de los métodos se centran en la imputación como tarea independiente.
El término ”multitarea” es normalmente entendido como algo negativo –una
persona que intenta hacer varias cosas al mismo tiempo y no tiene éxito en ningu-
na. Pero si pensamos en nuestros sentidos, la cosa cambia. Si nos fijamos en nuestro
sistema de visión, somos capaces de realizar varias tareas a la vez con un simple
vistazo: identificar objetos y segmentarlos, entender el estado anı́mico de las per-
sonas o incluso cómo van vestidos. El oı́do es igual. Somos capaces de conocer el
sexo de una persona al mismo tiempo que entendemos el mensaje que está lanzan-
do. Se cree en la capacidad de las redes neuronales artificiales de llegar a realizar
este tipo de tareas.
En este capı́tulo, se presentarán los conceptos básicos de la imputación, se
hará una revisión de los métodos más comunes a la hora de resolver este proble-
ma, haciendo una distinción entre técnicas estadı́sticas y de aprendizaje máquina,
y finalmente se expondrán los conceptos básicos del aprendizaje multitarea, intro-
duciendo algunos de los trabajos recientes sobre aprendizaje profundo.
2.1 Imputación
Existen tres problemas principales que la presencia de datos incompletos puede
causar: introducción significativa de sesgo, dificultad a la hora de manejar y anali-
zar los datos, y reducción de la eficiencia del modelo [25]. La técnica más eficiente
a la hora de manejar los datos incompletos es la imputación. Con ella, se pretenden
evitar los problemas mencionados sobre los resultados finales de clasificación.
Como se define en el campo de la estadı́stica, los métodos de imputación son
aquellos que tratan de rellenar los valores perdidos de un conjunto de datos me-
diante su estimación. El estudio sistemático y la formalización de este problema
desde un punto de vista probabilı́stico no se inicia hasta mediados de los setenta,
destacando principalmente el trabajo de Rubin [3]. Estas técnicas están basadas en
la relación existente entre atributos, ya que en la mayorı́a de los casos éstos no son
independientes entre sı́. Además, en la mayorı́a de los estudios, la tarea de impu-
tación es un método aislado de la tarea de clasificación, que se realiza en un paso
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posterior. Aunque este punto siempre se ha considerado como una ventaja, se cree
que son necesarios más métodos que tengan en cuenta la relación entre imputación
y clasificación. De ahı́ que la imputación orientada a la clasificación parezca más
útil que la imputación independiente [26].
Existe una amplia variedad de técnicas de imputación en la literatura con di-
ferentes niveles de complejidad. Aunque la clasificación de los métodos de impu-
tación puede variar según el trabajo, en este capı́tulo se diferenciarán según su
naturaleza:
1. Métodos basados en máxima verosimilitud. Esta parte presenta las bases de
los métodos basados en funciones de verosimilitud, bajo los cuales subyace
un modelo probabilı́stico. En concreto, se presenta la teorı́a del algoritmo EM
(Expectation-Maximization) junto con el marco formal de estos métodos.
2. Métodos basados en estimadores estadı́sticos. Se repasan los métodos es-
tadı́sticos más frecuentes a la hora de estimar datos incompletos. Son:
– Imputación mediante el estimador media/mediana/moda.
– Método Hot-deck.
– Imputación por Descomposición en Valores Singulares (SVD).
– Imputación mediante regresión.
– Imputación múltiple.
3. Métodos de imputación mediante técnicas de aprendizaje máquina. Estos
métodos de imputación usan algoritmos de aprendizaje máquina adaptados
a la estimación de valores incompletos. Se emplea para ello el conocimien-
to proporcionado por las muestras completas del conjunto. Se presentan las
técnicas:
– K vecinos más cercanos (K Nearest Neighbors, KNN).
– Árboles de decisión.
– Perceptrón Multicapa (MultiLayer Perceptron, MLP).
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4. Métodos de imputación con técnicas de aprendizaje profundo. Aquı́ se pre-
sentarán las técnicas desarrolladas en los últimos años para estimar valores
desconocidos usando redes neuronales profundas.
Aunque cada método mencionado tiene su funcionamiento especı́fico, todos
poseen algo en común. Básicamente, si se tiene un conjunto de datos de la forma
X = {xn, tn}, n = 1, ..., N , donde xn es el patrón n-ésimo, y xn = {xCn , xIn} con
xCn como patrones completos y x
I
n como patrones incompletos del conjunto, el ob-
jetivo de todo método de imputación es construir un estimador de la información
incompleta f() a partir de la observada, es decir, xImpn = f(x
C
n ). Ası́, se consigue
un nuevo conjunto de entrenamiento de la forma X̂ = {x̂n, tn}, n = 1, ..., N y
x̂n = {xCn , xImpn } con el que, en el caso en que sea necesario, se resuelve el pro-
blema principal de clasificación. Ası́, como se ha comentado, se puede decir que la
imputación no está orientada a la clasificación sino completamente independiente.
2.2 Imputación mediante algoritmo EM
En [3], se propuso un marco conceptual para el análisis de datos perdidos sustenta-
do en métodos de inferencia estadı́stica. Posteriormente, la aparición del algoritmo
“Expectation Maximization” (EM) permitió generar estimadores robustos a partir
de la aplicación del método de máxima verosimilitud (Maximum Likelihood, ML)
[27], en donde las observaciones faltantes se asumen como variables aleatorias y
los datos imputados se generan sin necesidad de ajustar modelos.
El algoritmo EM es un algoritmo iterativo que trata de encontrar estimadores
de máxima verosimilitud de parámetros en problemas con muestras no observables.
Este algoritmo fue desarrollado en 1977 por Dempster, Laird y Rubin en [27]. La
idea del método es bastante sencilla. En primer lugar, se sustituyen los datos incom-
pletos por una estimación de los mismos. Con el conjunto completo, se estiman los
parámetros del modelo, con los cuales se vuelven a estimar los valores desconoci-
dos. Ası́, sucesivamente, se consigue la convergencia iteración a iteración.
En esta sección, se introduce el método EM para imputación, comentando en
primer lugar un marco formal de inferencia basada en muestras completas. Es im-
portante destacar que, para encontrar todos los detalles de este método, será necesa-
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rio ir a los trabajos de Ghahramani y Jordan [28, 29], Little y Rubin [5], McLachlan
y Krishnan [30] y Wu [31].
2.2.1 Marco formal de inferencia basada en muestras completas
Consideremos, siguiendo el desarrollo de [32], un vector aleatorioX k-dimensional
que genera los datos y un vector M , también k-dimensional, formado por variables
aleatorias binarias tomando valores 0 o 1 para indicar valor observado o no obser-
vado, respectivamente. Se considera mecanismo de no respuesta a la distribución
de probabilidad de M , que tal y como se ha comentado en el capı́tulo anterior,
podrá ser tipo MAR, MCAR o NMAR. Ası́, por ejemplo, se puede definir el me-
canismo tipo MAR como P (M |Xobs, Xper, ξ) = P (M |Xobs, ξ), siendo ξ un vector
de parámetros desconocidos del mecanismo de no respuesta.
Por tanto, se puede dividir X de la forma X = (Xobs, Xper), donde Xobs, Xper
denotan la parte observada y no observada, respectivamente. Ası́, se define la dis-
tribución de probabilidad de X como P (X; θ), siendo θ el vector de parámetros
desconocidos.
Se pueden usar una gran variedad de métodos de inferencia para interpretar
P (X; θ) como una función de verosimilitud que resume la evidencia de θ sobre los
datos cuando se tiene la muestra completa de X . Sin embargo, con la presencia de
datos incompletos, se tiene:
P (Xobs; θ) =
∫
P (X; θ)dXper (2.1)
Partiendo de la parte observada, para hacer inferencia sobre θ, se debe comprobar
que (2.1) es una función de verosimilitud adecuada. Para que ası́ sea, Rubin presen-
ta en [3] las condiciones necesarias, determinando que es suficiente con verificar la
hipótesis MAR.
Por tanto, se debe definir un modelo para X , P (X; θ) y para la no respuesta
P (M |Xobs, Xper, ξ). Se puede obtener la distribución conjunta P (X,M ; θ, ξ) me-
diante P (M |Xobs, Xper, ξ)P (X; θ). Ası́, basándose en la parte conocida, se puede
expresar la verosimilitud:
P (Xobs,M ; θ, ξ) =
∫
P (X,M ; θ, ξ)dXper =
∫
P (M |Xobs, Xper, ξ)P (X; θ)dXper
(2.2)
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Esta ecuación queda, bajo la hipótesis MAR, como:
P (Xobs,M ; θ, ξ) = P (M |Xobs, ξ)
∫
P (X; θ)dXper = P (M |Xobs, ξ)P (Xobs; θ)
(2.3)
Como se puede apreciar, se obtienen dos partes, una relativa a θ y otra a ξ. Si
estos dos vectores son distinguibles, es decir, proporcionan poca información el
uno del otro, se puede afirmar que las inferencias sobre θ no se ven afectadas por
P (M |Xobs, ξ), por lo que la función de verosimilitudL de θ quedaL(θ|Xobs)αP (Xobs; θ).
Ası́, bajo ignorabilidad se puede hacer inferencia sobre el vector de parámetros θ
de la distribución X a partir de la verosimilitud L(θ|Xobs).
Por otro lado, desde una perspectiva bayesiana, todas las inferencias se basan
en la distribución de probabilidad a posteriori de los parámetros desconocidos, que
puede escribirse utilizando el Teorema de Bayes en la forma:
P (θ, ξ|M,X) = P (M,Xobs|θ, ξ)φ(θ, ξ)∫ ∫
P (M,Xobs|θ, ξ)φ(θ, ξ)dθdξ
(2.4)
donde φ representa la distribución a priori de (θ, ξ). Bajo la comentada hipótesis
MAR, se puede sustituir (2.3) en (2.4), obteniendo que P (θ, ξ|M,Xobs) es pro-
porcional a P (M |Xobs, θ)P (Xobs|θ)φ(θ, ξ). Si además θ y ξ son distinguibles, la
distribución marginal a posteriori de θ queda
P (θ|Xobs,M) =
∫
P (θ, ξ|M,Xobs)dξα P (Xobs|θ)φθ(θ)∫
P (M |Xobs, ξ)φξ(ξ)dξα L(θ|Xobs)φθ(θ)
(2.5)
Por tanto, se concluye que, bajo la hipótesis de ignorabilidad, toda la información
sobre θ se recoge en la distribución a posteriori que ignora el mecanismo de no
respuesta observado, P (θ|Xobs) α L(θ|Xobs)φθ(θ). La necesidad de especificar una
distribución a priori para los parámetros puede resultar algo subjetivo desde un pun-
to de vista bayesiano. Sin embargo, como se destaca en [33], conforme aumenta el
tamaño muestral la verosimilitud domina a la distribución a priori, y las respuestas
bayesianas y verosı́miles tienden a converger.
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2.2.2 Algoritmo EM
Se define ahora una muestra incompleta X = (Xobs, Xper) del conjunto X ∼
P (X; θ) del que se desea obtener el EMV de θ. Básicamete, el algoritmo trata
de aprovechar los datos conocidos para reformular el problema y resolverlo con la
información conocida. Ası́, se puede definir P (X; θ) como:
P (X; θ) = P (Xobs; θ)P (Xper|Xobs, θ) (2.6)
En lugar de usar la función de verosimilitud, suele usarse su logaritmo, que se
conoce como log-verosimilitud. De esta forma, se puede deducir:
logL(θ|Xobs) = logL(θ|X)− logP (Xper|Xobs, θ) (2.7)
En presencia de datos desconocidos, el objetivo es estimar θ mediante la maximi-
zación de logL(θ|Xobs) con respecto a θ dada Xobs. Como se demuestra a conti-
nuación, el algoritmo EM relaciona el EMV de θ a partir de logL(θ|Xobs) con el
EMV de θ a partir de logL(θ|X). Tomando esperanzas respecto a P (Xper|Xobs, θ)
a ambos lados de (2.7) y dado un estimador θ(t) de θ, se tiene:








logP (Xper|Xobs, θ)P (Xper|Xobs, θ(t))dXper (2.10)
El paso E (Expectation) del algoritmo EM calcula Q(θ; θ(t)), reemplazando los va-
lores perdidos, o una función de ellos, por su esperanza condicionada dados Xobs
y θ(t). El paso M (Maximization) simplemente determina el EMV θ(t+1) que ma-
ximiza Q(θ; θ(t)) como si no hubiera datos perdidos. Los pasos E y M se repiten
alternativamente generando una sucesión de estimadores {θ(t)}. La diferencia en el
valor de la log-verosimilitud logL(θ|Xobs) en dos iteraciones sucesivas viene dada
por
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En este algoritmo el estimador {θ(t)} se escoge de forma que Q(θ(t+1); θ(t)) ≥
Q(θ(t); θ(t)) y H(θ(t); θ(t)) ≥ H(θ(t+1); θ(t)), se tiene que logL(θ|Xobs) va incre-
mentándose en cada iteración, convergiendo hacia el EMV de θ. El proceso se para
cuando la diferencia entre dos iteraciones sucesivas es suficientemente pequeña.
Figura 2.1: Algoritmo EM. Alterna pasos de esperanza (paso E), donde se computa
la esperanza de la verosimilitud mediante la inclusión de variables latentes como si
fueran observables, y un paso de maximización (paso M), donde se computan esti-
madores de máxima verosimilitud de los parámetros mediante la maximización de la
verosimilitud esperada del paso E. Los parámetros que se encuentran en el paso M se
usan para comenzar el paso E siguiente, y ası́ el proceso se repite hasta que el modelo
se estabiliza.
Como se explica en [32], es sencillo emplear el algoritmo EM como método de
imputación. Una vez que se ha producido la convergencia, basta con dar un nuevo
paso E y obtener las esperanzas matemáticas de los valores no observados condi-
cionadas a los valores observados dado el EMV del vector de parámetros θ. Este
método es similar al Estimador de Máxima Versosimilitud (EMV) ya que ambos
son capaces de ajustar los parámetros de los datos. Sin embargo, EMV acumula
todos los datos primero y luego los usa para construir el modelo más probable,
mientras que el algoritmo EM hace una suposición de los parámetros primero –
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contabilizando los valores perdidos– y después ajusta el modelo para aproximar la
suposición a los valores observados. En la Figura 2.1 se muestra el proceso.
2.3 Técnicas de imputación estadı́stica
Como se ha comentado, existen muchas formas de abordar el problema de datos
perdidos. Aunque frecuentemente se descartan las muestras con valores descono-
cidos, los métodos estadı́sticos son en la práctica los más utilizados para llevar a
cabo la tarea de imputación. Probablemente, esto sea ası́ porque estas técnicas han
sido las más estudiadas en la literatura, o simplemente porque son las más sencillas
de implementar en la mayorı́a de los casos.
Existen dos formas de imputación estadı́stica: simple o múltiple. Cuando sólo
hay unos pocos valores desconocidos en el conjunto de datos, las técnicas simples
son suficientes para obtener buenos resultados. Además, se requiere un cómputo
considerablemente menor ya que proporcionan sólo un número especı́fico para ca-
da valor perdido del conjunto de datos. Además, las técnicas simples pueden ser
divididas entre las que usan información únicamente de la variable incompleta y
las que tienen en cuenta otras variables.
Por otro lado, cuando uno se enfrenta a una cantidad más significativa de valo-
res perdidos, los métodos simples pueden no conseguir resultados aceptables. Los
métodos de imputación múltiple resuelven este problema mediante el uso de mode-
los de simulación iterativos que aportan un conjunto de posibles valores para cada
valor desconocido.
En general, el proceso de imputación requiere analizar la información disponi-
ble y buscar la respuesta (o respuestas) más probable de entre todas las posibles.
A continuación, se describen algunas de las técnicas de imputación estadı́stica más
conocidas, poniendo foco en algunos métodos que se emplean en los estudios pos-
teriores de esta tesis.
2.3.1 Imputación a la media/mediana/moda
En muchas ocasiones, una opción simple de imputación, aunque poco satisfactoria,
es el uso de un parámetro “central” de la variable a imputar. Estos parámetros
25
2. ESTADO DEL ARTE
suelen ser la media, la mediana o la moda, ya que no suponen un impacto en la
distribución de los datos. Por contra, además de su rendimiento pobre, tienen otras
desventajas tales como que imputar a la media reduce la varianza en el conjunto de
datos. Ası́, por ejemplo, la media serı́a buena opción si los datos se distribuyen en
una normal. En cambio, si se tiene una variable categórica, la moda es el parámetro
apropiado.
2.3.2 Método de imputación Hot-deck
Durante la década de los setenta, la imputación de datos significaba identificar y
sustituir los registros sin información. En este contexto, los procedimientos Hot-
deck, en sus distintas formas, se aplicaban profusamente para suplir información
en censos y encuestas, y los métodos de ajuste por promedios y Cold-desk eran
frecuentemente utilizados.
Es quizá el método más sencillo junto con la opción de rellenar todos los valores
desconocidos con cero. El método Hot-deck consiste en seleccionar el valor para
el dato desconocido aleatoriamente de entre los casos que son similares al incom-
pleto, llamados donantes, basándose en algunas variables definidas por el usuario.
El conjunto de casos donantes se le conoce como ”deck”. El caso más simple serı́a
seleccionar aleatoriamente el valor perdido de entre todas las muestras completas.
Este método es muy antiguo y popular, y suele usarse frecuentemente por su
sencillez. Es adecuado en situaciones donde los valores perdidos no se encuentran
de forma aleatoria en el conjunto de datos, es decir, para el patrón MAR. El método
Hot-deck no distorsiona la distribución de los datos de entrada, al menos parcial-
mente. Sin embargo, afecta a las correlaciones entre variables. Esto puede evitarse
con versiones más sofisticadas del algoritmo.
2.3.3 Imputación por descomposición en valores singulares (SVD)
Este método fue presentado en el trabajo [34]. En él, se aproximan los valores
desconocidos mediante vectores propios, los cuales se ajustan a través de ciertas
combinaciones lineales. Estos patrones, idénticos a la descomposición en compo-
nentes principales, pueden ser seleccionados de forma que se mantiene la mayorı́a
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de la varianza de los datos. Está demostrado que sólo son necesarios unos pocos
vectores significativos para hacerlo.
Este método se basa en la Descomposición de Valores Singulares (SVD) del
conjunto de datos. Dada la descomposición A = U
∑
V T , se recurre a los vecto-
res propios más significativos de V T para estimar los valores perdidos linealmente.
Aunque se ha demostrado que la correcta elección de varios vectores propios sig-
nificativos es suficiente para describir los datos con un pequeño error, la fracción
exacta debe ser determinada empı́ricamente. Una vez seleccionados los k vectores
más significativos de V T , para estimar un valor desconocido j en un dato i primero
se debe hacer regresión sobre el dato i contra los k vectores propios, y luego usar
los coeficientes de la regresión para reconstruir j como una combinación lineal de
los k vectores. El j-ésimo valor del dato i y el j-ésimo valor de los k vectores
propios no se usan para determinar estos coeficientes de regresión. Es importante
mencionar que el método SVD no funciona con matrices incompletas, por lo que
primero se rellenan los valores desconocidos con otros métodos.
2.3.4 Imputación mediante regresión
Este método consiste en rellenar los valores perdidos con el resultado de un algo-
ritmo de regresión [35]. Por tanto, es necesario entrenar un algoritmo para predecir
la caracterı́stica con datos faltantes, donde el resto de caracterı́sticas se usarán co-
mo entrenamiento y los valores conocidos de ésta como valores objetivo. Ası́, los
elementos desconocidos se imputarán como valores predichos por el algoritmo.
Un ejemplo de este algoritmo puede ser el implementado por una regresión
lineal, aunque en la práctica no se recurre a ella ya que se requiere una relación
lineal entre variables. Por tanto, es común el uso de métodos no lineales que puedan
modelar el comportamiento no lineal de las variables. Generalmente, estos modelos
pueden ser empleados tanto para predecir el valor faltante como para explicar la
relación de la caracterı́stica incompleta con las demás.
La principal desventaja de este método es que se debe repetir para cada una de
las caracterı́sticas con valores perdidos. Esto puede ser un problema cuando varias
caracterı́sticas del conjunto son incompletas, ya que se necesitan varios algoritmos
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de regresión y la información disponible puede ser escasa para entrenarlos indivi-
dualmente.
2.3.5 Imputación múltiple
Unos años más tarde de la aparición de métodos estadı́sticos simples, Rubin [6] in-
trodujo el concepto de Imputación Múltiple (IM), sustentado en la premisa de que
cada dato faltante debe ser reemplazado a partir de m > 1 simulaciones. La aplica-
ción de esta técnica se facilitó con los avances computacionales y el desarrollo de
los métodos bayesianos de simulación que aparecieron hacia finales de los ochenta
[36]. A partir de este momento, se hizo un uso intensivo de estos algoritmos.
La imputación múltiple se basa en obtener un conjunto m de estimaciones para
cada valor perdido, obteniendo ası́ m conjuntos posibles completos. Estos conjun-
tos se combinan mediante reglas sencillas de forma que se obtiene una estimación
final y un intervalo de confianza asociado a la estimación. Un esquema de las eta-
pas de este método se puede ver en la Figura 2.2. Como se ha comentado, la idea
se propuso por primera vez en [6], y permite minimizar el sesgo causado por la
pérdida de datos bajo MCAR, MAR e incluso NMAR [36, 37].
Al igual que para la imputación simple, existe un gran número de métodos de
imputación múltiple. Una ventaja de estos métodos sobre los demás es su flexibi-
lidad, y además pueden ser usados en una gran variedad de escenarios distintos.
Sin embargo, su principal desventaja reside en el hecho de que requiere un mayor
tiempo computacional para generar el vector de valores imputados y para analizar
posteriormente los datos [38].
2.3.5.1 Imputación múltiple mediante ecuaciones encadenadas (MICE)
En los últimos años, el método “Multiple Imputation by Chained Equations” (MI-
CE) ha emergido como el más efectivo de entre los algoritmos de imputación múlti-
ple. La mayorı́a de los métodos de imputación múltiple asumen un modelo de distri-
bución normal conjunta para todas las variables. En conjuntos grandes, con cientos
de variables de diferentes tipos, esto raramente se cumple. El método MICE es una
alternativa. De hecho, éste se ha aplicado con conjuntos de miles de observacio-
nes y cientos de variables. Básicamente, en el procedimiento MICE se ejecuta una
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Figura 2.2: Proceso de imputación múltiple. Primero, se imputan los valores desco-
nocidos m veces con un proceso de imputación simple, obteniendo ası́ m conjuntos
completos. Después, se analiza cada unos de estos conjuntos. Finalmente, los m resul-
tados se consolidan en uno solo mediante la media, varianza, y el intervalo de confianza
de la variable en cuestión.
serie de modelos de regresión en los que cada variable con datos faltantes se mo-
dela condicionalmente a las otras variables con datos completos. Esto significa que
cada variable puede ser modelada acorde a su distribución con, por ejemplo, regre-
sión logı́stica para variables binarias o regresión lineal para variables continuas. Se
pueden encontrar todos los detalles sobre este método en [39].
2.4 Técnicas de imputación basadas en aprendizaje
máquina
Es importante entender que no existe una manera única de abordar un problema de
imputación. Esto es, existen diferentes aproximaciones y es complejo obtener una
solución general para diferentes problemas (análisis de series temporales, regre-
sión, clasificación, etc.). La imputación mediante técnicas de aprendizaje máquina
se basa en el diseño de un modelo predictivo que, partiendo de la información com-
pleta del conjunto de datos, se entrena para predecir los valores desconocidos.
Existen muchos algoritmos de aprendizaje máquina para realizar tareas de impu-
tación. Aquı́ revisaremos tres que se consideran importantes y representativos:
imputación mediante K vecinos más cercanos (KNN), mediante árboles de deci-
sión, y mediante un Perceptrón Multicapa (MLP). Es importante mencionar que,
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para todos estos métodos, la tarea de imputación debe realizarse previamente a la
resolución de la tarea principal, ya sea esta de clasificación o de regresión.
2.4.1 Imputación mediante K vecinos más cercanos (KNN)
El algoritmo de los K vecinos más cercanos (K Nearest Neighbors, KNN) se basa en
asociar una muestra con sus K más cercanas según un espacio multi-dimensional.
Se puede usar para datos continuos, discretos, ordinales y categóricos, lo que impli-
ca que es especialmente útil para resolver problemas de todos los tipos de valores
perdidos. La imputación mediante KNN es quizás la más utilizada en la práctica, a
pesar de su gran coste computacional [40, 41, 42, 43]. Esto es ası́ porque requiere
almacenar todo el conjunto de entrenamiento en memoria y, aunque existen búsque-
das aceleradas, la versión más básica necesita recorrerlo completamente para cada
estimación.
La idea detrás del método KNN para imputar valores perdidos es que cual-
quier punto puede ser aproximado por los valores de los puntos que se encuentran
más cerca de él. Un ejemplo de ello se muestra en la Figura 2.3. Ası́, la métri-
ca de distancia entre puntos se obtiene mediante sus variables conocidas. Una vez
seleccionados los vecinos más cercanos, se estima un valor para sustituir el dato
incompleto a partir de los datos conocidos de la caracterı́stica de interés. Si se trata
de una caracterı́stica continua, se suele usar la estimación a la media, mientras que
se emplea la moda para las variables discretas.
Pensemos en un conjunto de datos sobre personas con tres variables: género,
ganancias y nivel de depresión (esta última con valores perdidos). Se asume que las
personas que tienen el mismo género y ganancias similares, tendrán el mismo nivel
de depresión. Ası́, para un valor de depresión desconocido, se mirará el género, las
ganancias, se buscarán los K vecinos más cercanos según la métrica aplicada sobre
estas dos caracterı́sticas y de ahı́ se obtiene su nivel de depresión.
2.4.2 Imputación mediante árboles de decisión
La idea de usar árboles de decisión para imputar valores perdidos se presentó en
[44]. Sin embargo, fue en [45] donde sirvieron para identificar y construir clases
de imputación. Creel y Krotki [46] fueron más allá y recurrieron a los nodos de
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Figura 2.3: Imputación mediante K vecinos más cercanos. Básicamente, para la
imputación del valor desconocido de la nueva muestra, se seleccionan los K vectores
más cercanos en base a una métrica. El nuevo valor se imputa usando las caracterı́sticas
conocidas de estos vectores.
un árbol de decisión para definir clases de imputación y después aplicar diferentes
métodos sobre ellas. Tras estos estudios que asientan las bases del método, muchos
más se han centrado en cómo aplicar árboles de decisión para la imputación de
valores perdidos [47, 48].
Los algoritmos más populares de árboles de decisión son C4.5 [49], CART
[50], o CHAID [51]. Estos algoritmos, aunque se diferencian en detalles, están
basados en la estrategia divide y vencerás. Esto significa que los algoritmos dividen
un conjunto de datos de forma recurrente en subconjuntos que son cada vez más
homogéneos con según un criterio.
Los algoritmos mencionados aplican diferentes medidas de impureza, como la
entropı́a de información, como criterio para determinar la división óptima de sub-
conjuntos. Esta medida aumenta con el número de objetos distintos en el conjunto,
lo que en este contexto significa que pertenecen a distintas clases [52]. El árbol de
decisión calcula el criterio (como el de diferencia de entropı́a) para cada posible
división y elige la que obtiene mejor resultado en base a ese criterio. El algoritmo
deja de calcular divisiones cuando se consigue un conjunto con sólo objetos de la
misma clase. En un árbol, un nodo representa un subconjunto, una rama representa
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una división, y los nodos finales se denominan hojas [53].
Una vez creado el árbol, se puede utilizar para imputar los valores desconoci-
dos. Para esto existen dos posibilidades: por mayorı́a [54, 55, 56] o por probabilidad
[47]. Si se hace por mayorı́a, la clase predicha para una muestra corresponde a la
más común de su subconjunto final. Esto equivale a una imputación a la moda den-
tro de su subconjunto. Por otro lado, si se hace por probabilidad, la predicción se
realiza aleatoriamente con una probabilidad equivalente a la frecuencia de apari-
ción de cada muestra en el subconjunto final. Esto es equivalente a una imputación
Hot-deck aleatoria en el subconjunto. Según la literatura, no queda claro cuál de los
dos métodos consigue mejores resultados. Respecto a la calidad de imputación, una
estimación estocástica debe producir mejores resultados [5]. Sin embargo, en [57]
se demuestra cómo la imputación por mayorı́a ayuda a obtener mejores resultados
en la tarea de clasificación final.
2.4.3 Imputación con un Perceptrón Multicapa (MLP)
Como se ha expuesto, existe un gran número de estudios estadı́sticos enfocados al
análisis de datos faltantes, basándose en el empleo de la media, la moda, la me-
diana, la regresión o la imputación múltiple. Consideradas globalmente [58], se
trata de técnicas que alivian el problema de falta de información, si bien no se
pueden considerar soluciones óptimas por dos motivos: (1) pueden provocar un
importante sesgo en las posteriores estimaciones realizadas sobre los datos com-
pletos, especialmente de varianzas y covarianzas, y (2) requieren el cumplimiento
de determinados supuestos sobre la distribución de los datos [5].
Se ha visto en la Sección 1 que las redes neuronales artificiales (RNAs) son
sistemas formados por unidades de procesamiento que intentan imitar el funciona-
miento de las neuronas naturales y que, organizadas en paralelo, emulan la estruc-
tura cerebral. Ası́, son capaces de reconocer patrones y resolver tareas complejas
casi siempre con mejores resultados que los métodos estadı́sticos anteriormente
mencionados. Las RNAs también han sido utilizadas en el campo de los datos in-
completos. Se ha demostrado que un MLP es un aproximador universal, es decir,
es capaz de modelar cualquier función continua si sus parámetros se escogen de
forma correcta [59]. Sin embargo, una de sus limitaciones es que no extrapola bien,
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es decir, si la red se entrena mal o de manera insuficiente, las salidas pueden ser
imprecisas.
En [60] ya se propuso un método de imputación mediante un MLP donde se
explotaba la información de las caracterı́sticas conocidas para predecir el valor de
la caracterı́stica con valores perdidos. En este trabajo ya se tiene en cuenta el entre-
namiento de la red según la tipologı́a de missing del conjunto de entrada. Tras esto,
muchos trabajos se han centrado en esta técnica de imputación [61, 62, 63]. Básica-
mente, se entrena un MLP como un modelo de regresión para predecir los valores
desconocidos a partir de los patrones completos. Ası́, dadas d caracterı́sticas de
entrada, si suponemos la existencia de un sólo atributo incompleto, su imputación
se consigue mediante un MLP que aprende a reconstruirlo a partir de los (d − 1)
atributos restantes.
Esta técnica de imputación, aunque puede ser una buena opción, no suele utili-
zarse en la práctica. Esto es ası́ por sus desventajas cuando el conjunto de datos pre-
senta varias caracterı́sticas incompletas, algo que ocurre frecuentemente. La princi-
pal es la necesidad de entrenar una red neuronal independiente para la imputación
de cada una de ellas. Además, se necesita una cantidad considerable de patrones
completos a la entrada para que la máquina sea capaz de obtener buenos resulta-
dos. Esto conlleva un elevado coste computacional y, al mismo tiempo, resultados
pobres en los casos donde el porcentaje de missing es alto.
2.4.4 Imputación basada en aprendizaje profundo
A partir de 2006, las redes neuronales profundas ganan popularidad porque se des-
cubre que su entrenamiento puede ser mejorado apilando sus diferentes capas ocul-
tas mediante el entrenamiento no supervisado de varias redes simples, seguido de
un refinamiento global de la red profunda. Con el auge de este tipo de técnicas, en
los últimos años han surgido nuevas estrategias de imputación de valores perdidos,
e incluso actualmente se trata de un campo nuevo que sigue bajo estudio.
Además de los trabajos presentados en esta tesis, centrados en el uso de SDAEs,
el uso de modelos generativos profundos ha sido el más extendido recientemente
para realizar la tarea de imputación. Estos métodos tienen la gran ventaja de que
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pueden ser mucho más precisos, pero al igual que con el MLP pueden ser muy cos-
tosos computacionalmente. Un modelo generativo es una técnica de aprendizaje no
supervisado muy potente capaz de aprender casi cualquier distribución. Es por esto
que su uso ha crecido enormemente en los últimos años. Todos los tipos de modelos
generativos aprenden la distribución de los datos de entrada y sirven para generar
nuevos puntos con algunas variaciones. Ya que a veces no se puede aprender la dis-
tribución exacta de los datos, se usan redes neuronales para aprender una función
que se aproxime lo máximo posible. Ası́, las redes generativas más comunes son
los Autoencoders Variacionales (Variational Autoencoders, VAEs) [64, 65] y las
Redes Adversas Generativas (Generative Adversarial Networks, GANs) [66, 67].
Estas redes han surgido recientemente, junto con los SDAEs, como técnicas de
aprendizaje profundo orientadas a tareas de imputación.
Sin entrar en demasiado detalle sobre los VAEs porque no es el objetivo de
este trabajo, la idea básica consiste en aprender una representación comprimida
de los datos de entrada mediante un conjunto de variables latentes [64, 65]. Se
asume que estas variables sirven para generar el conjunto de datos de entrada y
son capaces de almacenar información útil sobre el tipo de salida que el modelo
necesita generar. Como se dice, esta técnica ha sido ampliamente utilizada para
imputar desconocidos del conjunto de entrada [68, 69, 70].
Las GANs tienen un objetivo similar [66, 67], aprender a mapear muestras de la
distribución del conjunto de entrada a un espacio latente donde los datos presentan
una distribución conocida (por ejemplo, una gausiana). Este método está basado en
la teorı́a de juegos y se entrena con el objetivo de encontrar un equilibrio entre dos
redes llamadas generador y discriminante. Ası́, ha resultado ser una buena opción
para imputar como se desprende de los resultados obtenidos en [71, 72, 73, 74].
Además de las técnicas mencionadas, es importante destacar la gran capacidad
de los SDAEs para tareas de imputación. Estos modelos, como veremos en los
siguientes capı́tulos de la tesis, poseen una gran capacidad de reconstrucción y es
por ello que han sido estudiados en estos últimos años en diferentes trabajos de
imputación [75, 76, 77]. Ası́, los estudios presentados en esta tesis forman parte de
esta nueva corriente de investigación, que se cree que aún tiene un largo recorrido
en la clasificación de patrones incompletos.
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Nuestro sistema nervioso está preparado para captar un gran número de estı́mu-
los y realizar varias tareas con la misma información de entrada. En la mayorı́a
de los problemas de aprendizaje máquina, el modelo se entrena para realizar una
sola tarea. Aunque de esta forma se suelen conseguir buenos resultados, se pierde
información proveniente de los puntos en común entre tareas. Es decir, al resol-
ver varias tareas al mismo tiempo se descubren patrones que la máquina no puede
ver al entrenar por separado, y se ha demostrado que de esta forma el modelo es
capaz de generalizar mejor [78]. Esta aproximación es conocida como aprendizaje
multitarea (Multi-Task Learning, MTL).
Esta técnica ha sido empleada en una gran variedad de aplicaciones del apren-
dizaje máquina, desde procesado de lenguaje natural [79], hasta reconocimiento
de voz [80] y procesado de imagen [81]. Básicamente, en este campo, se puede
decir que se está haciendo MTL cuando se entrena una máquina para optimizar
más de una función de error. Caruana [82] resume el objetivo del MTL como: “el
MTL mejora la generalización del modelo mediante la explotación de información
contenida en tareas relacionadas”. Este trabajo explora las capacidades del MTL
sobre redes neuronales profundas, por lo que esta sección se centra en el estudio
del MTL sobre estas redes. Sin embargo, es importante comentar que la teorı́a pre-
sentada aquı́ aplica perfectamente en el caso de redes superficiales.
2.5.1 Conceptos básicos
Se puede ver el aprendizaje multitarea desde diferentes perspectivas. Biológica-
mente, es un intento de emular el aprendizaje de los humanos. Por ejemplo, si
pensamos en nuestro sistema de vision, mirando una escena somos capaces de re-
solver varias tareas al mismo tiempo: detectar objetos, segmentarlos, pero también
estimar el estado de ánimo de las personas, su paı́s o incluso el tiempo que hace
mirando su vestimenta. Desde la perspectiva del aprendizaje automático, se pue-
de ver como una forma de transferencia inductiva. Recordemos que un problema
de reconocimiento de patrones consiste en crear un modelo que mapee un vector
de caracterı́sticas de entrada a una variable objetivo. Se entiende por aprendizaje
35
2. ESTADO DEL ARTE
inductivo al proceso de inferencia que construye el modelo. Ası́, la transferencia in-
ductiva puede ayudar a mejorar el modelo mediante un sesgo inductivo que ayuda
a seleccionar unas hipótesis sobre otras, es decir, añade restricciones en el espacio
de soluciones durante la etapa de optimización de los parámetros y hace que la
máquina prefiera unas soluciones sobre otras. Esto, generalmente, ayuda a mejorar
la capacidad de generalización del modelo.
Aunque este concepto del sesgo inductivo es la idea intrı́nseca del MTL, exis-
ten varios motivos que hace que esta técnica funcione bien en muchas ocasiones.
Si se consideran dos tareas relacionadas A y B, los beneficios del MTL sobre el
entrenamiento de redes neuronales artificiales son:
• Aumento de datos implı́cito. MTL incrementa el tamaño de la muestra de
entrenamiento del modelo. Toda tarea tiene un ruido asociado en los datos,
y cuando un modelo se entrena para realizar A, se quiere que éste ignore
el ruido y generalice bien. Diferentes tareas tienen diferentes patrones de
ruido. Ası́, al aprender A y B al mismo tiempo, el modelo aprende una mejor
representación conjunta de las tareas y generaliza mejor.
• Atención. En cualquier problema multidimensional, el modelo debe diferen-
ciar entre caracterı́sticas relevantes e irrelevantes. MTL puede ayudar al mo-
delo a poner atención sobre las que realmente son importantes para resolver
la tarea.
• Espionaje. Algunas caracterı́sticas G son más fáciles de aprender para una
tarea B que para otra A. Esto puede ser debido a que A interactúa con estas
caracterı́sticas de una forma más compleja, o incluso porque otras carac-
terı́sticas impiden al modelo aprender G al ser entrenado para resolver A.
Con MTL, el modelo puede aprender G a través de B. La manera más senci-
lla es mediante hints [83], es decir, entrenando directamente el modelo para
predecir las caracterı́sticas más importantes.
• Representaciones sesgadas. MTL introduce un sesgo al modelo para prefe-
rir unas representaciones de los datos que puedan ser útiles para otras tareas.
Esto ayuda al modelo a generalizar en situaciones donde hay nuevas tareas
de naturaleza similar [84].
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• Regularización. Finalmente, MTL actúa como regularizador introduciendo
un sesgo en el aprendizaje. Ası́, se reduce el riesgo de sobreajuste y comple-
jidad del modelo.
2.5.2 MTL en aprendizaje profundo
Las dos formas más comunes de incluir MTL en redes neuronales profundas se
basan en la manera de compartir los parámetros de las capas ocultas:
• Intercambio fuerte de parámetros. Ésta es la aproximación más común en
redes neuronales [82]. Básicamente, todas las tareas comparten las mismas
capas ocultas de la red, pero cada una de ellas posee capas especı́ficas de
salida (Figura 2.4). Ası́, se reduce en gran medida el sobreajuste. De hecho,
en [85] se demuestra que esta arquitectura reduce el sobreajuste en un or-
den de N –donde N es el número de tareas– comparado con la arquitectura
monotarea. Es sencillo de entender, conforme el modelo aprende más tareas,
las capas ocultas deben aprender una representación de todas ellas al mismo
tiempo.
• Intercambio suave de parámetros. En este caso, cada tarea posee su propio
modelo con sus propios parámetros. Lo que se hace es regular la distancia
entre los parámetros de los modelos para ajustarlos a ser lo más parecidos
posibles. Las restricciones aplicadas en este tipo de entrenamiento se inspiran
en técnicas de regularización usadas en otros modelos. Un esquema ejemplo
se representa en la Figura 2.4.
2.5.2.1 Trabajos recientes
Aunque muchos trabajos recientes de aprendizaje profundo han usado MTL –
explı́cita o implı́citamente– como parte de sus modelos, todos ellos utilizan una de
las dos aproximaciones que se han presentado. Por contra, sólo unos pocos artı́cu-
los se han centrado en el desarrollo de nuevos métodos de aprendizaje multitarea
sobre redes neuronales profundas. Algunos de los trabajos más destacados son:
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(a) (b)
Figura 2.4: Aprendizaje multitarea en redes neuronales profundas. (a) Intercam-
bio fuerte de parámetros. En esta arquitectura, todas las tareas comparten las mismas
capas ocultas de la red, pero cada una de ellas posee capas especı́ficas de salida. (b)
Intercambio suave de parámetros. Aquı́, cada tarea posee su propio modelo con sus
propios parámetros, regulándose la distancia entre ellos mediante resctricciones.
• Redes relacionales profundas. En MTL para procesado de imagen con re-
des convolucionales, las aproximaciones normalmente comparten las capas
convolucionales y poseen unas capas especı́ficas para cada tarea. En [86]
se muestra un método para mejorar estos modelos, basado en colocar unas
matrices antes de las capas de salida que aprenden la relación entre las di-
ferentes tareas, similar a algunos modelos bayesianos. Esta arquitectura ha
demostrado funcionar bien en problemas tı́picos de visión por computador.
• Caracterı́sticas compartidas adaptativas. En [87] se presenta una aproxi-
mación que comienza por una red pequeña que se va ampliando dinámica-
mente durante el entrenamiento utilizando un criterio que promueve la agru-
pación de tareas similares. Este método tiene la desventaja de que puede no
conseguir un modelo globalmente óptimo, terminando con una rama inde-
pendiente para cada una de las tareas.
• Ponderación de pérdidas con incertidumbre. En lugar de una estructura
compartida, [88] propone una arquitectura profunda en la que se combinan
diferentes funciones de error según la incertidumbre de cada tarea. Después
se ajusta el peso relativo de cada una de las tareas en la función de coste en
base a la maximización de una probabilidad gausiana.
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Además de los mencionados, existen más estudios que podrı́an destacarse en
el ámbito de las redes neuronales profundas con aprendizaje multitarea. Se puede
encontrar más información al respecto en [78].
2.6 Discusión
En este capı́tulo se han presentado las diferentes técnicas estudiadas en la literatura
a la hora de imputar valores perdidos, agrupándolas en grandes bloques. En primer
lugar, se ha revisado el método clásico de imputación con el algoritmo EM. Tras
una revisión de las técnicas estadı́sticas clásicas, se han introducido los modelos
basados en aprendizaje máquina. Finalmente, se ha acabado con una breve revisión
de técnicas actuales de aprendizaje profundo.
Como se ha comentado, en esta tesis se presenta un nuevo modelo de impu-
tación de valores perdidos basado en SDAEs, ası́ como la extensión del mismo para
la clasificación de patrones incompletos. Ası́, aunque existen ya otros trabajos que
explotan las capacidades de los SDAEs para imputar, los presentados aquı́ aportan
conceptos innovadores a la hora de entrenar estas redes y conseguir una mejora
significativa de los resultados.
El capı́tulo termina con la revisión de los conceptos básicos del aprendizaje
multitarea, haciendo un breve resumen de los trabajos recientes centrados en apren-
dizaje profundo. Aunque estos estudios son prometedores, las arquitecturas tradi-
cionales de MTL siguen predominando en la mayorı́a de los trabajos. A pesar de
todo, este tipo de aprendizaje está ganando protagonismo con el auge de las redes
neuronales profundas, y conviene seguir explorando su verdadero potencial.
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Hazlo o no lo hagas, pero no lo in-
tentes.
Star Wars: El imperio contraataca
CAPÍTULO
3
Mejora de una imputación
con redes profundas
El procesado de datos está siendo un campo muy estudiado en los últimos años.
Además, se están llevando a cabo grandes esfuerzos para desarrollar mecanismos
de Aprendizaje Profundo que sean capaces de extraer información útil de enormes
cantidades de datos. Es por esto que se cree en la necesidad de aprovechar las
capacidades de las redes profundas para luchar contra el problema de los valores
perdidos anteriormente presentado.
Como se ha visto antes, no son muchos los trabajos que se pueden encontrar
en la literatura sobre imputación de valores perdidos con máquinas profundas. En
este capı́tulo se presenta un método de imputación mediante máquinas SDAE que
se entrenan considerando dos conceptos nuevos que ayudan a mejorar las presta-
ciones de la red: el borrado y la compensación. Se trata del trabajo correspondiente
a [89] y [90]. En la primera publicación, se presenta el método original y el con-
cepto de borrado, mientras que la segunda profundiza en este concepto y estudia
la eficiencia de la compensación entre los conjuntos de entrenamiento y test, des-
equilibrados por el efecto del borrado. Esta compensación resulta ser muy relevante
para mejorar la calidad de imputaciones realizadas. Además, se propone un método
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que se beneficia de las ventajas del borrado y de la compensación para aumentar
las prestaciones en clasificación de una red profunda tipo SDAE.
Este capı́tulo está organizado de la siguiente forma. En la siguiente sección
se presenta el método propuesto para la imputación de valores perdidos con re-
des profundas. Después, se verá cómo aplicar este método para la clasificación de
patrones incompletos. Los conceptos de borrado y compensación se utilizarán en
ambos casos. Finalmente, se presentarán los resultados de todos los escenarios.
3.1 Imputación mediante SDAEs
Según los estudios previos sobre técnicas de imputación, la mayorı́a de ellas se
basan en el uso de las muestras completas del conjunto de entrada para la obtención
de la información desconocida. Sin embargo, estas técnicas no tienen en cuenta la
información conocida de las muestras incompletas, algo que puede ser clave para
la imputación.
En esta sección se presenta un método que considera los valores perdidos a
partir de toda la información disponible en los datos con el fin de resolver la ta-
rea principal de clasificación. El método recurre a tres elementos: pre-imputación,
borrado y compensación. Al mismo tiempo, se sustenta en el uso de la máquinas
profundas, para obtener ventaja de su alta capacidad de representación.
En particular, en este trabajo se emplean máquinas Stacked Denoising Autoen-
coders (SDAE). Como se ha presentado, los SDAEs son una extensión profunda de
los DAE y, junto a las Deep Belief Networks (DBN), son parte del ampliamente
conocido aprendizaje de caracterı́sticas, un conjunto de técnicas caracterizadas por
su capacidad de obtener diferentes representaciones jerárquicas de las caracterı́sti-
cas de los datos. Básicamente, un SDAE es una máquina profunda que se construye
mediante la apilación de DAE entrenados secuencialmente. Se trata de redes muy
utilizadas por su elevada capacidad de representación y por su robustez al ruido que
puedan incluir las entradas.
Cuando un conjunto de datos presenta en algunas de sus muestras valores sin
asignar (valores perdidos), es habitual inicializarlos con valores numéricos que pue-
dan ser candidatos próximos a los valores reales. De hecho, se intenta evitar la
distorsión de la distribución de los datos de entrada. En este estudio, estos valores
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pre-imputados pueden considerarse versiones ruidosas de los valores reales. En es-
ta idea se fundamenta el empleo de los SDAE para obtener un método eficiente de
imputación.
En este apartado, el diseño y entrenamiento de los SDAEs se lleva a cabo según
[91]. Además, se emplean DAEs expansivos para ir construyendo las diferentes
capas ocultas de la red. Tras comprobar su buen funcionamiento sobre diferentes
conjuntos de datos, el factor de expansión de cada DAE se ha establecido en un
75 % de la dimensión de la entrada al mismo. Ası́, primero se entrena un DAE
mediante el algoritmo que se verá a continuación. Una vez entrenado, se conserva
sólo la capa oculta de este primer DAE (de dimensión h1 = 0,75 × D, siendo D
la dimensión de los datos de entrada), se fijan sus pesos y se entrena otro DAE que
codifica las h1 salidas ocultas en h2 = 0,75 × h1 nuevos valores que, posterior-
mente, se decodifican a la dimensión original de los datos. Y se añade una tercera
capa oculta de dimensión h3 = 0,75 × h2 procediendo de igual manera que en la
anterior. Como se indicó anteriormente, la entrada de cada DAE se corrompe con
ruido para aumentar la robustez de la red completa. Finalmente, se añade una capa
de salida lineal y se refina toda la red para la reconstrucción del conjunto original
de datos (Figura 3.1).
3.1.1 Algoritmo de Retropropagación
El algoritmo de aprendizaje comúnmente utilizado en el entrenamiento de este tipo
de redes es el de retropropagación o Back-Propagation (BP) [92]. Se trata de un
procedimiento de descenso por gradiente aplicado sobre el error cuadrático. Este
método se basa en un ciclo de propagación-adaptación en dos fases, una propa-
gación hacia delante y otra hacia atrás. En la primera (forward), se presenta un
patrón a la entrada y éste se propaga por toda la red hasta generar una salida. En
la fase de propagación hacia atrás (backward), se obtiene un error entre esta sa-
lida y la original, el cual se propaga hacia todas las neuronas ocultas y hace que
la red se ajuste hasta minimizar el error total. Además del BP estándar, existen
diversas alternativas para optimizar los pesos de la red [93, 94, 95]: algoritmo de
gradiente conjugado, gradiente conjugado escalado, métodos quasi-Newton, algo-
ritmo Levenberg-Marquardt o descenso por gradiente estocástico.
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Figura 3.1: Imputación con un Stacked Denoising Autoencoder. En esta imagen
se muestra el proceso de cómo se utiliza un SDAE para imputar valores perdidos par-
tiendo de una versión pre-imputada de los mismos. Los valores en negro muestran los
valores desconocidos del conjunto original. En este caso, sólo se consideran missing
en una caracterı́stica d. En la etapa de pre-imputación, los valores grises oscuros re-
presentan los obtenidos por el método de pre-imputación y los corrompidos con ruido
están representados por las muestras punteadas. Finalmente, las muestras grises claras
de la última fase indican los valores reconstruidos.
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De los comentados, uno de los métodos más utilizados en el entrenamiento
de DAEs es el Descenso por Gradiente Estocástico (SGD), que permite llegar a
una solución mediante una aproximación estocástica de la función de error. Con
el objetivo de hacer uso de toda la información disponible en los datos durante el
entrenamiento, se propone una ligera modificación del SGD [89]. De esta forma,
considerando un conjunto de datos {xn}Nn=1, n = 1, ..., N , donde xn es el patrón
n-ésimo, se define otro conjunto de vectores {mn}Nn=1, n = 1, ..., N de la misma




1, if xnd es un valor conocido
0, if xnd es desconocido
(3.1)
donde d (1 ≤ d ≤ D) denota las componentes. Ası́, los DAEs usados para la
construcción del SDAE se entrenan para minimizar la siguiente función de Suma




‖ (zn − xn)mn ‖2 (3.2)
donde zn es la salida del SDAE y  representa el producto de Hadamard. De esta
forma, todos los datos disponibles se emplean en el entrenamiento de la red, ya
que se manejan todos los valores de las muestras completas y todos los valores
observados de las muestras con valores perdidos.
Durante el entrenamiento de un DAE, para cada muestra de entrada xn, todos
los pesos de la capa oculta se actualizarán, mientras que no ocurre lo mismo con
los pesos de salida: sólo se actualizarán aquellos conectados con nodos de salida
con valores en mn iguales a uno.
Como se ha comentado anteriormente, el método propuesto de imputación con
SDAE se hace uso de tres técnicas que se explican a continuación: la pre-imputación,
el borrado y la compensación.
3.1.2 Pre-imputación
La pre-imputación consiste en asignar valores numéricos a las caracterı́sticas de
las muestras que presentan valores perdidos. Una vez escogido e implementado el
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método de pre-imputación, los valores pre-imputados pueden considerarse valores
ruidosos respecto a los reales.
Por tanto, el primer paso del método de imputación será una pre-imputación
para rellenar los valores desconocidos. Después, se usará el conjunto pre-imputado
como conjunto de entrenamiento de un SDAE para imputación y se comprobará si
los valores a la salida de la red profunda se acercan más a los reales que los obte-
nidos en la pre-imputación.
Existen muchos métodos de imputación en la literatura que pueden emplearse
para pre-imputar [5, 36]. El método de pre-imputación más simple consiste en re-
llenar los valores perdidos con ceros. Sin embargo, parece más adecuado realizar
una pre-imputación con la que se obtengan valores más próximos a los verdade-
ros para mejorar la calidad de la imputación final. En este trabajo, para evaluar las
prestaciones de la imputación con SDAE, se emplearán varios métodos de diversa
complejidad y naturaleza. En concreto, se implementarán MLPs para imputación,
el método de Descomposición en Valores Singulares (SVD) y MICE.
3.1.3 Borrado
Una vez realizada la pre-imputación de los valores perdidos, estos valores pre-
imputados, junto con los valores observados, se emplean como entradas al SDAE
durante el entrenamiento, empleándose como salidas deseadas sólo los valores co-
nocidos según se muestra en la fórmula (3.2). Emplear como salidas deseadas los
valores pre-imputados tiene el inconveniente de que el entrenamiento se puede ses-
gar hacia resultados sub-óptimos.
Se cree que el funcionamiento del método serı́a mejor si se ayuda explı́cita-
mente a la red a aprender la reconstrucción de los valores desconocidos. Esto se
puede conseguir añadiendo artificialmente valores perdidos. Suponiendo, sin per-
der generalidad, que sólo la caracterı́stica d presenta valores perdidos con una tasa
µ en tanto por uno, es decir (0 ≤ µ ≤ 1), ésta se puede incrementar artificialmente
en un valor ε con 0 ≤ ε ≤ 1 − µ. De esta manera, (µ + ε)N representa la tasa
efectiva de valores perdidos respecto al número total de muestras N . Ası́, la red se
entrena con N muestras de entrada que presentan (µ + ε)N valores perdidos en
la caracterı́stica d, pero usando como salidas deseadas N muestras que presentan
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µN valores desconocidos en la misma caracterı́stica. Mientras µ viene dado por
el problema, ε es un parámetro del entrenamiento que habrá que asignar mediante
validación cruzada. Es de esperar que los nuevos valores perdidos introducidos a
las entradas, cuyos valores reales se emplean como objetivos, sirvan para aprender
mejor la reconstrucción de la caracterı́stica d.
En la Figura 3.2 se muestra el proceso de borrado. En ella, los µN valores
perdidos se representan en color negro y los εN valores borrados están tachados.
Los datos grises representan estas muestras después de la pre-imputación y antes
del proceso de aprendizaje profundo, donde las más oscuras indican que sus valores
originales son conocidos y pueden usarse durante el entrenamiento de la red. A la
salida de la red, se han reconstruido todos estos valores, tanto los perdidos como
los borrados.
Esta idea de borrado fue introducida por primera vez en el trabajo [89] y más
tarde analizada y detallada en [90], donde se completa con el concepto de compen-
sación, que se introduce a continuación.
3.1.4 Compensación
A pesar de las ventajas que el borrado puede suponer para la imputación de valores
perdidos, existe un inconveniente debido al desequilibrio que el borrado introduce
entre los conjuntos de entrenamiento y test. Con el borrado de valores en la carac-
terı́stica d, se pasa de una tasa de valores perdidos µ y valores completos 1 − µ, a
una tasa µ + ε de valores perdidos y 1 − (µ + ε) de valores completos. Sin em-
bargo, no ocurre lo mismo en el conjunto de test, que sigue teniendo una tasa µ de
valores perdidos y 1 − µ de muestras completas. En este escenario, si el valor de
ε es pequeño este desequilibrio no es grave, pero si no lo es, se producirá una de-
gradación de las prestaciones, que se podrá enmendar mediante una compensación
apropiada. Ası́, merece la pena analizar la compensación exacta y proponer ası́ un
método efectivo y práctico de compensación.
Antes de llevar a cabo la tarea de borrado sobre el conjunto de datos, la función
de error SSE se puede expresar como:
E1 = EC + EI (3.3)
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Figura 3.2: Proceso de borrado. Los valores perdidos en la caracterı́stica d se mues-
tran en negro y el borrado como una cruz. Los colores gris claro y oscuro en la etapa de
pre-imputación se usan para mostrar los valores perdidos y borrados, respectivamente.
Los valores conocidos de las muestras borradas se emplearán como objetivo durante
el entrenamiento. Finalmente, las muestras grises más claras a la salida representan la
reconstrucción por la red profunda.
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donde EC y EI se corresponden con el SSE de las muestras completas e incomple-
tas, respectivamente. Esta expresión puede ser reescrita en términos de las tasas µ
y ε de la forma
E1 = (1− µ)NEC + µNEI (3.4)
donde EC y EI son el Error Cuadrático Medio (MSE) de las muestras comple-
tas e incompletas, respectivamente. El primer término representa la contribución
del error cuadrático de las (1 − µ)N muestras completas, y el segundo término
representa la contribución de las µN muestras con valores perdidos.
Después del proceso de borrado, la distribución de los datos de entrenamien-
to cambia mientras que la del conjunto de test permanece inalterada. Al mismo
tiempo, los términos del SSE cambiarán debido a que las tasas de missing han sido






donde los dos términos de E incorporan los valores adicionales de muestras desco-
nocidas εN según la siguiente expresión:
E2 = (1− (µ+ ε))NE ′C + (µ+ ε)NE ′I (3.6)
donde E ′C y E ′I son el MSE de las muestras completas e incompletas después del
borrado, respectivamente.
Con el objetivo de tratar ambos conjuntos de entrenamiento y test de la misma
forma, compensando la diferencia introducida en sus distribuciones, se propone
un mecanismo de equilibrado. Para obtener un equilibrado exacto después del bo-
rrado, el entrenamiento debe ser llevado a cabo con una tasa efectiva de muestras
completas 1− µ y muestras incompletas µ, es decir, como en (3.4).
Los experimentos de este trabajo mostraron que el equilibrado exacto de los
conjuntos de datos no es siempre la mejor opción, por lo que se exploran un rango
de posibles valores para el parámetro en cuestión. Ası́, dados unos valores de µ y
ε, se propone la siguiente función convexa a optimizar:
E = αE ′C + (1− α)E ′I (3.7)
donde α es el parámetro de equilibrado, que irá entre α = 0 (situación donde sólo
se optimiza el error de las muestras completas) hasta α = 1 (sólo los errores de las
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muestras incompletas). Se debe puntualizar que para α = 0,5 ambos errores están
equilibrados, es decir, (3.7) es equivalente a (3.5). El valor óptimo de α se ob-
tendrá mediante validación cruzada teniendo en cuenta la precisión de la red sobre
el conjunto de validación sin borrado. El objetivo es encontrar los pesos óptimos de
la red profunda que obtienen mejores resultados sobre un conjunto de validación
similar al de test que, recordemos, tendrá la tasa de valores perdidos original.
Después del proceso de borrado, el número de muestras con valores perdidos
se incrementa y el número de muestras completas decrece. Para compensar este
cambio, se espera obtener un valor óptimo de α mayor que 0.5 que ponga mayor
atención en los errores de las muestras completas (que ha disminuido) que en los
de las incompletas (ha aumentado). Como se verá en la Sección 3.3, los resultados
apoyarán la utilidad de este procedimiento.
3.2 Clasificación de patrones incompletos
Hasta ahora la presentación del método se ha centrado en la imputación de valores
perdidos. Sin embargo, los SDAEs sirven frecuentemente para resolver problemas
de clasificación y de regresión. Se ha demostrado que el potencial de un SDAE
reside en el pre-entrenamiento no supervisado de los DAEs que se apilan para crear
la red profunda. Este pre-entrenamiento se utiliza para inicializar los pesos de las
capas ocultas de la red, resultando de gran ayuda para solventar el problema de
optimización. Además, la adición de ruido a la entrada hace que el modelo sea más
robusto a distorsiones.
El entrenamiento de un SDAE para clasificación tiene dos etapas principales:
una primera en la que se diseña y entrena un conjunto de DAEs de forma no super-
visada tal y como se ha descrito en la Section 3.1, y una segunda etapa orientada a la
resolución del problema mediante el entrenamiento por gradiente (DGS) de un cla-
sificador colocado tras la última capa oculta. Este entrenamiento permite diferentes
alternativas: se pueden fijar los pesos de las capas ocultas del SDAE y entrenar
sólo el clasificador (en este caso, es aconsejable realizar al final un refinamiento
global de la red) o se puede, tras el pre-entrenamiento, entrenar conjuntamente el
clasificador y los pesos ocultos.
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En esta parte de la tesis se analizan las prestaciones de un SDAE para resolver
problemas de clasificación con valores perdidos en alguna de sus caracterı́sticas.
Se pretende demostrar que, gracias a la gran capacidad de representación de los
SDAEs junto con la incorporación del borrado y la compensación cuando hay va-
lores perdidos, se pueden mejorar las prestaciones de dichas máquinas en tareas de
clasificación.
3.3 Experimentos
Una vez presentados los métodos de imputación y clasificación de patrones in-
completos, en esta sección se analiza el impacto del borrado y la compensación.
Primero, se analizan los efectos de estas dos técnicas sobre una imputación. Para
ello, se comparan varios procedimientos de imputación frecuentemente usados en
la práctica con un SDAE con borrado y compensación. Es decir, primero se impu-
tan los valores desconocidos mediante los métodos mencionados en el apartado
3.1.2. Ası́, es sencillo calcular las mejoras obtenidas por las técnicas que se propo-
nen en este apartado de la tesis. Finalmente, se evalúan las técnicas de borrado y
compensación con un SDAE a la hora de clasificar patrones con valores perdidos.
3.3.1 Conjuntos de datos
Para llevar a cabo la comparación con otras del estado del arte, se seleccionan seis
conjuntos de datos de diferentes tamaños y caracterı́sticas. Los detalles de estos
se pueden encontrar resumidos en la Tabla 3.1. Es importante mencionar que sólo
se utilizan conjuntos de datos completos, con el objetivo de insertar missing ar-
tificial y poder verificar el correcto funcionamiento de los algoritmos propuestos.
Estos valores artificialmente perdidos se insertan aleatoriamente en una sola carac-
terı́stica del conjunto, excepto en el conjunto AREM, donde se seleccionan cuatro
caracterı́sticas aleatoriamente con el objetivo de ampliar el alcance del estudio y
evitar la pérdida de generalidad. Como se ha visto en capı́tulos anteriores, existen
diferentes tipos de missing, lo que puede conllevar diferentes comportamientos de
los algoritmos. En este caso, se implementa el tipo más estricto, MCAR, donde
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los valores desconocidos se insertan completamente de forma aleatoria y no tienen
relación con los valores observados.
Cuadro 3.1: Conjuntos de datos. Principales caracterı́sticas.
Muestras
Total Clases Caracterı́sticas
MAGIC Gamma Telescope (M) 19020 2 11
Pima Indians Diabetes (P) 768 2 8
Twonorm (T) 7400 2 20
Sensorless Drive Diagnosis (S) 58509 11 48
Gas Sensor Array Drift (G) 13910 6 128
AREM (A) 42240 7 6
Todos los conjuntos de datos utilizados en esta parte de la tesis son públicos y
se encuentran en el repositorio UCI [96], excepto Twonorm que está disponible en
[97]. A continuación, se presenta una breve descripción de cada uno de ellos:
• Magic Gamma Telescope. Básicamente, este conjunto de datos consiste
en una simulación de partı́culas de energı́a gamma usando una técnica de
imagen con un telescopio Cherenkov. La información disponible consiste en
pulsos creados por los llamados fotones de Cherenkov dispuestos sobre un
plano, la cámara. Dependiendo de la energı́a del rayo gamma, se recolectan
un total de unos pocos cientos a unos 10000 fotones de Cherenkov, en pa-
trones (llamados imágenes de la lluvia), lo que permite discriminar estadı́sti-
camente los causados por gammas primarios de las imágenes de hadrones
causadas en la atmófera superior.
• Pima Indians Diabetes. Conjunto original del Instituto Nacional de Diabe-
tes, Digestivo y Enfermedades Renales de EEUU. El objetivo de este conjun-
to es la predicción de la diabetes basado en ciertas medidas de un diagnóstico:
número de embarazos del paciente, su ı́ndice de masa corporal, edad, etc.
• Sensorless Drive Diagnosis. Conjunto formado por la extracción de señales
eléctricas de un motor. Tiene algunas señales intactas y algunas defectuosas,
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resultando en 11 clases diferentes bajo distintas condiciones. Cada condición
ha sido medida varias veces bajo 12 situaciones distintas de operación, es
decir, diferentes velocidades, momentos de carga y fuerzas de carga.
• Gas Sensor Array Drift. Conjunto creado durante 36 meses en una plata-
forma de suministro de gas de la Universidad de California en San Diego.
Consta de 13910 medidas obtenidas con 16 sensores quı́micos en diferen-
tes simulaciones de 6 gases a varios niveles de concentración. El objetivo de
este conjunto es utilizar técnicas de aprendizaje automático para estudiar la
concentración de los diferentes sensores.
• Activity Recognition system based on Multisensor data fusion (AREM).
Este problema está preparado para predecir el tipo de actividad llevada a ca-
bo por el usuario. El conjunto se genera a partir de una red de sensores que
monitorizan temporalmente los movimientos de un usuario. El sistema de
sensores se situa en el pecho y rodillas del usuario. Por cada actividad, se tie-
nen 15 secuencias temporales de entrada por lo que el conjunto está formado
por 480 secuencias y un total de 42240 instancias.
• Twonorm. Una implementación del ejemplo de Leo Breiman [98]. Cada cla-
se es creada a partir de una distribución normal con varianza unitaria. La clase
1 tiene media (a, a, ...a) y la clase 2 (−a,−a, ...−a), donde a = 2/
√
20. Los
trabajos de Breiman indican que el error de clasificación teórico esperado es
de 2.3 %.
Durante el entrenamiento de las redes, cada conjunto de datos se divide en en-
trenamiento (80 %) y test (20 %). Como se ha mencionado en la sección 3.1, todas
las redes se diseñan para tener 3 capas ocultas expansivas con una tasa de expan-
sión del 75 % de la capa anterior. Además, se implementa validación cruzada de
5-folds para obtener los valores óptimos de los hiperparámetros. Ası́, con el objeti-
vo de obtener resultados de las técnicas estudiadas sobre diferentes escenarios, se
implementan distintos porcentajes de muestras desconocidas missing µ y borradas
ε. En particular, se prueban todas las combinaciones para µ = {0,1, 0,2, 0,3} y
ε = {0,25, 0,5, 0,75}.
53
3. MEJORA DE UNA IMPUTACIÓN CON REDES PROFUNDAS
3.3.2 Métodos de pre-imputación
Como se ha descrito en el Capı́tulo 2, existe una gran variedad de mecanismos de
imputación de valores perdidos en la literatura. De entre esta variedad, tres de ellos
se seleccionan en este trabajo con el objetivo de cubrir una muestra representativa
de la literatura. Estas técnicas serán usados para pre-imputar los valores descono-
cidos del conjunto de entrenamiento. Por este motivo, nos referimos a ellos como
métodos de pre-imputación. De nuevo, para evitar la pérdida de generalidad del es-
tudio, se implementarán tres técnicas de pre-imputación con diferentes capacidades
y niveles de complejidad. Las técnicas son: perceptrón multicapa (MLP), descom-
posición en valores singulares (SVD) e imputación múltiple mediante ecuaciones
encadenadas (MICE). De entre éstos, el último método se trata de una técnica de
imputación múltiple que, como se ha comentado, forma parte de una de las técnicas
avanzadas imputación. Se estudia si las técnicas basadas en borrado y compensa-
ción son capaces de competir o incluso mejorar en los escenarios que se plantean a
continuación.
3.3.3 Resultados en problemas de imputación
En las Tablas 3.2 y 3.3 se muestran los resultados en imputación para cada con-
junto de datos y método. Cada valor se corresponde con el error entre valores
imputados y reales según (3.2) y (3.7), respectivamente. Se presentan los errores
obtenidos mediante los SDAEs diseñados y entrenados, ası́ como los métodos de
pre-imputación directamente aplicados sobre el conjunto con valores perdidos. Se
presentan tres técnicas distintas basadas en redes profundas: un SDAE sin borrado
ni compensación, un SDAE sólo con borrado, y un SDAE con borrado y compen-
sación. Los valores óptimos para ε y α en cada uno de los escenarios se presentan
entre paréntesis, el mejor resultado para cada grupo de pre-imputación en cursiva
y el mejor resultado global para cada percentaje de missing, en negrita. Es im-
portante mencionar que dos resultados se consideran estadı́sticamente diferentes




Cuadro 3.2: Resultados de imputación. Se presenta el error descrito en (3.2) y (3.7)
para métodos sin y con compensación, respetivamente. En las columnas se muestran
los diferentes porcentajes de valores perdidos µ y en las filas los diferentes proce-
dimientos según la nomenclatura: primera inicial del conjunto de datos - método de
pre-imputación - procedimiento profundo (tasa de borrado, tasa de compensación).
Por cada conjunto, el mejor resultado de cada familia de métodos de pre-imputación





M-MLP 0.5 ± 0.05 0.4 ± 0.05 0.4 ± 0.09
M-MLP -SDAE 0.2 ± 0.06 0.4 ± 0.02 0.2 ± 0.06
M-MLP -SDAE (ε) 0.1 ± 0.02 (0.75) 0.2 ± 0.06 (0.75) 0.1 ± 0.02 (0.5)
M-MLP -SDAE (ε, α) 0.05 ± 0.01 (0.75, 0.6) 0.1 ± 0.07 (0.75, 0.3) 0.08 ± 0.006 (0.75, 0.7)
M-SV D 0.7 ± 0.05 0.6 ± 0.05 0.7 ± 0.04
M-SV D-SDAE 0.3 ± 0.03 0.5 ± 0.06 0.3 ± 0.02
M-SV D-SDAE (ε) 0.15 ± 0.01 (0.5) 0.1 ± 0.01 (0.5) 0.25 ± 0.03 (0.75)
M-SV D-SDAE (ε, α) 0.06 ± 0.01 (0.75, 0.2) 0.08 ± 0.01 (0.5, 0.7) 0.11 ± 0.01 (0.75, 0.5)
M-MICE 0.04 ± 0.004 0.08 ± 0.005 0.1 ± 0.01
M-MICE-SDAE 0.05 ± 0.008 0.15 ± 0.01 0.1 ± 0.02
M-MICE-SDAE (ε) 0.04 ± 0.005 (0.5) 0.1 ± 0.005 (0.5) 0.08 ± 0.03 (0.75)
M-MICE-SDAE (ε, α) 0.05 ± 0.005 (0.75, 0.2) 0.09 ± 0.01 (0.5, 0.7) 0.1 ± 0.01 (0.75, 0.5)
P-MLP 0.5 ± 0.02 0.5 ± 0.01 0.6 ± 0.02
P-MLP -SDAE 0.2 ± 0.05 0.7 ± 0.02 0.6 ± 0.08
P-MLP -SDAE (ε) 0.1 ± 0.01 (0.5) 0.2 ± 0.02 (0.5) 0.09 ± 0.002 (0.5)
P-MLP -SDAE (ε, α) 0.03 ± 0.005 (0.75, 0.7) 0.08 ± 0.01 (0.75, 0.6) 0.05 ± 0.006 (0.5, 0.8)
P-SV D 0.65 ± 0.02 0.7 ± 0.008 0.7 ± 0.02
P-SV D-SDAE 0.4 ± 0.04 0.35 ± 0.04 0.4 ± 0.004
P-SV D-SDAE (ε) 0.2 ± 0.01 (0.75) 0.15 ± 0.02 (0.5) 0.25 ± 0.01 (0.75)
P-SV D-SDAE (ε, α) 0.05 ± 0.008 (0.75, 0.3) 0.07 ± 0.01 (0.75, 0.7) 0.06 ± 0.004 (0.75, 0.5)
P-MICE 0.02 ± 0.008 0.07 ± 0.004 0.05 ± 0.008
P-MICE-SDAE 0.04 ± 0.005 0.07 ± 0.005 0.08 ± 0.01
P-MICE-SDAE (ε) 0.02 ± 0.005 (0.75) 0.05 ± 0. (0.5) 0.06 ± 0.004 (0.75)
P-MICE-SDAE (ε, α) 0.02 ± 0.004 (0.75, 0.7) 0.06 ± 0.004 (0.5, 0.4) 0.05 ± 0.005 (0.75, 0.7)
T-MLP 0.9 ± 0.01 0.9 ± 0.05 0.8 ± 0.03
T-MLP -SDAE 0.6 ± 0.09 0.8 ± 0.1 0.5 ± 0.05
T-MLP -SDAE (ε) 0.08 ± 0.01 (0.5) 0.1 ± 0.002 (0.5) 0.08 ± 0.01 (0.75)
T-MLP -SDAE (ε, α) 0.05 ± 0.006 (0.75, 0.6) 0.04 ± 0.004 (0.75, 0.7) 0.05 ± 0.008 (0.75, 0.7)
T-SV D 0.75 ± 0.03 0.8 ± 0.05 0.8 ± 0.05
T-SV D-SDAE 0.5 ± 0.02 0.2 ± 0.04 0.4 ± 0.05
T-SV D-SDAE (ε) 0.14 ± 0.02 (0.5) 0.2 ± 0.03 (0.75) 0.2 ± 0.02 (0.75)
T-SV D-SDAE (ε, α) 0.12 ± 0.01 (0.5, 0.2) 0.05 ± 0.01 (0.75, 0.5) 0.12 ± 0.01 (0.75, 0.4)
T-MICE 0.04 ± 0.01 0.04 ± 0.001 0.07 ± 0.005
T-MICE-SDAE 0.07 ± 0.006 0.07 ± 0.003 0.08 ± 0.004
T-MICE-SDAE (ε) 0.07 ± 0.002 (0.5) 0.05 ± 0.005 (0.5) 0.05 ± 0.003 (0.5)
T-MICE-SDAE (ε, α) 0.05 ± 0.003 (0.5, 0.8) 0.04 ± 0.002 (0.5, 0.7) 0.05 ± 0.01 (0.75, 0.6)
55
3. MEJORA DE UNA IMPUTACIÓN CON REDES PROFUNDAS
Cuadro 3.3: Continuación de resultados de imputación. Se presenta el error descrito
en (3.2) y (3.7) para métodos sin y con compensación, respetivamente. En las columnas
se muestran los diferentes porcentajes de valores perdidos µ y en las filas los diferentes
procedimientos según la nomenclatura: primera inicial del conjunto de datos - método
de pre-imputación - procedimiento profundo (tasa de borrado, tasa de compensación).
Por cada conjunto, el mejor resultado de cada familia de métodos de pre-imputación





S-MLP 2.65 ± 0.08 2.82 ± 0.1 2.89 ± 0.07
S-MLP -SDAE 2.36 ± 0.12 2.53 ± 0. 07 2.45 ± 0.08
S-MLP -SDAE (ε) 1.73 ± 0.07 (0.75) 1.9 ± 0.08 (0.5) 1.85 ± 0.02 (0.5)
S-MLP -SDAE (ε, α) 1.24 ± 0.08 (0.5, 0.4) 1.71 ± 0.05 (0.75, 0.6) 1.56 ± 0.04 (0.5, 0.6)
S-SV D 2.45 ± 0.08 2.57 ± 0.05 2.6 ± 0.05
S-SV D-SDAE 2.23 ± 0.1 2.34 ± 0.08 2.4 ± 0.05
S-SV D-SDAE (ε) 1.84 ± 0.06 (0.5) 1.88 ± 0.02 (0.5) 2.12 ± 0.02 (0.75)
S-SV D-SDAE (ε, α) 1.57 ± 0.05 (0.75, 0.6) 1.94 ± 0.1 (0.5, 0.8) 1.93 ± 0.07 (0.75, 0.7)
S-MICE 0.82 ± 0.04 0.81 ± 0.05 0.92 ± 0.03
S-MICE-SDAE 1.47 ± 0.1 1.24 ± 0.02 1.36 ± 0.05
S-MICE-SDAE (ε) 1.2 ± 0.06 (0.5) 0.97 ± 0.1 (0.5) 1.15 ± 0.06 (0.75)
S-MICE-SDAE (ε, α) 0.91 ± 0.08 (0.75, 0.7) 0.85 ± 0.08 (0.75, 0.6) 0.87 ± 0.04 (0.5, 0.6)
G-MLP 2.65 ± 0.05 2.85 ± 0.04 3.12 ± 0.03
G-MLP -SDAE 2.34 ± 0.07 2.54 ± 0.06 2.74 ± 0.06
G-MLP -SDAE (ε) 1.78 ± 0.05 (0.5) 1.74 ± 0.07 (0.75) 2.54 ± 0.04 (0.75)
G-MLP -SDAE (ε, α) 1.56 ± 0.08 (0.75, 0.7) 1.82 ± 0.08 (0.75, 0.6) 2.37 ± 0.03 (0.75, 0.6)
G-SV D 2.3 ± 0.04 2.64 ± 0.02 2.57 ± 0.03
G-SV D-SDAE 2.45 ± 0.05 2.51 ± 0.05 2.72 ± 0.1
G-SV D-SDAE (ε) 2.06 ± 0.03 (0.5) 2.32 ± 0.05 (0.5) 2.35 ± 0.06 (0.5)
G-SV D-SDAE (ε, α) 1.83 ± 0.06 (0.5, 0.7) 2.25 ± 0.04 (0.75, 0.6) 2.32 ± 0.05 (0.75, 0.6)
G-MICE 1.12 ± 0.02 1.1 ± 0.02 0.92 ± 0.04
G-MICE-SDAE 1.46 ± 0.04 1.34 ± 0.05 1.54 ± 0.06
G-MICE-SDAE (ε) 1.23 ± 0.06 (0.5) 1.19 ± 0.04 (0.5) 1.17 ± 0.08 (0.75)
G-MICE-SDAE (ε, α) 1.2 ± 0.04 (0.5, 0.5) 0.92 ± 0.07 (0.75, 0.6) 0.95 ± 0.05 (0.75, 0.6)
A-MLP 0.018 ± 0.002 0.021 ± 0.002 0.021 ± 0.002
A-MLP -SDAE 0.017 ± 0.001 0.019 ± 0.002 0.020 ± 0.002
A-MLP -SDAE (ε) 0.015 ± 0.001 (0.5) 0.019 ± 0.001 (0.25) 0.017 ± 0.001 (0.5)
A-MLP -SDAE (ε, α) 0.012 ± 0.001 (0.5, 0.6) 0.018 ± 0.002 (0.5, 0.7) 0.017 ± 0.002 (0.5, 0.8)
A-SV D 0.07 ± 0.001 0.05 ± 0.002 0.1 ± 0.002
A-SV D-SDAE 0.04 ± 0.001 0.03 ± 0.001 0.05 ± 0.002
A-SV D-SDAE (ε) 0.016 ± 0.001 (0.5) 0.018 ± 0.001 (0.75) 0.02 ± 0.002 (0.5)
A-SV D-SDAE (ε, α) 0.015 ± 0.002 (0.75, 0.7) 0.019 ± 0.001 (0.75, 0.6) 0.02 ± 0.001 (0.75, 0.6)
A-MICE 0.016 ± 0.002 0.019 ± 0.001 0.018 ± 0.001
A-MICE-SDAE 0.016 ± 0.001 0.019 ± 0.002 0.017 ± 0.002
A-MICE-SDAE (ε) 0.013 ± 0.002 (0.75) 0.016 ± 0.001 (0.5) 0.015 ± 0.001 (0.5)
A-MICE-SDAE (ε, α) 0.012 ± 0.001 (0.75, 0.7) 0.016 ± 0.001 (0.5, 0.7) 0.016 ± 0.001 (0.5, 0.6)
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3.3.4 Resultados de clasificación
En las Tablas 3.4 y 3.5 se muestran los resultados de clasificación. Para cada con-
junto y cada método, los resultados se muestran en términos de precisión de clasifi-
cación. Todos ellos se obtienen con 50 repeticiones independientes. Es importante
mencionar que tanto la presentación como la comparación de resultados se reali-
zan de la misma forma que en los resultados de imputación, y que los resultados de
pre-imputación se obtienen mediante un MLP.
Por cada experimento, las redes profundas se diseñan usando un clasificador
lineal a la salida del SDAE. Esto es ası́ porque, en este caso, se obtienen resulta-
dos similares a otros métodos no lineales tales como un MLP. En este sentido, se
demuestra cómo el SDAE es capaz de llevar el problema a un espacio donde las
clases son linealmente separables [99].
3.4 Discusión
Si se analizan los resultados de imputación presentados en la Sección 3.3.3, se
puede concluir:
• Los resultados de las pre-imputaciones son siempre mejorados por alguna
de las soluciones basadas en SDAEs, incluso para el mejor método de pre-
imputación.
• Cuanto mejor es el método de pre-imputación, mejores resultados de impu-
tación se consiguen con la red profunda.
• Las redes SDAE con borrado siempre mejoran el resultado de las mismas sin
borrado.
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Cuadro 3.4: Precisión de clasificacion para cada experimento. Los diferentes porcen-
tajes de valores perdidos aplicados al conjunto de entrada se muestran en las columnas,
mientras que los distintos métodos se presentan en las filas con la siguiente nomencla-
tura: primera inicial del conjunto de datos - método de pre-imputación - procedimiento
profundo (tasa de borrado, tasa de compensación). Para cada conjunto, el mejor re-
sultado de la familia de pre-imputaciones se muestra en cursiva, mientras el mejor




M-MLP 89.3 ± 1.6 87.3 ± 0.7 88.6 ± 0.4
M-MLP -SDAE 89.8 ± 0.7 89.7 ± 0.2 87.4 ± 0.2
M-MLP -SDAE (ε) 92 ± 0.2 (0.75) 91.6 ± 0.3 (0.5) 90.9 ± 0.5 (0.75)
M-MLP -SDAE (ε, α) 92.3 ± 0.2 (0.5, 0.6) 91.3 ± 0.2 (0.75, 0.6) 90.8 ± 0.4 (0.75, 0.7)
M-SV D 88.5 ± 0.4 87.1 ± 0.2 88.2 ± 0.2
M-SV D-SDAE 90.1 ± 0.6 89.4 ± 0.5 87.5 ± 0.6
M-SV D-SDAE (ε) 91.2 ± 0.3 (0.5) 91.3 ± 0.2 (0.5) 88.4 ± 0.4 (0.75)
M-SV D-SDAE (ε, α) 91.9 ± 0.2 (0.5, 0.5) 91.5 ± 0.4 (0.5, 0.7) 91.3 ± 0.1 (0.75, 0.4)
M-MICE 89.7 ± 0.6 90.3 ± 0.2 89.4 ± 0.2
M-MICE-SDAE 89.6 ± 0.8 90.8 ± 0.4 89.3 ± 0.5
M-MICE-SDAE (ε) 91.2 ± 0.4 (0.5) 90.4 ± 0.5 (0.75) 90.2 ± 0.3 (0.75)
M-MICE-SDAE (ε, α) 92.3 ± 0.6 (0.75, 0.7) 91.2 ± 0.4 (0.75, 0.5) 91.4 ± 0.5 (0.75, 0.6)
P-MLP 72.4 ± 1.7 70.3 ± 0.8 74.6 ± 1.3
P-MLP -SDAE 77.3 ± 2.8 72.8 ± 3.4 75 ± 1.2
P-MLP -SDAE (ε) 76.7 ± 1.6 (0.5) 78 ± 1.3 (0.5) 79.8 ± 2.0 (0.5)
P-MLP -SDAE (ε, α) 80.8 ± 1.2 (0.75, 0.7) 79.4 ± 1.5 (0.75, 0.3) 80.5 ± 1.1 (0.5, 0.7)
P-SV D 74.6 ± 0.4 74.3 ± 0.8 73.2 ± 0.4
P-SV D-SDAE 75.3 ± 0.6 76.2 ± 0.5 75.3 ± 0.7
P-SV D-SDAE (ε) 78.6 ± 0.4 (0.25) 79.5 ± 0.4 (0.75) 78.1 ± 0.2 (0.75)
P-SV D-SDAE (ε, α) 79.5 ± 0.7 (0.5, 0.5) 78.3 ± 0.2 (0.75, 0.6) 79.2 ± 0.5 (0.75, 0.7)
P-MICE 77.4 ± 0.7 77.8 ± 0.3 77.5 ± 0.4
P-MICE-SDAE 78.3 ± 0.2 78.1 ± 0.4 78.1 ± 0.5
P-MICE-SDAE (ε) 79.5 ± 0.3 (0.5) 79.4 ± 0.4 (0.25) 78.7 ± 0.1 (0.75)
P-MICE-SDAE (ε, α) 80.7 ± 0.4 (0.5, 0.3) 79.5 ± 0.2 (0.5, 0.7) 79.3 ± 0.3 (0.75, 0.6)
T-MLP 91.8 ± 1.3 91.2 ± 0.6 90 ± 1.4
T-MLP -SDAE 92.2 ± 0.2 95.5 ± 0.2 94.7 ± 1.4
T-MLP -SDAE (ε) 98.3 ± 0.6 (0.5) 97.6 ± 0.8 (0.5) 97.6 ± 0.4 (0.75)
T-MLP -SDAE (ε, α) 97.8 ± 0.5 (0.75, 0.6) 97.1 ± 0.2 (0.75, 0.6) 98.1 ± 0.2 (0.75, 0.6)
T-SV D 90.3 ± 0.4 90.4 ± 0.2 89.4 ± 0.5
T-SV D-SDAE 93.5 ± 0.5 92.7 ± 0.4 91.2 ± 0.4
T-SV D-SDAE (ε) 97.1 ± 0.3 (0.5) 96.3 ± 0.3 (0.75) 96.5 ± 0.7 (0.75)
T-SV D-SDAE (ε, α) 97.9 ± 0.4 (0.5, 0.2) 97.4 ± 0.6 (0.75, 0.7) 97.8 ± 0.4 (0.75, 0.8)
T-MICE 96.3 ± 0.2 95.8 ± 0.3 95.4 ± 0.2
T-MICE-SDAE 97.5 ± 0.4 96.2 ± 0.4 96.4 ± 0.5
T-MICE-SDAE (ε) 98.2 ± 0.3 (0.5) 97.2 ± 0.2 (0.75) 97.3 ± 0.2 (0.75)
T-MICE-SDAE (ε, α) 97.9 ± 0.3 (0.5, 0.5) 97.7 ± 0.3 (0.75, 0.6) 98.3 ± 0.3 (0.75, 0.7)
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Cuadro 3.5: Continuación de los resultados de clasificación. Los diferentes porcenta-
jes de valores perdidos aplicados al conjunto de entrada se muestran en las columnas,
mientras que los distintos métodos se presentan en las filas con la siguiente nomencla-
tura: primera inicial del conjunto de datos - método de pre-imputación - procedimiento
profundo (tasa de borrado, tasa de compensación). Para cada conjunto, el mejor re-
sultado de la familia de pre-imputaciones se muestra en cursiva, mientras el mejor




S-MLP 94.5 ± 0.3 93.2 ± 0.3 94.3 ± 0.5
S-MLP -SDAE 95.6 ± 0.6 94.5 ± 0.3 95.2 ± 0.3
S-MLP -SDAE (ε) 97.3 ± 0.3 (0.75) 97.7 ± 0.6 (0.75) 97.4 ± 0.2 (0.75)
S-MLP -SDAE (ε, α) 98.7 ± 0.4 (0.5, 0.8) 97.3 ± 0.4 (0.75, 0.7) 98.2 ± 0.6 (0.75, 0.6)
S-SV D 95.3 ± 0.4 95.3 ± 0.4 94.8 ± 0.4
S-SV D-SDAE 95.7 ± 0.6 94.6 ± 0.5 96.3 ± 0.5
S-SV D-SDAE (ε) 97.7 ± 0.4 (0.75) 97.5 ± 0.4 (0.75) 97.4 ± 0.3 (0.75)
S-SV D-SDAE (ε, α) 97.9 ± 0.4 (0.75, 0.6) 98.4 ± 0.6 (0.75, 0.7) 98.4 ± 0.2 (0.5, 0.6)
S-MICE 97.8 ± 0.1 97.6 ± 0.2 97.7 ± 0.4
S-MICE-SDAE 98.2 ± 0.2 98.4 ± 0.4 98.2 ± 0.1
S-MICE-SDAE (ε) 99.1 ± 0.3 (0.5) 99.1 ± 0.2 (0.75) 98.7 ± 0.3 (0.75)
S-MICE-SDAE (ε, α) 99.2 ± 0.2 (0.5, 0.6) 98.6 ± 0.4 (0.75, 0.6) 98.9 ± 0.2 (0.75, 0.6)
G-MLP 96.4 ± 0.4 95.7 ± 0.4 95.0 ± 0.4
G-MLP -SDAE 97.6 ± 0.4 97.1 ± 0.2 96.8 ± 0.4
G-MLP -SDAE (ε) 98.6 ± 0.5 (0.75) 97.7 ± 0.3 (0.75) 98.1 ± 0.2 (0.75)
G-MLP -SDAE (ε, α) 98.8 ± 0.4 (0.75, 0.5) 98.4 ± 0.2 (0.5, 0.4) 98.8 ± 0.4 (0.75, 0.4)
G-SV D 97.1 ± 0.2 97.3 ± 0.4 96.8 ± 0.3
G-SV D-SDAE 97.5 ± 0.2 98.1 ± 0.2 96.6 ± 0.6
G-SV D-SDAE (ε) 98.2 ± 0.2 (0.5) 98.7 ± 0.2 (0.75) 97.6 ± 0.2 (0.75)
G-SV D-SDAE (ε, α) 98.6 ± 0.1 (0.5, 0.4) 98.6 ± 0.3 (0.75, 0.6) 98.7 ± 0.4 (0.75, 0.6)
G-MICE 98.2 ± 0.2 97.8 ± 0.3 98.0 ± 0.2
G-MICE-SDAE 98.5 ± 0.1 98.2 ± 0.4 98.6 ± 0.2
G-MICE-SDAE (ε) 99.1 ± 0.2 (0.5) 98.6 ± 0.2 (0.75) 99.2 ± 0.1 (0.75)
G-MICE-SDAE (ε, α) 99.4 ± 0.2 (0.5, 0.6) 99.1 ± 0.1 (0.75, 0.8) 99.1 ± 0.1 (0.75, 0.6)
A-MLP 86.7 ± 0.4 84.7 ± 0.2 86.8 ± 0.1
A-MLP -SDAE 87.1 ± 0.2 85.2 ± 0.2 87.3 ± 0.3
A-MLP -SDAE (ε) 87.5 ± 0.2 (0.25) 87.4 ± 0.3 (0.5) 88.7 ± 0.1 (0.5)
A-MLP -SDAE (ε, α) 89.2 ± 0.1 (0.75, 0.6) 87.6 ± 0.1 (0.25, 0.5) 89.2 ± 0.2 (0.75, 0.6)
A-SV D 88.3 ± 0.1 87.3 ± 0.2 87.1 ± 0.2
A-SV D-SDAE 88.6 ± 0.2 88.1 ± 0.2 87.6 ± 0.2
A-SV D-SDAE (ε) 88.1 ± 0.2 (0.5) 89.5 ± 0.1 (0.5) 88.7 ± 0.2 (0.5)
A-SV D-SDAE (ε, α) 91.1 ± 0.2 (0.75, 0.7) 89.4 ± 0.3 (0.5, 0.7) 88.9 ± 0.3 (0.75, 0.6)
A-MICE 89.2 ± 0.3 88.4 ± 0.1 88.8 ± 0.3
A-MICE-SDAE 90.1 ± 0.3 88.5 ± 0.3 89.9 ± 0.2
A-MICE-SDAE (ε) 90.7 ± 0.4 (0.75) 90.1 ± 0.2 (0.5) 90.3 ± 0.1 (0.5)
A-MICE-SDAE (ε, α) 91.3 ± 0.2 (0.75, 0.7) 90.4 ± 0.3 (0.75, 0.4) 90.1 ± 0. 3(0.5, 0.7)
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Cuadro 3.6: Efectos de la compensación en tareas de clasificación. Los números
muestran las ocasiones en las que los resultados con compensación y borrado son
peores, iguales o mejores a aquéllos obtenidos sólo con borrado. Como se aprecia,
sólo se empeora el resultado en una ocasión (2%), se mejoran en 24 casos (45%) y se
consideran estadı́sticamente iguales en 29 casos (53%).
Conjunto de datos Peor Igual Mejor
MAGIC Gamma Telescope (M) 0 5 4
Pima Indians Diabetes (P) 1 3 5
Two Norms (T) 0 6 3
Sensorless Drive Diagnosis (S) 0 4 5
Gas Sensor Array Drift (G) 0 5 4
AREM (A) 0 6 3
• Si además se aplica compensación, se mejora el resultado en la mayorı́a de
las ocasiones. Ésta es una prueba de que la compensación es útil.
• Según los valores óptimos de ε, se puede concluir que los valores altos pro-
ducen mejores resultados. Esto permite concluir que el borrado es útil para
aprender una mejor reconstrucción de la entrada.
• La mayorı́a de los valores óptimos de α son ligeramente superiores a 0,5,
de modo que dar más importancia a las muestras completas supone mejores
resultados de imputación.
• En el caso del conjunto AREM, cuando el missing se inserta en diferentes
caracterı́sticas, los resultados son buenos. Esto significa que el método ge-
neraliza bien ante diferentes escenarios de valores perdidos, que no es sor-
prendente debido a la alta capacidad de representación de los AE junto con
el mecanismo de compensación introducido.
Si, por otro lado, se analizan los resultados en clasificación de la Sección 3.3.4:
• El borrado (con o sin compensación) obtiene mejores resultados en la ma-
yorı́a de los casos, es decir, no sólo mejora los resultados de imputación sino
que también ayuda a la clasificación del SDAE.
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• En la Tabla 3.6 se presenta el efecto de la compensación, mostrando el núme-
ro de veces que mejora, empeora o iguala los resultados con borrado. Como
se aprecia, estos resultados empeoran sólo en una ocasión (2 % del total),
mejoran en 24 (45 %) y se consideran estadı́sticamente iguales en los otros
29 escenarios (53 %).
• Como se ha visto, aunque la compensación produce una mejora de los resul-
tados de imputación, en algunos casos ésta no implica una mejora significa-
tiva en los resultados de clasificación. Esto significa que, aunque los valores
de salida están más cerca de los reales, esta mejora no es lo suficientemente
potente como para suponer una diferenciación de las clases.
• Finalmente, destacar que los resultados de clasificación también se mejoran
con el borrado y la compensación en AREM, el conjunto con más de una
caracterı́stica con valores perdidos.
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Lo que hacemos en la vida tiene su






A finales del Siglo XX, sólo existı́a un tipo de red neuronal profunda que me-
recı́a toda la atención, la red convolucional (CNN) [15, 100, 101]. Este tipo de
red no sufre la dificultad de desvanecimiento del gradiente al aplicar Retropropa-
gación (BP) [102, 103]. Esto es ası́ porque no tienen todas las conexiones en sus
capas ocultas, sino que la mayorı́a de ellas son simples filtros aplicados sobre las
entradas. A pesar de que las CNNs se han empleado en un gran número de tra-
bajos [104, 105, 106, 107], esta caracterı́stica limita su aplicación a problemas de
procesado de voz, sonido, texto o imagen. Por tanto, tras su descubrimiento se con-
tinuó con la búsqueda de nuevos algoritmos.
Es entonces cuando surgieron nuevas aproximaciones. Primero, aquellas basa-
das en máquinas de Boltzman multicapa [16, 108], y unos años después los Au-
toencoders apilados [14]. Este tipo de redes, entrenadas en dos etapas, obvian los
problemas del algoritmo BP, y se enmarcan en el conocido como aprendizaje de
representación [109], y poseen ciertas caracterı́sticas que les hacen ser de gran
utilidad. En general, son capaces de desenmarañar las muestras de entrada en los
subespacios intermedios [99], y además extraen caracterı́sticas de las mismas en
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sus capas profundas que son realmente útiles [110] para, por ejemplo, reducción de
dimensionalidad.
En este capı́tulo se presenta una nueva arquitectura llamada SDAE Modificado
Completo (CMSDAE) que incluye las variables objetivo en el entrenamiento capa
a capa de un SDAE Modificado [91]. En primer lugar, se estudiará cómo esta ar-
quitectura resulta ser una buena opción en problemas de clasificación. Después, se
comprueba el funcionamiento de esta versión desde un punto de vista monotarea
y se presenta una modificación que explota las capacidades del aprendizaje multi-
tarea para la clasificación de patrones incompletos. El capı́tulo se cierra con unas
conclusiones.
4.1 CMSDAEs para clasificación
Como se ha comentado en capı́tulos anteriores, esta tesis está centrada en el uso
de SDAEs [14] para imputar y para clasificar patrones incompletos. En concreto,
en este capı́tulo se usa la versión modificada presentada en [91]. La razón de usar
esta versión es que puede ser adaptada al principio de diseño de las redes profundas
apiladas (DSN) [111, 112]. Una DSN se construye capa a capa, inyectando a cada
una de ellas las salidas de la anterior y usando como variables objetivos las ob-
servaciones originales. Ası́, la versión modificada del SDAE, que a partir de ahora
llamaremos MSDAE, es más apropiada para los objetivos de este trabajo porque se
entrena para reconstruir en cada capa la salida no ruidosa de la entrada global de la
red, no la salida de la capa anterior como en los SDAEs convencionales.
En esta sección se sentarán las bases teóricas de los mencionados CMSDAEs,
estudiando su comportamiento en problemas de clasificación genéricos. Primero,
se presenta el proceso llevado a cabo para construir un CMSDAE, basado en la
introducción de las variables objetivo en el entrenamiento capa a capa de un SDAE
clásico. Esta arquitectura se representará gráficamente y se discutirá su rendimien-
to. Como punto a destacar, el desarrollo de un CMSDAE parte de un MSDAE,
considerado más apropiado por la razón mencionada.
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4.1.1 Metodologı́a
Cuando se trabaja con un conjunto de datos de la forma {xn, tn}, n ∈ {1, ..., N},
donde xn es una muestra y tn su etiqueta, explotar toda la información disponible
en las muestras [xTn , t
T
n ]
T supone incluir la información de la etiqueta tn en el entre-
namiento de sus capas ocultas de dimensión superior y por tanto en la extracción de
caracterı́sticas ocultas. Pero esta posibilidad produce dificultades a la hora de en-
trenar la red en el modo operación, cuando las muestras aún no están etiquetadas.
Existe entonces una mejor opción, aplicada en DSNs [111, 112] y otros contex-
tos como imputación de valores perdidos [89, 90]: a la entrada del CMSDAE, se
usa una estimación de las etiquetas verdaderas t̃n obtenida mediante una máquina
auxiliar. De esta forma, se completan las muestras de entrenamiento. El esquema
propuesto se presenta en la Figura 4.1. Como se puede apreciar, las etiquetas reales
del conjunto de datos se usan como objetivo durante el entrenamiento de cada una
de las capas de la red junto con el resto de las muestras.
El mismo procedimiento se sigue en modo operación. No existe ningún proble-
ma, ya que las etiquetas no son necesarias para la clasificación de muestras desco-
nocidas: son asimiladas por los pesos del CMSDAE. Por tanto, las capas ocultas de
la red representarán sucesivamente caracterı́sticas de mayor dimensión que además
incluyen información de la clase a la que cada muestra pertenece. Ası́, las represen-
taciones obtenidas en las capas ocultas para cada muestra de entrada, están guiadas
por la etiqueta de la misma. En otras palabras, estas representaciones están forza-
das por el aprendizaje conjunto de la muestra y la etiqueta, de modo que existe una
transferencia de conocimiento entre ellas.
Acorde con el procedimiento descrito, un CMSDAE mantiene las ventajas de
representación de un MSDAE –como su capacidad de desenmarañamiento– e in-
cluye información de la tarea de clasificación a resolver mediante el clasificador
incluido a la salida del CMSDAE –añadiendo un último paso de clasificación y
refinando el entrenamiento para reducir el coste de clasificación–. Gracias a este
incremento de información, se espera una mejora significativa de los resultados
finales.
Obviamente, no existe a priori una pista que indique la importancia relativa
que deben tener tanto la reconstrucción de la muestra como la de la etiqueta. Es
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Figura 4.1: Esquema de entrenamiento de un SDAE Modificado Completo. Las
muestras originales se pasan por un clasificador auxiliar, con el que se obtiene una
estimación de la variable objetivo. Ésta, junto con la versión ruidosa de la muestra,
constituyen la entrada de la red, que se entrena para clasificar las etiquetas originales.
fácil pensar que dependerá del problema a resolver. Por tanto, la solución más
adecuada será realizar una combinación convexa de los errores correspondientes
a ambas componentes durante el entrenamiento de cada una de las capas ocultas.
El párametro de la combinación convexa puede establecerse mediante el proceso
convencional de validación cruzada.
No es necesario decir que, cuando se trata de problemas de clasificación multi-
clase, se aplica un esquema estándar de activaciones softmax para las salidas de la
red con el objetivo de conseguir resultados consistentes.
La Figura 4.2 representa el clasificador CMSDAE propuesto. Éste incluye indi-
caciones simbólicas del proceso de entrenamiento mediante lı́neas discontinuas. rn
representan las componentes ruidosas añadidas a las muestras de entrada1 xn. Las
etiquetas usadas para las capas de representación (l1, ..., lL) son [xn, tn]
T . Después
de entrenar, los pesos de entrada de cada capa oculta se mantienen congelados, y
el proceso se repite para la capa siguiente. La capa final (o, en general, la máquina
1Ya que {̃tn} son proporcionados por una máquina auxiliar, no es estrictamente necesario añadir
ruido a estos valores.
66
4.1 CMSDAEs para clasificación
de clasificación final) se entrena para resolver el problema de clasificación, y los
pesos anteriormente congelados se refinan mediante BP.
Finalmente, es importante mencionar que 1) la principal diferencia entre un
CMSDAE y un SDAE es la inclusión de un clasificador auxiliar a la entrada, y 2)
la dimensión de tn es normalmente pequeña (mucho más pequeña en la mayorı́a de
los casos prácticos) comparado con xn. Esto significa que el coste computacional
de un CMSDAE, aunque ligeramente superior, es muy similar al de un SDAE.
Figura 4.2: Arquitectura de un CMSDAE y su entrenamiento. La entrada ruidosa
xn + rn y la salida de la máquina auxiliar t̃n (estimando la etiqueta tn) se inserta en
la entrada, y cada capa oculta de representación (l1, ..., lL) se entrena para reconstruir
la entrada libre de ruido xn y la etiqueta tn mediante una fórmula de combinación
convexa. El clasificador C sirve para llevar a cabo la clasificación final según t̂n.
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4.1.2 Experimentos
4.1.2.1 Bases de datos
Se seleccionan 6 conjuntos de datos con diferentes tamaños, dimensiones (número
de caracterı́sticas) y clases, con el objetivo de testar el procedimiento propuesto
ante diferentes escenarios. Estas bases de datos son:
• Activity Recognition system based on Multisensor data fusion (AREM).
Este problema está preparado para predecir el tipo de actividad llevada a
cabo por el usuario. Se han dado algunos detalles del conjunto en el Capı́tulo
3 [96].
• Activity Recognition from Single Chest-Mounted Accelerometer (CHEST).
Conjunto formado por datos provenientes de un acelerómetro descalibrado
colocado en el pecho de 15 personas, recogidos durante la realización de 7
actividades distintas. El objetivo de los datos es la detección y autenticación
de personas usando los patrones de movimiento [96].
• Dataset for Sensorless Drive Diagnosis (DRIVE). Conjunto formado por la
extracción de señales eléctricas de un motor. El motor posee componentes in-
tactos y defectuosas. Esto conlleva 11 clases diferentes en distintas condicio-
nes. Cada clase ha sido medida varias veces en 12 situaciones de operación
distintas, es decir, con diferentes velocidades, momentos de carga o fuerzas
de carga. Las señales reales son medidas con una sonda y un osciloscopio
[96].
• Rectangles (RECT). Conjunto generado con el propósito de evaluar empı́ri-
camente arquitecturas profundas en investigación. Consiste en una serie de
imágenes en blanco y negro con rectángulos de diferentes dimensiones. El
objetivo es enseñar a la máquina a distinguir entre rectángulos anchos y altos
[113].
• Skin Segmentation (SKIN). Conjunto obtenido mediante un muestreo alea-
torio de valores RGB a partir de imágenes de rostros de varios grupos de
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edades (jóvenes, mediana edad y mayores), grupos raciales (blancos, asiáti-
cos y de color), y géneros obtenidos de las bases de datos FERET y PAL
[96].
• Sloan Digital Sky Survey RD14 (SKY). Los datos consisten en un gran
número de observaciones espaciales, obtenidas de la encuesta Sloan Digi-
tal Sky que ofrece datos públicos. Cada observación se describe median-
te un gran número de caracterı́sticas –que contienen datos fotométricos y
espectrales– y una clase que indica si se trata de una estrella, una galaxia o
un cuásar [114].
La Tabla 4.1 muestra las principales caracterı́sticas de las bases. Estas bases
de datos se dividen aleatoriamente en 70 %-30 % de entrenamiento y test, respec-
tivamente. Los valores de las caracterı́sticas se escalan en el intervalo [0,1] con el
objetivo de usar costes de entropı́a cruzada, ası́ como valores de clasificación de
salida.
Cuadro 4.1: Bases de datos y sus caracterı́sticas.
Muestras Caracterı́sticas Clases
AREM 42240 6 7
CHEST 1926896 3 7
DRIVE 58509 49 11
RECT 62000 784 2
SKIN 245057 3 2
SKY 10000 17 3
4.1.2.2 Máquinas
Obviamente, el clasificador auxiliar que proporciona las etiquetas de entrada al
CMSDAE tendrá una influencia importante sobre los resultados de clasificación
finales. Teniendo en cuenta esto, se considerarán dos clasificadores auxiliares dis-
tintos:
• Un MLP, que puede ser visto como una máquina simple de clasificación.
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• Un MSDAE convencional, que es una red profunda y, adicionalmente, tiene
la misma estructura que la red final CMSDAE.
Se usarán funciones sigmoidales en todas las neuronas de activación, ası́ como
para las salidas de los problemas binarios. Para problemas multiclase, se usan acti-
vaciones softmax en todas las salidas. Con respecto a las dimensiones de las capas
ocultas, se aplica un factor de expansión F ∈ {1,25, 1,75, 2,5} con respecto a la
dimensión de la entrada correspondiente (número de caracterı́sticas en el caso de
la máquina auxiliar, y número de caracterı́sticas más la etiqueta para el CMSDAE).
Este factor de expansión F se determina por medio de una validación cruzada con-
vencional 5-fold y 50 simulaciones. Es importante mencionar que el CMSDAE
se entrena con un número constante de unidades ocultas en todas sus capas. Los
clasificadores finales MSDAE y CMSDAE tienen la misma dimensión.
4.1.2.3 Entrenamiento
Los MLPs se entrenan por BP como las redes anteriores de este trabajo. Para los
MSDAEs y los CMSDAEs, se añade ruido blanco gausiano a los valores de las
muestras de entrada. Este ruido tiene media nula y una varianza que es un porcen-
taje υ de la varianza de cada caracterı́stica de entrada. Se exploran valores de υ
entre {10%, 20%, 30%, 40%} y se selecciona el mejor de ellos mediante valida-
ción cruzada, como se ha indicado en la subsección anterior.
Finalmente, el entrenamiento de cada capa de un CMSDAE se lleva a cabo
minimizando
E = (1− λ)Ex + λEt (4.1)
donde Ex es el error de entropı́a cruzada de la reconstrucción de x, y Et el error de







donde x′ y t′ son las predicciones para las capas de representación. El parámetro λ
también se determina mediante validación cruzada, con λ ∈ {0,1, 0,2, ..., 0,9}.
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4.1.2.4 Resultados
La Tabla 4.2 presenta los resultados de los experimentos llevados a cabo con las
6 bases de datos presentadas anteriormente, en forma de % media ± desviación
estándar de las decisiones correctas (precisión) para 50 simulaciones y los valores
óptimos de los parámetros de entrenamiento (F ,υ,λ) obtenidos mediante validación
cruzada.
Los mejores resultados en media se indican en negrita, cuando su media es al
menos su desviación estándar mayor a los otros resultados.
En los casos en los que los valores óptimos de los parámetros toman un extremo
(F = 2,50 para SKY con un MLP y CHEST con un MSDAE y λ = 0,9 para SKY
con un MLP-CMSDAE), los valores explorados se expanden para asegurarnos de
que son óptimos.
Cuadro 4.2: Resultados presentados en % media ± desviación estándar para los di-
ferentes diseños. Los valores óptimos de los parámetros están incluı́dos. Los mejores
resultados se representan en negrita según el criterio mencionado en el texto principal.
Conjunto MLP MSDAE MLP-CMSDAE MSDAE-CMSDAE
(F ) (F, υ) (F, υ, λ) (F, υ, λ)
AREM 65.9 ± 0.7 61.5 ± 0.5 89.1 ± 0.2 89.7 ± 0.1
(1.75) (1.75, 0.3) (1.75, 0.2, 0.3) (1.75, 0.2, 0.3)
CHEST 36.5 ± 0.5 37.9 ± 0.2 57.7 ± 0.3 58.8 ± 0.4
(1.75) (2.50, 0.2) (1.75, 0.3, 0.5) (1.75, 0.2, 0.5)
DRIVE 85.5 ± 0.2 87.8 ± 0.4 94.7 ± 0.5 97.6 ± 0.2
(1.75) (1.75, 0.2) (1.75, 0.3, 0.2) (1.75, 0.3, 0.5)
RECT 73.8 ± 0.1 74.6 ± 0.4 75.2 ± 0.4 76.8 ± 0.1
(1.75) (1.75, 0.2) (1.75, 0.2, 0.4) (1.75, 0.2, 0.3)
SKIN 95.3 ± 0.1 97.7 ± 0.2 99.7 ± 0.03 99.8 ± 0.03
(1.75) (1.75, 0.3) (1.75, 0.2, 0.4) (1.75, 0.3, 0.6)
SKY 81.4 ± 0.6 83.4 ± 0.2 89.2 ± 0.2 90.8 ± 0.7
(2.50) (1.75, 0.2) (1.75, 0.2, 0.9) (1.75, 0.2, 0.8)
4.1.3 Discusión
Los resultados de la Tabla 4.2 proporcionan una clara visión de los beneficios
conseguidos al usar CMSDAEs. Ambos clasificadores, MLP-SDAE y MSDAE-
CMSDAE, ofrecen precisiones que son claramente mejores a las obtenidas por los
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clasificadores MLPs o MSDAEs. En particular, aplicando la guı́a de un MSDAE
se reducen los malos resultados –con la única excepción de un empate en SKIN–,
como era de esperar, porque la red tiene la misma estructura (y es mejor en todos
los casos menos SKIN).
Es importante comprobar cuánta atención se debe poner a la reconstrucción de
las etiquetas, es decir, en el término Et. En general, se puede decir que sus valores
son bajos o moderados con respecto a (1 − λ)Ex. La Tabla 4.3 sirve para demos-
trar este hecho para las últimas (tercera) capa de la mejor familia de clasificadores,
MSDAE-CMSDAE, para los seis conjuntos. La única excepción a esta regla apa-
rece para SKIN. La posible conclusión es que la atención que debe ponerse en la
reconstrucción de las etiquetas depende del problema.
Cuadro 4.3: Valores medios de (1 − λ)Ex y λEt en la tercera capa del clasificador
MSDAE.CMSDAE.







Es importante destacar que en varios casos las precisiones medias obtenidas en
las capas ocultas de los clasificadores CMSDAE son incluso mayores que las de la
salida final. Esto es particularmente intenso para la base de datos CHEST: la pri-
mera, segunda y tercera capa del clasificador MSDAE-CMSDAE generan salidas
con precisiones de 63 %, 64 % y 65 %, respectivamente, que es superior a la preci-
sión final del 58.8 %. Esto es una consecuencia de nuestra selección del número de
capas, ası́ como de usar el mismo valor de λ en todas ellas. Obviamente, diseños
más flexibles reducirán estas inconsistencias, pero una nueva conclusión aparece:
podrı́a ser interesante introducir etiquetas al diseñar DNNs convencionales.
La sensibilidad de los modelos ante la variación de los parámetros de entrena-
miento es un tema siempre importante. Un análisis detallado del funcionamiento de
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los métodos propuestos sobre diferentes valores de validación cruzada indica que
su sensibilidad es baja. Se mostrarán aquı́ sólo un par de casos que demuestran esta
afirmación, con el objetivo de no perder el foco: RECT y SKIN, para los que la
ventaja del clasificador MSDAE-CMSDAE con respecto a un MLP o un MSDAE
es moderada.
La Tabla 4.4 muestra el rendimiento del clasificador MSDAE-CMSDAE para
RECT cuando F , υ y λ toman diferentes valores en la validación cruzada, ası́ como
los inmediatamente superiores e inferiores. Cuando se varı́a uno de ellos, el resto
se mantiene intacto.
Cuadro 4.4: Rendimiento medio± desviación estándar ( %) del clasificador MSDAE-
CMSDAE cuando cada parámetro de entrenamiento toma valores inmediatamente su-
periores e inferiores a los óptimos, para el conjunto RECT. Los valores de los paráme-
tros se representan entre paréntesis.
F 74.5 ± 0.3 76.8 ± 0.1 76.4 ± 0.2
(1.25) (1.75) (2.5)
υ 76.2 ± 0.2 76.8 ± 0.1 76.0 ± 0.4
(0.1) (0.2) (0.3)
λ 76.2 ± 0.1 76.8 ± 0.1 75.9 ± 0.4
(0.2) (0.3) (0.4)
Es fácil ver que los resultados cambian levemente al modificar los parámetros,
excepto para F = 1,25, donde aparece un gran cambio con el del tamaño de la capa
oculta. Podrı́a intentar resolverse esta degradación haciendo un barrido con valores
más cercanos al óptimo.
La Tabla 4.5 representa la misma idea. En este caso, la sensibilidad es incluso
menor. Además, la ventaja con respecto a un MLP y un MSDAE se mantiene a
pesar de los cambios.
Para cerrar esta discusión, se debe destacar que existe la posibilidad de mejorar
los resultados de los clasificadores CMSDAE aplicando técnicas complementarias,
tales como diversidad [115] –en particular, la conmutación de etiquetas [116]–,
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Cuadro 4.5: Rendimiento medio± desviación estándar ( %) del clasificador MSDAE-
CMSDAE cuando cada parámetro de entrenamiento toma valores inmediatamente su-
periores e inferiores a los óptimos, para el conjunto SKIN. Los valores de los paráme-
tros se representan entre paréntesis.
F 98.2 ± 0.2 99.8 ± 0.03 99.1 ± 0.1
(1.25) (1.75) (2.5)
υ 99.2 ± 0.03 99.8 ± 0.03 98.9 ± 0.03
(0.2) (0.3) (0.4)
λ 99.4 ± 0.03 99.8 ± 0.03 98.9 ± 0.02
(0.5) (0.6) (0.7)
preénfasis –siguiendo las ideas propuestas en [117, 118]–, aumento de datos [119],
y procesos similares. La eficiencia de introducir este tipo de técnicas se muestra
claramente en [91, 120] en contextos similares.
4.2 CMSDAEs para clasificación de patrones incom-
pletos
Como se ha comentado a lo largo de la tesis, los SDAEs han sido ampliamen-
te utilizados porque, además de proporcionar robustez a los DAEs, poseen una
gran capacidad de representación [14, 109]. Muchos trabajos han aprovechado es-
tas ventajas. Un ejemplo de ello es [121], un artı́culo donde un conjunto de SDAEs
se prueban para clasificar dı́gitos manuscritos, y [122], donde los SDAEs son usa-
dos para la predicción del riesgo de mortalidad sobre un conjunto de datos clı́nicos
desequilibrado.
Los SDAEs también han sido usados en problemas con datos incompletos. En
general, la imputación es la técnica preferida para tratar este tipo de problemas
[123, 124]. La mayorı́a de métodos de imputación usan sólo la información cono-
cida, extraı́da de los valores observados de los datos de entrada. Sin embargo, existe
más información que normalmente no es tenida en cuenta, los valores objetivo.
El aprendizaje multitarea (MTL) es una variante del aprendizaje máquina donde
se aprenden varias tareas al mismo tiempo, considerando una de ellas como prin-
cipal y las otras como secundarias [90]. Este aprendizaje simultáneo produce una
transferencia de información que mejora el resultado de la tarea principal. Desde
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que Caruana demostró la eficacia del MTL en múltiples problemas [90], algunos
trabajos se han centrado en el uso del MTL en problemas incompletos [76, 82].
En esta sección, la arquitectura presentada anteriormente se evalua como méto-
do para resolver problemas de clasificación con patrones incompletos. Recordemos
que un CMSDAE es una técnica que incorpora las etiquetas como parte de la en-
trada en el entrenamiento de un MSDAE, y proporciona muy buenos resultados en
problemas de clasificación [91]. Aquı́, además de la formulación necesaria para el
uso de CMSDAEs sobre imputación, se presenta una variación basada en aprendi-
zaje MTL que obtiene mejores resultados. Ası́, tras una descripción del método, se
presentan algunos experimentos ilustrativos sobre los mismos conjuntos de datos
de la sección anterior. Finalmente, se discuten los resultados.
4.2.1 Metodologı́a
El CMSDAE se ha presentado anteriormente como un método que mejora los resul-
tados de un clasificador SDAE [91]. En esta aproximación, la entrada se expande
con una estimación de las etiquetas proporcionada por una máquina auxiliar. De
esta forma, el SDAE recibe información adicional que ayuda a la extracción de
caracterı́sticas de alto nivel y, por tanto, produce una mejora de los resultados.
Aquı́, el CMSDAE se adapta para manejar datos incompletos. Se evalúan dos
esquemas diferentes. El primero es un esquema monotarea con una única tarea de
clasificación, y el segundo es un esquema multitarea (MTL), en el que se aprenden
de forma simultánea las tareas de clasificación (principal) y la de reconstrucción
de las observaciones (secundaria). El caso MTL se muestra en la Figura 4.3 donde,
comparado con el CMSDAE original, se inserta un nuevo bloque de pre-imputación
para completar los datos desconocidos del conjunto de entrada. Después, se entrena
un clasificador auxiliar para realizar una primera estimación de las etiquetas que,
junto con una versión ruidosa de las observaciones, constituyen la entrada de la red
CMSDAE. Esta red es finalmente entrenada para minimizar el error entre su salida
y las etiquetas.
Dado un conjunto de datos {xn, tn}, n ∈ {1, ..., N}, donde xn representa una
muestra que puede contener valores perdidos y tn su etiqueta, el vector de entrada
al CMSDAE es el vector formado por [x̂n, t̂n], siendo x̂n una versión ruidosa de
75
4. SDAES MODIFICADOS COMPLETOS
Figura 4.3: Esquema de un CMSDAE Multitarea y su entrenamiento. Dada
una muestra de entrada xn con valores desconocidos, se aplica un método de pre-
imputación para completarla. Una versión ruidosa de x′n junto con una estimación
de las etiquetas obtenida mediante un clasificador auxiliar constituyen la entrada del
CMSDAE. Finalmente, el problema de clasificación se resuelve mediante el esquema
MT CMSDAE
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la entrada completa x′n —obtenida mediante un bloque de pre-imputación— y t̂n
la estimación de las etiquetas dada por un clasificador auxiliar. Ası́, la salida del
CMSDAE Multitarea (MT-CMSDAE) es el vector [x̃n, t̃n], que necesita ajustarse
al objetivo [x′n, tn]. La salida del esquema Monotarea (ST-CMSDAE) serı́a t̃n.
Desde una perspectiva monotarea (ST-CMSDAE), sólo se aprenden las etique-
tas de clasificación, mientras que en el caso de la arquitectura MT-CMSDAE se
aprenden simultáneamente las caracterı́sticas x′n y las etiquetas tn. En esta aproxi-
mación conjunta, el problema de clasificación se considera como la tarea principal
y el aprendizaje de las caracterı́sticas de entrada como la secundaria. El proceso
de aprendizaje producirá una transferencia de conocimiento entre ambas tareas que
será clave para obtener mejores resultados finales.
En el estudio de esta sección se usan como métodos de pre-imputación tanto
imputación a ceros (Z) como MICE, presentados previamente [125, 126]. Estos
dos métodos se han seleccionado a causa de su diferente complejidad y eficiencia,
de tal forma que se pueda comprobar si los resultados de la pre-imputación afectan
a los resultados finales de la técnica propuesta. Además, se usa un MSDAE como
máquina auxiliar de clasificación ya que, como se ha visto en la sección anterior,
ha resultado ser la mejor opción [90].
El entrenamiento de ambas arquitecturas CMSDAE se hace mediante un doble
equilibrado de los errores. Ası́, el error de clasificación Et y la tarea de estima-
ción Ex se equilibran mediante una doble combinación convexa controlada por el
parámetro λ de la forma que se muestra a continuación:
E = λEt + (1− λ)Ex (4.4)
Al mismo tiempo, se aplica una segunda combinación convexa al error produ-
cido por las muestras completas (ECx ) e incompletas (E
I
x). En este caso, se emplea
otro parámetro α de la forma:
Ex = αE
C
x + (1− α)EIx (4.5)
En este trabajo, se usa la función de error Entropı́a Cruzada para todas las tareas
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4.2.2 Experimentos
En esta sección se evalúa el rendimiento de las arquitecturas presentadas sobre seis
conjuntos de datos. Se usan las mismas bases de datos que en la sección anterior:
AREM, CHEST, DRIVE, RECT, SKIN y SKY. Por recordar sus principales ca-
racterı́sticas, se presenta la Tabla 4.6, pero se pueden encontrar más detalles sobre
ellos en [96, 113]. Es importante mencionar que sólo se han considerado conjuntos
de datos completos con el objetivo de insertar valores perdidos de forma artificial.
Cuadro 4.6: Conjuntos de datos y sus caracterı́sticas.
Muestras Caracterı́sticas Clases
AREM 42240 6 7
DRIVE 58509 49 11
SKY 10000 17 3
CHEST 1926896 3 7
SKIN 245057 3 2
RECT 62000 784 2
Para comparar el rendimiento de las arquitecturas, tanto MSDAE, ST-CMSDAE
como MT-CMSDAE se implementan con tres capas ocultas y factor de expansión
de F ∈ {1,25, 1,75, 2,5}, seleccionando el valor óptimo de F mediante CV. Se
usarán neuronas sigmoidales tanto en las capas ocultas como en las capas de sa-
lida binarias, mientras que para la clasificación se emplean activaciones softmax.
Además, para el entrenamiento, se divide el conjunto de datos en 70 % de entrena-
miento y 30 % de test, escalando todas las caracterı́sticas de entrada en el intervalo
[0, 1].
Para entrenar las redes, se añade un ruido blanco gausiano con media cero y
varianza igual a un porcentaje υ de la varianza de cada caracterı́stica del con-
junto de entrada. Además, en este caso se eliminan valores en un 20 % de las
muestras y un 50 % de las caracterı́sticas, seleccionadas de forma aleatoria. Se
explorarán valores de υ entre {5%, 10%, 20%, 30%} y, con el objetivo de com-
probar el funcionamiento del método en diferentes escenarios, se explorarán va-
lores de {0,1, 0,2, 0,3, 0,4, 0,5, 0,6, 0,7, 0,8, 0,9} para el parámetro α y valores de
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{0,1, 0,2, 0,3, 0,4, 0,5, 0,6, 0,7, 0,8, 0,9} para λ. De nuevo, todos los parámetros se
ajustan mediante 5-fold CV con 50 iteraciones.
La Tabla 4.7 muestra los resultados obtenidos con los diferentes métodos sobre
los seis conjuntos de datos distintos. La precisión de cada método (porcentaje de
decisiones correctas) se expresa en términos de %media ±desviación estándar de
las 50 iteraciones, donde los parámetros comentados (F , υ, λ, α) han sido ajustados
mediante CV. Para cada conjunto de datos, el mejor resultado de una familia de
pre-imputaciones se muestra en cursiva, mientras que el mejor resultado global se
muestra en negrita.
4.2.3 Discusión de resultados
Tal y como se puede ver en la Tabla 4.7, las arquitecturas basadas en un CMSDAE
son capaces de mejorar los resultados de los MSDAEs en todos los casos. En ge-
neral, los métodos propuestos muestran mejora, especialmente el MT-CMSDAE,
que es el mejor en 5 de los 6 casos, proporcionando en algunos de ellos mejoras
realmente significativas. Un ejemplo de ello son los casos de DRIVE y SKY, donde
la mejora de precisión del MT-CMSDAE supera en más del 10 % a la del MSDAE.
Como conclusión, se destaca que las capas ocultas desempeñan un papel muy
importante. Excluyendo el caso de SKIN con pre-imputación MICA, donde el me-
jor factor de expansión F es el máximo (2,5), en el resto de casos el valor óptimo
es 1,75, que es relativamente alto.
Además, los valores óptimos de α están generalmente por encima de 0.5. Esto
significa que la reconstrucción de las etiquetas es claramente más útil para obtener
mejores resultados. El hecho de que α no tome valores extremos indica que es
importante tanto la reconstrucción de los valores completos como incompletos.
Finalmente, se puede apreciar que a mejor método de pre-imputación, mejor
resultado final, como era de esperar.
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Cuadro 4.7: Precisión (media±desviación estándar) en % para los diferentes diseños
validados mediante CV. Se incluye información de los parámetros obtenidos mediante
CV. Las técnicas de pre-imputación se asocian a los nombres de las bases de datos y,
para cada conjunto, el mejor resultado de una familia de pre-imputaciones se muestra
en cursiva y el mejor resultado global en negrita.
Procedimiento MSDAE ST-CMSDAE MT-CMSDAE
(F ) (F, υ, λ, α) (F, υ, λ, α)
AREM-Z 61.5 ± 0.2 66.7 ± 0.1 67.3 ± 0.2
(1.75) (1.75, 0.1, 0.4, 0.5) (1.75, 0.1, 0.5, 0.6)
AREM-MICE 62.3 ± 0.3 67.4 ± 0.1 67.7 ± 0.1
(1.75) (1.75, 0.1, 0.7, 0.7) (1.75, 0.2, 0.6, 0.8)
DRIVE-Z 85.1 ± 0.1 86.5 ± 0.1 90.7 ± 0.2
(1.75) (1.75, 0.1, 0.8, 0.7) (1.75, 0.1, 0.8, 0.6)
DRIVE-MICE 86.3 ± 0.2 96.2 ± 0.2 97.7 ± 0.1
(1.75) (1.75, 0.1, 0.7, 0.5) (1.75, 0.1, 0.6, 0.8)
SKY-Z 77.2 ± 0.3 85.6 ± 0.2 87.8 ± 0.2
(2.5) (1.75, 0.2, 0.7, 0.7) (1.75, 0.2, 0.6, 0.7)
SKY-MICE 82.6 ± 0.1 86.5 ± 0.2 88.4 ± 0.2
(2.5) (1.75, 0.1, 0.3, 0.4) (1.75, 0.1, 0.4, 0.5)
CHEST-Z 34.9 ± 0.1 54.5 ± 0.2 56.4 ± 0.2
(1.75) (1.75, 0.2, 0.5, 0.7) (1.75, 0.2, 0.8, 0.6)
CHEST-MICE 35.7 ± 0.2 53.8 ± 0.2 55.3 ± 0.4
(1.75) (1.75, 0.2, 0.7, 0.6) (1.75, 0.1, 0.8, 0.4)
SKIN-Z 97.4 ± 0.2 99.3 ± 0.1 98.4 ± 0.3
(1.75) (1.75, 0.1, 0.5, 0.8) (1.75, 0.1, 0.6, 0.7)
SKIN-MICE 97.6 ± 0.1 99.4 ± 0.2 98.7 ± 0.3
(1.75) (2.5, 0.1, 0.6, 0.7) (2.5, 0.1, 0.5, 0.6)
RECT-Z 72.9 ± 0.4 73.8 ± 0.2 74.3 ± 0.1
(1.75) (1.75, 0.1, 0.5, 0.3) (1.75, 0.2, 0.7, 0.8)
RECT-MICE 74.3 ± 0.1 70.6 ± 0.1 74.8 ± 0.2
(1.75) (1.75, 0.1, 0.5, 0.6) (1.75, 0.1, 0.6, 0.7)
80
Ahora puedo decirte que tomé la
decisión correcta, sin embargo, no
hay un dı́a que pase sin arrepentir-




Conclusiones y lı́neas futuras
La presencia de valores perdidos en un conjunto de datos es uno de los pro-
blemas más comunes cuando uno se enfrenta a aplicaciones reales de Aprendizaje
Máquina. Se han desarrollado diferentes técnicas para abordar este problema, sien-
do la imputación la más usada en la práctica. La motivación de esta tesis doctoral
surge a partir de la idea de explotar la gran capacidad de representación que poseen
los SDAEs para comprobar su funcionamiento en tareas de imputación y, poste-
riormente, clasificación de patrones incompletos.
En esta sección se mostrarán las conclusiones de la tesis, haciendo hincapié en
las principales contribuciones de la misma –relativas a los artı́culos cientı́ficos del
Apéndice A– y comentando las lı́neas futuras de investigación que emanan de este
trabajo.
5.1 Contribuciones
En esta tesis doctoral, tras una breve introducción y un repaso a los métodos de
imputación más comunes de la literatura, se han presentado los principales traba-
jos llevados a cabo durante los años de investigación, que contienen las siguientes
contribuciones:
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1. En primer lugar, se ha introducido una técnica capaz de mejorar la impu-
tación de valores perdidos a través del borrado de algunas muestras conoci-
das. Aunque esta técnica ha demostrado ser eficiente, puede causar un des-
equilibrio entre las distribuciones de entrenamiento y test. Para solucionar
esto, se ha propuesto un mecanismo de compensación basado en una ligera
modificación de la función de error a optimizar. Es importante destacar que,
aunque algunos valores de entrada se borran en este proceso, sus correspon-
dientes valores reales se usan como etiquetas durante el entrenamiento. Esto
ayuda a la máquina a aprender la reconstrucción de las caracterı́sticas incom-
pletas de una forma más eficiente, mejorando los resultados de imputación
finales.
2. Se ha demostrado que los mecanismos de borrado y compensación también
son útiles a la hora de clasificar patrones incompletos. Se ha visto que un
SDAE seguido de un clasificador lineal produce mejores resultados cuan-
do se introduce borrado durante el entrenamiento. Sin embargo, en algunas
ocasiones en que la mejor imputación incluye compensación (junto con bo-
rrado), no significa que también mejore el resultado de clasificación. A partir
de los resultados obtenidos sobre diferentes conjuntos de datos, se observa
que las mejoras sólo ocurren en aproximadamente un 45 % de los casos. En
el resto, aunque el método propuesto conlleva mejores resultados de impu-
tación, no se traslada a una mejor clasificación. Esto podrı́a ser debido a que
la mejora no es lo suficientemente significativa para que la red aprenda a
distinguir mejor la clase de la muestra incompleta.
3. En el Capı́tulo 4 se ha propuesto una idea innovadora basada en expandir la
entrada a un clasificador SDAE Modificado (MSDAE) con las salidas de una
máquina auxiliar, con el propósito de mejorar el rendimiento mediante el uso
de información adicional a la hora de hacer la extracción de caracterı́sticas
intermedia. El entrenamiento capa a capa de la red minimiza la combinación
convexa entre el error correspondiente a la reconstrucción de la entrada y el
de las predicciones. El parámetro que regula este aprendizaje entre los erro-
res se escoge mediante Validación Cruzada (CV). Como era de esperar, estas
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arquitecturas que hemos llamado clasificadores SDAEs Modificados Com-
pletos (CMSDAE), consiguen mejores resultados de clasificación en todos
los experimentos que se han llevado a cabo.
4. El primer entrenamiento de un SDAE tiene el efecto de desenmarañamiento
de los subespacios de representación, lugar donde se encuentran las dife-
rentes muestras de las clases. Este tipo de desenmarañamiento se basa en
las caracterı́sticas intrı́nsecas de las muestras. Obviamente, un entrenamien-
to directo de una red profunda también ofrece este efecto –la capa final es
un clasificador lineal–, pero guiado por la tarea de clasificación. En el caso
de un CMSDAE, el desenmarañamiento es guiado tanto por las muestras de
entrenamiento como por las de clasificación. En esta tesis también se ha reali-
zado un estudio comparativo de los tres tipos de procesos, revelando aspectos
interesante sobre la forma en que funcionan las redes profundas.
5. Finalmente, se ha explorado si las versiones Completas de los MSDAEs
(CMSDAEs) son capaces de mejorar los resultados de los MSDAEs en tareas
de imputación. Para ello, se han estudiado dos mecanismos diferentes: el pro-
pio CMSDAE directamente –como arquitectura monotarea (ST-CMSDAE)–,
que aprovecha la información de las etiquetas a la entrada para el entrena-
miento capa a capa; y una versión multitarea del mismo (MT-CMSDAE),
en el que las observaciones juegan un papel muy importante, ya que son
aprendidas como tarea secundaria. Los resultados experimentales muestran
que la imputación mediante CMSDAEs nunca es peor a la de los SDAEs, y
además es mejor en la mayorı́a de los casos. En particular, la versión multi-
tarea con CMSDAEs (MT-CMSDAE) proporciona estadı́sticamente mejores
resultados en 5 de los 6 casos estudiados. Este hecho hace a estas estructuras
realmente interesantes para trabajar con problemas de clasificación de datos
incompletos.
5.2 Lı́neas futuras
A continuación se comentan posibles extensiones de los estudios desarrollados en
este trabajo.
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• Acorde a los resultados de imputación obtenidos con las técnicas de borrado
y compensación, cabe una posible mejora mediante una ponderación de los
errores correspondientes a las muestras completas, borradas e incompletas.
• Como lı́nea abierta de mejora en el rendimiento de un CMSDAE, se propone
estudiar diferentes arquitecturas y combinaciones de parámetros de combina-
ción convexa para las capas ocultas. Además, podrı́an aplicarse técnicas com-
plementarias como diversidad, pre-énfasis y aumento de datos, que serı́an
efectivas para incrementar el rendimiento de los clasificadores profundos.
• Finalmente, serı́a interesante estudiar cómo introducir las ideas de los ST-
CMSDAEs y MT-CMSDAEs en el entrenamiento de otras redes profundas.
Resulta especialmente interesante el concepto de incluir etiquetas a la entrada
de una red con el objetivo de incrementar el rendimiento de la misma.
Además de las posibles mejoras mencionadas, centradas en los desarrollos pre-
sentados en los capı́tulos anteriores, quedan abiertas algunas preguntas, que podrı́an
ser lı́neas cercanas a los SDAEs a explotar en futuros trabajos, y que se resumen a
continuación.
• Como quiera que en los CMSDAEs se imponen repetidamente como salidas
las etiquetas reales del conjunto de entrada durante el entrenamiento capa a
capa, ¿puede conseguirse que se hagan resistentes al desequilibrio (Imbalan-
ce, IB) mediante algún “trick”?
• ¿Qué pasa si en el diseño de (cualesquiera de) los clasificadores SDAE se
utiliza en cada paso (i.e., capa a capa) una red neuronal profunda en lugar
de una combinación lineal? Si se usa un MLP, tendrı́a que entrenarse una
arquitectura con dos capas ocultas. Naturalmente, sólo se deben “congelar”
los pesos de entrada, pero no se sesgarán las caracterı́sticas profundas que
se obtengan por la exigencia de que permitan una clasificación lineal; lo que
puede suponer mejoras sensibles en todos los aspectos.
• Obviamente, la técnica del punto anterior también podrı́a emplearse para la
construcción iterativa de una red profunda convencional. No es útil si se hace
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capa a capa, es decir, pidiendo que cada capa oculta proporcione una esti-
mación del “target” mediante una combinación lineal. Pero si se introduce
un MLP con más de una capa oculta no ocurre eso. Ası́ se podrı́an “com-
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[103] D. E. Rumelhart and J. L. McClelland. Learning internal representations
by error propagation. In D. E. Rumelhart and J. L. McClelland, eds., Para-
llel Distributed Processing: Explorations in the Microstructure of Cognition,
Cambrigde, MA, MIT Press, volume 1, pages 318–362, 1986. 63
[104] A. Bhandare, M. Bhide, P. Gokhale, and R. Chandavarkar. Applications of
convolutional neural networks. International Journal of Computer Science
and Information Technologies, 7(5):2206–2215, 2016. 63
[105] W. Liu, Z. Wang, X. Liu, N. Zeng, Y. Liu, and F. E. Alsaadi. A survey of
deep neural network architectures and their applications. Neurocomputing,
234:11–26, 2017. 63
[106] J. Yu, C. Zhu, J. Zhang, Q. Huang, and D. Tao. Spatial pyramid-enhanced
netvlad with weighted triplet loss for place recognition. IEEE Transactions
on Neural Networks and Learning Systems, pages 1–14, 2019. 63
[107] O. Jun and L. Yujian. Vector-kernel convolutional neural networks. Neuro-
computing, 330:253–258, 2019. 63
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ploiting label information to improve auto-encoding based classifiers. Neu-
rocomputing. Accepted, 2019. 74
[125] T. W. Raghunathan, J. M. Lepkowksi, J. Van Hoewyk, and P. Solenbeger. A
multivariate technique for multiply imputing missing values using a sequen-
ce of regression models. Survey Methodology, 27:85–95, 2001. 77
[126] S. Van Buuren. Multiple imputation of discrete and continuous data by fully





I herewith declare that I have produced this work without the prohi-
bited assistance of third parties and without making use of aids other
than those specified; notions taken over directly or indirectly from ot-
her sources have been identified as such. This work has not previously
been presented in identical or similar form to any examination board.
The dissertation work was conducted from 2015 to 2019 under the
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litécnica of Cartagena and Dr. D. Anı́bal R. Figueiras Vidal at the Uni-
versidad Carlos III of Madrid.
Madrid,
This dissertation was finished writing in Madrid on 10 de diciembre de 2019
