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Abstract
This work discusses interpolation of complex-valued functions defined on the positive real axis I by
certain special subspaces, in a variational setting that follows the approach of Light and Wayne [W. Light,
H. Wayne, Spaces of distributions, interpolation by translates of a basis function and error estimates, Numer.
Math. 81 (1999) 415–450]. The set of interpolation points will be a subset {a1, . . . , an} of I and the
interpolants will take the form
u(x) =
n
i=1
αi (τai φ)(x)+
m−1
j=0
β j pµ, j (x) (x ∈ I ),
where µ ≥ −1/2, φ is a complex function defined on I (the so-called basis function), pµ, j (x) =
x2 j+µ+1/2 ( j ∈ Z+, 0 ≤ j ≤ m − 1) is a Mu¨ntz monomial, τz (z ∈ I ) denotes the Hankel translation
operator of order µ, and αi , β j (i, j ∈ Z+, 1 ≤ i ≤ n, 0 ≤ j ≤ m − 1) are complex coefficients. An
estimate for the pointwise error of these interpolants is given. Some numerical examples are included.
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1. Introduction
In approximation theory, radially symmetric, (conditionally) positive definite functions are
used to solve scattered data interpolation problems in euclidean space. In this context, one
can either (i) treat the involved functions as radially symmetric functions on Rd (d ∈ N), or
(ii) identify them with functions on the positive real half-axis. For instance, Schaback and Wu
[42] devised a general theory which allows to write multivariate Fourier transforms or convo-
lutions of radial functions as very simple univariate operations. The natural convolution struc-
ture in the positive real half-axis is not that of a group, however, but is given by the so-called
Bessel–Kingman hypergroups. In the present work we propose to benefit from the hypergroup
structure in order to provide (ii) with an adequate theoretical support. This new approach gener-
alizes and improves (i) in a sense that will be made precise below.
1.1. Bessel–Kingman hypergroups
From the beginning of the twentieth century, the study of harmonic analysis on locally com-
pact abelian groups and its applications has experienced a substantial development, in which the
convolution and the Fourier transform are fundamental tools. Hypergroups constitute one of the
natural scenarios for the generalization of this analysis.
A hypergroup is a pair (H, ⋆), where H is a locally compact topological space and ⋆ is a
bilineal, associative and weakly continuous convolution defined on the space of regular bounded
Borel measures on H , which preserves probabilistic measures and satisfies several additional
axioms, among them the existence of an involutive homeomorphism in H . If the convolution ⋆
is abelian on H then the dual of H may be defined, and there exists a positive ⋆-invariant Radon
measure, the Haar measure on H , which is unique up to positive multiplicative constants. In
this way, the Fourier analysis on H runs parallel to that on commutative groups. In particular, a
Fourier transform may be defined for those functions on H which are integrable with respect to
the Haar measure. In spite of this, there are striking differences between group measure algebras
and hypergroups. For instance, in a group a convolution of point masses is another point mass,
but this is never the case in a hypergroup; also, in contrast to groups, hypergroups may have
more than one dual set. Thus the latter have become a subject of independent interest and active
research in recent years. A classical reference on hypergroups is the monograph by Bloom and
Heyer [7].
One of the main examples of hypergroup is the subalgebra of the Borel measures which
are invariant under rotations in the real d-dimensional euclidean space, as introduced by
Kingman [27], which may be regarded as an algebra of measures on [0,∞[. Even though
Kingman does not use such a terminology, he actually describes a continuum of hermitian
hypergroups whose characters are given by the spherical Bessel functions of order µ ≥ −1/2,
in such a way that the Fourier transformation associated to the Kingman hypergroup of
order µ coincides with (a version of) the Hankel integral transformation on those functions
which are integrable on [0,∞[ against the Haar measure t2µ+1dt . The associated convolution
was subsequently investigated by Hirschman [24], Cholewinski [9] and Haimo [23] on the
corresponding Lebesgue spaces, and by Schwartz [45] on the space of bounded measures.
Trime`che’s monographs [48,49] develop the basics of the harmonic analysis for Bessel–Kingman
hypergroups, including a suitably adapted wavelet theory. When 2µ+ 2 = d ∈ N all of this is an
inheritance from the group structure on Rd , but Kingman’s results extend for all real µ ≥ −1/2
with no reference to the group case.
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To clarify this point, recall that if d ∈ N and f (x) = f0(|x |) (a.e. x ∈ Rd ) is an integrable
radial function, then its d-dimensional Fourier transform
f (ξ) = 
Rd
f (x)e−2π i x ·ξdx (ξ ∈ Rd)
is also radial and reduces to a 1-dimensional Hankel transform of order d/2 − 1 [46, Theorem
3.3]:
f (ξ) = F0(|ξ |) = 2π |ξ |−(d/2−1)  ∞
0
f0(s)Jd/2−1(2π |ξ |s)sd/2ds (ξ ∈ Rd).
Actually, since
J−1/2(z) =

2
π z
1/2
cos z (z ∈ I ),
it turns out that on radial univariate – even – functions, the Fourier transformation, which agrees
with the Fourier-cosine transformation, coincides (up to a multiplicative constant) with the
Hankel transform of order µ = −1/2 as well. Similarly, the convolution in the Bessel–Kingman
hypergroup of order µ = −1/2 can be seen to coincide with the usual convolution on R
(cf. [21, Example 3.2]). Thus for 2µ + 2 ∉ N the hypergroup structure provides a strict gen-
eralization of the group one, inasmuch as arbitrary orders µ ≥ −1/2 are allowed. When applied
to scattered data interpolation this leaves a greater variety of manageable kernels at our disposal,
which could be useful in handling mathematical models built upon a class of radial basis func-
tions depending on the order µ and whose performance is expected to improve by tuning µ, as it
happens with the family of Mate´rn kernels in [11, Supplement, p. 6]. Two numerical experiments
exhibited at the end of the present paper support this view.
1.2. Preliminaries
In this work we consider a variant of the Bessel–Kingman convolution, the so-called Hankel
convolution, in order to accommodate the usual definition of the Hankel integral transformation,
namely
(hµϕ)(x) =
 ∞
0
ϕ(t)Jµ(xt)dt (x ∈ I ),
where I = ]0,∞[,Jµ(z) = z1/2 Jµ(z) (z ∈ I ), and Jµ denotes the Bessel function of the first
kind and order µ ∈ R. Aiming to obtain a distributional extension of hµ, Zemanian introduced
new spaces of test and generalized functions. The space Hµ [53] consists of all those smooth,
complex-valued functions ϕ = ϕ(x)(x ∈ I ) such that
νµ,p(ϕ) = max
0≤k≤p
sup
x∈I
(1+ x2)p(x−1 D)k x−µ−1/2ϕ(x) <∞ (p ∈ Z+).
When topologized by the family of norms {νµ,p}p∈Z+ ,Hµ becomes a Fre´chet space where hµ
is an automorphism provided that µ ≥ −1/2. Then the generalized Hankel transformation h′µ,
defined by transposition on the dualH′µ ofHµ, is an automorphism ofH′µ when this latter space
is endowed with either its weak∗ or its strong topology. For µ ∈ R and a > 0, Zemanian [54]
also introduced the space Bµ,a of all those smooth functions ϕ = ϕ(x) (x ∈ I ) such that
C. Arteaga, I. Marrero / Journal of Approximation Theory 164 (2012) 1540–1576 1543
ϕ(x) = 0 (x > a) and
δµ,k(ϕ) = sup
x∈I
(x−1 D)k x−µ−1/2ϕ(x) <∞ (k ∈ Z+).
Endowed with the topology generated by the family of seminorms {δµ,k}k∈Z+ ,Bµ,a becomes a
Fre´chet space. The strict inductive limit Bµ of the family {Bµ,a}a∈I satisfies Bµ ⊂ Hµ, with
continuous embedding. Since Bµ is dense in Hµ, it turns out that H′µ can be regarded as a
subspace of B′µ, the dual of Bµ.
The study of the Hankel (Bessel–Kingman) #-convolution in spaces of generalized functions
was initiated by de Sousa Pinto [13], only on compactly-supported distributions and for µ = 0.
In a series of papers, Betancor and the second author investigated systematically the generalized
#-convolution in wider spaces of distributions, allowing µ > −1/2. In this context (cf. [35]), the
Hankel convolution ϕ#φ ∈ Hµ of ϕ, φ ∈ Hµ is defined as the function
(ϕ#φ)(x) =
 ∞
0
ϕ(y)(τxφ)(y)dy (x ∈ I ),
where the Hankel translate τxφ ∈ Hµ of φ ∈ Hµ is given by
(τyφ)(x) =
 ∞
0
φ(z)Dµ(x, y, z)dz (x, y ∈ I ).
Here,
Dµ(x, y, z) =
 ∞
0
t−µ−1/2Jµ(xt)Jµ(yt)Jµ(zt)dt (x, y, z ∈ I )
is the so-called Delsarte kernel. The formula
hµ(τyφ)(x) = x−µ−1/2Jµ(xy)(hµφ)(x) (x, y ∈ I )
and the exchange formula
hµ(ϕ#φ)(x) = x−µ−1/2(hµϕ)(x)(hµφ)(x) (x ∈ I )
hold. The Hankel translation is defined on H′µ by transposition. The Hankel convolution f #ϕ ∈
H′µ of f ∈ H′µ and ϕ ∈ Hµ is defined [35, Definition 3.1] by
( f #ϕ)(x) = ⟨ f, τxϕ⟩ (x ∈ I ).
The formulas
h′µ(τy f )(x) = x−µ−1/2Jµ(xy)(h′µ f )(x) (y ∈ I ) (1)
and
h′µ( f #ϕ)(x) = x−µ−1/2(hµϕ)(x)(h′µ f )(x)
hold in the sense of equality in H′µ (cf. [35, Proposition 3.5]). The space O of all those smooth
functions θ = θ(x) (x ∈ I ) with the property that to each k ∈ Z+ there corresponds nk ∈ Z+
satisfying
sup
x∈I
(1+ x2)−nk (x−1 D)kθ(x) <∞
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was characterized as the space of multipliers of Hµ and H′µ [3, Theorems 2.3 and 2.9]. The
generalized Hankel transformation h′µ establishes an isomorphism between xµ+1/2O and the
subspace O′µ,# of H′µ consisting of the Hankel convolution operators on Hµ and H′µ, which is
a homeomorphism under the natural topologies of xµ+1/2O and O′µ,# [35, Propositions 4.2 and
5.2]. The distribution given by
⟨δµ, ϕ⟩ = cµ,0 lim
x→0+ x
−µ−1/2ϕ(x) (ϕ ∈ Hµ), (2)
where cµ,0 = 2µΓ (µ + 1), satisfies δµ ∈ O′µ,# and f #δµ = f ( f ∈ H′µ) (cf. [35, Proposition
4.7]). Even though the Delsarte kernel diverges for µ = −1/2, Eq. (1) and the fact that, as a
function of x , x−µ−1/2Jµ(xy) ∈ O (cf. [55, Equation 5.6(6)] allow us to define consistently the
Hankel translation through
τy f = h′µ

x−µ−1/2Jµ(xy)(h′µ f )(x)

( f ∈ H′µ, y ∈ I )
whenever µ ≥ −1/2.
1.3. The interpolation scheme
In the present paper we discuss scattered data interpolation of complex-valued functions
defined on I by certain special subspaces. The Hankel translation and the Hankel convolution
will be central to our scheme. Givenµ ≥ −1/2 and m ∈ N, let πµ,m−1 denote the space of Mu¨ntz
polynomials generated by the monomials pµ, j (x) = x2 j+µ+1/2 ( j ∈ Z+, 0 ≤ j ≤ m − 1).
The set of interpolation points will be a subset {a1, . . . , an} of I and the interpolants will take
the form
u(x) =
n
i=1
αi (τaiφ)(x)+
m−1
j=0
β j pµ, j (x) (x ∈ I ), (3)
where φ is a complex function defined on I (the so-called basis function), τz (z ∈ I ) denotes
the Hankel translation operator of order µ as defined above, and αi , β j (i, j ∈ Z+, 1 ≤ i ≤
n, 0 ≤ j ≤ m − 1) are complex coefficients. Our approach takes place in a variational setting
following that of Light and Wayne [28–30]. This, in turn, is inspired by Duchon’s framework
[14,15], which ultimately derives from the celebrated theory of optimal recovery in Hilbert spaces
devised by Golomb and Weinberger [22]. This approach can be summarized as follows. Let X
be a linear space of continuous, complex valued functions on I and let [·, ·] be a complete semi-
inner product on X such that the kernel K of the associated seminorm | · | has finite dimension.
Let {a1, . . . , an} ⊂ I be a set of points containing a subset {a1, . . . , ak} which is unisolvent with
respect to K , that is, p ∈ K and p(a j ) = 0 ( j ∈ N, 1 ≤ j ≤ k) imply p = 0. Assume
also that given x ∈ I , there exists C > 0 satisfying | f (x)| ≤ C | f | whenever f ∈ X and
f (ai ) = 0 (i ∈ N, 1 ≤ i ≤ k). Then we may form an inner product on X ,
( f, g) =
k
i=1
f (ai )g(ai )+ [ f, g] ( f, g ∈ X),
such that point evaluations are continuous linear functionals on X when X is endowed with
the norm derived from (·, ·), and X is complete with respect to this norm. The Fre´chet–Riesz
representation theorem yields qi ∈ X such that f (ai ) = ( f, qi ) (i ∈ N, 1 ≤ i ≤ n); qi is called
the representer of ai in X (i ∈ N, 1 ≤ i ≤ n). Let M0 = ∩ni=1 q⊥i and fix f ∈ X . The closed,
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convex set
M = {g ∈ X : g(ai ) = f (ai ) (i ∈ N, 1 ≤ i ≤ n)} = f + M0
has a unique point of minimal norm, which is denoted U f and called the minimal norm in-
terpolant to f on {a1, . . . , an}. The element U f is completely characterized by the condi-
tions U f ∈ M and U f ∈ M⊥0 . Indeed, U f must have the form U f =
n
i=1 λi qi , where
λi ∈ C (i ∈ N, 1 ≤ i ≤ n) are determined by the interpolation equations
f (as) = (U f )(as) =
n
i=1
λi qi (as) (s ∈ N, 1 ≤ s ≤ n).
The recent literature on radial basis functions uses the theory surrounding conditionally posi-
tive definite functions to develop the setting for a variational approach to the above interpolation
problem, the so-called native spaces. A paper of Micchelli [36], building on earlier work of
Schoenberg [43,44], was seminal in this development, although such a viewpoint had been first
adopted in a never published manuscript of Madych and Nelson [31]. Micchelli’s work was sub-
sequently extended and enhanced by Madych and Nelson [32,33], Dyn’s surveys [16,17] and
several papers by Schaback which can be accessed through his survey [40]. Many other authors
have contributed extensively to this approach, an excellent account of which is given in the re-
cent monograph of Wendland [51]. Numerical implementations of the theory are discussed in
Buhmann [8] and Fasshauer [19]. The latter also highlights some historical landmarks in radial
basis function methods.
In his variational treatment of thin-plate splines Duchon studied spaces of distributions which
are a generalization of Beppo Levi spaces [12]. Via the Sobolev embedding theorem he was able
to show that his spaces consist of continuous functions on Rd , so that interpolation makes sense.
Once this stage is reached, techniques of reproducing kernel Hilbert spaces can be applied to
obtain the minimal norm interpolant along with useful error estimates. As remarked above, in the
late 1990s Duchon’s framework was revisited by Light and Wayne, and also by Wendland [50].
Recently, it has been applied to determine how well radial basis functions interpolate data which
are restricted to the surface of a unit sphere [25,26].
Duchon’s approach makes a very intensive use of distribution theory, but can be developed
without any consideration or understanding of conditionally positive definite functions at all. To
our best knowledge, a satisfactory theory of conditionally positive definite functions and kernels
for the Bessel–Kingman hypergroups (that is, one using the Hankel translation and the Hankel
convolution instead of the conventional translation and convolution operators) which could be
useful in the construction of native spaces from the general theory, much in the spirit of Schaback
and Wendland’s paper [41], has not been developed as yet. In fact, in contrast to the concept of
Hankel positive definite functions and distributions, which appeared quite early (cf. [10,37,6,2]),
that of conditionally positive definite functions on commutative hypergroups seems to have been
introduced only very recently [1]. Thus Duchon’s framework, as implemented by Light and
Wayne, was the choice for our construction. In spite of this, the idea of Hankel conditionally
positive definite functions and distributions clearly underlies it, and we shall make a tentative
approach to such a concept at the end of this work.
1.4. Structure and notation
This paper is organized as follows. In Section 2 we introduce some spaces of distributions.
We consider a certain subspace Y of H′µ which we equip with an appropriate weighted inner
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product, with weight functionw. This is shown to turn Y into a pre-Hilbert space and furthermore
a Hilbert space if the inverse weight 1/w is integrable with respect to tµ+1/2 near zero and
exhibits at most polynomial growth at infinity. We prove that the distributional inhomogeneous
Bessel differential equation of order m ∈ Z+ with right-hand side an element of the Hilbert space
Y has a solution in H′µ, which enables us to define, for each m ∈ N, a semi-Hilbert subspace
Ym of H′µ, the kernel of the corresponding seminorm (that is, the solution of the homogeneous
equation Smµ f = 0) being the span of the Mu¨ntz monomials {x2 j+µ+1/2}m−1j=0 . The space Ym will
play in our context the same role as X in the above scheme. In fact, in Section 3 we prove that,
under appropriate restrictions, Ym is embedded in a space of continuous functions, so that Ym
may be endowed with a Hilbert space structure where the point evaluations are continuous linear
functionals. Techniques of reproducing kernel Hilbert spaces are then used in Section 4 to obtain
the Fre´chet–Riesz representers of these functionals. Section 5 discusses briefly the minimal norm
interpolants that arise naturally in Ym and gives a bound for their pointwise error relying on the
operator norm of the pointwise error functional (the so-called power function), which is the
analogue in the context of hypergroups of the estimate found by Wu and Schaback [52] in the
group setting. Finally, in Section 6 the basis function occurring in the definition of the representer
is linked with the notion of Hankel conditionally positive definite distribution and some examples
of basis distributions, along with some numerical experiments, are offered. The main results are
in Section 3 (Theorems 3.2 and 3.6, Section 4 (Theorem 4.3), and Section 5 (Theorem 5.1).
Throughout the rest of this paper the positive real axis will always be denoted by I , while
µ will stand for a real number not less than −1/2 and C will represent a suitable positive
constant, depending only on the opportune subscripts (if any), not necessarily the same at each
occurrence. Moreover, we shall adhere to the notations Z+ = N ∪ {0} for the set of nonnegative
integers and Jµ(z) = z1/2 Jµ(z) (z ∈ I ) for the function giving the kernel of the Hankel
transformation hµ. The following classes of functions will be occasionally used, under their
standard topologies: C, formed by the continuous functions on I ; C0, consisting of the continuous,
compactly-supported functions on I ; E , of all infinitely differentiable functions on I ; and D
(resp. D(R)), of all infinitely differentiable, compactly-supported functions on I (resp. R). For
the operational rules of the Hankel transformation and further properties of the Hankel translation
and Hankel convolution that will be required, in particular those involving the Bessel differential
operator Sµ = Sµ,x = x−µ−1/2 Dx2µ+1 Dx−µ−1/2, the reader is mainly referred to [4,35,55].
2. Spaces of distributions
Denote by L1µ,l the class of all those measurable functions v = v(t) (t ∈ I ) such that a
0
|v(t)| tµ+1/2dt <∞ (a > 0).
Every v ∈ L1µ,l defines a regular distribution on Bµ by the formula
⟨v, ϕ⟩ =
 ∞
0
v(t)ϕ(t)dt (ϕ ∈ Bµ).
For 1 ≤ p <∞, denote by L pµ the Lebesgue space of measurable functions whose pth power
is absolutely integrable on I with respect to the weight tµ+1/2, normed with
∥u∥µ,p =
 ∞
0
|u(t)|p tµ+1/2dt
1/p
(u ∈ L pµ).
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Note that every u ∈ L pµ defines a distribution u ∈ H′µ through
⟨u, ϕ⟩ =
 ∞
0
u(t)ϕ(t)dt (ϕ ∈ Hµ).
Definition 2.1. Let w ∈ C be such that w(x) > 0 (x ∈ I ), and let Y =  f ∈ H′µ : h′µ f ∈
L1µ,l ∩ L2µ,w

, where L2µ,w stands for the class of all measurable functions u = u(t) (t ∈ I )
satisfying
∥u∥µ,w =
 ∞
0
|u(t)|2 w(t)tµ+1/2dt
1/2
<∞.
This Y is a subspace of H′µ. We endow Y with the norm
∥ f ∥Y = ∥h′µ f ∥µ,w ( f ∈ Y ).
The function w will be called a weight function for Y . Note that 1/w ∈ C.
Lemma 2.2. If 1/w ∈ L1µ,l , then Y =

f ∈ H′µ : h′µ f measurable and ∥ f ∥Y <∞

.
Proof. Clearly, it suffices to show that f ∈ H′µ, h′µ f measurable and ∥ f ∥Y < ∞ imply h′µ f
∈ L1µ,l . In fact, let a > 0. Then a
0
(h′µ f )(t) tµ+1/2dt ≤  a
0
(h′µ f )(t)2 w(t)tµ+1/2dt1/2  a
0
tµ+1/2
w(t)
dt
1/2
≤ ∥ f ∥Y
 a
0
tµ+1/2
w(t)
dt
1/2
,
and the integral on the right-hand side is finite because 1/w ∈ L1µ,l . 
Lemma 2.3. Assume 1/w ∈ L1µ,l has polynomial growth at infinity, that is, there exists γ ∈ R
for which 1/w(x) = O(x−γ ) as x →∞. If u ∈ L2µ, then u/w1/2 ∈ H′µ.
Proof. Given ϕ ∈ Hµ we have u
w1/2
, ϕ
 =  ∞
0
u(t)
w1/2(t)
ϕ(t)dt

≤ sup
z∈I
(1+ z)m z−µ−1/2ϕ(z)  ∞
0
|u(t)|2 tµ+1/2dt
1/2
×
 ∞
0
tµ+1/2
w(t)(1+ t2m)dt
1/2
,
where, for some C, a > 0, ∞
0
tµ+1/2
w(t)(1+ t2m)dt ≤
 a
0
tµ+1/2
w(t)
dt + C
 ∞
a
t−γ+µ+1/2
1+ t2m dt <∞,
provided m ∈ N is chosen so that 2m > −γ + µ+ 3/2. 
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Theorem 2.4. The space Y is isometrically isomorphic to a subspace of L2µ. If 1/w ∈ L1µ,l and
there exists γ ∈ R such that 1/w(x) = O(x−γ ) as x →∞, then Y is isometrically isomorphic
to L2µ.
Proof. Define J f = w1/2h′µ f ( f ∈ Y ). Then J is a linear isometry from Y onto J (Y ) ⊂ L2µ.
Assume 1/w ∈ L1µ,l has polynomial growth at infinity. Given u ∈ L2µ, we want to find f ∈ Y
such that J f = u. Take f = h′µ(u/w1/2). Lemma 2.3 shows that u/w1/2 ∈ H′µ, hence f ∈ H′µ.
Moreover, h′µ f = u/w1/2 is a measurable function, and
∥ f ∥Y =
 ∞
0
(h′µ f )(t)2 w(t)tµ+1/2dt =  ∞
0
|u(t)|2 tµ+1/2dt <∞.
From Lemma 2.2 it follows that f ∈ Y . Finally, it is apparent that J f = u. 
Corollary 2.5. The space Y is pre-Hilbert with the inner product
⌈ f, g⌋ =
 ∞
0
(h′µ f )(t)(h′µg)(t)w(t)tµ+1/2dt ( f, g ∈ Y ).
If 1/w ∈ L1µ,l has polynomial growth at infinity, then Y is a Hilbert space.
Proof. It suffices to observe that
⌈ f, g⌋ =
 ∞
0
(J f )(t)(Jg)(t)tµ+1/2dt ( f, g ∈ Y ),
where J is the map defined in the proof of Theorem 2.4 and the integral on the right is the inner
product in L2µ. 
Various sets of functions which are dense in Y are examined next.
Definition 2.6. We define Kµ as the space of all u ∈ C such that there exists a > 0 with
u(t) = 0 (t > a) and supt∈]0,a[
t−µ−1/2u(t) <∞.
Proposition 2.7. The sets

w1/2u : u ∈ C0
 ∩ L2µ and w1/2u : u ∈ Kµ ∩ L2µ are dense in L2µ.
Proof. Recall that C0 is dense in L2µ [39, Theorem 3.14]. Thus, given u ∈ L2µ and ε > 0, there
exists v ∈ C0 satisfying
∥u − v∥2µ,2 =
 ∞
0
|u(t)− v(t)|2 tµ+1/2dt < ε
2
2
.
Choose ψ ∈ C0 such that 0 ≤ ψ(t) ≤ 1 (t ∈ I ), ψ(t) = 0 (0 < t < 1/4, t > 2). Define ψh ∈ C0
by ψh(t) = ψ(t/h) (t ∈ I, h > 0), and set
uh(t) = [1− ψh(t)] v(t)
w1/2(t)
(t ∈ I, h > 0).
It is clear that uh ∈ C0 (h > 0). Moreover,
∥u − w1/2uh∥2µ,2 = ∥u − [1− ψh] v∥2µ,2
=
 h/4
0
|u(t)− [1− ψh(t)] v(t)|2 tµ+1/2dt
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+
 2h
h/4
|u(t)− [1− ψh(t)] v(t)|2 tµ+1/2dt
+
 ∞
2h
|u(t)− [1− ψh(t)] v(t)|2 tµ+1/2dt
≤ ∥u − v∥2µ,2 +
 2h
h/4
|u(t)|2 tµ+1/2dt
1/2
+
 2h
h/4
|v(t)|2 tµ+1/2dt
1/22
<
ε2
2
+ ε
2
2
= ε2,
provided h > 0 is chosen so small that 2h
h/4
|u(t)|2 tµ+1/2dt < ε
2
8
,
 2h
h/4
|v(t)|2 tµ+1/2dt < ε
2
8
.
This proves that

w1/2u : u ∈ C0
 ∩ L2µ is dense in L2µ. The density of w1/2u : u ∈ Kµ ∩ L2µ
in L2µ follows at once from the fact that C0 ⊂ Kµ. 
Corollary 2.8. Y is isometrically isomorphic to a dense subspace of L2µ.
Proof. According to Theorem 2.4, the map J f = w1/2h′µ f is a linear isometry from Y onto a
subspace of L2µ. Let A =

f ∈ Y : h′µ f ∈ Kµ

. Since Kµ ⊂ L1µ,l , we have
J (A) =

w1/2h′µ f : f ∈ Y and h′µ f ∈ Kµ

=

w1/2h′µ f : w1/2h′µ f ∈ L2µ and h′µ f ∈ Kµ

=

w1/2u : u ∈ Kµ

∩ L2µ.
By Proposition 2.7, J (A) is dense in L2µ. Now it suffices to observe that J (A) ⊂ J (Y ). 
Proposition 2.7 can be improved as follows.
Proposition 2.9. The sets

w1/2u : u ∈ D ∩ L2µ and w1/2u : u ∈ Bµ ∩ L2µ are dense in L2µ.
Proof. Fix ε > 0 and let u ∈ C0 be such that w1/2u ∈ L2µ. We will construct v ∈ D (so that
w1/2v ∈ L2µ) satisfying ∥w1/2u − w1/2v∥µ,2 < ε. Indeed, take ψ ∈ D with 0 ≤ ψ(t) ≤ 1 (t ∈
I ), ψ(t) = 0 (0 < t < 1/4, t > 2), and define ψh(t) = ψ(t/h) (t ∈ I, h > 0). Choose h > 0
so small that
w1/2u − w1/2 [1− ψh] uµ,2 < ε/2. Since u ∈ C0, it follows that u ∈ L2µ. Now,
D being dense in L2µ [38, Proposition 8.1.4], there exists v ∈ D such that
sup
t∈[a,b]

w1/2(t) [1− ψh(t)]

∥u − v∥µ,2 < ε/2,
where a, b > 0 satisfy supp(u − v) ⊂ [a, b]. Then [1− ψh] v ∈ D, andw1/2u − w1/2 [1− ψh] v
µ,2
≤
w1/2u − w1/2 [1− ψh] u
µ,2
+
w1/2 [1− ψh] (u − v)
µ,2
< ε.
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The density of

w1/2u : u ∈ C0
 ∩ L2µ in L2µ (Proposition 2.7) completes the proof of the first
statement. The second one follows immediately upon recalling that D ⊂ Bµ. 
Corollary 2.10. The sets

f ∈ Y : h′µ f ∈ D

and

f ∈ Y : h′µ f ∈ Bµ

are dense in Y .
Proof. According to Theorem 2.4, the map J f = w1/2h′µ f is a linear isometry from Y onto a
subspace of L2µ. Let A =

f ∈ Y : h′µ f ∈ D

. Then
J (A) =

w1/2h′µ f : f ∈ Y and h′µ f ∈ D

=

w1/2h′µ f : w1/2h′µ f ∈ L2µ and h′µ f ∈ D

=

w1/2u : u ∈ D

∩ L2µ.
By Proposition 2.9, J (A) is dense in L2µ, and so A is dense in Y . Since D ⊂ Bµ, the set
f ∈ Y : h′µ f ∈ Bµ

must be dense in Y as well. 
Corollary 2.11. The set Hµ ∩ Y is dense in Y .
Proof. As Bµ ⊂ Hµ, h′µ = hµ in Hµ and hµ is an automorphism of Hµ, we may write
f ∈ Y : h′µ f ∈ Bµ
 ⊂ Hµ ∩ Y ⊂ Y.
Now it is enough to apply Corollary 2.10. 
Theorem 2.12. If w ∈ L1µ,l and there exists γ ∈ R such that w(x) = O(xγ ) as x → ∞, then
Hµ ⊂ Y .
Proof. By hypothesis, there exist two constants C, a > 0 such that w(x) ≤ Cxγ (x > a). Take
ϕ ∈ Hµ. Then ∞
0
(hµϕ)(t)2 w(t)tµ+1/2dt
=
 a
0
(hµϕ)(t)2 w(t)tµ+1/2dt +  ∞
a
(hµϕ)(t)2 w(t)tµ+1/2dt.
The first integral on the right-hand side of this identity is finite, because w ∈ L1µ,l : a
0
(hµϕ)(t)2 w(t)tµ+1/2dt =  a
0
t2µ+1
t−µ−1/2(hµϕ)(t)2 w(t)tµ+1/2dt
≤ a2µ+1 sup
z∈I
z−µ−1/2(hµϕ)(z)2  a
0
w(t)tµ+1/2dt.
On the other hand, ∞
a
(hµϕ)(t)2 w(t)tµ+1/2dt ≤ C sup
z∈I
zm−µ−1/2(hµϕ)(z)2  ∞
a
dt
t2m−γ−3µ−3/2
,
where the integral on the right is finite provided that m ∈ N with 2m > γ + 3µ+ 5/2. 
At this point we need to guarantee the solvability of certain distributional equations involving
powers of the Bessel operator Sµ. To this end, first we slightly improve [55, Lemma 5.2-1] by
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giving an expression and estimate for the remainder of the power series expansion of functions
in Hµ.
Proposition 2.13. Assume ϕ ∈ Hµ. Then, for every n ∈ Z+ we have
x−µ−1/2ϕ(x) =
n
j=0
a2 j x
2 j + R2n(x) (x ∈ I ),
where
a2 j = 1j !2 j limz→0+(z
−1 D) j z−µ−1/2ϕ(z) ( j ∈ Z+, 0 ≤ j ≤ n)
and the remainder term satisfies
|R2n(x)| ≤ Cn x2n+1 max
0≤k≤n
sup
z∈I
z2(n−k)+1(z−1 D)2n−k+1z−µ−1/2ϕ(z) (x ∈ I ) (4)
for some Cn > 0.
Proof. As ϕ ∈ Hµ, we have ψ(x) = x−µ−1/2ϕ(x) ∈ Se, where Se consists of the restrictions
to I of the even functions in the Schwartz class S (see e.g. [47, Proposition 4]). Therefore, ψ
admits the following Taylor series expansion with integral remainder:
ψ(x) =
n
j=0
ψ (2 j)(0+)
(2 j)! x
2 j + x
2n+1
(2n + 1)!
 1
0
(1− t)2nψ (2n+1)(t x)dt (x ∈ I ).
Taking into account [47, Eqs. (2) and (3)], we find that
ψ (2 j)(0+)
(2 j)! =
1
j !2 j limz→0+(z
−1 D) j z−µ−1/2ϕ(z)
and
R2n(x) = x
2n+1
(2n + 1)!
n
k=0
bn,k
 1
0
(1− t)2n

z2(n−k)+1(z−1 D)2n−k+1z−µ−1/2ϕ(z)

z=t x dt
(x ∈ I )
for suitable constants bn,k (k ∈ Z+, 0 ≤ k ≤ n), which yields (4). 
Proposition 2.14. Suppose 1/w ∈ L1µ,l and there exists γ ∈ R such that 1/w(x) = O(x−γ ) as
x → ∞. For every m ∈ Z+ and g ∈ Y , the distributional differential equation Smµ f = g has a
solution f ∈ H′µ.
Proof. We may assume m ∈ N. Set
Hµ,m =

ϕ ∈ Hµ : lim
t→0+(t
−1 D) j t−µ−1/2ϕ(t) = 0 ( j ∈ Z+, 0 ≤ j ≤ m − 1)

,
endowed with the topology inherited from that of Hµ. Given g ∈ Y , let G = h′µg, so that
G ∈ L1µ,l ∩ L2µ,w, and define a linear functional f0 on Hµ,m by
⟨ f0, ϕ⟩ =
 ∞
0
G(t)
(−t2)m ϕ(t)dt (ϕ ∈ Hµ,m).
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We claim that f0 ∈ H′µ,m . Admitting this, let f e be an extension of f0 as an element of H′µ, and
pick f ∈ H′µ such that h′µ f = f e. If ϕ ∈ Hµ, then (−t2)mϕ(t) ∈ Hµ,m (Proposition 2.13).
Hence, we may write
(−t2)m(h′µ f )(t), ϕ(t)

=

(h′µ f )(t), (−t2)mϕ(t)

=
 ∞
0
G(t)
(−t2)m (−t
2)mϕ(t)dt = h′µg, ϕ (ϕ ∈ Hµ);
cf. Lemma 2.3. This means that
(−t2)m(h′µ f )(t) = (h′µg)(t) in H′µ,
or, equivalently, that Smµ f = g.
To complete the proof we must show that f0 ∈ H′µ,m . Since 1/w(x) = O(x−γ ) as x → ∞,
there exist C, a > 0 such that 1/w(x) ≤ Cx−γ (x > a). Let ϕ ∈ Hµ,m . On the one hand,
Proposition 2.13 allows us to write a
0
 G(t)(−t2)m ϕ(t)
 dt ≤  1m!2m supz∈I
(z−1 D)m z−µ−1/2ϕ(z)
+ aCm max
0≤k≤m
sup
z∈I
z2(m−k)+1(z−1 D)2m−k+1z−µ−1/2ϕ(z)
×
 a
0
|G(t)| tµ+1/2dt.
On the other hand, ∞
a
 G(t)(−t2)m ϕ(t)
 dt ≤ 1a2m
 ∞
a
G(t)w1/2(t) tn−µ−1/2ϕ(t) tµ+1/2
tnw1/2(t)
dt
≤ 1
a2m
sup
z∈I
zn−µ−1/2ϕ(z)  ∞
a
tµ+1/2
t2nw(t)
dt
1/2
×
 ∞
0
|G(t)|2 w(t)tµ+1/2dt
1/2
,
where ∞
a
tµ+1/2
t2nw(t)
dt ≤ C
 ∞
a
dt
t2n+γ−µ−1/2
<∞
provided n ∈ N is such that 2n > −γ + µ+ 3/2. The desired conclusion now follows. 
Definition 2.15. Set Y0 = Y and
Ym =

f ∈ H′µ : Smµ f ∈ Y
 =  f ∈ H′µ : h′µSmµ f ∈ L1µ,l ∩ L2µ,w (m ∈ N).
Here, Sµ = x−µ−1/2 Dx2µ+1 Dx−µ−1/2 is the Bessel operator. A seminorm (norm if m = 0) is
defined on Ym by
| f |m =
 ∞
0
(h′µSmµ f )(t)2 w(t)tµ+1/2dt1/2 = Smµ f Y ( f ∈ Ym).
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Theorem 2.16. Let m ∈ Z+. Suppose 1/w ∈ L1µ,l and there exists γ ∈ R such that 1/w(x) =
O(x−γ ) as x →∞. Then, the operator Smµ maps Ym onto Y .
Proof. Let g ∈ Y . By Proposition 2.14, the distributional differential equation Smµ f = g has a
solution f ∈ H′µ. It is apparent that f ∈ Ym . 
Definition 2.17. Let (U, | · |) be a seminormed linear space. A sequence {u j } j∈N ⊂ U is a
Cauchy sequence if for each ε > 0, there exists N ∈ N such that r, s ∈ N and r, s ≥ N
imply |ur − us | < ε. We say that (U, | · |) is complete in the seminorm sense, if there exists
an element u ∈ U (not necessarily unique) for each Cauchy sequence {u j } j∈N ⊂ U , such that
lim j→∞ |u j − u| = 0.
Our next result extends Corollary 2.5.
Corollary 2.18. Let 1/w ∈ L1µ,l and assume there exists γ ∈ R such that 1/w(x) = O(x−γ ) as
x →∞. Then (Ym, | · |m) (m ∈ Z+) is complete in the seminorm sense.
Proof. The case m = 0 is Corollary 2.5. Fix m ∈ N. By Theorem 2.16, Smµ is an isometry from
Ym onto Y . If { f j } j∈N ⊂ Ym is a Cauchy sequence, then {Smµ f j } j∈N is a Cauchy sequence in Y .
As Y is complete (Corollary 2.5), there exists g ∈ Y with lim j→∞
Smµ f j − gY = 0. Again by
Theorem 2.16, some f ∈ Ym is such that Smµ f = g. Therefore lim j→∞
 f j − f m = 0, whence
the result. 
Theorem 2.19. Let m ∈ N be fixed. The kernel of the seminorm |·|m consists of all those f ∈ H′µ
of the form
f =
m−1
n=0
αn(h
′
µΛn),
where, for each n ∈ Z+, 0 ≤ n ≤ m − 1, αn is an arbitrary constant and Λn ∈ H′µ is defined by
⟨Λn, ϕ⟩ = (−1)ncµ,n lim
x→0+(x
−1 D)n x−µ−1/2ϕ(x) (ϕ ∈ Hµ), (5)
with cµ,n = 2µ+nΓ (µ+ n + 1). In other words, the kernel of | · |m is the linear space πµ,m−1 of
Mu¨ntz polynomials spanned by the monomials
pµ,n(t) = t2n+µ+1/2 (t ∈ I, n ∈ Z+, 0 ≤ n ≤ m − 1).
Proof. The first part is a consequence of [55, Section 5.7, Equation (7)]. For the second part, fix
n ∈ Z+, 0 ≤ n ≤ m − 1, and let ϕ ∈ Hµ. As ϕ = hµ(hµϕ), we may write
⟨Λn, ϕ⟩ = (−1)ncµ,n lim
x→0+(x
−1 D)n x−µ−1/2ϕ(x)
= (−1)ncµ,n lim
x→0+(x
−1 D)n x−µ−1/2
 ∞
0
(hµϕ)(t)Jµ(xt)dt
= (−1)ncµ,n lim
x→0+(x
−1 D)n
 ∞
0
(hµϕ)(t)(xt)
−µ Jµ(xt)tµ+1/2dt.
Taking into account that
(x−1 Dx )n(xt)−µ Jµ(xt) = (−t2)n(xt)−µ−n Jµ+n(xt) (x, t ∈ I )
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with
lim
x→0+(xt)
−µ−n Jµ+n(xt) = c−1µ,n (t ∈ I ),
we obtain
⟨Λn, ϕ⟩ =
 ∞
0
(hµϕ)(t)t
2n+µ+1/2dt =

t2n+µ+1/2, (hµϕ)(t)

= h′µ pµ,n, ϕ .
The arbitrariness of ϕ ∈ Hµ completes the proof. 
We shall finish this Section with an extension of Corollary 2.10. Previously we must introduce
a new function space.
Definition 2.20. The space Eµ consists of all those u ∈ E such that
κµ,l,r (u) = sup
z∈]0,l[
(z−1 D)r z−µ−1/2u(z) <∞ (l ∈ N, r ∈ Z+).
Endowed with the topology generated by the family of seminorms {κµ,l,r }(l,r)∈N×Z+ , Eµ be-
comes a Fre´chet space. As usual, its dual space will be denoted by E ′µ.
Lemma 2.21. Let ρ ∈ Eµ satisfy ρ(t) = tµ+1/2 (0 < t < a) for some a > 0. Let f ∈ H′µ be
such that there exists m ∈ Z+ with h′µSmµ f ∈ L1µ,l . Then

1− t−µ−1/2ρ(t) (h′µ f )(t) ∈ L1µ,l .
Proof. We have (h′µSmµ f )(t) = (−t2)m(h′µ f )(t) ∈ L1µ,l . Choose ηm ∈ E with ηm(t) > 0 (t ∈
I ), ηm(t) = t2m−2µ−1 (t > a), and 1/ηm ∈ Eµ. To construct such an ηm , take θ ∈ D(R) with
0 ≤ θ(t) ≤ 1 (t ∈ R), θ(t) = 1 (0 < t < a/2), θ(t) = 0 (t > a), set ϑ(t) = 1 − θ(t) (t ∈ I ),
and define
1
ηm(t)
= tµ+1/2

θ(t)+ t−2m+µ+1/2ϑ(t)

(t ∈ I ).
Next, let ψ ∈ Bµ. Then ϕ(t) = t−µ−1/2ψ(t)/ηm(t) ∈ Bµ. Therefore,
1− t−µ−1/2ρ(t)

(h′µ f )(t), ψ(t)

=

(h′µ f )(t),

1− t−µ−1/2ρ(t)

tµ+1/2ηm(t)ϕ(t)

=

(h′µ f )(t),

1− t−µ−1/2ρ(t)

t2m−µ−1/2ϕ(t)

=

(−t2)m(h′µ f )(t), (−1)m

1− t−µ−1/2ρ(t)

t−µ−1/2ϕ(t)

.
As (−t2)m(h′µ f )(t) ∈ L1µ,l , there exists u ∈ L1µ,l such that
1− t−µ−1/2ρ(t)

(h′µ f )(t), ψ(t)

= (−1)m
 ∞
0
u(t)

1− t−µ−1/2ρ(t)

t−µ−1/2ϕ(t)dt
= (−1)m
 ∞
0
u(t)

1− t−µ−1/2ρ(t)
 t−2µ−1
ηm(t)
ψ(t)dt
=

(−1)mu(t)

1− t−µ−1/2ρ(t)
 t−2µ−1
ηm(t)
, ψ(t)

.
Here (−1)mu(t) 1− t−µ−1/2ρ(t) t−2µ−1/ηm(t) ∈ L1µ,l , because both 1 − t−µ−1/2ρ(t) ∈ Eµ
and 1/ηm ∈ Eµ. The arbitrariness of ψ ∈ Bµ allows us to conclude that

1 − t−µ−1/2
ρ(t)

(h′µ f )(t) ∈ L1µ,l . 
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Remark 2.22. Note that the argument in Lemma 2.21 actually proves that if u ∈ Eµ and f ∈ H′µ
are such that u(t) = 0 (0 < t < a) for some a > 0 and h′µSmµ f ∈ L1µ,l for some m ∈ Z+, then
u(h′µ f ) ∈ L1µ,l .
Theorem 2.23. Let m ∈ Z+. The set

f ∈ Ym : h′µ f ∈ Bµ

is dense in Ym .
Proof. Let f ∈ Ym and let ρ ∈ D(R) be such that 0 ≤ ρ(t) ≤ 1 (t ∈ I ), ρ(t) = 1 (0 < t < a)
and ρ(t) = 0 (t > 2a), for some a > 0. Given h > 0, define ψh ∈ Hµ by (hµψh)(t) =
tµ+1/2ρ(t/h) (t ∈ I ). Then f #ψh ∈ H′µ, and so f − f #ψh ∈ H′µ. Actually, f − f #ψh ∈ Ym .
Indeed, for r ∈ Z+ we have:
h′µSrµ ( f − f #ψh) (t) = (h′µSrµ f )(t)− t−µ−1/2(hµψh)(t)(h′µSrµ f )(t)
=

1− t−µ−1/2(hµψh)(t)

(h′µSrµ f )(t). (6)
Since f ∈ Ym , it turns out that h′µSmµ f ∈ L1µ,l ∩ L2µ,w. Furthermore,

1− t−µ−1/2(hµψh)(t)
 ≤
1 (t ∈ I ). Thus, letting r = m in (6) gives h′µSmµ ( f − f #ψh) ∈ L1µ,l ∩ L2µ,w. Observe that
specializing r = 0 in (6) and applying Lemma 2.21 yield h′µ ( f − f #ψh) ∈ L1µ,l as well.
Now, define v(t) = t4mw(t) (t ∈ I ), so that v ∈ C and v(t) > 0 (t ∈ I ). Taking v as a new
weight function, we consider
Yv =

g ∈ H′µ : h′µg ∈ L1µ,l ∩ L2µ,v

.
As h′µSmµ ( f − f #ψh) ∈ L2µ,w and h′µ ( f − f #ψh) ∈ L1µ,l , we find that f − f #ψh ∈ Yv . Then,
by Corollary 2.10, given ε > 0 there exists gh ∈ Yv such that h′µgh ∈ Bµ and
∥ f − f #ψh − gh∥Yv <
ε
2
.
On the other hand, for small enough h > 0 we may write
| f #ψh |2m =
Smµ ( f #ψh)2Y =  2ah
0
(h′µSmµ f )(t)2 w(t)tµ+1/2dt < ε24 .
Finally,
| f − gh |m ≤ | f − f #ψh − gh |m + | f #ψh |m =
Smµ ( f − f #ψh − gh)Y + | f #ψh |m
= h′µSmµ f − h′µSmµ ( f #ψh)− h′µSmµ ghµ,t−4mv(t) + | f #ψh |m
= ∥ f − f #ψh − gh∥Yv + | f #ψh |m < ε,
provided that h > 0 is small enough. The fact that Yv ⊂ Ym completes the proof. 
3. An embedding theorem of Sobolev type
Definition 3.1. Given p ∈ Z+, the space W pµ consists of all those f ∈ H′µ such that for all
n ∈ Z+, 0 ≤ n ≤ p, one has Snµ f ∈ C and the limit limz→0+ z−µ−1/2(Snµ f )(z) exists. This
space is topologized by the family of seminorms {ωµ,l,n}(l,n)∈N×{0,...,p}, where
ωµ,l,n( f ) = sup
z∈]0,l[
z−µ−1/2(Snµ f )(z) <∞ (l ∈ N, n ∈ Z+, 0 ≤ n ≤ p).
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In this Section, under suitable hypotheses, it is proved that if m ∈ N and p ∈ Z+ are such
that 4p < 4m + γ − µ − 3/2 then Ym ⊂ W pµ , with continuous embedding. We begin with the
algebraic inclusion (valid also for m = 0), continuity being postponed until Theorem 3.6.
Theorem 3.2. Assume there exists γ ∈ R for which 1/w(x) = O(x−γ ) as x → ∞. If
m, p ∈ Z+ are such that 4p < 4m + γ − µ− 3/2, then Ym ⊂W pµ .
Proof. Let ρ ∈ Bµ be such that 0 ≤ t−µ−1/2ρ(t) ≤ 1 (t ∈ I ) and ρ(t) = tµ+1/2 (0 < t < a),
for some a > 0. Let m ∈ Z+ and f ∈ Ym . By Lemma 2.21,

1− t−µ−1/2ρ(t) (h′µ f )(t) ∈ L1µ,l .
Now, fix any p ∈ Z+, 4p < 4m + γ − µ − 3/2, and let n ∈ Z+ with 0 ≤ n ≤ p. We claim
that (−t2)n 1− t−µ−1/2ρ(t) (h′µ f )(t) ∈ L1µ. In fact: ∞
0
(−t2)n 1− t−µ−1/2ρ(t) (h′µ f )(t) tµ+1/2dt
=
 ∞
a
(−t2)m 1− t−µ−1/2ρ(t) (h′µ f )(t) (−t2)n−m
w1/2(t)
w1/2(t)tµ+1/2dt
≤
 ∞
0
(−t2)m 1− t−µ−1/2ρ(t) (h′µ f )(t)2 w(t)tµ+1/2dt1/2
×
 ∞
a
t4(n−m)+µ+1/2
w(t)
dt
1/2
. (7)
The first factor on the right-hand side of (7) is not greater than
Smµ f Y = | f |m <∞. As to the
second one, choose C, b > 0 for which 1/w(x) ≤ Cx−γ (x > b). Then, ∞
a
t4(n−m)+µ+1/2
w(t)
dt =
 b
a
t4(n−m)+µ+1/2
w(t)
dt +
 ∞
b
t4(n−m)+µ+1/2
w(t)
dt.
If δ > 0 is such that w(x) ≥ δ (a ≤ x ≤ b), we get b
a
t4(n−m)+µ+1/2
w(t)
dt ≤ b
4n+µ+1/2
δa4m
<∞.
On the other hand, ∞
b
t4(n−m)+µ+1/2
w(t)
dt ≤ C
 ∞
b
dt
t4(m−n)+γ−µ−1/2
,
and this latter integral is finite because 4n < 4m + γ − µ− 3/2. This establishes our claim.
Since ρ ∈ Bµ, there exists ψ ∈ Hµ with h′µψ = ρ. Now
h′µ

Snµ f − Snµ( f #ψ)

(t) = (−t2)n

1− t−µ−1/2ρ(t)

(h′µ f )(t) ∈ L1µ.
Consequently, Snµ f − Snµ ( f #ψ) ∈ C and limx→0+ x−µ−1/2

Snµ f − Snµ ( f #ψ)

(x) exists. As
Snµ f ∈ H′µ and ψ ∈ Hµ imply x−µ−1/2Snµ ( f #ψ) (x) ∈ O [35, Proposition 3.5], it follows that
Snµ ( f #ψ) (x) ∈ E and the limit
lim
x→0+ x
−µ−1/2Snµ ( f #ψ) (x)
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exists as well [3, Theorem 2.3]. Thus we find that Snµ f ∈ C and limx→0+ x−µ−1/2(Snµ f )(x)
exists. By the arbitrariness of n ∈ Z+, 0 ≤ n ≤ p, this means that f ∈ W pµ and proves the
asserted inclusion. 
With the next result we solve a division problem for the distribution 1/w ∈ H′µ, which will
allow us to regard 1/(−t2)rw(t) (r ∈ Z+) as a distribution in H′µ.
Lemma 3.3. Assume 1/w ∈ L1µ,l and there exists γ ∈ R such that 1/w(x) = O(x−γ ) as
x →∞. Let r ∈ Z+. On Hµ,r (cf. the proof of Proposition 2.14) we define the linear functional
Fr by
⟨Fr , ψ⟩ =
 ∞
0
ψ(t)
(−t2)rw(t)dt (ψ ∈ Hµ,r ). (8)
Then:
(i) Fr ∈ H′µ,r .
(ii) Any extension Fer ∈ H′µ of Fr to Hµ satisfies
(−t2)r Fer (t), ϕ(t)

=

1
w
, ϕ

(ϕ ∈ Hµ).
(iii) If Fe2r ∈ H′µ is an extension of F2r ∈ H′µ,2r to Hµ, then
(−t2)r Fe2r (t), ψ(t)

= ⟨Fr , ψ⟩ (ψ ∈ Hµ,r ).
Proof. Let C, a > 0 be such that 1/w(x) ≤ Cx−γ (x > a). To prove (i), take ψ ∈ Hµ,r and
write
⟨Fr , ψ⟩ =
 a
0
ψ(t)
(−t2)rw(t)dt +
 ∞
a
ψ(t)
(−t2)rw(t)dt. (9)
Using Proposition 2.13, for the first integral we obtain a
0
ψ(t)
(−t2)rw(t)dt
 ≤  a
0
t−µ−1/2ψ(t) tµ+1/2
t2rw(t)
dt
≤ C

sup
z∈I
(z−1 D)r z−µ−1/2ψ(z)
+ max
0≤k≤r
sup
z∈I
z2(r−k)+1(z−1 D)2r−k+1z−µ−1/2ψ(z) . (10)
As to the second integral, we get ∞
a
ψ(t)
(−t2)rw(t)dt
 ≤ C  ∞
a
tn−µ−1/2ψ(t)
tn+γ+2r−µ−1/2
dt
≤ C sup
z∈I
zn−µ−1/2ψ(z)  ∞
a
dt
tn+γ+2r−µ−1/2
≤ C sup
z∈I
zn−µ−1/2ψ(z) , (11)
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provided that n ∈ Z+ is chosen so that n > −γ − 2r + µ + 3/2. A combination of (9)–(11)
along with the arbitrariness of ψ ∈ Hµ,r completes the proof of (i).
Now we establish (ii). First of all, we note that specializing r = 0 in (i) we obtain 1/w ∈ H′µ.
Next, let Fer ∈ H′µ be an extension of Fr to Hµ, and let ϕ ∈ Hµ. Since (−t2)rϕ(t) ∈ Hµ,r , we
may write
(−t2)r Fer (t), ϕ(t)

=

Fer (t), (−t2)rϕ(t)

=
 ∞
0
ϕ(t)
w(t)
dt =

1
w
, ϕ

.
The arbitrariness of ϕ ∈ Hµ gives (ii).
Finally, we prove (iii). Define F2r ∈ H′µ,2r by (8), and let Fe2r ∈ H′µ be an extension of F2r
to Hµ. Then
(−t2)r Fe2r (t), ψ(t)

=

Fe2r (t), (−t2)rψ(t)

=
 ∞
0
(−t2)rϕ(t)
t4rw(t)
dt
=
 ∞
0
ψ(t)
(−t2)rw(t)dt = ⟨Fr , ψ⟩
whenever ψ ∈ Hµ,r . Thus we are done. 
Unless otherwise stated, throughout the rest of this paper we shall assume m ∈ N, a1, . . . ,
ak
 ⊂ I will be a unisolvent set of points with respect to πµ,m−1, {p1, . . . , pk} ⊂ πµ,m−1 will
satisfy pi (as) = δis (i, s ∈ N, 1 ≤ i, s ≤ k), and P : Ym → πµ,m−1 will be the projection
defined by
P f =
k
i=1
f (ai )pi . (12)
Note that this definition is consistent in view of Theorem 3.2.
To establish the next result we shall use the well-known fact that
Snµ,xJµ(xt) = (−t2)nJµ(xt) (x, t ∈ I, n ∈ Z+). (13)
Lemma 3.4. For n ∈ Z+ and x ∈ I , define
vˆ(t) = vˆn,x (t) = (xt)−µ−1/2Snµ,x

Jµ(xt)−
k
i=1
pi (x)Jµ(ai t)

= (−t2)n(xt)−µ Jµ(xt)− x−µ−1/2
×
k
i=1
aµ+1/2i (S
n
µ pi )(x)(ai t)
−µ Jµ(ai t) (t ∈ I ), (14)
qˆ(t) = qˆn,x (t) = (−t2)m vˆn,x (t) (t ∈ I ). (15)
Then vˆϕ ∈ Hµ,m and qˆϕ ∈ Hµ,2m (ϕ ∈ Hµ).
Proof. Fix n ∈ Z+, x ∈ I . First of all, we note that vˆ, qˆ are multipliers of Hµ, because so are
the functions (−t2)n, (−t2)m and for each j ∈ Z+ we have
(t−1 Dt ) j (xt)−µ Jµ(xt) = (−x2) j (xt)−µ− j Jµ+ j (xt) (t ∈ I ),
(t−1 Dt ) j (ai t)−µ Jµ(ai t) = (−a2i ) j (ai t)−µ− j Jµ+ j (ai t) (t ∈ I, i ∈ N, 1 ≤ i ≤ k),
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with z−µ− j Jµ+ j (z) ≤ c−1µ, j , cµ, j = 2µ+ jΓ (µ+ j + 1) (z ∈ I ).
Thus we find that vˆϕ, qˆϕ ∈ Hµ whenever ϕ ∈ Hµ. By Proposition 2.13, to complete the proof
it suffices to show that vˆ admits a power series expansion starting at t2m . Indeed, we have
Jµ(z) =
∞
j=0
(−1) j
j !Γ (µ+ j + 1)2µ+2 j z
2 j+µ+1/2 (z ∈ I ),
so that
vˆ(t) = x−µ−1/2
∞
j=0
(−1) j t2 j
j !Γ (µ+ j + 1)2µ+2 j S
n
µ,x

x2 j+µ+1/2 −
k
i=1
pi (x)a
2 j+µ+1/2
i

= x−µ−1/2
∞
j=m
(−1) j t2 j
j !Γ (µ+ j + 1)2µ+2 j S
n
µ,x

x2 j+µ+1/2 −
k
i=1
pi (x)a
2 j+µ+1/2
i

,
because
k
i=1
pi (x)q(ai ) = q(x)
for all q ∈ πµ,m−1. The proof is thus complete. 
Lemma 3.5. Assume 1/w ∈ L1µ,l , fix n ∈ Z+ and x ∈ I , let qˆ = qˆn,x be given by (15), and put
G(t) = qˆ(t)
t4mw(t)
(t ∈ I ).
Then, G ∈ L1µ,l .
Proof. Note that
G(t) = (−t
2)m vˆ(t)
t4mw(t)
= vˆ(t)
(−t2)mw(t) (t ∈ I ),
where vˆ is defined by (14) and 1/w(t) ∈ L1µ,l . It was established in the proof of Lemma 3.4 that
vˆ(t) = O(t2m) as t → 0+. Consequently, G ∈ L1µ,l , as asserted. 
Theorem 3.6. Assume 1/w ∈ L1µ,l . Let p ∈ Z+ with 4p < 4m + γ − µ− 3/2, where γ ∈ R is
such that 1/w(x) = O(x−γ ) as x →∞. Let P : Ym → πµ,m−1 be the projection given by (12).
Then the restriction of the embedding Ym ↩→W pµ to the kernel of P is continuous.
Proof. Fix x ∈ I and n ∈ Z+, 0 ≤ n ≤ p, and define g ∈ E ′µ by
g = gn,x = x−µ−1/2

τx S
n
µδµ −
k
i=1
(Snµ pi )(x)τai δµ

, (16)
where δµ is given by (2). Note that for u ∈ Eµ we have
x−µ−1/2τx (Snµδµ)(t), u(t)

= x−µ−1/2(Snµu)(x),
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x−µ−1/2
k
i=1
(Snµ pi )(x)(τai δµ)(t), u(t)

= x−µ−1/2
k
i=1
aµ+1/2i (S
n
µ pi )(x)

a−µ−1/2i u(ai )

.
Since
x−µ−1/2(Snµu)(x) =
n
j=0
dn, j x
2 j (x−1 D)n+ j x−µ−1/2u(x),
where dn, j ∈ R ( j ∈ Z+, 0 ≤ j ≤ n) are suitable coefficients, it is clear that actually
g ∈ E ′µ ⊂ O′µ,#. Furthermore, from (13),
t−µ−1/2(h′µg)(t) = (xt)−µ−1/2Snµ,x

Jµ(xt)−
k
i=1
pi (x)Jµ(ai t)

= vˆ(t);
cf. (14).
Take f ∈ Ym , so that h′µ(Smµ f ) ∈ L1µ,l . Let {ψ j } j∈N ⊂ Bµ be such that 0 ≤ ψ j (t) ≤ 1 (t ∈
I, j ∈ N), ψ j (t) = 0 (0 < t < 1/j, j ∈ N) and lim j→∞ ψ j (t) = 1 (t ∈ I ). For instance,
one might choose ψ j (t) = ψ(t/j) [1− ψ( j t)] (t ∈ I, j ∈ N), where ψ ∈ D(R) satisfies
0 ≤ ψ(t) ≤ 1 (t ∈ I ), ψ(t) = 1 (0 < t < 1) and ψ(t) = 0 (t > 2). Fix j ∈ N. By Remark 2.22,
ψ j (h′µ f ) ∈ L1µ,l . On the other hand,
ψ j (t)h
′
µ (g# f ) (t) = t−µ−1/2(h′µg)(t)ψ j (t)(h′µ f )(t) = vˆ(t)ψ j (t)(h′µ f )(t)
= (−t2)−m vˆ(t)ψ j (t)h′µ(Smµ f )(t),
which, by Lemma 3.4, shows that ψ j h′µ (g# f ) ∈ L1µ,l . Pick φ ∈ H′µ satisfying h′µφ = Fe2m ,
so that t4m(h′µφ)(t) = 1/w(t) (Lemma 3.3). We claim that g#φ ∈ Ym . Admitting this, we have
h′µSmµ (g#φ) ∈ L1µ,l and moreover h′µ(Smµ f )w1/2 ∈ L2µ and h′µSmµ (g#φ)w1/2 ∈ L2µ, so that their
product lie in L1µ. Then we may write
ψ j (t)h
′
µ (g# f ) (t) = t−µ−1/2(h′µg)(t)ψ j (t)(h′µ f )(t)
= t−µ−1/2(h′µg)(t)ψ j (t)(h′µ f )(t)t4m(h′µφ)(t)w(t)
= ψ j (t)

(h′µSmµ f )(t)w1/2(t)
 
h′µSmµ (g#φ) (t)w1/2(t)

(t ∈ I ). (17)
Since lim j→∞ ψ j (t) = 1 (t ∈ I ), it follows from (17) that h′µ (g# f ) ∈ L1µ. Therefore the Hankel
inversion formula can be applied to obtain
z−µ−1/2 (g# f ) (z) =
 ∞
0
h′µ (g# f ) (t)(zt)−µ Jµ(zt)tµ+1/2dt
=
 ∞
0

(h′µSmµ f )(t)w1/2(t)
 
h′µSmµ (g#φ) (t)w1/2(t)

× (zt)−µ Jµ(zt)tµ+1/2dt (z ∈ I ),
whencez−µ−1/2 (g# f ) (z) ≤ c−1µ,0 |g#φ|m | f |m (z ∈ I ). (18)
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On the other hand, from (16),
z−µ−1/2 (g# f ) (z) = z−µ−1/2x−µ−1/2

τx S
n
µ f −
k
i=1
(Snµ pi )(x)τai f

(z) (z ∈ I ).
If P f = 0 then f (ai ) = 0 (i ∈ N, 1 ≤ i ≤ k), so that
lim
z→0+ z
−µ−1/2 (g# f ) (z) = x−µ−1/2

(Snµ f )(x)−
k
i=1
(Snµ pi )(x) f (ai )

= x−µ−1/2(Snµ f )(x). (19)
Inserting (19) in (18) we arrive atx−µ−1/2(Snµ f )(x) ≤ c−1µ,0 |g#φ|m | f |m . (20)
Our claim will be proved next. First of all we observe that
h′µSmµ (g#φ) (t) = (−t2)m t−µ−1/2(h′µg)(t)(h′µφ)(t)
= (−t2)m vˆ(t)(h′µφ)(t) = qˆ(t)(h′µφ)(t);
cf. (15). Now, by Lemmas 3.3–3.5 we may write
h′µSmµ (g#φ) (t), ϕ(t)
 = qˆ(h′µφ), ϕ
= h′µφ, qˆϕ =  ∞
0
qˆ(t)
t4mw(t)
ϕ(t)dt = ⟨G, ϕ⟩ (ϕ ∈ Hµ)
where G(t) = qˆ(t)/t4mw(t) ∈ L1µ,l , thus showing that h′µSmµ (g#φ) ∈ L1µ,l . To complete the
proof of our claim we must show that h′µSmµ (g#φ) ∈ L2µ,w. Indeed, let M(x) denote a bound
of x−µ−1/2
k
i=1 a
µ+1/2
i (S
n
µ pi )(x). Then
vˆ(t) ≤ C t2n + M(x) (t ∈ I ). Moreover, since
vˆ(t) = O(t2m) as t → 0+, there exist C, a > 0 such that vˆ(t) ≤ Ct2m (0 < t < a). Similarly,
as 1/w(t) = O(t−γ ) as t → ∞, there exist C, b > 0 such that 1/w(t) ≤ Ct−γ (t > b). The
integral
|g#φ|m =
 ∞
0
h′µSmµ (g#φ) (t)2 w(t)tµ+1/2dt (21)
has integrandvˆ(t)2
t4mw(t)
tµ+1/2 (t ∈ I ).
To estimate (21) we shall split it into three integrals by using the points a and b. For the first one
we obtain: a
0
vˆ(t)2
t4mw(t)
tµ+1/2dt ≤ C
 a
0
tµ+1/2
w(t)
dt <∞. (22)
If δ > 0 is such that w(x) ≥ δ (a ≤ x ≤ b), then b
a
vˆ(t)2
t4mw(t)
tµ+1/2dt ≤ C

b2n + M(x)
2 bµ+1/2
δa4m
<∞. (23)
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Finally, ∞
b
vˆ(t)2
t4mw(t)
tµ+1/2dt ≤ C
 ∞
b

t2n + M(x)2
t4m+γ−µ−1/2
dt <∞, (24)
because 4n < 4m+ γ −µ− 3/2. Thus our claim is fully established. Since M(x) is bounded on
each interval of the form ]0, l[ (l ∈ N), a combination of (20)–(24) completes the proof. 
Corollary 3.7. Assume 1/w ∈ L1µ,l . Let n ∈ Z+ with 4n < 4m + γ − µ− 3/2, where γ ∈ R is
such that 1/w(t) = O(t−γ ) as t →∞, and define
( f, g) =
k
i=1
f (ai )g(ai )+ [ f, g] ( f, g ∈ Ym).
Here,
[ f, g] = Smµ f, Smµ g ( f, g ∈ Ym) (25)
and the inner product on the right-hand side of (25) is that given in Corollary 2.5. Then
(Ym, (·, ·)) is a Hilbert space. Moreover, to each x ∈ I there corresponds Cx > 0 such that(Snµ f )(x) ≤ Cx ( f, f )1/2 ( f ∈ Ym). (26)
Proof. Since
[ f, f ] = Smµ f 2Y = | f |2m ( f ∈ Ym),
it is clear that (25) defines a semi-inner product on Ym . Thus we only need to show that f ∈ Ym
and ( f, f ) = 0 imply f = 0.
Suppose f ∈ Ym with ( f, f ) = 0, that is,
k
i=1
| f (ai )|2 + | f |2m = 0.
Then | f |m = 0, so that f ∈ πµ,m−1 (Theorem 2.19), and f (ai ) = 0 (i ∈ N, 1 ≤ i ≤ k). As
{a1, . . . , ak} is unisolvent with respect to πµ,m−1, necessarily f = 0. Using Corollary 2.18, it is
easy to prove that (Ym, (·, ·)) is a Hilbert space.
Finally, let x ∈ I and let P : Ym → πµ,m−1 be given by (12). Pick n ∈ Z+ with
4n < 4m + γ − µ− 3/2. Theorems 2.19 and 3.6 yield C > 0 such thatx−µ−1/2Snµ( f − P f )(x) ≤ C | f |m ( f ∈ Ym).
Hencex−µ−1/2(Snµ f )(x) ≤ C | f |m + x−µ−1/2(SnµP f )(x)
≤ C | f |m +
k
i=1
x−µ−1/2(Snµ pi )(x) f (ai )
≤

C + max
1≤i≤k
x−µ−1/2(Snµ pi )(x)

| f |m +
k
i=1
| f (ai )|

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≤ (k + 1)1/2

C + max
1≤i≤k
x−µ−1/2(Snµ pi )(x)

| f |2m +
k
i=1
| f (ai )|2
1/2
≤

C + max
1≤i≤k
x−µ−1/2(Snµ pi )(x) ( f, f )1/2,
which gives the desired result. 
4. Representers for point evaluations
Once the continuity of the point evaluations (26) in the Hilbert space (Ym, (·, ·)) has been
proved, we want to find the Fre´chet–Riesz representers of these functionals. This we do first
(Lemma 4.2) on the kernel of the projection (12), and then (Theorem 4.3) on the whole space.
We begin with an auxiliary result.
Lemma 4.1. Let ρ ∈ Bµ be such that 0 ≤ ρ(t) ≤ 1 (t ∈ I ), ρ(t) = 1 (0 < t < 1). Define
ψh(t) = tµ+1/2ρ(t/h) (t ∈ I, h > 0). If q ∈ Ym is such that
t4m+µ+1/2w(t)

1− t−µ−1/2ψh(t)

(h′µq)(t) = 0 (h > 0),
then q ∈ πµ,m−1.
Proof. Since q ∈ Ym , we have
t4m(h′µq)(t) = (−t2)mh′µ(Smµ q)(t) ∈ L1µ,l ,
that is, there exists G ∈ L1µ,l such that
t4m(h′µq)(t), ϕ(t)

=
 ∞
0
G(t)ϕ(t)dt (ϕ ∈ Bµ).
Let h > 0. As the function 1− t−µ−1/2ψh(t) vanishes near zero, we find that
t4m+µ+1/2w(t)

1− t−µ−1/2ψh(t)

(h′µq)(t) ∈ L1µ,l .
Hence,
t4m+µ+1/2w(t)

1− t−µ−1/2ψh(t)

(h′µq)(t), ϕ(t)

=
 ∞
0
tµ+1/2w(t)

1− t−µ−1/2ψh(t)

G(t)ϕ(t)dt (ϕ ∈ Bµ).
If tµ+1/2w(t)

1− t−µ−1/2ψh(t)

G(t) is the zero distribution, necessarily
1− t−µ−1/2ψh(t)

G(t) = 0 a.e. t ∈ I.
This holds for every h > 0, which gives G(t) = 0 a.e. t ∈ I , or h′µ(S2mµ q)(t) = 0 a.e.
t ∈ I . Now, by Theorem 2.19, q ∈ πµ,2m−1, or h′µq =
2m−1
j=0 α jΛ j , where for each
j ∈ Z+, 0 ≤ j ≤ 2m − 1, α j is an arbitrary constant and Λ j ∈ H′µ is given by (5). From
(5) and Proposition 2.13 it follows that
h′µ(Smµ q)(t) = (−t2)m(h′µq)(t) = (−t2)m
2m−1
j=0
α jΛ j (t) =
2m−1
j=m
α jΛ j (t).
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Furthermore, q ∈ Ym implies h′µ(Smµ q) ∈ L1µ,l . We claim that
2m−1
j=m α jΛ j ∉ L1µ,l unless
α j = 0 ( j ∈ Z+, m ≤ j ≤ 2m − 1). Assuming the validity of this claim we would have
h′µq =
m−1
j=0 α jΛ j , whence q ∈ πµ,m−1, as expected.
Let us prove our claim. For h ∈ N, define ϕh ∈ Bµ by
ϕh(x) =

xµ+1/2e(hx)2 , 0 < x < 1/h
0, x > 2/h.
If h ∈ N and j ∈ Z+, then
(x−1 D) j x−µ−1/2ϕh(x) =

(2h2) j e(hx)
2
, 0 < x < 1/h
0, x > 2/h.
Therefore
Λ j , ϕh
 = (−1) j cµ, j lim
x→0+(x
−1 D) j x−µ−1/2ϕh(x)
= (−1) j cµ, j (2h2) j ( j ∈ Z+, m ≤ j ≤ 2m − 1, h ∈ N),
so that
2m−1
j=m
α jΛ j , ϕh

=
2m−1
j=m
(−1) jα j cµ, j (2h2) j (h ∈ N). (27)
Suppose there exists u ∈ L1µ,l satisfying
2m−1
j=m
α jΛ j , ϕ

=
 ∞
0
u(t)ϕ(t)dt (ϕ ∈ Bµ).
Then, in particular,

2m−1
j=m
α jΛ j , ϕh
 ≤ supz∈I
z−µ−1/2ϕh(z)  2/h
0
|u(t)| tµ+1/2dt
≤ C
 2/h
0
|u(t)| tµ+1/2dt (h ∈ N). (28)
The right-hand side of (28) converges to zero as h →∞. In view of (27) this forces α j = 0 ( j ∈
Z+,m ≤ j ≤ 2m − 1), as claimed. 
Lemma 4.2. Assume 1/w ∈ L1µ,l . Let n ∈ Z+ with 4n < 4m + γ − µ − 3/2, where γ ∈ R
is such that 1/w(t) = O(t−γ ) as t → ∞. Let P be the projection defined by Eq. (12). Let
φ ∈ H′µ be as in the proof of Theorem 3.6. Let x ∈ I . Let rn,x ∈ Ym be such that Prn,x = 0 and
f, rn,x
 = (Snµ f )(x) for all f ∈ Ym satisfying P f = 0. Then
rn,x = τx Snµφ −
k
i=1
(Snµ pi )(x)τaiφ −
k
s=1

(τx S
n
µφ)(as)−
k
i=1
(Snµ pi )(x)(τaiφ)(as)

ps .
Proof. Let f ∈ Ym with h′µ f ∈ Bµ. Let ρ ∈ D(R) be such that 0 ≤ ρ(t) ≤ 1 (t ∈ I ), ρ(t) =
1 (0 < t < 1), ρ(t) = 0 (t > 2). Defineψh ∈ Hµ by (hµψh)(t) = tµ+1/2ρ(t/h) (t ∈ I, h > 0).
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Fix h > 0 and set g = f − f #ψh , so that g ∈ Ym (cf. the proof of Theorem 2.23). The element
rn,x must satisfy:
(Snµg)(x)− (SnµPg)(x) =

g − Pg, rn,x
 = g − Pg, rn,x = g, rn,x
=
 ∞
0
h′µ(Smµ g)(t)h′µ(Smµ rn,x )(t)w(t)tµ+1/2dt
=
 ∞
0
h′µ(Smµ rn,x )(t)(−t2)m(h′µ f )(t)
×

1− t−µ−1/2(hµψh)(t)

w(t)tµ+1/2dt,
where we have used the facts that rn,x (ai ) = 0 (i ∈ N, 1 ≤ i ≤ k) because Prn,x = 0, and
Pg, rn,x
 = 0 because Smµ (Pg) = 0. Now, rn,x ∈ Ym implies h′µ(Smµ rn,x ) ∈ L1µ,l . Therefore we
may write
(Snµg)(x)− (SnµPg)(x)
=

1− t−µ−1/2(hµψh)(t)

(−t2)m tµ+1/2w(t)h′µ(Smµ rn,x )(t), (h′µ f )(t)

. (29)
On the other hand,
(Snµg)(x)− (SnµPg)(x) = (Snµg)(x)−
k
i=1
g(ai )(S
n
µ pi )(x)
= τx Snµδµ, g−

k
i=1
(Snµ pi )(x)τai δµ, g

=

τx S
n
µδµ −
k
i=1
(Snµ pi )(x)τai δµ, g

=

h′µ

(−t2)nJµ(xt)−
k
i=1
(Snµ pi )(x)Jµ(ai t)

, g

=

(−t2)nJµ(xt)−
k
i=1
(Snµ pi )(x)Jµ(ai t), (h′µg)(t)

=

1− t−µ−1/2(hµψh)(t)

×

(−t2)nJµ(xt)−
k
i=1
(Snµ pi )(x)Jµ(ai t)

, (h′µ f )(t)

. (30)
Since Bµ is dense in Hµ, from (29) and (30) it follows that
1− t−µ−1/2(hµψh)(t)

(−t2)m tµ+1/2w(t)h′µ(Smµ rn,x )(t)
=

1− t−µ−1/2(hµψh)(t)
 
(−t2)nJµ(xt)−
k
i=1
(Snµ pi )(x)Jµ(ai t)

.
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Or, equivalently,
1− t−µ−1/2(hµψh)(t)

t4m+µ+1/2w(t)(h′µrn,x )(t)
=

1− t−µ−1/2(hµψh)(t)
 
(−t2)nJµ(xt)−
k
i=1
(Snµ pi )(x)Jµ(ai t)

. (31)
Our next aim is to find a particular solution of (31). We observe that
Jµ(zt) = t4m+µ+1/2w(t)h′µ (τzφ) (t) (z ∈ I ).
Thus, the right-hand side of (31) gets into
1− t−µ−1/2(hµψh)(t)
 
(−t2)nJµ(xt)−
k
i=1
(Snµ pi )(x)Jµ(ai t)

= t4m+µ+1/2w(t)

1− t−µ−1/2(hµψh)(t)

×

(−t2)nh′µ (τxφ) (t)−
k
i=1
(Snµ pi )(x)h
′
µ

τaiφ

(t)

.
Therefore, (31) may be rewritten as
t4m+µ+1/2w(t)

1− t−µ−1/2(hµψh)(t)

(h′µrn,x )(t)
= t4m+µ+1/2w(t)

1− t−µ−1/2(hµψh)(t)

×

(−t2)nh′µ(τxφ)(t)−
k
i=1
(Snµ pi )(x)h
′
µ(τaiφ)(t)

.
A particular solution of (31) is thus given by
(h′µrn,x )(t) = (−t2)nh′µ (τxφ) (t)−
k
i=1
(Snµ pi )(x)h
′
µ(τaiφ)(t),
or
rn,x = τx Snµφ −
k
i=1
(Snµ pi )(x)τaiφ.
The general form of rn,x differs from the particular one by a solution q ∈ Ym of the homogeneous
equation
t4m+µ+1/2w(t)

1− t−µ−1/2(hµψh)(t)

(h′µq)(t) = 0 (h > 0).
Since q ∈ πµ,m−1 (Lemma 4.1), a candidate for rn,x is
rn,x = τx Snµφ −
k
i=1
(Snµ pi )(x)τaiφ + q,
with q ∈ πµ,m−1. As we require Prn,x = 0, we conclude that
rn,x = (I − P)

τx S
n
µφ −
k
i=1
(Snµ pi )(x)τaiφ + q

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= τx Snµφ −
k
i=1
(Snµ pi )(x)τaiφ − P(τx Snµφ)+
k
i=1
(Snµ pi )(x)P(τaiφ)
= τx Snµφ −
k
i=1
(Snµ pi )(x)τaiφ −
k
s=1
(τx S
n
µφ)(as)ps
+
k
i=1

(Snµ pi )(x)
k
s=1
(τaiφ)(as)ps

= τx Snµφ −
k
i=1
(Snµ pi )(x)τaiφ −
k
s=1

(τx S
n
µφ)(as)−
k
i=1
(Snµ pi )(x)(τaiφ)(as)

ps .
The proof is thus complete. 
Theorem 4.3. Suppose 1/w ∈ L1µ,l and there exists γ ∈ R such that 1/w(t) = O(t−γ ) as
t →∞. Let n ∈ Z+ with 4n < 4m + γ −µ− 3/2. Let φ be as in the proof of Theorem 3.6. Let
(Ym, (·, ·)) be the inner product space introduced in Corollary 3.7. Let x ∈ I . Then, the unique
element Rn,x ∈ Ym which satisfies

f, Rn,x
 = (Snµ f )(x) ( f ∈ Ym) is given by
Rn,x = rn,x +
k
i=1
(Snµ pi )(x)pi .
Proof. Let P be as in Eq. (12). By Lemma 4.2, we have

f, rn,x
 = (Snµ f )(x) for all f ∈ Ym
with P f = 0 and all n ∈ Z+ with 4n < 4m + γ − µ− 3/2. Fix f ∈ Ym . Then
( f, pi ) =
k
s=1
f (as)pi (as)+ [ f, pi ] = f (ai ),
because pi (as) = δis while Smµ pi = 0 (i, s ∈ N, 1 ≤ i, s ≤ k). Therefore, R0,ai = pi (i ∈
N, 1 ≤ i ≤ k). Since P( f − P f ) = 0, it follows that
(Snµ f )(x) = (Snµ f )(x)− Snµ(P f )(x)+ Snµ(P f )(x) =

f − P f, rn,x
+ Snµ(P f )(x)
=  f − P f, rn,x+ k
i=1
f (ai )(S
n
µ pi )(x)
=  f, rn,x− P f, rn,x+ k
i=1
( f, pi )(S
n
µ pi )(x)
=  f, rn,x− P f, rn,x+  f, k
i=1
(Snµ pi )(x)pi

.
Now 
P f, rn,x
 = k
i=1
(P f )(ai )rn,x (ai )+

P f, rn,x

,
where rn,x (ai ) = 0 (i ∈ N, 1 ≤ i ≤ k) because Prn,x = 0, and
Smµ (P f ) =
k
i=1
(P f )(ai )S
m
µ pi = 0
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because Smµ pi = 0 (i ∈ N, 1 ≤ i ≤ k). We conclude that
(Snµ f )(x) =

f, rn,x +
k
i=1
(Snµ pi )(x)pi

,
which yields the desired formula for Rn,x . 
The last result in this Section explores the degree of smoothness of the basis distribution φ
giving the representers. Recall that the space W pµ below was introduced in Definition 3.1.
Theorem 4.4. Assume 1/w ∈ L1µ,l and γ ∈ R is such that 1/w(t) = O(t−γ ) as t → ∞. Fix
m ∈ Z+ and let p ∈ Z+ be the largest integer with 2p < 4m + γ −µ− 3/2. Then, any φ ∈ H′µ
satisfying t4m(h′µφ)(t) = 1/w(t) belongs to W pµ .
Proof. Pick ρ ∈ Bµ with 0 ≤ ρ(t) ≤ tµ+1/2 (t ∈ I ), ρ(t) = tµ+1/2 (0 < t < 1). Since
1/w ∈ L1µ,l , we find that
F(t) = 1− t
−µ−1/2ρ(t)
t4mw(t)
(t ∈ I )
also lies in L1µ,l . Take C > 0 such that 1/w(t) ≤ Ct−γ (t > 1) and fix n ∈ Z+ with
2n < 4m + γ − µ− 3/2. Then, (−t2)n F(t) ∈ L1µ: ∞
0
(−t2)n F(t) tµ+1/2dt =  ∞
0

1− t−µ−1/2ρ(t) t2n+µ+1/2
t4mw(t)
dt
≤ C
 ∞
1
dt
t4m−2n+γ−µ−1/2
<∞.
Hence, hµ

(−t2)n F(t) ∈ C and the limit
lim
z→0+ z
−µ−1/2hµ

(−t2)n F(t)

(z) (32)
exists. On the other hand, as distributions,
(−t2)n F(t) = (−t2)n

1− t−µ−1/2ρ(t)

(h′µφ)(t).
Consequently,
hµ

(−t2)n F(t)

= Snµφ − (Snµφ#hµρ). (33)
As Snµφ ∈ H′µ and hµρ ∈ Hµ imply z−µ−1/2(Snµφ#hµρ)(z) ∈ O, we find that Snµφ#hµρ ∈ E
and the limit
lim
z→0+ z
−µ−1/2(Snµφ#hµρ)(z) (34)
exists. In view of (33), (32), (34) and the arbitrariness of n ∈ Z+ with 2n < 4m + γ − µ− 3/2,
we arrive at the desired conclusion. 
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5. Interpolation and error estimates
Given f ∈ Ym , the minimal norm interpolant to f on a set {a1, . . . , al} ⊂ I is the element
U f ∈ Ym such that (U f )(a j ) = f (a j ) ( j ∈ N, 1 ≤ j ≤ l) and if g ∈ Ym is another interpolant
to f on {a1, . . . , al}, that is, g(a j ) = f (a j ) ( j ∈ N, 1 ≤ j ≤ l), then ∥g∥ ≥ ∥U f ∥, where the
norm ∥ · ∥ is that associated to the inner product (·, ·) on Ym (Corollary 3.7). It is always possible
to select a subset {a1, . . . , ak} of {a1, . . . , al} which is unisolvent for πµ,m−1.
Let R0,a j ∈ Ym ( j ∈ N, 1 ≤ j ≤ l) satisfy
f, R0,a j
 = f (a j ) ( j ∈ N, 1 ≤ j ≤ l).
Then, the minimal norm interpolant U f is given by
U f =
l
j=1
λ j R0,a j (35)
where λ j ∈ C ( j ∈ N, 1 ≤ j ≤ l) are determined by the requirement that U f is an interpolant
to f on {a1, . . . , al}, which yields
l
j=1
λ j R0,a j (as) = f (as) (s ∈ N, 1 ≤ s ≤ l). (36)
Once the functions R0,a j ( j ∈ N, 1 ≤ j ≤ l) are known explicitly (Theorem 4.3), Eqs. (36) are
a practical way of solving the interpolation problem. From Theorem 4.3 one can see that for each
j ∈ N, 1 ≤ j ≤ l, there exist complex coefficients A j,i , B j,s (i, s ∈ N, 1 ≤ i, s ≤ k) such that
R0,a j =
k
i=1
A j,iτaiφ +
k
s=1
B j,s ps ( j ∈ N, 1 ≤ j ≤ l). (37)
Eqs. (35) and (37) show that U f has the form (3) discussed in Section 1.
We finish with an error estimate.
Theorem 5.1. Assume 1/w ∈ L1µ,l and there exists γ ∈ R for which 1/w(t) = O(t−γ ) as
t → ∞. Let Ym be as in Definition 2.15, with seminorm | · |m . Let n ∈ Z+ be such that
4n < 4m + γ − µ − 3/2. Let φ be as in the proof of Theorem 3.6. Let f ∈ Ym , and let
U f be the minimal norm interpolant to f on {a1, . . . , ak}. Then, for any x ∈ I ,(Snµ f )(x)− (SnµU f )(x) ≤ ρn(x) | f |m ,
where
ρ2n(x) = (τx S2nµ φ)(x)− 2
k
i=1
(Snµ pi )(x)(τai S
n
µφ)(x)
+
k
s=1

k
i=1
(Snµ pi )(x)(τaiφ)(as)

(Snµ ps)(x).
Proof. Let ∥ · ∥ be the norm in Ym , given in terms of the seminorm | · |m by
∥ f ∥2 =
k
i=1
| f (ai )|2 + | f |2m ( f ∈ Ym).
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Consider the set M0 = {g ∈ Ym : g(a1) = · · · = g(ak) = 0} , fix x ∈ I , and put
ρn(x) = sup
(Snµg)(x) : g ∈ M0, ∥g∥ = 1 .
Then
ρn(x) ≥
Snµ( f −U f )(x)
∥ f −U f ∥ .
Rearranging and applying the properties of U f ,(Snµ f )(x)− (SnµU f )(x)2 ≤ ρ2n(x) ∥ f −U f ∥2 = ρ2n(x) ∥ f ∥2 − ∥U f ∥2
= ρ2n(x)

| f |2m − |U f |2m

≤ ρ2n(x) | f |2m .
Now take Rn,x as given by Theorem 4.3. Note that
ρn(x) = sup
g, Rn,x : g ∈ M0, ∥g∥ = 1 = Rn,x |M0 .
We claim that Rn,x |M0 = Rn,x − P Rn,x = rn,x . Indeed, to check that Rn,x |M0 = Rn,x − P Rn,x ,
let g ∈ M0. Then
(g, Rn,x ) = (g, Rn,x − P Rn,x )+ (g, P Rn,x ),
where
(g, P Rn,x ) =
k
i=1
g(ai )P Rn,x (ai )+

g, P Rn,x
 = 0
because g(ai ) = 0 (i ∈ N, 1 ≤ i ≤ k) as g ∈ M0, and

g, P Rn,x
 = 0 as P Rn,x ∈ πµ,m−1. To
check that Rn,x − P Rn,x = rn,x , using Lemma 4.2 we write
Rn,x − P Rn,x = rn,x +
k
i=1
(Snµ pi )(x)pi − P

rn,x +
k
i=1
(Snµ pi )(x)pi

= rn,x +
k
i=1

(Snµ pi )(x)pi − (Snµ pi )(x)Ppi

.
Since pi (as) = δis (i, s ∈ N, 1 ≤ i, s ≤ k), we conclude
Rn,x − P Rn,x = rn,x +
k
i=1

(Snµ pi )(x)pi − (Snµ pi )(x)pi
 = rn,x .
At this point we have found that
ρ2n(x) =

rn,x , rn,x
 = (Snµrn,x )(x).
Again from Lemma 4.2,
(Snµrn,x )(t) = (τx S2nµ φ)(t)−
k
i=1
(Snµ pi )(x)(τai S
n
µφ)(t)
−
k
s=1

(τx S
n
µφ)(as)−
k
i=1
(Snµ pi )(x)(τaiφ)(as)

(Snµ ps)(t) (t ∈ I ).
Evaluating this expression at t = x finally yields the desired result. 
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6. Examples and applications
As stated in Section 1 above, the theory of conditionally positive definite functions and distri-
butions in the Bessel–Kingman setting and its connection with radial basis function interpolation
has still to be explored in depth. Nevertheless, motivated by Gelfand and Vilenkin [20, p. 176]
and Light and Wayne [30, Definition 4.1] we propose a definition of a Hankel conditionally pos-
itive definite distribution and prove that it is fulfilled by the basis distribution occurring in the
definition of the representer.
Definition 6.1. Let m ∈ Z+ be fixed. Assume 1/w ∈ L1µ,l and 1/w(x) = O(x−γ ) as x → ∞
for some γ ∈ R. We say that φ ∈ H′µ is a basis distribution of order m associated to w if the
distributional identity t4m(h′µφ)(t) = 1/w(t) holds.
As we already know, Lemma 3.3 and the fact that h′µ is an automorphism of H′µ show that
the class of basis distributions of order m is nonempty. Moreover, if m ∈ N then any two such
distributions differ by a polynomial in πµ,2m−1 (Theorem 2.19).
Definition 6.2. A distribution f ∈ H′µ is said to be Hankel conditionally positive definite of or-
der m ∈ Z+ if the inequality ⟨S2mµ f, ϕ#ϕ⟩ ≥ 0 or, equivalently, ⟨t4m(h′µ f )(t), t−µ−1/2|ϕ|2(t)⟩ ≥
0, holds for all ϕ ∈ Hµ.
Note that Definition 6.2 makes sense because Smµ ϕ#S
m
µ ϕ ∈ Hµ whenever ϕ ∈ Hµ. If
the condition of Definition 6.2 holds for m = 0, f has been called Hankel positive definite
(cf. [10,37,6,2]). Now it is apparent that any basis distribution φ of order m ∈ Z+ is Hankel
conditionally positive definite of the same order. Indeed, we have
⟨t4m(h′µφ)(t), t−µ−1/2|ϕ|2(t)⟩ =
 ∞
0
t−µ−1/2|ϕ(t)|2
w(t)
dt ≥ 0 (ϕ ∈ Hµ).
Our next result explores the relationship between the weight w and its associated basis
distributions. The proof is immediate.
Proposition 6.3. Let m ∈ Z+. Let φ ∈ H′µ be such that h′µφ ∈ C ∩ L1µ,l , (h′µφ)(t) > 0 (t ∈ I ),
and (h′µφ)(t) = O(t−β) as t →∞ for some β ∈ R. Define
w(t) = 1
t4m(h′µφ)(t)
(t ∈ I ).
Then:
(i) w ∈ C.
(ii) w(t) > 0 (t ∈ I ).
(iii) 1/w ∈ L1µ,l .
(iv) 1/w(t) = O(t−γ ) as t →∞ for some γ ∈ R.
Moreover, φ is a basis distribution of order m associated to the weight w.
Remark 6.4. According to Corollary 3.7, to guarantee the existence of interpolants generated by
translates of the basis φ in Proposition 6.3 we must require β > µ+ 3/2.
Next we give four examples of functions which give rise to basis distributions. We name them
after the standard radial basis functions commonly used in scattered data interpolation.
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Example 6.5 (Gaussian Basis Function). Let φ(x) = xµ+1/2 exp(−x2/2) (x ∈ I ). Then
φ ∈ L1µ ⊂ H′µ and
(h′µφ)(t) = (hµφ)(t) = tµ+1/2 exp(−t2/2) (t ∈ I )
[18, Equation 8.6(10)]. By Proposition 6.3, φ is a basis distribution of order m associated to the
weight
w(t) = t−4m−µ−1/2 exp(t2/2) (t ∈ I, m ∈ Z+).
Example 6.6 (Multiquadrics). Let φr (x) = xµ+1/2(1 + x2)−r (x ∈ I, r > µ + 1). Then
φr ∈ L1µ ⊂ H′µ and
ψr (t) = (h′µφr )(t) = (hµφr )(t) =
tr−1/2
2r−1Γ (r)
Kµ−r+1(t) (t ∈ I ) (38)
[18, Equation 8.5(20)], where Kν(z) > 0 (z ∈ I ) denotes the Macdonald function of order
ν ∈ R. By Wendland [51, Lemma 5.14] and Proposition 6.3, φr is a basis distribution of order m
associated to the weight
wr (t) = 2
r−1Γ (r)
t4m+r−1/2 Kµ−r+1(t)
(t ∈ I, m ∈ Z+).
Example 6.7 (Sobolev or Mate´rn Splines). Let ψr (r > µ+ 1) be given by (38). Note that when
r ∈ Z+, ψr is a fundamental solution of the operator (1−Sµ)r , that is, satisfies (1−Sµ)rψr = δµ
in H′µ [5, Lemma 2.1]. Since ψr ∈ L1µ [51, Lemmas 5.13 and 5.14], we have
(h′µψr )(t) = (hµψr )(t) = φr (t) =
tµ+1/2
(1+ t2)r (t ∈ I ).
Again by Proposition 6.3, ψr is a basis distribution of order m associated to the weight
ωr (t) = t−4m−µ−1/2(1+ t2)r (t ∈ I, m ∈ Z+).
Example 6.8 (Polyharmonic Splines). Let χr (x) = (−1)r xµ−2r+1/2 (x ∈ I, 2µ + 3 < 4r <
4µ+ 2). According to [18, Equation 8.5(7)],
σr (t) = (hµχr )(t) = (−1)r Γ (µ− r + 1)
22r−µ−1Γ (r)
t2r−µ−3/2 (t ∈ I ). (39)
Observe that χr , σr ∈ L1µ,l and χrϕ, σrϕ are integrable functions on I for each ϕ ∈ Hµ. Hence,
χr , σr ∈ H′µ [34, Corollary 3.8]. We claim that (39) holds in the distributional sense as well. To
show this, fix ϕ ∈ Hµ. Then ∞
0
|χr (x)|dx
 ∞
0
|Jµ(xt)||ϕ(t)|dt
=
 1
0
x2µ−2r+1dx
 ∞
0
|(xt)−µ Jµ(xt)||ϕ(t)|tµ+1/2dt
+
 ∞
1
xµ−2r+1/2dx
 ∞
0
|Jµ(xt)||ϕ(t)|dt
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≤ C
 ∞
0
|ϕ(t)|tµ+1/2dt +
 ∞
0
|ϕ(t)|dt

<∞.
Fubini’s theorem may be applied to obtain
⟨h′µχr , ϕ⟩ = ⟨χr , hµϕ⟩ =
 ∞
0
χr (x)(hµϕ)(x)dx
=
 ∞
0
(hµχr )(x)ϕ(x)dx =
 ∞
0
σr (x)ϕ(x)dx = ⟨σr , ϕ⟩,
and the arbitrariness of ϕ ∈ Hµ proves our claim. For r ∈ Z+ the distributional identity
(−t2)rχr (t) = tµ+1/2 (40)
holds, showing that σr = h′µχr is the fundamental solution of the Bessel operator Srµ, that is,
satisfies Srµσr = δµ inH′µ. From (40), σ2r is a basis distribution of order r +m associated to the
weight
v(t) = t−µ−1/2−4m (t ∈ I, m ∈ Z+).
Example 6.9. Although a computational analysis of the interpolation scheme developed above
lies beyond the scope of this paper, we want to illustrate it with some numerical experiments. It
should be emphasized that many results are known for the standard gaussian case, e.g. by Wu
and Schaback [52]. Here we have calculated interpolants to f (x) = x7 and f (x) = sin x of the
form
(U f )(µ, x) =
n
i=1
aµ,i (τµ,xiφµ)(x)
for x ∈ [0.1, 1] and x ∈ [0.1, π], respectively, where φµ is the gaussian of Example 6.5 and the
coefficients {aµ,i }ni=1 are solution of the linear system
n
i=1
aµ,i (τµ,xiφµ)(x j ) = f (x j ) (1 ≤ j ≤ n).
This system has been solved with the aid of MapleT M 15 for the values µ = −1/2 and
µ = 1/2. A standard radial basis interpolant (T f )(x) with the usual gaussian φ−1/2(x) =
exp(−x2/2) (x ∈ I ) has been computed as well. For each function to be interpolated, the same
four (n = 4) equally spaced centers have been chosen. The resulting interpolants are shown in
Figs. 1 and 2, and their maximum deviation in the uniform norm from the interpolated function
is displayed in Table 1. In either case, at least one (or even both) of the interpolants given by
our scheme yields better fits than that obtained using the conventional one. This suggests that
tuning the values of the order µ in our procedure allows for fine adjustments which improve the
standard scheme without increasing the number of data points.
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Fig. 1. Both (U f )(−1/2, x) and (U f )(1/2, x) give better fits than the standard interpolant (T f )(x).
Fig. 2. The best fit is given by (U f )(1/2, x).
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Table 1
For n = 4, the maximum deviation in the uniform norm of the interpolants (T f )(x),U f (−1/2, x) and (U f )(1/2, x) to
the function f (x) is minimized by (U f )(1/2, x).
f (x) (T f )(x) U f (−1/2, x) (U f )(1/2, x)
x7 0.092894 0.036043 0.016506
sin x 0.070213 0.153832 0.044103
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