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Abstract 
Keeping track of the ever-increasing body of scientific literature is an escalating challenge. We present 
PubTree a hierarchical search tool that efficiently searches the PubMed/MEDLINE dataset based upon a 
decision tree constructed using >26 million abstracts.  The tool is implemented as a webpage, where users 
are asked a series of eighteen questions to locate pertinent articles. The implementation of this hierarchical 
search tool highlights issues endemic with document retrieval. However, the construction of this tree 
indicates that with future developments hierarchical search could become an effective tool (or adjunct) in the 
mining of biological literature.  
Introduction 
As the corpus of scientific literature expands and diversifies our ability to interact with these data in a 
tractable manner becomes a fundamental challenge. Researchers searching the biological literature 
commonly engage with the PubMed/MEDLINE dataset using the Entrez search tool[1].  The researcher 
enters one or more pertinent search terms that then are matched to words found in the associated text of more 
than twenty six million articles within the database.  In this paradigm there are two limiting factors: firstly 
that the researcher enters a term actually present in the article of interest, and secondly that they have the 
requisite knowledge of the subject area to choose an appropriate term, use the correct spelling and be aware 
of other contexts to which that term applies.  A study investigating the ability of physicians to answer 
questions pertinent to one hundred systematic reviews of renal failure found they were able to retrieve fewer 
than fifty percent of the articles[2].  In addition one in sixteen of the retrieved articles were irrelevant to the 
search. 
An alternative is found in the Medical Subject Headings (MeSH )[3];  a controlled vocabulary  used to 
annotate the PubMed/MEDLINE database.  The uses of MeSH are twofold: the indexing of articles, and as a 
thesaurus to aid search.  MeSH are arranged in a hierarchical structure, where levels determine the degree of 
specificity. In the MeSH structure the hierarchy has been hand constructed through expert knowledge of the 
relationship between over twenty seven thousand headings and sub-headings to form a twelve level 
hierarchy. These structures are, however, not optimised in terms of efficiency of hierarchical search.  Binary 
classification trees are graphs where nodes represent questions from which two edges emanate, linking two 
child nodes characterising the response to each question: yes or no[4].  Modern classification trees such as 
CART[5] and C4.5[6] are derived from recursive partitioning algorithms, which are commonly used to 
aggregate large datasets to provide tools for a diverse range of tasks.  Whilst these software are often unable 
to determine the globally most compact representation of the data, they perform consistently well for a range 
of datasets. 
Classification/decision trees are becoming a familiar tool in the repertoire of many biological researchers, 
where they have been utilised for a wide range of tasks including: characterising signal transduction 
pathways[7], defining the DNA binding profiles of proteins[8] and predicting patient outcome post-
coronary[9]. Our aim is to construct a binary classification tree capable of guiding users through the 
MEDLINE database to articles of interest via a series of binary questions. Crucial to the performance of a 
classification tree is the ability to define a set of features that are capable of comprehensively describing the 
data.  We employ a list of over seventy thousand terms with high term frequency–inverse document 
frequency[10] (terms which separate articles from one another) from PubMed abstracts and titles from 
recently published highly accessed articles generated by Doğan et al[11].  The resultant tree can be 
interrogated through a bespoke website, forming structured queries to PubMed.    
Methods 
Construction of the Decision Tree 
The terms used to build the decision tree were downloaded from the supplementary data of Dogan et al.  
Generic terms (e.g. “benefit”, “include” and “home”) are uninformative in terms of article classification.  
Such terms were filtered from the list by determining their occurrence in two large non-scientific texts 
(Moby Dick and War and Peace), in addition to manual filtering (the remaining terms are listed in the 
supporting information).  Initially the terms in the text and the search terms were abbreviated using the 
Porter stemming algorithm[12] in order to remove common endings such as  “ing”, “s” etc.  However, we 
found searches incompatible with those of PubMed, which does not employ a stemming algorithm.  Instead 
terms were paired with synonyms in PubMed’s translation table. 
The remaining terms were mapped to the associated text for each article in the MEDLINE database (2016 
release downloaded 06/06/2016). Terms were matched: to abstract text, article title, journal title and all 
associated MeSH terms.  This characterisation of the articles forms the raw data upon which the decision tree 
is built. 
(x,Y) = (x1,x2,x3...,xk, Y) [1.1] 
Where x are the dependent variables (in this case the search terms) and Y is the variable (the articles) we are 
wishing to classify. The tree is constructed using a simplified recursive partitioning algorithm.  Whereby, 
groups of articles are recursively split into two child groups based on the term (a), which leads to the highest 
information gain (IG). 
IG(x,a) =H(x) –H(x|a)   [1.2] 
where H(x) is the entropy before splitting and H(x|a) is the entropy after splitting with term; a, where entropy 
is defined as: 
H(x) = -∑ 𝑃(𝑥𝑖)𝑙𝑜𝑔2𝑃(𝑥𝑖)𝑖   [1.3] 
where P(xi) is the probability mass function of an individual term.  To reduce the prevalence of generic terms 
further down the tree, the entropy was scaled after question four.  The entropy of the term in all documents 
H(x)all  was deducted from the entropy of the term in the articles currently assessed H(x)cur. 
The decision tree described here is far simpler than those used to predict the values of unseen data.  As such 
over-fitting the model to data is not an issue and post-hoc processes such as pruning are unnecessary.  Given 
the size of the dataset processed, the main requisite required in constructing the tree, was to work within a 
feasible run-time with the smallest memory footprint possible.  
User guided Search 
A web interface was developed in JavaScript to allow users to interact with the classification tree.  The user 
is presented with a series of questions, asking whether the current term is found within the sought text, with 
three answers: “yes”, “no” and “maybe”.  “Maybe” selects the most likely route through the tree based on the 
remaining papers, but omits the selection from further analysis. The selected search terms are then 
automatically used to query PubMed either: after eighteen questions, if further questions will fail to refine 
the search, or earlier at the user’s request.   Search is enacted through a POST request to “ncbi.nlm.nih.gov”, 
with no expansion of MeSH terms, to more closely match the construction of the decision tree.  To lessen the 
effect of discrepancies between the PubMed search and the mapping applied to construct the tree, UIDs were 
also included in the searches when end nodes comprised fewer than ten articles.  In addition, an option is 
included to refine the search with bespoke search terms through user entry. Comparisons with standard 
PubMed searches were also performed with no expansion of MeSH terms, to mirror the performance of 
PubTree. Searches were performed between 17/10/2016 and 17/11/2016.  The tool is accessible from 
https://bede.github.io/pubtree/. 
Discussion 
The recursive partitioning algorithm successfully constructed a hierarchical search algorithm based upon 
more than twenty six million research articles and thirty five thousand search terms. The terms that arise at 
the first five levels of nodes in the model are displayed as a tree in Figure 1.  “Metazoan” (animals) proves to 
be the most effective term at splitting the MEDLINE database, as it is found in nearly six million papers. At 
the next level “biosynthesis” has 5.1 million hits and “adults” has 4.9 million. In total the top four levels of 
terms are found in 18.8 million documents, the majority of articles in the database.  The histogram in Figure 
1b displays how the tree subdivided the articles within the database. Ideally, if there were twenty six million 
articles in the database, the tree would separate them into groups of ca 100 (26 x1026/ 218)  This means that 
on average each search where the user has answered eighteen questions will (on average) return one hundred 
articles. The median number of articles retrieved is actually only six, with a wide distribution in the number 
of articles retrieved.  In part this will be due to many articles having little or no metadata associated with 
them, i.e. no abstract or associated MeSH terms, making it impossible to differentiate them from other 
articles.  For instance, the seminal article describing the structure of DNA by Watson and Crick[13] has no 
abstract in the database. 
 
Figure 1. Decision tree structure in PubTree. (A) Graphical representation of the first four levels in the 
decision tree. (B) Histogram displaying the distribution of the number of articles retrieved by all potential 
searches with PubTree. 
 
We assessed the performance of PubTree in locating three recent high impact articles from varied fields. 
Article 1 assesses highly active antiretroviral therapy (HAART) in the treatment of HIV[14], article 2 
presents the structure of the eukaryotic ribosome[15], and article 3 is a recent report describing the efficacy 
of aducanumab in the treatment of Alzheimer’s disease[16].  Figure 2 displays the PubTree searches that 
locate these articles, which also retrieve (respectively) 148, 28 and 189 related articles. The searches begin 
(as expected) with very generic terms, before focusing on terms specific to the paper.  For example, the 
search for article 1 converges on terms such as “HAART” and “CD4”, while the search for article 3 leads to 
the terms “amyloid” and “plaques”.  For many purposes retrieving such large numbers of articles will prove 
impractical.  This can be improved by the user supplementing the search with bespoke terms, or in future 
updates through the expansion of the tree with more questions. 
 
Figure 2. Representation of three searches using PubTree, locating three specified articles.  Flow chart 
representing the questions and responses used to locate three articles: article 1, a description of the efficacy 
of HAART therapy in the treatment of HIV, article 2, describing the structure of the eukaryotic ribsosome, 
and article 3, presenting the results of an anti-Alzheimer’s therapy. 
 
Many limitations exist with the technique. For instance, terms may often be generic, making it difficult for 
the user to “guess” whether they occur within their target text.  In addition terms such as “protein” are 
ambiguous, as specific proteins may occur in an article but the term “protein” itself may be absent.  This 
might be solved with a more extensive list of synonyms. For example, positive selection of the term 
“pharmacological” excludes article 3, which may seem counterintuitive for an article describing the positive 
effects of a new drug therapy. However, this term and surprisingly no associated terms are found in this 
article.  A potential advantage of hierarchical search is that the user can be directed through the search 
process using a strict controlled vocabulary associated with articles in the database. Therefore, discrepancies 
between similar terms can be avoided.   This and more general use of synonyms will be the subject of further 
investigation. Building multiple classification trees based on a limited range of publication dates and fields 
may also improve the efficacy of the approach. 
Conclusions 
The tool described in this paper describes a method to efficiently structure predefined terms to aid literature 
search.  We do not envisage the method competing with the currently efficient protocols for interrogating the 
biological literature; however, the method provides an interesting adjunct to those methods. It may prove 
effective as an aid to those unfamiliar to a particular field, such as students aiming to survey the literature, or 
in aiding a researcher locate a difficult to find article.  Anecdotally, we have found the tool provides a useful 
means to identify papers for one of the author’s (MP) journal club.  In the future we aim to evolve the tool to 
aid usability by improving synonymous text search, and provide a method for users to give feedback to the 
partitioning algorithm to improve search performance. Multiple trees can also be constructed to filter by date 
and broader categories.  The tree can be continually updated to include more recently defined search terms 
with the latest NLM updates, to provide an up to date resource. 
Acknowledgements 
The authors gratefully acknowledge helpful discussions with Daniel Jameson and Simon Hubbard.  
 
1. Schuler GD, Epstein JA, Ohkawa H, Kans JA. Entrez: molecular biology database and 
retrieval system. Methods in enzymology. 1996;266:141-62. Epub 1996/01/01. PubMed PMID: 
8743683. 
2. Shariff SZ, Sontrop JM, Haynes RB, Iansavichus AV, McKibbon KA, Wilczynski NL, et al. 
Impact of PubMed search filters on the retrieval of evidence by physicians. CMAJ : Canadian 
Medical Association Journal. 2012;184(3):E184-E90. doi: 10.1503/cmaj.101661. PubMed PMID: 
PMC3281182. 
3. Rogers FB. Medical subject headings. Bulletin of the Medical Library Association. 
1963;51:114-6. Epub 1963/01/01. PubMed PMID: 13982385; PubMed Central PMCID: 
PMCPmc197951. 
4. Bryant RE. Graph-Based Algorithms for Boolean Function Manipulation. IEEE Trans 
Comput. 1986;35(8):677-91. doi: 10.1109/tc.1986.1676819. 
5. Breiman L, Friedman JH, Olshen RA, Stone CJ. Classification and regression trees. : 
Monterey, CA: Wadsworth & Brooks/Cole Advanced Books & Software.; 1984. 
6. Quinlan JR. C4.5: programs for machine learning: Morgan Kaufmann Publishers Inc.; 1993. 
302 p. 
7. Pang H, Zhao H. Building pathway clusters from Random Forests classification using class 
votes. BMC bioinformatics. 2008;9:87. Epub 2008/02/08. doi: 10.1186/1471-2105-9-87. PubMed 
PMID: 18254968; PubMed Central PMCID: PMCPmc2335306. 
8. Rowe W, Kershaw CJ, Castelli LM, Costello JL, Ashe MP, Grant CM, et al. Puf3p induces 
translational repression of genes linked to oxidative stress. Nucleic acids research. 
2014;42(2):1026-41. Epub 2013/10/29. doi: 10.1093/nar/gkt948. PubMed PMID: 24163252; 
PubMed Central PMCID: PMCPmc3902938. 
9. Goto Y, Maeda T, Goto Y. Decision-tree model for predicting outcomes after out-of-hospital 
cardiac arrest in the emergency department. Critical Care. 2013;17(4):R133-R. doi: 
10.1186/cc12812. PubMed PMID: PMC4057027. 
10. Salton G, Buckley C. Term-weighting approaches in automatic text retrieval. Information 
Processing & Management. 1988;24(5):513-23. doi: http://dx.doi.org/10.1016/0306-
4573(88)90021-0. 
11. Islamaj Doğan R, Lu Z. Click-words: Learning to Predict Document Keywords from a User 
Perspective. Bioinformatics. 2010. doi: 10.1093/bioinformatics/btq459. 
12. Porter MF. An algorithm for suffix stripping. Program. 2006;40(3):211-8. doi: 
10.1108/00330330610681286. 
13. Watson JD, Crick FH. Molecular structure of nucleic acids; a structure for deoxyribose 
nucleic acid. Nature. 1953;171(4356):737-8. Epub 1953/04/25. PubMed PMID: 13054692. 
14. Palella Jr FJ, Chmiel JS, Moorman AC, Holmberg SD. Durability and predictors of success 
of highly active antiretroviral therapy for ambulatory HIV-infected patients. AIDS (London, 
England). 2002;16(12):1617-26. Epub 2002/08/13. PubMed PMID: 12172083. 
15. Ben-Shem A, Jenner L, Yusupova G, Yusupov M. Crystal structure of the eukaryotic 
ribosome. Science (New York, NY). 2010;330(6008):1203-9. Epub 2010/11/27. doi: 
10.1126/science.1194294. PubMed PMID: 21109664. 
16. Sevigny J, Chiao P, Bussiere T, Weinreb PH, Williams L, Maier M, et al. The antibody 
aducanumab reduces Abeta plaques in Alzheimer's disease. Nature. 2016;537(7618):50-6. Epub 
2016/09/02. doi: 10.1038/nature19323. PubMed PMID: 27582220. 
  
