Abstract. Thanks to computing power increase, risk quantification relies more and more on computer modelling. Methods of risk quantification based on a fixed computational budget exist, but computer models are almost always considered as a single black box.
INTRODUCTION
In this paper, we are interested in analyzing the behavior of a complex phenomenon, whose evolution can be modeled by two nested parametrized computer models. By two nested computer models, we mean that some inputs of the second model are outputs of the first model. The computer models are assumed linear with respect to the models' parameters β 1 and β 2 . Both models are supposed to be affected by model errors ǫ 1 and ǫ 2 . These errors are assumed to be independent. So we have :
where :
• x 1 → y 1 and x 2 → y 2 are the considered phenomena, x 1 ∈ R, x 2 ∈ R, y 1 ∈ R and y 2 ∈ R
• h 1 (x 1 ) t β 1 and h 2 (x 2 ) t β 2 the deterministic computer codes, h 1 (
• ǫ 1 and ǫ 2 the real-valued models' errors. They are modelled by centered Gaussian processes.
The outline of this paper is the following. In section 2 is presented the general method to calibrate these two nested codes. We suppose we have access to observations of the phenomena x 1 → y 1 , x 2 → y 2 and x 1 → y 2 . In sections 3 to 5 three special cases of the general method are presented. These cases, depending on the available information, are the following :
• the parallel method. In this case, there are observations only for the phenomena x 1 → y 1 and x 2 → y 2 which are denoted by x 1,obs (1) , y 1,obs (1) and x 2,obs (2) , y 2,obs (2) ,
• the "black-box" method. In this case, there are observations only for the nested phenomenon (x 1 → y 2 ), which are denoted by x 1,obs (3) , y 2,obs (3) ,
• the "grouped" method. In this case, there are observations for the phenomenon x 1 → y 1 → y 2 , which are denoted by x 1,obs (1) , y 1,obs (1) , x 2,obs (2) , y 2,obs (2) and x 1,obs (3) , y 2,obs (3) , where y 1,obs (1) = x 2,obs (2) , x 1,obs (3) = x 1,obs (1) and y 2,obs (2) = y 2,obs (3) .
Note : notations (1) , (2) and (3) correspond to first phenomenon, second phenomenon and nested phenomenon. Finally in section 6 the three specific cases of the general method are applied on a numerical example.
THE GENERAL METHOD
In this section we propose a general framework to calibrate nested codes and build posterior predictors of these codes by taking into account observations of the three phenomena (x 1 → y 1 , x 2 → y 2 and x 1 → y 2 ).
Nested model linearization
According to equation (1) the relation between y 2 and x 1 is given by :
Assuming that nominal valuesβ 1 andβ 2 of β 1 and β 2 are available such that in the vicinity ofβ 1 , h 1 (x 1 ) t β 1 −β 1 + ǫ 1 (x 1 ) is small, we get a linear approximation of the nested code and its error :
where ǫ 3 (x 1 ) is the proposed model error :
and :
Given equations (1) and (3) a joint model for the three phenomena (x 1 → y 1 , x 2 → y 2 and x 1 → y 2 ) is proposed :
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and C 1 , C 2 and C 3 are the covariance functions of ǫ 1 , ǫ 2 and ǫ 3 errors. Given equation (6) , in the case of uninformative prior or Gaussian prior for β c , the parameters' distribution and the posterior predictive distribution given the observations, are Gaussian (see [1] , [6] , [7] , [11] [12]).
The following sections present the parameters' calibration and the prediction given series of observations according to the model presented above.
Calibration of the codes' parameters and posterior predictive distributions
Given equation (6), we have :
y 3,obs
x 2,obs
x 1,obs
R gp = C gp (x gp,obs ; x gp,obs ) .
Given equation (12) , the posterior distribution of β c given the observations y gp,obs can be modeled in a Bayesian framework. We distinguish two cases :
• No prior information case :
• Gaussian prior case :
In a Bayesian framework, in these two cases, the parameters' posterior distribution is Gaussian :
• in the no prior information case :
• in the Gaussian prior case :
Given equations (6), (12) and (20), the posterior predictive distribution y gp (x gp ) |y gp,obs is Gaussian. Its properties are :
where for all β c :
In the following sections are presented three specific cases of the general method previously introduced. The cases are distinguished according to the type of available observations.
THE PARALLEL APPROACH
In this section we present a particular case of the previously presented general framework. The parallel method corresponds to the case where only observations of the phenomena x 1 → y 1 and x 2 → y 2 are available.
Key features of the approach
In the parallel approach, there is no observation for the nested phenomenon, that is :
, y 2,obs (3) = ∅. This method includes the following steps :
1. the parameters' calibration given the observations x 1,obs
(1) , y 1,obs (1) and x 2,obs (2) , y 2,obs (2) . Considering that the covariance matrix given by equation (11) is a block diagonal matrix, it is like β 1 and β 2 were calibrated separately given the observations x 1,obs
(1) , y 1,obs (1) and x 2,obs (2) , y 2,obs (2) .
2. the construction of the posterior predictors given the observations :
(a) for the phenomenon 1 : the proposed predictor is an interpolating Gaussian predictor given the observations x 1,obs (1) , y 1,obs
(b) for the phenomenon 2 : the proposed predictor is an interpolating Gaussian predictor given the observations x 2,obs (2) , y 2,obs
(c) for the nested phenomenon : the proposed predictor is Gaussian thanks to a linearization of the coupling of the Gaussian predictors of the phenomena 1 and 2 (see 3.2).
The following section presents how the predictor of the nested code is built in the parallel approach.
Parallel predictor for the nested code
As shown above, we have two posterior Gaussian predictors given the observations :
Given equation (28) the posterior predictor for the nested phenomenon can be written :
Thanks to a first order Taylor series expansion and making the following approximation according to equation (29
the posterior predictor for the nested code is :
(37) It is a linear combination of the independent Gaussian processes δ y 1 and δ y 2 , thus it is a Gaussian predictor. Table 1 summarizes the 'parallel' method's characteristics. Table 2 presents the MSE of the calibrated codes and predictors for the 'parallel' method.
THE 'BLACK-BOX' APPROACH
In this section we present a particular case of the previously presented general framework (see 2). The 'black-box' method corresponds to the case where only observations of the phenomenon x 1 → y 2 are available, that is x 1,obs
(1) , y 1,obs (1) = ∅ and x 2,obs (2) , y 2,obs (2) = ∅. About the nested model's error, the following cases are distinguished :
• ǫ 1 and ǫ 2 , are known, so the error is given by equation (4),
• ǫ 1 and ǫ 2 are unknown, so a specific model error for the nested code is proposed (it is assumed to be a zero-mean stationary Gaussian process).
Nested model error
The nested model error is not used because there is no observation for the nested phenomenon. Calibration of parameters β c = (β 1 , β 2 )
• β 1 is calibrated given the observations for x 1 → y 1 ,
• β 2 is calibrated given the observations for x 2 → y 2 .
Posterior predictor for phenomenon
Gaussian predictor given the observations of the phenomenon x 1 → y 1 Posterior predictor for phenomenon x 2 → y 2
Gaussian predictor given the observations of the phenomenon x 2 → y 2 Posterior predictor for phenomenon x 1 → y 2
Gaussian predictor thanks to a linearization of the coupling of the Gaussian predictors of the phenomena x 1 → y 1 and x 2 → y 2 . Empirical normalized integrated squared error (Empirical MSE) of the posterior predictors • ǫ 1 and ǫ 2 , are known, so the error is given by equation (4),
Calibration of parameters
β c is calibrated given the observations for x 1 → y 2
Posterior predictor for phenomenon x 1 → y 1
First code using the posterior distribution of β 1
Posterior predictor for phenomenon x 2 → y 2
Second code using the posterior distribution of β 2
Gaussian predictor given the observations of the phenomenon x 1 → y 2 The method includes the following steps :
(a) for the phenomenon 1 : there is no observation x 1,obs (1) , y 1,obs (1) , so the proposed predictor is the calibrated code. Thanks to the code's linearity and the parameters' Gaussian distribution the calibrated code's distribution is Gaussian with :
• and variance :
(b) for the phenomenon 2 : there is no observation x 2,obs (2) , y 2,obs (2) , so the proposed predictor is the calibrated code. Thanks to the code's linearity and the parameters' Gaussian distribution the calibrated code's distribution is Gaussian with :
(c) for the nested phenomenon : the proposed predictor is an interpolating Gaussian predictor given the observations x 1,obs (3) , y 2,obs (3) Table 3 summarizes the 'black-box' method's characteristics. Table 4 presents the normalized empirical integrated mean squared error of the calibrated codes and predictors of this method.
Phenomenon
Empirical normalized integrated squared error (Empirical MSE) of the calibrated codes
Empirical normalized integrated squared error (Empirical MSE) of the posterior predictors
where : ), see equation (4) Calibration of parameters β c = (β 1 , β 2 ) β c is calibrated given the observations of the three phenomena (x 1 → y 1 , x 2 → y 2 and x 1 → y 2 ) Posterior predictor for phenomenon x 1 → y 1
Gaussian predictor given the observations of the three phenomena ( 
THE 'GROUPED' APPROACH
In this section we present a particular case of the previously presented general framework (see 2). The 'grouped' method corresponds to the case where observations are chosen for the phenomenon x 1 → y 1 → y 2 . So we have x 1,obs
and y 2,obs (2) = y 2,obs (3) . The method includes the following steps :
(1) , y 1,obs
and x 1,obs (3) , y 2,obs (3) , 2. the construction of the posterior predictors given the observations :
(a) for the phenomenon 1 : the proposed predictor is an interpolating Gaussian predictor given the observations x 1,obs (1) , y 1,obs (1) , x 2,obs (2) , y 2,obs (2) and x 1,obs (3) , y 2,obs (3) , (b) for the phenomenon 2 : the proposed predictor is an interpolating Gaussian predictor given the observations x 1,obs (1) , y 1,obs (1) , x 2,obs (2) , y 2,obs (2) and x 1,obs (3) , y 2,obs (3) , (c) for the nested phenomenon : the proposed predictor is an interpolating Gaussian predictor given the observations x 1,obs (1) , y 1,obs (1) , x 2,obs (2) , y 2,obs (2) and x 1,obs (3) , y 2,obs (3) . Table 5 summarizes the 'grouped' method's characteristics. Table 6 presents the normalized empirical integrated mean squared error of the calibrated codes and predictors of this method.
NUMERICAL EXAMPLE
In this section we apply the previously presented particular cases of the general method on a numerical example. In this example we study a computer model coupled with itself.
Phenomenon
where : x gp,2 = (∅, x 2 , ∅)
where : 
Parallel method
ǫ cond = ǫ cond,1 + ǫ cond,2
Grouped method see General method Table 7 : This table presents the sources of uncertainty of the nested phenomenon's predictors. We denote by ǫ cond the part of variance coming from the conditional Gaussian process and by ǫ β the part of variance coming from the parameters' posterior distribution. Figure   1a presents phenomena x 1 → y 1 , x 2 → y 2 and figure 1b phenomenon
This section is organised as follow. Firstly, the phenomenon and its associated computer code are introduced. Secondly, the way to choose the observations is presented. Thirdly, the method to estimate the hyperparameters of the model error is exposed. Fourthly, the test sets of the posterior predictors are presented. Finally the achieved results for the 'parallel', 'black-box' and 'grouped' methods on this example are showed.
Presentation of the phenomenon
The model properties of the numerical example are : Figure 1 presents the model alone and the nested model. It can be seen that the errors of the phenomena x 1 → y 1 and x 2 → y 2 are regular. The error of the nested phenomenon is more chaotic. The three previously presented methods are applied on this example.
Observations' choice
Regarding the number of observations three cases are studied : 4, 8 or 12 observations. The observations are generated given a maximin Latin Hypercube Sampling for x 1,obs (1) and x 2,obs (2) in the parallel method (in this example x 1,obs (1) = x 2,obs (2) ), for x 1,obs
for the 'black-box' method and for x 1,obs (1) and x 1,obs (3) for the grouped method (in this example x 1,obs
(1) = x 1,obs (3) ). The observations' sampling, the parameters' calibration and the posterior predictors' construction are repeated 50 times for each case.
Covariance functions' hyperparameters
The covariance functions' hyperparameters are assumed to be known before the parameters' calibration. In the parallel and the grouped methods the hyperparameters of the Matérn covariance functions of ǫ 1 and ǫ 2 are estimated by a Restricted Maximum Likelihood Estimator (see [1] ). In the 'black-box' method, ǫ 3 is assumed to be a zero-mean stationary Gaussian process. The hyperparameters of its Matérn covariance function ǫ 3 are estimated by a Restricted Maximum Likelihood Estimator.
Analysis of the predictors' performances
Once the predictors are built, their performances are analyzed on 100 points' grids over the input space of each phenomenon. For the three phenomena the input space is [−5, 5].
The parallel approach
In the parallel approach, there are observations for the phenomena x 1 → y 1 and x 2 → y 2 which are denoted by x 1,obs
(1) , y 1,obs (1) and x 2,obs (2) , y 2,obs (2) . Figure 2 presents for the phenomena x 1 → y 1 , x 2 → y 2 and x 1 → y 2 the calibrated codes' and the predictors' accuracy for the 'parallel' method. Figure 3 presents an example of posterior predictor for each phenomenon (1, 2 and nested). Figure 4 presents the sources of uncertainty of the nested phenomenon's predictor. The findings are :
• The more observations there are, the more accurate predictions and the better calibrated codes are.
• The predictors' performance is less sensitive to the observations' choice when the number of observations increases.
• Both mean and confidence interval of 95% of all predictors are accurate.
• The predictors for the phenomena x 1 → y 1 and x 2 → y 2 are interpolating. The predictor for the phenomenon x 1 → y 2 is a linearization of coupling the predictors of the first and the second phenomena, thus it is not interpolating because there is no observation of phenomenon x 1 → y 2 .
• When there are few observations, the uncertainty of the nested phenomenon's predictor mainly comes from the parameters' posterior distribution. The uncertainty lowers with the numbers of observations. This reduction with the number of observations is particularly significant for the uncertainty coming from the parameters' distribution.
The 'black-box' approach
In the 'black-box' approach there are observations for the nested phenomenon only, which are denoted by x 1,obs (3) , y 2,obs (3) . (see table 2 ) of the calibrated codes (2a, 2c, 2e) and the predictors (2b, 2d, 2f) for the "parallel" method. The parameters' calibration and the posterior predictors' construction have been repeated with 50 series of observations. The same observations were used for both codes (x 1,obs (1) = x 2,obs (2) ). The lower the empirical MSE is, the more accurate the calibrated code is. It can be seen that the accuracy of the predictors and calibrated codes increases with the number of observations and that all codes are well calibrated. 
). It can be seen that the predictors' means and confidence intervals of 95% are accurate. The predictor of the nested code is not an interpolating Gaussian predictor because there is no observation for the phenomenon x 1 → y 2 .
Parallel method : sources of uncertainty of the nested phenomenon's predictor The figures above present the distribution of the average variance of the nested phenomenon's predictor over a test set of 100 points. We denote by ǫ cond the part of variance coming from the conditional Gaussian process and by ǫ β the part of variance coming from the parameters' posterior distribution (see table 7 ). It can be seen that the variance lowers with the number of observations. This reduction is particularly significant for the uncertainty coming from the parameters' distribution.
x 2 → y 2 and x 1 → y 2 the calibrated codes' and predictors' accuracy for the 'black-box' method. Figure 6 presents an example of posterior predictor for each phenomenon (1, 2 and nested). Figure 7 presents the sources of uncertainty of the nested phenomenon's predictor. The findings are :
• The more observations there are, the more accurate the nested predictor is.
• When the number of observations increases, the parameters' calibration is less sensitive to the observations' choice.
• The second code is better calibrated than the first code.
• The nested code is never well calibrated.
• The mean of the nested phenomenon's predictor is accurate, but its variance is relatively high.
• The predictors of the first and the second phenomena are just calibrated codes. Their variances are relatively high.
• When there are few observations, the uncertainty of the nested phenomenon's predictor mainly comes from the parameters' posterior distribution. The uncertainty lowers with the number of observations. This reduction is particularly significant for the uncertainty coming from the parameters' distribution.
The 'grouped' approach
In this case observations of the three phenomena are available, which are denoted by x 1,obs
(1) , y 1,obs (1) , x 2,obs (2) , y 2,obs (2) and x 1,obs (3) , y 2,obs (3) . In this example we consider that x 1,obs
(1) = x 1,obs (3) , y 1,obs (1) = x 2,obs (2) and y 2,obs (2) = y 2,obs (3) . Figure 8 presents for the phenomena x 1 → y 1 , x 2 → y 2 and x 1 → y 2 the calibrated codes' and the predictors' accuracy for the 'grouped' method. Figure 9 presents an example of the posterior predictors for each phenomenon (1, 2 and nested). Figure 10 presents the sources of uncertainty of the nested phenomenon's predictor. The findings are :
• Both codes are well calibrated,
• For the phenomenon x 1 → y 1 , the accuracy of the calibrated code increases with the number of observations,
• For the phenomenon x 2 → y 2 , the accuracy of the calibrated code decreases with the number of observations. This is probably due to an ill-conditioned problem. The space filling of the observations x 2,obs (2) is not good.
• When there are few observations, the uncertainty of the nested phenomenon's predictor mainly comes from the parameters' posterior distribution. The uncertainty lowers with the number of observations. This reduction is particularly significant for the uncertainty coming from the parameters' distribution. (see table 4 ) of the calibrated codes (5a, 5c, 5e) and the predictors (5b, 5d, 5f) for the "black-box" method. The parameters' calibration and the posterior predictors' construction have been repeated for 50 series of observations. It can be seen that the second code is always better calibrated than the first code. When the number of observations increases, the empirical MSE lowers and is less sensitive to the observations' choice. So the calibrated codes' and predictors' robustness and accuracy increases with the number of observations. The figures above present the distribution of the average variance of the nested phenomenon's predictor over a test set of 100 points. We denote by ǫ cond the part of the variance coming from the conditional Gaussian process and by ǫ β the part of the variance coming from the parameters' posterior distribution. The variance lowers with the number of observations, especially for the part coming from the parameters' distribution (see table  7 ). The variance coming from the conditional process is relatively high because the error of the nested model is chaotic (see figure 1) Grouped method Calibrated codes Posterior predictors (see table 6 ) of the calibrated codes (8a, 8c, 8e) and the predictors (8b, 8d, 8f) for the "grouped" method. The observations' sampling, the parameters' calibration and the posterior predictors' construction have been repeated 50 times. All codes are well calibrated. The calibrated code's and predictor's accuracy of the phenomenon 1 increases with the number of observations. The calibrated code's and predictor's accuracy of the phenomenon 2 is poorer than for the phenomenon 1 and decreases with the number of observations. This is due to the bad space filling of y 1,obs (1) = x 2,obs (2) . Indeed the observations are chosen for phenomenon x 1 → x 2 → y 2 . So even if the observations x 1,obs
(1) fill in well the space [−5; 5], the observations y 1,obs (1) = x 2,obs
are not well distributed in [−5; 5] . This leads to an ill-conditioned problem. The figures above present the distribution of the average variance of the nested phenomenon's predictor over a test set of 100 points. We denote by ǫ cond the part of variance coming from the conditional Gaussian process and by ǫ β the part of variance coming from the parameters' posterior distribution (see table 7 ). It can be seen that the variance lowers with the number of observations. This reduction is particularly significant for the uncertainty coming from the parameters' distribution. It can be seen that both part of variance are relatively low even when there are few observations.
CONCLUSIONS AND FURTHER WORK
A general framework has been proposed to calibrate nested computer models whatever the type of available observations among the three possibilities x 1,obs
(1) , y 1,obs (1) , x 2,obs (2) , y 2,obs (2) and x 1,obs (3) , y 2,obs (3) . Predictors for all phenomena have been proposed for all possibilities of available observations. Three specific cases of this general method have been presented depending on the available observations. The performance of the codes' calibration and the posterior predictors has been analyzed on a numerical example for these three specific cases. Questions remain about the choice of the design points. In particular our general framework could enable designs where there are not the same number of observations for the first and the second phenomena. Thus parsimonious or sequential (see [2] , [3] , [4] , [5] , [8] , [9] , [10] ) designs could be proposed in order to improve the accuracy of the nested phenomenon's predictor.
