The exact distribution of the square sum of Dirichlet random variables is given by two different univariate integral representations. Alternatively, three representations by orthogonal series with Jacobi or Legendre polynomials are derived. As a special case the distribution of the square sum U 2 n of spacings -also called Greenwood's statisticis obtained. Nine quantiles of nU 2 n − 1 are tabulated with eight digits for n from 10 to 100.
Introduction and Notation
Greenwood's statistic is defined by
where the U i:k denote the successive ordered values of a random sample U 1 , . . . , U k from a uniform distribution on (0, 1) with U 0:k = 0 and U k+1:k = 1. If F 0 denotes any completely specified continuous cdf then, with a random k+1 can be used for a test of the hypothesis that the unknown cdf F of X coincides with F 0 . For the efficiency of this test see e.g. Pyke (1965) . For the application of Greenwood's statistic by a test for exponentiality see e.g. Subhash and Gupta (1988) .
The computation of the distribution of U 2 n has a long history beginning with Moran (1947) and (1951) , Gardner (1952) followed by Hill (1979) , Burrows (1979) , Currie (1981) , Stephens (1981) Currie and Stephens (1986) , Does et al. (1988) , Jammalamadaka (1998) and (2000) . The exact methods of Burrows, Currie and Stephens use iterated integrations up to n = 20. The subsequent papers are concerned with approximations mainly by Edgeworth expansions and saddle-point methods. It is well known that the distribution of the standardized U 2 n converges very slowly to a normal distribution. For the asymptotic normality of a more general class of statistics, based on spacings, see Darling (1953) . A comparison of the approximate quantiles with the available "exact" quantiles for small sample sizes e.g. in Ghosh and Jammalamadaka (2000) shows rather unsatisfying discrepancies. However, thanks to the increasing computing power of computer algebra systems, computations are available based on exact representations of the cdf of Greenwood's statistic. Thus errors are reduced solely to those of the numerical evaluation.
In this paper more generally some exact representations are given for the distribution of the square sum U 2 n of Dirichlet random variables derived from gamma distributed variables of order α. This statistic can be used as a competitor with the maximum likelihood statistic for the test of a specified value α 0 of the unknown order parameter α of a gamma distribution with any unknown scale parameter. For the maximum likelihood estimation of α see Provost (1988) and chapter 17 in Kotz et al. (1994) . Greenwood's distribution is obtained by the special case α = 1. In section 4 the cdf of U n is represented by orthogonal series with Jacobi or Legendre polynomials. In section 5 two different univariate integral representations for the cdf of U 2 n are found, derived by the Fourier and Laplace inversion formula. Theorem 2, the main result, provides also the more general case with gamma random variables of different orders α i by a univariate integral over a product of parabolic cylinder functions. Theoretically, the integral representations look more elegant since no special coefficients have to be computed before. For the orthogonal series a sequence of moments must be computed, but the computing effort can be reduced to two linear recursion formulas. The eight digit quantiles of Greenwood's statistic for n from 10 to 100 in section 6 were computed by the orthogonal series in (4.6) and again by (4.7) . In spite of the very high computing accuracy, required to achieve the eight digit quantile values, this method works more quickly than the integral representations in section 5. Now let X 1 , . . . , X n be i.i.d. random variables with a gamma pdf
The "sample triangle" in R n generated by X 1 , . . . , X n , has the vertices (0, . . . , 0), (X 1 , . . . , X n ), (X, . . . ,X), with the sample meanX and the angle Φ between the vectors (X 1 , . . . , X n ) and (1, . . . , 1). We use the further notations
The random variables
Thus, the distribution of the square sum
. . + Y n = 1 is closely related to the distribution of the squared sample coefficient of variation
By Laha (1954) and Lukacs (1955) the independence ofX and S/X was shown to be a characterization of the gamma distribution. We shall use the independence of U n and Y = nX. Apart from some special notations as e.g. in (1.1) the cdf, pdf, char. function (cf) and the Laplace transform (Lt) of any continuous random variable Z will be denoted by F Z , f Z ,f Z and f the subsequent sections. Therefore, this representation is derived here more concisely.
For a given power series f (z) = ∞ k=0 a k z k , a 0 > 0, the coefficients a n,k of (f (z)) n can be computed by two steps: Setting
, and a n,0 = a n 0 , a n,k+1 = n k+1 k j=0 a n,j b k+1−j , k ∈ N 0 .
(2.1)
Let be C = cos(Φ). The moments
depend on α and n not only by αn, but we write γ αn+k for simplicity instead more precisely γ α,n,αn+k . With U −1 = √ nC it follows from the independence of U andX that
On the other hand we have with
where the a α,n,k are computed from the a α,k by the above procedure leading to (2.1). With Z = R 2 we obtain from (2.4) by inversion, followed by integration 5) and by comparison with (2.3)
Finally, from the density
we obtain F R as a convex combination of gamma distribution functions:
With gamma(αn+k)-distributed random variables Y αn+k and a random index K with P {K = k} = p α,n,k this can be restated more concisely as a stochastic representation:
The distribution of Q = nS 2 could be derived from the distribution of U 2 n , but we have directly with
where He k denotes the Hermite polynomials (A.S.22.2.15), and the parabolic cylinder functions D −α the integral representation
which was given in Royen (2007b) with slightly different notations. Further representations of F Q are found in Royen (2007a) .
Some Laplace transforms
If X has a gamma density g α , then the bivariate Lt of (X, X 2 ) is given by
with the parabolic cylinder function
and in particular exp z
Thus,
is the Lt of
Also the Lt of C = cos(Φ) can be represented by means of the probabilities p α,n,k from (2.7). If Z 1 denotes a r.v. with density e −z , independent of U, and X αn−1 a r.v. with a beta(1, αn − 1)-distribution, independent of R, then
Comparing this with E(R
k it follows that UZ 1 and RX αn−1 have the same moments which determine the distribution completely. Thus
and consequently the Lt f *
¿From the binomial series we obtain the mgf of log( √ nU) :
following also from (2.8) andf log Y αn+K =f log Yflog( √ nU ) .
In particular for α = 1 the "missing moments" γ m , m = 1, . . . n − 1, are given by
The inversion formula, derived from the Bernstein polynomials, (see e.g. Feller (1971) would already provide
but for a satisfying accuracy a very large n would be required. Therefore, some series expansions with orthogonal polynomials will be given in the subsequent section.
Some representations of the distribution of U by orthogonal polynomials
The square integrability of the densities f C and f U is equivalent and guarantees the uniform convergence of the following orthogonal series. The condition (4.4) of the subsequent lemma is sufficient for the square integrability of f U . 
1/2 satisfies the following relations:
The density f U is square integrable if n > 2 and α − α max > 1/2 . (4.4) Remark: For identical α i = α the α in the lemma has to be replaced by αn and we obtain the conditions f U is square integrable if n > max 2, 1 + 1 2α ,
i and consequently with t → 0 :
where b n−1 denotes the volume π (n−1)/2 Γ ((n + 1)/2) −1 of the (n−1)-unit ball. Thus, (4.1) follows from
Now let be Y n = max Y i and 0 < δ < 1/2. Then
Conversely, from Y n = max Y i and U = 1 − ε , ε < 1 − 2 −1/2 , it follows that
Therefore,
which implies (4.2). The asymptotic relation (4.3) is an immediate consequence of (4.2).
For small values α − α max the density f U can increase near its end-point u = 1. Then already
which implies (4.4). Now with the Jacobi polynomials G k (αn, αn; x) from (A.S.22.3.3), belonging to the weight function w(x) = x αn−1 , 0 < x ≤ 1, and the shifted Legendre polynomials P * , 1; x) , (A.S.22.2.11), (A.S.22.5.2), we obtain with (2.2), (2.6) and
the following two representations of the cdf F U (u) = 1 − F C n −1/2 u −1 :
which is uniformly and absolutely convergent on compact intervals [a; b] ⊂
(1/ √ n; 1) under the first condition in (4.5). Besides,
which is uniformly and absolutely convergent at least for n>max 2, 1+ 1 2α
Proof. There remains only an explanation for the additional condition n > 3/(2α) in the 2 nd formula. The 2 nd series is directly obtained from the corresponding series for the function x αn−1 (1 − F C (x)), 0 < x < 1, by the substitution x = n −1/2 u −1 . The square integrability of the density f C (x) on [n −1/2 ; 1] is equivalent to the square integrability of f U . The additional condition for n is sufficient for the square integrability of x αn−2 . Hence, the derivative of the above function is square integrable under the given condition.
In particular for α = 1, it follows with the moments γ j from (3.7) that
However, it should be noted that the moments γ j , j = 1, . . . , n − 1, are computed by infinite series, whereas the coefficients in the orthogonal series (4.6), (4.7) are given by finite calculations only. This is important since a high number of digits for the moments γ αn+j is required to obtain sufficiently accurate values of F U .
From (1.2) we can also obtain the moments
where (k) means summation over all decompositions k 1 + . . . + k n = k, k 1 , . . . , k n ∈ N 0 . Since only partial sums are used in the computing procedure (2.1), these moments can be computed by the same method, starting with the divergent series
The square integrability of the densities f U and f U 2 is equivalent. Therefore, we get a further convergent orthogonal series
but the extreme magnitude of the sums in (4.9) is unfavourable.
A generalization of the orthogonal series in this section to U computed from n completely independent gamma random variables with not identical order parameters is feasible. However, the required moments would have to be computed from a product of n generating power series instead from just an n th power.
Integral representations of the cumulative distribution function of U 2
Under the 2 nd condition in (4.5) the density of U 2 n − n −1 vanishes at its end-points and is of bounded variation. Then the cdf is representable by an integrated Fourier-sine series , i.e.
which is absolutely und uniformly convergent with terms at least of order o(k −2 ).
In a similar way a series for P {log( √ nU) ≤ x} can be derived from (3.6), replacing s by it k = ikπ/ log( √ n). However, an accurate computation of the coefficients is difficult for large k. Also a direct use of the Fourier inversion formula is not recommended because of the comparatively slow decrease of the cf of log( √ nU).
Before we return to (5.1) a univariate integral representation of P {U 2 n ≤ x} is given by means of parabolic cylinder functions D −α (A.S.19.3.1).
Theorem 2. Let X 1 , . . . , X n be completely independent random variables with gamma densities (Γ(α j ))
at least for α > 1.
Remarks: The theorem should be true for all α > 0, but the additional condition implies the absolute convergence of the integral and facilitates the proof. The cdf of Greenwood's statistic is obtained by identical α j = 1 and α = n. For the relation of D −1 to the error function see (3.2). Splitting the integral into integrals over intervals between successive zeros of the integrand provides an alternating series which enables a good control of the remainder in many cases. E.g. by integration over the intervals (0; 2.978235860548) and (2.978235860548; 3.004569229995) we find the inequalities 0.98999999977 < P {60U 2 60 < 2.7167772982} < 0.99000000060 .
With increasing n a higher computing accuracy is required to compensate the extinction of the leading digits, in particular for the upper tail of this distribution.
Proof. With (A.S.19.3.1), (A.S.19.12.3) and (A.S.13.5.1) we find for all positive α that
(see also (A.S.19.8.1)) .
Hence, the above integrand is absolutely O s −k−2 α j <1/2 α j , where k = #{α j |α j ≥ 1/2}, and the integral is absolutely convergent if max α j ≥ 1/2 or α > 1/2.
Moreover, to justify a change of the order of integration in (5.6) according to Fubini,
is verified by (5.2) and (5.3).
The Lt of
with regard to x is given by
Due to dominated convergence this relation holds also for the limit φ = π/4, i.e.
By (A.S.19.12. 3) in conjunction with (A.S.13.1.5) we obtain (1 + is)
Then the Lt of the conditional density of
Now, theorem 2 follows by comparison of (5.8) with (5.6).
With a sufficient number of terms the partial sums of the integrand in the following theorem show a rather smooth behaviour within the "main part", also for larger n. The part of the integrand oscillating around zero becomes absolutely small and is more distant from zero. Its contribution to the integral becomes neglectable. For simplicity we give here only the formula derived from identically distributed gamma random variables. The generalization to different order parameters α j is obvious.
Theorem 3. Let X 1 , . . . , X n be i.i.d. random variables with a gamma density (Γ(α))
−1 e −x x α−1 and U 2 n = (
is given by
The limit can be taken under the integral at least for
In particular with α = 1 and t k = kπ/ n(n − 1) we have at least for n ≥ 6:
Remark: The condition (5.10) is too restrictive but enables the use of Parseval's identity in the following proof. The absolute integrability of the cf f Y,Z is sufficient for the application of the Fourier inversion formula but not necessary.
Proof. From (3.1) we obtain the characteristic functions ψ(s, t) = E exp(isX + itX 2 ) = i 2t α/2 exp i(1 − is) ψ(s, t)) n .
With ℜ i(1 − is) 2 (2t) −1 = st −1 , t > 0 and αn > 1 the absolute convergence of Since the conditional distribution of ZY −2 |Y = y doesn't depend on y we can choose y = E(Y ) = αn and obtain the cf of U 2 n − n −1 :
f U 2 n −n −1 (t) = (2πg αn (αn)) −1 exp(−itn −1 ) ∞ −∞ (ψ(s, (αn) −2 t)) n exp(−iαns)ds .
Together with (5.1) this entails (5.9). Now, a sufficient condition for the square integrability off Y,Z is given. The square integrability of the densities f U and f U 2 is equivalent because of
According to (4.5) f U is square integrable if n > max (2, 1 + (2α) −1 ). From the identity of the distributions of U 2 and ZY −2 |Y = y it follows f U 2 (w) = d dw P Z ≤ wy 2 |Y = y = y 2 f Y,Z (y, wy 2 ) g αn (y) with g αn (y) = (Γ(αn)) −1 exp(−y)y αn−1 .
With the additional assumption n > 3/(2α) we obtain |ψ(s, t)| n dsdt < ∞ at least for n 2 > max 2, 1 + 1 2α , 3 2α .
¿From (4.5) it follows also that the density f U vanishes at its end-points for these n. Then the change of summation and integration in (5.9) is justified by |ψ(s, t)| n dt ds < ∞ .
