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Abstract 
 
  
 This experiment investigates the possible effects of auditory distraction on 
accuracy of computer-based visual acuity testing.  Applications lie in future use of VR 
technology as a way of obtaining visual acuity measures.  The computer program used 
was the fifth iteration and incorporated a built-in algorithm to give visual acuity scores.  
A portable Bluetooth 2-channel speaker was used to deliver each audio trial of classical 
music, or indiscernible human-voice background noise (“audio 1” and “audio 2” 
respectively).  I hypothesized that there would be a significant difference between the 
baseline trials and either the audio 1 or audio 2 trials.  Subjects first took a baseline acuity 
test five times, and then each audio trial (order randomized).  From the acuity data 
recorded by the computer, averages were calculated, and only subjects with a relatively 
low standard deviation in their baseline trials were used for data analysis.  This allowed 
me to be more confident in the accuracy of the baseline trial score, and by extension, 
more confident in my comparisons between baseline and audio trials.  After the results 
were analyzed, I found no significant difference (at any alpha value) between visual 
acuity scores obtained during baseline trials compared to audio 1 or audio 2 trials.  
Additional analysis was done between the audio trials themselves, and again, no 
significance at any alpha value was found.  The power of this study is limited by an N 
value of just 8.  The door is left open for many possible future investigations of cross-
modal effects between audition and vision and its implication in the measurement of 
visual acuity.   
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I. Introduction –  
 
 
A. Anatomy of the Visual and Auditory Systems  
 
 
Fig. 1.1 Human Eye Cross-Section (http://www.mastereyeassociates.com/eye-anatomy) 
 
  
 Figure 1.1 details the macro-anatomy of the eye.  This organ is complex and 
requires proper development and maturation to function correctly.  Its function is to 
interpret light of the visible spectrum and confer this 
information to the brain via the optic nerve.  When 
light enters the eye, it must pass chronologically 
through the cornea, aqueous humor, iris, lens, and 
vitreous humor before hitting the retina.  The light is 
focused on the fovea (contained within macular area), 
an indentation that contains an abnormally high density of photoreceptors relative to the 
rest of the retina.  It is this region that is responsible for the highest visual acuity and 
centralized vision (what we are directly looking at).  Our ability to resolve drops rapidly 
Fig. 1.2 Acuity vs. degrees from central  
vision (Hans-Werner Hunziker) 
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in relation to the degrees away from the point on which we are focusing (fig. 1.2).  The 
retina contains photoreceptors – structures that are effected by photons entering the eye, 
and translates the information they convey into chemical and electrical signals that 
eventually allow our brains to interpret the world around us.   
 
 
 
B. Pathologies Affecting Visual Acuity  
 
 When considering the macroscopic anatomy of the eye and its relation to visual 
acuity, it’s important to remember that there are many common pathologies that will 
affect visual acuity.  The first of these is myopia, also known as nearsightedness, and is a 
condition in which someone may see nearer objects more clearly than distant objects.  
This condition is caused by the eye being larger than normal 
– most importantly, this means that the distance between the 
lens and retina will be of greater magnitude.  When light 
enters the eye from distant objects, the focal point will 
converge before reaching the retina.  The result is blurry 
vision of distant objects, while objects close to the eye will 
still be able to be seen in focus.  Another disorder is hyperopia, 
also known as farsightedness, a condition in which people see 
distant objects more clearly than near objects.   This occurs 
because the eye is smaller than normal, leading to the focal 
point of light entering the eye to be behind the retina.  This 
results in blurriness of objects close to the eye, but no problem 
resolving images farther away.  Finally, the last common disorder is called astigmatism, 
Fig. 1.3 Myopia 
(http://www.nei.nih.gov/healthyeye
s/eye_images/Myopia.gif) 
 
Fig. 1.3 Hyperopia 
(http://www.nei.nih.gov/healthyeye
s/eye_images/Hyperopia.gif) 
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which often occurs in combination with myopia or hyperopia.  Astigmatism occurs when 
one has an irregularly curved (slightly skewed from 
hemispherical shape) cornea or lens.  This causes the 
light that normally refracts to a single point on the retina 
to become focused on slightly different spots, producing a 
blurry image regardless of the distance of the object to 
the eye.  These disorders may be easily remedied with modern 
medicine using eye glasses, contacts, or different forms of 
surgery (LASIK corrects these issues by reshaping the cornea using a laser).                              
(Mass. Eye and Ear, Web.).   
 
 
 
C. Retinal Composition and Cell Structures 
 The retina consists of multiple interconnected layers of neural cells.  The retina is 
considered a part of the central nervous system, and is comprised of complex neural 
circuitry that encodes light entering the eye into chemical/electrical signals in the form of 
action potentials that the brain will be able to interpret as an image.  The most well-
known element in the retina, the rods and cones, contain photopigment that allows them 
to be light sensitive.  The layers of cells present in the retina are arranged from deep to 
superficial as: Photoreceptors, outer nuclear layer, outer plexiform layer, inner nuclear 
layer, inner plexiform layer, and ganglion cell layer.  The photoreceptor elements are the 
deepest layer on the retina, with their cell bodies residing in the outer nuclear layer (with 
Fig. 1.4 Astigmatism 
(http://www.webmd.com/eye-
health/understanding-
astigmatism-basics) 
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the most superficial layer being the first to be hit by light and the deepest layer being 
adjacent to the pigment epithelium).  Superficial and post-synaptic to the photoreceptors 
are the bipolar and horizontal 
cells.  Horizontal cells, true to 
their name, convey information 
laterally, and have axonal and 
dendritic processes within the 
outer plexiform layer while 
their cell bodies are contained 
within the inner nuclear layer.  
Bipolar cells span from 
dendritic processes in the outer plexiform layer, to 
their axonal processes in the inner plexiform layer, with their cell bodies contained in the 
inner nuclear layer.  In the inner plexiform layer, amacrine cells play a role akin to 
horizontal cells in that they are responsible for horizontal communication within the 
layer.  Finally, postsynaptic to amacrine and bipolar cells are the ganglion cells.  These 
converge on the nerve fiber layer and their axonal processes will become the optic nerve.  
It is important to remember that though there are only five cell types, there is high 
diversity within a given cell type.  These differences lead to a greater diversity of 
pathways that may carry different kinds of information and hence increase complexity of 
the system. (Purves et al., 2001) The reason that these layers seem to be arranged 
counter-intuitively (light must pass through non-pigmented layer to reach the 
photoreceptors) has to do with the relationship between the pigment epithelium and the 
Fig. 1.5 Retinal Cell Structure 
(https://www.ncbi.nlm.nih.gov/books 
/NBK10885/figure/A740/?report=objectonly) 
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photoreceptors themselves.  Within photoreceptors are membranous disks that house 
photo-pigments, these must be recycled every 12 days by the pigment epithelium.  
Additionally, it is the pigment epithelium that contains the biochemical machinery 
required to produce and recycle photopigments after they have been exposed to light.  
These are convincing and essential reasons to why we find rods and cones in the outer-
most region adjacent to the pigment epithelium.  (Purves et al., 2001)  
 
 
D. Photoreceptor Structure and Phototransduction  
 The outer segments of photoreceptors are composed of many disk-like structures 
called lamellae.  Within these structures are millions of 
molecular complexes of an opsin protein and a chromophore.  
The chromophore is the molecule that absorbs photons of light 
through a change in conformation of retinal (vitamin A 
derivative that acts as the chromophore in humans).  When a photon is absorbed, 
electrons may move to higher-energy orbitals, and the bond between the 11th and 12th 
carbon in retinal 
isomerizes from cis 
conformation to 
trans conformation.  
In this situation, an 
electron from a p orbital has moved up to a p* 
anti-bonding orbital.  The p component of the double bond is broken and free rotation 
Fig. 1.6 11-cis to All-trans Retinal 
(https://en.wikipedia.org/wiki/Chromophore) 
Fig. 1.7 Pi bond characteristics (“General 
Chemistry: Atoms First”) 
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about the bond is allowed, which leads to the formation of the all-trans conformation of 
retinal.  This conformational change in retinal leads to a change in shape of rhodopsin 
(complex of opsin and retinal).  While 11-cis retinal is bent, all-trans-retinal has a rigid 
shape and is energetically unfavorable for the protein.  This leads to the expulsion of all-
trans-retinal molecules from opsin proteins.  In the presence of free all-trans-retinal, a 
series of intermediates form.  An intermediate called metarhodopsin II complexes with 
and activates transducin, which in turn activates phosphodiesterase, which then catalyzes 
the hydrolysis of cyclic GMP.  As discussed below, the normal “resting state” of the 
plasma membrane in photoreceptor cells is to have Na+ channels open.  Abundance of 
cyclic GMP is required to keep these channels open, so the downfield effect of all-trans-
retinal formation is the closing of Na+ channels and the hyperpolarization of the 
membrane.   
Unlike many other sensory systems, photoreceptors stimulation does not lead directly to 
membrane depolarization.  Instead, light activation of photoreceptors leads to graded 
changes in the membrane potential which 
in turn leads to changes in the rate of 
neurotransmitter release to postsynaptic 
neurons.  Interestingly, stimulation of the 
photoreceptors leads to gradual 
hyperpolarization.  In the dark, receptors 
are in their “resting state” of depolarization at around      
-40mV.  Increasing the intensity of light hitting the receptor will gradually polarize the 
membrane down to a minimum of -65mV.  Though it seems counter-intuitive, the only 
Fig. 1.8 Photoreceptor Structure 
(https://www.britannica.com/science/ 
photoreception 
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requirement for such a signaling system to work is that a change in membrane potential 
directly correlates to changes in rate of neurotransmitter release.   
 
 
 
E. Visual Pathway  
 The neural processing that occurs in the visual system is unique in that much of it 
occurs outside the brain, in the retina.  It is the interconnected layers of bipolar, 
horizontal, amacrine, and ganglion cells within the retina that establishes a basis for this 
processing power.  The interconnection of bipolar and horizontal cells allows for 
brightness and color contrast processing (Dragoi, Valentin, Visual Processing: Cortical 
Pathways).  Bipolar cells then synapse (2° visual 
afferent) with ganglion cells, which help to enhance this 
brightness and color contrast effect, and establishes the 
basis for detection of movement.  All this information is 
then transmitted by axonal outgrows of the ganglion 
cells (3° visual afferent) to the midbrain and 
diencephalon (Dragoi, Valentin, Visual Processing: 
Cortical Pathways).  The visual system pathway may be 
described in the order that signals flow as: beginning in 
the retina à optic nerve à optic chiasm à optic tract à 
lateral geniculate body à geniculostriate tract à and 
finally, optic radiation to visual sensory area (GMCH, 2017).  This progression may be 
Fig. 1.9 – Visual Fields and Pathway 
(http://gmch.gov.in/e-
study/e%20lectures/Anatomy/Visual%20pathwa
y.pdf) 
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seen in figure 1.9.  Another interesting aspect of the visual pathway, is the decussation of 
nerve fibers in the optic chiasm.  In the brain, visual fields are processed contralaterally – 
the left visual field is made up from information from the temporal hemiretina of the right 
eye, and nasal hemiretina of the left eye – converging at the optic chiasm to be processed 
in the right side of the visual cortex.  The inverse applies to the right visual field; this idea 
is diagramed in figure 1.9 (blue for right visual field processing and pink for left visual 
field processing).   
 
 
F. Cross-Modal Nature of Audition and Vision 
 The core of this study is to investigate the possible effects of auditory stimulation 
on visual stimulation or perception, namely, visual acuity.  Several publications exist that 
have considered the cross-modal influences between the visual and auditory systems.  
Early studies looked at the effects of “irrelevant auditory stimulus” (simple tones) on 
reaction time of visual choice (Simon et al. 1970).  In this experiment, they were 
investigating reaction time, and subjects had to provide input to buttons based on a 
left/right visual stimulus.  While this is not entirely relevant, as the required subject input 
for a visual acuity measure is more complex than whether a light is on or not, it provides 
evidence of auditory influence on the visual system.  Perhaps more compelling evidence 
comes from a study called Sound enhances visual perception: Cross-modal effects of 
auditory organization on vision (Vroomen et al., 2000).  This investigation looked to find 
an effect of various patterns of high and low tones on a visual perception task.  The task 
took place on a computer screen and required subjects to identify a “target”.  This was 
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done by flashing patterns of dots on the screen, with one pattern displaying a diamond as 
the target.  Each pattern was on-screen for 97ms, and the pattern containing the target 
showed up every 1,016ms.  This study was analogous in that it combines auditory 
stimulus with the visual perception tasks.  A difference between my study and Vroomen’s 
is that he synchronized the high tones (if present) with the appearance of the target visual 
stimulus, whereas the sounds in my study were asynchronous to correct subject inputs 
and did not contain relevant information or cues.   
 
 
 
II. Methods and Materials 
 
A. Subject Selection and Questionnaire –  
 Subjects in this investigation were taken from a volunteer pool from Anatomy & 
Physiology and Medical Physiology courses at University of Maine, Orono (Bio 208 and 
Bio 377).  Incentive for the subjects came in the form of extra credit in their respective 
classes for participating, only one subject left halfway through testing having obtained 
her extra credit.  Upon arriving, subjects were assigned an ID number to maintain 
anonymity and then given a brief questionnaire to fill out (see appendices).  The 
questionnaire contained: questions on the color of one’s iris, brief medical history 
relating to visual acuity (corrective lenses, LASIK surgery, etc.), Ishihara test, Landolt C 
test, and questions related to skin/hair pigmentation (see appendices).   
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B. Experimental Procedure and Design 
 Once the subjects had completed the questionnaire, they were brought to the test 
room (appendix A).  Once they were comfortable, the process and all computer controls 
of the experiment were explained.  This was not read from a transcript, but a list of 
essential points was used; while instructions were not verbatim, they covered all 
necessary aspects of the test.  These points were: explain the use of the joy stick (up, 
down, left, right, and button inputs) show how to enter their ID and parameters at the 
beginning of each set, and a brief explanation of what would appear on screen and that 
they would be given 3 seconds to provide an input for each box.  Subjects were each 
asked if they needed clarification or had questions before testing began.  They were also 
provided with a handout (appendix B) that detailed each step, in order, should they need 
to review before beginning.  Subjects were told to ask for help after the completion of a 
set of 5 (as baseline), if the computer behaved in a way they did not expect, or if they had 
further questions.  After the baseline set, the first of the randomly selected audio 
experiments was administered.  Each audio section consisted of a set of 5, just as in the 
baseline.   
 The software used for this experiment was written by Mike Murphy (Sensory 
Cyber Systems LLC; Orono, Maine).  Version 5 of the automated program was used in 
this experiment.  The black on white (XoW) automated program means of obtaining 
visual acuity measures has previously been found to be not significantly different from 
the visual acuity measures obtained from Landolt C tests (Wilson, 2015).  The program 
opens to a screen that prompts the user to enter an ID number, and then proceeds to 
prompt for distances relevant to acuity calculations (width of screen, height of screen, 
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and distance from user).  In version 5, these distances are known, and automatically 
accounted for, removing any human error from entering incorrect values.  Once the user 
is ready to begin, he/she hits the enter button and the test will run.  For all tests, a white 
background was used with a thin black square outlined in the center of the screen.  Small 
gaps of varying pixel widths appear on the up, down, left or right sides of the square, and 
the participants have three seconds to give input using the joystick.  A “set” consists of 
many of these inputs (number of inputs to reach an acuity number depends on the 
algorithm running the automated program).  All results of participants were saved as text 
files by ID number on the computer and were easily accessible after testing had 
concluded.  This automation of recorded results eliminated any possibility of improper 
recording or misrepresentation of data by subjects.   
 
 
 
 
III. Results –  
A. Selection of Participants for Analysis 
 From the original pool of the 18 participants tested, eight were determined to be 
fit for analysis.  Participants 106 and 109 did not follow procedure and their results had to 
be omitted, while the remaining 16 participants produced usable results.  Upon initial 
investigation, many participants displayed a wide range in baseline values, producing 
disproportionate average values.  Without an accurate baseline value to use for 
comparison, the audio 1 and 2 treatments become unusable.  To screen or this problem, a 
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standard deviation was calculated for the baseline of each of the participants.  A standard 
deviation of 15 pixels or less was determined to be an acceptable cut-off to produce 
conclusive data.  All subjects except subject 69 are female. Relevant data is shown in 
table 3.1.   
   
 
 
 
 
 
 
 
 
 
 
 
B. Controls and Randomization  
 To maintain the independence of the experimental trials, the order in which they 
were given was randomized for each subject.  Of the subjects used for analysis, four (ID: 
38, 55, 67, and 111) were given the audio 1 treatment first, while the remaining subjects 
(ID: 30, 34, 59, and 112) were given the audio 2 treatment first.  The first control was the 
fact that only 1 station was used (appendix A); subjects all 
experienced the same spatial conditions when taking the test.  
Within this room, the same LED 1600x900 pixel monitor was 
ID Baseline 
avg. 
(pixels) 
Audio 1 
avg. 
(pixels) 
Audio 2 
avg. 
(pixels) 
Baseline 
Standard 
Deviation 
Trial 
Order 
30 10 7.4 7.6 4.4 2 à 1 
34 4.8 6.6 5 .84 2 à 1 
38 6.2 6 6 .84 1 à 2 
55 22 38.2 13.6 14.5 1 à 2 
59 9 7.4 6.2 4.2 2 à 1 
67 6.8 6 5.4 1.6 1 à 2 
111 9 5.8 17.7 3.5 1 à 2 
112 5.8 4.6 6.6 2.9 2 à 1 
Fig. 3.1.1 – Sony SRS-x2 speaker 
(http://www.sony.com/electronics/wireless-
speakers/srs-x2) 
Table 3.1 – Preliminary data for subjects 
included in analysis 
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used for every subject.  Since distance to the screen is essential to an accurate visual 
acuity calculation, the rolling desk that the subjects sat at was checked to make sure it 
was in proper position (constant distance to screen and perpendicular).  On this desk was 
a chin-rest device that subjects were shown how to adjust for individual head shapes.  
This assured that subject’s eyes were kept at a constant distance during the testing.  
Additionally, the testing room was cloaked in black cloth.  This was meant to protect 
from glare, and to limit the photon sources in the room to the lights and the computer 
screen.  
 During the audio trials, a Sony SRS-x2 portable speaker via Bluetooth from a 
phone was used.  For each trial, the speaker volume was set to its maximum capacity, and 
audio output from the phone was adjusted to about 53% of maximum capacity.  This is a 
2-channel speaker that spans a frequency range of 2.4 GHz.    The speaker was placed on 
raised wood blocks in front of the keyboard for each subject, this was meant to deliver 
the most direct and clear auditory experience without obstructing view of the screen used 
for testing.   
 
C. Data 
 In this experiment, I hypothesized that there would be a significant difference 
between taking a visual acuity test in silence and taking a visual acuity test in the 
presence of auditory distractors.  I also hypothesized that there may be a difference 
between the two distractors used (classical music, and background noise of human voice).  
The reason for investigating this possible relationship between testing visual acuity and 
auditory stimulation stems from recent technological advancement.  With the 
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development of virtual reality technologies, we may see the adoption of mobile eye 
exams, which would be able to quickly test visual acuity in many settings to allow the 
prescription of corrective lens.  An example of this technology can be found through 
EyeNetra, a startup out of MIT that delivers on the concept of a mobile eye exam.  This 
experiment becomes applicable when we realize that the ease of such eye exams 
eliminates the need for a separate testing room with enough space for the common 
Snellen or Landolt C tests.  Another way to apply this technology could be its use in 
developing countries or remote areas to bring accurate eye care to people who may not 
have previously had access to it.  Again, in these situations, separate examination rooms 
may not be available or abundant, and background or distracting noises could have an 
impact.  To investigate the possible impact of different kinds of auditory distraction on 
subjects undergoing a visual acuity test, classical music and a background of human 
voice were used as the experimental trials.  Both were compared to a baseline visual 
acuity test taken in silence.  To obtain visual acuity measures, the fifth iteration of a 
computer-based visual test was used.  While other projects investigated different color 
schemes, color was held constant for my experiment, a black square on a white 
background was used for every set.   
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Figure 3.2 – Visual Acuity Means at Baseline and during Audio 1 and Audio 2 Treatments Yields 
No Significance.  In this figure the black “baseline” bars for acuity may be compared to the 
treatment of classical music (solid grey) and a background of human voices in a café setting 
(dotted grey).  A higher pixel count compared to baseline represents a worse visual acuity score 
while a lower count represents a better visual acuity.   
 
 Figure 3.2 depicts the mean visual acuity values for baseline, audio 1 treatments, 
and audio 2 treatment for each of the eight subjects analyzed in this experiment.  This 
data leads toward the strong suspicion that there will be no statistical significance 
between each of these groups.  We know this because of the overlap exhibited by almost 
all standard error bars for each treatment of each subject.  Only two instances show no 
overlap of standard error bars, those of each treatment category for subject 55, and 
between only baseline and audio 2 treatments of subject 111.  Separate statistical analyses 
were run in these instances and shown in table 3.3 
 P-Values Audio 1 Audio 2 
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Subject 55 Baseline  .335 .292 
 Audio 1  .102 
    
Subject 111 Baseline  .455 
Table 3.3 – P-values for subject 55: baseline vs. audio 1, baseline vs. audio 2, and audio 1 vs. 
audio 2.  Subject 111: baseline vs. audio 2.  All t-tests between baseline and an audio treatment 
were standard, two-tailed, and assumed equal variance.  T-tests between audio treatments were 
two-tailed and paired.   
 
The P-values of table 3.3 give us confirmation that even though there was a lack of 
overlap in the standard error bars for subject 55 and 111 in figure 3.2, there is no 
significance between the categories displayed.  This allows us to arrive at a more 
confident conclusion after looking at the P-values between each category for all subjects 
in figure 3.4.   
 
P-Values Audio 1 Audio 2 
Baseline .817 .792 
Audio 1  .647 
Table 3.4 – P-values of standard t-test between baseline and audio experiments, and paired t-test 
between audio experiments (using all eight subjects).  All t-tests between baseline and an audio 
treatment were standard, two-tailed, and assumed equal variance.  T-tests between audio 
treatments were two-tailed and paired.     
 
  Table 3.4 gives the p-values between relevant groups in the experiment.  When 
comparing, the baseline means to those of both auditory categories, a standard two-tailed 
t-test was run assuming equal variance.  When comparing the two auditory categories, a 
paired two-tailed t-test was used.  It is clear that there is no statistical significance 
between any of these groups, and we can reject both the hypothesis that there would be a 
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significant difference between baseline and either auditory distraction, and the hypothesis 
that there would be a significant difference between the auditory distraction categories 
themselves.   
 
 
D. Sources of Error 
  
 As with any scientific investigation, it would be prudent to understand and discuss 
the limitations of the experiment to judge its validity.  Firstly, though the room that was 
used for this experiment was separate from the rest of the lab, it was far from sound 
proof.  The fact that voices from other subjects, 
experimenters, or even adjacent classrooms could 
have confounded the baseline and audio trial results.  
In retrospect, this could have possibly been mitigated 
with the use of noise-canceling headphones.  
Another source of error could have come from non-
compliance of subjects with the experiment 
instructions.  Movement of the head from the chin rest, or 
leaning toward or away from the screen changes the theoretical calculated visual acuity, 
and could confound the test results.  The distance of the eye from the screen, along with 
the pixel density and dimensions of the screen are all required to find acuity which is 
most commonly understood in terms of the smallest angle (minutes of arc) that resolution 
is achieved of an object at a given distance (fig. 3.5).   
Fig. 3.5 – Snellen Chart Example 
(https://www.slideshare.net/FarhanaAdi/visual-
acuity-2) 
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 Furthermore, the algorithm used in this automated version of the computer-based 
visual acuity test had a small quirk built in.  It worked, basically, by finding the square 
opening width size at which the subject could achieve a higher-than-random accuracy in 
responses with the joystick.  The program begins with a very large opening that everyone 
can see.  The problem arose when subjects answered incorrectly on this very first prompt 
of a set (possibly due to getting used to the controls, or not being prepared for the three 
second time window).  If a subject answered incorrectly on this first prompt, that set took 
significantly longer to complete than if they had answered correctly (roughly a half-hour 
longer to fully complete the overall testing).  This could have confounded results by 
leading to fatigue of the eye physically or focus of the subject.  As stated in II. A., a 
subject prematurely terminated testing partway through – this abnormally long test time 
may have been an influence on that decision.    
 Another issue with this experiment may have been in the selection of auditory 
distractions.  We had no way to understand or quantify the emotional reaction or specific 
music preference of each subject.  Audio 1 – Nocturne in E Flat Maj. by Chopin was 
selected as it was generally considered relaxing, while audio 2 – a repeating soundtrack 
of incomprehensible human voices and “café” sounds was meant to simulate a generic 
social setting.  Depending on the individual and their preference for a “social” setting or 
“relaxing” setting.  Had this experiment had a much larger pool of subjects, it would be 
interesting to see if significant differences would start to show up, and if one or the other 
auditory distraction had more of an impact on acuity.   
 Finally, it is worth noting that these tests were given to subjects at all different 
times of day.  Testing was scheduled from 8am-9pm each day of our week of data 
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collection.  Since we were investigating how different stimulus can affect perception, the 
time of day matters as our ability to focus waxes and wanes at different times of day.  
People who are sleepy tend to trade accuracy of a task for speed (Horowitz et al. 2003).  
Anecdotally, subjects who came in toward the end of the day seemed to complete the 
testing slightly faster and could have possibly been feeling these effects.   
 
 
 
IV. Discussion –  
 
 Visual acuity is an ability that is central to the human experience, it allows us to 
see the visual information available to us in sharp detail.  As technology steadily 
progresses, our methods for assessing visual acuity for diagnosing visual abnormalities 
will change.  Currently, testing is done by way of Snellen, Landolt C, or other similar eye 
charts.  Integration of VR technology or computers in general may be a way of making 
visual acuity testing more accurate and time efficient.  Testing for visual acuity is usually 
quickly and easily performed if one has access to a modern facility.  The use of VR 
would have the advantage of mobility, but may be used in places that do not have access 
to quiet, separate rooms for every patient.  Previous studies have shown the cross 
modality of vision and audition, and this experiment sought to specifically investigate 
audition’s effect on visual acuity. (Vroomen et al. 2000).  In this experiment, I used the 
fifth version of a computer-based visual acuity test (Sensory Cyber Systems LLC; Orono, 
Maine) to assess visual acuity in a control environment (no sound) vs. environments with 
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either classical music (audio 1) or indiscernible human-voice background noise (audio 2).  
Each subject progressed through the experiment by first taking a base line test of five 
sets, and then each audio trial at five sets respectively (order of audio trails was 
randomized).  A set was considered the process that the program took to give one visual 
acuity score.  For each trial, this is repeated five times and the mean visual acuity score is 
used to represent that trial.  Those who had a standard deviation indicating a high 
variance (greater than 15 pixels) in baseline sets were not used in data analysis.   
 Statistical analysis of the results of this experiment showed non-significance, and 
indicated that under the tested conditions, audition did not affect visual acuity outcomes.  
Figure 3.2 graphically displays the averages of baseline, audio 1, and audio 2 trials by 
subject ID.  Most subjects display a high degree of overlap between standard error bars of 
each trial, indicating non-significance is likely.  In the case of subject 55 and 111, both of 
which had at least one case of two trial’s standard error bars not overlapping, were 
analyzed individually.  The results of the t-tests are displayed in table 3.3.  Overall, t-tests 
were run using the averages for each subject between baseline and audio 1 trials, baseline 
and audio 2 trials, and between audio 1 and audio 2 trials.  These calculations are 
displayed in table 3.4, and p-values were found to be much higher than any acceptable 
alpha value.  Because of this, we fail to reject the null hypothesis between each trial 
combination, and may assume overall non-significance.   
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A. Limitations –  
 
 Though we can draw conclusions based on statistical analysis and significance, it 
is important to keep the limitations of any investigation in mind.  Firstly, only fifteen 
subjects yielded results, and only 8 of those subjects produced data that could be used in 
analysis and statistical investigation.  All but one subject used were female, and all 
subjects fell within 18-21 years of age.  This subject pool was most likely not fully 
representative of the population at UMaine, let alone the general population of the state 
or country.  Additionally, this experiment only used two audio trials.  Were there time 
and resources, it would have been interesting to look at the comparisons across multiple 
genres of music and multiple forms of background noise; the findings from such 
additional investigation could either reinforce or dispute the conclusion of this 
experiment.   
 
B. Future Studies –  
  
 This experiment leaves the door open for many future routes of investigation.  
Since my experiment dealt only with the black on white open door color configuration, 
one could use a similar approach but include various color schemes.  Another interesting 
route may be to synchronize music’s tempo with the average window of response during 
the visual acuity testing (input every 1.5-3seconds).  This may be analogous in some 
ways to the Vroomen experiment, in which higher tones were synchronized with the 
display of the “target”.  One could then compare the results of visual acuity measures of 
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synchronized music to those obtained in presence of asynchronous tempos.  Yet another 
point of interest may be to do a similar study but with additional audio distractions.  This 
would greatly increase the time it would take each subject to complete testing but it 
would allow the experimenter to find a wider range of music/sounds that he/she thought 
may affect visual acuity.  In a similar vein, one could take the experiment out of the lab 
and into real world testing.  Using a VR mobile visual acuity platform (assuming work 
had already been done to show it is comparable to accepted Landolt C, or Snellen chart 
methods), one could test computer-based visual acuity measures in a quiet, clinical 
environment vs. in a noisier, more distracting environment.  Ultimately, these sorts of 
studies will not become relevant unless computer-based visual acuity measures become 
accepted as at least equivalent to current methods.   
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