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We study the infinite-temperature properties of an infinite sequence of random quantum spin
chains using a real-space renormalization group approach, and demonstrate that they exhibit non-
ergodic behavior at strong disorder. The analysis is conveniently implemented in terms of SU(2)k
anyon chains that include the Ising and Potts chains as notable examples. Highly excited eigenstates
of these systems exhibit properties usually associated with quantum critical ground states, leading
us to dub them “quantum critical glasses”. We argue that random-bond Heisenberg chains self-
thermalize and that the excited-state entanglement crosses over from volume-law to logarithmic
scaling at a length scale that diverges in the Heisenberg limit k →∞. The excited state fixed points
are generically distinct from their ground state counterparts, and represent novel non-equilibrium
critical phases of matter.
Quantum spin systems are central to condensed mat-
ter physics, underpinning aspects of the field as diverse
as the theory of quantum critical phenomena [1] to the
role of topology [2] and symmetry [3] in delineating
zero-temperature phases of matter. Much is therefore
known about their ground states and low-lying spectra.
More recently, spurred in part by the ability to experi-
mentally probe such systems in the absence of external
sources of equilibration [4], there has been growing inter-
est in understanding whether they can thermalize in iso-
lation [5, 6] — an issue dictated by the behavior of excited
states at non-vanishing energy density. Although most
isolated quantum many-body systems ‘self-thermalize’,
acting as their own heat bath, a handful of many-body
localized (MBL) systems – typically one-dimensional sys-
tems with quenched randomness [7–14] – instead exhibit
non-ergodic dynamics and quantum glassiness. In con-
trast to self-thermalizing systems, whose excited states
are highly entangled and classically incoherent, MBL
systems exhibit robust quantum coherence analogous to
gapped quantum ground-states — including short-range
(boundary-law) entanglement structure [15] and expo-
nentially decaying spatial correlations. These peculiar
properties enable MBL systems to violate many stan-
dard tenets of equilibrium statistical mechanics — rais-
ing the possibility of symmetry breaking and topological
order [15–18] and quantum coherent dynamics at infinite
effective temperature [18].
In this Letter, we construct and study an infinite fam-
ily of random quantum spin chains that, like MBL sys-
tems, exhibit non-ergodic quantum coherent dynamics
characterized by the absence of thermal transport. How-
ever, unlike ordinary MBL systems, whose eigenstates be-
have like gapped equilibrium ground states, these models
exhibit scale-free properties typical of zero-temperature
gapless or quantum critical one-dimensional systems in
arbitrarily high energy excited states — including power-
law decay of (disorder averaged) correlation functions
and logarithmic scaling of the entanglement entropy of
subsystems with their length. We dub these phases
“quantum critical glasses” (QCGs), since, in addition
to their scale-free critical properties, they exhibit slow
glassy dynamics characterized by power law scaling of
length L and the logarithm of time, t: log t ∼ Lψ, where
0 < ψ < 1 is a universal exponent characterizing the
QCG phase. For example, tunneling through a length L
QCG chain takes characteristic time log t ∼ Lψ; equiva-
lently, the entanglement growth at time t after a global
quench grows as S(t) ∼ log1/ψ t [10, 19–21].
As we show, the scale-free nature of QCGs enables an
asymptotically exact computation of their universal scal-
ing properties (e.g. the exponent ψ) of their dynamics
on long length or time scales via a real-space renormal-
ization group (RSRG) approach [10, 13, 21], providing a
rare example of analytically exact results in interacting,
disordered, and out-of-equilibrium systems. Specifically,
we consider random chains of anyonic spins [22–26], de-
scribed by a truncated version of the familiar SU(2) al-
gebra, SU(2)k, labeled by an integer k. The QCGs we
study appear as renormalization group (RG) fixed points
in this family of models, and include the anyonic duals
of familiar spin chains such as the random Ising (k = 2)
and Potts (k = 4) models, as well as an infinite number of
other examples that correspond to random analogs of the
minimal model and parafermionic conformal field theo-
ries (CFTs). These exhaust many of the familiar 1D uni-
versality classes with potential QCG analogs. The formu-
lation in terms of anyons is largely a matter of technical
convenience, enabling us to simultaneously compute the
properties for all k on the same footing and elucidate the
general scaling structure of a broad class of QCG fixed
points.
We find that while QCGs share many common fea-
tures with zero-temperature random critical points [27–
31], they generically have universal exponents that are
distinct from those of their zero-temperature counter-
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2parts. Thus, with the (non-generic) exception of the
previously studied Ising QCG [13], they represent new
dynamical phases or critical points that emerge only in
the out-of-equilibrium context.
As noted above, our primary tool is a real-space renor-
malization group (RSRG) procedure [27, 28, 31–33] that
has been used to study the ground state properties of
random-bond spin chains. The RSRG decimates cou-
plings in a hierarchical fashion in which strong bonds
are eliminated before weaker ones, either ‘decimating’
nearest-neighbor spins into singlets or ‘fusing’ them into
new effective superspins. The effective disorder strength
grows under this procedure, and so the resulting low-
energy behavior is asymptotically exact and is governed
by the so-called infinite randomness fixed point [28]. Our
strategy here is to adapt RSRG techniques to study the
behavior of highly excited eigenstates and the resulting
dynamics.
To this end, it is instructive to consider the single
prior example of a QCG: the critical point of the ran-
dom transverse-field Ising model. Ref. [13] generalized
the ground state RSRG technique [27] to study the en-
tire many-body spectrum by observing that at each step
in the decimation procedure, it is possible to project into
the excited-state manifold(s) rather than to the ground
state. This yields a choice of M possible decimations
for each bond (for instance, M = 2 for the random
transverse-field Ising model [13]). Formally, following
each choice leads to a rapidly branching ‘spectral tree’
of possible decimation paths, yielding Mnb approximate
eigenstates once all the nb bonds have been decimated.
The exponentially difficult task of constructing all these
possible states can be partially mitigated by Monte Carlo
sampling the spectral tree [13]. However, we will show
that such costly numerical sampling can be circumvented
by working in the limit of infinite effective “temperature”
where all eigenstates are sampled equiprobably – en-
abling closed-form analytic results. For entropic reasons,
in large systems this effective T = ∞ sampling is domi-
nated by states in the center of the many-body spectrum,
and hence is sensitive only to highly excited states. As
the RG proceeds, the characteristic energy gap shrinks,
and therefore the remaining spins dominate dynamics on
increasingly long time scales. This connects excited-state
RSRG (RSRG-X) to a related approach where the deci-
mation is implemented directly on the dynamics by ‘in-
tegrating out’ fast spins [10].
Models - Our goal is to construct fixed-point Hamilto-
nians for the RSRG-X. To this end, a convenient sequence
of models is provided by chains of SU(2)k anyonic “spins”
- that transform under “deformations” of the SU(2) sym-
metry of Heisenberg spins. Their T = 0 properties have
previously been analyzed using RSRG techniques, and
they provide a convenient language in which the RG rules
are transparent and simple to implement. The simplifica-
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FIG. 1. RG Results for Anyon Chains, obtained by
integrating (2) and (3) for an initial distribution P(S, 0) =
δS, 1
2
. (a) Fixed-point spin distribution P∗(S) as k → ∞
has universal scaling independent of P(S, 0). (b) rs(`) (top)
Π0(`) (bottom) for different k (the arrows indicate increasing
values of k). (c) RG trajectories for different k, arrow length
gives speed of flow.
tion is clear for the Ising (k = 2) case, where working with
SU(2)2 anyons (Majorana fermions related to spins by
the familiar Jordan-Wigner transformation) places two-
spin exchange and on-site fields on equal footing. As we
show below, each value of the integer parameter k that
appears in these models labels a distinct QCG, with dis-
tinct scaling behavior. The ‘deformation parameter’ 1/k
measures how far the model is from the k → ∞ limit of
SU(2) (Heisenberg) spins.
The irreducible representations of SU(2)k are labeled
by their “spin” j = 0, 12 , 1, . . . ,
k
2 , and obey modified fu-
sion rules truncated at level k: j1 ⊗ j2 = |j1 − j2| ⊕ · · · ⊕
min(j1 + j2, k − (j1 + j2)). Such SU(2)k algebras arise
naturally in the context of topological quantum compu-
tation [34]. Consider a one-dimensional chain of such
anyons [22, 23] with random couplings [24–26], each with
topological charge S = 12 and Hilbert space H given by
the set of fusion outcomes. Owing to the truncated fu-
sion rules,H for N anyons cannot be written as a tensor
product of local Hilbert spaces.
Since the renormalization procedure can generate
higher effective spins, it is necessary to work with gen-
eralizations of this truncated spin- 12 chain that allow the
spin Si on each site to take any value in { 12 , 1, . . . , k−12 }.
We work with the Hamiltonian [26]
H =
∑
i
JiQˆi =
∑
i
Ji
∑
S∈Si⊗Si+1
Ai(S)PˆS , (1)
where PˆS is the projector onto the fusion chan-
nel S in the fusion Si ⊗ Si+1. The differ-
ent fusion channels are weighted by Ai(S) =
31
4 ({S}2k + {S + 1}2k − {|Si+1 − Si|}2k − {Si+1 + Si + 1}2k),
where {x}k = sin
(
pix
k+2
)
/sin
(
pi
k+2
)
. Eq. (1) coincides
with Hamiltonian of the SU(2) Heisenberg model
(H =
∑
i JiS1 · S2) as k → ∞, since S1 · S2 =
1
2
∑
S∈S1⊗S2 [S(S + 1)− S1(S1 + 1)− S2(S2 + 1)] PˆS .
At strong disorder, each eigenstate of the chain can
be constructed by identifying the strongest bond and
choosing a fusion channel for its two spins, either forming
a singlet or creating a new effective superspin. Crucially,
apart from generating different spin sizes, such RSRG-X
transformations conserve the form of Hamiltonian (1).
Since the maximum spin size is bounded by k2 , for strong
enough initial disorder the RSRG-X scheme flows to
strong randomness and becomes asymptotically exact.
RSRG for excited states - Starting from (1), we
can derive the RSRG-X decimation rules explicitly and
construct the spectral tree of eigenstates [35]. At infi-
nite temperature a drastic simplification occurs: eigen-
states are equiprobable, so we can construct an average
RSRG-X eigenstate by decimating bonds hierarchically
and choosing a fusion outcome at each node of the spec-
tral tree with a probability proportional to the number of
branches descending from this node, given by the “quan-
tum dimension” dS ≡ {2S+1}k (analogous to the 2S+1
degeneracy of a Heisenberg spin S). The RG flow of the
spin distribution decouples from that of the bonds, en-
abling a simple computation of eigenstate entanglement.
This is in marked contrast to the Monte Carlo sampling
required at finite temperature, which entails performing
all decimations (involving both spin and coupling distri-
butions) leading to a single eigenstate in order to imple-
ment the Metropolis algorithm [13].
Let ` be the RG depth, defined such that the density
of spins at depth ` is n(`) = e−`. By examining the
distribution of undecimated (super)-spins, P(S, `), and
change in total number of spins upon fusing two spins
either into a superspin or a singlet [35], we find that at
RG depth `,
dP(S)
d`
=
1
1 + Π0(`)
[KS(`)− P(S, `)(1−Π0(`))] , (2)
where KS(`) =
∑
S1,S2 6=0, k2
dSP(S1)P(S2)
dS1dS2
δS∈S1⊗S2 is the
weighted probability of generating spin S, and Π0 =
K0 + Kk/2 is the probability of generating a singlet
(note that k/2 is also an SU(2)k singlet). The spin
distribution P?(S) at the fixed point is thus given by
K?S = P?(S)(1−K?0 −K?k/2). Solving this, we find that
P?(S) = d2S/
∑
S′ 6=0, k2 d
2
S′ . For large k, the fixed point
spin distribution has the scaling form P?(S) = 1kf( Sk/2 ),
with f(x) = 2 sin2 pix.
We also define the singlet participation ratio rs(`), i.e.
the probability that an original (‘UV scale’) spin resides
in a singlet at depth `. For rs(`) ∼ 1, all spins of various
sizes are essentially in singlets. As rs depends both on
L
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⇠
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FIG. 2. Excited state entanglement. We calculate the
entanglement entropy SA by counting singlets (top). SA ex-
hibits a crossover from volume-law (∼ L) scaling for L ξ(1)k
with ξ
(1)
k & k to logarithmic scaling for L ξ(2)k ∼ eαk
3
with
α = 1/4pi2.
the probability of generating a singlet at depth ` and the
probability that the spin is not already in a singlet [35],
drs
d`
= Π0(`)(1− rs(`)). (3)
These flow equations admit straightforward solution for
any initial spin distribution (see Fig. 1). The spin dis-
tribution P(S) flows very quickly to its fixed-point value
P?(S) (indicated by the plateau in Π0). Subsequently,
rs grows towards its fixed-point value. In the plateau,
Π0(`) ≈ Π?0 where (Π?0)−1 ∼ αk3 for large k, with the
universal pre-factor α = (4pi2)−1. The singlet partici-
pation ratio near the fixed point is therefore given by
rs(`) ≈ 1 − e−Π?0` so that all UV spins are in singlets
when Π?0` 1.
Entanglement - In order to investigate the dynam-
ics and address the question of thermalization, we focus
on the spatial dependence of the entanglement entropy
SA(|Ψa〉) in the excited eigenstates |Ψa〉 of (1). Specif-
ically, we define a measure of the entanglement entropy
of a subsystem A of size L at infinite effective tempera-
ture, SA =
1
N
∑N
a=1 SA(|Ψa〉) withN = dimH , though
we expect any suitable average over choice of sub-region,
disorder configuration, or eigenstates |Ψa〉 to give simi-
lar characterizations. Eigenstate thermalization requires
that SA scale with the volume of A, SA ∼ L. Sub-volume
scaling indicates non-ergodic dynamics implying the sys-
tem does not self-thermalize in isolation.
The random sampling RSRG-X procedure naturally
lends itself to a computation of the T →∞ entanglement
entropy, averaged over disorder. Consider an interval A
of the chain, of length L. For Π?0`  1, or equivalently
L  ξ(2)k ∼ eαk
3
with α = (4pi2)−1, almost all the orig-
inal UV spins inside A reside in singlets. Region A is
entangled with the rest of the system by singlets that
cross its boundary. The RG flow yields a constant num-
ber of boundary-crossing singlets added at each `. Thus,
up to a constant prefactor [25, 36], SA is given by count-
ing singlet entanglement up to scale ` = lnL, when all
4spins in A have been decimated [36]:
SA ≈
Lξ(2)k
∫ lnL
d`
∑
S 6=0, k2
P(S, `) [P(S, `) + P (k2 − S, `)]
d2S
ln dS .
(4)
The integrand in (4) quickly saturates to its constant
finite fixed point value, so that the excited-state entan-
glement scales as SA ∼ lnL in this regime.
If on the other hand L is much less than ξ
(1)
k , defined
as the scale at which the system starts noticing the finite
k truncations (ξ
(1)
k & k), the maximum superspin size
grows with L, so that one recovers the Heisenberg model
in this limit, which we argue below is thermal. In other
words, the system looks thermal SA ∼ L for L  ξ(1)k ,
but for large intervals L  ξ(2)k (universal regime), the
excited-state entanglement entropy scales logarithmically
(see Fig. 2), characteristic of random-singlet like ‘critical
points’ at zero [36] or finite [37] energy density [38].
We observe that in the k → ∞ Heisenberg limit, the
crossover scales ξ
(1)
k , ξ
(2)
k diverge, and the RG procedure
breaks down due to the growth of large spins [35]. Intu-
itively, we can imagine performing the RSRG until it is on
the verge of breaking down. This results in a renormal-
ized chain of large, weakly coupled spins, which behave
effectively classically and hence can be expected to ther-
malize [35, 39]. This is in accord with other suggestive
arguments [10, 17] that point to ergodicity, but now we
have recovered this from an RG approach that remains
controlled at any finite k as the Heisenberg limit is ap-
proached, and breaks down precisely at k =∞ when the
spins are allowed to grow without bound.
Critical Scaling - In order to extract the dynamical
scaling at the fixed point, we must understand the RSRG
flow of the distribution of coupling strengths. This re-
quires going beyond the simplified RG equations for the
spin distributions discussed so far. It is convenient to
define an energy scale Ω for the RG, set by the strength
of the strongest remaining bond. In units where Ω = 1
at the start of the RG, the fixed-point probability distri-
bution of bond strength βi = log
Ω
|Ji| at scale Γ ≡ log 1Ω
is ρ(β,Γ) ≡ 1Π?0Γe
−β/Π?0Γ, using standard RSRG tech-
niques [35]. Intuitively, the scaling is controlled by singlet
decimations (and hence Π?0) as these are the only ones
that renormalize the ρ(β,Γ) towards strong disorder. At
scale Γ, the change in the density of remaining spins
n(Γ) = e−` depends on the number of spins removed
while decimating the strongest bonds (with J = Ω), so
that
d`
dΓ
= ρ(0,Γ)(1 + Π?0). (5)
Solving this at the fixed point, we find that the typ-
ical distance between surviving spins increases as ∼
(Γ/Γ0)
1/ψ
with ψ = Π?0/(1+Π
?
0), implying glassy scaling
between time (t ∼ Ω−1) and distance: Lψ ∼ log t.
The tunneling exponent ψ is in general distinct from
the T = 0 value obtained from the ground state RSRG.
For the SU(2)k models, ψ
GS = 1k [26], which clearly dif-
fers from the results computed from the fixed points in
Fig. 1. This may be traced to the difference in fixed-
point singlet formation probabilities between T = 0 and
T = ∞. The sole exception to this is the k = 2 (Ising)
case, where, since all possible decimations lead to sin-
glets by our definition, Π∗0 = 1 and hence ψ =
1
2 inde-
pendent of the temperature. Though we defer a detailed
analysis to future work [40], we note that in many cases
these fixed points apparently have no relevant pertur-
bations and thus represent stable critical phases, rather
than fine-tuned critical points.
Discussion - We have constructed a set of infinite-
randomness fixed points and corresponding scaling lim-
its that control the dynamics of highly excited states of
SU(2)k spin chains at any k. These include the fixed
points that control the dynamics of disordered Ising and
three-state Potts models that can be mapped to the
k = 2 and k = 4 chains, respectively [40]. We thus un-
cover an infinite sequence of infinite-randomness critical
points/phases that are T =∞ analogs of the Damle-Huse
fixed points [31]. In all cases except the Ising model, non-
zero energy density is a relevant perturbation that takes
the system to a new fixed point with different critical ex-
ponents. While analytic results were obtained for states
in the center of the many-body spectrum, corresponding
to infinite effective temperature, we expect the universal
scaling properties to hold for all eigenstates with arbi-
trary non-zero energy density, ε, due to the following
reasoning.
To target states with energy density ε, the RSRG-X
can be approximately split into two stages. First, for
RG energy scale Ω ε, essentially all decimations yield
singlets as in ground state RSRG, resulting in a renor-
malized chain of predominantly S = 1/2 spins at scale
Ω ≈ ε. The remaining flow for Ω  ε has all couplings
much weaker than temperature and should essentially fol-
low the T →∞ behavior described above. This intuitive
argument establishes that the excited state QCG phases
persist through almost all states in the many-body spec-
trum, excepting the ground-state and a set of measure
zero low lying excited states. We leave a more detailed
study of universal aspects of the crossover for Ω ∼ ε, as
well as the possibility of energy density tuned delocal-
ization transitions between QCGs and self-thermalizing
ergodic phases for future work.
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I. SU(2)k ANYONS AND DECIMATION RULES
For the purposes of this paper, SU(2)k may be viewed as a “quantum deformation” of SU(2)
that serves to bound the spin size in a controlled way. The irreducible representations of SU(2)k
are labeled by their “spin” j = 0, 12 , 1, . . . ,
k
2 , and obey modified fusion rules ‘truncated at level k’:
j1 ⌦ j2 = |j1   j2|   · · ·   min(j1 + j2, k   (j1 + j2)). We study one-dimensional chains of such
‘anyons’2,3 with random couplings4–6, each with topological charge S = 12 . The Hilbert spaceH of
the chain is then spanned by the basis states |. . . ji 1ji . . . i where ji 1, ji 2 {0, 12 , 1, . . . , k2} and ji
is contained in the fusion product of ji 1 with S = 12 . Owing to the truncated fusion rules, H for
N anyons cannot be written as a tensor product of local Hilbert spaces, in contrast to conventional
SU(2) spins.
A. Fixed point Hamiltonians
Since the RG rules can generate arbitrarily high spins, is necessary to work with generalizations
of this truncated spin-12 chain that allow the spin Si on each site to take any value in {12 , 1, . . . , k 12 },
and consider configurations in which ji 2 ji 1 ⌦ Si. We work with the Hamiltonian introduced in
Ref. 6,
H =
X
i
JiQˆi,i+1 =
X
i
Ji
X
S2Si⌦Si+1
Ai(S)PˆS , (S1)
where PˆS is the projector onto the fusion channel S in the fusion Si ⌦ Si+1, that can be ex-
pressed in the basis introduced above using “F -moves” (to be defined shortly). The operator
Qˆ is the same as the truncated dot product introduced in the main text. The di↵erent fusion
channels are weighted by Ai(S) =
1
4({S}2k + {S + 1}2k   {|Si+1   Si|}2k   {Si+1 + Si + 1}2k),
where {x}k = sin
⇣
⇡x
k+2
⌘
/sin
⇣
⇡
k+2
⌘
. (S1) recovers the Heisenberg chain as k ! 1, since
S1 ·S2 = 12
P
S2S1⌦S2 [S(S + 1)  S1(S1 + 1)  S2(S2 + 1)] PˆS . While Eq.(S1) was originally intro-
duced in Ref. 6 as an RSRG-invariant Hamiltonian for anyons, the connection to the Heisenberg
model as k !1, to the best of our knowledge, has not been previously noted.
It is convenient to introduce a graphical depiction of the Hilbert space in which the fusion rules
are simply represented by the merging of particle lines labeled by a particular spin representation.
For SU(2)k, in contrast to more complicated theories, there is a single way to fuse an anyon into
each of its outcomes. We may represent the ‘link basis’ states that span the Hilbert space pictorially
by a trivalent graph whose ‘legs’ are the site spins, and whose links are labeled by the possible
fusion outcomes of the spins to the left (Fig. S1). The projection operator onto a particular fusion
channel of a pair of anyons has a simple graphical representation, also shown in Fig. S1, upto an
undetermined constant that is fixed by normalization of the projector. Such fusion diagrams may
2be simplified by using a set of simple identities: the ‘no tadpole’ rule that dictates the vanishing
of any graph with a closed loop that can be detached by a single bond; the ‘loop rule’ that allows
us to replace a closed loops of anyon m by a factor equal to the quantum dimension dm; and
the ‘F -move’ that expresses how to relate the two independent fusion paths in combining three
particles into a fourth, that involves an F -matrix (also called a 6j-symbol, see e.g. Ref. 6). These
rules are depicted graphically in Fig. S2.
The bond strengths Ji are strongly random. The precise distribution of J is unimportant, but
for concreteness we take the logarithm of couplings to be distributed according to: P (log J 1) =
1
W e
  log J 1
W . The parameter W indicates the standard deviation in the order of magnitude of the
couplings, Ji, and is a convenient measure for the strength of disorder. We start with all spins-
1
2 ,
but will soon see that spins of arbitrary size are generated in the RSRG procedure.
For strong disorder (W   1), each eigenstate of the chain can be accurately constructed via a
real-space renormalization group (RSRG) procedure that begins by identifying the strongest bond
with strength JS and choosing a fusion channel for its two spins (Fig. S3a). For strong disorder,
W   1, the neighboring bonds on the left (L) and right (R) are typically much weaker than the
strong bond (JL/R ⌧ JS) and are therefore unable to dynamically alter the chosen fusion channel.
If the strong bond spins fuse to a singlet (S = 0, k2 ), then they drop out of future stages of the RG.
Virtual excitations of this frozen singlet then mediate e↵ective coupling J˜ ⇡ A(S, SL, SR)JLJRJS ,
between the neighboring spins. Here A is a J-independent function of spin sizes whose precise
form will be unimportant at strong disorder. Another possibility is that the strong bond spins
fuse to a “superspin” of size S 6= 0, k2 , which continues to participate in later stages of the RG
and interacts with its neighboring spins via renormalized coupling J˜L/R ⇡ B(S, SL/R)JL/R. The
coe cient B can take either sign, but this will turn out to be unimportant for dynamics in highly
excited states. Crucially, apart from generating di↵erent spin-sizes, each RSRG step preserves the
form of the Hamiltonian (S1).
B. Decimation rules
We emphasize that the general form of the decimation rules is entirely dictated by the structure
of perturbation theory, and that the precise coe cients appearing in the renormalized couplings
are not important at large disorder. Nevertheless, we give the explicit form of the decimation rules
below for concreteness. This first part of our discussion very closely parallels that of6, but we
reproduce the details here for completeness; we caution the reader that we use a di↵erent notation,
in particular di↵ering on the definition of b. . . ck and {. . . }k.
In deriving these decimation rules, we consider the case k odd, where we can restrict ourselves
to integer spins to make the calculation a bit simpler, but the final results hold for even k and
half-integer spins as well. The easiest way to phrase the decimation rules is in terms of projection
operators; in essence, we project the spins on a strong bond into a specific fusion channel and
PˆS = cS
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FIG. S1: Graphical Notation for Anyons. (Left) SU(2)k link basis state; each link may be labeled by a
possible fusion outcome of the anyons located on the ‘legs’ of the figure. (Right) Projector onto the spin-S
fusion channel, PˆS ; the corresponding normalization cS is fixed by requiring Pˆ
2
S = PˆS .
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FIG. S2: Rules for simplifying fusion diagrams. (a.) ‘No tadpole’ rule. (b.) ‘Loop rule’. (c.) ‘F -move’.
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FIG. S3: RSRG approach to quantum critical glasses. (a) RG rules for combining two spins S1, S2
coupled by a strong bond JS into a new spin S, or into a singlet, and corresponding renormalized couplings
for adjacent spins SL, SR. (b) Sketch of RG procedure on a sample 4-site chain demonstrating how at each
step there are additional possibilities for the e↵ective spin and the spectral tree obtained from the RG for
the same chain. (c) Sketch of typical random-singlet excited state in the quantum critical glass; singlet
bonds (thick red lines) are between ‘superspins’ (colored circles) formed from combining lattice scale spins
(black circles) through non-singlet fusion channels (thin black lines).
then compute the coupling of the fused spins with the remaining ones using perturbation theory.
This procedure is most conveniently implemented using the graphical representation of the fusion
procedure introduced above, and is especially transparent once one realizes that (S1) may be
rewritten by inverting an F -move, so that the operator Qˆi,i+1 represents the exchange of the ‘1’
anyon between sites i, i + 1 (indeed, this is how the form of H was originally inferred6.) The
graphical depiction of the operator Qˆi,i+1 ( rewritten as an anyon exchange) is given in Fig. S4.
We first explain how to handle first-order decimations. Consider the case where two spins S1
and S2 fuse to a new e↵ective spin S; we wish to compute, for instance the e↵ective coupling J˜R
between the spin SR on the right of S2 and S in terms of JR, the old coupling between SR and S2
(the results for J˜L in terms of JL are similar and so we do not show them explicitly.) The fusion of
S1 and S2 is captured by the projection operator Pˆ
12
S , and the corresponding renormalized coupling
is given by Pˆ 12S Qˆ23Pˆ
12
S (see Fig. S5(a)). By performing a (rather tedious) sequence of F -moves, we
find that the coupling between the composite spin S and SR takes the form J˜RQˆSSR , with
4Qˆi,i+1 =
i i+ 1
1
FIG. S4: The Qˆ-operator that defines the truncated dot product. The operator acts on nearest-
neighbor sites and can be rewritten as a sum of projectors using an F -move. Note that it is nonzero only
when the fusion rules are obeyed at its vertices.
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FIG. S5: Decimation rules in the graphical representation6. (a.) First-order decimation when spins
S1, S2 fuse to a new spin S. In order to determine the e↵ective Hamiltonian between the composite spin S
and SR, we need to compute Pˆ
12
S Qˆ23Pˆ
12
S ; using a a sequence of F -moves within the red box, we can show
that this is J˜RQˆSSR , i.e. has the same form as the original Hamiltonian. The explicit form of J˜R is given
in (S2). (b.) Second-order decimation, where spins S1 = S2 = S fuse to a singlet. Once again, a series
of F -moves may be employed and after a tedious computation we can show that the e↵ective Hamiltonian
between SL, SR is Je↵QˆSLSR , with Je↵ given by (S6).
J˜R =
{S2 + S   S1}k{S1 + S2 + S + 2}k   {S1 + S2   S}k{S1 + S   S2}k
{2S}k{2S + 2}k JR. (S2)
In the k !1 limit, we recover
J˜R =
S(S + 1) + S2(S2 + 1)  S1(S1 + 1)
2S(S + 1)
JR, (S3)
which concurs with the result for conventional SU(2) Heisenberg spins, as expected.
Let us now imagine that the two spins S1 = S2 = j fuse to a singlet with topological charge
(spin) 0. If we denote the adjacent spins on either side of the strongly coupled bond to be SL, SR,
then we may write the 4-spin Hamiltonian H4 in suggestive form: H4 = H0+H
0, where the ‘bare’
Hamiltonian has a strong bond coupling S1, S2, and H
0 denotes the weak residual couplings,
H0 = J2(Qˆ23   hQˆ23i), H 0 = JLQˆ12 + JRQˆ43, (S4)
where hQˆ23i denotes the expectation value of Qˆ23 in the state when the two spins fuse to the trivial
state. Using second-order perturbation theory we find that the e↵ective Hamiltonian between SL,
SR takes the form
He↵ =   1
⌦
Pˆ 120 H
0(1  Pˆ 120 )H 0Pˆ 120 , (S5)
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FIG. S6: Left: Example of RG tree construction of the many-body eigenstates of a strongly disordered
Fibonacci anyonic chain (k = 3), and comparison to exact diagonalization results (in red). Right: k
dependence of the crossover scale ⇠
(2)
k , the blue line is the prediction ⇠
(2)
k ⇡ ek
3/(4⇡2). Inset: Length scale Lk
at which ⇧0(`) saturates to its fixed point value ⇧
?
0 as a function of k: `k = lnLk grows very slowly with k.
as depicted graphically in Fig. S5(b). After a tedious calculation, we find that once again we may
write the Hamiltonian between the residual spins in the original form, He↵ = Je↵QˆSLSR , with
Je↵ =
2
{3}k
JLJR
⌦
(S6)
⇥ {2j}k{2j + 2}k{2j}k{2j + 2}k   {2j   1}k{2j + 3}k + 1 .
In the Heisenberg limit, this becomes
Je↵ =
2
3
j(j + 1)
JLJR
⌦
. (S7)
Whereas the j-dependent prefactor is bounded by ⇠ k2, the factor of JLJR⌦ has typical value
e (1+⇧?0)  at RG energy scale  . Hence for     log k, one can neglect the j-dependent prefactor
in the renormalized couplings. Thus, for finite k there is no distinction in the asymptotic RSRG-X
flows between decimating the bond with the strongest coupling, Ji, or that with the largest energy
gap, ⇠ j(j + 1)Ji. This allows us to separate the flow of spin- and bond- distributions below.
II. FLOW EQUATIONS AND STRONG DISORDER FIXED POINT
Iterating the renormalization procedure generates a tree of fusion choices (Figs. S3b and S6a),
each branch of which corresponds to a di↵erent many-body eigenstate. Sampling these eigenstates
equiprobably results in enormous simplifications that enable analytic progress. This averaging is
analogous to working at infinite temperature, and for large systems is overwhelmingly dominated
by states in the middle of the many-body spectrum (as there are exponentially more states there
than at any other energy for entropic reasons, c.f. Fig. S7). Such equiprobable sampling of
eigenstates (tree branches) is accomplished by weighting each fusion choice (tree node) by the
fraction of branches descending from this node. Specifically, two spins S1, S2 are fused to spin S
with probability proportional to the quantum dimension dS of the new spin.
6E
Emax
Emin
S(E)
N(E) ⇠ eS(E)
“T” =1
FIG. S7: Infinite “Temperature” Sampling. The microcanonical entropy, S, as a function of many-
body energy, E, is expected to be sharply peaked (e.g. adopting a Gaussian profile) at the center of the
many-body spectrum. Since the number of many body states scales as N(E) ⇠ eS(E), almost all states
are contained near this entropy peak in the limit of large system size, and hence our equiprobable sampling
RSRG-X scheme is dominated by states near this energy.
A. Spin distribution
This RSRG procedure generates superspins of various sizes, characterized by a distribution
P(S) that will depend on the RG scale ` introduced in the main text. To derive the flow equation
for the spin distribution, we start with N spins of various sizes and perform n RG steps. Each
step follows a fusion channel with a probability pSS1S2 =
dS
dS1dS2
 S2S1⌦S2 , where dS = {2S + 1}k
is the quantum dimension of anyon S. The change in the number of spins of size S is then
 N(S) ⇡ n
h
 2P(S) +PS1,S2 pSS1S2P(S1)P(S2)i, where P(S) = N(S)/N is the fraction of spins
of size S before implementing the RG steps. This implies that the probability distribution changes
by
 P(S)
n/N
=
X
S1,S2
pSS1S2P(S1)P(S2)  P(S)
2641  X
S0 6=0, k
2
P(S0)2
d2S0
 
X
S0 6=0, k
2
P(S0)P  k2   S0 
dS0d k
2
 S0
375 . (S8)
This gives the change in the probability distribution with respect to the number of RG steps. We
would like to rewrite this expression in terms of the log of the number of spins left compared to
the number of spins we started with: ` =   lnN 0/N0. Proceeding analogously to the previous
calculation, we find that  ` =   ln N+ NN ⇡   NN can be expressed as
 ` =
n
N
2641 +X
S 6=0
P(S)2
d2S
+
X
S0 6=0, k
2
P(S0)P  k2   S0 
dS0d k
2
 S0
375 . (S9)
Assembling these expressions, we find
dP(S)
d`
= lim
n!0
 P(S)
 `
=
1
1 +⇧0(`)
[KS(`)  P(S) (1 ⇧0(`))] , (S10)
as claimed in the main text.
B. Singlet Participation Ratio
We now compute the flow of the singlet participation ratio rs(`), defined as the probability that
a microscopic (UV scale) spin resides in a singlet at RG depth `. When this becomes O(1), we are
7in the singlet dominated regime. To this end, we define the following quantities. Let N0 be the
initial number of spins and N(`) be the remaining number of super-spins after running the RG for
length `, and let s¯(`) be the average number of microscopic spins that make up a surviving “super-
spin” at scale `. After change in RG scale  `, the change in the number of spins participating in
singlets is given by
 rs(`)N0 =
1
2|{z}
2 spins/singlet
⇥
h
N0e
 ` `
i
| {z }
# spins decimated
⇥ ⇧0(`) ⇥ (2s¯(`))| {z }
# UV spins involved in new singlet
, (S11)
from which we find that
drs
d`
= e `⇧0(`)s¯(`). (S12)
On the other hand, at depth `, there are N0e
 ` spins remaining, which are formed from
(1  rs(`))N0 UV spins. Therefore, the typical number of microscopic spins making up each
surviving super-spin is:
s¯(`) = (1  rs(`)) e`, (S13)
Combining the above gives
drs
d`
= ⇧0(`) (1  rs(`)) . (S14)
C. Fixed-point spin distribution
The spin distribution, P(S, `), quickly asymptotes to a steady-state form: P?(S) =
d2S/
P
S0 6=0,k/2 d
2
S0 as discussed in the main text. We find that one can deduce most of the im-
portant properties of the strong disorder phase from the spin distribution P?(S) alone. From
P?(S) it is straightforward to compute the probability of decimating a strong bond into a singlet
(fusing to spin 0 or k2 ), which asymptotes to ⇧
?
0 =
⇣
1
2
P
S 6=0,k/2 d
2
S
⌘ 1
. This quantity plays a
key role in determining scaling properties of the strong disorder phase. In particular, it dictates
the k-dependence of the crossover scale ⇠
(2)
k defined as the scale at which the singlet participation
ratio rs(`) becomes O(1). Since rs(`) ⇡ 1   e `⇧?0 near the fixed point, we have ln ⇠(2)k = (⇧?0) 1.
Using the universal scaling of the spin distribution P?(S) = 1kf(2S/k)) at the fixed point, with
f(x) = 2 sin2 ⇡x, we find that ⇧?0 for large k scales as (⇧
?
0)
 1 ⇠
k!1
k3
2⇡2
R 1
0 dx sin
2(⇡x). Therefore,
⇠
(2)
k ⇠ exp
 
↵k3
 
, with ↵ =
1
4⇡2
⇡ 0.0255. (S15)
The universal prefactor ↵ is completely characterized by the spin distribution P? at the fixed point.
The resulting eigenstate for L   ⇠(2)k has a strongly random pattern of singlets formed between
super-spins, with a broad distribution of singlet bond sizes (see Fig. S3c). This random-singlet
state has all the properties of a zero-temperature random quantum critical point: for example, it
exhibits power law scaling of (disorder averaged) correlation functions7,8, and critical scaling of
(disorder averaged) entanglement entropy for sub-regions of size L: S(L) ⇠ logL.9 Remarkably,
we find that every eigenstate in the spectrum of the anyon chains exhibits these quantum critical
properties typically associated only with zero-temperature quantum phases. Hence, we see that
the strong disorder phase of these random anyonic spin chains does not reach thermal equilibrium,
8and is not governed by the laws of thermodynamics. We refer to such a non-ergodic system as a
“quantum critical glass”.
Note also that ⇧0(`) saturates to its fixed point value ⇧
?
0 with a length scale Lk = e
`k that is
much smaller than ⇠
(2)
k (so that the expression rs(`) ⇡ 1   e `⇧
?
0 becomes very quickly justified).
Both length scales ⇠
(2)
k and Lk are plotted in the right panel of Fig. S6.
D. Coupling distribution and dynamics
A more detailed understanding of the strong disorder phase can be obtained by analyzing how
the distribution of bond strengths evolves along the RSRG flow. For this purpose, it is convenient
to define an energy scale for the RG, ⌦ (we choose units in which ⌦ ⌘ 1 at the start of the RG),
and to work with logarithmic variables   = log 1⌦ and  i = log
⌦
|Ji| . Denoting the probability of
having bond strength   at energy scale   by ⇢( , ) one can derive the evolution of ⇢ with energy
scale  :
@⇢( , )
@ 
=
@⇢( , )
@ 
+ ⇢(0, )

⇧?0
Z  
0
d 0⇢( 0, )⇢(     0, ) + (1 ⇧?0)⇢( , )
 
. (S16)
The first term simply maintains the normalization of the bond probability distribution. The
second, bracketed term in (S16) represents the probability that the strongly-bonded spins fuse
to a singlet (⇠ ⇧?0) or residual super-spin (⇠ (1 ⇧?0)), thereby producing a renormalized bond-
strength J˜ = e  / . In (S16), we have neglected the spin-dependent prefactors A,B, as these
are unimportant in the limit of strong disorder. Note that we have also assumed that the spin
distribution is already converged to its fixed point value P?(S) so that ⇧?0 does not depend on  .
(The rapid convergence of P to P? is clearly observed in the RG flows shown in the main text.)
Despite its complicated integro-di↵erential character, (S16) is readily solved by the simple function
⇢( , ) =
1
⇧?0 
e  /(⇧
?
0 ), (S17)
similarly to the T = 0 case7,8. As the flow progresses, the e↵ective disorder strength increases as
W ( ) = ⇧?0  due to the bond renormalizations. Hence we see that as long as the initial disorder
is su ciently strong, the system flows to an infinite-randomness fixed point where the RSRG
procedure becomes asymptotically exact. Note that we chose to only keep track of the absolute
value of the couplings Ji. It is also possible to follow the distributions of both ferromagnetic and
antiferromagnetic couplings independently to show that at the fixed point, couplings are either
ferromagnetic or antiferromagnetic with equal probability.
The quantities P⇤(S) and ⇢( , ) completely characterize the long-distance universal properties
of the strong disorder phase. In particular, the dynamical scaling properties of the strong disorder
fixed point are readily extracted from ⇢( , ) and from the relation between the RG scales ` and
 : d` = (1+⇧?0)⇢(0, )d . As discussed in the main text, this implies the following scaling relation
between energy and distance   ⇠ L with  = ⇧?0/(1+⇧?0). From this, we deduce that the typical
coupling between bonds separated by length L  1 is
J(L) = e [ (L)+
R
d   ⇢( , (L)] ⇡ e (1+⇧?0) 0L , (S18)
where  0 in the UV RG scale corresponding to L = a (lattice spacing). Hence the critical properties
of the strong-disorder phase are characterized by the logarithm of energy scaling like a power law in
distance, with characteristic exponent  . This power law scaling of log-energy is very di↵erent from
9the usual power law relation between energy and distance found in clean or weakly random critical
points, but is typical for infinite-randomness fixed points5–8,11. The exponent  characterizes the
dynamics of the system, and appears for example in the slow entanglement growth ⇠ log1/ t after a
global quench10,12 – except for the Ising case k = 2, see below. Note that the stretched-exponential
form of the interactions (S18) can also be used to argue that resonances that could proliferate and
lead to delocalization are irrelevant at the infinite disorder fixed point10.
We also note that  tends to 0 in the Heisenberg limit k !1. This indicates that the log-time
to tunnel through a length L chain of Heisenberg (k = 1) chain is faster than any power-law in
L. This strongly suggests algebraic dynamical scaling relation between length and time with finite
dynamical exponent z, and provides further evidence that the Heisenberg chain is delocalized
(and hence thermal) for arbitrarily strong disorder, supporting the semiclassical arguments and
numerical breakdown of RSRG-X described below.
While our RSRG procedure simplifies dramatically for highly excited states near the center of the
many-body spectrum, results for lower-energy eigenstates in the tails of the spectrum with energy
density E may be approximately obtained by following the ground-state RSRG procedure to scale
⌦ ⇡ E, and then continuing with the highly-excited state RSRG procedure for lower energy scales.
This argument suggests that energy density is a relevant perturbation to the ground-state fixed
point, and that the dynamical scaling properties exhibit a crossover, with the infinite-randomness
exponent evolving from the ground state value  GS = 12 (antiferromagnetic couplings) or  
GS = 1k
(ferromagnetic couplings) to the excited state result  = ⇧?0/(1 + ⇧
?
0) on characteristic length
scales L ⇠  log 1E   GS . At face value, a more quantitative analysis of the intermediate energy
spectrum requires numerical Monte Carlo sampling of the RSRG spectral tree (though analytic
simplifications may be possible) and is left for future work.
E. Special Case - Ising Model
The Ising model for k = 2 is exceptional in a two ways. First, the ground-state log-dynamical
exponent  GS coincides with the excited state one,  =
1
2 . Second, the Ising model is the only
member of the family of SU(2)k which can be mapped to non-interacting fermions. Specifically,
we note that, for k = 2, as written (S1) is a free-fermion Hamiltonian with a fully integrable
spectrum. Strictly in this non-interacting limit, we do not expect a delocalized phase for any
disorder strength. To move away from this fine-tuned point, we imagine adding weak interactions
(e.g. a J 0 xi  
x
i+1 term) that break integrability and produce a non-integrable thermal liquid phase
at high temperature and weak disorder. Such perturbations are irrelevant at strong disorder, and do
not disturb most of the scaling properties of the quantum critical glass. Interactions are, however,
crucial for the dynamics of dephasing, which does not occur in non-interacting localized systems.
For the Ising model, therefore, the dephasing dynamics are set by the scaling dimension of the
leading irrelevant interaction term12 rather than the log-dynamical exponent  that governs the
decay of typical correlation functions. Interactions are also required to obtain an ergodic, thermal
phase at weak disorder.
F. Some remarks on standard numerical methods
We now briefly comment on potential numerical checks of our results. We first point out that
numerical methods like the density matrix renormalization group (DMRG) or quantum Monte
Carlo are not ideal to study many-body localization properties since they do not give access directly
to excited states. Moreover, we expect that Monte Carlo simulations would easily get stuck in
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metastable configurations because of the inherent “glassy” nature of the problem. Therefore, exact
diagonalization will likely be the most appropriate tool to look for infinite randomness critical
properties in highly excited states. Another possibility to verify our results would be to investigate
the dynamics of anyonic chains using the time-dependent DMRG (or some other time-evolution
method based on matrix product states). In both cases, we emphasize that accessing the universal
infinite randomness (localized) regime L   ⇠(2)k may be challenging because of the length scale
⇠
(2)
k that we predict to be of order ⇠ 16 sites already for k = 3. It would be very interesting to
check whether the excited-state criticality predicted in our work can be observed in the random
Fibonacci chain k = 3 using these numerical methods.
III. RSRG-X FOR THE RANDOM-BOND HEISENBERG MODEL
We briefly discuss some of the pitfalls in applying RSRG-X to the random-bond Heisenberg
model, As in the anyon case, we allow for the formation of higher spins by considering the on-
site spin as an additional random variable, and tracking the RG flow of the spin distribution,
in addition to that of the bond strengths (see also13,14). The most general decimation step now
involves a strong bond between two arbitrary spins S1, S2 that fuse to yield a new spin S 2 {|S1 
S2|, . . . , S1 + S2}. Consider the Heisenberg Hamiltonian for four successive spins SL,S1,S2,SR,
given by H = JLSL · S1 + JSS1 · S2 + JRS2 · SR, where we assume JS   JL, JR. Except in the
case when two identical spins fuse to a singlet, the e↵ective coupling is obtained by first-order
perturbation theory and is He↵ = J˜LSL · S+ J˜RS · SR, with J˜L,R = S(S+1)±S1(S1+1)⌥S2(S2+1)2S(S+1) JL/R.
In the case when S1 = S2 and they form a singlet (Fig. S3(a)), a second-order calculation gives
He↵ = Je↵SL · SR, with Je↵ = 2S1(S1+1)3 JLJRJS .
That the resulting RSRG-X procedure is fatally flawed is especially clear at infinite temper-
ature, where we can sample the tree at random, picking each of the fusion outcomes S at each
decimation step with a probability proportional to its degeneracy, i.e., 2S + 1. The resulting flow
is straightforward to determine numerically, but we sketch the intuition first. Under the random
decimation, we will certainly generate some fraction of large spins. Qualitatively, the formation
of increasingly large spins apparently leads to a breakdown of the RG, since a large spin leads
to a large e↵ective coupling, contrary to the perturbative justification given for the decimation.
However, it is possible that the flow is such that the combination of the spin and the bare couplings
that give the e↵ective coupling remains small.
To clarify the situation, we simulated the infinite-temperature RG procedure on a 103-site chain,
holding the length fixed by replacing decimated spin(s). The extra spin(s) are added at a distance
L/2 from the strong bond to avoid any accidental correlations between them and the bond being
decimated. The new spins and their couplings are chosen randomly from the spins in the previous
distribution, excluding those on or adjacent to the strong bond being fused. For large systems, one
expects that these are representative of the true distributions so that this process approximates
sampling the latter, but without the additional cost of fitting the spin-distribution at every step of
the RG procedure. To preserve the correlation between spins and couplings, when we add a new
spin with spin-size Si equal to that of site i in the chain, we couple the new spin to the rest of the
chain with strength equal to Ji,i+1.
Fig. S8 shows the evolution of mean spin size, S¯, and error in neglecting higher-order contribu-
tions to Je↵, J˜L/R over the course of 10
4 RG steps. Here we define the error for a given RG step as
Je↵
JS
or
(JL/RSL/RS1/2)
2
JSS2J˜L/R
when two spins are fused to a singlet or non-vanishing spin respectively. The
data clearly show that the unbounded growth of spin size produces a breakdown in the validity of
the RSRG-X scheme. It is natural to expect a resulting delocalized thermal phase, since the RG
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FIG. S8: Breakdown of RSRG for the Heisenberg model. The mean residual spin S¯ (top) and the
RG error (bottom) grow under the RG, indicating its breakdown.
breakdown is caused by a proliferation of resonant bonds (with JL,R ⇠ JS) that can coherently
transport energy.
To gain further insight into the fate of the high-temperature Heisenberg chain, consider running
the RSRG-X procedure until it just before it begins to break down. This results in an e↵ec-
tive Heisenberg model with a broad distribution of large superspins with weak residual couplings.
These large spins behave essentially classically, since the quantum mechanical uncertainty in spin
orientation for a spin-S object is suppressed as 1/S. Conventional wisdom holds that one di-
mensional spin systems with local interactions (particularly those with isotropic continuous spins)
cannot form a glassy state with non-ergodic dynamics15, further supporting the hypothesis that
the random-bond Heisenberg chain thermalizes at high energy density (see also10 and16 for similar
hints in this direction).
From the preceding discussion, it is clear that the unbounded growth of spins under RSRG-X
leads inevitably to the breakdown of perturbation theory. It is tempting to control this growth
by simply imposing a cuto↵ so that spins above a certain Smax are discarded. However, it is
straightforward to see that this leads to inconsistencies in the ‘fusion rules’ for angular momentum
addition. Instead, we may truncate SU(2) in a controlled way by “deforming” the group to its
quantum version, SU(2)k: in other words, the anyon models studied in the main text serve as
truncations of the Heisenberg model. The conclusions that may be drawn from taking their k !1
limit are discussed in the main text.
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