Abstract-In this paper, we incorporate the concept of fuzzy set theory into the support vector regression (SVR). In our proposed method, target outputs of training samples are considered to be fuzzy numbers and then, membership function of actual output (objective hyperplane in high dimensional feature space) is obtained.
INTRODUCTION
Regression analysis is a useful estimation method. This analysis is performed to evaluate the functional relationship between input (independent or explanatory) and output (dependent or response) variables, thus assuming that the difference between the observed and estimated dependent variables is due to random errors. Traditionally, the observations are assumed to be crisp.
In many real-world applications, available information is often uncertain, imprecise, and incomplete and thus usually is represented by fuzzy sets or a generalization of interval data. For handling interval data, fuzzy regression analysis is an important tool and has been successfully applied in different applications such as market forecasting [1] and system identification [2] . Fuzzy regression, first developed by [3] in a linear system, is based on the extension principle. In the experiments that followed this pioneering effort, [4] used fuzzy input experimental data to build fuzzy regression models. A technique for linear least squares fitting of fuzzy variables was developed by [5, 6] , giving the solution to an analog of the normal equation of classical least squares. A collection of relevant papers dealing with several approaches to fuzzy regression analysis can be found in [7] . In contrast to the fuzzy linear regression, there have been only a few articles on fuzzy nonlinear regression [8] [9] [10] [11] [12] [13] [14] [15] [16] . In this paper, we discuss multivariate fuzzy nonlinear regression by support vector machine. Support vector regression (SVR) [17] [18] [19] is used in the function estimation and time-series prediction applications.
In [13] , the concept of fuzzy set theory was incorporated into the SVR model. They proposed three models in their paper. In their first model, the bias term, the target output , and the components of input , were considered to be an especial type of fuzzy numbers, namely triangular fuzzy numbers. Pre-assumption on type of fuzzy target output and fuzzy input is a limitation and pre-assumption on type of the fuzzy bias term makes their model inaccurate. Indeed, membership function of the fuzzy bias term must be obtained according to fuzzy training data (input and target output). Moreover, the components of the weight vector, and the slack variables were considered to be crisp which is another limitation of this model. In their second model, the bias term were considered to be crisp. Thus, this model is also an especial case of the first model and has the limitations of the first model. Moreover, the first and the second models were solved only in the input space. Therefore, their model can be used only to estimate a linear function according to training data. In their third model, which was solved in high dimensional feature space, only the bias term and components of the weight vector were considered to be fuzzy numbers. In other words, the target output and the component of input were considered to be crisp.
In [8] , the concept of fuzzy set theory was also incorporated into the SVR model. In their proposed model, the bias term, the components of weight vector and the target output data , were considered to be triangular fuzzy numbers. Again, the pre-assumption on the type of fuzzy target output is a limitation and pre-assumption on type of the fuzzy bias term and the components of weight vector makes their model inaccurate.
In our proposed method, the target output is considered to be an optional type of fuzzy number and the membership function of actual output (objective hyperplane in high dimensional feature space), the slack variables, the bias term and the components of weight vector are obtained based on Liu's method [20] .
Organization of this paper is as follows: In section 2, will be paid to some preliminaries and in section 3, our novel method will be explained. Section 4 shows experimental results. Finally, section 5 concludes the paper. . is a mapping function that maps the input space to a high dimensional feature space. The constraints of this program allow a deviation between the target output and the value of the approximated function, = + . The slack variable is used for exceeding the output value by more than and for being more than below the output value. The penalty term determines the trade-off between the magnitude of the margin and the estimation error of training data.
III. OUR PROPOSED METHOD

A. Problem Definition
Consider the following training set: , it suffices to find the right shape function and left shape function of , which is equivalent to find the upper bound and the lower bound of objective function at each -cut, named and , respectively [20] . These bounds can be determined from the following two-level mathematical programming models: 
B. Solving the Lower Bound Program
The program (4) can be restated as follows: 
C. Solving the Upper Bound Program
Consider the inner level of the upper bound program (5): 
 
The program (39) is a non-convex quadratic program with linear constraint and bounded variables. Therefore, its global optimal solution can be obtained using the reformulation-linearization/convexification technique (RLT) [22] .
From Eq. 
D. Obtaining the Fuzzy Actual Output
In the previous sub-section, we obtained and for some ∈ [0,1]. Therefore, the membership function of the fuzzy function was determined.
The lower bound of fuzzy weight vector and fuzzy bias at -cut, namely and , are indeed the optimal solution of . Also, the upper bound of fuzzy weight vector and fuzzy bias at -cut, namely and , are indeed the optimal solution of . The lower and upper bound of fuzzy actual output or fuzzy hyperplane in high dimensional feature space
. at -cut can be obtained as follows:
  For a fuzzy set and for each ≤ ∈ 0,1 , we have ≤ and ≥ . The function satisfies this condition, but, the bias term and actual output . don't satisfy. Therefore, we change the bias term and actual output . as follows to satisfy this condition:
where ≤ ∈ 0,1 .
IV. EXPERIMENTAL RESULTS
In this section, the proposed algorithm is utilized using some training samples. Here, for ease of evaluation, the target output is considered to be symmetric triangular fuzzy numbers. Moreover, we use the Gaussian kernel function, namely , = − 2 2 2
. We set = 1000 , = 0.2 and = 0.5. Figure 5 plots the lower bound and the upper bound of the fuzzy hyperplane in feature space (fuzzy actual output) at some distinct values. The lower bound and the upper bound of fuzzy hyperplane have been constructed based on the optimistic and the pessimistic value of target outputs, respectively. Therefore, as it can be seen, the lower bound of fuzzy hyperplane has less curvature than the upper bound of fuzzy hyperplane specially at 0-cut. Table 1 lists the -cuts of the fuzzy function , the fuzzy bias and the fuzzy hyperplane = + for = −0.5, 0 and 0.5, at some distinct values of . The -cut of , and represents the possibility that the objective function, bias and output will appear in the associated range, respectively. The value indicates the level of possibility and the degree of uncertainty of the obtained information. The greater the value, the greater the level of possibility and the lower the degree of uncertainty is. Different -cuts of , and ( ) show the different intervals and the uncertainty levels of , and ( ), respectively. Specifically, , and ( ), at = 0 have the widest interval indicating that , and ( ) will definitely fall into the corresponding range. At the other extreme end, the corresponding possibility level = 1 is the most possible value of , and ( ). Figure 6 plots the membership function of fuzzy bias, and Figure 7 plots the fuzzy hyperplane in feature space (fuzzy actual output) for = −0.5, 0 and 0.5. As it can be seen, however we used training samples whose target outputs were symmetric triangular fuzzy numbers, the membership function of the fuzzy bias is not triangular. Therefore, as it was stated earlier, the pre-assumption on the membership 
