Minimax L 2 risks for high dimensional nonparametric regression are derived under two sparsity assumptions: 1. the true regression surface is a sparse function that depends only on d = O(log n) important predictors among a list of p predictors, with log p = o(n); 2. the true regression surface depends on O(n) predictors but is an additive function where each additive component is sparse but may contain two or more interacting predictors and may have a smoothness level different from other components. Broad range general results are presented to facilitate sharp lower and upper bound calculations on minimax risks in terms of modified packing entropies and covering entropies, and are specialized to spaces of additive functions. For either modeling assumption, a practicable extension of the widely used Bayesian Gaussian process regression method is shown to adaptively attain the optimal minimax rate (up to log n terms) asymptotically as both n, p → ∞ with log p = o(n).
Introduction
Rapid advancement of technology has empowered today's scientists to collect a huge number of explanatory variables to predict a response (Bülmann and van de Geer, 2011) . Because the relationship between a response Y and its explanatory variables X = (X 1 , . . . , X p ) ∈ R p may be highly nonlinear and include interaction, there is a practical need to develop sensible regression models
under mild assumptions on f in the high dimensional setting, especially when p is much larger than n, the number of observations on (X, Y ) available for estimating the regression function f . Good statistical methods for such so called "large p small n regression" should scale well with the predictor dimension and quickly identify any underlying low dimensional structure to facilitate maximum statistical learning from limited data. They must also allow flexible estimation of the function shape and capture predictor interaction. Efficient statistical learning in high dimensional settings requires strong model assumptions to avoid "the curse of dimensionality". One attractive assumption is M1. f potentially depends on all elements of X, but X itself lies in a low dimensional manifold M d in the ambient space R p .
M1 enables naïve nonparametric methods that algorithmically scale well with p to achieve near optimal performance guarantees (Bickel and Li, 2007; Ye and Zhou, 2008; Yang and Dunson, 2013) . However for many high dimensional applications, such as gene expression studies, a low dimensional manifold assumption on X may not be tenable or verifiable. In such cases one often assumes a sparse relationship between Y and X such as M2. f depends on a small subset of d predictors with d ≤ min{n, p}.
M2 has served as the springboard for many widely used regression methods, including high dimensional linear regression approaches, such as the Lasso (Tibshirani, 1996) and the Dantzig selector (Candes and Tao, 2007) , and nonparametric regression methods with variable selection, such as the Rodeo (Lafferty and Wasserman, 2008) and the Gaussian process regression (Rasmussen and Williams, 2006) . The latter two allow flexible estimation of f and is able to capture interactions among the selected important predictors. However, as will be shown later, when f is allowed to be fully nonparametric, M2 enables good statistical learning only when d ≪ min{n, p}, i.e. the regression function is extremely sparse.
To rectify this without completely giving up on nonparametric shape flexibility, we introduce a third modeling assumption:
M3. f may depend on d ≍ min{n, p} variables but admits an additive structure f = k s=1 f s , where each additive component f s depends on a small d s ≪ min{n, p} number of predictors.
Clearly, M3 subsumes M2 as a special case and in Theorem 2 we reveal that M2 represents the worst end of the difficulty spectrum of statistical learning under M3 as measured by minimax error rates in estimating f under the L 2 loss. At the other end of the spectrum is the special case of a completely additive structure f (X) = f 1 (X i 1 ) + · · · + f d (X i d ) for which scalable algorithms have been devised (Hastie and Tibshirani, 1986) and attractive minimax error bounds have been derived albeit under the strong assumption that all component functions f s have the same smoothness (Koltchinskii and Yuan, 2010; Meier and Buhlmann, 2009; Ravikumar et al., 2009; Raskutti et al., 2012) .
Compared to either of these two extremes, M3 provides a much more practically attractive theory of large p small n nonparametric regression. It promises to offer efficient statistical learning even when the relationship between Y and X is not extremely sparse. It also avoids the complete additivity assumption and allows explanatory variables to interact with each other. The ability to model and learn variable interaction is a feature of considerable scientific relevance to modern statistical applications.
The aim of this paper is twofold: to derive the minimax L 2 error rates of estimating f under M3 and to show existence of practicable statistical methods that offer adaptive, near optimal performance across the entire M3 model space. Toward the first goal, we present in Theorem 2 sharp upper and lower bounds on the minimax L 2 estimation error under M3 as a function of n, p, component sizes d 1 , . . . , d k and smoothness properties of the component functions f 1 , . . . , f k which are allowed to have different levels of smoothness than one another. Both Theorem 1 and the results of Raskutti et al. (2012) follow as corollaries to this general result.
Toward the second goal, we demonstrate that a conceptually straightforward extension of the widely used Gaussian process regression method (see, e.g., Rasmussen and Williams, 2006 , for a review) adaptively achieves the optimal minimax rate across all subclasses of M3 under suitable large p small n asymptotics where p grows almost exponentially in n. In this paper we restrict only to a theoretical study of this new approach, which we call the additive Gaussian process regression. A full fledged methodological development of the same is underway and will be reported elsewhere.
The rest of the paper is organized as follows. Section 2 introduces the notation and some basic assumptions. Section 3 summarizes our main minimax results for high dimensional nonparametric regression under M2 and M3. Section 4 provides a general framework for characterizing minimax risks. Section 5 details the application of the results in section 4 to M2 and M3. Section 6 shows the adaptive minimax optimality of Bayesian Gaussian process regression. Technical proofs appear in Section 7.
Notations
Let (X i , Y i ), i = 1, . . . , n denote the observations on (X, Y ). We make a stochastic design assumption that X 1 , . . . , X n are independent and identically distributed (IID) according to some probability measure Q on R p and that f ∈ L 2 (Q), the linear space of real valued functions on R p equipped with inner product f, g Q = f (x)g(x)Q(dx) and norm f Q = f, f 1/2 . We do not need to know or estimate Q for the purpose of estimating f , but it is a natural candidate to judge average loss in prediction at future observations of X drawn from Q, as will be the case under simple exchangeability assumptions. The associated minimax risk r n (Σ, Q, σ) of estimating f under a model M is defined as
where Σ ⊂ L 2 (Q) is the function space specified by the model M , A n is the space of all measurable functions of data to L 2 (Q) and E f,Q denotes expectation under the model:
, independently across i = 1, · · · , n. When no risk of ambiguity is present, we will shorten r n (Σ, Q, σ) to simply r n and call r n the minimax rate.
We will focus on function spaces characterized by smoothness conditions in addition to sparsity properties specified by models M2 and M3. Let N denote the set of natural numbers and
For any real number b let ⌊b⌋ denote the largest integer strictly smaller than b. The Hölder class Σ(α, L, d) indexed by the triplet (α, L, d), is defined as the set of all d-variate l = ⌊α⌋ times differentiable functions f on [−1, 1] d such that:
A d-variate function f will be loosely referred to as an α-smooth function if it belongs to Σ(α, L, d) for some L < ∞.
We encode sparsity in a p-dimensional space through binary inclusion vectors b ∈ {0, 1} p and for any x = (x 1 , . . . , x p ) ∈ R p , let x b = (x j : b j = 1) denote the vector of |b| = p j=1 b j predictors picked by b. For M2, we will focus on "sparse" function spaces indexed by α, L > 0, d, p ∈ N defined as:
Without loss of generality, we assume that each element f in Σ S (α, L, d, p) has zero mean with respect to Q, i.e. f (x)Q(dx) = 0, since otherwise we can always subtract the mean from f without changing its smoothness. For M3, we will consider "additive" function spaces indexed by α,
for s, t = 1, . . . , k; s = t; j = 1, . . . , p},
i.e., the elements of Σ A (α, L, d, k, p,d) decomposes into k irreducible components with a cap d s on the interaction order of component s. Also, each predictor is restricted to appear in at mostd many of the k components. Again, we will assume without loss of generality that each component function f s is zero mean with respect to Q. Under this assumption, f s , f t Q = 0 if and only if f s and f t share common important predictors, i.e., 
where
. This inequality plays a key role in calculating covering entropies of the function spaces Σ A (α, L, d, k, p,d) . These entropy numbers behave well even when p and k are arbitrarily large, as long as d max andd remain small. The covering number N (ǫ, Σ, ρ) of a function space Σ equipped with a metric ρ is defined as the minimal number of ρ-balls of radius ǫ needed to cover Σ. It is customary to call log N (ǫ, Σ, ρ) the ǫ covering entropy of Σ under ρ. A related notion is the packing number of Σ under ρ, which is defined as the maximal number of ǫ separated elements in Σ. For linear space Σ, we introduce a new concept, the modified packing number C(ǫ, K, Σ, ρ) defined as the maximal number of elements of Σ that are ǫ distance apart from each other and each have norm smaller than Kǫ. By A(x) ∼ B(x) for two functions A(x) and B(x), we mean 0 < lim A(x)/B(x) < ∞, where the limit is either x → 0 or x → ∞ determined by the specific context.
Minimax results for large-p small-n nonparametric regression

A brief overview of existing results
The minimax risk under M1 is well known (Bickel and Li, 2007; Ye and Zhou, 2008; Yang and Dunson, 2013) . Bickel and Li (2007) show that multivariate local polynomial regression can adapt to the lower dimensional structure in the sense that it achieves the minimax rate n −α/(2α+d) when f is known to be α-smooth and α ≤ 2. Yang and Dunson (2013) consider Bayesian nonparametric regression with Gaussian process priors and prove that under M1, Gaussian process priors can achieve the minimax rate n −α/(2α+d) up to some log factor with additional adaptation to an unknown α that does not exceed 2.
However under M2 and M3, precise calculations of r n and theoretical results on which estimation methods attain the minimax rates are known only under additional simplifying assumptions on the shape of f , or, for inference tasks that are simpler than prediction. In the linear model setup, Raskutti et al. (2011) show that with Σ taken as the set of functions f (x) = x T β with β in an l 0 ball of R p and under some regularity conditions on the design matrix,
n up to some multiplicative constant, where d is the number of important predictors. As we will see later, this is the typical minimax risk associated with variable selection uncertainty. Note that for q = 0, the l q norm precisely encodes the sparsity condition of M 2 . Wainright (2009a) and Wainright (2009b) consider minimax lower bounds for support recovery. For a review on various types of minimax risks for high dimensional linear models, see Verzelen (2012) . Many authors have also obtained near minimax optimal convergence rates of various methods for linear regression under the L 2 loss, such as Bickel et al. (2009) , Candes and Tao (2007) , Meinshausen and Yu (2009) and Zhang and Huang (2008) .
As a non-linear, non-parametric generalization of their results, Raskutti et al. (2012) consider sparse additive models with univariate components, which is a special case of M3 with each d s = 1 and with each f s being α-smooth for a common α > 0. For this model they show
where k is the component number and δ n = n − α 2α+1 -the minimax risk of estimating an α-smooth univariate function. The minimax risk in this case can be decomposed into two terms, where the first term is the sum of minimax risks of estimating each component and the second term is the variable selection uncertainty.
As indicated earlier, an entirely different generalization of the linear model is the fully sparse nonparametric regression model of M2. To the best of our knowledge, the only result in this context is Comminges and Dalalyan (2012) , who analyze minimax risks of support recovery under the variable selection framework. They show that if d log(p/d)/n is lower bounded by some positive constant α 0 , then for some constant c > 0,
whereĴ n ranges over all variable selection estimators, i.e., measurable maps of data to the space of all subsets of {1, . . . , p}, Σ is the space of all differentiable functions that depend on only d many predictors and have squared integrable gradients, and J f ⊂ {1, . . . , p} is the index set of truly important predictors associated with f . This result is the reason we call the term d log(p/d)/n the minimax risk associated with variable selection uncertainty. In fact, for large p, the numerator d log(p/d) in the second term is asymptotically of the same order of the log of p d , the number of ways to select d important predictors from p covariates. Therefore, it is reasonable to expect that any estimation problem related to high dimensional variable selection should include a variable selection uncertainty term d log(p/d)/n.
Results on minimax rates under M2 and M3
In this paper we provide sharp upper and lower bounds to the minimax L 2 prediction risk for both M2 and M3 under the following condition on the predictor distribution Q:
where Q 0 is a probability measure on [−1, 1] that admits a Lebesgue density q 0 satisfying:
The main condition we need is independence among the predictors. They do not necessarily need to be identically distributed, though that additional assumption keeps notations tidier. Also, the independence assumption is needed only for providing a sharp lower bound to the minimax rate, but is not needed either for calculating a sharp upper bound or for deriving the posterior convergence rates of the additive Gaussian process regression method.
As we can see, the minimax risk in Theorem 1 consists of two terms. The first term corresponds to the minimax risk for estimating a d-variate function f 0 with the knowledge of which d covariates are the important predictors. To make this term meaningful, d should be smaller compared to log n. The second term is incurred by variable selection uncertainty, which is consistent with the results of Comminges and Dalalyan (2012) . Toward proving these results, we first provide several fundamental results on how to calculate such sharp bounds over a general nonparametric function space Σ. Lower bounds are derived by using well known information-theoretic arguments (Yang and Barron, 1999) . For upper bounds, we establish existence of Bayesian estimators with desired risks. Our construction borrows from Bayesian posterior convergence theory (Ghosal et al., 2000) . We specialize these results to the cases of M2 and M3. It is more difficult to calculate minimax risk bound for M3 than for the univariate additive case of Raskutti et al. (2012) where different components are assumed to be from the same function space. In the univariate case, zero mean components depending on different predictors are always orthogonal under the inner product ·, · Q . However, in the general additive case, different components can share the same predictors and break down the orthogonality.
General theorems on characterizing minimax risks
Upper bounds for minimax risks
Theorem 3. If (ǫ n : n = 1, 2, . . .) satisfies ǫ n → 0, nǫ 2 n → ∞ and nǫ 2 n ≥ σ 2 log N (ǫ n , Σ, ||·|| Q ), then there exists a prior Π n over Σ such that for any f 0 ∈ Σ,
for some fixed M > 0. Furthermore, iff is defined as the maximizer of g → Π n f :
In Theorem 3, we use the subscript n to indicate the dependence of the sample size on the constructed prior Π n . The quantity ǫ n in this statement can be understood as the posterior convergence rate, which means that the posterior probability measure puts almost all its mass to a sequence of || · || Q -balls in Σ whose radii shrink towards f 0 at rate ǫ n .
Although Theorem 3 ensures the convergence of ||f − f 0 || Q to zero in probability, it does not characterize the decay rate of the posterior probability of {f ∈ Σ : ||f − f 0 || Q ≤ M ǫ n }. This decay rate of the tail probability is important for estimating the L 2 (Q) risk E||f − f 0 || 2 Q . To control this tail probability, we need to constrain the complexity of Σ in terms of the uniform covering entropy, which is defined for any ǫ > 0 by sup R log N (ǫ, Σ, || · || R ), with R ranging over all probability distributions (or all discrete probability distributions) on the support of Σ.
Theorem 4 (Upper bounds for minimax risks II
for some fixed numbers M and C. Furthermore, iff is defined as either the posterior expectation of f or the maximizer of
The assumption on the uniform covering entropy is not a strong one and is commonly used in many statistical problems involving function spaces, such as Koltchiskii and Pancheko (2005) . In particular, the uniform covering entropies of the function spaces under M2 and M3 are finite for any ǫ > 0 and have the same order as log N (ǫ, Σ, || · || Q ). Therefore, Theorem 4 implies exponentially decay rate of the posterior probabilities of {f : ||f − f 0 || Q > M ǫ n } for Σ S and Σ A .
Review of Lower bounds for minimax risks
Theorem 5 (Lower bounds for minimax risks). Let ǫ n to be a positive sequence such that ǫ n → 0 and nǫ 2 n ≤ (
Therefore, the minimax risk under the L 2 (Q) loss satisfies r 2 n (Σ, Q, σ) ≥ 1 2 ǫ 2 n . At a first sight, Theorem 3 and Theorem 5 seem to contradict to each other since in the regular parametric models where Bernstein von-Mises theorem holds and ǫ n ∼ n −1/2 , the posterior distribution of
0 for some C > 0 and any M . In fact, Theorem 3 only apply for nonparametric cases where the condition nǫ 2 n → ∞ rules out the parametric cases. Therefore, the results imply that when the minimax rate is slower than the parametric rate n −1/2 , there is a phase transition in the sense that for some critical value M 0 , we have
However, since our primary interest is in the asymptotic order of the minimax rate r n (Σ, Q, σ), we will not attempt to determine the exact multiplicative constant in it. By Theorem 3 and Theorem 5, if we can obtain a tight lower bound logĈ(ǫ) to log C(ǫ, K, Σ, ||· || Q ) for some K > 0 and a tight upper bound logN (ǫ) to log N (ǫ, Σ, || · || Q ), such that logĈ(ǫ) ∼ logN (ǫ) as ǫ → 0, then r n (Σ, Q, σ) will be determined up to a multiplicative constant as the solution of the equation logN (ǫ) ∼ nǫ 2 . With such an ǫ, the corresponding prior Π n in Theorem 3 can be considered as asymptotically least favorable from a decisiontheoretical point of view.
Auxiliary results for function spaces with additive structures
Consider a general framework where the additive function space takes the form
Next, we study the minimax risks associated with F. We make two assumptions:
Under the near orthogonal condition F1, ||f −g|| 2 Q can be bounded by a multiple of
This property plays a key role in obtaining an upper bound to the covering entropy of F. F2 is important for constructing a sufficiently large packing set for F. Σ A is close to
up to a negligible subset caused by the non-inclusive constraints on the additive components. Therefore, the results in this subsection on F can be easily transferred to Σ A .
The following theorem provides lower and upper bounds to log C(ǫ/2) and log N (K 1 ǫ) in terms of {log C s (ǫ)} and {log N s (ǫ)} under F1 and F2.
Theorem 6 (Entropies for additive spaces). Under assumption F1 and F2, for any
where K 0 > 0 is some universal constant and (ᾱ 1 , . . . ,ᾱ k ) ∈ R k + are the solution of
Moreover, for any nonnegative vector
In particular, the above holds for the (ᾱ 1 , . . . ,ᾱ k ) in (7).
If for each F s , we have a lower bound logĈ s (ǫ) and upper bound logN s (ǫ) to log C s (ǫ) and log N s (ǫ) so that for any fixed constant a 1 > 0, a 2 > 0, logĈ s (a 1 ǫ) ∼ logN s (a 2 ǫ) as ǫ → 0 then by Theorem 6, we can obtain lower and upper bounds for log C(ǫ) and log N (ǫ) respectively so that logĈ(a 1 ǫ) ∼ logN (a 2 ǫ) as ǫ → 0. Combining this observation with Theorem 3 and Theorem 5, we have the following corollary on minimax risks of F.
Corollary 7 (Minimax risks for additive spaces). Under assumptions F1 and F2, the minimax risk of estimating a function
f ∈ F = k s=1 F k is ǫ 2 n = k s=1 δ 2 n,s , where δ n,s is the solution of logN s (δ 2 s ) ∼ nδ 2 s for s = 1, . . . , k.
Applications of the general results to M2 and M3
In this section, we provides tight lower/upper bounds for the modified packing entropies and covering entropies of Σ S and Σ A . Then with the help of Theorem 5 and Theorem 3, we can obtain the minimax risks of Σ S and Σ A .
Minimax lower bounds for high dimensional regression
In this subsection, we study modified packing entropies of the relevant sparse regression spaces. With the help of Theorem 5, lower bounds on these quantities provide lower bounds for the minimax risks.
Lemma 8 (Modified packing entropy lower bounds). Assume assumption Q. Then for ǫ > 0, Σ and N > 0 in any of the following cases:
The above lemma indicates that the "size" of Σ S (α, L, d) is characterized by β = d/α, which will be referred to as the complexity index. To appreciate the above modified packing entropy lower bound for the additive function space Σ A , we consider two special cases. In the first case, all additive components are univariate with the same smoothness α and magnitude L. The same framework is considered in Raskutti et al. (2012) . In this case, α 1 = · · · = α k = k −1/2 and the lower bound for the modified packing entropy becomes K 1 k( √ kL/ǫ) 1/α + K 1 k log p. By Theorem 5, this provides a lower bound to the minimax risk as ǫ 2 n ∼ kn
2α+1 + k log p/n, which is the same as the minimax risk obtained in Raskutti et al. (2012) when the univariate additive function spaces are α-smooth Hölder classes.
In the second case, assume k to be fixed and one additive component to be much more complex than the rest, i.e.
In this case, α 1 ≈ 1 and (α s ǫ) −βs ≪ ǫ −β 1 for s > 1. As a result, the lower bound to the modified packing entropy is dominated by the first component as
As a result, the lower bound for the minimax risk becomes ǫ 2 n ∼ n
in which the first term is dominated by the slowest convergence rate of the additive components, while the second term is still determined by the overall variable selection uncertainty.
Minimax upper bounds for high dimensional regression
In this subsection, we study the covering entropies, which provide upper bounds for the corresponding minimax risks by Theorem 5. In the proofs, the distribution Q is not necessary to be the common marginal distribution of the components of X, but any distribution on [−1, 1] p . Birman and Solomjak (1967) provide an upper bound for the covering entropy of Σ(α, L, d) under sup norm, which is of the same order as the lower bound for the modified packing entropy obtained in Theorem 8. Since || · || Q is dominated by || · || ∞ , their result also provides an upper bound for the covering entropy of Σ(α, L, d) under the || · || Q norm. Based on this, we can obtain upper bounds for the covering entropy of Σ S (α, L, d, p) and
as the following lemma shows.
Lemma 9 (Covering entropy upper bounds). For any ǫ > 0, we have
where K is a positive constant independent with ǫ and L or {L s } and (α 1 , . . . , α k ) solves (8).
Similar to Lemma 8, as long as B remains small, the lower bounds for the modified packing entropies and minimax risks are also upper bounds up to multiplicative constants, i.e. these bounds are sharp. In addition, since the upper bounds in Lemma 9 does not depend on Q, they also serve as upper bounds to the uniform covering entropies defined before Theorem 4.
Adaptive near minimax optimality of Bayesian additive Gaussian process regression
Although the Bayesian estimator constructed in the proof of Theorem 3 attains the minimax rate, it is essentially a mathematical construct and its practical implementation is nearly infeasible. Also, it requires the use of a different prior distribution for different sample sizes, which may not be attractive in practice. In this section, we demonstrate the existence of practicable Bayesian methods based on single prior distributions that adapt automatically across various function spaces satisfying M2 and M3.
Gaussian process (GP) priors are widely used in nonparametric regression. Adaptivity and near minimax optimality of Bayesian GP regression methods are known for low dimensional applications (Van der Vaart and Van Zanten, 2009). We investigate extensions of these methods to sparse high dimensional settings. We show that with appropriate point mass mixture priors for Bayesian variable selection, GP prios are still guaranteed to attain the minimax rates up to some log factors. 
We consider a zero mean and stationary GP, where the covariance function K(x, x ′ ) = EW x W x ′ only depends on x − x ′ . The square exponential kernel exp(−||x − x ′ || 2 ) is a common choice for K(x, x ′ ). By Bochner's theorem,
where the finite Borel measure µ on R d is called the spectral measure of W . Van der Vaart and Van Zanten (2009) focus on GPs whose spectral measure has exponential tails: for some δ > 0,
Van der Vaart and Van Zanten (2008) propose a set of conditions that ensure the posterior convergence rate of GP priors for estimating the function f 0 ∈ C[−1, 1] d in the regression problem Y |X ∼ N (f 0 (X), σ 2 ) to be at least ǫ n as:
where (B n : n ≥ 1) is a sequence of subsets of C[−1, 1] d , called sieves and (ǫ n : n ≥ 1) is a sequence satisfyingǫ n < ǫ n , lim n→∞ nǫ 2 n = ∞. Van der Vaart and Van Zanten (2008) show that the prior concentration condition (9) is intimately connected with the concentration function φ f 0 (ǫ) since
, where the concentration function is defined as the sum of two terms:
where (H, || · || H ) is the reproducing kernel Hilbert space (RKHS) associated with the GP W . The first term measures how well f 0 is approximated by the elements in H. The second term, the so-called small ball probability, characterizes the probability mass of W assigned to a ǫ ball around f 0 . An upper bound for the small ball probability can be directly obtained by the condition (11) 
where A d follows a gamma distribution Ga(a 1 , a 2 ) with scale parameter a 1 and rate parameter a 2 . For f 0 ∈ Σ(α, L, d), Stone (1982) shows that the minimax rate of estimating f 0 is L d/(2α+d) n −α/(2α+d) (which is also implied by Lemma 8, Lemma 9, Theorem 3 and Theorem 5), where n is the sample size. Van der Vaart and Van Zanten (2009) prove that by introducing A, the posterior distribution of W A can achieve the minimax rate up to some logarithm factors. Hereafter, we use either a superscript or a subscript a(A) to indicate the dependence on the (random) length scale. For example, we write the covariance function of W a by K a (x, x ′ ).
To verify condition (9), Van der Vaart and Van Zanten (2008) show that for sufficiently large n P (
for ρ n a large multiple of L d/(2α+d) n −α/(2α+d) (log n) (1+d)/(2+d/α) . To satisfy condition (10) and (11), they construct a sequence of sieves taking some specific forms. The following lemma summarizes their constructions. Since the results in this lemma play a key role in our later proofs, we provide an outline of a proof extracted from Van der Vaart and Van Zanten (2009) for completeness.
Lemma 10. For positive constants M, r, ǫ, δ, let 
, the following inequalities hold:
log
As a result, for an arbitrary sequence (ǭ n : n ≥ 1) satisfying lim n→∞ǭn = 0 and lim n→∞ nǭ 2 n = ∞, the sequence of sieves (B n = B Mn,rn,ǫn,δn : n ≥ 1) with r d n a large multiple of nǭ 2 n , M 2 n a large multiple of nǭ 2 n (log n) 1+d and δ n =ǭ n /(2|b| 3/2 M n satisfy the following inequalities: for some universal positive constants C 4 , C 5 , L,
With the special choice ofǭ n = δ n , Van der Vaart and Van Zanten (2009) prove that GP priors with random length scales can achieve posterior contraction rate at least ǫ n = ρ n (log n) (1+d)/2 , which is a large multiple of L d/(2α+d) n −α/(2α+d) (log n) γ with γ = (1+d)/(2+d/α)+(1+d)/2. We would like to emphasize the flexibility of the choice ofǭ n in (16), since it is crucial in the later construction of sieves in the proof for the adaptive property in terms of variable selection.
GP with high dimensional variable selection
In this subsection, we consider the estimation of f under M2. We extend the GP prior to include variable selection. Let B ∈ {0, 1} p represent a random inclusion vector and b 0 be the inclusion vector corresponding to f 0 that generates the data
. We consider the following GP variable selection (GPVS) prior to model the unknown function, denoted by W :
where d 0 is a prespecified hyperparameter, interpreted as the prior belief on the maximum number of important predictors. The following provides a posterior contraction rate ǫ n of this prior.
then the posterior contraction rate ǫ n of the GPVS prior is at least
where c 0 = |b 0 |/α 0 and
By Theorem 11, the contraction rate is adaptive to the unknown smoothness α 0 and number of important predictors d 0 , and almost attains the minimax rate indicated by Theorem 1. The first part in the rate n −α 0 /(2α 0 +|b 0 |) (log n) β 1 does not involve the dimensionality p of the covariates and corresponds to the minimax rate n −α 0 /(2α 0 +|b 0 |) of estimating a |d 0 | variate function up to a logarithmic factor as if we knew the important predictors. However, for this result to hold, we require d 0 ≥ |b 0 |. Since we do not know |b 0 | in advance, ideally we need to specify d 0 large enough to cover |b 0 |. We can allow d 0 to slowly grow with n such that the logarithmic factor is still asymptotically smaller compared to n λ for any λ > 0. For example, d 0 = (log n) κ , where 0 < κ < 1. In the second part, since we do not know |b 0 | but only an upper bound d 0 , we have d 0 log p/n instead of |b 0 | log p/n in the variable selection uncertainty error.
Additive GP with high dimensional variable selection
In this subsection, we consider the regression problem under the assumption M3. Suppose that the true function f 0 has an additive form:
where b 0,h is the inclusion vector for the h-th component. Assume the Hölder smoothness of the |b 0,h | variate function f 0,h is α h and its magnitude is L h . Under such assump-
. Since the number k 0 of components is unknown, we introduce a prior for the random component number K ∈ {1, . . . , K 0 }, where K 0 is a sufficiently large but fixed number. Conditioning on K, each component can be specified by the GPVS prior (17). Denote b h (B h ) and a h (A h ) the (random) inclusion vector and (random) length scale for the h-th component. As a result, the additive GP variable selection (AGPVS) prior for the random additive function W has the following hierarchical model: for
The posterior contraction rate of the AGPVS prior is provided by the following theorem:
then the posterior contraction rate ǫ n of the AGPVS prior is at least
In practice, in order to accommodate the unknown number k 0 of components, which is assumed to be fixed, we can allow K 0 to slowly grow with the sample size n in a slow rate and still attain a near optimal rate. For example, if K 0 is of order O((log n) γ ) for some γ > 0, then the convergence rate only differs from the minimax rate up to a logarithmic factor. Again, since we only know upper bounds d 0 and K 0 for d 0,h and k 0 respectively, we have K 0 d 0 log p/n instead of k 0 h=1 |b 0,h | log p/n in the variable selection uncertainty error.
Proofs
Proof of Theorem 3
(6) describes the posterior convergence rate of the regression model with the constructed prior Π n . Commonly, posterior convergence statements can be proved by applying the results in Ghosal et al. (2000) (Theorem 2.1 for IID observations) and Ghosal and Van der Vaart (2007) (Theorem 1 for non-IID observations), which yields the following for the regression model:
where h is the Hellinger distance. However, h is bounded above by || · || Q , but is equivalent to this norm only when the function class Σ is uniformly bounded, which is less interesting. Therefore, we apply the techniques in Ghosal and Van der Vaart (2007) that allow extensions of h to any distance d n that satisfies the following test condition: (T) There exists a sequence of test functions {φ n } such that
Suppose that for a sequence ǫ n with ǫ n → 0 and nǫ 2 n → ∞, constants C and c, and sets F n ⊂ Σ, we have
where K(P, Q) = P log(p/g) is the Kullback-Leibler divergence between two probability distributions P and Q, and V 2,0 (P, Q) = P log(p/q) − K(P, Q) 2 . Then under (T), by combining the proofs of Theorem 4 in Ghosal and Van der Vaart (2007) and Theorem 2.1 in Ghosal et al. (2000) , we have
where M is a sufficiently large constant independent with c. Note that (19)- (21) generalize the conditions in Theorem 2.1 in Ghosal et al. (2000) by allowing an arbitrary tuning parameter c. By the results in Birgé (2006) , (T) is satisfied with d n (f, g) = σ||f − g|| Q for the regression model with random design X i ∼ Q. Therefore, by choosing c = σ, our generalized conditions allow us to track the impact of σ on the posterior convergence rate ǫ n . Return to our regression problem with an ǫ n satisfying nǫ 2 n ≥ σ 2 log N (ǫ n , Σ, || · || Q ). Assume that E n is an ǫ n -covering set with N (ǫ n , Σ, || · || Q ) elements. Let Π n be the discrete uniform probability measure on the finite set E n . Let F n = Σ for all n. We will prove (6) by verifying the conditions (19)-(21) with c = σ. (19) is satisfied by the constraint on ǫ n and (20) is trivially satisfied by the choice of F n . So we only need to check (21).
The Kullback-Leibler divergence between two regression models P f,Q and P f 0 ,Q indexed by regression functions f and f 0 respectively is given by
Similarly, we have,
Therefore, for some universal constant C,
Since E n forms an ǫ n -covering set for Σ, there exists anf such that ||f −f 0 || Q ≤ ǫ n for f 0 ∈ Σ. Therefore, we have
which proves the condition (21). Therefore,
The second part can be proved similarly as Theorem 2.5 in Ghosal et al. (2000) .
Proof of Theorem 4
Unlike the random-design perspective in the proof of Theorem 3, now we treat the regression model to be fixed-design by conditioning on (X 1 , . . . , X n ). As a result, we use P f (Y |X) instead of P f,Q (X, Y ) for the likelihood function in the proof. We first states two lemmas. The first lemma strengthens Lemma 8.1 in Ghosal et al. (2000) under the regression framework.
) and Π to be a probability measure on the set
Then for any C > 0,
Proof. By Cauchy's inequality,
Combining the above with Markov inequality and Fubini's theorem yields
.
The second lemma compares the || · || Q norm with the || · || n norm.
Lemma 14. Suppose that Σ is uniformly bounded and ǫ n satisfies
then for some c 1 , c 2 , c 3 , c 4 , c 5 and any η ∈ (0, 1),
Proof. The second inequality is implied by Lemma 5.4 in van de Geer (2000) . The proof of the first inequality is a combination of the proofs of Lemma 5.4 and Lemma 5.16 in van de Geer (2000) , with the bracketing entropy condition replaced with the uniform covering entropy condition.
Return to the proof of Theorem 4. Choose d n = σ|| · || n in the proof of Theorem 3. By the results in Birgé (2006) , (T) is satisfied with d n for the regression model with fixed design. Moreover, we use the results in Ghosal and Van der Vaart (2007) for non IID observations since now we have a regression model with fixed design (Ghosal and Van der Vaart, 2007 , section 7.7). Let E n be an ǫ n -covering set under || · || n , which contains N (ǫ n , Σ, || · || n ) elements. Then the first part follows by adapting the proof of Theorem 4 in Ghosal and Van der Vaart (2007) to d n with the help of Lemma 14 and Lemma 13, where the decay rate of E f 0 ,Q Π n f :
. . , X n for Π the restriction of Π n on the set {f :
in Lemma 13. The second part is implied by Theorem 2.5 in Ghosal et al. (2000) . The third part follows by noticing the fact that for the posterior expectationf = f dΠ n (f |X 1 , Y 1 , . . . , X n , Y n ),
where the first step follows by the convexity of || · || 2 n .
Proof of Theorem 5
The results of Theorem 5 are standard minimax risk lower bounds for regression. For selfcontainment, we sketch a proof, which follows a standard information-theoretic argument using Fano's inequality (Yu, 1997; Yang and Baron, 1999; Tsybakov, 2009 ):
Step 1: Reduction to bounds in probability. By the Markov inequality, for any τ > 0,
Therefore, in order to prove that ǫ n is a lower bound of the minimax risk, it suffices to show that inff sup f ∈Σ P f,Q ||f − f || Q ≥ ǫ n is lower bounded by some universal constant τ > 0 independent of n.
Step 2: Reduction to a finite number of hypotheses. Since
for any finite set {f 0 , . . . , f N } contained in Σ, we can reduce the original inf involving infinite number to only N + 1 many well chosen model elements. Intuitively, these elements should be well-separated in order to represent the entire model space.
Step 3: Choice of 2ǫ n -separated hypotheses. If
then for any estimatorf ,
where Z is the value of t for which ||f − f t || Q is minimized. Therefore, if a random variable S is defined to be uniformly distributed on {0, 1, . . . , N } and the observation follows P fs conditioning on S = s, then
From Fano's inequality (Cover and Thomas (1991) ), we have:
where X n and Y n are the observed covariate and response with sample size n and I X n (S; Y n ) denotes the conditional mutual information between S and Y n given X n . Therefore,
By definition, this conditional mutual information
KL(P fs,Q , P 0 ). (24) where KL(P, Q) = P log(dP/dQ) is the Kullback-Leibler divergence between P and Q, P = 1 N +1 N s=0 P fs and P 0 can be an arbitrary model, which is taken to be P f 0 ,Q in the following. In the regression settings,
Therefore, by (23), (24) and (25),
If {f s − f 0 } N s=1 forms a modified 2ǫ n -packing set, i.e.
then the theorem can be proved by the choice of ǫ n and taking N = C(2ǫ n , K, Σ, || · || Q ).
Proof of Theorem 6
Let {α 1 , . . . , α k } be some tuning parameters satisfying k s=1 α 2 s = 1 that will be determined later. By F2, any two different functions f s and g s in E s (αǫ) satisfy ||f s − g s || Q ≥ α s ǫ and ||f s || Q ≤ Kα s ǫ. In the following, we apply a probabilistic argument to construct a desired ǫ/2-packing set E(ǫ/2) for F as a subset of Ω = k s=1 E s (α s ǫ) such that the size of the subset is comparable to k s=1 C s (α s ǫ). Then, by F1,
Hence, E(ǫ/2) is also a modified ǫ/2-packing set for F. For notational convenience, C s (α s ǫ, K) will be further abbreviated as C s when α s , ǫ and K are fixed. However, C s (α s ǫ) will also be used when we want to emphasize the dependence of C s on α s and ǫ.
Consider the probability space (Ω, Σ, P ), where the Sigma-field Σ is composed of all subsets of Ω and P is the uniform measure over Ω. If F = (F 1 , . . . , F k ) is a random variable on Ω with distribution P , then it is easy to see that F 1 , . . . , F k are independent with marginal distributions P (F s = f s ) = 1/C s , for any f s ∈ F s , s = 1, . . . , k. For M independent copies {F (m) } M m=1 of F , where M will be determined later, our goal is to estimate
If this probability is positive, then we can choose f (1) , . . . , f (M ) from the sample space Ω, such that {f (m) } M m=1 forms an ǫ-packing set of F with M elements. Since
we want to find the maximal number M so that
Let
s ) be an indicator variable. By independence of F (1) , . . . , F (s) , Z 1 , . . . , Z s are also independent with marginal distributions Z s ∼ Bernoulli(1 − 1/C s ). By the assumptions on E s (α s ǫ), we have
For a tuning parameter λ > 0, by Markov inequality and independence, we have where the last step holds since k s=1 α 2 s = 1. Since for any x ∈ R, 1 + e x ≤ 2e xI(x≥0) , we further have
Let (ᾱ 1 , . . . ,ᾱ k ) be the solution of
By setting λ = A, we obtain
Therefore, we can choose M ∼ k s=1 log C s (α s ǫ) in (28), which finishes the proof of the first part.
For the second part, for each s ∈ {1, . . . , k}, let G s (α s ǫ) be the corresponding α s ǫ-covering set for F s with N s (α s ǫ) elements, i.e. for any function f s in F s , there exists some g s in
Therefore, ∆ forms an √ Bǫ-covering set for F. Moreover, log |∆| = k s=1 log N s (α s ǫ).
Proof of Corollary 7
By Theorem 3, Theorem 5 and Theorem 6, ǫ n is the solution of
If we let δ s = α s ǫ, then the above is equivalent to logN s (δ s ) ∼ nδ 2 s for s = 1, . . . , k, with
Proof of Lemma 8
We work out a proof though a number of smaller parts.
Modified packing entropy of Σ(α, L, d)
We first consider the case when Q is the uniform distribution on
Note that the last requirement is not need for the current proof for Σ(α, L, d) but will play a key role for the other two cases. Such functions K exist. For example, we can take 
The order in x k can be arbitrary. Define
For any multi-index |a|, the mixed partial derivative with respect to a of φ k is
Denote the set of all binary sequence of length M by Ω = ω = (ω 1 , . . . , ω M ) : ω i ∈ {0, 1} . The desired ǫ-packing set will be chosen from the collection of functions
where ∆ k is a d-dim square with edge length 1/m centered at x k and ρ(ω, by (32) and the definition of m, we have
In addition, by (32), we have
Therefore by choosing h = 2 √ 2ǫ/(L||K||)
For general Q, φ k can still be constructed by (31), but with kernel K k being dependent on k such that 1 0 φ k (x)dx j = 0 for any x −j ∈ [0, 1] d−1 and j = 1, . . . , d. This can be achieved by allowing each product component in (30) to have different c 2,j . By the assumption on q, ||K k || will be both upper and lower bounded by multiples of ||K|| and (32) will still be valid with different multiplicative constant.
Modified packing entropy of
Similar to the proof for Σ(α, L, d), for notation simplicity, we assume that Q is the uniform distribution on [−1, 1]. To prove the conclusion, we need to construct a set of mutually orthogonal modified ǫ-packing sets 
If this construction is possible, then a desired ǫ-packing set for Σ S (α, L, d, p) can be specified as E S (ǫ) = b:|b|=d E b 0 (ǫ), where b in this union ranges from all possible inclusion vectors with size d. In fact, for any two functions f, f ′ in E S (ǫ), if they come from the same E b 0 , then by construction of E b 0 (ǫ), ||f − f ′ || Q ≥ ǫ; If they come from different E b 0 (ǫ)'s, then by the orthogonality condition (a) and the fact that 0 belongs to
In both situations, we have ||f − f ′ || Q ≥ ǫ. Combining this result with condition (b), E S (ǫ) forms a modified ǫ-packing set for Σ S (α, L, d, p). Moreover, the size of E S (ǫ) satisfies
In the following, we construct such a E b 0 (ǫ) satisfying condition (a) and (b). In this construction, we use the crucial property in (29) that
For each fixed inclusion vector b with |b| = d, E b 0 (ǫ) is constructed as in the proof for Σ(α, L, d). With this construction, we only need to verify condition (a). Under the same notations, it suffices to prove 
where the second last step follows by Fubini's theorem and the last step follows from (33).
Modified packing entropy of Σ
By definition, the size difference between
is negligible for large p, so we only need to provide a construction for the latter. As the condition (a) in the proof for Σ S (α, L, d, p) suggests, the modified packing sets for different additive components are orthogonal. Hence, the conclusion is an easy consequence of the second part and Theorem 6. By the discussions before Lemma 9, for any inclusion vector b, we can find an ǫ covering set E b for the subset under || · || Q consisted of all functions in Σ S (α, L, d, p) that depend on the d variables selected by the b, such that
Then an ǫ covering set for Σ S (α, L, d, p) can be chosen as the union of all such E b 's with b ranging over all inclusion vectors with size d. Since there are
Covering entropy of Σ
The conclusion follows by the covering entropy upper bound for Σ S (α, L, d, p) and the second half of Theorem 6.
Proof of Theorem 1
The result follows by applying Theorem 3, Theorem 5, Lemma 8 and Lemma 9.
Proof of Theorem 2
The result follows by applying Corollary 7, Lemma 8 and Lemma 9.
Proof of Lemma 10
The proof is extracted from some key steps in Van der Vaart and Van Zanten (2009) , which help understand how the sieve construction works and how the parameters (M, r, ǫ, δ) balance each other. By Lemma 4.6, Lemma 4.7 in Van der Vaart and Van Zanten (2009) and Borell's inequality, for any a ≤ r,
, where ǫ 0 is some fixed positive number. The above inequality provides the complementary probability for a fixed inverse bandwidth parameter a.
Combining the above complementary probability, the Lemma 4.9 in Van der Vaart and Van Zanten (2009) and the exponential tail for the prior density g(a), we have the following complementary probability for a random inverse bandwidth A for all r larger than another fixed positive constant a 0 : Combining the above two and choosing δ = ǫ/(2d 3/2 M ) yields log N (3ǫ, B M,r,ǫ,δ , || · || ∞ ) ≤C 3 r d log M 3/2 √ 2d 3/2 r ǫ 3/2 1+d + 2 log C 4 M ǫ , which proves (15).
Proof of Theorem 11
To apply the standard procedure in Ghosal et al. (2000) to determine the posterior convergence rate ǫ n , we need to construct a sequence of sieves (F n : n ≥ 1) such that log N (ǫ n , F n , ||· ||) ≤ nǫ 2 n and P (F c n ) ≤ e −Cnǫ 2 n , which are similar to condition (10) and (11). However, in the variable selection context, to keep the complementary probability small, the entropy number log N (ǫ n , F d n , || · ||) associated with F d n , the sieve corresponding to d variate, often increases exponentially fast in d. This will deteriorate the contraction rate to n −α 0 /(2α 0 +d 0 ) if the new sieve is simply constructed as d≤d 0 F d n and d 0 is larger than the true number |b 0 | of important predictors. So we need to modify F d n so that its entropy number can be of the same order as F |b 0 | n . Generally, this modification might not be possible. However, for GP, the flexibility in choosingǭ n as mentioned in (16) enables the sieve sequence to adapt the contraction rate to true dimension |b 0 |.
Let (B b n : n ≥ 1) be a b-dependent sequence of sieves associated withǭ n in (16). The sequence (ǭ n : n ≥ 1) will be specified later. We construct the new sieves as 
By (16), we can also bound the complementary probability as: 
Finally, we calculate a lower bound for the prior concentration by (12): 
for n sufficiently large, where ρ n = L |b 0 |/(2α 0 +|b 0 |) 0 n −α 0 /(2α 0 +|b 0 |) (log n) γ with γ = (1 + |b 0 |)/(2 + |b 0 |/α 0 ) and the last inequality holds because (1 − 1/p) p−|b 0 | → e −1 as p → ∞.
By choosingǭ n equal to a large multiple of ρ n + d 0 log p/n in (35)-(37), (9)-(11) hold with ǫ n a large multiple of ρ n (log n) (1+d 0 )/2 + d 0 log p/n (log n) (1+d 0 )/2 or L |b 0 |/(2α 0 +|b 0 |) 0 n −α 0 /(2α 0 +|b 0 |) (log n) β 1 + d 0 log p/n(log n) β 2 , where β 1 = (1 + |b 0 |)/(2 + |b 0 |/α 0 ) + (1 + d 0 )/2 and β 2 = (1 + d 0 )/2.
Proof of Theorem 12
To study the the posterior contraction rate of AGPVS prior, we again utilize the flexibility in choosingǭ n in the sieve constructions in (16). Note that conditioning on K, each component has identical GPVS prior. So we can use the proof of Theorem 11.
Let (B n : n ≥ 1) be the sequence of sieves constructed as (34) associated withǭ n , where the sequence (ǭ n : n ≥ 1) will be determined later. We construct the sieves (F n : n ≥ 1) for the additive GP models as
F k n can be viewed as all functions that can be decomposed into a sum of k functions in B n and F n functions a sum of at most K 0 . Since N (kLǫ n , F k n , || · || ∞ ) ≤ N k (Lǫ n , B n , || · || ∞ ) and N (K 0 Lǫ n , F n , || · || ∞ ) ≤ 
By (36), we can bound the complementary probability as
where EK is the expectation of K.
Finally, by (37) the prior concentration can be lower bounded as:
for sufficiently large n, where ρ n,h = L |b 0,h |/(2α 0 +|b 0,h |) 0,h n −α 0,h /(2α 0,h +|b 0,h |) (log n) (1+|b 0,h |)/(2+|b 0,h |/α 0,h ) .
By choosingǭ n equal to a large multiple of k 0 h=1 ρ n,h + K 0 d 0 log p/n in (38)- (40), (9)-(11) will hold with ǫ n a large multiple of
n −α 0,h /(2α 0,h +|b 0,h |) (log n) β 1,h + √ K 0 K 0 d 0 log p/n (log n) β 2 , where β 1,h = (1 + |b 0,h |)/(2 + |b 0,h |/α 0,h ) + (1 + d 0 )/2 and β 2 = (1 + d 0 )/2.
