Multilinear cayley factorization  by White, Neil L.
J. Symbolic Computation (1991) 11,421-438 
Mul t iUnear  Cay ley  Factor i za t ion*  
NEIL L. WHITE 
Department of Mathematics, University of Florida and 
Institute for Mathematics and its Applications 
Received February 27, 1989 
An important problem in computer-aided geometric reasoning is to automatically find geometric nter- 
pretations for algebraic expressions. For projective geometry this question ca~ be reduced to the Cayley 
factorization problem. A Cayley factorization ofa homogeneousbracket polynomial ]9 is a Cayley algebra 
expression (using only the join and meet operations) which evaluates to t9. We 'give an introduction to 
both Cayley algebra nd bracket algebra for those readers not already familiar with them. The main 
result of this paper is an algorithm which solves the Cayley factorization problem in the important special 
case that P is multilinear. 
Cayley Algebra 
In order to describe the problem of Cayley factorization, we begin with 
a brief introduction to Cayley algebra, which is essentially the same as the 
classical Grassmann algebra. This Mgebra provides projectively invariant 
algebraic interpretations of synthetic geometric statements. A more thor- 
ough exposition may be found in Barnabei et al. (1985), Doubilet et al. 
(1974), or Rots L: Stein (1976). The reader may choose to preview the mo- 
tivational material at the beginning of Section 2 before learning the Cayley 
algebra background. 
Let V be a vector space of dimension d over a field F of characteristic 
zero. Let A(V) denote the exterior algebra of V (many algebra books, 
including Bourbaki, 1970; Greub, 1963; Greub, 1967; and Marcus, 1973 gc 
1975, contain the definition and details of exterior algebra, though Marcus 
refers to the exterior algebra s the Grassmann algebra). We will write the 
exterior product in A(V) as V rather than the usual A, and refer to it as the 
join operation. As is well known, this product is associative, distributive 
over addition, and anti-symmetric. Now, 
d 
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where 
In particular, if we choose a basis {e l , . . .  , ed} of V over F,  then a basis for 
Ak(V) over F is 
{ei~ V ei2 V . . .  V eik [ 1<_ i l  < i2 < . . .  < ik <_ d}. 
Let a l , . . .  , a k E V ,  and write A = a 1 V a2 V ... V a k or A = a la  2 . . .  a k 
for the join of the k vectors. Then A is called an extensor  of  s tep  k, or 
a decomposab le  k-vector .  It is not always possible to write a sum of two 
or more extensors of step k as another extensor of step k, hence we also 
have indecomposable k-vectors in Ak(v). For example, if a,b,c, and d are 
linearly independent in V, then ab + cd is an indecomposable 2-vector in 
AS(V). 
Let B = b lb2.  9 9 bj be an extensor of step j .  Then 
A V B = a I V a 2 V . . .  V a k V b 1 V . . .  V bj = a la  2 9 .. akb 1 .. 9 bj 
is an extensor of step j +k .  In fact, AVB is non-zero if and only if 
al,  a2, . . .  , ak, bl , . . .  , bj are distinct and linearly independent. If A denotes 
the span of {al, a2,  . . .  , ak} when A # 0, then A is called the suppor t  of A. 
We note that A is determined up to scalar multiple by A, a well-known fact 
from exterior algebra. If al, a2, . . .  , ak, b l , . . .  , bj are distinct and linearly 
independent, then A V B = A+ B, and thus the join operation on extensors 
corresponds to the lattice join of subspaces of V in the independent case. It 
is for this reason that we have chosen to call the exterior product the "join" 
and we will shortly define a second operation which corresponds imilarly 
to the lattice meet. 
An extensor of step d is, up to a fixed non-zero multiple, the determinant 
of its d constituent vectors. We denote this multiple of the determinant by 
brackets, A = a la2 . . .a  d = [a l ,a2 , . . . ,ad] .  We note that hd(v)  may be 
identified with the scalar field F. 
We now define the meet  operation. I fA - a la2"  9 9 aj  and B = b ib2"  9 bk, 
with j + k >_ d, then 
A A B = E sign (cr)[aa( 1),... ,a~(d_ k), b l , . "  , bk]a~(d-k+l ) " "  ar  
r 
The sum is taken over all permutations crof {1, 2, . . .  , j} such that ~r(1) < 
a(2) < ... < a(d-  k) and ~(d-  k + i) < a(d-  k + 2) < ... < or(j). Such 
permutations are called shuff les of the (d -  k , j  - (d -  k ) )  split of A. 
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An alternate notation for such signed sums over shuffles is the Scottish 
(named for Turnbull, 1928) or dotted notation, which we will frequently 
employ. We simply place dots over the shuffled vectors, with the summation 
and sign (a) implicit. Similarly, shuffles may be defined over splits into any 
number of parts, and denoted by dots. In this paper, the brackets are always 
delimiters which define the parts of the split. If we wish to sum over several 
shuffles of disjoint sets, we will use separate symbols (triangle, square) over 
the vectors of each shuffled set. Thus 
Q @ @ 9 
A A B = [al, . . . ,  ad_k, bl,.. 9 , bk]ad_k+l'" aj. 
I f j  + k = d then AA B - [al,... ,aj ,bl , . . .  ,bk]. This is a scalar of 
step 0, and we must be careful to distinguish it from A V B, a scalar with 
the same numerical value but of step d. Thus h 0 (V) is a second copy of the 
scalar field F in A(V). 
The following facts about the meet are not obvious from the definition. 
A meet of two extensors is again an extensor. The meet is associative and 
anti-commutative in the following sense: 
A A B = (--1)(d-k)(d-J)B A A. 
We have given the definition for both join and meet in terms of two ex- 
tensors, for the sake of simplicity, but the definitions are extended to arbi- 
trary elements of A(V) by distributivity. The extended operations remain 
well-defined and associative. The meet is dual to the join, where duality 
exchanges vectors with covectors (extensors of step d - 1). The meet corre- 
sponds to lattice meet of subspaces, A A B = A n B, provided A t2 B spans 
V. Thus the meet operation corresponds to our geometric intuition in the 
case that A and B themselves are non-degenerate and that A A B has as 
small dimension as possible. The Cayley algebra is the vector space A(V) 
together with the operations V and A. 
We now illustrate the translation of geometric incidences into the Cay- 
ley algebra. Consider the affine plane over F. By its usual embedding into 
a projective plane, we have a vector space V of dimension 3 over F,  with its 
subspaces of dimensions 1 and 2 corresponding to points and lines, respec- 
tively. Thus we can represent both geometries in a symbolic, coordinate-free 
way in the Cayley algebra. 
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EXAMPLE 1. Consider 3 coincident lines, ab, cd, e l .  
a b x 
/ 
a / 
Then ab A cd = ax, where a is a scalar, and x A ef = O. Thus 
@ @ $ @ 
0 -- (ab A cd) A e f  = ([acd]b - [bcd]a) A e f  -= ([acd]b) A e I  ---- [acd][bef]. 
In similar fashion, any incidence theorem or incidence relation in pro- 
jective geometry may be translated into a conjunction of Cayley algebra 
statements, and, conversely, Cayley algebra statements may be translated 
back to projective geometry just as easily, provided they involve only join 
and meet, not addition. We will refer to Cayley algebra statements involv- 
ing only join and meet as simple Cayley algebra statements. Now, simple 
Cayley algebra statements may be expanded into bracket statements by the 
definitions and properties of join and meet. Most Cayley algebra statements 
resulting from geometric incidence relations have step 0 or d. If a simple 
Cayley algebra statement C(a, b,.. .  ) = 0 has C(a, b, . . .  ) of step k, k ?~ 0 
or d, then this is the equivalent of 
C(a ,b , . . . )  V x 1V. . .  V xd_ k = [C(a ,b , . . . ) ,X l , . . .  ,Xd_k] =0 
for all x l , . . .  , Xd_ k E V. This in turn is equivalent to 
[C (a ,b , . . . ) , y l , . . .  ,yd_k] = 0 
for all Yl , . . .  , Yd-k C Y where Y is a basis of V. Thus every simple Cayley 
algebra statement is equivalent to a finite conjunction of bracket statements. 
However, the converse problem, that of writing a bracket statement as a 
simple Cayley algebra statement, when possible, is not easy. This is the 
problem we refer to as Cayley factorization. 
Cayley Factor izat ion 
To explain the importance of this problem, let us introduce one more 
step away from the geometry, namely, the introduction of coordinates. Until 
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now, we have been dealing with invariant languages with respect to the 
projective general inear group. Our Cayley algebra and bracket algebra 
statements may be expanded in terms of the coordinates of the vectors, but 
then we have statements in a larger algebra which includes non-invariant 
expressions. We may represent the situation in the following diagram (see 
also Example 2) : 
(1) Projective geometry 
I 
(2) Cayley algebra 
(3) Bracket algebra 
(4) Coordinate algebra 
T Cayley factorization 
Consider now the situation in computer-aided geometric reasoning. Con- 
siderable success has already been attained by automated geometry-theorem- 
proving programs in proving theorems in projective and Euclidean geometry, 
by going directly to the coordinate algebra (Chou et al., 1987 and Kutzler 
& Stifter, 1986). Suppose, however, that we wish to use the computer in 
a more interactive fashion, where the computer educes the problem to an 
algebraic one, does some symbolic manipulation, and then we wish to inter- 
pret these algebraic results geometrically in order to decide how to proceed. 
From ordinary coordinate algebra, it is computationally much more difiq_cult 
to find such geometric interpretation i general than it is from the bracket 
algebra (see Example 2). Indeed, any such interpretation program would 
at some point have to ascend to invariant statements, and therefore con- 
tMn in some disguised form a Cayley factorization algorithm. However, in 
projective synthetic geometry, we can do our symbolic omputation directly 
in the bracket algebra, since brackets are projective invariants, and if we 
have a Cayley factorization algorithm, then we can more easily find such 
geometric interpretation when it exists. The main result of this paper is 
such an algorithm for an important special case, that of multil inear bracket 
expressions, wherein each point (or vector) occurs only once in each bracket 
monomial. A preliminary version of the algorithm appeared in White 
McMillan (1987). 
Some more immediate applications of Cayley factorization are in struc- 
tural rigidity (White & Whiteley, 1983 and 1987), and convex polytopes 
(Bokowski & Sturmfels, 1987). The infinitesimal rigidity of certain kinds 
of frameworks and the realizability of certain convex polytopes have been 
characterized in terms of bracket statements. Cayley factorization of these 
statements would provide direct geometric interpretation of these condi- 
tions. In the case of bar-and-body frameworks, the bracket conditions are 
always multilinear, hence our algorithm applies. 
We mention parenthetically that the work of Havel on distance geometry 
elsewhere in this volume is similar in spirit to our approach. He translates 
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statements in Euclidean geometry into equations involving Cayley-Menger 
determinants. Again the reverse translation is fairly easy, and the corre- 
sponding geometric statements may be regarded as occurring in an arbi- 
trary quadratic space rather than Euclidean geometry specifically. Cayley- 
Menger determinants may be expanded into expressions in the inter-point 
distances, which are the invariants of the Euclidean group. One may ask 
whether there exists a Cayley-Menger factorization algorithm which would 
allow a translation of statements in the distance algebra back to geometric 
statements. 
EXAMPLE 2. We now give an example that illustrates the above transla- 
tions, and also indicates ome possibility of direct application of the Cayley 
factorization algorithm to geometry theorem proving. The numbering of 
statements corresponds to the numbering in the above diagram. 
PAPPUS' THEOREM. (1) I f  aa I, bt], and cd are concurrent lines, and ab s, bd, 
and ca t l ikewise concur, then ad,  bal,and cb I concur. 
0 0 ~ 
b C' 
Let 
P = aa I A bb I Acc  I + ab t A bc I A ca I. (2) 
If the hypotheses of Pappus' Theorem are true, then P = 0. This trans- 
lotion of the projective geometry statements (hypotheses) into a Cayley 
algebra condition is trivial, except for the addition operation. In principle, 
any hnear combination of the two simple Cayley algebra conditions might 
have sufficed to represent their conjunction, but only this particular linear 
combination will have the desired Cayley factorization (corresponding to
the conclusion of the Theorem). Incidentally, it is not obvious why there 
should be one "right" translation in this sense, and this question deserves 
further study. 
Expanding P as a bracket polynomial, we get (using anti-commutativity 
of A) 
P = [a, a t, bt][b, c, c'] - [a, d ,  b][b', c, c'] + [a, b', c'][b, c, a t] - [a, b', b][c', c, all. 
(a) 
It is not immediately obvious, but P may be Cayley factored as -ad  A ba I A 
cb t, thus giving a proof of Pappus' Theorem. 
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We may also expand P in the coordinate algebra, getting 
P E /~ / ~ / i ~ i ~ J = -- "4- aibjckbpcqar -- aibjbkCpCqar, (4) aiajbkbpeqCr aiajbkb'pCqCr 
where  the sum is over all pairs of permutations ( i , j , k )  and (p ,q , r )  of 
{1, 2, 3}. This expression may be immensely simplified by choosing a basis, 
for example, a/ = el, b r = e2, d = e3. Then 
P = a3blc2 - a3b2c 1 - a2b3c 1 -4- a3b2cl + alb2c3 - alb3c2 -4- alb3c2 - a3blC2 
= -a2b3cl  + alb2c3. 
(4') 
This expression is much simpler and more elementary (in that it doesn't 
require brackets, Cayley operations, or other esoterica). But can we recover 
the geometric meaning from this expression? Since "geometric meaning" 
should not deperM on choice of basis, this means we must return to an 
expression in an invariant language, namely brackets. This can be done, 
but at the cost of getting a much higher degree bracket polynomial than 
previously. For our example, we have 
P = - [e l ,  a, e3][et, e2, b][c, e2, e3] + [a, e2, e3][el, b, e3][el, e2,c]. (3 t) 
This can then be Cayley factored as 
P -- - [el ,e2, e3] ae 3 A be 1A ce2, (2') 
equivalent to the result we had previously. For an example of higher degree 
or higher rank initially, the increase in degree would be considerably greater. 
This increase in degree will in general make Cayley factorization far more 
difficult. Thus it is our claim that when geometric interpretation is desired, 
it is much better to rems at the bracket level, rather than to descend 
to coordinates. The bracket algebra is, in a very real sense, closer to the 
synthetic geometry. 
Returning to the general consideration, let P(a,  b, c , . . . )  be a bracket 
polynomial which is the expansion of a simple Cayley algebra expression. 
Then P is homogeneous, that is, for each (variable) vector x which is an 
argument of P, there is a positive integer nz such that each monomial of P 
has precisely nz occurences of x among the vectors in its brackets. In fact, 
n,  is also the total number of occurences of x in the simple Cayley algebra 
expression. If nz = 1 for all z, then P is multilinear. Now suppose that 
ab..  9 e occurs explicitly as a join of vectors in the simple Cayley expression. 
We will refer to ab. . .  e as an atomic extensor in that case. Each atomic 
extensor appears in P as a dotted set of symbols, where undotted symbols 
all in the same bracket may be considered a special case of being dotted. 
EXAMPLE 3. Let d = 5. Then 
Q 000 
(abcd) A (e fgh)  A (amn) A (bekl) = ([aefgh]bcd) A (arnn) A (bekl) 
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= ([aefgh][bcamn]d) A (bekl) = [aefgh][bcamn][dbekl], 
where the dotting here indicates the signed sum over all permutations 
cr(a),cr(b), a(c), or(d) such that a(b) < c,(c) with '<'  refering to alphabetical 
order. Note that some of these permutations cause repeated letters in a 
bracket, making those terms zero. 
Bracket Algebra and Straightening 
We will now examine briefly the bracket algebra, in order to intro- 
duce the straightening algorithm. Let A be a finite set of "points" and 
[al, a2, . . . ,  ad] be an indeterminate over F for each d-tuple (al, a2, 9 9 9 ad) C 
A d, such that 
{[al ,a2,. . .  ,ad] f ai e A for  all i} 
is algebraically independent over F. In the (commutative) polynomial ring 
R = F[{[al ,a2, . . .  ,ad] I ai C A for all i)], 
let I be the ideal generated by all elements of the following types: 
1) [al, a2,. . .  ,ad] i fany a j=ak ,  j7  ~ k 
2) [al, a2,. . .  ,act] -- sign (a)[%(1),a~(2),... ,a~(d) ] for any permutation 
of {1,2,... ,d} 
3) [al, a2,. . .  ,ad][bl, b2,... ,bd] 
- ~ J= l [a l ,a2 , . . .  ,ad_l,  bj][bl, b2,.., by_l,ad, b j+l , . . .  , bd]. 
Then R/ I  is the bracket ring of A over F in rank d . The elements 
of the third type are called the Grassmann-Pliicker relations or syzygies. 
This ring was studied in detail in White (1975), in a more general setting 
in which some of the brackets themselves could be included in I according 
to a matroid structure on A. 
An alternative definition of the bracket ring will make it more concrete. 
Let us assign indeterminate coordinates (xi,1, xi,2,.. .  , Xi,d) to each a i E A. 
Assume that {xi,j [ai E A, 1 <_ j <_ d} is algebraically independent over F. 
Define (a l ,a2 , . . .  , ad} = Ixi,jl, a d x d determinant. Let S be the subring 
of F[{xi,j}] generated by all such determinants (a l ,a2, . . .  ,ad). Then it 
is a classical and fundamental theorem that R/ I  ~ S [11], that is, that  
the above syzygies generate all of the relations among the determinants. 
Although we will not prove this here, we can at least note why I is in 
the kernel of the map R ~ S , [a l , . . . ,ad]  ~ (a l , . . . ,ad} .  Generators of 
types 1 and 2 are clearly mapped to zero, while the image of a Grassmann- 
Plficker relation is a variant of a Laplace expansion. As a consequence of this 
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theorem, we can interpret the bracket polynomials resulting from expanded 
Cayley algebra expressions as elements of R/ I .  
We continue to write elements of R/ I  as polynomials in the brackets, 
although we really mean their residues mod I. Now we wish to consider 
how to tell if two elements of R/ I  are equal. This can be extremely difficult 
to do directly from the definition. Let < denote a linear order on A. Let 
M = [al ,a2, . . .  ,ad][bl,b2,... ,bd] ' "  [cl,c2,... ,Cd] be amonomia l in  R/ I .  
We represent M by a tableau T, 
T = 
al a2 . . .  a d 
bl b2 . . .  bd 
: : " . .  : 
Cl c2 . .. c d 
We may then write every element of R/ I  as a linear combination of tableaux 
over F. By the antisymmetry of brackets (relation 2 defining I),  we may 
assume that each row of a tableau T is ordered, al < a2 < 9 9 9 < ad, etc. If, 
in addition, each column of T is non-strictly ordered, aj < bj < . . .  <: cj, 
then we say that T is a standard tableau. 
THEOREM. The standard tableaux form a basis of R/ I  as a vector space 
over F. 
In fact, there is a well-known algorithm, known as the straightening al- 
gorithm, {or computing the unique linear combination of standard tableaux 
equal to a given bracket polynomial (Doubilet et al., 1974; Hodge &: Pe- 
doe, 1946; Procesi, 1982; and Young, 1928). We will skip the details of 
this algorithm, which repeatedly applies certain relations derived from the 
Grassmann-Pl{icker r lations. These relations may also be viewed as a spe- 
cial case of a GrSbner basis, and hence the straightening algorithm is a 
normal form computation with respect o the Gr5bner basis. This connec- 
tion is explained in Sturmfels ~ White (1989). 
Since the number of standard tableaux of a given shape is exponential 
in the number of entries, the straightening algorithm is very inefficient on 
large tableaux. 
We will also use a second version of the straightening algorithm, cMled 
the dotted straightening algorithm (McMillan & White, 1991), presented 
elsewhere in this volume. Let M be a dotted bracket monomial, for example, 
o A 9 A A 
M -- [al, bl, b2, Cl][a2, c2, c3, d]. 
Of course, this "monomial" is actually a bracket polynomial with six terms, 
because of the dots. Recall that bl and b2 may also be considered to be 
dotted. If we apply the ordinary straightening algorithm, being careful to 
pick the linear order so that the symbols in each dotted set are consecutive 
in the order, then we again get a bracket polynomial whose terms may be 
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regrouped so that each of the previously dotted .sets is again dotted in each 
group of terms (see McMillan & White, 1991). Again looking at M, with 
al < a2 < bl < b2 < Cl < c2 < c3 < d, after straightening we obtain 
e A 9 A ,~ 
M = 3[al, a2, bl, b2][Cl, c2, c3, d] - [al, a2, bl, Cl][b2, c2, c3, d]. 
However, the dotted straightening algorithm is a variation which preserves 
the dotting at each step, not just in the final result as in the ordinary 
straightening algorithm applied to a dotted expression. The dotted straight- 
ening algorithm is much faster than the ordinary straightening algorithm 
when there is a lot of dotting, although it is still exponential in the worst 
case. It was derived by McMillan (1989), and is closely related to a straight- 
ening algorithm in the super algebra of Grosshans et al. (1987) and Rota 
~z Stein (1986). 
Some Lemmas 
Let C(a, b, c , . . .  ) be a simple Cayley expression which is multilinear in 
a, b, c, . . . .  We may represent C by a binary tree T which has a point 
a, b, c , . . .  at each leaf, with distinct leaves having distinct points, and an 
operation V or A at each inner node. The step of each subtree of T may 
be computed recursively from the facts that if A and B are extensors of 
steps j and k, respectively, then A V B and A A B have steps j + k and 
j + k - d, respectively. We will say that an operation V or A is trivial if (1) 
its operands have steps j and d - j for some j ,  or, (2) one of its operands 
has step 0 or d. We note that in case (1) a trivial V may be replaced by a A, 
with the resulting extensor having step 0 instead of step d, and vice-versa. 
If this occurs in a subtree, then other operations higher in the tree may 
also have to be changed to accommodate he changed steps, but, it is not 
hard to see that this may be done without changing the geometric ondition 
represented by C. In case (2), if B has step d, then A A B may replaced by 
A V B by changing B to be of step 0 by changes as in case (1), and similarly 
for A V B with B of step 0. In all cases, having a trivial operation amounts 
to having a subtree which evaluates to a bracket polynomial which factors 
out of C. 
In the following, indeterminate points will mean points with algebraically 
independent coordinates, as in Section 3. We also refer to this situation as 
generic position, and remark that it follows that the points are in general 
position in a strong sense, namely that no simple multilinear Cayley expres- 
sion in such points can be zero, unless it is automatically zero by virtue of 
the step sizes. 
LEMMA 4.1. Let C(a, b ,c , . . . )  be a non-zero multilinear simple Cayley 
expression of step d in the indeterminate points a, b, c, . . . .  Then C is anti- 
symmetr ic in two arguments a and b if and only if a and b do not have a 
non-trivial A on the unique path joining them in T. 
Pro@ Since C is multilinear, a and b occur only once each in T. If there 
are no non-trivial A's on the path from a to b in T, then, exchanging trivial 
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A's for V's as above, we may assume that there are only V's on the path. 
Since V is an associative, anti-commutative operation, and since each point 
must be a leaf of T, we may rearrange C so that (a V b) occurs explicitly. 
Thus C is anti-symmetric in a and b. 
Conversely, suppose that there exists a non-trivial A on the path from a 
to b. Denote by A1 the first such. Since C is non-zero and A1 is non-trivial, 
a itself cannot be an operand of A1. By modifying any trivial A's as above, 
we may assume that C = ((a V S) A1 Z) . . . .  We now specialize a few of 
the indeterminate points in S only, so that S has the form S = b V U, 
with a ~ U and b6  U. This may be done inductively, for i fS  =XVY,  
then specialize either X or Y to have b as a join factor, while if S = 
X A Y, then specialize both X and Y to have b as a join factor. This 
specialization has replaced some of the original points by b, and left all 
others indeterminate. Note that here we are using the multilinearity very. 
strongly, so that only points in S have been replaced by b. Denote by C 
the image of C under this specialization. Observe that C(b, a, c , . . .  ) = 0, 
where we are still specializing the same letters to b as before, hence we have 
b V b V U as a factor. 
Now we claim that C(a, b, c , . . . )  # 0, which will prove that C is not 
anti-symmetric n a and b. To prove the claim, suppose that the unique 
occurrence (by multilinearity) of b in C, the original Cayley expression, is 
in Z. If b does not occur in Z as a join factor, then the support of Z is in 
generic position (i.e., it is spanned by vectors with coordinates algebraically 
independent from a V S), hence C # 0. If b does occur in Z as a join factor, 
say, Z = b V W, then 
c = ((a v b v (b v w) ) . . .=  (t, v ((a v u) A w) ) . . .  
which is non-zero since the underlined factor is of the same step as in C 
and is still in generic position. Now suppose that the occurence of b in C is 
not in Z. Then 
c = ((av bv u)A  z ) . . .  
and the support of the underlined factor does not contain b, hence it is in 
generic position with respect o the rest of C, and C # O. This completes 
the proof of the claim and the lemma. [] 
Now, if P(a, b, c , . . .  ) is a multilinear bracket polynomial, we define a ,,~ b 
if a = b or if P(a ,b , . . .  ,z) = -P (b ,a , . . . , z ) .  We note that ,-~ is an 
equivalence relation on the points. 
COROLLARY 4.2. If P is a multilinear bracket polynomial which has a 
Cayley factorization, then each equivalence class of ,-~ is precisely the atomic 
extensor in some Cayley factorization of P. 
Proof. If C is a simple Cayley expression which expands to P, and if 
A is an equivalence class of points under ,-~, then by the lemma, there are 
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no non-trivial meets between the points in A, hence C may be rewritten so 
that the points of A are explicitly joined. Conversely, points in the same 
atomic extensor must be in the same equivalence class. [] 
LEMMA 4.3. Let P be a non-zero multilinear bracket polynomial for which 
there exists a Cayley factorization P = C, and let A and B be atomic 
extensors (i.e., equivalence classes of poinfs) of P, and suppose that P = 
(A A B) V Q for some linear combination Q of extensors with bracket co- 
efllcients. Then there is no non-trivial join separating A and B in the 
tree T corresponding to C, and hence there exists a Cayley factorization 
P = (A A B) V U where U is a simple Cayley expression. 
Proof. This lemma is dual to the previous lemma and corollary; how- 
ever, the proof is not immediate since we have allowed points to play a 
special role in our development, a role which is not shared by copoints. Let 
us fix a hyperplane (or copoint) H~ and specialize the points of A and B 
to be in generic position in H, with all other points remaining in generic 
position, and therefore not in H. Let P and C denote the images of P and 
C under this specialization. Then P = 0 follows from the hypothesis. 
Since C ~ 0, and the steps of C are the same as those of C at every 
node, we see that at least the step sizes do not force C = 0. In the tree T, 
we replace ach subtree corresponding to an atomic extensor by a single leaf 
labeled by that extensor, and we call the resulting tree T I and regard it as a 
representation f C. Now, T I has two leaves, A and B, which are extensors 
in generic position in H, and all other leaves are in generic position. We 
observe that the join or meet of two extensors in generic position is again 
generic, since the steps don't force it to be 0, as is the join of an extensor 
in generic position with one in generic position in H. On the other hand, 
the meet of an extensor in generic position with one in generic position in 
H is in generic position in H. 
Suppose now that A and B have a non-trivial join on the path between 
them in T, and therefore in T I also. Consider the node Ol on the path from 
A to B which is nearest he root of T I. If a non-trivial join not equal to 
Ol occurs, then since at most one of its operands is in H, the result is in 
generic position (not in H). Thus higher operations in T / never have more 
than one operand in H, and it follows that C # 0. The only remaining 
case is that ol is a non-trivial join, both of whose operands are in genetic 
position in H. Since the steps of all extensors are the same in C as in C, 
the non-triviality of ol in C implies that it is also non-trivial in C. Thus 
the result of the join has step at most d - 1, and is hence non-zero and in 
generic position in H. Again, higher operations in T I must have at most 
one operand in H, and we again conclude that C ~ 0. In all cases we have 
contradicted P = C, hence there is no non-trivial join on the path from A to 
B. By associativity and anti-commutativity of the meet, we may rearrange 
so that (A h B) occurs explicitly in our Cayley factorization, and so that it 
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also occurs at the beginning of the expression. [] 
']?he Cay ley  Factor izat ion A lgor i thm 
Now we are ready to describe the Cayley factorization algorithm for 
multilinear bracket polynomials. Let P(a, b,... , z) be a bracket polynomial 
of rank d which is multilinear in the N points a, b, . . .  , z. 
Step 1. We first find the atomic extensors. We have defined a ~ b 
if a = b or i fP (a ,b , . . . , z )  = -P (b ,a , . . . , z ) .  The latter is checked by 
applying the straightening algorithm to P(a, b,... , z) + P(b, a, . . .  , z), or, 
equivalently (in the multilinear case), to P(a, a , . . . ,  z), to see if zero is ob- 
tained. The transitivity of ~ cuts down on the number of pairs of points 
we have to check, although it is still O(N 2 ) calls of the straightening algo- 
r ithm in the worst case. The equivalence classes are precisely the maximal 
atomic extensors, if a factorization exists, by Corollary 4.2. If there do not 
exist two atomic extensors whose sizes sum to at least d, then return NO 
FACT01~IZATION POSSIBLE. 
Step 2. P~ewrite P as a bracket polynomial which is dotted in each 
atomic extensor. If {a, b , . . . ,  e} = E is an atomic extensor of m points, 
then 
P(a,b, . . .  , e , f , . . . , z )  
1 
-- m! Es ign  (cr)P(a(a),cr(b),... ,a (e ) , f , . . .  ,z) 
O" 
6 @ $ 
= Q(a ,b , . . . ,e , f , . . . , z )  
where the sum is over all permutations ~ of {a, b,.. .  , e}, and antisymmetry 
of the brackets is used to sort the letters of E within each bracket, with terms 
then collected to form Q. This is repeated for each atomic extensor, and 
the disjointness of the atomic extensors assures that the dotting of earlier 
extensors is not spoiled. We now assume that Q is so dotted. 
Step 3. If there exists an atomic extensor E of step d, then apply 
(dotted) straightening with the d elements of E first in the linear order. 
The result must have E as the first row of every resulting tableau, that is, 
[E] is now an explicit factor, Q = [E]. Qt. Remove E, store Q = E A Qt, 
and proceed with the bracket polynomial QI replacing Q. Repeat step 3 
as appropriate. If Q = 1, then we are DONE, and the required Cayley 
factorization may be reconstructed. 
Step 4. Find two atomic extensors E = {el ,e2, . . .  ,ek} and F = 
{fl ,  f2, . . .  , f~} such that E A F could be a primitive factor, if they ex- 
ist. We need only check pairs of extensors E, F such that k +/~ > d. By 
a primitive factor, we mean that (ele2.. .  e k A f l f2" '"  ft) occurs explicitly 
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in some Cayley factorization of Q. Note that any simple Cayley expression 
must  have such a primitive factor. A necessary condition for E A F to be a 
pr imit ive factor is that if the (dotted) straightening algorithm is applied to 
Q, using an ordering in which el < e2 < . . .  < ek < f l  < f2 < .- .  < ft  < z 
for all x E A - (E  U F) ,  then the result is in the form 
O Q 
el . . . . . . . . . . . . .  % f l  . . .  fd -k  
Q 0 
E fd -k+l  "'" f• xl . . . . . . . . . . . .  X2d-k-e  (*) 
xl,...:yl... Yl . . . . . . . . . . . . . . . . . . . . .  Yd 
That  is, every tableau has E in the first row, part of F filling up the 
rest of the first row, and the rest of F in the second row. The sum is over 
various terms with different choices for the x's and y's. 
Actually, we are ignoring two global signs, since 
@ Q @ o 
E A F = 4-F A E = +( [ f l , .  9 9 , fd -k ,  e l , . . .  , ek ] fd -k+t""  f~) 
9 0 9 @ 
= +(+[el , . . .  ,ek, /1, . . .  ,fd-k]f -k+a "'" ft) ,  
but this sign has no bearing on the existence of a factorization, and can be 
reconstructed if needed. 
Step 5. If such E and F do not exist, then return NO FACTORIZA-  
T ION POSSIBLE.  If they do exist, then choose new symbols gl, g2, . . .  , gp, 
where p = k -4- g - d, and store G = E A F .  Let G replace E and F in the 
collection of atomic extensors. Proceed with the new polynomial 
p = 
gl . . .  gp xl  . . .  X2d-k-g 
E Yl . . . . . . . . . . . .  Yd 
Xt~- . -~y l : . . -  : : : 
where X l , . . .  , Yl,. 9 9 are the same as above. Now t9 has one less bracket per 
term than previously. Note that Lemma 4.3 guarantees that no backtracking 
will be necessary, since E A F must be part of a Cayley factorization if one 
exists. 
Step 6. Recompute the atomic extensors by trying to extend the current 
ones .  
Step 7. Go to Step 2. 
This completes the algorithm. The correctness of the algorithm follows 
from the lemmas in Section 4, as already indicated. We remark that the 
dotted straightening algorithm is not essential to the Cayley factorization 
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algorithm. Step 2 may be skipped and the ordinary straightening algorithm 
used in Steps 3 and 4, with the dotted form of the f 's  in Step 4 still required 
to appear. However, the dotted straightening algorithm is much more effi- 
cient, especially since we have already done the work of finding the atomic 
extensors in Step 1. We now illustrate how the algorithm works. 
EXAMPLE 4. Let 
A A 9 9 A A 
P(a, b,...  , k) = 2[a, b, c][d, e, f][g, h, k] - [a, c, e][b, d, f][g, h, k] 
9 & o A 
+[a, c, f][b, d, e][g, h, k]. 
We have chosen an example of a muir9 bracket polynomial which is 
already in dotted form for the extensors ab, fg, and hk. Completing step 1, 
we find that each of these is maximal, but that cd is also an atomic extensor. 
Then 
P=lP( . . .  , c ,d , . . . ) - l P ( . . .  ,d ,c , . . . )  
a • A A 1o  • .  9  A 1 ~ om A 
= [a, b, c][d, e, f][g, h, k] - ~[a, c, e][b, d, f][g, h, k] + ~[a, c, f][b, d, e][9, h, k]. 
Letting E = ab, F = cd, and applying dotted straightening with respect o 
alphabetical order, we find 
[] [] A A 
P = [a,b, cl[d,e,f][g,h,k ].
Thus we have a single dotted tableau of 
(*), 
the form required for step 5, as in 
[ ]  




g h k 
Letting W = E A F, W = w is an extensor of step 1, and 
A 
w e f 
P- -A  
g h k' 
Now we recompute atomic extensors, obtaining we, fg, and hk, and we see 
that we A fg is already a factor. Letting U = u = we A fg, P = uhk, and 
by step 3, we are done, as uhk is now an atomic extensor. Reconstructing, 
P-uhk=uAhk=(weA fg) Ahk=(( (abAcd)Ve)A  fg )Ahk ,  
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up to a possible minus sign. 




Clearly, several other simple Cayley expressions are equal to =kP, for ex- 
ample, 
(cd A ((fg A hk) V e)) h ab. 
Implementation 
The Cayley factorization algorithm, using only the ordinary straight- 
ening algorithm, has been implemented in FORTRAN on an Apollo 3000. 
As a test case, we obtained the bracket expansion of the simple rank 5 
multilinear Cayley expression 
(((cdl ^  agh) V bij) ^ A e o, 
and modified the bracket polynomial by applying several syzygies to it. 
Using the resulting bracket polynomial as input, the program found a correct 
Cayley factorization in 2 minutes and 43 seconds, over 2 minutes of which 
was spent on Step 1. It was similarly successful on a number of other 
inputs, both factorable and non-factorable. However, 15 or 16 points is 
approximately the limit that this implementation can handle. The program 
is limited to 1500 tableaux during each call of the straightening algorithm, 
because of memory limitations of the Apollo, and this stack size has been 
exceeded for some inputs of 15 and of 16 points, after running for several 
hours, with most of the time spent in Step 4. An implementation using the 
dotted straightening algorithm would be much faster in time spent on Step 
4, and would require smaller stack sizes, but would perhaps till be unable 
to handle inputs of more than about 25 points. FORTRAN source code 
may be obtained from the author. 
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Questions 
Some questions remain. The first is to find an algorithm which can 
handle non-multilinear polynomials. This becomes more complicated, of 
course, and a straightforward modification of the multilinear algorithm 
will not suffice. We can attempt o define atomic extensors by a ~ b if 
P(b, b, c , . . . )  = O, for example, but the results corresponding to Lemma 
4.1, its corollary, and Lemma 4.3 are no longer true. See Crapo (1991) in 
this volume for additional information on the difficulties of non-multilinear 
Cayley factorization. Of course, there is a simple-minded algorithm which 
consists of listing all Cayley expressions on the same set of points with the 
appropriate multiplicities, and see if any expand to P. Thus the general 
Cayley factorization question is decidable. 
The second concerns the fact that examples are known of non-Cayley- 
factorable bracket polynomials, which become Cayley factorable when mul- 
tiplied by a single bracket. Sturmfels and Whiteley (1991) elsewhere in 
this volume show that this always happens if we multiply by an appro- 
priate product of brackets of high degree. Such extra bracket factors may 
correspond to the non-degeneracy factors that occur in Wu's method (see 
Chou et al., 1987). How can such factors of small degree be found practi- 
cally? Again, there exists a simple-minded algorithm, since Sturmfels and 
Whiteley provide a bound on the degree of the multiplier. 
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