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Z2k-CODE VERTEX OPERATOR ALGEBRAS
HIROMICHI YAMADA AND HIROSHI YAMAUCHI
Abstract. We study a simple, self-dual, rational, and C2-cofinite vertex operator alge-
bra of CFT-type whose simple current modules are graded by Z2k. Based on those simple
current modules, a vertex operator algebra associated with a Z2k-code is constructed.
The classification of irreducible modules for such a vertex operator algebra is established.
Furthermore, all the irreducible modules are realized in a module for a certain lattice
vertex operator algebra.
1. Introduction
Let V be a simple, self-dual, rational, and C2-cofinite vertex operator algebra of CFT-
type. Then the set Irr(V )sc of equivalence classes of simple current V -modules is closed
under the fusion product ⊠V , and it is graded by a finite abelian group, say C. That is,
Irr(V )sc = {Aα | α ∈ C} with Aα, α ∈ C, being inequivalent to each other, A0 = V , and
Aα ⊠V A
β = Aα+β for α, β ∈ C. If D is a subgroup of C such that the conformal weight
h(Aα) of Aα is an integer for α ∈ D, then the direct sum ⊕α∈D Aα has either a simple
vertex operator algebra structure or a simple vertex operator superalgebra structure,
which extends the V -module structure [7, Theorem 3.12]. In such a case
⊕
α∈D A
α is
called a simple current extension of V .
The theory of simple current extensions of vertex operator algebras has been developed
extensively, see for example [6, 7, 8, 12, 15, 17, 18, 20]. Nowadays it is not hard to
construct new vertex operator (super)algebras as simple current extensions of known
ones. One of the examples is the Zk-code vertex operator algebra [5], which is a D-graded
simple current extension of the tensor product K(sl2, k)
⊗ℓ of ℓ copies of the parafermion
vertex operator algebra K(sl2, k) associated with sl2 and an integer k ≥ 2, and D is an
additive subgroup of (Zk)
ℓ satisfying a certain condition.
In this paper, we study a D-graded simple current extension UD of the tensor product
(U0)⊗ℓ of ℓ copies of a vertex operator algebra U0 such that Irr(U0)sc is graded by Z2k for
an integer k ≥ 2. Here D is an additive subgroup of (Z2k)ℓ.
Let N =
√
2Ak−1 be
√
2 times an Ak−1 root lattice. Then a vertex operator algebra VN
associated with the lattice N contains a subalgebra isomorphic to
L(c1, 0)⊗ · · · ⊗ L(ck−1, 0)⊗K(sl2, k),
where L(cm, 0), 1 ≤ m ≤ k−1, are the Virasoro vertex operator algebras of discrete series.
The vertex operator algebra U0 is defined to be the commutant of S = L(c1, 0) ⊗ · · · ⊗
L(ck−2, 0) in VN . The vertex operator algebra U
0 was previously known [2, 8]. There are
two descriptions of U0, one is a Zk−1-graded simple current extension of K(sl2, k−1)⊗VZd
with 〈d, d〉 = 2(k − 1)k, and the other is a non-simple current extension of L(ck−1, 0) ⊗
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K(sl2, k) (Theorem 3.2). We review the irreducible U
0-modules (Theorem 3.6) and fusion
rules (Theorem 4.1) in our notation. Moreover, we show how the irreducible U0-modules
appear in VN◦ (Lemma 5.1).
The Z2k-grading of the set Irr(U
0)sc = {U l | 0 ≤ l < 2k} of equivalence classes
of simple current U0-modules corresponds to the Z2k-part of the discriminant group
N◦/N ∼= (Z2)k−2×Z2k of the lattice N (Eq. (5.2)). We also recall that the Zk-grading of
Irr(K(sl2, k))sc used in [5] for Zk-code vertex operator algebras corresponds to the Zk-part
of (Z2)
k−2 × Z2k.
Once the necessary properties of the vertex operator algebra U0 are obtained, the
construction of the vertex operator algebra UD is straightforward. In fact, UD is defined
to be the commutant of S⊗ℓ in a vertex operator algebra VΓD associated with a certain
positive definite integral lattice ΓD (Theorem 5.7). It turns out that UD is a direct sum of
aD-graded set of simple current (U0)⊗ℓ-modules Uξ = U
ξ1⊗· · ·⊗U ξℓ , ξ = (ξ1, . . . , ξℓ) ∈ D.
We construct all the irreducible χ-twisted UD-modules for χ ∈ Hom(D,C×) in V(N◦)ℓ , and
classify them (Theorems 6.4 and 6.6). The arguments concerning UD and its irreducible
χ-twisted modules are similar to those in Sections 8 and 9 of [5].
If k = 2, then U0 is isomorphic to a rank one lattice vertex operator algebra V2Z. In
the case k = 4, the Z8-code vertex operator algebra UD was studied in [21]. Our result is
a generalization of [21] to an arbitrary k ≥ 2.
This paper is organized as follows. In Section 2, we recall basic properties of the
Virasoro vertex operator algebra of discrete series and the parafermion vertex operator
algebra associated with sl2 and a positive integer k. In Section 3, we define the vertex
operator algebra U0 and describe it in two ways. We classify irreducible U0-modules as
well. Fusion rules for irreducible U0-modules are discussed in Section 4. In Section 5,
we introduce the positive definite integral lattice ΓD and the vertex operator algebra or
a vertex operator superalgebra UD for a Z2k-code D. Finally, in Section 6, we classify
the irreducible UD-modules. The weight and the dimension of the top level of the simple
current U0-module U l, 0 ≤ l < 2k, are calculated in Appendix A.
We use the symbol ⊠V to denote the fusion product over a vertex operator algebra V .
We also use the symbol ⊗ to denote the tensor product of vertex operator algebras and
their modules as in [16].
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2. Preliminaries
In this section, we recall the vertex operator algebra associated with the discrete series
of Virasoro algebra and the parafermion vertex operator algebra associated with sl2 and
a positive integer k.
2.1. Virasoro vertex operator algebra L(cm, 0). Let L(c, 0) be the simple Virasoro
vertex operator algebra of central charge c, and let L(c, h) be its irreducible highest weight
module with highest weight h. Let
cm = 1− 6
(m+ 2)(m+ 3)
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for m = 1, 2, . . ., and
h(m)r,s =
(
r(m+ 3)− s(m+ 2))2 − 1
4(m+ 2)(m+ 3)
for 1 ≤ r ≤ m + 1, 1 ≤ s ≤ m + 2. The vertex operator algebra L(cm, 0) is self-dual,
rational, C2-cofinite, and of CFT-type with L(cm, h
(m)
r,s ), 1 ≤ s ≤ r ≤ m + 1, a complete
set of representatives of equivalence classes of irreducible L(cm, 0)-modules [25, Theorem
4.2]. The fusion product of irreducible L(cm, 0)-modules is as follows [25, Theorem 4.3].
L(cm, h
(m)
r1,s1
)⊠L(cm,0) L(cm, h
(m)
r2,s2
) =
∑
i,j
L(cm, h
(m)
|r1−r2|+2i−1,|s1−s2|+2j−1
), (2.1)
where the summation is taken over the integers i and j satisfying
1 ≤ i ≤ min{r1, r2, m+ 2− r1, m+ 2− r2},
1 ≤ j ≤ min{s1, s2, m+ 3− s1, m+ 3− s2}.
2.2. Parafermion vertex operator algebra K(sl2, k). We fix the notation for the
parafermion vertex operator algebra K(sl2, k) associated with sl2 and a positive integer
k. Details about K(sl2, k) can be found in [3, 4, 9, 10, 14]. If k = 1, then K(sl2, k) reduces
to the trivial vertex operator algebra C1. So we assume that k ≥ 2. Let
L(k) = Zα1 + · · ·+ Zαk (2.2)
with 〈αi, αj〉 = 2δi,j , and set γk = α1 + · · ·+ αk.
The vertex operator algebra VL(k) contains a subalgebra isomorphic to the simple affine
vertex operator algebra L
ŝl2
(k, 0) associated with the affine Kac-Moody algebra ŝl2 at
level k, and K(sl2, k) is realized as the commutant of the vertex operator algebra VZγk in
L
ŝl2
(k, 0). Let
M j(k) = {v ∈ Lŝl2(k, 0) | γk(n)v = −2jδn,0v for n ≥ 0}
for 0 ≤ j < k. Then M0(k) = K(sl2, k), and
L
ŝl2
(k, 0) =
k−1⊕
j=0
M j(k) ⊗ VZγk−jγk/k. (2.3)
An irreducible L
ŝl2
(k, 0)-module L
ŝl2
(k, i) with i+ 1 dimensional top level can be con-
structed in the VL(k)-module V(L(k))◦ for 0 ≤ i ≤ k, where (L(k))◦ = 12L(k) is the dual lattice
of L(k). Let
M i,j(k) = {v ∈ Lŝl2(k, i) | γk(n)v = (i− 2j)δn,0v for n ≥ 0}
for 0 ≤ j < k. Then M0,j(k) =M j(k), and
L
ŝl2
(k, i) =
k−1⊕
j=0
M i,j(k) ⊗ VZγk+(i−2j)γk/2k. (2.4)
The index j of M j(k) and M
i,j
(k) can be considered to be modulo k. We will use the
following properties of M0(k) and M
i,j
(k).
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(1) M0(k) = K(sl2, k) is a simple, self-dual, rational, and C2-cofinite vertex operator
algebra of CFT-type with central charge 2(k − 1)/(k + 2).
(2) M i,j(k), 0 ≤ i ≤ k, 0 ≤ j < k, are irreducible M0(k)-modules with
M i,j(k)
∼= Mk−i,j−i(k) , (2.5)
and M i,j(k), 0 ≤ j < i ≤ k, form a complete set of representatives of equivalence classes of
irreducible M0(k)-modules.
(3) The top level of M i,j(k) is one dimensional and its conformal weight is
h(M i,j(k)) =
1
2k(k + 2)
(
k(i− 2j)− (i− 2j)2 + 2k(i− j + 1)j
)
(2.6)
for 0 ≤ j ≤ i ≤ k. Eq. (2.6) is valid even in the case j = i.
(4) The fusion product of irreducible M0(k)-modules is
M i1,j1(k) ⊠M0(k) M
i2,j2
(k) =
∑
r∈R(i1,i2)
M
r,(2j1−i1+2j2−i2+r)/2
(k) , (2.7)
where R(i1, i2) is the set of integers r satisfying
|i1 − i2| ≤ r ≤ min{i1 + i2, 2k − i1 − i2}, i1 + i2 + r ∈ 2Z.
In particular, M j(k), 0 ≤ j < k, are the simple currents, and
Mp(k) ⊠M0(k) M
i,j
(k) = M
i,j+p
(k) .
(5) If k ≥ 3, then the automorphism group AutM0(k) of M0(k) is generated by an invo-
lution θ, and M i,j(k) ◦ θ ∼= M i,i−j(k) . The automorphism θ is induced from the −1-isometry
α 7→ −α of the lattice L(k).
3. Vertex operator algebra U0
In this section, we discuss a vertex operator algebra U0. The vertex operator algebra
U0 and its irreducible modules have already been studied [2], [8, Section 4.4.2], see also
[26, Section 3.1]. We describe U0 and all the irreducible U0-modules in a lattice vertex
operator algebra and in its module for later use.
We fix an integer k ≥ 2. Let αi, 1 ≤ i ≤ k, and L(k) be as in Section 2.2. Thus
〈αi, αj〉 = 2δi,j and L(k) = Zα1 + · · ·+ Zαk. Let
γk−1 = α1 + · · ·+ αk−1, γk = α1 + · · ·+ αk, d = γk−1 − (k − 1)αk. (3.1)
Then d = γk − kαk, 〈γk, γk〉 = 2k, 〈d, d〉 = 2(k − 1)k, and 〈γk, d〉 = 0.
For a = a(k) = (a1, . . . , ak) ∈ {0, 1}k, let δa(k) = 12
∑k
p=1 apαp. The vertex operator
algebra VL(k) associated with the lattice L
(k) contains a subalgebra isomorphic to
L(c1, 0)⊗ · · · ⊗ L(ck−1, 0)⊗ Lŝl2(k, 0),
and
VL(k)+δ
a(k)
=
⊕
0≤is≤s
is≡bs (mod 2)
1≤s≤k
L(c1, h
(1)
i1+1,i2+1
)⊗ · · · ⊗ L(ck−1, h(k−1)ik−1+1,ik+1)⊗ Lŝl2(k, ik) (3.2)
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as an L(c1, 0)⊗ · · · ⊗ L(ck−1, 0)⊗ Lŝl2(k, 0)-module, where bs =
∑s
p=1 ap [19, 22, 24], see
also [5, Section 5]. Since L(k−1) ⊕ Zαk = L(k), it follows that
VL(k−1)+δ
a(k−1)
⊗ VZαk+akαk/2 = VL(k)+δa(k). (3.3)
Let ωs be the conformal vector of the Virasoro vertex operator algebra L(cs, 0), 1 ≤
s ≤ k − 1. We apply (3.2) to VL(k−1)+δ
a(k−1)
for k − 1 in place of k. Then
{v ∈ VL(k−1)+δ
a(k−1)
⊗ VZαk+akαk/2 | ωs(1)v = h(s)is+1,is+1+1v, 1 ≤ s ≤ k − 2}
= L
ŝl2
(k − 1, ik−1)⊗ VZαk+akαk/2.
We also have
{v ∈ VL(k)+δ
a(k)
| ωs(1)v = h(s)is+1,is+1+1v, 1 ≤ s ≤ k − 2}
=
⊕
0≤ik≤k
ik≡bk (mod 2)
L(ck−1, h
(k−1)
ik−1+1,ik+1
)⊗ L
ŝl2
(k, ik) (3.4)
by (3.2). Hence (3.3) implies that
L
ŝl2
(k − 1, ik−1)⊗ VZαk+akαk/2 =
⊕
0≤ik≤k
ik≡bk (mod 2)
L(ck−1, h
(k−1)
ik−1+1,ik+1
)⊗ L
ŝl2
(k, ik) (3.5)
for 0 ≤ ik−1 ≤ k − 1 with ik−1 ≡ bk−1 (mod 2).
We set i = ik−1 for simplicity of notation. Since 〈γk−1, αk〉 = 0, the left hand side of
(3.5) is
k−2⊕
j=0
M i,j(k−1) ⊗ VZγk−1+(i−2j)γk−1/2(k−1)+Zαk+akαk/2 (3.6)
by (2.4) for k− 1 in place of k. Since γk−1 = γk −αk, and since αk = (γk − d)/k, we have
a coset decomposition
Zγk−1 + Zαk =
k−1⋃
p=0
(
Zd+ Zγk +
p
k
(γk − d)
)
(3.7)
with [Zγk−1 + Zαk : Zd+ Zγk] = k, and
Zγk−1 +
i− 2j
2(k − 1)γk−1 + Zαk +
1
2
akαk
=
k−1⋃
p=0
((
Zd+
1
2(k − 1)k (−(k − 1)(ak + 2p) + i− 2j)d
)
+
(
Zγk +
1
2k
(ak + 2p+ i− 2j)γk
))
(3.8)
for 0 ≤ j < k−1. The left hand side of (3.8) is a coset of Zγk−1+Zαk, and it is determined
by j modulo k − 1, whereas the right hand side is a union of cosets of Zd + Zγk, and j
can not be considered to be modulo k − 1 for these cosets.
For 0 ≤ p < k, define 0 ≤ l < 2k by
l ≡ i+ ak + 2(p− j) (mod 2k). (3.9)
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Then (3.8) can be written as
Zγk−1 +
i− 2j
2(k − 1)γk−1 + Zαk +
1
2
akαk
=
⋃
0≤l<2k
l≡i+ak (mod 2)
((
Zd− l
2k
d+
i− 2j
2(k − 1)d
)
+
(
Zγk +
l
2k
γk
))
.
(3.10)
Since 〈d, γk〉 = 0, it follows from (3.6) and (3.10) that
L
ŝl2
(k − 1, i)⊗ VZαk+akαk/2
=
k−2⊕
j=0
⊕
0≤l<2k
l≡i+ak (mod 2)
M i,j(k−1) ⊗ VZd−ld/2k+(i−2j)d/2(k−1) ⊗ VZγk+lγk/2k. (3.11)
Let
U i,l = {v ∈ L
ŝl2
(k − 1, i)⊗ VZαk+akαk/2 | γk(n)v = lδn,0v for n ≥ 0}
for 0 ≤ i ≤ k − 1, 0 ≤ l < 2k, which is the multiplicity of VZγk+lγk/2k in (3.11). Then
U i,l =
k−2⊕
j=0
M i,j(k−1) ⊗ VZd−ld/2k+(i−2j)d/2(k−1).
The index l of U i,l can be considered to be modulo 2k.
The right hand side of (3.5) is
⊕
0≤ik≤k
ik≡bk (mod 2)
k−1⊕
p=0
L(ck−1, h
(k−1)
ik−1+1,ik+1
)⊗M ik ,p(k) ⊗ VZγk+(ik−2p)γk/2k (3.12)
by (2.4). Recall that l is defined in (3.9) and that i = ik−1 satisfies the condition i ≡ bk−1
(mod 2). Since bk = bk−1+ak, we have ik− l ∈ 2Z for ik such that ik ≡ bk (mod 2). Then
VZγk+(ik−2p)γk/2k agrees with VZγk+lγk/2k if and only if p ≡ (ik − l)/2 (mod k). Hence the
multiplicity of VZγk+lγk/2k in (3.12) is
{v ∈
⊕
0≤ik≤k
ik≡bk (mod 2)
L(ck−1, h
(k−1)
i+1,ik+1
)⊗ L
ŝl2
(k, ik) | γk(n)v = lδn,0v for n ≥ 0}
=
⊕
0≤ik≤k
ik≡bk (mod 2)
L(ck−1, h
(k−1)
i+1,ik+1
)⊗M ik ,(ik−l)/2(k) .
(3.13)
Therefore, the following theorem is proved.
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Theorem 3.1. The multiplicity U i,l of VZγk+lγk/2k on both sides of (3.5) is described in
two ways, namely,
U i,l =
k−2⊕
j=0
M i,j(k−1) ⊗ VZd−ld/2k+(i−2j)d/2(k−1)
=
⊕
0≤ik≤k
ik≡bk (mod 2)
L(ck−1, h
(k−1)
i+1,ik+1
)⊗M ik ,(ik−l)/2(k) ,
for 0 ≤ i ≤ k − 1 with i ≡ bk−1 (mod 2), and 0 ≤ l < 2k with l ≡ bk (mod 2). The first
one is a direct sum of irreducible M0(k−1) ⊗ VZd-modules, and the second one is a direct
sum of irreducible L(ck−1, 0)⊗M0(k)-modules.
In the case a(k) = (0, . . . , 0), take the commutant of S = L(c1, 0)⊗ · · · ⊗ L(ck−2, 0) in
VL(k−1) ⊗ VZαk = VL(k). Then we have
L
ŝl2
(k − 1, 0)⊗ VZαk =
⌊k/2⌋⊕
j=0
L(ck−1, h
(k−1)
1,2j+1)⊗ Lŝl2(k, 2j), (3.14)
where ⌊k/2⌋ is the largest integer which does not exceed k/2.
Let U0 be the commutant of VZγk in (3.14). Then U
0 = U0,0 in the notation of Theorem
3.1. In particular,
U0 =
k−2⊕
j=0
M j(k−1) ⊗ VZd−jd/(k−1), (3.15)
which is a Zk−1-graded simple current extension of M
0
(k−1) ⊗ VZd. Hence the following
theorem holds by [27, Theorem 2.14], see also [2], [8, Section 4.4.2].
Theorem 3.2. (1) U0 is a simple, self-dual, rational, and C2-cofinite vertex operator
algebra of CFT-type with central charge 3(k − 1)/(k + 1).
(2) U0 is described in two ways, namely,
U0 =
k−2⊕
j=0
M j(k−1) ⊗ VZd−jd/(k−1)
=
⌊k/2⌋⊕
j=0
L(ck−1, h
(k−1)
1,2j+1)⊗M2j,j(k) .
The first one is a Zk−1-graded simple current extension of M
0
(k−1) ⊗ VZd, and the second
one is a non-simple current extension of L(ck−1, 0)⊗M0(k).
The fusion product of irreducibleM0(k−1)-modulesM
j
(k−1) agrees with the fusion product
of irreducible VZd-modules VZd−jd/(k−1) under the correspondence
M j(k−1) ←→ VZd−jd/(k−1), 0 ≤ j < k − 1.
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Similarly, the fusion product of irreducible L(ck−1, 0)-modules L(ck−1, h
(k−1)
1,2j+1) agrees with
the fusion product of irreducible M0(k)-modules M
2j,j
(k) under the correspondence
L(ck−1, h
(k−1)
1,2j+1) ←→ M2j,j(k) , 0 ≤ j ≤ ⌊k/2⌋.
In fact, for 0 ≤ p ≤ q ≤ ⌊k/2⌋, we have
L(ck−1, h
(k−1)
1,2p+1)⊠L(ck−1,0) L(ck−1, h
(k−1)
1,2q+1) =
min{2p,k−2q}∑
j=0
L(ck−1, h
(k−1)
1,2(q−p+j)+1)
by (2.1), and
M2p,p(k) ⊠M0(k) M
2q,q
(k) =
min{2p,k−2q}∑
j=0
M
2(q−p+j),q−p+j
(k)
by (2.7).
Since the left hand side of (3.11) is an L
ŝl2
(k− 1, 0)⊗VZαk -module, and since U0 is the
commutant of VZγk in Lŝl2(k − 1, 0)⊗ VZαk , it follows that U i,l is a U0-module.
For simplicity of notation, set
Aj = M j(k−1) ⊗ VZd−jd/(k−1),
X(i, j, l) = M i,j(k−1) ⊗ VZd−ld/2k+(i−2j)d/2(k−1)
for 0 ≤ i ≤ k − 1, 0 ≤ j < k − 1, and 0 ≤ l < 2k. Then U0 = ⊕k−2j=0 Aj and
U i,l =
⊕k−2
j=0 X(i, j, l) as A
0-modules. For fixed i and l, X(i, j, l), 0 ≤ j < k − 1, are
inequivalent irreducible A0-modules. Thus the U0-module U i,l is irreducible. In fact,
the U0-module structure on the direct sum
⊕k−2
j=0 X(i, j, l) which extends the A
0-module
structure is unique [23, Proposition 3.8]. Since
Aj ⊠A0 X(i, 0, l) = X(i, j, l), (3.16)
we have
U i,l = U0 ⊠A0 X(i, 0, l). (3.17)
The following lemma is a consequence of the isomorphism M i,j(k−1)
∼= Mk−1−i,j−i(k−1) of
M0(k−1)-modules in (2.5) for k − 1 in place of k.
Lemma 3.3. (1) Let 0 ≤ i, i′ ≤ k − 1, 0 ≤ j, j′ < k − 1, and 0 ≤ l, l′ < 2k. Then
X(i, j, l) ∼= X(i′, j′, l′) as A0-modules if and only if one of the following conditions holds.
(i) i = i′, j = j′, and l = l′.
(ii) i′ = k − 1− i, j′ ≡ j − i (mod k − 1), and l′ ≡ k + l (mod 2k).
(2) X(i, j, l), 0 ≤ j < i ≤ k − 1, 0 ≤ l < 2k, are inequivalent to each other.
The above lemma implies the next lemma.
Lemma 3.4. Let 0 ≤ i, i′ ≤ k − 1 and 0 ≤ l, l′ < 2k. Then U i,l ∼= U i′,l′ as U0-modules if
and only if one of the following conditions holds.
(i) i = i′ and l = l′.
(ii) i′ = k − 1− i and l′ ≡ k + l (mod 2k).
Next, we calculate the difference of the conformal weight of two irreducible A0-modules.
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Lemma 3.5. Let 0 ≤ i ≤ k−1, 0 ≤ j < k−1, and 0 ≤ s < 2(k−1)k. Then the difference
of the conformal weight of M i,p(k−1) ⊗ VZd+sd/2(k−1)k−pd/(k−1) for p = 0, j is as follows.
h(M i,j(k−1) ⊗ VZd+sd/2(k−1)k−jd/(k−1))− h(M i,0(k−1) ⊗ VZd+sd/2(k−1)k)
≡ j(i− s)
k − 1 (mod Z).
(3.18)
Indeed, we have h(M i,j(k−1)) for 0 ≤ j ≤ i ≤ k − 1 by (2.6) for k − 1 in place of k, and
h(M i,j(k−1)) for 0 ≤ i ≤ j ≤ k− 1 is obtained by using (2.5) for k− 1 in place of k. In fact,
h(M i,j(k−1))− h(M i,0(k−1)) ≡
j(i− j)
k − 1 (mod Z).
Since
h(VZd+sd/2(k−1)k−jd/(k−1))− h(VZd+sd/2(k−1)k) ≡ j(j − s)
k − 1 (mod Z),
Eq. (3.18) holds.
The following theorem holds, see [2], [8, Section 4.4.2], [26, Section 3.1].
Theorem 3.6. (1) Any irreducible U0-module is isomorphic to U i,l for some 0 ≤ i ≤ k−1,
0 ≤ l < 2k.
(2) The irreducible U0-modules U i,l, 0 ≤ i ≤ k− 1, 0 ≤ l < 2k, are inequivalent to each
other except for the isomorphism
U i,l ∼= Uk−1−i,k+l. (3.19)
(3) There are exactly k2 inequivalent irreducible U0-modules.
(4) The conformal weight of any irreducible U0-module except for U0 is positive.
Proof. Let W be an irreducible U0-module. Then W is a direct sum of irreducible A0-
modules. Let X be an irreducible A0-submodule of W . We may assume that X =
M i,0(k−1) ⊗ VZd+sd/2(k−1)k for some 0 ≤ i ≤ k − 1 and 0 ≤ s < 2(k − 1)k by (3.16). Then
A1 ⊠A0 X = M
i,1
(k−1) ⊗ VZd+sd/2(k−1)k−d/(k−1)
is contained inW , so h(A1⊠A0X)−h(X) is an integer. Thus s ≡ i (mod k−1) by Lemma
3.5. Then s ≡ i − m(k − 1) (mod 2(k − 1)k) for some 0 ≤ m < 2k. Take 0 ≤ l < 2k
such that l ≡ i+m (mod 2k). Then s ≡ ik− l(k− 1) (mod 2(k− 1)k), and W = U i,l by
(3.17). Thus the assertion (1) holds.
Lemma 3.4 implies the assertion (2). The assertion (3) is clear from (1) and (2). The
conformal weight of any irreducible M0(k−1)-module except for M
0
(k−1) is positive. Thus
the assertion (4) holds. 
There are (k − 1)2k2 inequivalent irreducible A0-modules, namely,
Irr(A0) = {M i,j(k−1) ⊗ VZd+sd/2(k−1)k | 0 ≤ j < i ≤ k − 1, 0 ≤ s < 2(k − 1)k}.
Only (k− 1)k2 of them can be direct summands of an irreducible U0-module. In fact, let
Irr0(A0) = {X(i, j, l) | 0 ≤ j < i ≤ k − 1, 0 ≤ l < 2k}.
Then each irreducible U0-module is a direct sum of k − 1 inequivalent irreducible A0-
modules in Irr0(A0).
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Recall the automorphism θ of M0(k), which is induced from the −1-isometry α 7→ −α of
the lattice L(k). The isometry induces an automorphism of U0 of order two as well. We
denote the automorphism by the same symbol θ. Then
U i,l ◦ θ ∼= U i,−l. (3.20)
4. Fusion rule of irreducible U0-modules
The fusion rule of the irreducible U0-modules was previously known [8, Section 4.4.2],
see also [26, Section 3.2]. The fusion rule in our notation for the irreducible U0-modules
is as follows.
Theorem 4.1. Let 0 ≤ i1, i2 ≤ k − 1 and 0 ≤ l1, l2 < 2k. Then
U i1,l1 ⊠U0 U
i2,l2 =
∑
r∈R(i1,i2)
U r,l1+l2 , (4.1)
where R(i1, i2) is the set of integers r satisfying
|i1 − i2| ≤ r ≤ min{i1 + i2, 2(k − 1)− i1 − i2}, i1 + i2 + r ∈ 2Z,
and l1+l2 is considered to be modulo 2k. The irreducible U
0-modules U r,l1+l2, r ∈ R(i1, i2),
on the right hand side of (4.1) are inequivalent to each other.
Proof. Let CA0 be the category of A0-modules, and let C0A0 be the full subcategory of CA0
consisting of the objects X of CA0 such that U0⊠A0 X is a U0-module [8, Definition 2.66].
Then Irr0(A0) constitutes the simple objects of C0A0 [8, Proposition 2.65]. The category
C0A0 is a C-linear additive braided monoidal category with structures induced from CA0 ,
and the functor F : C0A0 → CU0 ; X 7→ U0 ⊠A0 X is a braided tensor functor [8, Theorem
2.67], where CU0 is the category of U0-modules.
We fix 0 ≤ i1, i2 ≤ k− 1 and 0 ≤ l1, l2 < 2k. Since the category C0A0 is closed under the
fusion product, we have
X(i1, 0, l1)⊠A0 X(i2, 0, l2) =
∑
X(i3,j3,l3)∈Irr
0(A0)
n(i3, j3, l3)X(i3, j3, l3), (4.2)
where
n(i3, j3, l3) = dim IA0
(
X(i3, j3, l3)
X(i1, 0, l1) X(i2, 0, l2)
)
is the fusion rule, that is, the dimension of the space of intertwining operators of type(
X(i3,j3,l3)
X(i1,0,l1) X(i2,0,l2)
)
. Let
n(i3, l3) = dim IU0
(
U i3,l3
U i1,l1 U i2,l2
)
be the fusion rule of the irreducible U0-modules U ip,lp, p = 1, 2, 3. Then
U i1,l1 ⊠U0 U
i2,l2 =
∑
U i3,l3∈Irr(U0)
n(i3, l3)U
i3,l3 . (4.3)
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Since U i,l = U0⊠A0X(i, j, l) for any 0 ≤ j < k−1, and since the functor F : C0A0 → CU0 ;
X 7→ U0 ⊠A0 X is a braided tensor functor, it follows from (4.2) that
U i1,l1 ⊠U0 U
i2,l2 =
∑
X(i3,j3,l3)∈Irr
0(A0)
n(i3, j3, l3)U
i3,l3 .
Thus n(i3, l3) =
∑k−2
j3=0
n(i3, j3, l3) by (4.3).
Now,
n(i3, j3, l3) = dim IM0
(k−1)
(
M i3,j3(k−1)
M i1,0(k−1) M
i2,0
(k−1)
)
· dim IVZd
(
VZd−l3d/2k+(i3−2j3)d/2(k−1)
VZd−l1d/2k+i1d/2(k−1) VZd−l2d/2k+i2d/2(k−1)
)
by [1, Theorem 2.10]. The first term of the right hand side of the above equation is 0 or
1, and it is 1 if and only if i3 ∈ R(i1, i2) and i3 − 2j3 ≡ i1 + i2 (mod 2(k − 1)) by (2.7)
for k− 1 in place of k. The second term of the right hand side is 0 or 1, and it is 1 if and
only if
− (l1 + l2)(k − 1) + (i1 + i2)k ≡ −l3(k − 1) + (i3 − 2j3)k (mod 2(k − 1)k) (4.4)
by the fusion rule for VZd [11, Chapter 12]. Hence n(i3, j3, l3) is 0 or 1, and it is 1 if and
only if i3 ∈ R(i1, i2), i3−2j3 ≡ i1+ i2 (mod 2(k−1)), and the condition (4.4) is satisfied.
If i3 ∈ R(i1, i2), then there is a unique 0 ≤ j3 < k − 1 such that i3 − 2j3 ≡ i1 + i2
(mod 2(k − 1)). Moreover, if i3 − 2j3 ≡ i1 + i2 (mod 2(k − 1)), then the condition (4.4)
is equivalent to the condition that l1 + l2 ≡ l3 (mod 2k). Therefore, (4.1) holds. 
We have the following two corollaries.
Corollary 4.2. Let ζ = exp(2π
√−1/k). Then the map ϕ : U i,l 7→ ζ lU i,l for 0 ≤ i ≤ k−1
and 0 ≤ l < 2k defines an automorphism of the fusion algebra of U0 of order k which is
compatible with the isomorphism (3.19).
Corollary 4.3. There are exactly 2k inequivalent simple current U0-modules, which are
represented by U0,l, 0 ≤ l < 2k.
Let U l = U0,l. Then
U l =
k−2⊕
j=0
M j(k−1) ⊗ VZd−ld/2k−jd/(k−1)
= U0 ⊠A0 X(0, 0, l),
(4.5)
and the set of equivalence classes of simple current U0-modules is
Irr(U0)sc = {U l | 0 ≤ l < 2k} with U l ⊠U0 U l′ = U l+l′ . (4.6)
The conformal weight of U l satisfies h(U l) ≡ h(X(0, 0, l)) (mod Z) by (4.5). Hence we
have
h(U l) ≡ (k − 1)l
2
4k
(mod Z). (4.7)
Since
Up ⊠U0 U
i,l = U i,l+p (4.8)
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by (4.1), the isomorphism (3.19) implies the next lemma.
Lemma 4.4. Let 0 ≤ i ≤ k − 1 and 0 ≤ p, l < 2k. Then Up ⊠U0 U i,l = U i,l if and only if
one of the following conditions holds.
(i) p = 0.
(ii) k is odd, i = (k − 1)/2, and p = k.
The fusion rules of M0(k−1)-modules are illustrated as follows. We set M
0 = M0(k−1)
and M i,j = M i,j(k−1) for simplicity of notation. The irreducible M
0-modules are denoted
as M i,j by using 0 ≤ i ≤ k − 1 and 0 ≤ j < k − 1. There is another description of the
irreducible M0-modules. Take 0 ≤ q < 2(k− 1) such that q ≡ i− 2j (mod 2(k− 1)). Let
M˜ i,q = M i,j , which is the multiplicity of VZγk−1+qγk−1/2(k−1) in the decomposition (2.4) of
L
ŝl2
(k − 1, i). Then the fusion product (2.7) for k − 1 in place of k can be written as
M˜ i1,q1 ⊠M0 M˜
i2,q2 =
∑
r∈R(i1,i2)
M˜ r,q1+q2. (4.9)
The relationship between (4.1) and (4.9) is clear. Moreover, the isomorphisms M i,j ∼=
Mk−1−i,j−i and M i,j ◦ θ ∼= M i,i−j can be written as
M˜ i,q ∼= M˜k−1−i,k−1+q, M˜ i,q ◦ θ ∼= M˜ i,−q.
It is known that a map defined by M˜ i,q 7→ ηqM˜ i,q with η = exp(2π√−1/(k − 1)) is
compatible with the isomorphism M˜ i,q ∼= M˜k−1−i,k−1+q, and it induces an automorphism
of the fusion algebra of M0 of order k − 1.
5. Vertex operator (super)algebra UD
In this section, we introduce a positive definite integral lattice ΓD and a vertex operator
algebra or a vertex operator superalgebra UD for a Z2k-code D.
5.1. Irreducible U0-modules in VN◦. Let L
(k) be the lattice as in (2.2). We set
N = {α ∈ L(k) | 〈α, γk〉 = 0},
where γk ∈ L(k) is as in (3.1). We denote the dual lattice of N by N◦. The lattice N is
also considered in Section 4 of [5], where L(k) and γk are denoted by L and γ, respectively.
We show how the irreducible U0-modules U i,l appear in the VN -module VN◦ .
For 0 ≤ j < k and a = a(k) = (a1, . . . , ak) ∈ {0, 1}k, let
N(j,a(k)) = N + δ
a(k) − jαk + 2j − bk
2k
γk
be a coset of N in N◦, which is identical with N(j,a) of (4.4) in [5] as δ
a(k) =
1
2
∑k
p=1 apαp
and wt(a(k)) = bk. We have
VL(k)+δ
a(k)
=
k−1⊕
j=0
VN(j,a(k)) ⊗ VZγk+(bk−2j)γk/2k
by (5.2) of [5]. Let 0 ≤ l < 2k be such that l ≡ bk − 2j (mod 2k). Then j ≡ (bk − l)/2
(mod k), and the multiplicity of VZγk+lγk/2k in VL(k)+δa(k) is VN((bk−l)/2,a(k)). Therefore,
U i,l = {v ∈ VN((bk−l)/2,a(k)) | ωs(1)v = h(s)is+1,is+1+1v, 1 ≤ s ≤ k − 2}
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with i = ik−1 by (3.4) and (3.13). In the case where a1 = · · · = ak−2 = 0, we have
bk−1 = ak−1 and bk = ak−1 + ak. Thus the following lemma holds.
Lemma 5.1. Let 0 ≤ i ≤ k − 1 and 0 ≤ l < 2k.
(1) Define ak−1, ak ∈ {0, 1}, and 0 ≤ j < k by the conditions
i ≡ ak−1, l ≡ ak−1 + ak (mod 2), j ≡ (ak−1 + ak − l)/2 (mod k). (5.1)
Then
U i,l = {v ∈ VN(j,(0,...,0,ak−1,ak)) | ωs(1)v = 0, 1 ≤ s ≤ k − 3, ωk−2(1) v = h(k−2)1,i+1 v}.
(2) In the case i = 0, we have ak−1 = 0, l ≡ ak (mod 2), and j ≡ (ak − l)/2 (mod k).
In particular,
U l = {v ∈ VN(j,(0,...,0,ak)) | ωs(1)v = 0, 1 ≤ s ≤ k − 2}.
In the assertion (2) of the above lemma, we have N(j, (0, . . . , 0, ak)) = N − ld/2k, as
d = γk − kαk. Thus
U l = {v ∈ VN−ld/2k | ωs(1)v = 0, 1 ≤ s ≤ k − 2}. (5.2)
5.2. ΓD and UD. The arguments in this subsection are parallel to those in Section 7 of
[5]. For simplicity of notation, set
N˜ (l) = N − ld/2k, 0 ≤ l < 2k.
We can regard the index l of N˜ (l) as l ∈ Z2k. Since 〈x, y〉 ∈ 2Z and 〈x, d/2k〉 ∈ Z for
x, y ∈ N , and since 〈d, d〉 = 2(k − 1)k, the following lemma holds.
Lemma 5.2. Let 0 ≤ p, q < 2k.
(1) 〈α, β〉 ∈ k−1
2k
pq + Z for α ∈ N˜ (p) and β ∈ N˜ (q).
(2) 〈α, α〉 ∈ k−1
2k
p2 + 2Z for α ∈ N˜ (p).
We fix a positive integer ℓ. Define a coset N˜(ξ) of N ℓ in (N◦)ℓ by
N˜(ξ) = {(x1, . . . , xℓ) | xr ∈ N˜ (ξr), 1 ≤ r ≤ ℓ}
for ξ = (ξ1, . . . , ξℓ) ∈ (Z2k)ℓ. Then N˜(ξ) + N˜(η) = N˜(ξ + η) for ξ, η ∈ (Z2k)ℓ.
For ξ = (ξ1, . . . , ξℓ), η = (η1, . . . , ηℓ) ∈ Zℓ, define an integer ξ · η by
ξ · η = ξ1η1 + · · ·+ ξℓηℓ,
and consider a Z-bilinear map
Zℓ × Zℓ → Q/Z; (ξ, η) 7→ k − 1
2k
ξ · η + Z.
Since k−1
2k
ξrηr + Z depends only on ξr and ηr modulo 2k, the above Z-bilinear map
induces a Z-bilinear map
(Z2k)
ℓ × (Z2k)ℓ → Q/Z; (ξ, η) 7→ k − 1
2k
ξ · η + Z,
where ξ · η = ξ1η1 + · · ·+ ξℓηℓ is considered for integers ξr, ηr such that 0 ≤ ξr, ηr < 2k,
1 ≤ r ≤ ℓ. The Z-bilinear map is non-degenerate if k is even, whereas it is degenerate
with radical {0, k}ℓ if k is odd. The following lemma holds by Lemma 5.2.
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Lemma 5.3. Let ξ, η ∈ (Z2k)ℓ.
(1) 〈α, β〉 ∈ k−1
2k
ξ · η + Z for α ∈ N˜(ξ) and β ∈ N˜(η).
(2) 〈α, α〉 ∈ k−1
2k
ξ · ξ + 2Z for α ∈ N˜(ξ).
Let (ξ|η) = ξ1η1+ · · ·+ ξℓηℓ ∈ Z2k be the standard inner product of ξ = (ξ1, . . . , ξℓ) and
η = (η1, . . . , ηℓ) ∈ (Z2k)ℓ. Then 12k (ξ|η) + Z makes sense, and
1
2k
(ξ|η) + Z = 1
2k
ξ · η + Z.
The inner product (ξ|η) will be used in Section 6.
Remark 5.4. The Euclidean weight wtE(ξ) of ξ = (ξ1, . . . , ξℓ) ∈ (Z2k)ℓ is defined as
wtE(ξ) =
ℓ∑
r=1
min{ξ2r , (2k − ξr)2} ∈ Z,
where ξr are considered to be integers such that 0 ≤ ξr < 2k, 1 ≤ r ≤ ℓ. Note that
1
2k
wtE(ξ) + 2Z =
1
2k
ξ · ξ + 2Z. The Euclidean weight was used in [21].
Let D be a Z2k-code of length ℓ, that is, D is an additive subgroup of (Z2k)
ℓ. Set
ΓD =
⋃
ξ∈D
N˜(ξ),
which is a sublattice of (N◦)ℓ. We consider two cases, namely,
Case A. k−1
2k
ξ · ξ ∈ 2Z for all ξ ∈ D.
Case B. k−1
2k
ξ · η ∈ Z for all ξ, η ∈ D, and k−1
2k
ξ · ξ ∈ 2Z+ 1 for some ξ ∈ D.
Lemma 5.3 implies the following lemma.
Lemma 5.5. (1) ΓD is a positive definite even lattice if and only if D is in Case A.
(2) ΓD is a positive definite odd lattice if and only if D is in Case B.
In Case A, VΓD is a vertex operator algebra. In Case B, set
D0 = {ξ ∈ D | k−1
2k
ξ · ξ ∈ 2Z}, D1 = {ξ ∈ D | k−1
2k
ξ · ξ ∈ 2Z+ 1}.
Then D0 is a subgroup of D, and D = D0∪D1 is the coset decomposition of D by D0. Let
ΓDp =
⋃
ξ∈Dp N˜(ξ), p = 0, 1. Then VΓD = VΓD0 ⊕ VΓD1 is a vertex operator superalgebra.
We have VN˜(ξ) = VN˜(ξ1) ⊗ · · · ⊗ VN˜(ξℓ) ⊂ (VN◦)⊗ℓ, and VΓD =
⊕
ξ∈D VN˜(ξ). Let
Uξ = {v ∈ VN˜(ξ) | (ωS⊗ℓ)(1)v = 0},
where ωS⊗ℓ is the conformal vector of the vertex operator subalgebra S
⊗ℓ of (VN)
⊗ℓ with
S = L(c1, 0) ⊗ · · · ⊗ L(ck−2, 0). Then Uξ = U ξ1 ⊗ · · · ⊗ U ξℓ by (5.2). In particular,
U0 = (U
0)⊗ℓ for the zero codeword 0 = (0, . . . , 0). We see from (4.6) that the set of
equivalence classes of simple current U0-modules is
Irr(U0)sc = {Uξ | ξ ∈ (Z2k)ℓ} with Uξ ⊠U0 Uξ′ = Uξ+ξ′.
The conformal weight h(Uξ) of Uξ is
h(Uξ) ≡ k − 1
4k
ξ · ξ (mod Z)
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by (4.7). Hence h(Uξ) ∈ Z for ξ ∈ D if D is in Case A.
The next proposition follows from Theorems 3.2 and 3.6.
Proposition 5.6. U0 = (U
0)⊗ℓ is a simple, self-dual, rational, and C2-cofinite vertex
operator algebra of CFT-type with central charge 3ℓ(k − 1)/(k + 1). Any irreducible U0-
module except for U0 itself has positive conformal weight.
Let UD be the commutant of S
⊗ℓ in VΓD . Then
UD = {v ∈ VΓD | (ωS⊗ℓ)(1)v = 0} =
⊕
ξ∈D
Uξ,
so UD is a D-graded simple current extension of U0. We have the next theorem.
Theorem 5.7. (1) If D is in Case A, then UD is a simple, self-dual, rational, and C2-
cofinite vertex operator algebra of CFT-type with central charge 3ℓ(k − 1)/(k + 1).
(2) If D is in Case B, then UD = UD0 ⊕ UD1 is a simple vertex operator superalgebra.
The even part UD0 and the odd part UD1 are given by UDp =
⊕
ξ∈Dp Uξ, p = 0, 1, and
h(MD1) ∈ Z+ 1/2.
6. Representations of UD
In this section, we construct all the irreducible χ-twisted UD-modules for χ ∈ D∗ in
V(N◦)ℓ , and classify them, where D
∗ = Hom(D,C×). We argue as in Sections 8 and 9 of
[5].
6.1. Irreducible UD-modules: Case A. Let D be a Z2k-code of length ℓ in Case A of
Section 5.2. Let bU0 : Irr(U
0)sc × Irr(U0)→ Q/Z be a map defined by
bU0(U
p, U i,l) = h(Up ⊠U0 U
i,l)− h(Up)− h(U i,l) + Z
for 0 ≤ i ≤ k − 1 and 0 ≤ p, l < 2k. Since h(U i,l) ≡ h(X(i, 0, l)) (mod Z) by (3.17), we
obtain by using (4.7) and (4.8) that
bU0(U
p, U i,l) = p((k − 1)l − ki)/2k + Z. (6.1)
Any irreducible U0 module is of the form
Uµ,ν = U
µ1,ν1 ⊗ · · · ⊗ Uµℓ,νℓ
for some µ = (µ1, . . . , µℓ) with 0 ≤ µr ≤ k − 1, 1 ≤ r ≤ ℓ, and ν = (ν1, . . . , νℓ) ∈ (Z2k)ℓ.
We have U0,ξ = Uξ, and
Uξ ⊠U0 Uµ,ν = Uµ,ν+ξ.
by (4.8). Define a map bU0 : Irr(U0)sc × Irr(U0)→ Q/Z by
bU0(Uξ, Uµ,ν) = h(Uξ ⊠U0 Uµ,ν)− h(Uξ)− h(Uµ,ν) + Z.
Then it follows from (6.1) that
bU0(Uξ, Uµ,ν) =
1
2k
(ξ|(k − 1)ν − kµ) + Z, (6.2)
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where ( · | · ) is the standard inner product on (Z2k)ℓ. Although each entry µr of µ is an
integer such that 0 ≤ µr ≤ k − 1, we can treat it as an element of Z2k on the right hand
side of (6.2). Since Uη = U0,η for η ∈ (Z2k)ℓ, this in particular implies that
bU0(Uξ, Uη) =
k − 1
2k
(ξ|η) + Z.
Let D⊥ = {η ∈ (Z2k)ℓ | (D|η) = 0}. Then |D||D⊥| = |(Z2k)ℓ|, as ( · | · ) is a non-
degenerate bilinear form on (Z2k)
ℓ. Consider a map
χUµ,ν : D → C×; ξ 7→ exp(2π
√−1bU0(Uξ, Uµ,ν)).
We have
χUµ,ν(ξ) = exp(2π
√−1(ξ|(k − 1)ν − kµ)/2k) (6.3)
by (6.2). Hence χUµ,ν ∈ D∗.
Lemma 6.1. (1) χUµ,ν = 1; the principal character of D if and only if (k−1)ν−kµ ∈ D⊥.
(2) For any χ ∈ D∗, there exists Uµ,ν ∈ Irr(U0) such that χ = χUµ,ν .
Proof. The assertion (1) is a consequence of (6.3) and the definition of D⊥. For any
0 ≤ p < 2k, we have p ≡ (k − 1)l − ki (mod 2k) for some 0 ≤ i ≤ k − 1 and 0 ≤ l < 2k.
Hence for any η ∈ (Z2k)ℓ, there are µ = (µ1, . . . , µℓ) with 0 ≤ µr ≤ k − 1, 1 ≤ r ≤ ℓ,
and ν ∈ (Z2k)ℓ such that η = (k − 1)ν − kµ. Since ( · | · ) is non-degenerate on (Z2k)ℓ, the
assertion (2) holds. 
We consider a coset
N(η, δ(1), δ(2)) = {(x1, . . . , xℓ) | xr ∈ N(ηr, (0, . . . , 0, d(1)r , d(2)r )), 1 ≤ r ≤ ℓ}
of N ℓ in (N◦)ℓ for η = (η1, . . . , ηℓ) ∈ (Zk)ℓ and δ(s) = (d(s)1 , . . . , d(s)ℓ ) ∈ {0, 1}ℓ, s = 1, 2.
The next proposition holds by Lemma 5.1.
Proposition 6.2. Let µ = (µ1, . . . , µℓ) with 0 ≤ µr ≤ k − 1, 1 ≤ r ≤ ℓ, and let
ν = (ν1, . . . , νℓ) ∈ (Z2k)ℓ. Define d(1)r , d(2)r ∈ {0, 1}, and 0 ≤ ηr < k by the conditions
µr ≡ d(1)r , νr ≡ d(1)r + d(2)r (mod 2), ηr ≡ (d(1)r + d(2)r − νr)/2 (mod k)
for 1 ≤ r ≤ ℓ. Then VN(η,δ(1) ,δ(2)) contains the irreducible U0-module Uµ,ν .
Let 0 ≤ i ≤ k − 1 and 0 ≤ p, l < 2k. Define ak−1, ak ∈ {0, 1}, and 0 ≤ j < k by the
conditions (5.1). Then
〈α, β〉 ∈ p((k − 1)l − ki)/2k + Z
for α ∈ N˜ (p) and β ∈ N(j, (0, . . . , 0, ak−1, ak)). Thus the the following lemma holds by
(6.2).
Lemma 6.3. Let µ, ν, η, δ(1), and δ(2) be as in Proposition 6.2, and let ξ ∈ (Z2k)ℓ. Then
〈x, y〉 ∈ bU0(Uξ, Uµ,ν) for x ∈ N˜(ξ) and y ∈ N(η, δ(1), δ(2)).
Let X ∈ Irr(U0). Then X = Uµ,ν for some µ and ν. Let η, δ(1), and δ(2) be as in
Proposition 6.2. Then X is contained in VN(η,δ(1) ,δ(2)). Since Uξ is contained in VN˜(ξ),
and since the cosets N˜(ξ) + N(η, δ(1), δ(2)) of N ℓ in (N◦)ℓ are distinct for all ξ ∈ D, the
χX-twisted UD-submodule UD ·X of V(N◦)ℓ generated by X is isomorphic to UD ⊠U0 X =⊕
ξ∈D Uξ ⊠U0 X . If χX(ξ) = 1 for all ξ ∈ D, then N(η, δ(1), δ(2)) ⊂ (ΓD)◦ by Lemma 6.3,
and we have UD ·X ⊂ V(ΓD)◦ . Thus the following theorem holds.
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Theorem 6.4. (1) Any irreducible χ-twisted UD-module, χ ∈ D∗, is contained in V(N◦)ℓ .
(2) Any irreducible untwisted UD-module is contained in V(ΓD)◦ .
Define an action of D on Irr(U0) by X 7→ Uξ ⊠U0 X for ξ ∈ D and X ∈ Irr(U0). Let
Irr(U0) =
⋃
i∈I Oi be the D-orbit decomposition, and let DX = {ξ ∈ D | Uξ ⊠U0 X = X}
be the stabilizer of X . The next lemma holds by Lemma 4.4.
Lemma 6.5. Uξ⊠U0 Uµ,ν = Uµ,ν for some ξ 6= 0 if and only if k is odd, ξ = (ξ1, . . . , ξℓ) ∈
{0, k}ℓ, and µr = (k − 1)/2 for 1 ≤ r ≤ ℓ such that ξr = k.
We study the structure of UD ⊠U0 X for X ∈ Irr(U0). If DX = 0, then UD ⊠U0 X is an
irreducible χX -twisted UD-module.
Suppose DX 6= 0. Then k is odd, and DX ⊂ {0, k}ℓ by Lemma 6.5. Let C = {(0), (k)}
be a Z2k-code of length one consisting of two codewords (0) and (k). The code C is in
Case A or in Case B according as k ≡ 1 or k ≡ 3 (mod 4). Hence the Z2-graded simple
current extension UC = U
0⊕Uk of U0 is a simple vertex operator algebra with h(Uk) ∈ Z
or a simple vertex operator superalgebra with h(Uk) ∈ Z + 1/2 according as k ≡ 1 or
k ≡ 3 (mod 4). We can regard any additive subgroup of {0, k}ℓ ⊂ (Z2k)ℓ as an additive
subgroup of (Z2)
ℓ under the correspondence 0 7→ 0 and k 7→ 1. Since k is odd, the
correspondence is the reduction modulo 2, and it gives an isometry from ({0, k}ℓ, ( · | · ))
to ((Z2)
ℓ, ( · | · )), where ( · | · ) is the standard inner product on either (Z2k)ℓ or (Z2)ℓ. In
particular, DX ∩ D⊥X in (Z2k)ℓ corresponds to DX ∩ D⊥X in (Z2)ℓ. Thus the following
theorem holds by Propositions 2.3, 2.5, and 2.6 of [5].
Theorem 6.6. Let X ∈ Irr(U0).
(1) If DX = 0, then UD ⊠U0 X is an irreducible χX-twisted UD-module.
(2) Suppose k is odd and DX 6= 0.
If k ≡ 1 (mod 4), then UD⊠U0X =
⊕|DX |
j=1 V
j, where V j, 1 ≤ j ≤ |DX |, are inequivalent
irreducible χX-twisted UD-modules. Furthermore, V
j ∼=⊕W∈Oi W as U0-modules, where
Oi is the D-orbit in Irr(U0) containing X.
If k ≡ 3 (mod 4), then UD ⊠U0 X =
⊕|DX∩D⊥X |
j=1 (V
j)⊕m, where m = [DX : DX ∩D⊥X ]1/2,
and V j, 1 ≤ j ≤ |DX ∩D⊥X |, are inequivalent irreducible χX-twisted UD-modules. Fur-
thermore, V j ∼=⊕W∈Oi W⊕m as U0-modules, where Oi is the D-orbit in Irr(U0) containing
X.
Any irreducible χ-twisted UD-module, χ ∈ D∗, is isomorphic to a direct summand of
UD ⊠U0 X with χ = χX for some X ∈ Irr(U0). Thus the classification of irreducible
χ-twisted UD-modules for any χ ∈ D∗ is obtained by Theorem 6.6.
We can write χi for χX , and Di for DX if X belongs to a D-orbit Oi in Irr(U0), as χX
and DX are independent of the choice of X ∈ Oi. Let I(χ) = {i ∈ I | χi = χ}, which is
non-empty by Lemma 6.1.
By the above arguments, we obtain the next theorem.
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Theorem 6.7. The number of inequivalent irreducible χ-twisted UD-modules for χ ∈ D∗
is as follows.
|I(χ)| if k is even,
|I(χ)0|+
∑
i∈I(χ)1
|Di| if k ≡ 1 (mod 4),
|I(χ)0|+
∑
i∈I(χ)1
|Di ∩D⊥i | if k ≡ 3 (mod 4),
where I(χ)0 = {i ∈ I(χ) | Di = 0} and I(χ)1 = I(χ) \ I(χ)0.
6.2. Irreducible UD-modules: Case B. Let D be a Z2k-code of length ℓ in Case B of
Section 5.2, and let D0 and D1 be as in Section 5.2. Since D0 is a Z2k-code of length
ℓ in Case A, we see from Section 6.1 that any irreducible UD0-module P is isomorphic
to a direct summand of UD0 ⊠U0 X for some X ∈ Irr(U0), and that X is contained in
VN(η,δ(1) ,δ(2)) for some coset N(η, δ
(1), δ(2)) of N ℓ in (ΓD0)
◦. Since UD = UD0 ⊕ UD1, the
UD-submodule UD · P of V(Γ
D0)
◦ generated by P is isomorphic to UD ⊠U
D0
P . Moreover,
UD ⊠U
D0
P is either an irreducible UD-module or a direct sum of two irreducible UD-
modules. Since any irreducible UD-module is obtained in this way, the following theorem
holds.
Theorem 6.8. Any irreducible UD-module is contained in V(Γ
D0 )
◦ .
Appendix A. Top level of U l, 0 ≤ l < 2k
In this appendix, we prove the following theorem on the top level of U l, 0 ≤ l < 2k,
defined in (4.5).
Theorem A.1. The weight and the dimension of the top level of the simple current U0-
module U l, 0 ≤ l < 2k, are as follows.
(1) If l = 0, then the weight is 0 and the dimension is 1.
(2) If l is odd, then the weight is l(2k − l)/4k − 1/4 and the dimension is 1.
(3) If l 6= 0 is even, then the weight is l(2k − l)/4k and the dimension is 2.
Proof. Since U l ◦ θ ∼= U−l = U2k−l by (3.20), it is enough to consider the case 0 ≤ l ≤ k.
The top level of U0 is C1, and the assertion (1) holds. Thus we assume that 1 ≤ l ≤ k.
If k = 2, then U l = VZd−ld/4 with 〈d, d〉 = 4, as M0(1) = C1. Hence the theorem holds for
k = 2. So we assume that k ≥ 3.
Recall the notation X(i, j, l) in Section 3. For a fixed l, let P (j) be the conformal
weight of X(0, j, l). Since U l =
⊕k−2
j=0 X(0, j, l), we need to calculate the minimum value
of P (j) for integers j in the range 0 ≤ j < k − 1. We have
P (j) =
j(k − 1− j)
k − 1 +
((k − 1)l + 2kj)2
4(k − 1)k
=
(
j +
l + 1
2
)2 − (l + 1)2
4
+
(k − 1)l2
4k
(A.1)
for j in the range
0 ≤ j ≤ (k − 1)(k − l)/2k, (A.2)
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and
P (j) =
j(k − 1− j)
k − 1 +
((k − 1)l + 2kj − 2(k − 1)k)2
4(k − 1)k
=
(
j − (k − l + 1
2
)
)2
+
l(2k − l)
4k
− 1
4
(A.3)
for j in the range
(k − 1)(k − l)/2k ≤ j < k − 1. (A.4)
The dimension of the top level of VZd−ld/2k−jd/(k−1) is 2 if (k − 1)l + 2kj = (k − 1)k,
otherwise it is 1. Since the dimension of the top level of M j(k−1) is 1, the dimension of the
top level of X(0, j, l) is 2 if l = k and j = 0, otherwise it is 1, as 1 ≤ l ≤ k.
The minimum value of the quadratic polynomial P (j) for integers j in the range (A.2)
is (k − 1)l2/4k at j = 0 by (A.1). As for the minimum value of P (j) for integers j in the
range (A.4), note that
(k − 1)(k − l)/2k ≤ k − 1− (l + 1)/2 < k − 1,
as k ≥ 3 and 1 ≤ l ≤ k. We argue the cases l = 1, 2, and l ≥ 3 separately.
First, assume that l = 1. Then k − (l + 1)/2 = k − 1 is not in the range (A.4). So the
minimum value of P (j) for integers j in the range (A.4) is 5/4 − 1/4k at j = k − 2 by
(A.3). Since P (0) < P (k − 2), the assertion (2) holds for l = 1.
Next, assume that l = 2. Then k − (l + 1)/2 = k − 3/2, so the minimum value of P (j)
for integers j in the range (A.4) is (k−1)/k at j = k−2 by (A.3). Since P (0) = P (k−2),
the assertion (3) holds for l = 2.
Now, assume that 3 ≤ l ≤ k. Suppose l is odd. Then the minimum value of P (j) for
integers j in the range (A.4) is l(2k − l)/4k − 1/4 at j = k − (l + 1)/2 by (A.3). The
minimum value is smaller than P (0). Thus the assertion (2) holds.
Finally, suppose 4 ≤ l ≤ k and l is even. Then the minimum value of P (j) for integers
j in the range (A.4) is l(2k− l)/4k at j = k−1− l/2 and k− l/2 by (A.3). The minimum
value is smaller than P (0). Thus the assertion (3) holds. The proof is complete. 
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