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In a generalised framework for the Landauer erasure protocol, we study bounds on the heat dissipated in typ-
ical nonequilibrium quantum processes. In contrast to thermodynamic processes, quantum fluctuations are not
suppressed in the nonequilibrium regime and cannot be ignored, making such processes difficult to understand
and treat. Here, we derive an emergent fluctuation relation that virtually guarantees the average heat produced
to be dissipated into the reservoir when either the system or reservoir is large (or both), or when the temper-
ature is high. The implication of our result is that for nonequilibrium processes, heat fluctuations away from
its average value are suppressed independently of the underlying dynamics exponentially quickly in the dimen-
sion of the larger subsystem and linearly in the inverse temperature. We achieve these results by generalising a
concentration of measure relation for subsystem states to the case where the global state is mixed.
I. INTRODUCTION
Landauer’s principle (LP) provides the clearest evi-
dence that “information is physical” by relating logically-
irreversible computations to a necessary energy expendi-
ture [1]. The principle lies at the interface between infor-
mation theory and thermodynamics: simultaneously offering
deep consequences for the foundations of physics whilst posit-
ing the daunting technical challenge of managing heat dissipa-
tion in computers, whether they operate on classical or quan-
tum logic. Indeed, although LP was initially postulated from
classical thermodynamic considerations [1, 2], early research
efforts aimed to either develop a microscopic, nonequilibrium
version of the principle [3–6] or extend it into the quantum do-
main [7–13]. However, the microscopic versions often relied
on specific models, and many quantum extensions assumed
the principle to hold a priori, before investigating its implica-
tions. Perhaps surprisingly, recent experiments demonstrate
that LP applies to irreversible, nonequilibrium processes in-
volving individual quantum systems [14–17]. This evidence
sparked a revival of interest in developing a rigorous formula-
tion of LP in this regime, culminating in an equality form of
LP derived by Reeb & Wolf (RW) within a minimal frame-
work [18].
Despite the substantial body of work surrounding LP, lit-
tle is known about the tightness of the bound at microscopic
scales, nor about how Landauer heat can be tamed, i.e., how
to minimise the heat required to process quantum informa-
tion [19]. In the nonequilibrium setting of logical processes,
where highly entangling operations are often utilised, the typ-
ical behaviour of the heat generated is not immediate, even
on average – thermodynamic intuition breaks down due to
the strong interaction. On a technical level, minimising this
heat is crucial for our ability to manipulate quantum systems
to outperform their classical counterparts, as the quantum
advantage often relies on coherent control that suffers from
heat fluctuations. An approach to resolving these outstand-
ing issues makes use of tools from nonequilibrium statistical
physics [20–26]. In particular, RW [18] and Goold, Paternos-
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tro & Modi (GPM) [23] independently derived tighter bounds
on heat (in the quantum setting) than that of Landauer. Al-
though the RW correction only depends on the dimension of
the reservoir and there is no strict hierarchy between the two
novel bounds, the GPM bound tends to outperform the for-
mer in various regimes of interest; however, its calculation
depends explicitly on details of the process and is therefore
difficult to estimate in general [23].
On a more fundamental level, LP is often cited as an equiv-
alent formulation of the Second Law of Thermodynamics –
indeed it is when considering processes taking place near
equilibrium. Investigations into statistical formulations of the
Second Law which hold in the nonequilibrium regime have
lead to the much lauded fluctuation relations [27–30], which
bound process-dependent quantities (such as work) to ther-
modynamic ones (such as the free energy). It is natural to ask
whether one can develop similar process-independent bounds
on heat by studying LP in the nonequilibrium regime. Such
a formulation is indeed pertinent to the field of quantum ther-
modynamics, where processes inherently take place far from
equilibrium due to the mesoscopic nature of the relevant sub-
systems [31, 32].
The aim of this Article is therefore to understand what uni-
versal properties typically emerge with respect to the heat gen-
erated in open quantum processes. We prove the emergence
of a fluctuation relation for the heat dissipated in a Landauer
process, stating that on average, heat is almost always dissi-
pated into the environment. We analytically prove that this
fluctuation relation arises exponentially quickly as the dimen-
sions of either subsystem grows, and linearly in the inverse
temperature. Our result extends the minimal framework for
describing Landauer processes [18] and is derived by exam-
ining fluctuations of the heat distribution [23]. We begin the
Article by introducing the former and constructing the latter.
II. BACKGROUND
Surprisingly, until recently there was no consensus on how
LP should be quantitatively expressed. This changed when
RW formally derived a bound for the dissipated heat under
a minimal set of assumptions [18]: (i) the irreversible pro-
cess involves a system s and a reservoir r; (ii) the initial joint
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2state is uncorrelated: ρsr = ρs⊗ ρr; (iii) the reservoir is ini-
tially in a thermal (Gibbs) state ρr := e−βHr/Z, where β is
the inverse temperature, Hr is the reservoir Hamiltonian, and
Z := tr
[
e−βHr
]
is the partition function; and (iv) the joint state
evolves unitarily: ρ′sr =UρsrU†. We call such processes Lan-
dauer processes.
RW show that relaxing any one of the assumptions above
can lead to violation of the bound
β〈Q〉 ≥ ∆S+R(∆S,dr) := ω, (1)
where the inequality without R(∆S,dr) is Landauer’s bound.
Here, the average heat dissipated into the reservoir is 〈Q〉 :=
tr [Hr(ρ′r−ρr)]; the change in von Neumann entropy of the
system is ∆S := S(ρs)−S(ρ′s) with S(ρ) :=−tr [ρ log(ρ)]; and
R(∆S,dr) ≥ 0 is a correction term that tightens the Landauer
bound for finite-sized reservoirs [33].
Crucially, the above framework accounts for processes that
will be employed by realistic quantum technologies: namely,
nonequilibrium processes that lie outside the realm of tradi-
tional thermodynamics and are difficult to treat because of
heat fluctuations that are not suppressed. In other words, the
heat generated in a single run of the process can vary drasti-
cally from its average behaviour. The modern approach to de-
scribing such nonequilibrium processes employs fluctuation
relations [27–32, 34–44]. These relate thermodynamic quan-
tities (e.g., free energy difference) to nonequilibrium quanti-
ties (e.g., work or heat), offering a promising route to under-
standing the thermodynamics of small systems whose relevant
dynamics may occur on shorter timescales than equilibration.
Recent work demonstrates that this formalism is applicable
for the experimental exploration of quantum thermodynam-
ics [45–48]; importantly including measuring the heat distri-
bution of a quantum Landauer process [17].
Applying such tools to the Landauer protocol, GPM de-
veloped a novel bound for the average heat [23]. By tak-
ing projective measurements of the reservoir energy, the
complete distribution of the heat exchanged can be con-
structed: P(Q) := ∑mn P(Em|En)P(En)δ(Q − (En − Em)),
where P(En) = 〈En|ρr|En〉 and P(Em|En) = ∑l |〈En|Al |Em〉|2
are the initial and (conditional) final measurement probabili-
ties respectively. The Al= jk =
√
λ j〈k|U | j〉 are Kraus opera-
tors describing the local action of the evolution on the reser-
voir, with {λ j, | j〉} the eigenvalues and eigenstates of ρs re-
spectively. From this distribution, GPM show that the average
exponentiated heat can be written as
Γ := 〈e−βQ〉= tr
[
U†1s⊗ρrUρs⊗1r
]
, (2)
where 〈e−βQ〉 = ∫ dQP(Q)e−βQ. Invoking Jensen’s inequal-
ity [49], the GPM bound is immediately derived
β〈Q〉 ≥ − ln(Γ) =: γ. (3)
Although the derivation above is reminiscent of the Jarzyn-
ski equality [27, 28], Eq. (2) is not a true fluctuation relation
since Γ depends explicitly on the details of the process, i.e.,
Γ = Γ(U,ρs). However, we now show that a fluctuation rela-
tion emerges quickly for typical Landauer processes, meaning
deviations of Γ from its average value become suppressed in-
dependently of process details.
III. MAIN RESULTS
Emergence of fluctuation relation.—Our main result
shows that, for Haar-randomly sampled joint-space unitary in-
teractions, a fluctuation relation for heat arises in the limit
where the dimension of the system, reservoir, or both, be-
comes large; or when the temperature is high, i.e., Γ→ 1. In
fact, as the dimensions of either s or r grow, the deviations of
Γ from unity are at least exponentially suppressed; in the high
temperature limit this suppression is at least linear. First, we
demonstrate the exponential scaling with dimension through
the following Theorem:
Theorem 1. When either the system or the reservoir dimen-
sions are much larger than the other, i.e., ds dr or ds dr,
the deviations of Γ from unity are at least exponentially sup-
pressed in the dimension of the larger subsystem.
Note first that we can write Eq. (2) as Γ = dstr [Msρs] =
drtr [Mrρr], where
Ms := trr
[
U†
1s
ds
⊗ρrU
]
, Mr := trs
[
Uρs⊗ 1rdr U
†
]
. (4)
The following Lemma is a generalisation of standard con-
centration of measure results for quantum states (see, e.g.,
Ref. [50]) to the case where the reduced density operators are
generated from unitary orbits of mixed states:
Lemma 2. For any σsr =UτsrU†, where τsr is a fixed system-
reservoir density operator and U is a Haar-randomly sampled
unitary operator
Prob
[∥∥∥∥σs− 1sds
∥∥∥∥
1
≥
√
ds
dr
+ ε
]
≤ 2exp
(
−dsdrε
2
16
)
. (5)
The same holds with system and reservoir labels swapped.
Here, σs := trr [σsr] and the trace norm is defined for an op-
erator A as ‖A‖1 := tr
[√
A†A
]
. Importantly, Lemma 2 bounds
the trace distance of a reduced state from the maximally mixed
state for Haar-randomly sampled joint interactions. While the
bound in Eq. (5) is the same as in the usual case of pure joint
states, which follows from Levy’s Lemma [51], the extension
to mixed joint states is nontrivial, as the geometry of the corre-
sponding space differs considerably. In fact, the following re-
sults do not hold for a naı¨ve application of the pure state result,
because the trace distance from the identity of σs, generated
from a convex mixture σsr, cannot be directly upper bounded
by an arbitrary component of the mixture. For a proof of this
physically motivated application of Levy’s Lemma, see Ap-
pendix A [52].
Proof. (Theorem 1) Consider the case where dr  ds. For
a Haar-randomly chosen unitary U , the state Ms, defined in
Eq. (4), is distributed exactly as σs in Lemma 2 with τsr =
(1s/ds)⊗ρr. Writing µs := ‖Ms−1s/ds‖1, it follows imme-
diately that: Prob
[
µs ≥
√
ds/dr + ε
]
≤ 2exp(−dsdrε2/16).
3Choosing ε = 4
√
(xdr + ln(2ds))/(dsdr) for some small x >
1/dr gives
Prob
µs ≥√dsdr +4
√
xdr + ln(2ds)
dsdr
≤ exp(−drx)
ds
. (6)
As the reservoir dimension increases, independently of the
inverse temperature β and for a fixed ds ≥ 2, the probabil-
ity that µs is greater than some vanishingly small quantity
is exponentially diminishing in dr. Now, consider that µs =
maxP tr [P(Ms−1s/ds)], where the maximisation is taken
over all projection operators P. Using the fact that ρs is a
convex mixture of projectors, and multiplying µs by ds, we
have ds µs ≥ dstr
[
ρs
(
Ms− 1sds
)]
= Γ− 1. By symmetry of
the trace distance, we also have −ds µs ≤ Γ−1; thus we have
upper bounded the fluctuations of Γ about 1 by
dsµs ≥ |Γ−1|=: µ. (7)
In summary, the magnitude of these fluctuations are upper
bounded by a number that has high probability of being ex-
tremely small, as shown in Eq. (6). It follows that Γ→ 1 at
least exponentially in the limit dr  ds. The Theorem can be
proved for ds dr using a similar argument with the state Mr,
defined in Eq. (4).
The probabilistic statement we make in Theorem 1 is based
on the trace distance of the reduced post-dynamics state from
the maximally mixed state. Lemma 2 states that as either di-
mension increases, typically, this distance is exponentially di-
minishing. This quantity upper bounds the absolute difference
between Γ and its mean value of 1, the implication being that
the distribution of Γ is sharply peaked. This further implies
that the distribution of γ = − ln(Γ), which lower bounds the
average heat, is sharply peaked around 0 in these asymptotic
regimes.
Consider now the case where we have a large nonequilib-
rium system interacting with a large equilibrium reservoir, i.e.,
dr ≈ ds  2. From the above concentration of measure ar-
gument, it is not clear how Γ behaves when ds and dr are
comparable. With the following Theorem, we show that a
fluctuation relation also emerges when the overall dimension
becomes large:
Theorem 3. When the system and reservoir dimensions are
similar, we expect Γ→ 1 for large dsr = dsdr.
Proof. We can rewrite Γ in terms of the eigenbases
of ρs = ∑k λ
(s)
k |sk〉〈sk| and ρr = ∑k λ(r)k |rk〉〈rk|: Γ =
∑nmpqλ
(r)
m λ
(s)
p |〈snrm|U |sprq〉|2, where ∑k λ(s)k = ∑k λ(r)k = 1.
As the joint sr dimension becomes large, any two bases re-
lated by a Haar-random unitary will tend to be mutually un-
biased [53]; that is, the matrix elements 〈snrm|U |sprq〉 →
1/
√
dsdr. In this limit, we have Γ→ ∑nmpqλ(r)m λ(s)p /(dsdr) =
1.
In the following Theorem, we show that a fluctuation rela-
tion also emerges in the high temperature limit:
Theorem 4. As temperature increases, Γ→ 1 at least linearly
with inverse temperature β.
Proof. Consider the completely-positive trace-
preserving (CPTP) map Esr : L(Hr) → L(Hs):
Esr(σr) := trr
[
U†1s/ds⊗σr U
]
. By the contractivity
of the trace distance under CPTP operations, we have
µ˜ := ‖ρr−1r/dr‖1 ≥ ‖Esr (ρr−1r/dr)‖1. Expanding the
action of Esr gives
µ˜≥
∥∥∥∥trr [U†1sds ⊗ρr U
]
− trr
[
U†
1s
ds
⊗ 1r
dr
U
]∥∥∥∥
1
= µs, (8)
where µs = ‖Ms−1s/ds‖1. Combining this with Eq. (7), we
have dsµ˜≥ dsµs ≥ µ.
Next, taking the limit β → 0, we have limβ→0 µ˜ =
limβ→0 |∑k
(
e−βEk/Z−1/dr
) |. As β → 0, Z → dr and we
can expand the exponential. The zeroth order term cancels
with the second term in the last equation, giving: limβ→0 µ˜ =
(1/dr)|∑k∑∞n=1(−βEk)n/(n!)|. Since µ˜ is behaves linearly
with β in this limit, it follows that Γ→ 1 at least linearly.
Speed of convergence.—A particularly nice feature of our
results derived above is that they bound the rate at which the
fluctuation relations arise in various regimes. In order to test
how fast Γ exhibits the results of Theorems 1, 3, & 4, we
now explore the statistics of simulated dynamics within the
parameter space (ds,dr,β). We construct processes by Haar-
randomly sampling unitaries from the joint-space and subse-
quently define the system and reservoir Hamiltonians
Hs = i trr[log(U)]/t and Hr = i trs[log(U)]/t, (9)
where we choose t = 1 to fix the units of energy. The no-
tions of high and low temperature depend on the energy level
structure of Hr, so we must be careful in comparing processes.
At high temperature, we expect significant occupation of all
reservoir states, implying β−1  |EN − E0|, where EN and
E0 are the highest and lowest reservoir eigenenergies respec-
tively. On the other hand, at low temperature, even the first
excited state (with energy E1) has little population, requiring
β−1|E1−E0|. Between these two regimes, the temperature
is of the same order as the energy splittings in Hr. These con-
siderations motivate the definition of the scaled temperature
parameters
T˜low := (β|E1−E0|)−1, T˜high := (β|EN−E0|)−1,
and T˜mid :=
N−1
β ∑Nn=1 |En−En−1|
, (10)
which are used in the low, high and intermediate temperature
regimes respectively.
Theorems 1, 3 and 4 manifest themselves in Fig. 1. Plotted
in each panel (temperature regime) is a fit of µ to data from
a large number of Haar-randomly sampled interactions for a
variety of system and reservoir dimensions. The validity of
Theorems 1 and 3 can be seen in any temperature regime: in
the low dimensional case (red, dot-dashed), µ tends to be the
largest, with µ smaller on average for all other cases, where
4FIG. 1: (Color online). A fit of µ = |Γ− 1| to the function a(1− exp[−b/T ]) – which we expect to approximate the size
of deviations in the large T limit – for a variety of system and reservoir sizes in the (a) low, (b) intermediate and (c) high
temperature regimes. The central lines are the fitted values of µ and the shaded regions indicate the∼ 95% confidence region for
the fit. To calculate the fit, we sampled 1000 Haar-random unitary transformations applied to randomly chosen nonequilibrium
system states for each panel in each of the following cases: (i) ds = dr = 2 (red, dot-dashed); (ii) ds = 16 dr = 2 (blue,
dashed); (iii) ds = 2 dr = 32 (green, dotted); and (iv) ds = dr = 16 (orange, solid). Panels (a) and (b) show that even at low or
medium temperatures, when either subsystem dimension (or both) is large, |µ| → 0. Panel (c) shows that independently of the
system and reservoir dimensions, |µ| → 0 in the high temperature limit. The only remaining case of interest is when the system
and reservoir dimensions are both small and the temperature is low (see case (i) in panel (a)).
either dimension is large. Reading across the panels of Fig. 1
shows that as temperature increases, µ→ 0 independently of
ds, dr (note the scale), demonstrating Theorem 4. Further-
more, in Appendix B we show that in the cases where the
fluctuation relation arises, γ almost always provides a tighter
bound for the heat than previously known bounds. We now
discuss implications and the broader relevance of our findings.
IV. DISCUSSION
Our ability to coherently control nonequilibrium quantum
systems is crucial to developing quantum technologies. Func-
tional quantum technologies must implement irreversible op-
erations, necessarily generating heat which leads to decoher-
ence that negatively impacts performance. In this Article, we
have demonstrated the emergence of a fluctuation relation for
the heat generated in typical nonequilibrium Landauer pro-
cesses. The implication is that the heat dissipated into the
reservoir in a typical open process is almost always positive.
This significantly enhances our understanding of Landauer
heat and open evolution of systems in contact with thermal
states, as previous studies have been unable to make process-
independent statements on the average heat exchanged during
nonequilibrium interactions.
Intuition based on the Second Law of Thermodynamics
suggests that having the heat typically flow towards the reser-
voir is a peculiar feature: one might expect that when the
reservoir begins at a higher temperature than the system, the
reservoir should cool on average. However, due to Theo-
rems 1, 3 and 4, when the dimension of either subsystem is
large or the temperature of the reservoir is high, the heat al-
most always flows towards the reservoir. Thermodynamic in-
tuition breaks down because it assumes the interaction takes
place near equilibrium, where the open evolution cannot per-
turb a thermal reservoir; in the nonequilibrium setting we con-
sider, this assumption is broken. Randomly sampled unitary
processes will generally correspond to Hamiltonians with sig-
nificant interaction terms that are highly entangling [50]; the
local state of the reservoir is therefore almost always more
mixed after the interaction than before. The connection be-
tween nonequilibrium versions of LP and the Second Law re-
mains unclear and requires further investigation.
Admittedly, real experiments do not have access to random
unitary operations, which are often dismissed as “unphysical”.
However, performing a number of interesting tasks efficiently,
such as securely erasing quantum information, the decoupling
protocol [54, 55], device verification [56, 57] and thermalisa-
tion [50, 58, 59], require operations that mimic sampling from
the full space of operations. Indeed, complex physical phe-
nomena are well-approximated by unitary t-designs, which
agree with the first t moments of the Haar distribution [60, 61];
especially when there are few particles involved. Here, the
concentration of physically relevant random unitary interac-
tions is unlikely to be particularly small. However, our results
show that even in these cases, a fluctuation relation arises ex-
ponentially quickly. This is somewhat surprising and warrants
further study of LP in this microscopic regime, e.g., by re-
laxing our speed-of-convergence results through a concentra-
tion of measure argument over a t-design rather than the entire
Haar distribution. Moreover, our work will become increas-
ingly important as quantum devices become larger and hot-
ter, since the regimes in which the fluctuation relation arises
quickly are exactly those for which the GPM bound typically
provides the tightest bound on the heat generated (see Ap-
pendix B).
On the other hand, our work naturally opens the door to de-
veloping tighter bounds on the heat dissipated in a process by
5including physically motivated constraints within our frame-
work: this might, e.g., restrict the operation space to thermal
operations or those generated from Hamiltonians with local
interactions [23, 24]. The fact that a randomly applied oper-
ation will generate heat calls further attention to our need to
manage it when building quantum technologies of the future:
How do we best approximate random operations to erase in-
formation with minimum heat expenditure? How similar does
the series of operations in a highly entangling quantum circuit
look to a random Landauer process? Such questions cannot
go unanswered if we are to leap into a world run on quantum
technologies.
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Appendix A: Proof of Lemma 2
The typical application of Levy’s Lemma to reduced quan-
tum states is as follows [50]
Lemma 5. For any pure state φsr =UψsrU†, where ψsr is a
fixed system-reservoir pure state and U is a Haar-randomly
sampled unitary, and for arbitrary ε > 0, the distribution of
distances between the reduced density matrix of the system
φs = trr [φsr] and the maximally mixed state 1/ds satisfies
Prob
[∥∥∥∥φs− 1sds
∥∥∥∥
1
≥
√
ds
dr
+ ε
]
≤ 2exp
(
−dsdrε
2
16
)
. (A1)
If our states Ms and Mr were being generated from pure
joint states, we could directly apply Lemma 5 to achieve the
desired result in proving Theorem 1. However, they are in-
stead being generated from mixed joint states: i.e., Ms is dis-
tributed as trr
[
UτsrU†
]
where τ= (1s/ds)⊗ρr (and similarly
for Mr). The following argument shows why the standard ver-
sion of Levy’s Lemma does not necessarily hold for the mixed
case and motivates our proof of Theorem 2.
The initial sr state can always be decomposed as a mixture
of pure states: τsr = ∑kl λkl |kl〉〈kl|. We can therefore write
µs =
∥∥∥∥∥trr
[
∑
kl
λklU |kl〉〈kl|U†
]
−1/ds
∥∥∥∥∥
1
. (A2)
Defining
µkl :=
∥∥∥trr [U |kl〉〈kl|U†]−1/ds∥∥∥
1
, (A3)
we have that µs ≤ ∑kl λklµkl (≤ maxkl µkl), since the partial
trace and the trace norm are both convex functions. While
Eq. (A1) would apply to each of the µkl with U sampled inde-
pendently, the upper bound on µs depends on the full set {µkl}
for each given U . Lemma 5 makes no statistical statements
about the latter.
Furthermore, since the space of density matrices with fixed
spectrum is a geometrically different space from that of pure
states (it is a flag manifold rather than a complex projective
space), the usual proof of Lemma 5 cannot be trivially modi-
fied. We now proceed to prove our Theorem 2.
Proof. The proof hinges on a version of the well known
Lemma by Levy [51]:
Lemma 6 (Levy). Consider a manifold M endowed with a
metric g and measure µ, and a Lipschitz continuous func-
tion f : M → R with Lipschitz constant η, i.e., f satisfies
| f (x)− f (y)| ≤ η‖x−y‖g ∀x,y∈M. The value of the function
is concentrated around its expectation value Ex f according to
the distribution
Prob( f (x)≥ ε+Ex f )≤ 2αM(ε/η), (A4)
where αM(x) is a concentration function for M, defined as (an
upper bound on) the measure of the set of points in the space
more than a distance x from the minimal-boundary volume
enclosing half the space.
Consider the function f (U) = ‖σs(U)−1/ds‖1, the trace
distance of the reduced state σs(U) = trr[UτsrU†] from the
maximally mixed state. Using a reverse triangle inequality
and the contractivity of the trace norm under partial trace, we
have, for any U,V ∈ SU(dsr)
| f (U)− f (V )|=
∣∣∣∣∥∥∥∥σs(U)− 1ds
∥∥∥∥
1
−
∥∥∥∥σs(V )− 1ds
∥∥∥∥
1
∣∣∣∣
≤ ‖σs(U)−σs(V )‖1
≤
∥∥∥UσsrU†−VσsrV †∥∥∥
1
≤2‖U−V‖2 , (A5)
where, for the final inequality, we have used Lemma 1
from Ref. [62], which relates the penultimate quantity to the
Hilbert-Schmidt distance (‖X‖2 =
√
tr [XX†]) between the
two unitaries. Importantly, this distance induces the Haar
measure on the group manifold. Eq. (A5) demonstrates that
f (U) is a Lipschitz continuous function on the unitaries with
Lipschitz constant η= 2.
Calculating the expectation value of f (U) follows a stan-
dard argument [63, 64] and is the same as for the case of
pure system-reservoir states. The expected trace distance is
related to the expected Hilbert-Schmidt distance squared us-
ing Jensen’s inequality
EU
∥∥∥∥σs(U)− 1ds
∥∥∥∥
1
≤
√
dsEU
∥∥∥∥σs(U)− 1ds
∥∥∥∥
2
≤
√
ds
√
EU
∥∥∥∥σs(U)− 1ds
∥∥∥∥2
2
. (A6)
The Hilbert-Schmidt distance can then be expanded in terms
of the purity of σs as
EU
∥∥∥∥σs(U)− 1ds
∥∥∥∥2
2
= EU tr
[
σ2s
]− 1
ds
. (A7)
6Lastly, the expectation value of the purity can be calculated for
the Haar measure by utilising properties of the swap operator
(though the calculation usually involves an average over pure
states, it is the same for the unitary orbit of any state); it is
EU tr
[
σ2s
]
=
ds+dr
dsdr +1
, (A8)
which, using Eqs. (A6) & (A7), leads to
EU f ≤
√
ds
√
ds+dr
dsdr +1
− 1
ds
≤
√
ds
√
ds+dr
dsdr
− 1
ds
=
√
ds
dr
. (A9)
Using Lemma 6, we have that
Prob
(
f (U)≥ ε+
√
ds
dr
)
≤ 2αU(ε/2), (A10)
where αU(x) is the concentration function on the group man-
ifold of SU(dsr) equipped with the Haar measure. We can
relate this to the concentration function for the sphere, using a
Theorem by Gromov [65, 66]:
Theorem 7 (Gromov). Let Sn+1(R) be the (n+ 1)-sphere of
radius R, and let M be a closed (n+1)-dimensional Rieman-
nian manifold with Ric(M) ≥ n/R2 = Ric(Sn+1(R)), where
Ric(X) is the infimum of diagonal elements of the Ricci cur-
vature tensor on X. Choose M0 ⊂ M to be a domain with
smooth boundary and let B be a round ball in Sn+1(R) such
that
Vol(M0)
Vol(M)
=
Vol(B)
Vol(Sn+1(R))
. (A11)
It then follows that
Vol(∂M0)
Vol(M)
≥ Vol(∂B)
Vol(Sn+1(R))
. (A12)
That is, if the Ricci curvature is everywhere greater than
that of some sphere, then the rate at which volume is en-
closed as one moves away from the boundary of a region is
at least as great as the corresponding rate for a similar re-
gion on the sphere. Thus, if the inequality in Eq. (A12)
holds, the corresponding concentration functions are related
as αM(x)≤ αSn+1(R)(x).
Since the group manifold of SU(dsr) is compact and sim-
ply connected, it has constant, positive Ricci curvature (with
respect to the Hilbert-Schmidt distance) [67]. This can be
calculated to be Ric(U) = dsr/2 (see, e.g., Chapter 18 of
Ref. [68]). The manifold dimension is d2sr − 1, so we must
compare it with Sd
2
sr−1(R), finding that the radius must be
at least R0 =
√
2(d2sr−2)/dsr in order for Theorem 7 to ap-
ply. Choosing the minimal case, we use the Theorem to upper
bound αU(x) by αSd2sr−1(R0)(x) = exp(−dsrx
2/4)) [51]. Com-
bining this with Eq. (A10) leads to the desired result in Eq. (5).
The same argument follows for a function g(U) =
‖σr(U)− 1/dr‖1; therefore the inequality holds under ex-
change of system and reservoir labels.
Appendix B: Bound Comparison
Although no discernible hierarchy between ω and γ exists,
here we compare the tightness of these bounds to β〈Q〉. In
Fig. 2, we sample 5000 Haar-random interactions and initial
states to analyse general behaviours in regions of the param-
eter space. The average heat dissipated in these cases is non-
negative, so γ−ω> 0 implies that γ is a tighter bound.
The only distribution of γ−ω that has a significant propor-
tion of negative data points occurs for small-scale interactions
where the process occurs at low temperature (see Fig. 2 (a)).
This shows that ω can provide a tighter bound to the average
heat than γ in this regime (ω outperforms γ for ∼ 35% of such
interactions). However, regardless of the temperature, when
either dimension is much larger than the other (or both are
large), γ almost always provides a tighter bound to the aver-
age heat (see Fig. 2 (b) – (h)). It is interesting to note that
as the dimension of the system increases, γ−ω tends to peak
around a specific value (see Fig. 2 (c), (d), (g) & (h)).
The tightness of γ with respect to the average heat itself can
be understood from the distribution of β〈Q〉− γ. Independent
of subsystem dimensions, γ provides a tight bound when the
process occurs at high temperatures (see Fig. 2 (b), (d), (f) &
(g)), but a rather poor bound for interactions at low temper-
atures (where all other known bounds also perform poorly).
Note that as the dimension of the reservoir increases, β〈Q〉−γ
tends to 0 and so the GPM bound is tight.
7FIG. 2: (Color online). We sample 5000 Haar-random interactions and compute β〈Q〉, ω and γ for a variety of dimensions and
both low and high temperature regimes. Confidence polytopes containing ∼ 70%, 80% and 90% of the data (solid, dashed and
dotted lines respectively) are calculated to highlight general behaviour by peeling off convex hull layers centered on the bivariate
median. The only region where ω significantly outperforms γ in tightness to β〈Q〉 is the small dimension, low temperature
regime (see panel (a), where ∼ 35% of interactions generate heat that is closer to ω than to γ). In all remaining cases, where
fluctuation relation quickly emerges, γ almost always provides a tighter bound to the average heat. Furthermore, we see that
for any interaction at high temperature, γ is a tight bound on β〈Q〉. For interactions occurring at low temperatures, γ is not a
particularly tight bound on the average heat regardless of the dimension (although neither is any previously known bound).
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