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Abstract
We propose a delayed Mittag-Leffler type matrix function with logarithm, which is an extension
of the classical Mittag-Leffler type matrix function with logarithm and delayed Mittag-Leffler type
matrix function. With the help of the delayed Mittag-Leffler type matrix function with logarithm, we
give an explicit form a of solutions to nonhomogeneous Hadamard type fractional time-delay linear
differential equations. Moreover, we study existence uniqueness and stability in Ulam-Hyers sense of
the Hadamard type fractional time-delay nonlinear equations.
1 Introduction
Mathematical descriptions of the models described through differential equations with derivatives of
non-integer orders have proved to be a very useful instrument for modeling of various viscoelasticity
cases, stability theory, controllability theory, and other related fields. Time-delays are often related with
physico-chemical processes, electric networks, hydraulic networks, heredity in population growth, the
economy and other related industries. In general, a peculiarity of the adequate mathematical models is
that the rate of change of these processes depends on past history. Differential systems describing these
models are called time-delay differential equations. The qualitative theory of linear time-delay equations
is well investigated. Recently, the time-delay differential equations has been considered. in [1]-[6]. In
[7]-[10] authors derived the exact expressions of solutions of linear continuous and discrete delay equations
by proposing the concepts of delayed matrix functions. On the other hand, stability concepts and relative
controllability problems of linear time-delay differential equations were investigated in [11]-[14].
The unification of differential equations with delay and differential equations with fractional derivative
is provided by differential equations, including both delay and non-integer derivatives, so called time-delay
fractional differenial equations. In applications, this unification is useful for creating highly adequate
models of some systems with memory. One can notice that works on this field involve Riemann-Liouville
and Caputo type fractional derivatives. Besides these derivatives, there is an other fractional derivative,
involving the logarithmic function, so called Hadamard fractional derivative. For the literature on the
related field of fractional time-delay equations of Caputo type and Riemann–Liouville type, we refer the
researcher to [15]-[25].
It is known that ([24], page 235, [25]) a solution of a Hadamard fractional linear system(
HDα1+y
)
(t) = λy (t) + f (t) , t ∈ (1, T ] , h > 0,(
HI1−α1+ y
) (
1+
)
= a ∈ R, λ ∈ R, 0 < α < 1,
has the form
y (t) = a (ln t)
α−1
Eα,α [λ (ln t)
α
] +
∫ t
1
(
ln
t
s
)α−1
Eα,α
[
λ
(
ln
t
s
)α]
f (s)
ds
s
.
1
However, we find that there exists only one [26] work on the representation of explicit solutions of
Hadamard type fractional order delay linear differential equations. In [26] authors studied the Hadamard
type fractional linear time-delay system
(
HDα1+y
)
(t) = A1y (t− h) , t ∈ (1, T ] , h > 0,
y (t) = ϕ (t) , 1 ≤ t ≤ h, (1)(
HI1−α1+ y
) (
1+
)
= a ∈ Rn,
where A01 is constant n× n square matrix.
Motivated by the above researches, we investigate a new class of Hadamard-type fractional delay
differential equations. We extend to consider an explicit representation of solutions of a Hadamard type
fractional time-delay differential equation of the following form by introducing a new delayed M-L type
function with logarithm

(
HDα1+y
)
(t) = A0y (t) +A1y
(
t
h
)
+ f (t) , t ∈ (1, T ] , h > 0,
y (t) = ϕ (t) , 1h < t ≤ 1,(
HI1−α1+ y
)
(h+) = a ∈ Rn,
(2)
where
(
HDα1+y
)
(·) is the Hadamard derivative of order α ∈ (0, 1), A0,A01 ∈ R
n×n denote constant
matricies, and ϕ :
[
1
h , 1
]
→ Rn is an arbitrary Hadamard differentiable vector function, f ∈ C ([1, T ] ,Rn),
T = hl for a fixed natural number l.
The second purpose of this paper is to study the existence and stability of solutions for a Hadamard
type fractional delay differential equation

(
HDα1+y
)
(t) = A0y (t) +A1y
(
t
h
)
+ f (t, y (t)) , t ∈ (1, T ] , h > 0,
y (t) = ϕ (t) , 1h < t ≤ 1,(
HI1−α1+ y
)
(1+) = a ∈ Rn,
(3)
At the end of this section, we state the main contribution of the paper as follows:
(i) We propose delayed M-L type functions Y A0,A1h,α,β (t, s) with logarithms, by means of the matrix equa-
tions (6). We show that for A1 = Θ the function Y
A0,A1
h,α,β (t, s) coincide with M-L type function with two
parameters (ln t− ln s)β−1Eα,β (A0 (ln t− ln s)
α). For A0 = Θ delayed M-L type function Y
A0,A1
h,α,β (t, s)
coincide with delayed M-L type matrix function with two parameters EA1h,α,β (ln t− lnh) , .introduced in
(4).
(ii) We explicitly write the solution of Hadamard type fractional delay linear system (2) via delayed
perturbation of M-L type function with logarithm. Using this representation we study existence unique-
ness and Ulam-Hyers stability of nonlinear equation (3).
2 Preliminaries
Let 0 < a < b < ∞ and C [a, b] be the Banach space of all continuous functions y : [a, b]→ Rn with the
norm ‖y‖C := max {‖y (t)‖ : t ∈ [a, b]}. For 0 ≤ γ < 1, we denote the space Cγ,ln (a, b] by the weighted
Banach space of the continuous function y : [a, b]→ R, which is given by
Cγ,ln (a, b] :=
{
y (t) :
(
ln
t
a
)γ
y (t) ∈ C [a, b]
}
,
endowed with the norm ‖y‖γ := sup
{(
ln ta
)γ
‖y (t)‖ : t ∈ (a, b]
}
.
The following definitions and lemmas will be used in this paper.
Definition 1 Hadamard fractional integral of order α ∈ R+ of function y (t) is defined by
(
HIαa+y
)
(t) =
1
Γ (α)
∫ t
a
(
ln
t
s
)α−1
y (s)
ds
s
, 0 < a < t ≤ b,
where Γ is the Gamma function.
2
Definition 2 Hadamard fractional derivative of order α ∈ [n− 1, n), n ∈ Z+ of function y (t) is defined
by (
HDαa+y
)
(t) =
1
Γ (n− α)
(
t
d
dt
)n ∫ t
a
(
ln
t
s
)n−α+1
y (s)
ds
s
, 0 < a < t ≤ b.
Lemma 3 If a, γ, β > 0 then
•
(
HI
γ
a+
(
ln ta
)β−1)
(t) =
Γ (β)
Γ (β + γ)
(
ln ta
)β+γ−1
.
•
(
HD
γ
a+
(
ln ta
)β−1)
(t) =
Γ (β)
Γ (β − γ)
(
ln ta
)β−γ−1
.
• For 0 < β < 1,
(
HD
β
a+
(
ln ta
)β−1)
(t) = 0.
Definition 4 M-L type matrix function with two parameters eα,β (A0; t) : R→ R
n×n is defined by
eα,β (A0; t) := t
β−1Eα,β (A0; t) := t
β−1
∞∑
k=0
Ak0t
αk
Γ (kα+ β)
, α, β > 0, t ∈ R.
Definition 5 Two parameters delayed M-L type matrix function EA01h,α,β (ln t) : R
+ → Rn×n with loga-
rithm is defined by
EA1h,α,β (ln t) :=


Θ, −∞ < t ≤ 1h ,
I
(ln t+lnh)β−1
Γ(β) ,
1
h < t ≤ 1,
I
(ln t+lnh)β−1
Γ(β) +A1
(ln t)α+β−1
Γ(α+β) + ...+A
p
1
(ln t−(p−1) lnh)pα+β−1
Γ(pα+β) , h
p−1 < t ≤ hp.
(4)
Our definition of the two parameters delayed M-L type matrix function with logarithm differs sub-
stantially from the definition given in [26].
In order to give a definition of delayed M-L type matrix functions with logarithm, we introduce the
following matrices Yα,β,k, k = 0, 1, 2, ...
Yα,β,0 (t, s) =
(
ln
t
s
)β−1
Eα,β
(
A0; ln
t
s
)
,
Yα,β,1 (t, sh) =
∫ t
sh
eα,α
(
A0; ln
t
r
)
A1
1
Γ (β)
(
ln
r
sh
)β−1 dr
r
,
Yα,β,k
(
t, shk
)
=
∫ t
shk
eα,α
(
A0; ln
t
r
)
A1Yα,β,k−1
( r
h
, shk−1
) dr
r
. (5)
Definition 6 Let A0,A1 ∈ R
n×n be fixed matrices and k ∈ N ∪ {0}. Delayed M-L type function
Y
A0,A1
h,α,β (·, ·) : R× R→ R
n with logarithm generated by A0,A1 is defined by
Y
A0,A1
h,α,β (t, s) :=
∞∑
j=0
Yα,β,j
(
t, shj
)
H
(
t− shj
)
=


Θ, −∞ < t < s,
I, t = s,
Yα,β,0 (t, s) + Yα,β,1 (t, sh) + ...+ Yα,β,k
(
t, shk
)
, shk < t ≤ shk+1,
(6)
where H (t) is a Heaviside function: H (t) =
{
1, t > 0,
0, t ≤ 0.
.
Lemma 7 Let a, b > −1. For shk < t ≤ shk+1, k ∈ N ∪ {0}, one has∫ t
r
(
ln
t
s
)a (
ln
s
r
)b ds
s
=
(
ln
t
r
)a+b+1
A1[a+ 1, b+ 1], (7)
1
Γ (1− α)
∫ t
shk
(
ln
t
r
)−α
Yα,β,k
(
r, shk
) dr
r
=
∫ t
shk
Eα,1
(
A0; ln
t
r
)
A1Yα,β,k−1
( r
h
, shk−1
) dr
r
. (8)
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Proof. Let ln
s
r
= τ ln
t
r
. Then s = r
(
t
r
)τ
, ds = r
(
t
r
)τ
ln
t
r
dτ . So we have
ln
t
s
= ln
(
t
r
)1−τ
= (1− τ) ln
(
t
r
)
,
and ∫ t
r
(
ln
t
s
)a (
ln
s
r
)b ds
s
=
∫ 1
0
(
ln
t
r
)a
(1− τ)
a
(
ln
t
r
)b
τb ln
t
r
dτ
=
(
ln
t
r
)a+b+1
B [a+ 1, b+ 1] .
To prove (8), firstly using (7) we calculate it for k = 0 :
1
Γ (1− α)
∫ t
s
(
ln
t
r
)−α
Yα,β,0 (r, s)
dr
r
=
1
Γ (1− α)
1
Γ (β)
∫ t
s
(
ln
t
r
)−α (
ln
r
s
)β−1 dr
r
=
(ln t− ln s)−α+β
Γ (−α+ β + 1)
. (9)
Similarly, for any k ∈ Nwe have
1
Γ (1− α)
∫ t
shk
(
ln
t
r
)−α
Yα,β,k
(
r, shk
) dr
r
=
1
Γ (1− α)
∫ t
shk
(
ln
t
r
)−α ∫ r
shk
eα,α
(
A0; ln
r
r1
)
A1Yα,β,k−1
(r1
h
, shk−1
)
H
(
r − shk
) dr1
r1
dr
r
=
1
Γ (1− α)
∫ t
shk
∫ t
r1
(
ln
t
r
)−α
eα,α
(
A0; ln
r
r1
)
dr
r
A1Yα,β,k−1
(r1
h
, shk−1
)
H
(
r − shk
) dr1
r1
=
∫ t
shk
Eα,1
(
A0; ln
t
r1
)
A1Yα,β,k−1
(r1
h
, shk−1
) dr1
r1
.
Lemma 8 If A0 and A1 are permutable matrices, then
Yα,β,k
(
t, shk
)
= Ak1
∞∑
n=0
(
n+ k
k
)
An0
(
ln t− ln shk
)nα+kα+β−1
Γ (nα+ kα+ β)
. (10)
Proof. The proof is based on the inequality (7). For k = 1,we have
Yα,β,1 (t, sh) =
∫ t
sh
eα,α
(
A0; ln
t
r
)
A1Yα,β,0
( r
h
, s
) dr
r
= A1
∫ t
sh
∞∑
n=0
An0
(
ln
t
r
)αn+α−1
1
Γ (αn+ α)
∞∑
k=0
Ak0
(
ln
r
sh
)αn+β−1 1
Γ (αk + β)
dr
r
= A1
∫ t
sh
∞∑
n=0
k∑
k=0
Ak0
(
ln
t
r
)αk+α−1
1
Γ (αk + α)
An−k0
(
ln
r
sh
)α(n−k)+β−1 1
Γ (α (n− k) + β)
dr
r
= A1
∞∑
n=0
k∑
k=0
An0
1
Γ (αk + α) Γ (α (n− k) + β)
∫ t
sh
(
ln
t
r
)αk+α−1 (
ln
r
sh
)α(n−k)+β−1 dr
r
= A1
∞∑
n=0
k∑
k=0
An0
(ln t− ln sh)
αn+α+β−1
Γ (αk + α) Γ (α (n− k) + β)
A01 [αk + α, α (n− k) + β]
= A1
∞∑
n=0
(
n+ 1
1
)
An0
(ln t− ln sh)
αn+α+β−1
Γ (αn+ α+ β)
.
4
For k = 2, we get
Yα,β,2
(
t, sh2
)
=
∫ t
sh2
eα,α
(
A0; ln
t
r
)
A1Yα,β,1
( r
h
, sh
)
dr
= A1
∫ t
sh2
∞∑
n=0
n∑
k=0
Ak0
(
ln
t
r
)kα+α−1
1
Γ (kα+ α)
A1
(
n+ 1− k
1
)
×An−k0
(
ln
r
sh2
)nα−kα+α+β−1 1
Γ (nα− kα+ α+ β)
= A21
∞∑
n=0
n∑
k=0
(
n+ 1− k
1
)
An0
1
Γ (kα+ β) Γ (nα− kα+ α+ β)
∫ t
sh2
(
ln
t
r
)kα+α−1 (
ln
r
sh2
)nα−kα+α+β−1
dr
= A21
∞∑
n=0
(
n∑
k=0
(
n+ 1− k
1
))
An0
(
ln
r
sh2
)nα+2α+β−1 1
Γ (nα+ 2α+ β)
= A21
∞∑
n=0
(
n+ 2
2
)
An0
(
ln t− ln sh2
)nα+2α+β−1
Γ (nα+ 2α+ β)
.
Using the Mathematical Induction in a similar manner we can get (10).
According to Lemma 8 in the case A0A1 = A1A0 delayed M-L type function Y
A0,A1
h,α,β (t, s) has a simple
form:
Y
A0,A1
h,α,β (t, s) :=


Θ, −∞ ≤ t < s,
I, t = s,
∞∑
i=0
Ai0
(ln t− ln s)
iα+β−1
Γ (iα+ β)
+
∞∑
i=1
(
i
1
)
Ai−10 A1
(ln t− ln sh)
iα+β−1
Γ (iα+ β)
+...+
∞∑
i=p
(
i
p
)
Ai−p0 A
p
1
(ln t− ln shp)iα+β−1
Γ (iα+ β)
, shp < t ≤ shp+1.
(11)
Next lemma shows some special cases of the delayed M-L type function.
Lemma 9 Let Y A0,A1h,α,β (t, s) be defined by (6). Then the following holds true:
(i) if A0 = Θ then Y
A0,A1
h,α,β (t, 1) = E
A1
h,α,β
(
ln th
)
, hk−1 < th ≤ h
k,
(ii) if A1 = Θ then Y
A0,A1
h,α,β (t, s) =
(
ln ts
)β−1
Eα,β
(
A0
(
ln ts
)α)
= eα,β
(
A0; ln
t
s
)
,
(iii) if α = β = 1 and A0A1 = A1A0 then Y
A0,A1
h,1,1 (t, s) = e
A0(ln t−ln s)e
A11(ln t−lnh)
h , A11 = A1e
−A0 lnh,
shk < t ≤ shk+1.
Proof. (i) If A0 = Θ, then the formula (5)
Yα,β,0 (t, s) = eα,β
(
Θ, ln
t
s
)
= I
(ln t− ln s)β−1
Γ (β)
,
Yα,β,1 (t, sh) =
∫ t
sh
eα,α
(
Θ, ln
t
r
)
A1Y0
( r
h
, s
) dr
r
=
1
Γ (α) Γ (β)
A1
∫ t
sh
(
ln
t
r
)α−1 (
ln
r
sh
)β−1 dr
r
=
1
Γ (α) Γ (β)
A1
(
ln
t
sh
)α+β−1
B [α, β] =
1
Γ (α+ β)
A1
(
ln
t
sh
)α+β−1
,
Yα,β,2
(
t, sh2
)
=
∫ t
sh2
eα,α
(
Θ, ln
t
r
)
A1Y1
( r
h
, sh
)
dr =
1
Γ (α) Γ (α+ β)
A21
∫ t
sh2
(
ln
t
r
)α−1 (
ln
r
sh2
)α+β−1 dr
r
=
1
Γ (α) Γ (α+ β)
A21
(
ln
t
sh2
)2α+β−1
B [α, α+ β] =
1
Γ (2α+ β)
A21
(
ln
t
sh2
)2α+β−1
,
Yα,β,k
(
t, shk
)
= Ak1
(
ln
t
shk
)kα+β−1
1
Γ (kα+ β)
, k ≥ 0.
5
So Y A0,A1h,α,β (t, 1) coincides with E
A1
h,α,β (ln t− lnh) :
Y
A0,A1
h,α,β (t, 1) =
k∑
i=0
Ai1
(
ln
t
hi
)iα+β−1
1
Γ (iα+ β)
= I
(ln t)
β−1
Γ (β)
+A1
(ln t− lnh)
α+β−1
Γ (α+ β)
+ ...+Ak1
(ln t− k lnh)
kα+β−1
Γ (kα+ β)
= EA1h,α,β (ln t− lnh) , h
k−1 <
t
h
≤ hk.
(ii) Trivially, from definition of Y A0,A1h,α,β (t, s) we have: if A1 = Θ, then
Y
A0,A1
h,α,β (t, s) =
(
ln
t
s
)β−1
Eα,β
(
A0
(
ln
t
s
)α)
.
(iii) By (11) for the case α = β = 1 and A0A1 = A1A0, we have
Y
A0,A1
h,1,1 (t, s) =
∞∑
i=0
Ai0
(ln t− ln s)i
Γ (i+ 1)
+
∞∑
i=0
(
i+ 1
1
)
Ai0A1
(ln t− ln sh)i+1
Γ (i + 1)
+ ...+
∞∑
i=0
(
i+ k
k
)
Ai0A
k
1
(
ln t− ln shk
)i+k
Γ (i+ k + 1)
= eA0(ln t−ln s) + eA0(ln t−ln sh)A1 (ln t− ln sh) + ...+ e
A0(ln t−ln shk)Ak1
1
k!
(ln t− k lnh)
k
= eA0(ln t−ln s)e
A11(ln t−lnh)
h .
It turns out that Y A0,A1h,α,β (t, s) is a delayed perturbation of the Cauchy matrix with logarithm of the
homogeneous equation (2) with f = 0.
Lemma 10 Y A0,A1h,α,β : R× R→ R
n×n is a solution of
HDαh+Y
A0,A1
h,α,β (t, s) =
(
ln
t
s
)−α+β−1
1
Γ (−α+ β)
+A0Y
A0,A1
h,α,β (t, s) +A1Y
A0,A1
h,α,β
(
t
h
, s
)
. (12)
Proof. According to (9) we have
(
HDα1+Yα,β,0 (t, s)
)
(t) =
1
Γ (1− α)
(
t
d
dt
)∫ t
s
(
ln
t
r
)−α
Yα,β,0 (r, s)
dr
r
=
1
Γ (1− α)
(
t
d
dt
)∫ t
s
(
ln
t
r
)−α
eα,β (r, s)
dr
r
=
(
t
d
dt
)
Eα,1−α+β
(
A0; ln
t
s
)
=
(
ln
t
s
)−α+β−1
1
Γ (−α+ β)
+A0eα,β
(
A0; ln
t
s
)
=
(
ln
t
s
)−α+β−1
1
Γ (−α+ β)
+A0Yα,β,0 (t, s) . (13)
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On the other hand for any k ∈ N:
(
HDα1+Yα,β,k
(
t, shk
))
(t) =
1
Γ (1− α)
(
t
d
dt
)∫ t
1
(
ln
t
r
)−α
Yα,β,k (r, s)
dr
r
=
(
t
d
dt
)∫ t
shk
Eα,1
(
A0; ln
t
r
)
A1Yα,β,k−1
( r
h
, shk−1
) dr
r
=
∫ t
shk
(
t
d
dt
)
Eα,1
(
A0; ln
t
r
)
A1Yα,β,k−1
( r
h
, shk−1
) dr
r
+A1Yα,β,k−1
(
t
h
, shk−1
)
= A0Yα,β,k
(
t, shk
)
+A1Yα,β,k−1
(
t
h
, shk−1
)
. (14)
From (13) and (14) it follows that for shk < t ≤ shk+1
HDα1+Y
A0,A01
h,α,β (t, s) =
HDα1+Yα,β,0 (t, s) +
HDα1+Yα,β,1 (t, sh) + ...+
HDα1+Yα,β,k
(
t, shk
)
=
(
ln
t
s
)−α+β−1
1
Γ (−α+ β)
+A0Yα,β,0 (t, s) +A0Yα,β,1 (t, sh) +A1Yα,β,0
(
t
h
, s
)
+ ...+A0Yα,β,k
(
t, shk
)
+A1Yα,β,k−1
(
t
h
, shk−1
)
=
(
ln
t
s
)−α+β−1
1
Γ (−α+ β)
+ +A0Y
A0,A01
h,α,β (t, s) +A1Y
A0,A01
h,α,β
(
t
h
, s
)
.
The proof is completed.
Theorem 11 The solution y(t) of (2) with zero initial condition has a form
y (t) =
∫ t
1
Y
A0,A1
h,α,α (t, s) f (s)
ds
s
, t ≥ 0.
Proof. Assume that any solution of nonhomogeneous system y (t) has the form
y (t) =
∫ t
1
Y
A0,A1
h,α,α (t, s)h (s)
ds
s
, t ≥ 0, (15)
where h (s) , 1 ≤ s ≤ t ≤ T is an unknown continuous vector function and y(1) = 0. Having Hadamard
fractional differentiation on both sides of (15) , for 1 < t ≤ h we have
(
HDα1+y
)
(t) = A0y (t) +A1y
(
t
h
)
+ f (t)
= A0
∫ t
1
Y
A0,A1
h,α,α (t, s)h (s)
ds
s
+A1
∫ t/h
1
Y
A0,A1
h,α,α
(
t
h
, s
)
h (s)
ds
s
+ f (t)
= A0
∫ t
1
Y
A0,A1
h,α,α (t, s)h (s)
ds
s
+ f (t) .
On the other hand, according to Lemma 7, we have
(
HDα1+y
)
(t) =
1
Γ (1− α)
(
t
d
dt
)∫ t
1
(
ln
t
r
)−α(∫ r
1
Y
A0,A1
h,α,α (r, s)h (s)
ds
s
)
dr
r
=
1
Γ (1− α)
(
t
d
dt
)∫ t
1
∫ t
s
(
ln
t
r
)−α
Y
A0,A1
h,α,α (r, s) h (s)
dr
r
ds
s
= c (t) +
1
Γ (1− α)
∫ t
1
(
t
d
dt
)∫ t
s
(
ln
t
r
)−α
Y
A0,A1
h,α,α (r, s)h (s)
dr
r
ds
s
= h (t) +A0
∫ t
1
Y
A0,A
h,α,α (t, s)h (s)
dr
r
.
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Therefore, h(t) ≡ f(t). The proof is completed.
Theorem 12 Let p = 0, 1, ..., l. A solution y ∈ C (((p− 1)h, ph] ,Rn) of (2) with f = 0 has a form
y (t) = Y A0,A1h,α,α
(
t,
1
h
)
a+
∫ 1
1
h
Y
A0,A1
h,α,α (t, s)
((
HDα1
h
+ϕ
)
(s)−A0ϕ (s)
) ds
s
.
Proof. We are looking for a solution, which depends on an unknown constant c, and an Hadamard
differentiable vector function g (t) , of the form
y (t) = Y A0,A1h,α,α
(
t,
1
h
)
c+
∫ 1
1
h
Y
A0,A1
h,α,α (t, s) g (s)
ds
s
,
Moreover, y (t) satisfies initial conditions
y (t) = Y A0,A1h,α,α
(
t,
1
h
)
c+
∫ 1
1
h
Y
A0,A1
h,α,α (t, s) g (s)
ds
s
:= ϕ (t) ,
1
h
< t ≤ 1,
(
HI1−α
1
h
+ y
)( 1
h
+)
= a.
We have
a =
(
HI1−α
1
h
+ y
)( 1
h
+)
= lim
t→ 1
h
+
(
HI1−α
1
h
+ y
)
(t)
= lim
t→ 1
h
+
(
1
Γ (1− α)
∫ t
1
h
(ln t− ln s)
−α
Y
A0,A1
h,α,α
(
t,
1
h
)
c
dt
t
)
= lim
t→ 1
h
+
(
1
Γ (1− α)
∫ t
1
h
(ln t− ln s)
−α
eα,α (A0, ln t) c
dt
t
)
= c.
Thus c = a. Since 1h < t ≤ 1, we obtain that
Y
A0,A1
h,α,α (t, s) =
{ (
ln ts
)α−1
Eα,α
(
A0
(
ln ts
)α)
, 1h ≤ s < t ≤ 1,
Θ, t < s ≤ h.
Consequently, on interval 1h < t ≤ 1, we can easily derive
ϕ (t) = Y A0,A1h,α,α
(
t,
1
h
)
a+
∫ 1
1
h
Y
A0,A1
h,α,α (t, s) g (s)
ds
s
(16)
= Y A0,A1h,α,α
(
t,
1
h
)
a+
∫ t
1
h
Y
A0,A1
h,α,α (t, s) g (s)
ds
s
+
∫ 1
t
Y
A0,A1
h,α,α (t, s) g (s)
ds
s
= (ln th)
α−1
Eα,α (A0 (ln th)
α
) a+
∫ t
1
h
(
ln
t
s
)α−1
Eα,α
(
A0
(
ln
t
s
)α)
g (s)
ds
s
.
Having differentiated (16) in Hadamard sense, we obtain(
HDα1
h
+ϕ
)
(t) = A0 (ln th)
α−1
Eα,α (A0 (ln th)
α
) a+A0
∫ t
1
h
(
ln
t
s
)α−1
Eα,α
(
A0
(
ln
t
s
)α)
g (s)
ds
s
+ g (t)
= A0ϕ (t) + g (t) .
Therefore, g (t) =
(
HDα1+ϕ
)
(t)−A0ϕ (t) and the desired formula holds.
Combining Theorems 11 and 12 together we get the following result.
Corollary 13 A solution y ∈ C
(
[1, T ] ∩
(
hp−1, hp
]
,Rn
)
of (2) has a form
y (t) = Y A0,A1h,α,α
(
t,
1
h
)
a+
∫ 1
1
h
Y
A0,A1
h,α,α (t, s)
[(
HDα1
h
+ϕ
)
(s)−A0ϕ (s)
] ds
s
+
∫ t
1
Y
A0,A1
h,α,α (t, s) f (s)
ds
s
.
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3 Existence Uniqueness and Stability
In this section, we consider the following equivalent integral form of the nonlinear Cauchy problem for
fractional time-delay differential equations with Hadamard derivative (3):
y (t) = Y A0,A1h,α,α
(
t,
1
h
)
a+
∫ 1
1
h
Y
A0,A1
h,α,α (t, s)
[(
HDα1
h
+ϕ
)
(s)−A0ϕ (s)
] ds
s
+
∫ t
1
Y
A0,A1
h,α,α (t, s) f (s, y (s))
ds
s
. (17)
Let us introduce the conditions under which existence and uniqueness of the integral equation (17)
will be investigated.
(A1) f : [1, T ]× R→ R be a function such that f (t, y) ∈ Cγ,ln [1, T ] with γ < α for any y ∈ R
n;
(A2) There exists a positive constant Lf > 0 such that
‖f (t, y1)− f (t, y2)‖ ≤ Lf ‖y1 − y2‖ ,
for each (t, y1) , (t, y2) ∈ [1, T ]× R
n.
From (A1) and (A2), it follows that
‖f (t, y)‖ ≤ Lf ‖y‖+ L2 for some L2 > 0.
To prove existence uniqueness and stability of (17) we use the following estimation of Y A0,A01α,β (t, s) .
Lemma 14 We have for shp < t ≤ shp+1, p = 0, 1, ...,∥∥∥Y A0,A1h,α,β (t, s) (t, s)∥∥∥ ≤ Y ‖A0‖,‖A1‖h,α,β (t, s) ≤ Y ‖A0‖,‖A1‖1,α,β (t, 1) .
Proof. Indeeed,
∥∥∥Y A0,A1h,α,β (t, s)∥∥∥ ≤ Y ‖A0‖,‖A1‖h,α,β (t, s) =
p∑
k=0
∞∑
n=0
(
n+ k
k
)
‖A1‖
k
‖A0‖
n
(
ln t− ln shk
)nα+kα+β−1
Γ (nα+ kα+ β)
≤
p∑
k=0
∞∑
n=0
(
n+ k
k
)
‖A1‖
k
‖A0‖
n (ln t)
nα+kα+β−1
Γ (nα+ kα+ β)
=
p∑
k=0
∞∑
n=0
(
n+ k
k
)
‖A1‖
k
‖A0‖
n (ln t)
nα+kα+β−1
Γ (nα+ kα+ β)
= Y
‖A0‖,‖A1‖
1,α,β (t, 1) .
Our first result on existence and uniqueness of (17) is based on the Banach contraction principle.
Theorem 15 Assume that (A1), (A2) hold. If
LfΓ (1− γ) (lnT )
γ
Y
‖A0‖,‖A1‖
α,α−γ+1 (T, 1) < 1,
then the Cauchy problem (3) has a unique solution on [1, T ].
Proof. We define an operator Θ on Br :=
{
y ∈ Cγ,ln [1, T ] : ‖y‖γ ≤ r
}
as follows
(Θy) (t) = Y A0,Ah,α,α
(
t,
1
h
)
a+
∫ 1
1
h
Y
A0,A1
h,α,α (t, s)
[(
HDα1
h
+ϕ
)
(s)−A0ϕ (s)
] ds
s
+
∫ t
1
Y
A0,A1
h,α,α (t, s) f (s, y (s))
ds
s
,
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where r ≥
M2
1−M1
,
M2 := (lnT )
γ
Y
‖A0‖,‖A1‖
1,α,α (T, 1) ‖a‖+ Γ (1− γ) (lnT )
γ
Y
‖A0‖,‖A1‖
1,α,α−γ+1 (T, 1)
∥∥∥(HDα1
h
+ϕ
)
−A0ϕ
∥∥∥
γ,ln
+ L2 (lnT )
γ+1
Y
‖A0‖,‖A1‖
1,α,α (T, 1) ,
M1 := LfΓ (1− γ) (lnT )
γ
Y
‖A0‖,‖A‖
α,α−γ+1 (T, 1) .
It is obvious that Θ is well defined due to (A1). Therefore, the existence of a solution of the Cauchy
problem (3) is equivalent to that of the operator Θ has a fixed point on Br. We will use the Banach
contraction principle to prove that Θ has a fixed point. The proof is divided into two steps.
Step 1. Θy ∈ Br for any y ∈ Br.
Indeed, for any y ∈ Br and any δ > 0, by (A3)
‖(ln t)γ (Θy) (t)‖ ≤ (ln t)γ Y
‖A0‖,‖A1‖
1,α,α
(
t,
1
h
)
‖a‖+ (ln t)γ
∫ 1
1
h
Y
‖A0‖,‖A1‖
h,α,α (t, s)
∥∥∥((HDα1
h
+ϕ
))
(s)−A0ϕ (s)
∥∥∥ ds
s
+ (ln t)γ
∫ t
1
Y
‖A0‖,‖A1‖
h,α,α (t, s) ‖f (s, y (s))‖
ds
s
(18)
Firstly, we estimate the first integral:
(ln t)γ
∫ 1
1
h
Y
‖A0‖,‖A1‖
h,α,α (t, s)
∥∥∥((HDα1
h
+ϕ
))
(s)−A0ϕ (s)
∥∥∥ ds
s
≤ (ln t)
γ
p∑
k=0
∞∑
n=0
(
n+ k
k
)
‖A1‖
k
‖A0‖
n
∫ 1
1
h
(
ln t− ln shk
)nα+kα+α−1
Γ (nα+ kα+ α)
(ln s)
−γ ds
s
∥∥∥(HDα1
h
+ϕ
)
−A0ϕ
∥∥∥
γ,ln
≤ Γ (1− γ) (ln t)
γ
p∑
k=0
∞∑
n=0
(
n+ k
k
)
‖A1‖
k
‖A0‖
n (ln t)
nα+kα+α−γ
Γ (nα+ kα+ α− γ + 1)
∥∥∥(HDα1
h
+ϕ
)
−A0ϕ
∥∥∥
γ,ln
= Γ (1− γ) (ln t)γ Y
‖A0‖,‖A‖
1,α,α−γ+1 (t, 1)
∥∥∥(HDα1
h
+ϕ
)
−A0ϕ
∥∥∥
γ,ln
. (19)
Similarly,
(ln t)
γ
∫ t
1
h
Y
‖A0‖,‖A1‖
h,α,α (t, s) ‖f (s, y (s))‖
ds
s
≤ (ln t)
γ
∫ t
1
h
Y
‖A0‖,‖A1‖
h,α,α (t, s) (L1 ‖y (s)‖+ L2)
ds
s
≤ LfΓ (1− γ) (ln t)
γ
Y
‖A0‖,‖A1‖
h,α,α−γ+1
(
t,
1
h
)
‖y‖γ,ln + L2 (ln t)
γ+1
Y
‖A0‖,‖A1‖
1,α,α
(
t,
1
h
)
. (20)
Inserting (19) and (20) into (18) we get
‖(ln t)
γ
(Θy) (t)‖
≤ (ln t)
γ
Y
‖A0‖,‖A1‖
1,α,α (t, 1) ‖a‖+ Γ (1− γ) (ln t)
γ
Y
‖A0‖,‖A1‖
1,α,α−γ+1 (t, 1)
∥∥HDα1+ϕ−A0ϕ∥∥γ,ln
+ L2 (ln t)
γ+1
Y
‖A0‖,‖A1‖
1,α,α (t, 1) + LfΓ (1− γ) (ln t)
γ
Y
‖A0‖,‖A1‖
1,α,α−γ+1 (t, 1) ‖y‖γ,ln
≤M2 +M1 ‖y‖γ,ln ≤M2 +M1r ≤ r
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Step 2. Let y, z ∈ Cγ,ln [1, T ]. Then similar to the estimation (20) we get
‖(ln t)
γ
((Θy) (t)− (Θz) (t))‖ ≤ (ln t)
γ
∫ t
1
Y
‖A0‖,‖A1‖
h,α,α (t, s) ‖f (s, y (s))− f (s, z (s))‖
ds
s
≤ (ln t)
γ
∫ t
1
p∑
k=0
∞∑
n=0
(
n+ k
k
)
‖A1‖
k
‖A0‖
n
(
ln t− ln shk
)nα+kα+α−1
Γ (nα+ kα+ α)
‖f (s, y (s))− f (s, z (s))‖
ds
s
≤ Lf (ln t)
γ
∫ t
1
p∑
k=0
∞∑
n=0
(
n+ k
k
)
‖A1‖
k
‖A0‖
n (ln t− ln s)
nα+kα+α−1
Γ (nα+ kα+ α)
(ln s)
−γ
(ln s)
γ
‖y (s)− z (s)‖
ds
s
≤ Lf (ln t)
γ
p∑
k=0
∞∑
n=0
(
n+ k
k
)
‖A1‖
k ‖A0‖
n
∫ t
1
(ln t− ln s)
nα+kα+α−1
Γ (nα+ kα+ α)
(ln s)−γ
ds
s
‖y − z‖γ,ln
≤ LfΓ (1− γ) (ln t)
γ
p∑
k=0
∞∑
n=0
(
n+ k
k
)
‖A1‖
k
‖A0‖
n (ln t)
nα+kα+α−γ
Γ (nα+ kα+ α− γ + 1)
‖y − z‖γ,ln
= LfΓ (1− γ) (ln t)
γ
Y
‖A0‖,‖A1‖
1,α,α−γ+1 (t, 1) ‖y − z‖γ,ln ,
which implies that
‖Θy −Θz‖γ,ln ≤ LfΓ (1− γ) (lnT )
γ
Y
‖A0‖,‖A1‖
1,α,α−γ+1 (T, 1) ‖y − z‖γ,ln . (21)
Hence, the operator Θ is contraction on Br and the proof is competed by using the Banach fixed point
theorem.
Secondly, we discuss the Ulam-Hyers stability for the problems (3) by means of integral operator given
by
y (t) = (Θy) (t) ,
where Θ is defined by (17).
Define the following nonlinear operator Q : Cγ,ln([1, T ],R
n)→ Cγ,ln([1, T ],R
n):
Q (y) (t) :=
(
HDα1+y
)
(t)−A0y (t)−A1y
(
t
h
)
− f (t, y (t)) .
For some ε > 0, we look at the following inequality:
‖Q (y)‖γ,ln ≤ ε. (22)
Definition 16 We say that the equation (17) is Ulam-Hyers stable, if there exist V > 0 such that
for every solution y∗ ∈ Cγ,ln([
1
h , T ],R
n) of the inequality (22), there exists a unique solution y ∈
Cγ,ln([
1
h , T ],R
n) of problem (17) with
‖y − y∗‖γ,ln ≤ V ε. (23)
Theorem 17 Under the assumptions of Theorem 15, the problem (17) is stable inUlam-Hyers sense.
Proof. Let y ∈ Cγ,ln([
1
h , T ],R
n) be the solution of the problem (17). Let y∗ be any solution satisfying
(22): (
HDα1+y
∗
)
(t) = A0y
∗ (t) +A1y
∗
(
t
h
)
+ f (t, y∗ (t)) +Q (y∗) (t) .
So
y∗ (t) = Θ (y∗) (t) +
∫ t
1
Y
A0,A1
h,α,α (t, s)Q (y
∗) (s)
ds
s
.
It follows that
(ln t)γ ‖Θ(y∗) (t)− y∗ (t)‖ ≤ (ln t)γ
∫ t
1
∥∥∥Y A0,A1h,α,α (t, s)∥∥∥ ‖Q (y∗) (s)‖ dss
≤ (lnT )
γ+1
Y
‖A0‖,‖A1‖
1,α,α (T, 1) ε.
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Therefore, we deduce by the fixed-point property (21) of the operator Θ, that
(ln t)
γ
‖y (t)− y∗ (t)‖ ≤ (ln t)
γ
‖Θ(y) (t)−Θ(y∗) (t)‖+ (ln t)
γ
‖Θ(y∗) (t)− y∗ (t)‖
≤ LfΓ (1− γ) (ln t)
γ
Y
‖A0‖,‖A1‖
1,α,α−γ+1 (t, 1) ‖y − y
∗‖γ,ln + (lnT )
γ+1
Y
‖A0‖,‖A1‖
1,α,α (T, 1) ε,
(24)
and
‖y − y∗‖γ,ln ≤
(lnT )γ+1 Y
‖A0‖,‖A1‖
1,α,α (T, 1)
1− LfΓ (1− γ) (lnT )
γ
Y
‖A0‖,‖A1‖
1,α,α−γ+1 (T, 1)
ε.
Thus, the problem (3) is Ulam-Hyers stable with.
V =
(lnT )γ+1 Y
‖A0‖,‖A1‖
1,α,α (T, 1)
1− LfΓ (1− γ) (lnT )
γ
Y
‖A0‖,‖A1‖
1,α,α−γ+1 (T, 1)
.
4 Example
In this section, we give an example to illustrate the obtained theoretical result. Let α = 0.3, h = 1.2,
k = 4. Consider
(
HD0.31+ y
)
(t) = A1y
(
t
1.2
)
, t ∈ (1, 2.0736] ,
y (t) = ϕ (t) ,
1
1.2
≤ t ≤ 1,(
HI0.71
1.2
+y
)( 1
1.2
+)
= a ∈ Rn, (25)
where
A1 =
(
2 1
3 5
)
, a =
(
1
2
)
The solution of (25) can be represented by Y A0,A1h,α,α
(
t, 1h
)
= EA1h,α,α (ln t)
y (t) = EA1h,α,α (ln t) a+
∫ 1
1
h
EA1h,α,α
(
ln
t
s
)(
HDα1
h
+ϕ
)
(s)
ds
s
,
where
EA1h,α,α (ln t) =


0, −∞ < x ≤ 11.2 ,
I
(ln t+ ln 1.2)
−0.7
Γ (0.3)
, 11.2 < x ≤ 1,
I
(ln t+ ln 1.2)−0.7
Γ (0.3)
+A1
(ln t)−0.4
Γ (0.6)
, 1 < x ≤ 1.2,
I
(ln t+ ln 1.2)−0.7
Γ (0.3)
+A1
(ln t)−0.4
Γ (0.6)
+A21
(ln t− ln 1.2)−0.1
Γ (0.9)
, 1.2 < x ≤ (1.2)
2
,
I
(ln t+ ln 1.2)−0.7
Γ (0.3)
+A1
(ln t)−0.4
Γ (0.6)
+A21
(ln t− ln 1.2)−0.1
Γ (0.9)
+A31
(ln t− 2 ln 1.2)0.2
Γ (1.2)
(1.2)
2
< x ≤ (1.2)
3
,
I
(ln t+ ln 1.2)
−0.7
Γ (0.3)
+A1
(ln t)
−0.4
Γ (0.6)
+A21
(ln t− ln 1.2)
−0.1
Γ (0.9)
+A31
(ln t− 2 ln 1.2)
0.2
Γ (1.2)
+A41
(ln t− 3 ln 1.2)
0.5
Γ (1.5)
(1.2)
3
< x ≤ (1.2)
4
.
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