We shall study representations of algebras over fields of characteristic / = 2, 3 of dimension 4 which satisfy the identities xy − yx = 0, and ((xx)x)x = 0. In these algebras the multiplication operator was shown to be nilpotent by [I. Correa, R. Hentzel, A. Labra, On the nilpotence of the multiplication operator in commutative right nilalgebras, Commun. Alg. 30 (7) (2002) 3473-3488]. In this paper we use this result in order to prove that there are no non-trivial one-dimensional representations, there are only reducible two-dimensional representations, and there are irreducible and reducible three-dimensional representations.
Introduction
Let K be an infinite field of characteristic not 2, 3. In this work we deal with representations of algebras. Let A be an algebra which belongs to a class C of commutative algebras over K and let M be a vector space over K. Following Eilenberg [2] 
a linear map T : A → End(M), a → T a for T a ∈ End(M) is called a representation of A in the class C if the split null extension A ⊕ M of A with multiplication given by (a, m)(b, n) = (ab, T a (n) + T b (m)) belongs to the class C.
A is a commutative right nilalgebra of right nilindex n if A satisfies the identities:
xy − yx = 0 and (· · · ((xx)x)x · · ·) = 0
with n x's, and n is the smallest number for which this is an identity. If n = 2, the algebra satisfies ab = 0 ∀a, b ∈ A. If n = 3, then A is a Jordan algebra.
We are interested in the case where n = 4. We shall study representations of algebras of dimension 4 which satisfy xy − yx = 0, ((xx)x)x = 0, and
See [1] for the following two results: If we define the standard powers of an element a: a 2 = aa; a 3 = aa · a; a 4 = aa · aa; a 5 = (aa · aa) · a; a 6 = (aa · aa) · a · a, then Lemma 1 gives the products of degree 7 or less which involve only one generator a. All products of degree 7 are zero.
Lemma 1.
If A is an algebra satisfying xy − yx = 0, ((xx)x)x = 0, and char K / = 2, 3, then for every a ∈ A:
(a) (a 2 a 2 )a = −a 3 a 2 , (b) ((a 2 a 2 )a)a = +a 3 a 3 = −(a 3 a 2 )a = +(a 2 a 2 )a 2 , (c) 0 = a 6 a = a 5 a 2 = a 4 a 3 .
Structure constants for right nilalgebras of right nilindex 4
We now study commutative algebras satisfying ((xx)x)x = 0 for which there exists an element x in A such that x 3 / = 0. If a commutative algebra satisfies x 3 = 0 as an identity, the algebra is a Jordan algebra. See Schafer [3] for properties of these algebras. In Lemma 3 we establish the existence of a basis of the form {x, x 2 , x 3 , b} with bx = xb = 0. The rest of this section will be spent creating the multiplication table for this basis.
Lemma 3.
Suppose that A is a commutative, four-dimensional algebra satisfying ((xx)x)x = 0. Suppose there is some element x ∈ A such that (xx)x / = 0. Then A has a basis of the form {x, x 2 , x 3 , b} with bx = 0.
Proof.
It is easy to show that x, x 2 , x 3 must be linearly independent. Let c be any element such that {x, x 2 , x 3 , c} is a basis of A. Since R x is nilpotent, we can find
The elements {x, x 2 , x 3 , b} will be a basis of A since R i x (c) is not in x, x 2 , x 3 by the choice of the index i. Since x is an eigenvector and a 1 is an eigenvalue for R b , we must have a 1 = 0. We then have bx = 0. 
Proof. Part (i) is a consequence of Lemmas 1 and 2. To derive Part (ii), suppose that x 2 x 2 = a 1 x + a 2 x 2 + a 3 x 3 + a 4 b. If we multiply this equation by x we obtain 0 = a 1 x 2 + a 2 x 3 . This means that a 1 = a 2 = 0, and it is immediate that x 2 x 2 = a 3 x 3 + a 4 b ∈ x 3 , b . Proof. We start with the multiplication table given below and use the linearized form of the identity ((xx)x)x = 0 to establish the necessary and sufficient constraints on the variables.
We have that
The complete linearization of ((xx)x)x = 0 is:
where xy · z · w denotes the expression ((xy)z)w for each x, y, z, w ∈ A.
We make a series of substitutions into the identity Q. As we get the successive constraints on the variables, we include these in the further calculations. Before each evaluation, we list the substitutions which are currently being used. We display the result of the substitution into the identity as a column vector with the coefficient of x, x 2 , x 3 , b listed from top to bottom.
We now evaluate Q twice and use a combination of the constraints. Until now we have
The last constraint gives us that b 2 4 = −a 4 (b 2 + g 4 ).
The last constraint gives us that (b 2 + g 4 )b 4 = 0. We combine these two constraints to get
Using the coefficient of x 3 and b 4 = 0, we obtain that g 1 = 0.
Until now we have
The last constraint implies g 4 = 0.
Again, we will make two substitutions and combine their constraints to obtain the next result.
From the coefficient of x 3 we get that
Since b 1 g 3 = 0 from the previous part, using the coefficient of x 2 we get that b 2 1 = 0 and thus we have b 1 = 0. Until now we have
Finally from the next two substitutions, we establish the necessary and sufficient conditions on the table to ensure that ((xx)x)x = 0 is an identity. Table 2 Multiplication table where a 4 = 0
There are two possibilities. If a 4 = 0, we have Table 2 . If a 4 / = 0, then 0 = b 3 = g 2 = g 3 and we have Table 1 .
We now demonstrate the sufficiency of the constraints in Tables 1 and 2 . Clearly both tables are commutative. Computing the powers of a general element y = y 1 x + y 2 x 2 + y 3 x 3 + y 4 b we have: In Table 1 ,
In Table 2 , y 2 ∈ x 2 , x 3 , (yy)y ∈ x 2 , x 3 A ⊆ x 3 and ((yy)y)y ∈ x 3 A = 0. 
Remark 3.
The algebras given by Table 1 (with a 4 / = 0) and Table 2 are not isomorphic. In Table 1 {x, x 2 , x 3 , x 2 x 2 } are linearly independent. The algebra given by Table 1 is generated by a single element. In Table 2 the algebra is not generated by a single element. For any element y the powers y 3 and y 2 y 2 are dependent.
Representations
Let M be a vector space over K. 
Proposition 2. T is a representation of A if and only if for every a ∈ A,
Proof. The product is clearly commutative. We now simply compute the fourth power of the general element a + m. We will then see that these restrictions on T a make this fourth power zero.
(T a 2 (m)) + 2T a (T a (T a (m))).
We will say that the representation T is r-dimensional if M is an r-dimensional space. Then T a can be thought of as an r × r matrix.
Proposition 3. If A is any commutative four-dimensional algebra satisfying ((xx)x)x = 0, then there are no non-trivial one-dimensional representations of A.
Proof. We assume that there exists some y such that T y / = 0. We first need to show that T 3 y 3 and T 2 y 3 are zero. This is certainly true if y 3 = 0. Suppose that y 3 / = 0. Using Remark 1 we have y 3 y 3 ⊆ (y 2 A)A = 0. We replace a by y 3 in 0 = T a 3 + T a T a 2 + 2T 3 a . We conclude that T 3 y 3 = 0. In a one-dimensional representation this implies that T y 3 
. Moreover, it is reducible because all the matrices are upper triangular.
Proposition 4. If A is any commutative finite-dimensional algebra satisfying ((xx)x)x = 0, then for every a ∈ A, T a is nilpotent.
Proof. Look at R a+m . If a 1 , . . . , a n is a basis of A and m 1 , . . . , m k is a basis of M, then the matrix for R a+m on A ⊕ M looks like
A ⊕ M is a commutative algebra satisfying ((xx)x)x = 0. Since A ⊕ M is not of dimension 4 nor does it necessarily satisfy ((xx)x)(xx) = 0, we cannot use Lemma 1. See [1] for a computational proof that R 10 a+m = 0. Since R a+m is nilpotent, we have T a nilpotent. Therefore the set of all T a form a linear space of nilpotent matrices.
Remark 4.
Since any linear space of nilpotent 2 × 2 matrices is simultaneously triangularizable, the two-dimensional representations are reducible.
We now consider the three-dimensional case. In the following let {x, x 2 , x 3 , b} be a basis of A and let T : A → End(M) be a representation of A. The matrices T x , T x 2 , T x 3 , T b have the property that they span a linear space of nilpotent matrices. A = x, x 2 , x 3 , b be a commutative fourdimensional algebra with the following multiplication table: xx = x 2 ; xx 2 = x 2 x = x 3 ; x 2 x 2 = a 3 x 3 + a 4 b; a 4 / = 0 all other products being zero (Proposition 1, Table  1 ). If a = y 1 x + y 2 x 2 + y 3 x 3 + y 4 b is an element of A, then
Theorem 1 (Upper triangular case). Let
Proof. We compute that T a 3 + T a T a 2 + 2T 3 a = 0. Therefore T a is a representation. Since all matrices are upper triangular, we know the representation is reducible.
Theorem 2 (Upper triangular case). Let
A = x, x 2 , x 3 ,
b be a commutative fourdimensional algebra with the following multiplication table: xx
all other products being zero (Proposition 1, Table 2 
Then T is a three-dimensional reducible representation for any set of parameters
Proof. First check that T a 3 + T a T a 2 + 2T 3 a = 0. This establishes that it is a representation. Since all matrices are upper triangular, it must be reducible.
Theorem 3 (The irreducible case).
Suppose that one has a collection of nilpotent 3 × 3 matrices satisfying:
(1) They form a linear space, (2) One is a 3 × 3 Jordan block, (3) There are matrices X 1 , X 2 , X 3 in this space with product X 1 X 2 X 3 / = 0.
Then the space has a basis of the form
Proof. Let A be the matrix in the linear space which is a 3 × 3 Jordan block. If all the matrices in the space were strictly upper triangular, then the product of any three matrices would be zero. Let B be any matrix in the space which is not strictly upper triangular. We will deduce the entries of B by starting with a 3 × 3 matrix with unknowns for entries and constructing restrictions on the entries using the assumption that any linear combination of A and B is nilpotent. We use the fact that for a nilpotent matrix, the trace is zero, the determinant is zero, and the characteristic polynomial is x 3 . Let 
