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Abstract
Astrochemistry is a field currently in a data–rich era, but observations alone cannot provide
a complete description of the objects that we see; sophisticated modelling techniques are
needed to extract the maximum astrophysical understanding from the data. Chemical
models of interstellar gas and ices are continually being developed to provide more accurate
descriptions of the chemical composition of our universe. Furthermore, Bayesian inference
and statistical learning methods are starting to be incorporated into the analysis of both
observational data and astrochemical models. These are the motivations for this thesis.
We develop a Markov chain Monte Carlo Bayesian statistics code based on nested sam-
pling for parameter estimation and model comparison with optimal parallel performance.
We assess its performance for a set of test problems in terms of accuracy, reliability, time–
to–solution and sampling efficiency on two of the country’s top supercomputers. The soft-
ware is applied to a chemical model for diffuse clouds in the interstellar medium. Properties
of the gas such as its density and temperature are estimated from chemical observations in
a statistically robust manner which enables us to comment on the importance of various
chemical mechanisms such as photochemistry and grain–surface chemistry in controlling
the chemical composition.
We also present a study of the effects of mutual shielding by atomic carbon in promoting
nitrogen chemistry. By solving the radiative transfer we are able to show that the carbon
continuum can have a chemically significant effect on the photoionization and photodis-
sociation rates of a number of species including molecular nitrogen and CN. Finally, we
develop a chemical model for carbon monoxide and HCO+ in protostellar outflows where
hot outflowing material mixes turbulently and reacts with the cold molecular envelope,
allowing us to address an apparent bias towards outflows with large opening angles.
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Chapter 1
Introduction
Space is far from the empty void it is typically held to be in popular understanding. Be-
tween the stars, planets and other celestial bodies, our galaxy is occupied by gas, dust
grains, photons and cosmic rays, all of fundamental astrophysical importance. While pres-
sures can be orders of magnitudes less than any artificial vacuum on Earth, on galactic
time–scales a range of processes can drive chemical reactions leading to a diverse gas of
atoms, ions and molecules as well as ices covering grain surfaces. Astrochemistry, the mul-
tidisciplinary study of those extra–terrestrial chemical species and processes, is a young
field of research currently thriving in a data–rich era with the latest generations of tele-
scopes such as the Herschel Space Observatory (Pilbratt et al. 2010) and the Atacama Large
Millimeter Array (ALMA, Wootten & Thompson 2009) providing a wealth of sensitive,
high–resolution images and spectra. Understanding the chemical complexity of interstel-
lar gas is of importance to understanding a range of phenomena in the Milky Way and
other galaxies. For example, it plays a key role in physical processes such as heating and
cooling (Goldsmith & Langer 1978, Richings et al. 2014a), radiative transfer (Boisse 1990,
Efstathiou et al. 2000, Offner et al. 2009) and the optical properties of dust (Whittet et al.
2001). In cold, dense clouds the chemical state of the gas is coupled to the process of grav-
itational collapse and structure formation (Hartquist et al. 1993), while highly energetic
processes such as shocks and turbulence can lead to chemical enrichments (Lesaffre et al.
2013, Godard et al. 2014). Astrochemistry is also of importance in its own right, from un-
derstanding the delivery of water to the Earth’s oceans by asteroids or comets (Morbidelli
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Figure 1.1. Schematic depiction of the cycling of gas and dust between various
phases and structures in the interstellar medium. Image credit: M. Persson,
NASA, ESA, ESO, ALMA.
et al. 2000, Hartogh et al. 2011, Altwegg et al. 2015) to the formation of complex prebiotic
molecules that are the precursors of life on Earth (Jørgensen et al. 2012, Majumdar et al.
2012).
Observations of molecular rotational transitions in the radio, submillimetre and far–
infrared wavelengths as well as vibrational transitions in the mid–infrared allow us to
make inferences about the physical state of the gas such as its density and temperature.
However, these observations face other fundamental limitations, such as our ability to
only observe spatial distributions in the plane of the sky and radial velocities, when in
fact the objects we observe live in a six dimensional phase space of position and velocity.
Making inferences from this plentiful yet incomplete data relies on sophisticated modelling
techniques such as data reduction, chemical modelling, dynamical simulations, radiative
transfer and statistical methods to explore what are still largely ill–understood parameter
spaces. This section is intended to serve as an introduction to these and other observational
and theoretical concepts important to the study of the astrochemistry of our galaxy before
considering the scope of this thesis.
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Table 1.1. Typical densities and temperatures for the thermal equilibrium (top)
and non–equilibrium (bottom) phases of gas in the interstellar medium. Adapted
from Ferrière (2001) and Williams & Viti (2014).
Component nH / cm−3 T /K
Hot Ionized Gas 10−3 106
Warm Ionized / Neutral Gas 10−1 104
Cold Neutral Gas 101 102
Hii Regions 102 − 106 104
Molecular Clouds 104 10
1.1 Interstellar Gas
Interstellar gas is continually cycled between many different states throughout the galaxy
by the processes of gravitational collapse and stellar birth and death as depicted in Figure
1.1. The large range of densities and temperatures of some of those states is demonstrated
in Table 1.1. Field et al. (1969) were the first to demonstrate that gas heated by cosmic rays
(energetic particles traveling through interstellar space at close to the speed of light) and
cooled by atomic fine structure lines split into two phases in pressure equilibrium. McKee
& Ostriker (1977) expanded on the description to include hot, rarefied gas from the ejecta
of supernovae to give a three phase model for the interstellar medium including the cold
neutral medium (CNM), warm neutral medium (WNM) and hot ionized medium (HIM).
While the HIM occupies the majority of the volume of interstellar space, the bulk of the gas
is in the CNM, the so called diffuse gas clouds of the interstellar medium. Some of the gas
in the WNM can also be photoionized by the presence of massive stars. In addition, there
are structures in the interstellar medium that are not in thermal pressure equilibrium such
as Hii regions, molecular clouds and protostars, all of which harbor interesting physics.
The transition from diffuse gas to molecular clouds is mechanical, relying on the accu-
mulation of gas swept up by stellar winds (Hollenbach et al. 1976) or radiation pressure
from massive stars (Koenig et al. 2008) into more compact clouds. These new clouds are
gravitationally bound and the raised density encourages the formation of and cooling by
molecular hydrogen and other species. These new molecular clouds have very inhomoge-
neous structures including dense cores that may remain stable and “starless” due to the
support of turbulent or magnetic pressure (Tan et al. 2013) while others may become grav-
itationally unstable as they exceed the Jeans mass leading to isothermal collapse on the
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Figure 1.2. Left: Morphology diagram for a Class I protostellar object embed-
ded in a dusty envelope, demonstrating a central source fed by accretion from a
circumstellar disc and ejecting material as a collimated bipolar outflow. Image
credit: Greene (2001). Right: Colour composite image of HH46/47 Class I proto-
stellar object observed in the CO(1–0) rotational transition (ALMA; red, orange,
green) and in the I, Sii, V and B infrared and optical bands (New Technology
Telescope; pink and blue). Image Credit: ESO, ALMA, Arce et al. (2013), Bo
Reipurth.
gravitational free–fall time–scale to form a protosteller core. This first stage of collapse
was initially modelled as being spherically symmetric (Shu 1977) but new evidence of fila-
mentary structures within molecular clouds (André et al. 2010, Molinari et al. 2010) leads
to a picture of anisotropic inflow (Seifried et al. 2015).
The case of low–mass (. 8M) star formation from protostellar cores proceeds through
a series of well understood stages. Initially, the density of the central object rises to the
point that energy from the gravitational collapse cannot be released through optically
thick cooling lines causing the core to heat adiabatically while it collapses. The halt of
contraction of the central source due to thermal pressure and the formation of a hydrostatic
core defines Class 0 objects for which the core mass is less than the envelope mass and
energetic bipolar outflows may be present. In Class I objects (see Figure 1.2) much of the
gas envelope has been excavated by an outflow and the remainder forms an extended disc.
By Class II accretion and outflow processes have mostly stopped and the protoplanetary
disc is fully formed as in the classic T Tauri type star while in Class III radiation pressure,
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among other processes, has cleared much of the gas from the disc while remaining dust
forms a debris disc that is the precursor to the formation of planets. More rigorously,
the classes are distinguished by their spectral indices in the near– and mid–infrared (Lada
1987). High–mass star formation is distinguished from the low–mass case in that the
Kelvin–Helmholtz time–scale to radiate away the energy of gravitational collapse is shorter
than the accretion time–scale. As such, high–mass stars reach thermal equilibrium on the
zero–age main sequence and begin nuclear fusion while accretion is still ongoing leading to
complex dynamics between the accretion flow and radiation pressure which is understood
less clearly.
When stars die, they can return matter to their local interstellar environment by one
of a few energetic processes dependent on their mass. Low–mass stars may evolve into red
giant stars or asymptotic–giant–branch stars with strong winds while massive stars may
undergo core–collapse followed by a violent supernova explosion. Both of these processes
return stellar material to the interstellar medium as well as potentially sweeping up diffuse
gas to begin the process of forming molecular clouds again. Diffuse clouds in the cold
neutral medium therefore represent a stockpile of gas recycled from the death of old stars
available to be converted into new stars and are of significant importance in understanding
the evolution of galaxies right down to the formation of our own planet.
1.2 Interstellar Chemistry
1.2.1 Gas–Phase Reactions
The simplest chemical reactions that can take place in interstellar gas are two body re-
actions between neutral species. In many cases, they tend to be rather inefficient due to
small cross–sections, the need for high densities to promote collisions and in some cases
thermal activation barriers demanding high temperatures. However, certain radical species
can be reactive even in molecular clouds and dense cores (Herbst et al. 1994, Smith et al.
2004). In very rare cases three body reactions are also possible, such as in the gas around
evaporating ice mantles (Cecchi-Pestellini et al. 2010, Rawlings et al. 2013b). In general
though, two–body reactions between ionic and neutral species are much faster and play
a larger role in the chemistry of interstellar gas. The cross–sections for these ion–neutral
reactions are enhanced due to the induction of a temporary electric dipole in the neutral
species by the ion leading to attractive forces between the two. H+3 is perhaps the most
1.2. Interstellar Chemistry 22
Figure 1.3. Left: Schematic depth–dependent chemical transitions from Hi →
H2 and C+ → C → CO with increasing extinction AV in one dimensional photon
dominated region. Image credit: Draine (2011). Right: Stratified PAH 3.3µm
(blue), H2 rovibrational (green) and CO(1-0) rotational (red) emission in the
Orion Bar PDR due to the bright star θ1 Ori C to the north–west. Image credit:
Tielens et al. (1993).
important ion in dark interstellar clouds since it can donate protons and hence its charge to
neutral species and thereby initiate further ion–neutral reactions to more complex species.
In order for ion–neutral reactions to be viable in interstellar gas a source of ionization
is needed with the most obvious candidate being the ultraviolet (UV) photons emitted
by massive stars. Regions of interstellar space where the chemistry is driven primarily by
photoionization and photodissociation reactions are known as photon dominated regions
or photodissociation regions (PDRs). While gas in the WNM is too diffuse to initiate
chemical reactions and the many magnitudes of dust extinction mean UV photons cannot
penetrate dark molecular clouds, diffuse gas, the surfaces of dense clouds and the interior
edges of ionized nebulae are commonly described and modelled as PDRs. Photons with
wavelengths shortwards of 912Å tend not to be present in the interstellar radiation field
as they maintain the ionization balance of atomic hydrogen in the HIM and WNM. As
such, atomic hydrogen, oxygen and nitrogen are not photoionized in PDRs since their ion-
ization potentials lie at or below 912Å. However, many other species can be photoionized
or photodissociated at the edge of PDRs including atomic carbon, H2 and CO. As the
attenuation of the UV radiation field by dust increases with depth into the gas, photorates
fall and those species become more abundant, leading to a stratified chemical structure
(see Figure 1.3). More complex chemistry in PDRs is a fine balance between sufficient
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ionization to initiate ion–neutral reactions and sufficient attenuation by dust to prevent
photodissociation of relevant molecules. In high–extinction regions where there is no in-
cident flux of UV photons, ion–neutral reactions can still take place due to cosmic rays
that readily ionize molecular hydrogen, initiating a range of chemistries as described in
Section 1.2.2 below. In addition, a small but significant flux of UV photons is still present
via the mechanism detailed by Prasad & Tarafdar (1983) whereby the electrons released
in cosmic ray ionization events excite hydrogen molecules that then emit as they return to
the ground state.
1.2.2 Molecular Hydrogen
Hydrogen is the most abundant element in the universe and similarly molecular hydrogen
is the most abundant molecule. It is well established that star formation on galactic scales
is driven by the availability of gas (Schmidt 1959, Kennicutt 1998). H2 therefore represents
the most significant reservoir of raw materials for star formation making it probably the
most important molecule in interstellar gas. The formation of molecular hydrogen by
two body reactions in the gas phase is prohibitively slow since most collisions between
hydrogen atoms are elastic. However, hydrogen atoms can bind to dust grains where they
are incredibly mobile, allowing them to come together and react to form H2 before being
desorbed back into the gas phase (see Section 1.2.4).
Other species depend critically on the availability of molecular hydrogen to initiate
their gas–phase chemistry. In photon dominated regions, high fluxes of UV photons ionize
atomic carbon which then undergoes successive fast ion–neutral reactions with molecular
hydrogen (see Figure 1.4), each time gaining one hydrogen atom until the CH+5 ion is
formed. One final reaction with molecular hydrogen sees the ion loose a proton to form
the saturated species methane from which more complex molecules can be formed. The
chemistry of atomic nitrogen is similarly initiated when it reacts with UV–pumped molec-
ular hydrogen to form NH which can be photoionized and undergo further fast ion–neutral
hydrogenation reactions to ammonia similar to the case of carbon. While oxygen tends
not to be photoionized since its ionization potential is greater than that of the far more
abundant atomic hydrogen, in even the darkest clouds molecular hydrogen is still ionized
by penetrating cosmic rays and then reacts with further hydrogen to yield H+3 . The trihy-
drogen cation is responsible for initiating the fast ion–neutral chemistry of atomic oxygen
(as well as carbon and nitrogen in dark clouds) by donating a proton to form OH+ from
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Figure 1.4. A partial chemical network tracing the gas–phase carbon chemistry
in photon dominated regions through reactions with hydrogen, oxygen, electrons,
photons and cosmic rays. Image credit: Sternberg & Dalgarno (1995).
which successive hydrogenation reactions again follow as in the case of carbon and nitrogen
up to the formation of water.
Unfortunately, the lack of a permanent dipole for radiative rotational transitions makes
molecular hydrogen incredibly difficult to observe. Although in hotter gas it can be an
efficient coolant through rovibrational transitions, we require other tracers in order to be
able to observe and study the cold, dense gas that is the precursor to star formation.
1.2.3 Carbon Monoxide
Despite being unstable in terrestrial conditions, carbon monoxide is the second most abun-
dant molecule in interstellar space, constituting the majority of gaseous interstellar carbon
in certain environments. Once carbon chemistry has been initiated, the CH radical reacts
with oxygen to form the molecular ion HCO+ which then recombines dissociatively with
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electrons to form CO. Unlike H2, CO has a permanent dipole moment which combined with
its high abundance makes it readily observable. The assumption that all carbon is locked
up in carbon monoxide means that the CO abundance should be fixed by the elemental
abundance of carbon relative to hydrogen. This suggests that observed column densities of
carbon monoxide trace unobservable molecular hydrogen (and hence the total gas content)
whose columns can be inferred using a conversion factor from CO, XCO, although many
studies show that XCO is far from constant (see Bolatto et al. 2013 for a review). In many
cases, CO is still our best tracer of interstellar gas and research into the XCO factor is
ongoing.
Carbon monoxide plays an important role in the star formation process as a strong
coolant through its low–J rotational line transitions that allow the gas temperature to
be bought as low as 10 Kelvin. While other molecular rotations (water) and atomic fine
structure transitions ([Cii]) can give similar levels of cooling, the abundance of CO tends
to make it the dominant coolant in prestellar cores. As the temperature in the core falls
the gas contracts without thermal support until it exceeds the Jean’s mass and begins the
runaway gravitational collapse that initiates star formation.
1.2.4 Interstellar Dust
Interstellar gas is also composed of a significant number of solid particles nucleated in
the outflows from supernovae explosions and the winds of red giant and asymptotic–giant–
branch stars. These “dust grains” range in size from large conglomerations of carbonaceous
and silicate species not dissimilar to terrestrial soot and sand down to atomic carbon
macromolecules known as polycyclic aromatic hydrocarbons (PAHs). The distribution of
the sizes a of grains was found by Mathis et al. (1977) to be a power law of the form
n(a) ∝ a−3.5 from a fit to the interstellar extinction curve. While gas to dust ratios of
100 are typically assumed in the interstellar medium (Savage & Mathis 1979) making dust
another important tracer of interstellar hydrogen, this conversion factor is again somewhat
variable. Dust is important in the interstellar medium for its optical properties, absorbing
photons at optical and UV wavelengths and re–emitting the energy in the infrared, as seen
in Figure 1.5. It is therefore also an important source of opacity, regulating photochemical
reactions from destroying molecules in dense cores beyond the PDR.
As gas temperatures fall below approximately 100 K, molecules from the gas phase start
to stick to the surfaces of dust grains by either van der Waals interactions (physisorption) or
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Figure 1.5. The optically dark molecular universe revealed by submillimetre
observations. Left: Optical image of the Barnard 211 and Barnard 213 regions of
the Taurus molecular cloud complex obscuring light from background stars. Right:
Superimposed submillimetre continuum observations (orange) showing thermal
emission from cold dust grains tracing the dense molecular gas component in the
filamentary structure. Image credit: ESO, APEX (MPIfR, ESO, OSO), A. Hacar
et al., Digitized Sky Survey 2. Acknowledgment: Davide De Martin.
the formation of chemical bonds (chemisorption). Not only are these processes important
because they alter the chemical composition of the gas phase, but they also bring together
atoms and molecules in the ice mantle where they can react. Dust grains therefore act as
interstellar catalysts for chemical reactions. There are three main mechanisms by which
this can occur: Langmuir–Hinshelwood where two species on the grain surface diffuse
towards each other to react, Eley–Rideal where a gas–phase species collides directly with
a species in the ice mantle and Harris–Kasemo where a gas–phase species is adsorbed but
undergoes fast diffusion to react with a more distant adsorbate before thermalizing to the
dust temperature. Atomic hydrogen is also the most mobile of mantle species due to its
low mass which along with its high abundance means that the majority of grain surface
reactions are hydrogenations. This implicitly covers the formation of molecular hydrogen
from two hydrogen atoms on grain surfaces which is far more rapid than any gas–phase
route to the molecule. In the case of H2, the exothermicity of the chemical bond creation is
enough to break the bond between the molecule and the dust grain, releasing it straight into
the gas phase where it can initiate more complex chemistry. Other hydrogenated species
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common on grain mantles include methane, ammonia, water and methanol. However, a
number of non-hydrogenated species are also abundant in interstellar ices including carbon
monoxide and carbon dioxide. Depleted species are released back into the gas phase by
either thermal heating of the ice mantle allowing species to break their bond with the
grain surface or by a range of non–thermal desorption processes including destruction of
the bond by UV photons, localized heating by the formation of molecular hydrogen and
heating of the whole grain upon impact by a cosmic ray.
1.3 Chemical Modelling
1.3.1 Solving the Chemical Rate Equations
The process of chemical modelling involves the calculation of the densities ni for all chemical
species i belonging to the set of species S to be modelled in the system. The densities are
often calculated relative to nH, the total density of hydrogen nucleons, giving the relative
chemical abundances Yi = ni/nH. On a microscopic level, the densities of species change
when individual atoms and molecules take part in chemical reactions, either as reactants or
products. We model those changes macroscopically by considering the time rate of change
of the density n˙i for a given species i as a function of the rate of all of the chemical reactions
in which it is involved:
n˙i =
∑
j∈N
∆ij kj ∏
k∈Rj
nk
 , (1.1)
where N represents a network of chemical reactions, kj is the rate coefficient of the j’th
reaction in the network, Rj is the set of reactants for that reaction and ∆ij is the change
in the number of molecules of species i in a single reaction of j. Equation 1.1 is subject
to the constraint that the total density of atoms of any given element l in the set of all
elements E is fixed by the relative atomic abundance for that element, Xl:
∑
i∈E
Nlini = nHXl (1.2)
where Nli is the number of atoms of the element l in a single molecule of the species i.
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Solving for the time–dependent chemistry is an initial value problem requiring the
solution to the set of non–linear ordinary differential equations (ODEs) defined by Equation
1.1. In general, the equations are numerically stiff due to the range of reaction rates
spanning many orders of magnitude, leading to a range of eigenvalues in the Jacobian
matrix making it difficult to invert. The solution to Equation 1.1 therefore requires stable
integration schemes and matrix methods specific to stiff problems. In this thesis all such
equations are solved using the LSODE routine in the ODEPack package of ODE solvers
(Hindmarsh & Petzold 1995). It implements a range of backward differentiation integration
schemes of which the simplest is the backward Euler method that casts the solution vector
nt at time–step t as an implicit function G of the solution at previous steps:
G(nt) = nt − nt−1 − hn˙t = 0, (1.3)
where h is the step size. Equation 1.3 is solved iteratively using Newton’s method:
(I− hJ)(nt − nt−1) = 0, (1.4)
where I is the identity matrix and J = ∂n˙
t
∂nt is the Jacobian of Equation 1.1 with respect to n
t
providing a linearized approximation. Equation 1.4 is solved by direct LU decomposition
of the matrix I − hJ. However, the stability of the solution is not always guaranteed; in
many cases it has been identified that Equation 1.1 for the system of chemical interaction
rates can demonstrate bistable equilibrium solutions (Le Bourlot et al. 1993, Pineau Des
Forêts & Roueff 2000). It has been demonstrated that the domain of bistability is sensitive
to the presence of certain chemical processes, particularly gas–grain interactions such as
depletion (Lee et al. 1998) and surface hydrogenation (Le Bourlot et al. 1995) suggesting
the effect is intrinsic to the chemistry and not numerical. Le Bourlot et al. (1995) also
identified the two solutions as representing high– and low–ionization phases of the gas,
although to date observational verification of the phenomenon remains elusive.
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1.3.2 Parametrized Rate Coefficients
There are a number of databases available tabulating laboratory and theoretical rate co-
efficients for many chemical reactions under astronomical conditions from which a model
chemical network N can be constructed. Popular examples include the University of
Manchester Institute of Science and Technology Database for Astrochemistry (UMIST
RATE06, Woodall et al. 2007, RATE12, McElroy et al. 2013) and the KInetic Database
for Astrochemistry (KIDA, Wakelam et al. 2012, Wakelam et al. 2015). While some stud-
ies advocate a minimal chemical network for well studied species where the key chemical
pathways are understood (e.g. Keto & Caselli 2008, Caselli et al. 2010) due in part to
the significant uncertainties of many reaction rates, models of more complex molecules
inherently require more complex networks and the choice of individual reactions to include
can be important (e.g. Woods et al. 2012).
Databases typically provide parametrized analytic functions for the rate coefficients k
where the constants have been fit to either experimental or theoretical data. For example,
in RATE12 the rate coefficients for two–body gas–phase reactions take the form of modified
Arrhenius equations which are functions of the kinetic gas temperature Tgas:
k = k0
(
Tgas
300 K
)α
exp
(
− Ta
Tgas
)
cm3 s−1, (1.5)
where k0, α and Ta are the constants fit to the data, representing the rate coefficient at
300 K, temperature dependence index and thermal activation barrier respectively. Fits
to an equation of this form are typically only valid over the range of gas temperatures
for which the original laboratory or theoretical study was carried out since extrapolations
outside this range can be unreliable. Those ranges are also quoted in the database.
For photochemical reactions, rate coefficients kpd are determined as a function of the
specific flux of UV photons I(λ) at wavelength λ from the cross–sections σ of transitions
directly into the dissociative continuum:
kcontpd =
∫ ∞
912Å
σ(λ)I(λ) dλ s−1, (1.6)
or from the oscillator strengths ful of unstable line transitions from lower level l to upper
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level u:
klinepd =
pie2
mc2
λ2ulfulηuxlI(λul) s
−1, (1.7)
where λul is the wavelength of the transition, ηu is the dissociation efficiency of the upper
level and xl is the occupation fraction of the lower level. The solutions to Equations 1.6 and
1.7 depend crucially on the local specific photon flux of the UV radiation field I(λ) which
comes from the solution of the equations of radiative transfer throughout the entire model
geometry. In order to simplify the calculation, k is again represented by a parametric
model fit to theoretical solutions of the coupled radiative transfer – photochemical rate
equations for a given incident radiation field (e.g. Habing 1968, Draine 1978, or a black
body radiation field) and simplified geometry (typically a semi–infinite plane parallel slab
or a spherical cloud). It is usually assumed that the attenuation due to dust extinction and
chemical photoprocesses are separable since dust attenuation is approximately independent
of wavelength over the linewidths of individual photochemical transitions. In RATE12 the
parametric form of kpd for photoprocesses is given as:
kpd = G0 Θ(N , φ) k0 exp (−αAV) , (1.8)
where again k0 and α are the constants fit to the theoretical solution representing the
unattenuated rate for the Draine interstellar radiation field (Draine 1978) and the dust
attenuation coefficient for the assumed dust properties respectively. The rate is also scaled
by G0, the photon flux of the incident radiation field relative to the Draine radiation field
and the exponential term represents a separable extinction AV of the incident UV radiation
by dust scattering and absorption. Θ(N , φ) denotes a shielding function of the incident ra-
diation field as photons are “consumed” effecting photoreactions along their incident path,
which depends on the vector of column densities N of all species along the ray of the
incident radiation field and φ denoting other physical effects such as Doppler line widths.
Approximations to the shielding functions tend to only include self–shielding (attenua-
tion of the incident radiation field at the wavelengths of a certain photoreaction by the
same photoreaction along the incident path of the photons) for a few of the most impor-
tant species, again to eliminate the need for computationally expensive radiative transfer
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calculations. Examples include the self–shielding of the photodissociation of molecular
hydrogen and carbon monoxide (van Dishoeck & Black 1988, Lee et al. 1996, Visser et al.
2009) and the photoionization of atomic carbon (Kamp & Bertoldi 2000). However, it has
been identified that mutual shielding (attenuation of the radiation field at the wavelengths
of one photoreaction by another photoreaction at the same wavelengths along the incident
photon path) can also be significant, such as the shielding of nitrogen bearing species by
the carbon ionization continuum (Rollins & Rawlings 2012, see Chapter 4).
By comparison, ionization reactions by cosmic rays take a much simpler form since
they penetrate into even the darkest clouds without interacting. The rate coefficients are
therefore assumed to be a factor α (tabulated in RATE12) relative to the rate coefficient for
molecular hydrogen, ζ, which in the Milky Way takes a typical value between 10−17 s−1 and
10−15 s−1 (e.g. Indriolo et al. 2007, Indriolo & McCall 2012) and orders of magnitude higher
in the galactic centre (Yusef-Zadeh et al. 2007). However, as discussed in Section 1.2, cosmic
ray ionization events can also lead to the emission of UV photons by excited molecular
hydrogen which also lead to photochemistry. The rate coefficients for photoprocesses due
to these secondary photons require calculating the branching ratio for the processes relative
to absorption by dust as an integrated function over the hydrogen emission spectrum per
cosmic ray ionization event P (ν) as in Sternberg et al. (1987) and Gredel et al. (1989):
ki =
ζ
(1− ω)
∫
σi(ν)P(ν)
2σg
dν cm−3s−1, (1.9)
where σi(ν) is the cross–section for the photoprocess and it has been assumed that UV
photons are primarily absorbed by dust grains with an albedo ω and absorption cross–
section of σg per hydrogen nucleon.
Chemical interactions between molecules and dust grains are modelled with varying
degrees of sophistication. The rate per unit volume n˙icei at which a species i depletes
from the gas phase to form an ice mantle is governed by kinetic theory (Spitzer 1978,
Umebayashi & Nakano 1980):
n˙icei ≈
√
3kBT
mi
σgdgnHni, (1.10)
where kB is the Boltzmann constant, mi is the mass of the species, σg is the mean surface
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area of each grain and dg is the dust–to–gas number ratio. Additional sticking efficien-
cies are normally used to approximate physisorption, chemisorption and negative electric
charges of grains. Once the ice is formed, its chemical behavior is very uncertain. One ap-
proach used in the UCL_CHEM chemical model (Viti & Williams 1999, Viti et al. 2004,
Viti et al. 2011) is to assume that since the most abundant chemical species in regions of
the interstellar medium harboring ices is either atomic or molecular hydrogen, ice species
undergo hydrogenation reactions on time–scales much faster than ice desorption processes.
They therefore treat species freezing out as instantly forming an ice of their maximally
hydrogenated molecular counterpart (e.g. oxygen freezes out to water ice, nitrogen to
ammonia ice etc) with the necessary hydrogen taken from the gas–phase reservoir with
no consideration of any detailed mechanisms by which this might occur. This implicitly
covers the formation of molecular hydrogen on grain surfaces, although an additional tem-
perature dependence for the sticking probability such as in Buch & Zhang (1991) is also
typically used. Such approximations allow for a rapid calculation of the interstellar ice
abundances that can readily be coupled with the gas–phase chemical evolution and other
physics. Some models consider mechanisms such as Langmuir–Hinshelwood in more detail
to investigate the formation of more complex molecules (e.g. ethylene oxide, Occhiogrosso
et al. 2012). The most sophisticated models such as Taquet et al. (2012) and Garrod (2013)
use a Monte Carlo treatment of the sticking potentials, diffusion pathways and pairwise
chemical reactions for species on a simulated grain to track the formation and evolution of
the ice structure in detail.
The release of ices from grains back into the gas phase is also a complex process. A
range of laboratory experiments attempt to characterize the thermal desorption temper-
atures (i.e. the temperatures at which the bonds between ice species and the grain or
remaining mantle are overcome by thermal motions) of interstellar ice analogues (e.g. Fay-
olle et al. 2011, Noble et al. 2012) although such temperatures depend critically on the
heating rate and ice morphology and are not trivial to adapt for astrochemical modelling
(Collings et al. 2004). By contrast, non–thermal desorption processes are well modelled by
studies such as Roberts et al. (2007) and Garrod et al. (2007) for simple layered structure
approximations. However, Monte Carlo grain models demonstrate significant inhomoge-
neous ice compositions highlighting that the desorption rate for individual species is a
function of the chemical history of the ice, with reactive species such as carbon monoxide
tending to be trapped close to the grain surface under many other layers of ice (Taquet
1.3. Chemical Modelling 33
et al. 2012).
1.3.3 Coupled Physical Processes
In general, it is straightforward to solve Equation 1.1 for fixed physical input parameters
such as the density and temperature of the gas, the incident radiation field and the cosmic
ray ionization rate. However, it is also possible to couple these equations to other physics
that governs those parameters self–consistently. The most common example is the solution
of the thermal balance due to heating and cooling processes (either time–dependent or in
thermal equilibrium) to yield the kinetic gas temperature.
In cold molecular gas, diffuse interstellar clouds and photon dominated regions, it has
been identified that the major coolants are collisionally excited rotational transitions of
molecular species such as molecular hydrogen, carbon monoxide, water and OH and fine
structure transitions of atomic species such as ionized carbon and atomic oxygen (Richings
et al. 2014a, Richings et al. 2014b). These form multi–level quantum systems whose level
populations are the solution of the rates of radiative and collisional processes:
∑
j>i
(BijIij + Cij)ni +
∑
j<i
(Aij +BijIij + Cij)ni
=
∑
j>i
(Aji +BjiIji + Cji)nj +
∑
j<i
(BjiIji + Cji)nj, (1.11)
for all levels i where for a transition from levels i→ j, the densities of each level are ni and
nj, Aij and Bij are the Einstein A and B coefficients, Cij are the collisional (de–)excitation
rates and Iij is the mean specific intensity of radiation at the wavelength of the transition.
Equation 1.11 is subject to the constraint
∑
Levels i
ni = nHY, (1.12)
where nH is the total density of hydrogen nucleons and Y is the relative abundance of the
species. For atomic species these equations typically simplify to a two or three level system.
However for molecular species a full treatment includes a ladder of many rovibrational
energy levels. These equations define a cooling function Λ as a sum over all downward
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radiative transitions j→ i and the energy Eji carried by the emitted photons:
Λ =
∑
i
∑
j>i
(Aji +BjiIji)Ejinj erg cm
3 s−1. (1.13)
A more complete treatment would also consider the radiative transfer of the emitted pho-
tons to determine if they truly escape the gas or are reabsorbed along with the energy that
they carry. This process is typically modelled using the escape probability formalism with
the large velocity gradient approximation (Sobolev 1960) to the full radiative transfer.
Gas heating is typically due to either photons or cosmic rays. Energetic electrons
ejected by the photoionization of chemical species (e.g. atomic carbon, Black 1987, more
generally as in Richings et al. 2014a), cosmic ray ionization of molecular hydrogen (Tielens
& Hollenbach 1985) and photoelectric ejection from dust grains and PAHs (Bakes & Tielens
1994) rapidly thermalise, transferring their excess energy to the gas through collisions. The
binding energy of molecular hydrogen when it is formed on and then released from grain
surfaces also adds to the rovibrational and kinetic energy of the molecule which again
is readily thermalised. Energy in turbulent motions of the gas can also be converted to
heat by dissipative processes such as viscosity (Black 1987) and ion–neutral friction in the
presence of magnetic fields (Godard et al. 2009). The difference between the total heating
and cooling rates of these (and other) processes defines the net heating rate Γnet from which
the gas temperature can then either be time–integrated in parallel with the chemistry or
solved iteratively to find the equilibrium temperature T satisfying Γnet(T ) = 0.
Until this point all discussion of photoprocesses has relied on approximations to the
radiative transfer within the cloud. However it is also possible to couple chemical models
to accurate calculations of the radiation transport by solving the equation of radiative
transfer for the specific intensity of radiation Iν as a function of optical depth τν :
dIν
dτν
= Sν − Iν , (1.14)
where Sν is the source term including emission cross–sections, while the optical depth
accounts for the cross–sections of attenuating processes including absorption, photopro-
cesses and scattering. A range of algorithms exist to solve Equation 1.14 with Accelerated
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Lambda Iteration being one of the most popular for multilevel systems (Rybicki & Hum-
mer 1991). A successful application to chemical modelling is the Meudon PDR code (Le
Petit et al. 2006) which calculates the wavelength–dependent attenuation of UV photons
by dust and line transitions of H, H2 and CO. Such a treatment requires accurate cross–
section data but allows for more accurate calculations of photochemical reaction rates and
photoheating rates.
Finally, to lift the approximation of simple, symmetric geometries, chemical codes can
be coupled to three dimensional hydrodynamic codes, either for integration in parallel or
post processing. The 3D-PDR code (Bisbas et al. 2012) is an example of a recent chemi-
cal code that can couple to the outputs of smoothed–particle or grid–based hydrodynamic
codes to calculate the photon–dominated chemistry for an arbitrary three dimensional den-
sity distribution. It has been successfully coupled to the Orion adaptive–mesh magneto–
hydrodynamic code (Truelove et al. 1998) to produce some of the most realistic chemical
simulations of molecular clouds to date (Offner et al. 2014).
1.4 Bayesian Statistics
Bayesian statistics is a robust framework for the statistical analysis of theoretical models
with free parameters and experimental datasets with their errors. It allows researchers
to tackle common problems such as parameter estimation and model comparison in a
consistent manner, as well as more sophisticated ones such as the training of statistical
models and learning algorithms. Underlying the field is Bayes’ theorem for the conditional
probability between two independent random variables A and B:
P (A|B) = P (B|A)P (A)
P (B)
, (1.15)
where P (A) represents the probability distribution on the random variable A and P (A|B)
is the conditional probability on A given that B is true. Translating those variables to
the vector of free parameters θ for a theoretical modelM and an observational dataset D
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yields the fundamental definition of the posterior distribution P (θ|D,M):
P (θ|D,M) = P (D|θ,M)P (θ|M)
P (D|M) =
L(θ)pi(θ)
Z , (1.16)
where L(θ) = P (D|θ,M) is the likelihood distribution describing the uncertainties of
the dataset relative to outputs of the model, pi(θ) = P (θ|M) is the prior distribution
representing our initial beliefs about the value of θ from previous experimental or theo-
retical studies and Z is the evidence, a normalization factor for the posterior distribution
with some important statistical properties. It is the posterior distribution that we wish
to determine and not the likelihood distribution as is often used for so–called maximum
likelihood analyses. This is because once we have conducted an experiment or observation,
any inferences we make about our model must be conditional on the data we have taken.
With the posterior distribution, the two most common inference problems can be tack-
led. Parameter estimation, or the identification of the most likely θ for the given data,
requires calculating the expectation value of θ weighted over the posterior distribution:
E[θ] =
∫
θ dP (θ|D,M), (1.17)
while model comparison, the selection of one of two competing modelsMA andMB of the
same dataset, depends on the ratio of the evidence values ZA and ZB for the two models:
P (MA|D)
P (MB|D) =
P (D|MA)P (MA)
P (D|MB)P (MB) =
ZA
ZB
P (MA)
P (MB) , (1.18)
where the evidence is given by the integral:
Z =
∫
L(θ)pi(θ) dθ. (1.19)
When studying a new problem the prior function is typically uniform over a broad domain
given by theoretical considerations while P (M
A)
P (MB) = 1 since there is no reason to support
one model over the other. However, when analysing new datasets in light of old ones, the
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posterior distribution from the previous study can be used as the prior distribution for the
new study. Similarly, the old ratio of evidence values can be used for the ratio P (M
A)
P (MB) .
This represents the process of incorporating previous results into prior knowledge.
The challenge in the above analyses lies in the evaluation of the integrals in Equa-
tions 1.17 and 1.19. As models become more complex and the dimensionality of the
parameter space spanned by θ grows, more evaluations of the posterior distribution are
required to adequately sample the entire domain while many sampling algorithms become
less efficient. This is commonly referred to as the “curse of dimensionality”. The most ef-
fective class of algorithms are Markov chain Monte Carlo algorithms where newly sampled
points are generated randomly from a probability distribution dependent on the previous
sample(s). Such algorithms are naturally self–adapting, tending towards regions of maxi-
mum posterior with their sampling schemes. Two examples of widely used algorithms are
the Metropolis–Hastings (Metropolis et al. 1953, Hastings 1970) and simulated annealing
(Kirkpatrick et al. 1983, Černý 1985) algorithms. Each have found noteworthy applications
in the field of astrochemistry. Makrymallis & Viti (2014) used the Metropolis–Hastings to
constrain a number of parameters such as the gas density and the incident radiation field
in the UCL_CHEM chemical model given observations of gas and ice abundances in dark
molecular clouds. By comparison, Keto et al. (2004) constrained similar parameters but
for their radiative transfer model of the N2H+ emission spectrum of a starless core. These
separate studies ten years apart hint at the range of problems within the field of astro-
chemical modelling that may be tackled using these very general methods (see Chapter 3),
yet also at how slow the uptake of these methods has been. Part of this may relate to the
demand for even more efficient sampling schemes to limit the computational expense of
running what are already very complex models many times as is required by the algorithms
(see Chapter 2).
1.5 This Thesis
This thesis presents work on new chemical models for various regions of interstellar space,
including the development and application of a Bayesian statistical code for making robust
inferences. The content is outlined below:
Chapter 2: Pliny: A Scalable Parallel Implementation of the Nested Sampling
Algorithm for High–Performance Computing Systems
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We present Pliny; an implementation of the nested sampling algorithm with a highly
optimized MPI parallelization scheme designed for performance on large computer
clusters. While a range of popular nested sampling software packages already exist
and find use throughout many fields of scientific research, our benchmark testing
demonstrates superior results for a number of performance metrics against the in-
dustry standard software. We show that Pliny evaluates the Bayesian evidence in-
tegral for a range of unimodal posterior distributions to significantly better accuracy
from fewer likelihood evaluations while also demonstrating linear parallel scaling to a
greater number of CPUs before becoming communication bound on both distributed–
and shared–memory architectures. This represents a great improvement in the ac-
curacy vs time–to–solution trade off as nested sampling is used to tackle larger and
more complex problems in the era of big–data and petascale computing.
Chapter 3: Probing the Physical State of Diffuse Gas Towards G10.6-0.4 with
Nested Sampling
Recent observations made by the Herschel Space Observatory have helped to reveal
the chemical complexity of diffuse interstellar gas clouds. Many attempts have been
made to model the chemical formation pathways to individual species via processes
such as photochemistry, reactions on dust grain surfaces, ion–neutral decoupling and
cosmic rays. However, no study has attempted to comment on the relative impor-
tance of these processes in a self–consistent way by fitting to a range of observations,
presumably due to the computational complexity. In this work, we make paramet-
ric approximations to the physical state of the diffuse gas clouds towards G10.6-0.4
(W31C) as well as a range of potential chemical mechanisms in order to model and
fit to the observed column densities of NH, NH2, NH3, CH+, SH+, OH+, H2O+ and
H3O+ simultaneously. We use nested sampling, a Bayesian Markov chain Monte
Carlo algorithm, to explore the free parameters of the model in an unbiased and
statistically rigorous way and make inferences about their expected values and un-
certainties. The results show that the gas towards G10.6-0.4 is relatively dense and
cool with grain surface processes playing an important role in the formation of ni-
trogen hydrides and significant ion–neutral decoupling during a magnetically active
phase. However, photochemical processes that have been considered in previous stud-
ies appear to be ruled out by the data while no definitive distinction can be made
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between turbulently dissipating vortices and a single strong shock as the origin of
the molecular ions.
Chapter 4: The Chemical Effects of Mutual Shielding in Photon Dominated Regions
We investigate the importance of the shielding of chemical photorates by molecular
hydrogen photodissociation lines and the carbon photoionization continuum deep
within models of photon dominated regions. In particular, the photodissociation of
N2 and CN are significantly shielded by the H2 photodissociation line spectrum. We
model this by switching off the photodissociation channels for these species behind the
Hi→ H2 transition. We also model the shielding effect of the carbon photoionization
continuum as an attenuation of the incident radiation field shortwards of 1102Å.
Using recent line and continuum cross–section data, we present calculations of the
direct and cosmic–ray–induced photorates for a range of species, as well as optically
thick shielding factors for the carbon continuum. Applying these to a time–dependent
PDR model we see enrichments in the abundances of N2, N2H+, NH3 and CN by
factors of ∼ 3−100 in the extinction band Av = 2.0−4.0 for a range of environments.
While the precise quantitative results of this study are limited by the simplicity of
our model, they highlight the importance of these mutual shielding effects, neither
of which has been discussed in recent models.
Chapter 5: Champagne Flutes and Brandy Snifters: Modelling Protostellar Outflow–
Cloud Chemical Interfaces
A rich variety of molecular species has now been observed towards hot cores in star–
forming regions and in the interstellar medium. An increasing body of evidence from
millimetre interferometers suggests that many of these form at the interfaces between
protostellar outflows and their natal molecular clouds. However, current models have
remained unable to explain the origin of the observational bias towards wide–angled
“brandy snifter” shaped outflows over narrower “champagne flute” shapes in carbon
monoxide imaging. Furthermore, these wide–angled systems exhibit unusually high
abundances of the molecular ion HCO+. We present results from a chemo–dynamic
model of such regions where a rich chemistry arises naturally as a result of turbulent
mixing between cold, dense molecular gas and the hot, ionized outflow material. The
injecta drives a rich and rapid ion–neutral chemistry in qualitative and quantitative
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agreement with the observations. The observational bias towards wide–angled out-
flows is explained naturally by the geometry–dependent ion injection rate causing
rapid dissociation of CO in the younger systems.
Chapter 2
Pliny: A Scalable Parallel
Implementation of the Nested
Sampling Algorithm for
High–Performance Computing
Systems
The work presented in this chapter is based on the paper by Rollins et al., submitted to
MNRAS, in collaboration with S. T. Balan, F. B. Abdalla and S. A. Thomas.
Bayesian statistics provides a powerful and rigorous framework for the analysis of ob-
servational data and theoretical models in astrophysics and cosmology. Markov chain
Monte Carlo (MCMC) methods such as the Metropolis–Hastings algorithm (Metropolis
et al. 1953, Hastings 1970) allow for the exploration of large parameter spaces by generat-
ing samples from the posterior distribution, allowing users to make inferences about both
the input and derived parameters of a parametric model. However, as problems become
more complex, including larger parameter spaces of higher dimensionality as well as mul-
timodality and curved degeneracies in the posterior distribution, they can quickly become
41
42
inefficient with high rejection rates and requiring many iterations to fully explore the pa-
rameter space. Furthermore, calculation of the Bayesian evidence statistic by this method
is typically very computationally expensive for the necessary level of precision required to
make reliable model comparisons. While other sampling schemes such as simulated an-
nealing (Kirkpatrick et al. 1983, Černý 1985), Gibbs sampling (German & German 1984)
and Hamiltonian sampling (Duane et al. 1985) as well as the technique of thermodynamic
integration (Ó Ruanaidh & Fitzgerald 1996) for evidence calculation have found some suc-
cess in addressing these issues they are often insufficient and there is clearly demand for
more sophisticated and powerful algorithms to make these analyses simpler as well as more
accurate and computationally efficient.
Nested sampling is an example of such a modern algorithm that has gained a lot of
popularity over the last decade. Although designed to evaluate Bayesian evidence integrals
for model comparison, it also generates weighted samples of the posterior distribution that
can be used for parameter estimation, making it exceptionally versatile. It uses a set
of “live points” and a rejection scheme based on the minimum likelihood of those live
points to define an adaptive scheme that rapidly restricts sampling to regions of high
likelihood. In one of the earliest applications to the field of cosmology, Mukherjee et al.
(2006) demonstrated that for a typical model selection problem nested sampling required
orders of magnitude fewer likelihood evaluations than thermodynamic integration.
MultiNest (Feroz & Hobson 2008, Feroz et al. 2009, Feroz et al. 2013) is the current
most widely used nested sampling software package that is freely available under license.
It boasts a clustering algorithm that partitions live points based on the minimum volume
set of bounding ellipsoids that allows for an efficient treatment of multimodal posteriors or
those with strong curving degeneracies, as well as a Message Passing Interface (MPI) par-
allelization scheme. A recent update implemented the importance nested sampling scheme
(Feroz et al. 2013) for improved accuracy while the popular BAMBI software package
(Graff et al. 2012) has combined MultiNest with an artificial neutral network for fast
approximation of the likelihood function. To date,MultiNest has found wide application
in the fields of astrophysics and cosmology (e.g. radio interferometry, Lochner et al. 2015,
exoplanet characterization, Placek et al. 2014, pulsar timing, Vigeland & Vallisneri 2014,
inflationary cosmology, Martin et al. 2014, active galactic nuclei, Han & Han 2012) as well
as particle physics (SuperBayeS, Ruiz de Austri et al. 2011).
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The repetitive nature of evaluating likelihood functions for many parameters lends itself
naturally to the data parallelism paradigm. However, while large numbers of processors
are readily available to researchers, from local clusters through to TOP500 supercomput-
ers and cloud services, naive parallelization schemes can quickly become communication
bound, preventing the effective utilization of further resources. In this paper we present
Pliny, an open source implementation of the nested sampling algorithm in C++ designed
with optimal parallel scaling on both distributed– and shared–memory clusters as a pri-
mary goal. This is achieved through an MPI communication scheme highly optimized for
nested sampling. Points are efficiently sampled from an accurate minimum volume covering
ellipsoid fit to the live points, although the templated design pattern makes implementa-
tion of a user–defined sampler possible. The software is available under the Mozilla Public
License 2.0 from https://github.com/Astrophysics-UCL/pliny and has recently found
its first application in the field of astrochemistry (Rollins & Rawlings, submitted).
In this paper we compare the performance of Pliny and MultiNest using a number
of metrics including accuracy of the evidence integral, time–to–solution for parallel com-
putation and optimal sampling acceptance rates. We present our work in five Sections. In
Section 2.1 we describe the nested sampling algorithm and outline our implementation in
Pliny, including the ellipsoid sampling algorithm in Section 2.1.1 and the MPI paralleliza-
tion scheme in Section 2.1.2. We outline our performance benchmarks in Section 2.2; tests
for the accuracy of the evidence integral calculation in Section 2.2.1 and for the parallel
scalability on distributed– and shared–memory systems in Section 2.2.2. The results of
those tests are presented in Section 2.3 and discussed in Section 2.4 before drawing our
conclusions in Section 2.5.
2.1 The Pliny Nested Sampling Algorithm
Nested sampling is a recent MCMC algorithm (Skilling 2004) designed to calculate the
Bayesian evidence integral Z for a parametric modelM of a dataset D:
Z =
∫
L(θ)pi(θ) dθ, (2.1)
where L(θ) = P (D|θ,M) is the likelihood distribution and pi(θ) = P (θ|M) is the prior
distribution of the vector of free parameters θ belonging to Rn for an n–dimensional prob-
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lem. It also represents the normalization factor of the posterior probability distribution of
θ which is given by Bayes’ theorem:
P (θ|D,M) = P (D|θ,M)P (θ|M)
P (D|M) =
L(θ)pi(θ)
Z . (2.2)
Z is of statistical significance since Bayes’ theorem also shows that the ratio of posterior
probabilities for two modelsMA andMB of the same data is given as:
P (MA|D)
P (MB|D) =
P (D|MA)P (MA)
P (D|MB)P (MB) =
ZA
ZB
P (MA)
P (MB) , (2.3)
demonstrating that the relative ability of two models to reproduce an observed dataset
is proportional to the ratio of their evidence values. Those values are typically compared
using the scales of either Jeffreys (1961) or Kass & Raftery (1995). Accurate calculation of
evidence values is therefore fundamental to problems of model comparison. Equation 2.1
is an n–dimensional integral, meaning that MCMC algorithms can become inefficient at
sampling the entire parameter space to sufficient accuracy in higher dimensions, commonly
referred to as the “curse of dimensionality”. Although also MCMC based, the nested sam-
pling algorithm naturally adapts its sampling scheme to regions of high likelihood leading
to efficient sampling from the bulk of posterior mass and hence accurate determination of
Z.
The basic algorithm begins by sampling a set S of N “live points” from the prior
distribution pi and their likelihood values are calculated. The minimum likelihood of points
in S defines the critical likelihood value L∗. Further points are then sampled from pi until
one is found with likelihood satisfying L > L∗. That point is then added to the set of live
points, the live point with the minimum likelihood is removed and added to a chain C and
the critical likelihood L∗ is recalculated. The point moved to C is also assigned a weight
equal to the change in prior volume of the region satisfying L > L∗ between the old and
new values of L∗, which can be determined statistically (Skilling 2004). The points in C
and their weights have the property that they form a weighted sample from pi and as such
Equation 2.1 can be cast as sum over the likelihoods Li of points i in C and their weights
2.1. The Pliny Nested Sampling Algorithm 45
wi:
Z =
∑
i∈C
wiLi. (2.4)
The procedure of sampling and replacing points is repeated until some implementation–
dependent convergence criterion is met.
Different implementations of nested sampling employ their own algorithms for sampling
points from pi satisfying L > L∗ efficiently. With Pliny, we initially sample points from the
entire space using rejection sampling against the distribution pi until we can fit a minimum
volume covering ellipsoid to the live points with volume less than the total volume of the
prior space at which point we switch to using an ellipsoid sampling algorithm (see Section
2.1.1). Currently Pliny is only able to sample from a single ellipsoid fit to all of the live
points, although extending the code to cluster live points and fit many sampling ellipsoids
(e.g. Feroz & Hobson 2008, Feroz et al. 2009) would be possible. We also use an optimized
MPI algorithm that allows for multiple computer processors to calculate the likelihood
values of many candidate live points in parallel in a time–efficient manner, outlined in
Section 2.1.2. In calculating the evidence integral we use the statistical expectation for
the remaining prior volume after i steps Xi = e−i/N . We employ a trapezoidal integration
scheme so that the prior weighting of the i’th point in the chain is wi = e−i/N sinh(1/N).
Convergence of the algorithm occurs after I steps when the ratio between the contribution
to the evidence of the live points S and the chain points C falls below a user–input tolerance
t:
e−
I
N
N
∑
j∈S
Lj < t
∑
i∈C
wiLi. (2.5)
The Pliny algorithm features two important unique features; an accurate algorithm
for the bounding ellipsoid of the set of live points and an efficient MPI communication
scheme. Together they represent a significant improvement in efficiency compared with
existing implementations. We describe these two features in detail below.
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2.1.1 Ellipsoid Sampling
Restricting the volume of prior space from which candidate live points are sampled is
important in order to ensure a reasonable sampling acceptance rate (the ratio of live
points accepted to the total number of candidate points sampled). MultiNest takes the
approach of finding one or more ellipsoids that together bound all of the live points and
treating their surface as an approximation to the critical iso–likelihood contour L∗. New
candidate live points are then sampled uniformly from within their volume and rejected
according to the usual criteria of L > L∗. The ellipsoids should have as small a volume
as possible while still bounding the L > L∗ region so as to minimize the rate of rejected
points. MultiNest approximates the minimum–volume covering ellipsoid (MVCE) of the
live points by the inverse of their covariance matrix. The volume of the ellipsoid is then
fixed to the statistical expectation for the prior space volume Xi and subsequently scaled
by a further user defined target acceptance factor to be somewhat larger than the true
MVCE due to fluctuations in Xi. Shaw et al. (2007) use a slightly different scheme of
first enlarging the ellipsoid so that it bounds all live points explicitly and then further
expanding by the target acceptance factor.
In general, the true MVCE in n dimensions is a fit to up to n(n + 3)/2 points that
lie on the ellipsoid surface (John 1948). However in MultiNest their covariance method
does not fit the surface of the ellipsoid to any points while Shaw et al. (2007) only fit the
surface to a single point. As such, in both cases the ellipsoid surface does not necessarily
closely trace the true iso–likelihood surface L = L∗. This can lead to an ellipsoid with
volume much larger than the volume of the true MVCE and hence poor acceptance, or
where regions of the prior space satisfying L > L∗ are not enclosed which could bias the
sampling to higher likelihoods.
Pliny also implements an ellipsoidal sampler but with a more accurate algorithm
for determining the MVCE of the live points. The problem of determining MVCEs is an
important topic in constrained optimization that has attracted a lot of research interest and
more optimal algorithms exist (Khachiyan 1996). We use the dual reduced Newton (DRN)
algorithm of Sun & Freund (2004) which solves the dual of the optimization problem with
a logarithmic barrier function by determining the gradient towards the optimal solution
at each iteration using Newton’s method. We use convergence tolerances for feasibility of
the solution of 1 = 10−2 and for the optimality gap of 2 = 10−2 (as defined in Sun &
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Freund 2004) since we find that higher accuracy is not needed for our application. In Sun
& Freund (2004) they discuss possible “active set” schemes that initially fit to only a subset
of the points that hopefully lie closest to the MVCE surface, then adjust the active set and
refit iteratively until all points are enclosed. Since the main computational cost of fitting
to m points is the inversion of an m ×m matrix, such schemes can greatly speed up the
algorithm. We note that in nested sampling, the points lying close to the MVCE surface
are typically those that have the lowest likelihoods. Denoting the set of N live points by
S = {u1,u2,u3 . . .uN} we form the initial active set S0 from the n1.5 +1 live points with
the lowest likelihoods and find the initial solution (c0,Q0) for the bounding ellipsoid centre
and shape matrix respectively by running the DRN algorithm on those points in S0 only.
The final solution is then found by iteratively updating the active set and recalculating
the ellipsoid using DRN until it bounds all of the live points. At each iteration k, we test
if all live points are enclosed by the current solution (ck,Qk) such that:
(ui − ck)TQk(ui − ck) < 1 + 1. (2.6)
If Equation 2.6 holds for all live points ui ∈ S then the algorithm is converged. If not,
we form a new active set Sk+1 from the active points ai ∈ Sk that are identified as being
close to the surface of the previous solution by satisfying:
(ai − ck)TQk(ai − ck) > 1−√1, (2.7)
where the limit 1−√1 is seen from our testing to be a suitable value. In addition, up to
n(n+ 3)/2 of the live points θi that failed to satisfy Equation 2.6 are also added to Sk+1.
If there are more than n(n+ 3)/2 such points then those points with the lowest likelihoods
are used since they are likely to lie closest to the true MVCE boundary. Once the iterative
procedure is converged we stretch each axis of the ellipsoid by a factor of f−1/n where f is
the user–input target acceptance rate of the sampler (between 0 and 1), giving us a vector
c for the centre and a matrix Q for the shape of the ellipsoid. The complete algorithm
is summarised in Algorithm 1. While this algorithm is not free from the same risks of
not bounding the entire region L > L∗, it certainly produces a more accurate bounding
ellipsoid where the surface is fit to as many as n(n+3)/2 points and with a smaller volume
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leading to improved sampling efficiencies over covariance based methods set to the same
target acceptance rate.
Data: Set of live points S. Target acceptance rate f .
Result: A sampling ellipsoid with centre c and shape Q bounding the live points S.
S0 ← min(N,n1.5 + 1) lowest L live points;
(c0,Q0)← DRN(S0);
k ← 0;
Converged ← Equation 2.6 ∀ui ∈ S;
while not Converged do
S newk+1 ← Up to n(n+3)2 lowest likelihood points not in Sk and not satisfying
Equation 2.6;
S oldk+1 ← All points in Sk satisfying Equation 2.7;
Sk+1 ← S newk+1 ∪S oldk+1;
(ck+1,Qk+1)← DRN(Sk+1);
k ← k + 1;
Converged ← Equation 2.6 ∀ui ∈ S;
end
c← ck;
Q← f2/nQk+1;
Algorithm 1: Pliny minimum volume bounding ellipsoid employing a custom minimum
likelihood active–set strategy for the DRN algorithm (Sun & Freund 2004)
We sample random points uniformly from within the volume of the ellipsoid through
three stages as in Shaw et al. (2007). First a point is sampled uniformly from the surface
of a unit n–sphere by sampling an n–dimensional standard Gaussian variate (which is
rotationally invariant, Knuth 1969). Next, a random radius is drawn from the distribution
dP
dr = r
1−n and the previous point is projected inside the n–sphere to radius r giving a
point p. Finally, p is transformed to a point θ in the prior space bounded by the ellipsoid:
θ = c+ XΛp, (2.8)
where X is the matrix of (column) eigenvectors of Q and Λ is the diagonal matrix with
each element given by the eigenvalues of Q raised to the power of −0.5, equivalent to the
ellipsoid axes lengths. Each θ is then rejection sampled against the prior probability pi(θ)
to ensure that the ellipsoid sampled points are prior distributed before their likelihoods
are calculated and tested against L∗. With every step taken by the nested sampler Q is
scaled by a factor of e2/(nN) representing the expected statistical shrinkage of the prior
volume. Once N ln f−1 nested sampler steps have been taken the statistical shrinkage will
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have matched the original stretch by the target acceptance rate meaning further symmetric
statistical shrinkage would be unreliable and so we refit the ellipsoid.
2.1.2 Parallel Scheme
In general, Bayesian MCMC algorithms spend the majority of their time repeatedly eval-
uating the likelihood function for new points. Being able to spread this computational
cost over multiple processors can lead to dramatic speedup. Nested sampling lends itself
to a very natural parallelization scheme whereby every iteration each processor samples
its own candidate live point, calculates its likelihood and sends the results to a master
process. The master process can then test all candidate points sequentially to see if they
lie above L∗. The same list of candidates can still be used even after taking intermediate
nested sampling steps since the only change to the target distribution is an increase in
the likelihood threshold. This is broadly the scheme followed by MultiNest. However,
this scheme has two shortcomings that ultimately limit its performance, namely that the
master process must spend time sending data about the sampling ellipsoid to all other
processors and those processors have to send back not only the likelihood of the point but
also the point itself.
In Pliny there is no master process; all processors keep and maintain their own iden-
tical local copies of all data structures, including but not limited to the live points and
the sampling ellipsoid. This way, there is never any need to send information about the
ellipsoid sampler between processors; each processor independently runs Algorithm 1 on
its own local copy of the live points to generate its own local copy of the ellipsoid sampler.
The obvious trade–off is the memory requirement of duplicating data across processors,
although Pliny’s serial memory footprint is in general negligibly small. At each iteration
when running the code on p processors, each processor samples p new candidate points
by the combination of ellipsoid sampling and prior rejection sampling detailed in Section
2.1.1 and stores them locally. Since each processor has its own random number generator
and they are all seeded to the same value, each processor generates the same p points and
so there is never any need to send new points between processors. Instead, each processor
calculates the likelihood for one of the p points and then distributes only that value (plus
any other derived parameters the user wishes to save from their likelihood calculation)
to all other processes via the MPI_BCAST method. Each processor then accepts or re-
jects each live point locally. This algorithm ensures that the same points are sampled and
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accepted by each processor so that they remain synchronized. By only parallelizing the
computationally dominant bottleneck of calculating likelihoods and duplicating all other
computations across the system to maintain local copies of all data structures we avoid
unnecessary extra communications and the overheads that they incur.
2.2 Benchmarking
In all of our tests we use the most up to date versions of each software, Pliny 1.0 and
MultiNest 3.9 respectively. MultiNest has a number of features not implemented in
Pliny, such as clustering the live points for multimodal posteriors to form more than
one sampling ellipsoid and improve the acceptance rate for new live points with highly
non-Gaussian posteriors. It also has an importance sampling mode that can improve the
accuracy of the evidence integral without sampling extra points and a constant efficiency
mode where the volume of the sampling ellipsoids is varied dynamically to achieve the users
target acceptance rate. In order to make a direct comparison of the fundamental algorithms
of nested sampling and ellipsoidal sampling in terms of accuracy and parallel performance of
the two implementations, we consider only broadly unimodal benchmarks and switch off the
multimodal sampling, importance sampling and constant efficiency features of MultiNest
unless stated otherwise.
2.2.1 Evidence Benchmarks
Of fundamental importance to any implementation of the nested sampling algorithm is
its ability to accurately and reliably calculate the evidence integral Z. We test our code
Pliny against the well established MultiNest implementation to compare their relative
capabilities in calculating the evidence of nine analytic test likelihood functions specified
in Table 2.1. In each case, we assume a uniform prior over the domain of the function and
run the nested sampler using 1000 live points, a convergence tolerance on lnZ of t = 10−2
and a target sampling acceptance rate of 1.1−n motivated by Shaw et al. (2007) where n
is the dimensionality of the parameter space. We repeat the calculations for each function
with each code 1000 times using different seeds for the random number generators in order
to investigate the distribution on output evidence values.
Seven of the functions (Ackley, Beale, Booth, Goldsten–Price, Lévi N.13, Matyas, Mc-
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Table 2.1. Names, dimensionalities n, domains and functional forms for the
likelihoods of our nine evidence benchmarks. In each case the prior function is
uniform over the domain and the posterior mass is dominated by a single maxima.
All functions are taken from the Virtual Library of Simulation Experiments: Test
Functions and Datasets (http://www.sfu.ca/~ssurjano, Surjanovic & Bingham
2015) except for the Gaussian model which was taken from Feroz et al. (2010).
Name n Domain lnL(θ)
Ackley 2 θ1,θ2 ∈ [−33, 33] 20 exp
(
−0.2
√
0.5(θ21 + θ
2
2)
)
+ exp
(
1
2cos(2piθ1) +
1
2cos(2piθ2)
)− 20− e
Beale 2 θ1,θ2 ∈ [−4.5, 4.5] −(1.5− θ1 + θ1θ2)
2 − (2.25− θ1 + θ1θ22)2
−(2.625− θ1 + θ1θ32)2
Booth 2 θ1,θ2 ∈ [−10, 10] −(θ1 + 2θ2 − 7)2 − (2θ1 + θ2 − 5)2
2 θ1,θ2 ∈ [−2, 2]
−(1 + (θ1 + θ2 + 1)2
Goldstein ×(19− 14θ1 + 3θ21 − 14θ2 + 6θ1θ2 + 3θ22))
–Price ×(30 + (2θ1 − 3θ2)2
×(18− 32θ1 + 12θ21 + 48θ2 − 36θ1θ2 + 27θ22))
Lévi N.13 2 θ1,θ2 ∈ [−10, 10] −sin
2(3piθ1)− (θ1 − 1)2(1− sin2(3piθ2))
−(θ2 − 1)2(1− sin2(2piθ2))
Matyas 2 θ1,θ2 ∈ [−10, 10] −0.26(θ21 + θ22) + 0.48(θ1θ2)
McCormick 2 θ1 ∈ [−1.5, 4.0] −sin(θ1 + θ2)− (θ1 − θ2)2 + 1.5θ1 − 2.5θ2 − 1θ2 ∈ [−3.0, 4.0]
Gaussian 10 θi ∈ [0, 1] −
∑10
i=1 ln(0.002pii)−
∑10
i=1 0.5
(
θi−0.5
0.001i
)2
Sphere 10 θi ∈ [−5, 5] −
∑10
i=1 θ
2
i
Cormick) are well established two–dimensional test functions. The functional forms given
in Surjanovic & Bingham (2015) have a single global minimum and are typically used for
benchmarking optimization problems and so we use the negative of those functions in or-
der to provide a single global maximum likelihood that contains the bulk of the posterior
mass. The iso–likelihood contours of these functions are non–ellipsoidal and as such will
test the ellipsoidal fitting algorithms of the two codes in their ability to accurately con-
struct a bounding ellipsoid to the critical likelihood contour L∗ given the constraint of the
target acceptance. Being two–dimensional, the evidence integrals for these functions can
be trivially evaluated using standard numerical integration schemes for comparison with
the outputs of the nested sampling codes.
To complement these functions, we also consider two ten dimensional functions; the
Sphere function (Surjanovic & Bingham 2015) and an anisotropic Gaussian function (Feroz
et al. 2010) with a maximal aspect ratio of 10. Although in these cases the iso–likelihood
contours are ellipsoids, the functions test the ability of the codes to approximate those
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contours when they are more sparsely sampled in higher dimensions. These functions have
analytical evidence integrals again allowing for direct comparison with the code outputs.
Although the underlying nested sampling algorithm is identical in the implementations
of Pliny andMultiNest and both utilize ellipsoidal sampling, we expect potential differ-
ences in the outputs due to the differing algorithms used to construct the sampling ellipsoid.
In particular, when the ellipsoid fails to bound the entire region satisfying L > L∗ due to
either algorithm accuracy, sparsity of live points or using too low of a target acceptance,
we would expect the evidence value calculated to be higher than the analytic values due
to biasing of the sampled live points to higher likelihoods and faster shrinkage of the prior
volume relative to the statistical expectation leading to overweighting of the points in the
chain.
2.2.2 Parallel Performance
For more complex problems including time consuming likelihood calculations, higher di-
mensionality parameter spaces and greater numbers of live points, it becomes of practical
advantage to utilize parallel algorithms that can distribute the sampling of new live points
over multiple central processing units (CPUs), from multi–core processing chips all the way
up to world class supercomputing facilities. In this regime the time–to–solution becomes
an important performance diagnostic as users look to make optimal use of the available
computing resources. Whilst near linear parallel scaling with CPU count can be expected
when the computation time is dominated by a very slow likelihood function, for faster like-
lihood calculations it is important to understand the parallelization scheme and identify
the regime in which the algorithm becomes communication bound.
To test the relative parallel time–to–solution performance of Pliny and MultiNest
we run a number of tests on a multi–dimensional Gaussian likelihood function:
lnL(θ, n) = −n
2
ln(2piσ2)−
n∑
i=1
1
2
(
θi − 0.5
σ
)2
, (2.9)
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Table 2.2. Combinations of dimensionality, n, number of live points, N and
artificial delay on the likelihood function, τ , considered for the Gaussian parallel
performance benchmark function defined by Equations 2.9 and 2.10.
Test n N τ/s
A 1 103 10−3
B 1 103 10−2
C 1 103 10−1
D 10 103 10−3
E 10 103 10−2
F 10 103 10−1
G 10 102 10−3
H 10 104 10−3
I 20 103 10−3
J 30 103 10−3
K 50 103 10−3
pi(θ) =
 1.0 0 ≤ θ ≤ 10.0 otherwise (2.10)
where the number of dimensions n can be changed, σ = 0.001 is the scalar standard
deviation and 0 and 1 are the vectors of all zeros and ones respectively. We also implement
an artificial time delay τ in the code for the likelihood function such that it will not return
until a specified time inside the function has passed based on the MPI_WTIME function.
As in the benchmarks in Section 2.2.1, we use an evidence convergence tolerance of t = 10−2
and a target sampling acceptance rate of 1.1−n. Since the analytic evidence value for the
evidence is lnZ = 0 independent of the dimensionality of the Gaussian, we use the time
(again taken from the MPI_WTIME function) for the evidence integral to reach lnZ = −1
as our time–to–solution performance diagnostic; a compromise accounting for variability
in the final calculated evidence values but still sampling sufficiently to reach the bulk of
posterior mass. This allows us to standardise the likelihood function across both codes so
that only the internal algorithm implementations of the code are tested, including the MPI
communication scheme, ellipsoidal decomposition speed and likelihood evaluations needed
to reach the solution. Table 2.2 details the combinations of dimensionality, number of live
points and likelihood calculation times investigated.
The performance of a particular parallel scheme is also critically dependent on the
system architecture it is run on and in particular the interconnect network through which
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Table 2.3. Analytic evidence values ZTrue and the mean and standard deviations
of the evidence values of 1000 runs each by both Pliny (ZPliny) andMultiNest
(ZMultiNest) for the nine evidence benchmarks defined in Table 2.1.
Function ZTrue ZPliny ZMultiNest
Ackley −9.74 −9.75± 0.08 −9.64± 0.08
Beale −4.23 −4.24± 0.06 −4.20± 0.05
Booth −5.94 −5.94± 0.07 −5.94± 0.07
Goldstein–Price −10.42 −10.43± 0.08 −10.42± 0.08
Lévi N.13 −5.64 −5.64± 0.07 −5.64± 0.07
Matyas −2.55 −2.55± 0.04 −2.55± 0.04
McCormick −0.83 −0.83± 0.04 −0.82± 0.04
Gaussian 0.0 0.0± 0.2 0.4± 0.2
Sphere −17.30 −17.3± 0.1 −17.32± 0.05
MPI messages must be sent to share data in local memory. We run our test functions
on two supercomputers available by peer reviewed time allocation through the DiRAC
consortium to particle, nuclear and astrophysics researchers based at universities in the
United Kingdom; the Complexity machine based in Leicester, UK and the COSMOS ma-
chine based in Cambridge, UK. Complexity is a typical “distributed memory” architecture
supercomputing cluster comprising 272 compute nodes each with two 8–core 2.6 GHz Xeon
E5–2670 processors and 128GB RAM connected by a 56 Gb s−1 FDR Infiniband network.
By contrast, the COSMOS “shared memory” machine comprises 192 compute nodes each
with an 8–core 2.6 GHz Xeon E5-4650L and 64GB RAM connected by a NUMAlink 6
cache–coherent interconnect system that makes the entire 12.2 TB of memory globally ad-
dressable and is capable of oﬄoading MPI communication overheads from the CPUs. We
run each calculation using between 1 and either 512 (COSMOS) or 1024 (Complexity)
processors based on available resources and repeat each run 10 times to get the mean
time–to–solution profile as a function of processor count and architecture. For all of these
tests we switch off all I/O functionality including the writing of chain– and resume–files
since the system I/O nodes represent a shared resource with other users which can lead to
significant unpredictable bottlenecking while queuing behind other processes.
2.3 Results
Table 2.3 shows the mean calculated evidence values for each of the nine benchmark func-
tions specified in Table 2.1 calculated from 1000 runs using unique seeds by both Pliny
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Figure 2.1. Probability distributions dP/dlnZ for the natural logarithm of the
evidence values Z calculated by Pliny (red) and MultiNest (green) for 1000
runs of each of the nine evidence benchmarks defined in Table 2.1. Distributions
are normalized to a peak value of 1.0 and the analytic evidence values are shown
by dashed black lines.
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and MultiNest along with the analytic values. Figure 2.1 similarly shows the distri-
butions of the evidence values calculated by both Pliny and MultiNest over the nine
test functions. We see that in all cases Pliny is able to accurately calculate the evidence
statistic with variations as expected from the Poisson uncertainty in the weighting of each
nested sampling step (Skilling 2004). MultiNest achieves equally accurate and precise
results for four of the test functions (Booth, Goldstein–Price, Lévi N.13 and Matyas) where
the distributions of evidence values for both codes appear to be identical normal distri-
butions centred on the analytic evidence value and with the statistically expected errors.
This reinforces that the underlying algorithms are the same and work correctly for these
functions. However, in the cases of the Ackley, Beale, McCormick and Gaussian functions,
the evidence values calculated by MultiNest are seen to bias significantly higher than
the analytic results. We would expect this to happen when the sampling ellipsoid fails
to bound the entire region satisfying L > L∗ excluding regions near the L∗ contour from
being sampled which has two effects on the evidence integral. First, new samples are biased
towards higher likelihood values near the centre of the region bounded by the critical likeli-
hood contour. In addition the prior volume occupied by the live points shrinks faster than
expected statistically leading the algorithm to weight each point in the chain higher than
its true weighting. Therefore, if the sampling efficiency becomes too high the combination
of inflated weights and likelihoods increases each point’s contribution to the evidence in-
tegral and biases the final evidence value to higher values. Clearly ellipsoidal sampling is
not the cause of this issue since Pliny is able to utilize it and correctly calculate evidence
values for non–Gaussian distributions without bias. We investigate the potential cause of
this effect in Section 2.4.
In addition, for the ten dimensional Sphere problem the distribution of evidence values
calculated by MultiNest has three peaks. The strongest peak is biased slightly below
the analytic evidence value while the other two are biased slightly high; none of the peaks
coincide with the analytic value and the standard deviation across all three peaks is less
than expected statistically from the Poisson uncertainty in the weighting of each nested
sampling step. This behavior appears quite different from the systematic bias to higher
evidence values seen in four of the other functions and it is particularly curious to see that
for a symmetric unimodal posterior with ellipsoidal iso–likelihood contours the distribu-
tion should come out distinctly trimodal with widths significantly smaller than expected
statistically. We make no attempt to understand or explain this behavior further but note
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that again MultiNest has failed to accurately calculate the evidence value for another
benchmark in which Pliny is successful.
In Figure 2.2 we show the time–to–solution performance of both Pliny and Multi-
Nest as a function of the number of processors for the parallel performance benchmarks
A, B and C i.e. a 1 dimensional Gaussian likelihood with each likelihood calculation taking
an artificially slow 10−3, 10−2 and 10−1 seconds respectively. For all three cases on both
the distributed– and shared–memory architectures the serial time–to–solution is identical
for both codes and we observe an initial linear scaling as the total computation time falls
with increasing number of processors. As the wall–time spent on parallel likelihood calcula-
tions falls and the inter–processor communication costs rise with the number of processors,
each code eventually reaches its peak performance beyond which the growing communi-
cation overhead dominates and the time–to–solution rises. For test A on the Complexity
distributed–memory machine this peak in performance was reached at approximately 16
processors for both codes and for test C on the COSMOS shared–memory machine the
performance peak was not reached by 512 processors. In the remaining four cases Pliny is
able to make use of twice as many processors before reaching peak performance and in all
six cases the minimum time–to–solution was significantly less than for MultiNest by up
to a factor of three. Although this gap narrows as the likelihood delay time increases and
differences in the parallelization schemes are masked by increased time spent calculating
likelihoods, these results demonstrate the superior parallel scalability of Pliny for these
test problems. As we consider the ten–dimensional equivalent problem for tests D, E and
F also in Figure 2.2 we see qualitatively similar results, although the number of processors
at which peak performance is achieved is typically a factor of two to four higher for both
codes.
The codes also display strong performance scaling with the number of live points used.
From Figure 2.3 we see that for test G (10 dimensional Gaussian with 10−3 s delay and only
100 live points) the serial computation time of MultiNest on the distributed memory
machine using 32 processors (peak performance) is three times longer than Pliny as its
acceptance rate of new points fails to reach the target rate of 39%, instead typically falling
below 20%. We suggest that this is due to the covariance based bounding ellipsoid method
failing to produce an accurate representation of the critical likelihood contour when the
prior space is sparsely sampled by fewer live points. By comparison, Pliny’s more accurate
DRN ellipsoid algorithm actually leads to sampling efficiencies above the target acceptance
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Figure 2.2. Results from the parallel performance benchmark tests A (top–left:
dimensionality n = 1, number of live points N = 103, likelihood function delay
τ = 10−3 s−1), B (middle–left: n = 1, N = 103, τ = 10−2 s−1), C (bottom–left:
n = 1, N = 103, τ = 10−1 s−1), D (top–right: n = 10, N = 103, τ = 10−3 s−1),
E (middle–right: n = 10, N = 103, τ = 10−2 s−1) and F (bottom–right: n = 10,
N = 103, τ = 10−1 s−1). Plotted are the mean wall times for both Pliny and
MultiNest to reach Z = −1 with error bars giving the standard deviations from
ten repeated runs. Each test was carried out using between 1 and 1024 processors
(NCPUs) on both the Complexity distributed memory system (DM, Pliny in red,
MultiNest in green) and the COSMOS shared memory system (SMP, Pliny
in orange, MultiNest in blue). Solid lines are maximum likelihood fits to the
function t = ts + tp/NCPUs + tc1 lnNCPUs + tc2NCPUs for the wall time t with
serial component ts, parallel component tp and communication costs tc1 and tc2.
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Figure 2.3. As for Figure 2.2 except for tests G (top: dimensionality n = 10,
number of live points N = 102, likelihood function delay τ = 10−3 s−1) and H
(bottom: n = 10, N = 104, τ = 10−3 s−1).
rate at close to 60% since the volume of the bounding ellipsoid is significantly smaller than
that of the L > L∗ region in the sparse limit. Both codes reach peak performance at 64
processors on the shared memory machine, although again Pliny’s time–to–solution is
more than three times faster. For test H running with 10,000 live points, we see a very
different scaling. The serial time for MultiNest is somewhat faster than Pliny due to
the computation time for the covariance based bounding ellipsoid algorithm scaling more
favourably than DRN for larger sets of live points. However, as the number of processors is
increased Pliny reaches the solution significantly faster, reaching peak performance on the
distributed memory system at 128 processors with a computation time four times faster
than that of MultiNest. MultiNest performs somewhat better on the shared memory
architecture but is still unable to match the scalability or peak performance of Pliny.
In Figure 2.4 we see behaviour in the 20 and 30 dimensional cases reminiscent of
the 10 dimensional case except with both codes able to utilize more processors at peak
performance as the dimensionality is increased. However for the 50 dimensional problem
(Test K) there is some evidence for Pliny performing better for all processor counts. The
time–to–solution for MultiNest is much more variable than statistically expected as in
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Figure 2.4. As for Figure 2.2 except for tests I (top: dimensionality n = 20,
number of live points N = 103, likelihood function delay τ = 10−3 s−1), J (middle:
n = 30, N = 103, τ = 10−3 s−1) and K (bottom: n = 50, N = 103, τ = 10−3 s−1).
some cases it makes up to 30% more calls to the likelihood function than Pliny before
converging. We presume that this is again an issue relating to the sparsity of live points
when fitting the bounding ellipsoid in higher dimensional spaces, suggesting a fundamental
limitation on the performance of covariance based ellipsoid samplers for many–dimensional
problems.
2.4 Discussion
In Figure 2.1 we saw that the evidence values calculated by MultiNest for some of the
benchmark functions were biased systematically higher than the correct values determined
by Pliny. We suppose that the reason for this is because the volume of their sampling
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Figure 2.5. Probability distributions dP/dlnZ and dP/dA for the natural log-
arithm of the evidence values Z (left) and operational acceptance rates A (right)
for 1000 runs of the Gaussian benchmark function in Table 2.1 calculated by
Pliny (DRN ellipsoid algorithm in red, covariance ellipsoid algorithm in orange)
and MultiNest (default in green, constant efficiency in blue, importance nested
sampling in purple). Distributions are normalized to a peak value of 1.0 and the
analytic evidence value and input target acceptance rate are shown by dashed
black lines.
ellipsoid follows the statistical expectation for the prior volume X occupied by the live
points while in reality that volume fluctuates significantly. It is possible that at some steps
in the algorithm, the sampling ellipsoid does not bound the entire likelihood, biasing new
live points to higher likelihoods and weightings in the evidence integral. MultiNest’s
constant efficiency mode instead fixes the ellipsoid volume at each iteration to ensure
an acceptance rate as close as possible to the target value. Similarly, the importance
sampling mode claims to be able to increase the accuracy of the evidence integral via
a pseudo–importance–sample including points rejected under the likelihood constrained
sampling scheme (Feroz et al. 2013). To investigate this we repeat the calculation of
the Gaussian function in Table 2.1 (for which we see the largest discrepancy) running
MultiNest in its default, constant efficiency and importance sampling modes separately
1000 times each to see how the distributions of evidences and acceptance rates vary and
compare with Pliny. We also implement the covariance based ellipsoid fitting algorithm
from Shaw et al. (2007) inside Pliny for an additional comparison. The distributions
for the evidence values and operational acceptance rates are shown in Figure 2.5. It is
instantly clear that in none of the three modes is MultiNest able to accurately calculate
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the correct evidence value. Without constant efficiency mode, the operational acceptance
rate of MultiNest has significant scatter. However it is always lower than in the constant
efficiency mode, meaning that the default sampling ellipsoids are larger and therefore more
likely to bound the entire critical likelihood contour and be free from bias yet this is not
reflected in the distributions of evidences. Covariance based ellipsoid fitting is also not the
root cause since Pliny is able to use such an algorithm to produce an accurate evidence
distribution in spite of working at a low acceptance. All we can conclude is that there is
some unidentified feature intrinsic to the MultiNest implementation that can in some
cases lead to a significant bias towards higher likelihoods. In addition we note that the
importance sampling mode fails to make any noticeable difference to either the peak or
width of the output evidence distribution and its performance appears identical to the
default MultiNest algorithm.
In assessing the parallel performance in Section 2.3 we had used a fixed target accep-
tance rate across the two codes to create a like–for–like comparison. However, in light of
the apparent evidence bias it is likely that for many of those tests MultiNest will have
failed to calculate the correct evidence values. It appears important in evaluating peak
performances to consider the maximum target acceptance rate at which each code can
calculate accurate evidence values for a fixed problem. In Figure 2.6 we show the output
evidence values for 104 Pliny and MultiNest runs of the Gaussian benchmark function
in Table 2.1 plotted as a function of a randomly input target acceptance rate between 0.1
and 1.0 and also as a function of the number of likelihood evaluations required to con-
verge. The target acceptance represents the user input for the code while the number of
likelihood evaluations is a proxy for the time–to–solution in the limit of computationally
slow likelihood functions. We see that Pliny is able to operate at optimal accuracy (less
than one percent bias in lnZ) for this problem at target acceptance values of less than 0.6
while MultiNest does not reach the same level of accuracy until the target acceptance
is reduced all of the way to 0.1. For reference the target acceptance used for the ten di-
mensional Gaussian in Figures 2.1 and 2.2 was 0.3855. In terms of number of likelihood
evaluations, Pliny is able to achieve the same level of accuracy as MultiNest with a
factor of four fewer evaluations. In the regime where slow likelihood functions dominate
ellipsoid computation times and communication overheads this equates to a significant
speedup. Pliny is always at least as accurate as MultiNest except for target acceptance
rates approaching one, although that regime represents a poor choice of user input and
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Figure 2.6. Binned evidence values Z as a function of the input target acceptance
and the number of likelihood evaluations required to reach convergence for 104
runs of the Gaussian benchmark function for both Pliny and MultiNest. The
analytic evidence value ZTrue is plotted as a dashed black line. Pliny is seen to
reach its peak accuracy in lnZ (less than one percent bias) for target acceptances
of less than 0.6 while MultiNest requires less than 0.1 for the same accuracy,
equating to a factor of four more likelihood evaluations.
MultiNest also fails to calculate the correct evidence for those target acceptance values.
In light of the two codes having different target acceptance thresholds for calculating the
evidence accurately we conduct one further test of their relative performance when working
at their optimal acceptance rates. Although in general the optimal target acceptance
rate is not known before starting a new calculation, it could always be estimated in a
manner similar to Figure 2.6 assuming a Gaussian likelihood with dimensionality and
number of live points matching the problem. Figure 2.7 shows the parallel time–to–solution
performance for Pliny and MultiNest working at target acceptance rates of 0.6 and 0.1
respectively on Test F from Table 2.2. We recall that in Figure 2.2 the two codes performed
identically when working with the same acceptance rate of 0.3855 although the evidence
values calculated by MultiNest were biased high. However when working at its superior
optimal acceptance rate, Pliny outperformsMultiNest by almost an order of magnitude
for any given number of processors that we tested.
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Figure 2.7. As in Figure 2.2 for test F (dimensionality n = 10, number of live
points N = 103, likelihood function delay τ = 10−1 s−1) but with the optimal
acceptance values of 0.6 for Pliny and 0.1 for MultiNest as determined from
Figure 2.6. Pliny’s time–to–solution is seen to be up to an order of magnitude
faster than MultiNest in all cases.
2.5 Conclusions
We have developed Pliny, an implementation of the nested sampling algorithm utilizing
an accurate bounding ellipsoid algorithm for ellipsoidal sampling and an optimized par-
allelization scheme. In this paper we compared Pliny to the current standard software
MultiNest for a range of performance metrics. We have shown that Pliny is capa-
ble of calculating the Bayesian evidence integral for a range of unimodal posteriors to a
higher degree of accuracy than MultiNest. Pliny’s algorithm also scales more effec-
tively over multiple processors for computationally fast likelihood functions, being able to
effectively utilize higher numbers of processors on both distributed– and shared–memory
supercomputing architectures and achieving superior peak performance before becoming
communication bound. While we are unable to explain an apparent bias inMultiNest to
overestimate the evidence values of some functions, we show that it leads to Pliny being
able to sample new live points with a lower rejection rate in higher dimensional prob-
lems, improving the time–to–solution vs evidence accuracy trade–off for computationally
expensive likelihood functions and allowing it to evaluate accurate evidence integrals up
to an order of magnitude faster than MultiNest for a ten dimensional Gaussian likeli-
hood. Although MultiNest features multimodal decomposition to increase the sampling
efficiency for degenerate and multi–peaked posterior distributions, we claim the fact that
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it is based on an inherently biased sampling mechanism makes it unreliable. In general,
nested sampling does not adequately address the curse of dimensionality since although
it casts the evidence integral into a one–dimensional form, samples are still drawn from
the prior space in a manner that is limited by the ability of algorithms to reconstruct a
sparsely sampled critical likelihood contour in multidimensional space and currently can
only be overcome with artificially low sampling efficiencies.
Chapter 3
Probing the Physical State of Diffuse
Gas Towards G10.6–0.4 with Nested
Sampling
The work presented in this chapter is based on the paper by Rollins et al., submitted to
MNRAS, in collaboration with J. M. C. Rawlings.
Observations of the chemical composition of diffuse interstellar gas represent a unique
and powerful probe of its physical state and consequently its contribution to the total gas
budget of the interstellar medium as well as the cycling of gas and dust by dynamical
processes in galaxies. Indeed, recent observations by the Herschel Space Observatory have
revealed chemically rich diffuse gas at intermediate densities of 1− 10 cm−3 and tempera-
tures of 100 K between the extremes of molecular clouds and the hot ionized medium in a
range of chemically rich environments (Gerin & PRISMAS Consortium 2010, Gerin et al.
2010, Godard et al. 2010, Neufeld et al. 2010a, Neufeld et al. 2010b). The gravitational col-
lapse and cooling of diffuse clouds to form clumps, molecular clouds and ultimately stars,
as triggered by stellar outflows and radiation pressure (Hollenbach et al. 1976, Koenig
et al. 2008), is a process that is intrinsically coupled to the molecular content of the gas
(Hartquist et al. 1993). Models suggest that the cycling process into and out of dense
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molecular clouds can itself lead to sensitive chemical enrichment signatures of the dynam-
ics at work (Price et al. 2003). Insights into the physical, dynamical and chemical state of
diffuse gas are therefore important in understanding the formation of stars and evolution
of the interstellar medium on galactic scales.
However, recent observations of certain molecular species raise questions about a range
of processes at work in the gas for which chemical models have no simple answer. An ex-
ample is the large observed column densities of the nitrogen hydrides (ammonia, NH2 and
NH, Persson et al. 2010, Persson et al. 2012) where the primary formation mechanism is
still debated. On one hand, Persson et al. (2014) argue from the results of their gas–grain
chemical modelling that both progressive hydrogenation on dust mantles and non–thermal
desorption are necessary to form the observed relative abundances of nitrogen hydrides.
In contrast, the gas–phase chemical model of Faure et al. (2013) considering the ortho
and para spin states of the nitrogen hydrides suggests that the observed ortho–to–para
ratio (OPR) of ammonia (Persson et al. 2012) can be accounted for by the dissociative
recombination of NH+4 formed from para–rich molecular hydrogen in dense gas at high
extinctions. Furthermore, Persson et al. (2010) modelled the gas towards G10.6–0.4 as
a photon–dominated region (PDR) in which NH+4 is formed by successive condensation
reactions of H2 with photoionized NH. Although their model yielded correct relative abun-
dance ratios between the nitrogen hydrides, the absolute abundances were all less than
those observed. The overabundance of CH+ and SH+ with respect to chemical models also
presents a challenge. In hot gas, their primary formation is by the ion–neutral reactions of
ionized carbon or silicon with molecular hydrogen. However, these reactions are highly en-
dothermic with activation temperatures of 4640 K and 9860 K respectively (McElroy et al.
2013). Since diffuse gas clouds are significantly cooler than those temperatures, it is often
argued that higher effective temperatures are needed, such as those found in magnetically
turbulent or shocked gas where a significant drift velocity between ionic and neutral species
occurs (Federman et al. 1996, Godard et al. 2014, Chieze et al. 1998, Flower & Pineau des
Forêts 1998, Lesaffre et al. 2013). Similarly, oxygen chemistry and the formation of OH+,
H2O+ and H3O+ is believed to be initiated by charge exchange of atomic oxygen with
cosmic ray ionized hydrogen followed by progressive reactions with molecular hydrogen.
The chemistry is therefore sensitive to the local cosmic ray ionization rate in initiating
this chain of reactions (Hollenbach et al. 2012, Indriolo et al. 2015). Similar to CH+ and
SH+, the temperature dependence of the charge exchange between oxygen and H+ means
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that any relative motions between the ion and neutral fluids would also promote oxygen
chemistry. While specialist models specific to each of these chemical mechanisms exist and
are individually successful at reproducing observations of individual species, the goal of a
global model capable of simultaneously reproducing all observations presents a computa-
tional challenge with a large parameter space that must be explored to determine which
chemical mechanisms are truly at work.
When making a model of any scientific phenomenon, one of the main goals is to find
combinations of the model’s free parameters that can best reproduce data from observations
or experiments. For astrochemical modelling, the data may be spectroscopic molecular
line profiles, column densities or relative molecular abundances, while the physical state
of the source, such as its density and temperature, is unknown and represents the input
parameters of the model. In many previous works, the range and combination of those
parameters considered was chosen by the author of the work, typically a uniform grid
of points spanning the parameter space. The best fitting model is then often identified
based on a maximum likelihood criterion, and although more detailed studies are typically
constrained by available computational resources, the results of such a naive approach are
often unsatisfactory. Firstly, the parameter search is biased to those values chosen by the
author of the work. This becomes particularly problematic where there are many free
parameters or the model output is sensitive to one or more of those parameters, as in these
cases it becomes less likely that the true maximum likelihood solution lies close to any of
the chosen parameter combinations. Secondly, the optimal solution is often not unique
and a range of degenerate and possibly multimodal parameters can all provide equally
good representations of the data. A poorly designed grid combined with the selection
of only the single maximum likelihood point will fail to identify such detail. Finally,
although the authors have control over the parameters considered, there is no further way
to incorporate prior knowledge from previous studies into the results under the maximum
likelihood selection procedure.
A superior approach is to employ an algorithm that can search the parameter space for
you in an unbiased way. Many such algorithms exist that can do such a search within the
framework of Bayesian inference, including the Metropolis–Hastings (Metropolis et al. 1953,
Hastings 1970) and simulated annealing (Kirkpatrick et al. 1983, Černý 1985) Markov chain
Monte Carlo (MCMC) algorithms. The framework allows for the incorporation of prior
knowledge and the determination of uncertainties in the inferred parameters and statistics
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for the comparison with other models. Such methods are well established and have found
many applications in the field of astrophysics (e.g. astrophysical radiative transfer, Keto
et al. 2004, absorption line analysis, Schilke et al. 2014, cosmic microwave background
cosmology, Hawken et al. 2012, exoplanetary atmospheres, Waldmann et al. 2015). Of
particular note, the study by Makrymallis & Viti (2014) demonstrates the application of
such methods to the study of interstellar ices, allowing the authors to make inferences about
the physical state of the gas in dark molecular clouds using the UCL_CHEM chemical
model. In this work, we have developed a fast, time–dependent chemical model for both
the quiescent and active phases in diffuse gas and featuring approximations to a range of
chemical processes that have been proposed as important in the literature. We then coupled
the model with the nested sampling MCMC algorithm in order to match observations of a
range of molecules in diffuse gas towards G10.6–0.4 (W31C) and statistically infer a range
of physical parameters associated with that gas, as well as the relative importance of the
various chemical mechanisms. The nested sampling algorithm is summarised in Section 3.1,
while the chemical observations and model are described in Section 3.2 and the results and
analysis are presented in Sections 3.3 and 3.4 respectively. We finally offer our conclusions
and proposals for further work in Section 3.5.
3.1 Nested Sampling
In the domain of Bayesian statistics, the main objective is frequently to characterize the
posterior probability distribution of a vector of free parameters θ given a modelM and a
dataset D, denoted P (θ|D,M). The posterior can be expressed through Bayes’ theorem
as a function of the likelihood of data for a given model, L = P (D|θ,M), the prior
probability on the set of parameters, pi = P (θ|M), and the Bayesian evidence of the data,
Z = P (D|M):
P (θ|D,M) = P (D|θ,M)P (θ|M)
P (D|M) =
L(θ)pi(θ)
Z . (3.1)
The evidence is an important statistical quantity since it arises in the calculation of Bayes
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factors for the comparison of two competing modelsMA andMB of the same dataset:
P (MA|D)
P (MB|D) =
P (D|MA)P (MA)
P (D|MB)P (MB) =
Z1
Z0
P (MA)
P (MB) . (3.2)
Since it is independent of θ, Z can be interpreted as the normalization factor for the
posterior probability distribution:
Z =
∫
L(θ)pi(θ) dθ. (3.3)
This is a multi–dimensional integral over all of the free parameters making up the vector
θ. Such integrals can be numerically challenging, suffering from the “curse of dimension-
ality” as the number of free parameters gets large, and are traditionally best tackled with
MCMC integration algorithms. The nested sampling algorithm (Skilling 2004) was de-
vised primarily to tackle the calculation of these evidence integrals within the framework
of Bayesian statistics. The algorithm is initialized by drawing a random sample of N “live
points” from the prior distribution pi(θ) and calculating their likelihoods. The minimum
of all likelihoods from the set of live points is found and defined as the likelihood threshold
L∗. Further points are then drawn sequentially and their likelihoods are calculated until
a point is found with likelihood L > L∗. The new point is added to the set of live points
while the lowest likelihood point is removed and used to start an ordered MCMC chain of
points, C. This process of determining the likelihood threshold, sampling a replacement
point and moving the threshold point to the chain is then repeated until convergence. Be-
cause the expected shrinkage of the prior volume with each iteration is known statistically,
the prior weight wi and likelihood Li associated with the i’th point in C are known and the
evidence calculation is approximated by a weighted sum over likelihoods:
Z =
∑
i∈C
wiLi. (3.4)
Furthermore, the output chain of points has the property that it is a weighted sample
from the posterior distribution. Therefore, for any property Q(θ) derived from the input
parameters we can calculate Q¯, the expectation value of the posterior distribution of Q as
3.2. Model for the gas towards G10.6–0.4 71
a weighted sum over the chain:
Q¯ =
∑
i∈C
wiLi
Z Q(θi). (3.5)
One of the key challenges in implementing the algorithm is finding an efficient way
to sample points satisfying L > L∗, especially for problems with a high number of free
parameters. Mukherjee et al. (2006) fit an ellipsoid to the live points as an approximation
to the likelihood threshold and sampled new points from within it. Feroz et al. (2009)
extended the idea by clustering the live points and fitting multiple ellipsoids to deal with
multimodal posterior distributions and non-linear degeneracies in their implementation
MultiNest. For our work we choose to use the Pliny implementation of Rollins et al.
(submitted). Their code overcomes the relatively poor acceptance rate of candidate points
above the likelihood threshold in many nested sampling implementations with an accurate
minimum volume covering ellipsoid algorithm (Sun & Freund 2004) and an efficient paral-
lelization scheme to scale the calculation over distributed memory computer architectures.
To achieve a workable balance between computational speed and accuracy, we sample using
200 live points, a target acceptance rate of 70% and an evidence convergence tolerance of
1%.
3.2 Model for the gas towards G10.6–0.4
G10.6–0.4 is an extended HII region of high–mass star formation with a number of molec-
ular clouds along its line of sight (Corbel & Eikenberry 2004). It was a target object for
the Herschel PRISMAS (PRobing InterStellar Molecules with Absorption line Studies)
key time program and is used extensively for absorption line studies of diffuse gas in the
interstellar medium (Godard et al. 2012, Persson et al. 2014, Indriolo et al. 2015). In
this section, we discuss the selection of G10.6–0.4 as a suitable target for our study fol-
lowed by a detailed description of our model which consists of three components. First,
we identify a dataset D of molecular column densities with errors that we wish to try and
match, allowing us to write a likelihood function L for our model. Secondly, we create a
parametrized description of the physical state of the diffuse gas cloud; this defines the pa-
rameter space that the nested sampler will explore and determine the posterior distribution
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over. Finally, we build a model N that takes those parameters as input and calculates the
chemical state of the gas cloud, outputting modelled counterparts for the observed values
in D. We describe these three components in Sections 3.2.1, 3.2.2 and 3.2.3 below.
3.2.1 Observations
Observations made by the HIFI instrument on board Herschel provide a rich source of data
describing the chemical state of galactic diffuse clouds. In particular, the PRISMAS key
program (Gerin & PRISMAS Consortium 2010) aimed to characterize a range of molecular
hydrides along eight lines of sight in absorption against background star–forming regions.
This wealth of data is ideal for constraining the input parameters of a chemical model
and a Bayesian technique such as nested sampling allows us to do it in an efficient and
unbiased way. Many of the absorption line profiles have been converted to column densities
and relative abundances, meaning that it is sufficient to create a model for the chemical
structure of the gas and computationally costly radiative transfer modelling of a synthetic
signal is not necessary.
However, not all such data in the literature are suitable for our study. Critically,
evaluating the likelihood function L in the nested sampling algorithm requires that the
errors on the observational data are known. While a range of papers conduct thorough
analyses to determine the column densities of a range of molecular species in diffuse clouds,
a significant proportion fail to make any attempt at quantifying their uncertainties leaving
their results unsuitable for this work. Furthermore, HIFI’s excellent spectral resolution
allows us to see that these diffuse clouds typically comprise multiple independent gas
components spanning a wide range of velocities (e.g. Godard et al. 2012, Persson et al.
2012). To remain confident that published data from different studies does in fact relate to
the same gas, we further restrict ourselves to only using observations where the molecular
column densities are resolved into velocity bins and all of our target species have firm
detections across our selected velocity range. It could be argued that selecting which data
we will fit to in this way introduces a potential bias into the final solution of our model.
However, the restrictions of our chemical model (single–zone) and the likelihood function
(requires firm detections) mean that using only a restricted velocity range for a single
object where all of our target species are detected together is essential for the working of
our model. Furthermore, we need to maximise the number of observed chemical species
in order to probe as wide a range of chemical mechanisms as possible and hence provide
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Table 3.1. Observed velocity integrated column densities and their fractional
errors for a range of species in absorption towards G10.6–0.4 between 15 km s−1
and 46 km s−1. For the undetected species NH+ an upper limit on the column
density is presented but not used in any calculations. References: a. Persson
et al. (2012), b. Godard et al. (2012), c. Indriolo et al. (2015).
Species Column Densities, D Fractional Error Reference
NH 1.9× 1014 cm−2 0.20 a
NH2 1.1× 1014 cm−2 0.25 a
NH3 9.2× 1013 cm−2 0.30 a
SH+ 1.5× 1013 cm−2 0.15 b
CH+ 8.0× 1014 cm−2 0.15 b
OH+ 2.6× 1014 cm−2 0.10 c
H2O+ 6.0× 1013 cm−2 0.20 c
H3O+ 1.1× 1013 cm−2 0.50 c
NH+ < 1.6× 1012 cm−2 – a
tight constraints on all of the physical parameters describing the gas in our model.
Given these conditions, we identified the diffuse gas towards G10.6–0.4 (W31C) in the
local standard of rest velocity range 15 km s−1 to 46 km s−1 as a suitable target object for
our model. Column densities are available in the literature for the species NH, ortho–NH2,
ortho–NH3 (Persson et al. 2012), SH+, CH+ (Godard et al. 2012), OH+, ortho–H2O+ and
H3O+ (Indriolo et al. 2015). These eight species represent the complete set of constraints
on our model. Upper limits on the column density of the undetected species NH+ have also
been determined by Persson et al. (2014) which although we cannot use in our likelihood
calculation can still be checked against our model outputs for verification. We sum the
observed velocity resolved column densities across the specified velocity range to get total
column densities for each species which we summarise in Table 3.1. For ammonia, we
combined the quoted column densities for the ortho states and the OPR in Persson et al.
(2012) of 0.6± 0.2 to give a total column density for both the ortho and para states since
our chemical model does not distinguish spin states. Similarly for NH2 and H2O+, we take
the observed column densities of the ortho states and predicted OPRs of 2.3 (Faure et al.
2013) and 3.0 (Indriolo et al. 2015) respectively to determine their total column densities
of ortho and para states. Our uncertainties for those species reflect the uncertainties on
both the column densities of the ortho states and the OPRs. As we shall discuss in Section
3.2.3, the physical processes leading to the formation of the eight species are distinct and
depend on different properties of the gas. We therefore expect that matching our model
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to all eight of them simultaneously will allow for a good constraint on the physical state
of the diffuse clouds.
In all cases we assume that the observed column densities are independently log–normal
distributed. The likelihood function, L, is then a product over the individual Gaussian
errors:
L(θ) =
∏
i∈S
1√
2piσ2i
exp
(
−1
2
[
log(Ni(θ))− log(Di)
σi
]2)
(3.6)
where S represents the set of observed chemical species, Ni(θ) is the modelled column
density of species i for the vector of input parameters θ, Di is the corresponding observed
column density and σi is its fractional error.
3.2.2 Physical Model
We model the gas towards G10.6–0.4 as being in one of two phases; quiescent or active.
These are comparable to the ambient and active phases in the three phase models of
Godard et al. (2009) and Godard et al. (2014). Each phase is modelled by a single point
representative of all the gas in that phase. In both phases the gas density, cosmic ray
ionization rate, strength of the incident ultraviolet (UV) radiation field relative to the
standard interstellar radiation field of Draine (1978) and the local effective extinction
from the incident radiation field (n, ζ,G0 and Aeffv respectively) are the same. In the
quiescent phase there is no ion–neutral decoupling, whereas in the active phase there
is a relative drift between ionic and neutral species with velocity uD, presumed to be
due to magnetohydrodynamic (MHD) turbulent vortices or shocks, leading to additional
heating and enhanced effective temperatures for ion–neutral reactions as detailed in Section
3.2.3. The fraction of gas in the active phase is denoted by fA and the total extinction
of gas (as a proxy for total column density) is ATotv . Together, these seven parameters
comprise a vector θ = (n,Aeffv , G0, ζ, uD, fA, ATotv ) that provides a complete description of
the physical state of the gas towards G10.6–0.4. This simple geometry implicitly neglects
any three–dimensional structure in the gas, including clumping and velocity structure,
assuming instead that all gas in either the quiescent or active phase is identical. However,
such approximations are important to ensure that the computation time for an individual
model is relatively quick, allowing us to run many thousands of realizations (as is required
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by the nested sampling algorithm) in a reasonable time. We also note that the presence
of all eight species across the entire velocity range with similar line profiles supports the
simplified single point geometry as a representation of many identical low extinction clouds
with gas in two phases making up the complete signal.
The nested sampling algorithm demands that we also specify pi(θ), the probability
distribution representing our prior knowledge of the parameters based on previous studies.
Unfortunately, our knowledge of the physical state of the diffuse gas towards G10.6–0.4
and indeed diffuse clouds in general is somewhat uncertain. Modest densities of the order
10 − 100 cm−3, warm temperatures of approximately 100 K and extinctions in the range
0.1–0.4 are typically ascribed to diffuse interstellar gas, although models exist where these
values vary by up to an order of magnitude (e.g. Godard et al. 2014). In spite of the
low extinctions of diffuse clouds, it has been shown that the total extinction of diffuse gas
towards G10.6–0.4 is approximately 15 magnitudes (Corbel & Eikenberry 2004, Neufeld
et al. 2010b). A number of works have suggested that the absorption profiles of various
molecular species are made up of between 5 and 12 individual gas components with different
systemic velocities, depending on the species observed (e.g. Godard et al. 2012, Persson
et al. 2012). Such velocity features also appear frequently in other clouds e.g. towards
W49N (Neufeld et al. 2010a). Attempts have been made to model the chemical composition
of diffuse gas based on UV radiation fields up to 100 times stronger than the Draine
radiation field (Persson et al. 2010, Neufeld et al. 2010a, Hollenbach et al. 2012) with some
success. From observations of OH+, Gerin et al. (2010) were able to place a conservative
lower bound on the cosmic ray ionization rate to density ratio in G10.6–0.4 of ζ/n =
1.8 × 10−19 cm3 s−1. More recently Indriolo et al. (2015) determined a somewhat higher
cosmic ray ionization rate in G10.6–0.4 of ζ = 3.4 × 10−16 s−1 and Neufeld et al. (2010a)
found a similarly enhanced rate of ζ = 2.4× 10−16 s−1 in diffuse gas towards W49N, both
more than an order of magnitude higher than typically assumed interstellar values. Recent
models of turbulent vortices in the diffuse interstellar medium implied a turbulent gas
temperature of up to 800K (Godard et al. 2009) and constrained the ion–neutral drift
velocity to less than 3.5 km s−1 (Godard et al. 2014). By comparison, models of C–shocks
in the diffuse interstellar medium have been modelled with a range of shock velocities
as high as 8 − 10 km s−1 and corresponding ion–neutral drift velocities of 1 − 2 km s−1
(Gredel et al. 2002, Flower & Pineau des Forêts 1998) as well as elevated temperatures
in excess of 1000 K due to dissipative heating (Chieze et al. 1998). Godard et al. (2009)
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Table 3.2. The ranges and distributional forms of the prior functions on each of
the free model parameters. Note that ζ0 is taken to be the value 1.6× 10−17 s−1.
Uniform means that the prior on the parameter is uniformly distributed between
the minimum and maximum values. Logarithmic means that the prior on the
logarithm of the parameter is uniformly distributed between the minimum and
maximum values.
Parameter Minimum Maximum Prior
n / cm−3 100 103 Logarithmic
AeffV 0.1 1.0 Uniform
G0 10
−1 102 Logarithmic
ζ / ζ0 10
−1 102 Logarithmic
uD / km s
−1 0.0 5.0 Uniform
fA 10
−3 10−1 Logarithmic
ATotV 10 30 Uniform
also considered the fraction of gas contained in turbulent vortices in the range 0.3 − 2%
as motivated by simulations (e.g. Pety & Falgarone 2000, Pan & Padoan 2009). We
reflect these uncertainties in our choice of prior function we use with the nested sampling
algorithm. The ranges and functional forms of the prior function for the seven parameters
are given in Table 3.2.
3.2.3 Chemical Model
As we have discussed, a wide range of chemical mechanisms and pathways are expected
to be important in the chemistry of the eight modelled species. This variety is important
in being able to constrain all of the parameters describing the physical state of the gas
outlined in Section 3.2.2. However, it also demands a sufficiently complex chemical model
to be able to describe all of the processes at work. In order that our chemical model is
fast enough to be able to be run many thousands of times through the nested sampling
algorithm to thoroughly explore the physical parameter space, we necessarily make many
analytical approximations to the chemistry which we outline below.
Our chemical model traces the time evolution of the chemical abundances relative to
hydrogen nuclei of the 98 species including polycyclic aromatic hydrocarbons (PAHs) given
in Table 3.3 at a single point representative of the whole cloud. The gas begins in primarily
atomic form, with hydrogen fully molecular, carbon fully ionized and a small abundance
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Table 3.3. List of chemical species included in the chemical network used by our
model. Species of the form GX represent the molecule X frozen onto a dust grain
mantle.
Chemical Species
H, H+, H−, H2, H2+, H3+
He, He+, Na, Na+, e−, PAH, PAH+, PAH−
C, C+, C−, CH, CH+, CH2, CH2+
CH3, CH3+, CH4, CH4+, CH5+
O, O+, OH, OH+, H2O, H2O+, H3O+
O2, O2+, CO, CO+, HCO, HCO+
H2CO, H2CO+, CO2, CO+2 , HCO
+
2
N, N+, NH, NH+, NH2, NH+2 , NH3, NH
+
3 , NH
+
4
N2, N+2 , N2H
+, CN, CN+
HCN, HCN+, HNC, NO, NO+
HNO, HNO+, HCNH+, H2NC+, HNCO+, H2NO+
S, S+, HS, HS+, H2S, H2S+, H3S+
CS, CS+, HCS, HCS+, H2CS+, C2S, C2S+, HC2S+
GCH4, GO, GOH, GH2O, GO2, GCO, GH2CO
GCO2, GNH3, GN2, GHCN, GHNC
GHNO, GH2S, GHCS, GC2S, GNA
Table 3.4. Total elemental abundances, X, and initial fractional abundances,
Y0, of gas–phase species relative to the total number of hydrogen nucleons (HTot).
Elemental abundances are taken from Hollenbach et al. (2012) except for nitrogen
which was absent from their model and was taken from Godard et al. (2014). All
elements start the simulation in purely atomic form except for hydrogen which is
all molecular, carbon which is all ionized and a small initial abundance of CO as
specified below.
Parameter Definition Value
X(He) He/HTot 0.1
X(C) C/HTot 1.4× 10−4
X(O) O/HTot 3.2× 10−4
X(N) N/HTot 7.9× 10−5
X(S) S/HTot 2.8× 10−5
X(Mg) Mg/HTot 1.1× 10−6
X(PAHs) PAHs/HTot 2.0× 10−7
Y0(H2) H2/HTot 0.5
Y0(C+) C+/HTot 1.4× 10−4
Y0(CO) CO/HTot 1.0× 10−6
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of carbon monoxide as outlined in Table 3.4. The chemistry consists of a network of
1348 chemical reactions with rate equations taken from the UMIST RATE12 database
(McElroy et al. 2013) and solved in a time–dependent manner using the LSODE ordinary
differential equation software package (Hindmarsh & Petzold 1995) for the two distinct
phases. In the initial quiescent phase, we integrate the system for 1Gyr with uD set to
zero, representing the quiescent bulk of the gas being allowed to reach chemical equilibrium
in the absence of turbulent dissipation or shocks. The chemical abundances from the end
of the quiescent phase are then fed as the input values for the active phase where uD is set
to its input value and the chemistry is integrated for a further 1 kyr; a typical lifetime for
a turbulently dissipating vortex (Godard et al. 2014) to which we find the results are not
particularly sensitive. The model output column density Ni for species i is then calculated
similarly to Godard et al. (2009) and Godard et al. (2014) as a weighted sum over the two
phases:
Ni = 1.6× 1021ATotV [YQi (1− fA) + YAi fA] cm−2, (3.7)
where YQi and Y
A
i are the abundances relative to hydrogen of the species i at the end of
the quiescent and active phases respectively and we are implicitly assuming a standard
value for the galactic gas to dust ratio.
The temperature of the gas is calculated self–consistently with the chemistry and in a
time–dependent manner from various heating and cooling rates. We take the prescription
of Bakes & Tielens (1994) for the heating of PAHs by UV photons as a function of the
density, gas temperature and radiation field strength and that of Tielens & Hollenbach
(1985) for the heating due to the ionization of molecular hydrogen by cosmic rays as a
function of the cosmic ray ionization rate and the density of H2. As seen in Godard
et al. (2009), for most cases and especially at densities of 100 cm−3 or greater, the main
mechanism of heating in a turbulently dissipating vortex is friction due to a relative drift
between the ions and neutrals (as opposed to viscous dissipation). On the assumption that
the ion fluid is predominantly ionized carbon and the neutral fluid is molecular hydrogen,
3.2. Model for the gas towards G10.6–0.4 79
we determine the heating rate due to ion–neutral friction to be approximately:
Γin = mHX〈σv〉inn2uD2, (3.8)
where mH is the mass of atomic hydrogen, X is the ionization fraction, 〈σv〉in = 2.2 ×
10−9 cm3 s−1 is the rate coefficient for momentum transfer (Flower & Pineau des Forêts
1995), n is the gas density and uD is the ion–neutral drift velocity. In diffuse gas it has
been noted that three of the main coolants are the [Cii] and [Oi] fine structure lines and H2
rovibrational lines (Richings et al. 2014a). [Siii] and [Feii] lines have also been identified
as contributing in some regimes but we choose to neglect silicon and iron from our model
for the sake of chemical simplicity. Emission and collision coefficients for [Cii] excited by
H2, H and e− and for [Oi] by H2, H, H+ and e− are taken from Glover & Jappsen (2007)
to calculate their level occupations and cooling functions using the escape probability
(Sobolev 1960) formalism assuming a homogeneous slab of size AeffV :
βij =
1− exp(−3τij)
3τij
(3.9)
τij = 1.6× 1021nAeffV
√
pimH
8kBT
Aijλ
3
ij
8pi
[
njgi
nigj
− 1
]
, (3.10)
where βij is the escape probability, kB is Boltzman’s constant, T is the gas temperature, Aij
and λij are the Einstein coefficient and wavelength of the emission process respectively and
ni and gi represent the density and degeneracy of the level i. Similarly, we approximate
the rotational cooling function for H2, ΛH2 , as a function of the low density and local
thermodynamic equilibrium (LTE) limits given by Hollenbach & McKee (1979) and Galli
& Palla (1998):
ΛH2 =
ΛH2(LTE)
1 + [ΛH2(LTE)/ΛH2(n→ 0)]
. (3.11)
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We calculate the LTE limit, ΛH2(LTE), from the parametrized cooling function due to
collisions with H, H2, He, H+ and e− given by Glover & Abel (2008). The low–density limit,
ΛH2(n→ 0), is calculated from the J = 0 − 5, v = 0 rovibrational Einstein coefficients of
the ground electronic state tabulated by Wolniewicz et al. (1998). In both cases a standard
OPR of 3 for molecular hydrogen is assumed and any effects of deuteration are neglected.
Contributions to the photoionization and photodissociation of chemical species from
both the UV radiation field incident on the cloud (described above) and the secondary
UV photons originating from the ionization of hydrogen by cosmic rays are included. We
use updated direct photorates and cosmic–ray–induced photoionization and photodissoci-
ation efficiencies from Rollins & Rawlings (2012) and where neither they nor the RATE12
database give a value for the cosmic–ray–induced photoefficiency of a reaction, we adopt
a representative average value of 200. In order to avoid computationally expensive radia-
tive transfer calculations for key photoreactions, we make use of the analytic fits to the
multiplicative shielding functions shown in the PDR code benchmark study of Röllig et al.
(2007) for gas of density 103 cm−3 and a radiation field of 10 Draine as shown in their Fig-
ure 8. For the self–shielding function of the direct photodissociation of H2 as a function of
visual extinction we use a two component power law analytic fit to their shielding function:
Θ(AeffV ) =
 5.0× 10−6AeffV
−1.2
0.01 ≤ AeffV ≤ 0.30
4.0× 10−7AeffV
−3.3
0.30 < AeffV ≤ 1.00
(3.12)
Since our choice of prior function in Table 3.2 places a lower limit on the local effective
extinction of 0.01 we do not consider a fit to the function below this value. Similarly,
the multiplicative shielding functions for the direct photoionization of C+ and the direct
photodissociation of CO are both approximated by the analytic function given by Rawlings,
Keto and Caselli (submitted):
Θ(AeffV ) =
1.4
1 + exp(4.9(AeffV − 0.18))
. (3.13)
While these shielding functions will likely vary for gas of lower density and weaker incident
radiation fields, we expect this effect to be relatively small based on the variations seen
at higher densities and radiation fields in Röllig et al. (2007). Röllig et al. (2007) do
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however use a fixed line–width of 1 km s−1 which will clearly be a poor approximation in
the second, active phase of our model where ion–neutral drift velocities are allowed to reach
up to 5 km s−1.
We use the prescriptions of Rawlings et al. (1992), Roberts et al. (2007) and Rawl-
ings, Keto and Caselli (submitted) for treating the gas–grain freeze–out and non–thermal
desorption processes respectively, assuming a dust surface area per hydrogen nucleon of
8.0 × 10−21 cm2, surface density of binding sites of 1015 cm−2, average grain radius of
0.0083µm and grain albedo of 0.5. All species that freeze out are assumed to react with
hydrogen on the ice mantle and fully hydrogenate on time–scales faster than the desorption
time–scale. The exceptions are O, O+ and OH+ where it is assumed that 10% of the frozen
oxygen reacts with CO in the dust mantle to form CO2 ice while the remaining 90% forms
H2O ice. The desorption processes modelled are H2 formation-induced, cosmic ray heating,
photodesorption and cosmic–ray–induced photodesorption. Although the ices in our model
are typically in the mono–layer regime, we follow Rawlings, Keto and Caselli (submitted)
and allow for the possibility of the capping of water ice by CO, CO2 and CH4 ices resulting
in a decrease of the H2O photodesorption rate if a multi–layer ice forms. At the start of the
active phase, all ice chemistry is assumed to cease and all species frozen onto dust grains
are instantly desorbed due to the elevated temperatures from the ion–neutral friction.
Ion–neutral reactions in the gas phase are assumed to operate at a raised effective
temperature due to the relative drift between the ionized and neutral fluids (Federman
et al. 1996):
Teff = T + 40 K
(
mimn
mi +mn
)( uD
1 km s−1
)2
, (3.14)
where mi and mn are the molecular masses (relative to atomic hydrogen) of the ion and
neutral reactants respectively and we have assumed that the ion and neutral fluids are at
the same temperature T and that MHD waves in the gas can be characterized by a single
RMS amplitude uD throughout the whole cloud. To model PAH chemistry we adopt the
treatment of Hollenbach et al. (2012), considering a single–sized population of PAHs with
100 carbon atoms each and including photoreactions, charge transfer with H+ and C+ and
recombination reactions in the chemical network.
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Table 3.5. Statistical evidence, Z, physical input parameters and a range of de-
rived model parameters for the model N of diffuse gas towards G10.6–0.4 between
15 km s−1 and 46 km s−1. The values quoted for the physical and derived parame-
ters are the posterior distribution expectation values with their errors, calculated
using Equation 3.5. The derived parameters are the quiescent gas temperature
TQ, the active phase gas temperature TA, the local ion–neutral heating rate in the
active phase Γin, the global ion–neutral heating rate ¯ = fAΓin and the molecular
hydrogen fraction fH2 and ionization fraction X in the quiescent equilibrium.
Parameter Expectation Value
ln(Z) −109.2± 0.7
n / cm−3 300± 100
AeffV 0.0107± 0.0005
G0 0.7± 0.3
ζ / ζ0 30± 10
uD / km s
−1 2.2± 0.3
fA 0.08± 0.01
ATotV 29.2± 0.5
TQ /K 49± 1
TA /K 2100± 100
Γin / erg cm
3 s−1 (3.0± 1.0)× 10−21
¯ / erg cm3 s−1 (2.0± 1.0)× 10−22
fH2 0.033± 0.003
X (2.0± 0.2)× 10−4
3.3 Results
The main results of our modelling for the diffuse gas towards G10.6–0.4 are presented in
Tables 3.5 and 3.6. A key result is the value of the evidence statistic Z measuring the
probability of our model for the dataset given in Table 3.5, along with its uncertainty due
to the Poisson variability in the weighting of each nested sampling step (Skilling 2004).
While larger evidence values are better, they can never be considered in isolation and rather
must be compared with the evidence values for other models of the same data against an
heuristic scale such as given by Jeffreys (1961) or Kass & Raftery (1995). It is noted
that the maximum likelihood (i.e. frequentist) solution of our model has a value for the
chi–squared statistic of χ2 = 85. While this may seem high, in the Bayesian statistical
framework it is not significant on its own since it contains no information of the prior
probability for the parameters and again it is stressed that when comparing two models it
is the evidence statistic that should be considered.
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Figure 3.1. Major diagonal: marginal posterior distributions P (θi|D,N ) for the
physical parameters θi of the model N , normalized to a maximum value of one.
Off–diagonal: marginal joint–posterior distributions P (θi,θj|D,N ) over all pairs
of physical parameters i and j for the same model. Red, green and blue contours
represent the one, two and three sigma confidence intervals respectively. Although
the ranges plotted do not cover the entire prior space, the parameters are all well
constrained to the unimodal solution shown.
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Figure 3.2. Major diagonal: marginal posterior distribution P (Ni|D,N ) for the
output column densities Ni of the model N , normalized to a maximum value of
one. Vertical lines represent the observed column densities D and dashed lines
represent their one sigma observational errors. Off–diagonal: marginal joint–
posterior distributions P (Ni,Nj|D,N ) for the output column densities of all pairs
of chemical species i and j from the same model. Red, green and blue contours rep-
resent the one, two and three sigma confidence intervals respectively. Black crosses
represent the observed column densities with one–sigma errors. All distributions
are plotted as a function of the logarithms log10(Ni / cm−2) or log10(Di / cm−2)
of the modelled or observed column densities of species i respectively. Note that
the scales for the column densities on each set of axes are restricted to one order
of magnitude in each case to show the detail.
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Table 3.6. Observed and modelled column densities for the dataset D and model
N of diffuse gas towards G10.6–0.4 between 15 km s−1 and 46 km s−1. The values
quoted for the model column densities are the posterior distribution expectation
values with their errors, calculated using Equation 3.5. Also given are the fractions
of the column densities of individual species found in the active phase, fAS.
Species D / cm−3 N / cm−2 fAS
NH (1.9± 0.4)× 1014 (1.8± 0.2)× 1014 (48± 7) %
NH2 (1.1± 0.3)× 1014 (3.5± 0.1)× 1013 (0.6± 0.2) %
NH3 (9.2± 2.8)× 1013 (4.5± 0.2)× 1013 (0.002± 0.005) %
SH+ (1.5± 0.2)× 1013 (2.6± 0.3)× 1013 (99.994± 0.001) %
CH+ (8.0± 1.2)× 1014 (2.7± 0.2)× 1014 (99.57± 0.04) %
OH+ (2.6± 0.3)× 1014 (1.5± 0.2)× 1014 (97± 1) %
H2O+ (6.0± 1.2)× 1013 (6.3± 0.5)× 1013 (98.8± 0.4) %
H3O+ (1.1± 0.6)× 1013 (1.9± 0.2)× 1013 (99.8± 0.07) %
NH+ < 1.6× 1012 (1.2± 0.5)× 1012 (27± 9) %
The expectation values for the input parameters θ are also given in Table 3.5 while
their marginalised posterior and joint–posterior distributions are shown in Figure 3.1. We
see immediately that the nested sampling algorithm has successfully constrained a number
of the parameters including the gas density, incident radiation field, cosmic ray ionization
rate and ion–neutral drift velocity to reasonable values for a diffuse gas cloud giving a
unimodal posterior distribution. Importantly, the gas temperatures are consistent with
the assumption of complete thermal desorption of ammonia between the quiescent and
active phases (Evans et al. submitted) while the high density validates the approximation
of ion–neutral friction dominating the gas heating over viscous dissipation (Godard et al.
2009). The effective local extinction and the total extinction of gas however converged to
the very edge of the prior domain. It is unclear if the same is true of the gas fraction in
the active phase fA or if it has in fact converged to a value that is simply close to the edge
of the prior. There are two possible explanations for this, either that the model provides
an incomplete or inaccurate description of the diffuse gas towards G10.6–0.4 and as such
inferences of these parameters are unreliable, or the previous works on which prior function
was based were themselves incomplete or inaccurate. It is not possible to say definitively
at this stage which of those cases is true without further observational or modelling efforts.
Table 3.5 also gives the expectation values for a number of derived parameters from the
model including gas temperatures, ion–neutral heating rates and molecular hydrogen and
ionization fractions which we discuss in more detail in Section 3.4.
The joint–posterior distribution plots in Figure 3.1 also make clear a number of intuitive
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correlations between the parameters. For example, there is a definite positive correlation
between the gas density and the radiation field strength. We believe this is because as
ammonia and the other nitrogen hydrides are photoionized at higher radiation fields, a
higher density promotes two–body reactions with hydrogen to form the ammonium ion
NH+4 followed by dissociative recombination back to ammonia, regulating the ammonia
abundance. Similarly, there is an apparent negative correlation between the ion–neutral
drift velocity and the radiation field since with higher radiation fields there would be more
C+ and S+ ions in the gas to form CH+ and SH+ respectively and as such a higher ion–
neutral drift velocity would be less important to raise the (effective) temperature above
the energy barriers for forming those molecules. Some other correlations are less intuitive,
such as the negative correlation between the cosmic ray ionization rate and the gas fraction
in the active phase. We discuss these correlation further in Section 3.4, but note that such
degeneracies could possibly be broken in future studies with extra observations leading to
tighter constraints on the input parameters.
In Table 3.6 and Figure 3.2 we give the expectation values and marginalized and joint
posterior distributions for the column densities of the eight species modelled. All species
are fit to within half an order of magnitude of the observations which is reasonable given
the significant uncertainties on the chemical rate equations that were not considered in the
statistical analysis. The spread in the distributions of output column densities is also small,
especially compared with the uncertainties on the input parameters, suggesting that either
the chemistry is relatively insensitive to the physical state of the gas or that the nested
sampling algorithm creates such an aggressive fit to the observations that any models
with slightly different outputs from those of the posterior–peak solution are statistically
much less favourable. There are also no correlations between species, even those whose
chemistries are intrinsically linked such as the three nitrogen hydrides, which indicates
that each species is individually constraining the input parameters and that the addition
of further observed species to the likelihood calculation would lead to further constraints.
3.4 Discussion
Our study is able to tell us a lot about the physical state and chemical processes in the
diffuse gas towards G10.6–0.4. For example, the posterior distribution on the radiation
field is consistent with the intensity of the Draine interstellar radiation field (Draine 1978).
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Figure 3.3. Top: Abundances of key nitrogen bearing species as a function of
chemical integration time during the initial quiescent phase. NHIce3 formation is
clearly seen to precede the formation of ammonia and NH and is between two
and eight orders of magnitude more abundant than NH+4 (off the bottom of the
plot) suggesting a gas–grain chemistry origin for NH3. Bottom: Rates for the two
fastest formation reactions of ammonia as a function of chemical time in the initial
quiescent phase. The relative rates for the non–thermal desorption of ammonia ice
from grains (NHIce3 + γ) and dissociative recombination of ammonium NH
+
4 + e
−
suggests a grain–chemistry origin for ammonia. The rate for the photodissociation
to NH (NH3 + γ) is also shown suggesting a top–down formation for the simpler
nitrogen hydrides.
It is clearly important that the radiation field is not so high as to destroy the observed
nitrogen hydride species by photodestruction and photoionization reactions. However, we
also see that the constrained radiation field is not sufficient to synthesise those species by
the photoionization of NH followed by successive gas–phase hydrogenation and charge–
transfer or recombination reactions as outlined by Sternberg & Dalgarno (1995) for dense
gas and modelled by Persson et al. (2010) for diffuse gas. Instead, we see clear evidence
of those species being produced by the hydrogenation of atomic nitrogen to ammonia on
grain surfaces followed by non–thermal desorption and photodissociation to the smaller
species NH and NH2. In Figure 3.3 we show that the formation of ammonia ice precedes
that of gas–phase ammonia and NH while the NH+4 ion abundance is between two and
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eight orders of magnitude less than that of ammonia. Similarly, we see that the rate for
ammonia formation via non–thermal desorption from ammonia ice is also typically three to
five orders of magnitude faster than any reaction from the ammonium ion (with dissociative
recombination being the fastest channel). Furthermore, the rate for the photodissociation
of ammonia to NH demonstrates the top–down formation of nitrogen hydrides and explains
the tight coupling between the ammonia and NH fractional abundances. We finally note
that almost half of the NH column density is in the active phase while nearly all of the
NH2 and ammonia resides in the quiescent phase which could explain why some models
have been unsuccessful when using gas–phase or grain–surface chemistry only to model the
nitrogen hydride abundances. We also note that the inferred column density of NH+ is close
to the current observational limit making a case for further, more sensitive observations to
help constrain the model.
Our model also constrains the velocity of the ion–neutral drift to 2.2±0.3 km s−1. This
velocity agrees qualitatively with the line widths in the observed spectra (Persson et al.
2012, Godard et al. 2012, Indriolo et al. 2015) although it is somewhat lower than the
HI velocity dispersion seen in the cold neutral medium (Haud & Kalberla 2007). The
value is also higher than the 1 km s−1 value for many weak C–shocks throughout the gas as
modelled by Gredel et al. (2002) ruling out such a scenario. More significantly, the value
is in agreement with both the upper limit of 3.5 km s−1 for the ion–neutral drift velocity in
the turbulent dissipation region model for diffuse gas of Godard et al. (2014) and the value
for a single strong C–shock with drift velocity of 2 km s−1 as modelled by Flower & Pineau
des Forêts (1998). Our constraint on the fraction of gas in the active phase fA = 0.08
seems more likely for the case of turbulent vortices in the gas (Godard et al. 2009) along
with the fact that the species in the shocked gas are seen across the entire velocity range.
However, the gas temperature in the active phase was constrained to 2100 K which would
seem more consistent with models of shocked gas (Chieze et al. 1998, Flower & Pineau
des Forêts 1998) and the inferred global ion–neutral heating rate ¯ is significantly higher
than the observed global turbulent heating rate of Hily-Blant et al. (2008). One significant
shortcoming of our model is that it considers only a single density for both the quiescent
and active phases while a shock model would be expected to have a significant density
contrast between the two phases. On balance, we cannot currently distinguish between
the two scenarios. Discriminating between turbulent vortices and shocks as mechanisms of
chemical enrichment in diffuse gas represents an interesting future work where the evidence
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statistic could be used to discriminate between models for the two cases with more accurate
geometrical and physical considerations than in this work.
The cosmic ray ionization rate is constrained to ζ = (5 ± 2) × 10−16 s−1 which is in
agreement with the inferred value found by Indriolo et al. (2015) for the same gas. We
expected to be able to constrain ζ due to the importance of cosmic rays in initiating ion–
neutral oxygen chemistry and hence explaining the observed columns of OH+, H2O+ and
H3O+. However, Table 3.6 shows that for all three of those species more than 95% of their
total column density resides in the active phase of the gas in spite of the relatively short
chemical time–scale of 1 kyr in that phase. The reaction O+ + H2 → OH+ + H is still
orders of magnitude faster than any other formation pathway initiating oxygen chemistry,
even though gas heating in the active phase could have promoted other reactions with
endothermic energy barriers such as O + H2 → OH + H. Therefore, while traditionally
used as tracers of cosmic rays, we suggest that these species are equally important tracers
of turbulent or shocked diffuse gas. This was already apparent in the model of Godard
et al. (2009) where up to 89% of the species H3O+ was seen to be in either the active or
relaxation phase of their turbulent dissipation model for diffuse gas. In light of this we
can also explain the negative correlation between ζ and the fraction of gas fA in the active
phase seen in Figure 3.1, since if fA is allowed to fall an increased cosmic ray ionization
rate would be needed to initiate a more rapid gas–phase oxygen chemistry and increase
the relative abundances of OH+, H2O+ and H3O+ in the active phase.
One interesting feature of the posterior distribution shown in Figures 3.1 and 3.2 is that
it is unimodal. While perhaps unremarkable on its own, there has been active discussion
on the phenomenon of bistability of networks of astrochemical rate equations (Le Bourlot
et al. 1993, Pineau Des Forêts & Roueff 2000) where there is more than one steady–state
solution between which the chemical abundances can vary by orders of magnitude. While
it is recognised as an intrinsic mathematical property of the rate equations, it has been
demonstrated that certain gas–grain chemical processes such as depletion (Lee et al. 1998)
and surface hydrogenation (Le Bourlot et al. 1995) could significantly change or reduce the
regions of the parameter space where the phenomena occurs. In the model of Le Bourlot
et al. (1995), the two solutions are seen to correspond with low– and high–ionization phases
of the gas. Our inferred value in Table 3.5 for the ionization fraction X = 2× 10−4 places
the gas towards G10.6–0.4 in the high–ionization phase. We see no evidence in our model
for bistable solutions; either there is no bistability, the Bayesian fit to the observational data
3.5. Conclusions 90
only admits one of the two solutions or the second solution is suppressed by hydrogenation
reactions on dust grain surfaces.
The fact that our model has been able to fit the observed column densities and provide
statistical constraints on some of the physical parameters in the diffuse gas towards G10.6–
0.4 as well as it has suggests that it captures many of the essential physical and chemical
processes in spite of the significant approximations. However it is clearly not complete.
Although the modelled column densities are not perfect fits to the observations, all are
accurate to within half an order of magnitude or better. These discrepancies can be
largely accounted for by the uncertainties in the chemical rate coefficients. We also note
that when repeating the model and fitting to only a single species at a time, we were able
to get perfect fits between the posterior distributions and the observations for each species
individually with reasonable (although varying) physical parameters for diffuse gas. Clearly
the model contains sufficient chemical pathways to form each of the species in isolation
and only “’fails” when trying to fit multiple species at once. One aspect of the modelling
that was not successful was constraining the extinction properties of the gas, both the
total and local effective extinctions. In both cases they did not agree with observations
(Neufeld et al. 2010b) or models (Godard et al. 2014) and the fits were to values at the
edge of the domain of the prior function. The success in modelling individual species yet
failure to explain the extinction properties suggests that our initial assumption of a single
point geometry due to the presence of all eight species across the whole velocity range was
incorrect. Further chemical stratification such as non–homogeneous clouds or variations
between clouds appears likely and would demand a more complex and detailed geometry
for the model.
3.5 Conclusions
We have developed a fast and approximate chemical model for the diffuse gas clouds along
the line of sight towards G10.6–0.4. By using the nested sampling algorithm to compare its
outputs with observed molecular column densities we were able to statistically constrain
many of the physical properties of the gas. The gas is relatively dense, cool and features
significant velocity decoupling between the ionic and neutral species but is not chemically
dominated by the presence of UV photons or many weak C–shocks. The column densities
of NH, NH2, NH3, NH+, SH+, CH+, OH+, H2O+ and H3O+ were all modelled to within
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half an order of magnitude of their observed values through a combination of grain surface
chemistry, ion–neutral reactions and cosmic ray ionization processes.
This paper presents a novel method for astrochemical modelling that overcomes the
somewhat arbitrary nature of defining the constraints in systems containing many free
parameters and demonstrates how the field can transition to higher precision science to
meet the demands of future observational programs. The statistical technique that we
applied is completely general and as such can be used to analyse refinements to our model
or completely new models based on different physics and/or chemistry since evidence values
are directly comparable when the same datasets are used. This opens up the possibility of
many improvements to the current work. As identified in Section 3.4, a key improvement
in helping to distinguish between shocked and turbulently dissipating gas would be to
move towards a fully three dimensional model with a realistic geometry and models for the
dynamics of those processes. For example, we could model individual velocity components
rather than the total velocity integrated column densities, accounting for spatial variations
by applying realistic density profiles and assigning each gas component its own independent
physical properties including a systemic velocity. Such an approach would also allow us to
carry out radiative transfer modelling of the system and match the output directly to the
observed absorption spectrum, although this would add significantly to the computational
complexity. However, it would also lead to increased dimensionality of the parameter
space along with possible degeneracy and multimodality that would significantly reduce
the efficiency of the nested sampling algorithm.
Nested sampling is also able to address many other interesting issues. We could, for
example, compare different databases of chemical reaction data to investigate systematic
differences, or use more complex models for chemical processes. Of particular interest
for the specific astrochemical problem that we have addressed in this paper, the addition
of spin–dependent chemistry for the nitrogen hydrides (e.g. Faure et al. 2013, Le Gal
et al. 2014) would be advantageous. This could be used to see if the “anomalous” OPR of
ammonia and the predicted OPR of NH2 could be reproduced via grain surface chemistry
and what constraints that might place on, for example, the OPR of molecular hydrogen
in diffuse gas. Alternatively, parameters that we have assumed to be constant, such as
the durations of the quiescent and active phases, could be allowed to vary and ultimately
constrained by the nested sampling algorithm. As discussed, the parametrized rates for
each reaction in our chemical network are assumed constant yet many are likely to have
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large errors associated with them and allowing the coefficients for a small number of key
reactions to vary may shed light on uncertainties in their adopted values (e.g. Woods et al.
2012).
Additional data might also help to better constrain the physical conditions of the diffuse
gas. For example, with appropriate additions to the network of chemical reactions, Herschel
observations of HF (Neufeld et al. 2010b), HCl (Monje et al. 2013), H2Cl+ (Neufeld et al.
2012) and ArH+ (Schilke et al. 2014) towards G10.6–0.4 could be analysed as part of our
dataset. Similarly, new data in the era of the Atacama Large Millimeter Array is likely to
lead to more accurate measurements of existing absorption spectra, the discovery of new
species and resolved morphology which again may help to discriminate between the cases
of shocked and turbulently dissipating gas. Furthermore, better constraints on some or all
of the physical parameters from other studies could also be incorporated into the nested
sampling calculation as informative priors to further constrain the results of the statistical
analysis.
Chapter 4
The Chemical Effects of Mutual
Shielding in Photon Dominated
Regions
The work presented in this chapter is based on the paper by Rollins & Rawlings (2012) in
collaboration with J. M. C. Rawlings.
Photodissociation or Photon Dominated Regions (PDRs) are ubiquitous components of
the interstellar medium, being the interfaces between the partially ionized and the neutral,
dense, molecular components. Examples of PDRs include the boundaries of molecular
clouds subjected to the interstellar radiation field, protoplanetary discs irradiated by ac-
creting protostars and the interstellar medium of starburst galaxies illuminated by clusters
of massive star formation. These interfaces are chemically rich and they often dominate
the molecular emission from the host regions due to the relatively high excitation of the
molecular gas. Moreover, as earlier, simplistic assumptions about the geometries of these
regions give way to more realistic and complex morphologies, it would seem that a larger
proportion of interstellar gas is contained within PDRs.
However, the physical and chemical structures of PDRs are complex and only partially
described by existing models. The thermal balance in PDRs is determined by heating
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by ambient and stellar far–ultraviolet (FUV) radiation (6 < hν < 13.6eV) and cooling by
atomic and molecular line emission and continuum emission by dust (Hollenbach & Tielens
1999, Sternberg 2004). This in turn depends on the chemistry. The transition from atomic
to molecular gas is defined by the radiative transfer coupled to the photochemistry and
entails complex self– and mutual shielding effects.
It is usually reasonable to assume that H2, CO and its isotopologues are the only
molecular species that have large enough abundances to result in significant absorption of
the incident radiation field. The primary consequence of this is the increasing self–shielding
of those photoreactions as the transitions become more optically thick. In addition, where
there is overlap between the absorption lines of different species, mutual shielding will
occur. Also, one must consider the contributions to the FUV opacity from the carbon
ionization continuum (for λ < 1102Å) and absorption by dust. This leads to a range of
possible mutual and self–shielding effects as listed below:
1. H2 self–shielding,
2. CO self–shielding,
3. H2, CO and CO isotopologue mutual shielding,
4. Mutual shielding by coincident Lyman transition lines of Hi and Lyman and Werner
transition lines of H2,
5. Shielding of all species by dust absorption,
6. Shielding of H2 and CO by the carbon ionization continuum, and
7. Shielding of other species by all of the above processes.
Of these, the cross–section for attenuation by the dust continuum is approximately constant
over the wavelength ranges of individual photoreaction channels and so is separable from
the other shielding terms. In practice, the theoretical studies are somewhat limited by the
paucity of laboratory and theoretical data for molecules other than H2 and CO.
Tielens & Hollenbach (1985) developed a PDR model to study the chemistry and
thermal balance of gas with density 103 cm−3 < n < 106 cm−3 illuminated by FUV fluxes
χ = 103 − 106 times more intense than the interstellar radiation field. They identified
the presence of several physically distinct regions within PDRs, including an Hi → H2
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transition zone at Av < 1 and a complex, warm C+→ C → CO transition zone at Av ∼
3 − 5. Their model, which included carbon continuum self–shielding, yielded Ci column
densities of 4.5 − 16.0 × 1018cm−2 at which levels the continuum is very optically thick.
Similarly, Rawlings (1988) developed a photochemical model of the (dust–free) PDR in the
vicinity of a nova, which concentrated on the mutual shielding between H2, CO and Ci.
Subsequent studies such as the PDR benchmarking study of Röllig et al. (2007), al-
though more sophisticated than the earlier models and employing accurate photoreaction
data for CO and H2, essentially confirmed the basic structure with the C+→ C → CO
transition occurring at Av ∼ 2 − 5 for n ∼ 103cm−3 and χ = 10. These various models
take careful account of the overlap between the CO and H2 absorption lines and include
the dust continuum, but do not make specific reference to shielding by the Ci ionization
continuum.
With the availability of reliable wavelength and oscillator strength data for the pho-
todissociation of CO, a much more detailed and accurate treatment of the self– and mutual
shielding of H2 and CO has been possible. van Dishoeck & Black (1988) considered the
photodissociation of CO and its main isotopologues together with H and H2, including
self– and mutual shielding effects. They also included shielding by dust and referred to the
attenuation by the carbon continuum. As shown in that paper (e.g. Figure 4), when the
CO, Hi and H2 absorption lines become very optically thick, they can effectively blanket
a significant fraction of the continuum in the 912Å< λ < 1079Å wavelength range, with
implications for the photodissociation rates of other species.
Visser et al. (2009) included self–shielding, mutual shielding and shielding by H and
H2 to calculate the photodissociation rates of CO and its isotopologues, including rarer
variants. For these species only, the photodissociation rate coefficient can be written as:
k = χk0Θ [N(H2), N(CO), N(H), φ] exp(−γAv), (4.1)
where k0 is the unattenuated rate, Θ is the shielding function, exp(−γAv) is the (sep-
arable) dust extinction term and φ represents other factors such as the Doppler widths
of the absorption lines, the excitation temperatures for CO and H2 and the ratios of the
column densities of the CO isotopologues. As with previous studies the line and contin-
uum attenuation components were treated as separable. However, as pointed out by van
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Dishoeck (1988) the Av dependence does not include the attenuation at λ < 1102Å by
H2 line/continuum and Ci continuum absorption which will be particularly important for
species like CN and N2 that photodissociate at the shortest wavelengths.
Thus, the earliest studies of PDRs (e.g. Tielens & Hollenbach 1985) – although lacking
the details of more recent models – attempted to deal with most of the shielding effects
listed above. In subsequent studies all discussion of the role of the carbon ionization
continuum is seemingly absent. This is presumably on the assumption – which may or
may not be valid – that dust extinction dominates. However, the cross–section for carbon
photoionization is 1.6× 10−17cm2. It is fairly reasonable to assume that column densities
of atomic carbon in excess of 1017cm−2 will pertain deep within PDRs (e.g. Figure 11 of
Visser et al. 2009) and so this opacity source must be considered.
In addition, the more recent PDR models have tended to concentrate on the carbon
budget, while the effects of mutual shielding by H2 and CO on other molecules have been
largely overlooked. In this study we consider two of these effects; the mutual shielding by:
1. molecular hydrogen lines, and
2. the carbon ionization continuum.
Critically, there is extensive overlap of both of these with the photodissociation cross–
sections of CN and N2. The mutual shielding effects therefore have the potential to
promote nitrogen-based chemistry at extinctions much shallower than currently seen in
simulations. This paper presents shielding factors for a range of species due to these ef-
fects and investigates their influence on the chemical structure. Our calculation of the
degree of mutual shielding by H2 dissociation and carbon ionization are presented in Sec-
tion 4.1. These shielding factors are then implemented in a simple PDR model, described
in Section 4.2 with results presented in Section 4.3. We close with a discussion of our
results and concluding remarks in Section 4.4.
4.1 Photoreaction Rates
In PDRs, the shielding of the incident radiation field by molecules is typically a combination
of line and continuum processes leading to a complex radiative transfer problem. Most
models include self–shielding by CO and H2 by adding multiplicative shielding factors
to their photorates as described above. We extend this procedure to investigate mutual
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shielding by the H2 line and Ci ionization continuum absorption. In this section we detail
our method for calculating photoreaction rates and shielding factors for these species.
4.1.1 Direct Photorates
It is usually assumed that the line and continuum contributions to the photorates are
separable (van Dishoeck 1988). Unshielded rate coefficients, kpd, can be calculated using
the following equations for line and continuum photoprocesses (e.g. van Dishoeck 1988):
kcontpd =
∫ ∞
912Å
σ(λ)I(λ) dλ s−1, (4.2)
klinepd =
pie2
mc2
λ2ulfulηuxlI(λul) s
−1, (4.3)
where I is the specific photon flux of the radiation field, σ is the cross–section of the contin-
uum transition and the line transition is at a wavelength λul from a lower level l to an upper
level u with oscillator strength ful, dissociation efficiency ηu for the upper level and occu-
pation fraction xl for the lower level. The lower limit of the integral (912Å) is the Lyman
cutoff wavelength for the unshielded interstellar radiation field. From these expressions we
have (re)calculated the unshielded interstellar photorates using cross–section and oscillator
strength data primarily from van Dishoeck (1988), referring to other sources (e.g. Rawlings
et al. 1993) for species and reaction channels not covered in their database. Where we have
one set of cross–section data for a molecule but multiple dissociation channels are listed in
the UMIST Database for Astrochemistry (UMIST06, Woodall et al. 2007), our calculated
rate is divided between those channels in the same ratio as the original UMIST06 rates.
We note that the high–resolution N2 dissociation line data from Carter (1972) has been
re–binned to a lower wavelength resolution in the database of van Dishoeck (1988). We
therefore elect to use the mid-points of the dissociation wavelength intervals from Carter
(1972) as the representative wavelengths of the line transitions. Since no cross–section
data is available for HNC we assign the same values as derived for HCN. For the radiation
field we adopt the standard interstellar radiation field of Draine (1978) with the extension
to λ > 2000Å given by van Dishoeck & Black (1982). The calculated photorates are
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Table 4.1. Photoionization rates, carbon continuum shielding factors,
cosmic–ray–induced photoreaction efficiencies and cross–section data references;
van Dishoeck 1988 (http://home.strw.leidenuniv.nl/~ewine/photo/, vD88),
Branscomb 1962 (B62), Barsuhn 1977 (B77), Black & Dalgarno 1977 (BD77) and
Rawlings et al. 1993 (RDB93).
Maximal Carbon CR–Induced
Species Photorate / s−1 Shielding Photoreaction Reference
Factor, Si Efficiency, pM
C 3.15× 10−10 0.000 264.8 vD88
C− 3.31× 10−08 0.994 1037.8 B62
CH 7.63× 10−10 0.142 547.7 vD88
CH2 3.58× 10−10 0.449 300.0 B77
CH3 4.93× 10−10 0.600 509.5 BD77
NH 1.50× 10−11 0.000 22.0 B77
NH2 1.73× 10−10 0.000 149.3 RDB93
NH3 2.82× 10−10 0.298 230.5 vD88
O2 7.65× 10−11 0.000 57.7 vD88
OH 2.00× 10−11 0.000 26.6 B77
H2O 3.44× 10−11 0.000 24.5 vD88
Na 1.54× 10−11 0.829 9.1 vD88
HCO 4.81× 10−10 0.590 499.2 RDB93
H2CO 4.82× 10−10 0.215 379.5 vD88
NO 2.61× 10−10 0.328 218.9 vD88
S 6.06× 10−10 0.343 480.2 vD88
H2S 7.40× 10−10 0.344 594.4 vD88
presented in Tables 4.1 and 4.2.
The newly calculated direct photorates are in agreement with the values in UMIST06
to within a factor of two for all but 10 of the 61 reactions for which we had data available.
Four show rates differing by more than one order of magnitude; our calculations for the
dissociation of H+3 to either H
+
2 + H or H2 + H
+ are each larger by a factor of ∼ 400,
while the ionization of OH is larger by a factor of ∼ 12 and the dissociation of OH+ to O+
+ H is larger by a factor of ∼ 19.
4.1.2 Shielding of N2 and CN by H2
The photodissociation of H2 is effected by the absorption of Lyman and Werner band
photons followed by decay into the dissociation continuum (Stecher & Williams 1967).
To investigate the possible effects of mutual shielding by these lines we note that the
range of wavelengths for H2 dissociation (844.8 − 1108.5Å) fully overlaps that for the
dissociation lines of N2 (914−980Å, Carter 1972, van Dishoeck 1988) and nearly the whole
4.1. Photoreaction Rates 99
Table 4.2. Photodissociation rates, carbon continuum shielding factors, cosmic–
ray–induced photoreaction efficiencies and cross–section data references; van
Dishoeck 1988 (http://home.strw.leidenuniv.nl/~ewine/photo/, vD88), Ku-
lander & Bottcher 1978 (KB78) and Carter 1972 (C72).
Maximal Carbon CR–Induced
Species Photorate / s−1 Shielding Photoreaction Reference
Factor, Si Efficiency, pM
H+2 → H+ + H 5.73× 10−10 0.778 427.7 vD88
H+3 → H+2 + H 2.16× 10−12 0.000 0.15 KB78
H+3 → H2 + H+ 2.16× 10−12 0.000 0.15 KB78
CO → O + C 2.59× 10−10 0.000 105.0, see text vD88
CO+ → C+ + O 1.01× 10−10 0.954 45.7 vD88
CH → C + H 9.19× 10−10 0.975 465.4 vD88
CH+ → C + H+ 3.27× 10−10 0.036 254.7 vD88
CH2 → CH + H 5.81× 10−10 1.000 200.4 vD88
CH+2 → CH+ + H 4.53× 10−11 0.461 66.1 vD88
CH+2 → CH + H+ 4.53× 10−11 0.461 66.1 vD88
CH+2 → C+ + H2 4.53× 10−11 0.461 66.1 vD88
CH3 → CH2 + H 1.38× 10−10 1.000 76.1 vD88
CH3 → CH + H2 1.38× 10−10 1.000 76.1 vD88
CH4 → CH3 + H 1.89× 10−10 0.703 182.8 vD88
CH4 → CH2 + H2 8.42× 10−10 0.703 182.8 vD88
CH4 → CH + H2 + H 1.89× 10−10 0.703 182.8 vD88
CH+4 → CH+2 + H2 2.23× 10−10 0.405 139.3 vD88
CH+4 → CH+3 + H 5.23× 10−11 0.405 139.3 vD88
NH → N + H 5.02× 10−10 0.794 219.2 vD88
NH2 → NH + H 7.45× 10−10 0.783 152.8 vD88
NH3 → NH + H2 4.83× 10−10 0.780 159.2 vD88
NH3 → NH2 + H 6.82× 10−10 0.891 148.1 vD88
N2 → N + N 2.28× 10−10 0.000 184.3 vD88, C72
O2 → O + O 7.90× 10−10 0.890 361.3 vD88
O+2 → O+ + O 3.46× 10−11 1.000 3.0 vD88
OH → O + H 3.76× 10−10 0.752 279.3 vD88
OH+ → O+ + H 1.30× 10−11 0.008 10.7 vD88
H2O → OH + H 7.54× 10−10 0.746 527.0 vD88
HCO → CO + H 1.11× 10−09 1.000 319.8 vD88
HCO+ → CO+ + H 5.39× 10−12 0.000 0.0 vD88
H2CO → CO + H + H 5.79× 10−10 0.844 132.1 vD88
H2CO → CO + H2 5.79× 10−10 0.844 132.1 vD88
H2CO → HCO+ + H + e− 1.16× 10−11 0.844 132.1 vD88
CO2 → CO + O 8.81× 10−10 0.329 643.8 vD88
CN → N + C 2.92× 10−10 0.018 229.2 vD88
HCN → CN + H 1.56× 10−09 0.677 436.9 vD88
HNC → CN + H 1.56× 10−09 0.677 436.9 vD88
NO → O + N 4.73× 10−10 0.737 163.5 vD88
HS → S + H 9.79× 10−10 0.947 271.9 vD88
HS+ → S+ + H 2.60× 10−10 0.343 171.9 vD88
H2S → HS + H 1.55× 10−09 0.845 412.6 vD88
H2S → S + H2 1.55× 10−09 0.845 412.6 vD88
CS → S + C 9.75× 10−10 0.973 1570.0 vD88
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range for CN photodissociation (912− 1133Å, peaking at 940Å). We are investigating the
photochemistry well within a PDR (Av > 2) and the H2 lines will be extremely optically
thick, to the extent that (a) the overlap with individual N2 lines will be extensive and
(b) there will be significant blanketing of the Lyman/Werner continuum. To include these
effects we therefore make the extreme assumption that N2 and CN are both fully shielded
and that the effective rates of photodissociation can be set to zero. These assumptions are
clearly very simplistic and will need addressing using more sophisticated radiative transfer
techniques in a future study.
4.1.3 Shielding by Atomic Carbon
To account for shielding by the Ci ionization continuum we take a more detailed and
accurate approach. First of all, considering the situation where the continuum is very
optically thick, the photoreaction rates are recalculated using Equations 4.2 and 4.3 but
using a lower limit of 1102Å for the integral and excluding line contributions for λ <
1102Å. This implicitly assumes that the radiation field intensity is completely attenuated
at those wavelengths shortwards of the Ci ionization potential; I(λ < 1102Å)=0. In
Tables 4.1 and 4.2 we give the resulting shielding factors Si which represent the ratios of
the photoreaction rates without and with the contributions from the 912 < λ < 1102Å
wavelength range. Thus, in conditions where the carbon ionization continuum is very
optically thick, the rate coefficient is just Si times the unshielded value. These ratios are
calculated for all species and reaction channels where cross–section data is known.
We note that the photoionization cross–section of atomic carbon is σC = 1.6 × 10−17
cm2 and is approximately independent of wavelength for λ < 1102Å (van Dishoeck 1988).
Ci column densities of up to the order of 1019 cm−2 (Tielens & Hollenbach 1985) can be
expected in PDRs, leading to a wide range of potential optical depths. Taking the first
approximation that attenuation by dust and molecules are separable and the fact that the
cross–section is uniform with wavelength simplifies the radiative transfer to give shielding
functions, Θi, for each photoreaction i (analogous to those used for CO):
Θi(NC) = Si + (1− Si)e−σCNC , (4.4)
where Si is the relevant shielding factor for the optically thick limit, given in Tables 4.1 and
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4.2, and NC is the carbon (Ci) column density. Strictly speaking, the Av-dependence (due
to continuum absorption by dust; γ in equation 4.1) will also depend on the Ci continuum
opacity. However, this is a complicating second-order effect and we follow the practice of
previous studies by decoupling the shielding by Ci from that by dust absorption, as in
equation 4.1.
4.1.4 Cosmic–Ray–Induced Photoreactions
At extinctions greater than a few magnitudes, or if any of the various shielding effects
described above become important, cosmic–ray–induced photodissociation and photoion-
ization processes are significant and must be included in PDR models. The radiation field
is generated by secondary electrons produced in the cosmic ray ionization of H2 (Prasad
& Tarafdar 1983). The calculation of these rates is as described in Sternberg et al. (1987)
and Gredel et al. (1989). On the assumption that the total absorption cross–section is
dominated by dust (rather than the molecular component, which in normal circumstances
is true, except for H2 and CO) then the photorates are given by:
Ri =
ζni
(1− ω)pi cm
−3 s−1, (4.5)
where ζ is the cosmic ray ionization rate, ni is the density of species i, and ω is the grain
albedo. The cosmic–ray–induced photoreaction efficiency pi is given by:
pi =
∫
σi(ν)P (ν)
2σg
dν, (4.6)
where σi is the photoreaction cross–section and σg is the grain extinction cross–section
per H–nucleon. The factor of 2 in the denominator takes into account the fact that the
definition of σg is per H–nucleon, whereas ζ is defined per H2 molecule (Woodall et al.
2007). We have recalculated the values of pi using the same cross–section data as in
Section 4.1.1 and the (high resolution) cosmic–ray–induced H2 emission spectrum, P (ν)
(Gredel, personal communication, as depicted in Figure 1 of Gredel et al. 1989). This
spectrum has been normalized to take account of the various transition probabilities and
excitations per cosmic ray ionization. Thus it includes contributions from excitations to
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Table 4.3. Range of values for the radiation field strength χ relative to the
Draine interstellar radiation field and gas density n used for our three models F1,
F2 and F3.
Model Definition χ n / cm−3
F1 Standard 10 103
F2 Bright 105 103
F3 Dense 10 105.5
the B1Σ+u , B′1Σ+u , B′′1Σ+u , C1Πu, D1Πu, and D′1Πu Rydberg states and to the valence
E,F 1Σ+g and a3Σ+g states. Also included are excitations into the repulsive b3Σ+u state and
the vibrational levels of the ground state (X1Σ+g ), together with cascades to the B1Σ+u
state. The ratio of the H2 populations in J = 0 to J = 1 is taken to be 1 : 3. Results of these
calculations are also given in Tables 4.1 and 4.2. Note that we have not recalculated the
cosmic–ray–induced rate for the photodissociation of CO, for which multiple line overlap
occurs and the values given in the UMIST06 database are reasonably accurate.
For 24 of the 61 reaction channels, cosmic–ray–induced photoreaction efficiencies are
not specified in the UMIST06 database. Of the remaining 36 (excluding CO), all but 15
agree to within a factor of 2. Relative to the UMIST06 database we found the rates for
the ionization of NH, the dissociation of CN and the dissociation of H2CO to H2 + CO
are all lower by factors of ∼ 12, 25 and 10 respectively.
4.2 The Chemical Model
To investigate the impact of the shielding mechanisms discussed in Sections 4.1.2 and 4.1.3
on chemical abundances, we implement them in a time– and depth–(Av) dependent chemi-
cal model. Since we are not attempting to replicate any specific astrophysical environment,
we adopt physical and chemical parameters similar to the PDR code benchmarking effort
of Röllig et al. (2007). These are summarised in Tables 4.3 and 4.4. In particular, we do
not attempt to solve the equations of thermal balance and the temperature and density (T
and n) are fixed. We also assume that the PDR is dynamically static so that the extinc-
tion, Av, is only a function of position. The incident radiation field used is the standard
interstellar radiation field described in Section 4.1.1 scaled by the factor χ.
Our chemistry consists of 7 elements in 81 gas–phase species (Table 4.5) linked by 1129
reactions. For the sake of simplicity, we do not include any gas–grain chemical reactions. In
any case, at the assumed temperature of 50 K, gas–grain interactions will have negligible
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Table 4.4. Values taken by physical parameters and elemental abundances X
relative to hydrogen.
Parameter Value
Temperature, T 50 K
CR Ionization Rate, ζ 5× 10−17 s−1
Grain Albedo, ω 0.5
X(He) 10−1
X(C) 10−4
X(O) 3× 10−4
X(N) 8× 10−5
X(Na) 10−6
X(S) 10−6
Table 4.5. List of chemical species included in our model.
Chemical Species
H, H+, H−, H+2 , H
+
3
He, He+, Na, Na+, e−
C, C+, C−, CO, CO+, CH, CH+, CH2, CH+2
CH3, CH+3 , CH4, CH
+
4 , CH
+
5
N, N+, NH, NH+, NH2, NH+2 , NH3, NH
+
3 , NH
+
4 , N2, N
+
2 , N2H
+
O, O+, O2, O+2 , OH, OH
+, H2O, H2O+, H3O+
HCO, HCO+, H2CO, H2CO+, CO2, CO+2 , HCO
+
2
CN, CN+, HCN, HCN+, HNC
NO, NO+, HNO, HNO+, HCNH+, H2NC+, HNCO+, H2NO+
S, S+, HS, HS+, H2S, H2S+, H3S+
CS, CS+, C2S, C2S+, HC2S+, HCS, HCS+, H2CS+
significance. The elemental helium, carbon and oxygen abundances are the same as in
Röllig et al. (2007) while for nitrogen, sodium and sulphur, which were absent from their
models, we take abundances from Savage et al. (1992) and Asplund et al. (2005). Reaction
data and rate coefficients are taken from the UMIST06 database except where we calculated
updated photorates as described in Section 4.1. We assume a fixed cosmic ray ionization
rate of 5.0×1017 s−1 and a grain albedo of 0.5. The cosmic–ray–induced photodissociation
rate for CO is modified by a temperature–dependent factor of (T/300 K)1.17 (Woodall et al.
2007) yielding a factor of eight reduction in the rate at 50K. For species with no cross–
section data available we use a default cosmic–ray–induced photoreaction efficiency of 200
broadly representative of the average values for other species.
The incorporation of the various shielding effects uses a number of simplifying approx-
imations to allow for a focused study on the effects of H2 and Ci shielding. As in other
studies we treat the attenuation of the radiation field by dust as separable from other
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processes, described by the usual exponential dependences on extinction of the photorates.
Strictly speaking, these dependences should be modified to take account of the Ci absorp-
tion, but such variations are relatively minor as compared to the other effects reported in
this paper.
For standard PDR models (e.g. model F1 of Röllig et al. 2007), the transition from
atomic to molecular hydrogen occurs at Av ∼ 0.1, the Cii → Ci transition is at Av ∼ 1.0
and carbon is mostly converted to CO for Av > 2.0. Deeper than this we can assume
sufficient columns of H2 and CO have formed that they are completely self–shielded and
the effective photodissociation rates for these species are zero. For the same reason, when
we investigate the effects of the inclusion of mutual shielding by molecular hydrogen lines,
we take the extreme case scenario described in Section 4.1 and set the photodissociation
rates of N2 and CN to zero. We therefore restrict our investigation to Av > 2.0 where
shielding by H2 and CO take this simple form and do not attempt to consider the details
of the PDR itself, which we defer to a later study. Within our model we can therefore
crudely switch the H2 line mutual shielding on or off and assign a fixed optical depth for
the carbon continuum across the whole extinction range so as to investigate the interplay
between the two mechanisms and their effect on the chemistry.
4.3 Results
Examples of the key results obtained from the model are given in Figures 4.1 and 4.2. Our
model was tested against the results for C+, C and CO abundances in model F1 of Röllig
et al. (2007). We are able to reproduce abundances of C+, C and CO at positions well
within the PDR, while observing typical sensitivities to the C/O ratio, the temperature
dependence of the cosmic–ray–induced CO photodissociation rate and the chemical age.
For a direct comparison we have evolved the chemistry to equilibrium. This typically
takes ∼ 3 × 106 years, although we integrate to 100Myr so as to be consistent with their
calculations.
The figures give a clear comparison of the chemical structure that is obtained with and
without the implementation of H2 mutual shielding and carbon continuum shielding. We
present relative abundances for observable molecules showing variations of factors greater
than 10 as a result of these two mechanisms. The results are given in Figure 4.1 for the
models F1, F2 and F3. We also show abundances for C+, C and CO (PDR carbon transition
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Figure 4.1. Abundances Y for models with H2 mutual shielding and τ(C) =
10 (left), without H2 mutual shielding and τ(C) = 0 (centre) and the relative
enrichments between the two (right). Top: Standard (F1), Middle: Bright (F2),
Bottom: Dense (F3).
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Figure 4.2. Enrichments from model F1 for a range of H2 and Ci shielding
regimes, all relative to the case where there is no H2 mutual shielding and τ(C) =
0. Note that in the first panel, the curves for N2 and N2H+ coincide.
species) as well as N2 and CN (species shielded by H2) for reference. Probably the most
important effect on the chemistry is the shielding of N2, for which the photodissociation is
completely suppressed by both mechanisms. Thus, significant enrichments are visible in all
three environments and particularly in the range of extinctions Av ∼ 2−4. This abundance
excess obviously drives a more vigorous nitrogen chemistry so that the abundances of other
nitrogen bearing species, most notably N2H+, NH3 and CN, are significantly enhanced.
The photoionization and photodissociation of NH3 are both partially shielded by the carbon
continuum, while CN is fully shielded by molecular hydrogen. As is usually the case for
molecular ions, photodissociation of N2H+ is not significant and has been excluded from
our chemical network. The presence of significant column densities of nitrogen-bearing
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molecules at relatively low extinctions is an important result. However, it is also interesting
to note that so few species are significantly enhanced by the shielding processes. For
example, one might have expected to see large increases in HCN and HNC, but while their
enrichments are tightly correlated they are still limited to factors of less than 10. Similarly,
despite the strong enrichments in NH3, the simpler hydrides NH and NH2 show correlated
enrichments but of less than an order of magnitude.
One issue with these particular models is the assumption that the Ci continuum is
very optically thick; with τ(C) = 10 at Av = 2. Using a typical relation for Av =
6.289× 10−22NHTotal (Röllig et al. 2007) depending on the total hydrogen column density
NHTotal allows us to approximate the atomic carbon column density. For model F1, a
column of roughly 1016 cm−2 is obtained at Av = 2, rising to ∼ 1017 cm−2 at Av = 4,
implying a Ci optical depth of order unity, but somewhat less than τ(C) = 10. The other
models yield lower values, with the bright model not achieving a column of 1017 cm−2
until Av ∼ 6 and the dense model only achieving a maximum column of roughly ∼ 1015
cm−2. However, the Av–NHtotal relationship depends on the gas to dust ratio, a quantity
which is not only poorly constrained but can also vary by orders of magnitude for different
astrophysical environments. So whilst the results of Figure 4.1 may only be valid beyond
a certain extinction for our given Av–NHtotal relation, the results become valid at lower Av
as the dust–to–gas number ratio falls (since the Ci column density would increase for a
given Av). We also note that for model F2 the C→ CO transition is pushed much deeper
to Av ∼ 8 by the more intense radiation field. This probably invalidates our assumption of
CO being optically thick and perfectly self–shielded by Av = 2. However, one effect of this
would be to increase the abundance of atomic carbon at intermediate depths and hence
the optical depth of the Ci continuum shielding CO.
Figure 4.2 shows the range of enrichments achieved when using different levels of shield-
ing in model F1. The final panel shows that as carbon becomes optically thick, the resulting
enrichments are very similar with or without H2 line shielding, even though CN is not fully
shielded by the carbon ionization continuum. More importantly, the first panel shows that
in environments where carbon column densities are low and only H2 line shielding occurs,
significant enrichments in N2, N2H+ and NH3 are still possible. Qualitatively similar be-
haviour is also seen for models F2 and F3. The exception is CN, which in model F1 is seen
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to be coupled to the enrichment in atomic carbon through the formation channel:
C + NO→ CN + O.
Since the H2 photodissociation lines become optically thick at low extinctions (Av ∼ 0.1),
the effects of H2 mutual shielding will always be significant for Av > 2. We therefore
expect the true chemical enrichment for Av > 2 to be some intermediate between these
two plots; that is to say, the effects of mutual shielding by the H2 photodissociation lines
will always be present even if the carbon ionization continuum is optically thin.
4.4 Conclusions and Discussion
We have recalculated the interstellar photodissociation and photoionization rates of a range
of interstellar molecules, both for direct interstellar and for cosmic–ray–induced radiation
fields. We have also calculated direct photorates which include the effect of partial blocking
of the incident radiation field by the carbon ionization continuum.
The specific quantitative results that can be drawn from our model are clearly limited
by its simplicity. However, using approximations for shielding of the incident radiation field
deep in PDRs by molecular hydrogen and atomic carbon, we present the result of significant
(more than an order of magnitude) enrichments in the nitrogen-bearing species N2, N2H+,
NH3 and CN. These results are seen for a range of physical parameters, including density,
radiation field intensity and carbon column density, but should be most prominent in dust
poor environments. These species are all important observationally in inferring various
characteristics of the PDRs in which they are detected. For example, Bayet et al. (2009)
have used PDR models to show that CN traces the density and relative nitrogen abundance
of PDR dominated galaxies. First results from the Herschel Space Observatory towards
W31C have shown nitrogen hydride (NH3, NH2 and NH) abundances that cannot be
explained using simple gas–grain or PDR chemical modelling (Persson et al. 2010). Other
nitrogen-bearing species such as HCN and HNC, also believed to trace dense molecular
gas, show smaller (< 0.5 magnitudes), correlated enrichments. They are often used in
both galactic (e.g. Roberts et al. 2011) and extragalactic (e.g. Kamenetzky et al. 2011)
environments to classify the gas chemistry as photon dominated or not. It is clear from
our work that the shielding by H2 and C have a large impact on the abundances of such
nitrogen-bearing species and both mechanisms need to be included in future PDR models.
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Current ongoing studies suggest these mechanisms have only a limited effect on column
densities in high–extinction clouds and cannot explain, for example, the high column den-
sities of nitrogen hydrides seen in the interstellar medium towards W31C (Persson et al.
2010). In future work we will apply the shielding factors to more rigorous PDR models
with self–consistently calculated column densities to investigate the effects on the chem-
istry in regions of lower visual extinction (Av < 2). This is particularly important given
that our observed enrichments appear more pronounced at lower extinctions where molec-
ular shielding by H2 becomes more significant relative to dust extinction. It would also be
useful to do a thorough reanalysis of the cosmic–ray–induced photodissociation rate of CO,
which is the dominant source of atomic carbon in regions of high extinction (Av > 4− 5).
Chapter 5
Champagne Flutes and Brandy
Snifters: Modelling Protostellar
Outflow–Cloud Chemical Interfaces
The work presented in this chapter is based on the paper by Rollins et al. (2014) in
collaboration with J. M. C. Rawlings, D. A. Williams and M. P. Redman.
Our understanding of the formation and evolution of protostars has evolved into a highly
complex and three dimensional model. Since the one dimensional inside out collapse the-
ory of Shu (1977), we now observe many distinct features such as discs, outflows, jets, Hii
regions and turbulence to be important in governing these systems. To develop an under-
standing of such features is to further our understanding of the star formation process on all
scales. Of particular interest are the molecular outflows observed in low–mass protostars.
They have the potential to liberate accreting material of angular momentum as well as
impacting dynamically on the surrounding molecular core. This creates a turbulent mix-
ing zone which can promote a rich and unique chemistry. Spectroscopic observations now
show that many molecules are harboured in the outflow–cloud interface of these objects,
particularly carbon monoxide (Yıldız et al. 2010), water (Kristensen et al. 2010, Nisini
et al. 2010, van Kempen et al. 2010, Herczeg et al. 2012) and HCO+ (Hara et al. 2013).
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Codella et al. (2006) have also identified methanol, deuterated water, OCS and H2CS in
the high–mass analogue CepA–East. An understanding of the dynamics and chemistry
of such systems is therefore clearly important for a complete understanding of the star
formation process.
Observations of low–mass protostellar outflows exhibit two particularly interesting
chemical features that can help diagnose the physical conditions. The first is an apparent
observational preference towards wide angled cavities mapped in carbon monoxide within
a few thousand astronomical units of the central source (for example, B5 IRS1, Langer
et al. 1996, HH 46/47, Arce et al. 2013, Rawlings et al. 2013a). We liken the observed
morphologies to “brandy snifters” – short hour–glass shapes with wide opening angles at
the base and a given height at which the width becomes maximal. By analogy, there are
few observed molecular outflows shaped like “champagne flutes” – narrow opening angles
at the base, tall and narrow all the way up. The apparent absence of “champagne flute”
shaped outflows from observations is an issue that has not been adequately addressed by
current models. Many attempts have been made to understand the carbon monoxide mor-
phologies in terms of the dynamics of the outflow–cloud system. Initially, Gueth et al.
(1996) presented a model for a precessing cavity and argued that the observed CO maps
were a combined result of those dynamics with radiative transfer effects. More recently, Li
et al. (2013) modelled the cavity shape as a result of turbulent entrainment and produced
synthetic observations using radiative transfer for the high–mass source G240.31+0.07 to
be compared with observations by Qiu et al. (2009). Their results suggest that “champagne
flute” shaped outflows should in fact be observable. While both studies produced quali-
tatively accurate synthetic observations for individual objects, they made the simplifying
assumption of a fixed CO abundance with polar angle along the interface. No attempt was
made to consider three dimensional variations in the carbon monoxide chemistry through-
out the interface as the origin of the observed morphology. Visser et al. (2012) attempted
such a model; a static cavity with heating by ultraviolet (UV) radiation and local C–shocks
driving the chemistry. However, by considering only fits to observed objects those authors
were unable to address a potential chemical origin of the morphological bias.
Secondly, abundances of HCO+ in the outflows are observed to be significantly higher
than estimated from modelling of dark clouds (e.g. L1527, Hogerheijde et al. 1998). In
a previous attempt to model HCO+ formation, Rawlings et al. (2000) proposed that the
high abundance was a result of photoionized carbon reacting with water liberated from dust
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grain surfaces by shocks. Follow–up work showed that chemical variations along the cavity
wall could reproduce HCO+ observations (Rawlings et al. 2004). However, the increased
abundance is only temporary as the dissociative recombination of HCO+ is rapid (10–100
years) under typical conditions, especially at temperatures below 100 K. The temporary
nature of its enhancement would suggest that in a decollimating outflow, it would only
be present near the central source, and requires that cavities steadily grow over time,
otherwise the enhancement disappears from the system on a 100 year time–scale.
Photochemistry is certainly not the only possible process driving the chemistry in such
systems. In this paper we develop and investigate a model for the chemistry in these cavity
walls driven by hot ions from the protostellar ejecta mixing with molecular gas, with the
aim of understanding the observations of CO and HCO+ summarised above. In particular,
we speculate that the degree of interaction between the outflow and the interface (and
hence the dynamically-induced molecular enrichment) is a function of the impact angle
between them. This could help explain the observed bias towards certain morphologies.
In Section 5.1 we describe a parametric model for the dynamics of outflows to quantify
the ion injection rate and also the key dynamical time–scales. In Section 5.2, we present the
chemistry used in our model, discussing assumptions on the initial conditions and chemical
time–scales. The results of our combined chemo–dynamical model are presented in Section
5.3 and discussion with respect to observations and free parameters in Section 5.4. Our
final conclusions are presented in Section 5.5 along with brief proposals for further work.
5.1 Cavity Injection Model
In order to quantify the rate at which material may be injected into the outflow–cloud
interface, we must first be able to characterize its dynamical properties, critically the shape
and velocity and how these may vary as a function of age. A number of possible origins for
the structure of such cavity walls have been discussed, most notably magnetohydrodynamic
(Bürzle et al. 2011, Bate et al. 2014) and turbulent entrainment (Cunningham et al. 2006,
Li et al. 2013). However, for the sake of our model, it is not important to understand the
physical origin of the cavities but rather to be able to parametrize their typical observed
shapes. An elegant example of this approach was presented by Cantó et al. (2008) for
the cavity wall of Barnard 5 IRS 1. Their dynamical model is of an outflow coming from
the central source with constant total mass loss rate (M˙0) and velocity (v0) and steadily
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Table 5.1. Physical parameters for the cavity in B5 IRS 1 (Cantó et al. 2008)
used for our dynamical model.
Cavity Parameters Values
Scale Length, r0 350 au
Mass Loss Rate, M˙0 2.9× 10−6 M yr−1
Outflow Velocity, v0 100 km s−1
Decollimation Rate,  1.05× 10−4 rad yr−1
Isothermal Coefficient, κ 6.7× 1014 g cm−1
decollimating at a constant angular rate (, the rate at which the outflow opening angle
increases in radians per unit time). The outflow impacts on an isothermal sphere of density
ρ(R) = κR−2 where R is the radius and κ is a scaling coefficient treated as a free parameter.
Those authors were able to reproduce the observed shape and inferred dynamical properties
whose parameters are summarised in Table 5.1. We choose to adopt this model since it not
only gives the parametrized shape of a typical wide–angled source, but also defines cavity
shapes as a function of dynamical age; younger ages correspond to narrower cavities, and
vice versa. This allows us to directly test the chemical origin of the observational bias
towards wider opening angles.
Given the radial shape equation RS(θ, tdyn) for the cavity as a function of polar angle
θ and cavity age tdyn, we assume an interface forms between the cavity and gas envelope
with thickness equal to 10% of the dynamical radius (a value suggested by observations
e.g. Langer et al. 1996). Here, the radially outflowing material impacts on the interface at
an angle ψ (as derived in Appendix A and shown in Figure 5.1) given by the equation:
ψ = arctan
(
R′S −RS tan θ
R′S tan θ +RS
)
+ θ − pi
2
(5.1)
where R′S is the derivative dRS/dθ. This angle is then used with the other parameters to
characterize the rate at which material from the outflow mixes turbulently at each point
into the interface, as derived in Appendix B:
n˙inj =
5M˙0
pimH[Rs(θ)]3
sinψ
1− cos[(tdyn − RS(θ)v0 )]
cm−3 s−1 (5.2)
where mH is the atomic mass of hydrogen. The factor sinψ is a nominal mixing efficiency
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Figure 5.1. Cross–section of the model geometry for an example cavity–cloud
interface. The shaded area shows the interface with its thickness exaggerated
to be 50% of the dynamical radius for clarity. The tangent to the cavity wall
is shown for a given point along with the corresponding polar angle, θ, tangent
gradient, ω, and turbulent mixing angle, ψ.
chosen on the assumption that only the component of the outflow normal to the cavity
wall will be able to mix turbulently into the interface. A key prediction of this work is that
this mixing angle is the key parameter in determining the local injection rate at each point
in the interface. We expect that only those regions where ψ takes a large value are able to
form significant abundances of CO and HCO+ due to the enhanced chemical interaction
between the gas from the envelope and the injected material. The choice of function for
this mixing efficiency and its impact on the model are considered in Section 5.4.
There are three key time–scales associated with such a system. One is the time–scale
on which the cavity grows, which is simply RS/(dRS/dtdyn). We note that this tends
towards approximately one fifth of the dynamical age of the cavity on all angular scales.
The second is the time–scale on which the interface density increases and its composition
becomes dominated by the material injected from the outflow into the interface, given by
n0/n˙inj where n0 is the initial particle density in the interface. While the interface density
is a free parameter of our model, typical values for the density and cavity age give a time–
scale many orders of magnitude longer than the dynamical age, so that the composition of
the interface is never dominated by the injected material. However, even if the composition
of the cavity is not dominated by hot ions from the outflow, their presence can still drive
the dominant chemical processes.
Instead, it is the time–scale on which the injection rate varies, τinj = n˙inj/(dn˙inj/dtdyn),
that is important to our problem and visualized in Figure 5.2. Again, we see that it
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Figure 5.2. Iso–angle tracks for the time–scale on which the injection rate (Equa-
tion 5.2) changes. Each solid line represents one fixed value of θ between 4 and 60
degrees and shows the time–scale evolving with the dynamical age of the grow-
ing cavity at that polar angle. The dotted line τinj = tdyn/5 is an approximate
asymptote and shows that this time–scale approaches approximately 20% of the
dynamical age for all angles. The dashed vertical line shows the dynamical age
of B5 IRS1 (11 kyrs) inferred by Cantó et al. (2008). The dashed horizontal line
demonstrates that for most angles, by a cavity age of 11 kyrs, the time–scale
on which the injection rate changes is more than 1 kyr. As discussed in Section
5.2, the chemistry of the interface reaches a quasi–equilibrium within this time.
1 kyr is therefore a suitable chemical integration time for our decoupled chemi-
cal model at all but the angles close to the opening angle. For younger cavities,
shorter chemical time–scales will be suitable.
approaches approximately a fifth of the dynamical age of the cavity for all angles. As a
result, any chemistry driven purely by the injecta that can reach equilibrium on time–scales
an order of magnitude shorter than the dynamical age can be modelled independently of
the dynamics since the injection rate is effectively constant. However, if the chemical time–
scales are significantly longer than the dynamical age then it is necessary to integrate the
dynamics and chemistry coupled in time. As we shall further argue in Section 5.2, the
much simpler first situation holds for our model, with chemical equilibrium times of order
1 kyr being typical.
5.2 Chemical Model
Given that the outflowing material interacts dynamically with the envelope to form the
observed interface, we now wish to model the chemical interactions between the two gases
as they mix turbulently. Our chemical model borrows heavily from the work of Rawlings
et al. (2000) in modelling outflow interface chemistry. In their work, HCO+ is formed as a
5.2. Chemical Model 116
product of the reaction between C+ and water:
C+ + H2O→ HCO+ + H.
The available C+ was presumed to have been formed from the photoionization of atomic
carbon by UV radiation given off in the bow shock associated with the expansion of the
cavity. At the same time, the shock was assumed to liberate the icy mantles of dust grains,
giving an initial gas–phase chemical composition equal to typical dark cloud dust mantle
compositions, including the necessary water for processing. Indeed, Bachiller & Pérez
Gutiérrez (1997) observed a rich array of species produced in the shocked regions of L1157,
including some believed to be processed from interstellar ices. More specifically, Nisini
et al. (2010) see emission from water that is spatially correlated with the outflow shock of
L1157. While this reaction pathway could generate high fractional abundances of HCO+
(>10−7), it was only a temporary feature as the dissociative recombination reaction:
HCO+ + e− → CO + H
was rapid at typical conditions, and especially below 100 K due to its strong temperature
dependence. Hence, the high abundances in Rawlings et al. (2000) were only realized for
10–100 years.
Our chemical model includes the species shown in Table 5.2. We consider similar
initial conditions to those adopted by Rawlings et al. (2000), with the initial gas–phase
fractional chemical abundances, Y0, coming from observationally inferred values for the ice
composition of dark clouds. These values are given, as a function of the total elemental
abundances, X, in Table 5.3. The gas is thus assumed to be fully molecular, apart from
an atomic hydrogen abundance of 1 cm−3, established by the balance between cosmic–ray–
induced destruction and grain surface formation of H2.
The abundances of the chemical species are allowed to evolve with the gas–phase reac-
tions given in the RATE06 database (Woodall et al. 2007). In addition, H+, C+ and O+
are continuously injected at a rate given by Equation 5.2 multiplied by the appropriate
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Table 5.2. List of chemical species included in our model.
Chemical Species
H, H+, H2, H2+, H3+, H−
He, He+, Na, Na+, e−
C, C+, CH, CH+, CH2, CH2+
CH3, CH3+, CH4+, CH4, CH5+
O, O+, O2, O2+, OH, OH+, H2O, H2O+, H3O+
CO, CO+, HCO, HCO+, H2CO, H2CO+
Table 5.3. Total elemental abundances and initial fractional abundances of gas–
phase species, relative to hydrogen nucleons.
Parameter Definition Value
X(He) He/H 0.0763
X(C) C/H 2.0× 10−4
X(O) O/H 3.02× 10−4
X(Na) Na/H 5.2× 10−6
Y0(H2O) H2O/H 0.9 X(O)
Y0(CO) CO/H 0.1 X(O)
Y0(CH4) CH4/H 0.84 X(C)
Y0(C) C/H 8.5× 10−3 X(C)
elemental abundance and using the parameters in Table 5.1. Helium is also injected and,
following previous studies (e.g. Rawlings et al. 2000), is assumed to be only 10% ionized.
Sufficient electrons to maintain overall charge neutrality are also added to the interface.
The cosmic ray ionization rate is set to a standard value of ζ = 10−17 s−1. We set the
UV radiation field in our model interface to zero throughout this paper, considering only
cosmic–ray–induced UV photoprocesses. This allows us to compare results of our hot ion
chemistry model with those of the photochemistry model (Rawlings et al. 2000). Rawlings
et al. (2000) argue that UV photons are created in the bow shocks of the outflow. In
fact, the leading initial bow shock of a jet should have propagated a long way from the
regions near the central source we are examining. Instead, such jets usually have internal
working surfaces that are weaker shocks caused by variations in the jet mass loss rate
and speed. These weaker shocks and working surfaces should form a reasonably constant
source of high temperature and local UV radiation that can ionize the outflow material
near the star but with negligible effect on the interface. van Kempen et al. (2009) argue
that for the source HH 46 the radiation field reaching the cavity wall could be as high as
600 Draine. However, factors including weaker shocks in different sources, photoionization
of outflowing gas within the cavity and geometric variations along the cavity wall could
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all significantly reduce this, especially close to the central source. We use this argument
to justify our assumption that the outflow material is ionized while there is negligible UV
radiation in the interface itself.
The density and temperature of the interface are poorly understood and are treated as
free parameters. A number of works have attempted to infer these properties using obser-
vations, models and simulations and can guide us in our choice. Cunningham et al. (2006)
simulate turbulent interfaces with densities of 103–105 cm−3, while the magnetohydrody-
namic simulations of Bürzle et al. (2011) and Bate et al. (2014) are capable of much higher
densities (although at earlier times). Temperatures of order 100 K are also seen in the last
of these works. Observational studies such as van Kempen et al. (2009) suggest relatively
low temperatures in the range of 80–150 K and densities of a few times 104 cm−3 for the
HH46 outflow, although there are uncertainties since the observed CO 3–2/6–5 line ratio is
not expected to change significantly as the kinetic temperature increases above 100 K (van
der Tak et al. 2007). These contrast with the predictions of entrainment models where
outflow temperatures of over 1000 K are possible (Cunningham et al. 2006, Li et al. 2013).
In Section 5.3 we choose to consider a grid of densities from 3 × 104 to 106 cm−3 and
temperatures from 100 to 150 K for all reactions. These ranges represent a suitable inter-
mediate between the cold, dense molecular envelope and the hotter, more diffuse outflowing
material as they mix turbulently with one another. While high–J CO (Yıldız et al. 2010)
and HCO+ (Kama et al. 2013) observations would seem to demand a much hotter interface,
it is possible that such transitions could be collisionally excited by energetic electrons from
the injecta due to the typically lower critical densities. In fact, our typical equilibrium
ionization fractions of a few times 10−4 are close to the prediction by Jiménez-Serra et al.
(2006) of 10−3 in the magnetic precursor of an outflow C–shock from measurements of
the excitation of H13CO+, among other species. We also note that if temperatures were
significantly less than 100 K, freeze out of water onto grains would remove the main reagent
for the formation of HCO+ and a non–thermal desorption mechanism would be required
to liberate the water ice. While other models may appeal to photodesorption by direct UV
radiation, it may also be possible to initiate our model with secondary UV photons due to
ionization by cosmic rays in such a case.
Figure 5.3 shows chemical abundance profiles as a function of time for a typical pa-
rameter set. As with the photochemical pathway presented in Rawlings et al. (2000), our
injection model can give an enhancement in the HCO+ abundance to ≈ 10−8, but only on
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Figure 5.3. Modelled fractional chemical abundances relative to hydrogen near
the base of a cavity of age 11 kyrs as a function of chemical integration time.
The interface temperature is 150 K and the density is 105 cm−3. The abundance
of HCO+ is seen to correlate with a variety of parent molecules including H2O,
OH and CH4 before they are all destroyed. A quasi–equilibrium is reached after
approximately 1 kyr.
5.2. Chemical Model 120
time–scales of 10–100 years. Beyond that time, dissociative recombination becomes signif-
icant and a lower abundance remains. An approximate chemical equilibrium is reached by
the system on time–scales of the order 100 years for all species, roughly independent of the
physical parameters. With reference to Figure 5.2, for a cavity of age over 10 kyrs such as
B5 IRS1, the injection evolution time–scale is more than 1 kyr on all angular scales and
so the interface can reach this equilibrium. We are therefore justified in using a chemical
integration time of 1 kyr to represent the equilibrium state of older cavities like B5 IRS1.
For younger cavities, this injection evolution time–scale becomes shorter and so a shorter
chemical integration time will be necessary. Note that small abundance variations are
seen at approximately 10 kyrs due to reactions with He+, but these are only temporary
fluctuations lasting a few kyrs.
As in the work of Rawlings et al. (2000), the main pathway to HCO+ formation on
time–scales of approximately 10 years is the reaction of water from the initial chemical
composition of the gas with ionized carbon. The material injected into the interface is a
much weaker source of ionized carbon than photoionization, meaning this reaction alone
does not produce as much HCO+ in our model. However, two other routes to HCO+
are initiated by hydrogen ions present in the injected material in our model but typically
absent in photochemical reaction networks. The first involves the formation of the CH+5
ion which can then react with carbon monoxide:
CH4 + H
+ → CH+4 + H
CH+4 + H2 → CH+5 + H
CH+5 + CO→ HCO+ + CH4.
The other pathway involves the formation of CO+ ions, either by the cosmic ray ionization
of carbon monoxide or the reaction of OH with injected carbon ions:
H2O + H
+ → H2O+ + H
H2O
+ + H2 → H3O+ + H
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H3O
+ + e− → OH + H + H
OH + C+ → CO+ + H.
CO+ then readily reacts with available molecular hydrogen to produce HCO+:
CO+ + H2 → HCO+ + H.
These three reaction pathways together lead to abundances of HCO+ that are compara-
ble to the results of Rawlings et al. (2000); typically between 10−7 and 10−9 relative to
hydrogen in the first 100 years of chemical integration.
5.3 Results
In this section we present the grid of outputs from our model for a range of parameters.
First, we took four cavity dynamical ages (tdyn = 2, 6, 11, 14 kyrs) and calculated the
turbulent injection rate (Equation 5.2) as a function of position. We then integrated the
resulting chemistry for a chemical age tchem = 10 kyrs at all positions and using a grid
of densities (n = 3 × 104 to 106 cm−3) and temperatures (100 K, 125 K and 150 K). The
spatial abundance profiles of the interfaces in CO and HCO+ are presented in Figures 5.4
and 5.5 respectively. The 2 kyrs interface is plotted after a chemical integration time of
100 years, the 6 kyrs interface after 300 years and the older 11 and 14 kyrs interfaces after
a chemical age of 1 kyr; motivated by the results of Figure 5.2 and Section 5.2.
A number of features are apparent and allow us to constrain the physical conditions
of the interface. Over the modelled range of the parameters, the chemical composition is
more strongly dependent on density than on temperature. Below densities of 105 cm−3,
carbon monoxide is unable to saturate due to the dissociation by injected He+:
He+ + CO→ C+ + O + He.
At 105 cm−3 a transition to CO saturation is seen, with the regions of the interface at
larger radii (and hence lower ion injection rates) able to sustain a significant amount of
carbon monoxide. With higher densities, the injected material has a lower impact on
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Figure 5.4. Fractional abundances of CO relative to hydrogen for a cavity of
dynamical age 2 (dot), 6 (dot–dash), 11 (dash) and 14 (solid) kyrs as a function of
distance from the central source. The temperatures used are 100 K (left), 125 K
(centre) and 150 K (right). Densities are fixed at 3 × 104 cm−3 (top) through
105 cm−3, 3 × 105 cm−3 and 106 cm−3 (bottom). The chemical integration times
at which the abundances are plotted are 100, 300, 1000 and 1000 years for the 2,
6, 11 and 14 kyrs cavities respectively.
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Figure 5.5. The same as Figure 5.4 except showing the fractional abundances
of HCO+ relative to hydrogen.
5.3. Results 124
molecular abundances and saturation is achieved for all but the regions closest to the
central source. The CO dependence on temperature is minimal over the modelled range.
What is of most interest is that at the density of 105 cm−3 there is a marked variation in CO
abundance patterns over the age of the cavity. The youngest, narrowest interface modelled
has a severely diminished carbon monoxide fractional abundance of less than 10−6 over
all angles. By comparison, the 6 kyrs cavity exhibits a small band of CO saturation at
radii greater than approximately 4000 au. The two older and wider angle interfaces show
a significantly increased band of CO saturation in to closer radii. We argue in Section 5.4
that this variation is not sensitive to the choice of chemical time–scales at each cavity age.
This feature of more CO at wider angles in the model can be compared with the obser-
vational preference towards wide angled outflows observed in CO. It raises the possibility
that if the dynamics of protostellar outflows cause a decollimation effect then there could
be an observational bias against the youngest of these objects due to the lower abun-
dance of carbon monoxide. This would reproduce the apparent observational selection of
wide angled “brandy snifter” shaped outflows in preference to narrower “champagne flute”
shapes noted previously. However, at the smallest radii, the model yields negligible CO
abundances at all ages, failing to reproduce the observations that continue all the way in to
the central object. Since our injection function (Equation 5.2) scales as R−3S , the density
of hot ions is greatest nearest the central source and as such, helium ions more readily
dissociate any carbon monoxide present in this region. Potential resolutions to this issue
are considered in Section 5.4.
The modelled HCO+ abundance distributions exhibit similar properties to CO. Below
the density of 105 cm−3 almost none is able to form, while fractional abundances of up to
≈ 3×10−9 can form above this threshold. HCO+ abundances are also marginally higher
at higher temperatures due to the reduced dissociative recombination rate. Furthermore,
HCO+ is more prominent at larger radii due to the reduced electron injection rate leading
to a slower rate of dissociative recombination. At densities of 3× 105 cm−3 and 106 cm−3
there is also evidence for a preferential distance (or equivalently polar angle) at which
the abundance of HCO+ peaks in equilibrium. Whether or not such a feature would be
observable is unclear, but it does show the fine balance between needing enough H+ from
the injecta to form a large fractional abundance of HCO+ in equilibrium and not adding
too many electrons to destroy it all.
The features of the model discussed above suggest that the physical conditions leading
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Figure 5.6. Cross–sectional fractional chemical abundance maps of CO (top) and
HCO+ (bottom) for cavities of dynamical age 2 (narrowest, not visible in either
plot due to low abundances), 6, 11 and 14 (widest) kyrs. The interface density
is 3 × 105 cm−3 and the temperature is T = 150 K giving the best qualitative fit
to the observed chemical properties. The chemical integration times at which the
abundances are plotted are 100, 300, 1000 and 1000 years for the 2, 6, 11 and
14 kyrs cavities respectively. The interface thickness has been exaggerated to 50%
of the dynamical radius for clarity. Note that the youngest cavity is not seen in
either plot due to the fractional abundances of both species being off the bottom
of their respective scales.
5.4. Discussion 126
to the qualitative observations of abundant carbon monoxide and HCO+ are quite finely
tuned. The combination of density n = 3×105 cm−3 and temperature T = 150 K appears to
give the best qualitative match. Such parameters are in broad agreement with the various
observations, models and simulations discussed in Section 5.2. The abundance cross–
sectional maps of CO and HCO+ for that combination of parameters are shown in Figure
5.6. Most strikingly, the youngest 2 kyr cavity fails to reach CO saturation and would
therefore likely be unobservable, in agreement with the hypothesis that the morphological
bias towards wide–angled outflows is chemical in origin. While the equilibrium abundances
of HCO+ shown in the figure are somewhat lower than observed, it is still true that a short
lived burst in fractional abundance is seen on time–scales of approximately 10 years as
shown previously in Figure 5.3 and the same as in the previous photochemical model
(Rawlings et al. 2000).
5.4 Discussion
We have produced a model for the chemistry in protostellar outflow interfaces driven by
injected ions that is able to broadly reproduce some of the quantitative and qualitative
features of those systems. For the right choice of density, bands of carbon monoxide are
observed in the edges of cavities with opening angles larger than approximately 50◦. For
a cavity with a symmetry axis inclined in the plane of the sky, this would yield column
densities of the order a few times 1018 cm−2 which is easily observable. Furthermore, the
critical density for CO(2–1) observations as taken from the Leiden Atomic and Molecular
Database (Schöier et al. 2005) is approximately 105 cm−3. This value of critical density
supports the view that interfaces with this density should be readily observable and, ac-
cording to the model presented here, should show a wide–angled morphology. HCO+ is
also produced in our model, although not in quite the quantities inferred from observa-
tions. However, temporary enhancements to 10−8 occur on time–scales of 10–100 years as
in Rawlings et al. (2000).
One key shortcoming is the inability to form carbon monoxide all the way into the
central source. The cubic radial dependence ∝R−3S was the main factor in determining the
local ion injection rate and not sinψ as predicted. Due to this strong dependence on radius,
CO is rapidly destroyed close to the opening angle due to too much He+ being injected.
There are, however, a number of potential refinements that may correct this deficiency.
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The first point of note is that while the ejected material is presumed to be uniform with
solid angle in our model, it could be argued that the presence of any magnetic field (for
example) may collimate it, with more material ejected towards the poles, so that the
injection rate at wide angles is reduced. This could take the form of a further geometric
factor in the injection rate equation, e.g. ∝ cos(θ/θm); maximal near the pole, zero at the
opening angle and normalized over solid angle. Another consideration is that the cavity
wall thickness may not be proportional to the dynamical radius. In their simulations,
Cunningham et al. (2006) observe interfaces that are not only approximately constant
thickness as a function of angle, but in fact grow with time. While the way in which this
growth may be parametrized is not clear, it is evident that the thickness of the interface in
our model could have been underestimated close to the central source. Increasing it would
have the effect of diluting the injected helium ion abundance and hence reducing the rate
of CO destruction. Finally, while reasonably argued from geometric considerations, the
turbulent mixing efficiency sinψ is surely uncertain. If it were a stronger function of the
mixing angle (for example, sin2 ψ), this would have the effect of again reducing the injection
rate near the central source where the mixing angle ψ → 0 and could yield an enhanced
CO abundance.
The model features mentioned above are not considered explicitly in this exploratory
paper, rather reserved for future work. However, variations in some of the parameters
that were considered fixed in previous sections can shed some light on the response of
the model that can be expected. The simplest of these is to allow a global multiplicative
pre–factor to scale the injection rate in Equation 5.2. The results of varying this pre–factor
are summarised in Figure 5.7. Reassuringly, on the time–scales we considered before, our
initial conditions are in equilibrium in the absence of injection, while scaling the injection
rate up by a factor of 10 removes both CO and HCO+ from the system on all angular scales
of interest. However, reducing the injection rate (as given by Equation 5.2) by a factor of
ten demonstrates quite how sensitive the system is to the rate of turbulent injection. The
interface then contains somewhat more HCO+ on all angular scales and CO is observed
in to much closer radii, although the discrimination between CO abundances in older and
younger cavities is lost. All of the issues discussed above – interface thickness, mixing
efficiency and collimation of the ejecta – could be realized in terms of a reduction in the
injection efficiency, particularly close to the central source.
One other choice of parameter that was discussed thoroughly in Sections 5.1 and 5.2 is
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Figure 5.7. Fractional abundances of CO (top) and HCO+ (bottom) relative
to hydrogen for a cavity of dynamical age 2 (dot), 6 (dot–dash), 11 (dash) & 14
(solid) kyrs. The temperature is fixed at 150 K and the density at 105 cm−3. A
multiplicative prefactor to the injection rate of Equation 5.2 is used, ranging from
0 (left) through 0.1, 1 and 10 (right). The chemical integration times at which
the abundances are plotted are 100, 300, 1000 and 1000 years for the 2, 6, 11 and
14 kyrs cavities respectively.
Figure 5.8. Fractional abundances of CO (top) and HCO+ (bottom) relative to
hydrogen for a cavity of age 2 (dot), 6 (dot–dash), 11 (dash) & 14 (solid) kyrs.
The temperature is fixed at 150 K and the density at 105 cm−3. The chemical
integration time is varied from 1 year (left) through 10, 100 and 1000 years (right).
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the chemical integration time, tchem. This choice was made to be shorter than the typical
time–scale on which the injection rate changes for its age. However, as shown in Figure
5.2 the time–scales near the cavity base are significantly shorter than further out; this
was not considered in Section 5.3. Figure 5.8 shows the evolution of the interface carbon
monoxide and HCO+ fractional abundances with chemical integration time. The relative
stability of CO and the flare up of HCO+ between 1 and 10 years of chemical integration is
evident. However, between 100–1000 years, the profiles of both remain roughly constant,
with only a small amount lost to the usual reaction channels. Figure 5.2 shows that the
time–scale on which the injection rate changes is greater than 100 years for all angles and
cavity ages. Therefore, we argue that the choice of chemical age between 100–1000 years
from Section 5.3 has limited effect on the overall results. From Figure 5.3 we can see that
the abundances of both CO and HCO+ dip at t ∼ 6 kyrs. This could inhibit emission from
some older outflow cavities, suggesting that, rather than just a minimum, there may be
a range of cavity opening angles that are conducive to observable emission. However, the
abundances recover at later times, so the effect may be marginal.
As a part of their work to model the abundance of CO+ in outflow systems, Bruderer
et al. (2009) considered a similar mixing mechanism driving the chemistry. While their
model injected only ionized atomic hydrogen and electrons, they concluded it could only
produce column densities N(CO+) ≈ 108 cm−2; some two orders of magnitude less than
their two dimensional photochemical model that matches the observational data. While
our chemical scheme produces comparable peak abundances (Y (CO+) ≈ 10−10), in some
regions this abundance is sustained for as long as 104 yrs by comparison with less than one
year in their model. We can therefore assume in our model that CO+ is present through
the full width of our cavity wall giving column densities for a cavity in the plane of the sky
as high as N(CO+) ≈ 1012 cm−2. Although this maximal value may be larger than the
inferred column density, it is possible that our full injection model can provide an adequate
explanation of the observed CO+ signal. The relatively high column densities as well as the
strong correlation with HCO+ over the chemical integration time make it an interesting
species for comparison with other models. Another chemical signature of our model is
the high abundance of OH seen in Figure 5.3. While previous studies have not provided
a prediction on the presence of the OH radical, it would be expected in photochemical
models following the photodissociation of water.
A number of potential chemical mechanisms were neglected in our modelling that could
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have an effect on the numerical results of our study. Importantly, the presence of small dust
grains and polycyclic aromatic hydrocarbons (PAHs) is believed to reduce the abundance
of free electrons by combining with them rapidly to form negatively charged particles. This
could significantly reduce the rate for dissociative recombination of HCO+ by electrons;
the dominant destruction pathway. While the negatively charged PAHs can themselves
react to dissociate HCO+, they move significantly slower than electrons and so the rate
coefficient for that process will be significantly lower than with electrons, leading to an
expected increase in the HCO+ abundance in the presence of PAHs. This argument would
suggest that the HCO+ abundances in our model are therefore underestimates of the true
column densities. On the other hand, negatively charged PAHs provide further chemical
pathways for recombination, such as mutual neutralization reactions with C+ ions (Bakes
& Tielens 1998). This could reduce the formation rate of HCO+ meaning that our modelled
fractional abundances are actually overestimates. Since the model of Bruderer et al. (2009)
also contained PAH chemistry, such reactions might also provide an explanation for the
significant drop in CO+ abundances that they found after one year. In the case of high–
mass young stellar objects, Stäuber et al. (2005) demonstrated that the presence of X–ray
photons from the central source acted to provide an enhancement in the HCO+ abundance
due to more C+ ions produced by secondary photons from excited molecular hydrogen.
Low–mass analogues are expected to have similar X–ray luminosities (Montmerle 2001)
and so we expect that the presence of X–rays would complement our model by enhancing
the HCO+ abundance while leaving CO abundances roughly the same.
We also note that the origin of the cavity is not explicitly considered. Whilst we adopt
the model of a decollimating outflow of constant total mass loss rate as in Cantó et al.
(2008), the physics leading to such a system was never considered; the model was simply
fit to the observed shape to constrain the physical parameters of the ejecta and envelope.
In fact, the model of Li et al. (2013) is static by comparison, with the ram pressure of the
outflow balanced by the turbulence in the interface. It is possible to apply our model to
such static systems by considering the full chemical equilibrium as tchem →∞. Once again,
Figure 5.8 suggests that this would have the effect of reducing the HCO+ abundance but
also removing most CO from the two younger cavities. This then fits even better with the
observed bias, with only more powerful outflows that lead to wider opening angles being
observable. Furthermore, our ignorance of the dynamics of the mixing in the cavity wall
means we are unable to comment on the observed broad line profiles of CO (Yıldız et al.
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2012) and HCO+ (Kama et al. 2013) at high J. While a shock origin has been proposed, a
more detailed dynamical model of the mixing in the cavity walls may tell us if a turbulent
origin may also be valid.
Finally, it is noted that a two dimensional photochemical model could produce a similar
morphological bias. However, the main source of UV radiation in the cavity is uncertain.
In their model, Visser et al. (2012) considered the central protostellar object as a source
of isotropic UV radiation, meaning the local radiation field varies along the cavity wall
in a similar manner to our ion injection rate due to the same geometric spreading and
impact angle. The resulting chemistry is therefore likely to have a qualitatively similar
spatial dependence to our turbulent mixing model. The same is also likely to be true for
UV photons originating from the accretion luminosity of the inner protostellar accretion
disc (Spaans et al. 1995). However, Visser et al. (2012) also suggest local shocks in the
cavity wall as it expands into the surrounding cloud could be a source of UV radiation
that is more uniform along the cavity wall leading to a more uniform abundance profile.
Furthermore, shocks from the internal working surfaces of the optical jet (Rawlings et al.
2000, van Kempen et al. 2009) could lead to the local radiation field and hence chemical
abundances in the cavity wall being enhanced in the vicinity of knots in the jet. The
spatial variations in the CO and HCO+ abundances should be uniquely sensitive to the
morphology of the system driving the chemistry, whether driven by photochemistry or
turbulent mixing of ions.
5.5 Conclusions
We have developed a model for the chemistry at the interface between the outflow and the
molecular envelope for low–mass protostars. The chemistry is driven by turbulent mixing
of hot ions from the ejecta with cold molecular gas in the envelope. In particular we observe
the following features of the model:
• A preference towards systems with wider opening angles in the modelled CO abun-
dances.
• High abundances of HCO+ without the need for photochemistry.
• Approximate chemical equilibrium reached on the time–scale at which the injection
rate changes, leaving the results independent of the choice of chemical integration
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times greater than 100 years.
• The results are acutely sensitive to the interface density, with 105 cm−3 providing
the best fit to observed CO morphologies.
• Temperatures of 150 K give the maximum possible stable HCO+ abundance within
the range investigated.
• The assumed magnitude of the injection rate is critical in determining if CO and
HCO+ form or are destroyed by injected He+ and e− respectively.
These results are quantitatively similar to those of Rawlings et al. (2000) using pho-
tochemistry, with the addition that observed CO maps are qualitatively matched by the
model abundances. This provides a possible explanation for the observational preference
towards wide opening angle outflows: higher injection rates of dissociating ions for narrower
opening angles reduce the CO abundance and make it unobservable. A three dimensional
radiative transfer treatment would allow us to consider the degree to which a realistic
abundance profile affects the inferred CO map, and to determine if such a treatment is
necessary to understand the observations. It would also be interesting to consider photo-
chemistry and ion driven chemistry in these systems side by side and in combination, to
look for unique tracers that might reveal the true nature of the chemistry at work. We
reserve these considerations for future work.
Chapter 6
Conclusions
In this thesis we have designed a range of new models, both chemical and statistical, and
made application to a range of problems pertinent to astrochemical research. From the
basic theory underlying chemical kinetics combined with recent laboratory and theoretical
studies of rate coefficients that underpin all of this work, we have been able to address the
physical processes driving chemistry in diffuse gas, photochemical shielding of the nitrogen
chemical network by molecular hydrogen and atomic carbon and the origin of the carbon
monoxide morphology and HCO+ abundance in low–mass protostellar outflows. More
importantly, in developing the software package Pliny for the statistical analysis of models
against data with cutting edge parallel performance, we have provided a general framework
to allow more precise and rigorous inferences to be made from astrochemical observations
and scientific data in general. We summarise the key achievements and conclusions of each
chapter in this thesis below while remarking upon possibilities for follow up work.
In Chapter 2 we demonstrated the performance of our new parallel implementation of
the Bayesian nested sampling algorithm, Pliny. In terms of accuracy and reliability of
the evidence integral, parallel time–to–solution and sampling efficiency we showed that it
represents a significant improvement on the current state–of–the–art software for a range of
unimodal posterior distributions. These improvements are down to utilizing a more accu-
rate bounding ellipsoid algorithm to describe the sampled space and an MPI parallelization
scheme that duplicates many inexpensive calculations across processors so as to minimize
potential communication bottlenecks over low latency networks. The demonstration of
133
134
linear parallel scaling is a huge asset and we expect the software to find widespread use
on current peta– and future exa–scale supercomputers and in the analysis of high–volume
datasets coming from next generation telescopes including the Square Kilometre Array and
Euclid. There are a range of potential performance gains still to be had, from moving to
a hybrid MPI + OpenMP parallelism that exploits local shared memory for faster matrix
methods, to implementing samplers that can deal with non–Gaussianity in a geometry free
manner. Development is ongoing.
In Chapter 3 we made the first scientific application of Pliny to investigate the chemical
complexity of diffuse gas clouds. From spectroscopic observations of carbon–, oxygen–,
nitrogen– and sulphur–bearing ions and molecules in gas towards G10.6-0.4 made by the
Herschel Space Observatory, we were able to constrain the physical conditions of the gas
from a chemical model in a statistically robust and rigorous manner. As well as describing
the physical state of the gas in terms of its density and temperature, we were able to
discriminate between possible chemical mechanisms at work in regulating the abundances
of those species. Photochemical processes which have been appealed to in previous models
were ruled out as a viable source of ammonia with hydrogenation of nitrogen on grain
surfaces inferred to be the more probable formation pathway. Furthermore, we confirm the
need for a magnetically–induced decoupling of the ionic and neutral fluids; our inferences
were consistent with turbulent dissipation and a single strong C–shock while ruling out the
presence of many low velocity C–shocks. As identified in Section 3.4, future models with
more complex geometries are likely needed in order to provide a more accurate description
of the absorption line profiles and to discriminate between mechanisms for the origin of
the magnetic decoupling.
In Chapter 4 we presented new calculations for the direct and cosmic–ray–induced
photorates for a range of species. In addition we calculated mutual shielding factors for
those species by the atomic carbon ionization continuum along with approximations for the
mutual shielding by molecular hydrogen of molecular nitrogen and CN, both of which had
been notably absent from many recent models of photon dominated regions (PDRs). We
were able to model the importance of these mechanisms in promoting nitrogen chemistry,
including significant enrichments in the relative abundances of ammonia and N2H+, for
a range of physical conditions. We expect our model for mutual shielding by atomic
carbon to be integrated into many future PDR models due to their chemical significance
yet low computational cost due to simple parametrized forms. Having demonstrated its
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qualitative importance, there is clearly scope for more rigorous and quantitative work on the
radiative transfer of molecular hydrogen to investigate the extent to which our assumption
of complete mutual shielding of N2 and CN is true, as well as for the dependence on dust
extinction of our newly calculated photorates.
Finally, in Chapter 5 we modelled the origin of carbon monoxide and HCO+ in the
cavity walls of young, low–mass protostellar outflows as a chemical process driven by
the turbulent mixing between hot ionized gas ejected from the central source and the cold
molecular envelope. We were able to demonstrate quantitative agreement with the observed
abundances of those species and with existing PDR models, as well as qualitatively argue
that the origin of an observational bias towards outflows with wide opening angles could
be due to the geometry–sensitive chemical mixing. Further work is needed to determine if
turbulent mixing or photochemistry (or indeed a combination of the two) are the dominant
chemical mechanism, which represents a suitable model comparison application for Pliny.
Such an analysis would require robust and quantitative tracers to be calculated such as the
CO excitation ladder and emission spectrum and column densities of CO+ for comparison
with observations.
Appendix A
Deriving the Interface Mixing Angle
As presented in Cantó et al. (2008), given an arbitrary scale length r0, the dimensionless
shape equation R¯S(θ) = RS/r0 for a momentum driven wind of constant mass loss rate,
steadily decollimating at a constant angular rate and expanding into an isothermal sphere,
can be defined implicitly as:
¯2κ¯R¯2S + 4(¯R¯S + θ − θm)cot(θ/2) + 8 ln
[
sin[(θm − ¯R¯S)/2]
sin(θ/2)
]
= 0, (A.1)
where ¯ and κ¯ are the dimensionless outflow decollimation rate and isothermal coefficient
respectively and θm is the cavity opening angle. This equation can be differentiated with
respect to θ to give an implicit equation for R¯′S = dR¯S/dθ:
2¯2κ¯R¯SR¯
′
S + 4(¯R¯
′
S + 1)cot(θ/2)− 2(¯R¯S + θ − θm)cosec2(θ/2)
− 4
[
¯R¯′Scot
(
θm − ¯R¯S
2
)
+ cot(θ/2)
]
= 0. (A.2)
Converting back to dimensional quantities and considering the geometry of the problem
in cylindrical coordinates (r,φ,z), we can calculate ω, the angle between the cavity wall
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tangent and the cylindrical radial vector (r) as:
dz = dRS cos θ −RS sin θdθ, (A.3)
dr = dRS sin θ +RS cos θdθ, (A.4)
tanω =
dz
dr
=
R′S −RS tan θ
R′S tan θ +RS
. (A.5)
From triangle geometry we then get a function for the mixing angle, ψ, as a function of
RS, R
′
S and θ:
ψ = arctan
(
R′S −RS tan θ
R′S tan θ +RS
)
+ θ − pi
2
. (A.6)
Appendix B
Deriving the Density Injection Rate
From the definitions given in Cantó et al. (2008), we define the density injection rate at
time tdyn into the interface, ρ˙inj, as the mass loss rate per unit solid angle (m˙Ω0) at a
time RS/v0 in the past divided into a box of volume R2Sl where l = 0.1RS is the assumed
thickness of the cavity:
ρ˙inj =
m˙Ω0
R2Sl
sinψ. (B.1)
Here we have added a nominal mixing efficiency sinψ depending on the angle of impact
between the outflowing material and the cavity wall, ψ, as derived in Appendix A. The
definitions of these variables from Cantó et al. (2008) then give our equation for the rate
of injected particle density, n˙inj, assuming it is dominated by H+ ions of mass mH:
n˙inj =
5M˙0
pimHRS(θ)3
sinψ
1− cos[(tdyn − RS(θ)v0 )]
cm−3 s−1, (B.2)
where M˙0 is the total mass loss rate of the outflow, mH is the hydrogen atomic mass,  is
the outflow decollimation rate and v0 is the outflow velocity.
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