Abstract-This paper focuses on a system of recognizing human's emotion from a detected human's face. The analyzed information is conveyed by the regions of the eye and the mouth into a merged new image in various facial expressions pertaining to six universal basic facial emotions. The output information obtained could be fed as an input to a machine capable to interact with social skills, in the context of building socially intelligent systems. The methodology uses a classification technique of information into a new fused image which is composed of two blocks integrated by the area of the eyes and mouth, very sensitive areas to changes human's expression and that are particularly relevant for the decoding of emotional expressions. Finally we use the merged image as an input to a feed-forward neural network trained by back-propagation. Such analysis of merged images makes it possible, obtain relevant information through the combination of proper data in the same image and reduce the training set time while preserved classification rate. It is shown by experimental results that the proposed algorithm can detect emotion with good accuracy.
I. INTRODUCTION
We are approaching a probable future where machines could exceed human performance, but it is more accurate to think of humans with enhanced capabilities with the help from machines that understand their emotions [1] . Nowadays, Artificial Intelligence with its major contributions seems to show us that there is no doubt that sooner or later the machines will be become more and more clever, e.g., intelligent machines are balanced to fill a growing number of roles in today's society, and its influence is entering directly virtually every domain of our lives, including surgical assistants [2] , fighting on battlefields like autonomous fighter machines [3] , and assisting in classrooms in educational contexts [4] , nursing homes [5] , and offices [6] .
In humans, emotions play an extremely important role in their lives. They are the most reliable indicators of capacity in human socialization. They determine how we think, how we behave and how we communicate with others. With this information, it is possible to think, that the new future generation of machines must have some skills to understand human emotions and generate synthetic emotions similar to humans. The new machines could have some kind of functionalities to respond more flexibly, foretell and adjusting to what humans want. Depending on the complex process of emotion internalized in the body, the meaning of the postures, facial expression, eye gaze, gestures, and tone of voice, etc., of the individuals differs a lot.
Therefore, we can underline into the group of humans emotional and attentional expressions "the emotion recognition through facial expression", as well as automatic emotion recognition, necessary to generate a communication bridge between humans and machines. In order to facilitate the human-machine interrelation, the machines must possess some type of system that could allow measuring human emotions and provide its corresponding interpretation. Like in humans, we could be think that the machines could have some rationality and it cannot be understood in a separate manner from emotion, "Particularly for mobile robots, we need to have something similar to emotions in order to know -at every moment and at least-what to do next" [7] .
The facial features and expressions are one of the groups of windows through which humans express emotions, and are critical to daily communication. The human face assists a number of cognitive tasks, e.g., in a noisy environment the lips from the mouth can contribute greatly to speech comprehension or a simple action of "knit one's brows" makes clear our disagreement about something. Research in social psychology has shown that conveying messages in meaningful conversations can be dominated by facial expressions, and not by spoken words [8] . The complex world of face emotional expression contains important information, and it can then be said to play a communicative role; it can be controlled to some extent and be intentionally used to acquire knowledge from the others and know their emotional state. A greater understanding on the part of the machines about the human emotional expressions could generate in them expectations about our own behavior and adapt theirs accordingly.
In the present article, we addressed the problem of emotion recognition through facial expression and, in the same time, we introduce a new method to detect six basic facial emotional expressions by using an ANN (Artificial neural network) in merged images. The output of this system is a recognized emotion, that it will impact in a future model that supports the decision making process of a survey machine, see [9] , that issue is very related with the emotional behavior in user's faces when they confront a set of questions. The advantage of using merged images is the selection of relevant information only in implied areas affected by facial changes. The original image of the face is represented by another reduced-size image that keeps the basic features, where facial expression shows more changes, these advantages in merging images are show in a reduced training time, performance in classification rate and the fast convergence of the back-propagation error. This paper is structured as follows: Section II presents a literature review related with emotions in machines, emotion recognition in facial expressions and Facial Emotion Recognition through Neural-network-based methods, while section III describes the implementation of facial emotion detection model. Experimental results are presented in Section IV, while Section V presents the discussion and future work.
II. LITERATURE REVIEW

A. Emotions in Machines
Not long ago, the idea of integrating computational systems with emotions was formulated [10] . Rosalind Picard [11] , developed the term "Affective Computing" where the computing relates to, arises from, or deliberately influences emotion or other affective phenomena and it has a main objective: to recognize and generate synthetic emotions affecting artificial agents. In relation to this topic, there are important works which try to look for the emotional interrelation between humans and machines, specifically simulating and interpreting emotions [12] , [13] .
Affective computing combines the research to produce machines which are able to recognize, model and communicate emotions to enhance human computer interaction and aid related research in surprising ways [14] . As an example, Decision Affect Theory [15] provided empirical evidence of the effect of expectations on emotion generation. Extensive models such as TAME [16] create demand for research connecting different theories and their effects on emotions and decision making, as we shall do. For several examples, see FLAME [17] , EMA [18] , Decision Field Theory [19] or AiSoy 1 [9] .
One of two main areas of the affective computing is: To detect emotional information, which is the problem addressed in this study. Affective computing tries to capture the information of the signs, which are related to the expression of emotions, and their interpretation. The data of users and environment can be captured by a set of sensors, after obtaining the information, this is classified in order to select just the relevant data for the analysis. Some of these types of detection are grouped in: voice recognition, natural language processing, face recognition (object of our study), etc.
B. Emotion Recognition in Facial Expressions
The concept of automatic face recognition closer to our days was developed in [20] , with an early attempt to automatically analyze facial expressions by tracking the motion spots on an image sequence. Recent work on construction of intelligent machines have attempted to replicate identically human beings [21] . But there is something lacking in the interaction between human beingmachine; "The emotional factor" remains very diffuse. Machines are still this cold component that precludes an understanding the humans' emotional state. Physically the ability to display emotions on a human like face is both an important and necessary step in making machines more accessible to the general public, we see clearly that the face is the window where the emotions are showed. Exists a correlation between all the emotions that are experienced and expressed in a spontaneous manner [22] , e.g., the expressions of the face are a clear manifestation of the intensity of an involuntarily emotion, without previous planning or intention.
Then the key will be to explore new ways of humanmachine interaction by enabling the computer to be more aware of the human user's emotional and attentional expressions, in this road, several approaches to recognize emotions from face have been reported, consistent with this view, this group of studies also analyzes facial emotional expression, diverse physical zones in tune with mechanical movements of the face muscles. A comprehensive review related with the analysis of facial expressions can be found in [23] . We could underline some within this group of approaches; the parametric models in order to extract the shape and movements of the mouth, eye and eyebrows was used in works of [24] , the major directions of specific facial muscles were the input in an emotion recognition system treated in [25] , the permanent and transient facial features such as lip, nasolabial furrow and wrinkles are good recurrent indicators over the emotions [26] , but in this technique, it is important to use geometrical models that with great accuracy located the shapes and appearances of these features, the presence of the features and their geometrical relationship with each other appears to be more important than the details of the features [27] .
Nonetheless, the common denominator in the facial emotion detection always be initiated with a detection of face zone, extraction and tracking of relevant facial information, and finally the facial expression classification, then with all of this information shall proceed to analyze the facial expressions to estimate emotion-related activities.
C. Facial Emotion Recognition through Neural-networkbased methods
The extraction of emotion from the static image allows the recognition of several physical features such as: eyes, wrinkles on the forehead, size of eyebrows, color of the skin, etc., and the corresponding sizing and location. In this case, the neural network is accurate for the acquisition of nonlinear mapping between different sets of data, this analysis allows decode the relationship between the physical features of a face and its impression. The potential of the Neural-network-based methods is the performance of facial expression classification into a single basic emotion category. The sort of selection in six basic emotions using Neural-network-based methods was proposed in the work of [28] , where, the units of the input to the ANN correspond to the brightness distribution data extracted from an input static image. The average recognition rate was 85 percent in a group of 90 tested images.
Furthermore, the ANN can be reinforced with the use of hybrid approach, in the work of [29] , the ANN are often combined with Hidden Markov Models (HMMs) and is employed in facial emotion classification. This analysis used an ANN to estimate the posterior for the discriminant HMM, and it achieved positive results on the recognition of emotion in the upper and lower parts of the static image separately. The focus research of [30] used the analysis of principal facial regions using principal component analysis and neural networks, the classifiers were built in a group of fifteen neural networks. Only one ANN into this group was used for region detection and the other fourteen were used to learned to recognize seven universal emotions over eyes and mouth regions. The conducted experiments showed a 46 percent to 80 percent rate of successful recognition that was reduced to the average precision of 70 percent.
Positive results in emotional classification of an input static facial image can be found too in [31] , this study showed outputs from six different classes of neutral emotions. In the construction of the ANN, the output layer had contained seven units, each of which corresponds to one category of emotion; the average of the correct recognition rate achieved was 86 percent. In works of [32] , the neural network performs a nonlinear reduction of the dimensionality in the input image, because the data of interest lies on an embedded non-linear manifold of the higher-dimensional space. In this step the algorithm makes a statistical decision about the category of the observed expression. The set of outputs gives an estimation of the probability of the examined expression belonging to the associated category. The power of this classification raised the 90.1 percent.
Others types of approaches like in the work of [33] propose the use of Multilayer Feed-forward Neural Networks and a Radial Basis Function Networks, commonly used in nonlinear mapping approximation and pattern recognition. The experiment shows the classification of seven basic types of emotions: Neutral, Happiness, Sadness, Anger, Fear, Surprise and Disgust. The Euclidean distances from the contour point in the static image and the geometric coordinates from facial characteristics points represent the set of data input into the neural network. This approach was tested with the set of images from the JAFFE database and it reached 73 percent of accuracy. Projections of feature regions on a fixed filter set of images was proposed in [34] , this model used a feedforward neural network, in which the inputs are the group of features based representation of the face, considering the observations found in the study of human expressions. The network model consists of ensembles of 11 feed-forward, fully connected by vanilla neural networks. This architecture has 105 inputs per network and each network include hidden layers with 10 nodes. The training of each network works with online back propagation. The outputs of each network are combined to produce a percentage value for the classification of each emotion. Experiments conducted in [35] , showed the applicability of neuro-fuzzy networks to extract emotion in facial motion. This approach have attempted at classifying primary and intermediate emotions using the definition of FAP intensities and the definition of emotions in terms of FAPs. The facial animation parameters (FAPs) specified in MPEG-4 compose a very rich set of parameters that allowing a wide range of facial motion. The challenge of this classification is performed by translating the Feature Point (FP) movements to the Facial Animation Parameters (FAPs).
III. IMPLEMENTATION OF FACIAL EMOTION DETECTION MODEL
An overview of the proposed work contains two major modules: Facial Image Treatment and an ANN propagation algorithm to recognize facial expressions. Basically, this facial emotion detection loop starts with the input of a new image, it passes through a series of phases, turning it into a new image (merged image) prepared for analysis in the ANN. The ANN has trained previously with a series of images that form the training set related with six different face emotions (six for each individual), with the same treatment that the input image. Finally, once the group to which the image belongs is found, the system reports about the emotional state of the face. The developed facial emotion detection loop can be seen in Fig. 1 .
Fig. 1. Facial emotion detection Loop
A system such as an automatic interviewer constantly analyzes the human face and will involve the task of categorizing active and spontaneous facial expressions using only the inputs of the eyes and mouth zone so as to extract information about the underlying emotional states. The extracted features are either geometric features such as the shape of the facial components (eyes, mouth) and the locations of facial ducial points (corners of the eyes, mouth), or appearance features representing the texture of the facial skin including wrinkles, bulges, and furrows, in our approach we work with the complete zone of the eyes and the mouth, for the sole purpose of merging the two extractions into a single new image. In order to resize the merged image we use the Nearest Neighbor Interpolation method, because it is very simple and requires less computation, as it use nearest neighbor's pixel to fill interpolated point. For the new matrix, a new value is calculated from a neighborhood of samples and replaces these values in the minimized image; this technique is applied to all the images in the training set of the Artificial Neural Network. For the object of our study is important apply some type of binarization over the images. We apply a simple formula related to the threshold from the pixel,
The value 230 was determined through trial and error depending on the luminous intensity over the set of images. This value could change accord to others luminous intensities. Our research takes in account, find in the future an efficient adaptive threshold rate. The threshold rate must have a value autofit, affected by the level of brightness in the images. An example of the total process of the facial image treatment can be seen in Fig. 2 . Once we have the group of images merged, the next step is to provide the ANN the current input data, what in this case are the images, here we fixed the first stage for the emotion recognition through facial expression. We use a backpropagation algorithm to recognize facial expressions with feed-forward architecture, here the algorithm uses complex relationships between inputs and outputs or to find patterns in data. The back-propagation of feed-forward architecture is designed based on facial features that merged on new image as illustrated in Fig. 3 .
The algorithm consists of (1) an input layer containing 1200 neurons that represent the input variables in form of pixels from the image of 40 x 30 size, that is extracted data from the part of the forehead and the mouth zone, that form the new merged image. The input variables x i (each pixel) is multiplied by a weight w i and are added after. We used a neuron bias b in the initialization process. Now we have the neuron's activation z. So, The neuron bias b works the same as adding an additional input with weight b and value 1, so we have,
Having the neuron's activation z, it is fed into the activation function σ(z). This function returns a value on the interval [0, 1]. The activation function that we used is the sigmoidal function, Thus, we shall assume that σ(z) = 0, for z < 0 1, for z ≥ 0 and σ(z) = 1 1 + e −sz (4) The parameter z determines the steep grade of the sigmoid function. We choose s = 1 and the output of the activation is then the output of the neuron. (2) one hidden layer containing one or more neurons to help capture the nonlinearity in the data, the number of neurons in the hidden layer depends on the number of training samples. The hidden layer is capable of approximating any continuous function. That is, as long as there is a sufficient number of hidden neurons in it. In order to fix the number of hidden neurons in the one hidden layer, we can use various criteria developed by researchers during the last couple of decades. We will use the approach developed in [36] ,
where L is the number of hidden layer, N in is the number of input neuron and N p is the number of input sample. The optimum number of hidden layers and hidden units depends on the complexity of network architecture, the number of input and output units, the number of training samples, the degree of the noise in the sample data set, and the training algorithm; and (3) an output layer containing six nodes representing the output variable to the problem, the number of neurons that has to be in the output layer is fixed as we know the number of emotions that we are going to consider, and in our case that is a set of facial expressions: anger, disgust, surprise, happiness, sadness and fear, into a set of six combinations per individual. Fig. 4 shows a part of the images that belong to the training data set.
Fig. 4. Facial expressions per individual
Our structure have one hidden layer and we start with input X i . The neurons between layers are fully interconnected with weight V ij and W jk . The activation of one hidden neuron j can then be found using z j = W h j T X, So, we can define
The elements of the matriz Z define the activation of the hidden neuron j to input sample x i . We can find the hidden layer activation Z, the hidden layer output V and the system output Y , in such case,
Where Y = [y 1 y 2 . . . y N ] T , and the output layer weights W 0 are defined equal that the hidden layer weights W h .
Now we need to train the ANN by back-propagation and this involves three stages: the feed-forward of the input training pattern, the calculation and back-propagation of associated error, and the adjustment of the weights. The data are fed forward from the input layer, through hidden layer, to output layer without feedback. The ANN is initialized randomly, the input x is taken and the next will be find the resulting output y, the desired output d serves to calculated the back-propagation of associated error e = d − y, the goal now is to minimize the cost function,
We assume that the output layer has no activation function. So we have y l = j w 0 jl v j . Now, we need adjust the weights of the output layer using the update rule,
In this equation the learning rate is α(n), and affects the speed at which the ANN arrives at the minimum . To find the Jacobian ∂J ∂w 0 jl we need use the chain rule, that is,
These three partial derivatives are all relatively easy to find. We have,
The output layer weights are updating through,
In the hidden layer we apply a similar principle, the Jacobian is obtained through,
After some computation, we obtain,
with,
The data is actualized through law for hidden neuron weights, so that,
Then, based on the feed-forward error back-propagation learning algorithm, back-propagation will search the error surface using gradient descent. Based on the error, the portion of error correction is computed, and then the weights for all layers are adjusted simultaneously, it is necessary use of N test samples x i , d i in order to adjust the weights. The training data set are each of six output expressions per individual in a merged image. We have decided to have 3 layers in order to train the ANN and the "Bias Neurons" option and "Sigmoid" for transfer function is important because our data set is normalized. Once the weights are calculated the ANN is ready to select the emotion in a merged image output, the algorithm will provide six outputs related with each set of emotions. Fig. 5 shows the complete figure of the Facial emotion detection process. 
IV. TESTS AND RESULTS
We have evaluated our algorithm in two different data sets, using our own data base of images and the images from the Cohn-Kanade (CK) database. We will show the results of four experiments that are divided in: the facial emotion detection using merged images in our own data base, the isolated analysis in the mouth and eye zones using our own data base, and finally, the facial emotion detection using merged images from the Cohn-Kanade (CK) database .
A. Facial emotion detection system using the complete merged in our own data base
We developed a controlled study to evaluate whether our methodology recognizes the emotions in static facial expressions, for this purpose, we use 72 images from 12 individuals randomly chosen, with different ethnic groups, sex (8 male and 4 female) and different lighting conditions at the time of image capture. A set of questions has been executed at the time to the image capture in order to trigger the six facial emotions and make more natural the experiment. We have another group used for the training set containing 36 images of six individuals, each of which consists of six images of emotions. The other group is used for test set that have 72 new images of 12 individuals, all the images that serve like a input to the ANN were subjected to a previous preprocessing step that cover resizing and merging, the final image composes the union of the areas from the eyes and mouth, the selection of these two regions as the basis for emotion recognition is predictable because the most visual indication of emotions is visible in those areas [37] . Table I shows the confusion matrix of the emotion recognition system based facial emotion detection which gives details of the strengths and weaknesses of this system. The overall performance of this classifier was 83.3 percent. The diagonal components reveal that all the emotions can be recognized with more than 75.00 percent of accuracy. The data is represented as a percentage of successful emotion recognition per emotion type. A graph of the same data can be seen in Fig. 6 Fig. 7 shows the groups of desired outputs contrasted with the real inputs, this graph provides an idea of the accuracy of our classifier, we can observe the six output emotions codified in six binary data. In the same graph we can observe the error calculated from backpropagation algorithm for 2000 iterations, it is clearly observable that this error decreases to zero and verifies that the ANN produces an output that exactly matches the expected output.
As can be seen, out of 12 images of anger, 9 of them are successfully classified, while the remaining 3 were recognized as sadness, it could be because the facial expressions like sadness, anger, and fear occurring in response to frustrating and threatening situations, e.g., in faces related with anger and sadness the common denominator are the Fig. 7 . I/O and BP error for the system using a merged image lips, sometimes, they are pressed tightly in both cases [38] . From 12 images of disgust, 10 of them were successfully recognized, while the remaining 2 were classified as sadness, in this case we could think that the confusion is produced by the similarity of the mouth, in these two face emotions, the mouth shape forms a bow that arches. Studies that use Positron Emission Tomography (PET) to examine brain function reveal that the activation zone for the disgusted and sadness faces is located in the left lingual gyrus from brain, hence the similarity of their expressions [39] . Out of 12 images of fear, 9 of them were successfully classified, while the rest was mostly attributed to surprise and a little less to disgust. In the case of disgust, we highlight some commonalities [40] , e.g., in both cases the eyebrows come closer to each other causing confusion. Is very common to feel surprise and fear sensations at the same time. When we face to fearful events, the human face shows mixed emotions, because some areas of the face are connected with surprise and others with fear. For this reason, many times the face keeps the dominant impression that could be fear, e.g., when we feel surprise and fear the eyes have mostly the same opening. The surprise can be presented sometimes only in the mouth and with a mixture with fear in the eyes and brow [41] . From 12 images with expressions of happiness, 10 were successfully classified, while the remaining 2 were classified as anger, but the similarity scale between happiness and anger becomes clear, when we note the visibility of teeth exposed by the smile and angry face, this characteristic makes stronger the visual percept, the great percentage of the test images related with faces from happiness and anger have showed some areas of teeth. Out of 12 images of sadness, 10 were successfully classified and the remaining 2 were classified as disgust, here, we have the same feature perceived, that when we carried out the analysis between disgust and sadness. Finally we can observe that surprise is recognized with very high accuracy. Some group of misclassifications could attributable to the diverse individuals, each individual displays emotions differently and many emotions are entangled or overlap, the system made some mistakes easily related to human emotion recognition, which is fully understandable if one takes into account the universe from the nature of human emotions and various ways of expressing them.
B. Facial emotion detection using the area around eyes and mouth separately
We conducted the new experiment with the same own data test set that have 72 new images of 12 individuals and the training set containing 36 images. Here, the detection algorithm is focused in the eyes zone like a permanent facial feature. The new image includes the brows, eyes and the forehead, as illustrated in Fig.8 . The new image will feed the feed-forward algorithm of the neural network trained by back-propagation. The average successful emotion recognition was 80.6 percent, which means that 58 out of 72 test images were successfully classified. As shown in Table II , the emotions using the eyes zone can be recognized with more than 66.67 percent of accuracy. Emotions like anger, sadness and surprise are affected in the percentage of accuracy in the recognition, as can be seen in Fig.9 . In this case, the experiment shows that the recognition rates can be improved if the network has trained with more information. The specific regions of the face like the mouth and eyes zone are particularly relevant for the decoding of emotional expressions, because of this, an isolated classification could not provide more details for the improvement in the identification. The simulations in MATLAB have increased a range of 5000 iterations as can be seen in Fig.10 . We increased the iterations because achieving a good learning performance means a good recognition over the outputs. Compared with the recognition in merged images, the learning process has required more time in order to found the desired outputs that contrast with the real inputs.
In the case of mouth region, the average successful emotion recognition was 68 percent, which means that 49 out of 72 test images were successfully classified. As shown in Table  III the emotions using the eyes zone can be recognized with more than 58.33 percent of accuracy. Emotions like anger, disgust, fear, happiness and surprise are affected in the accuracy percentage of emotion recognition, as can be seen in Fig.11. Fig.12 shows the increment of iterations number that the system used, in order to reach a good learning performance. In the set of test images, the whole training set to the system is widely known as an epoch. The system usually use many epochs before it converges in the training process. During training process, the network has settled in a function that could be the best predictor from the input data. In areas of mouth and eyes areas, a higher value for iterations was necessary, in order to achieve a greater magnitude of change in the weights. In contrast with the number of iterations used in merged images, in the areas of mouth and eyes, we used successive iterations. Increase the number of iterations was favorable to reduce error only slightly and reach a good classification. 
C. Facial emotion detection using the complete merged image in the Cohn-Kanade (CK) database
We used the Cohn-Kanade (CK) database [42] to construct the training set and test set as can be seen in Fig.13 . This database contains 97 individuals showing different expressions. We selected only 40 individuals from the totally group of 97 in order to capture the set of more pronounced facial emotions like anger, disgust, fear, happiness, sadness, and surprised. We collected 6 images per individual coming to have a totally of 240 images. We trained the ANN with the images from 15 individuals (90 images). The rest is comprised of images of 25 individuals (150) and has been used as test set. The emotion recognition in 126 facial images was correctly determined. The system was unable to recognize facial emotions from another 24 facial images, even so, the performance of the emotion recognition algorithm amounts 84 percent. As shown in Table IV , the emotions using merged images from the Cohn-Kanade (CK) database can be recognized with more than 76 percent of accuracy. As can be observed in Fig.14 , the percentage of successful emotion recognition is high in emotions like surprise, disgust, happiness and sadness, this group of results are very similar to the first experiment. We increase the number of iteration to 4000 as seen in Fig.15 , nonetheless, in front of the isolated analysis in different parts of the face, the back-propagation error had a fast convergence without many iterations. The results presented above show the great potential of artificial neural networks to recognize human emotions based on face images. In order to design a neural network applicable in practical implementations, the face image should be reduced. To reduce the size of the images a pixeling technique was proposed where the original large-size face image is represented by another reduced-size image, keeping the basic features of the face so that the person could even be recognized by this image. This technique is different from other methods based on face descriptors, where the face is represented by a set of coefficients from which the face can be reconstructed. Also, considering that human emotions are mostly represented through eyes and mouth, only these portions of the face have been considered in the emotion recognition process. Other parts of the face containing unnecessary information have been eliminated. This method not only allows for further reduction of the size of the image input to the neural networks, but it only considers information useful for emotion recognition discarding unnecessary information which could slow the learning process and negatively affect the recognition performance of the neural network. The neural networks used in this study are static networks where there is not a temporal relationship between inputs and outputs. As future work, it is suggested to use dynamic neural networks for emotion and pattern recognition.
In dynamic networks, the state of the network evolves in time from an initial state to a final state corresponding to the face with the desired emotion. With the information provided by the dynamic neural network we could attempt manage the relevant information into a model that supports the decision-making process, of an autonomous interviewer machine which interacts with several users. However, we shall focus on collecting and analyzing peoples explicit emotions shown on the face, using this information as an emotional variable in a decision making model.
