We define different classes of local random quantum circuits (L-RQC) and show that: a) statistical properties of L-RQC are encoded into an associated family of completely positive maps and b) average purity dynamics can be described by the action of these maps on operator algebras of permutations (swap algebras). An exactly solvable one-dimensional case is analyzed to illustrate the power of the swap algebra formalism. More in general, we prove short time area-law bounds on average purity for uncorrelated L-RQC and infinite time results for both the uncorrelated and correlated cases.
I. INTRODUCTION
The quantum-mechanical state space of a many-body system (say N particles) is huge, as its dimension scales exponentially with N. The exact specification of any quantum state therefore requires, its face value, an exponential number of parameters, a daunting task both numerically and experimentally. As in classical statistical mechanics one is then naturally led to resort to probabilistic methods to explore the typical properties of ensembles of quantum states. The question now becomes: what are the "natural" probability distribution laws one should consider over the state space? A first conceptually and mathematically appealing answer is: the group-theoretic Haar distribution [1] . This latter choice in fact seems to implement the principle of minimal a priori assumptions and at the same time allows one to exploit the powerful computational tools of representation theory [1] . On the other hand the Haar measure presents problems from a quantum information theoretic perspective. In fact it has been known for almost a decade now that sampling exactly the Haar distribution over a many-body Hilbert space (say N particles) by a quantum circuit made out of local gates i.e., a quantum computer, is an exponentially (in N ) hard task [2] . This result has been recently strengthened by considering all possible states that are achievable by time-dependent local Hamiltonians acting for a polynomial amount of time: the quantum states that are produced in this way occupy an exponentially small volume in Hilbert space [3] . This implies that the overwhelming majority of states in Hilbert space are not physical as they can only be produced after an exponentially long time. This startling fact led the authors of [3] to dub the Hilbert space " a convenient illusion" (sic).
However, generic properties of Haar distributed quantum states play a crucial role in the recent revival of interest on rigorous foundations of statistical mechanics started with the seminal papers [4] and [5] . In the light of the above mentioned findings about the unphysical nature of Haar distributed random states, this foundation for statistical ensembles appears to be conceptually questionable. How does one introduce a family of "physically accessible" states endowed with a natural probability measure? In Ref. [6] a first attempt to undertake this endeavor was made by introducing a family of random matrix product states, in this paper we will focus primarily on local random quantum circuits (L-QRC) families [7] [8] [9] [10] [11] [12] [13] . Roughly speaking (a precise mathematical definition will be given in the next section) a L-RQC is a random sequence of k random unitary transformations (quantum gates) each of which acts on small number of localized quantum degrees of freedom. The states of N particles obtained by the action of a L-RQC (with k = Poly(N ) ) on an initial e.g., factorized, fiducial one are now regarded as the physically accessible ones.
A second important physical motivation for the introduction of L-RQC comes from the perspective of quantum control and quantum information processing with limited resources. In this case lack of ideal experimental ability may prevent one to know the precise structure of the quantum gate one has enacted as well, in the case of bounded spatial resolution, the precise set of local degrees of freedom e.g., qubits involved. This scenario naturally leads to a modelization in which both unitary transformations and their supports are effectively random variables.
A third compelling physical motivation behind the introduction of L-RQCs is that they provide a natural way to "simulate" the quantum dynamics of local random (time-dependent) Hamiltonians with a discrete circuit. This, for example, can be seen by expanding the evolution generated by a local-Hamiltonian using a Suzuki-Trotter type of factorization [3] . In this way the study of the ensembles for circuits whose length increase unboundedly i.e., the limit k → ∞, will shed light on the fundamental problem of quantum equilibration [14] . Finally, L-RQC have been recently considered in the context of t−designs theory [7, 8] . Even if this latter one is a quite important area of application of L-RQCs, t−design theory is not the focus of the present work; it will briefly touch upon just in the last section.
The goal of this paper is to provide a mathematically precise account of the physical approach to L-RQC outlined in Refs. [9, 10] . Generalizations of the results contained therein and rigorous proofs of a few conjectures are presented.
II. LOCAL RANDOM QUANTUM CIRCUITS
Let us start by laying down the mathematical framework we are going to elaborate on. Let {h i } i∈Λ be a collection of "local" Hilbert spaces labeled by a set Λ with finite cardinality |Λ|. For each subset Ω ⊂ Λ we have an affiliated Hilbert space H Ω := ⊗ i∈Ω h i , as well as the operator algebra A(Ω) := B(H Ω ). If Ω 1 ⊂ Ω 2 we will consider A(Ω 1 ) ⊂ A(Ω 2 ) by identifying a 1 ∈ A(Ω 1 ) with a 2 = a 1 ⊗ 1 1 Ω2−Ω1 ∈ A(Ω 2 ). In particular A(Ω) ⊂ A(Λ), (∀Ω ⊂ Λ) and A(Λ) ∼ = Ω⊂Λ A(Ω). For simplicity we will further assume that each local space has the same finite dimension d i.e.,
] of length k is defined by the following data:
i) A family of probability densities Ξ := {dµ Ω } Ω⊂Λ over the groups U(Ω) :
Elements of L will be referred to as the local regions.
ii) A probability law
A local quantum circuit of length k is a unitary in U(Λ) of the form
Roughly speaking, the idea is that the U Ω 's are unitary-valued random variables distributed according the law
. Two different layers of randomness are involved in our construction of L-RQC, they are associated with items i) and ii) in Def. 1 respectively. The first one is a stochastic process (of length k) in which k local regions of the base set Λ are selected according to the joint probability distribution q (k) . The second is the selection, according to the dµ Ω 's of k unitaries acting on the state-space of each of the local regions randomly selected in the previous step.
The physical picture behind these definitions is quite simple: the experimenter has access only to random unitaries localized over regions Ω belonging to a distinguished subset L ⊂ 2 Λ . The definition of the local regions set L is critical and it is where extra (physically motivated) input is needed. The idea is that the Ω ∈ L are "small local " subsets of Λ. In the following we will define RQCs over (hyper)graphs, in that case Λ is the vertex set and L will coincide with the set of (hyper)edges; in general one may think of the local regions as sets of cardinality O(1) (where |Λ| is the large scaling quantity). Also, in the case in which Λ is naturally equipped with a metric structure e.g., the graph theoretic distance, the local regions will also be required to have small diameter i.e., diam(Ω) = O(1).
In the following we will almost exclusively restrict ourselves to the case where all the dµ Ω 's are the Haar measure over U(Ω). This symmetry assumption is crucial for our analysis as it allows one to resort systematically to powerful group representation theory tools [1] . Accordingly we will hereafter drop the Ξ symbol in the definition of C k . Notice however that other choices are possible. For example in [13] the dµ's were concentrated on a finite set of universal gates. A first goal for this general approach is to identify families of L-RQC that are at the same time physically motivated and amenable to rigorous mathematical analysis. A couple of L-RQC families that stands out as a natural target for further investigations is given by the following types of q
• Time dependent Markovian L-RQC:
where
we have a time-independent Markov process over L.
• Uncorrelated L-RQC:
, where the p (j) are k distribution laws over L. If q (j) = q, ∀j we have a time-independent uncorrelated process.
Even in these restricted setups the landscape of possibilities is huge and one has to resort, once again, to physical input to further specialize the models. For example if Λ is the vertex set of a graph G := (Λ, E) and L = E one may consider M (j) such that M (j) (Ω 1 , Ω 2 ) = 0 iff the edges Ω 1 and Ω 2 share at least one vertex. In this way the M (j) 's define a sort of random walk on the graph G.
In passing we notice that one can use C k [L, q (k) ] to turn A(Λ) in to a noncommutative probability space [15] with the expectation φ :
Here A, B := Tr A † B the standard Hilbert-Schmidt scalar product over A(Λ) and ω is an distinguished (initial) density operator in A(Λ).
A physically compelling model of L-RQC that received much attention recently is based of graph structures G = (Λ, E) [7] [8] [9] 13] . In our formalism this amount to say that i) Λ is the set of vertices of a graph G, ii) L = E ⊂ Λ 2 is the set of edges of G. Most of the literature on random quantum circuits so far has focused on this graph case in the time-independent uncorrelated case 2) and with G being the complete graph. One-dimensional correlated cases have been discussed in [9, 10] .
III. ENSEMBLE MAPS
In this section we will introduce and start to analyze a set of completely positive (CP) maps [16] naturally affiliated with any L-RQC family [7, 12] . These maps comprise the full statistical content of the L-RQC family and play a central role in the following of the paper.
Using a compact notation we can write (1) in the symbolic form φ(A) = ω, U † AU U . For any fixed observable A ∈ A(Λ) the mapping X A : U → ω, U † AU defines a classical (commutative) random variable. The statistics of X A describes the fluctuations of the (purely) quantum expectation ω, U † AU over the ensemble of the local
While the p-moments of the noncommutative random variables A (p ∈ N) are defined by µ p (A) = φ(A p ) the moments of the corresponding classical variables are given by
These moments can be conveniently expressed in terms of a family of maps
We will refer to the R p 's as the ensemble maps. Indeed, the distribution law for any X A 's is determined by the Fourier transform of the characteristic function χ A (t) := ∞ p=0
The ensemble maps R p 's are clearly uniquely defined by the data in C k [L, q (k) ] and should be characterized for physically relevant L-RQC families. In this paper we will often consider the R p as operators over the Hilbert-Schmidt space A(Ω) ⊗ p ; their norms are defined accordingly i.e.,
Here below we give a summary of their general properties.
Proposition 0 i) The maps R p are: trace-preserving (trR p (X) = tr(X)) and unital (R p ( 1 1
, ∀Ω, the R p 's are hermitean with respect to the Hilbert-Schmidt scalar product over A(Λ) ⊗ p .
iii) In the uncorrelated case (Def. 2) they factorize:
If dU Ω is the Haar measure and that the distinguished state ω is a pure state completely factorized over Λ i.e., ω = ⊗ i∈Λ |φ i φ i |. Then
where ω Ω = ⊗ i∈Ω |φ i φ i | and P
, their spectra are contained [0, 1] and always contain 1.
Proof.-i)-iii) follow easily from Eq (2). iv) In this case representation theory implies that the R p,Ω 's (in 2, k = 1) are projections on the commutant of the representations
. By the Schur-Weyl duality this commutant is the algebra generated by the permutations S p ∋ σ : [1] . Moreover, in the computations of the moments one has eventually to contract with ω ⊗ p whose support is entirely contained in the S p -symmetric subspace of H ⊗ p Ω . This implies that the only relevant part of the projection is the one associated with the identity irrep of S p . This leads to the explicit formula (3).
v) In the Haar measure case each of the R (j) p in iii) of Prop. 0 is a convex combination of the projectors R p,Ω and it is therefore a positive semi-definite. Moreover , R
IV. FIRST MOMENTS
In this section we will analyze the L-RQC first moments of quantum observables by means of the ensemble maps R 1 . In particular the dynamics of these first moments can be studied in the limit in which the circuit size grows unboundedly i.e., k → ∞.
Let ω ∈ A(Λ) be a density matrix (i.e., ω ≥ 0, Tr(ω) = 1) and A ∈ A(Λ) a quantum observable. The expectation value of the random variable U → ω, U † AU over the ensemble of uncorrelated, time-independent circuits of length k is given by (see previous Sect. ) 
We will also assume that L is a covering of Λ i.e., ∪ Ω∈L Ω = Λ.
Proposition 1 i)
In the Haar measure case the ensemble maps R 1,Ω are projections:
iii) Since R 1 is a convex combination of commuting projections its diagonalization is formally immediate. Let us introduce the notations P (0) k
where we used
This show that the decomposition (5) is a spectral one from which the claim Sp(R 1 ) ⊂ {q(α)} α∈Z |L| 2 follows. 
iv) We first observe that the second largest q(α) is upper bounded by 1−q (1) (Ω * ) where
, 1] and
Here we used Cauchy-
is a projector i.e., norm one . Solving the last inequality in (6) for k gives the estimate (4). ✷
Whereas the asymptotic value φ ∞ (A) does not depend on the distribution q (1) (as long as ∪ Ω∈L Ω = Λ) the convergence rate may well do so. In order have a faster convergence one would like to make q(Ω * ) as large as possible i.e., q(Ω * ) = 1/|L|. In this case a weaker form of (4) 
In several relevant examples one has |L| = O(|Λ|) so that (4) gives, for A 2 = O(1), a convergence estimate polynomial in the system size.
Of course (4) is a very crude estimate that may be strongly improved yielding faster convergence rates. For example
This constraint greatly reduces the number of non vanishing terms in (6) giving rising to a better bound.
V. PURITY DYNAMICS AND SWAP ALGEBRAS
In this section we will show how the ensemble maps R 2 allow one to study the dynamics of average purity and how this can be done in terms of dynamically closed subalgebras of permutations. Uncorrelated as well as correlated L-RQC will be considered.
Given a density matrix ω ∈ A(Λ) the reduced state ω Ω ∈ A(Ω) associated with the region Ω ⊂ Λ is given by the partial trace ω Ω = tr Ω c (ω) (Ω c := Λ − Ω). A family of non-linear functions that plays an important role in quantum information theory is given by the α-Renyi entropies:
is the von Neumann entropy that for pure ω quantifies quantum entanglement between the two regions Ω and Ω c [17] . For α = p ∈ N one can write Tr(ω
For p = 2 we will call this operator the swap associated with Ω and it will be denoted by T Ω , we will also write R 2,Ω simply as R Ω and so on. Since H Ω = ⊗ i∈Ω h i one has T Ω = ⊗ i∈Ω T i where the T i act as π in h ⊗ 2 i . The case p = 2 has special relevance as the 2-Renyi entropy S 2 (ω Ω ) = − log tr(ω 2 Ω ) is a convenient way to quantify quantum entanglement that is receiving a constantly growing attention from the quantum information and theoretical condensed matter communities see e.g., [18] . If the initial state ω is evolved by a RQC U in C k [L, q (k) ] the corresponding purity becomes a random variable whose expectation value
U is given by:
By convexity it follows that S 2 U ≥ − log P k , namely the negative of the logarithm of (7) provides a lower bound to the average entanglement generated by evolving ω with
. Two of the key technical insights in [9] on which we would like to build upon in this paper are contained in the next two propositions:
Proposition 2
The swaps T Ω form an abelian group T Λ of order 2 |Λ| whose elements have degree two i.e., T 2 Ω = 1 1.
The group algebra CT Λ is 2 |Λ| -dimensional abelian subalgebra of CT Λ ⊂ A(Λ) ⊗ 2 under multiplication. CT Λ will referred to as the swap algebra of Λ.
Proof.-
Where we have used
Notice also that the T Ω 's are linearly independent in A(Λ) ⊗ 2 as each of them amounts to a permutation of the product state basis of H
Eq. (8) shows that T Λ is isomorphic to the power set of Λ endowed with the internal operation of symmetric set difference ∆. The isomorphism being given by Ω → T Ω . Moreover, the swap algebra CT Λ is isomorphic, as a vector space, to the space (C 2 ) ⊗ |Λ| associated with |Λ| qubits (T Ω ∼ = ⊗ j∈Λ |χ Ω (j) , χ Ω characteristic function of Ω ⊂ Λ ). Next proposition shows that CT Λ is invariant under the R Ω 's.
where α ± = (c
The swap algebra is invariant under all the ensemble maps R.
) is a projection on the 2-dimensional algebra spanned by 1 1 and T Ω1 [1] . A Hilbert-Schmidt orthonormal basis of this space is given by the elements
.
. Now the claim follows by noticing that |Ω 1 | = |Ω 1 − Ω| + |Ω ∩ Ω 1 | and that, from Eq. (8), one has T Ω−Ω1 T Ω1 = T Ω∪Ω1 .
ii) It is immediate by observing that
) and using (2) and (9).
iii) First notice that (from i)) α
Proposition 3 is an important result. It shows that (average) purity dynamics can be mapped onto a dynamical problem in a space comprising just |Λ| qubits. This mapping entails a dimensional reduction (d 2 ) |Λ| → 2 |Λ| . Exploiting symmetries this reduction can be made, in some cases, even stronger. To start with, map P in iii) is an involution i.e., P 2 = 1 1, and therefore CT Λ breaks up in two orthogonal (|Λ| − 1)-qubits subspaces (corresponding to eigenvalues ±1 of P ) that are invariant under all ensemble maps. Moreover, the action of the ensemble maps on the swap algebra can be highly reducible thus lowering even further the dimensionality of the purity dynamics problem. References [9] and [10] contain severale examples (see two below) in which the entanglement dynamics is approached and solved at the swap algebra level because of the dramatic decrease of computational complexity.
A. Uncorrelated case
In the uncorrelated case the maps R (j) define a (discrete time) dynamical system on CT Λ : the element T is mapped at "time"
In particular in the time independent case T (k) = R k (T ). In this section we will focus on this latter case. Since the eigenvalues of R are in [0, 1] (see v) in Prop. 0) the asymptotic behavior at k = ∞ is controlled by the eigenspace of R with eigenvalue 1 i.e., Fix(R) := {X ∈ A(Λ) / R(X) = X}. Next proposition describes the structure of this subspace and gives an explicit formula for the limit purity.
Proposition 4 Let us consider L ⊂ 2
Λ as an hypergraph in Λ and let
be the family of its connected components.
[24] i)
ii) Using the notation of Eq. (7), for a totally factorized initial state ω
Proof.-i) Let us first prove the first equality in (10). If
Here we used R Ω = 1, (∀Ω) and the normalization of q. This shows that all these inequalities are actually equalities that in turns implies that, R Ω (X) = X , (∀Ω), and, since the R Ω 's are projections, R Ω (X) = X, (∀Ω ∈ L). Therefore Fix(R) ⊂ Ω∈L Fix(R Ω ). The reverse inclusion is obvious as q is a probability distribution. We now move to consider the second equality in (10). We will here work at the level of the algebra A(Λ) ⊗ 2 , while in Appendix A the analysis is performed at the swap algebra CT Ω level.
Let us begin by considering just two maps R Ω1 and R Ω2 . Since one has that Fix(
, it is easy to check that there are two cases:
Case 1) is obvious, we will then consider 2).
Let Λ 1 , Λ 2 and Λ 3 be as in ii) in the proof of Prop. 1 (∪
, this equation can be solved for arbitrary α and β iff 1
This implies X 1 = 1 1 1 and X 3 = 1 1 3 as well as Y 1 = T 1 and Y 3 = T 3 . In other terms the general element X ∈ F must have the form X = α1
This shows that F ⊂ Fix(R Ω1∪Ω2 ), the opposite inclusion is obvious, hence F = Fix(R Ω1∪Ω2 ).
The intersection over the whole L required in (10) can be now perfomed, using 1) and 2), by organizing the hypergraph L in to its connected components C i , (i = 1, . . . , K). Different C i 's give rise, thanks to 1) to the different tensor factors in (10); whereas intersections Ω∈Ci Fix(R Ω ) give rise, thanks to 2), to Fix(R Ci ) = C{1 1, T Ci }, where C i := Ω∈Ci Ω. The last factor in (10) simply reflects the fact that all the elements in the algebra over the set (
c are (trivial) fixed points for all the R Ω 's. (Notice that often this set will be empty). This completes the proof of (10) .
ii) Since R is a non-negative operator on the Hilbert-Schmidt space A(Λ) ⊗ 2 with unit norm its spectrum
The relevant eigenoperators F α can be chosen from an orthonormal basis of the space Fix(R) that we characterized in i). This latter eigenspace, according to i) has dimension at least 2 K but symmetry further simplifies the computation of P ∞ . Notice indeed that, for a totally factorized state ω = ⊗ i∈Λ |φ i φ i |, one has that 1)
2 , X 2 if X 1 and X 2 are supported on disjoint subsets Ω 1 and Ω 2 and ω i = ⊗ j∈Ωi |φ j φ j |, (i = 1, 2). These two facts implies in turn that, in each of the two-dimensional C{1 1, T Ci } factors of Fix(R), only the symmetric term 1 1 + T Ci will have give a non vanishing contribution to purity (as ω ⊗ 2 , 1 1 − T Ci = 0.) Equation (11) then follows by computing the Hilbert-Schmidt scalar product of the swap T Ω with the normalized
Since R has no non-trivial action on the last swap in T Ω that term (if present) gives rise to an irrelevant factor one in P ∞ . The other K swaps instead give
, T Ωi , computing explicitly the scalar products above (use Tr(
Remark.-As noticed in the above for a totally factorized state ω = ⊗ i∈Λ |φ i φ i | one has that ω ⊗ 2 , T Ω = 1, ∀Ω regardless of the choice of the |φ i 's. It follows that in purity calculations ω ⊗ 2 can be replaced by the average 
Example .-Let G = (Λ, E) be a connected graph and the ensemble map given by:
e∈E R e . This is the so-called random edge model considered in [9, 10] . Here we have that L coincides with E (regarded as a family of subsets {v 1 , v 2 } ⊂ Λ) therefore one has K = 1 and |C 1 | = |Λ| and Eq (11) becomes
B. Area Laws for the uncorrelated case
In this section we exploit the locality structure of the ensemble maps and the swap algebra relation (9) to prove shorttime upper bounds for the average purity of a local region A.For simplicity, we will consider a uniform distribution q over L.
From Eq. (9) it follows that the maps R act on CT Λ according the rule R(T A ) = B⊂Λ R B,A T B , (A ⊂ Λ) where
For a totally factorized initial state, one has
In the rest of the section we will assume that α − = α + =: [25] . The matrix (12) can be written as a sum of a diagonal and a off-diagonal matrix R = F 0 + F 1 where
The off-diagonal matrix F 1 connects, with strength N d , each region A with other 2|∂A|. For example, for k = 1 one immediately finds
For a uniform distribution q over L one has p(A) = |∂A|/|L|. In general:
A (α). Using the matrix structure (12) , one obtains Y (k) 
where C k,|α| are binomial coefficients, ∆ k,A = p(X) − p(X) and
This constant is the Haar average of the "entangling power" for unitaries acting on d × d−dimensional systems introduced in [19] . If we assume that each step the boundary size of a region can change just by a quantity O(1) = o(|∂A|) i.e., the hyper-graph L has bounded degree and the boundary size of A is large scaling quantity, it follows ∆ k = O(k/|L|) whereas p(X) = O(|∂A|/|L|). In words: inequality (13) describes, for k = O(1), an exponentially bounded decay of average purity with a rate that fufills an area law (up to corrections O(1)) and that is proportional to the average entangling power e p [9] .
C. An exactly solvable model: the uniform path-graph
In this section we wil discuss a one-dimensional uncorrelated case where the use of swap algebra formalism allows for an explicit exponential reduction of computational complexity [28] . The ensemble map R can be explicitly diagonalized in the relevant invariant sub-space of CT Λ and bounds on the convergence rate P k → P ∞ are easily established.
Let G = (Λ, E) be a path-graph of length L : Λ := {1, . . . , L}, E = {{1, 2}, {2, 3}, . . . , {L − 1, L}}. From Eq (9) it follows that the (L + 1)-dimensional subspace of CT Λ spanned by {T Ω / Ω = {1, . . . , i}, i = 1, . . . L} and T ∅ = 1 1 is invariant under all the edge maps R e (e ∈ E). We denote the basis of this (L + 1)-dimensional invariant subspace by {|0 , |1 , |2 , . . . , |L |}. In the uniform case one has R = 1 L−1 L−1 i=1 R {i,ı+1} and relations (12) give:
where a :
Let us denote by R the (non-hermitean) matrix representation of R in the basis {|i } L i=0 . Eq (15) implies that R is a sum of two matrices i.e., R = R 1 + R 2 where
and A L−1 is the adjacency matrix of the path graph of length L − 1 whose nodes are labelled by the same basis vectors. The matrix R isdiagonalizable by a (nonunitary) transformation
and P is a matrix whose columns are normalized eigenvectors of R, i.e., P j,µ = j|Ψ µ , R|Ψ µ = λ µ |Ψ µ , (j, µ = 0, . . . , L) [29] The spectrum of R is:
Here e p is the average entangling power defined in Eq. (14) . The lower bound (16) shows that the spectral gap of the ensemble map R of the unifom path graph is "large" in the sense that it does not vanish faster than L −1 for large system size L. This fact, in turn implies a fast convergence rate P k → P ∞ for k → ∞.
For general k and initial state |l one has
where the sum is over the odd numbers h between 1 and L − 1, and, consistently with (11),
−1 [20] . From this equation and the spectral gap definition (16) a straightwforward argument shows that |P k − P ∞ | ≤ le −k∆ C where C = O(1) is a constant depending on d. Then, using the spectral gap lower bound in (16) , one obtains the convergence rate estimate
This inequality shows that, for fixed accuracy ǫ, the circuit length k scales linearly with the total system size [11] .
Interestingly (18) also shows that the convergence rate is proportional to the the average entangling power e p , an intuitive result given the physical meaning of this quantity [19] . We would like to end this section by showing that in this one-dimensional case the bound (13) (with ∆ k,A = 0) is tight for for short times k. To begin with, notice that if k ≤ min{l, L−l} the action of the map R k on |l does not involve the boundary states |0 and |L . As long as these latter fixed states can be discarded Eq. (15) shows that R acts as the sum of three commuting translation operators i.e., R ∼ = α=0,±1 c α T α where
As remarked in the above, for a totally factorized initial state, each vector in the last formula gives a unit contribution to the average purity P k , hence
This simple result can be also checked by resorting to the explicit formula (17).
D. Correlated case
In this subsection we will consider an ensemble map of the form R = Ω∈L R Ω . This is a natural generalization of the correlated family of 1-dimensional L-RQC called the "contiguous edge model" introduced and analyzed in [9, 10] . In the contiguous edge model the graph vertex set is given by Λ = {−L, −L + 1, . . . , −1, 0, 1 . . . , L} and the edge set E as in Sect. C. The L-RQC model is now defined as follows: At each discrete time t = k one selects 2L (Haar) random U e and U is built according to a permutation π ∈ S |E| , (|E| = 2L) U = U e π(1) U e π(2) · · · U e π(|E|) and then the process is iterated at t = k + 1 and so on. Each U ej is unitary acting on the edge e j = (j, j + 1) state space
The ensemble map corresponding to the specified model is given by R π := R e π(|E|) • · · · R e π(1) . Concerning the map fixed point, in [10] it was conjectured that for all π ∈ S |E| the relevant fixed point of R π is given by 1 1 + T Λ and P ∞ by (11) . In the following we will demonstrate a result (Prop. 5) that, as a particular case, proves these conjectures.
Notice that, since in general different R Ω do not commute, the map R = Ω∈L R Ω it is not even necessarily Hermitean. Therefore one needs a different type of analysis respect to the uncorrelated case of Prop. 4 .
Lemma
Let P 1 , . . . , P n be projectors in a finite-dimensional Hilbert Space, R =:
, iii) R = P + Q where P is the projection on F and Q < 1.
Proof.-i) Obviously F ⊂ Fix(R), let us show the reverse inclusion. Let x 0 ∈ Fix(R) and
One has x 0 = R(x 0 ) = x n = P n (x n−1 ) and then x 0 = P n x n−1 ≤ P n x n−1 ≤ P n P n−1 x n−2 ≤ · · · ≤ n i=1 P i x 0 ≤ x 0 , this shows that the equalities P i x i−1 = x i−1 , (i = 1, . . . , n) hold. These latter, since the P i 's are projections, imply
ii) If F = {0} obviously R = 1; let us show the reverse implication. If R = 1 from compactness of the unit sphere ∃x * , x * = 1 s.t. Rx * = x * . From this relation, following the same steps as in i), one sees that
F is a subspace of all the spaces ImP i , (i = 1, . . . , n) hence one can write P i = P + Q i where Q i projects on the orthogonal complement (in ImP i )of F. Now we have R = (P + Q n )(P + Q n−1 ) · · · (P + Q 1 ) = P + Q n Q n−1 · · · Q 1 =: P + Q where we have used Q i P = P Q i = 0, (i = 1, . . . , n). Notice now that Q = R(1 − P ) therefore Q is a product of projections that (by construction) cannot have a non-trivial joint fixed eigenspace. From ii) it follows that ∃∆ ∈ (0, 1)
be the ensemble map of a correlated L-RQC. For a pure totally factorized initial state ω one has
where P ∞ is given by (11) and 1 − ∆ = R(1 − P) < 1, P projector on Fix(R) (see Prop. 4) . One has
is given (see Prop. 0) by Eq. (11). Now, using the Remark after Prop. 4 , and Schwarz inequality for the Hilbert-Schmidt scalar product we can write ω
Where we also used T Ω ii) Point i) shows that infinite time purity P ∞ depends just on the joint fixed space ∩ |L| i=1 Im R π(i) = Im P. This latter is clearly independent on the permutation π. ✷
In the decomposition R π = P + Q π the second term does in general depend on π Accordingly the convergence rate of P k to P ∞ (related, by Prop. 6 , to Q π ) may depend on π. This phenomenon has been numerically observed in [9, 10] . From (19) it follows that k ≫ ∆ −1 log(2 |Λ|/2 /ǫ) ⇒ |P k − P ∞ | = O(ǫ). This shows how the convergenge rate P k → P ∞ is controlled by the norm Q = 1 − ∆. This norm is also the second largest singular value of R. The positive constant ∆ is therefore just the difference between the two largest singular values of the ensemble map R and it is often referred to as the spectral gap (see Sect C). From the practical point of view it is crucial to determine how the convergence varies with the ype of L-RQC and how the spectral gap scales as function of |Λ| [11, 12] . In [9] and [10] are given numerical results for a few natural choices of π. In particular for the so called expandingπ (see Sect V.A in [10] ), arguably the less efficient at generating entanglement, it was found P k = 2(1 − e p ) k (1 + e p ) −k (e p is defined in (14) for 1 ≪ k ≤ |Ω| and a cross over to a volume-law for k = |Ω|. Moreover: 1) asymptotic purity is given by (11) (for K = 1) and, 2) the spectral gap of Rπ, was found (numerically) to have a finite limit, 1 − (2N d ) 2 , for L → ∞.
We end this section by noticing that, for both the uncorrelated and correlated cases, Propositions 4 and 5 show that the fixed point problem for the ensemble maps R can be formulated as a ground state problem for the ensemble "Hamiltonians" K := Ω∈L (1 − R Ω ). This are local non-negative operators acting on the Hilbert-Schmidt space A(Λ) ⊗ 2 ∼ = ⊗ i∈Λ B(h ⊗ 2 i ). In fact one has KΦ = 0 ⇔ R Ω Φ = Φ, ∀Ω ∈ L, namely the ground state manifold of K coincides with the 2 K -dimensional space Fix(R). It would then interesting to see whether one may adapt to the present context the techniques developed in [8, 21] to lower bound spectral gap of local Hamiltonians as well as to see whether one may exploit in convergence rate estimates the so-called quantum detectability lemma [22] .
VI. ASYMPTOTIC STATISTICS AND LOCAL STATE DESIGNS
In this section we will establish a simple connection between the formalism and the results of this paper and the theory of quantum local t−designs [7, 8, 12] .
The asymptotic average purity value (11) is O(d
VII. CONCLUSIONS
In this paper we provided a mathematical presentation of the approach to local random circuits discussed in [9, 10] . We introduced different classes of local random quantum circuits and showed that their statistical properties are encoded into an associated family of completely positive maps. Ensemble average of quantum expectation can be studied as a function of the circuit length and we proved infinite time results as well as convergence bounds. Remarkably, average entanglement dynamics can be described by the action of ensemble maps on operator algebras of permutations (swap algebras). Also in this case we proved infinite time results for the expectation value of the purity of a local region both for uncorrelated and correlated local random quantum circuits and short time area-law bounds for the uncorrelated case. The swap algebra formalism is poweful as it allows in some case an exponential reduction of the problem size i.e., d 2L → L. We illustrated such a phenomenon by an exactly solvable one dimensional uncorrelated case. Finally we briefly discussed a connection with t−design [7, 8] for localized observables.
