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概要
インターネット上に安全なオーバーレイネットワーク構築する手法である仮想プライ
ベートネットワーク (VPN) には、多様なプロトコルや実装がある。従来手法では、多様
な VPNプロトコルを使用するクライアントに対してサービスを提供する場合、単一、ま
たは少数の VPNプロトコルを実装した VPNサーバソフトウェアを複数組み合わせる必
要があり、管理が難しい。システム管理者は、異なる複数の VPNサーバソフトウェアの
特性を理解し、相互依存関係や周辺システムとの相性、相互干渉の問題などに対応しなけ
ればならない。VPNサーバを検閲回避目的で設置するボランティアにとっても、多数の
ユーザが多様なクライアントで利用できる VPNサーバを設置する場合のインストールと
管理が難しい。本研究では、これらの問題を解決するため、単一のインスタンスで、多様
な VPNプロトコルを統一的に扱うことができるようにし、VPNサーバの設定や管理を
簡単にするための、統合的な VPNサーバソフトウェアを実現する。
統合的な VPNサーバでは、レイヤ 2の VPNプロトコルと、レイヤ 3の VPNプロト
コルの両方をサポートしなければならない。このレイヤの違いの解決のために、本研究
では L2アダプタを提案し、L2と L3とを統一的に扱えるようにする。
統合的な VPNサーバは、複数の VPNプロトコル間で、ユーザ認証、セキュリティ設
定の適用、ログの管理、IPアドレス割当管理などの処理を単一化することにより、管理
を簡単にする。本研究では、VPNサーバ内の通信処理を、すべて L2に統一することで、
これらの処理を単一化できるようにする。
本研究では、提案手法に基づいて、統合的なVPNサーバソフトウェアである SoftEther
VPN Serverを実装する。SoftEther VPN Serverは、L2TP/IPsec、SSTP、OpenVPN (L2
および L3)、L2TPv3/IPsec、EtherIP/IPsec および SoftEther VPN Protocol (SEVP)
を 1 つの VPN サーバインスタンスでサポートする。本ソフトウェアは、さらに、異な
る VPNプロトコル間を接続した場合において、従来方式と比較して、最大 7%程度のス
ループットの向上を実現した。
本研究では、実装した統合的 VPNサーバソフトウェアを用いて、政府によるインター
ネット検閲を回避するための、ボランティアベースの分散型公開 VPN中継システムであ
る VPN Gateを実現する。政府の検閲当局は、このような公開 VPN中継システムの中
継サーバの IPアドレスを、公開されているサーバリストから発見し、遮断する。本研究
では、新たに、無実の IP混入手法を提案し、検閲当局にサーバリスト内のすべての中継
サーバが本物であるかどうかの検証を強いる。本研究では、さらに、当局による検証活動
を防ぐため、新たに協調的スパイ発見手法を実装し、検閲当局の検証用 IPアドレスを発
見できるようにする。これらの手法により、VPN Gateでは、政府による検閲用ファイ
アウォールによる遮断に対する耐性を実現する。
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第 1章
序論
第 1章では、本研究の背景、目的、および提案手法の概略について述べる。
1.1 研究の背景と問題
インターネット上に安全なオーバーレイネットワークを構築する方法として、仮想プラ
イベートネットワーク (Virtual Private Network: VPN)がある。現在、幅広く使われて
いる VPNシステムでは、VPNサーバと VPNクライアントとが通信を行う。VPNサー
バと VPNクライアントとの間で利用される VPNプロトコルには、多様な種類がある。
VPNサーバ、VPNクライアントとも、多様な実装がある。主な VPNの利用目的は、企
業や学校などの組織における業務や、個人による政府のインターネット検閲の回避である。
企業や学校などの組織におけるVPNの利用方法は、2種類に分けることができる。1種
類目の利用方法は、リモートアクセスである。リモートアクセス型のVPNを利用すれば、
たとえば会社の Local Area Network (LAN) に、自宅や外出先などのコンピュータを、物
理的には離れているにもかかわらず、仮想的に直接接続している状態とすることができ
る。自宅や外出先などのコンピュータのOSには、Windows、Mac OS X、Linuxなどの
複数の種類がある。また、スマートフォンなどの携帯型コンピュータのOSにも、iOSや
Androidなどの複数の種類がある。これらの OS上からは、標準搭載の VPNクライアン
トソフトウェア、あるいはユーザがインストールする VPNクライアントソフトウェアを
用いて、VPNサーバに接続することができる。リモートアクセスのためのVPNプロトコ
ルは複数存在する。OSごとに利用できる VPNクライアントの実装が異なり、それぞれ
のVPNクライアントで利用できるVPNプロトコルが異なる。たとえば、Windowsでは
Layer 2 Tunneling Protocol (L2TP)/IPsec、Secure Socket Tunneling Protocol (SSTP)
{ 1 {
および SoftEther VPNが利用できるが、Mac OS Xではこれらの中では L2TP/IPsecし
か利用できない。Linuxではディストリビューションによって簡単に利用可能な VPNプ
ロトコルが異なる。例えば CentOSではOpenVPNを簡単に利用できるが、L2TP/IPsec
を利用することは難しい。
企業や学校などの組織における 2種類目の VPNの利用方法は、拠点間接続である。拠
点間接続型の VPNを利用すれば、たとえば本社の LANに 1つ以上の支店の LANを接
続し、すべての支店の LANと本社の LANとを、仮想的に 1つの LANとすることがで
きる。それぞれの拠点にあるコンピュータ同士は、特別な設定なしに、また VPNクライ
アントのインストールなしに、相互に通信することができるようになる。リモートアク
セスの VPNプロトコルと同様に、拠点間接続型の VPNプロトコルにも、複数の種類が
存在し、ネットワーク装置やサーバの機種や OSによって利用可能な VPNプロトコルが
異なる。例えば、Windowsや Linuxを拠点間接続用 VPN装置として利用する場合は、
OpenVPNが使用できるが、Cisco社の VPN対応ルータではOpenVPNがサポートされ
ていない。Cisco社の VPNルータは、L2TPv3 over IPsecをサポートしている一方、同
等の目的のための全く異なるプロトコルである EtherIP over IPsecをサポートしている
NEC社の VPN対応ルータは、L2TPv3 over IPsecをサポートしていない、というよう
な状況がみられる。
個人における VPNの利用目的の 1つに、政府によるインターネット検閲の回避があ
る。政府がインターネット検閲を実施している国は、複数存在する。これらの国には、イ
ンターネット上の特定のサイトへのアクセスや、特定のキーワードを用いた検索の実施に
関する通信を、自動的に遮断するための検閲用ファイアウォールが設置されている。この
ような国の内側から、規制されたインターネット上のサイトにアクセスしたいという需要
が存在する。また、政府がこのような検閲を実施していない場合でも、政府により、通信
内容が盗聴し記録されている可能性がある。これらの政府による検閲やその他の傍受シス
テムにおいては、ユーザの接続元 IPアドレスと、ユーザの通信内容とが関連付けて保存
される場合が多い。このような、自己の通信記録が政府によって収集、保存されないよう
望むユーザは多い。そのようなユーザは、検閲の回避や匿名性の確保のために、しばしば
VPNを利用する。VPNの通信内容は暗号化されるため、検閲用ファイアウォールや傍受
システムは、アクセス先や通信の内容を検査することができなくなる。これにより、検閲
や傍受を回避することができる。
リモートアクセスや拠点間接続において、ネットワーク管理者は、従来、サポートした
い VPNプロトコルすべてをカバーするため、各 VPNプロトコルごとに、1つずつ VPN
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サーバソフトウェアまたは VPNルータなどの専用機器をインストールし、設定および管
理をしなければならない。汎用的なサーバコンピュータを用いる場合、1台または複数台
のサーバコンピュータ上で、複数の種類の VPNサーバプログラムを同時に起動する必要
がある。この場合、それぞれの VPNサーバプログラムごとに、認証やアクセス制御など
の設定や、IPアドレスの割り当て設定など、同一の目的の設定を個別に行う必要があり、
管理が難しくなるという問題がある。また、異なる VPNプロトコルのクライアント同士
で通信が発生すると、複数の VPNサーバソフトウェア間で通信が発生するため、オー
バーヘッドが発生し、パフォーマンスが低下するという問題がある。システム管理者は、
異なる複数の VPNサーバソフトウェアの特性を理解し、相互の依存関係や周辺システム
との相性、同時に併用をする場合に発生する相互干渉の問題などについて配慮をしつつ、
VPNシステムを設計する必要がある。
さらに、VPNサーバソフトウェアは、特定の OSに依存している場合が多く、その場
合、特定の OSにしかインストールできない。複数の VPNサーバソフトウェアの相互運
用が必要になる場合で、かつ、物理的には 1台のサーバコンピュータにまとめたい場合
は、仮想マシン (Virtual Machine: VM) や仮想スイッチを用いることになる。この場合、
VMや仮想スイッチの使用方法に関する知識や、これらの特性に起因するトラブルシュー
ティングが必要となる。このような複雑なサーバ環境で VPNサーバを組み合わせて実行
すると、しばしば、パフォーマンスの低下が発生する。
従来のVPNサーバソフトウェアの多くは、OSのネットワーク機能の一部として実装さ
れていることが多い。また、OSとは別に提供される VPNサーバソフトウェアであって
も、ユーザモードで動作するプログラムだけでなく、OSの既存のカーネル内のモジュー
ルを利用したり、新たにカーネルモジュールのインストールを必要とするものが多い。
図 1.1に、従来の VPNサーバの問題を示す。従来の VPNサーバソフトウェアは、多
くの場合、自らの実行時に、VPNプロトコルごとに、個別のユーザモードのプログラム
を起動して実行する。図 1.1では、L2TPサーバ、OpenVPN (L3) サーバおよび EtherIP
サーバの 3種類の VPNサーバソフトウェアを実行している。これらのサーバは、異なる
プロセスとして実行される。VPNサーバの管理者は、複数のVPNプロトコルごとに、複
数の VPNサーバに対して管理設定を繰り返す必要がある。また、それぞれの VPNサー
バからのログも個別に出力される。
図 1.1では、L2TPサーバとOpenVPNサーバは、L3の VPNプロトコルを処理する。
別の VPNプロトコルや、外部の物理的な LANとの間での IPパケットの交換のために、
OSの有する IPルーティング機能を呼び出す。EtherIPサーバは、L2のVPNプロトコル
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図 1.1: 従来の VPNサーバの問題
を処理する。別の VPNプロトコルや、外部の物理的な LANとの間でのMACフレーム
の交換のために、OSの有するスイッチング機能を呼び出す。管理者が複数の VPNプロ
トコルをサポートする VPNサーバを構築する際には、OSのルーティング機能やスイッ
チング機能に依存するため、これらの機能間を接続する設定が必要になる。また、VPN
サーバソフトウェア以外のプログラムにも大きな影響が生じる。複数の VPNサーバをイ
ンストール、設定するときに、OSのスイッチング機能やルーティング機能の設定に誤りが
あると、VPNサーバとは無関係のWebブラウザなどのプログラムも通信できなくなる。
また、図 1.1では、VPNサーバ間の IPパケットの交換と、Webブラウザの使用する
TCP/IPパケットの送信に、単一の OSのルーティング機能が共有される。VPNサーバ
間に限定した IPサブネットを運用する場合において、その IPサブネットと重複する IP
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アドレスを持つ外部の物理的な LANのホストがある場合を想定する。この場合、Web
ブラウザが外部の物理的な LANのホストにアクセスしようとしても、VPNサーバに向
かってルーティングがされてしまい、Webブラウザは、正しく宛先ホストと通信できな
くなる。
さらに、L2TP/IPsecプロトコルの VPNサーバは、PPPプログラムと、IPsecプログ
ラムを実行する必要がある。加えて、VPNサーバを流れる通信にパケットフィルタを適
用する場合は、パケットフィルタプログラムを起動する必要もある。複数の連携する必要
があるプログラムを、事前にインストールをしなければならない。
検閲回避のためのVPNシステムを実現する場合も、リモートアクセスと同様に、VPN
サーバの問題に直面する。強力でスケーラブルな検閲回避システムを構築するために、ボ
ランティアを組織化し、多数の VPNサーバを動作させる方式がある。中継用 VPNサー
バの台数が増加すると、多数の IPアドレスで中継サーバが動作することになるため、検
閲の回避に有利となる。また、1台あたりの負荷が減少し、パフォーマンスが向上する。
したがって、できるだけ多くのボランティアに参加をしてもらったほうが良い。そのため
には、ボランティアの日常的な PCの利用に影響が出ることなく、VPN中継サーバを稼
働させることができることが要求される。できるだけ多くの VPNユーザをサポートする
ためには、多様な VPNクライアントソフトウェアからの、多様な VPNプロトコルを、
同時にサポートすることが望ましい。これらを実現することは、従来の VPNサーバソフ
トウェアでは難しい。
検閲回避のための VPNシステムにおける VPNサーバは、検閲をしたい政府によって
発見された場合、政府のファイアウォールによって通信が遮断されてしまう。中継用VPN
サーバの IPアドレスのリストを、ユーザに対して、インターネット上のWebサイトや
SNSなどで公開すると、この IPアドレスのリストは、検閲当局も入手できてしまう。
1.2 本研究の目的と提案手法
本研究の目的は、このような VPNサーバに関する問題を解決することである。本研究
では、統合的なVPNサーバソフトウェアにより解決することを提案する。統合的なVPN
サーバソフトウェアとは、管理者が多様な VPNプロトコルを、差異を意識する必要なく
同時に利用でき、また、他の特定の OSやライブラリへの依存度が低く、1つのインスタ
ンスとして動作するような VPNサーバソフトウェアである。
図 1.2に、統合的な VPNサーバによる解決手法を示す。統合的な VPNサーバソフト
ウェアは、1つのプロセス内に、複数の VPNプロトコルを処理するモジュールを有する。
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図 1.2: 統合的な VPNサーバによる解決手法
管理者は、統合的な VPNサーバソフトウェアを 1つインストールするだけで、多様な
VPNプロトコルをサポートし、様々なVPNクライアントソフトウェアからのVPN接続
を実現することができる。スイッチング機能も、プロセス内に実装される。スイッチング
機能は、複数のレイヤ 2の VPNサーバ間のメッセージ交換を実現する。また、L3 VPN
サーバとスイッチング機能との間では、アダプタにより、レイヤ 3とレイヤ 2とを変換す
る。管理者は、VPNサーバソフトウェアとは別に、OSのスイッチング機能やルーティン
グ機能を設定する必要がなくなる。また、統合的な VPNサーバソフトウェアでは、ユー
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ザ認証、セキュリティ設定の適用、ログの管理、IPアドレスの割り当て管理などの管理業
務を行う際に、1回の操作だけで、すべての VPNプロトコルの通信にその設定が適用さ
れる。各 VPNサーバモジュールのログも、1つに統一されて出力される。さらに、VPN
サーバとは無関係のWebブラウザなどのアプリケーションの通信に使用される TCP/IP
スタックと、統合的な VPNサーバとは、OSの IPルーティング機能を共有しない。その
ため、Webブラウザなどのアプリケーションは、VPNサーバをインストール、設定する
際に通信ができなくなるといった影響を受けない。
管理者は、VPNサーバソフトウェアのために複数の OS環境や複数台のサーバコン
ピュータ、複数機種の VPNルータを用意する必要はない。管理者は、すでに有している
OSやサーバコンピュータに、統合的な VPNサーバソフトウェアをインストールできる。
これにより、複数 VPNサーバソフトウェアを併用する場合の相互干渉の問題や周辺シス
テムとの相性に起因する難しい問題に直面することなく、簡単に、複数の VPNプロトコ
ルをサポートすることができる。
統合的な VPNサーバソフトウェアは、検閲回避のための VPNシステムにおける従来
の問題も解決する。ボランティアは、コンピュータに気軽に統合的な VPNサーバソフト
ウェアをダウンロードし、一般ユーザ権限で稼働させることができる。この際には、ボラ
ンティアの日常的な PCの利用に影響が出ることがない。
加えて、本研究では、統合的な VPNサーバソフトウェアを用いて強力でスケーラブル
な検閲回避システムを実現する。そのため、政府当局による中継 VPNシステムの検出と
遮断に対する耐性を実現する。
上記の提案手法の有効性を示すため、本研究では、以下の 2つの VPNソフトウェアを
設計および実装する。
1. マルチプロトコル対応のクロスプラットフォームな VPN サーバソフトウェア
SoftEther VPN Server。
2. 検閲用ファイアウォールを回避するための、ボランティアを組織化する分散型公開
VPN中継システム VPN Gate。
統合的な VPNサーバの実現においては、様々な問題が生じる。本研究では、これらの
問題を、新たな手法で解決する。
統合的な VPNサーバにおいて、複数の VPNプロトコルを統一的にサポートするため
には、VPNプロトコル間の差異を吸収する必要がある。特に、レイヤ 2の VPNプロト
コルと、レイヤ 3の VPNプロトコルとを統一的に扱うことは、難しい。本研究では、こ
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の問題を解決するために、L2アダプタという新しい手法を提案する。
統合的な VPNサーバにおいては、システム管理者が VPNプロトコルの違いにかかわ
らず、パケットフィルタやセキュリティポリシーなどのセキュリティ設定や、ユーザ管理、
ログ管理などの管理運用などを統一的に扱う必要がある。本研究では、すべての VPNプ
ロトコルを、共通のバスとして実装する単一の L2スイッチを経由させ、その L2スイッ
チ上でセキュリティや管理モジュールを実装する手法を提案する。
本研究では、統合的な VPNサーバを用いて、検閲回避システムを構築を実現する。そ
のために、ボランティアを組織化する。この VPN中継システムにおいて、当局による検
閲遮断に対する耐性を実現するため、本研究では、無実の IPアドレス混入手法および協
調的スパイ発見手法を提案する。
1.3 SoftEther VPN Server
統合的な VPNサーバは、多数の種類の VPNプロトコルに対応しなければならない。
これらの VPNプロトコルには、互いに差異がある。最も大きな差異は、レイヤの違いで
ある。主要な VPNプロトコルは、カプセル化の対象として、レイヤ 2 (Ethernetフレー
ム) を対象とするものと、レイヤ 3 (IPパケット) を対象とするものの 2種類に大別する
ことができる。レイヤ 2 (Ethernetフレーム) のメッセージを交換する動作は、スイッチ
ングと呼ばれ、レイヤ 2スイッチの内部の処理と同等である。一方、レイヤ 3 (IPパケッ
ト) のメッセージを交換する動作は、ルーティングと呼ばれ、レイヤ 3ルータの内部の処
理と同等である。ネットワークハードウェアの例をみると、レイヤ 2のスイッチとレイ
ヤ 3のルータは、大きく異なる回路やファームウェアで実現されている。統合的な VPN
サーバの内部においては、同様に、レイヤ 2の VPNプロトコルと、レイヤ 3の VPNプ
ロトコルとを統一的に扱うために、大きく異なる 2種類のメッセージ交換方式が必要とな
る。すなわち、統合的な VPNサーバが、この大きく異なる 2種類のレイヤ間を、シーム
レスに接続しなければならない。従来の VPNサーバでは、単一の VPNサーバはレイヤ
2またはレイヤ 3のいずれかの VPNプロトコルしか取り扱っていなかったため、この問
題を解決する必要はなかった。
本研究では、レイヤ 2とレイヤ 3とをシームレスに接続する方法として、L2アダプタ
を提案する。L2アダプタとは、レイヤ 3方式のVPNの通信パケットに対して動作する変
換モジュールである。VPNプロトコル間のメッセージの交換は、いずれのレイヤのVPN
プロトコルであっても、レイヤ 2の Etheretフレームとして統一して取り扱う。レイヤ 3
方式の VPNプロトコルは、L2アダプタにより、一旦レイヤ 2方式に変換される。
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本研究で実装する統合的なVPNサーバソフトウェアである SoftEther VPN Serverは、
L2アダプタにより、レイヤ 3方式のVPNプロトコルを透過的にレイヤ 2に変換する。さ
らに、各 VPNプロトコルごとにプロトコルモジュールを実装し、仮想レイヤ 2スイッチ
と接続する。これにより、SoftEther VPN Serverは、VPNプロトコル間の差異を吸収
し、相互接続を可能にする。
本研究では、複数の VPNプロトコル間のメッセージを交換する共通のバスとして、L2
スイッチを用意し、そこで、セキュリティ設定や、ユーザ管理、ログの保存などを行う。
L2アダプタにより、すべてのVPNプロトコルのメッセージはレイヤ 2に変換される。こ
の手法で実現される VPNサーバでは、変換後のレイヤ 2のメッセージである Ethernet
フレームに対して、パケットフィルタやセキュリティポリシーなどを適用する。
本研究では、これらの提案手法を用いて実装した統合的 VPNサーバソフトウェアであ
る SoftEther VPN Serverの評価を行った。管理者は、各 VPNプロトコルの差異を意識
せずに、設定・運用ができるようになった。異なる VPNプロトコル間の通信速度につい
て、従来方式と比較して、最大 7%程度の性能向上を実現した。ユーザ管理やネットワー
ク機能を仮想化するマルチテナント機能、および複数のOSへの移植性も実現した。この
SoftEther VPN Serverを、2014年 1月にオープンソースソフトウェアとして公開した。
SoftEther VPN Serverは、2016年 12月 20日までに世界中で 1,009,000回インストール
された実績を有する。本論文では、これらの結果に基づき、統合的な VPNサーバソフト
ウェアにより VPNサーバの管理に関する問題を解決できることを示す。
1.4 VPN Gate
検閲回避システムを実現するために、本研究では、まず、中継 VPNサーバの数を大量
に用意する。このために、世界中からボランティアを募り、ボランティアの PC上で中
継 VPNサーバを立ち上げてもらう。そして、そのサーバの IPアドレスのリストを公開
する。ユーザは、いずれかのサーバに接続できれば VPN接続が可能である。一方、検閲
政府の側は、すべてのサーバを遮断しなければならなくなる。政府による検閲用ファイア
ウォールの容量をオーバーフローさせることをねらう。
さらに、本研究では、中継 VPNサーバの IPアドレスのリストに無実の IPアドレスを
混入する手法を提案する。無実の IPアドレスとは、VPN中継サーバとは全く無関係の
IPアドレスで、かつ、その IPアドレス宛の通信を遮断をされると、国内から検閲当局に
対して苦情が多数寄せられるおそれがあるような、重要なサーバ (たとえば DNSルート
サーバなど) の IPアドレスである。無実の IPアドレスは、常時混入する必要はなく、不
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定期に、少量を混入するだけで良い。不定期に無実の IPアドレスを混入し、検閲当局に
対してそのような無実の IPアドレスが時々混入されている可能性に気付いてもらえれば、
検閲当局は、それらの IPアドレスをそのままファイアウォールの遮断リストに投入する
ことはしなくなる。
しかし、無実の IPアドレスの混入手法を実装したとしても、検閲当局は、サーバリス
ト上のすべての IPアドレスに対して、VPN接続を試行することにより、その IPアドレ
スの真正検証を行うことができる。検閲当局は、真正検証に失敗した IPアドレスを、検
閲用ファイアウォールへの投入対象から除外することにより、無実の IPアドレス混入手
法に対する対策を実現できてしまう。
この問題を解決するため、本研究では、新たな手法として、協調的なスパイ発見手法を
提案する。協調的なスパイ発見手法とは、すべてのボランティアの VPN中継サーバが協
調動作することにより、特定の IPアドレスが無実の IPアドレスであるか否かを識別す
るための VPN接続を試行する検閲当局のコンピュータ (スパイコンピュータ) であると
疑われる IPアドレスのリスト (スパイリスト) を生成し、共有することにより、スパイコ
ンピュータを検出する手法である。
これにより、各VPN中継サーバは、スパイリストに含まれる IPアドレスからのパケッ
トを無視するようになる。その結果、検閲当局は、サーバリストに含まれるある IPアド
レスが、本物の VPN中継サーバであるか、または混入された無実の IPアドレスである
かを見分けることが困難になる。
本研究では、SoftEther VPN Serverに、この検閲回避の仕組みを組み込んだVPN Gate
システムを実装し、公開した。そして、中国政府が運用する Great Firewall (GFW) of
Chinaに対する検閲耐性の評価を行った。本研究の手法である、無実の IPアドレスの混
入手法および協調的スパイ検出手法を用いない場合、GFWは 81% のVPNサーバの遮断
に成功した。しかし、これらの提案手法を用いた場合、遮断率を 25%に低下できた。本
システムは、2016年 7月時点で、1日あたり中国の約 34,000個のユニーク IPアドレス、
および全世界からの約 234,000個のユニーク IPアドレスから利用されており、全世界で
平均約 6.7 Gbpsのトラフィックを分散処理している。
1.5 本論文の構成
第 2章では、本研究の関連研究について述べる。また、VPNを実現するための手法や
プロトコルについて、それぞれの特徴や問題点を述べる。
第 3章では、統合的な VPNサーバソフトウェアを実現する手法を提案し、それらの手
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法を用いた統合的な VPNサーバソフトウェアである SoftEther VPN Serverの設計、実
装および評価について述べる。また、VPNプロトコル間のセキュリティ設定や運用管理
の統一化手法等の実装および評価について述べる。
第 4章では、統合的な VPNサーバソフトウェアにより構築される検閲回避システムで
ある VPN Gateの設計および実装について述べる。
第 5章は、本研究の結論をまとめ、今後の研究の展開を述べる。
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第 2章
関連研究
第 1章では、本研究の背景、目的および構成について述べた。第 2章では、本研究に関
係する従来手法について述べる。
2.1 VPNサーバの設計や実装
2.1.1 Clickモジュール型ルータ
ルータやその他のネットワークデバイスを構築するためのソフトウェアアーキテクチャ
として、Clickモジュール型ルータ [73]がある。Clickモジュール型ルータは、IPルー
ティングに必要な各種処理を分解して Elementsと呼ばれる各モジュールに実装し、それ
らのモジュール間におけるパケットの流れやステートの共有などのワークフローをテキス
ト言語やGraphical User Interface (GUI) で記述することが可能なルータの設計手法に関
する研究である。通常モノリシックなプログラムとしてモジュール間が密に結合され実装
されている IPルータと異なり、Clickルータのモジュール間の結合は疎である。新しく
ルータを実装したいと考えるユーザは、モジュール間を結合し、希望する設計のルータを
作成することができる。Clickルータのルーティング速度は、同等の処理を通常の Linux
カーネルのルーティング速度と比較してちょうど 10%程度の速度低下が見られる程度で
あると報告されている [73]。
多くの開発者が Clickを研究に利用している。たとえば、SMP Click [10] は、Clickを
用いて、マルチプロセッサ環境で高速に動作するソフトウェアルータを実装した例であ
る。SMP Clickの研究では、マルチプロセッサ用に最適化されたバッファやキューの管
理手法を提案している。これにより、複数のプロセッサに対してアダプティブにパケット
が分散され、ルーティング処理が並列的に実行される。これにより、プロセッサ数が 1個
{ 12 {
の場合と比較すると、4個の場合は、約 3.8倍の高速化を実現している。
また、特定のネットワークに特化したルータを実装する研究でも、Clickが使用されて
いる [56]。この研究では、Wireless Personal Area Network (WPAN) [30] という短距離
通信に特化した無線プロトコルによるネットワークと、IPネットワークとの間のメッセー
ジ交換を行うためのエッジルータを、Clickを用いて実装している。この研究で実装され
たルータの管理者は、設定変更や挙動の変更を、ルータを再起動することなく動的に実施
することができる。たとえば、ルータのデータプレーンと呼ばれるパケットの処理部分
と、ルーティングプロトコルとの間を、動的にインタラクションさせることができる。
大規模なネットワークをシミュレーションする研究でも、Clickが使用されている。た
とえば、Hydraは Clickを使用して、マルチホップの無線ネットワークをシミュレーショ
ンすることができるテストベッドである [59]。無線ネットワークのシミュレーションを
行うためには、たとえば Orthogonal Frequency-Division Multiplexing (OFDM) [75] や
Multiple-Input and Multiple-Output (MIMO) [82] などの無線特有の機能をサポートし
た、特殊なMedia Access Control (MAC) 副層 [54] および物理層のモジュールが必要で
ある。Hydraでは、Clickにおけるモジュールとしてこれらの無線モジュールを実装する
ことにより、無線ネットワークのシミュレーションシステムを実現している。
VPNサーバを実装する場合において、Clickのようなモジュール型実装手法が有効であ
るかどうかは未知である。本研究で実装する統合的な VPNサーバソフトウェアにおいて
は、Clickモジュール型ルータと同様に、パケットの処理の単位ごとにモジュールを作成
してそのモジュール間でパケットの受渡しを行うことにより、複数のプロトコルが組み合
わさっている複雑な VPNプロトコルを処理できるようにする。ただし、Clickモジュー
ル型ルータではユーザによるモジュール間の動的な結合や初期化パラメータを指定するた
めの仕組みがあり、また各モジュール間における CPUのスケジューリングも独自に実装
しているが、本研究の実装においてはモジュール間の結合はコンパイル時に定まる静的な
ものとし、CPUスケジューリングは OSの機能を利用する。
2.1.2 OpenVPN、poptopおよび openl2tpd
オープンソースのフリーソフトウェアとしてリリースされている VPNサーバソフト
ウェアがある。
OpenVPN はオープンソース VPN ソフトウェアである [26]。OpenVPN は独自の
OpenVPN L3および L2プロトコルを用いて通信を行う。OpenVPNサーバソフトウェ
アは、OpenVPNプロトコルにしか対応しておらず、L2TP/IPsec、SSTP、EtherIPな
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どの多様な VPNプロトコルはサポートしていない。そのため、OpenVPNサーバソフト
ウェアに VPN接続をしようとするユーザは、OpenVPNのクライアントソフトウェアの
インストールを必要とする。また、OpenVPNサーバソフトウェアの 1つのインスタンス
は、OpenVPNの L3または L2のいずれかの VPNプロトコルのみをサポートする。L3
または L2のいずれの VPNプロトコルをサポートするかは、起動時に読み込まれる設定
ファイルで指定する。1つの OpenVPNサーバインスタンスで、L3および L2の両方の
VPNプロトコルを同時にサポートすることはできない。システム管理者は、これらを同
時にサポートし、VPNプロトコル間の通信を実現したい場合は、2つのインスタンスを
起動し、OSの有するルーティング機能、スイッチング機能および仮想ネットワークイン
ターフェイス機能を用いて、L2と L3との間のメッセージ交換を実現する必要がある。こ
の場合、OSの種類やバージョンごとに固有の設定が必要となり、設定や管理が難しい。
また、同一のOS上で動作する他のネットワークアプリケーションの通信にも影響が生じ
る可能性がある。さらに、L3および L2の 2つの OpenVPNサーバインスタンスを実行
している場合は、設定ファイルが別々であるので、システム管理者は、初期設定を行った
り、設定を変更したりする際に、同一の操作を 2回行う必要がある。
Poptop [35] および openl2tpd [44] も、オープンソース VPNサーバソフトウェアで
ある。Poptop は Point-to-Point Tunneling Protocol (PPTP) のサーバ機能を有する。
openl2tpdは L2TPのサーバ機能を有する。いずれの VPNサーバソフトウェアも、単一
の VPNプロトコルにしか対応していない。これらの VPNサーバソフトウェアを用いて
複数の VPNプロトコルをサポートするには、システム管理者は、複数の VPNサーバソ
フトウェアを同時に動作させる必要がある。また、複数の VPNサーバソフトウェアのイ
ンスタンス間のメッセージ交換は、OpenVPNの場合と同様に、OSの通信機能に依存す
るため、OSの設定変更が必要である。
さらに、これらの VPNサーバソフトウェアは、VPNサーバに接続してきたクライア
ントごとに、1個ずつOSの仮想 L3インターフェイスを作成する。この仮想 L3インター
フェイスとしては、OSの Point-to-Point Protocol (PPP) [91] モジュールが使用される。
PPPモジュールの作成には、管理者権限が必要である。また、VPNクライアント間の通
信はOS上で作成される PPPモジュールを経由して、OSの持つルーティング機能で実現
される。システム管理者は、VPNクライアント間の通信を規制するためのパケットフィ
ルタを使用したい場合、OSに組み込まれているパケットフィルタ機能を使用する必要が
ある。たとえば Linuxでは iptables [86]、BSDでは PF [36] を利用する必要がある。こ
の設定方法は、OSによって異なる。
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L2TPには暗号化の機能がないため、通常、IPsecを用いて L2TPをカプセル化した
L2TP/IPsecが使用される。IPsecの処理は、OSに付属の、または外部の IPsecプログラ
ムを実行する必要がある。たとえば、Linuxの場合、カーネルモードの IPsec暗号通信プ
ログラムと、strongSwan [92] や racoon [71] などのユーザモードの IPsec鍵管理プログ
ラムの両方が必要である。正常に動作するためには、VPNサーバプログラムの開発者が
意図した IPsecプログラムがOSに別にインストールされている必要がある。また、VPN
サーバプログラムと IPsecプログラムとの間での協調動作のため、規定のインターフェイ
スを通じた連携が必要であり、プログラムの外部依存が増える。このようなプログラム
間の依存関係の解決は、パッケージマネージャを用いて解決することができる。しかし、
パッケージマネージャは OSの製品やディストリビューションごとに異なるため、各 OS
ごとに異なるパッケージ定義を作成しなければならない。依存先のプログラムがより新し
いバージョンにアップデートされたときに、予期しない問題が発生することがある。この
ような依存関係の問題は、Dependency Hell [64] と呼ばれる。また、依存先のプログラム
が動的リンクライブラリの場合は、DLL Hell [24] などと呼ばれる。さらに、限られたリ
ソースで動作する組み込み機器には、パッケージマネージャを搭載できない場合が多い。
本研究において実装する統合的な VPNサーバソフトウェアでは、1つのインスタンス
のみで、L2TP、SSTP、L2TPv3、EtherIPおよび SEVPNなどの多数の VPNプロトコ
ルに対応することを目指す。また、VPNサーバに接続中の VPNクライアント間のメッ
セージ交換を、外部プログラムの持つルーティングやブリッジング機能、外部の IPsec機
能を呼び出さなくても良いようにするため、VPNサーバに含める。そして、統一された
1回の操作で、すべての VPNプロトコルに対してセキュリティ設定を適用することがで
きるようにする。詳しくは、第 3章で述べる。
2.1.3 OpenWRTおよび DD-WRT
多くの商用または家庭用ルータなどのネットワーク装置のファームウェアは、実装手法
が公開されていない。OpenWRT [81] および DD-WRT [15] は、実装手法が公開されて
いる、Linuxベースの無線 LANルータのファームウェアである。これらのオープンソー
ス無線 LANルータのファームウェアには、ルーティング、Network Address Translator
(NAT)、ファイアウォールおよび VPNサーバ機能が搭載されている。
OpenWRTおよびDD-WRTでは、これらの機能は、Linuxのカーネルおよびオープン
ソースソフトウェアを組み合わせて実現されている。各機能の設定や管理は、統一された
Webインターフェイスから実現可能である。この統一されたWebインターフェイスが、
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操作対象のモジュールを呼び出して、設定や管理を行う。OpenWRTおよびDD-WRTで
は、Point to Point Tunneling Protocol (PPTP)、Layer-2 Tunneling Procotol (L2TP)
およびOpenVPNプロトコルに対応したVPNサーバ機能が動作する。しかしながら、こ
れらのVPNサーバ機能は、VPNプロトコルごとに、オープンソースの異なるVPNサー
バをそのまま動作させている。PPTPサーバ機能には poptop、L2TPサーバ機能には
openl2tpd、OpenVPNサーバ機能には OpenVPNサーバプログラムが使用されている。
これらの異なる VPNサーバプログラムを経由した VPNトンネル間のメッセージ交換
は、Linuxカーネル上のルーティングプログラムで処理されている。システム管理者が
OpenWRTおよび DD-WRTでこれらの複数の VPNサーバ機能を有効にして使用する
際には、各VPNサーバプログラム用の設定ファイルと同等の内容を、Web管理インター
フェイスまたはコマンドラインインターフェイス (Command Line Interface: CLI) で書
き込む必要がある。Web管理インターフェイスに、簡易的な設定自動生成支援プログラ
ムはあるが、各 VPNサーバソフトウェアを使用するためにシステム管理者にとっては、
システム管理者が自分自身で Linux上に複数の VPNサーバをインストールして使用す
る場合とそれほど変わらない知識が必要となる。複数の VPNサーバソフトウェアにおけ
るユーザ認証などのセキュリティの設定も、それぞれの VPNサーバソフトウェアの設定
ファイルで行う必要がある。
さらに、OpenWRTおよびDD-WRTにおけるVPNサーバ機能や、複数のVPNプロト
コルへの対応機能は、Linuxカーネルに深く依存しており、OpenWRTおよびDD-WRT
を動作させることができる専用のハードウェアが 1台必要である。OpenWRTおよび
DD-WRTをVMで動作させることも可能であるが、この場合はVMが必要となる。その
ため、OpenWRTおよび DD-WRT用のハードウェアや VMのコストが発生する。VM
を用いる場合、物理的なネットワークとの接続のために、ホストOS上での管理者権限が
必要となる。
本研究で実装する統合的な VPNサーバソフトウェアにおいては、OpenWRTおよび
DD-WRTと異なり、複数の VPNプロトコルを、単一の VPNサーバソフトウェアで統
一的にサポートすることを目指す。また、Linuxカーネルなどの特定の OSや OS内のモ
ジュールに依存しないようにすることを目指す。さらに、一般的なサーバ PCやデスク
トップ PCなどの OS環境上で、VMなしに、VPNサーバソフトウェアをインストール
して動作させることができるようにする。そして、OSの管理者権限を必要とせず、一般
ユーザ権限で動作させることができることを目指す。詳しくは、第 3章で述べる。
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2.1.4 VyOS
VyOSは、Linuxベースのルータ OSである [99]。VyOSは、統一的な CLIを用いて、
ルーティング設定や VPN設定を記述することができる。また、VPNサーバ機能として、
OpenVPNプロトコルおよび L2TPプロトコルをサポートしている。OpenVPNサーバ
の実装には OpenVPNソフトウェアを、L2TPサーバの実装には xl2tpdソフトウェアを
使用している。VyOSによる、これら 2つの VPNプロトコルの設定は、CLIにより行う
ことができる。CLIの書式は統一されており、設定の記述に関して、VPNプロトコル間
の統合度合いは、OpenWRTおよび DD-WRTよりも高い。しかしながら、OpenWRT
および DD-WRTと同様に、VyOSの動作には、専用のハードウェアまたは VMが必要
であり、VPNサーバ機能を既存の任意の OS環境上で動作させることはできない。
2.2 統合的なシステムソフトウェア
2.2.1 DeleGate
DeleGate は、複数のプロトコルに対応した統合的なプロキシサーバである [89]。
DeleGate は、単に通信内容を中継するだけでなく、HTTP、FTP、Gopher、NNTP、
SMTP、POPなどの複数のプロトコル間の変換を行うことができる。DeleGateは、異な
るプロトコル間で統一的に利用可能な、共通のリソース識別のためのビューを実現するた
めに、マウンティングと呼ばれる機能を提供している。マウンティングにより、プロトコ
ル間の差異を吸収している。また、使用される文字コードを、プロトコル間で自動的に変
換する機能も備えている。
本研究で実装する統合的な VPNサーバソフトウェアも、同様に、プロトコル間の差異
を吸収するために、共通のメッセージフォーマットとして、レイヤ 2の Ethernetフレー
ムを使用する。レイヤ 3の VPNプロトコルは、自動的にレイヤ 2に変換されて処理され
る。また、各VPNプロトコルにおけるユーザ認証やアドレス割り当て等の手順の違いも、
プロトコルごとに実装するアダプタで吸収し、共通の処理モジュールに引き渡すことで、
統合的なセキュリティ管理を実現する。
2.2.2 ユーザレベル OSのためのユーザレベルネットワーク機能
ユーザレベル OSのためのユーザレベルネットワーク機能を実現する研究がある [25]。
この研究では、ユーザレベルOS (動作させるためにホストOSのシステム管理者権限を必
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要としない軽量な VM) 内の OSが物理的なネットワーク上のサーバにアクセスしようと
するときに、ホストOSにおける特権を必要とする低レベルネットワークアクセスを必要
とせずに、ホストOSを経由して、外部のサーバにアクセスすることができる仕組みを実
現している。この研究では、通常は OSのカーネル内に実装されている TCP/IPスタッ
クと同等のモジュールを、ユーザレベル OSの VMプログラム内に統合している。また、
TCP/IPスタックを通常とは逆さに接続し、ユーザレベル OS内の TCP/IPスタックか
らの外部のホストへの通信を一旦TCPのレイヤで終端することを実現している。そして、
終端した TCPの通信について、ホストOS上で非特権で呼び出しが可能なソケット API
を用いて、改めてホストOSの機能を用いて外部に接続を行ない、通信を実施する。通常
の VMと異なり、ユーザレベルOSのネットワーク機能を有効にするために、OSのネッ
トワーク設定を変更する必要がなく、同じOS上で動作している他のアプリケーションの
通信に影響を与えることを避けることができる。また、ユーザモードから呼び出される汎
用的なソケット APIが利用可能である様々な環境に移植をすることが容易である。
ユーザレベル OSのためのユーザレベルネットワーク機能を実現する別の研究として、
Slirpがある [49]。Slirpは、Personal Data Assistant (PDA)用のOSであるPalmとシェ
ルアカウントを組み合わせて、インターネット通信を行うためのソフトウェアである。
Slirpは、パケット通信に従量制の高額な費用がかかるが、シェルアカウントには費用が
ほとんどかからないようなパソコン通信ネットワークにおいて、シェルアカウントのみを
使用して、任意の TCP通信を実現するために使用される。Slirpの仮想 PPPアダプタが
TCPを終端し、ペイロードを結合してストリームに変換するために、BSDの実装を基に
した TCP/IPのスタックがユーザモードプログラムに組み込まれている。
本研究で実装する統合的な VPNサーバソフトウェアも、VPNサーバプログラム内に、
本来OSが持つべき TCP/IPスタックや DHCPスタックなどを組み込んでいる。これら
の組み込みスタックは、本研究における提案手法である L2アダプタや、VPNサーバを非
特権で実行する際に物理ネットワークへのアクセスを実現するためのユーザモード NAT
機能で使用される。この仕組みにより、OS環境上で VPNサーバ機能を使用する際には、
ソケット APIのみが利用可能であれば、物理ネットワークとの通信が可能となる。また、
ユーザモードから呼び出される汎用的なソケット APIが利用可能である様々な環境への
移植性を有する。
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2.2.3 Visual Studio
Visual Studioは、Microsoft社によって開発された、C、C++、Visual Basicおよび
C#などの複数の言語に対応した統合開発環境である [97]。Visual Studio .NET (2002年)
以降のバージョンでは、各言語用の開発環境が統合され、1つの統合開発環境となった。
複数の言語で同一のデバッガ画面が利用可能となり、また、ある言語で記述したプログラ
ムを、別の言語で記述したプログラムから呼び出すような開発を行うことも容易になった。
統合開発環境の GUI上におけるデバッグ操作や、コンパイラなどの設定管理は、言語間
の差異を意識させない共通のものとなった。これを実現するために、Component Object
Model (COM) [102] というオブジェクト指向技術が使用されている。Visual Studioに新
たなプログラミング言語を追加したい開発者は、統一された COMインターフェイスを実
装するコンパイラやデバッガのエンジンを実装することにより、言語を追加できる。たと
えば、IronRuby tools for Visual Studioは、Visual Studioに新たにRuby言語 [31] を追
加する、Microsoft社以外によって開発されたプラグインである [42]。
Visual Studio が COMインターフェイスを経由して呼び出す複数のモジュールは、
Dynamic Link Library (DLL) として実装されている。Visual Studioのインストーラは、
多数の DLLファイルをコピーし、COMオブジェクトとしてレジストリに登録をする。
DLLは、別のDLLに依存している場合がある。Visual Studioのインストーラは複雑とな
り、インストール時に時間がかかるほか、インストールやアップデートに失敗する場合が
ある。ユーザは、インストーラのログを確認し、その原因を発見する必要がある。しばし
ば、アンインストール時も問題が発生する。Microsoft社自身が、Visual Studioが通常の
アンインストーラによってアンインストールできない場合のために、コンピュータを再イ
ンストールする前の最後の手段として使用できる、より強力な Visual Studio Uninstaller
をオープンソースで公開している [68]。Visual Studio Uninstallerのドキュメントには、
アンインストール対象以外のバージョンのインストール済み Visual Studioの環境を破壊
することになると記載されている。
本研究で実装する統合的な VPNサーバソフトウェアも、Visual Studioの複数プログ
ラミング言語サポートと同じように、異なる複数の VPNプロトコルを統一的にサポー
トする。また、システム管理者は、複数の VPNプロトコルに対して、共通の設定画面で
設定を行うことができる。新たな VPNプロトコルを実装しようとする場合は、新たな
VPNプロトコルモジュールを実装し、VPNサーバに追加することができる。しかし、本
研究で実装する統合的な VPNサーバソフトウェアでは、Visual Studioと異なり、新た
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な VPNプロトコルに対応するモジュールを追加する場合に、VPNサーバプログラム全
体の再コンパイルが必要である。ただし、静的リンク方式を用いる場合は、2.1.2項で述
べたように、必要なプログラムを VPNサーバのプログラムファイルに内包することがで
きるメリットがある。このメリットのため、本研究で実装する VPNサーバソフトウェア
では、複数の VPNプロトコルをサポートする方式として、静的リンク方式を用いる。
2.2.4 Eclipse
Eclipseは、Visual Studioと同様の統合開発環境である [74]。Eclipseは、Visual Studio
と同様に、複数の異なる言語を統一した GUIで扱える。Eclipseは、Visual Studioと異
なり、オープンソースである。Eclipseのプラグインの 1つである Xtextを使うことによ
り、Domain Specic Language (DSL) を用いたプログラミングにおいて、Eclipseのコー
ド補完やコンパイルエラーの検出、コードへの色付けなどの開発サポート機能が使えるよ
うになる [5]。本研究では、Eclipseと同様に、複数の VPNプロトコルを統一した GUI
で扱うことができる VPNサーバソフトウェアを目指す。Eclipseで特定の言語の開発環
境を構築するためには、その言語のコンパイラ、デバッガ、ライブラリ等をインストール
し、Eclipseでそれらを正しく呼び出す設定が必要である。本研究では、Eclipseと異な
り、1つのソフトウェアをインストールするだけで、複数の VPNプロトコルを利用でき
る VPNサーバを簡単に構築できるような VPNサーバソフトウェアの実現を目指す。
2.2.5 VMのイメージの配布
インストールや設定が複雑なシステムソフトウェアを簡単に利用できるようにするた
め、インストールや設定が完了した状態の VMのディスクイメージを配布する手法があ
る。たとえば、VMware Virtual Appliance Marketplace [109] では、様々なソフトウェ
アをインストールした状態の VMのディスクイメージがダウンロード可能である。ユー
ザは VMイメージをダウンロードすることにより、様々なソフトウェアがインストール
された状態から実行を開始できる。
複数の VPNサーバソフトウェアをインストールした状態の VMイメージを作成する
ことにより、その VMイメージをダウンロードして実行したシステム管理者は、複数の
VPNサーバソフトウェアを実行することができる。この方法では、複雑なインストール
操作を不要とするメリットがある。しかし、複数の VPNサーバソフトウェアを設定管理
する際の操作が複数回必要である問題は解決されない。また、VPNサーバソフトウェア
を経由して物理的なネットワーク上のホストと通信をするために、ホスト OSの IPルー
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ティング機能またはスイッチング機能を使用する必要がある問題も残る。さらに、VMの
実行やネットワーク仮想化の使用には root権限が必要である。VMの実行をサポートし
ていないカーネルバージョンやOS環境では、VMは使用できない。たとえば、VMの利
用を想定していない組み込み機器システムを使用する場合は、VMが利用できない。
本研究では、VMなしで、複数の VPNプロトコルに対応し、統一的な運用管理を行う
ことができる VPNサーバを実現する。
2.2.6 Docker
Dockerは、Linuxなどの OS上で、コンテナを作成することができるオープンソース
ソフトウェアである [64]。コンテナとは、特定の状態のOS環境を静的に保存し、それを
複製して再利用することができる技術である。Dockerでは、インストールや設定などの
環境構築に複雑な手順を必要とするソフトウェアをOS環境にインストールした状態をコ
ンテナとして保存し、配布することができる。コンテナ内の OS環境は、ホストOSを共
有するため、VMと比較して、省メモり、省 CPU時間で利用できる。VMと同様に、コ
ンテナ内のプログラムがコンテナ外に影響を与えないようにするために、コンテナ用の軽
量な仮想化技術が使用されている。ネットワークの仮想化には、Virtual Ethernet (veth)
が使用される [12]。vethを使用すると、ホストOS上の vethと、コンテナ内の vethとの
間で、EthernetのMACフレームの交換が可能になる。UberCloud [96] では、様々なソ
フトウェアをインストールした状態の Dockerのコンテナイメージがダウンロード可能で
ある。
複数の VPNサーバソフトウェアをインストールした状態の Dockerコンテナを作成す
ることにより、そのコンテナをダウンロードして実行したシステム管理者は、複数のVPN
サーバソフトウェアを実行することができる。この方法では、複雑なインストール操作を
不要とするメリットがある。しかし、この場合も、2.2.5項と同様の問題が発生する。
本研究で実現する統合的なVPNサーバソフトウェアは、Dockerが利用できない場合で
も、複数の VPNプロトコルに対応し、統一的な運用管理を行うことができる VPNサー
バを実現する。また、Dockerを用いた手法と異なり、本研究で実装する統合的な VPN
サーバソフトウェアは、プログラムファイルを 1つダウンロードするだけで、Dockerに
対応していないホスト OS上で直接実行することができる。
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2.3 検閲回避システム
2.3.1 Tor
The Onion Router (Tor) は、P2P技術を用いて実装される、インターネットへのアク
セスの匿名化を目的としたオーバーレイネットワークである [18]。Torでは、匿名性を実
現するために 3つのノードを中継して通信がなされる。
Torのノードは、公開されている Torリレーと非公開の Torブリッジに分類される。検
閲ファイアウォールの管理者は公開されている Torリレーへの通信を簡単に遮断すること
ができる。検閲が行われている国の利用者は、Webサイト、メール、その他の方法で非公
開の Torブリッジを探し、利用できる。しかし、同様に、検閲ファイアウォールの管理者
は、多数の IPアドレスに対してスキャンを実施し、Torブリッジを発見し、通信を遮断
できる [101] [104]。obfsproxyを使用することにより、Torクライアントと Torブリッジ
との間の Torのプロトコルを暗号化したり、パケットサイズやパケット送信のタイミング
を変化させたりすることにより、特徴点を隠すことができる [94]。これにより、検閲ファ
イアウォールの管理者に対して、トラフィックを監視するだけでは Torの通信を発見する
ことを困難とすることができる。しかしながら、検閲ファイアウォールの管理者は、公開
されている Torブリッジに対して、正規の Torプロトコルを用いて接続を試みることで、
Torブリッジを検出することができる。現在のところ、Torは、検閲ファイアウォールの
管理者によるスキャンに対する耐性を有していない。
本研究において実装する検閲回避システムは、Torと異なり、匿名化目的ではなく、検
閲ファイアウォールをバイパスすることに特化している。通信は、1つの VPNサーバに
より中継されるだけなので、Torよりも高速である。本研究では、VPNサーバのリストを
利用者に届けるために、Torと同様にWebページやメールを用いる。ただし、Torとは
異なり、VPNサーバのリストに無実の IPを含める。詳しくは 4.3.2項で述べる。また、
本研究では、検閲ファイアウォールの管理者によるプローブを難しくする仕組みを導入し
ている。詳しくは 4.3.3項で述べる。
Torリレーや Torブリッジを運用することは簡単ではない。rbox-torは、Torリレーや
Torブリッジが予めインストールされた CD-ROMブートイメージを配布するプロジェク
トであり、これを仮想計算機 (Virtual Machine: VM) 上で動作させるだけで Torリレー
や Torブリッジを動作させることができる [87]。しかしながら、rbox-torを VM上で動
作させるためには、VMのインストールと起動が必要である。また、VMの仮想ネット
ワークインターフェイスを、物理的なネットワークに接続し、グローバル IPアドレスを
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割り当て、インターネットから到達可能にする必要がある。VMの動作には OS環境を
実行するためのメモリや CPU時間が必要である。また、VMを物理的なネットワークに
接続するためには、管理者権限も必要である。さらに、多くの環境では NATやファイア
ウォールの内側にコンピュータがあるため、NATやファイアウォールの設定変更による
Demilitarized Zone (DMZ) の設定も必要になる。これらは、気軽に中継サーバを立ち上
げたいと考えるボランティアにとって、大きな負担となるため、ボランティアの数を増や
しにくい。
本研究では、ボランティアの負荷を減らすために、VMなしで動作するボランティア用
の中継サーバソフトウェアを配布する。消費するメモリおよび CPU時間は、VMを利用
する場合よりも少ない。また、動作させるために管理者権限も不要である。さらに、本研
究では、NAT装置の背後でも動作するなど、ボランティアのネットワーク環境の変更を
不要とするための様々な工夫も行なっている。詳しくは、4.4項で述べる。
2.3.2 BitTorrentトラッカ
本研究で実装する検閲回避システムでは、中央のサーバでアクティブな VPNサーバの
リストを管理する。この方法は、BitTorrentのトラッカと似ている [14]。BitTorrentのト
ラッカとは、BitTorrentのノード間を接続するための情報を提供する中央サーバである。
BitTorrentのトラッカのアドレスは公開されているため、ネットワークや ISPの管理
者は、ファイアウォールにより、ユーザからトラッカへの接続を、簡単に遮断すること
ができる。BitTorrentでは、Azureus Distributed Hash Table (DHT) とMainline DHT
を用いてトラッカを DHTにより実装することもできる [2] [7]。
本研究では、2つの理由により、DHTを利用できない。1つ目の理由は、遮断をより難
しくするための手法であるキースペース・ホッピングを用いるため、VPNサーバのリス
トを要求してきた通信相手ごとに、回答するコンテンツの内容 (VPNサーバのリスト) を
変化させる必要があるためである。2つ目の理由は、VPNサーバ間で協調して検閲ファ
イアウォールの管理者による調査用パケットの発信による検証を難しくするために、サー
バリストを中央の VPN中継サーバリストを管理するサーバに集約する必要があるからで
ある。本研究のサーバリストの管理の仕組みは、これらの点で、DHTによって実現され
たトラッカよりも、中央集権的である。しかし、本研究では、4.3.3項で述べる解決手法
を用いることにより、検閲用ファイアウォールに対する遮断耐性を実現する。
BitTorrentのような P2Pシステムに対して、少数のユーザが大量のノードを作成する
Sybil Attack [19] という攻撃手法がある。BitTorrentに対する Sybil Attackの報告もあ
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る [100]。本研究で実現する検閲回避システムも、Sybil Attackによる影響を受ける可能
性がある。詳しくは、4.5.7項で論じる。
2.3.3 Web MIXes
多くの研究者が、検閲耐性を実現するためのシステムに関する研究を行ってきた。Web
MIXesは、匿名性の実現および検閲の防止を目的としたWebアクセス中継システムを実
現するための研究である [4]。この研究のシステムでは、クライアント側に Javaで実装さ
れたローカルプロキシを置き、ローカルプロキシが、中継サーバであるMIXサーバ群と
の間で通信を行う。MIXサーバ群は、宛先のサーバとの間の通信を行う。クライアント
のローカルプロキシとMIXサーバ群との間の通信においては、ランダムな長さのダミー
メッセージを挿入したり、大きなメッセージを Adaptive chop-and-sliceアルゴリズムに
よって分割するなどして、検閲者による通信内容の識別を難しくする。
本研究で実装する検閲回避システムも、VPNプロトコルによっては、単なる HTTPS
通信に見せかけたり、UDPを使用する場合のクライアント、サーバの双方のポート番号
を特徴の無いランダムなものにしたりした上で、ダミーのバイト列を付加したり、無通信
時でも時々ランダムなバイト列を送受信したりして、検閲者に VPNプロトコルを使用し
ていることを気付かれないようにする。また、本研究では、Web MIXesと比較して、プ
ロキシではなく VPN通信機能を提供するため、クライアントアプリケーションがプロキ
シに対応していない場合でも利用できる。
2.3.4 中国の Great Firewallを回避するための研究
中国政府によって運用されている検閲用ファイアウォールであるGreat Firewall (GFW)
による検閲を回避するための研究がある [13]。この研究は、GFWがTCPのコネクション
を切断しようとする際に利用するメカニズムとして、偽の TCPリセットパケット (RST)
が GFWによって両端のエンドポイントに送付されることを明らかにしている。そして、
エンドポイント側で RSTパケットを無視することにより、GFWにより検閲が行われた
場合でも、コネクションが切断されないようにできることを報告している。しかし、こ
の手法による検閲回避は、ユーザの側のクライアントコンピュータと、宛先のサーバコ
ンピュータとの両方が RSTパケットを無視するように事前設定されている必要があり、
不特定多数のWebサイトにアクセスしたい場合には実用的ではない。また、GFWは、
TCPの偽 RSTパケットを送付する以外の方法で、IPアドレス単位で通信を遮断するこ
ともできる。
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本研究で実装する検閲回避システムでは、クライアントコンピュータが中継ノードまで
の間を VPN接続し、中継ノードを経由して、宛先のサーバと通信をする方式で検閲を回
避する。また、GFWによって VPN接続が遮断されないようにするために、複数の新し
い手法を実装する。詳しくは、第 4章で述べる。
2.3.5 Infranet
Infranet は、HTTP によるWeb アクセスの検閲と監視を回避するための研究であ
る [27]。Infranet では、ユーザのコンピュータ上で動作するローカルプロキシである
Infranet Requester と、一般的な HTTPサーバ上で動作させることができる Infranet
Responderとの間で、一般的な (検閲者から見ると無害な) HTTP通信を行うが、その
HTTP通信に、検閲者から隠したいメッセージを埋め込むことができる。その埋め込まれ
るメッセージを、本当にアクセスしたい目的のHTTPサーバとの間の通信のためのトンネ
ルとして利用する。これにより、Infranet Responderを経由して、目的の HTTPサーバ
との間で通信が可能となる。この手法では、Infranet Responderを検閲国外のサーバにイ
ンストールしておく必要がある。不特定多数で 1台の Infranet Responderサーバを共有
する場合、そのサーバのアドレスを検閲者が入手することができるため、共有の Infranet
Responder宛の国内からの通信は、すべて検閲用ファイアウォールで遮断することができ
てしまう。
本研究において実装する検閲回避システムでも、Infranetと同様に中継サーバを使用す
るが、ユーザと中継サーバとの間のトンネル通信が遮断されないようにするために、新た
な手法を提案する。詳しくは、第 4章で述べる。
2.3.6 キースペース・ホッピング
検閲回避のために、多数のプロキシを設置し、単一のクライアントに対しては、一部
のプロキシの IPアドレスのみを回答する仕組みの検閲回避システムの研究がある [28]。
この研究では、キースペース・ホッピングという手法が提案されている。キースペース・
ホッピングとは、各クライアントが、サーバリストの全体のうち、疑似乱数を用いて生成
されたユニークな部分集合のみを取得する手法である。これは、無線通信において、無線
ノードが通信妨害を避けるために周波数ホッピング方式を用いることと似ている。キース
ペース・ホッピングにより、検閲者が一般のユーザを装ってプロキシサーバの IPアドレ
スを収集しようとしても、一部の IPアドレスしか収集できない。ユーザごとに開示され
る IPアドレスのリストは異なるため、検閲者から見える IPアドレスが検閲用ファイア
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ウォールで遮断された場合でも、ユーザは他のサーバのいずれかに接続することができる
確率が高くなる。
本研究における検閲回避システムでも、中継サーバの IPアドレスリストの回答時に、
キースペース・ホッピングを使用している。疑似乱数のシード値として、クライアントの
ネットワークアドレスの一部を使用する。この方法により、検閲当局は、中継サーバの
サーバリスト全体を取得するために、広い範囲および多くの固有の IPアドレスを必要と
し、サーバリスト全体を取得するコストを高めることができる。
2.3.7 SafeWeb
SafeWeb匿名化システムという研究がある [61]。SafeWebの目的は、Webアクセスに
おける、検閲者によるコンテンツフィルタリングの回避と、Webサーバの側におけるユー
ザの識別の回避の 2つである。SafeWebでは、Webブラウザ上で動作する JavaScriptで
クライアントが実装されているため、ユーザのコンピュータで特別なソフトウェアを起動
する必要がない。本研究において実装する検閲回避システムは、ユーザのコンピュータで
VPNソフトウェアを起動する必要があるが、Webブラウザだけでなく、任意の TCPま
たは UDPプロトコルを用いた通信が可能である。
2.3.8 Telex
Telexは、プロキシサーバベースの検閲回避システムであり、クライアントがTransport
Layer Security (TLS) のヘッダに、楕円曲線暗号を用いた電子透かしを埋め込む手法であ
る [105]。Telexでは、クライアントは検閲されていないWebサーバに TLSでアクセス
する。検閲の対象となっていない多くのWebサーバをホストしている多数の ISPに協力
を依頼し、Telex Stationと呼ばれる透過型プロキシを予め設置しておく。Telex Station
は、電子透かしを検出できる秘密鍵を持っており、TLSのヘッダに埋め込まれた電子透か
しを検出し、本来のWebサーバではなく、トンネリングのためのサーバにパケットを転
送する。検閲当局は秘密鍵を持っていないので、電子透かしの有無を検出できない。この
方法は、検閲当局が、Telexに協力的な ISPのアドレスブロックごとファイアウォールで
遮断してしまう可能性があるという問題がある。これを避けるためには、多数の ISPに
一致団結して協力してもらう必要がある。そのようにすれば、検閲当局は多数の ISPの
IPアドレスを遮断しなければならなくなり、国内から海外のWebサイトが見づらくなる
ので、これを躊躇することになる。しかし、Telexの手法では、Telex Stationを多数配置
するコストと、協力的な ISPを募る必要性の問題がある。
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本研究における検閲回避システムも、Telexのように、大量の IPアドレス上で通信を中
継する仕組みを利用し、検閲回避を実現する。本研究では、ISPの協力を得る代わりに、
多数のボランティアの協力を得る。Telex Stationを ISPのインフラに設置してもらう代
わりに、簡単にインストールできる統合的な VPNサーバをボランティアの PC上で立ち
上げてもらう。
2.3.9 無料や有料の VPNサービス
無料や有料の VPNサービスは、検閲用ファイアウォールを回避するために広く使われ
ている。たとえば、vpnsurng.comは、中継用の VPNサーバを立ち上げ、公衆に提供し
ている [98]。無料の VPNサービスの場合は、検閲当局はその VPNサービスのWebサ
イトを閲覧して、中継用 VPNサーバの IPアドレスやホスト名を発見し、検閲用ファイ
アウォールの遮断リストに登録することが容易に可能であるという問題がある。有料の
VPNサーバの場合は、料金を支払ったユーザに対してのみ中継用 VPNサーバのアドレ
スが明かされるため、検閲用ファイアウォールにそのサーバが遮断対象として登録される
可能性は低くなる。しかし、ユーザにとっては利用のためのコストがかかる。また、検閲
当局によって IPアドレスが遮断された場合は、IPアドレスを変更し、新たな IPアドレ
スをユーザにメール等で周知する必要がある。検閲当局がユーザに紛れている場合は、ま
た遮断が行われる。既存の無料や有料の VPNサービスを運営する場合は、このようない
たちごっこを避けることが困難である。
本研究で実装する検閲回避システムでは、VPNサーバをボランティアのコンピュータ
で動作させるため、ユーザにとって利用のためのコストがかからない。また、検閲当局が
ユーザとして IPアドレスのリストを取得した場合のために、無実の IPアドレス混入手
法および協調的スパイ発見手法により、遮断への耐性を実現する。詳しくは、第 4章で述
べる。
2.3.10 GroupVPN
いくつかの VPN サービスは、中央サーバを必要としないアーキテクチャを持つ。
GroupVPNは、中央サーバを必要としない、自律的な P2P型の VPNネットワークを構
築することを目指した研究である [106]。GroupVPNでは、多数の P2Pノードによって
構成されるオーバーレイネットワーク上における仮想アドレスの解決を Distributed Hash
Table (DHT) によって行っている。また、中央サーバに依存しないユーザ認証を実現す
るために、Public Key Infrastructure (PKI) を用いた証明書の検証により認証を行って
{ 27 {
いる。通常、PKIにおいては Certicate Revocation List (CRL) を中央サーバなどに掲
載し、これを認証者が定期的に HTTPでダウンロードする方式により証明書の無効化を
周知するが、GroupVPNでは、CRLをネットワーク内で DHTを用いて共有するか、ま
たは、ブロードキャストメッセージとして全ノードに配信することで、中央サーバに依存
しない特定ユーザの即時無効化機能を実現している。
本研究における検閲回避システムでは、検閲用ファイアウォールに対して耐性を高める
ために、キースペースホッピングを利用するため、DHTを利用しない。しかし、検閲用
ファイアウォール内のユーザが、本研究で設置する、稼働中の中継サーバの一覧を有する
ディレクトリサーバであるリストサーバに安定的に接続できるようにするために、間接的
サーバリスト転送プロトコルを導入する。間接的サーバリスト転送プロトコルにおいて配
信されるサーバリストは、多数の VPNサーバのうち到達可能ないずれかのノードを経由
して間接的にユーザに配信される。この際は、GroupVPNと同様に、リストに電子証明
書による署名が付されるので、信頼できないノードを経由してリストを安定的にクライア
ントに配信することができる。詳しくは、4.3.4項で述べる。
2.3.11 N2N
N2Nは、P2P型の VPNを実現するための研究である [16]。N2Nでは、ノード上に仮
想 L2インターフェイスを作成し、Ethernetフレームを UDPにカプセル化してノード間
で交換することで、VPNを実現する。N2Nにおける P2Pネットワークは、エッジノー
ドとスーパーノードによって構成される。スーパーノードは、グローバル IPアドレスを
有するノードであり、他のスーパーノードや、スーパーノードに接続してくるエッジノー
ドとの間のメッセージのルーティングを実現する。また、スーパーノードは、現在ネット
ワークに参加しているエッジノードのリストを管理する。エッジノードは、NATの内側
にあり、プライベート IPアドレスを有するノードである。スーパーノードは、複数作成
することができる。複数のスーパーノードを経由して、エッジノード同士のメッセージ
交換が可能である。エッジノードは、いずれかのスーパーノードに接続するだけでよい。
N2Nを利用する場合は、ユーザは、スーパーノードを自分で立ち上げるか、他の人によっ
て立ち上げられたスーパーノードを利用させてもらう必要がある。ユーザは、スーパー
ノードの IPアドレスを知っている必要があるため、N2Nを用いて公開 VPN中継サービ
スを実現すると、N2Nのスーパーノードの IPアドレスは、検閲当局によって発見され、
遮断されてしまう問題がある。
本研究で実装する検閲回避システムにおける VPNサーバは、N2Nのスーパーノード
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に類似している。ただし、本研究では、ユーザの通信は 1台の VPNサーバのみを経由す
る。また、本研究では多数の VPNサーバを組織化し、検閲用ファイアウォールに対して
耐性を高める手法を提案する。
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第 3章
統合的な VPNサーバソフトウェア
SoftEther VPNの設計と実装
第 2章では、関連研究について述べた。第 3章では、本研究で実装した統合的な VPN
サーバソフトウェア SoftEther VPN Serverについて述べる。
3.1 概要
第 1章で述べたように、クライアントOS、ルータOSやその上で動作するVPNクライ
アントソフトウェアごとに、対応している VPNプロトコルが異なる。単一の VPNサー
バソフトウェアでは一部の VPNプロトコルしかサポートしていない場合、サポートした
いすべてのVPNプロトコルのために複数のVPNサーバソフトウェアをインストールし、
同時に稼働させなければならない。また、複数の VPNサーバを同時に設定し運用するた
めに、セキュリティ設定などを、それぞれの VPNサーバに対して設定する必要があり、
管理が困難となる。
これらの問題を解決するため、本研究では、SoftEther VPN Serverと呼ぶ VPNサー
バソフトウェアの設計と実装を行う [77]。SoftEther VPN Serverは、単一のインスタン
スで多数の VPNプロトコルをサポートする。サポートする VPNプロトコルは、L2TP
over IPsec、Ether IP over IPsec、OpenVPN L3 および L2、L2TPv3 over IPsec、SSTP
および SoftEther VPN Protocol (SEVP: Ethernet over HTTPSを実現するプロトコル)
である。これらの複数の VPNプロトコルに対応することにより、広範囲に渡るリモー
トアクセス用途の VPNクライアント (PCやスマートフォンなど) や拠点間接続用途の
VPNデバイス (アプライアンスなど) が単一の SoftEther VPN Serverのインスタンスに
接続できるようになる。SoftEther VPN Serverを使用することにより、システム管理者
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は単一のインスタンスを稼働させ管理するだけで、複数の VPNプロトコルを統一的にサ
ポートし運用することができる。管理者は、サポートする各々の VPNプロトコルを意識
することなく、1回の操作のみで、すべての VPNプロトコルに対して統一的に、ユーザ
管理、VPNクライアントへの IPアドレスの割り当て、アクセス制御およびログの保存な
どの設定・運用を行うことができる。さらに、SoftEther VPN Serverは、インターネッ
トサービスプロバイダ (ISP) やクラウドサービスプロバイダなどのホスティングサービ
スプロバイダが顧客に VPNサービスを提供するために利用可能な、単一の VPNサーバ
インスタンスにおける複数の顧客向けの仮想 VPNサーバ (テナント) のホスティング機
能を提供する。
この章では、SoftEther VPN Serverの設計、実装および評価について述べる。SoftEther
VPN Serverは、VPNサーバ内において、IPv4、IPv6および Internetwork Packet Exchange
(IPX) 等の任意のレイヤ 3パケットを含むMACフレームを交換することができるソフト
ウェアベースのレイヤ 2スイッチを実装している。レイヤ 2スイッチを用いて、レイヤ 2
の VPNプロトコルおよびレイヤ 3の VPNプロトコルの両方を統一的に扱うために、本
研究で提案する手法である、L2アダプタと呼ばれるアダプタモジュールを用いて、レイ
ヤ 3パケットをレイヤ 2フレームに変換する。
第 3章の構成は次のとおりである。3.2項では、複数の VPNプロトコルおよびマルチ
テナント機能を提供する上での問題について述べる。3.3項では、SoftEther VPN Server
の設計について、3.4項では実装について述べる。3.5項では SoftEther VPN Serverの性
能評価について述べる。3.6項は、第 3章のまとめである。
3.2 既存の VPNサーバソフトウェアの問題
1.1項で述べたように、既存の VPNサーバソフトウェアの実装手法には、複数の VPN
プロトコルをサポートする際における管理の問題がある。VPNサーバの管理者は、多く
の種類の VPNクライアントをサポートしたり、多様な環境に適合した VPN接続を実現
したりするために、広く利用されている VPNプロトコルを複数サポートしなければなら
ない。そのため、従来の VPNサーバソフトスウェアを用いる場合は、複数の VPNサー
バソフトウェアを組み合わせて使用しなければならない。
3.2.1 多数の VPNプロトコル
広く利用されているVPNプロトコルには、表 3.1のようなものがある。これらのVPN
プロトコルは、レイヤ 3およびレイヤ 2に分類することができる。レイヤ 3 VPNプロト
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コルは IPデータグラムの交換を実現し、レイヤ 2 VPNプロトコルはローカルエリアネッ
トワーク (LAN) で使用されている Ethernetのフレームの交換を実現する。
レイヤ 2 VPNプロトコルには、レイヤ 3 VPNプロトコルにはないいくつかの利点があ
る。まず、PCをレイヤ 2 VPNプロトコルを用いてネットワークにVPN接続すれば、IP
プロトコルだけではなく、非 IPプロトコル、例えばMicrosoftのNetBIOS Extended User
Interface (NetBEUI) [8] やNovellの Internetwork Packet Exchange (IPX) / Sequenced
Packet Exchange (SPX) および Apple Talk [90] 等を使用することができる。次に、レ
イヤ 3 VPNプロトコルを用いる場合に必要なルーティングやプロキシ ARP [69] 等の複
雑な仕組みを使用しなくても、リモートアクセスおよび拠点間接続を容易に実現できる。
拠点間接続においては、両方の拠点のコンピュータを同一の IPネットワークに所属させ
ることができ、管理が容易になる。最後に、レイヤ 2 VPNにおいては、マルチキャスト
およびブロードキャストベースのプロトコルをそのまま利用することができる。例えば、
Multicast DNS (mDNS) [11] プロトコルを用いてマルチキャスト対応のサービスを検索
したり、NetBIOS over TCP/IPプロトコルや Link-Local Multicast Name Resolution
(LLMNR) [43] プロトコルを用いることで遠隔拠点のコンピュータの名前解決を行った
表 3.1: 広く利用されている VPNプロトコルの一覧
レイヤ 3(IPパケット)を伝送する VPNプロトコル レイヤ 2(MACフレーム)を伝送する VPNプロトコル
機能 IPsec トン
ネルモード
L2TP/
IPsec
PPTP SSTP OpenVPN
L3
OpenVPN
L2
L2TPv3/
IPsec
EtherIP/
IPsec
SEVP
リモートアクセ
ス
X X X X X
暗号化 IPsec IPsec MPPE SSL SSL SSL IPsec IPsec SSL
下位レイヤ ESP/UDP ESP/UDP GRE HTTPS
/TCP
TCP,
UDP
TCP,
UDP
ESP/UDP ESP/UDP HTTPS
/TCP
HTTP プロキシ
を通過
X X X X
ステートフルフ
ァイアウォール
を通過
X X
Windows 上の
クライアント
サードパー
ティ
ネイティブ ネイティブ ネイティブ サードパー
ティ
サードパー
ティ
サードパー
ティ
Mac OS X 上の
クライアント
ネイティブ ネイティブ ネイティブ サードパー
ティ
サードパー
ティ
サードパー
ティ
サードパー
ティ
iOS 上のクライ
アント
ネイティブ ネイティブ ネイティブ サードパー
ティ
サードパー
ティ
Android 上のク
ライアント
ネイティブ ネイティブ ネイティブ サードパー
ティ
サードパー
ティ
Linux 上のクラ
イアント
実装あり 実装あり 実装あり 実装あり 実装あり 実装あり 実装あり
FreeBSD上のク
ライアント
実装あり 実装あり 実装あり 実装あり 実装あり 実装あり
SEVP=SoftEther VPN Protocol。MPPE=Microsoft Point-to-Point Encryption。ESP=Encapsulating Security Payload。
GRE=Generic Routing Encapsulation。HTTPS=HTTP over SSL。リモートアクセスとは、VPN クライアントへの IP アドレス割
り当て機能を有する VPN 接続が可能であることを意味する。ステートフルファイアウォールとは、SSL の通信のステートを検査し、非 SSL プロト
コルを遮断する機能を有するファイアウォールを意味する。ネイティブとは、OS ベンダが OS に組み込んでいる VPN クライアントによりサポート
されていることを意味する。サードパーティとは、サードパーティの提供する VPN クライアントのインストールにより利用可能となることを意味す
る。実装ありとは、1 つ以上のオープンソース実装が利用可能であることを意味する。
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り、コンピュータを列挙したりすることができる。
表 3.1の VPNプロトコルの多くは、リモートアクセスをサポートしている。リモート
アクセスには、ユーザ認証および IPアドレスの割り当てが必要である。
表 3.1のVPNプロトコルのうち、SSTP、OpenVPN (L3および L2) および SEVPは、
PCがリモートのVPNサーバにHTTP対応のプロキシを経由して接続することを許容す
る。このうち、SSTPおよび SEVPは正規の SSLプロトコルを TCPコネクション上で
使用するため、PCはステートフルファイアウォールを経由して VPNサーバに接続でき
る。ステートフルファイアウォールは Deep Packet Inspection (DPI) [51] 機能により、
TCPストリームが真正な SSL通信であるかどうか見分け、SSL通信に偽装した非 SSL通
信をブロックすることができる。
本研究では、OS組み込み VPNクライアントプログラムで対応している VPNプロト
コルを、ネイティブVPNプロトコルと呼ぶ。表 3.1に列挙されているように、各クライ
アントデバイスは特定のプロトコルをネイティブ VPNプロトコルとしてサポートしてい
る。例えば、Layer 2 Tunneling Protocol (L2TP) [95] over IPsecおよび Point-to-Point
Tunneling Protocol (PPTP) [33]等は iOS、Mac OS XおよびAndroidにおけるネイティ
ブVPNプロトコルである。これらのVPNプロトコルに加え、Windowsは Secure Socket
Tunneling Protocol (SSTP) [66] をネイティブ VPNプロトコルとしてサポートしてい
る。CentOS Linuxにおいては、OpenVPN [80] Layer 3 (L3) をサポートしている。これ
らのリモートアクセス用の VPNプロトコルに加え、複数の拠点間を拠点間接続するため
のVPNプロトコルとしてOpenVPN Layer 2 (L2)、Layer 2 Tunneling Protocol version
3 (L2TPv3) [53]および EtherIP [34]がある。OpenVPN L2は CentOSに、L2TPv3は
Cisco IOSに、EtherIPは NEC IXルータにおいてネイティブ VPNプロトコルとしてサ
ポートされている。
社内 LAN管理者は、サポートする必要があるデバイスや実現したい機能等の要求に基
づき、サポートするべき 1個または複数のVPNプロトコルを選択する必要が必要がある。
複数の VPNプロトコルをサポートする必要がある例として、たとえば、iOSのデバイス
からの VPN接続を受付けるために L2TPをサポートし、PCからの VPN接続において
mDNSをサポートする目的でレイヤ 2通信のためにOpenVPN L2をサポートする必要が
ある場合等が挙げられる。
複数の VPNプロトコルのサポートは、ホスティングサービスプロバイダにおいて重要
である。サービスプロバイダは、顧客の要求を満たすために、できるだけ多くの VPNプ
ロトコルをサポートする必要がある。
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3.2.2 既存の VPN サーバソフトウェアで複数の VPN プロトコルをサポートする際の
問題
必要な複数の VPNプロトコルの組み合わせによっては、単一の VPNサーバによって
これら複数の VPNプロトコルをサポートすることができることがある。例えば、L2TP、
PPTPおよび SSTPをサポートしたい場合は、Microsoft Windowsに搭載されている
Routing and Remote Access (RRAS) を用いてこれらの VPNプロトコルをサポートで
きる。しかしながら、ある 1つの VPNサーバが、必要とする複数の VPNプロトコルす
べてをサポートしていない場合は、2個またはそれ以上の異なる VPNサーバプログラム
を同時に稼働させる必要が生じる。例えば、L2TPおよびOpenVPNをサポートしたい場
合は、RRASとOpenVPN Serverの両方を同時に稼働させる必要が生じる。複数のVPN
サーバを同時に稼働させる場合は、以下のような問題が発生する。
1. VPNサーバの管理が難しくなる。ネットワーク管理者は IPアドレスの割り振り、
ユーザ管理、アクセス制御およびログの保存をVPNサーバの管理業務の一部として
実施しなければならない。ユーザインターフェイスや設定ファイルの書式は、VPN
サーバ毎に異なる。例えば、Microsoft RRASとOpenVPNとでは、IPアドレスの
割り振りやユーザ管理の設定のためのユーザインターフェイスが異なる。VPNサー
バの数が増加すると、管理に要するコストも、それに応じて増加する。
2. より多くのハードウェア資源が必要となる。単一のプラットフォームにおいて 2個
またはそれ以上の VPNプロトコルのサーバ機能を稼働することができない場合、2
個またはそれ以上の物理的なハードウェアが必要となる。例えば、L2TPv3と SSTP
の両方をサポートしたい場合は、CiscoルータとWindowsサーバ PCとを購入しな
ければならない。
3. 異なる VPNプロトコル間の通信速度が低下する。2台の VPNクライアントが 2個
の異なる VPNサーバプログラムに接続されているとき、パフォーマンスが低下す
る。これは、2個のVPNサーバプログラム間におけるメッセージコピーおよびコン
テキストスイッチの回数の増加が原因で発生する。
広く利用されている VPNプロトコルすべてをサポートする単一の VPNサーバソフト
ウェアは存在していない。広く利用されている VPNプロトコルすべてをサポートする単
一のVPNサーバソフトウェアを新たに制作すれば、上記の問題を解決することができる。
{ 34 {
3.2.3 マルチテナント仮想ホスティングサービスの提供時の問題
ホスティングサービスプロバイダは、Webやメール等のサービスを、サーバソフトウェ
アに実装されているマルチテナント仮想ホスティング機能を用いて実現していることが多
い。広く利用されているWebサーバやメールサーバは、仮想ホスティングを実装してい
る。仮想ホスティングとは、単一のサーバに複数の内部インスタンスを持たせ、複数の顧
客に対して論理的に分離した仮想専用サーバを提供することである。
例えば、Apache HTTPサーバ [72] や Postxメールサーバ [93] はマルチテナント仮想
ホスティング機能を有する。複数の顧客の複数のドメインを単一の HTTPサーバやメー
ルサーバでホストし、顧客ごとにユーザリストやコンテンツを分離することができてい
る。顧客の数が増加しても、その都度、割当グローバル IPアドレスを増加させたり、新
たにサーバソフトウェアをインストールしたりする必要がないため、サービスプロバイダ
はコストを節約でき、集約効果を実現することができる。
これと同様に、もし単一の VPNサーバがマルチテナント仮想ホスティング機能を有す
るならば、多数の顧客ごとに分離されたVPNサーバ機能を、単一の割当グローバル IPア
ドレスを共有させて提供することができ、また、インストールし管理する VPNサーバソ
フトウェアは 1個で良いことになる。これにより VPNサービスプロバイダはコストを節
約でき、集約効果を実現しつつ、顧客に代わって VPNサーバを運用することができる。
しかしながら、既存の VPNサーバはマルチテナント仮想ホスティング機能を有してい
ない。
仮想ホスティング機能を実現するためには、VPNサーバは以下の機能を提供しなけれ
ばならない。
1. 分離されたユーザ管理。各テナントは、VPN接続に係るユーザ認証の設定につい
て、それぞれ独立した認証領域を持たなければならない。各テナントの顧客は、ユー
ザの新規作成や既存ユーザの削除等の操作を、サービスプロバイダに毎回依頼せず
に行うことができる必要がある。
2. ネットワークの分離。ある顧客のVPNクライアントは、別の顧客のVPNクライア
ントと通信できてはならない。
3. 設定およびログの分離。顧客は、VPNサーバに接続したデバイス間の通信に適用さ
れるアクセスコントロールリスト (ACL) やその他のネットワークパラメータを設
定したい場合がある。同様に、顧客は、デバイスからの VPN接続のログや通信の
{ 35 {
ログを閲覧したい場合がある。これらの設定や保存されるログは、顧客間で分離さ
れていなければならない。
既存の VPNサーバソフトウェアでマルチテナント仮想ホスティングに必要なすべての
機能を提供するものは存在しない*1*2。また、たとえ従来のVPNサーバソフトウェアの複
数のインスタンスを立ち上げたとしても、OSの制約により、マルチテナント仮想ホスティ
ングを実現することは困難である。例えば、2.1.2項で述べたように、多くの VPNサー
バソフトウェアでは、OS上に仮想 L3インターフェイスを作成し、OSのルーティング機
能に依存して VPNクライアント間の通信を実現している。たとえば Linuxでは仮想 L3
インターフェイスである PPPインターフェイスの名前空間を分離することができない。
ネットワークの分離ができないので、仮想ホスティング機能を実現することができない。
3.2.4 外部プログラムへの依存に関する問題
従来の VPNサーバソフトウェアは、1つの VPNプロトコルのみをサポートする場
合であっても、複数のプログラムを協調動作させなければならないものが多い。たとえ
ば、2.1.2項で述べた Poptopや openl2tpdは、VPNサーバ本体のプログラムが、PPPモ
ジュールのプログラムを実行し、PPPインターフェイスを作成する。また、パケットフィ
ルタを設定したい場合は、外部プログラムである iptablesや PFを実行する必要がある。
さらに、L2TPサーバプログラムは、IPsecの暗号化処理を、外部のプログラムを起動す
ることにより行っている。
このような外部プログラムとの協調動作の必要性のため、従来の VPNサーバソフト
ウェアを動作する際には、必要な外部プログラムを調べ、それらを事前にインストールを
しなければならない。
また、この問題は、従来の VPNサーバソフトウェアを拡張して、たとえば検閲回避シ
ステムなどの VPNアプリケーションを実装するときにも生じる。実装した VPNアプリ
ケーションのインストーラに、すべての外部プログラムを含めることも考えられる。しか
し、この場合、インストーラが複雑になり、いずれかの外部プログラムのインストール時
にエラーが発生した場合には、VPNアプリケーションのインストールが失敗する。イン
ストール時のエラーが検出できなければ、インストールは成功したように見えるが、VPN
アプリケーションは正しく動作しない。VPNアプリケーションのユーザは、これらの原
*1 3.5.7.3項で述べる PacketiX VPNは除く。
*2 一部の機能を提供するものは存在する。たとえば、Cisco社の IOSのサービスプロバイダ向けバージョンは、Virtual Routing
and Forwarding (VRF) に対応しており、複数の VPN顧客を 1台の Ciscoルータハードウェアに収容し、顧客ごとの通信
を分離できる。
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因を、依存している外部プログラムのログを精査したり、外部プログラムを個別に実行し
てみたりして、トラブルシューティングしなければならない。
3.3 SoftEther VPN Serverの設計
3.2項では既存の VPNサーバにおける 3つの問題について述べた。まず、複数 VPN
サーバの同時稼働は、ネットワーク管理を複雑にさせる。次に、既存の VPNサーバはマ
ルチテナント仮想ホスティング機能を有していない。そして、外部依存プログラムが多い
ことにより、通常のインストールや、VPNサーバを拡張して VPNアプリケーションを
作成する際に問題が生じる。この節では、これらの問題を解決するための本研究における
SoftEther VPN Serverの設計について述べる。
節の構成は次のとおりである。3.3.1項では、SoftEther VPN Serverがサポートする
VPNプロトコルについて述べる。3.3.2項では、VPNサーバの基本的および発展的な機
能を概説する。3.3.3項では、レイヤ 2およびレイヤ 3の VPNプロトコル間の相互変換
について述べる。3.3.4項では、レイヤ 2およびレイヤ 3の間でメッセージを変換する
ためのアダプタにおける ARP [84] および DHCP [21] の処理について述べる。3.3.5項
では、VPNから物理ネットワークへのアクセスについて述べる。最後に、3.3.6項では、
SoftEther VPN Serverにおけるマルチテナント仮想ホスティング機能について述べる。
3.3.1 サポートされている VPNプロトコル
SoftEther VPN Serverの設計においては、広く利用されている以下のデバイスに組み
込み VPNクライアントとして実装されている VPNプロトコルをサポートすることを目
標とした。
1. PC (Windows, Mac OS X, Linuxおよび BSD)
2. スマートフォンおよびタブレット端末 (iOSおよび Android)
3. 企業向けルータ (Cisco, Extreme Networks, Brocade, F5 Networks, その他)
すべてのクライアントデバイスをサポートするために、本研究では、SoftEther VPN
Serverに以下のようなプロトコルをサポートさせることにした。
1. レイヤ 3 VPNプロトコル
L2TP/IPsec, SSTPおよび OpenVPN L3
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2. レイヤ 2 VPNプロトコル
OpenVPN L2, L2TPv3/IPsec, EtherIP/IPsecおよび SEVP
SoftEther VPN Serverにおいては、PPTPのサポートを除外した。PPTPは表 3.1に
あるように広く利用されている VPNプロトコルの 1つである。しかし、本研究における
ターゲットとするデバイスはすべて L2TPと PPTPの両方をサポートしており、PPTP
のサポートを除外することによりサポートするデバイス数が減ることにはならない。加え
て、PPTPには既知の脆弱性があり、代替として L2TPの使用が推奨されている [67]。サ
ポートするデバイスが減ることにつながらないこと、およびユーザ認証や IPアドレス割
り当てのプロトコルが標準化されていないことを理由に、IPsecトンネリングモードのサ
ポートも除外した。
SoftEther VPN Serverにおいては、レイヤ 2 VPNプロトコルとして、Ethernetを対象
とする VPNプロトコルのみをサポートすることにした。他のレイヤ 2プロトコルを対象
とするVPNプロトコルは、サポートしていない。広く使われている他のレイヤ 2プロトコ
ルには、Asynchronous Transfer Mode (ATM) [20] や Synchronous Optical Networking
/ Synchronous Digital Hierarchy (SONET/SDH) [83] などがある。しかし、これらは通
信キャリア網の大規模バックボーンネットワークでは使用されているものの、一般企業の
ネットワークではそれほど使用されていない。また、ATMや SONET/SDH内にEthernet
のトンネルを確立し、扱いやすい Ethernetフレームを伝送することが多い。さらに、大
規模バックボーンネットワークにおいてはより扱いやすいVirtual eXtensible Local Area
Network (VXLAN) [58] を用いるケースもある。VXLANは Ethernetを UDPにカプセ
ル化してフルメッシュの VPNを構築する技術である。これらの状況を判断し、レイヤ 2
VPNプロトコルとして Ethernetを対象とする VPNプロトコルのみをサポートすれば十
分であると考えた。なお、VXLANの利用は将来増加すると考えられるため、SoftEther
VPN Serverには、将来的に、VXLANのサポートも追加したい。VXLANは、SoftEther
VPN Serverが対応している L2TP/IPsecなどのコネクション型の VPNプロトコルでは
なく、コネクションレス型の VPNプロトコルである。そのため、プロトコルモジュール
として VXLANを追加するのではなく、SoftEther VPN Serverに別に実装されている遠
隔の仮想 HUB間を接続する機能を拡張して実装するのが望ましい。
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3.3.2 SoftEther VPN Serverの機能
SoftEther VPN Serverは以下のような基礎的な VPNサーバ機能を提供する。
1. リモートアクセスおよび拠点間接続の VPN通信機能。
2. ユーザ管理機能。ユーザの追加、削除、Remote Authentication Dial In User Service
(RADIUS) [88]、Microsoft Active Directoryおよび公開鍵認証基盤 (PKI) [62] の
サポートを含む。
3. 既存の外部の DHCPサーバ、または SoftEther VPN Serverに組み込まれている
DHCPサーバを用いた IPアドレスの割り当て機能。クライアントデバイスがレイ
ヤ 2およびレイヤ 3のいずれでも、IPアドレスを割当てることができる。
4. VPNサーバが物理的に接続されている LANへのレイヤ 2 ブリッジまたはレイヤ 3
ルーティング機能。
SoftEther VPN Serverは、さらに、以下のような発展的なVPNサーバ機能を提供する。
1. フォールトトレランスおよびロードバランス機能。複数のサーバをグループ化し、1
台のサーバで障害が発生したときは、そのサーバの接続されていた VPNセッショ
ンは他のサーバにハンドオーバされる*3。
2. 基本的なアクセスリスト機能。多くのルータや L3スイッチに搭載されているパケッ
トフィルタ機能と同等のものである。VPNサーバを流れる IPv4および IPv6パケッ
トのヘッダを検査し、アクセスコントロールリスト (ACL) に従ってパケットフィ
ルタリングを行う。
3. 拡張的なセキュリティポリシー機能。一部の高性能な L3スイッチに搭載されている
セキュリティ機能と同等のものである。基本的なアクセスリスト機能では検査する
ことができない、パケット内のセキュリティに関わるフィールドの値を検査し、遮
断するか否かを決定する。例えば、ARPや DHCPの偽装パケットを遮断したり、
DHCPスヌーピングを実施してDHCPによって割り当てられた IPアドレスの使用
を強制したりする。
4. トラブルシューティングや監査のためのパケットモニタリングや、必要な種類のパ
ケットのヘッダまたはペイロードすべてをログに保存するロギング機能。
*3 本機能は VPNプロトコルである SEVPにおけるリダイレクション機能を用いて実装されている。その他の表 3.4の VPNプ
ロトコルには、リダイレクション機能がない。
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5. 物理的な 1個の IPアドレスを複数の VPNクライアントで共有するためのネット
ワークアドレス変換 (NAT) [23] 機能。
6. コマンドラインおよびグラフィカルユーザインターフェイス。日本語、英語および
簡体字中国語版が提供されている。
7. IP優先度機能。IPヘッダの Quality of Service (QoS) フィールドに応じて優先
キューと非優先キューに振り分ける。
これらの機能は、商用製品である PacketiX VPN Server 3.0から派生したものである。
PacketiX VPN 3.0は VPNプロトコルとして SEVPのみをサポートしていた。今回新た
に設計、実装した SoftEther VPN Serverは、PacketiX VPN 3.0に複数の VPNプロト
コルのサポートを追加したものである。
3.3.3 レイヤ 3-2間の変換
SoftEther VPN Serverは、3.3.1項で述べたいくつかの VPNプロトコルをサポートす
る。これらのプロトコルは、レイヤ 2およびレイヤ 3に分類することができる。これらの
異なるレイヤの VPNプロトコルを同時に取扱うためには、何らかの形でのレイヤ変換が
必要となる。例えば、VPNサーバがレイヤ 3 VPNプロトコルである L2TPトンネルを
経由して受信されたとき、受信されるメッセージはレイヤ 3パケットである。これをレイ
ヤ 2 VPNプロトコルである OpenVPN L2トンネルに対して送信するときには、レイヤ
3パケットをレイヤ 2フレームに変換する必要がある。
本研究では、図 3.1に示すように、以下の 3つの変換手法を検討した。
手法 1
単一のレイヤ 2スイッチを用いてメッセージを交換する。すべての受信レイヤ 3パ
ケットは、レイヤ 2フレームに変換される。
手法 2
単一のレイヤ 3スイッチ (ルータ) を用いてメッセージを交換する。すべての受信レ
イヤ 2フレームは、レイヤ 3パケットに変換される。
手法 3
レイヤごとにスイッチを用いてメッセージを交換する。レイヤ 2フレームのために
はレイヤ 2スイッチを、レイヤ 3パケットのためにはレイヤ 3スイッチを用いる。
この 2つのスイッチの間は、レイヤ変換機構によって接続される。
{ 40 {
931崝嵤崸
931
崗嵑崌崊嵛崰
嵔崌嵌
931
崗嵑崌崊嵛崰
嵔崌嵌
931
崗嵑崌崊嵛崰
嵔崌嵌
931
崗嵑崌崊嵛崰
嵔崌嵌
931崝嵤崸
931
崗嵑崌崊嵛崰
嵔崌嵌
931
崗嵑崌崊嵛崰
嵔崌嵌
931
崗嵑崌崊嵛崰
嵔崌嵌
931
崗嵑崌崊嵛崰
嵔崌嵌
931崝嵤崸
931
崗嵑崌崊嵛崰
嵔崌嵌
931
崗嵑崌崊嵛崰
嵔崌嵌
931
崗嵑崌崊嵛崰
嵔崌嵌
931
崗嵑崌崊嵛崰
嵔崌嵌
㻔ᡭἲ㻌㻝㻕㻌༢୍䛾䝺䜲䝲㻌㻞㻌䝇䜲䝑䝏䜢⏝䛔䛶䝯䝑䝉䞊䝆䜢஺᥮
㻔ᡭἲ㻌㻞㻕㻌༢୍䛾䝺䜲䝲㻌㻟㻌䝇䜲䝑䝏䜢⏝䛔䛶䝯䝑䝉䞊䝆䜢஺᥮
㻔ᡭἲ㻌㻟㻕㻌䝺䜲䝲䛤䛸䛻䝇䜲䝑䝏䜢⏝䛔䛶䝯䝑䝉䞊䝆䜢஺᥮
嵔崌嵌 2 崡崌崫崩
崊崨崿崧 崊崨崿崧
嵔崌嵌 3 崡崌崫崩
崊崨崿崧 崊崨崿崧
嵔崌嵌 3 崡崌崫崩 崊崨崿崧 嵔崌嵌 2 崡崌崫崩
崌嵛崧嵤崵崫崰
崌嵛崧嵤崵崫崰
崌嵛崧嵤崵崫崰
図 3.1: レイヤ 3パケットとレイヤ 2フレームの間の変換のための 3つの手法
上記 3手法のうち、手法 3を選択すると、プログラムの実装が複雑になる。例えば、
3.3.2項で述べたアクセス制御やログ保存の機能を実装する場合を考えてみる。手法 1ま
たは手法 2の場合は、これらの機能はレイヤ 2スイッチ内部にのみ実装すれば良い。一
方、手法 3の場合、これらの機能をレイヤ 2スイッチおよびレイヤ 3スイッチの両方に実
装しなければならない。
また、手法 2を選択すると、レイヤ 2 VPNプロトコルを正しくサポートすることがで
きなくなる。例えば、社内ネットワークにおいて拠点間通信のために L2TPv3や EtherIP
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などのレイヤ 2 VPNプロトコルを使用したい場合がある。同一 L2セグメントに収容さ
れていなければ動作しないプロトコルやアプリケーションを遠隔地間で使用したい場合な
どである。手法 2は、このようなプロトコルの利用を不能にしてしまう。
一方、手法 1は、手法 3と比較して、プログラムの実装が簡単であり、また、手法 2と
比較して、レイヤ 2 VPNプロトコルを正しくサポートすることができるようになる。そ
こで、本研究においては、手法 1を選択した。
3.3.4 レイヤ変換モジュールにおける ARPおよび DHCPの処理
3.3.4.1 L2アダプタ
3.3.3項で述べたように、SoftEther VPN Serverはレイヤ 3パケットをレイヤ 2フレー
ムに変換する。このような変換を実施するモジュールを L2アダプタと呼ぶ。図 3.1の手
法 1に示すように、L2アダプタのインスタンスは、接続中の VPNクライアントごとに
作成される。L2アダプタが VPNクライアントからレイヤ 3パケットを受信したときは、
L2アダプタはそれをレイヤ 2フレームに変換し、レイヤ 2スイッチに転送する。同様に、
レイヤ 2スイッチが VPNクライアントへの送信のために L2アダプタにレイヤ 2フレー
ムを転送したときには、L2アダプタはこれをレイヤ 3パケットに変換し、VPNクライア
ントに送信する。
L2アダプタの重要な機能は、ARPの処理、IPパラメータ管理、IPルーティング、L2
ヘッダの追加と削除、およびDHCPの処理である。これらは、それぞれ、一般的なOSの
カーネル内における IP層のプロトコルスタックとして実装されている。ARPの処理は、
IPパケットを L2フレームに変換する際に必要である。ARP要求パケットを送付する他
に、一定時間、要求中の ARP状態を管理し、ARPが未解決の宛先に対する送信キュー
を維持したり、タイムアウトが発生したときにそのキューを解放したりする処理が必要で
ある。IPパラメータ管理は、仮想的な IPホストとして動作する際の IPアドレスやサブ
ネットマスク、デフォルトゲートウェイ、ルーティングテーブル等の情報を管理するため
に必要な処理である。IPルーティングの処理は、ルーティングテーブルの参照、ネクスト
ホップの L2アドレスの決定、MTUの計算、フラグメントや結合などが必要である。L2
ヘッダの追加と削除は、ARP処理や IPルーティングと連携して行う必要がある。DHCP
の処理は、UDPレイヤに位置するので、UDPスタックを必要とし、また、IPパラメー
タ管理のデータを参照したり書き換えたりするための連携処理も必要である。
L2アダプタには、一般的なOSのカーネル内における IP層のプロトコルスタックに実
装されている一部の機能は不要である。たとえば、TCPの処理は行わないので、TCPス
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タックは不要である。また、パケットフィルタやセキュリティポリシーなどのセキュリ
ティ機能も、L2アダプタの先にある仮想 HUBに実装されているため、L2アダプタへの
実装は不要である。セキュリティ機能については、3.4.4で述べる。
本研究の L2アダプタで変換対象となる L3のプロトコルは、IPv4のみとした。その理
由は、VPNを用いたリモートアクセス先の社内 LANでは IPv4が一般的に利用されて
いるためである。また、リモートアクセスで使用される L3 VPNプロトコルのクライア
ントもすべて IPv4をサポートしているが、IPv6はサポートしていないものもあるため
である。そして、L3 VPNプロトコルにおける IPv6の IPアドレス割り当て方法が標準
化されていないためである。将来的に L2アダプタで IPv6をサポートする方法は、IPv4
をサポートする方法と同一である。ただし、アドレス解決のためには、ARPの代わりに
IPv6 Neighbor Discoveryを使用する。アドレス割り当てのためには、DHCPの代わり
に、IPv6 Router Advertisementを使用する。
3.3.4.2 ARPの処理
ARPの処理においては、L2アダプタは、通常の PCにおけるOSの IPスタックおよび
ネットワークインターフェイスカード (NIC) の役割を果たす。図 3.2に、通常のEthernet
LANと、SoftEther VPN Serverにおける、ARP処理の比較を示す。図 3.2 (a)では、
PC1と PC2の 2台の PCがレイヤ 2スイッチに接続されている。各 PCには、IPスタッ
ク、ARP処理モジュールおよび NICがある。また、各 PCは IPアドレスおよびMAC
アドレスを有する。
この図において、PC1はレイヤ 3パケット (IPv4データグラム) を PC2に送信する。
PC1が PC2にレイヤ 2スイッチを経由してメッセージを送信する場合、PC1は PC2の
MACアドレスを知る必要がある。PC1は初期状態では PC2のMACアドレスを知らな
いため、PC1は PC2の IPアドレスを対象としたARP Requestパケットをブロードキャ
ストMACアドレスに対して送信する。レイヤ 2スイッチは、ARP Requestパケットを
ネットワークにあるすべての PCに配信する。
PC2は当該ARP Requestパケットを受け取ると、ARP Replyパケットを PC1に対し
て返信する。この ARP Replyパケットには、PC2のMACアドレスが記載されている。
PC1は、PC2のMACアドレスをARP Replyパケットから抽出する。そして、PC1は、
元々送信する予定であったレイヤ 3パケットに、宛先として PC2のMACアドレスを追
加し、レイヤ 2フレームを構築する。最後に、PC1は当該レイヤ 2フレームをレイヤ 2ス
イッチに送信し、フレームは PC2に配信される。
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図 3.2: 2台の PCを接続する場合におけるハードウェアスイッチング HUBと仮想 HUBとの比較
一方、図 3.2 (b)はVPNサーバ内における L2アダプタの動作を示している。SoftEther
VPN Serverは、MACアドレスを宛先として用いることでメッセージを交換するための
仮想的な Ethernetレイヤ 2スイッチモジュールを有している。SoftEther VPN Server
では、この仮想的な Ethernetレイヤ 2スイッチモジュールを、仮想HUBと呼ぶ。VPN
サーバに接続中のリモート PCである PC1は、レイヤ 3 VPNプロトコルによって VPN
サーバに接続している。もう 1台のリモート PCである PC2は、レイヤ 2 VPNプロト
コルによって VPNサーバに接続している。PC1と PC2の両方は、IPアドレスを割当
てられている。PC1と VPNサーバはレイヤ 3パケット (IPデータグラム) を交換する
が、PC2とVPNサーバはレイヤ 2フレーム (MACフレーム) を交換する。PC1は TUN
デバイスのようなレイヤ 3の仮想ネットワークインターフェイスを有しており、PC2は
TAPデバイスのようなレイヤ 2の仮想ネットワークインターフェイスを有している。レ
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イヤ 2の仮想ネットワークインターフェイスを仮想 NIC (vNIC) と呼ぶ。PC2の vNIC
はMACアドレスを有しているが、PC1にはMACアドレスがない。PC1は仮想 HUB
に対して L2アダプタのインスタンスを経由して間接的に接続されており、L2アダプタ
はMACアドレスを有している。一方、PC2は仮想HUBに対して直接的に接続されてお
り、L2アダプタのインスタンスは不要である。
図 3.2 (b)において、PC1はレイヤ 3パケット (IPv4データグラム) を PC2に送信す
る。PC1が VPNサーバに VPNトンネルを通じて当該パケットを送信するとき、パケッ
トは最初に PC1用の L2アダプタインスタンスに到達する。パケットには L3 (IPv4) ヘッ
ダしか含まれておらず、PC2のMACアドレスは記載されていない。L2アダプタは初期
状態では PC2のMACアドレスを知らないため、PC2の IPアドレスを対象とした ARP
RequestパケットをブロードキャストMACアドレス宛に送信する。このときの送信元
MACアドレスは、PC1用の L2アダプタインスタンスの持つMACアドレスである。仮
想 HUBは ARP Requestパケットを、接続されているすべての PCおよび L2アダプタ
インスタンスに配信する。
PC2が VPNトンネルを経由して ARPリエクストパケットを受信したときは、PC2
は PC1用の L2アダプタインスタンスの持つMACアドレスを宛先とするARP Replyパ
ケットを返信する。このARP Replyパケットには、PC2のMACアドレスが記載されて
いる。ARP Replyパケットは仮想 HUBを経由して、PC1用の L2アダプタインスタン
スに配信される。当該 L2アダプタインスタンスは、ARP Replyパケットを受信し、PC2
のMACアドレスを抽出する。そして、元々送信する予定であったレイヤ 3パケットを元
にレイヤ 2フレームを構築し、PC2のMACアドレス宛に送信する。このフレームは、仮
想 HUBおよび VPNトンネルを経由して PC2に配信される。
L2アダプタインスタンスは、通常の PCの IPスタックにおける ARPモジュールと同
様に、ARP Replyパケットを受け取ったときは、一定期間、IPアドレスと解決された
MACアドレスとの組み合わせをキャッシュに保持する。これにより、多数のレイヤ 3パ
ケットを送受信する際の ARPパケットの数が削減される。
SoftEther VPN Serverがレイヤ 3 VPNクライアントからのパケットをレイヤ 2 VPN
クライアントに対してレイヤ 2フレームとして配信する際の仕組みは、前述のとおりであ
る。これとは反対方向の通信が行われる場合、すなわちレイヤ 2 VPNクライアントがレ
イヤ 3 VPNクライアントに対してメッセージを送信しようとする場合においては、L2ア
ダプタインスタンスは、ARP Requestパケットを受け取り、ARP Replyパケットを返信
する。また、レイヤ 3 VPNクライアント同士がメッセージを交換しようとする場合は、
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両方の VPNクライアント用に作られたそれぞれの L2アダプタのインスタンス間で、同
様の ARP処理が行われる。レイヤ 2 VPNクライアント同士がメッセージを交換すると
きは、L2アダプタは関係せず、両方のクライアント PC上の IPスタックにおける ARP
モジュールによって ARP処理が行われる。
3.3.4.3 DHCPの処理
ARP処理に加えて、DHCP処理も L2アダプタの重要な仕事である。VPNクライアン
トは、リモートアクセスにおいて接続先の LAN内の IPアドレスを割当てられることを
必要とする。IPアドレスは、多くの場合、LAN内の既存の DHCPサーバに割り振られ
た IPプールから割当てられる必要がある。
レイヤ 2 VPNクライアントが VPNサーバに接続したときは、レイヤ 2 VPNクライ
アント上の IPスタック上で動作する DHCPクライアントが直接 DHCP Discoveryおよ
び DHCP Requestパケットを送信し、DHCPサーバからの DHCP Oerおよび DHCP
Acknowledgementパケットを受信して、vNICに IPアドレスを割当てる。これらの処理
においては、L2アダプタは必要ない。
一方、レイヤ 3 VPNクライアントが VPN接続しようとしたときには、レイヤ 3 VPN
クライアント用の L2アダプタ上に実装されているDHCPクライアントがVPNクライア
ント PCに代わってDHCP DiscoveryおよびDHCP Requestパケットを送信し、DHCP
サーバからの DHCP Oerおよび DHCP Acknowledgementパケットを受信する。そし
て、DHCPから割当てられた IPアドレスをDHCPパケットから抽出し、これをレイヤ 3
VPNプロトコル毎に規定された IPアドレス割り当てメッセージに変換して VPNクライ
アントに送信する。レイヤ 3 VPNプロトコル毎に規定された IPアドレス割り当てメッ
セージとは、例えば L2TP over IPsecおよび SSTPの場合は Internet Protocol Control
Protocol (IPCP) であり、OpenVPN L3の場合はOpenVPNプロトコル中におけるメタ
データメッセージである。
3.3.5 VPNから物理ネットワークへのアクセス
1.1項で述べた問題の 1つとして、従来の VPNサーバソフトウェアでは、VPNと物理
ネットワークとをルーティング接続する際に、OSにおける特権が必要であるという問題
がある。従来の VPNサーバソフトウェアは、VPNから物理ネットワーク上のホストに
対してアクセスできるようにするために、OSが提供する (またはOSに対してカーネルモ
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ジュールとしてインストールする) 物理ネットワークインターフェイスブリッジ機能*4を
利用して VPNと物理ネットワークとをブリッジ接続するか、OS内に仮想ネットワーク
インターフェイスを作成し、OSの IPルーティング機能を有効にすることにより、VPN
と物理ネットワークとをルーティング接続する必要があった。これらの設定は、OS上で
動作する他のアプリケーションにも悪影響が生じる場合があり、システム管理者権限を必
要とした。
SoftEther VPN Serverにおいては、VPNから物理ネットワークへのアクセスのため
に、2種類の方法を用意する。ユーザは、いずれかを選択することができる。1つ目の方
法は、ブリッジ接続である。これは、従来の VPNサーバソフトウェアにおけるブリッジ
またはルーティング設定時の他のアプリケーションへの悪影響の問題を解決する。一方
で、従来の手法と同様に、システム管理者権限が必要である。SoftEther VPN Serverで
は、OSの物理ネットワークインターフェイスをオープンし、MACフレームを送受信す
る処理により、ブリッジ機能を実現する。物理ネットワークインターフェイスにおける
MACフレームの送受信のコードは、OS間で統一されていない。そこで、UNIX系OSで
はRaw socketまたは類似するインターフェイスを用いる。Raw socketはユーザモードか
ら呼び出すことができる。一方、Windowsでは Network Driver Interface Specication
(NDIS) APIの呼び出しが必要となる。NDIS APIは、カーネルモードからしか呼び出し
が許可されていないため、APIを呼び出すための小さなカーネルモードモジュールを作成
し、SoftEther VPN Serverの実行時に動的にカーネルにロードするようにする。これに
より、カーネルモードでしか呼び出せない APIをユーザモードから呼び出せるようにす
る。いずれも、対象となる物理ネットワークインターフェイスを、自動的に Promiscuous
Modeに設定する。Raw socketの作成、およびカーネルへのモジュールのロードの両方
とも、システム管理者権限が必要である。
2つ目の方法は、ユーザモードNAT機能である。これは、システム管理者権限が必要で
あるという問題を解決する。ユーザモードNATを有効にすると、SoftEther VPN Server
は、一般ユーザ権限のみで、OS固有のネットワーク機能を呼び出したり、カーネルモ
ジュールをインストールしたりすることなく、VPN内のユーザが物理ネットワーク上の
ホストにアクセスすることができるようになる。これを実現するために、VPN内で動作
する仮想の TCP/IPスタックを用いる。これは、2.2.2項で述べたユーザレベル OSのた
めのユーザレベルネットワーク機能を、VPNから物理ネットワークへのアクセスに特化
*4 複数のレイヤ 2のインターフェイス間でMACフレームを交換する機能である。スイッチと同義であるが、多くの OSではブ
リッジと呼ばれている。
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して実現したものである。VPN内のユーザが、物理ネットワーク宛に TCPまたは UDP
のパケット送信しようと、VPNサーバ内で実装されている TCP/IPスタックがこれを受
信し、TCPまたは UDPのセッションの終端をする。TCPのパケットについては、セグ
メントの再結合を行ない、ストリームに変換する。UDPのパケットについては、データ
グラムのまま扱う。ユーザモード NATは、TCPおよび UDPのいずれについても、セッ
ションを管理し、新しいセッションが作成される際に、ソケット APIを呼び出して TCP
または UDPのソケットを作成する。そして、そのソケットを用いて、宛先のホストとの
間で通信を行う。ソケットの利用は、Windows、Linux、Solaris、FreeBSDおよびMac
OS Xなどの広く使われているほぼすべての OSで共通して、一般ユーザ権限で可能であ
る。そのため、ユーザモードNATを利用する際には、SoftEther VPN Serverは一般ユー
ザ権限で動作していてもよい。また、ソケット APIが利用可能な他の OSに移植をする
ことが容易である。そして、一般ユーザ権限で呼び出されるソケット APIのみが使用さ
れるため、同一OS上で動作している他のアプリケーションの通信に大きな影響を生じさ
せることがなくなる。
本研究で実装したユーザモードNAT機能には、2つの制限事項がある。1つ目は、家庭
用ブロードバンドルータなどで実装されているNAT機能と同様の制限事項である。VPN
内のクライアントは、外部の物理的な LAN上のサーバの任意のTCPまたはUDPポート
に対し、通信を始動できる。一方、外部の物理的な LAN上のクライアントは、VPN内
のサーバに対して、通信を始動できない。ブリッジと異なり、このような非対称となる問
題があるため、用途が制限される。しかし、リモートアクセス VPNにおける一般的な用
途である、VPNで LAN上のサーバにアクセスをする場合は、この問題は発生しない。
2つ目の制限事項は、UNIX系で ICMPパケットの送受信ができないことである。一般
ユーザ権限における ICMPパケットの扱いは、OSによって挙動が異なる。Windowsで
は、一般ユーザ権限でも ICMPパケットの送受信が可能である。ところが、UNIX系で
は、Raw socketを作成するために管理者権限が必要である。そのため、UNIX系でユー
ザモード NAT機能を使用する場合は、ICMPパケットの送受信はできない。この場合、
VPNのユーザは、外部の物理ホストに、pingを送信したり、tracerouteを実行したりで
きない。この問題は、ユーザから ICMP要求パケットが送信されたときに、管理者権限で
実行されるよう設定されている pingコマンドや tracerouteコマンドを子プロセスとして
呼び出し、その結果をパースして、ユーザへの ICMP応答パケットとして返却する方法で
解決できる。SoftEther VPN Serverが対象としているすべての UNIX系 OSでは、ping
および tracerouteコマンドが利用可能である。しかし、これらのコマンドのオプション
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や結果の書式がOS間で統一されていないという問題がある。また、ICMPパケットごと
にプロセスを立ち上げるオーバーヘッドが懸念される。現在、この方法による ICMPの
サポートは未実装である。ただし、TCPおよび UDPと比較して、ICMPのサポートが
ないことは致命的ではない。
本研究で実装したユーザモード NAT機能は、IPv4のみに対応させた。その理由は、
3.3.4.1項で述べた、L2アダプタを IPv4のみに対応させた理由と同じである。IPv6にお
いても、将来的に、ユーザモード NAT機能による LAN上の IPv6ホストへの VPNから
のリモートアクセスは可能である。ただし、IPv4の場合と同様に、NATによる非対称性
が生じる。
3.3.6 マルチテナント仮想ホスティング
3.2.3項において、VPNサーバにおけるマルチテナント仮想ホスティング機能の必要
性を述べた。この節では、マルチテナント仮想ホスティングを実現するために SoftEther
VPN Serverに実装されている 2つの機能について述べる。
1つ目は、単一のVPNサーバインスタンスに複数の仮想HUBを作成することができる
機能である。単一の VPNサーバ内の複数の仮想 HUB同士は、デフォルト状態で、互い
に分離されている。ホスティングサービスプロバイダは、VPNサーバにおける最上位の
権限 (VPNサーバ全体の管理者としての権限) を持つ。VPNサーバ全体の管理者のみが、
仮想 HUBの作成や削除、および各仮想 HUBの管理権限の顧客への割り当てを行うこと
ができる。顧客は、自己に割当てられた仮想 HUBの管理者権限を有する。仮想 HUBの
管理者は、仮想 HUB内にユーザを作成したり、削除したり、その他の設定を変更したり
することができる。これらの管理作業を行う際に、顧客はその都度、VPNサーバ全体の
管理者に依頼をする必要がない。
2つ目は、タグ付きVLANによるトランキング機能である。サービスプロバイダが IaaS
型のクラウドサービスを提供しており、顧客ごとに仮想ネットワークを定義している場
合、当該仮想ネットワークを集約したタグ付きVLAN [40]インターフェイスを SoftEther
VPN Serverの物理ホストに接続することができる。IaaS型のクラウドサービス側の顧
客ごとの仮想ネットワークに割当てられている VLAN IDと、SoftEther VPN Server上
の顧客とをマッピングすることにより、各顧客はそれぞれの IaaSサービス上の仮想ネッ
トワークに接続することができる。この利用形態は、リモートアクセスおよび拠点間接続
VPNの両方の目的で活用できる。
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3.3.7 1つのプログラムへの各モジュールの内包
3.2.4項において、VPNサーバが複数の外部プログラムを起動しなければならない場合
の依存関係により発生する問題について述べた。SoftEther VPN Serverでは、この問題
を、1つのプログラムへの各モジュールの内包により解決する。
SoftEther VPN Serverでは、従来の VPNサーバプログラムと異なり、VPNサーバの
プログラム内で、VPNサーバとしての処理を行うためのコードをすべて包含する。外部
の PPPプログラムを起動して PPPの処理をさせている従来のVPNサーバプログラムと
異なり、SoftEther VPN Serverでは、プログラム内に、PPPの処理を行うモジュールを
含める。外部の IPsecプログラムを起動して IPsecの処理をさせている従来の VPNサー
バプログラムと異なり、SoftEther VPN Serverでは、プログラム内に、IPsecの処理を
行うモジュールを含める。3.3.4項や 3.3.5項で述べた L2アダプタや NATモジュールな
どのプログラムも、SoftEther VPN Serverのプログラム内に組み込む。IPsecや SSL [6]
で使用される暗号ライブラリは、OpenSSLなどの、プログラム内に組み込むことができ
るライブラリを使用する。
統合的な VPNサーバのプログラムにモジュールを内包するための手順を以下に示す。
1. 従来のVPNサーバソフトウェアが依存していた外部プログラムのソースコードを調
査し、理解する。たとえば、IPsecプログラムについては、ユーザモード内の IPsec
デーモンプログラムと、カーネルモード内の IPsecフィルタプログラムのソースコー
ドを読む。同時に、対象となるプロトコルの規格書 (RFCなど) を読む。
2. 従来の VPNサーバソフトウェアが依存している外部プログラムを呼び出す部分の
コードと、呼び出される部分のソースコードを読み、関係性を理解する。
3. 依存している外部プログラムが、さらに別の外部プログラムやライブラリに依存し
ている場合は、それらの依存先のソースコードを読む。
4. 従来の VPNサーバソフトウェアの実装者が、なぜ、外部プログラムに依存するよ
うに実装をしたのか、その理由を考える。多くの場合、その要因は、依存先に外部
プログラム側にある。依存先の外部プログラムが、独立したプログラムとして動作
する一方で、新たなプログラム内にそのまま組み込むことが考慮されていない作り
になっているためである。
5. これらの結果を踏まえて、本研究では、従来の外部プログラムに相当する部分を、
VPNサーバのプログラム内で実装する。たとえば、単に外部プログラムを実行し、
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データを渡して、実行中の外部プログラムの状態を書き換えたり、結果を受け取る
だけであれば、この外部プログラムに相当する部分は、スレッドとして実装する。
データの受渡しは、スレッド間の共有メモリを確保してポインタを受渡しするか、
プロセス内で利用できる軽量のパイプを用いて実装する。
6. 対象となるプロトコルの規格書 (RFCなど) を読みながら、これまでに検討した内
容に基づき、プログラムを書く。
この手法により、SoftEther VPN Serverは、様々な OSが汎用的に提供するシステム
コールやライブラリ以外の外部プログラムに依存しなくなる。そのため、これらの機能を有
するOSに SoftEther VPN Serverを簡単に移植することができるようになる。SoftEther
VPN Serverが依存しているシステムコールやライブラリの一覧は、以下のとおりである。
メモリ管理
スレッドセーフなヒープメモリ割り当て関数である malloc(), free(), realloc() 関数
が必要である。これは、多くの OSで利用可能である。
スレッド作成
スレッドを作成することができるシステムコールが必要である。これは、多くのOS
で利用可能である。
スレッド同期処理
スレッド間における同期のための Condition Variables (またはイベント)、パイプお
よび mutex (またはクリティカルセクション) 機能が必要である。これは、多くの
OSで利用可能である。
ファイル入出力
ログファイルへの出力や、設定ファイルの読み書きのために、open(), close(), read(),
write(), lseek() のシステムコールが必要である。これは、多くの OSで利用可能で
ある。ファイルシステムを持たない OSへの移植の場合は、この部分を、他の外部
記憶の読み書き (フラッシュメモリなど) に置き換える必要がある。
ソケット API
通信のために、ソケットの作成、削除、TCPおよびUDPの接続、Bind処理、Listen
処理、Accept処理、Poll処理、Peek処理、ソケットへの読み書き処理、標準的な
ソケットオプションの設定のためのシステムコールが必要である。これは、多くの
OSで利用可能である。
zlib
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zlib [110] は圧縮ライブラリである。一部の VPNプロトコルで圧縮をサポートする
ために使用されている。zlibはメモリ上で完結されたデータ処理を行うため、C言
語が使用できる数多くのOSに移植されている。新たなOSへの移植も容易である。
OpenSSL
OpenSSL [111] は暗号ライブラリである。SoftEther VPN Serverでは、暗号やハッ
シュ関数を利用している。また、一部の VPNプロトコルで SSLトンネルを確立す
るために使用している。OpenSSLの暗号やハッシュ関数は、メモリ上で完結され
たデータ処理を行うため、C言語が使用できる多くのOSに移植されている。また、
SSL通信の処理では、ソケット APIの呼び出しのみが必要とされており、多くの
OSに移植されている。ソケット APIを有する新たな OSへの移植も容易である。
レイヤ 2ネットワークインターフェイスの読み書き (オプション)
3.4.3項で述べたように、VPNから物理ネットワークへのアクセスのためにブリッ
ジ機能を使用したい場合は、レイヤ 2ネットワークインターフェイスの読み書きの
システムコールを呼び出す必要がある。Windowsでは NDIS APIをカーネルモー
ドから呼び出す必要がある。UNIX系 OSでは Raw socketを使用する。いずれも、
管理者権限が必要である。権限がない場合、またはこれらのシステムコールが用意
されていない OSに移植をする場合には、3.4.3項で述べたユーザモード NATが、
ブリッジの代替として利用できる。ただし、その場合は用途に制限が生じる。
ICMPパケットの送受信 (オプション)
ICMPパケットの送受信のためのシステムコールがある場合、3.4.3項で述べたユーザ
モードNATを使用する場合でも、ICMPパケットの送受信が可能となる。Windows
は一般ユーザ権限で ICMPパケットを送受信する機能があるが、UNIX系 OSには
ない。したがって、UNIX系 OS上で一般ユーザ権限で VPNサーバを実行する場
合、物理的な LAN上のホストとの間での ICMPパケットの送受信はできない。
3.4 SoftEther VPN Serverの実装
この節では、SoftEther VPN Serverの実装について述べる。3.4.1項では内部モジュー
ルの概要について述べ、3.4.2項ではこれらのモジュールがどのように複数の VPNプロ
トコルをサポートしているかを述べる。3.4.3項では、本研究で用いた最適化の手法につ
いて述べる。3.4.4項では管理機能について述べる。3.4.5項では OS移植性を実現するた
めのプラットフォーム抽象化レイヤについて述べる。
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3.4.1 内部モジュール
図 3.3は SoftEther VPN Serverの内部モジュールを示したものである。最も重要なモ
ジュールとして、以下のものがある。
1. VPNプロトコルモジュール。7個の VPNプロトコルをサポートする。
2. VPNプロトコル間の共有モジュール。これらのモジュールは、SSL、HTTP、Point-
to-Point Protocol (PPP)、IPsecおよびユーザ認証を実装する。
3. 3.3.3項および 3.3.4項で述べた L2アダプタおよび仮想 HUB。
図 3.4に 7個の VPNプロトコルモジュールが受け取った 7種類の VPNプロトコル
のメッセージが共有モジュールを経由して仮想 HUBに到達する様子を示す。例えば、
L2TP/IPsecプロトコルの通信を受信した場合は、まず IPsecモジュールで IPsecの鍵交
換を行ったり、IPsecのカプセル化を解除したりする。次に、L2TPモジュールで L2TP
のトンネル確立処理を行ったり、カプセル化を解除したりする。そして、PPPモジュー
ルで PPPのネゴシエーションを行ったり、PPPのカプセル化を解除したりする。この処
理を経て、ユーザが送信した IPパケットを取り出す。最後に、この IPパケットを、L2
アダプタを経由してMACフレームに変換し、仮想 HUBに渡す。
本研究では、SoftEther VPN Serverを C言語で記述した。合計プログラムサイズは、
約 390,000行である。このうち、3.3.1項から 3.3.4項までに述べた複数 VPNプロトコル
対応機能を実装するプログラムは、約 25,000行である。VPNプロトコル別の実装の行数
は、表 3.2の通りである。
3.4.2 VPNプロトコル固有のモジュールおよび共有モジュール
1つの VPNサーバソフトウェアで複数の VPNプロトコルをサポートするためには、
VPNプロトコルごとにプログラムを記述する必要がある。VPNプロトコル間では、共通
の処理が多くある。たとえば、PPPの処理は、SSTPおよび L2TPで共通である。共通
の処理をモジュール化し、VPNプロトコルによるデータがモジュール間を流れるように
する。このようにすれば、将来あるモジュールでバグが発見されたときに、1箇所を修正
するだけで、そのモジュールを流れるすべてのVPNプロトコルに対する処理が修正され、
バグ修正の際のコード変更量が削減できる。また、サポートしたい VPNプロトコルが増
える場合にも、共通部分が利用できれば、新たに実装すべきコードの量が削減できる。
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表 3.2: SoftEther VPN Serverのうち複数 VPNプロトコル対応のためのプログラムの行数の分布
モジュール ソースコード名 行数 (概算)
L2アダプタ IPsec IPC.c 2,100行
IPsecモジュール IPsec.c,
IPsec.h,
IPsec IKE.c,
IPsec IKE.h,
IPsec IkePacket.c,
IPsec IkePacket.h
10,700行
L2TPモジュール IPsec L2TP.c,
IPsec L2TP.h
2,700行
PPPモジュール IPsec PPP.c,
IPsec PPP.h
2,800行
EtherIPモジュール IPsec EtherIP.c,
IPsec EtherIP.h
500行
SSTPモジュール Interop SSTP.c,
Interop SSTP.h
1,300行
OpenVPNモジュール Interop OpenVPN.c,
Interop OpenVPN.h
3,100行
Windows Vista / 7 / 8 用カーネルモー
ドモジュール
IPsec Win7.c,
IPsec Win7.h,
IPsec Win7Inner.h,
Wfp.c,
Wfp.h
1,800行
合計 25,000行
3.4.2.1 L2TPモジュール
本モジュールは VPNプロトコルである L2TP over IPsecおよび L2TPv3 over IPsec
を実装する。これらのプロトコルは、仕様上は 1本の L2TPトンネル内に複数本のチャ
ネルを確立することができる。通常の VPNクライアントは 1本のチャネルしか使用しな
いが、本モジュールは将来の拡張のために複数のチャネル確立に対応している。
L2TPおよび L2TPv3の仕様はシンプルなものであるが、実装の段階では複雑なプログ
ラミングが必要とされる。具体的には、L2TPトンネルおよび L2TPチャネルの確立に必
要なメッセージ交換において、TCPと同様のメッセージ再送機能の実装を要する。届い
たメッセージに対する確認応答メッセージの返信処理、送信したメッセージに対する確認
応答メッセージの受信を確認するまで再送キューに入れておきタイマーを用いて一定時間
ごとに再送する処理、各送受信メッセージのシーケンス番号を管理し、受信メッセージに
ついてはシーケンス番号順に並び替える処理などが必要である。
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図 3.3: SoftEther VPN Serverの内部モジュール
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図 3.4: 7種類の VPNプロトコルのメッセージが共有モジュールを経由して仮想 HUBに到達する様子
3.4.2.2 OpenVPNモジュール
本モジュールはOpenVPN L2および L3を実装する。これらのプロトコルはOpenVPN
プロジェクトおよびOpenVPN Technologies, Inc. によって策定されている。これらのプ
ロトコルは伝送レイヤとして UDPおよび TCPを使用する。したがって、本研究で作成
したモジュールは、2つの VPNプロトコルを 2つの伝送レイヤ上でサポートするように
実装されている。
OpenVPNプロトコル上における SSLの取扱いを実装する際には、特に努力を要した。
OpenVPNプロトコルは、当初は UDPのみをサポートしており、UDP上で SSLを用い
てセキュアチャネルを確立するために、UDP上に独自のTCPと同様のメッセージ再送機
能を有していた。OpenVPNはその後に新たに TCPをサポートすることになった。した
{ 55 {
がって、OpenVPNプロトコルは、再送機能がもともと実装されているTCPの上にUDP
がカプセル化され、その UDP上でさらに再送機能が実装されるという複雑な仕様となっ
ている。しかし、これらの仕様は十分にドキュメント化されておらず、OpenVPNのソー
スコードを解析しつつ実装を行った。
OpenVPN L3モジュールは、OpenVPN L3クライアントに対して、接続時に IPアド
レスを割当て、メタデータとしてクライアントに通知する必要がある (同時に、LAN内
で使用すべき DNSサーバの IPアドレスも通知することができる)。IPアドレスは、仮
想 HUBに組み込まれている DHCPサーバ機能か、または既存の LAN上の外部 DHCP
サーバのいずれかの IPプールから取得される必要がある。IPアドレスの取得が完了しな
ければ、OpenVPN L3モジュールはクライアントからの接続要求を完了することができ
ない。したがって、OpenVPN L3モジュールでユーザ認証が完了したら、直ちに L2ア
ダプタのインスタンスが作成され、DHCP Discoveryおよび DHCP Requestパケットが
仮想 HUBを経由してブロードキャストされる。ところが、OpenVPNプロトコルは、既
存の OpenVPNクライアント (Windows) 側の実装で独自の PPPアダプタを利用してお
り、PPPアダプタの利用の実装上の固有の問題により、割り当てられる IPアドレスの第
4オクテットが、4の倍数+1でなければならないという制約がある。OpenVPN L3プロ
トコルは本来、OpenVPN専用に大きな IPv4サブネットを割当てておく利用方法を想定
して開発されていたため、SoftEther VPN Serverの実装上の目標である、VPNプロトコ
ルにかかわらず共通の IPアドレス割り当ての仕組み (既設 DHCPサーバの利用) と親和
性に欠けることが分かった。なぜならば、「DHCPサーバに対して第 4オクテットが 4の
倍数+1となる IPアドレスをください。」というような要求はできないためである。そこ
で、解決策としては DHCPサーバから、第 4オクテットが 4の倍数+1となるような IP
アドレスの割り当てがオファーされるまでの間は繰り返し IPアドレスを要求し、そのよ
うな IPアドレスがようやく提示された後にその他に仮に取得した全 IPアドレスを解放
するという仕組みを実装した。
3.4.2.3 IPsecモジュール
本モジュールは IPsecを実装する。IPsecは、L2TP、L2TPv3および EtherIPによっ
て共有されている。本モジュールは IPsec v2および Internet Key Exchange (IKE) v1を
サポートしている。IPsec v3および IKE v2 [45] をサポートしている VPNクライアント
は少数であり、これらのVPNクライアントは IPsec v2および IKE v1もサポートしてい
るため、本研究では、これらのプロトコルをサポートから除外した。本モジュールは、以
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下の追加的仕様も実装している。
 Negotiation of NAT-Traversal in the IKE (INTERNET-DRAFT) [47]
 Negotiation of NAT Traversal in the IKE (RFC 3947) [48]
 Trac-Based Method of Detecting Dead IKE (RFC 3706) [38]
 Encapsulating Security Payload (RFC 4303, RFC 4305) [22] [46]
 UDP Encapsulation of IPsec ESP Packets (RFC 3948) [39]
3.4.2.4 PPPモジュール
2.1.2項で述べたような、従来のVPNサーバと異なり、SoftEther VPN Serverは、ソフ
トウェア内で PPPモジュールを実装している。PPPモジュールは、L2TPおよび SSTP
のプロトコルの処理で共有されている。本モジュールにおいては、PPPにおける複雑な
ユーザ認証処理を実装した。本モジュールは、広く使用されている 2つの認証プロトコルで
ある Password Authentication Protocol (PAP) およびMicrosoft Challenge Handshake
Authentication Protocol version 2 (MS-CHAPv2) をサポートしている。ユーザ認証は、
SoftEther VPN Server内部のユーザデータベースによるパスワード認証だけではなく、
外部のRADIUSおよびMicrosoft Active Directoryサーバによる認証にも対応している。
VPNクライアントが PAPを用いる場合、VPNクライアントからVPNサーバへは、平
文でパスワードが送信される。実際には IPsecによって暗号化されるが、これは危険であ
り、多くの VPNクライアントではデフォルトで無効化されている。デフォルトで有効な
MS-CHAPv2はMicrosoft独自の CHAP認証プロトコルであるが、事実上の標準となっ
ており、MicrosoftのOSのほか、Mac OS X、iOSおよびAndroidでもサポートされてい
る。したがって、MS-CHAPv2への対応は必須である。ところが、SoftEther VPN Server
などの外部のプログラムがMicrosoft Active Directoryサーバに対してMS-CHAPv2の
認証要求を転送する方法がドキュメント化されておらず、対応に苦労した。Windows 2000
Server組み込みのRRASサーバのプログラムを吟味することにより、LsaLogonUser API
においてMS-CHAPv2の認証要求を出すための隠し構造体利用方法を発見し、これを利用
することで解決した。ただし、この解決策は、Windows上でしか利用できない。この問題
を解決するため、Active Directoryサーバとの間の通信において Remote Authentication
Dial-In User Service (RADIUS) も利用可能なMS-CHAPv2対応の認証クライアントモ
ジュールを作成し、VPNサーバに組み込んだ。このモジュールは、UDPソケットのみ
を使用して認証要求を出すため、SoftEther VPN Serverが動作するすべての OSで動作
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する。
PPPモジュールは、IPアドレスをリモートのVPNクライアントに対して割当てる役割
も担っている。OpenVPN L3プロトコルと同様、PPPの接続確立に先立って、L2アダプ
タのインスタンスを作成し、DHCPサーバから IPアドレスを取得する。取得した IPア
ドレスは、PPPトンネル上で動作する IPCPを用いてクライアントに通知される。LAN
内で利用すべき DNSサーバの IPアドレスもオプションとして通知することができる。
3.4.2.5 Windowsカーネルドライバモジュール
IPsecサーバ機能をWindows Vistaおよびそれ以降のバージョンのWindows上で実装
するために、カーネルハックを行う必要があった。Windowsカーネルは、IPsecデータグ
ラムをネットワークインターフェイスから受け取った後、たとえそのデータグラムのため
に bindされているユーザプロセスのソケットが存在したとしても、そのユーザプロセス
にデータグラムを渡さずに、カーネル内で自ら IPsec処理をしてしまう。このドキュメン
ト化されていない挙動は、ユーザプロセスが IPsecデータグラムを独自に処理することを
不可能にしている。
このWindowsにおける問題を解決するため、本研究ではWindows Filtering Platform
用のカーネルドライバを実装した。本ドライバはWindowsカーネルが IPsecデータグラ
ムを読み取るよりも前に、IPsecデータグラムのヘッダを一時的に書き換える。Windows
カーネルはこれを IPsecデータグラムではないと解釈し、ユーザプロセスに渡す。ユーザ
プロセスでは書き換えられたヘッダを元に戻して処理をする。
3.4.3 最適化手法
VPNサーバは内部に多数のメッセージキューおよびスレッドを有している。十分な考
慮を行わずに実装を行うと、メッセージコピーやスレッド同期によるオーバーヘッドが大
きく発生する。
SoftEther VPN Server内部においては、OSカーネル内で用いられるものと同様の、不
必要なメッセージコピーの回数の削減を行う手法を用いた。多くのOSカーネルでは、受
信したメッセージや送信しようとするメッセージを複数のモジュール間で交換する。ま
た、この際にヘッダを取り外したり取付けたりする処理を行う。この際のメッセージコ
ピーの回数を削減するため、例えばBSDではmbuf [55]、Linuxでは skbuf [3]、Windows
ではNET BUFFER LISTおよびNET BUFFER [65] などのデータ構造体が利用されて
いる。SoftEther VPN Serverにおいては、これらの既存のデータ構造体の機能を簡素化
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図 3.5: ヘッダの取り付け、取り外しにおいてメッセージコピーの回数を削減するためのデータ構造とオペ
レーション
したデータ構造体を用いた (図 3.5)。このデータ構造体では、当初必要なデータの領域の
前後のメモリ領域も予約しておき、データの先頭位置および末尾位置を前進または後退さ
せる方法により、メモリのコピーや再確保なしで、データの追記と削除ができる。本デー
タ構造体のオペレーションでは、malloc()、free() および realloc() のみの汎用メモリ管理
関数しか使用していないため、OS間の移植性を有する。
SoftEther VPN Serverは、モジュール間の同期とメッセージ交換におけるオーバーヘッ
ドを削減するために、2種類のメッセージキューを実装している。1つ目はロック付きの
通常のキューであり、2つ目は高速に動作するロックなしのキューである。本研究ではま
た、同一の VPNコネクションから同時に届いたメッセージを処理する際のロックの回数
を削減した。これらのキューはOSの同期機能を内部で利用しているため、移植性を確保
するために、プラットフォーム抽象化レイヤ内に実装されている。
{ 59 {
3.4.4 管理機能
3.2.2項で述べたとおり、複数のVPNプロトコルのサポートのために複数のVPNサー
バを稼働させることは、設定や運用作業を複雑にする。SoftEther VPN Serverでは、こ
の問題を解決するために、すべての VPNプロトコル間で、ユーザ認証やアクセスコント
ロール、ログ管理等を共通化している。
ユーザ認証やアクセスコントロール、ログ管理等の管理機能は、仮想 HUBに実装され
ている。この手法により、7種類の VPNプロトコルに対して、統合的なセキュリティ機
能を提供することができる。7種類の VPNプロトコルは、いずれも、ユーザ認証の際に、
仮想 HUBのユーザ管理機能を用いて認証を行う。7種類の VPNプロトコルにより送受
信されるメッセージは、MACフレームとして、仮想 HUBを流れる。仮想 HUBに実装
されているACLに基づくパケットフィルタや、ACLよりも複雑なルールを設定できるセ
キュリティポリシー機能が、すべての VPNプロトコルの通信に対して適用できる。仮想
HUBを流れるMACフレームは、単一のログモジュールによってディスクに書き出すこ
とができる。
ネットワーク管理者や、マルチテナント仮想ホスティング機能を利用する場合の各顧
客は、VPNプロトコルを意識せずに共通化されたインターフェイスを用いて SoftEther
VPN Serverの管理を行うことができる。利用可能なインターフェイスは、以下の 3種類
である。
3.4.4.1 GUI
VPN Server Managerと呼ばれるグラフィカルユーザインターフェイス (GUI) を実装
した。WindowsおよびWINE環境のインストールされた Linux上で動作する。図 3.6お
よび図 3.7は、GUIの画面例を示す。
3.4.4.2 CUI
vpncmd と呼ばれるコマンドラインユーザインターフェイス (CUI) を実装した。
SoftEther VPN Serverのサポートするすべての OSで動作する。
3.4.4.3 RPC
SoftEther VPN Serverは Remote Procedure Call (RPC) を受け付ける。マルチテナ
ント仮想ホスティングサービス等で、管理用ポータルサイトや顧客管理システムから
SoftEther VPN Serverを制御したい場合に利用する。この場合、、これらのシステムに
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図 3.6: SoftEther VPN Serverで複数の仮想 HUBを管理する画面
図 3.7: SoftEther VPN Serverの仮想 HUBのアクセスリストを設定する画面
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RPCクライアントを実装して SoftEther VPN ServerにRPC接続する。GUIおよびCUI
ツールは、内部的にはこの機能を呼び出している。
本研究では、SoftEther VPN Serverに、135個のRPCのプロシージャを実装した。実
装したプロシージャの一覧を、以下に機能別にまとめる。
VPNサーバの管理関係
GetCaps, GetServerInfo, GetServerStatus, SetServerPassword, SetServerCert,
GetServerCert, GetServerCipher, SetServerCipher, SetKeep, GetKeep, GetCon-
g, SetCong, SetSysLog, GetSysLog, RebootServer, Crash, GetAdminMsg,
Flush, Debug
VPNプロトコルモジュール (指定ポートでの待受け) の有効化、無効化、設定変更等
CreateListener, EnumListener, DeleteListener, EnableListener, SetIPsecSer-
vices, GetIPsecServices, AddEtherIpId, GetEtherIpId, DeleteEtherIpId, Enu-
mEtherIpId, SetOpenVpnSstpCong, GetOpenVpnSstpCong, MakeOpenVpn-
CongFile, SetSpecialListener, GetSpecialListener
ロードバランシングの管理
SetFarmSetting, GetFarmSetting, GetFarmInfo, EnumFarmMember, GetFarm-
ConnectionStatus
VPNサーバに内蔵されているダイナミック DNSクライアント機能等の管理
GetDDnsClientStatus, ChangeDDnsClientHostname, GetAzureStatus, Se-
tAzureStatus, GetDDnsInternetSetting, SetDDnsInternetSetting
VPNセッション等の管理 (VPNサーバ全体)
EnumConnection, DisconnectConnection, GetConnectionInfo
仮想 HUBの作成、削除、設定、列挙
CreateHub, SetHub, GetHub, EnumHub, DeleteHub, SetHubOnline, GetHub-
Status, SetHubLog, GetHubLog, GetDefaultHubAdminOptions, GetHubAd-
minOptions, SetHubAdminOptions, GetHubExtOptions, SetHubExtOptions,
SetAcList, GetAcList, SetHubMsg, GetHubMsg
仮想 HUBのログ関係の管理
EnumLogFile, ReadLogFile
仮想 HUBのユーザ認証設定
GetHubRadius, SetHubRadius
リモートの仮想 HUB間を接続する機能の管理
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CreateLink, EnumLink, GetLinkStatus, SetLinkOnline, SetLinkOine,
DeleteLink, RenameLink, GetLink, SetLink
仮想レイヤ 3スイッチ (仮想 HUB間に作成できる仮想的な IPルータ) の管理
AddL3Switch, DelL3Switch, EnumL3Switch, StartL3Switch, StopL3Switch,
AddL3If, DelL3If, EnumL3If, AddL3Table, DelL3Table, EnumL3Table
仮想 HUBの ACL (パケットフィルタ) の設定
AddAccess, DeleteAccess, EnumAccess, SetAccessList
仮想 HUBのユーザ認証機能の設定
CreateUser, SetUser, GetUser, DeleteUser, EnumUser, CreateGroup, SetGroup,
GetGroup, DeleteGroup, EnumGroup
PKI認証関係
AddCa, EnumCa, GetCa, DeleteCa, EnumCrl, AddCrl, DelCrl, GetCrl, SetCrl,
RegenerateServerCert
仮想 HUBに接続されている VPNセッションの管理
EnumSession, GetSessionStatus, DeleteSession
仮想 HUBのMACアドレステーブルなどの内部状態の管理
EnumMacTable, DeleteMacTable, EnumIpTable, DeleteIpTable
ユーザモード NAT機能および関連機能の管理
EnableSecureNAT, DisableSecureNAT, SetSecureNATOption, GetSecure-
NATOption, EnumNAT, EnumDHCP, GetSecureNATStatus
ブリッジ機能の管理
EnumEthernet, AddLocalBridge, DeleteLocalBridge, EnumLocalBridge, Get-
BridgeSupport, EnumEthVLan, SetEnableEthVLan
3.4.5 プラットフォーム抽象化レイヤ
SoftEther VPN Serverは、VPNサーバ機能を実装する上位のプログラムコードと、そ
れらのプログラムが呼び出す下位のプラットフォーム抽象化レイヤのコードとに分割され
ている。これにより、VPNサーバ機能を提供するプログラムを 1回書くだけで、複数の
OS用にプログラムをビルドでき、それぞれのプラットフォーム上で同等に動作させるこ
とができる。
プラットフォーム抽象化レイヤは、Windows、Linux、Mac OS X、FreeBSDおよび
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Solaris用に実装されている。Windowsとそれ以外の UNIX互換 OSとは大きく異なる
が、UNIX互換 OSでもそれぞれ細かな違いがある。
プラットフォーム抽象化レイヤが実装する機能は、以下のような低レベル処理である。
3.4.5.1 メモリ管理
一般的なメモリ管理関数であるmalloc、realloc、freeに加え、OSが提供するより高速
な APIが利用可能である場合は利用する。例えば、Windowsではデバッグ時にはヒープ
破損のチェックが可能なmalloc系を利用するが、リリース時にはHeapAlloc系APIを利
用することによりオーバーヘッドを軽減する。
3.4.5.2 スレッドおよび同期
システム間のスレッドモデルの違いを吸収する。WindowsではWin32スレッド、イベ
ント、クリティカルセクションを使用し、UNIX互換 OSでは pthreadによるスレッド、
Condition Variables、パイプおよびmutexを使用する。これらのオブジェクトの取扱い
(特に待機関数の性質や再帰ロックの可否等) の差異を吸収する。また、スレッドプール
を実装し、一度作成したスレッドを再利用することで、一部の環境でのライブラリ側にお
けるスレッド作成時にメモリリークが生じるバグを回避する。
3.4.5.3 ソケット
TCPおよび UDP通信を行う際のソケット APIは OSによって挙動が異なる。たとえ
ば非同期通信を実現するためにはWindowsではオーバーラップ IO、IO完了ポート (I/O
completion ports) およびイベントへの関連付けが利用可能であり、UNIX互換 OSでは
select、poll、epollが利用可能である。UNIX互換系における差異としては、非同期モー
ドに関係する ioctlのコードが異なったり、すでに受信キューにデータが入っている場合
に新たにデータを受信した際の通知の有無が異なったり、送信バッファが空いたのに通知
されなかったりするなどの、細かな部分がある。また、connect() や accept() を別スレッ
ドからキャンセルする方法についても違いがある。このような差異を吸収する。
3.4.5.4 文字列処理
wchar t型のサイズやフォーマットが異なったり、sprintf系関数におけるフォーマッ
ト書式が異なったりする部分を吸収する。また、文字コード変換においてWindowsでは
Native Language Support (NLS) APIを、UNIXでは iconvを使用する。
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3.4.5.5 モノトニック時刻の供給
モノトニック時刻 [52] とは、OS起動中に常にインクリメントされる、相対的な、逆戻
りすることがないことが保証されている時計の値である。システム時計の変更に応じて
モノトニック時刻が影響されてはならない。VPN通信のタイムアウトや再送処理、内部
的な仮想 TCP/IPスタックの処理等に多用されている。SoftEther VPN Serverで必要な
10msの精度を、低いオーバーヘッドで得る必要がある。
Windowsにおいては timeGetTime() APIで確実に取得できるが、UNIX互換 OSに
よっては clock gettime() を用いても正しく取得できない場合がある。また、取得できて
もオーバーヘッドが大きい場合もある。これらの差異を吸収するだけではなく、OSに
よってはオーバーヘッドを削減するためにモノトニック時刻を 10ms間隔で取得し続ける
専用のスレッドを作成している。
3.4.5.6 デバッグ支援モジュール
開発時においてメモリリークおよびリソースリークを発見するために、独自のオブジェ
クト管理コードを実装した。メモリ以外にもファイルディスクリプタやソケット、ロック
等のリソースの作成、削除を追跡できる。また、リークしている行番号も表示可能であ
表 3.3: SoftEther VPN Serverへの接続テストに用いた VPNクライアントの一覧
VPNプロトコル VPNクライアント
L2TP/IPsec iPhone (iOS 4, 5, 6, 7, 8)
iPad (iOS 4, 5, 6, 7, 8)
Android (2, 3, 4)
Windows Vista, 7, 8, 8.1, RT
Mac OS X ( 10.6, 10.7, 10.8, 10.9)
SSTP Windows Vista, 7, 8, 8.1, RT
OpenVPN L3 OpenVPN Client 2.2 for Linux
OpenVPN Client 2.2 for Windows
OpenVPN Connect for iOS
OpenVPN Connect for Android
OpenVPN L2 OpenVPN Client 2.2 for Linux
OpenVPN Client 2.2 for Windows
OpenVPN Connect for iOS
OpenVPN Connect for Android
L2TPv3/IPsec Cisco 892J, Cisco 1812J, IIJ SEIL x86
EtherIP NEC IX2015
SEVP SoftEther VPN Client for Windows
SoftEther VPN Client for Linux
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る。デッドロックが発生した場合は、ロックの参照元を辿り循環参照を発見することもで
きる。これらのデバッグ支援機能は、リリース時には自動的に削除され、高速なコードが
生成される。
3.4.6 SoftEther VPN Client
SoftEther VPN ServerがサポートしているVPNプロトコルのうち、SEVP (SoftEther
VPN Protocol) に対応した VPNクライアントとして、SoftEther VPN Clientがある。
SoftEther VPN Clientは、本研究における SoftEther VPN Serverと同時に実装した。
SoftEther VPN Clientは、カーネルモードドライバとして動作する仮想ネットワークア
ダプタ、VPN処理モジュールおよび GUIから構成される。SoftEther VPN Clientは、
SoftEther VPN Serverとの間で、SEVPプロトコルに従い、Ethernetを SSLにカプセル
化して、TCP上で伝送する。TCPを確立した後、UDPが利用可能であれば、Ethernet
over UDPトンネルも確立し、できるだけUDPを用いてEthernetを伝送する。SoftEther
VPN Clientは、Windowsおよび Linux上で動作する。
3.5 評価
本節では、SoftEther VPN Serverについて定性的および定量的な側面から評価を行う。
定性的な評価においては、複数の VPNプロトコル間における相互運用性およびマルチ
テナント機能について評価を行う。定量的な評価においては、パフォーマンスの計測お
よび SoftEther VPN Serverの普及度合いを示す。これらの結果により、SoftEther VPN
Serverが 3.2項において述べた問題を最小のオーバーヘッドで解決できることを示す。さ
らに、SoftEther VPN Serverを実運用環境に導入した結果について評価を行う。これに
より、SoftEther VPN Serverが既存の VPNサーバと同等の安定性を有していることを
示す。
3.5.1 相互運用性
表 3.3は SoftEther VPN Serverをテストする際に用いた VPNクライアントの一覧で
ある。これらのすべての VPNクライアントは、SoftEther VPN Serverに接続すること
ができた。
表 3.4は、広く利用されている VPNサーバおよびそれらの VPNサーバがサポートし
ている VPNプロトコルの一覧である。SoftEther VPN Serverは、PPTPおよび IPsec
トンネリングモードを除き、本表にあるすべての VPNプロトコルをサポートしている。
{ 66 {
SoftEther VPNにおいてこれら 2個の VPNプロトコルをサポートしなかった理由は、
3.3.1項で述べたように、これらのプロトコルには脆弱性および互換性の問題があり、ま
た、サポートの除外によって、サポートする VPNクライアントの種類が減少しないため
である。これらの結果は、3.2.2項で述べた、複数の VPNプロトコルのサポートのため
に複数の VPNサーバを同時稼働させる場合に生じる以下の問題を解決できたことを意味
する。
1. VPNサーバの管理が複雑となる問題。
2. 複数のハードウェアリソースが必要となる問題。
3.5.2 マルチテナント仮想ホスティング
3.2.3項において、VPNサーバはマルチテナント仮想ホスティングが必要である旨を述
べた。また、3.3.6項において、SoftEther VPN Serverにおけるマルチテナント仮想ホス
ティングの実装について述べた。
本研究では、単一の VPNサーバインスタンスにおいて複数の仮想 HUBの作成、およ
びタグ付き VLANのサポートを実装した。これにより、サービスプロバイダは顧客のた
めに VPNサーバを運用することができる。したがって、SoftEther VPN Serverはマル
チテナント仮想ホスティングをサポートしている。
3.5.3 必要なモジュールのプログラムへの内包
3.2.4項において、VPNサーバが複数の外部プログラムに依存することにより発生する
問題について述べた。また、3.3.7項において、この問題を、1つのプログラムへの各モ
ジュールの内包により解決する手法を述べた。
表 3.4: 広く利用されている VPNサーバおよび各 VPNサーバがサポートしている VPNプロトコルの一
覧
レイヤ 3(IPパケット)を伝送する VPNプロトコル レイヤ 2(MACフレーム)を伝送する VPNプロトコル
VPNサーバ IPsec ト
ン ネ ル
モード
L2TP /
IPsec
PPTP SSTP OpenVPN
L3
OpenVPN
L2
L2TPv3
/ IPsec
EtherIP
/ IPsec
SEVP
Microsoft RRAS X X X
Mac OX X Server X X
OpenVPN X X
企業向けルータ X X X X
PacketiX VPN 3.0 X
SoftEther VPN
Server
X X X X X X X
企業向けルータとは、Cisco、Extreme Networks、Brocade、F5 Networks 等の販売するアプライアンスを意味する。
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図 3.8: SoftEther VPN Serverのインストール数累計
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図 3.9: SoftEther VPN Serverがインストールされたサーバの所在国とインストール数
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本研究で実装した SoftEther VPN Serverは、スレッド作成、スレッド同期処理、メモ
リ管理、ファイル入出力、ソケット APIなどの、幅広い OSで利用できる OSの機能以
外の外部プログラムに依存しないプログラムとして実装した。Windows、Linux、Mac
OS X、FreeBSDおよび Solarisで、VPNプロトコルの処理に必要な PPPや IPsecなど
のプロトコル処理や、パケットフィルタなどのセキュリティ処理が、他の外部プログラム
を起動することなく、SoftEther VPN Serverのプログラムのみで処理できるようになっ
た。ただし、パケットフィルタ処理は、VPNを流れるパケットに対してのみ適用される。
VPNサーバを動作させているコンピュータで、VPNとは無関係の他のアプリケーション
やサーバに対するパケットフィルタの設定を行いたい場合は、従来どおり、OSのパケッ
トフィルタが必要である。
これにより、SoftEther VPN Server本体のインストールや、SoftEther VPN Serverを
拡張して実装した VPNアプリケーションのインストール処理は、プログラムファイルの
実行形式を対象システムにコピーするか、コンパイル済みのオブジェクトファイルを対象
システム上でリンクするだけで完了することが可能となった*5。システム管理者は、従来
のVPNサーバソフトウェアのように、外部依存プログラムの一覧を調査し、これらのプロ
グラムをインストールしてから、VPNサーバソフトウェアを実行する必要がなくなった。
SoftEther VPN Serverを拡張して実装した VPNアプリケーションのインストール処
理が簡単となったことを用いたVPNアプリケーションの例については、第 4章で述べる。
3.5.4 SoftEther VPN Serverの公開およびインストール実績
本研究では、SoftEther VPN Serverのバイナリパッケージを 2013年 3月に公開*6し、
2014 年 1 月にソースコードを GNU General Public License (GPL) Version 2 として
GitHubで公開*7した。
SoftEther VPN Serverは、2016年 12月 20日までに、世界中で 1,009,000回インス
トールされた。インストール数は、SoftEther VPN Serverに組み込まれておりデフォル
トで有効化されているダイナミック DNS (DDNS) クライアントプログラムの DDNSホ
スト登録数によって推計した。インストール数の推移は、図 3.8のとおりである。図 3.9
は、SoftEther VPN Serverがインストールされたサーバの IPアドレスによって分析した
所在国の分布を示す。日本での利用は約 16 % であり、残りの 84 % は日本以外の国 (ア
*5 OS 側の問題により、あるバージョンの OS 用にリンクした実行可能ファイルが別のバージョンで正しく動作しないことがあ
る。特に Linuxではこの問題が顕著である。
*6 http://www.softether.org/
*7 https://github.com/SoftEtherVPN/SoftEtherVPN/
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メリカ、中国、ヨーロッパ、その他) である。
3.5.5 不具合の改良や機能の拡張
SoftEther VPN Serverは、各モジュールが 1つの実行可能ファイルに統合されている
ため、2.2.3項で述べた Visual Studioなどと比較して、1つの実行可能ファイルのみをコ
ピーすれば動作するという利点がある。また、特定のモジュールのみを更新することはで
きない。このことは、2.1.2節で述べた Dependency Hellを解決でき、修正版のプログラ
ムのインストールが容易であるという利点がある。一方で、一部のモジュールのファイル
のみの差し替えができないため、プログラマは、一部の改良モジュールのみを作成する
ことはできない。プログラムの改良を行いたいプログラマは、SoftEther VPN Serverの
ソースコード全体にアクセスできる必要がある。
オープンソース化は、この問題を解決するための 1 つの方法である。本研究では、
SoftEther VPN Serverをオープンソースとして公開し、多数のプログラマが、一部のモ
ジュールの不具合を修正したり、機能を改良したりできるようにした。2014年 1月に
SoftEther VPN ServerのソースコードをGitHubで公開した後、2016年 11月末までに、
著者以外の 23人のコントリビュータから Pull Request (コードを改善したり、機能を強化
したりするためのパッチの送付) を受け、これらのコードを SoftEther VPN Serverにコ
ミットした。これらのコントリビュートされたコードの中には、軽微なバグ修正以外にも、
対応アーキテクチャを拡張するもの、対応OSを増加させるもの、SSLの設定のオプショ
ンを新設してセキュリティを強化するもの、CPU使用率を削減するもの、RADIUS認証
における機能を拡張するもの、セキュリティ機能の 1つにおいて Classless Inter-Domain
Routing (CIDR) に対応するもの、などのVPNサーバの機能面、性能面を強化するパッチ
が多数含まれている。また、SoftEther VPN Serverに、Internet Key Exchange Version
2 (IKEv2) という新たな VPNプロトコルのサポートを追加しようとするコントリビュー
タがおり、メールで実装方法に関する助言を求める質問を受けたので、回答を行った。た
だし、2016年 12月時点では、そのコントリビュータによる IKEv2に対応するコード実
装は完了していない。これらの結果は、SoftEther VPN Serverのソースコードが、多く
のプログラマによって改良されることができる程度の保守性、拡張性を有していることを
示す。今後も継続的に第三者によってプログラムが改良されることが期待できる。
Dependency Hellを解決し、かつ複数のモジュールを異なるファイルとして分離してお
く別の方法として、複数プロセスに分離し、Remote Procedure Call (RPC) などでプロ
セス間通信を行う方法がある。複数プロセスに分割する方法の利点は、実行時に一部のモ
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ジュールを差し替えることができる点にある。SoftEther VPN Serverは、シングルプロ
セスで実装されているため、実行時のモジュールの差し替えができない。しかし、VPN
サーバのプロセスを一度終了して実行可能ファイルを差し替え、再起動するためにかか
る時間はわずかであるため、実用上はこのことはそれほど問題にならない。また、オー
バヘッドは、プロセス内の関数呼び出しのほうが、プロセス間の RPCの呼び出しよりも
少ない。VPNサーバの処理においては、モジュール間のデータのやりとりが多く発生す
る。たとえば、仮想 HUBモジュールと、L2アダプタモジュールと、VPNプロトコルの
モジュール間では、パケットの送受信の度に受渡しが発生する。パケットの受渡しのとき
に、データ本体は共有メモリを用いて渡し、RPCやプロセス間のイベント通知などで共
有メモリへの書き込みが完了したことを通知する方法も考えられる。単一プロセス内のス
レッド間でメモリを共有する仕組みはOS間で同一である一方、異なるプロセス間の共有
メモリの実現方法はOS間で異なるため、OSへの依存が高まる。したがって、VPNサー
バでは、モジュール間を RPCで接続する方法は適していないと考えられる。
3.5.6 パフォーマンス
本項では、SoftEther VPN Serverのパフォーマンスについて述べる。特に、SoftEther
VPN Serverが複数の VPNプロトコルの通信を同時に処理する際のオーバーヘッドが小
さく、通信速度が従来の VPNサーバと比較して高速である点について述べる。
3.5.6.1 実験環境およびベンチマークプログラム
実験においては、3 台の同一仕様の PC を使用した。各 PC は Intel Xeon E3-1230
3.2GHz CPU、16GBのメモリおよび 1枚の 10 Gigabit Ethernet NIC (Intel 10 Gigabit
CX4 Dual Port Server Adapter、2個の CX4ポートを有する) を有する。PCの OSは
Windows Server 2008 R2 x64を基本として使用し、実験の必要上 Linuxが必要な場合
(OpenVPNを用いた実験を行う場合) においては Linux Kernel 2.6.32 (x64) を使用した。
速度測定には、Windowsおよび Linuxで動作する、SoftEther VPNの付属ユーティリ
ティである TracServer / TracClientツールを使用した。本ツールは iperf [32]と同様
に、一定期間内にできる限り多くのパケットを送受信し、スループットを測定する。iperf
と異なり、本ツールは同時に 32本の TCPコネクションを確立し、そのうち 16本は送信
方向、残り 16本は受信方向でスループットを同時に測定可能である。本ツールのソース
コードは SoftEther VPN Serverのソースコードの一部として公開されている。
図 3.10に、3台の実験用 PCの物理的な接続を示す。VPN通信速度を計測する前に、
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図 3.10: 3台の実験用 PCの物理的な接続図
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図 3.11: 実験環境における論理的接続図
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まず、PC1をルータとして、PC2と PC3との間のスループットを測定した。スループッ
トは約 9.95Gbpsであった。これにより、PC1の CPUは 10Gbpsの接続を十分利用でき
る程度に高速であることを確認した。以下の実験では、CPUによって処理される暗号化
のためにスループットはより低速となっている。
3.5.6.2 VPNプロトコル
本研究では、表 3.5にある各 VPNプロトコルについて、SoftEther VPN Serverと既
存の VPNサーバプログラムとの間でのパフォーマンスの比較を行った。SoftEther VPN
Serverは実際には表 3.4にある VPNプロトコルすべてに対応しているが、これらの中の
いくつかの VPNプロトコルには、ハードウェアルータが必要となるなど、Windowsお
よび Linux環境において動作させることが困難なものがある。そこで、これらのプロトコ
ルは速度測定から除外し、表 3.5のプロトコルのみ測定を行った。
OpenVPNを含むテストにおいては、OpenVPN L3プロトコルを用いた。また、当初
はWindows環境において実験を行ったが、OpenVPN Technologies, Inc. によって配布
されているOpenVPNのWindows版プログラムにおける UDPデータグラムの扱いが最
適化されておらず、そのプログラムがボトルネックとなったために 100Mbps以上の速度
が出なかったため、代わりに Linux環境で実験を行った。
L2TPを含むテストにおいては、OpenVPNとの組み合わせ実験の際にはサーバ、クラ
イアント共に xl2tpd 1.3.6 (Linux 2.6.32上) を用い、それ以外の実験の際にはWindows
Server 2008 R2組み込みのソフトウェアを用いた。
OpenVPNとの組み合わせ実験は、ネイティブ Linux上で動作が可能な L2TP/IPsec
および SEVPのみを対象とした。Linux上で動作する SSTPサーバの実装は SoftEther
VPN Server以外には存在しなかったため、SSTPとOpenVPNとの組み合わせは行って
いない。
3.5.6.3 実験の構成
スループット測定実験は、図 3.11に示すように 2種類の構成で行った。
表 3.5: 性能測定に利用した VPNプロトコル、既存のネイティブ VPNサーバおよび VPNクライアント
VPNプロトコル 暗号化アルゴリズム 比較対象の VPNサーバ VPNクライアント
L2TP IPsec (AES128-CBC) Microsoft RRAS (Windows Server 2008 R2上) Windows Server 2008 R2組み込み
L2TP IPsec (AES128-CBC) xl2tpd 1.3.6 (Linux 2.6.32上) xl2tpd 1.3.6 (Linux 2.6.32上)
SSTP RC4 Microsoft RRAS (Windows Server 2008 R2上) Windows Server 2008 R2組み込み
OpenVPN (L3) AES128-CBC OpenVPN 2.2.2 (Linux 2.6.32上) OpenVPN 2.2.2
SEVP RC4 SoftEther VPN Server SoftEther VPN Server
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1. 実験 A. 1台の VPNクライアントと LAN上の 1台の PCとの VPN通信 (図 3.11
(a))。
PC1はVPNサーバとして動作し、PC2はVPNクライアントとして動作する。PC3
ではVPNソフトウェアは動作させず、PC1上のソフトウェアブリッジを経由して、
PC1に VPN接続している PC2と通信を行う。したがって、各 VPNプロトコル単
体での性能を測定することができる。この構成は、社内 LANへのリモートアクセ
スでよく見られる構成である。
2. 実験 B. 2台の VPNクライアント同士の通信 (図 3.11 (b))。
PC1は VPNサーバとして動作し、PC2および PC3は VPNクライアントとして
動作する。この構成においては、2個の VPNクライアントは、実験 B1においては
同一、実験 B2においては異なる VPNプロトコルを使用して VPNサーバに接続す
る。したがって、異なる VPNプロトコル同士の各種組み合わせにおける性能を測
定することができる。
3.5.6.4 実験結果
図 3.12に実験 Aの結果を示す。これは、単一の VPNプロトコルを用いて、VPNク
ライアントと LAN上の PCとの VPN通信を実施したものである。L2TPにおいては、
SoftEther VPN ServerはWindows標準のRRAS機能とほぼ同等の速度となった。SSTP
においては、Windows標準の RRAS機能のほうが SoftEther VPN Serverよりも高速な
結果となった。これは、RRASのVPNモジュールがすべてWindowsカーネルに実装され
ているのと比較して、SoftEther VPN Serverの大部分はユーザプロセスとして実装されて
いることが理由である。SSTPおよび SEVPは L2TPよりも高速となった。これは、SSL
において軽量なアルゴリズムである RC4が使用されているためである。OpenVPNにお
いては、SoftEther VPN Serverよりも OpenVPNのオリジナル実装のほうが約 12%高
速な結果となった。この結果は、SoftEther VPN Serverの実装とOpenVPNのオリジナ
ル実装の複数の相違点による複合的な原因によるものであると考えられる。たとえば、
SoftEther VPN Serverには、プログラムを簡単にするために、スレッドを多用している
部分がある。VPNセッションごとにスレッドが 1つ作成されるため、スレッド間のコン
テキストスイッチによる影響が大きい。
図 3.13に実験B1の結果を示す。これは、同一のVPNプロトコルを用いて、2台のVPN
クライアント間でVPNサーバを経由した通信を実施したものである。L2TP、SSTPおよ
び SEVPにおいては実験 Aと同等の結果となったが、OpenVPNにおいては SoftEther
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図 3.12: 1台の VPNクライアントと LAN上の 1台の PCとの VPN通信スループット
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図 3.13: 同一 VPNプロトコルを用いた 2台の VPNクライアント同士の VPN通信スループット
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図 3.14: 異なる VPNプロトコルを用いた 2台の VPNクライアント同士の VPN通信スループット
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図 3.15: 異なる OSにおいて SoftEther VPN Serverを動作させた場合の VPN通信スループット
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VPN Serverのほうが高速となった。その理由として、実験 B1では VPNサーバは 2本
の VPNコネクションを同時に処理しなければならず、その際に AESの復号化と暗号化
の処理を行わなければならないが、OpenVPNはシングルスレッドで複数の VPNセッ
ションを処理しているため AESの処理を同一のプロセッサで実行しなければならず、一
方、SoftEther VPNは複数スレッドで複数のVPNセッションを処理しているため 2個の
AES処理が並列して動作するため高速な結果となっている点が挙げられる。
図 3.14に実験 B2の結果を示す。これは、異なる VPNプロトコルを用いて、2台の
VPNクライアント間でVPNサーバを経由した通信を実施したものである。実験 B1の結
果と異なり、すべての組み合わせについて SoftEther VPN Serverのみを使用した場合が、
比較対象の 2つのネイティブ VPNソフトウェアを使用した場合と、少なくとも同じ程度
の速度か、または高速な速度を実現していた。L2TPおよび SSTPの組み合わせの場合に
ついては、SoftEther VPN Serverは RRASと比較して 7%も高速であった。高速な結果
となった理由は、2個の VPNサーバを組み合わせて使用する場合と比較して、SoftEther
VPN Serverの単一インスタンスで処理を行う方式のほうがメッセージコピーおよびコン
テキストスイッチの回数が減少するためである。
SoftEther VPN Serverは、OS間の移植性を有する。Windowsだけではなく、Linux、
Mac OS X、FreeBSDおよび Solarisでも動作する。図 3.15は、特にWindows Server
2003 R2 x64、Windows Server 2008 R2 x64および Linuxカーネル 2.6.32を動作させ
た CentOS 6において同一条件で VPN通信を行った際のスループットの比較である。こ
の実験においては、実験 Aと同様に SEVPを用いて実験を行った。古いバージョンの
Windows Serverが最も高速な結果となった。LinuxにおいてはWindowsよりも 6%低
速であり、さらなる最適化の余地が残されている。
3.5.7 安定性
SoftEther VPN Serverは、以下のような多様な環境で安定して動作することから、十
分な安定性を有している。
3.5.7.1 VPN Gate Serverへの組み込み
本研究では、SoftEther VPN Serverを用いて VPN Gate [78]システムを実装した。
VPN Gateは、Great Firewall of China等の検閲用ファイアウォールを回避するための
中継システムである。VPN GateシステムにおけるボランティアのWindows PC上で
は、VPN Gate Serverと呼ばれる中継サーバが稼働する。VPN Gate Serverは SoftEther
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VPN Serverを組み込んだプログラムである。VPN Gate Serverは、本研究において実
装した L2TP、SSTP、OpenVPN L3および SEVPのクライアントを受け付ける。VPN
Gateについて、詳しくは第 4章で述べる。
本研究では、VPN Gateを 2013年 3月に公開した。2016年 12月時点では、常時約
10,000台のボランティアサーバが世界中で稼働している。このうち 32台は、本研究でホ
ストしているサーバである。全世界のボランティアサーバには、2013年 3月から 2014年
9月までに合計 7.8億本のVPNコネクションが接続され、12.7 ペタバイトのトラフィック
が中継された。このうち、本研究でホストする 32台のサーバは、合計 4,469万本の VPN
コネクションを受け付け、2.5ペタバイトのトラフィックを中継した。これらの期間中に
1件のクラッシュにつながるバグが発見された。当該バグは、SoftEther VPN Serverと
は無関係の、VPN Gate Serverへの拡張時に記述されたコードに関係するバグであった。
当該バグ以外に、VPN Gate Serverのクラッシュや継続的なメモリリークは発見されて
いない。
3.5.7.2 仮想 HUBレンタルサービスの実験
本研究では、SoftEther VPN Serverのマルチテナント仮想ホスティング機能を評価す
るため、8台の SoftEther VPN Serverをインストールしたサーバをインターネットに接
続し、誰でもWebサイトから仮想HUBを作成し登録することができるようにした。本仮
想HUBレンタルサービスは、2006年 10月に、SoftEther VPN Serverの元となった商用
版 PacketiX VPN Serverを用いて開始された。2014年 9月までに作成された仮想 HUB
の数は合計 141,270個であり、合計 4ペタバイトのトラフィックを転送した。仮想 HUB
は、ユーザ登録により自動的に作成され、2ヶ月以上 1度も利用されない場合は自動的に
削除される仕組みである。これには、3.4.4で述べた RPCが利用されている。また、8台
のサーバは 3.3.2項で述べたフォールトトレランスおよびロードバランス機能を使用して
グループ化し、ユーザからは 1個のシステムに見えている。
2014年 9月時点では、グループ全体で常時約 2,300個の仮想 HUBをホストしており、
グループ全体で約 3,000本の VPNセッションが確立されている。平均的にみると、約 5
割の仮想HUBにはVPNセッションが接続されておらず、約 1割の仮想HUBにはVPN
セッションが 1本接続されており、約 2割の仮想 HUBには VPNセッションが 2本接続
されており、約 1割の仮想 HUBには VPNセッションが 3本接続されており、残りの約
1割の仮想 HUBには VPNセッションが 4本から 50本程度まで接続されている。VPN
セッションが 1本だけ常時接続されている仮想 HUBが約 1割ある。これは、ユーザ拠点
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へのリモートアクセス VPNサーバとして利用するために、ユーザ拠点側で常時稼働して
いる VPNサーバからの VPNセッションが常時接続されているものである。そして、モ
バイル環境等からユーザが必要に応じて同一の仮想 HUBに VPN接続している間のみ、
セッション数が 2以上となる。したがって、1台のサーバには平均約 375本の VPNセッ
ションが接続されている。
本仮想 HUBレンタルサービスは、2006年 10月から現在まで安定して稼働している。
サービス開始当初はデッドロックが発生する問題が 1件、サーバが再起動した後に全VPN
クライアントから大量の SSL通信が同時に接続されようとして CPU負荷が高くなり、全
VPNクライアントの接続処理でタイムアウトが生じて再接続が繰り返される問題が 1件
発見された。デッドロックの問題については、ロック関係の実行時のグラフを分析して解
決した。また、SSL通信の大量接続時の問題については、SSLネゴシエーションフェーズ
に進入することを許可する同時コネクション数の上限数を設定することにより解決した。
当該バグ以外に、本サーバシステムのクラッシュや継続的なメモリリークは発見されてい
ない。
3.5.7.3 製品版ソフトウェア等の実績
SoftEther VPN Serverの元となった商用版 PacketiX VPN Serverの最初のバージョ
ンである Version 2.0は、ソフトイーサ株式会社より 2005年 12月に発売された。IPv6
への対応等が実施された次のバージョンである Version 3.0は、2010年 3月に発売され
た。SoftEther VPN Serverによって実装された複数 VPNプロトコル対応バージョンは、
Version 4.0として 2013年 7月に発売された*8。これらの製品版を導入した企業等の顧客
数は、2016年 12月時点で約 6,050である。これらの企業ユーザからは、PacketiX VPN
Serverのプログラムが原因でクラッシュが発生する報告はない。同様に、3.5.4項で述べ
たオープンソース版のユーザからも、SoftEther VPN Serverが原因でクラッシュが発生
する報告は、パーソナルファイアウォールソフトウェアのカーネルモードモジュールの不
具合であると考えられる問題を除き、寄せられていない。
3.5.7.4 アプライアンスへの組み込みの実績
商用版 PacketiX VPN Server 4.0は、複数のハードウェアベンダから VPNアプライ
アンスとして出荷されている*9。これらのハードウェアは、異なる CPUで動作している
*8 http://www.softether.jp/1-product/11-vpn/
*9 http://openblocks.plathome.co.jp/products/eb/
packetix/,
http://www.bias.jp/product/packetix on bias/
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Linuxアプライアンスである。ハードウェアの出荷数は非公開であるが、おおむね数百程
度である。これらのハードウェア上の PacketiX VPN Serverにおける安定性に関する問
題の報告は寄せられていない。
3.5.8 商用 ISPの VPNサービスへの採用
商用版 PacketiX VPN Serverは、複数の商用 Internet Service Provider (ISP) におい
て、顧客向け VPN接続サービスを提供する電気通信サービスの VPNサーバとして採用
されている*10。一部のサービスでは、顧客からの申込みや解約、VPN内における IPア
ドレスの割り当て等に際して PacketiX VPN Serverに対して投入するリクエストを自動
化している。自動化には、3.4.4項で述べたRPCが利用されている。このような自動化プ
ログラムは、ISPがサービスを構築する際に ISP側において開発された。
これらの商用 ISPサービスにおいては、PacketiX VPN Server側が原因の不具合とし
ては 1件のみ発生した。それは、アクセスリストとしてN個のエントリが登録されている
場合、大量の IPブロードキャストパケットが仮想 HUBを流れる際に N2 回分のアクセ
スリストエントリに対する走査が行われるという問題に起因していた。あるサービスでは
仮想 HUBに約 1,000個のアクセスリストエントリが登録されていたため、ブロードキャ
ストパケットを処理するパフォーマンスが低下し、スループットの低下と遅延の増加が生
じた。この問題を解決し、ブロードキャストパケットであっても N回分のアクセスリス
トエントリの走査で処理が完結するようにした。この問題以外に PacketiX VPN Server
側の不具合が原因の問題は発生していない。
3.5.9 評価のまとめ
本研究の目標である統合的な VPNサーバソフトウェアとは、多様な VPNプロトコル
を、差異を意識する必要なく同時に利用でき、また、他の特定のOSやライブラリへの依
存度が低く、1つのインスタンスとして動作するようなVPNサーバソフトウェアである。
本研究では、本研究の提案手法である L2アダプタを用いて SoftEther VPN Serverを
実装した。これにより、レイヤ 2の VPNプロトコルとレイヤ 3の VPNプロトコルとの
間を接続できるようになった。また、仮想レイヤ 2スイッチを共通のバスとして使用し、
サポートするすべての VPNプロトコルを統一的に処理することができるようにした。た
だし、本実装においては、レイヤ 2のプロトコルは Ethernetに限っている。Ethernet以
*10 http://www.interlink.or.jp/service/myip/,
http://vpn.kozukata.co.jp/
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外を対象としたレイヤ 2 VPNプロトコルは、本実装ではサポートしていない。しかし、
3.3.1項で述べたように、Ethernetのみのサポートで実用上問題ない。
1.1項で述べたように、従来の VPNサーバは、VPNプロトコルごとに 1つずつ異なる
VPNサーバプロセスを実行する必要があった。例えば、1.1項の図 1.1のように、VPN
サーバの管理者は、L2TP/IPsec、OpenVPN (L3) および EtherIPの 3つのVPNプロト
コルをサポートする VPNサーバをインストールし、管理するには、3回の操作が必要で
あった。本研究で実装した SoftEther VPN Serverは、複数の VPNプロトコルのための
モジュールを 1つのプロセスに統合した。これにより、管理者は、統合的な VPNサーバ
ソフトウェアを 1つインストールするだけで、7種類のプロトコルをサポートし、幅広く
使用されている多様な VPNクライアントソフトウェアや VPNルータからの VPN接続
を実現することができるようになった。また、ユーザ認証、セキュリティ設定の適用、ロ
グの管理、IPアドレスの割り当て管理などの管理業務を行う際に、1.1項の図 1.2のよう
に、1回の操作だけで、すべての VPNプロトコルの通信にその設定が適用されるように
なった。
複数の VPNプロトコル間の通信速度は、従来の VPNサーバソフトウェアを組み合わ
せた場合よりも、SoftEther VPN Serverで複数のVPNプロトコルを処理したほうが、最
大約 7 % も高速な結果となり、オーバヘッドが小さくなることを示すことができた。
さらに、SoftEther VPN Serverでは、従来の VPNサーバでは OSの持つネットワー
クモジュールに依存していた IPスタックや PPPモジュールなどを、プログラム内に実
装した。これにより、マルチテナント仮想ホスティングが実現できるようになった。従来
の VPNサーバで、VPNから物理的なネットワーク上のホストへの通信を行う際に OS
上の特権を必要とする操作が必要であった問題も、ユーザモード NATによって解決し、
ユーザ権限のみを用いてリモートアクセス VPNサーバが実現できるようになった。これ
には、ユーザ権限で利用可能な TCPおよび UDPソケットが使用されている。ただし、
Raw socketを作成する権限が必要な ICMP用のソケットは、一部の OSでは特権を必要
とするため、ユーザ権限のみでは ICMPを用いた外部ホストとの通信 (ping, traceroute
等) ができない。また、ユーザモード NATは、ブリッジと異なり、VPNと物理的なネッ
トワークとの通信が非対称であるという制限事項がある。
その他にも、IPsec処理やパケットフィルタ処理などの、従来のVPNサーバソフトウェ
アを用いる場合に外部プログラムを実行する必要があった処理や、本研究の提案手法であ
る L2アダプタなどの処理も、VPNサーバソフトウェアのプログラムに内包した。これに
より、SoftEther VPN Serverは、スレッド作成、スレッド同期処理、メモリ管理、ファ
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イル入出力、ソケットAPIなどの、幅広いOSで利用できるOSの機能以外に、外部プロ
グラムに依存しなくなった。インストールが簡単になり、システム管理者は、これらの機
能を有する OS環境上にプログラムファイルを設置すれば VPNサーバを利用できるよう
になった。ただし、SoftEther VPN Serverに統合されたパケットフィルタは、VPNを流
れるパケットに対してのみ適用される。
3.6 本章のまとめ
この章では、第 1章で述べた提案手法に基づいた統合的な VPNサーバソフトウェアで
ある SoftEther VPN Serverに関する設計と実装について述べた。SoftEther VPN Server
は、単一のVPNサーバインスタンスで複数のVPNプロトコルを統一的にサポートする。
サポートされるVPNプロトコルは、L2TP over IPsec、SSTP、OpenVPN L3および L2、
EtherIP over IPsec、L2TPv3 over IPsecおよびネイティブの SoftEther VPN Protocol
(SEVP) である。これらのプロトコルは、PC、スマートフォンおよび VPNルータを含
む幅広い VPNクライアントをカバーする。複数の VPNプロトコルを単一の VPNサー
バによってサポートすることにより、管理者は VPNサーバの設定や管理が容易に行える
ようになる。また、マルチテナント仮想ホスティングを実現する。
SoftEther VPN Serverの実装における鍵となる特徴は、レイヤ 2およびレイヤ 3プロ
トコルの両方を経由して接続された VPNコネクション間のメッセージを相互に交換する
ためのソフトウェアベースの仮想 HUBにある。仮想 HUBに、セキュリティ設定や、ロ
グ保存処理が集約されている。この仕組みにより、管理者は集中化された操作によりアク
セス制御やログの管理を行うことができる。VPNクライアントがレイヤ 2フレームを送
信したときは、そのフレームはそのまま仮想 HUBに渡される。VPNクライアントがレ
イヤ 3パケットを送信したときは、L2アダプタと呼ばれるモジュールがレイヤ 3パケッ
トをレイヤ 2フレームに変換し、仮想HUBに渡す。L2アダプタは、一般的なOSにおけ
る ARP処理および NICにおけるMACフレーム送受信処理に相当する機能を有する。
本研究の実験結果は、本研究の解決策による複数 VPNプロトコルのサポートの際の
オーバーヘッドが最小であることを示している。単一の VPNプロトコルを処理する場合
においては、SoftEther VPN ServerのパフォーマンスはMicrosoft Windowsの RRAS
機能と同等程度または低速な結果となった。一方で、2個の VPNクライアントが異なる
VPNプロトコルを用いて通信を行う場合においては、SoftEther VPN Serverを単体で
用いた場合が、従来の VPNサーバプログラムを複数用いた場合と比較して高速な結果と
なった。
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本研究では、SoftEther VPN Serverのバイナリパッケージを 2013年 3月にフリーウェ
アとして公開した。また、2014年 1月にソースコードを GNU General Public License
(GPL) Version 2として公開した。SoftEther VPN Serverは、2016年 12月 20日までに
世界中で 1,009,000回インストールされた実績を有する。SoftEther VPN Serverは、商用
ソフトウェアである PacketiX VPN Server 3.0の後継版である。PacketiX VPN Server
の新たなバージョン 4.0は、SoftEther VPN Serverで実装したマルチプロトコルのサポー
ト機能のコードが搭載されている。PacketiX VPN Serverは 6,050社に導入されている。
これらの結果により、本研究の目的である、統合的な VPNサーバソフトウェアを実現
するために必要な目標のうち、レイヤ 2とレイヤ 3の間の統一、および、異なる VPNプ
ロトコル間のセキュリティや設定管理の統一を実現することができた。
今後は、SoftEther VPN Serverの他のプラットフォームへの移植およびさらなる最適化
を目指す。また、SoftEther VPN Serverの持つロードバランシングおよびフォールトトレ
ランス機能の性能について評価を行う。L2アダプタおよびユーザモード NATの IPv6対
応は、リモートアクセスVPNにおいて IPv6が普及するに際して、実現を目指す。SEVP
のネイティブVPNクライアントである SoftEther VPN Clientを iOSおよびAndroidに
移植することも目指す。さらに、多数の拠点間を SoftEther VPN Serverで接続する場
合における遅延をさらに小さくし、単一障害点を無くすために、通常Multiple Protocol
Label Switching (MPLS) 上で利用されている Virtual Private LAN Service (VPLS) と
似た Ethernet over IPのフルメッシュネットワークを構築する機能の実現を目指す。こ
れを実現するために、対応するレイヤ 2 VPNプロトコルとして、VXLANを追加するこ
とを目指す。
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第 4章
統合的な VPNサーバを用いた検閲回避
VPN中継システム VPN Gateの設計と実装
第 3章では、統合的な VPNサーバソフトウェア SoftEther VPN Serverの設計と実装
について述べた。
第 4章では、実装した統合的な VPNサーバソフトウェアを用いて構築した検閲回避シ
ステムである VPN Gateの設計および実装について述べる。第 4章では、新たに提案す
る検閲回避技術についても述べる。
4.1 概要
一部の国の政府は、インターネット上に検閲用ファイアウォールを設置し、それらの国
の内側から海外のインターネット上の特定のサーバへのアクセスを規制している。例え
ば、中国のGreat Firewall (GFW)は Twitter、FacebookおよびYouTubeへのアクセス
を禁止している [9]。これらの検閲が実施されている国のインターネットユーザは、検閲
用ファイアウォールを回避するため、公開中継サーバを利用することがある。公開中継
サーバとしては、公開プロキシ、公開VPNサーバおよび Torノード [18] などがある。通
常、これらの公開中継サーバの IPアドレスのリストは、ユーザに知ってもらう必要があ
るため、公開の場所に掲載されている。したがって、検閲当局はこれらの IPアドレスを
入手し、検閲用ファイアウォールの遮断リストにこれらの IPアドレスを追加することに
より、インターネットユーザによる公開中継サーバへのアクセスを遮断できる。さらに、
例えば、中国政府はリスト化されていない Torノードをスキャンし、自動的に遮断をする
ことを行っている [104]。Torの中継サーバは、このような検閲当局によるスキャン活動
に対する耐性を有していない [50]。
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本研究では、GFW のような検閲用ファイアウォールに対する遮断耐性 (Blocking
Resistance) を有する分散型公開 VPN中継システムを構築する。このシステムを、VPN
Gateと呼ぶ [78]。遮断耐性を実現するために、VPN Gateは、ボランティアによって提
供される頻繁に変化する多数の IPアドレスを利用する。稼働中の VPNサーバのリスト
をサーバリストと呼ぶ。このサーバのリストを管理するために、VPN Gateリストサーバ
を設置する。VPN Gateのユーザは、VPN Gateリストサーバから、サーバリストの一
部分のみを取得することができる。そして、取得したサーバリストの中にあるいずれかの
VPNサーバに VPN接続を行うことができる。ユーザは、VPN接続が確立されている間
は、通常は規制されているようなインターネット上のサーバに対して通信を行うことがで
きる。このような仕組みにより、検閲当局が VPN Gateの VPN中継サーバすべてを遮
断することを困難にする。
検閲回避システムを実現する上では、遮断耐性を実現することが重要である。本研究で
は、2つの手法を用いて、遮断耐性を実現する。2つの手法とは、無実の IPアドレスの混
入手法および協調的なスパイ発見手法である。1つ目の無実の IPアドレスの混入手法と
は、VPN Gateと無関係な複数の IPアドレスをサーバリストに含める手法である。例え
ば、極めて重要なサーバ (例: Windows Updateのサーバ) を無実の IPアドレスとして
サーバリストに混入する。この手法により、検閲当局は、サーバリスト内のすべての IP
アドレスを検閲用ファイアウォールの遮断リストに登録する前に、混入された無実の IP
アドレスを識別して取り除く必要が生じる。2つ目の協調的なスパイ発見手法とは、特定
の IPアドレスが無実の IPアドレスであるか否かを識別するための調査用通信を発する
検閲当局のコンピュータ (スパイコンピュータ) を検出する手法である。この手法におい
ては、すべてのボランティアの VPN中継サーバが協調動作することにより、スパイコン
ピュータであると疑われる IPアドレスのリストを生成し、共有する。このリストを、ス
パイリストと呼ぶ。各 VPN中継サーバは、スパイリストに含まれる IPアドレスからの
パケットを無視するようになる。その結果、検閲当局は、サーバリストに含まれるある IP
アドレスが、本物の VPN中継サーバであるか、または混入された無実の IPアドレスで
あるかを見分けることができなくなる。
VPN Gateのシステムは、多数の VPN Gate Serverソフトウェアのインスタンスおよ
び中央のリストサーバから構成される。また、VPN Gateのユーザのための VPN Gate
Clientソフトウェアも利用可能である。ただし、ユーザは、VPN Gate Clientソフトウェ
アがなくても、OSに標準搭載されているVPNクライアントソフトウェアを用いて、VPN
Gate Serverに接続することができる。ボランティアは、簡単にVPN Gate Serverをイン
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ストールし稼働させることができる。特に、ボランティアはTCPやUDPの外向きポート
を開放するためにNetwork Address Translation (NAT) [23]装置の設定を変更する必要が
ない。ユーザは、VPN Gate Serverに Secure Sockets Layer (SSL) [6]-VPN (SSL-VPN)
プロトコルを用いて接続することができる。その他に、L2TP/IPsec、OpenVPNおよび
MS-SSTPなどの、OSに標準搭載されているか、またはアプリケーションとして追加する
ことができる VPNクライアントがサポートする多様な VPNプロトコルを用いて接続す
ることができる。本研究では、中央のリストサーバを立ち上げ、ボランティアの VPN中
継サーバからの登録を受け付け、サーバリストを生成し、ユーザに対して配布を行った。
本研究では、VPN Gateを 2013年 3月 8日に公開した。同年 8月 29日には、VPN
Gateサーバの台数は約 3,000台に達した。この台数は、当時の Tor中継ノードの数に匹
敵する。同日時点で、ユーザからは、すべてのVPN Gateサーバに対して、1日間で合計
464,000回の VPN接続が行われた。これらの VPN接続は、88,000個のユニークな接続
元 IPアドレスからのものであった。
VPN Gateは、GFWに対する遮断耐性を有している。本システムを公開した後、間
髪を入れず、GFWは VPN Gateのボランティアの VPN中継サーバの IPアドレスを
GFWの遮断リストに登録し始めた。2013年 4月 4日は、すべてのボランティアの VPN
中継サーバのうち 81%が遮断されてしまい、中国国内からは、残りの 19%のサーバにし
かアクセスできなくなった。そこで、無実の IPアドレスの混入手法および協調的スパイ
発見手法を実装した。その結果、4月 26日には中国国内からの 50%の到達性を実現する
ことができ、5月 9日には 75%の到達性を実現することができた。さらに、ボランティ
アの VPN中継サーバのうち 40%の IPアドレスは毎日のように頻繁に変化する。これに
より、GFWはある時点でのすべてのボランティアの VPN中継サーバの IPアドレスが
入手できたとしても、新たな IPアドレスの出現に追い付くことができなくなる。VPN
Gateは、このようにして、中国のインターネットユーザからの安定的な到達性を実現し
ている。2013年 8月末の時点で、中国からの VPN接続の数は 45,000回であり、これら
は 9,000個のユニークな IPアドレスを接続元とするものであった。これは、中国におけ
る Torユーザの数である 3,000ユーザよりも多い。
VPN Gateは、検閲回避システムであり、匿名化システムではない。Torと異なり、
VPN GateのボランティアのVPN中継サーバは、パケットログを保存する。また、VPN
Gateは匿名化のためのマルチホップ中継機能を有しない。
{ 85 {
VPN Gate リストサーバ
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図 4.1: VPN Gateの仕組み
4.2 VPN Gateの仕組み
VPN Gateの仕組みを図 4.1に示す。ボランティアは、VPN Gate Serverソフトウェア
をダウンロードし、自分の PC上で動作させる。VPN Gate Serverは、稼働中は、自分自
身を VPN Gateリストサーバに登録する。リストサーバは、稼働中の VPN Gate Server
のインスタンスのリストであるサーバリストを管理する。
以下、検閲用ファイアウォールの内側の VPN Gateユーザが、通常ではアクセスする
ことができないWebサーバにアクセスするために、VPN Gateを利用する方法を述べ
る。ユーザは、まずVPN GateリストサーバのWebサイトにアクセスし、稼働中のVPN
Gate Serverのリストを取得する。検閲当局が少ないコストですべての稼働中の VPN
Gate Serverのリストを取得することを防止するため、リストサーバは、サーバリストの
一部のみを返却する。次に、ユーザはこの一部のリスト内から任意の 1台の VPN Gate
Serverを選ぶ。最後に、ユーザは自分が選択した VPN Gate Serverに対して VPN接続
する。この際に、PCのOSに標準搭載されている VPNクライアントを利用する方法と、
VPN Gate Clientと呼ばれる VPN Gate専用の VPNクライアントを利用する方法とが
ある。VPN接続が確立された後は、VPN Gate Serverが、ユーザとインターネットとの
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間のすべての通信を中継する。これにより、ユーザは規制されているWebサイトにアク
セスすることができるようになる。
4.2.1 ボランティアによる VPN Gate Serverの稼働
上述したように、VPN Gateのシステムは、ボランティアが VPN Gate Serverを PC
上にインストールして稼働することに依存している。新たにボランティアとなる際には、
氏名、住所または個人情報を提供することは要求されない。VPN Gate Serverの稼働中
は、VPN Gate Serverは多数のユーザからのVPN接続を待受けする。VPN Gate Server
は、4種類の VPNプロトコル (L2TP/IPsec、OpenVPN、MS-SSTPおよび SoftEther
VPNプロトコル) を受け付ける。
VPN Gate Serverは、稼働中は、定期的に PCのインターネット接続種別を検出す
る。PCが NAT装置の内側に設置されていることを検出した場合、VPN Gate Serverは
Universal Plug and Play (UPnP) プロトコルまたは UDPホールパンチング手法を用い
て、NATにおけるポート開放を試みる。VPN Gate Serverは、インターネット接続種別
の検出が完了した後に、4.2.3項で述べるように、VPN Gateリストサーバに自分自身を
登録する。
4.2.2 ユーザによる VPN Gate Serverへの接続
VPN Gateのユーザは、VPN GateリストサーバのWebサイトにアクセスし、サーバ
リストの一部分を取得する。このサーバリストの内容には、ボランティアの VPN中継
サーバの IPアドレス、ポート番号、国・地域、帯域幅や遅延などの回線品質の情報、現在
接続されている VPN接続数、および累計の VPN接続数などの情報が含まれる。ユーザ
は、リストの中からこれらの情報を参考にして、好きなVPN中継サーバを 1つ選択する。
検閲用ファイアウォールが設置されている国においては、検閲当局が、VPN Gateリス
トサーバのWebサイトをすぐさま発見し、ファイアウォールの遮断リストにこのWebサ
イトを登録してしまうことが想定される。すると、その国のユーザはリストサーバのWeb
サイトにアクセスすることができなくなる。そのような場合は、ユーザは多数の稼働中の
VPN Gate Serverの有する HTTP [29] 中継機能を用いて、リストサーバのWebサイト
にアクセスすることができる。この詳細なメカニズムについては、4.3.5項で述べる。
次に、ユーザは以下の方法のうち 1つを選択して、VPN接続を確立する。
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4.2.2.1 オペレーティングシステム (OS) に標準搭載されている VPN クライアントを使用して接続する
方法
ユーザは、サーバリスト上から選択したVPN中継サーバの IPアドレスを、L2TP/IPsec
やMS-SSTP VPNクライアントの設定画面にコピーアンドペーストなどの手法により入
力する。この設定画面においては、ユーザは VPN接続を行う際のユーザ名とパスワード
を入力する必要があるが、ここではユーザ名を "vpn"、パスワードを "vpn" とすればよ
い。このように、ユーザ名とパスワードは固定であり、ユーザ登録は必要ない。この方法
の利点は、ユーザが一切のソフトウェアをインストールする必要がない点にある。
4.2.2.2 OpenVPNクライアントを使用して接続する方法
ユーザは、最初の 1 回のみ、OpenVPN クライアントソフトウェアをダウンロード
してインストールする。その後、VPN 接続を行う都度、VPN Gate リストサーバが
OpenVPN接続設定ファイル (.ovpnファイル) をダウンロードし、この設定ファイルを
用いて OpenVPNクライアントを起動して、宛先の VPN中継サーバに接続を行う。
4.2.2.3 VPN Gate Clientを使用して接続する方法
ユーザは、最初の 1回のみ、VPN Gate Clientソフトウェアをダウンロードしてイン
ストールする。その後、VPN接続を行う都度、VPN Gate Clientを起動し、表示される
サーバリストから接続先の VPN中継サーバをクリックする (図 4.2)。すると、指定され
た VPN中継サーバへの接続が実行される。この方法の利点は、操作が簡単であること、
および 4.3.4項で述べる間接的サーバリスト転送プロトコルが利用できることである。
4.2.3 VPN Gateリストサーバ
VPN Gateリストサーバのソフトウェアは、稼働中の多数の VPN Gate Serverのイン
スタンスからの登録を受け付け、これらの各サーバのステータスを監視する。VPN Gate
リストサーバがユーザからサーバリストを要求された場合は、サーバリスト全体のうち
一部分を返却する。VPN Gateリストサーバは、4.3項で述べるように、検閲用ファイア
ウォールに対する遮断耐性を有する。
4.3 検閲用ファイアウォール耐性を実現するシステム
VPN Gateは、検閲用ファイアウォール耐性を実現するシステム (Firewall Resistance
System) を有する。検閲用ファイアウォール耐性を実現するシステムとは、検閲用ファイ
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図 4.2: VPN Gate Clientのスクリーンショット
アウォールがユーザのVPN Gateの利用を遮断することに対する耐性を実現するためのシ
ステムである。本システムは、VPN Gate Serverおよび VPN Gateリストサーバの両方
に実装されている。この節では、まず、中国の検閲当局が用いている遮断手法について概
説する。次に、本研究における検閲用ファイアウォール耐性の実現のための 2つの重要な
手法である、無実の IPアドレスの混入手法および協調的スパイ発見手法について述べる。
4.3.1 中国の Great Firewallにおいて使用されている遮断手法
本研究における 1つの目標は、中国の GFWに対する遮断耐性を実現することにある。
そのためには、まず、GFWの有する遮断手法について研究をする必要がある。既に報告
されているところによると [1] [13] [107] [60]、GFWは中国国内のインターネットサービ
スプロバイダ (ISP) と海外の ISPとの境界線上に設置されており、遮断リストに記載さ
れている宛先に対する通信を、以下の 3つの手法により遮断する能力を有する。GFWを
運用する検閲当局は、毎日のように、遮断リストの IPアドレス一覧をメンテナンスして
いる。遮断リストのメンテナンスのために、人的リソースや自動化されたスキャンシステ
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ムを用いていると考えられる。例えば、GFW管理局は、リスト化されていない Torノー
ドに対するスキャンを常時行っていることが判明している [104]。
4.3.1.1 DNSレスポンスの偽造と送信元 IPアドレス偽装による送信
GFWは、国内のインターネットユーザが海外サーバに対して送信するすべての DNS
クエリを盗聴している [57]。GFWは、国内のDNSクライアントが、海外の任意のDNS
サーバに対して、遮断リストに記載されているドメイン名を含む Fully Qualied Domain
Name (FQDN) に関する DNSクエリを送信したことを検出すると、直ちに偽造された
DNSレスポンスをDNSクライアントに対して送信する (DNSレスポンスパケットの送信
元 IPアドレスも偽装される)。この際、GFWは DNSクエリパケットを遮断することは
しないので、DNSクエリパケットは宛先の本物の DNSサーバに届き、本物の DNSサー
バからの正規のレスポンスもDNSクライアントに届く。しかし、DNSクライアントは偽
物と本物のレスポンスを区別することができず、先に届いたレスポンスの結果を採用す
る。このようにして、GFWは、パケットを遮断することなく、クライアントに対して遮
断リストに登録されているドメイン名を含む FQDNの名前解決を妨害することができ、
結果的に、クライアントは宛先サーバにアクセスすることができなくなる。この遮断手法
は、DNSに依存しない通信に対しては利用できない。
4.3.1.2 TCP RSTパケットの偽造と送信元 IPアドレス偽装による送信
GFWは、国内のインターネットユーザが海外サーバに対して送信するすべての TCP
パケットを盗聴している。GFWは、国内のTCPクライアントが、遮断リストに登録され
ているホスト宛に TCP接続を確立しようとするか、または TCPのペイロードに遮断リ
ストに登録されている URLやキーワードが含まれていることを検出すると、直ちに偽造
された TCP RSTパケットを TCPクライアントに対して送信する (TCP RSTパケット
の送信元 IPアドレスも偽装される) [103]。GFWは、この手法を用いて、共有Webサー
バにおける一部の URLへのアクセスのみを遮断することができる。この遮断手法は、暗
号化されたペイロードや、TCP以外の通信 (UDPなど) に対しては利用できない。
4.3.1.3 IPアドレスの遮断
GFWは、国内のインターネットユーザから海外に送信されようとする IPパケットの
うち、宛先 IPアドレスが遮断リストに含まれている IPアドレスである場合は、その IP
パケットを遮断することができる。この手法を実現するために、GFWは国内と海外との
間を接続する国際 ISPに対して、偽の BGPルーティングテーブルを広報し、パケットを
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吸い寄せる手法を用いるか、または、すべてのパケットが通過する境界上にパケットフィ
ルタ設備を設置している。この遮断手法は、暗号化された TCPパケット、UDPパケッ
ト、および DNSに依存しない通信を遮断することができるが、宛先 IPアドレス単位で
の遮断しか行うことができない。
4.3.2 無実の IPアドレスの混入手法
VPN Gateにおいて、検閲用ファイアウォールに対する遮断耐性を実現するための 1
つ目の手法として、無実の IPアドレスの混入手法を提案する。本手法の概要を、図 4.3
に示す。本手法においては、VPN Gateリストサーバが VPN中継サーバのリストをユー
ザに返却する際に、無実の IPアドレスと呼ばれる、偽の VPN中継サーバの IPアドレス
を複数個含めるようにする。無実の IPアドレスには、VPN Gateと無関係の IPアドレ
スが選ばれる。本手法の効果を高めるために、無実の IPアドレスには、インターネット
上で極めて重要な IPアドレスを含めることが望ましい。無実の IPアドレスとしてとて
も良い例としては、DNSルートサーバやトップレベルドメインの DNS権威サーバの IP
アドレス、Windows Updateサーバの IPアドレス、および多くのユーザが使用している
メールサーバの IPアドレスなどがある。検閲当局は、無実の IPアドレスが混入されて
いることにすぐに気付くであろう。そうすると、検閲当局は、サーバリストに含まれる
IPアドレスを自動的に検閲用ファイアウォールの遮断リストに追加することを躊躇する
ようになる。検閲当局は、各 IPアドレスが本物の VPN Gate Serverの IPアドレスであ
るかどうかを検証してから、その IPアドレスを遮断リストに追加する必要が生じる。な
お、本手法を用いる際には、無実の IPアドレスを常時混入しておく必要はない。検閲当
局が、「常に VPN Gateのサーバリストには突然無実の IPアドレスが混入されることが
あるから、サーバリストを無条件に信用することはできないので、遮断の際には、十分注
意しなければならない。」と警戒をする程度に、少量の無実の IPアドレスを、時々混入し
ておけばよい。
本研究では、無実の IPアドレスの混入手法を実施する際には、免責のため、以下のよ
うな警告文を掲載することにした。
VPN GateリストサーバのWebサイトに、VPNサーバリストには誤った IPアド
レスが含まれていることがあります。このサーバリストを検閲用ファイアウォール
に投入すると、意図しない不具合が生じる場合があります。そのため、検閲用ファ
イアウォールの IP遮断リストの管理のために、VPNサーバリストを使用してはな
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図 4.3: 無実の IP アドレスの混入手法
りません。
無実の IPアドレスの混入手法は、VPN Gateの一般的なユーザに影響を与えない。も
し、ユーザが無実の IPアドレスを VPN接続先として選択した場合でも、単に、接続エ
ラーが発生するだけである。その場合、ユーザはサーバリストにある他の IPアドレスを
選択すればよい。
無実の IPアドレスの混入手法は、無実の IPアドレスとして指定されたサーバに対し
て、分散サービス拒否攻撃 (DDoS) [70] を生じさせることはない。例えば、1日あたり 1
億ユーザが VPN Gateを使用したと仮定する。本研究では、1,000台の VPN中継サーバ
あたり 1個の無実の IPアドレスを混入する。もし、各ユーザがサーバリストから接続先
のVPN中継サーバを無作為に選択したとすると、この無実の IPアドレス宛には、1日あ
たり 100,000,000 / 1,000 = 100,000回の接続要求が到達することになる。1回の接続要
求あたり合計 5回の接続試行パケットが到達したと過程しても、無実の IPアドレスが受
け取る無駄なパケット数は、1秒あたり 7パケット以下である。このように、非常に少な
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い数の無駄なパケットを受け取ることは、今日のインターネットサーバの処理能力からす
ると、全く影響がないと考えてよいであろう。
実際には、一般的なユーザは VPN中継サーバをランダムに選択することはせずに、リ
ストの上のほうから順に接続を試みる場合が多い。例えば、ユーザが 100台の VPN中継
サーバのリストを取得するとき、そのリストのちょうど中頃に無実の IPアドレスを混入
する。ユーザは、リストの上から順に接続を試していき、接続に成功したにそれ以降は接
続試行をしないので、ユーザが無実の IPアドレスに接続を試行する頻度は低くなる。こ
れにより、無実の IPアドレスとして混入されたサーバに、無駄なパケットが届く回数は
削減される。
4.3.3 協調的なスパイ発見手法
本研究では、VPN Gateにおける検閲用ファイアウォールに対する遮断耐性を実現する
ための 2つ目の手法として、協調的なスパイ発見手法を提案する。この手法は、検閲当局
による、サーバリスト内の各 IPアドレスが本物の VPN Gate Serverであるかどうかを
検証するための調査用パケットを発するコンピュータ (スパイコンピュータ) を発見する
ことを目的とする。スパイコンピュータを発見するために、すべての VPN Gate Server
のインスタンスが協調動作し、スパイコンピュータであると疑われる IPアドレスのリス
ト (スパイリスト) を作成する。図 4.4に示すように、スパイリストがあれば、各サーバ
は、スパイリストに含まれる IPアドレスからの調査用パケットを無視することができる。
スパイリストは、IPアドレス、および IPアドレスの範囲の集合で構成される。
本手法を実現するには、協調的な動作が必須である。スパイコンピュータが、一般的な
VPNプロトコルに準拠した調査用パケットを調査対象となる IPアドレスに送付すると
き、その IPアドレスで動作するVPN Gate Serverは、それ単体では、そのパケットがス
パイコンピュータからの調査用パケットであるか、それとも、一般的なユーザからの接続
要求であるか、見分けることができない。1個の VPN Gate Serverのインスタンスだけ
で、接続元のコンピュータがスパイコンビュータか否かを見分けることができない以上、
スパイコンピュータがその VPN Gate Serverに対して VPN接続を成功させてしまった
ときには、すでにスパイコンピュータによって VPN Gate Serverであるとして識別され
た状態となっており、手遅れである。したがって、VPNサーバは、スパイコンピュータ
からの最初の接続要求パケットに対して応答を返す以前に、その接続要求がスパイコン
ピュータからのものであるかどうかを知っていなければならない。それを知ることは、1
個の VPN Gate Serverのインスタンス単体では不可能である。
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図 4.4: 協調的スパイ発見手法
この問題を解決するためには、すべての VPN Gate Serverが協力をしてスパイコン
ピュータを発見し、スパイコンピュータの一覧を共有するスパイリストを作成し、スパイ
リストに含まれるクライアントからの接続要求を無視しなければならない。スパイリスト
の生成は、下記の 2段階の処理によって行われる。
4.3.3.1 VPN Gate Serverにおける処理
VPN Gate Serverは、VPN接続要求を受け取った際に、その接続ログを記録する。接
続ログは、完全接続記録、不完全接続記録および性急な接続記録の 3種類に分類される。
完全接続記録は、クライアントから VPN接続要求があった後に、VPN接続が確立され、
その後、実際に閾値を超える時間の接続の維持状態、またはデータ量の伝送が生じた場合
に記録される。不完全接続記録は、クライアントから VPN接続要求があったが、接続過
程におけるネゴシエーション中に通信が切断されたり、プロトコルエラーが発生したりし
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て、VPN接続確立に至らなかった場合に記録される。性急な接続記録は、VPN接続は確
立されたものの、閾値を超えるデータ量の伝送を行わずに、閾値の時間以下で切断された
場合に記録される。VPN Gate Serverは、これらの接続記録に、接続元 IPアドレス、日
時、データ転送量および切断までの時間などのメタデータを付加して記録する。各 VPN
Gate Serverは、接続記録を一定時間ごとに VPN Gateリストサーバに送付する。
4.3.3.2 VPN Gateリストサーバにおける処理
VPN Gateリストサーバは、すべての VPN Gate Serverのインスタンスから集約され
る接続ログを用いて、以下の手順により、スパイコンピュータを発見する。
1. 多数の VPNサーバが、特定の IPアドレスまたは IPアドレス範囲からの不完全接
続を記録している場合は、その IPアドレスまたは IPアドレス範囲を、スパイコン
ピュータとしてマークする。
2. 多数の VPNサーバが、特定の IPアドレスまたは IPアドレス範囲からの性急な接
続を記録している場合は、その IPアドレスまたは IPアドレス範囲を、スパイコン
ピュータとしてマークする。
VPN Gateリストサーバは、上記の処理を定期的に実行して生成されたスパイリスト
を、すべての VPNサーバに配布する。スパイリストのサイズを縮小するために、近寄っ
た IPアドレスが複数あるときは、これらを集約し、1つの/24のサイズのブロックで記
載する。この集約手法は、集約の検討対象となる IPアドレスからの接続の頻度やその他
の状況を含めて決定される閾値を超えたときに適用される。例えば、中国で登録されてい
る IPアドレスにスパイコンピュータが多く潜んでいることが観測されたならば、スパイ
リストの精度を犠牲にしてでもリストのサイズを縮小するために、アメリカなど他の国の
IPアドレスと比較して、集約開始のための閾値を低くするといった制御を行っている。
4.3.4 サーバリストのユーザへの配布方法
通常、中継サーバを用いる方式の検閲回避システムは、検閲当局に中継サーバのアドレ
スを知られたり、中継サーバに対する通信を遮断されたりすることなく、クライアントに
対して、中継サーバのアドレスを知らせる必要があるという難問に直面する [28]。VPN
Gateにおいては、この問題を解決するために、3つの手法を組み合わせる。
1個目の手法として、キースペース・ホッピング [28] という手法を用いる。キースペー
ス・ホッピングとは、各クライアントが、サーバリストの全体のうち、疑似乱数を用いて
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生成されたユニークな部分集合のみを取得する手法である。これは、無線通信において、
無線ノードが混信を避けるために周波数ホッピング方式を用いることと似ている。キース
ペース・ホッピングにおいて使用される疑似乱数のシード値として、クライアントのネッ
トワークアドレスの一部を使用する。この方法により、検閲当局は、VPN Gateのサー
バリスト全体を取得するために、広い範囲および多くの個数の IPアドレスを必要とし、
サーバリスト全体を取得するコストを高めることができる。
2個目の手法は、間接的サーバリスト転送プロトコルの導入である。政府によるイン
ターネット検閲が実施されている国においては、VPN Gate Clientがリストサーバから
最新のサーバリストを取得しようとする通信が、検閲用ファイアウォールによって遮断さ
れてしまう可能性が高い。間接的サーバリスト転送プロトコルは、この問題を解決するこ
とができる。本プロトコルは、VPN Gate Clientが中間サーバを経由してサーバリスト
を取得することができるようにする。中間サーバは、すでにクライアントによってアドレ
スが知られている VPN Gate Serverのインスタンスである。中間サーバを経由する方式
によりクライアントに転送されるサーバリストは、中間サーバによって改ざんされないよ
うに、リストサーバによってデジタル署名される。
3個目の手法は、VPN Gate Clientの配布パッケージへの初期サーバリストの動的埋め
込みである。ユーザが VPN Gate Clientを最初に起動するときには、VPN Gate Client
がダウンロードされた時点での初期サーバリストが予め埋め込まれている。VPN Gate
Clientは、この初期サーバリストを用いて、いずれかの到達可能なサーバ経由で、間接的
サーバリスト転送プロトコルを用いて最新のサーバリストをダウンロードできる。本方式
を実現するためには、VPN Gate Clientがダウンロードされようとする都度、サーバリス
トを配布パッケージ内に埋め込む処理が必要になる。この際、埋め込むサーバリストの生
成には、上記で 1個目の手法として述べたキースペース・ホッピング手法が利用される。
また、このサーバリストにも、無実の IPアドレスが混入されている。
2013年 8月 19日までに、VPN Gateリストサーバは、1,630,000回のサーバリストの
ダウンロード要求のうち 23.2%にあたる 379,000回の間接的サーバリスト転送プロトコ
ルを用いたダウンロードに応答した。
4.3.5 HTTP中継機能および日替わりミラー URLメール配布サービス
検閲当局にとって、VPN GateリストサーバのWebサイトやVPN Gate Clientのダウ
ンロードサイトを遮断することは容易である。この問題に対して、本研究では、VPN Gate
Serverに HTTP中継機能を実装する。この機能は、ユーザが最初に VPN Gate Client
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をダウンロードする際に、検閲を回避してダウンロードする機会を提供する。本機能は、
VPN Gate Clientを使用せずに、OS組み込みのVPNクライアント機能を使用してVPN
Gateを利用するユーザに対して、VPN GateリストサーバのWebサイトへのアクセス手
段を提供する。
検閲用ファイアウォールは、HTTP中継機能を経由した HTTP通信であっても、キー
ワードベースの検閲と遮断を行うことができる。このような検閲を困難にするため、HTTP
中継機能を経由するときには、コンテンツは gzip圧縮 [17] された HTTP応答として回
答される。
VPN Gateは、日替わりミラー URLメール配布サービスを提供する。本サービスは、
HTTP中継機能を経由して VPN GateリストサーバのWebサイトにアクセスできる
URLの一覧を、毎日ユーザに対してメール配信することにより提供するものである*1。こ
れらのURLのリストを受け取ったユーザは、それを自分自身で利用でき、また、URLの
一覧を、オンラインまたはオフラインのソーシャルネットワークを用いて拡散することが
できる。これらの拡散は、インターネット検閲の対象国の中でも可能である。2013年 9
月の時点で、本サービスは、11,000人の加入者を有している。加入者が本サービスに登録
する際のネットワークアドレスは、キースペース・ホッピングに必要な疑似乱数のシード
値として利用される。
4.4 実装
この節では、VPN Gate Server、VPN Gate Clientおよび VPN Gateリストサーバの
実装について述べる。
4.4.1 VPN Gate Serverの実装
本研究では、VPN Gate ServerをWindowsにおけるアプリケーションソフトウェアと
して実装した。本ソフトウェアのコードは、第 3章で実装した SoftEther VPN Serverを
ベースとした。
SoftEther VPN Serverは、L2TP over IPsec、Ether IP over IPsec、OpenVPN L3 お
よび L2、L2TPv3 over IPsec、SSTPおよび SoftEther VPN プロトコルの 7種類のVPN
*1 中国国内の電子メールサービスは、検閲当局によりメールの内容が検閲されている場合があるため、本サービスにより配信さ
れるメールが遮断される可能性がある。一方、中国国内のユーザは、海外の電子メールサービス、たとえば Gmailを利用する
ことができる。この場合、本サービスのメールは日本から Gmailのサーバに届くので、その時点では GFWに検閲されない。
中国国内から Gmailにアクセスする際にも、SSLが利用されるため GFWに検閲されない。この手法は当初有効であったが、
GFW 管理局は 2014 年 12 月に中国国内から Gmail サーバへのアクセスをすべて遮断したため、現在は Gmail は利用でき
ない。
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図 4.5: VPN Gate Serverの実装
プロトコルをサポートしている。このうち、本研究では、Windows、Mac OS X、iOSお
よび Androidが対応している VPNプロトコルである、以下の 4種類の VPNプロトコル
をサポートすることにした。
1. L2TP/IPsec
2. OpenVPN L3
3. MS-SSTP
4. SoftEther VPNプロトコル
図 4.5は、SoftEther VPN Serverを内蔵した VPN Gate Serverの構造を示す。VPN
Gate Serverを立ち上げると、"VPNGATE" という名称の仮想HUBが、SoftEther VPN
Server内に作成される。VPN Gate Serverに対して設定されるセキュリティ設定やユー
ザ認証などの設定は、これらの各 VPNプロトコルに、統一的に適用される。たとえば、
VPNGATE仮想 HUBには、ユーザ名およびパスワードが "vpn" であるユーザが 1つ作
成される。VPNGATE仮想 HUBに接続した "vpn" ユーザ間では通信が行えないように
したり、"vpn" ユーザが、ボランティアの PC本体やボランティアの所属する LANのプ
ライベート IPアドレスのホストにアクセスできないようなセキュリティ設定が適用され
る。また、VPN Gate Serverが出力するログファイルは、複数のVPNプロトコルが使用
されている場合でも、1つのログに統一され、フォーマットも統合される。VPN接続ロ
グは、ファイルに保存されるほか、VPN Gate固有のプログラムにもデータが渡される。
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VPN接続ログは、協調的スパイ発見手法で利用するために、VPN Gateリストサーバに
対して定期的に送付される。
VPN Gate Serverは、VPN接続している複数のユーザの間で、インターネット接続を
共有する機能を必要とする。1個のインターネット接続のための IPアドレス (グローバル
IPアドレスまたはNATの内側のプライベート IPアドレス) を、複数のVPNクライアン
トに割り当てたプライベート IPアドレスで共有する必要がある。そのために、VPN Gate
Serverでは、3.3.5項で述べたユーザモード NATを使用している。これにより、ボラン
ティアは、OSのネットワーク設定を変更したり、NATを実現する他のプログラムをイン
ストールしたりすることなく、VPN Gateのユーザに対して、インターネット接続を提供
することができる。また、ボランティアは OS上での特権を使わずに VPN Gate Server
を動作させることができ、他のアプリケーションの通信に支障が発生することもない。
従来のVPNサーバソフトウェアの場合、PPPプログラムや IPsecプログラム、パケッ
トフィルタプログラム等が OS環境上にインストールされていなければ動作しなかった。
SoftEther VPN Serverは、3.3.7項で述べたように、外部プログラムへの依存の解消を実
現している。これにより、VPN Gate Serverのインストールは、プログラムファイルを
OS環境上にコピーするだけで完了する。これは、ボランティアにとってとても簡単な作
業である。
4.4.2 NAT装置の内側での VPN Gate Serverの動作
本研究では、ほとんどのボランティアは NAT装置の内側で VPN Gate Serverを稼働
させることを想定した。ボランティアに NATにおけるポート開放の設定をしてもらう
ことは難しい。多数の到達可能なボランティアサーバを確保するためには、VPN Gate
Serverは、NATにおけるポート開放の処理も統合的に行う必要がある。そこで、VPN
Gate Serverには、UPnPプロトコルおよび UDPホールパンチング手法を用いて、NAT
装置のポートを自動的に開放する機能を実装した。この機能は、4.3.4項で述べた間接的
サーバリスト転送プロトコルのサーバ機能を動作させる際にも利用できる。
4.4.3 稼働中の VPNサーバの状態監視
VPN Gateリストサーバは、すべての登録されている VPNサーバの状態監視を行う。
状態監視は、VPNサーバが最初に VPN Gateリストサーバに登録をしてきた際だけでは
なく、その後も一定時間ごとに実施される。VPN Gateリストサーバは、各 VPNサーバ
が正常に稼働しているかどうかを検査してから、サーバリストにその VPNサーバが搭載
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されるようにする。
VPN Gateリストサーバは、各 VPNサーバの正常動作を検証するだけではなく、各
VPNサーバのインターネット接続回線の品質についても検証し、その結果を集約する。各
VPNサーバのインターネット接続回線の通信遅延の測定のために、Google Public DNS
サーバ (8.8.8.8) [37] に対する ICMP [85] エコー要求を送付する。また、帯域幅の測定の
ために、本研究において設置する速度測定試験サーバ*2 との間の TCP速度測定を実施す
る。これらの測定結果は、VPNサーバによって、VPN Gateリストサーバに定期的に送
付される。ユーザは、VPNサーバごとに表示されるこれらの測定結果を参考にして、で
きるだけ低遅延で、かつ高帯域なサーバを選択し、VPN接続をすることができる。
4.4.4 VPN接続ログおよびパケットログ
各 VPNサーバは、VPNクライアントが VPN接続を確立または切断した記録である
VPN接続ログを保存する。また、各 VPNサーバは、ユーザが VPN接続を経由して送
受信したパケットの記録であるパケットログを保存する。パケットログには、TCPまた
は UDPのヘッダ部分が保存される。また、ペイロードについても保存される。ただし、
すべてのヘッダやペイロードが保存されると、ディスク容量を大きく消費するため、特
に重要な TCPまたは UDPヘッダや、HTTPアクセスが行われた場合の HTTPヘッダ
(TCPのペイロード) のみが保存される。パケットログとして保存される内容は、以下の
とおりである。
1. TCPパケット。VPNサーバは、SYN、SYN+ACKおよびACKフラグビットを持
つTCPパケットについて、IPヘッダおよびTCPヘッダを保存する。また、TCPの
ペイロードがHTTPリクエストヘッダである場合は、アクセス先のHTTPのURL
を保存する。それ以外の場合は、保存をしない。
2. UDPパケット。VPNサーバは、DHCPパケット、IPsecおよびOpenVPNプロト
コルの接続要求パケットについて、IPヘッダおよび UDPヘッダを保存する。こ
れらのヘッダを保存する理由は、ユーザはこれらの VPNプロトコルを用いて多段
VPN接続を行うことができ、これによりユーザの真の IPアドレスを隠す活動を行
うことができるためである。これら以外の場合は、保存をしない。
*2 速度測定試験サーバは、筑波大学内に接続速度で設置した。これは SINET (Science Information NETwork) を用いてイン
ターネットとの間で 1Gbps の通信が可能である。海外からの通信は、SINET と海外の ISP との間にボトルネックがある場
合があるため、本来は世界中の様々な ISPに測定サーバを立ち上げることが望ましい。
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それぞれのボランティアは、自分の PC上で動作している VPNサーバの VPN接続ロ
グおよびパケットログを確認することができ、接続元の VPNクライアントの IPアドレ
スを得ることができる。もし、違法行為を目的としたユーザが VPNサーバを利用した
とき、そのサーバの所有者は、公的機関に関連するログを提出することができる。VPN
サーバは、また、4.3.3項で述べたように、VPN接続ログを、協調的スパイ発見手法のた
めに、VPN Gateリストサーバに転送する。この際、パケットログは転送されない。
本研究では、VPN Gateが、匿名化システムとして利用されにくいほうが良いと考えた。
そこで、上記で述べたログが意図的に保存されるようにすることにより、ユーザが VPN
Gateを用いた違法行為を抑制する。その一方で、一般的なユーザのプライバシーが必要以
上に侵害されないようにする必要もある。もしパケットログを保存する機能がなければ、
違法行為を目的としたユーザは、VPN Gateを、真の IPアドレスを隠蔽する手段として、
盛んに悪用するようになるであろう。パケットログが VPNサーバに保存されていれば、
その VPNサーバを運用するボランティアは、法執行機関の求めに応じて、そのパケット
ログを提出することができる。VPN GateのWebサイトには、VPN Gate不正利用防止
ポリシーが掲載されており、各 VPN Gate Serverは違法行為を目的とするユーザに悪用
されることを防ぐためにパケットログが保存されている旨が明確に記載されている。
4.4.5 VPN Gate Clientの実装
本研究では、4.3.3項で述べた SoftEther VPN Clientの GUIに、VPN Gateリスト
サーバから取得されたサーバリストを表示する画面を追加することで、VPN Gate Client
を実装した (図 4.2)。このリスト表示画面には、4.3.4項で述べた間接的サーバリスト転
送プロトコルのクライアント機能が実装されている。
さらに、本研究では、VPN Gate Serverの機能を VPN Gate Clientソフトウェア内に
埋め込んだ。このアイデアは、BitTorrentのような P2Pファイル共有アプリケーション
からヒントを得た。P2Pファイル共有アプリケーションにおいては、P2Pネットワーク
に接続されるクライアントは、同時にサーバとしても機能し、P2Pネットワークに貢献
をする。これと同様に、VPN Gate Clientは、VPN Gate Serverとしても機能し、VPN
Gateネットワークに貢献をする。ただし、VPN Gate Client内の VPN Gate Server機
能は、デフォルトで無効とされている。ボランティアになりたいユーザは、この機能を手
動で有効にすることができる。この機能は、VPN Gate Clientが他のVPNサーバに接続
中は、自動的に無効になる。
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4.4.6 VPN Gate Client配布パッケージの動的生成
4.3.4項および 4.3.5項で述べたように、VPN Gateユーザは、最初にVPN Gate Client
をダウンロードサーバから直接、または HTTP中継機能を経由して間接的にダウンロー
ドする。VPN Gate Clientのダウンロードサーバは、ダウンロード要求に応じる都度、新
しい ZIPファイルのパッケージを生成する。各 ZIPパッケージの内容のうち、VPN Gate
Clientのバイナリファイルは固定されたバイト列である。一方、各 ZIPパッケージには、
4.3.4項で述べた初期サーバリストが含まれる。この初期サーバリストの内容は、ダウン
ロードに応じる度に異なるものが動的生成され、格納される。ZIPファイルの先頭部分は、
ランダムなファイル名およびランダムなデータから始まる。このようにして、VPN Gate
Clientの配布 ZIPパッケージがダウンロードされようとする TCPトラフィックの特徴点
を減少させることにより、検閲用ファイアウォールが VPN Gate Clientの配布 ZIPパッ
ケージを検出することを困難にする。
ダウンロードサーバがダウンロード要求を受け付ける都度、一時的な ZIPファイルを
作成することは、サーバのディスク I/Oや CPU使用率を増加させることにつながる。こ
のような負荷を減少させるため、本研究では、ダウンロードサーバに軽量かつメモリ上で
動作する ZIP生成器を実装した。各ダウンロードリクエストごとに、この ZIP生成器は
ごく少量のサーバ上のメモリおよび CPU時間しか消費しない。
4.5 評価
本研究では、2013年 3月 8日にVPN Gate Webサイトを立ち上げ、VPN Gate Server
および VPN Gate Clientソフトウェアの配布を開始した。この節では、VPN Gateを公
開した後の 6ヶ月間における経験をもとに、4.1項で述べた本研究の目的の達成状況を示
す。この節で述べる評価は、2013 年 3 月 8 日から 2014 年 2 月 4 日までの期間に関して
行う。2014 年 2 月 5 日以降の出来事については、4.5.8項で述べる。
4.5.1 ユーザおよびボランティアの統計情報
図 4.6に、1日あたりの VPN接続数を示す。また、図 4.7に、1日あたりの VPN接続
元のユニーク IPアドレス数を示す。例えば、2013年 8月 29日には、合計 464,000回の
VPN接続が、88,000個のユニークな IPアドレスから確立された。したがって、この日
は、1個のユニークな接続元 IPアドレスあたり平均 5.3回の VPN接続が行われたことに
なる。図 4.8は、すべての VPN Gate Serverを経由するトラフィックの合計帯域を示す。
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図 4.6: 1日あたりの VPN接続数
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図 4.7: 1日あたりの VPN接続元のユニーク IPアドレス数
2013年 8月 29日において、合計 1.6Gbpsのトラフィックの発生を観測した。合計帯域
は、ユーザ数やボランティア数が増加するに従って、安定的に増加している。
表 4.1は、2013年 8月 30日までの記録における、VPN接続回数を元にした、接続元
上位 10ヶ国のリストである。表 4.2は、2013年 8月 30日までの記録における、VPN経
由の通信データ量を元にした、接続元上位 10ヶ国のリストである。いずれのリストにも、
中国、タイおよびイランが登場する。これらの国には、インターネット検閲用ファイア
ウォールが設置されている。したがって、VPN Gateはこれらの国のインターネットユー
ザが検閲用ファイアウォールを回避することに貢献している。表 4.2にはまた、韓国、ア
メリカ合衆国、日本および台湾が含まれる。韓国においては、高速なインターネット接続
回線が普及していることから、データ転送量としては第 1位となっているが、VPN接続
回数においては第 7位に留まっている。一方で、タイおよびイランにおいては、VPN接
続回数は極めて多いにもかかわらず、データ転送量は比較的少ない。これは、これらの
国々の大半のユーザは低速なインターネット接続回線を用いているためであると考えられ
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図 4.8: すべての VPN Gate Serverを経由するトラフィックの合計帯域
る。これらの結果から、通信速度におけるボトルネックは主に VPN Gateのソフトウェ
アやVPN Gate Server側にあるのではなく、クライアントの環境側にあることが分かる。
最初の 175日間で、127個の国または地域において、合計 16,523台のボランティアサー
バが立ち上げられたことを観測した。これらのサーバは、この期間中に 108,663個のユ
ニークな IPアドレスとしてインターネット上に現れた。
図 4.9に、2013年 4月 5日から同年 8月 30日までの間における、VPNサーバの IPア
ドレスが変化した/変化しなかった数を示す。グラフ内の青色の部分は、同一のVPNサー
バが、前日から IPアドレスが変化しなかった台数を示す。一方、オレンジ色の部分は、
同一の VPNサーバが前日から IPアドレスが変化した台数を示す。例えば、2013年 8月
30日には、3,935台の IPアドレスが変換しなかったサーバがあり、2,363台の IPアドレ
表 4.1: 接続元クライアントの国・地域ごとの VPN接続回数ランキング
順位 国・地域 VPN 接続回数 全体に占める割合
1 台湾 7,253,003 回 23 %
2 中国 3,974,954 回 15 %
3 タイ 3,841,947 回 14 %
4 イラン 2,281,446 回 8 %
5 日本 1,768,716 回 6 %
6 ベトナム 1,399,833 回 5 %
7 韓国 1,373,906 回 5 %
8 インドネシア 742,640 回 3 %
9 アメリカ合衆国 589,148 回 2 %
10 香港 466,265 回 2 %
その他 190 の国・地域 3,536,359 回 13 %
合計 27,228,217 回 100 %
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スが変化したサーバがあった。このことは、前日から IPアドレスが変化したサーバが、
全体のサーバのうち 38%を占めていることを示す。平均的に、約 40%のVPNサーバが、
毎日 IPアドレスを変化させている。このように、IPアドレスが頻繁に変化することは、
インターネット検閲用ファイアウォールが設置されている国からの VPNサーバへの到達
率を向上させることに貢献している。
表 4.3に、2013年 8月 30日 15:00 (GMT) において稼働していた 2,800台のボランティ
アサーバの地理的な分散を示す。IPアドレスから地域へのマッピングは、IPアドレスの
割り当て情報を元に行った。全体のうち 77%のボランティアサーバは、韓国、日本、ベ
トナム、アメリカ合衆国およびロシアに分布していた。
各 VPNサーバが接続されているインターネット接続回線の品質の測定を行った。図
表 4.2: 接続元クライアントの国・地域ごとの VPNデータ転送量ランキング
順位 国・地域 データ転送量 全体に占める割合
1 韓国 460.0 TB 35 %
2 中国 193.4 TB 15 %
3 アメリカ合衆国 145.7 TB 11 %
4 日本 111.1 TB 8 %
5 台湾 90.4 TB 7 %
6 イラン 45.1 TB 3 %
7 香港 28.2 TB 2 %
8 マレーシア 26.3 TB 2 %
9 ベトナム 25.8 TB 2 %
10 フランス 18.0 TB 1 %
その他 190 の国・地域 187.1 TB 13 %
合計 1,331.1 TB 100 %
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図 4.9: VPNサーバの IPアドレスが変化した/変化しなかった数
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4.10に、2013年 8月 30日時点における各VPNサーバとGoogle Public DNSサーバ (IP
アドレス: 8.8.8.8) とのラウンドトリップタイム (RTT) の分布を示す。Google Public
DNSサーバは世界中に分散配置されているので、この IPアドレスとの間の RTTの値か
ら、各 VPNサーバが接続されているインターネット回線のラストワンマイルの遅延品質
を推測することができる。多くの VPNサーバの RTTは、100ミリ秒またはそれ未満で
あった。このことは、多くの VPNサーバがインターネットに対して比較的高速な回線で
接続されていることを示す。図 4.11に、各 VPNサーバと日本に設置した速度測定サー
バとの間の TCPを用いた速度測定結果を示す。50%以上の VPNサーバで、5Mbpsま
たはそれ以上高速な結果が観測された。すべてのボランティアの回線の帯域幅の容量の
合計は、70Gbps程度であると見積もられる。図 4.8で示したように、実際の消費帯域は
1.6Gbpsであったので、ボランティアの回線の帯域幅にはまだまだ余裕がある。
表 4.4に、2013年 8月 30日時点の各 VPNサーバのインターネット接続種別の検出結
果を示す。このデータから、すべての VPNサーバのうち 72.8%が NAT装置の内側に設
置されていることが分かる。これは、4.4.2項で述べた NAT装置との親和性を実現する
表 4.3: 2013年 8月 30日時点で存在する VPN Gate Serverの地理的な分散
順位 国・地域 サーバ台数 全体に占める割合
1 韓国 841 台 30 %
2 日本 637 台 23 %
3 ベトナム 444 台 16 %
4 アメリカ合衆国 181 台 6 %
5 ロシア 119 台 4 %
6 フランス 57 台 2 %
7 タイ 51 台 2 %
8 イギリス 41 台 1 %
9 インドネシア 38 台 1 %
10 カナダ 29 台 1 %
その他 66 の国・地域 362 台 13 %
合計 2800 台 100 %
表 4.4: 2013年 8月 30日時点の各 VPNサーバのインターネット接続種別の検出結果
サーバ台数 割合
直接接続 (NATの内側ではない) 3,884 台 27 %
NATの内側 (UPnPによるポート開放) 7,384 台 52 %
NATの内側 (UDPホールパンチングによるポート開放) 3,006 台 21 %
合計 14,274 台 100 %
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図 4.10: 2013 年 8 月 30 日時点における各 VPN サーバと Google Public DNS サーバ (IP アドレス:
8.8.8.8) とのラウンドトリップタイム (RTT) の分布
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図 4.11: 各 VPNサーバと日本に設置した速度測定サーバとの間の TCPを用いた速度測定結果
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図 4.12: 中国からのユーザによる接続数 (1日あたりユニーク IPアドレス数)
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機能が、正しく動作していることを示す。
4.5.2 中国からのユーザ
中国のGFW管理局は、2013年 3月 12日から、VPN Gateリストサーバの IPアドレ
スを GFWの遮断リストに追加した。また、同時期に VPN Gateサーバリストに掲載さ
れているすべての VPNサーバの IPアドレスを遮断する試みを開始した。それにも関わ
らず、図 4.12に示されているように、中国からのユーザによる接続数は継続的に増加し
た。このグラフには、協調的スパイ発見手法によって発見されたスパイコンピュータの数
は含まれていない。2013年 8月 29日時点で、全世界からの VPN接続の接続元ユニーク
IPアドレス数の 10%にあたる、8,000個の中国の IPアドレスを接続元とする VPN接続
が確立された。このことは、本研究における検閲用ファイアウォールに対する遮断耐性を
実現するための手法が効果的に機能していることを裏付けている。
2013年 3月 22日以降の GFWによる遮断レート (VPNサーバのうち GFWによって
遮断された割合) を調査した。図 4.13のとおり、当初は GFW管理局は VPNサーバを
効果的に遮断することに成功した。この時点では、中国から到達可能な VPNサーバは
30%のみとなった。その後、無実の IPアドレス混入手法および協調的スパイ発見手法の
使用を開始したところ、遮断レートは減少した。2013年 6月 19日には、78.5% のサーバ
が中国から到達可能となった。2013年 8月末においては、経常的に、60% - 70% のサー
バが中国から到達可能となった。したがって、検閲用ファイアウォールがある国のユーザ
は、サーバリスト内からランダムに 2個のサーバを選択すると 84%以上、ランダムに 3
個のサーバを選択すると 93%以上の確率で、到達可能な VPNサーバに接続できるよう
になった。2013年 8月 8日には、GFWによる遮断レートが一旦急激に減少した。これ
は、GFWに何らかの技術的な問題が発生したことが原因であると推測される。
結果として、本研究では、VPN Gate Serverにおいて、中国の GFWに対する強い遮
断耐性を実現したということができる。この遮断耐性の実現は、本研究において、無実の
IPアドレスの混入および協調的スパイ発見の 2つの手法を適用したことによるものであ
る。また、各 VPNサーバの IPアドレスが高頻度で変化する現状も、良好な遮断耐性の
実現にとって有利に作用している。
4.5.3 中国の Great Firewall管理局との間のいたちごっこ
本研究において、VPN Gateを公開した後、無実の IPアドレスの混入手法および協
調的なスパイ発見手法を適用することにより遮断レートを減少させるまでの間に、VPN
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図 4.13: 中国の GFWによって遮断されている/遮断されていないサーバ数の推移
Gateと中国のGreat Firewall管理局との間では、いたちごっこが実施された。ここでは、
そのいたちごっこのあらましを時系列に述べる。
4.5.3.1 2013年 3月 8日: VPN Gateの公開
VPN GateのWebサイトを立ち上げ、サーバおよびクライアントソフトウェアをリ
リースした。この公開日は、金曜日であった。最初の 4日間は VPN GateのWebサイト
はGFWによって遮断されていなかったので、多くの中国からのユーザが、VPN Gateを
見つけて使用し始めた。2013年 3月 11日には、中国からのクライアントの接続元ユニー
ク IPアドレス数は 5,663個に達した。GFW管理局は土曜日および日曜日が休業日であ
り、何も対策をしなかったのではないかと推測される。
4.5.3.2 2013年 3月 11日: GFWが VPN Gateリストサーバを遮断
GFW管理局は、VPN Gateリストサーバの IPアドレスを遮断した。これ以降、中国
のユーザは、VPN GateのWebサイトにアクセスしたり、VPN Gate Clientをダウン
ロードしたりすることができなくなった。中国の中には、4.3.5項で述べた、HTTP中継
機能を経由してアクセス可能なミラーサイトの URL一覧を、中国国内の SNS Webサイ
ト (例: Weibo) を用いて拡散し始めるユーザがいた。このような HTTP中継機能を経由
してアクセス可能なミラーサイトにより、中国国内のユーザは、引き続きVPN Gateリス
トサーバのWebサイトにアクセスしたり、VPN Gate Clientをダウンロードしたりする
ことができた。一度 VPN Gate Clientのダウンロードに成功したユーザは、間接的サー
バリスト転送プロトコルを用いて、VPN Gate Clientに最新のサーバリストを継続的に
取り込むことができた。
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4.5.3.3 2013年 3月 12日: GFWによる VPNサーバの自動遮断の開始
GFW管理局は、VPN Gateリストサーバから、稼働中のVPNサーバの一覧を取得し、
リスト内にあるすべての IPアドレスを GFWの遮断リストに登録する行為を開始した。
2013年 3月 12日および 13日においては、GFW管理局は、1日あたり 2回、このような
処理を実施した。2013年 3月 14日には、1日あたり数回この処理を実施するようになっ
た。GFW管理局がこの時点でこのような遮断処理を自動化するための特製ツールを実装
したのではないかと推測される。この反応結果は、GFW管理当局が常にファイアウォー
ル回避サービスを発見しようとしていること、およびそのようなサービスが新たに開始さ
れた後、わずか 4日で自動遮断のための特製ツールを開発し運用を開始する能力を有する
こと、の 2点を明らかにした。
4.5.3.4 2013年 3月 13日: GFWのスパイコンピュータの 1個の IPアドレスを発見
本研究で用意した IPネットワークに 32個の IPアドレスを用意し、それぞれの IPアド
レス上で、VPN Gate Serverを動作させないホストを稼働させた。そして、VPN Gate
リストサーバに、リストを要求してきたクライアントの IPアドレス (32ビット) を 2進
数に変換し、これら 32個の各 IPアドレスをサーバリストに含めて結果を返却するかど
うかを、この 2進数のビットの各位の値によって決定するようなプログラムを急いで仕込
んだ。このように、複数の IPアドレスのうちいずれを返却するリストサーバに含めるか
を、リスト要求元の IPアドレスを元に決定する仕組みは、一種のステガノグラフィ暗号
である。例えば、リスト要求元の IPアドレスが 1.2.3.4の場合は、32個の IPアドレス
のうち、7番、14番、21番、27番の IPアドレスをリストに含める。約 30分後、GFW
はステガノグラフィとして埋め込んだ IPアドレスのうち一部をブロックした。ブロック
された IPアドレスをもとに計算をすると、サーバリストを取得したスパイコンピュータ
の IPアドレスは 210.72.128.200であると推測された。Whoisデータベースによると、こ
の IPアドレスは、中国科学技術院が運営する China Science and Technology Network
(CSTNET) によって運用されているネットワークにあることが分かった。
4.5.3.5 2013年 3月 14日: GFWが海外のクラウドサーバを利用してサーバリストのクロールを開始
GFW管理局であると思われる IPアドレスを遮断したところ、GFW管理局は、Amazon
EC2および Gorilla Serverを用いてサーバリストを自動取得する処理を開始した。この
際、サーバリストを取得する際のHTTPリクエストにおけるUser agentの値は、図 4.14
に示すように、"Python-urllib" であった。GFW管理局は、一定間隔ごとに VPNサー
{ 110 {
ID Access Date Client FQDN URL User Agent
3312453 3/23/13 7:40 PM ec2-23-20-4-19.compute-1.amazonaws.com http://www.vpngate.net/en/ Python-urllib/1.17
3312674 3/23/13 7:41 PM ec2-50-16-163-135.compute-1.amazonaws.com http://www.vpngate.net/en/ Python-urllib/1.17
3313273 3/23/13 7:45 PM 198-136-27-242.static.gorillaservers.com http://www.vpngate.net/ Python-urllib/1.17
3313385 3/23/13 7:45 PM ec2-23-20-4-19.compute-1.amazonaws.com http://www.vpngate.net/en/ Python-urllib/1.17
3313579 3/23/13 7:46 PM ec2-50-16-163-135.compute-1.amazonaws.com http://www.vpngate.net/en/ Python-urllib/1.17
3314469 3/23/13 7:50 PM ec2-23-20-4-19.compute-1.amazonaws.com http://www.vpngate.net/en/ Python-urllib/1.17
3314708 3/23/13 7:51 PM ec2-50-16-163-135.compute-1.amazonaws.com http://www.vpngate.net/en/ Python-urllib/1.17
3315395 3/23/13 7:55 PM ec2-23-20-4-19.compute-1.amazonaws.com http://www.vpngate.net/en/ Python-urllib/1.17
3315642 3/23/13 7:56 PM ec2-50-16-163-135.compute-1.amazonaws.com http://www.vpngate.net/en/ Python-urllib/1.17
3316250 3/23/13 8:00 PM 198-136-27-242.static.gorillaservers.com http://www.vpngate.net/ Python-urllib/1.17
3316252 3/23/13 8:00 PM 198-136-27-242.static.gorillaservers.com http://www.vpngate.net/cn/ Python-urllib/1.17
3316383 3/23/13 8:00 PM ec2-23-20-4-19.compute-1.amazonaws.com http://www.vpngate.net/en/ Python-urllib/1.17
3316570 3/23/13 8:01 PM ec2-50-16-163-135.compute-1.amazonaws.com http://www.vpngate.net/en/ Python-urllib/1.17
3317306 3/23/13 8:05 PM ec2-23-20-4-19.compute-1.amazonaws.com http://www.vpngate.net/en/ Python-urllib/1.17
3317533 3/23/13 8:07 PM ec2-50-16-163-135.compute-1.amazonaws.com http://www.vpngate.net/en/ Python-urllib/1.17
3318339 3/23/13 8:10 PM ec2-23-20-4-19.compute-1.amazonaws.com http://www.vpngate.net/en/ Python-urllib/1.17
3318553 3/23/13 8:12 PM ec2-50-16-163-135.compute-1.amazonaws.com http://www.vpngate.net/en/ Python-urllib/1.17
3319069 3/23/13 8:15 PM 198-136-27-242.static.gorillaservers.com http://www.vpngate.net/ Python-urllib/1.17
3319072 3/23/13 8:15 PM 198-136-27-242.static.gorillaservers.com http://www.vpngate.net/cn/ Python-urllib/1.17
3319236 3/23/13 8:15 PM ec2-23-20-4-19.compute-1.amazonaws.com http://www.vpngate.net/en/ Python-urllib/1.17
3319480 3/23/13 8:17 PM ec2-50-16-163-135.compute-1.amazonaws.com http://www.vpngate.net/en/ Python-urllib/1.17
3320192 3/23/13 8:20 PM ec2-23-20-4-19.compute-1.amazonaws.com http://www.vpngate.net/en/ Python-urllib/1.17
3320439 3/23/13 8:22 PM ec2-50-16-163-135.compute-1.amazonaws.com http://www.vpngate.net/en/ Python-urllib/1.17
3321185 3/23/13 8:26 PM ec2-23-20-4-19.compute-1.amazonaws.com http://www.vpngate.net/en/ Python-urllib/1.17
図 4.14: 米国のAmazon EC2およびGorilla Serverで動作している中国GFW管理局のスパイコンピュー
タからのサーバリスト定期取得用のアクセス
バリストを自動取得した。これらの特徴を用いることにより、GFW管理局のスパイコ
ンピュータとそれ以外の一般のユーザとを区別することが可能であった。しかしながら、
GFW管理局はいつでもこのような特徴を消すことができるので、このような特徴を用い
てスパイコンピュータを識別する方法は、長期的には利用できないと考えた。GFW管理
局は、VPNサーバのうち大半の IPアドレスを自動取得することに成功し、これらの IP
アドレスは GFWの遮断リストに投入された。このような GFWの自動遮断プロセスの
稼働が開始した後は、すべての VPNサーバのうち約 80%ものサーバが、中国から到達
不能になった。
4.5.3.6 2013年 3月 14日: 無実の IPアドレスの混入を開始
すぐさま、筑波大学の有する無関係の IPアドレスを複数個、無実の IPアドレスとし
て VPNサーバリストに混入する実験を開始した。その結果、無実の IPアドレスを混入
してから約 30分後に、その IPアドレスが中国国内から到達不能になることが観測され
た。この実験を 4時間余りに渡って繰り返した。毎回、新たに混入した無実の IPアドレ
スは 30分またはそれ以下の時間が経過すると、中国国内から到達不能となった。このこ
とは、GFW管理局はこの時点で VPN Gateのサーバリストを信頼しており、サーバリ
スト内にある IPアドレスを GFWの遮断リストに投入する前には、その IPアドレスが
真に VPN Gate Serverの IPアドレスであるか否かの検証を行っていないことを意味す
る。言い換えれば、著者はこの時点ではGFWの遮断リストを自由にコントロールする力
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を有していたということができる。
4.5.3.7 2013年 3月 16日: GFW管理局がクローラを用いた VPN Gateの自動遮断を一旦中断
著者が VPNリストサーバに色々な無実の IPアドレスを混入させる実験をしていたと
ころ、GFW管理局は最終的に、返却されるサーバリストは信頼できず、時々無関係な IP
アドレスが混入されている可能性があることに気付いたようである。GFW管理局は、ク
ローラを用いた VPN Gateの自動遮断を中断した。その結果、中国国内から、一旦すべ
ての VPN Gateのボランティアサーバにアクセスできるようになった。このときから 4
日間、GFWは VPN Gateのボランティアサーバを一切遮断しなくなった。
4.5.3.8 2013年 3月 20日: GFW管理局が IPアドレスの検証を開始
GFW管理局は、GFWの遮断リストに IPアドレスを追加する前に、その IPアドレス
上で真に VPN Gate Serverが稼働しているかどうかの検証を開始するようになった。
4.5.3.9 2013年 4月 24日: 協調的スパイ発見手法の適用を開始
VPN Gateにおいて、4.3.3項で述べた協調的スパイ発見手法の適用を開始した。
4.5.3.10 2013年 9月 2日: 遮断の中止
2013 年 9 月 2 日に、GFW による VPN Gate の遮断機能は不安定になった。まず、
GFWは突然すべてのVPN Gateのサーバに対する遮断をやめた。数時間後、GFWは再
度 VPN Gateに対する遮断を開始した。その後、遮断されたり、遮断がされなくなった
りすることが数日間の間に何度か繰り返された。
2013年 9月 5日には、GFWはすべての VPN Gateサーバに対する遮断を完全にやめ
た。しかしながら、調査用パケットの送付は、その後も継続的に続いている。GFWが遮
断を停止した理由は、不明である。
その後も、VPN Gateのユーザ数とボランティア数は継続的に増加している。2014年
2月 4日には、1日あたり 5,200台のボランティアサーバが、1日あたり 1,049,000回の
VPN接続 (156,000個のユニークな IPアドレス) を処理した。これには、中国からの 1日
あたり 123,000回の VPN接続 (16,000個のユニークな IPアドレス) が含まれる。2016
年 7月時点で、1日あたり中国の 34,000個のユニーク IPアドレス、および全世界からの
234,000個のユニーク IPアドレスから利用されており、全世界で平均 6.7 Gbpsのトラ
フィックを分散処理している。
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4.5.4 スケーラビリティ
VPN Gateは、通信の中継をボランティアサーバに依存している。ボランティアの数が
増加するに従い、合計の帯域幅も増加する。これらのボランティアサーバのサーバリスト
は、VPN Gateリストサーバに集約される。また、ユーザは VPN Gateリストサーバか
らサーバリストを取得することになる。したがって、VPN Gateのスケーラビリティは、
VPN Gateリストサーバに依存することになる。
現在のところ、VPN Gateリストサーバのインスタンスは、合計で 3台のWebサーバ、
1台のデータベースサーバ、1台のステータス監視サーバおよび 1台のログ分析サーバに
よって構成されている。これらのサーバは、筑波大学のキャンパスネットワークを経由し
て、インターネットに接続されている。これらのサーバのうち、Webサーバのみがボラ
ンティアのサーバおよびユーザからのリクエストを処理する。これらのWebサーバ上で
は、同一のアプリケーションが動作しているため、Webサーバの台数を増加させること
により、全体のパフォーマンスを容易にスケールアウトすることができる。
データベースサーバは、Intel Xeon E3-1230 3.2-GHzプロセッサ (富士通 PRIMERGY
TX100 S3) 上でMicrosoft SQL Serverを稼働させている。このサーバには 1.0MBの L2
キャッシュ、32GBのメインメモリおよび 2台の SSDドライブが搭載されている。この
データベースサーバの負荷は、Webサーバの負荷よりも軽い。データベースサーバの
CPU使用率は平均約 5%であり、ディスク I/Oの帯域幅は平均約 1.3MB/sである。現在
のデータベースサーバのハードウェアのみで、現状の 10倍の負荷を処理することができ
ると推測される。
データベースサーバが過負荷となった場合は、ボランティアサーバを複数のグループに
分割し、それぞれのグループごとにデータベースサーバを用意することで対応できる。こ
れらの分割されたグループごとに、協調的スパイ発見手法におけるログの分析処理を実行
することができる。このようなグループ分割は、同時に、可用性も向上させる。
3,000台のVPNサーバに対するステータス監視処理は、10分間以内で完了する。VPN
サーバの台数が増加した場合は、ステータス監視のためのサーバを複数台設置し、タスク
を分割することで対応できる。
4.5.5 Torとの比較
2013年 8月 29日時点で、VPNサーバ数は約 3,000であり、これは当時のTorノードの
数に匹敵する。当時の Torネットワークは、4,000のリスト化されたサーバおよび 2,000
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の隠されたブリッジノードから構成されていた。
中国からの VPN Gateのユーザ数は、中国からの Torのユーザ数よりも多い。2013年
8月末時点において、中国からは 1日あたり 9,000個のユニークな IPアドレスから VPN
Gateへの接続があった。Torメトリック・サイト *3 によれば、中国からの Torのユーザ
数は 3,000程度であるとされる。このように、中国からの多くのユーザを得ることを実現
できた要因は、無実の IPアドレスの混入手法および協調的スパイ発見手法を用いること
で中国の検閲用ファイアウォールに対する遮断耐性を高めたことにある。Torには、ノー
ド間においてこのような協調動作を実施し、検閲用ファイアウォールに対する遮断耐性を
高める機能がない。
VPN Gateは、Torに対する別の優位性もある。VPN Gateは IPパケットを伝送する
ことができる VPNトンネリング機能を提供する。ユーザはアプリケーションのプロキシ
サーバの設定を行うことなく、また、プロキシサーバに対応していないアプリケーション
であっても、VPN Gateを用いて通信することができる。
4.5.6 ボランティアの地域の法令や LANのポリシーへの違反リスクの軽減と負荷の削減
手法
従来のVPNサーバは、インストールや設定が複雑なため、VPN中継サーバを立ち上げ
ようとするユーザは、実現したい中継サービスの内容相応の努力を必要とした。一方、本
研究においては、4.4.1項で述べたように、ボランティアは VPN Gate Serverを、従来よ
りも簡単な操作で自分のコンピュータにインストールすることができる。また、4.4.5項
で述べたように、ボランティアは簡単な操作で VPN Gate Client内に組み込まれている
VPN Gate Server機能を有効にすることができる。簡単に VPNの中継サーバを立ち上
げることができることは、ボランティアの数を増やすことにつながる反面、ボランティア
は、ローカルルールによっては、以下のような場合にペナルティを受ける可能性がある。
ボランティアの居住する国の法令上の許可が必要な可能性
日本の法令では、営利を目的としないVPN中継サーバを立ち上げる際には、政府へ
の届出や、政府からの許可の取得は不要である*4。また、VPN Gateの暗号通信や検
閲回避などに関して規制する法令も存在しない。しかし、国によっては、VPN中継
*3 https://metrics.torproject.org/graphs.html
*4 日本の法令では、営利を目的とする VPN 中継サーバを立ち上げる際には、電気通信事業法に基づき、総務大臣への届出が必
要である。本研究では、2013年 3月に総務省に VPN Gateの趣旨を説明し、ボランティアが電気通信事業法上の届出を要す
るかどうかの見解を求めた。その結果、VPN Gateのボランティアとなることは営利を目的としていないと考えられることか
ら電気通信事業法上の届出は不要であるとの回答を得た。
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サーバを立ち上げる際に、何らかの許可が必要とされている可能性がある。そこで、
ボランティアの責任で、居住国の法令の遵守をするよう注意してもらう必要がある。
法令遵守が不十分である場合は、ボランティアがペナルティを受ける可能性がある。
VPNサーバが設置される国の法令上の許可が必要な可能性
ボランティアがVPN Gate Serverを立ち上げる操作を行う国と、VPN Gate Server
が実行されるコンピュータが設置されている国が異なる場合がある。たとえば、海
外のクラウドサーバ上にVPN Gate Serverを立ち上げるケースが存在する。この場
合、ボランティアは、VPN Gate Serverが実行されるコンピュータが設置されてい
る国の法令を遵守し、必要な許可を受けなければならない。法令遵守が不十分であ
る場合は、ボランティアがペナルティを受ける可能性がある。
VPNサーバを社内 LANに設置する場合のポリシーへの抵触の可能性
一部の組織の社内 LANなどでは、社内 LAN上に、任意の第三者の通信を中継する
ためのコンピュータを設置することを禁止している可能性がある。たとえば、社内
LANに誰でもアクセスできる無線 LANアクセスポイントを設置することを禁止し
ている場合がある。このような環境で社内 LANに VPN Gate Serverを立ち上げる
ためには、ボランティアは、社内 LANの管理者に事前に許可を得なければならず、
無許可の場合、ボランティアがペナルティを受ける可能性がある。
回線帯域を第三者のために提供することを禁止している ISPとの契約違反の可能性
一部の ISPと、一部の ISPのユーザの間のサービス利用契約において、回線帯域
を第三者のために提供することを禁止している場合がある。この場合、VPN Gate
Serverをその ISPの回線で立ち上げたボランティアは、ISPとの間の契約に違反す
ることになり、追加料金の請求または契約解除などのペナルティを受ける可能性が
ある。
ボランティアが上記のようなリスクを避けるためには、ボランティアの地域の法令や
LANのポリシーへの準拠の励行をすることが望ましい。そのためには、何段階かの警告
と確認を表示し、すべて明示的に確認がなされた場合にのみ、VPN中継機能が動作するこ
とが望ましい。ローカルの法令やポリシーへの遵守の励行については、VPN Gate Server
のインストール時に「重要事項説明」というメッセージを表示するようにした。メッセー
ジは、日本語、英語、中国語の 3ヶ国語で用意した。しかし、このメッセージを読まない
ボランティアがいることが予想された。そのため、VPN Gate Serverのプログラムを工
夫し、インストールしただけでは VPN中継機能が動作しないようにした。VPN中継機
能を起動するためには、さらに、VPN Gate Serverの GUIで表示される図 4.15の画面
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図 4.15: VPN Gate Server機能の動作を開始させるための画面 (日本語、英語、中国語)
図 4.16: ユーザの責任で地域の法令を遵守するよう警告するメッセージ (日本語・英語)
図 4.17: VPN Gate Server機能に関する注意事項を掲示したWebサイト (日本語・英語)
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の説明書きを読み、チェックボックスを有効にする必要があるようにした。この注意書き
は、日本語、英語、中国語の 3ヶ国語で用意した。さらに確認手順を追加するため、図
4.16の警告メッセージを表示した。この警告メッセージに示されているWebサイト上に、
図 4.17のような、目立つ注意書きを掲載した。VPN Gate Serverの GUIでは、これら
の複数段階の警告メッセージすべてに対して明示的な同意があった場合のみ、VPN中継
機能が動作するようにした。
しかしながら、これらに同意して立ち上げられたボランティアのサーバを経由した通信
に関する外部からの照会は、その日時にその IPアドレスの割り当てを受けていたボラン
ティアに寄せられることとなるため、ボランティアにとって、照会への対応が負荷となる
という問題がある。この問題の解決策として、ボランティアのサーバを、2種類に分ける
方法が考えられる。VPN接続を受け付ける中継専用サーバと、それらのサーバに接続し
た VPNクライアントがインターネット上のホストにアクセスする際に NATとして使用
される出口専用サーバとに分ける方法である。ボランティアは、中継専用サーバと、出口
専用サーバのどちらをホストするかを選択できる。従来どおり、両方の機能を有するホス
トを立ち上げることも可能である。この場合、クライアントの通信は、まず中継専用サー
バを経由して、出口専用サーバに届き、次に、出口専用サーバの IPアドレスを用いてイ
ンターネットに送信される。外部からの照会は、出口専用サーバの IPアドレスを有して
いたボランティアに寄せられる。この方法により、外部からの照会をできるだけ受けたく
ないと考えるボランティアは、気軽に中継専用サーバのみを立ち上げることができる。一
方、外部からの照会を受けても良いと考えるボランティアは、出口専用サーバを立ち上げ
ることができる。しかしながら、この方法には、VPN通信に関するログが、中継専用サー
バと出口専用サーバとの間で分かれて保存されることになるという問題がある。出口専用
サーバのログには、通信が経由した中継専用サーバの IPアドレスが記録されるが、中継
専用サーバに接続をしていたクライアントの IPアドレスは記録されない。クライアント
の IPアドレスは、中継専用サーバのログにのみ記録される。これにより、4.4.4項で述べ
た違法行為の抑制が低下してしまう。また、この方法では、クライアントの通信は 2台の
サーバを経由するため、通信速度が低下してしまう。このように、ボランティアが照会に
対応する際の負荷の軽減と、違法行為抑制や通信速度の低下の防止は、トレードオフの関
係にある。今後は、ボランティアの負荷の軽減と違法行為抑制の両立を実現するため、さ
らに優れた解決策を考えたい。
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4.5.7 課題および検討事項
違法行為を目的とするユーザは、VPN Gateを悪用して IPアドレスを隠蔽することが
できる。このような悪用行為は、4.4.4項で説明したログ保存により抑制される。別の問
題として、VPNサーバを稼働させているボランティアは、VPNユーザが送受信するパ
ケットがカプセル化解除されるところをタップしたり、パケットを改ざんしたりすること
ができる。この問題は、以前から存在するものである。公開プロキシや Torノードにおい
ても同じ問題が存在し、現在のところ、本研究では、有効な解決策を有していない。VPN
サーバがボランティアのインターネット接続回線の帯域幅を消費するという問題もある。
解決策としては、VPNサーバに帯域制御機能を組み込み、ユーザが簡単な操作で帯域を
制限できるようにする手法が考えられる。
無実の IPアドレスの混入手法により混入された IPアドレスが、インターネット検閲
がある国の中からアクセスできなくなるという副作用がある。これは、その IPアドレス
の所有者およびその IPアドレスにアクセスしたいと考えるインターネット検閲がある国
内のユーザに迷惑をかける。しかし、本研究では、この件についてこれまでにいかなる苦
情も受けていない。
検閲用ファイアウォールを管理する検閲当局は、無実の IPアドレスの混入に対抗する
ため、ホワイトリストを作成し、そのホワイトリストに登録されている IPアドレスは検
閲用ファイアウォールにおける遮断リストに投入しないことにするかも知れない。しかし
ながら、そのようなホワイトリストのメンテナンスは、極めて困難である。検閲用ファイ
アウォールが存在する国であっても、安定したインターネットアクセスは、市民およびそ
の国を訪問する外国人の両方にとって、極めて重要である。たとえば、ある日に Yahoo!
USメールの IPアドレスを混入し、翌日には Amazon EC2の IPアドレスを混入するこ
とができる。さらに、多くのWebサーバは、Akamai [79] やその他の CDNサーバのホ
ストする同一の IPアドレスを有している。このようなインターネットの現状を鑑みると、
検閲当局が、インターネット上で遮断されてはならないホストの一覧を作成し、これを予
めホワイトリストに登録しておくことは事実上不可能であると考えられる。
検閲当局が、VPN Gateネットワークを混乱させるために、偽の VPN Gateサーバを
立ち上げることが考えられる。このような偽のサーバを立ち上げる攻撃手法は、Sybil
Attackと呼ばれる [19]。これらの偽の VPN Gateサーバは、偽の VPN接続ログを、偽
の接続元 IPアドレス (国内で VPN Gateを利用しているユーザの IPアドレスなどを含
めるのが効果的である) などの情報とともに、VPN Gateリストサーバに伝送する。これ
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により、本研究における協調的スパイ発見手法に誤作動を生じさせることが可能である。
ただし、少ない台数の偽の VPN Gateサーバだけでは、ネットワーク全体を混乱させる
ことはできない。なぜならば、本研究ではこのような少数報告を無視することができるた
めである。しかしながら、もし検閲当局が多数の偽サーバを立ち上げた場合は、ネット
ワーク全体を混乱させることができる。このような Sybil Attackの実行のためにはコス
トがかかり、また、目立つことになるため、検閲当局が、このような積極的な攻撃を仕
掛けてくる可能性は高くないと想定される。ボットネットを利用すれば、低いコストで
Sybil Attackを実行することも可能である。ボットネットにおける DDoS攻撃によるト
ラフィックが、正規のトラフィックと判別することが難しいように、ボットネットによる
偽の VPN Gateサーバが多数出現した場合は、正規の VPN Gateサーバと区別すること
は難しい。
GFW管理局のように豊富な予算を有する検閲当局は、調査用パケットの送信元の IP
アドレスとして利用可能な大量の IPアドレスプールを有している可能性がある。しかし
ながら、そのような IPアドレスプールは、長期的にアサインされた固定 IPアドレスブ
ロックであると考えられる。表 4.5に、2013年の一部期間中に、GFW管理局によって送
付されたと考えられる調査用 IPパケットの送信元 IPアドレスの検出された個数を示す。
このデータによると、GFW管理局は、毎月、前月に使用されていた IPアドレスブロッ
クと同一の IPアドレスブロックを、調査用 IPパケットの送信元 IPアドレスとして利用
している。この結果は、GFW管理局がわずか 4,000個程度の固定されたクラス Cの IP
アドレスブロックしか有していないことを示している。
表 4.5: GFW管理局が毎月使用した調査用パケット発信元 IPアドレスのブロック数 (/24) の推移
2013 年 IP アドレスブロック総数 新登場ブロック数 再利用ブロック数 再利用割合
3 月 2,792 2,792 0 0 %
4 月 2,645 441 2,204 83 %
5 月 1,199 103 1,096 91 %
6 月 1,509 93 1,416 94 %
7 月 1,856 235 1,621 87 %
8 月 1,792 98 1,694 95 %
9 月 1,516 92 1,424 94 %
10 月 1,168 129 1,039 89 %
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4.5.8 GFWの 2014年 2月以降の動き
2013年 9月 5日にGFWがすべてのVPN Gateサーバに対する遮断を完全にやめた後、
9ヶ月後の 2014年 6月 8日まで、VPN Gateサーバに対する遮断は観測されなかった。
本研究では、2014年 4月 3日に、国際会議 NSDI (USENIX Symposium on Networked
Systems Design and Implementation) において、本研究における無実の IPアドレス混
入手法および協調的スパイ発見手法に関して発表を行った。2014年 6月 9日に、GFWに
よる、VPN Gateサーバに対する新たな遮断手法が観測されるようになった。この新たな
遮断手法は、GFWの機能がアップグレードされたことを示す。
そこで、本研究では、この新たな遮断手法に対する対策手法を実装し、2015年 1月 31
日に動作を開始させた。これらのこのことから、中国政府は、GFWに対して、検閲回避
技術に対して追従し、対策技術を実装する活動を継続的に行っていることが明らかとなっ
た。なお、GFWによる新たな遮断手法および新たに実装した対策手法の内容は、本論文
の範囲外である。
4.6 本章のまとめ
4.6.1 VPN Gateにおける検閲耐性を向上する手法について
本研究では、中国のGreat Firewall (GFW) のような検閲用ファイアウォールに対する
強力な遮断耐性を有する VPN中継システムである VPN Gateの設計および実装を行っ
た。VPN Gateにおいては、無実の IPアドレスの混入手法および協調的スパイ発見手法
という 2つの重要な手法を用いた。その結果、2013 年 5 月 2 日から 9 月 4 日までの間、
全体の約 60% - 70% の VPNサーバが、GFWによる遮断を避けることができた。検閲
用ファイアウォールが存在する国のインターネットユーザは、1台でも接続可能な VPN
サーバに到達すれば、インターネットに検閲を回避して接続できるようになる。検閲当局
は、すべての VPNサーバを遮断しなければ、そのようなユーザの通信の遮断を達成でき
ない。これは、検閲当局にとって非常に難しい仕事である。
VPN Gateは、多数のボランティアに依存することにより、効率良く動作する。ボラン
ティアのおかげで、中継機能の提供に関するコストの支出をする必要がない。代わりに、
分散配置されたボランティアが、それぞれの PCにおいて、少量の電力および帯域幅を提
供することにより、VPN Gateネットワークのために貢献している。これと比較して、検
閲当局は、複雑な調査用パケットの送付プログラムなどを実装し、これらを継続的に動作
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させる必要があり、このような検閲用インフラストラクチャの構築と運用には、多額のコ
ストを支出しなければならない。
4.6.2 統合的な VPNサーバソフトウェアの有用性について
この VPN Gateに関する研究結果により、第 3章で述べた統合的 VPNサーバソフト
ウェアには、ボランティアベースの大規模な分散検閲回避システムを構築するための有用
性があることが明らかとなった。
VPN Gateの中継 VPNサーバソフトウェアである VPN Gate Serverをできるだけ多
くのボランティアに動作させてもらうためには、単一インスタンスによる複数プロトコル
への対応、インストールの容易性、システム管理者権限への非依存、通信ログの統一性お
よび集約性、セキュリティポリシーの設定の一元化などを実現することが望ましい。
本研究では、これらの要件の実現のために、統合的な VPNサーバソフトウェアを効果
的に使用した。従来の VPNサーバソフトウェアは、OSの有するネットワーク機能への
依存性、システム管理者特権の必要性、動作時におけるOSの挙動の変更による他プロセ
スへの影響の発生などの問題があった。また、できるだけ多くの被検閲国のユーザに利
用してもらうためには、複数の VPNプロトコルのサポートが望まれるが、従来の VPN
サーバソフトウェアを使用する方式では、複数の VPNサーバを同時に稼働させる必要が
あった。コンピュータの操作に関して、平均的知識を有するボランティアに対して、複数
の VPNサーバソフトウェアをインストールしてもらい、かつ、OSの挙動の変更による
他のアプリケーションへの影響が発生する可能性を受忍してもらうことは、困難であっ
た。本研究では、これらの問題を、検閲回避システムとしてボランティアに配布するソフ
トウェアに、統合的な VPNサーバソフトウェアを組み込むことにより解決することが可
能であると考えた。
そこで、本研究においては、これらの要件を、SoftEther VPN Serverを拡張することで
実装した。統合的な VPNサーバソフトウェアである SoftEther VPN Serverがサポート
している 7種類の VPNプロトコルのうち、VPN GateのクライアントOSとして想定す
るWindows、Mac OS X、iOSおよび Androidからリモートアクセスのために使用され
る可能性の高いプロトコルは、L2TP/IPsec、OpenVPN L3、MS-SSTPおよび SoftEther
VPNプロトコルであった。本研究では、これらの 4種類のVPNプロトコルをVPN Gate
Serverで統一的にサポートした。VPN Gate Serverを立ち上げると、1つの仮想HUBが
作成され、セキュリティ設定やユーザ認証などの設定は、これらの各VPNプロトコルに、
統一的に適用されるようにした。また、VPN Gate Serverが出力するログファイルは、複
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数の VPNプロトコルが使用されている場合でも、1つのログに統一され、フォーマット
も統合されるようにした。VPN接続ログは、ファイルに保存されるほか、VPN Gate固
有のプログラムにもデータが渡るようにした。この VPN接続ログは、協調的スパイ発見
手法で利用するために、VPN Gateリストサーバに対して定期的に送付されるようにし
た。VPN Gate Serverは、VPN接続している複数のユーザの間で、インターネット接続
を共有する機能を必要とする。1個のインターネット接続のための IPアドレス (グローバ
ル IPアドレスまたは NATの内側のプライベート IPアドレス) を、複数の VPNクライ
アントに割り当てたプライベート IPアドレスで共有する必要がある。このために、3.3.5
項で述べたユーザモード NATを使用した。ボランティアは、OSのネットワーク設定を
変更したり、NATを実現する他のプログラムをインストールしたりすることなく、また、
OS上での特権を使わずに VPN Gate Serverを動作させることができるようになった。
また、VPN Gateのクライアントソフトウェアである VPN Gate Clientにも、VPN
Gate Serverと同一の機能を組み込み、ユーザが VPN Gate Clientを使用していないと
きには、VPN Gate Clientが VPN Gate Serverとしても動作可能にした。この手法によ
り、VPN Gateは、ボランティア数を増やすことができた。これらの結果により、VPN
に関して専門知識を有さない多くのボランティアが、VPN Gate Serverをインストール
して VPN中継サーバを立ち上げることができたことを示すことができた。
このように、多数のボランティアによって動作させてもらえるVPN GateのVPNサー
バソフトウェアを実装し、その機能により VPN Gateにおける検閲用ファイアウォール
に対する強力な遮断耐性を実現することができた結果により、第 3章で実装した統合的な
VPNサーバソフトウェアの有用性を示すことができた。
4.6.3 今後の課題
インターネット検閲において、検閲能力を強化しようとする試みと、検閲回避機能を強
化しようとする試みとは、本質的には、いたちごっこの関係にある。しかしながら、これ
は完全に平等なゲームではなく、検閲回避機能を強化しようとする試みのほうが、検閲能
力を強化しようとする試みよりも有利である。VPN Gateをリリースした後、GFW管理
局との間でこのようなゲームを行うこととなり、その結果として、一時的にはこのゲーム
に勝利をすることができた。今後も、本研究では、GFWのような検閲用ファイアウォー
ルについて研究を行い、また新たな検閲耐性の向上手法について研究を行うことにより、
VPN Gateの遮断耐性を強化していきたいと考えている。
また、今後の課題の 1つとしては、VPN Gateリストサーバのスケーラビリティを向上
{ 122 {
させることが挙げられる。VPN Gateにおいて IPv6をサポートすることも目標の 1つで
ある。
本研究における、外国政府の運用する検閲用ファイアウォールに対するいかなる調査、
研究および検閲回避システムの実装も、日本国内において、日本国の法令に準拠して実施
した。
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第 5章
結論
第 5章では、本研究の結論を述べ、今後の研究の発展を挙げる。
5.1 まとめ
本論文では、統合的な VPNサーバソフトウェアの実現手法、およびその応用に関する
研究について述べた。
5.1.1 統合的な VPNサーバソフトウェア
統合的な VPNサーバソフトウェアとは、システム管理者が、多様な VPNプロトコル
の違いを意識することなく、これらの VPNプロトコルを統一的に管理およびサポートで
き、また、他の周辺プログラムにできるだけ依存せずに、1つのプロセスとして動作する
VPNサーバソフトウェアである。
従来、システム管理者は、サポートしたい異なる複数の VPNプロトコルごとに、単機
能の VPNサーバソフトウェアをインストール、設定および運用する必要があった。従来
の VPNサーバソフトウェアは、周辺プログラムへの依存の度合いが高く、これらの依存
先の複数のプログラムを組み合わせて正しく設定する必要があった。特定のOSへの依存
も強かった。そのため、単一の OS上で複数の VPNサーバソフトウェアが共存できない
場合は、複数のコンピュータを用意する必要があった。複数のコンピュータを用意する代
わりに、仮想マシン (Virtual Machine: VM) を利用することもできたが、VMや仮想ス
イッチに関する知識やトラブルシューティングの実施が必要であった。
統合的な VPNサーバソフトウェアがあれば、システム管理者は、異なる複数の VPN
プロトコルをサポートするVPNサーバを、1台のコンピュータ上で、1個のプロセスを起
動するだけで構築できる。また、複数の VPNプロトコルに対するユーザ認証、セキュリ
ティ設定、ログの管理、IPアドレスの管理などを一元化することができる。さらに、特定
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のOSに依存する部分を少なくすることにより、標準的な機能を有する幅広いOS上で動
作する。これらの特徴により、システム管理者は、VPNサーバソフトウェアのために複
数の OSやコンピュータや VPNルータアプライアンスなどを用意する必要がなくなる。
従来のVPNサーバソフトウェアは、特定のOSのカーネル内コードに依存したり、カー
ネルモジュールをインストールしたりする必要がある。さらに、動作には特権が必要であ
り、OSのネットワーク機能の挙動を書き換えるため他のプロセスに影響を生じさせる場
合があった。統合的な VPNサーバソフトウェアを、ユーザモードで完結して動作するよ
うに実装すれば、実行時に、OSのネットワーク機能の挙動や設定を書き換える必要がな
く、他の実行中のプロセスの通信に大きな影響を与えず動作させることができるようにな
る。また、一般ユーザ権限でも動作可能である。多くのOSが共通的に提供するシステム
コールおよびOpenSSLなどの普及している暗号化ライブラリのみに依存するように実装
すれば、VPNサーバをインストールすることが容易になる。また、検閲回避システムな
どのアプリケーション内に VPNサーバを組み込むことも容易になる。
5.1.2 従来手法
第 2章で述べたように、本研究に関係する従来手法としては、以下のようなものがある。
OpenVPN、poptopおよび openl2tpdなどの、従来の VPNサーバソフトウェアは、1
つの VPNプロトコルにしか対応していない。OpenWRTや DD-WRT、VyOSなどの、
複数の VPNプロトコルに対応したルータのファームウェアがある。これらは、内部で
OpenVPN、poptopおよび openl2tpdなどを起動して VPN処理を行っている。VPNト
ンネル間のメッセージ交換は、Linuxカーネル内のルーティングプログラムで行っている。
統合的なシステムソフトウェアとして、DeleGateがある。DeleGateは、複数のプロ
トコルをサポートするプロキシであり、異なるプロトコル間の変換も可能である。また、
ユーザレベルOSのためのユーザレベルネットワーク機能を実現する研究がある。この研
究では、通常は OSのカーネル内に実装されている TCP/IPスタックと同等のモジュー
ルを、ユーザレベルOS、または VMプログラム内に統合している。これにより、ホスト
OS上での特権なしに、ゲスト OSが物理ネットワーク上の外部ホストと通信することを
可能とする。
統合的な開発環境として、Visual Studioや Eclipseがある。これらは、複数のプログラ
ミング言語に対する統合的な開発環境を実現する。また、プラグインを追加することで、
新たな対象プログラミング言語を追加することができる。
本研究で実装した VPNサーバソフトウェアは、OpenVPNなどの従来の VPNサーバ
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ソフトウェアと異なり、1つのVPNサーバソフトウェアで、複数のVPNプロトコルをサ
ポートする。また、OpenWRTや DD-WRT、VyOSなどのルータのファームウェアや、
Visual Studio、Eclipseなどの統合的な開発環境と異なり、複数のモジュールを静的リン
ク方式で結合し、1つのプロセスにする。これにより、1つのソフトウェアをインストー
ルするだけで複数の VPNプロトコルを利用できる VPNサーバを構築できる。
検閲回避システムとして、The Onion Router (Tor) がある。Torは、P2P技術を用い
て実装された、インターネットアクセスを匿名化するオーバーレイネットワークである。
匿名性を重視しているため、通信は低速である。さらに、検閲ファイアウォールの管理者
によるスキャンに対する耐性を有していない。
P2Pシステムとして、BitTorrentトラッカがある。BitTorrentのトラッカとは、Bit-
Torrentのノード間を接続するための情報を提供する中央サーバである。本研究における
VPN Gateは、同様に中央サーバを用いてボランティアのVPNサーバの一覧を提供する。
多くの研究者が、検閲耐性を実現するためのシステムに関する研究を行ってきた。Web
MIXesは、匿名性の実現および検閲の防止を目的としたWebアクセス中継システムを実
現するための研究である。ランダムな長さのダミーメッセージを挿入したり、大きなメッ
セージを Adaptive chop-and-sliceアルゴリズムによって分割するなどして、検閲者によ
る通信内容の識別を難しくする。中国の Great Firewall (GFW) を回避するための研究
もある。GFWによる TCPコネクションの切断手法を分析し、エンドポイント側で偽の
RSTパケットを無視するなどの手法で検閲を回避する。Infranetは、HTTPによるWeb
アクセスの検閲と監視を回避するための研究である。また、キースペース・ホッピングと
いう手法がある。これは、検閲回避のために、多数のプロキシを設置し、単一のクライア
ントに対しては、一部のプロキシの IPアドレスのみを回答する仕組みの検閲回避システ
ムで使用されている。SafeWeb匿名化システムという研究がある。SafeWebでは、Web
ブラウザ上で動作する JavaScriptで中継トンネル用のクライアントが実装されている。
Proximaxは、プロキシサーバベースの検閲回避システムであり、プロキシプールから、
ユーザに適合したプロキシを選択する仕組みを提案している。Telexは、プロキシサーバ
ベースの検閲回避システムであり、クライアントが Transport Layer Security (TLS) の
ヘッダに、楕円曲線暗号を用いた電子透かしを埋め込む手法である。無料や有料の VPN
サービスは、検閲用ファイアウォールを回避するために広く使われている。検閲当局に
よって IPアドレスが遮断された場合は、IPアドレスを変更し、新たな IPアドレスをユー
ザにメール等で周知する必要があり、再度遮断される可能性もある。
本研究で実装したVPN Gateは、Torと異なり、匿名性の実現を目的とせず、検閲回避
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を目的としている。そのため、経由するホスト数は 1台のみであり、複数台を経由する際
のボトルネックがない。また、検閲ファイアウォールの管理者によるスキャンに対する耐
性を有している。Tor、SafeWebおよびWeb MIXesはプロキシとして動作するが、VPN
Gateは VPNサーバとして動作するため、任意の TCPおよび UDPアプリケーションの
通信が可能である。VPN Gateは、Infranetと同様に中継サーバを使用するが、ユーザと
中継サーバとの間のトンネル通信が遮断されないようにするために、新たな手法を提案す
る。VPN Gateは、Telexのように、大量の IPアドレス上で通信を中継する仕組みを利
用し、検閲回避を実現する。Telex Stationを ISPのインフラに設置してもらう代わりに、
VPN中継サーバをボランティアの PC上で立ち上げてもらう。
5.1.3 統合的な VPNサーバソフトウェア SoftEther VPNの設計と実装
本研究では、上記のような統合的な VPNサーバソフトウェアを目指して、第 3章で述
べた手法により、SoftEther VPN Serverを設計および実装した。
SoftEther VPN Server の設計においては、サポートする VPN プロトコルとして、
L2TP/IPsec、SSTP、OpenVPN (L2および L3)、L2TPv3/IPsec、EtherIP/IPsecおよ
び SoftEther VPN Protocol (SEVP) を目標とした。これらのプロトコルをサポートすれ
ば、現在、広く利用されているPC用OSであるWindows、Mac OS X、Linux、FreeBSD、
およびスマートフォン用 OSである iOS、Android、ならびにルータ用 OSである Cisco
IOS、IIJ SEIL、NEC IXシリーズ OSからの VPN接続をサポートできる。
ところが、上記のサポートすべき 7種類のVPNプロトコル間には、大きな差異がある。
そのため、SoftEther VPN Serverを統合的な VPNサーバソフトウェアとするためには、
これらの差異を吸収する必要があった。これらの VPNプロトコルはレイヤ 3およびレイ
ヤ 2に大別することができる。レイヤ 3 VPNプロトコルは IPデータグラムの交換を実
現し、レイヤ 2 VPNプロトコルはローカルエリアネットワーク (LAN) で使用されてい
る Ethernetのフレームの交換を実現する。この 2種類の VPNプロトコルは、異なるレ
イヤのプロトコルの伝送を対象としているので、そのまま相互に接続をすることができな
い。そこで、本研究では、3つの手法を検討した。最終的に、VPNサーバ内に、プロト
コル間の共通のバスとして、仮想のレイヤ 2スイッチを作成し、単一のレイヤ 2スイッチ
を用いてメッセージを交換する手法を採用した。この手法では、レイヤ 2フレームはその
まま扱われる一方、レイヤ 3 VPNプロトコルを経由して受信されたすべてのレイヤ 3パ
ケットは、レイヤ 2フレームに変換される。送信時は、逆変換される。
レイヤ 3 VPNプロトコルで送受信されるパケットを、レイヤ 2に変換するために、本
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研究では、L2アダプタを提案した。L2アダプタは、VPNサーバ内で動作する軽量の IP
スタックであり、レイヤ 3 VPNプロトコルを用いて接続中の VPN接続の数だけ、イン
スタンスが作成される。L2アダプタのインスタンスは、レイヤ 2から見ると、仮想的な
NICに見える。L2アダプタには、重要な機能として、ARPの処理および DHCPの処理
がある。L2アダプタには、3.3.4項で述べたように複雑な処理が必要となった。しかし、
L2アダプタの実現によって、SoftEther VPN Serverは、レイヤ 2 VPNプロトコルを利
用する場合における様々なメリットを存続しつつ、レイヤ 3 VPNプロトコルとの間で、
相互接続をすることができるようになった。
SoftEther VPN Serverを統合的な VPNサーバソフトウェアとするためには、他にも、
色々な設計上および実装上の問題を解決する必要があった。
まず、OS依存性を少なくし、移植性を向上するために、3.4.5項で述べたプラットフォー
ム抽象化レイヤを実装した。プラットフォーム抽象化レイヤは、Windows、Linux、Mac
OS X、FreeBSDおよび Solaris用に実装されている。Windowsとそれ以外の UNIX互
換 OSとは大きく異なるが、UNIX互換 OSでもそれぞれ細かな違いがある。プラット
フォーム抽象化レイヤは、メモリ管理、スレッドおよび同期、ソケット、文字列処理、モ
ノトニック時刻の供給およびデバッグ支援モジュールなどについて、下位で動作する OS
の差異を吸収する機能を実現した。
次に、複数の異なるVPNプロトコルをサポートするコードについては、3.4.2項で述べ
たように、VPNプロトコルの処理をモジュール化した。これにより、将来あるモジュー
ルでバグが発見されたときに、1箇所を修正するだけで、そのモジュールを流れるすべて
の VPNプロトコルに対する処理が修正され、バグ修正の際のコード変更量が削減でき
る。また、サポートしたい VPNプロトコルが増える場合にも、共通部分が利用できれ
ば、新たに実装すべきコードの量が削減できる。各 VPNプロトコルには、共通のプロト
コルを内部利用しているものもある。たとえば、L2TP/IPsecと SSTPは、共に PPPを
内部利用している。また、L2TPv3/IPsecはレイヤ 2 VPNプロトコル、L2TP/IPsecは
レイヤ 3 VPNプロトコルであるが、L2TPプロトコルの処理は同一である。SoftEther
VPN Serverの実装において、このような共通部分においては、共通モジュールを実装で
き、その上位レイヤおよび下位レイヤを固有モジュールに接続することができるような、
モジュール型構造を実現した。モジュール型構造を採用する場合は、モジュール間結合の
オーバーヘッドの問題が生じる。そこで、3.4.3項で述べたような、色々な最適化手法を用
いて、パフォーマンスの向上を図った。たとえば、モジュール間のパケットの受渡しは、
2つのモジュールが同一スレッドで動作する場合とマルチスレッドで動作する場合のどち
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らでも同様なコードを書くことができるようにし、かつオーバーヘッドを少なくするため
に、軽量なメッセージキューを実装した。
そして、SoftEther VPN Serverは、従来の VPNサーバが外部プログラムの起動を必
要としていた PPP処理や IPsec処理、パケットフィルタ処理などに必要なモジュールを、
VPNサーバソフトウェアのプログラムに内包した。さらに、3.3.5項で述べたようなユー
ザモード NATを実装することにより、SoftEther VPN Serverを組み込んだプログラム
が一般ユーザ権限で動作している場合でも、VPNに接続したユーザが物理ネットワーク
上のホストにアクセスすることが可能になった。SoftEther VPN Serverには、マルチテ
ナント機能も実装した。1つのプロセス内で、複数の分離された VPNを動作させること
ができるようになった。
3.4.4項で述べた管理機能により、ユーザ認証やアクセスコントロール、ログ管理など
を、複数の異なる VPNプロトコルおよびそのユーザに対して、一括して適用することが
できるようになった。すべての VPNプロトコルについて、一旦、共通のバスであるレイ
ヤ 2スイッチを通過させる手法を用いたことにより、これらの管理機能を実装するコード
は 1回のみ記述すれば良くなり、将来的に対応 VPNプロトコルを追加した場合にも、管
理設定は自動的に適用されるようになる。なお、3.3.1項で述べた理由により、本研究の
実装では、レイヤ 2プロトコルは Ethernetのみを想定している。
本研究では、実装した SoftEther VPN Serverの評価を行った。多数の VPNプロトコ
ルとの相互運用性の検証については、3.5.1項で述べたとおり、現在、広く利用されてい
る PC用OSであるWindows、Mac OS X、Linux、FreeBSD、およびスマートフォン用
OSである iOS、Android、ならびにルータ用OSである Cisco IOS、IIJ SEIL、NEC IX
シリーズ OSからの複数の異なる VPNプロトコルによる VPN接続が可能であることを
検証した。
パフォーマンス評価については、3.5.6項の結果のとおり、異なる VPNプロトコル間
の通信速度について、従来方式と比較して、最大 7%程度の性能向上を実現した。この結
果は、複数 VPNプロトコルをサポートする際、本研究で示した手法が有効であること示
している。
安定性については、3.5.7項のとおり、十分な安定性を有していることを検証した。本研
究では、SoftEther VPN Serverのバイナリパッケージを 2013年 3月にフリーウェアとし
て公開した。また、2014年 1月にソースコードを GNU General Public License (GPL)
Version 2として公開した。SoftEther VPN Serverは、2016年 12月 20日までに世界中
で 1,009,000回インストールされた実績を有する。
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これらの結果により、本研究の提案手法により、本研究で目標とした統合的なVPNサー
バソフトウェアを実現することができることが明らかとなった。
5.1.4 統合的な VPNサーバによる検閲回避 VPN中継システム VPN Gateの設計と実装
本研究では、統合的 VPNサーバソフトウェアを用いた、検閲回避 VPN中継システム
である VPN Gateの設計および実装を行ない、評価を行った。VPN Gateは、政府のイ
ンターネット検閲を回避するための分散型公開 VPN中継システムであり、多数のボラン
ティアの PC上に立ち上げられる中継 VPNサーバを世界中に分散配置することにより、
検閲への耐性とスケーラビリティの向上を実現した。できるだけ多くのボランティアに協
力して立ち上げてもらうためには、簡単なインストールや設定だけで複数の VPNプロト
コルに対応した VPN中継サーバを立ち上げられるようにする必要がある。この際に、本
研究における統合的なVPNサーバが利用可能である。さらに、本研究の提案手法である、
無実の IPアドレスの混入手法および協調的なスパイ発見手法を実装することで、検閲用
ファイアウォールに対する遮断耐性も実現することができる。第 4章では、これらの設計
と実装について述べ、これらの手法を用いた場合の、中国政府のGFWに対する遮断耐性
の評価も行った。
中国のGreat Firewall (GFW)のような検閲用ファイアウォールの内側のユーザは、検
閲用ファイアウォールを回避するため、公開中継サーバを利用することがある。従来の公
開中継サーバとしては、公開プロキシ、公開 VPNサーバおよび Torノードがあった。し
かし、公開中継サーバの IPアドレスのリストを公開すると、検閲当局も同時にこれらの
IPアドレスのリストを入手でき、検閲用ファイアウォールの遮断対象とされてしまうと
いう問題があった。さらに、検閲当局はリストを持っていなくても、多数の IPアドレス
に対するスキャンを行ない、公開中継サーバを検出すると、自動的にその IPアドレスを
遮断リストに追加することができた。
そこで、本研究では、VPN Gateにおいて、検閲用ファイアウォールに対する遮断耐性
を向上する新たな手法として、VPN Gateに無実の IPアドレスの混入手法および協調的
なスパイ発見手法を提案し、実装した。
無実の IPアドレスの混入手法とは、VPN Gateと無関係な複数の IPアドレスをサーバ
リストに含める手法である。例えば、極めて重要なサーバ (例: Windows Updateのサー
バ) を無実の IPアドレスとしてサーバリストに混入する。この手法により、検閲当局は、
サーバリスト内のすべての IPアドレスを検閲用ファイアウォールの遮断リストに登録す
る前に、混入された無実の IPアドレスを識別して取り除く必要が生じる。
{ 130 {
協調的なスパイ発見手法とは、すべてのボランティアの VPN中継サーバが協調動作す
ることにより、スパイコンピュータであると疑われる IPアドレスのリスト (スパイリス
ト) を生成し、共有することにより、特定の IPアドレスが無実の IPアドレスであるか否
かを識別するための調査用通信を発する検閲当局のコンピュータ (スパイコンピュータ)
を検出する手法である。各 VPN中継サーバは、スパイリストに含まれる IPアドレスか
らのパケットを無視するようになる。その結果、検閲当局は、サーバリストに含まれるあ
る IPアドレスが、本物の VPN中継サーバであるか、それとも、混入された無実の IPア
ドレスであるかを見分けることができなくなる。
VPN Gate Serverソフトウェアは、ボランティアが、簡単に VPN Gate Serverをイ
ンストールし稼働させることができるようにする必要があった。また、Windows、Mac、
iPhone、Androidなどの多様なデバイスから VPN Gate Serverに接続したいユーザの需
要を満たす必要があった。単一インスタンスによる複数プロトコルへの対応、インストー
ルの容易性、システム管理者権限への非依存、通信ログの統一性および集約性、セキュ
リティポリシーの設定の一元化などが必要であった。これらの要件の実現のために、本
研究で実装した統合的な VPNサーバソフトウェアを利用した。第 4章で設計、実装した
SoftEther VPN Serverを VPN Gate Serverに組み込むことにより、VPNに関する専門
知識を有しないボランティアでも、VPN Gate Serverを立ち上げることができるようにし
た。さらに、VPN Gateのクライアントソフトウェアである VPN Gate Clientも、VPN
Gate Serverとして動作するようにした。
このようにして、多数のボランティアの VPNサーバを協調動作させることにより、検
閲耐性を向上することができることを示すことができた。
本研究では、統合的な VPNサーバソフトウェアの実現と、検閲耐性を向上させるため
の各種手法との組み合わせにより、中国のGreat Firewall (GFW) のような検閲用ファイ
アウォールに対する強力な遮断耐性を実現することができた。検閲耐性を向上させるため
の各種手法を適用することにより、全体の 60% - 70% の VPNサーバが、GFWによる
遮断を避けることができた。したがって、検閲用ファイアウォールがある国のユーザは、
サーバリスト内からランダムに 2個のサーバを選択すると 84%以上、ランダムに 3個の
サーバを選択すると 93%以上の確率で、到達可能なVPNサーバに接続できるようになっ
た。統合的な VPNサーバソフトウェアの寄与により、VPN Gateは多数のボランティア
によって維持されるシステムとなった。ボランティアのおかげで、本研究では、中継機能
の提供に関するコストをかける必要がない。代わりに、分散配置されたボランティアが、
それぞれの PCにおいて、少量の電力および帯域幅を提供することにより、VPN Gate
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ネットワークのために貢献している。これと比較して、検閲当局は、複雑な調査用パケッ
トの送付プログラムなどを実装し、これらを継続的に動作させる必要があり、このような
検閲用インフラストラクチャの構築と運用には、多額のコストを支出しなければならない。
このように、本研究では、統合的な VPNサーバソフトウェアの実現と、検閲耐性を向
上させるための各種手法との組み合わせは、検閲システムと、検閲回避システムとの間の
いたちごっこにおいて、検閲回避システムの側をコスト的に有利とする状況を実現するこ
とができることを示すことができた。
5.2 研究の発展
本研究において提案した統合的な VPNサーバソフトウェアの実現手法により、従来の
VPNサーバソフトウェアの実装において生じていた多くの問題が解決された。しかしな
がら、未解決の問題も存在する。たとえば、VPNプロトコルには、ロードバランシングに
対応したものと、対応していないものとがある。統合的な VPNサーバソフトウェアを用
いてロードバランシングを実現しようとしても、対応している VPNプロトコルしかロー
ドバランシングを実現できない。また、プラットフォーム抽象化レイヤによりOS間の差
異を吸収する方法が原因で、特定のOSで一部の機能が利用できない問題がある。たとえ
ば、ユーザモードNAT機能において、ユーザモードから ICMPパケットを送信すること
ができるOSとできないOSとがある。今後は、このような制限事項を解消していきたい。
本研究において提案した統合的な VPNサーバソフトウェアは、C言語ランタイムライ
ブラリや暗号化ライブラリ、およびOSの提供する APIや、OSの有するメモリ管理、ス
レッド管理、ファイルシステム、TCPおよびUDPソケットなどに依存している。これら
の依存先の OS機能は、広く使われているWindows、Linux、Solaris、FreeBSDおよび
Mac OS Xで提供されているものであり、今後、これらのOSでこれらの機能が利用でき
なくなる可能性は低い。しかし、OSのアップデートにより突然 OS側の実装が変更され
ることがあり、パフォーマンスに影響が生じたり、OS側のバグが原因で VPNサーバソ
フトウェアの動作に不具合が発生したりする可能性が考えられる。例えば、本研究におい
て実装した統合的な VPNサーバソフトウェアの並列処理は、OSのマルチスレッド機能
を利用している。そのため、コンテキストスイッチのタイミングなどがOSの実装によっ
て変更されることがある。このため、遅延やジッタの発生度合いが変化することがある。
今後は、VPNサーバのようなネットワークソフトウェアが、下位の OSの実装変更によ
る挙動の変化によって受ける影響をさらに少なくする方法について、研究していきたい。
本論文では、統合的な VPNサーバソフトウェアを実装する際に、外部プログラムやラ
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イブラリへの依存を少なくすることを実現し、従来の VPNサーバソフトウェアが外部プ
ログラムに依存していた処理を、単一のプログラム内に内包させた。従来手法では、外部
プログラムやライブラリ内のコードにバグがある場合は、外部プログラムやライブラリを
修正すれば問題が解決できた。しかし、本研究の方式の場合は、VPNサーバソフトウェ
ア側のコードを修正する必要があるというデメリットがある。この問題は、VPNサーバ
ソフトウェアのソースコードをオープンソース化し、第三者が不具合を簡単に修正できる
ようにすることで解決できる。本研究の実装においても、オープンソースとして公開した
後、3.5.5項で述べたように、多数のコントリビュータからパッチを送付され、不具合の
修正のほか、機能面・性能面の向上に踏み込んだ改良が行われた。今後、SoftEther VPN
Serverのような、多機能なネットワークソフトウェアが、より多数のプログラマにコント
リビュートしてもらえるようにするための手法や、プログラム内の適切なモジュール分割
手法などについて、研究をしていきたい。
本研究において実装した統合的な VPNサーバソフトウェアが物理ネットワークとの
間で通信を行う際には、OSの有するソケット APIを利用する。これは、Data Plane
Development Kit (DPDK) [41] などを用いて物理ネットワークを直接駆動する方式と比
較すると低速である。物理ネットワークを直接駆動し、OSの有するソケットAPIを利用
せずに VPNサーバソフトウェアを実装することができれば、パフォーマンス上のメリッ
トが大きいと考えられる。VPNサーバソフトウェアは、物理ネットワークの駆動、演算、
メモリ操作および必要最低限のディスクの読み書き (設定情報の保存) があれば動作する
はずである。現在、OSを呼び出す必要がある処理のほとんどは、物理ネットワークを間
接的に駆動するためのソケット APIの呼び出しである。将来は、システム管理者が VPN
サーバの実行時に DPDKを利用するオプションを有効にすることにより、従来の OSの
プロトコルスタックに相当する部分について、VPNサーバソフトウェア内部で実装した
コードが呼び出され、さらに統合性の高い VPNサーバソフトウェアとして動作するよう
な拡張を行いたい。
本研究で述べたインターネット検閲に対する耐性を向上するための手法は、時間が経過
することにより、効果が薄くなると考えられる。たとえば、中国のGFW管理局は、この
論文を読むことにより、本研究による検閲耐性の実現手法を知ることができるため、これ
に対抗した新たな検閲手法を実装し、GFWに適用をすることができる。そこで、今後も
常にGFWのような検閲用ファイアウォールについて研究を行い、また新たな検閲耐性の
向上手法を考案し、実装していきたい。
本研究におけるVPNサーバソフトウェアは、ユーザモードプログラムとして実装した。
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3.5.6項の結果のように、本研究における実装は、従来手法におけるカーネルモード内の
実装と比較すると、ユーザ/カーネル間のスイッチングのオーバヘッドにより速度が低下
し、不利となる場合があった。この問題を解決するため、多くの部分をカーネルモードで
実行可能にする手法が考えられる。そのためには、カーネル内にモジュールをロードし、
ネットワークスタックの挙動を動的に変更可能にする必要がある。現在のところ、汎用的
な OS上にはそのような仕組みは存在していない。今後は、OSにそのような機能を実装
する方法について検討を行いたい。
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