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The growth of nursing databases necessitates new approaches to data analyses. These databases, which are known to be massive
and multidimensional, easily exceed the capabilities of both human cognition and traditional analytical approaches. One innovative
approach, knowledge discovery in large databases (KDD), allows investigators to analyze very large data sets more comprehensively
in an automatic or a semi-automatic manner. Among KDD techniques, Bayesian networks, a state-of-the art representation of
probabilistic knowledge by a graphical diagram, has emerged in recent years as essential for pattern recognition and classiﬁcation in
the healthcare ﬁeld. Unlike some data mining techniques, Bayesian networks allow investigators to combine domain knowledge with
statistical data, enabling nurse researchers to incorporate clinical and theoretical knowledge into the process of knowledge discovery
in large datasets. This tailored discussion presents the basic concepts of Bayesian networks and their use as knowledge discovery
tools for nurse researchers.
 2003 Elsevier Inc. All rights reserved.
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In todays health care environment, large clinical and
administration databases have grown as hospital infor-
mation systems become more commonplace. The de-
velopment of standardized nursing terminologies used
to document nursing diagnoses, nursing interventions,
nursing outcomes, and nursing goals in electronic sys-
tems contributes to the growth of such data collections.
The challenge facing nursing researchers is how eﬀec-
tively and eﬃciently knowledge can be extracted from
the large collections of valuable nursing/healthcare data
that are generated. Knowledge discovery in large data-
bases (KDD) allows investigators to assess very large
data more comprehensively [1]. Abbott [2] deﬁnes KDD
in healthcare as the process of ‘‘the melding of human
expertise with statistical and machine learning tech-* Corresponding author. Fax: 1-410-706-0190.
E-mail address: Sun-mi@son.umaryland.edu (S.-M. Lee).
1532-0464/$ - see front matter  2003 Elsevier Inc. All rights reserved.
doi:10.1016/j.jbi.2003.09.022niques to identify features, patterns, and underlying
rules in large collections of health care data’’ (p. 142).
KDD is a multi-step process that makes use of data
manipulation and mining methods. To uncover novel,
interesting, and useful knowledge in databases, investi-
gators use data mining techniques to transform over-
whelming volumes of data through the discovery of
associations or patterns, segmentation (or clustering) of
records based on the similarity between variables and
the values, or creation of predictive (or classiﬁcation)
models [3]. Data mining approaches have been used for
an extended period of time in the ﬁnancial industry, but
they are relatively new in the medical domain, and their
use in nursing is quite rare.
In the healthcare/medical domain, commonly used
data mining tools for knowledge discovery include
neural networks, decision trees, and classiﬁcation and
regression trees (CART). Neural networks are known as
connectionist, meaning that they parallel distributed
processing models or artiﬁcial intelligence and are
designed to mimic the parallel processing ability of
the human brain [4]. Decision trees create a binary tree
Fig. 1. A simple Bayesian network.
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rived, using a repeating series of branches that describes
associations between attributes and a target variable.
CART is used to build classiﬁcation and regression trees
for predicting categorical predictor variables (classiﬁ-
cation) and continuous dependent variables (regression).
Each of these methods has its respective strengths
and weakness. For example, the critical weakness of
neural networks is that they do not readily provide an
explanation of their prediction, leading to something
known as the ‘‘black box’’ syndrome [5]. In other words,
in neural network models there are no coeﬃcients that
can be interpreted. These models therefore have a lim-
ited ability to explicitly identify possible relationships
among variables, although much work has been done to
improve this weakness by using sensitivity analysis or
rule extraction [6]. Decision trees and CART have
similar weakness. Although these two approaches are
quite capable of expressing the degree of relationships
between output and input variables, they are not able to
consider relationships among input variables. As
Heckerman [7] indicated, this may increase the predict-
ability of a model, but investigators may prefer to be
able to capture the unknown relationships among input
variables. Decision trees and CART are also sensitive to
outliers and inﬂexible with respect to missing data [8], a
quality which can threaten the performance of the pre-
diction of a new case.
Bayesian networks have emerged in recent years as a
powerful data mining technique for handling uncer-
tainty in complex domains and a fundamental technique
for pattern recognition and classiﬁcation [7,9,10]. The
Bayesian network represents the joint probability dis-
tribution and domain (or expert) knowledge in a com-
pact way. The Bayesian network with a graphical
diagram provides a comprehensive method of repre-
senting relationships and inﬂuences among nodes
(variables). This provides a ﬂexible representation that
allows researchers to specify dependence and indepen-
dence of variables through the network structure. The
Bayesian network is based on the assumption that the
classiﬁcation of patterns is expressed in probabilistic
terms between predictors and outcome variables [11]. As
they are based on probability theory, the Bayesian net-
works inherit many of the eﬃcient methods and strong
results of mathematical statistics [12].
Bayesian networks have been shown to have high
performance of prediction in the medical domain. In
particular, Bayesian approaches have been successfully
applied to diagnoses of pneumonia and breast cancer
[13,14], classiﬁcation of cytological ﬁndings [15,16],
prediction of patient compliance to medication [17],
prediction of clinician compliance to medical practice
guidelines [18], prognosis of head injuries [19], determi-
nation of the risk factors of obesity [20], and pattern
recognition in narrative clinical reports [21]. Conse-quently, the Bayesian network, which may compensate
for many of the prior criticisms of other data mining
techniques, is important to consider as an emerging data
mining tool.2. Deﬁnition of Bayesian networks
The Bayesian network is a state-of-the art represen-
tation of probabilistic knowledge. Bayesian networks
represent domain knowledge qualitatively by the use of
graphical diagrams with nodes and arrows that repre-
sent variables and the relationships among the variables
as shown in Fig. 1. Quantitatively, the degree of de-
pendency is expressed by probabilistic terms. A Bayes-
ian network denoted by NðG; P Þ consists of an acyclic,
directed graph (DAG) G ¼ ðV ;EÞ and a set of condi-
tional probability distributions P . A directed graph is
acyclic when there is no directed path X1 !    ! Xn
such that X1 ¼ Xn. Each node of G represents a unique
discrete random variable X with mutually exclusive
states x1; . . . ; xk. Each variable (node) has a conditional
probability table that quantiﬁes the eﬀects of the parent
nodes (all those nodes pointing arrows to it) on it. The
terms node and variable are used interchangeably. X is
used as a denotation of each random variable, and
X1; . . . ;Xn as a set of random variables (V ).
A Bayesian network NðG; P Þ is an eﬃcient represen-
tation of a joint probability distribution P ðV Þ. A generic
entry in the joint probability table is the probability of a
conjunction of particular assignments to each variable,
such as P ðX1 ¼ x1 \    \ Xn ¼ xnÞ, which can be ab-
breviated by Pðx1; . . . :; xnÞ and represented compactly by
the chain rule of probability as in Eq. (1). The evidence
(E) is of the form X ¼ x (i.e., an observation of the exact
state of one or more variables)
P ðx1; . . . :; xnÞ ¼
Yn
i¼1
P ðxijpaðXiÞÞ: ð1Þ
The chain rule is induced by the fundamental condi-
tional independence property of Bayesian networks,
which can be explained by the Markov assumption,
X ? ndðX ÞjpaðX Þ (where X is independent of its non-
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sumption discussed in detail in Section 6.3. Advantages of Bayesian network as data mining tool
Although a few disadvantages exist, such as lack of
commercially available Bayesian network learning al-
gorithms or computational complexity, several signiﬁ-
cant advantages in the process employing Bayesian
networks can be argued [7,8,22]. First, Bayesian net-
works allow investigators to use their domain expert
knowledge in the discovery process, while other tech-
niques rely primarily on coded data to extract
knowledge. Second, Bayesian network models can be
more easily understood than many of the other tech-
niques via the use of nodes and arrows. These repre-
sent the variables of interest and the relationships of
variables, respectively. Researchers can easily encode
domain expert knowledge through the use of these
graphical diagrams, and thus more easily understand
and interpret the output of the Bayesian network. In
addition, Bayesian network algorithms capitalize on
this encoded knowledge to increase their eﬃciency in
modeling process and accuracy in its predictive per-
formance.
Bayesian networks are also superior in capturing in-
teractions among input variables. In some situations,
decision trees or CART may appear to produce more
accurate classiﬁcations because they consider only rela-
tionships between output and input variables. However,
ability to capture the relationships among input vari-
ables has tremendous value in exploring data. Next,
Bayesian networks are ﬂexible in regards to missing in-
formation. Bayesian network models can produce rela-
tively accurate prediction even in the situation where
complete data are not available. Last, because Bayesian
networks can incorporate domain knowledge into sta-
tistical data, Bayesian networks are less inﬂuenced by
small sample size [23].
It is believed that they may be well suited for nursing
research, particularly in knowledge discovery in nursing
databases. A more detailed discussion will enhance the
understanding of how Bayesian networks operate and
why they are particularly well-suited to the discovery of
new nursing knowledge.Table 1
Summary of notations
Notations Descriptions
P ðAÞ Prior probability of occurring eve
P ð^AÞ Prior probability of not occurring
P ðAjBÞ or P ðA;BÞ Posterior (conditional) probability
P ðA \ BÞ Intersection of events A and B
P ðA [ BÞ Union of events A and B: P ðA [ B4. Basic probabilistic concepts
Fundamentally, Bayesian networks are designed to,
through the complex application of the well-developed
Bayesian probability theory (Bayesrule), obtain proba-
bilities of unknown variables from known probabilistic
relationships [10,24]. To understand Bayesian networks,
basic concepts such as the Bayesian probability ap-
proach, prior (or unconditional) probability, posterior
(or conditional) probability, joint probability distribu-
tion, and Bayes rule, need to be discussed. Table 1
summarizes the notation that will be used throughout
the following sections.
4.1. Bayesian probability vs. classical probability
As Heckerman [25] discusses, there are diﬀerences
between Bayesian probability and classical probability.
The Bayesian probability of an event is a persons degree
of belief in that event; the classical probability is the
probability that an event will occur. Contrary to clas-
sical probability, we do not need repeated trials to
measure the Bayesian probability. Thus, Bayesian
probability based on personal belief is useful where the
probability cannot be measured, even by repeated ex-
periments.
4.2. Prior, conditional, and joint probability distribution
4.2.1. Prior probability
In a situation when no other information (evidence) is
available, the probability of an event occurring is a prior
or unconditional probability. The commonly used de-
notation of prior probability is P ðAÞ, where the event of
A is occurring. Prior probability, PðAÞ, is used only when
no other information is available. Also, denotation,
P ð^AÞ, can be used to represent the prior probability of
an event not occurring. For example, suppose Ineﬀective
Airway Clearance denotes a binary variable whether or
not a particular patient admitted in hospital has a
nursing diagnosis of Ineﬀective Airway Clearance. The
prior probability of Ineﬀective Airway Clearance may be
expressed (estimated) as P (Ineﬀective Airway Clear-
ance)¼ 0.15, meaning that without the presence of any
other evidence (information), a nurse may assume that
a particular patient has a 15% chance of having annt A
event A: P ðAÞ þ P ð^AÞ ¼ 1
of occurring event A, given B
Þ ¼ PðAÞ þ P ðBÞ  PðA \ BÞ
Fig. 2. A simple example of Bayesian network in causal relationship.
Table 2
Joint probability distribution
Pain Satisfaction with care
High Middle Low
Level I 0.30 0.15 0.01
Level II 0.15 0.20 0.04
Level III 0.05 0.03 0.07
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fective Airway Clearance), we can assume that they can
have values such as present or absent. Thus, P (Ineﬀec-
tive Airway Clearance) is viewed as P (Ineﬀective Airway
Clearance¼ present), and P (^Ineﬀective Airway Clear-
ance) as P (Ineﬀective Airway Clearance¼ absent).
A probability term is also used to express random
variables with multi-values in the nursing domain. For
example, if we are interested in the random variable
Cognition of a patient, this variable may have several
possible values, such as very good, good, poor, and very
poor. We might estimate them based on experience as:
P (Cognition¼ very good)¼ 0.60; P (Cognition¼ good)¼
0.30; P (Cognition¼ poor)¼ 0.08; and P (Cognition¼
very poor)¼ 0.02. We can also state all the possible
values of the random variable, Cognition, as P (Cogni-
tion)¼ (0.6, 0.3, 0.08, and 0.02), which can be deﬁned
as a probability distribution for the random variable
Cognition.
4.2.2. Conditional probability
As discussed earlier, the probability of an event oc-
curring is expressed as a prior or unconditional proba-
bility; once the evidence is obtained, it becomes
posterior or conditional probability. Once we have new
information B, we can use the conditional probability of
A given B instead of P ðAÞ, which can be denoted as
PðAjBÞ. This means ‘‘the probability of A, given B’’ [24].
Suppose P (Ineﬀective Airway ClearancejGrunting) is es-
timated to be 0.60. This proposes that if a patient is
observed to have a Grunting breathing sound, and no
other information is available, and then the probability
of the patient having an Ineﬀective Airway Clearance
will be changed from 0.15 to 0.60. That is, without
considering the presence of Grunting, the probability of
Ineﬀective Airway Clearance (prior probability) is 0.15;
while considering the presence of Grunting, the proba-
bility of Ineﬀective Airway Clearance (posterior proba-
bility) becomes 0.60.
4.2.3. Joint probability distribution
The joint probability distribution expresses all the
probabilities of all combinations of diﬀerent values of
random variables. As mentioned in the Cognition ex-
ample, the probability distribution of Cognition is a one-
dimensional vector of probability for all possible values
of a variable. The joint probability distribution is ex-
pressed as an n-dimensional table ðn > 1Þ, which is
called the joint probability table. The joint probability
table consists of the probabilities of all possible events
occurring. Table 2 illustrates an example of joint prob-
ability distribution with a two-dimensional table of the
two variables Pain and Satisfaction with Care in the
nursing care domain, in which each variable has three
values. Because all events are mutually exclusive, the
sum of all the cells is 1 in the joint probability table.This distribution can answer any probabilistic statement
of interest. Adding across a row or column gives the
prior probability of a variable; for example, P(Pain
¼Level I) ¼ 0.3 + 0.15 + 0.01 ¼ 0.46. P (Pain¼Level I
\ Satisfaction with Care¼High) can also be obtained
which is 0.3.
4.3. Bayes’ rule
This section demonstrates the details of updating
prior probability to conditional (posterior) probability
using Bayes rule. Conditional probabilities can be re-
deﬁned in Eq. (2) [24]
P ðAjBÞ ¼ P ðA \ BÞ
PðBÞ : ð2Þ
This equation can also be written as:
P ðA \ BÞ ¼ PðA;BÞ ¼ P ðAjBÞPðBÞ; ð3Þ
P ðA \ BÞ ¼ PðA;BÞ ¼ P ðBjAÞPðAÞ: ð4Þ
Based on two equations (Eqs. (3) and (4)), we can induce
the equation known as Bayes rule in Eq. (5) (also Bayes
law or Bayes theorem) [24], by equating the two right-
hand sides and dividing by P ðBÞ > 0
P ðAjBÞ ¼ P ðBjAÞP ðAÞ
PðBÞ : ð5Þ
Bayes rule is useful in practice to estimate unknown
P ðAjBÞ from three probability terms (i.e., P ðBjAÞ, P ðAÞ,
and P ðBÞ) that nurses may be able to easily estimate in a
domain. In a task estimating the probability of Ineﬀec-
tive Airway Clearance, there can be conditional proba-
bilities on causal relationships as in Fig. 2. Nurses may
want to derive a nursing diagnosis given information by
Grunting. A nurse knows that Ineﬀective Airway Clear-
ance may cause a patient to have a Grunting breathing
sound (an estimated 40% of the time). The nurse also
knows some unconditional facts: suppose the prior
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Clearance is 0.15, and the prior probability of any pa-
tient having Grunting is 0.10. When a nurse would like to
estimate P (Ineﬀective Airway ClearancejGrunting) which
may not be well-known probability, conditional proba-
bilities can be induced based on Bayes rule in Eq. (5)
P (GruntingjIneﬀective Airway Clearance)¼ 0.40
P (Ineﬀective Airway Clearance)¼ 0.15
P (Grunting)¼ 0.10
According to these three probabilities
P ðIneffective Airway Clearancej GruntingÞ
¼ ðP ðGruntingjIneffective Airway ClearanceÞ
 P ðIneffective Airway ClearanceÞÞ=ðPðGruntingÞÞ
¼ 0:40 0:15
0:10
¼ 0:60:
This simple example of Bayes rule demonstrates how
unknown probabilities can be computed from the
known.5. A typical Bayesian network
To discuss Bayesian networks in detail, a simple ex-
ample is shown in Fig. 3. This Bayesian network is de-
ﬁned by a graph with four nodes in the domain,
capturing the conditional probabilities among nodes
(variables). The root nodes (nodes without parents; X1
and X2) are associated with a prior probability distri-
bution, and the non-root nodes (child nodes with parent
nodes; X3, and X4) have local conditional probability
distributions that quantify the parent–child probabilistic
relationships.
This Bayesian network is developed based on the
following situation. Nurses may use ventilator alarm
system to detect a variety of unwanted situations in an
acute care unit. A clinician (nurse) depends on theFig. 3. A typical Bayesian network.ventilator alarm system to monitor high airway pressure
in chronic obstructive pulmonary disease (COPD) pa-
tients, where immediate action is required. Because
ventilator alarms often sound for various reasons, nur-
ses would like to estimate the probability of a bronchial
spasm attack in COPD patients when they hear the
alarm sound.
To develop a Bayesian network model, the Bayesian
network structure must ﬁrst be constructed. The
Bayesian network construction can be guided by causal
inﬂuence, which is illustrated very simplistically in Fig. 3.
The patients may experience increased airway pressure
from either coughing or bronchial spasm attacks. The
resultant increase in high pressure causes the ventilator
alarm to sound. Once the Bayesian network structure
(or topology) has been speciﬁed, there is a need to
specify a prior or a conditional probability table (CPT)
for each node. Table 3 displays an example of the con-
ditional probability table for the variable high airway
pressure ðX3Þ. Each row in a conditional probability
table must sum to 1.
The complete network for the ventilator alarm net-
work shows the conditional probabilities with only a
Yes case of variables displayed adjacent to the nodes in
Fig. 3. As all nodes are Binary, probabilities with a no
case of variables P ð^XiÞ in each row can be estimated by
1 P ðXiÞ. In general, a CPT for a Binary variable with n
Binary parent nodes contains 2n independently speciﬁ-
able probabilities since each parent conﬁguration has to
sum to 1.
As mentioned, the joint probability distribution can
answer any question in terms of probability terms, but it
becomes intractably large as the number of variables
grows. However, Bayesian networks can represent the
dependency between variables and specify the joint
probability distribution in a concise manner. Each entry
in the joint probability table can be obtained by the
product of all the appropriate elements of the prior
probabilities or conditional probability tables (CPTs)
assigned to the nodes in theBayesiannetworkby the chain
rule in Eq. (1). The Bayesian network topology in Fig. 3
can express each entry of the joint probability table as
P ðx1; x2; x3; x4Þ ¼ PðX1 ¼ x1ÞP ðX2 ¼ x2Þ
 P ðX3 ¼ x3jX1 ¼ x1;X2 ¼ x2Þ
 P ðX4 ¼ x4jX3 ¼ x3Þ:Table 3
Conditional probability distribution
X1 X2 P ðX3jX1;X2Þ
yes no
yes yes 0.90 0.10
yes no 0.95 0.05
no yes 0.70 0.30
no no 0.10 0.90
Table 4
Joint probability distribution of the typical Bayesian network
X4 ¼ yes X4 ¼ no
X3 ¼ yes X3 ¼ no X3 ¼ yes X3 ¼ no
X1 ¼ yes X2 ¼ yes 0.15048 0.004 0.00152 0.004
X2 ¼ no 0.57024 0.032 0.00576 0.032
X1 ¼ no X2 ¼ yes 0.02376 0.008 0.00024 0.008
X2 ¼ no 0.01584 0.072 0.00016 0.072
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can be calculated based on information from the struc-
ture of a Bayesian network. For example, we can even
calculate the probability of the event that the alarm has
sounded in the situation when there are no Coughing, no
Spasm, and no High Pressure Airway.We can symbolize
this situation as:
PðX4 ¼ yes;X3 ¼ no;X1 ¼ no;X2 ¼ noÞ
¼ PðX4 ¼ yesjX3 ¼ noÞP ðX3 ¼ nojX1 ¼ no;X2 ¼ noÞ
 P ðX1 ¼ noÞP ðX2 ¼ noÞ
¼ 0:5 0:90 0:2 0:8 ¼ 0:072:
In the same way, the complete joint probability
distribution in Table 4 is obtained. In this example, the
four-dimensional joint probability distributions are
represented by the Bayesian network. This Bayesian
network can be stored in computer memory with eight
prior or conditional probability distributions, creating
16 joint probabilities (Table 4). In general, a joint
probability table contains 2n  1 independently speciﬁ-
able probabilities with n Binary variables.6. Assumption of Bayesian networks
The Bayesian network in Fig. 3 can be expanded as
seen in Fig. 4. For simpliﬁcation, only a part of Fig. 4
is used to discuss the meaning of the Bayesian network
in the previous section. The Bayesian network in Fig. 4Fig. 4. Expanded Bayesian network.requires the seven-dimensional joint probability distri-
bution with 27  1 independent probabilities. It be-
comes quite obvious that even the example in Fig. 4
has the potential to expand exponentially if other fac-
tors that may activate the alarm are acknowledged to
this example. As the number of nodes and states
(values) grow, n-dimensional joint probability distri-
butions increase exponentially and become intractable.
Bayesian network inference algorithms have adopted
the conditional independence property to reduce the
computational complexity for applications of Bayes
rule [26]. The following demonstrates how the condi-
tional independence assumption can make Bayesian
network inference systems workable with a simple
example.
The simple Bayesian network in Fig. 1 is an example
of diagnostic reasoning; it is based on known evidence
of symptoms. The task of a Bayesian network is to
estimate the probability of having a speciﬁc diagnosis,
where nurses are interested in estimating the probability
of a new patient having a particular nursing diagnosis,
Impaired Gas Exchange ðX1 ¼ x1Þ, given evidence
(Decreased PO2 ðX2 ¼ x2Þ and Abnormal Arterial PH
ðX3 ¼ x3Þ): PðX1 ¼ x1jX2 ¼ x2;X3 ¼ x3Þ. This can be
reformulated by using Bayes rule in Eq. (5). In this
Bayesian network, the available probability terms are
one prior probability distribution ðP ðX1ÞÞ and two
conditional probability distributions relating to
Impaired Gas Exchange ðP ðX2jX1ÞÞ and P ðX3jX1ÞÞ
P ðX1 ¼ x1jX2 ¼ x2;X3 ¼ x3Þ
¼ P ðX2 ¼ x2;X3 ¼ x3jX1 ¼ x1ÞP ðX1 ¼ x1Þ
P ðX2 ¼ x2;X3 ¼ x3Þ : ð6Þ
In Eq. (6), there is a need to know the conditional
probabilities of the pair X2 \ X3, given X1. It seems to be
feasible to estimate conditional probabilities (given X1)
in this example with only two variables. However, it is a
complex task to handle all the variables when a nursing
diagnosis may depend on several variables, not just two.
For instance, other symptoms for Impaired Gas Ex-
change may include irritability/restlessness, or abnormal
rate, rhythm, and depth of breathing. That means we
may need an exponential number of probability values
to infer the probability of a diagnosis.
The application of Bayes rule in Bayesian network
inference algorithm is simpliﬁed to a form that requires
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the assumption of conditional independence. To rede-
ﬁne Eq. (6), a conditionalized version of the general
product rule is applied (Eq. (7)); it is useful when some
general background evidence is available, rather than in
the complete absence of information. Eq. (7) is drawn
from the general product rule in Eqs. (3) and (4)
P ðA;BjEÞ ¼ PðAjB;EÞP ðBjEÞ ¼ P ðBjA;EÞP ðAjEÞ: ð7Þ
The process for proving the conditionalized version
of the general product rule is omitted here. Readers who
are interested in this process can refer to Jensen [24].
Based on those rules, (Eqs. (4) and (7)), Eq. (6) is
reformulated in Eq. (8)
P ðX1 ¼ x1jX2 ¼ x2;X3 ¼ x3Þ
¼ P ðX2 ¼ x2;X3 ¼ x3jX1 ¼ x1ÞP ðX1 ¼ x1Þ
P ðX2 ¼ x2;X3 ¼ x3Þ
¼ P ðX3 ¼ x3jX2 ¼ x2;X1 ¼ x1ÞP ðX2 ¼ x2jX1 ¼ x1ÞP ðX1 ¼ x1Þ
P ðX3 ¼ x3jX2 ¼ x2ÞP ðX2 ¼ x2Þ :
ð8Þ
Yet estimating a value for the numerator,
P ðX3 ¼ x3jX2 ¼ x2;X1 ¼ x1Þ, is no easier than ﬁnding a
value for PðX2 ¼ x2;X3 ¼ x3jX1 ¼ x1Þ. To simplify the
expressions, we need to make an assumption. The X1 is
the direct cause of both the X2 and the X3. Once we
know the patient has an X1, the probability of the X3 are
not dependent on the presence of an X2; similarly, X2
does not change the probability that X1 is causing X3.
These properties can be denoted as:
P ðX3jX1;X2Þ ¼ P ðX3jX1Þ;
P ðX2jX1;X3Þ ¼ P ðX2jX1Þ:
These equations express the conditional independence of
X2 and X3, given X1. Given conditional independence,
now we can simplify Eq. (8) for Bayesian probability
updating into Eq. (9)
P ðX1 ¼ x1jX2 ¼ x2;X3 ¼ x3Þ
¼ P ðX3 ¼ x3jX1 ¼ x1ÞP ðX2 ¼ x2jX1 ¼ x1ÞP ðX1 ¼ x1Þ
P ðX3 ¼ x3jX2 ¼ x2ÞP ðX2 ¼ x2Þ :
ð9Þ
There is still the term PðX3 ¼ x3jX2 ¼ x2Þ, which might
become complex by considering all symptoms those
which are not represented in the network as an example.
However, this term can be eliminated by normalization
in Eq. (10)ðX1 ¼ x1jX2 ¼ x2;X3 ¼ x3Þ
¼ 1
PðX3 ¼ x3jX2 ¼ x2ÞPðX2 ¼ x2Þ
 P ðX3 ¼ x3jX1 ¼ x1ÞP ðX2 ¼ x2jX1 ¼ x1ÞP ðX1 ¼ x1Þ
¼ aPðX3 ¼ x3jX1 ¼ x1ÞPðX2 ¼ x2jX1 ¼ x1ÞP ðX1 ¼ x1Þ;Pð10Þwhere a ¼ 1=ðPðX3 ¼ x3jX2 ¼ x2ÞPðX2 ¼ x2ÞÞ is nothing
but a constant, which is referred to as the normalization
constant. It normalizes the distribution to sum to 1.
In the context of using Bayes rule, conditional in-
dependence relationships among variables can simplify
the Bayesian network inference for a queried variable;
also, it can greatly reduce the number of conditional
probabilities under assumption of conditional indepen-
dence with normalization process. Conditional inde-
pendence is an important concept in designing a
Bayesian network and constructing a Bayesian inference
algorithm [10,24,26]. Also, the conditional independence
properties enable us to perform inference without con-
sidering the entire joint distribution.
The d-separation properties can be used to easily
distinguish whether a X is independent of another node
Y . Nodes X and Y are d-separated (conditionally inde-
pendent) if among paths connecting X and Y there is an
intermediate node Z that fulﬁlls one of the following
statements:
• Z is the middle node in a serial connection
(X ! Z ! Y or X  Z  Y ) and then Z is instanti-
ated by the evidence. For example from Fig. 4, pa-
tient ﬁndings of Wheezing breath sounds and
Grunting breath sounds are independent, given evi-
dence about whether the patient has Coughing epi-
sodes.
• Z has a diverging connection between X and Y
ðX  Z ! Y Þ and then Z is instantiated by the evi-
dence. In Fig. 4, if we know that the patient has Se-
cretions in the airway, Grunting and Wheezing are
independent.
• Z is the middle node in a converging connection
ðX ! Z  Y Þ and neither Z nor any of its descen-
dants have received evidence; Grunting and Spasm
are independent if we do not have any evidence. They
are dependent, however, under evidence of High
Pressure. For example, if High Pressure, then a
Grunting breathing sound is increased evidence that
the patient does not have Spasm.7. Inferences in Bayesian network
As illustrated earlier, Bayes rule is a fundamental
theorem applied to Bayesian network inference systems.
The fundamental task of a Bayesian network is to an-
swer the probability of unknown (query) variable by
providing the posterior probability distribution, given
some values of evidence variables [26]. In other words,
the inference task is often deﬁned as computing all
posterior marginal probabilities given the evidence or
solving a query Q ¼ ðT ; eÞ where T is the target set and e
is the evidence. A Bayesian network is ﬂexible in that we
can chose any node as an output (target) variable for
inferences, unlike any other techniques, such as neural
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tistical methods.
Bayes rule helps to predict the outcomes of events
that are dependent on other events, when events (vari-
ables) are linked in the form of a network. Russell and
Norvig [26] demonstrated four diﬀerent task scenarios:
(1) diagnostic inferences, (2) causal inferences, (3) in-
tercausal inferences, and (4) mixed inferences. Diag-
nostic reasoning is conducted for inferences of causes
from eﬀects. Causal and intercausal inferences are con-
ducted from causes to eﬀects, and between causes of a
common eﬀect, respectively. Mixed inferences are the
combination of two or more of the other three types of
inferences. Using the examples of the Bayesian network
in Fig. 3, we can demonstrate these principles: (1)
diagnostic inference is conducted when a ventilator
Alarm goes oﬀ and nurses would like to estimate the
probability that a patient is having a bronchial Spasm
i.e., P ðX2 ¼ yesjX4 ¼ yesÞ; (2) given Coughing, the
probability of the ventilator Alarm going oﬀ is obtained
by causal inference i.e., P ðX4 ¼ yesjX1 ¼ yesÞ; (3) given
High Pressure with evidence of Coughing, P ðX2 ¼
yesjX1 ¼ yes;X3 ¼ yesÞ, intercausal inference is con-
ducted to answer the probability of Spasm; and (4) the
queries to calculate PðX3 ¼ yesjX4 ¼ yes;X2 ¼ noÞ and
PðX2 ¼ yesjX4 ¼ yes;X1 ¼ noÞ are the examples of the
mixed inferences.8. Bayesian networks as a knowledge discovery tool
In this section, the KDD process and how the
Bayesian networks can be used in knowledge discovery
as a data mining tool will be discussed.
8.1. Knowledge discovery process
The KDD process consists of ﬁve basic steps: (1)
problem identiﬁcation; (2) data extraction; (3) data
preprocessing; (4) data mining, and; (5) pattern inter-
pretation and presentation [1]. The initial step of KDD
is the development of an understanding of the applica-
tion domain, the relevant prior knowledge, and the
goals of the knowledge discovery. The data extraction
process includes selecting a dataset with variables of
interest focusing on the exploration to be performed.
Data preprocessing involves cleaning the data to ex-
amine the impact of outliers and noise on the data set,
and deciding on strategies for handling missing data
ﬁelds. Also, in this step, dimension reduction or trans-
formation methods are considered to reduce the eﬀective
number of variables under consideration, or to ﬁnd in-
variant representations for the data.
The data mining step includes choosing the data min-
ing task and algorithm and the active investigation of the
transformed data set for interesting patterns. The maintasks of data mining in healthcare may include (1)
discovering associations, (2) clustering, or (3) creating
predictive (classiﬁcation/regression)models.Datamining
algorithms refer to the method to be used in actual data
mining. After interpretingmined patterns, it is possible to
return to any of previous steps for further iteration.
8.2. Data mining with Bayesian network
Actual data mining process using Bayesian networks
consists primarily of two phases. The ﬁrst phase is the
construction of a directed acyclic graph, called a
Bayesian network structure, which encodes probabilistic
relationships among variables. The second phase is the
assessment of the prior and local conditional (posterior)
probabilities, the so-called parameters. The second step
is conducted by training and testing a network structure
by using an existing observational dataset.
8.2.1. Constructing Bayesian network structure
After deciding what variables and states (values) to
model, researchers can build a Bayesian network struc-
ture by using two diﬀerent approaches: (1) manual
construction using expert knowledge or (2) automatic or
semi-automatic construction by learning (training) al-
gorithms. The ﬁrst method of building a Bayesian net-
work structure solely relies on a domain expert
knowledge (experience and observation). In this step,
researchers can construct the Bayesian network by
causal inﬂuence considering conditional independence
similar to the Bayesian network in Fig. 3. The second
method allows the researchers to be assisted by Bayesian
network learning algorithms, which can be applied to
the process of knowledge discovery from large datasets.
These algorithms are designed to automatically (or
semi-automatically) determine the dependence and in-
dependence of variables by ﬁnding direct relationships
between the nodes. A potential consequence of the
structural learning is that hidden or unknown structure
in the domain, frequently missed by investigators using
conventional statistical methods, is identiﬁed.
There are two diﬀerent approaches in ﬁnding an op-
timal structure: a search-and-score-based and con-
straint-based algorithms. A search-and-score-based
algorithm searches for the best model structure using a
scoring metric, which reﬂects the goodness-of-ﬁt of the
structure to the data. Examples of systems that imple-
ment a search-and-score-based algorithm include the
Bayesian Knowledge Discoverer [27], and BayesianLab
[28]. A constraint-based algorithm searches a best pos-
sible structure by ﬁnding all the possible conditional
independence and dependencies with a statistical test
(e.g., v2 test). Systems that implement this algorithm
include HUGIN [29], BN PowerConstructor and BN
PowerPredictor [30–32], and TETRAD [33]. Constraint-
based approaches allow the researcher to specify the
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edge in learning a structure. The use of constraints in the
learning phase enables the investigators to feed the
learning algorithm with existing and well-established
structural knowledge of the domain. That is, the learn-
ing algorithms allow researchers to specify available
knowledge about dependence or independence among
pairs of variables in the data set, which is useful in
guiding the learning algorithm towards the best possible
model. In this step, nurse researchers can incorporate
domain knowledge obtained by a theoretical research
framework, literature, or observational experience.
8.2.2. Assessing parameters
Once a satisfactory dependence structure is obtained,
the next step is to estimate the parameters of the model
encoding the strengths of the dependencies among nodes
(variables). Assessing parameters develops the condi-
tional probability relationships at each node, given the
network structure and the data. The parameters can be
assigned by expert knowledge. Alternately, by inducing
a learning algorithm, the parameters can be learned
from data. These methods can also be combined, which
may strengthen the performance of a model. If a data-
base includes fully observed data (no missing data), the
estimation of parameters is simple and can be done just
by calculating (counting and dividing) the prior or
conditional probabilities, given the Bayesian network
structure. However, missing data commonly exists in
real world, especially in the healthcare domain. This
requires the use of parameter estimation methods that
address missing data.
The most commonly used parameter algorithm is the
expectation-maximization (EM) algorithm [34]. This
approach is useful for estimating the parameters of the
conditional probability distributions in the case of
missing data. The EM algorithm is an iterative algo-
rithm that given a network structure and a database of
cases, determines a local maximum estimate of the pa-
rameters by assuming the pattern of missing data is
uninformative (missing at random or missing completely
at random). Maximum a posterior (MAP) is estimated
in this situation when initial knowledge about the pa-
rameters is assigned; maximum likelihood (ML) is esti-
mated in the situation when non-informative (default)
prior beliefs are used. The software programs, such as
HUGIN and Netica, provide the parameter learning
algorithms.
The parameter learning step is accomplished with a
randomly assigned set of raw data designated as the
‘‘training’’ set. The next step of the testing phase is to
validate a trained network on new cases in a test set. The
assigned test set is comprised of the remaining cases
(those not used to actually estimate the parameters in
the ﬁrst place) in the overall dataset. These cases are
considered ‘‘unseen,’’ and thus, performance measuresshould be generated from a test set results, which give
some insights into the usefulness of the models. In the
next section, several performance measures of the
models in classiﬁcation problems are described.
8.3. Performance measures in classiﬁcation problems
The performance of predictive models should be
evaluated by their abilities of discrimination and cali-
bration [35]. Discrimination measures how much the
model is able to separate cases with positive outcome
value from those with negative outcome value. Cali-
bration is a measure of how close the predicted values
are to the real outcomes, measuring whether they are
high or low when compared to the real outcomes. The
discriminatory power of the models can be analyzed by
using an area under the receiver operating characteristic
(ROC) curve, a graphical representation of the dis-
criminatory power of the model. Calibration of the
models can be measured by construction of calibration
curve or computation of the Hosmer–Lemeshow good-
ness-of-ﬁt v2 statistic [36].
The ROC curve is a plot of the sensitivity versus
(1) speciﬁcity) of a model in a binary classiﬁcation task
[37]. Sensitivity is deﬁned as the number of correctly
classiﬁed cases as positives divided by the total number
of actual positive cases. Speciﬁcity is deﬁned as the
number of correctly classiﬁed cases as negatives divided
by the total number of actual negative cases. As each
sensitivity and speciﬁcity is dependent upon the choice
of cut-oﬀ point, the ROC curve can be plotted through
various cut-oﬀ values. The area under this curve then
gives a deﬁnitive measure of the classiﬁers discrimina-
tion ability that is not dependent on the choice of cut-oﬀ
point value [38]. Accuracy is calculated using a threshold
that minimizes the sum of (1) sensitivity)2 and
(1) speciﬁcity)2. This threshold determines the point in
the ROC curve that is closest to (0, 1) [39]. Also, positive
predictive value (PPV) and negative predictive value
(NPV) cannot be ignored in reporting in the results.
PPV is the proportion of cases that the network classiﬁes
as positive that actually are positive, and NPV is the
proportion of cases that the net classiﬁes as negative that
are actually negative.9. Discussion
As mentioned earlier, Bayesian networks are an
emerging knowledge discovery approach that has sev-
eral advantages over other techniques. The most at-
tractive advantage to nurse researchers is that they can
use domain knowledge in the process of knowledge
discovery in a graphical format. At the same time,
however, the Bayesian network approach can be more
robust to errors in the researchers prior knowledge
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statistical modeling methods. For instance, hidden re-
lationships among variables that a researcher might
omit can be detected by the structural learning algo-
rithm. In general, based on statistical data and learning
rules, Bayesian networks can improve the reliability of a
model [40]. Consequently, it may be useful as an ex-
ploratory data analysis tool capturing the relationships
among variables.
Bayesian networks can be used in various ways in
nursing research. For instance, structural learning of
Bayesian networks can assist researchers in identifying
the contributing factors relating to a speciﬁc patient
outcome. Those identiﬁed contributing factors can be
used to build a model to predict patients outcome,
which allows for modiﬁcation of nursing actions to
improve quality of care. In todays healthcare environ-
ment, with the emphasis on healthcare costs, quality
improvement, and patient outcomes, it becomes im-
portant to fully understand all aspects of care and the
impact on patient outcomes. In order to fully under-
stand the causes and eﬀects of clinical care a compre-
hensive analysis of complex interactions that occur in
the patient care process is required. Prior studies of
nursing interventions do exist, however, they are often
sporadic in nature and narrow in scope. This may be due
to limitations of the data available for such studies or
the constraints of traditional analytic techniques. Such
studies, while commendable, are conducted on small
samples and may not produce signiﬁcant nor general-
izable results. Knowledge discovery in large databases
that contain data of value to nursing researchers via a
Bayesian network modeling technique may provide new
evidence of the nursing contribution to patient out-
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