Abstract-The nonlinear dimensionality reduction and its effects on vector classification and segmentation of hyperspectral images are investigated in this letter. In particular, the way dimensionality reduction influences and helps classification and segmentation is studied. The proposed framework takes into account the nonlinear nature of high-dimensional hyperspectral images and projects onto a lower dimensional space via a novel spatially coherent locally linear embedding technique. The spatial coherence is introduced by comparing pixels based on their local surrounding structure in the image domain and not just on their individual values as classically done. This spatial coherence in the image domain across the multiple bands defines the high-dimensional local neighborhoods used for the dimensionality reduction. This spatial coherence concept is also extended to the segmentation and classification stages that follow the dimensionality reduction, introducing a modified vector angle distance. We present the underlying concepts of the proposed framework and experimental results showing the significant classification improvements.
I. INTRODUCTION
A IRBORNE and satellite hyperspectral sensors measure the spectrum of solar radiation reflected by the Earth's surface. The surface materials interact with the radiation inducing a signature in the spectrum measured by the sensor. This spectrum is often unique to the material composition and could be used, for example, to investigate the compounds and elements on the surface of the Earth. Such identification is of great significance for detecting minerals, precision farming, and inland water environmental monitoring, e.g., in [6] , [9] , and [23] , to name just a few of the numerous applications of hyperspectral data.
Hyperspectral sensors such as the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS), a NASA/Jet Propulsion Laboratory sensor [1] , and Hyperion (a NASA sensor) [2] , provide the aforementioned data as images in the form of hundreds The amount of data is typically hundreds of megabytes. The processing of this amount of data requires considerable time and computing resources. It is also important to extract from these vast amounts of data the relevant information for a specific application. In this letter, we introduce a nonlinear method to reduce this large amount of data into tractable levels. The redundancy in the data of adjacent bands is intrinsically exploited in the data reduction. The effects of this data reduction are also to remove spurious and erroneous information from the original data, thereby leading to a better understanding of its intrinsic properties and to a more accurate clustering and classification. We introduce a framework for dimensionality reduction of hyperspectral images by adapting the theory of nonlinear dimensionality reduction. Specifically, our efforts are directed to extend and adapt the locally linear embedding (LLE) nonlinear dimensionality reduction method [21] to the analysis of hyperspectral images. Early research in dimensionality reduction and classification of hyperspectral images focused on linear projection methods such as principal component analysis (PCA) [20] . This method, as well as factor analysis [13] and classical multidimensional scaling [18] , assumes that the underlying data manifold is linear, which is not necessarily true in the case of hyperspectral data. PCA has been shown not to perform optimally for classification in the presence of interference sources such as natural background signatures and structured nonrandom noise such as striping [8] ; it is also not appropriate for material identification and separability. (See also our results with PCA in the experimental section.) Orthogonal subspace projection approaches, introduced in [14] , do not exploit the higher order correlations between the spectral bands nor address the nonlinear mixture of spectral signature as explained in [17] , which presents a kernelbased nonlinear version to address these issues. In linear spectral mixing methods, [15] , the basic idea is that each pixel in the image can be decomposed into its constituent endmembers. This approach does not address the issue of nonlinear mixing of spectral signatures. The idea of selecting the best bands for analyzing the hyperspectral data is investigated in [11] . The thrust behind this is that each object has unique spectral features which can be identified by looking at particular bands.
Most of these established methods do not consider the nonlinear characteristics of the hyperspectral data. The multiple sources of nonlinearity have been pointed out in [3] , and include the nonlinear nature of scattering, nonlinearities due to the variable presence of water in pixels as a function of position 1545-598X/$25.00 © 2007 IEEE in the landscape, multiple scattering within a pixel, and the heterogeneity of subpixel constituents.
A number of methods have been proposed in the literature in the domain of nonlinear dimensionality reduction and manifold learning. Data-driven and nonlinear dimensionality reductions algorithms, e.g., in [4] , [21] , and [24] , have become popular in the last few years and are the critical mainstream in high-dimensional data analysis. These methods try to find the underlying structure of the sampled manifold by nonlinear projections of sample data points. Although these methods are not strictly based on any physical or phenomenological models, nevertheless, they provide a powerful framework for processing high-dimensional data. Applications of nonlinear dimensionality reduction methods such as ISOMAP in hyperspectral images are explained in [3] . Formal studies of ISOMAP can be found for example in [10] (such analysis could be in principle carried out also for the basic algorithm experimented here). Instead, we propose to use the method of LLE [21] , which when extended as in this letter was found to produce better classification results.
1 Early uses of LLE for hyperspectral data were reported in [16] . In this letter, we first extend the LLE by introducing a spatial coherence in the computation of highdimensional neighborhoods (this extension is also reported here for ISOMAP). This extension is demonstrated here to be critical for accurate classification and segmentation. The spatial coherence is motivated by the recent results in the literature of image denoising and texture synthesis [7] , [12] , [19] . In these works, pixels are compared based on their local n × n immediate surrounding patch in the image domain. The same concept of spatial coherence is then also introduced into the vector angle distances in order to classify and segment the data from the nonlinearly embedded hyperspectral images. Attempts to introduce the spatial coherence are also starting to appear in the area of learning with kernels [22] .
A. Basic Algorithm Description
Our proposed algorithm starts by computing, in a spatially coherent way based on the image patch surrounding in every hyperspectral pixel, the R D neighbors of every image pixel, where D is the number of hyperspectral bands [see (4) 
As detailed in Section II, simple linear algebra is used for these steps. The points in the new lower dimensional space are then used for clustering and classification. We now provide details on each one of these steps.
II. LLE
LLE [21] is a data-driven nonlinear dimensionality reduction method. It is based on the assumption that each sample data point in the higher dimensional manifold embedded in R D can be approximated by a linear combination of its local neighbors in R D . The local neighborhood relationship is preserved in the process of dimensionality reduction. This means that the same spatial local neighborhoods exist in the original high (R D ) and lower (R d ) projected dimensions. The local geometry for each data point is characterized by the coefficients that linearly reconstruct the data point from its spatial neighbors. The distance used to define the neighborhood is therefore critical in LLE (and most dimensionality reduction techniques), and this will be the subject of the next section.
Formally, for every data point
, for every pixel in hyperspectral data with D bands), the weights W = {W ij } i,j that characterize the local geometry at → X i are computed by minimizing the following cost function:
where the external sum is over all the data points → X i , and the internal sum is over N (i), the k closest neighbors of → X i [computed using the spatially coherent distance presented in Section III, (4)]. The unknown weights W ij are constrained to add to one (Σ j∈N (i) W ij = 1).
After the weights are computed, each high-dimensional observation is mapped to a low-dimensional space preserving the local structure of the manifold. This is done by choosing low-dimensional coordinates
Note that while in (1) the minimization is performed on the weights W ij , these are then fixed in (2), and the minimization is done with respect to the coordinates → Y i , for which a lower dimensionality has been selected. The minimizations are straightforward applications of linear algebra, e.g., singular value decomposition (SVD) [21] .
III. SPATIALLY COHERENT NEIGHBORHOOD SELECTION
The original LLE algorithm has no implicit spatial coherence in the image domain. Each pixel is considered a point in the underlying high-dimensional manifold embedded in R D , independently of where they are located in the image. In hyperspectral images, X i ∈ R D in (1) is the vector containing the pixel value at a particular position for all the bands. Hyperspectral data are images; hence, the pixel vectors are also spatially related, and this should be considered. For example, if a given pixel vector belongs to a particular class, the probability of its immediate surrounding pixel vectors belonging to the same class is high. Our aim is to first introduce this spatial coherence in the computation of the high-dimensional (in R D ) local neighborhood N (i) in (1) and (2).
In classical LLE, the Euclidean distance is used to compute
Instead of using the individual pixels of each band to compute this Euclidean distance, we propose to use all the n × n surrounding pixels (patch) to X i (an n × n square in the image plane with X i as its center). Hence, each coordinate (band) in X i is replaced by an n 2 -dimensional vector (we use n = 3 in this letter; an experimental decision, this parameter depends on the scale in the data). In the case of Euclidean distances, the distance between
where 
where
is the distance between the corresponding n × n surrounding pixels to X i (p) and X j (p). We can use Euclidean distance, L 1 distance, or vector angles to compare these two pixel patches for example. 2 We are then replacing in the original Euclidean distance the pixel wise differences by n × n patches differences, for each coordinate p, introducing spatial coherence. This substitution has been recently found to be crucial for state-of-the-art image denoising as well [7] , [19] . This is the distance used to compute the local neighborhoods in (1) and (2).
Note that we do not have to restrict our attention to d S in (4) being Euclidean (meaning square root of the sum of the square of the individual components), and we can also consider here L 1 , or vector angle distances for example (see Section IV for details). Moreover, the distance d N between the neighborhoods does not have to be the same as the distance d S between the vectors, the framework is quite rich in this respect. We experiment with these variations as well.
Following the new definition of neighbors, if two pixels are very similar but their respective surrounding n × n image patches are dissimilar, then the distance d S between the two pixel vectors would be high, and such pixels would not be considered neighbors and will not be jointly used to estimate the LLE in (1) and (2). The distance d S between the two vectors inherently takes into account the spatial coherence between two vector pixels. Comparing the neighborhoods as a measure of similarity for pixel vectors provides robustness to spurious information for a pixel.
the n × n patch surrounding X i (p) (respectively, X j (p)), where the square is transformed into a vector, e.g., by concatenating the columns, then ·) is for example the classical Euclidean distance between vectors, or the angle between them.
An alternative approach to calculate the distance between pixel vectors is to explicitly introduce a distance matrix M whose entries are proportional to the spatial (Euclidean) distance between pixels. This new spatial-distance matrix can then be used to weigh the entries of the final distance matrix between the pixel vectors (e.g., the new distance used to compute N (i) becomes the product of the spatial distance in the image domain and the distance d E , or even d S , in the high-dimensional pixelvalue domain). A problem with this is that if objects of the same class are spatially separated, then this spatial-distance matrix M would weigh down the contribution of the spatially separated, although of same class, pixels, which is undesirable.
We should note that this concept of replacing individual pixel differences by n × n surrounding patch differences is quite general, and we use it below also to compute the vector angle difference between two pixel vectors for classification and clustering.
To recap, we use image patches via (4) to compute the neighborhood N (i) in R D , plug this into (1) to compute, via simple linear algebra, the local weights W ij , and with them, we solve for the projected coordinates Y in (2), via SVD. These new coordinates are used, as detailed in the next section, for classification and clustering via spatially coherent vector angle distances.
IV. EXPERIMENTAL RESULTS

A. Data and Processing Description
Experimental results are now presented for a real data set. 3 The data is the hyperspectral image of the Indian Pines, obtained by AVIRIS in 1992. 4 Out of the 224 bands, about 43 bands contained unstructured noise. These bands are excluded from the experiments, resulting in 181 bands. 5 Data come with their corresponding ground truth classification, and are thereby used here to show the importance of spatially coherent nonlinear dimensionality reduction and classification. We first select two random image segments of 30 × 30 and 36 × 36 pixels, and then run on the whole image and on additional 72 × 72 segments.
The AVIRIS 181-band image was first reduced using the proposed spatially coherent (modified) LLE, projection onto 5, 10, 25, 50, and 100 bands. 6 For each of these experiments, we varied the number of neighbors [cardinality of N (i) in the LLE], using 5, 10, 25, 50, 100, 200, 300, and 400 neighbors. Once the dimension reduced (projected) image was obtained, we performed the classification using the spatially coherent vector angles measure, with a standard nearest neighborhood classifier. For the first image segment, which contains four classes (Fig. 1) , a sample of size 50 pixels/per class were used as reference vectors for this classifier. For the second image segment, which contains eight different classes (Fig. 2) , a sample of 18 pixels/per class were taken as the reference vectors. Both images also had unclassified background segments which did not have a representative spectra, and background segmentation is not addressed in this test. To overcome this, we forced each pixel in the image to take a label of one of the existing 4/8 classes. The background pixels are excluded while considering the accuracy of the classification.
In the following images from AVIRIS, for finding the neighbors N (i) to estimate the LLE, we experimented with three different distance metrics for comparing the vector neighborhoods (both for d S and for d N ): Euclidean, vector angle, and L 1 . For simplicity of the presentation, we did not consider all the freedom of the model in (4), and test only for d S and d N being both the same selection from the three metrics mentioned above. 7 We also experimented by introducing the spatial distance matrix M in conjunction with the distance matrix {d S ( X i , X j )} i,j obtained from the above three distance metrics [see (4) ]. This is instead of using the spatially coherent distance that follows from (4). 7 In other words, we use Euclidean, L 1 , or vector angle to compare vectors in R 9×181 , the 9 coming from the 3 × 3 neighborhood and the 181 from the number of bands. We could obtain even better results if d N uses one distance, e.g., vector angle, and then d S a different one, e.g., Euclidean as in (4). 
B. Results for First Image Region
For the first image from AVIRIS, the classification accuracy obtained by using all the original 181 noise-free bands was about 87.8%. ISOMAP achieved 94.36%. With our modified LLE, we were able to reduce the number of bands to ten and obtain a classification accuracy of 99.82%. Reducing the 181 bands to 10-25 bands gave a consistent accuracy of more than 90% across all tested distance metrics d S and the number of neighbors considered. Reduction to ten bands considering five neighbors gave the best result consistently for all three distance metrics. Reduction to 25 dimensions considering ten neighbors gave the best classification results. Weighing by the spatialdistance matrix M consistently improved the results. The results for reduction onto ten and 25 bands were comparable. The classification accuracy decreased when the reduced number of bands were five (too few) or 50 (too many). Results are in Fig. 1 .
C. Results for Second Image Region
For the second image from AVIRIS, the classification accuracy obtained by using all the original 181 noise-free bands was about 67%. ISOMAP achieved 67.46%. Adding the proposed spatial coherence improves this to 73.03%. With our modified spatially coherent LLE, we were able to reduce the bands to 25 and obtain a classification accuracy of 85%. Projecting the 181 bands to a 25-band image gave a consistent accuracy of more than 75% across all tested distance metrics and the number of neighbors considered. Reducing to 25 bands and considering five neighbors gave the best result consistently for all three distance metrics. The results when projecting onto ten bands are marginally lower. The classification accuracy decreases by 5%-10% when the reduced number of bands was 5 or 50. Weighing by the spatial-distance matrix decreases the accuracy of classification. This is due to the fact that in this image there is one class which is spatially separated. Results are presented in Fig. 2 .
We have computed a full confusion matrix and observed that the critical errors come from misclassification of blue regions and orange. This is due to the fact that the spectral signature of the ground truth for blue and orange regions is very close to each other (see Fig. 3 ). Blue is soy-min till, and orange is corn-no till. Such confusion has been reported; see http:// cobweb.ecn.purdue.edu/~biehl/MultiSpec/Signal_Theory.pdf.
D. Results for Whole Image
Overall performance for the whole 181 bands of AVIRIS is 71.32% of correct classification, while reducing to 25 bands, Fig. 4 . Behavior of the algorithm as a function of the cardinality of N (i)(k) and the number of projected bands (r). We used two 72 × 72 segments. The first one includes eight classes, and the second one includes six. In both cases, our technique improved the results by about 10%.
PCA obtains a 72.23% of correct classification, plain LLE only 67.19%, ISOMAP 73.55%, and our proposed technique 83.25% (k = 10). The total number of classes is 16.
E. Additional Stability Results
Lastly, we include in Fig. 4 the results further showing the behavior of the algorithm as a function of the cardinality of N (i) and the number of projected bands, in addition to those described above when presenting the results for the two small subregions of the whole AVIRIS dataset. For the data in the table, we used two 72 × 72 segments. The first one includes eight classes, and the second one includes six. In both cases, our technique improved the results by about 10%.
V. CONCLUDING REMARKS
In this letter, we have introduced spatial coherence into the neighborhood computation in dimensionality reduction and into vector angle distance, and showed their contributions for the classification and clustering of hyperspectral data. We effectively reduced the amount of data by more than 75%, while at the same time improving classification by about 15%.
Work remains to be done in the area of hyperspectral classification and its connections with dimensionality reduction. First, in order to deal with large images, the use of classical works on out-of-sample dimensionality reduction needs to be investigated. A promising direction is to follow the work reported in [5] . This will permit to work with a subset of the data while extending the learned dimensionality reduction map to the entire image. In the same flavor, it is also interesting to perform the spatially coherent LLE as proposed here on small segments of the hyperspectral data, and then stitch them together in order to obtain the global map of the entire image. This idea of charting is in line with concepts presented in [3] . All these techniques are promising, but present challenges that need to be addressed. Results on this will be reported elsewhere.
