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Abstract
Real world applications of sectors like industry, healthcare or finance usually generate data of
high complexity that can be interpreted from different viewpoints. When clustering this type of
data, a single set of clusters may not suffice, hence the necessity of methods that generate multiple
clusterings that represent different perspectives. In this paper, we present a novel multi-partition
clustering method that returns several interesting and non-redundant solutions, where each of them
is a data partition with an associated facet of data. Each of these facets represents a subset of the
original attributes that is selected using our information-theoretic criterion UMRMR. Our approach
is based on an optimization procedure that takes advantage of the Bayesian network factorization
to provide high quality solutions in a fraction of the time.
1 Introduction
Clustering is a fundamental tool for data exploration that finds interesting patterns by grouping ob-
jects based on some notion of similarity. Traditional clustering algorithms aim at finding the ”best”
solution at partitioning the data. However, real-world applications often involve multifaceted data
where several reasonable interpretations are allowed. This is especially true for high-dimensional do-
mains, where instances can often be grouped based on different purposes. For example, consider a
collection of face images, which can be organized based on their pose or identity, or a collection of web
pages, which can be classified taking into consideration their structure, content, inbound hyperlinks,
etc.
When clustering this type of data, a single partition may not suffice, hence the necessity of meth-
ods that generate multiple clustering solutions. One of the first approaches that comes to mind when
searching for several plausible clusterings is the na¨ıve application of various clustering algorithms
[32, 25]. However, this approach, while conceptually easy to understand, has two big disadvantages
[2]. First, there is a difficulty in quantitatively evaluating the degree of similarity between the gener-
ated solutions, and second, there is an inability to know which and how many algorithms need to be
applied. To avoid these issues, multi-partition clustering (MPC) methods generate multiple clustering
solutions that segments the data using a collection of clusters and an array of features.
In this paper, our goal is to induce multiple facets of data that can be meaningfully clustered. To ac-
complish this, we propose an optimization-based approach that selects several non-redundant feature
sets and generates a clustering solution for each of them. For our method to find multiple clustering
solutions in different (and possibly overlapping) subsets, the relevancy of the subset’s features is max-
imized while its redundancy with previously chosen partitions is minimized. Finally, the combination
of this information-theoretic facet determination process with a model-based clustering algorithm mo-
tivate us on using Bayesian networks, whose factorization improve the interpretability and quality of
the MPC solution.
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1.1 Related work
MPC algorithms can be classified according to the way new partitions are found: sequentially or
simultaneously.
Sequential MPC algorithms (also referred to as alternative clustering algorithms) retrieve new parti-
tions from data that are distinct to the previously generated ones. Gondek & Hofmann [21] proposed
a method that finds an alternate clustering by maximizing the pairwise mutual information between
the new clustering variable and the attributes, conditioned on previous clustering. Subsequently, Bae
& Bailey [2] developed the COALA algorithm, which, given a known cluster solution, applies an
agglomerative clustering algorithm in combination with a series of pairwise cannot-link constraints.
These constraints are imposed to objects that, in the previous solution, belong to the same cluster.
[14] posteriorly presented NACI, an information-theoretic approach that maximizes the mutual in-
formation between the new clustering and data instances, while it minimizes the mutual information
between the new and reference clusterings. These three methods are only able to produce a single
alternative solution, however, there may exist more than two plausible groupings. Following this line
of work, Cui, Fern & Dy [12, 13] developed a general purpose framework that iteratively searches for
alternative clustering solutions in subspaces that are orthogonal to previously found ones. Davidson &
Qi [17, 42] also presented two approaches that, independently of the specific clustering algorithm being
used, are able to sequentially generate various alternative solutions. In the first one, new clustering
solutions are generated by transforming previously used data with a distance function that has been
learned according to a set of must-link and cannot-link constraints. The second one improves previ-
ous methodby minimizing the Kullback-Leibler divergence between the original and transformed data
distributions. Both methods can be classified in the constrained optimization paradigm. Finally, Niu
et al. [38] proposed a spectral clustering algorithm that generates alternative solutions by minimizing
the Hilbert-Schmidt Independence Criterion.
Ont he other side, simultaneous MPC algorithms generate new partitions without taking into consid-
eration previous ones. Caruana et al. [8] first formulated an approach that is able to generate a set of
potentially interesting solutions by either randomly initializing the clustering algorithm or by using
random feature weights. This collection of solutions is subsequently grouped using an agglomerative
clustering based on the pairwise similarity between solutions. Jain et al. [26] then proposed two MPC
algorithms: a k-means variant that returns decorrelated clusterings based on the notion of orthog-
onality, and a sum of parts approach, which models the clustering problem as one of learning the
component distributions when data has been sampled from a convolution of mixture distributions. A
model-based clustering method called CAMI was presented by [15], which simultaneously uncovers a
pair of clusterings that maximizes the data likelihood and minimizes the mutual information between
them. [16] induced multiple suboptimal spectral clustering solutions by using each eigenvector. Both
[22] and [37] introduced a nonparametric Bayesian model that is able to discover multiple clustering
solutions and the feature subsets that are relevant to each of them. In a more closely related way
to this paper, Chen et al. [11], Liu et al. [34] and Poon et al. [41] advocated for the use of prob-
abilistic graphical models in simultaneous multi-partition clustering. In the first one, an advanced
greedy search algorithm called EAST hill-climbs the space of regular hierarchical latent class models
(HLCMs) [48] using five search operators. A much faster approach for learning HLCMs is proposed
in [34], where the authors formulate a feature clustering approach that keeps grouping variables with
high pairwise mutual information until a stopping threshold is surpassed. Poon et al. [41] proposes
an extension of the Gaussian mixture model, called Latent Pouch Model, and a score-based greedy
search algorithm composed of seven operators to learn it.
Other type of methods that try to solve the problem of clustering multi-faceted data are those of
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ensemble and multi-view clustering. Ensemble clustering creates a series of diverse base clusterings
and then combines them to produce a unified solution. There are different sources of diversity in
the ensembles, the main ones are non-identical feature subsets, different set of data instances and
different clustering algorithms [46]. Multi-view clustering searches for complementary subspaces or
feature subsets and then combines the clustering solutions for each of them into a single one. Three
main techniques can be distinguished: subspace clustering [29], multiple kernel clustering [49] and
co-clustering [3]. The main distinction between these two approaches and multi-partition clustering
resides in their application of the consensus principle, which aims at maximizing the agreement be-
tween multiple distinct views, thus generating a clustering solution that is influenced by all of them
[30].
1.2 Contributions of this work
Learning from these approaches to the MPC paradigm, we propose a novel method that is able to
recover alternative clustering solutions based on a facet determination process. Similar to the works of
[12, 13, 17, 38, 42], we address the generation of alternative clusterings in an iterative manner where
relevant but distinct partitions are retrieved. In contrast to these methods, our approach is not based
on data transformations or orthogonal subspaces, it extends the idea of unsupervised feature selection
by determining several meaningful subsets of attributes that are alternate to each other, known as
facets. Our work follows the ideas presented in [11], [34] and [41] about systematically identifying
several data perspectives, clustering the data along each one and presenting the results to the domain
experts for their selection. However, even though we all follow this concept while using probabilistic
graphical models, our methods differ in the identification of these facets and their posterior partition
construction.
Our facet determination process is lead by an information-theoretic criterion called unsupervised-
maximum-relevancy-minimumm-redundancy (UMMR) that maximizes the subset’s relevancy and min-
imizes its average redundancy with previously learned partitions. Its relevancy constraint takes inspira-
tion on the work of Feng et al. [20], which pleads on maximizing the overall subset’s information while
minimizing the subset’s internal redundancies. Our work follows this lead but doesn’t approximate
the joint entropy as the sum of its individual entropies or penalize the facet’s internal redundancies
with a sum of pairwise mutual information values. Our function achieves an optimal calculation of
the joint entropy, that is both honest to the joint probability distribution and reasonable to compute,
by factorizing this distribution with a Bayesian network. This factorization is also key in calculating
Watanabe’s total correlation [47], which measures the amount of information being shared between
the facet’s features. On the other side, to quantify the alternativeness between facets we calculate the
Normalized Mutual Information [31] between them. This allows us to iteratively generate new facets
that are non-redundant given they are considered to be independent between them. This calculation
is also benefited by the Bayesian network’s factorization, greatly reducing the number of parameters
to be measured.
This process is approached as an optimization procedure where our defined criterion corresponds
to a single objective function that is optimized using evolutionary algorithms. This type of algorithms
suit us perfectly given the combinatorial aspect of the facet discovery problem. To take advantage
of our chosen optimization scheme, we rely on constraint-based Bayesian network learning methods,
which make independence tests that are then reused inside the optimization algorithm. Finally, once a
facet has been determined as optimal, a model-based clustering algorithm based on Bayesian networks
is applied, which takes the facet’s network as an starting point and forms the new partition. This
work presents a novel approach to the alternative clustering problem that is able to fully exploit the
Bayesian network factorization benefits in each of its steps.
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1.3 Organization of this paper
The rest of this paper is organized as follows. In section 2 we introduce some preliminaries about
information theory and its relationship with statistical independence. In section 3, we define our
information-theoretic criterion for facet determination. In section 4, we discuss how we approach the
combinatorial problem of selecting multiple relevant and non-redundant subsets. In section 5, we
present the routine of transforming an interesting facet into a partition by describing our model-based
clustering algorithm. Finally, in section 6 we report our conclusions and observances.
2 Preliminaries
2.1 Information theory and statistical independence
Although initially designed to better understand communication channels, Shannon’s information the-
ory [44] has been applied to many and diverse fields in which pattern recognition is included. This
theory provides measures to amount the information of the probability distributions associated with
random variables.
The entropy of a random variable is the fundamental unit of information. It measures the aver-
age amount of information required to describe it (its uncertainty). Let X be a discrete random
variable with a vector X of possible values, its formula can be defined as follows:
H(X) = −
∑
x∈X
P (x) logP (x) (1)
where H(X) denotes the entropy of X and P (x) represents the probability density function (PDF) of
X for the value x, given that P (x) = P (X = x), x ∈ X . While the base of the logarithm can vary,
Shannon’s information theory uses the value of 2 as standard. This formula can be further defined
for more than one discrete variable. For two discrete random variables X and Y with their joint PDF
P (x, y), their joint entropy is defined as:
H(X,Y ) = −
∑
x∈X
∑
y∈Y
P (x, y) logP (x, y) (2)
When the value of X is known, the conditional entropy amounts the uncertainty left in Y given the
information of X. The conditional entropy is less than or equal to the joint entropy of both variables,
and it is only equal to the entropy when both variables are independent:
H(X|Y ) = −
∑
x∈X
∑
y∈Y
P (x, y) logP (x|y) (3)
The notion of independence is of central importance in probability theory. We say that two variables
X and Y are independent, denoted as X ⊥ Y , if P (X|Y ) = P (X) and P (Y |X) = P (Y ). By following
this definition we can illustrate the relationship between the joint and the conditional entropy with
the following formula:
H(X,Y ) = H(X) +H(Y |X) = H(Y ) +H(X|Y ) (4)
There is a concept in information theory that strongly relates with statistical independence, it is
the mutual information (MI). MI is introduced by Shannon to quantify the amount of information a
couple of variables X and Y share. MI is always positive and equal to zero if and only if both variables
are statistically independent.
I(X;Y ) = I(Y ;X) =
∑
x∈X
∑
y∈Y
P (x, y) log
P (x, y)
P (x)P (y)
(5)
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Figure 1: A Venn diagram illustrating the relationhips between information-theoretic measures of the
joint distribution of X, Y and Z. The surface area corresponds to the associated measure’s quantity.
This illusrtation is inspired by [27].
When related to the concept of Entropy, MI can be seen as the amount uncertainty about a variable
that can be reduced by knowing the value of another one:
I(X;Y ) = H(X)−H(X|Y )
= H(Y )−H(Y |X)
= H(X)−H(Y )−H(X,Y )
= H(X,Y )−H(X|Y )−H(Y |X)
(6)
However, independence is not a notion, two variables could be independent until evidence about a
third one is obtained. For example, let Z be a third discrete random variable with a vector of values
Z, we say that X and Y are conditionally independent given Z, denoted X ⊥ Y | Z, if and only if
P (X,Y |Z) = P (X|Z) P (Y |Z). There is an information-theoretic concept that relates to the notion
of conditional independence, the conditional mutual information (CMI). The CMI measures how the
uncertainty of a variable is affected by knowing information about a third one. Equivalently to MI,
CMI is always positive and equal to zero if and only if both variables are conditionally independent.
I(X;Y |Z) =
∑
x∈X
∑
y∈Y
∑
z∈Z
P (x, y, z) log
P (z)P (x, y, z)
P (x, z)P (y, z)
(7)
CMI also relates to the concept of Entropy with the following equalities:
I(X;Y |Z) = H(X,Z) +H(Y,Z)−H(X,Y, Z)−H(Z)
= H(X|Z) +H(Y |Z)−H(X,Y |Z)
= H(X|Z)−H(X|Y,Z)
(8)
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3 Discovery of alternative partitions by facet determination
Let D = {d1, ..., dN} be a series of N data objects with an associated discrete feature array of F =
{X1, ..., Xl}. Given a group of partitionings Pcurr = {P1, ..., Pt} retrieved from D, our goal is to find a
new partition Pt+1 that is relevant to the domain expert and novel when compared to the ones inside
Pcurr. Each of these partitions is represented by a set of clusters {C1, ..., Cc} and a subset S ∈ F of
the original features. As discussed in Section 1.1, there are many ways to define alternative partitions.
Our proposal is based on a facet determination process that extends the notion of unsupervised feature
selection by aiming to find multiple subsets of features {S1, ..., Sv}, such that each of them contributes
a unique and interesting view of data. Once a desirable facet has been determined, the partition is
fully constituted by applying a clustering algorithm that finds its best set of clusters. This procedure
will iteratively search for alternative partitions until a number v of them has been reached. We
define an information-theoretic criterion that maximizes the relevancy of the facets and minimizes the
redundancy between them. This criterion is the basis of our partition process.
3.1 Unsupervised Maximum Relevancy Minimum Redundancy (UMRMR)
3.1.1 Maximum relevancy
In terms of information theory, the purpose of unsupervised feature selection is to find a feature
set S ∈ F with m features that maximally preserves the information of F . This is equivalent to
maximizing their MI, which can be expressed with the subsequent equation where Xsm (1 ≤ m ≤ l)
represents any of the original features:
max I(S;F ) = max I({Xs1 , ..., Xsm}; {X1, ..., Xl}) (9)
From this equation we can define the subsequent lemma:
Lemma 3.1. Let F be the full set of features and let S be the selected subset of features. If all the
features belonging to S are present in F , then the following equality holds: max I(S;F ) = max H(S)
Proof 1. Since the definition of mutual information is I(S;F ) = H(S)−H(S|F ) and the definition
of conditional entropy is H(S|F ) = H(S, F ) − H(F ), we can substitute the original formula for
I(S;F ) = H(S) + H(F ) − H(S, F ). Now, given that all the provided information by the variables
present in S is already present in F , we can substitute H(S, F ) = H(F ), resulting: I(S;F ) = H(S) +
H(F )−H(F ) = H(S)
However, while this criterion assures that only the maximally informative features are selected, it is
likely they have rich dependencies among them, given it doesn’t penalize repeated information. As
a result, we penalize this value using Watanabe’s total correlation [47]. For a given set of n features
{X1, ..., Xn}, the total correlation TC(X1, ..., Xn) amounts the information being shared among all the
attributes that belong to it. Total correlation is a multivariate generalization of the MI that measures
the variables’ grade of dependence. It is equivalent to the Kullback-Leibler divergence from the joint
dstribution P (X1, ..., Xn) to the independent distribution of P (X1) · · ·P (Xn), which can be reduced
to a difference of their entropies:
TC(X1, ..., Xn) ≡ DKL[P (X1, ..., Xn)||P (X1) · · ·P (Xn)] =
n∑
i=1
H(Xi)−H(X1, ..., Xn) (10)
This quantity is always positive, and its value is zero if and only if the variables are independent. This
means that the information of one of them doesn’t provide any clue about the information of the rest.
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On the opposite, its value is maximum if knowing the value of one of the features provides complete
information about the values of all the other ones:
TCmax =
n∑
i=1
H(Xi)− max
Xj∈F
H(Xj) (11)
It is important to note that even though total correlation considers all the redundancies that are
present in a set of variables, these redundancies may be distributed through it in a variety of compli-
cated ways [24]. For example, some variables in the set may be totally inter-redundant while others
in the set are completely independent. To understand the existent relationships between variables
McGill [36] proposed the concept of interaction information, which has been defined a key element in
the decomposition of the total correlation [27].
The combination of these two concepts (the joint entropy and total correlation) results in the subset
selection function Ψ(S), whose maximization results in the selection of highly informative subsets with
low inter-redundancies.
max Ψ(S), Ψ(S) = H(S)− TC(S) (12)
To obtain a measure that lies in a fixed range, equation (12) can be normalized, facilitating its
interpretation and comparison across different subsets. This normalization is achieved by dividing
each component by its maximum value, resulting in a restriction of the equation’s range to [−1, 1]
ΨN (S) =
H(S)
H(F )
− TC(S)
TCmax(S)
(13)
The ΨN (·) operator can be easily transformed to the [0, 1] range. By doing this transformation, we
fully define the relevancy constraint of our facet determination criterion:
max RL(S), RL(S) =
1 + ΨN (S)
2
(14)
3.1.2 Minimum redundancy
Despite how relevant are the selected subsets of attributes, to achieve our aim of finding novel parti-
tions we need to search for quality facets that are distinct from currently chosen ones. In this context,
distinctness is equal to independence, where we assume that each of these facets should be as indepen-
dent as possible from each other. Given this assumption, we propose to measure facet dissimilarity
using mutual information, resulting in the Φ(·) function, whose minimization ensues the selection of
diverse subsets.
min Φ(S), Φ(S) =
1
t
t∑
i=1
I(S;Si) (15)
However, given that two partitions can have different number of features, normalization is required
for our measure to be scaled. Normalization has shown to improve the sensitiveness of the MI,
compensating for the MI bias toward multivalued features [46, 35]. For these reason, we define the
redundancy constraint of our facet determination the following way:
min RD(S), RD(S) =
1
t
t∑
i=1
NI(S;Si) (16)
While there are several normalized variants of the MI [35], all of them are bounded to [0, 1], equalling
1 when the two of them are identical and 0 when they are independent. For our criterion we define
the normalized MI between two subsets SA and SB as the MI divided by their minimum entropy.
NI(SA;SB) =
I(SA;SB)
min{H(SA), H(SB)} (17)
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3.1.3 A unifying criterion for facet determination
There are several ways to combine these two constraints to generate a normalized criterion. For exam-
ple, we could take inspiration on the Correlation-based feature selection (CFS) [23] and combine them
by dividing on each other. However, we prefer to follow Peng’s [40] inspiration and combine them
by subtracting one equation from the other. The combination of these two constraints generates a
normalized criterion that selects interesting and novel facets in an unsupervised way. We could follow
the inspiration on the Correlation-based feature selection (CFS) method [23] and combine them by di-
viding on each other, however, we believe that both the relevancy and redundancy functions are better
suited to subtraction, given their normalized nature, which inspires on the works of Peng et al. [40]
and Estevez et al. [19]. For this reason, we define the ”unsupervised-maximum-relevancy-minimum-
redundancy” (UMRMR) criterion, represented by the Ω(·) operator, in the following manner:
max Ω(S), Ω(S) = RL(S)−RD(S) (18)
The Ω(·) function is bounded to the [-1,1] interval. However it can be easily be transformed into the
[0,1] by simply applying the same approach as in the equation (14).
3.2 Bayesian network factorization
Both our relevancy and redundancy functions make use of joint probability distributions (JPDs)
in their calculations, which produces representational, computational and statistical wise problems.
These problems are caused by the exponential increase in the number of JPD’s parameters with re-
spect to its number of variables. For example, even in the case of a JPD composed of n binary
variables, it would need to define and store 2n − 1 parameters. These issues are the main barrier to
the adoption of the joint entropy and joint MI in both facet determination and unsupervised feature
selection procedures, which are produced by the JPD’s assumption that all its variables are dependent
on each other. To solve these problems we need to factorize this JPD into a more natural and compact
representation. The simplest way to factorize this distribution resides in the application of the chain
rule, which transforms the JPD into a product of conditional probabilities.
Given a feature set X = {X1, ..., Xn}, and a JPD P (X1, ..., Xn), the probability of each of its members
using the chain rule and a topological order can be calculated the following way:
p(X1, ..., Xn) =
n∏
i=1
P (Xi|X1, ..., Xi−1) (19)
However, although this conditional representation is more natural and understandable than the explicit
representation of the joint, it is not more compact as it maintains the same number of parameters. To
overcome the JPD’s exponential size problem, it is necessary to exploit the conditional independences
that are present in the data. In this regard, Bayesian networks [39, 28] are able to accomplish this by
taking advantage of the local Markov property.
A Bayesian network B(G,Θ) for a vector of variables X is defined by:
• A directed acyclic graph G that comprise the structure of B and express a set of conditional
independencies between its variables.
• A set of local parameters Θ representing the conditional probability distributions of each variable
given their parents according to G.
B is a Bayesian network with respect to G if it satisfies the local Markov property: each variable
Xi is conditionally independent of its non-descendants given its parent variables. By applying this
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property, the equation (19) is transformed into the following one, where each feature Fi is embodied
by a variable Xi whose parents according to G are PaG(Xi):
p(X) = p(X1, ..., Xn) =
n∏
i=1
P (Xi|PaG(Xi)) (20)
This factorization allows a tractable evaluation of our UMRMR criterion while considering the de-
pendencies present in data. However, to take advantage of this factorization, a BN model has to be
learned for each of the JPDs that are present in the equation (18). Three general approaches to the
BN learning problem can be distinguished, each of them adopting a different strategy to the structure
search [28]: score-based learning, constraint-based learning and Bayesian model averaging. While the
three of them serve the purpose of generating a good solution, we need to choose one whose learning
time doesn’t overshadow its factorization benefits. This problem is analysed in section 4 with our
optimization procedure.
4 Optimization
Our facet determination process can be viewed as a combinatorial optimization problem where our
defined UMRMR criterion corresponds to its single-objective function [9]. Combinatorial optimiza-
tion problems are solved by identifying an optimal solution from a finite group of them. Although an
exhaustive search can be conceivably performed if the number of features is not too large, the search
becomes quickly intractable as its number increases. For this reason, we choose to apply one type of
metaheurisitics that has proven to be adequate for this kind of problems [7]: evolutionary algorithms.
Evolutionary algorithms (EAs) are optimisation techniques inspired from natural evolution processes,
such as reproduction, mutation, recombination and selection. They are formed of two components: (1)
a collection of candidate solutions to the optimization problem that act as individuals of a population,
and (2) a fitness function that determines the quality of the solutions with respect to the criterion
being optimized.
Given their population-based nature, EAs are suited to the application of dynamic programming
techniques. Dynamic programming proposes to divide a problem into a set of smaller ones whose
solutions can then be reused. This idea perfectly blends in EAs because the evaluation of an indvidual
can be accelerated by having stored some of the components of its evaluation. This idea synergies
with one of the BN learning approaches that we meantioned in section 3.2: constraint-based learning.
Constraint-based learning methods try to find a BN model (or more specifically a set of equivalent
models) that best explains the independencies present in the data. Two phases can be distinguished
in the structure learning process of these algorithms. The first one constructs and undirected graph
that represents the skeleton of the DAG, while the second transforms it in a potentially directed graph
(PDAG). A PDAG represents potential edge orientations for the set of equivalent models. If the edge
is directed, then all the members of the equivalence class agree on the orientation of the edge. One
the other hand, if it is undirected, there are two DAGs in the equivalence class that disagree on its
orientation.
The generation of this structure is achieved by carrying out a series of conditional independence
tests, following Pearl’s assumption that graphical separation and probabilistic independence imply
each other. To answer queries about conditional independencies between a set of variables we rely
on doing hypothesis testing, where the null hypothesis states they are conditionally independent. To
accept or reject this null hypothesis, it is necessary to define a deviance measure fD and a significance
level. From all the available deviance measures, the χ2 statistic and the MI are the most commonly
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Figure 2: (a) Na¨ıve Bayes; (b) Tree augmented Na¨ıve Bayes; (c) k-Dependence Bayesian classifier.
used with discrete data. The typical signifance level is 95 percent, which means that we reject the
null hypothesis if the deviance in the observed data has a p-value of 0.05 or less.
The combination of constraint-based learning with EAs in a dynamic programming environment
greatly reduces the optimization procedure’s complexity, given that each independence test needed to
construct a new BN model, will be done just once.
5 Generating alternative partitions from facets
Our facet determination process selects interesting and non-redudant subsets of attributes that are
the basis for alternative clustering solutions. Although this process support any clustering algorithm,
we propose a model-based clustering algorithm that takes full advantage of the BN model that are
associated to each of the facets.
Model-based clustering algorithms partitions the data {x1, ..., xn} into k different groups, where each
of these groups is represented by an univariate distribution. this way, each data object xi belongs to
each cluster ci to a certain degree. From this, it is sufficient to introduce a hidden node representing
the cluster variable C = {c1, ..., ck} that models a mixture distribution of its components. The cluster
variable C is normally assumed to be the parent of all the data attributes {X1, ..., Xn}, and thus
P (X1, ..., Xn) can be obtained by combining the probability distributions of the cluster variable, i.e
P (C), and the probability distribution of the features given the cluster variable, P (X1, ..., Xn|C):
P (X1, ..., Xn) =
k∑
i=1
P (Ci)P (X1, ..., Xn|Ci) (21)
However, this calculation may be inconvenient in the presence of a large number of attributes. Bayesian
networks present an intuitive and natural way for performing this type of clustering by reducing the
number of parameters to be measured. By applying equation (20), we can produce the following
factorization:
P (X1, ..., Xn) =
k∑
i=1
P (Ci)
n∏
j=1
P (Xj |PaG(Xj), Ci) (22)
This equation assumes a Bayesian classifier structure with a latent class variable. There are several
possibilites that vary in their faithfulness representing the conditional independencies present in the
data. The simplest model is the Naive Bayes, which assumes conditional independency between the
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feature variables given the class, and the most complex model the k-dependence Bayesian classifier
(k-DB), which allows each feature variable to have a maximum of k parent variables apart from the
class variable [4].
The learning process of a BN for clustering is composed of three aspects: (1) determining the cardi-
nality of the variable C, (2) finding the arcs between the attribute variables and (3) estimating the
model parameters. While the parameters are normally estimated using the EM algorithm [18], the
structure is usually determined by a search process that compares alternatives using a scoring metric.
The most commonly used scoring metric with the EM algorithm is the Bayesian information criterion
(BIC) [43], which can be defined the following way for a BN model m:
BIC(m|D) = logP (D|m,Θ∗)− d(m)
2
log(N) (23)
where Θ∗ is the maximum likelihood estimate of the parameters, d(m) represents the number of
parameters in m and N is the number of data instances. There are other log-likelihood scoring
functions like the AIC [1] or the Cheesman-Stutz [10], but we choose to work with BIC because it is
the most frequently used score in the literature.
5.1 Searching for optimal partitions
We have developed a hill-climbing algorithm that searches for optimal BN models using the BIC
score. The search space of this algorithm is constrained to all the k-DB models that contain the
facet’s variables. It starts with a k-DB model that has minimal cardinality on the cluster variable
and the same feature arcs as the facet factorization network. To explore this space of possible models,
5 operators are defined. A state introduction (SI) operator creates a new model by adding a state
to the cluster variable. A state deletion (SD) operator produces the opposite result by removing a
state of the cluster variable. Apart from these two, we have three operators that create new k-DB
models by modifying the arcs between the BN’s feature nodes. The first one is the arc introduction
(AI) operator, which, if possible, adds the highest scoring arc between features. An arc deletion (AD)
operator is also present, which generates the opposite model of AI, and finally the arc reversal (AR)
operator, which returns the highest score model with a reversed feature arc.
6 Conclusions
In this paper, we have introduced a novel methodology for alternative clustering based on a facet
determination process. This process is approached as an optimization procedure where the objec-
tive function corresponds to our new unsupervised-maximum-relevancy-minimum-redundancy crite-
rion (UMRMR). UMRMR is an information-theoretic criterion that selects feature subsets that are
both interesting for the user and different from each other. By taking advantage of the Bayesian
network factorization, it is able to compute faithful estimations of the joint entropy and the joint MI
that are necessary in its calculation. The optimization process of this criterion returns a set of distin-
guishing facets that are the basis for our alternative clustering solutions. Once a set of relevant views
o data have been chosen, a model-based clustering algorithm is applied to each of them, generating a
new partition ready to be studied. This clustering algorithm is also based on Bayesian networks, and
thus it is able to reuse the factorizations that were learned through the facet determination process
to produce more accurate clustering models.
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