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Abstract
A binary Gray code G(n) of length n, is a list of all 2n n-bit codewords such that successive codewords differ in only one bit
position. The sequence of bit positions where the single change occurs when going to the next codeword in G(n), denoted by
S(n) := s1, s2, . . . , s2n−1, is called the transition sequence of the Gray code G(n). The graph GG(n) induced by a Gray code
G(n) has vertex set {1, 2, . . . , n} and edge set {{si , si+1} : 1 i2n − 2}. If the ﬁrst and the last codeword differ only in position
s2n , the code is cyclic and we extend the graph by two more edges {s2n−1, s2n } and {s2n , s1}. We solve a problem of Wilmer and
Ernst [Graphs induced by Gray codes, Discrete Math. 257 (2002) 585–598] about a construction of an n-bit Gray code inducing
the complete graph Kn. The technique used to solve this problem is based on a Gray code construction due to Bakos [A. Ádám,
Truth Functions and the Problem of their Realization by Two-Terminal Graphs, Akadémiai Kiadó, Budapest, 1968], and which is
presented in D.E. Knuth [The Art of Computer Programming, vol. 4, Addison-Wesley as part of “fascicle” 2, USA, 2005].
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
A Gray code G(n) of length n, is a list of all n-bit codewords such that successive codewords differ in only one bit
position. If the last and the ﬁrst codeword also differ in only one bit position, the Gray code is called cyclic. Codewords
in a Gray code G(n) will be indexed from 0 to 2n − 1, and the one with index i is denoted by xi , 0 i2n − 1. In a
cyclic Gray code, index 0 is identiﬁed with index 2n. Let si ∈ [n] := {1, 2, . . . , n} denote the position where codewords
xi−1 and xi differ. The ordered sequence of si, 1 i2n − 1, is called the transition sequence of the Gray code G(n),
and is denoted by S(n). So, a Gray code G(n) has transition sequence S(n) := s1, s2, . . . , s2n−1. If G(n) is a cyclic
Gray code (as most of the Gray codes we are dealing with), with transition sequence S(n), then the cyclic transition
sequence S¯(n) of G(n) is equal to the concatenated sequence S(n), s2n = s1, s2, . . . , s2n−1, s2n , where s2n is the bit
position where the codewords x2n−1 and x0 differ. Occasionally, we also call s2n the closing transition of S¯(n). The
best known example of a Gray code is the binary reﬂected Gray code having a transition sequence deﬁned by{
S(1) := 1,
S(n) := S(n − 1), n, S(n − 1), n2. (1)
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For example, the (cyclic) transition sequence of the binary reﬂectedGray code of length 4 is S¯(4) := 1, 2, 1, 3, 1, 2, 1, 4,
1, 2, 1, 3, 1, 2, 1, 4. This sequence S¯(4) has transition 4 as its closing transition.
We deﬁne S¯(n)k as the sequence S¯(n) shifted in cyclic sense over k positions to the left, i.e.
S¯(n)k = sk+1, sk+2, . . . , s2n , s1, . . . , sk ,
with S¯(n)2n = S¯(n)0 = S¯(n). For instance, S¯(4)4 = 1, 2, 1, 4, 1, 2, 1, 3, 1, 2, 1, 4, 1, 2, 1, 3 has 3 as closing transition.
It will be clear that each transition in S¯(n) can be taken as the closing transition of S¯(n)k , for an appropriate value of k.
The usefulness of the binary reﬂected Gray code and its widespread appearance are undisputed. For certain applica-
tions however, sometimes Gray codes with a different structure are requested. For examples we refer to [2,4,5,7,8,10].
The graph GG(n) induced by a Gray code G(n) has vertex set {1, 2, . . . , n} and edge set {{si, si+1} : 1 i2n − 2}.
So, the vertices of GG(n) correspond to bit positions, and vertices i and j are adjacent when bit positions i and j
ﬂip consecutively when running through the list G(n). We emphasize here that the graph GG(n) is considered as an
undirected simple graph, i.e. if a consecutive pair {si, si+1} occurs more than once in S(n) or in S¯(n), there is only
one edge joining si and si+1 in GG(n). If G(n) is cyclic, the cyclic graph G¯G(n) induced by G(n) is the graph GG(n)
completed with the edges {s2n−1, s2n} and {s2n , s1} which may be already contained in GG(n). The graphs GG(n) and
also G¯G(n) induced by the binary reﬂected Gray code of length n is the star Stn with central vertex 1. In this note we
shall mainly deal with cyclic graphs G¯G(n) which are identical to the complete graph Kn.
If a Gray code G with transition sequence S induces a graph G, then we also say that the transition sequence S
induces the graph G. A Gray code is called a G-code (with a G-transition sequence), if it induces a subgraph of G with
the same number of vertices (cf. [2]).
A graph G is called completely Gray if there is a G-transition sequence of a Gray code starting from any vertex of G.
It is obvious that a cyclic Gray code induces a completely Gray graph. A graph G is Gray connected if for every pair of
vertices u and v there exists a G-transition sequence of a Gray code starting at u and ending at v [2]. A binary reﬂected
Gray code is an example of a Gray code inducing a graph which is completely Gray as well as Gray connected.
The following two facts were proved in [2].
Theorem 1.1. For any two leaves u and v of the star Stn, there exists a cyclic Stn-transition sequence of a Gray code
of length n which starts at u and ends at v if and only if u = v.
Since the complete graphKn contains the star Stn as a spanning tree, the following fact is an immediate consequence
of Theorem 1.1.
Corollary 1.2. The complete graph Kn is Gray connected.
We remark here that when a graph is Gray connected it does not imply that this graph is induced by some Gray code.
Let us take the complete graph K3. It is easy to verify that K3 is Gray connected, but there is no Gray code which
induces K3.
A Gray code G(n) inducing the complete graph Kn is characterized by the consecutiveness of integers i and j , for
all 1 i, jn, at least once in the transition sequence S(n). For instance, the cyclic Gray code of length 4, having
transition sequence S¯(4) = 1, 2, 1, 3, 4, 3, 1, 2, 3, 2, 4, 2, 1, 4, 3, 4, will induce the complete graph K4, and the cyclic
Gray code of length 5, having transition sequence
S¯(5) := 1, 2, 3, 4, 5, 1, 5, 2, 3, 5, 2, 4, 2, 3, 4, 1, 4, 3, 2, 3, 1, 5, 3, 4, 1, 5, 2, 5, 3, 4, 1, 3,
induces K5, as one can immediately verify by observing that any pair {i, j} occurs as a pair of consecutive integers i
and j at least once, for 1 i = j4.
As remarked in [11], the largest Gray code known to induce a complete graph is a Gray code of length 8 appearing in
[10]. With respect to complete graphs induced by Gray codes, Wilmer and Ernst in [11] posed the following problem.
Problem 1.3. Construct an n-bit Gray code which induces the complete graph Kn, for all n1.
In this note we shall mainly deal with Problem 1.3. We introduce a technique for the construction of Gray codes
inducing complete graphs. This technique is based on an extended version of the Gray construction due to Bakos [1],
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which is presented byKnuth in [6] and also to Robinson and Cohn [7] who independently developed a related technique.
We also refer to [9,12], where we used a similar technique for the construction of totally balanced and exponentially
balanced Gray codes. This extended Gray construction will be discussed in detail in Section 2. In Section 3 we discuss
a technique how to make use of this extended construction to produce Gray codes inducing complete graphs. At the
end of Section 3, we construct a Gray code of length 9 which induces the complete graph K9, thus demonstrating our
technique for the ﬁrst unknown case n= 9. Finally, in Section 4 we suggest a related problem for further investigation.
In the next sections we shall frequently apply subsequences of a sequence S such that all elements are consecutive
in S (sometimes called contiguous or consecutive subsequences). In this paper we shall use the term substring.
2. A Gray code construction
First we deﬁne some notations which are convenient for our construction. Let u be a substring of S(n) which may
be empty, and let uR be the sequence obtained from u by reversing its order. Furthermore, we deﬁne the following
concatenated sequences:
u(n − 1, n) := u, n − 1, uR, n, u
and
u(n, n − 1) := u, n, uR, n − 1, u.
Example 2.1. The sequence u = 1, 3, 4, 3 is a substring of S¯(4) = 1, 2, 1, 3, 4, 3, 1, 2, 3, 2, 4, 2, 1, 4, 3, 4, and gives
rise to the sequences
u(5, 6) = 1, 3, 4, 3, 5, 3, 4, 3, 1, 6, 1, 3, 4, 3
and
u(6, 5) = 1, 3, 4, 3, 6, 3, 4, 3, 1, 5, 1, 3, 4, 3.
Let S(n − 2) be the transition sequence of some Gray code of codeword length n − 2. The following Construction
1, which is an extended version of the Gray construction in [1,6,7] (cf. also [9,12]), produces a transition sequence of
a cyclic Gray code of codeword length n.
Construction 1.
1. Let l be an integer, 0 l2n−2 − 1, and write the transition sequence
S(n − 2) = s1, s2, . . . , s2n−2−1
as
u0, sj1 , u1, sj2 , u2, . . . , sjl−1 , ul−1, sjl , ul ,
where uk can be the empty sequence, 0k l.
2. Replace each uk in S(n − 2) by uk(n − 1, n) if k and l have the same parity, and by uk(n, n − 1) otherwise. Call
the resulting sequence U .
3. V := n − 1, UR, x, where x is equal to n if l is even and equal to n − 1 otherwise.
4. W := S(n − 2), V .
In the case that l is even, it was proved implicitly in [1] that the resulting sequenceW ofConstruction 1 really generates
a cyclic Gray code of length n. The proof was accomplished by using a graphical approach. Here, we shall prove that
the resulting sequence W is also a transition sequence of a cyclic Gray code of length n, in the case that l is odd. Since
the length of sequence U is equal to 3(2n−2 − 1)+ 2, the length of W is equal to 2n−2 − 1+ 3(2n−2 − 1)+ 2+ 2= 2n.
So, after having proved Theorem 2.5, we may identify W with the cyclic transition sequence S¯(n) of a cyclic Gray
I.N. Suparta, A.J. van Zanten / Discrete Mathematics 308 (2008) 4124–4132 4127
code of length n. Our proof can immediately be adapted for even l, and is based on the following lemma which is due
to Gilbert [3].
Lemma 2.2. Let S be a sequence of 2n integers from {1, 2, . . . , n} = [n]. The sequence S is a transition sequence of a
cyclic Gray code if and only if every substring of S contains at least one integer of [n] an odd number of times, whereas
S itself contains each integer of [n] an even number of times.
Let u be a substring of a transition sequence S(n) and let
O(u) := {i ∈ [n] : i occurs an odd number of times in u}.
For the sake of convenience, we shall say that u satisﬁes P(O(u)). We also use the term u satisﬁes P , if u contains at
least one element which occurs an odd number of times. For example, we say that u= 1, 2, 1, 3 satisﬁes P({2, 3}), and
also that u satisﬁes P . Moreover, we shall denote by [u] the set of all integers in the sequence u. So, if u = 1, 2, 1, 3,
then [u] = {1, 2, 3}.
Lemma 2.3. Let u be a substring of a transition sequence S(n − 2) of a Gray code G(n − 2). Then, any non-empty
substring of the sequence u(n− 1, n)= u, n− 1, uR, n, u or of u(n, n− 1)= u, n, uR, n− 1, u satisﬁes P(v ∪w) for
some v ∪ w = ∅, where v ⊆ {n − 1, n} and w ⊆ [u]. Moreover, u(n − 1, n) itself satisﬁes P({n − 1, n} ∪ O(u)).
Proof. If u=∅ (the empty sequence), then [u(n− 1, n)] = [u(n, n− 1)] = {n− 1, n}. So, any non-empty substring of
u(n − 1, n) or u(n, n − 1) satisﬁes P . Now, let u = si, si+1, . . . , si+k be a non-empty substring of S(n − 2). Take any
non-empty substring t of u(n−1, n) (our proof will be similar when t is a substring of u(n, n−1)). If [t]∩{n−1, n}=∅,
or equivalently, if t is a substring of u, then it will be clear that t satisﬁes P since u is a non-empty substring of the
transition sequence S(n − 2). Now, let [t] ∩ {n − 1, n} = ∅. We distinguish two cases:
a. t = t1, n − 1, t2 or t = t2, n, t3, b. t = t1, n − 1, t2, n, t3,
where t1, t3 ⊆ u and t2 ⊆ uR .
First we consider case a. We restrict ourselves to the subcase t = t1, n − 1, t2. For the subcase t = t2, n, t3 one
can proceed similarly. Let t1 = si+j , si+j+1, . . . , si+k for some 0jk, and let t2 = si+k, . . . , si+l+1, si+l for some
0 lk. Without loss of generality, we assume that lj . If j = l, or t2 = tR1 , then we obtain that t satisﬁes P({n− 1}).
Let j−l=m> 0. In this case we canwrite t2=tR1 , si+j−1, si+j , . . . , si+l . So, the sequence t will satisfyP({n−1}∪w),
where w ⊆ [si+j−1, . . . , si+l] ⊂ [u].
Next we consider case b. The subcases t1 =∅ or t3 =∅, can be dealt with in a similar way as case a. The assumption
that t1 and t3 are not empty, implies that t2 = u. Let t1 = si+j , . . . , si+k and t3 = si+k, . . . , si+l , for some 0j, lk.
It will be clear that we have the following subcases:
b.1. if j > l, then t satisﬁes P({n − 1, n} ∪ w), w ⊆ [si+l+1, . . . , si+j−1] ⊆ [u];
b.2. if j l, then t satisﬁes P({n − 1, n} ∪ w), w ⊆ [si+j , . . . , si+l] ⊆ [u].
Moreover, if j = l = 0 or t = u(n − 1, n), then t satisﬁes P({n − 1, n} ∪ O(u)) where O(u) is the set of all integers
occurring an odd number of times in u. 
Lemma 2.3 can easily be generalized as follows:
Lemma 2.4. Let k, i0 such that k + i l, and let
X = uk, sjk+1 , uk+1, sjk+2 , uk+2, . . . , sjk+i , uk+i
be a substring of S(n − 2). If Z is a non-empty substring of
Y = uk(n − 1, n), sjk+1 , uk+1(n, n − 1), sjk+2 , uk+2(n − 1, n), . . . , sjk+i , uk+i (a, b)
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with {a, b} = {n − 1, n}, then Z satisﬁes P(v ∪ O(x)), for some v ∪ O(x) = ∅, where x is a substring of X and
v ⊆ {n − 1, n}. Moreover, the sequence Y itself satisﬁes P({n − 1, n} ∪ O(X)) if i is even and satisﬁes P(O(X))
otherwise.
Applying Lemmas 2.2 and 2.4 we can prove the following theorem:
Theorem 2.5. The sequence W constructed from a transition sequence S(n − 2) of some Gray code of length n − 2
by applying Construction 1, is the cyclic transition sequence of a cyclic Gray code of length n.
Proof. We noticed already that the length of the sequence W is equal to 2n, and that all integers of [n] occur an even
number of times in S.
Let t be any non-empty substring of W . If t is in S(n − 2), then t satisﬁes P , since S(n − 2) itself is a transition
sequence. Now, let t be a substring of V. Remember that we assumed that l is odd, so O(V ) = O(U). If t = V , then it
is clear that O(t) = O(S(n − 2)). Now assume that t = V . If the integer n − 1 or n occurs an odd number of times in
t , then the Theorem is proved. Assume now that the integers n − 1 and n both occur an even number of times in t . We
have two cases here:
a. {n − 1, n}[t] and b. {n − 1, n} ⊆ [t].
Case a: The case that {n − 1, n}[t] provides us with two subcases:
a.1. Either n − 1 /∈ [t] or n /∈ [t] and a.2. n − 1, n /∈ [t].
Subcase a.1: Without loss of generality, let n− 1 /∈ [t], and n ∈ [t]. There is some k, 0k l, such that t is a substring
of uk+1(n − 1, n), sjk+1, uk(n, n − 1) (See Construction 1). Due to Lemma 2.4, we can conclude that t satisﬁes P .
Subcase a.2: n − 1, n /∈ [t]. This implies that t is a substring of uk or uRk for some 0k l, or that t is a substring
of uk, sjk , uk−1 for some 1k l. It means that t is a non-empty substring of S(n − 2), hence t satisﬁes P .
Case b: {n − 1, n} ⊆ [t]. We have subcases:
b.1. t is a substring of UR and b.2. t is not a substring of UR .
Subcase b.1: t is a substring of UR . Because of Lemma 2.4, this case clearly implies that t satisﬁes P .
Subcase b.2: t is not a substring of UR . Remark that we are only concerned with the case l is odd. This case provides
us with t=n−1, t ′ or t=t ′′, n−1, where t ′ and t ′′ are substrings ofUR . Let t=n−1, t ′. From Construction 1, it follows
that there exists an integer k, 1k < l, such that t ′ is a substring of ul(n, n−1), sjl , ul−1(n, n−1), sjl−1 , . . . , sjk+1 , uk
(n, n−1). Because of Lemma 2.4, we conclude that t satisﬁes P . For the case t = t ′′, n−1, we can proceed in a similar
manner.
The remaining possibility for t is that t intersects both S(n − 2) and V . We observe that in case l is odd, the pattern
of the occurrences of integers n − 1 and n is as follows:
n − 1, n, n − 1, n − 1, n, n, n − 1, . . . , n, n − 1, n − 1, n, n − 1.
This implies that t satisﬁes P({n− 1} ∪ v) or P({n} ∪ v) or P({n− 1, n} ∪ v) for some v ⊆ [n− 2]. Thus, by Lemma
2.2, the Theorem is proved. 
As remarked earlier, our proof can easily be adapted for the case l is even. The only thing which is slightly different
from the case l is odd, is the pattern of the occurrences of the integers n and n− 1. For l even, this pattern is as follows:
n − 1, n, n − 1, n − 1, n, n, n − 1, . . . , n, n − 1, n − 1, n, n, n − 1, n.
But, if a non-empty substring t intersects S(n − 2) and V, as we noticed in the last case of proof, we can see easily
that the same implications hold, i.e. the sequence t satisﬁes P({n − 1} ∪ v) or P({n} ∪ v) or P({n − 1, n} ∪ v), for
some v ⊆ [n − 2].
I.N. Suparta, A.J. van Zanten / Discrete Mathematics 308 (2008) 4124–4132 4129
Since the resulting sequence W in Construction 1 is the transition sequence S¯(n) of a cyclic Gray code G(n), the
induced graph GG(n) is completely Gray.
3. Constructing Gray codes which induce complete graphs
In this section we shall introduce a technique for the construction of Gray codes which induce complete graphs. This
technique is based on Construction 1 which was introduced in the previous section. Our technique is recursive, i.e. it
starts from an n − 2-bit Gray code inducing Kn−2.
The following lemma says that if we have a cyclic transition sequence S¯0(n) inducing the complete graph Kn, then
we can ﬁnd some k such that in S¯(n) := S¯0(n)k , the new transition sequence S(n) still has the property that for every
pair {i, j}, 1 i = jn, there is at least one location in S(n) where i and j are consecutive elements. We shall speak
of a consecutive pair {i, j}.
Lemma 3.1. Let the cyclic transition sequence S¯0(n), n5, induce the complete graph Kn. There exists some k,
1k2n, such that the (non-cyclic) transition sequence S(n) deﬁned by S¯(n) := S¯0(n)k , contains at least one
consecutive pair {i, j}, for all i, j ∈ [n] with i = j .
Proof. Let the integer i occur ki times in S¯(n), for i ∈ [n]. Since S¯(n) generates Kn, every integer i ∈ [n] must be
consecutive at least once to all integers in [n]\{i} in S¯(n). Equivalently, we can say that for any ﬁxed value of i ∈ [n],
the number of pairs {i, j} such that i and j are neighbors in S¯(n) is at least n−1. Since each integer i has two neighbors
in S¯(n), it follows that ki
n− 1/2 for every i ∈ [n]. We index each integer i ∈ [n] in S¯(n) from 1 to ki . Let ail and
bil be a pair of transitions in S¯(n) squeezing the integer il , 1 lki . First, let us consider the integer 1. Take n1n− 1
substrings a1l , 1l , b1l of length 3 such that
⋃
j∈I1{a1j , b1j } = [n]\[1], where I1 is some subset of [k1] with cardinality
n1. Let S1 be the concatenated sequence of these n1 substrings a1l , 1l , b1l where the order of its elements is the same
as in S¯(n), i.e. x precedes y in S1 if and only if x precedes y in S¯(n). Notice that it is possible that b1j and a1j+1 are
the same transitions in S¯(n), for some j ∈ I1. So, the length of the sequence S1 is less than or equal to 3n13(n− 1).
Moreover, the sequence S1 has the property that the integer 1 is consecutive to every integer in [n]\[1].
Next, consider the integer 2. Notice that the integer 2 is already known to be consecutive to the integer 1 in S1. Take
n2n − 2 substrings a2l , 2l , b2l such that
⋃
j∈I2{a2j , b2j } = [n]\[2], where I2 is some subset of [k2] with cardinality
n2. Let S2 be the concatenated sequence of these n2 substrings a2l , 2l , b2l where its elements are again ordered as they
are in S¯(n). Notice again that it is possible that the integers b2j and a2j+1 are the same transitions in S¯(n), for some
j ∈ I2. So, the length of the sequence S2 is less than or equal to 3n23(n− 2). Let the sequence S1,2 be the sequence
consisting of all elements of S1 and S2, where the order of these elements is the same as in S¯(n). By the construction
of S1 and S2, it is clear that the integers 1 and 2 are consecutive to all other integers in [n] in the sequence S1,2. Since
it is also possible that air and ajs or bix and bjy are the same transitions in S¯(n) for some r, x ∈ ki and some s, y ∈ kj ,
the length of the sequence S1,2 is less than or equal to the sum of the lengths of S1 and S2. If we continue this process
until the integer n − 1, then we obtain a sequence S1,2,...,n−1 consisting of S1, S2, . . . , Sn−1 with the property that the
integers 1, 2, . . . , n − 2 and n − 1 are consecutive to all other integers from [n]. We emphasize that the elements in
S1,2,...,n−1 are ordered in the same way as in S¯(n). The length of the sequence S1,2,...,n−1 is less than or equal to
3n1 + 3n2 + · · · + 3.2 + 33(n − 1) + 3(n − 2) + · · · + 3.2 + 3
= 32n(n − 1)
< 2n − 1(=the length of S(n)),
for all n5. Hence, there exists at least one transition, say sk , in S¯(n) which is not in S1,2,...,n−1. For our convenience
we rename S¯(n)k by S¯(n). Now the closing transition of S¯(n) is sk , and hence the non-cyclic transition sequence S(n)
deﬁned by this S¯(n) will contain S1,2,...,n−1, and therefore S(n) has the property that for all i = j ∈ [n], the pair {i, j}
occurs at least once in S(n) as a pair of consecutive transitions. 
Now we are ready to introduce Construction 2. Since there is no Gray code G(3) which induces the complete graph
K3, our technique can only be applied to codeword length n4.
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In the following construction, the sequence T is the sequence consisting of all l transitions sj1 , sj2 , . . . , sjl described
in Step 1 of Construction 1.
Let G(n − 2), n6, be a Gray code inducing Kn−2, which has transition sequence S¯(n − 2).
Construction 2.
1. Shift in cyclic sense, if necessary, the transition sequence S¯(n − 2) such that S(n − 2) satisﬁes the condition in
Lemma 3.1.
2. Mark n−2 non-consecutive transitions 1, 2, . . . , n−2 in S(n−2)\{s1, s2n−1}. Say si1 , si2 , . . . , sin−2 are these n−2
marked transitions.
3. Deﬁne T to be the sequence consisting of all transitions in S(n− 2) squeezing the marked transitions of Step 2, the
left and right neighbors of si1 , si2 , . . . , sin−2 . Put an additional element s1 at the front of T, if the ﬁrst transition is
unequal to s1.
4. Apply Construction 1 using this sequence T.
Example 3.2. Consider again a Gray code of length 4 inducing the complete graph K4 with transition sequence
S¯(4) := 1, 2, 1, 3, 4, 3, 1, 2, 3, 2, 4, 2, 1, 4, 3, 4. It is easy to see that the corresponding transition sequence S(4)
satisﬁes the condition already described in Lemma 3.1. We now mark the transitions s2 = 2, s4 = 3, s7 = 1, s11 = 4 in
S(4)\{s1, s24−1}. The sequence T will consist of the transitions s1, s3, s5, s6, s8, s10, and s12 in S(4). Then, by applying
Construction 1 with this sequence T , we obtain a 6-bit Gray code with transition sequence
S¯(6) := 1, 2, 1, 3, 4, 3, 1, 2, 3, 2, 4, 2, 1, 4, 3, 5, 3, 4, 1, 6, 1, 4, 3, 5, 3, 4, 1, 2, 4, 5, 4, 6,
4, 2, 3, 6, 3, 5, 3, 2, 1, 5, 1, 6, 1, 3, 6, 5, 4, 3, 5, 3, 6, 3, 1, 2, 6, 2, 5, 2, 1, 5, 6, 5.
One can easily verify that the transition sequence S¯(6) induces the complete graph K6, by observing that each pair
{i, j} occurs at least once as a consecutive pair, for all i = j , 1 i, j6.
Next we consider a Gray code G(5) with transition sequence.
S¯(5) := 1, 2, 3, 4, 5, 1, 5, 2, 3, 5, 2, 4, 2, 3, 4, 1, 4, 3, 2, 3, 1, 5, 3, 4, 1, 5, 2, 5, 3, 4, 1, 3.
One can verify that this transition sequence induces the complete graph K5, and moreover that the transition sequence
S(5) has the property described in Lemma 3.1. Now we mark 5 non-consecutive transitions 1, 2, 3, 4, 5 by taking
s2 = 2, s4 = 4, s6 = 1, s9 = 3, and s22 = 5 in S¯(5). The sequence T will consist of transitions s1, s3, s5, s7, s8, s10, s21,
and s23 in S(5). Using this sequence T in Construction 1, Step 4 of Construction 2 now produces the following transition
sequence:
S¯(7) := 1, 2, 3, 4, 5, 1, 5, 2, 3, 5, 2, 4, 2, 3, 4, 1, 4, 3, 2, 3, 1, 5, 3, 4, 1, 5, 2, 5, 3, 4, 1, 6,
1, 4, 3, 5, 2, 5, 1, 4, 7, 4, 1, 5, 2, 5, 3, 4, 1, 6, 1, 4, 3, 5, 2, 5, 1, 4, 3, 5, 6, 5, 7, 5,
1, 3, 2, 3, 4, 1, 4, 3, 2, 4, 2, 7, 2, 4, 2, 3, 4, 1, 4, 3, 2, 3, 6, 3, 2, 3, 4, 1, 4, 3, 2, 4,
2, 5, 3, 6, 3, 7, 3, 2, 7, 6, 5, 1, 6, 1, 7, 1, 5, 4, 7, 4, 6, 4, 3, 2, 6, 2, 7, 2, 1, 7, 6, 7.
Again, one can easily verify that S¯(7) induces the complete graph K7.
Theorem 3.3. A Gray code G(n) resulting from Construction 2 induces the complete graph Kn.
Proof. First we remark that Steps 1 and 2 of Construction 2 can be carried out, because of Lemma 3.1. The transition
sequence S¯(n − 2) induces, by assumption, the complete graph Kn−2, i.e. every pair {i, j} of bit positions i and j ,
1 i, jn − 2, occurs at least once as a consecutive pair in S¯(n − 2). Step 1 of Construction 2 takes care that this
last property is preserved in the transition sequence S(n − 2). This implies that the property is also preserved in the
transition sequence S¯(n) (see Construction 1), and hence, for every 1 i, jn − 2, the pair {i, j} occurs at least once
as consecutive pair in S¯(n).
Since, for every i in [n − 2], we can select ai and bi in T such that ai, i, bi is consecutive in S(n − 2), we have by
Construction 1, in the new transition sequence S¯(n), a substring ai, i, n−1, i, n, i, bi or ai, i, n, i, n−1, i, bi indicating
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that for every i ∈ [n−2] there are consecutive pairs {i, n−1} and {i, n} in S¯(n). The choice of transition s1 at the front
of T, implies u0 = ∅, hence there is also a consecutive pair of integers n − 1 and n in S(n) (see again Construction 1).
So, S¯(n) has the property that for every i = j ∈ [n], the pair {i, j} occurs at least once as a consecutive pair in S¯(n),
and therefore induces the complete graph Kn. 
As mentioned before, there is no Gray code of length 3 which induces the complete graph K3. However, the Gray
codes of length 1 and 2 do induce the complete graphs K1 and K2, respectively. Since Construction 2 can be applied for
n6, and since it is known from Example 3.2 that there are Gray codes of length 4 and 5 which induce the complete
graphs K4 and K5, respectively, we have proved now the following theorem.
Theorem 3.4. For every n1, n = 3, there exists a Gray code of length n which induces the complete graph Kn.
In Example 3.2 we constructed a 7-bit Gray code inducing the complete graph K7. We mark the transitions s2 = 2,
s4 = 4, s6 = 1, s9 = 3, s22 = 5, s32 = 6, s41 = 7 in S¯(7).
To apply Construction 2, we introduce a sequence T consisting of transitions
s1, s3, s5, s7, s8, s10, s21, s23, s31, s33, s40, s42.
The resulting transition sequence is
S¯(9) := 1, 2, 3, 4, 5, 1, 5, 2, 3, 5, 2, 4, 2, 3, 4, 1, 4, 3, 2, 3, 1, 5, 3, 4, 1, 5, 2, 5, 3, 4, 1, 6,
1, 4, 3, 5, 2, 5, 1, 4, 7, 4, 1, 5, 2, 5, 3, 4, 1, 6, 1, 4, 3, 5, 2, 5, 1, 4, 3, 5, 6, 5, 7, 5,
1, 3, 2, 3, 4, 1, 4, 3, 2, 4, 2, 7, 2, 4, 2, 3, 4, 1, 4, 3, 2, 3, 6, 3, 2, 3, 4, 1, 4, 3, 2, 4,
2, 5, 3, 6, 3, 7, 3, 2, 7, 6, 5, 1, 6, 1, 7, 1, 5, 4, 7, 4, 6, 4, 3, 2, 6, 2, 7, 2, 1, 7, 6, 8,
6, 7, 1, 2, 7, 2, 6, 2, 3, 4, 6, 4, 7, 4, 5, 1, 7, 1, 6, 1, 5, 6, 7, 2, 3, 7, 3, 6, 3, 5, 2, 4,
2, 3, 4, 1, 4, 3, 2, 3, 6, 3, 2, 3, 4, 1, 4, 3, 2, 4, 2, 7, 2, 4, 2, 3, 4, 1, 4, 3, 2, 3, 1, 5,
7, 5, 6, 5, 3, 4, 1, 5, 2, 5, 3, 4, 1, 6, 1, 4, 3, 5, 2, 5, 1, 9, 1, 5, 2, 5, 3, 4, 1, 6, 1, 4,
3, 5, 2, 5, 1, 4, 3, 5, 6, 5, 7, 5, 1, 3, 2, 3, 4, 1, 4, 3, 2, 4, 2, 7, 2, 4, 2, 3, 4, 1, 4, 3,
2, 3, 6, 3, 2, 3, 4, 1, 4, 3, 2, 4, 2, 5, 3, 6, 3, 7, 3, 2, 7, 6, 5, 1, 6, 1, 7, 1, 5, 4, 7, 4,
6, 4, 3, 2, 6, 2, 7, 2, 1, 7, 6, 8, 6, 7, 1, 2, 7, 2, 6, 2, 3, 4, 6, 4, 7, 4, 5, 1, 7, 1, 6, 1,
5, 6, 7, 2, 3, 7, 3, 6, 3, 5, 2, 4, 2, 3, 4, 1, 4, 3, 2, 3, 6, 3, 2, 3, 4, 1, 4, 3, 2, 4, 2, 7,
2, 4, 2, 3, 4, 1, 4, 3, 2, 3, 1, 5, 7, 5, 6, 5, 3, 4, 1, 5, 2, 5, 3, 4, 1, 6, 1, 4, 3, 5, 2, 5,
1, 4, 7, 8, 7, 9, 7, 4, 1, 5, 2, 5, 3, 4, 9, 4, 3, 5, 2, 5, 1, 8, 1, 5, 2, 5, 3, 4, 1, 6, 8, 6,
9, 6, 1, 4, 3, 5, 2, 5, 1, 4, 9, 4, 1, 5, 2, 5, 3, 4, 8, 4, 3, 5, 2, 5, 1, 4, 3, 5, 8, 5, 9, 5,
1, 3, 2, 3, 4, 1, 4, 3, 2, 4, 2, 9, 2, 4, 2, 3, 4, 1, 4, 3, 2, 3, 8, 3, 2, 3, 4, 1, 4, 3, 2, 4,
2, 5, 3, 8, 3, 9, 3, 2, 9, 8, 5, 1, 8, 1, 9, 1, 5, 4, 9, 4, 8, 4, 3, 2, 8, 2, 9, 2, 1, 9, 8, 9. (2)
Because of Theorem 3.3 we may conclude that this transition sequence S¯(9) induces the complete graph K9, as can
also easily be veriﬁed.
4. Conclusions
In the previous section we introduced a recursive technique how to construct a Gray code inducing a complete graph.
Furthermore, we showed that for every n = 3 an n-bit Gray code exists which induces the complete graph Kn, and
hence we solved Problem 1.3 of Wilmer and Ernst in [11].
As for digraphs, Wilmer and Ernst in [11] also proved the existence of a Gray code of any length n6, the graph of
which contains no bi-directional edges. This gives rise to the following problem.
Problem 4.1. Does there exist an n-bit Gray code, for every n6, which induces the complete graph Kn, and which
has no bi-directional edges?
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We remark that the extended Gray construction described in Section 2 cannot be used to construct Gray codes
speciﬁed in Problem 4.1, since the resulting sequence will contain substrings of type u, n − 1, uR, n, u and of type
u, n, uR, n − 1, u which take care that the induced graphs contain bi-directional edges {i, n − 1} and {i, n} and also
{j, n − 1} and {j, n}, where i and j are the ﬁrst and last transition in u, respectively.
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