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Establishing a basis for certification of autonomous systems using trust and 
trustworthiness is the focus of Autonomy Teaming and TRAjectories for 
Complex Trusted Operational Reliability (ATTRACTOR).  The Human-
Machine Interface (HMI) team is working to capture and utilize the multitude 
of ways in which humans are already comfortable communicating mission 
goals and translate that into an intuitive mission planning interface. Several 
input/output modalities (speech/audio, typing/text, touch, and gesture) are 
being considered and investigated in the context human-machine teaming for 
the ATTRACTOR design reference mission (DRM) of Search and Rescue or 
(more generally) intelligence, surveillance, and reconnaissance (ISR). The first 
of these investigations, the Human Informed Natural-language GANs 
Evaluation (HINGE) data collection effort, is aimed at building an image 
description database to train a Generative Adversarial Network (GAN).  In 
addition to building an image description database, the HMI team was 
interested if, and how, modality (spoken vs. written) affects different aspects 
of the image description given. The results will be analyzed to better inform 
the designing of an interface for mission planning.  
I. Nomenclature 
 
ATTRACTOR  = Autonomy Teaming and TRAjectories for Complex Trusted Operational Reliability  
CAS   = Convergent Aeronautics Solutions 
CIDEr   = Consensus-based Image Description Evaluation 
DRM   = design reference mission  
GAN   = Generative Adversarial Network 
GUI   = Graphical User Interface 
HINGE   = Human Informed Natural-language GANs Evaluation 
HMI    = Human-Machine Interface 
LIWC   = Linguistic Inquiry and Word 
LSA   = Latent Semantic Analysis 
NUI   = Natural User Interface 
PASCAL   = Pattern Analysis, Statistical Modelling and Computational Learning 
SAR   =  Search and Rescue 
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As a new start in NASA’s Convergent Aeronautics Solutions (CAS) project, this work aims to develop innovative 
human-machine interface (HMI) approaches in support of human-machine teaming for autonomous systems. More 
specifically, this research is part of the ATTRACTOR effort (Autonomy Teaming and TRAjectories for Complex 
Trusted Operational Reliability) where advances in human-machine teaming and HMI will enable multi-agent 
missions such as search and rescue (SAR) missions in challenging scenarios. The SAR missions envisioned will be 
led by a human commander that has multiple robotic teammates with autonomous capabilities. Robotics teammates 
will be equipped with the necessary payload to identify the target of the search and will work collaboratively with 
humans to succeed in their shared mission. As the ability to sense, perceive, and plan through complex scenarios 
improve, the demarcation between humans and autonomous robotic systems is expected to blur with humans and 
machines teaming in efficient and creative ways and playing increasing roles in our everyday lives. 
ATTRACTOR’s design reference mission is modeled after a SAR mission where a person or object is lost or 
missing in an outdoor setting. A team composed of a human mission commander and a number of autonomous assets 
(human or machine) is tasked to search an area of interest. This asset team may consist of ground or air vehicles, 
manned or unmanned. The mission commander requires a human-machine interface to communicate mission 
objectives and receive status information, all with the possibility of updating the mission as necessary with the team. 
The ultimate goal is humans working with machines as teammates, where the team’s performance is better than either 
entity alone. 
Though Graphical User Interfaces (GUI) have been researched and used for upwards of three decades [1], they are 
not necessarily the most efficient or intuitive option due to a bilateral communication barrier between human and 
machine. One step towards alleviating this barrier is the Natural User Interface (NUI) which enables a seamless 
interaction between humans and machines using speech, touch, and gestures/body movements that imitate real world 
interactions. [2] This multi-modal interaction is preferable as studies show that no one single modality can provide a 
complete natural interaction experience and users feel comfortable using a variety of modes when interacting with 
machines. [3] Additionally, a major strength of designing a multi-modal NUI is that the user can utilize any of the 
natural interactions interchangeably depending on their unique needs and those of the mission. [2] 
Recently, speech-based natural language interfaces have become commonplace [1,2,3,4] as they allow users a 
natural, intuitive way to communicate with machines, whether at home, work, or in between. [4] Using a speech-based 
natural language interface is both convenient and efficient and has proven to increase situational awareness, usability, 
and satisfaction. They allow humans to interact with machine teammates as they would with human teammates. 
However, speech should not be relied on as the sole modality when interacting with machines if intuitive interaction 
is the goal. Instead, a multimodal approach using a combination of input/output modalities (speech/audio, typing/text, 
touch, and gesture) should be considered to facilitate easier and more intuitive communication between humans and 
machines. [4] Thus, creating a NUI that is multimodal, efficient, reliable and intuitive is the basis of the ATTRACTOR 
HMI team’s research. This interface will be used to define the number of assets and their roles, the area of interest, 
the target of the mission, as well as enable interactions during the mission that will aid in the trust and trustworthiness 
that ATTRACTOR is researching in the hopes it can pave a path to certification. 
III. Background 
In a typical SAR mission, a description of the target is provided by either a photo and/or verbal narrative. When 
asked to describe a missing person (or a representative image), humans can give concise sentences that can identify 
the “who” (the most interesting object or person), “what” (the things the objects or people are doing), and “where” 
(the location of the action that is happening). Because people will omit what they judge to be less significant, the 
sentences are concise, but even then the target descriptions still tend to exhibit consensus. [5]  
In order to facilitate multi-asset teaming between humans and autonomous systems, communication between the 
human and machine needs to be natural and intuitive for the human teammate. [6] Our first exploration, the Human 
Informed Natural-language GANs Evaluation (HINGE), is focused on defining the objective for the mission and 
thereby informing the interface being designed.  
HINGE served a dual purpose effort, allowing the HMI and Target Description team to gather the human informed 
image description data needed to build a database to train a Generative Adversarial Network (GAN) for another aspect 
of ATTRACTOR. A GAN is a system, comprised of two neural networks, that learns to synthesize new data from a 
training set of existing real-world data. [8, 9] Human image descriptions will be used as features to train the GAN, 
with the original photo being the ground truth representation. Once trained, the GAN will take an image description 
from the user and the output will provide the SAR autonomous assets an internal representation of what is being sought 




In addition to providing image description data to the GANs being implemented for ATTRACTOR, the HMI team 
sought to determine if, and how, modality (spoken vs. written) affects different aspects of the image description given. 
To determine this, image description data was gathered from 53 participants, with 26 participants speaking their 
descriptions into an audio recorder (later transcribed by a researcher) and 27 participants typing their descriptions into 
an excel spreadsheet. 
IV. Study Design 
Five images were chosen from the PASCAL 50S dataset. This dataset is based on the UIUC Pascal Sentence 
Dataset [5], which pulled 1000 images from the larger 2008 PASCAL dataset. This larger image dataset was used as 
part of the PASCAL Visual Object Classes challenges that ran from 2006-2012 and contains at least one object from 
a set of twenty object classes (e.g., person, bird, dog, bicycle, bus, bottle, chair, potted plant). The UIUC Pascal 
Sentence Dataset had five sentence descriptions per image. This number was later increased to 50 description 
sentences per image by Vedantam et al. [10] This work created a new automated metric, the Consensus-based Image 
Description Evaluation (CIDEr), which improved reliability of image description evaluation due to the larger number 
of reference image descriptions. [5, 9-11] The images chosen all contained only one individual in an outdoor setting 
to limit the feature set when training the GAN. This decision was made to limit the feature set to have objects that 
ATTRACTOR would be detecting located in the scene, while minimizing non-target classes which introduces noise 
in the data with respect to the particular model being used. [7] During the course of the study, participants were asked 
to describe these images using either a speech or text interface.   
A. Participants 
Fifty-three volunteers, aged 21 to 74, were recruited outside the NASA Langley cafeteria during lunch over a four 
day period in May 2018. Fourteen females and 39 males participated. The participants’ education levels ranged from 
“some college” to doctorate level education.  
B. Procedures 
Participants were randomly assigned into either the typed or verbal description group and then briefed on the task. 
The verbal group was handed five pictures and asked to state the image number and then give their descriptions based 
on the instructions below. The participants in the typed group were given the set of pictures and then asked to type 
their responses into an Excel spreadsheet where their descriptions were saved. Each participant saw each of the 5 
images twice. Upon the first viewing of each image, the participant was told, “Using one sentence, please describe 
what is going on in this image.” Upon the second viewing each person was told, “The person in this image went 
mission an hour after this picture was taken. Please describe them to help us find them.” Participants were reminded 
to use one sentence in these descriptions as well. The verbal transcriptions were transcribed by a researcher and added 
to the corpus of typed image description responses for analysis. Preliminary analyses were conducted on Image 2 (See 
Fig.1.). 
Preliminary descriptive analyses were conducted on Image 2 (see Error! Reference source not found.). A total 
of 2,200 words were collected from 105 image descriptions. (One person did not complete the second portion of the 
data collection) In total, there were 999 (45%) typed words when describing the second image, and researchers 
transcribed 1201 (55%) words that were given via audio recorded data. The following results were analyzed using the 
raw data, before misspellings and typos were corrected. Further analysis will be done on the clean data to include parts 





Fig. 1. HINGE Image 2 [11] 
V. Results 
A. Descriptive Analysis 
The data were also broken down into the language used in the initial image description task, referred to as Context 1, 
as well as the language used after the second viewing of the image, referred to as Context 2. The dataset contains 105 
image descriptions given by 53 participants, one participant did not complete the second image description task. A 
breakdown of the 353 unique words that made up the descriptions are shown in Figure 2. 1201 words were spoken 
from a dictionary of 238 unique words, 999 words were typed from a dictionary of 228 words.  Of the total words 
from both spoken and typed there were 113 in common. Figure 3 shows the overlapping common word counts across 
context and modality.   
  




Fig. 3. Breakdown of Dictionary Word Count by Context and Modality. 
 
Though the differences are slight, participants used more words total and more unique dictionary words when 
inputting descriptions with a speech interface than with a text interface. This is partially explained by the presence of 
common hesitation markers (uh, um) and hedgewords (just) that are used in spoken English but omitted in text. 
However, the difference in amount of input may also speak to a willingness in users to provide more description 
depending on format. Slow typers or those more generally familiar with speaking than typing may prefer to provide 
information using this modality. It may be the case that the more information provided to a machine teammate, the 
better its analysis will be.  
For this initial analysis of the data, focus was given to dictionary words that were used in both verbal and text 
modalities with a frequency greater than ten. This value was chosen as an initial point of comparison because initial 
analysis of Context 1 demonstrated a gap between a frequency of 5 and a frequency of 10, indicating that this value 
was a noteworthy cutoff point. Context 1 had ten words in common between verbal and text modalities with a 
frequency greater than ten: “and,” “man,” “is,” “in,” “on,” “beach,” “walking,” “dog,” “the,” and “a.” Context 2 had 
11 words: “brown,” “dark,” “hat,” “the,” “pants,” “wearing,” “jacket,” “with,” “black,” “and,” and “a.” 
The ten most frequent words used in both verbal and typed contexts are striking to the human language producer 
in that they form a coherent description: Man is on the beach and walking a dog (in). Despite modality of input, users 
seem to generate a consensus in the description of the image. If descriptive content can be easily agreed upon it may 
be similarly easy to allow machine teammates to generate comparable output in order to participate in a natural manner 
with human teammates. Moreover, if input content can be predicted in such a manner if may be easy to allow machine 
teammates to process image description input in a meaningful way. 
The most frequent word use in both verbal and typed inputs modalities for Context 1, however, seem to form less 
of a coherent sentence but rather descriptive phrases. Noticeable here is the presence of a higher number of descriptive 
words (brown, dark, black). This betrays a shift in focus from a full descriptive sentence, present in Context 1, to 
maximizing descriptive information, a switch perhaps expected given the emergent situation of Context 2. 
 
B. Attribute Analysis 
In addition to analyzing the data based on frequency of occurrence and commonality between modalities and 
contexts, the content of the descriptions was also analyzed. Image descriptions given as sentences can be difficult to 
measure since sentences are fluid and can be quite different when describing the same image. Also, the wide variety 
of human vocabulary and the tendency to substitute “puppy” or “animal” for “dog,” and “car,” “truck,” or “bicycle” 
for “vehicle” can all lead to many different words being used to describe the same image. This was a defining feature 
the team noticed when categorizing the words given to describe Image 2.  
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If research uncovers the structure and common elements that are needed to impart the information, human 
operators can use fragmented commands to pass on the search target’s description to the asset team. In part of the 
preliminary analysis of the image descriptions given for Image 2, we broke down the descriptions into six attributes. 
These attributes could be further broken down in the future to determine other relationships and interdependencies. 
Those attributes were: gender, age, clothing type, clothing color, map, and related objects or animals. Map and related 
objects or animals were further broken down into two sub categories that we hope will aid SAR team members in 
determining a probable location of the target. For instance, if the description contains information about an activity or 
landmark, then that may narrow the area to be search.  Likewise, if a related object is found, the target object may be 
closer than if no related objects had been found. Future work is being considered to explore these ideas. 
One hundred and five descriptions were categorized by their attributes. The team noted words that describe each 
of the attribute groups, for example the gender (“man,” “woman,” “his”) or age (“20s,” “young”) of the missing 
person. The results are shown in in Table 1 below. Preliminary analysis found that people tended to use the same or 
very similar words for these attributes. Noteworthy findings include the similar number of mentions of each attribute 
category between verbal and typed responses. As expected, Context 1 descriptions provided more information about 
the general location, activity, and instance of another subject in the image (a pet dog). Context 2 descriptions veered 
more toward describing clothing type and color to aid finding the fictitious missing subject. The team was surprised 
to see such a small amount of mentions of the subject’s age and last seen location in Context 2, the SAR context. 
Though age was only mentioned 15 out of 52 times, approximate age is an important description metric that can be 
used to predict a missing person’s behavior. For instance, a missing child or senior adult will likely shelter in place 
and wait for assistance whereas teenagers and adults have been found up to 17 miles from their last known location. 
[12] After quantifying attributes for one image, the team will examine the remaining images as these tallies could 
point to how a brief fill-in-the-blank form, drop-down list, outline, or prompt of some kind would be beneficial for 
the user interface to gather as much data as quickly as possible. This may also aid in training the GAN as Sun, et al., 
used color, shape and material attributes to train a classifier in their work on attribute based object identification. [13] 
 
Table 1. Attribute Analysis 










Landmarks Activity Animate Inanimate 
Typed Total 36 8 31 29 32 32 40 4 
Verbal Total 43 9 32 27 29 34 38 3 
Context 1 Total 36 3 12 9 51 53 53 4 
Context 2 Total 42 15 50 46 9 11 23 4 
GRAND TOTAL 78 18 62 55 60 64 76 8 
 
 
C. Parts of Speech 
To complement analysis of language frequency, commonality, and context, investigation of the syntax of image 
descriptions may provide additional information. Though the results are only preliminary, initial analysis suggests 
critical differences in the number and percentage of parts of speech used in text and verbal descriptions as well as 
between the two contexts. More adjectives were used in Context 2 descriptions, which may be indicative of a different 
style of language use for this different context. Future work may look at instances of pronouns and words used across 
multiple parts of speech in order to identify other differences in language styles that may contribute to better 
communication with machine team members in various situations. [14, 15] 
 
D. Future Work 
The initial examination of these data provides a promising analysis of the impact of different input modalities 
based on intended goal (image description or person identification). Such interesting preliminary results suggest that 
further research is merited. Additional areas of analysis may include the CIDEr metric, Latent Semantic Analysis 
(LSA) and Linguistic Inquiry and Word Count (LIWC), and semantic context analysis. These analyses perform better 
when the data is error free. 
CIDEr is a metric that measures the similarity between sentences using word and phrase frequency to determine 
consensus. In addition to use of the CIDEr metric, previously established linguistic analysis tools may help to further 
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identify patterns in image descriptions. [6] LSA and LIWC may provide tools for incorporating semantic information 
or further diving into word count tools for determining the success of image description or even just predicting 
patterns. 
Additionally, analysis of the dictionary words used in image description removes the language from its semantic 
context: When the word “one” appears, does it refer to the number 1 or is it instead used as a third person pronoun? 
Future work could work to take into account the semantic context of the language to determine whether that has any 
impact on the overall analysis. 
Initial analysis was performed over the raw data from the user study. While such analysis highlighted interesting 
results, further work on sanitizing the data may make any inferences clearer. Work on accounting for typos and 
spelling differences within the text data as well as hedge words and hesitations in the speech data may provide for a 
better comparison. Moreover, while all due care was afforded the transcription of the speech data, any transcription 
process may provide a point for introducing errors into the system. Establishing a system for checking and correcting 
transcription errors, or even automating the transcription process to ensure standardization, may further reduce errors.  
Crowdsourcing to gather additional image description data is also being discussed. [16, 17] 
VI. Conclusion 
How humans respond to different input modalities is impacted by many disparate factors. Familiarity with an 
interface is a prime reason for preferring one to another, which in turn is often affected by experience with a particular 
system as well as various demographic data (age, years in field, location). Identifying the ways in which language 
changes with different input modalities and with different objectives allows for more intuitive and accurate 
communication with machine team members, improving interface design and furthering ATTRACTOR’s goal of 
establishing a basis for certification of human-machine (autonomous system) teams. 
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