Abstract. This paper gives the positive answer to the question posed in the title for a wide class of minimization criteria including the maximum completion time, maximum lateness, total completion time, total weighted completion time, total tardiness, total weighted tardiness, number of late jobs and the weighted number of late jobs. That is any scheduling problem for m identical parallel machines to minimize a criterion of the class reduces to a scheduling problem for an m-machine unit-time job shop to minimize the same criterion.
Introduction
Job-shop scheduling and identical-parallel-machines scheduling to minimize a criterion are problems with di erent types of the machine environment. In the former problem, each job consists of a chain of operations which have to be processed on speci ed machines. In the latter problem, each job consists of a single operation which can be processed on any machine. Evidently, the former problem is harder, and even with unitprocessing-time operations it appears to have at least the same complexity as the latter problem with arbitrary job processing times T93].
This paper makes an attempt to con rm this observation theoretically by describing for a wide class of minimization criteria a reduction from any m-identical-parallel-machines problem to an m-machine unit-time job-shop problem.
It is interesting to note that in earlier works there have been described inverse reductions in the two-machine case. Probably, Kubiak K89] was the rst to nd out such a reduction. He proposed a pseudopolynomial-time algorithm nding a no-wait schedule to minimize the maximum completion time in a two-machine unit-time job shop employing a pseudopolynomial-time algorithm nding a nonpreemptive schedule to minimize the same criterion on two identical machines with arbitrary job processing times. As it was shown by Kubiak, Sethi and Sriskandarajah KSS95] the same approach works out in developing a polynomial-time algorithm for the relaxed version of the former problem without the no-wait constraint employing a polynomial-time algorithm for the relaxed version of the latter problem with preemptions. In other words, these works describe polynomial-time reductions: J2jno wait; p ij = 1jC max / P2jjC max J2jp ij = 1jC max / P2jpmtnjC max In what follow, we use the well-known three-eld classi cation j j for scheduling problems described in the surveys GLLRK79], LLRK82] and LLRKS93], where , and specify the machine environment, job characteristics and the minimization criterion, respectively.
The above two reductions allow to suggest that under the unit-processing-time constraint an m-machine job shop might even be easier than m identical parallel machines in a similar correspondence. This paper shows that this is very unlikely because it describes the inverse polynomial-time reductions taking place in a more general situation involving two, three or more machines, precedence relations or release dates of jobs and the following minimization criteria: C max ; the maximum completion time; L max ; the maximum lateness; C j ; the total completion time; w j C j ; the total weighted completion time; T j ; the total tardiness; w j T j ; the total weighted tardiness; U j ; the number of late jobs; w j U j ; the weighted number of late jobs:
That is \preemptive/nonpreemptive" problems for identical parallel machines reduce to \wait/no-wait" problems for a unit-time job shop. The reductions remain invariable the number of jobs, the number of machines, the precedence relation and the minimization criterion. Employing known NP-hard identical-parallel-machines problems they provide a general NP-hardness proof for many unit-time job-shop problems inculing those which had unknown complexity status before. In a particular case, they prove a polynomialtime equivalence between the problems in the above two reductions of Kubiak, Sethi and Sriskandarajah.
Basic techniques applied here are: stretching job processing times such that they become divisible by the number of machines; schedule and instance transformations by relatively small shifting jobs and their due dates in time; decomposing one-operation jobs into unit-time operations; and distributing them among the machines by a periodic way.
The structure of the paper is as follows. Section 1 represents a consolidated picture of complexity results in unit-time job-shop scheduling attained earlier and in this paper. Section 2 considers stretching and shifting scheduling techniques. Section 3 considers a periodic unit-time job-shop and represents the main result. Possible generalizations and related open problems are discussed in conclusion.
1. Complexity results in unit-time job-shop scheduling Tables 1, 2 and 3 contain only maximal problems known to be solvable in polynomial time, minimal problems known to be NP-hard, minimal problems known to be strongly NP-hard and related references. The star ? denotes the reference to this paper. The \ n" in the job characteristics eld denotes a xed upper bound for the number n of jobs.
The complexity status of J2jr j ; p ij = 1jL max is unclear. Pseudopolynomial-time algorithms are known only for J2jp ij = 1j w j U j K96A] and J2jno wait; p ij = 1jC max K89] . Hence, only these two problems are proved to be ordinarily NP-hard. The other NP-hard problems in Table 2 as well as the NP-hard J2jno wait; r j ; p ij = 1jC max , which is equivalent to J2jno wait; p ij = 1jL max by symmetry, and J2jno wait; p ij = 1j T j are open for the ordinary or strong NP-hardness.
The letter C in the machine environment eld denotes a cycle shop, a special case of a job shop, where all the jobs have the same route passing through the machines like in a ow shop but repetitions of machines in the route are allowed. If the machines in a cycle shop have di erent speeds, then s i denotes the speed of the i th machine which has to process the ith operation in each job.
The K96B] Jjprec; r j ; n n; p ij = 1j w j T j BK96] Jjprec; r j ; n n; p ij = 1j w j U j BK96] Note that Kravchenko's algorithm K96A] for J2jp ij = 1j U j uses as a subroutine an algorithm for J2jp ij = 1jL max which is equivalent to J2jr j ; p ij = 1jC max by symmetry.
Among job-shop problems with bounded number of jobs J2jn nj w j T j BKS95], J2jn nj w j U j BKS95], Jjprec; r j ; n 2j w j T j S91] and Jjprec; r j ; n 2j w j U j S91] are solvable in polynomial time. Therefore, their unit-time restricted versions are also so.
Other complexity results on job-shop scheduling with arbitrary processing time operations that are not related to unit-time job-shop scheduling can be found in LLRKS93] and in the web page http://www.mathematik.uni-osnabrueck.de/research/OR/class/.
2. Preliminaries 2.1. Denotations and assumptions. All denotations related to scheduling will follow the notation from LLRKS93]: n, the number of jobs; m, the number of machines; O ij , the ith operation in the job J j which has to be processed by the machine M ij ; p ij , the processing time of O ij ; C j ; m j ; r j ; d j and w j , the completion time, number of operations, release date, due date and the weight of J j , respectively; 1 ; :::; 7 describe the preemption, no-wait, precedence-relation, release-date, jobs-number, operations-number, processingtime constraints, respectively; u = , where is the empty symbol, means that the constraint u is removed; u?v denotes the constraint sequence u ; u+1 ; :::; v , where u; v 2 f1; :::; 7g. Parameters p ij ; r j ; d j and w j are considered to be integer. The index i will be deleted in donotations of one-operation job processing times.
The pair (I; k) will denote the instance of the decision problem related to an instance I of the scheduling problem j j with upper bound k for values GJ79]. We consider only decision problems belonging to NP GJ79], so we will assume that for any instance (I; k) there exists a feasible schedule having a code of length l polynomial in size of (I; k). Thus, all number parameters specifying the schedule can be represented by fractions with denominators at most l and, therefore: (a) any positive di erence between the parameters is at least 1=l 2 ; and (b) all the parameters become integer after increasing by the common multiplier l!.
To prove a polynomial-time reduction j j / 0 j 0 j 0 we will describe an instance I 0 of 0 j 0 j 0 and upper bound k 0 that can be constructed in time polynomial in size of (I; k) and show that the answers for (I; k) and (I 0 ; k 0 ) are the same GJ79].
2.2. Schedule and instance transformations. Let I be an instance of j j , and be a feasible schedule for I. Without loss of generality assume that d j = 0 or w j = 1 for j = 1; 2; :::; n if does not include due dates or is not a weighted criterion, respectively. Set w = w 1 + w 2 + ::: + w n . For integers a > 0 and b 0 construct the instance aI + b from I by replacing p ij ; r j ; d j by ap ij ; ar j ; ad j +b for all j = 1; 2; :::; n and the schedule a by stretching by a times. Obviously, a is a feasible schedule for aI and all completion times C j in become aC j in a . For integers b j 0 de ne a +b to be a feasible schedule for aI with completion times aC j + b j , where b j b for all j = 1; 2; :::; n. Obviously, a + b is a feasible schedule for aI + b. Let ; I] denotes the value of for I. Then it is easy to make sure that for 2 fC max ; L max ; C j ; w j C j ; T j ; w j T j g Proof. To prove the rst reduction take a = ml! and set I 0 = aI, De ne P to be the set of all nonpreemptive parts of operations of jobs in . Introduce a precedence relation on P as follows. Set P Q if and only if: P and Q belong to J j and J k , respectively, such that J j ! J k if J j and J k are in a precedence relation !; or P and Q are parts of O ij and O lj , respectively, where i < l; or P and Q are parts of one operation and Q must be processed after P; or P and Q are scheduled in on one machine, which processes Q after P.
Let Min P be the set of minimal parts of P in accordence with , Rest P = PnMin P, Near i t = min f u : u t & u = (i ? 1)(mod m) g, and Machine P be the index of the machine on which P is scheduled in . Denote by s P and t P the start times of P in and (modm), respectively. Informally, the shift procedure moves the parts to the right so that they attain earliest possible start times (i ? 1)(mod m) without violation of . Proof B: the case 2 f U j ; w j U j g. Take the same a and b as in the proof A. Note that a=b > l 2 and set I 0 = aI + bw, k 0 = k. The equalities (2.2) and (2.3) show that the answers for (I; k) and (I 0 ; k 0 ) are the same. Informally, Lemmas 2.1 and 2.2 say that all the criteria listed in the introduction remain insensitive to relatively small time shifts of operations when big stretching schedules out in time. From the other hand, the stretching can be small enough to save a polynomial length of schedule codes. This problem will be denoted by J 2 (per)j 2?5 ; m j = mh j ; p ij = 1j . Thus, every uninterrupted part has the rst operation on M 1 and the last operation on M m . To determine a schedule for this problem it is su cient to indicate just start times and lengths of uninterrupted parts of jobs because the unit-time operations inside the parts are periodically distributed among the machines.
Lemma 3.1. Let Proof. Set I 0 = I; k 0 = k. When 2 = no wait, the reduction is obvious. When 2 = , it is su cient to show that any feasible schedule 0 for I 0 can be transformed into a feasible schedule for I, i.e. observing (ii), without increasing the completion times. The transformation is as follows.
Looking through 0 from left to right nd the rst uninterrupted part of length not divisible by m. Since it is rst, it should be the chain of operations O i+1;j ; :::; O i+k;j , where i+1;j = 1; :::; i+k;j = k < m . If O i+k;j occupies time unit t ? 1, then time unit t on M k+1 is idle, and O i+k+1;j occupies on M k+1 time unit greater than t. Let us move O i+k+1;j to the left in time unit t. Since this operation is inside a job, the move does not violate the precedence relation or release dates, and the completion times are not being increased. Obviously, repeating this procedure gives the necessary transformation.
3.2. For any criteria in the three-eld classi cation a unit-time job shop is not easier than identical parallel machines. The following lemma reveals a key connection between unit-time job-shop scheduling and identical-parallel-machines scheduling. Proof. Set k 0 = k; h j = g j ; for all j = 1; :::; n, and construct I 0 replacing every oneoperation job J j in I by multi-operation job J 0 j with unit-time operations O 1j ; :::; O mh j ;j . Due to the de nition of schedules divisible by m and the requirement (ii) the replacement provides a natural one-to-one correspondence between nonpreemptive parts of J j and uninterrupted parts of J 0 j with the same length. So, the unit-time operations of J 0 j can be considered as blocks of a decomposition of J j .
If is a feasible schedule for I, then it can be transformed into a feasible schedule 0 for I 0 by translating each nonpreemptive part of each J j in into the corresponding uninterrupted part of J 0 j and assigning to it the same start time. Since start times on di erent machines in are not comparable modulo m, start times of any two overlapping uninterrupted parts are also not comparable modulo m. Therefore, due to Lemma 3.1 0 is feasible for I 0 . Analogously, any feasible schedule 0 for I 0 can be transformed into a feasible schedule for I by translating uninterrupted parts of 0 into the corresponding nonpreemptive parts of with assigning for them the same start times t on M t (mod m)+1 . So, start times on M i are (i ? 1)(modm). Since Lemma 3.1 holds, any two overlapping nonpreemptive parts should appear on di erent machines. Thus, is feasible for I.
The transformations of into 0 and vice versa remain the completion times of J j and J 0 j the same, therefore, values for and 0 are the same. It is interesting to note that the proof provides not only a polynomial-time equivalence, but even a polynomial-time isomorphism GJ79] between the problems. In the following evident corollary from Theorem 3.1 we take into account the equivalences P 2 jpmtnj w j C j P 2 k w j C j M59], 1jpmtnj 1k CMM67] and the trivial reduction 1j j / P2j j . Corollary 3.1. The reductions listed below prove the NP-hardness or strong NP-hardness of unit-time job-shop scheduling problems listed in the third column. This follows from the fact that the problems listed in the second column are NP-hard or strongly NPhard as it has been established in the papers, references to which are listed in the rst column. P2k w j C j / J2jno wait; p ij = 1j w j C j Lenstra L] points out, the NP-hardness proofs in the strong sense for J2jchains; p ij = 1j C j , J2jr j ; p ij = 1j w j C j and J2jp ij = 1j w j T j can be obtained by reductions from 3-PARTITION GJ78].
Concluding remarks
Summing up we can infer that the complexity status of unit-time job-shop problems with criteria C max , C j , w j C j , T j , w j T j , U j and w j U j is clear. The only gap is J2jr j ; p ij = 1jL max which remains as minimal as maximal open problem. Theorem 3.1 proves the reduction P2jpmtn; r j jL max / J2jr j ; p ij = 1jL max , however this says nothing about the complexity of the latter problem because even Qjpmtn; r j jL max M82], FG86] is solvable in polynomial time.
Theorem 3.1 can be useful in identical-parallel-machines scheduling. For example, in the case of bounded number of jobs the reduction Pjpmtn; prec; r j ; n nj w j T j / Jjprec; r j ; n n; p ij = 1j w j T j , where the latter problem is solvable in polynomial time BK96], shows that the former problem (which certainly is not trivial) is also so. There are cases in which Theorem 3.1 reduces problems solvable in polynomial time to NP-hard problems or ordinarily NP-hard problems to strongly NP-hard problems. It proves that some unit-time job-shop problems are harder than their identical-parallelmachines counterparts, unless P=NP. . Informally, the NP-hardness of the rst four and the strong NP-hardness of the fth unit-time job-shop problem in the above reductions are independent of identical-parallel-machines scheduling.
Although Lemma 2.2 is proved only for the criteria C max , L max , C j , w j C j , T j , w j T j , U j , w j U j the proof A can be easily adjusted for the criteria f max and f j , where f j are nondecreasing real cost functions with the derivatives bounded by an exponential e in q(l) for some polynomial q. For this purpose, the mean value theorem has to be applied to get the inequality where 0 c 1, and w has to be replaced by ne. Thus, Theorem 3.1 is true for this case as well because all the other lemmas are true for any minimization criterion. A criterion which makes a unit-time job-shop problem easier than its identical-parallel-machines counterpart has not been found.
