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Abstract
Within an isogenic population, even in the same extracellular environment, individual cells
can exhibit various phenotypic states. The exact role of stochastic gene-state switching reg-
ulating the transition among these phenotypic states in a single cell is not fully understood,
especially in the presence of positive feedback. Recent high-precision single-cell measure-
ments showed that, at least in bacteria, switching in gene states is slow relative to the typical
rates of active transcription and translation. Hence using the lac operon as an archetype, in
such a region of operon-state switching, we present a fluctuating-rate model for this classi-
cal gene regulation module, incorporating the more realistic operon-state switching mecha-
nism that was recently elucidated. We found that the positive feedback mechanism induces
bistability (referred to as deterministic bistability), and that the parameter range for its occur-
rence is significantly broadened by stochastic operon-state switching. We further show that
in the absence of positive feedback, operon-state switching must be extremely slow to trig-
ger bistability by itself. However, in the presence of positive feedback, which stabilizes the
induced state, the relatively slow operon-state switching kinetics within the physiological
region are sufficient to stabilize the uninduced state, together generating a broadened
parameter region of bistability (referred to as stochastic bistability). We illustrate the oppo-
site phenotype-transition rate dependence upon the operon-state switching rates in the two
types of bistability, with the aid of a recently proposed rate formula for fluctuating-rate mod-
els. The rate formula also predicts a maximal transition rate in the intermediate region of
operon-state switching, which is validated by numerical simulations in our model. Overall,
our findings suggest a biological function of transcriptional “variations” among genetically
identical cells, for the emergence of bistability and transition between phenotypic states.
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Author summary
Identifying the mechanism underlying the coexistence of multiple stable phenotypic states
has been a challenging scientific problem for more than half a century, and an appropriate
mathematical model at the single-cell level is also in high demand. Single-cell measure-
ments conducted in the past ten years have shown that gene-state switching is slow rela-
tive to the typical rates of active transcription and translation; hence the recently proposed
fluctuating-rate model is a good candidate for describing the single-cell dynamics. We use
the classic gene regulation module of the lac operon as an archetype and build a specific
fluctuating-rate model based on the recently identified operon-state switching mecha-
nism. This model is analyzed to dissect the interplay between positive feedback and the
stochastic switching of gene states in the emergence of bistability/multistablity and the
transition between phenotypic states. We show that relatively slow operon-state switching
stabilizes the uninduced state and that the positive feedback stabilizes the induced state.
Thus, the parameter range for bistability is significantly broadened. In addition, recently
proposed landscape theory and rate formula predict opposite phenotype-transition rate
dependence on operon-state switching rates for the two types of bistability.
Introduction
Individual cells of a given genotype can exhibit various phenotypes. The phenotype of a cell
usually refers to distinct characteristics (static and dynamic, physical or chemical) and the
associative biological functions of the cell. Extending the central dogma of molecular biology,
it is now accepted that the behavior of a single cell is determined by both the genomic polynu-
cleic acid sequence and the dynamics of intracellular biochemical networks in space and time.
The biochemical reactions inside cells serve as the immediate environment for the genome,
where genotypic information resides. It is only through intracellular biochemistry that extra-
cellular conditions can interact with genes.
Based on this perspective, we propose the following: for a population of cells with identical
genomes and extracellular conditions, each phenotype can be represented by a cluster of sin-
gle-cell data defined as a peak (e.g., modal value) in the multi-dimensional histogram of bio-
molecular copy-numbers measured at steady state. In general, the peak is a sizable region in
the vast biochemical kinetic space, which is known as an attractor in chemical kinetics [1, 2].
Multiple peaks naturally discretize the space; at a given instance in time, a single cell can reside
in one of these discrete states.
More interestingly, a homogeneous cell population responds to a varying environment
through changes in the distribution among discrete phenotypic states, rather than through
gradual adaptation to an intermediate state [3]. At a single-cell level, this observation is known
as all-or-none [4]. Furthermore, it has recently been shown that a steady-state multi-modal
distribution can be recovered after a subpopulation of cells under a peak is removed [5, 6],
indicating that dynamic interconversion between phenotypic states occurs within a single cell.
In a sufficiently long time, each single cell is considered ergodic among the different pheno-
types. The coexistence of multiple phenotypic states diversifies clonal cells; and provides a
non-genetic evolutionary advantage for survival in unpredictable environments [7–9].
Recent experiments have revealed that the dynamics of a single cell are essentially stochas-
tic, as there is only a single copy of DNA inside a typical cell, which leads to stochastic mRNA
and protein production [10, 11]. Both transcriptional and translational events have been
shown to occur in stochastic bursts [10, 12–20] indicating that the gene state switches
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stochastically and is relatively slow compared with the typical rates of active transcription and
translation. The stochastic operon-state switching of the lac operon has also been shown to be
crucial for the change in a cell’s phenotype [3, 13], which highlights the importance of single-
molecule events inside the cell.
In terms of quantitative biochemical kinetics, the temporal evolution of the probability dis-
tribution of a well-mixed reaction system is governed by a Chemical Master Equation (CME)
[21], from which the corresponding stochastic trajectory of a single cell can be computationally
simulated. We have recently shown, using a toy model of gene regulation, that when the rate of
gene-state switching is low relative to the typical rates of active transcription and translation,
the full CME can be reduced to a single-molecule fluctuating-rate model, in which the dynam-
ics of mRNA and protein copy numbers at each given gene state follow deterministic dynamics
while transcription rates fluctuate due to stochastic gene-state switching [22], which is neces-
sary for spontaneous phenotypic state transitions.
In the full Chemical Master Equation, the copy-number fluctuations of mRNA and protein
resulting from stochastic synthesis and degradation are present, which prevent us from study-
ing the role of only the stochastic gene-state switching. However, in fluctuating-rate models,
stochastic gene-state switching is the only source of randomness, the conclusions drawn from
which are much more clean and unambiguous. On the other hand, although numerical simu-
lations of full Chemical Master Equation can be practical, theoretical analysis is still difficult to
implement; while solid theoretical foundations have already been proposed for fluctuating-
rate models, which are also called piecewise deterministic Markov processes [22, 23]. The fluc-
tuating-rate model is easier to implement both theoretically and numerically. Therefore, it is a
good candidate for studying single-cell dynamics, especially towards investigating the role of
only the stochastic gene-state switching.
So far, the exact role of stochastic gene-state switching that occurs during the transition
between phenotypic states in a single cell is unclear, especially in the presence of positive feed-
back. In the present study, we address this problem using the lac operon as an archetype.
Recent experiments have shown that the switching of operon states of the lac operon is slow
compared with typical rates of active transcription and translation. Thus, in such a region of
operon-state switching, we propose to explore the single-molecule fluctuating-rate model in
quantitative detail, by incorporating the previous described operon-state switching mechanism
[3]. This mathematical model illustrates the emergence of discrete phenotypic states from
detailed nonlinear biochemical kinetics, and the robustness of such cellular states follows natu-
rally. Although in general, positive feedback is necessary for bistability in a biochemical net-
work, we show that the stochasticity in operon-state switching of an individual cell is able to
not only trigger stochastic transitions between phenotypic states, but also significantly broaden
the range of environmental parameters under which bistability occurs. The bistability that
occurs in the absence of stochasticity is called deterministic bistability, while the bistability
which occurs in the presence of stochasticity but beyond the parameter range of deterministic
bistability is called stochastic bistability.
We further show that stochastic operon-state switching must be extremely slow to trigger
stochastic bistability (bimodal distribution) by itself in the absence of positive feedback. On
the other hand, positive feedback is known to be able to maintain a stable state [24–26], hence
with the help of positive feedback, the induced state is stabilized beyond the range of determin-
istic bistability, even when the rates of stochastic operon-state switching is only within the
physiological region. However, positive feedback is not able to stabilize the uninduced state
within the same parameter region. We show that the uninduced state is instead stabilized by
the relatively slow operon-state switching. Together, the mechanism of significantly broadened
parameter range of bistability is explained. We further predict how the phenotype-transition
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rates vary with operon-state switching rates under each type of bistability. We also illustrate
that the maximal transition rates between different phenotypic states are achieved with an
intermediate rate of operon-state switching, which is a phenomenon that was predicted previ-
ously [27] and is explained using a recently proposed phenotype-transition rate formula.
Finally but not the least, we not only explained the previously reported experimental dis-
coveries in the present study, but also further refined some earlier conclusions that were not as
precisely presented, such as the effect of DNA looping as well as the concept and quantification
of thresholds of phenotype transitions.
Results
The lac operon of E. coli, which involves multiple transcription factors, was the first complex
model of gene regulation to be elucidated. It consists of a promoter, a terminator, an operator
and three adjacent structural genes (lacZ, lacY, and lacA). lacZ encodes β-galactosidase, an
intracellular enzyme that catalyzes the transformation of the disaccharide lactose to glucose
and galactose, while lacY encodes β-galactoside permease, a membrane-bound transport pro-
tein that transports extracellular lactose into the cell. The lac operon remains inactive when
there is no extracellular lactose available, or if there is a more readily-available energy source,
such as glucose. However, it is rapidly activated when lactose is present(in the absence of glu-
cose), due to positive feedback.
In the absence of lactose, the production of β-galactosidase is inhibited: an intracellular
regulatory protein known as the lactose repressor (lacI gene product) binds to the lac opera-
tor. In the presence of lactose, the repressor’s affinity for the lac operator is decreased by allo-
lactose, whose production from lactose is catalyzed by β-galactoside. As the repressor’s
affinity decreases, RNA polymerase transcribes the lac genes, leading to a high level of the
encoded proteins and consequent digestion of more lactose (Fig 1A). In wet-lab experiments,
inducers such as the lactose analog thiomethyl β-D-galactoside (TMG) are used instead of
lactose, because such inducers are not readily digested and therefore remain at a constant
concentration.
The lac repressor molecule is a tetramer of identical subunits. Under repressed conditions,
one dimer binds to the major lac operator O1, and a second dimer binds to one of the weaker
auxiliary operators, O2 or O3, together forming a DNA loop. Choi et al. [3] have investigated
the molecular mechanism of the transition of E. coli cells from one phenotype to another
via lac operon. At intermediate inducer concentrations, a population of genetically identical
cells will exhibit two distinct phenotypes: fully induced cells and uninduced cells. Choi et al.
observed a basal level of expression in uninduced cells as a result of the partial dissociation
of the tetrameric repressor from the operator O1 on looped DNA. In contrast, the rare occur-
rence of complete dissociation of the repressor results in large bursts of permease expression,
which trigger the induction of the lac operon. Therefore, stochastic single-molecule switching
between operon states is responsible for the change in the phenotype of the cell.
Single-molecule fluctuating-rate model with recently identified operon-
state switching mechanism
Stochastic gene-state switching is a major source of stochasticity inside a single cell [10, 13,
28], and even responsible for the phenotype transition [3]. By evoking the recently identified
stochastic gene-state switching mechanism, we propose a single-molecule fluctuating-rate
model for the lactose operon, introducing the fluctuating transcription rates into the determin-
istic dynamics described in previous studies [4, 29, 30].
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The deterministic dynamics of all other chemical species under each operon state in the
fluctuating-rate model consist of several differential equations representing the temporal evo-
lution of mRNA, LacY polypeptides, and the intracellular inducer concentrations. The stochas-
tic kinetics of the operon states are described in Fig 1B and 1C, and are modeled by a simple
Markovian jumping process. The state O denotes the free operon; the state OR denotes the
operon with the repressor bound only at the auxiliary lac operator(partial dissociation); the
state OR denotes the operon with the repressor bound at both the major and auxiliary lac oper-
ators; and the state ORIm denotes the operon bound by both the repressor at the auxiliary lac
operator and inducer molecules. While the inducer is unlikely to interact with the fully bound
tetrameric repressor, it could conceivably bind to the inducer once a dimer head of the repres-
sor dissociates.
Traditionally, the ORIm complex, which contains both the repressor and the inducers
bound on the operon, is omitted in mathematical models. Such an over-simplified model
cannot explain why the repressor binds stably to DNA in the absence of inducer, and is
released rapidly in the presence of inducer. Previous models, assuming either O + R⇋OR or
O + R⇋OR⇋ OR, imply that the rate of the complete dissociation of the repressor is inde-
pendent of the intracellular inducer concentration. However, data show that when the intracel-
lular inducer concentration is high, the frequency of complete dissociation can also be high
(0.01 minute−1) (Fig 2A in [3]). Alternatively, when the intracellular inducer concentration is
low, the frequency of complete dissociation events is low and shows very weak concentration
dependence (Fig 3D in [3]). Therefore it appears that the repressor also binds the inducer
when bound to the operon.
Fig 1. Overview of the model. (A) Regulatory mechanism of the lac operon. Expression of permease increases the intracellular concentration of the inducer TMG
(thiomethyl β-D-galactoside), which removes the repressor LacI from the promoter, leading to increased expression of permease. Hence the repressor LacI and
permease LacY form a positive feedback loop. (B) Cartoon showing the dynamics of operon states. (C) Diagram of the Markovian jumping process of operon states.
The O state denotes the free operon; the OR state denotes the operon bound to the repressor at the auxiliary lac operator O2 or O3(partial dissociation); the OR state
denotes the repressor bound to the operon at both the major and auxiliary lac operators; the ORIm state denotes the repressor bound to the operon at the auxiliary lac
operator O2 or O3 and to the inducer.
https://doi.org/10.1371/journal.pcbi.1006051.g001
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In addition, the repressor has 2 different binding constants (i.e. K and 1/K3, see S1 Text for
details) for the inducer, depending on whether the repressor is already bound to DNA [31, 32],
which are 10 to 100-fold apart. Accordingly, when inducer concentrations are below the lower
binding constant, there is weak concentration dependence of the complete dissociation rate,
whereas once the inducer concentration approaches the higher binding constant (100 μM), the
complete dissociation rate increases dramatically via the OR! OR! ORIm! O pathway
shown in Fig 1B and 1C. This is the basic type of lac operon induction with which most molec-
ular biologists are familiar. However, the role of single-molecule fluctuations of DNA tran-
scription under intermediate concentrations of inducer was unclear prior to the work of Choi,
et al. [3].
The parameters of our model were obtained either directly from experimental measurements
or through fitting the predictions of the model to experimental data, as explained in S1 Text.
Relatively slow gene-state switching induces stochastic bistability with a
much broadened parameter range
Positive feedback induces deterministic bistability. When stochastic operon-state
switching is very rapid, the dynamics of a single cell are well-described by a deterministic
mean-field equation (See Eq 3). Theoretical chemists refer to this as the adiabatic limit [27,
33]. Such systems exhibit bistability over a certain range of environmental parameters (i.e., co-
existence of two phenotypic states), as long as the synthesized gene product positively regulates
its own synthesis in a sigmoidal fashion [34]. Positive feedback increases protein levels, which
leads to a higher rate of synthesis and an even greater protein levels. However, positive feed-
back also implies lower protein levels resulting in reduced synthesis and a further decrease in
protein levels (with the presence of degradation). Therefore, there must exist a critical protein
level (threshold) in a single cell above which protein levels increase until complete saturation
(on-state or induced state) is reached and below which protein levels drop until nearly reach-
ing zero (off-state or uninduced state). Hence, there exist three steady states in the presence of
strong positive feedback: two stable states that are separated by an unstable state, which is
referred to as the “threshold” (or saddle point, similar to a transition state in molecular bio-
physics). When a system deviates from the unstable threshold, the deviation becomes even
greater due to positive feedback until the system reaches a stable steady state. This mechanism
is referred to as deterministic bistability, in contrast to the case below, which is caused by sto-
chastic fluctuations without a deterministic counterpart.
In addition to the all-or-none bistable system, there is another common decision-making
mechanism in cells: the ultrasensitive system with a graded response. These mechanisms are
not incompatible with each other, and cells have the ability to convert one to the other and vise
versa [4]. Hence, a bifurcation diagram can be utilized to precisely represent the complete
range of environmental parameters over which the system is bistable. Fig 2A shows the steady-
state copy number of permease as a function of the extracellular concentration, Ie, of inducer
in the wild-type lac operon in the presence of positive feedback. The bifurcation diagram is
always accompanied by a hysteresis loop [34, 35]. In the absence of intrinsic stochasticity,
when the environmental parameter increases, the system remains in the off-state until it is no
longer stable. Similarly, when the parameter decreases but remains within the bistable region,
the on-state remains stable, although the off-state reappears. Hysteresis protects the bistable
system from repeatedly transiting back and forth between the two phenotypic states when the
environmental parameter is near one of the critical values at which the bifurcations occur. Phe-
notype transitions involving hysteresis are driven by slow external modulation, while sponta-
neous transitions under fixed parameters require randomness.
Relatively slow stochastic gene-state switching significantly broadens bimodality
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Fig 2. Bistability with and without stochastic operon-state switching. (A) Deterministic bifurcation diagram for wild-type cells. There
are two saddle-node bifurcations occurring around Ie = 10μM and 59μM. (B) Deterministic bifurcation diagram containing both the
active transcriptional rate kM and the extracellular inducer concentration Ie. The wild-type cells exhibit deterministic bistability inside
the parameter region between the blue and brown lines and exhibit monostability otherwise. (C) Deterministic bifurcation diagram of
the mutant cells without positive feedback. (D)(E) Deterministic bifurcation diagrams with different association constants for the
Relatively slow stochastic gene-state switching significantly broadens bimodality
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In addition to the extracellular inducer concentration, Ie, other parameters of the system
can also be tuned experimentally. For instance, an increase or decrease in the maximum
transcriptional rate can be achieved by increasing the number of operons in the cell or
changing the concentrations of other transcription factors. We computed the deterministic
bifurcation diagram (bistable or monostable) with both the active transcriptional rate, kM,
and the extracellular inducer concentration, Ie (Fig 2B). The system is bistable inside the
parameter region between the blue and brown lines and is monostable otherwise; it is an ana-
log of a first-order phase transition [36]. We show that the bistable range of extracellular
inducer concentrations becomes increasingly narrow and then disappears when kM either
increases or decreases from the value kM = 8min−1 for wild-type cells, which is known as the
cusp phenomenon [37].
In mutant strains that cannot transport lactose or the inducer into the cell, positive feedback
is disrupted. In this case, there is only one steady state (see Eq 3), which implies that positive
feedback is necessary for deterministic bistability (Fig 2C). Experiments have also indicated
that wild-type cells do not exhibit bistability without forming DNA loops as the repressor
bound to the operon [3]. However, our model demonstrates that bistability still exists without
DNA loops, although the range of bistability becomes much narrower and is therefore harder
to detect (Fig 2D and 2E).
Relatively slow operon state switching broadens the parameter range of bistability in
the presence of positive feedback. Spontaneous transitions between the on-state and the off-
state occur in a single cell. In mathematical models, stochasticity causes spontaneous transi-
tions in a deterministic bistable system and might also cause systems without deterministic
bistability to exhibit bistable phenomena, i.e., a bimodal distribution. To determine the param-
eter range for bistability in a stochastic system, we considered entire populations of cells start-
ing from either the on-state or the off-state at time zero and determined the fraction of cells in
the off state under different extracellular inducer concentrations after a certain amount of time
(Fig 2F, also see Materials and methods). This behavior is referred to as hysteresis and can be
directly measured in single-cell experiments [4]. In wild-type cells, we found that the range of
hysteresis was much wider than in the deterministic bistable system shown in Fig 2A. We then
directly simulated the copy-number distribution of permease, which confirmed the broadened
range of bistability (S2 Fig). The two induction curves presented in Fig 2F would merge and
the same fraction of phenotypic states would be achieved regardless of the different initial
states at which the cells start, only if the extracellular inducer concentration remains constant
for an extremely long period of time. For cellular phenotypes, this “extremely” long period of
time can be on the order of months or years, which completely beyond the relevant time scale
for cell division and typical experiments. This period is the origin of the ambiguity concerning
the threshold in the presence of stochasticity (see below).
Furthermore, a cusp phenomenon similar to that shown in Fig 2B still exists in the presence
of intrinsic stochasticity, when the kM and Ie are considered. Bistability becomes more indis-
tinct when kM becomes either smaller or larger (S4 and S5 Figs). Therefore, the wild-type
value of kM is somewhat optimized. This phenomenon gives cells the opportunity to transition
between a hysteresis response system and an ultrasensitive graded response system. The cusp
phenomenon could be examined by replacing kM with other parameters in the system.
repressor bound to the operon in the absence of a DNA loop: 5 molec.−1 (D), 8 molec.−1 (E). (F) Stochastic hysteresis response of the
probability of induction for wild-type cells. Initial conditions: uninduced (blue line) or fully induced (red line) cells with a period of
T = 2000 min. The extracellular inducer concentration must exceed over 350μM to completely activate initially uninduced cells, whereas
it must decrease below 10μM to completely deactivate the initially induced cells. See S1 Text for parameter values.
https://doi.org/10.1371/journal.pcbi.1006051.g002
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Stochastic bistability in the absence of positive feedback requires extremely slow
operon-state switching. It is known that stochasticity can induce bistability that has no mac-
roscopic counterpart and such a noise-induced bistability, called stochastic bistability, arises
from slow gene-state switching [33, 38–43]. Theoretical chemists refer to this scenario as
“non-adiabatic”, which is analogous to slow-moving nuclei in quantum mechanical atoms,
which is also similar to the quasi-static regime of enzyme kinetics [44]. This phenomenon is
purely stochastic; i.e., there is no determinstic bistability in the mean-field model that describes
in vitro biochemical experiments with large amounts of purified chemicals involving the same
parameters.
However, in the absence of positive feedback, with the same parameters of wild-type cells,
we found that the stationary distribution was broad and did not exhibit distinct bistability (S3
Fig). This result implies that the operon-state switching inside a wild-type cell is not suffi-
ciently slow to exhibit bistability without positive feedback.
We introduce the dimensionless parameter ω (See Material and methods), which character-
izes the rate of switching among multiple gene states. Mathematically, ω can be defined as the
ratio of switching rates among different gene states with respect to the wild-type rates or the
protein decay rate. We choose the former, in which ω = 1 corresponds to the wild-type rates.
Further simulation showed that the switching rates among operon states must be at least 100-
1000 times slower than in the wild-type cells (ω = 0.01 − 0.001) in order to trigger purely sto-
chastic bistability in the absence of positive feedback (Fig 3A–3C), which is rarely possible.
Positive feedback and slow operon-state switching stabilize the induced and uninduced
states respectively. In the presence of positive feedback, it is beneficial to stabilize the
induced state as long as the extracellular inducer concentration is not too low, even when the
switching rates among operon states are within physiological regions (comparing Fig 3A and
3E with Fig 3D and 3F). In the induced state, the repressor is always fully dissociated from the
operon; once the operon is repressed, positive feedback keeps the intracellular inducer concen-
tration at a relatively high level; therefore, the repressor protein is forced to fully dissociate
from the operon rapidly, which stabilizes the induced state.
We calculated the mean transition time between the fully repressed operon state and the
fully dissociated operon state of wild-type cells, under an intracellular inducer concentration
that is very high (induced state) or quite low (uninduced state) (Fig 4). The main pathways
underlying the induced state and the uninduced state are different (Fig 4A and 4B). Under the
uninduced state, the mean transition time (the reciprocal of rate) from the fully repressed
operon state to the fully dissociated operon state is quite long (Fig 4C), which stabilizes the
uninduced state, and the mean transition time backwards is much shorter (Fig 4E). On the
contrary, the mean transition time back and forth between the fully repressed operon state
and fully dissociated state in the induced state is also much shorter, which implies that the sta-
bility of the induced state can not be guaranteed by the stochastic switching between different
operon states.
As the strength of stochasticity decreases, i.e. increasing the rates for stochastic switching
among operon states, the broadened parameter range for bistability in Fig 2F becomes nar-
rower and narrower, approaching the deterministic limit in Fig 2A (See S12 Fig). It is because
the rapid stochastic switching among operon states is not able to stabilize the uninduced state
any more outside the range of deterministic bistability. We also have tuned the strength of pos-
itive feedback, i.e. the parameter K, which is the equilibrium constant of the binding reaction
between the repressor and inducer. As the strength of positive feedback decreases, i.e. increas-
ing the parameter K, the capability of stabilizing the induced state also decreases (See S14 Fig).
Together, positive feedback and stochastic operon-state switching significantly broaden the
parameter range of bistability. When the extracellular inducer concentration is low, positive
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Fig 3. Positive feedback stabilizes the induced state. (A-C) Extremely slow operon-state switching is necessary to induce purely
stochastic bistability without positive feedback. (D-F) In the presence of positive feedback, the induced state is stabilized, and a bimodal
distribution emerges, even when operon-state switching rates are within the physiological region.
https://doi.org/10.1371/journal.pcbi.1006051.g003
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Fig 4. Major transit pathways and transition rates between fully repressed and fully dissociated operon states. (A, B) The major transit pathways
between fully repressed and fully dissociated operon states in the uninduced and induced phenotypic states. (C-F) Transition rates between fully
repressed and fully dissociated operon states in the uninduced and induced phenotypic states with very low and high intracellular inducer
concentrations respectively. The transition rates from the fully repressed operon state to the fully dissociated state in the uninduced phenotypic state
are the lowest, which stabilizes the uninduced state, even outside of the parameter range of deterministic bistability.
https://doi.org/10.1371/journal.pcbi.1006051.g004
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feedback cannot stabilize the induced state, whereas when the extracellular inducer concentra-
tion is high, positive feedback and slow fluctuations of operon states stabilize the induced and
uninduced states, respectively. This result explains why the broadened parameter range of bist-
ability can only be visualized on the right-hand-side of the deterministic bifurcation diagram
in Fig 2A.
Stochastic transition between different phenotypic states
In addition to the mechanism of the emergence of bistability, we also sought to quantitatively
investigate the transition rates between different phenotypic states and the more detailed
molecular mechanisms that trigger them.
How a single-molecule event determines the phenotype of a wild-type cell. There are
two kinds of bursts in the lac operon system: small bursts due to partial dissociation and large
bursts due to complete dissociation of the repressor from the operon. We confirmed previ-
ously reported experimental observations [3] (using the mathematical interpretations in the S1
Text and see S6 Fig): the size and frequency of small bursts are nearly independent of the intra-
cellular inducer concentration; and for large bursts, in the absence of positive feedback, size
always increases with the intracellular inducer concentration, while the frequency is invariant
under a low inducer concentration.
How does a stochastic single-molecule event (i.e., a large burst) trigger phenotype transi-
tion? Time traces of permease showed that the stochastic full dissociation of the repressor
from the DNA could either successfully trigger phenotype transition or return to the unin-
duced state before arriving at the induced state (Fig 5A). The positive feedback mechanism of
the wild-type cell can significantly amlify the large burst, which dramatically increases the
probability of transition from the uninduced to the induced state (Fig 5B and S7 Fig). We cal-
culated the probability of successful induction of single cells initially in the uninduced state
after a single-molecule event(i.e., the repressor completely dissociating from the operon), as a
function of the extracellular inducer concentration (Fig 5C). Once the extracellular inducer
concentration reached 40μM, we found that the probability of induction was nearly 80%.
We were also interested in the transition from the induced to the uninduced state. Once the
cell is induced, the intercellular concentration of the inducer is quite high, and the repressor
would always choose another pathway to dissociate rapidly from the operon (OR! OR!
ORIm! O in Fig 1C). These events make the induced state much more stable than the unin-
duced state, and contribute to much smaller fluctuations around the induced state than around
the uninduced state (Fig 4C and 4D). These predictions were also confirmed by our simulation
(S8 Fig).
Stochastic threshold, time scales and quasi steady states. Another important quantity in
a bistable system is the barrier or threshold between the two phenotypic states. The saddle
point of the mean-field model is generally regarded as the “deterministic” threshold, which is
an analog of the transition state in physical chemistry. In the presence of stochasticity, the defi-
nition of the threshold becomes vague.
Choi et al. measured the single-cell time traces of fluorescence, normalized by cell size,
starting from different initial permease numbers, and they plotted the probability of induction
within 3 hours as a function of the initial permease number [3]. Then the threshold is deter-
mined through a Hill-type function fitting.
However, the observed probability of induction in experiments is related to a quasi-steady
state rather than the final steady state, because it depends on the initial permease number
which is not a parameter but a dynamic variable of the system (Fig 2B in [3]). Because the tran-
sition rates between the different phenotypic states are low, the measured distribution is highly
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Fig 5. Probability of induction by a single large burst and quasi-steady state. (A)Two typical single-cell time traces
of permease levels. The first shows induction by a single full dissociation event of the repressor from the operon (left),
while the second shows a failure to induce (right). (B) The large burst size in the presence of positive feedback is
remarkably prolonged compared with the case without positive feedback. (C) Successful probability of induction by a
complete dissociation event as a function of the extracellular inducer concentration. (D-G) Probability of induction
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dependent on the time window of the experiments and the initial state. Using our model simu-
lation, we rebuilt the experimental observations. We plotted the fraction of induced cells with
different time windows starting from uninduced or induced cells (red and blue curves in Fig
5D–5G). The estimated threshold decreases with the extension of the experimental time win-
dow, and is different from the deterministic threshold predicted from the corresponding
deterministic mean-field dynamics. It is clear that these two curves approach the same hori-
zontal line over time, indicating that the final steady-state distribution is independent of both
the time window and the initial state of the cell population.
The difference between the quasi-steady state and the final steady state reveals why the
induced state dominates the final stationary distribution when the extracellular inducer con-
centration exceeds 40μM, according to estimated transition rates (data not shown), but it is
still possible to observe a distinct bimodal distribution at a reasonable time scale starting from
uninduced states when the extracellular inducer concentration exceeds 40μM (S2 Fig).
The difference between the quasi-steady state and final steady state increases in the region
of deterministic bistability as the rate of gene-state switching increases. For example, when the
gene-state switching rate is 100 times faster, within a certain time scale (time = 2000 min), cells
will not become induced if they start in the uninduced state. However, it does exist on the
other side of the deterministic threshold, whose stability could be clearly demonstrated if the
cells start in the induced state (S9 Fig).
Transition rates between phenotypic states and resonance phenomena. Once the gene-
state switching rates are not only slow compared to typical rates of active transcription and
translation, but also rapid compared with the time scale of cell division, a general rate formula
for phonotype transition in a fluctuating-rate model has been recently proposed [22]. The rate
formula is associated with the phenotypic landscape function, which is an analog of the energy
function at an equilibrium [22, 27, 39, 45–52].
The phenotypic landscape is defined as the negative logarithm of the steady-state probabil-
ity distribution pss(x) at the limit of infinite ω [22, 27, 39, 45, 47–50, 52], i.e.,
ðxÞ ¼ lim
o!1
 
1
o
log pssðxÞ: ð1Þ
Here, ω serves as a Boltzmann factor [β = (kBT)−1] in thermal physics. However, this determin-
istic landscape ϕ(x) is not given a priori; it is an emergent property of the chemical kinetics of
a single cell. Furthermore, the most important feature of the function ϕ(x) is that the corre-
sponding mean-field deterministic dynamics in the large limit of ω, always decrease along ϕ(x)
(Fig 6A and 6B), which suggests that any local minimum of the function ϕ(x) corresponds to a
stable steady state of the deterministic model [22, 47]. Therefore, the necessary and sufficient
condition for deterministic bistability(i.e., two stable steady states predicted by the mean-field
model) is a double-welled deterministic landscape ϕ(x) (Fig 6A and 6B).
Although the landscape function is not easily obtained, the most important consequence is
the transition rate formula from the i-th phenotype to the j-th one [22], i.e.,
kij ’ k0ije
  oVij ; ð2Þ
where the positive quantity Vij is referred to as the barrier term from the i-th phenotypic state
within different time windows starting from uninduced cells (blue) or induced cells (red); we determined the
stochastic threshold through mathematical fitting in the form of y ¼ xnxnþKn for these curves. The deterministic threshold
is approximately 20(molec.), while the stochastic thresholds are larger and decrease when the time window is extended.
The extracellular inducer concentration, Ie, is set to 40μM.
https://doi.org/10.1371/journal.pcbi.1006051.g005
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Fig 6. Transition rates between phenotypic states and the phenomenon of resonance. (A) Phenotypic landscape ϕ(x) in the region of
deterministic bistability. (B) Phenotypic landscape ϕ(x) outside the region of deterministic bistability. (C) The rate formula (2) is valid for the
parameter region of deterministic bistability with the fitted positive barrier V12 = 0.0550. (D) When the switching rates among different gene
states are sufficiently rapid, the phenotype transition from the uninduced state to the induced state must occur through the accumulation of
many complete dissociation events, rather than through a single dissociation event in wild-type cells, within the parameter region of
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to the j-th phenotypic state, and k0ij is a prefactor with units, all of which are independent of ω.
From a dynamic perspective, this formula could also be understood through Kramers’ rate the-
ory, in which ω$ (kBT)−1 is proportional to the reciprocal of the fluctuation amplitude, and a
small T and large ω both represent small fluctuations. Theoretically, in the case of bistability,
the barrier terms V12 and V21 in formula (2) are the minimum of the differences in the local
maximum and minimum values, respectively, of the deterministic landscape ϕ along any tran-
sition path between the two phenotypic states [22].
Formula (2) is valid within the parameter region of deterministic bistability when ω is large.
In this region, both phenotypic states are preserved within the large limit of ω. Additionally,
the forward and backward barriers between the phenotypic states are positive, and the transi-
tion rates therefore decrease exponentially with ω (Fig 6C). The transition rate from the
induced state to the uninduced state (* 10−7 min−1) is much lower than the forward transition
rate (* 10−4 min−1), which is beyond our computational capacity. However, due to established
mathematical theory [22, 53], the rate formula (2) is still valid.
We found that the simulated stochastic transit time from the uninduced state to the
induced state exhibited an exponential distribution (S11 Fig). Additionally, when the gene-
state switching rates were sufficiently rapid, the typical transition pathway from the uninduced
state to the induced one is not the same as that of the wild-type by a single-molecule event, but
due to the accumulation of many times of full dissociation events (Fig 6D).
Alternatively, in the parameter region of stochastic bistability, the two phenotypic states
merge within the large limit of ω, and the bimodal distribution gradually becomes unimodal
(S10 Fig). Thus, the transition between the two phenotypic states becomes relaxing towards
one unique phenotypic state. Accordingly, the transition rate increases with ω and reaches a
saturation value (Fig 6E), which is qualitatively different from the region of deterministic
bistability.
We then numerically calculated the mean transition time dependent on the parameter ω in
the parameter region of deterministic bistability when Ie = 25μM. We showed that the transi-
tion rate from the uninduced state to the induced state reaches a maximum when the gene-
state switching rates are around the wild-type values (Fig 6F), which is referred to as a resonant
phenomenon [27, 42]. This occurs because, according to the rate in formula (2), the transition
rate between phenotypic states decreases exponentially when gene-state switching is rather
rapid. Meanwhile, when gene-state switching is very slow, it becomes the rate-limiting step for
the phenotype transition, which is also extremely low.
Discussion
Only a single copy of a DNA molecule exists inside a typical cell. Hence, the stochastic dynam-
ics of a single cell resulting from the fluctuating kinetics of single DNA molecule are a conse-
quence of fundamental physical and chemical laws. Still, individual cells can control the
stochastic kinetics of DNA molecules over a reasonable time scale and fluctuations due to bio-
chemical reactions can be even advantageous. Recent high-precision measurements performed
in single cells have revealed that stochastic gene-state switching is slow compared to typical
rates of active transcription and translation. The fluctuating-rate model is a good candidate for
the investigation of single-cell dynamics in this region because it only incorporates the gene-
deterministic bistability. (E) The transition rate increases and is finally saturated when the operon-state switching rate increases in the region
of purely stochastic bistability. (F) The mean phenotype transition time varies with the operon-state switching rates at Ie = 25μM.
https://doi.org/10.1371/journal.pcbi.1006051.g006
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state switching mechanism. The present study reveals the power of this type of model, which
will be used to investigate other questions regarding single-cell dynamics.
We investigated the origin of the bimodal distribution of the lac operon in a realistic model
incorporating the recently discovered mechanism of operon-state switching. It has been
shown that either positive feedback or single-molecule fluctuations gives rise to bistability by
its own. However, we show here that the interplay of these two mechanisms makes the bimodal
distribution more realistic and reliable in the presence of environmental perturbations. With-
out positive feedback, the single-molecule kinetics of gene states are not sufficient slow, at least
in E. coli, to induce bistability, and without fluctuations of single DNA molecules, positive
feedback cannot stabilize the uninduced state when the extracellular inducer concentration is
high. The physiological region for the gene-state switching rates is therefore favorable and bal-
ances the two contradictory purposes of controlling stochasticity within a certain magnitude
and triggering phenotype transitions within a reasonable time scale.
The stochastic model can quantify the relative stability (fractions in a population) of coex-
isting phenotypes, which cannot be achieved using a deterministic approach. However, the
time scale of the stochastically triggered spontaneous phenotype transition is quite long, which
prevents direct laboratory measurement of the relative stability (given the time window of a
typical experiment), due to inconsistencies between a quasi-steady state and the final steady
state. Such inconsistencies also mean that the concept of the threshold is not well-defined in a
stochastic scenario, which is considerably different from the deterministic threshold predicted
from the deterministic mean-field model.
Recently, Razooky, et al. also investigated the interplay between positive feedback and rela-
tively slow gene-state switching kinetics in the transcriptional program controlling HIV’s fate
decision between active replication and viral latency, and found out that the positive feedback
shifts and expands the region of LTR bimodality [54]. However, the positive feedback in LTR
dynamics lacks cooperativity and cannot produce deterministic bistability by itself, which is
essentially different from the lac operon dynamics we studied here. Also the perspective we
used to explain the broadened bistability is different from [54]: their explanation more focused
on the mean-noise relation while ours more focus on the stability of each phenotypic states.
In many experiments, people used minimal media for cells at 37˚C, making the E. coli cells
grow slowly (doubling time is about one hour). In there experiments, a single copy or at most
two copies are reasonable. However, in a more natural environment, E. coli grows at most
commonly 20 − 30 minutes doubling time, which implies more copies of operons. Hence we
also simulate the case with more than one copy of operons (see Materials and methods), and
find out that the qualitative results are exactly the same as the case with only a single copy of
operon (S13 Fig).
On the other hand, in the main text, we model the lac operon under unnatural conditions,
i.e. using the unnatural lactose-analogue TMG, which is used in most of the experiments. We
also simulate the extended version of the model with lactose replacing TMG, in which an addi-
tional term representing the hydrolysis of allolactose is added (see Materials and methods).
Under steady-state condition of extracellular lactose, the results are quite the same as those
from the main model in which we use TMG (S15 Fig).
Finally, the notion of cell diversification of genetically identical phenotypes in biological
entities, due to stochastic gene expression, requires a mechanism for the inheritance of an
“intercellular biochemical” state through cell division. This issue has been discussed previ-
ously [55, 56]. Briefly, if the volume of a biochemical system doubles while maintaining
the same internal concentrations, the phenotypic state of the cell is maintained. Therefore,
the phenotype of a single cell can be preserved via growth and division into two daughter
cells. This epigenetic inheritance mechanism is based on dynamic biochemical self-
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organization, which is fundamentally different from the Watson-Crick genetic template-
copying mechanism.
Materials and methods
Model development
Mean-field deterministic model. The model consists of several differential equations that
account for the temporal evolution of mRNA (M), the LacY polypeptide (Y), and the intracel-
lular inducer concentration.
Here we take R to denote the concentration of the active (free) repressor while RT denotes
the total concentration of the repressor. Additionally Ie denotes the extracellular concentration
of thiomethyl β-D-galactoside (TMG), and I denotes the intracellular TMG concentration.
The kinetic equations for the lac operon are
R
RT
¼
K
K þ In
;
dM
dt
¼ kMpO   gMM;
dY
dt
¼ kYM   gYY;
dI
dt
¼ aklYbðIeÞ   gII þ cðIe   IÞ:
ð3Þ
where pO is the probability that the operon is free. Traditionally, pO is expressed as
a
1þ RR0
¼ a KþIn
KþInþRTR0
K
, where a is the highest probability that can be archived when R = 0, and R0 is
the half saturation concentration of the repressor bound to TMG; however, after taking the
partial dissociation state into account in the present study, we believe that it should be modi-
fied (See Eq (6) and S1 Text). The Hill coefficient n is approximately 2 according to experi-
mental measurements [4]. Although there are 4 subunits in the repressor protein, K is the
equilibrium constant of the binding reaction between the repressor and inducer when not
bound to the operon. kM is the maximum transcription rate and γM represents the degradation
plus dilution rate. kY is the initial rate of translation for LacY transcripts. γY is the dilution and
degradation rate of LacY polypeptides.
The variable α, which has two values, 0 or 1, denotes whether LacY is replaced by Tsr and
positive feedback is absent. The inducer could diffuse into the cell quickly, even in the absence
of permease; therefore, we denote c as the diffusion constant due to the difference in the
inducer concentrations across the cell membrane. The inducer (TMG) could be also trans-
ported into the bacterium via a catalytic process in which permease plays a central role. Thus,
the inducer influx rate is assumed to be kIβ(Ie)Y. γI is the dilution and degradation rate of the
inducer. Here the form of β(Ie) is taken from [4],
bðIeÞ ¼ I0:6e : ð4Þ
The first equation in Eq 3 indicates that the kinetics of the repressor binding to TMG are
rapid; thus its kinetics yield an instantaneous fraction of the free repressor to total repressor
(rapid-equilibrium assumption) [4, 30].
As the concentration of TMG varies, the system generates either one or two stable steady
states, with a saddle-node bifurcation that separates the two phases. The existence of two stable
steady states is in accord with the all-or-none phenomenon observed in both population and
single-cell experiments [3, 57], by which we mean that a cell can exist in only one of the two
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phenotypic states. The population behavior varies due to changes in the relative portion of the
two states, but no cell can exist in an intermediate state.
Single-molecule fluctuating-rate model. The mean-field approach neither explains the
most recent experimental observations nor is consistent with the proposed stochastic mecha-
nism [3]. Therefore we developed a stochastic model that incorporates the stochastic single-
molecule operon-state switching.
Most cells possess only one or two copies of any given gene. Hence, we separated the time
scales for operon-state switching and other evolutionary processes in the system, to introduce
a stochastic variable, η, which accounts for the regulation of transcriptional initiation by active
repressors. Single-molecule events(i.e., whether the operon is bound or unbound to a repres-
sor(s)) can be modeled by a simple Markovian jumping process (i.e., rate equations; see Fig 1B
and 1C).
The switching rates between different operon states in wild-type cells are estimated and
provided in the S1 Text. We multiply each gene-state switching rate in Fig 1B and 1C by a
non-dimensionalized number, ω, which describes how rapid the switching rates are compared
with the wild-type. The parameter ω plays a central role in the investigation of phenotype-tran-
sition in the main text.
In Fig 1B and 1C, OR and ORIm denote the partial dissociation state of DNA. Hence the
variable η is a stochastic trajectory that has only three values, 0, f and 1, which denote the tran-
scriptional levels when fully repressed (OR), partially dissociated (OR and ORIm) and
completely dissociated O, respectively.
Finally, we obtain a three-dimensional differential equation that contains the variable η
mentioned above.
dM
dt
¼ kMZ   gMM;
dY
dt
¼ kYM   gYY;
dI
dt
¼ aklYbðIeÞ   gII þ cðIe   IÞ:
ð5Þ
In addition, the term pO in the deterministic model (3) is the mean of η:
pO ¼ hZi ¼
1þ f ðK1½R þ K1K3½RInÞ
1þ K1½R þ K1K3½RIn þ K1K2½R
¼
K þ In þ f KK1RT þ
RT
K4
In
 
K þ In þ KðK1 þ K1K2ÞRT þ
RT
K4
In
; ð6Þ
where Ki = ri/r−i. Each repressor head is a dimer and can bind 0, 1, or 2 inducer molecules, and
we set n’ 2 due to cooperativity [4].
Extended versions of the model
Several extended versions of the fluctuating-rate model have also been investigated: (1)
Without feedback: set α to be zero; (2) Without DNA loop: there is only two operon states
O and OR; (3) In the case of multiple operons: independent n operons coupled only through
the intracellular M, Y, I, and the corresponding cell division time is set to be 50/n minutes,
which makes the parameters rI = 0.012nmin−1 and rY is equal to 0.1 + rI; (4) Lactose replac-
ing TMG: a term   hyd  IIþKI  Y representing the hydrolysis of allolactose is added to the
right-hand-side of dIdt. Simulated results from these extended versions are in the Supporting
Information.
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Quantifying bistability in the presence of stochasticity
We define the bimodal steady-state distribution as bistability in the presence of stochasticity.
However, it is quite time-consuming to obtain the exact steady-state distribution in simula-
tion, if it is bimodal. Luckily, if we only want to determine whether the steady-state distribu-
tion is bimodal or not, it is much easier. There is a fact that if the steady-state distribution is
unimodal, the simulated distribution will rapidly converge to the steady-state distribution,
while if the steady-state distribution is bimodal, the converging time is extremely long. Hence,
we can use the quasi-steady-state distribution and hysteresis response curves to determine
whether the system is bistable or not. We only need to simulate the system for a reasonably
long time, which is enough for making the system converge into the unimodal steady-state dis-
tribution if it is not bistable, or into the bimodal quasi-steady-state distribution if it is bistable.
Hysteresis response curve follows the same idea. After a reasonably long time, if the simulated
distributions starting from induced state or uninduced state can not merge together, then it
implies bistability.
Stochastic simulation method
We used the standard exact method to simulate the dynamics of the operon developed by
Doob, Bortz et al., and Gillespie [58–61]. See the Supplementary Material in [22] for details.
Supporting information
S1 Text. Mathematical derivations and calculations of parameters.
(PDF)
S1 Fig. A two-state model of the central dogma without feedback.
(TIF)
S2 Fig. Copy-number distributions for the permease protein in wild-type cells. We com-
pare the copy-number distribution of permease with different extracellular concentration of
inducers Ie and show that the Ie range of the bimodal distribution is much more broader than
that predicted in the deterministic bifurcation diagram(Fig 2A in the main text).
(TIF)
S3 Fig. Broad copy-number distributions for permease protein without positive feedback.
(TIF)
S4 Fig. Copy-number distributions for permease protein under different values of Ie when
kM is small.
(TIF)
S5 Fig. Copy-number distributions for permease protein under different values of Ie when
kM is large.
(TIF)
S6 Fig. Size and frequency of small and large bursts without positive feedback, dependent
on the extracellular inducer concentration.
(TIF)
S7 Fig. Copy-number distribution for the newly synthesized permease protein during a
single large burst with positive feedback, which is quite similar to exponential distribution.
(TIF)
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S8 Fig. Will a single repressor rebinding event trigger the phenotype transition from the
induced state to the uninduced state? The uninduction probability nearly vanishes when the
extracellular inducer concentration is only slightly larger than about 40μM.
(TIF)
S9 Fig. Copy-number distributions for the permease protein observed in the region of
deterministic bistability, varying with ω.
(TIF)
S10 Fig. Copy-number distributions for the permease protein observed in the region of
purely stochastic bistability, varying with ω.
(TIF)
S11 Fig. Nearly exponentially distributed transition time from the uninduced state to the
induced state in wild-type cells.
(TIF)
S12 Fig. Stochastic hysteresis response of the probability of induction when tuning the
strengths of stochasticity. Initial conditions: uninduced (blue line) or fully induced (red line)
cells with a period of T = 2000 min.
(TIF)
S13 Fig. Bistability with and without stochastic operon-state switching when the number
of operons are more than one. (A)(B) Deterministic bifurcation diagram for wild-type cells in
which the number of operons is 2 or 6. (C)(D) Deterministic bifurcation diagrams for the
repressor bound to the operon in the absence of a DNA loop with association constant that
equals 5 molec.−1. (E) (F) Stochastic hysteresis response of the probability of induction.
(TIF)
S14 Fig. Bistability with and without stochastic operon-state switching tuning the strength
of positive feedback. (A)(B) Deterministic bifurcation diagram tuning the strength of positive
feedback. (C-F) Stationary distributions when tuning the strength of positive feedback.
(TIF)
S15 Fig. Bistability with and without stochastic operon-state switching when the dynamics
of inducer is replaced by that of lactose. (A-D) Deterministic bifurcation diagram in which
the dynamics of inducer is replaced by that of lactose. (E) (F) Stochastic hysteresis response of
the probability of induction.
(TIF)
S1 Table. Values of kinetic parameters in the fluctuating-rate model.
(PDF)
Acknowledgments
We thank the past and present members of X.S.Xie’s group and particularly Dr. Paul Choi. We
also thank Dr. Biswajit Das for carefully reading the manuscript.
Author Contributions
Formal analysis: Hao Ge.
Investigation: Hao Ge, Pingping Wu, Hong Qian, Xiaoliang Sunney Xie.
Project administration: Hao Ge.
Relatively slow stochastic gene-state switching significantly broadens bimodality
PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1006051 March 12, 2018 21 / 24
Resources: Hao Ge.
Software: Hao Ge, Pingping Wu.
Writing – original draft: Hao Ge.
Writing – review & editing: Hao Ge, Hong Qian, Xiaoliang Sunney Xie.
References
1. Huang S, Eichler G, Bar-Yam Y, Ingber DE. Cell fates as high-dimensional attractor states of a complex
gene regulatory network. Phys. Rev. Lett. 2005; 94: 128701. https://doi.org/10.1103/PhysRevLett.94.
128701 PMID: 15903968
2. Li Q, Wennborg A, Aurell E, Dekel E, Zou J, Xu Y, et al. Dynamics inside the cancer cell attractor reveal
cell heterogeneity, limits of stability and escape. Proc. Natl. Acad. Sci. USA 2016; 113: 2672–2677.
https://doi.org/10.1073/pnas.1519210113 PMID: 26929366
3. Choi PJ, Cai L, Frieda K, Xie XS. A stochastic single-molecule event triggers phenotype switching of a
Bacteria cell. Science 2008; 322: 442–446. https://doi.org/10.1126/science.1161427 PMID: 18927393
4. Ozbudak EM, Thattai M, Lim HN, Shraiman BI, van Oudenaarden A. Multistability in the lactose utiliza-
tion network of Escherichia coli. Nature 2004; 427: 737–740. https://doi.org/10.1038/nature02298
PMID: 14973486
5. Chang HH, Hemberg M, Barahona M, Ingber DE, Huang S. Transcriptome-wide noise controls lineage
choice in mammalian progenitor cells. Nature 2006; 453: 544–547. https://doi.org/10.1038/
nature06965
6. Gupta PB, Fillmore CM, Jiang GZ, Shapira SD, Tao K, Kuperwasser C, et al. Stochastic state transi-
tions give rise to phenotypic equilibrium in populations of cancer cells. Cell 2011; 146: 633–644. https://
doi.org/10.1016/j.cell.2011.08.030 PMID: 21854987
7. Acar M., Mettetal JT, van Oudenaarden A. Stochastic switching as a survival strategy in fluctuating envi-
ronments. Nat. Genetics 2008; 40: 471–475. https://doi.org/10.1038/ng.110 PMID: 18362885
8. Kirschner MW, Gerhart JC. The Plausibility of Life: Resolving Darwin’s Dilemma. New Haven: Yale
University Press; 2005.
9. Kussell E, Leibler S. Phenotypic diversity, population growth, and information in fluctuating environ-
ments. Science 2005; 309: 2075–2078. https://doi.org/10.1126/science.1114383 PMID: 16123265
10. Li GW, Xie XS. Central dogma at the single-molecule level in living cells. Nature 2011; 475: 308–315.
https://doi.org/10.1038/nature10315 PMID: 21776076
11. Taniguchi Y, Choi PJ, Li GW, Chen H, Babu M, Hearn J, et al. Quantifying E. coli proteome and tran-
scriptome with single-molecule sensitivity in single cells. Science 2010; 329: 533–538. https://doi.org/
10.1126/science.1188308 PMID: 20671182
12. Berg O. A model for the statistical fluctuations of protein numbers in a microbial population. J. Theor.
Biol. 1978; 71: 587. https://doi.org/10.1016/0022-5193(78)90326-0 PMID: 96307
13. Bhogale P, Sorg R, Veening JW, Berg J. What makes the lac-pathway switch: identifying the fluctua-
tions that trigger phenotype switching in gene regulatory systems. Nucl. Acids Res. 2014; gku839.
https://doi.org/10.1093/nar/gku839 PMID: 25245949
14. Cai L, Friedman N, Xie XS. Stochastic protein expression in individual cells at the single molecule level.
Nature 2006; 440: 358–362. https://doi.org/10.1038/nature04599 PMID: 16541077
15. Eldar A, Elowitz M. Functional roles for noise in genetic circuits. Nature 2010; 467: 167. https://doi.org/
10.1038/nature09326 PMID: 20829787
16. Paulsson J, Ehrenberg M. Random signal fluctuations can reduce random fluctuations in regulated
components of chemical regulatory networks. Phys. Rev. Lett. 2000; 84(23): 5447–50. https://doi.org/
10.1103/PhysRevLett.84.5447 PMID: 10990965
17. Rigney D. Note on the kinetics and stochastics of induced protein synthesis as influenced by various
models for messenger RNA degradation. J. Theoret. Biol. 1979; 79: 247. https://doi.org/10.1016/0022-
5193(79)90250-9
18. Sepu´lveda LA, Xu H, Zhang J, Wang M, Golding I. Measurements of gene regulation in individual cells
reveals rapid switching between propomter states. Science 2016; 351: 1218–1222. https://doi.org/10.
1126/science.aad0635 PMID: 26965629
19. Suter D, Molina N, Gatfield D, Schneider K, Schibler U, Naef F. Mammalian genes are transcribed with
widely different bursting kinetics. Science 2011; 332: 472–474. https://doi.org/10.1126/science.
1198817 PMID: 21415320
Relatively slow stochastic gene-state switching significantly broadens bimodality
PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1006051 March 12, 2018 22 / 24
20. Yu J, Xiao J, Ren X, Lao K, Xie XS. Probing gene expression in live cells, one protein molecule at a
time. Science 2006; 311: 1600–1603. https://doi.org/10.1126/science.1119623 PMID: 16543458
21. Delbru¨ck M. Statistical fluctuations in autocatalytic reactions. J. Chem. Phys. 1940; 8: 120–124. https://
doi.org/10.1063/1.1750549
22. Ge H, Qian H, Xie XS. Stochastic phenotype transition of a single cell in an intermediate region of gene-
state switching. Phys. Rev. Lett. 2015; 114: 078101. https://doi.org/10.1103/PhysRevLett.114.078101
PMID: 25763973
23. Faggionato A, Gabrielli D, Ribezzi Crivellari M. Non-equilibrium thermodynamics of piecewise determin-
istic Markov Processes. J. Stat. Phys. 2009; 137: 259–304. https://doi.org/10.1007/s10955-009-9850-x
24. Igoshin OA, Brody MS, Price CW, Savageau MA. Distinctive topologies of partner-switching signaling
networks correlate with their physiological roles. J. Mol. Biol. 2007; 369: 1333–1352. https://doi.org/10.
1016/j.jmb.2007.04.021 PMID: 17498739
25. Park BO, Ahrends R, Teruel MN. Consecutive positive feedback loops create a bistable switch that con-
trols preadipocyte-to-adipocyte conversion. Cell Rep. 2012; 2: 976–90. https://doi.org/10.1016/j.celrep.
2012.08.038 PMID: 23063366
26. Ahrends R, Ota A, Kovary KM, Kudo T, Park BO, Teruel MN. Controlling low rates of cell differentiation
through noise and ultrahigh feedback. Science. 2014; 344: 1384–9. https://doi.org/10.1126/science.
1252079 PMID: 24948735
27. Walczak AM, Onuchic JN, Wolynes PG. Absolute rate theories of epigenetic stability. Proc. Natl. Acad.
Sci. 2005; 102: 18926–18931. https://doi.org/10.1073/pnas.0509547102 PMID: 16361441
28. Ackers GK, Johnson AD, Shea MA. Qualitative model for gene regulation by λ phage repressor. Proc.
Natl. Acad. Sci. 1982; 79: 1129–1133. https://doi.org/10.1073/pnas.79.4.1129 PMID: 6461856
29. Mettetal T, Muzzey D, Pedraza JM, Ozbudak EM, van Oudenaarden A. Predicting stochastic gene
expression dynamics in single cells. Proc. Natl. Acad. U.S.A. 2006; 103: 7304–7309. https://doi.org/10.
1073/pnas.0509874103
30. Santilla´n M, Mackey MC, Zeron ES. Origin of bistability in the lac operon. Biophys. J. 2007; 92: 3830–
3842. https://doi.org/10.1529/biophysj.106.101717 PMID: 17351004
31. Barkley MD, Riggs AD, Jobe A, Bourgeois S. Interaction of effecting ligands with lac repressor and
repressor-operator complex. Biochemistry 1975; 14: 1700. https://doi.org/10.1021/bi00679a024 PMID:
235964
32. Dunaway M, Olson JS, Rosenberg JM, Kallai OB, Dickerson RE, Matthews KS. Kinetic studies of
inducer binding to lac repressor operator complex. J. Biol. Chem. 1980; 255: 10115. PMID: 7000772
33. Karmakar R, Bose I. Graded and binary responses in stochastic gene expression. Phys. Biol. 2004; 1:
197–204. https://doi.org/10.1088/1478-3967/1/4/001 PMID: 16204839
34. Ferrell J, Xiong W. Bistability in cell signaling: How to make continuous processes discontinuous, and
reversible processes irreversible. Chaos 2001; 11: 227–236.
35. Reluga TC, Qian H. Nonequilibrium thermodynamics and nonlinear kinetics in a cellular signaling
switch. Phys. Rev. Lett. 2005; 94: 028101. https://doi.org/10.1103/PhysRevLett.94.028101 PMID:
15698232
36. Majdandzic A, Podobnik B, Buldyrev SV, Kenett DY, Havlin S, Stanley HE. Spontaneous recovery in
dynamical networks. Nat. Phys. 2014; 10: 34–38. https://doi.org/10.1038/nphys2819
37. Zeeman EC. Catastrophe Theory-Selected Papers 1972-1977. Reading, MA: Addison-Wesley; 1977.
38. Artyomov MN, Das J, Kardar M, Chakraborty AK. Purely stochastic binary decisions in cell signaling
models without underlying deterministic bistabilities. Proc. Natl. Acad. Sci. USA 2007; 104: 18958–
18963. https://doi.org/10.1073/pnas.0706110104 PMID: 18025473
39. Feng H, Han B, Wang J. Adiabatic and non-adiabatic non-equilibrium stochastic dynamics of single reg-
ulating genes. J. Phys. Chem. B 2011; 115: 1254–1261. https://doi.org/10.1021/jp109036y PMID:
21189036
40. Hornos JEM, Schultz D, Innocentini GCP, Wang J, Walczak AM, Onuchic JN, et al. Self-regulating
gene: an exact solution. Phys. Rev. E. 2005; 72: 051907. https://doi.org/10.1103/PhysRevE.72.
051907
41. Kaern M, Elston TC, Blake WJ, Collins JJ. Stochasticity in gene expression:from theories to pheno-
types. Nat Rev Genet. 2005; 6: 451–64. https://doi.org/10.1038/nrg1615 PMID: 15883588
42. Shi PZ, Qian H. A perturbation analysis of rate theory of self-regulating genes and signaling networks.
J. Chem. Phys. 2011; 134: 065104. https://doi.org/10.1063/1.3535561 PMID: 21322737
43. To T, Maheshri N. Noise can induce bimodality in positive transcriptional feedback loops without bist-
ability. Science 2010; 327: 1142–1145. https://doi.org/10.1126/science.1178962 PMID: 20185727
Relatively slow stochastic gene-state switching significantly broadens bimodality
PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1006051 March 12, 2018 23 / 24
44. Min W, Gopich IV, English BP, Kou SC, Xie XS, Szabo A. When does the Michaelis-Menten equation
hold for fluctuating enzymes? J. Phys. Chem. B 2006; 110: 20093–7. https://doi.org/10.1021/
jp065187g PMID: 17034179
45. Assaf M, Roberts E, Luthey-Schulten Z. Determining the stability of genetic switches: explicitly account-
ing for mRNA noise. Phys. Rev. Lett. 2011; 106: 248102. https://doi.org/10.1103/PhysRevLett.106.
248102 PMID: 21770603
46. Aurell E, Sneppen K. Epigenetics as a first exit problem. Phys. Rev. Lett. 2002; 88: 048101. https://doi.
org/10.1103/PhysRevLett.88.048101 PMID: 11801174
47. Ge H, Qian H. Thermodynamic limit of a nonequilibrium steady state: Maxwell-type construction for a
bistable biochemical system. Phys. Rev. Lett. 2009; 103: 148103. https://doi.org/10.1103/
PhysRevLett.103.148103 PMID: 19905606
48. Lv C, Li X, Li F, Li TJ. Constructing the energy landscape for genetic switching system driven by intrinsic
noise. Plos One 2014; 9(2): e88167. https://doi.org/10.1371/journal.pone.0088167 PMID: 24551081
49. Wang J, Xu L, Wang E, Huang S. The potential landscape of genetic circuits imposes the arrow of time
in stem cell differentiation. Biophys. J. 2010; 99: 29–39. https://doi.org/10.1016/j.bpj.2010.03.058
PMID: 20655830
50. Zhou JX, Aliyu MDS, Aurell E, Huang S. Quasi-potential landscape in complex multi-stable systems. J.
R. Soc. Interface 2012; 9: 3539–3553. https://doi.org/10.1098/rsif.2012.0434 PMID: 22933187
51. Zhou PJ, Li TJ. Construction of the landscape for multi-stable systems: Potential landscape, quasi-
potential, A-type integral and beyond. J. Chem. Phys. 2016; 144: 094109. https://doi.org/10.1063/1.
4943096 PMID: 26957159
52. Zhu XM, Yin L, Hood L, Ao P. Calculating biological behaviors of epigenetic states in the phage λ life
cycle. Funct. Integr. Genomics 2004; 4: 188–195. https://doi.org/10.1007/s10142-003-0095-5 PMID:
14762706
53. Freidlin MI, Wentzell AD. Random Perturbations of Dynamical Systems. New York: Springer; 1998.
54. Razooky BS, Cao YF, Hansen MK, Perelson AS, Simpso ML, Weinberger LS. Nonlatching positive
feedback enables robust bimodality by decoupling expression noise from the mean. PLOS Biol. 2017;
15(10): e2000841. https://doi.org/10.1371/journal.pbio.2000841 PMID: 29045398
55. Qian H. Cellular biology in terms of stochastic nonlinear biochemical dynamics: Emergent properties,
isogenetic variations and chemical system inheritability. J. Stat. Phys. 2010; 141: 990–1013. https://
doi.org/10.1007/s10955-010-0093-7
56. Qian H, Ge H. Mesoscopic biochemical basis of isogenetic inheritance and canalization: Stochasticity,
nonlinearity, and emergent landscape. Mol Cell Biomech. 2012; 9: 1–30. PMID: 22428359
57. Novick A, Weiner M. Enzyme induction as an all-or-none phenomenon. Proc. Natl. Acad. Sci. U.S.A.
1957; 43: 553–566.
58. Bortz AB, Kalos MH, Lebowitz JL. A new algorithm for Monte Carlo simulation of Ising spin systems. J.
Comput. Phys. 1975; 17: 10–18. https://doi.org/10.1016/0021-9991(75)90060-1
59. Doob JL. Markoff chains-Denumerable case. Trans. Amer. Math. Soc. 1945; 58(3): 455–473. https://
doi.org/10.1090/S0002-9947-1945-0013857-4
60. Gillespie DT. A general method for numerically simulating the stochastic time evolution of coupled
chemical reactions. J. Comput. Phys. 1976; 22(4): 403–434. https://doi.org/10.1016/0021-9991(76)
90041-3
61. Gillespie DT. Exact stochastic simulation of coupled chemical reactions. J. Phys. Chem. 1977; 81(25):
2340–2361. https://doi.org/10.1021/j100540a008
Relatively slow stochastic gene-state switching significantly broadens bimodality
PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1006051 March 12, 2018 24 / 24
