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ABSTRACT 
 
Freeze valves are passive safety systems used in MSRs (Molten Salt Reactors). The 
nuclear fuel of MSRs is a molten salt base. In the freeze valves, salt is frozen by external 
cooling in the pipe which connects the reactor core and the drain tanks. In the case of station 
blackout, the cooling system stops, and the frozen salt melts automatically to open the freeze 
valve. Then, the liquid fuel is drained out from the reactor core to the drain tanks, and the 
nuclear reaction is stopped passively. The melting time of the frozen salt is essential to ensure 
the MSR safety. In the development of new designs with excellent performance, the basic 
features of the freeze valve are crucial to understand. 
In this study, the "surface melting method or wall effect" was used to open the freeze 
valve. The idea is to melt the frozen salts only around the surface of the inner freeze valve 
wall. This method is different from the freeze valve used in the MSRE, which was based on 
the volumetrically melting of the frozen salt. 
Two sets of experiments were performed and compared with the simulation. The first 
set of experiments was useful to explore the overall trend of the wall effect. Here, qualitative 
comparisons of the numerical and experimental results were carried out. Quantitative 
comparisons of the numerical results with experimental data were performed using the 
second set of the experiments. Good agreement was achieved between the experimental and 
simulation results when the value of the model constant representing the momentum damping 
at the solid-liquid interface was properly adjusted. 
It was found that in the standard vertical freeze valve design in which the molten salt 
flows downwards after opening, the natural convection has a negative effect and prolongs the 
opening time. Numerical simulations were then performed for horizontal and other 
orientations. For the vertical arrangement, the opening process of the freeze valve was mainly 
dominated by the heat conduction through the wall material. However, natural convection 
heat transfer mainly dominated the opening process for the horizontal freeze valves. 
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CHAPTER 1 INTRODUCTION 
 
1.1 Background 
Energy production is an important factor to maintain a country's economic growth. 
Many authors [1-6] have confirmed the strong correlation between energy consumption and 
economic growth. In addition, the Kyoto Protocol [7] urges countries to decrease their carbon 
emission. According to this protocol, utilization of coal should be decreased since it has a 
negative effect on the environment. The use of renewable energies is a promising option to 
decrease carbon emissions. However, its price is not yet competitive [8], and the energy 
density is relatively low [9, 10, 11]. Nuclear energy has a high energy density, low price, and 
low carbon emission [9-13]. Nevertheless, the safety aspects of nuclear power plants have 
been questioned in many countries since the Fukushima accident happened in 2011. 
The nuclear reactors of the Fukushima I power plant were BWRs (Boiling Water 
Reactors) designed by General Electric. In 2011, these reactors exploded due to excessive 
pressure in the reactor containment vessel following an overproduction of hydrogen. The 
hydrogen was produced from chemical reactions between moderator water (H2O) and the fuel 
cladding (zirconium alloy/ Zr) under high-temperature conditions [14, 15]. The hydrogen 
explosion and the fuel melting experienced in the Fukushima accident led researchers to 
develop different types of nuclear reactors that do not contain water. 
MSRs (Molten Salt Reactors) are one of the most promising new nuclear reactor types 
called “generation-IV nuclear reactors” [16]. More attention has been paid to MSRs after the 
Fukushima accident since they use liquid salt containing fissile material as fuel and do not 
contain water in the reactor. This implies that the hydrogen explosion experienced in the 
Fukushima reactors could never occur in MSRs. It should be noted that MSR is not a new 
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technology. It has been developed in ORNL (Oak Ridge National Laboratory) since the 
1950s. The preliminary idea came from the ARE (Aircraft Reactor Experiment) that had been 
developed as the Aircraft Nuclear Propulsion Program, an American Air Force military 
project. This reactor operated more than nine days successfully with a maximum temperature 
of 880oC at a thermal power output of 2.5 MW. ORNL further continued this program and 
successfully operated MSRE (Molten Salt Reactor Experiment) of 8 MW thermal power 
output from 1965 to 1969 [17, 18]. The MSRE has become one of the foundations for the 
development of the current MSR technology. 
MSRs are operated under high-temperature and low-pressure conditions [19]. They 
have freeze valves as ultimate passive safety systems beneath the reactor core that cannot be 
implemented in solid fuel reactors [16]. The freeze valves open automatically when the liquid 
fuel salt temperature increases in an accident. Then, the liquid fuel salt is drained into the 
drain tanks through the freeze valve as shown in Fig. 1.1 [20, 21]. 
 
Figure 1.1. Schematic sketch of an MSR with a freeze valve  
located between core and drain tanks [16]. 
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The freeze valve used in the MSRE was fabricated from the Hastelloy-N pipe with a 
flattened shape in the middle (see Fig. 1.2(c)). A cooling system was installed in the flat area 
with two electric heaters on both sides. Heaters were used to accelerate the melting of the 
frozen salt [22]. However, ORNL reported in the document [23] that one of the twelve freeze 
valves that had been installed in MSRE failed (see Fig. 1.2). This came only to be known 
after the reactor shutdown in December 1969. Thermal fatigue due to improper freeze valve 
construction was given as the main reason of the failure [24]. 
As the primary passive safety system, freeze valves must operate faultlessly. Freeze 
valves should not open easily in normal operation and must open fast in an accident. Based 
on the MSRE reactor core design, eleven minutes is the maximum permittable time to open a 
freeze valve after the emergency signal has been triggered [22]. Moreover, Brovchenko [25] 
has suggested that for the core design of the MSFR (Molten Salt Fast Reactor), eight minutes 
is the maximum allowable time to open the freeze valves. 
 
Figure 1.2. Cracks in the MSRE freeze valve detected after operation [23]. 
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Various types of MSRs have been developed so far in several countries for different 
purposes. DOE-NE (Department Of Energy, Office of Nuclear Energy) has established the 
GAIN-project (Gateway for Accelerated Innovation in Nuclear) to continue the MSR 
program in the US (United States) [26]. This project has followed by US private companies 
and US national laboratories. Moreover, the Czech Republic has developed MSRs under the 
SPHINX-project (Spent Hot fuel Incinerator by Neutron fluX). This project focused on 
separating high-level waste from spent nuclear reactors fuels. SPHINX has been started in 
1996. It was initiated by the Nuclear Research Institute Rez [27, 28, 29]. 
Since 1999, France has developed the MSFR (Molten Salt Fast Reactor) using 
thorium fuels [25, 30 - 33]. At the moment, the MSFR has become a joint consortium project 
of several European countries (Netherland, Switzerland, Germany, Italy, and also France) 
[34-37]. Russia has developed MOSART (Molten Salt Actinide Recycle and Transformer) as 
an the actinide burner [38, 39] and SINAP (Shanghai Institute of Applied Physics) in China 
has developed the TMSR (Thorium Molten Salt Reactor) for electricity generation and 
hydrogen production [40, 41, 42]. 
Many MSR vendors still use the same freeze valve technology as the one that had 
been used in the MSRE, very risky considering the thermal fatigue that occurred in the 
MSRE freeze valve. However, several authors [43, 44, 45] have developed new freeze valve 
designs that are compatible with certain MSRs types. Giraud et al. [43] and Tiberga et al. [44] 
designed a freeze valve depicted in Fig. 1.3(a) for the European-MSFR-3000MWth. The 
MSFR freeze valve has an additional steel mass to store sufficient thermal heat, which can be 
used to accelerate melting of solid salt. Jiang et al. [45] modified the MSRE freeze valve for 
the SINAP-TMSR-168MWth as shown in Fig. 1.3(b). Fins were installed at the flat part of 
the freeze valve to accelerate solidification and melting of salt. The steel mass in the MSFR 
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freeze valve and the fins in  the TMSR freeze valve make the designs more complicated. 
Mechanical stress tests would be needed to ensure long-term reliability of these freeze valves. 
  
(a) (b) 
Figure 1.3. Schematic design of the freeze valves of (a) MSFR [43], (b) TMSR [45]. 
 
1.2 Objective 
The Generation IV International Forum released a statement that one of the challenges 
for the research and development on MSRs is the sufficient validation of the thermal-
hydraulic models for the components, including freeze valves, heat exchangers, and pumps 
[46]. Building experimental facilities for the model validation is costly, complicated, and time 
consuming. Moreover, special treatments are needed to solve the problems of toxicity of 
FLiBe or FLiNaK salts. Therefore, numerical simulation is a promising alternative. In this 
approach, the process of investigation can be less expensive, easier, faster, and safer than in 
the experimental approach. 
The first objective of this research is to validate the computational fluid dynamic code 
by comparing the simulation results with the experimental data. HTS (Heat Transfer Salt) is 
used as the working salt in the experiments due to its relatively low melting point, availability 
on the market, and chemical harmlessness. Results of experimental studies are used for 
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validation. The main focus of the first experiment are the effects of the freeze valve wall 
parameters on the opening time. More specifically, the effects of geometry and thermal 
properties of the wall were explored. In the experiment, it was found that the melting 
proceeds much faster near the wall since the thermal conductivity of the wall material is 
much greater than that of salt. However, such a trend was not supposed in MSRE where the 
wall was assumed to be adiabatic. Since the freeze valve opening time is considered 
significantly different if the wall effect is taken into account, it must be investigated how well 
the results of first experiment compare with the simulation. It should be noted that the first 
experiment (section 3.1) is useful to explore the overall trend of the wall effect but the 
measurement uncertainty is not small enough for quantitative validation. Thus, the results of 
the second experiment (section 3.2) are used for this purpose. In the numerical simulation, a 
model parameter 𝐶 is introduced to express the degree of momentum damping near the phase 
interface where solid and liquid phase coexist during melting. The results of second 
experiment are used to derive the correct value of C through quantitative comparison of the 
experimental and numerical results. 
During the processes of solidification and melting of the HTS, the non-uniform 
temperature distribution induces natural convection in the liquid phase. However, no 
sufficient attention has been paid to the effect of the natural convection on the freeze valve 
opening time. In view of this, the natural convection effects on the solidification and melting 
processes in the freeze valve are also explored in this work. The simulation is conducted for 
freeze valves of cylindrical shape, since the simple geometry is considered to be more 
tolerant against thermal stress. The effect of natural convection should be dependent on the 
direction of gravity. Hence, the simulation is carried out under several inclination conditions. 
The investigation of the wall effect on melting of the solid salt and the investigation 
of the effect of natural convection for the several inclination angles are the scientific original 
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and novel part of this study. In addition, the value of the model constant C deduced in this 
work can be used in future simulation studies on melting and solidification processes of salt. 
Finally, the results of these studies can be utilized as a foundation for developing high-
performance freeze valves that are suitable for various MSRs.  
 
1.3 Thesis Outline 
The thesis consists of six chapters, where the contents of each chapter is described as 
follows: Chapter 2 discusses the physical mechanisms of the heat transfer (conduction and 
convection), the governing equations (conservation equations of mass, momentum, and 
energy) and the numerical methods. The ANSYS-FLUENT code is used for numerical 
simulation. In particular, detailed descriptions are given for the Boussinesq approximation for 
buoyancy-driven flows, as well as the enthalpy porosity method that is a simple numerical 
approach for modeling the solid-liquid interface during solidification and melting. 
Chapter 3 discusses the results of two validation studies. In the first validation, the 
results of experiment and simulation are compared to explore the wall effect on the melting 
process of solid salt. In the second validation, the performance of the present numerical 
model is investigated more quantitatively and the value of the model constant C is determined. 
In these validation studies, several parameters including wall geometries and wall thermal 
properties are varied. The numerical results obtained when the gravity is considered or 
neglected are also compared to explore the effect of natural convection. 
Chapter 4 gives a detailed discussion of the natural convection effects on the 
solidification and melting processes of salt in the freeze valve of realistic geometries. The 
calculated results of the freeze valve opening time when the natural convection is considered 
or neglected compared. The impact of the wall thickness on the opening time is also 
discussed. 
8 
 
Chapter 5 explains the relation between the inclination angle and the opening time of 
the freeze valve. This explored how the natural convection affects the propagation of the 
phase interface during the processes of melting and solidification. 
Chapter 6 presents the general conclusions of this thesis and the recommendations for 
further studies. 
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CHAPTER 2 MATHEMATICAL FORMULATION AND NUMERICAL DETAILS 
 
This chapter describes the physical mechanisms of the heat transfer (conduction and 
convection), the governing equations (conservation equations of mass, momentum, and 
energy) and the numerical methods. The nonlinear partial differential equations are solved by 
methods from the field of CFD (Computational Fluid Dynamics) [47]. The governing 
equations are discretized based on FVM (finite volume method). The numerical methods to 
treat the melting front (solid-liquid interface) are also described in this chapter. 
 
2.1 Heat Transfer 
Heat transfer is the term to express transfer of thermal energy. Heat is commonly 
transferred from the regions of higher temperature to those of lower temperature. This study 
mainly considers the wall effect and the natural convection phenomena in the freeze valve. 
The main mechanisms of heat transfer in this case are the heat conduction and convective 
heat transfer. These heat transfer mechanisms are described in the following. 
 
2.1.1 Heat conduction 
In heat conduction, heat is transferred from hotter to colder regions in proportion to 
the local temperature gradient. Fourier’s law is the mathematical expression of the heat 
conduction.  
?̇? = k A ∇T. (2.1) 
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This mean that the heat transfer rate per unit area and per unit time is proportional to the 
temperature gradient. The proportionality factor k is the thermal conductivity that determines 
the ability of material to conduct heat. 
From Fourier’s law, the temperature transient caused by the heat conduction is 
expressed by 
∇ T =
1
𝛼
𝑑𝑇
𝑑𝑡
. 
(2.2) 
where  = k/ρcp is the thermal diffusivity. The above equation indicates that the temperature 
rises faster in the material of higher thermal diffusivity. 
Commonly, the metal material coating of the freeze valve wall has higher thermal 
conductivity than the salt inside. It can therefore be assumed that the heat is conveyed mainly 
in the wall material and the melting of the solid salt occurs faster near the wall. The role of 
heat transfer within the wall material in determining the freeze valve opening time is explored 
in the detail in chapter 3. 
 
2.1.2 Convective heat transfer 
The term convective heat transfer is used to express the mode of energy transfer 
between a solid surface and the adjacent fluid. The rate of convective heat transfer per unit 
time and unit is expressed by 
?̇? = ℎ 𝐴  (𝑇 − 𝑇 ), (2.3) 
where ℎ is the heat transfer coefficient, 𝐴  is the surface area through which the convective 
heat transfer takes place, 𝑇  is the surface temperature and 𝑇  is the ambient temperature. The 
value of h is dependent on surface temperature and geometry, fluid motion, and fluid 
properties. 
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2.2 Mathematical Formulation 
2.2.1 Transport equations 
Convection of fluids is important in melting and solidification problems since the heat 
transport depends on the fluid velocity [48, 49]. Dynamic viscosity µ, density 𝜌 and specific 
heat 𝐶  among others are the material properties that affect the convection. The governing 
equations of heat transport and fluid flow are due to mass conservation, Newton's second law 
of motion, and the first law of thermodynamics [47, 50, 51]. The mass conservation equation 
can be written as 
1
𝜌
𝜕𝜌
𝜕𝑡
+ ∇ ∙ ?⃗? = 0 
(2.4a) 
For incompressible flow, the time dependence of the density and therefore the first term in 
the above equation is very small compared to the second term. Thus, the equation can be 
simplified to 
∇ ∙ ?⃗? = 0. (2.4b) 
Newton’s second law represents the relation between the acceleration of a mass and 
the net force acting on it. The force acting on the fluid element consists of gravitational body 
forces 𝜌?⃗? and surface forces including viscous the shear stress ∇ ∙ 𝜏̿ and the pressure gradient 
∇𝑃 [47, 50, 51]. Near the liquid-solid interface, an additional body force 𝑆 is contained to 
include the effect of complicated surface geometries [52]. The momentum conservation 
equation can hence be written as 
𝜌
𝜕𝑣
𝜕𝑡
+ ∇(𝑣 ∙ ?⃗?) = −∇𝑃 + ∇ ∙ 𝜏̿ + 𝜌?⃗? + 𝑆 
(2.5a) 
Since the viscous stress 𝜏̿  is proportional to the deviator stress tensor, the above equation is 
rewritten as 
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𝜌
𝜕𝑣
𝜕𝑡
+ ∇(𝑣 ∙ ?⃗?) = −∇𝑃 + ∇ ∙ 𝜇(𝑇) (∇?⃗? + (∇?⃗?) ) −
2
3
∇ ∙ ?⃗?𝐼 + 𝜌?⃗? + 𝑆. 
(2.5b) 
For the incompressible fluids, Eq. (2.5b) can be simplified to 
𝜌
𝜕𝑣
𝜕𝑡
+ ∇(𝑣 ∙ ?⃗?) = −∇𝑃 + ∇ ∙ [ 𝜇(𝑇)(∇?⃗? + (∇?⃗?) )] + 𝜌?⃗? + 𝑆. 
(2.5c) 
The first law of thermodynamics represents the conservation of energy. It states that 
the total energy remains constant in an isolated system. Considering the energy transfer 
associated with the fluid convection and the heat conduction, the energy conservation is 
expressed as [47, 50, 51] 
𝜌
𝜕𝐻(𝑇)
𝜕𝑡
+ ∇(𝐻(𝑇) ∙ ?⃗?) = ∇ ∙ 𝑘(𝑇)(∇𝑇) . 
(2.6a) 
If no phase change occurs, the enthalpy is expressed by 𝐻 = ∫ 𝑐 𝑑𝑇  and the above 
equation can be rewritten as 
𝜌𝑐
𝜕𝑇
𝜕𝑡
+ ∇(𝑇 ∙ ?⃗?) = ∇ ∙ 𝑘(𝑇)(∇𝑇) . 
(2.6b) 
 
2.2.2 Boussinesq approximation 
Natural convection is driven by the buoyancy force which is caused by differences in 
the fluid due to the temperature distribution in the system. The volume expansion coefficient 
β describes the variation of the fluid density due to temperature differences as [50] 
𝜌(𝑇) = 𝜌 − 𝜌  𝛽 (𝑇 − 𝑇 ). (2.7) 
In the Boussinesq approximation, the effect of density difference on the fluid flow is taken as 
a source term in the momentum conservation equation [53]. In the momentum conservation 
equation Eq. (2.5c), 𝜌 is assumed to be constant 𝜌  in all terms except for the gravitational 
force term [53], so it can be rewritten as 
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𝜌
𝜕𝑣
𝜕𝑡
+ ∇(𝑣 ∙ ?⃗?) = −∇𝑃 + ∇ ∙  𝜇(𝑇) (∇?⃗? + (∇?⃗?) ) + 𝜌?⃗? + 𝑆. 
(2.8a) 
Substituting Eq. (2.7) into Eq. (2.8a) yields 
𝜌
𝜕𝑣
𝜕𝑡
+ ∇(𝑣 ∙ ?⃗?) = −∇𝑃 + ∇ ∙  𝜇(𝑇) (∇?⃗? + (∇?⃗?) ) + 𝜌 ?⃗?(1 − 𝛽∆𝑇) + 𝑆. 
(2.8b) 
 
2.2.3 Inclined medium 
In the case of an inclined hot medium (see Fig. 2.1), the net gravitational force 
?⃗? = 𝜌 ?⃗?(1 − 𝛽∆𝑇) in the momentum equation can be separated in the each coordinate [57, 
58]. As an example, in two-dimensional Cartesian coordinates, the gravitational force is split 
into the two components 
𝐹 = ?⃗? cos 𝜃 = 𝜌 𝑔 (1 − 𝛽∆𝑇) (2.9a) 
and 
𝐹 = ?⃗? cos 𝜃 = 𝜌 𝑔 (1 − 𝛽∆𝑇). (2.9b) 
 
 
Figure 2.1. Schematic sketch of buoyancy force in a hot medium with the inclination of θ.  
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2.2.4 Solid-liquid interface (enthalpy porosity method) 
The difficulty in conducting a simulation with a moving phase-interface is to 
determine the interface conditions between the solid and liquid phases. When a solid region 
turns to liquid due to melting, the salt velocity varies from zero to a finite value. To 
incorporate this effect, a structure of a pseudo porous medium is assumed in numerical 
simulation [54]. The main purpose of this approach is to reduce the material velocity 
gradually from a finite value in the liquid region to zero in the fully solid region over the 
distance of those computational cells which correspond to the interface with the phase 
transition [48, 59, 60]. This is achieved by using the porosity parameter that represents the 
liquid fraction in each computational cell. The method allows a smooth transition of the 
material velocity between the fluid and the solid phase. However, since complicated 
microscopic structure may be formed at the solid-liquid phase interface, a “mushy” zone in 
which momentum damping occurs is assumed in the simulation while the detail geometric 
structure (sponge-like, fractal, dendritic, whiskering…) can be ignored. Details to introduce 
the damping in the momentum conservation equations are described in the section 2.2.4.1. 
In the present work, eutectic salt is used as the working salt. Eutectic material is a 
homogeneous mixture of two or more components with the specific mass ratio called the 
eutectic ratio. As shown in Fig. 2.2, the melting point at which all the components is lowest 
for that mass ratio which is called the eutectic ratio [64]. It should be noted that in eutectic 
material phase-changes are isothermal over the whole interface. Hence, as illustrated in Fig. 
2.3, the phase interface can be well-defined even during melting and solidification [54].  A 
description of the isothermal phase change is given in section 2.2.4.2. 
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Figure 2.2. Phase diagram or relation between ratio of two components and temperature. 
 
 
Figure 2.3. Sketch of solid liquid interface [54, 70]. 
 
2.2.4.1 Kozeny-Carman model 
To incorporate the momentum damping at the phase interface during solidification 
and melting, the Kozeny-Carman equation was originally developed for the fluid flow in 
porous media [62, 63]. It can be written as 
Δ𝑃 =  −
72 𝜏 𝜇 𝜈  (1 − 𝜑)
𝜀 𝑑 𝜑
, 
(2.10) 
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where Δ𝑃 is the pressure loss in the porous medium, 𝜑 is the liquid volume fraction, 𝜇 is the 
dynamic viscosity, 𝜏 is the tortuosity, and 𝑑  is the particle diameter. The value of  is unity 
for spherical particles and 𝜀 < 1  for non-spherical particles. However, no sufficient 
information is available for the microscopic geometry of the phase interface of salt. Thus, in 
the Fluent code [52] which is used in this research, the momentum damping is expressed in a 
source term 𝑆 in Eq. (2.8) as  
𝑆 = −𝐶
1 − 𝜑
𝜑 + 𝑏
?⃗? 
(2.11) 
where 𝑏 is a small numerical value of 10-3 to avoid division by zero for 𝜑 = 0 and 𝐶 is model 
constant to express the degree of momentum damping near the solid-liquid interface. 
Comparing Eqs. (2.10) and (2.11), one obtains 
𝐶 =
72 𝜏 𝜇 
𝜀𝑑
. 
(2.12) 
The value of 𝐶 is determined through comparison of simulation results with experimental 
data in the section 3.2.2. It can be imagined as an effective parameter which characterizes the 
effect of the fluid-solid geometry on the interface without actually specifying this geometry. 
 
2.2.4.2 Enthalpy model for energy correction 
The problem with solidification and melting can be solved using the enthalpy method 
[61]. In the energy equation Eq. (2.6b), only the sensible enthalpy (absolute enthalpy minus 
enthalpy of formation, also called thermal enthalpy) is considered. When phase change 
processes such as melting and solidification are included in the problem, the latent heat 𝜑𝐿 
should also be included as a component of enthalpy [54-56]. Consequently, the enthalpy of 
the material is expressed as 
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𝐻(𝑇) = 𝐶 𝑑𝑇 + 𝜑𝐿. 
(2.13a) 
Assuming that 𝐶  is constant for simplicity, the above equation can be written as 
𝐻(𝑇) = 𝐶 𝑇 − 𝑇 + 𝜑𝐿. (2.13b) 
Substituting Eq. (2.13b) into Eq. (2.6a) yields 
𝜌
𝜕 𝐶 𝑇 + 𝜑𝐿
𝜕𝑡
+ ∇ 𝐶 𝑇 + 𝜑𝐿 ∙ ?⃗? = ∇ ∙ 𝑘(𝑇)(∇𝑇) . 
(2.14a) 
The left side of the Eq. (2.14a) can be decomposed into 
𝜌
𝜕 𝐶 𝑇
𝜕𝑡
+
𝜕(𝜑𝐿)
𝜕𝑡
+ ∇ 𝐶 𝑇 ∙ ?⃗? + ∇(𝜑𝐿 ∙ ?⃗?) = ∇ ∙ 𝑘(𝑇)(∇𝑇)  
(2.14b) 
and further simplified to 
𝜌𝐶
𝜕𝑇
𝜕𝑡
+ ∇(𝑇 ∙ ?⃗?) = ∇ ∙ 𝑘(𝑇)(∇𝑇) + 𝑆⃗, 
(2.14c) 
where 𝑆⃗ represents the energy source term 
𝑆⃗ = −𝜌
𝜕(𝜑𝐿)
𝜕𝑡
+ ∇(𝜑𝐿 ∙ ?⃗?) . 
(2.15) 
 
2.2.4.3 Isothermal phase-change 
HTS [65] and FLiBe [66] are eutectic salts categorized as isothermal phase-change 
materials. The enthalpy variation at the eutectic point is depicted in Fig. 2.4 [67]. Denoting 
the melting point by 𝑇 , the variation of the enthalpy 𝐻(𝑇) can be expressed by 
𝐻(𝑇) = 𝑐 𝑑𝑇 + 𝜑𝐿 + 𝑐 𝑑𝑇, 
(2.16) 
where 𝐶  and 𝐶  are the heat capacities of the solid and the liquid salt, respectively. The 
relation between the liquid fraction 𝜑 and the salt enthalpy H is expressed as [48, 68-70] 
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𝜑 =
⎩
⎪
⎨
⎪
⎧
0
0
𝐻(𝑇 ) − ∫ 𝑐 𝑑𝑇
𝐿
0
1
 
for T < Tm solid region 
for Tm boundary layer/ interface 
for T > Tm liquid region 
Thus, the value of 𝜑 in the governing equations can be calculated as a function of H. 
 
 
Figure 2.4. Relation between enthalpy and temperature for materials  
in the eutectic condition (isothermal). 
 
2.3 Numerical Methods 
2.3.1 Finite volume method 
In this work, the governing equations presented in the previous section are solved 
using the Fluent code. The numerical methods used in Fluent are described in this section. 
First, the transport equations used to explore the melting and solidification processes in freeze 
valves are summarized in Table 2.1. 
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Table 2.1 Summary of the transport equations of mass, momentum and energy. 
Continuity 
 of mass 
∇ ∙ ?⃗? = 0 2.4b 
Momentum 
𝜌
𝜕𝑣
𝜕𝑡
+ ∇(𝑣 ∙ ?⃗?) = −∇𝑃 + ∇ ∙  𝜇(𝑇) (∇?⃗? + (∇?⃗?) ) + 𝜌 ?⃗?(1 − 𝛽∆𝑇) + 𝑆 
2.8b 
Energy 
𝜌𝐶
𝜕𝑇
𝜕𝑡
+ ∇(𝑇 ∙ ?⃗?) = ∇ ∙ 𝑘(𝑇)(∇𝑇) + 𝑆⃗ 
2.14c 
 
Since these three equations have significant common features, they can be rewritten in a 
general form. Utilizing 𝜙 as a general variable, the general form of the transport equations is 
written as 
𝜌
𝜕𝜙
𝜕𝑡
+ ∇(𝜙 ∙ ?⃗?) = ∇ ∙ Γ(∇𝜙) + 𝑆𝜙, 
(2.17) 
The left side of the above equation consists of the transient term 𝜌 𝜙 and the convective term 
∇(𝜌 𝜙 ?⃗? ) while the right side consists of the diffusion term ∇ ∙ Γ(∇𝜙)  and the source term 𝑆𝜙. 
To carry out numerical simulations with on the finite volume method, the transport 
equation Eq. (2.17) is converted to the equation of integrals over the control volume [47, 71] 
𝜕
𝜕𝑡
(𝜌 𝜙) 𝑑𝑉 + 𝑛 ∙ (𝜌 𝜙 ∙ ?⃗?) 𝑑𝐴 = 𝑛 ∙ Γ(∇𝜙) 𝑑𝐴 + 𝑆 ⃗ 𝑑𝑉. 
(2.18) 
Here, 𝐶𝑉 represents the control volume, 𝐴 is the surface of the control volume, and 𝑛 is the 
unit normal vector to the surface element 𝑑𝐴. 
 
2.3.2 Spatial discretization 
2.3.2.1 Gradient (least squares cell-based) 
In Fluent, the solver variables are defined at the cell centers. Hence, to solve the 
transport equations, the values of 𝜙 at the cell faces must be known. In addition, the values of 
spatial gradient are also needed for calculating the diffusion terms and velocity derivatives. In 
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Fluent, the three different formulations can be used for these purposes: GGCB (Green-Gauss 
Cell-Based), GGNB (Green-Gauss Node Based), and LSCB (Least Squares Cell-Based) 
methods [52]. Recently, LSCB has become more popular due to its high accuracy and shorter 
calculation time [72, 73]. In the LSCB method, a least-squares approximation is used to 
estimate the gradient at the center of each cell (see Fig. 2.5). 
 
 
Figure 2.5. Illustration of the centroids of several cells. 
 
The connection between the center cell 𝑐0 and the surrounding cell 𝑐𝑖 in Fig. 2.5 is 
expressed as [47, 52] 
(∇𝜙) · 𝑟 = 𝜙 − 𝜙 , (2.19a) 
A compact notation which represents all the cells surrounding the center cell is 
[𝑟 ][(∇𝜙) ] = [𝜙 − 𝜙 ], (2.19b) 
where [𝑟 ] is a function of the geometry and (∇𝜙)  is the gradient in the center cell. 
 
2.3.2.2 Second order upwind scheme 
The upwind scheme is utilized to discretize the transport equations [71]. First and 
second order schemes are available, and Shyy [74] and Atias [75] have reported that the first-
order upwind scheme is less accurate than the second-order scheme, as one would expect. 
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Figure 2.6 is the sketch to describe the upwind scheme in the one-dimensional case. The two 
velocities 𝑣  and 𝑣  are direct towards the right (positive x-axis) in Fig. 2.6(a) and left 
(negative x-axis) in Fig. 2.6(b). 
 
 
(a) 
 
(b) 
Figure 2.6. Second order upwind scheme in one dimension (1D) for two velocity directions in 
the finite volume method. 
 
The second-order upwind scheme is derived based on the Taylor expansion [76]. In 
accordance with Fig. 2.6, the scheme is different depending on the velocity direction [47]. In 
the case of Fig. 2.6(a), the values of  at the positions e and w are estimated, respectively, as 
𝜙 =
3
2
𝜙 −
1
2
𝜙  
(2.20a) 
𝜙 =
3
2
𝜙 −
1
2
𝜙  
(2.20b) 
In the case of Fig. 2.6(b), these values are calculated by 
𝜙 =
3
2
𝜙 −
1
2
𝜙  
(2.21a) 
𝜙 =
3
2
𝜙 −
1
2
𝜙  
(2.21b) 
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If the transient and source terms in the general transport equation Eq. (2.18) are omitted and  
the integrations are performed over the cell surface, one obtains 
(𝜌 𝜙 ?⃗?𝐴) − (𝜌 𝜙 ?⃗?𝐴) = Γ𝐴
𝑑𝜙
𝑑𝑥
+ Γ𝐴
𝑑𝜙
𝑑𝑥
. 
(2.22a) 
The upwind scheme is only used for the convection terms because there is a preferential 
direction. In contrast, the diffusion term is approximated by the central difference scheme. 
Using 𝐹 = 𝜌 ?⃗? 𝐴 and 𝐷 = 𝐴 , one obtains 
𝐹 𝜙 − 𝐹 𝜙 = 𝐷 (𝜙 − 𝜙 ) − 𝐷 (𝜙 − 𝜙 ). (2.22b) 
Substituting Eq. (2.20a) and (2.20b) into Eq. (2.22b), the expression for the discretized 
convection-diffusion equation becomes 
𝑎 𝜙 = 𝑎 𝜙 + 𝑎 𝜙 + 𝑎 𝜙  (2.22c) 
with 
𝑎 =
3𝐹
2
+ 𝐷 + 𝐷 , 
 
𝑎 =
3𝐹
2
+
𝐹
2
+ 𝐷 , 
 
𝑎 = −
𝐹
2
, 
 
𝑎𝑬 = 𝐷 .  
In the same way, if the velocity direction is along the negative axis as in Fig. 2.6(b), the 
approximation for the convection-diffusion equation is 
𝑎 𝜙 = 𝑎 𝜙 + 𝑎 𝜙 + 𝑎 𝜙  (2.22d) 
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with 
𝑎 = −
3𝐹
2
− 𝐷 − 𝐷 , 
 
𝑎 = −
3𝐹
2
−
𝐹
2
− 𝐷 , 
 
𝑎 =
𝐹
2
, 
 
𝑎 = 𝐷 .  
 
2.3.2.3 Pressure staggering option (PRESTO) 
In the finite volume method, pressure is usually defined at the center of the control 
volume. Therefore, since the pressure is not defined at the cell faces, the pressure gradient 
terms in the momentum conservation equations are calculated as 
𝜕𝑃
𝜕𝑥
=
𝑃𝒆 − 𝑃𝒘
𝛿𝑥
=
𝑃𝑬 + 𝑃𝑷
2
−
𝑃𝑷 + 𝑃𝑾
2
𝛿𝑥
 
(2.23a) 
𝜕𝑃
𝜕𝑥
=
𝑃𝑬 − 𝑃𝑾
2𝛿𝑥
, 
(2.23b) 
where the locations denoted by the subscripts are shown scehmatically in Fig. 2.7. 
 
 
Figure 2.7.  Sketch for a one-dimensional (1D) cell control volume. 
 
This method less accurate where the effect of the pressure at the center of control 
volume P is eliminated. Therefore another pressure discretization method must be used. 
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Figure 2.8. Sketch for a one-dimensional (1D) staggered grid.   
  
The staggered grid shown in Fig. 2.8 is effective to improve the accuracy of the linear 
interpolation of pressure. In this case, the velocity components at the cell faces are used as the 
transport variables [77, 78]. This method is called PRESTO (PREssure STaggering Option) 
and the pressure correction calculation is perfomed on the staggered grid as depicted in Fig. 
2.8. The pressure nodes are conform with the cell faces of the velocity control volumes. For 
example, in the one-dimensional case, the pressure gradient in the momentum conservation 
equation is calculated by 
𝜕𝑃
𝜕𝑥
=
𝑃𝑷 − 𝑃𝑬
𝛿𝑥𝑒
𝑉𝑒. 
(2.24) 
To improve the accuracy of the numerical solutions, PRESTO is used for the pressure 
gradient terms in the momentum conservation equations in this study. 
 
2.3.3 SIMPLE algorithm 
The numerical solutions of the discretized equations are obtained using the SIMPLE 
algorithm. Since the second-order upwind scheme and PRESTO are used, the discretized 
momentum equation in a control volume is expressed in the form 
𝑎𝑷𝒆𝑣𝒆 = 𝑎𝑾𝑣𝑾 + 𝑎𝑬𝑣𝑬 + 𝑎𝑬𝑬𝑣𝑬𝑬 +
𝑃𝑷 − 𝑃𝑬
𝛿𝑥
𝑉 . 
(2.25a) 
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This equation is rewritten as 
𝑎𝑷𝒆𝑣𝒆 = 𝑎𝒏𝒃𝑣𝒏𝒃 +
𝑃𝑷 − 𝑃𝑬
𝛿𝑥
Δ𝑉 , 
(2.25b) 
𝑎𝑷𝒆𝑣𝒆 = 𝑎𝒏𝒃𝑣𝒏𝒃 + (𝑃𝑷 − 𝑃𝑬)𝐴 , 
(2.25c) 
where 𝐴  is the cell face area of the control volume for the velocity 𝑣𝒆 in Fig. 2.8. Since the 
pressures 𝑃𝑷  and 𝑃𝑬  in Eq. (2.25) are unknown, the conjectured pressures 𝑃𝑷
∗  and 𝑃𝑬
∗  are 
substituted into Eq. (2.25) to obtain an estimated velocity 𝑣𝒆
∗ so that 
𝑎𝑷𝒆𝑣𝑷
∗ = 𝑎𝒏𝒃𝑣𝒏𝒃
∗ + (𝑃𝑷
∗ − 𝑃𝑬
∗)𝐴 . (2.25d) 
By substituting Eq. (2.25d) into Eq. (2.25c), one obtains 
𝑎𝑷𝒆(𝑣𝒆 − 𝑣𝒆
∗) = 𝑎𝒏𝒃(𝑣𝒏𝒃 − 𝑣𝒏𝒃
∗) + [(𝑃𝑷 − 𝑃𝑷
∗) − (𝑃𝑬 − 𝑃𝑬
∗)]𝐴 , (2.26) 
The correction values of pressure and velocity (𝑃  and 𝑣 ) are defined, respectively, by 
𝑃 = 𝑃 + 𝑃∗, (2.27) 
𝑣 = 𝑣 + 𝑣∗, (2.28) 
then Eq. (2.26) becomes 
𝑎𝑷𝒆𝑣 𝒆 = 𝑎𝒏𝒃 𝑣 𝒏𝒃 + [𝑃 𝑷 − 𝑃 𝑬]𝐴 . 
(2.29) 
Omission of ∑ 𝑎𝒏𝒃 𝑣 𝒏𝒃 is the main approximation of the SIMPLE algorithm, so that 
𝑎𝑷𝒆𝑣 𝒆 = [𝑃 𝑷 − 𝑃 𝑬]𝐴 . (2.30a) 
𝑣 𝒆 =
𝐴
𝑎𝑷𝒆
[𝑃 𝑷 − 𝑃 𝑬]. 
(2.30b) 
To obtain the pressure correction 𝑃 , first the Eq. (2.30b) is substituted to Eq. (2.28), 
one obtains 
𝑣𝒆 = 𝑣𝒆
∗ +
𝐴
𝑎𝑷𝒆
[𝑃 𝑷 − 𝑃 𝑬], 
(2.31a) 
in the same way, the equation for velocity 𝑣𝒘 in Fig 2.8 is expressed as 
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𝑣𝒘 = 𝑣𝒘
∗ +
𝐴
𝑎𝑷𝒘
[𝑃 𝑾 − 𝑃 𝑬], 
(2.31b) 
then substituting Eq. (2.31a) and Eq. (2.31b) into the discretized mass conservation equation 
[71, 79]. 
By substituting the pressure correction into Eq. (2.27) and Eq. (2.31), the pressure and 
velocity values are readily updated [80]. In the last step, the velocity values are substituted 
into the energy equation to calculate other variables. The calculation process is shown 
schematically as the flowchart in Fig. 2.9. To solve transient problems with the implicit 
numerical method, the steady-state iterative procedures are applied at each time level until 
convergence is achieved. The time step is set so as to avoid the onset of numerical instability. 
 
Figure 2.9. Flow chart of the SIMPLE algorithm. 
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CHAPTER 3 INVESTIGATION OF WALL PARAMETERS AND MODELLING OF 
THE SOLID-LIQUID INTERFACE 
 
This chapter discusses basic characteristics of the opening process of the freeze valve. 
First, the significance of the wall effect on the freeze valve opening time is investigated since 
the solid-liquid interface propagates faster near the wall in freeze valves. Here, qualitative 
comparisons of the numerical and experimental results are also conducted. In addition, the 
effect of natural convection on the opening time and melting process of salt is analyzed. Next, 
the value of the model constant C in the momentum conservation equation is determined 
through comparisons of numerical results with experimental data. Then, the temperature 
transient in salt is explored in more detail to validate the present numerical models. 
 
3.1 Investigation of Wall Parameters 
The freeze valve consists of a metal pipe and the salt inside. During normal operation, 
the salt is in a frozen state due to external cooling. In case of a reactor accident, the cooling 
stops and the frozen salt melts. When all salt has melted, the freeze valve is opens and the 
fuel salts in the nuclear reactor core are drained through the freeze valve to the drain tanks 
automatically. To ensure the safety of molten salt reactors, the duration to melt the frozen salt 
until the freeze valve opens must be known, which in the following will be called the opening 
time. 
Understanding the effects of the basic design parameters of the freeze valve is very 
important to develop new high-performance freeze valves. In this section, numerical 
simulations are conducted to explore the effects of the wall geometry and the thermal 
properties of the wall material. The numerical results are compared qualitatively with the 
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results of simple models, in which the effects of various parameters can be investigated more 
efficiently in comparison to the larger-scale experiments such as those conducted by the EU-
Consortium [43], SINAP [45], and ORNL [81]. 
 
3.1.1 Experimental and simulation model 
3.1.1.1 Mechanism used for the experiment 
In the MSRE, it was supposed that all the frozen salt must melt to open the freeze 
valve. However, since the metal wall has higher thermal conductivity than the salt, it can be 
expected that the solid-liquid interface will propagate faster near the wall and the freeze valve 
will first open partly in this region. After this, the freeze valve fully opens within a short time 
since the flow of high-temperature salt is launched. Simple experiments were therefore 
carried out to quantify the above-mentioned wall effect on the opening time of the freeze 
valve. 
 
3.1.1.2 Experimental procedure 
The apparatus that was utilized in this study was constructed from a glass beaker with 
an inner diameter of 75 mm, a metal cylinder, pulleys, a blanket heater, an insulator, and 
three thermometers. HTS (Heat Transfer Salt) was used as a working salt in this study since it 
has a melting point at 415 K (142oC) and is stable at temperatures of up to 727 K (454oC) [83, 
65]. In addition, HTS is easily available on the market at a low price. In this study, the liquid 
HTS is supposed to represent the liquid fuel in the reactor core, and the solid HTS is 
supposed to represent the frozen salt in the freeze valve. The metal cylinder represents the 
freeze valve wall. 
 
29 
 
 
(a) 
 
(b) 
Figure 3.1. (a) Schematic sketch and (b) photo of the experimental apparatus [82]. 
 
Figure 3.1 shows the initial condition before the experiment was conducted. In this 
condition, the metal cylinder was fixed vertically in the middle of the solid HTS with an 
length f1 of 20 mm and an length f2 of 30 mm. Then, it was connected to a pulley system. A 
blanket heater connected to the temperature controller was used to heat up the solid HTS and 
to keep the temperature uniform. The salt temperature was measured at the points TA, TB, and 
TC to check the uniformity of the solid HTS temperature in the vertical direction since there 
was air circulation above the solid HTS surface. The air circulation was unavoidable since a 
hole was needed for the string which connected the metal cylinder and the pulley. At the top 
of the apparatus, a polycarbonate plate and the blanket heater were installed to minimize the 
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heat loss. The height of the solid HTS was 50 mm at a temperature of 403 K (130oC), and the 
thermometer positions TA, TB, and TC were 15, 30, and 45 mm measured from the surface of 
the solid HTS. In the experiments, the initial liquid HTS temperature was within 473-503 K. 
The experiment was performed either with copper or with brass as material for the metal 
cylinder. 
 
Figure 3.2. Pouring process of liquid HTS into the vessel. 
 
The experimental proceeded as follows. First, the liquid HTS (half as much as the 
solid HTS, see Fig. 3.2(b)) with a predetermined temperature was poured over the solid HTS 
(see Fig. 3.2(a)). The metal cylinder conveys the heat faster than the HTS since it has a higher 
thermal conductivity than the HTS. Since the cylinder is heated up faster, the melting of the 
solid HTS is considered to occur faster around the cylinder as illustrated in Fig. 3.3(a). The 
metal cylinder was connected to a counterweight of 25 grams as shown in Fig. 3.1(a). When 
the solid-liquid interface reached the bottom of the cylinder, the metal cylinder was pulled 
free and it moved upward as shown in Fig. 3.3(b). The time taken from the termination of the 
pouring of the liquid HTS until the metal cylinder pulled free and stared to move upward was 
defined as the opening time in the experiment and measured using a stopwatch.  
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In the simulation, could be assumed that the cylinder was fixed as long as the salt at 
its base are was frozen. Only when the salt at the base are melted, the cylinder was released.  
 
Figure 3.3. Illustration of the definition of the opening time in the experiment. 
 
Preliminary experiments had been performed to understand the reproducibility of the 
measured opening time. In those preliminary experiments, the solid HTS temperature was set 
to 403 K and that of the liquid HTS was 488 K (more details are shown in Table 3.1). A 
copper cylinder with a diameter of 5 mm and a length of 50 mm (f1 of 20 mm and f2 of 30 
mm) was used. As shown in Table 3.1, similar opening times were obtained in the three 
experiments, indicating that the experimental data were reasonably reproducible. 
 
Table 3.1. Experimental conditions and the measured opening times for three cases. 
  Solid HTS Temperature (K) Liquid HTS 
Temperature (K) 
Opening 
Time (s) 
Measuring hights: 15 mm 30 mm 45 mm 
 
402.9 403.6 401.7 488.4 21 
 
400.1 402.6 400.4 488.4 20 
  402.8 403.2 402.0 488.3 21 
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3.1.1.3 Analytical conditions and simulation procedures 
To compare the simulation results with the experimental data, the analytical 
conditions had to correspond to the experimental conditions. Figure 3.4 shows the analytical 
conditions used in the simulations. The red, blue, and gray colored regions in Fig. 3.4(b) 
correspond to the liquid HTS, solid HTS, and the metal cylinder, respectively. Two-
dimensional (2D) axisymmetric coordinates (see Appendix C) were used to minimize the 
calculation time and computer memory consumption since the experimental setup has 
cylindrical symmetry . An axisymmetric boundary was applied to represent the centerline of 
the experimental apparatus. Adiabatic boundary conditions (insulation) were applied on the 
side, the bottom, and the top. 
It should be noted that there still remained noticeable differences in the setup between 
the simulation and experiment. In the experiment, an air circulation existed above the top. 
However, adiabatic boundary conditions were applied to the top in the simulation since the 
heat transfer coefficient was unknown. While in the initial condition for the experiment, the 
liquid HTS was poured and therefore was inconstant motion, for the simulation a static initial 
condition (velocity zero) was set. Some heat loss was unavoidable during the pouring of the 
high-temperature liquid HTS into the vessel. The corresponding temperature loss was not 
included in the simulation. In the experiment, it was not possible to find out whether the 
cylinder started to move upward before the interface of the molten salted reached the bottom 
end of the cylinder. 
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Figure 3.4. Correspondence between experimental conditions into simulation model [84]. 
 
Simulation procedures to duplicated the experiments. 
In the simulation, a cylindrical metal geometry with a diameter of 5 mm and a length 
of 50 mm was set up as in the experiment. The initial temperature of the solid HTS and metal 
cylinder was set to 403 K, and the temperature of the liquid HTS varied between 473 to     
503 K. 
Simulation procedure for the calculation of the effect of the wall geometry 
Three sets of simulations were done to understand the effect of the wall geometry on 
the opening time. In the first set, the cylinder diameter was varied from 5 to 20 mm. This was 
assumed to correspond to the variation of the wall thickness in the MSR freeze valve. The 
values of f1 and f2 were fixed at 20 mm and 30 mm, respectively. In the second set, the value 
of f1 was varied from 5 mm to 20 mm, where f2 was kept constant at 30 mm and the cylinder 
diameter at 5 mm. In the last set of simulations, f2 was varied from 20 mm to 40 mm, where f1 
and the cylinder diameter were kept at 20 mm and 5 mm, respectively. In these simulations, 
the initial temperatures of the solid HTS and the liquid HTS were set to 403 K and 503 K, 
respectively. 
Simulation procedure for the calculation of convection effects 
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Since the liquid temperature was not uniform, natural convection was induced within 
the liquid HTS. In this simulation, the Boussinesq approximation was used to explore the 
natural convection effect on the melting process, where the thermal expansion coefficient 𝛽 
was used to express the temperature dependence of the HTS density as  𝜌 = 𝜌 [1 −
𝛽(𝑇 − 𝑇)]. No turbulence model was used in the simulation since the flow induced in the 
liquid HTS was expected to be laminar. Two simulations were performed: simulations with 
convection and without convection. In the simulation without convection, the gravitational 
acceleration was set to zero so that the density difference could not induce convection. The 
initial temperatures of the solid HTS and the metal cylinder were set to 403 K as in the 
previous simulations. 
 
3.1.1.4 Material properties 
Metal cylinder 
Copper and brass were used as the cylinder materials. The material properties are 
given in Table 3.2. 
 
Table 3.2. Material properties of the metal cylinders [85, 88]. 
Material Properties Copper Brass [70% Cu, 30% Zn] 
Density [kg/m3] 8933 8530 
Specific Heat [J/kg·K] 385 380 
Thermal Conductivity [W/m·K] 401 110 
 
Heat transfer salt (HTS) 
HTS is an eutectic salt (description in section 2.2.4) composed of 40 wt% NaNO2, 7 
wt%, NaNO3, and 53 wt% KNO3. Table 3.3 shows the HTS material properties. 
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Table 3.3. Material properties of HTS [65, 83, 86]. 
Material Properties   
Density [kg/m3] 
Solid    : 1975.85 
Liquid  : 1975.85 - 0.717 (T(K) - 415) 
Specific Heat [J/kg·K] 
Solid    : 1339.7 
Liquid  : 1561.7 
Thermal Conductivity [W/m·K]* 
0.444 at 399 K 
0.432 at 488 K 
0.420 at 533 K 
Viscosity [kg/m·s] 
Solid    : 0.0000 
Liquid*: 0.0200 at 415 K 
               0.0098 at 448 K 
               0.0046 at 523 K 
Latent Heat [J/kg] 83736 
Liquid Thermal Expansion 3.629 x 10-4/ K 
Melting Point [K] 415 
* Expressed by polynomial fit determined from the values at the three temperatures 
 
3.1.1.5 Mesh size independence in the simulation 
The mesh size dependence was investigated for parameters of the cylinder 
corresponding to brass. The cylinder diameter was 5 mm, f1 was 20 mm, and f2 was 30 mm. 
The initial temperatures of the solid HTS and the liquid HTS were set to 403 K and 503 K, 
respectively. As a reference parameter, the opening time (pull out time) was used to 
determine the optimal mesh size. Figure 3.5 shows the dependence of the calculated opening 
time on the number of mesh elements. The numerical values of the maximum element mesh 
size, the number of mesh elements and the calculated opening time are displayed in Table 3.4. 
It can be seen that the opening time decreased asymptotically with a decrease in the element 
mesh size and reached 32 s when the mesh size was set to 0.1 mm and 0.05 mm. From this 
result, the maximum element mesh size was set to 0.1 mm. 
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Figure 3.5. Dependence of the calculated opening time on the number of element meshes. 
 
Table 3.4. Mesh independence of the opening time. 
Max. Size of Element 
Mesh (mm) 
Number of 
Element 
Opening Time 
(s) 
0.30 32549 49 
0.20 73346 39 
0.15 131285 35 
0.10 292500 32 
0.05 1169993 32 
 
 
3.1.2 Results and discussion of the effects of material properties 
Tables 3.5 and 3.6 show the details of the experimental conditions and results for the 
copper and brass cylinders, respectively. There were several sources which could lead to 
differences in of the opening time between the experiments and simulations. First, the initial 
temperatures of the solid HTS in the experiments deviated slightly from the value used in the 
simulations (403 K). Next, the thermometers used in the experiments had the measurement 
error of ± 3oC. Finally, it took about 4-5 s to pour the liquid HTS to the vessel. 
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Table 3.5. Experimental measurement of the opening time (copper cylinder). 
  Solid Temperature (K) Liquid 
Temperature (K) 
Opening 
Time (s) 
Measuring hights: 15 mm 30 mm 45 mm 
 
400.8 404.1 403.9 473.9 21 
 
400.9 403.0 403.5 478.4 22 
 
400.7 403.0 403.6 483.3 21 
 
400.1 402.6 400.4 488.4 20 
 
400.2 402.5 400.4 493.5 14 
 
400.2 403.2 401.7 497.9 10 
  400.5 404.0 402.2 503.3 7 
 
 
Table 3.6. Experimental measurement of the opening time (brass cylinder). 
  Solid Temperature (K) Liquid 
Temperature (K) 
Opening 
Time (s) 
Measuring hights: 15 mm 30 mm 45 mm 
 
401.3 404.3 406.1 473.4 68 
 
401.6 403.1 406.4 478.6 69 
 
402 402.7 405.0 483.2 66 
 
401.8 402.8 404.4 487.6 53 
 
402.1 405.0 403.1 493.5 54 
 
400.4 403.2 403.1 498.4 42 
  401.8 403.1 403.2 503.0 46 
 
In this section, the comparisons of the experimental and numerical results were 
conducted to confirm the qualitative agreement. Comparisons of the experimental and 
numerical results for the copper and brass cylinders are presented in Figs. 3.6(a) and (b), 
respectively. Here, the error bars show the measurement uncertainties evaluated using the 
Moffat method [89]. Figs. 3.6(a) and (b), show that the opening time decreases with an 
increase in the initial liquid HTS temperature. This indicates that the opening time of the 
freeze valve in MSR is shortened with an increase in the liquid fuel temperature in the reactor 
core. It can also be seen that the opening time is shorter for the copper cylinder than the brass. 
This result can be attributed to the higher thermal diffusivity of copper in comparison with 
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brass. The dependences on the initial liquid HTS temperature and the cylinder material 
properties measured in the experiments are reproduced in the simulation fairly well. It could 
therefore be confirmed that the wall effect is of importance in determining the freeze valve 
opening time and the present numerical model can be used to explore the effects of wall 
parameters on the opening time qualitatively. 
It should however be noted that in both the results for the brass and copper cylinders, 
systematic differences are seen in the opening times obtained in the experiments and 
simulations. For the copper cylinder, the numerical model tends to overestimate the opening 
time, while for the brass cylinder, the opening time is underestimated in the simulation. In the 
cases of the brass cylinder, the waiting time to pull out is around 40-50 s longer than that in 
the cases of the copper cylinder. The heat removal loss from the liquid HTS to the 
environment during the long waiting time might contribute to the delay of the pull out time. 
 
 
(a) 
 
(b) 
Figure 3.6. Dependence of the measured and calculated opening times on the initial liquid 
HTS temperature for (a) copper cylinder and (b) brass cylinder. 
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The discrepancies between the experimental and numerical values of the opening time 
are greater than the measurement uncertainties indicated with the error bars. The 
disagreements of the experimental and numerical results may be attributed to the difference 
of the analytical conditions and the experimental setup described earlier. Thus, the effects of 
the cylinder geometries and the natural convection are explored qualitatively in this section 
and more quantitative comparison with experimental data is performed in the section 3.2. 
 
3.1.3 Results and discussion of wall geometry effect 
Figure 3.7 shows the effects of the cylinder geometry on the calculated opening time. 
First, it can be seen in Fig. 3.7(a) that the opening time decreases with a decrease in the 
cylinder diameter. This tendency can be attributed to the smaller volume of the cylinder and 
the corresponding heat capacity. Since the cylinder is at the same temperature as the solid 
HTS in the initial condition, the cylinders with larger diameter should absorb more heat from 
the liquid HTS to achieve higher temperature than the melting point of the HTS. This is the 
main reason why the opening time increased with an increase in the cylinder diameter. 
The effect of the cylinder length in the liquid HTS area f1 is presented in Fig. 3.7(b). 
Since the surface area to absorb heat from the liquid HTS increases in proportion to f1, the 
opening time decreases with an increase in f1. 
The simulation results for the variation of the cylinder length f2 in the solid HTS are 
shown in Fig. 3.7(c). The opening time increases with an increase in f2 as expected since the 
solid-liquid interface has to move a longer distance with an increase in f2. 
In all the simulation conditions, the opening time is shorter for the copper cylinder 
than for brass. From these results, it can be that the opening time of the freeze valve in the 
MSR can be shortened if a thin wall made of high-thermal-diffusivity material is used and the 
length of the frozen section is reduced. Although more detailed investigations from various 
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standpoints are needed, this information can be considered useful to design high-performance 
freeze valves. 
 
 
(a) 
 
(b) 
 
(c) 
Figure 3.7. Dependence of the calculated opening time on the (a) cylinder diameter,  
(b) f1 length, and (c) f2 length. 
 
 
3.1.4 Results and discussion of convection effect 
The results of the simulations with and without natural convection are compared in 
Fig. 3.8. It can be seen that the natural convection lead to a considerable shortening of the 
opening time. The flow field obtained with and without convection are shown in Fig. 3.9. 
Natural convection was mainly induced by the lower-temperature liquid HTS near the 
cylinder. Thus, in the region near the cylinder surface corresponding to f1, the liquid HTS 
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moved downward. As consequence, the heat transfer from the liquid HTS to the metal 
cylinder was enhanced by the natural convection which shortened the opening time. It can 
hence be said that thermal-hydraulic phenomena encountered in the freeze valve are not a 
simple heat conduction processes. The effects of the geometry of the salt region and the 
thermal expansion of the liquid salt have to be taken into account appropriately to predict the 
freeze valve opening time accurately. 
 
(a) 
 
(b) 
Figure 3.8. Comparison of the opening times for calculations with and without natural 
convection for (a) the copper cylinder and (b) the brass cylinder. 
 
Figure 3.9. Opening times for calculations (a) with convection of 32 s from axisymmetric and 
2D view and (b) without convection of 47 s from 2D view for a brass cylinder and a liquid 
temperature of 503 K. 
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3.2 Modelling of the Solid-Liquid Interface 
In the simulations of melting and solidification, appropriate modelling of the solid-
liquid interface is important. In this section, the numerical modelling of the solid-liquid 
interface is discussed. More specifically, the proper value of the model parameter C 
representing the microscopic interface structure is determined through comparison of the 
numerical results with the experimental data, then explored if the present numerical model 
can reproduce the temperature transients during the melting processes of solid salt. The role 
natural convection on the temperature transient is also explored. 
 
3.2.1 Simulation model 
3.2.1.1 Analytical conditions 
The experimental data set which was reported by Tokushima [90] is used for the 
validation of the present numerical model. Tokushima’s experimental apparatus in which 16 
thermocouples were arranged in a cylindrical vessel is shown schematically in Fig. 3.10 and 
Appendix B. A two dimensional axisymmetric geometry was used in the simulation as the 
experimental device had a cylindrical geometry. Stainless steel (SUS304) was selected as the 
vessel material since it has similar thermal properties as Hastelloy-N that is the main material 
used in the real freeze valves. A cylindrical heater made of copper was placed around the 
SUS304 vessel to apply heat to the solid salt arranged in the vessel. Adiabatic boundary 
conditions were applied to the side and bottom of the vessel since it was covered with a 
thermal insulator in the experiment. The heater was modeled as a "transient heat source" in 
the Fluent code. The initial temperatures of the solid HTS, the experimental vessel, and the 
copper heater were set to room temperature (300.2 K). The method of heat input from the top 
of the copper heater described later in the section 3.2.1.3. 
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Figure 3.10. Sketch of the initial condition in the simulation with the thermocouple position 
taken from the experiment. 
3.2.1.2 Material properties 
NeoSK-SALT that is a commercial HTS sold by Soken Tecnix Co. Ltd was used in 
the experiment. It was composed of 40wt% NaNO2, 7wt% NaNO3, and 53wt% KNO3. Table 
3.7 shows the material properties of HTS used in Tokushima’s experiments [90]. There has 
been a revision in the viscosity section from the HTS properties used in the previous 
simulation. The exact value of the dynamic viscosity of HTS for the temperature range 
relevant for this work is not known. In fact, several conflicting values have been reported for 
the dynamic viscosities of HTS in literatures as summarized by Lopez for a wide temperature 
range of 450-780 K [87]. One of the dynamic viscosity values summarized by Lopez which 
had been reported by Kirst was used in this simulation [87]. The thermal properties of copper 
and SUS2304 are summarized in Table 3.8 
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Table 3.7. Material properties of HTS for a temperature range between 300 K and 
~700 K [65, 83, 86, 87]. 
 
Material Properties 
Density [kg/m3] * 
Solid ;    2058.30 at 300 K 
              1975.85 at 415 K 
Liquid ;  1975.85 at 415 K 
               1719.16 at 773 K 
Specific Heat [J/(kg·K)] * 
Solid  ; 1339.7 
Liquid; 1561.7 
Thermal Conductivity [W/(m·K)] * 
0.45887 at 300 K 
0.43143 at 499 K 
0.42531 at 523 K 
0.29412 at 728 K 
Dynamic Viscosity [kg/(m·s)] * 
0.007849 at 415 K 
0.007278 at 450 K 
0.003076 at 698 K 
Latent Heat [J/kg] 83736 
Liquid Thermal Expansion 3.629 x 10-4/ K 
Solid Thermal Expansion 5.13 x 10-5/ K 
Melting Point [K] 415 
* Expressed by polynomial fit determined from the values at the several temperatures 
 
Table 3.8. Material properties of the copper heater and stainless steel vessel [85, 91, 92]. 
Material Properties Copper SUS 304 
Density [kg/m3] 8933 8030 
Specific Heat [J/kg·K] 385 502.48 
Thermal Conductivity [W/m·K] 401 16.27 
 
3.2.1.3 Effect of the heater temperature 
In the experiment, the temperature in the copper heater was measured only at the two 
positions H1 and H2 in Fig. 3.10. The temperature transients measured at H1 and H2 are 
shown in Fig. 3.11. The two temperatures were nearly identical but still different. In the 
simulation, the temperature distribution along the red line in Fig. 3.10 must be specified as 
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the boundary condition. Since the temperature measurement was conducted only at the two 
locations in the experiment, uniform and linear temperature profiles were used in the 
simulation. In the uniform profile, the temperature along the red line was assumed to be equal 
to that at H2 since it represents the temperature for a wider area. The calculated temperature 
transients at the thermocouple positions 13 and 16 in Fig. 3.10 are displayed in Fig. 3.12(a) 
and (b), respectively. The mesh size was set to 0.1 mm and the value of model constant 𝐶 was 
105 in these simulations. It can be seen that the same temperature transients were obtained for 
the uniform and linear temperature profiles, indicating that the method to decide the 
temperature profile has no noticeable influence on the calculated results. The linear 
temperature profile is hence assumed at the top boundary in the following simulations. 
 
 
Figure 3.11. Transient temperature input at position (a) H1 and (b) H2  
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(a) 
 
(b) 
Figure 3.12. Temperature data retrieved at thermocouple position (a) 13 and (b) 16 for two 
different heat sources. 
 
3.2.1.4 Independence of the mesh size 
The three different mesh sizes of 0.3, 0.2, and 0.1 mm were used to test the 
dependence of the mesh size. The value of 𝐶 was set to 105 and the initial temperature in the 
system was set to 300.2 K. The temperature transients obtained at the position 13 are 
displayed in Fig. 3.13. As shown in the figure, sufficient convergence could not be was not 
achieved when the mesh size was 0.3 mm. When the mesh size was equal or smaller than 0.2 
mm, nearly identical temperature transients were obtained. Based on this result, the mesh size 
was set to 0.1 mm since the computer performance was still sufficient. 
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Figure 3.13. Temperature data retrieved at thermocouple position 13 for  
three different mesh sizes. 
 
3.2.1.5 Effect of the momentum damping at interface 
As mentioned in section 2.2.4.1, that 𝐶  is the model constant which describes the 
degree of momentum damping near the solid-liquid interface. The value of 𝐶  has to be 
determined properly to calculate the propagation of the solid-liquid interface accurately. 
Since the microscopic interface structure is unknown for HTS, the value of C has to be 
determined through comparison of the numerical results with the experimental data. 
For value of 𝐶 set to 0, 104, 105, and 106, the calculated temperature transients at the 
positions 2 and 10 are compared with the experimental data in Fig. 3.14. It can be seen that 
the simulation results do not agree at all with the experimental when C is set to zero. This 
suggests that the solid-liquid interface of salt is not a smooth surface. The calculated 
temperature transients are most similar to the experimental data when the value 𝐶 was set to 
105. This value is hence used for C in the following simulations. 
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(a) 
 
(b) 
Figure 3.14 Experimental and simulation results for several value of 𝐶 at thermocouple 
position (a) 2 and (b) 10 (refer to the Fig. 3.10) 
 
3.2.2 Comparison of experiment and simulation results 
The calculated temperature transients at the 16 positions in Fig. 3.10 are compared 
with the experimental data in Fig. 3.15. Good agreement is achieved at all positions. In this 
experiment, the salt was not poured from the outside of the vessel but the heat was applied to 
the salt enclosed in the vessel. Therefore the experimental uncertainty was small enough and 
validity of the numerical model could be shown satisfactorily. 
Unexpected temperature transients were obtained at the positions 2, 3, 6, 7, 10 and 11. 
At these positions, the local temperature increased first gradually and then more rapidly 
which caused a cause temperature jump as indicated with the grey boxes in Fig. 3.15 with the 
values of the field variables in Fig. 3.16. Before the onset of the temperature rise, the 
positions of interest (3, 7 and 11) are in the solid HTS far from the interface (Fig. 3.16(a)). In 
this situation, the main heat transfer mechanism is heat conduction and the temperature rises 
only gradually. However, when the interface comes closer, the natural convection in the 
liquid HTS accelerates the temperature rise. When the points are included in the bulk of the 
liquid HTS as in Fig. 3.16(b), the rapid temperature rise comes to an end since the spatial 
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temperature distribution is fairly uniform. On the other hand, in the region close to the wall 
(the positions 13, 14, 15 and 16), the temperature jump is subdued since the temperature rise 
was governed by the heat conveyed within the metal wall more directly. These trends are 
reproduced by the present numerical model satisfactorily well. Finally, in Fig. 3.16, it can be 
confirmed that the wall effect is significant in determining the freeze valve opening time 
since the propagation of the phase interface is much faster in the near-wall region. 
 
Figure 3.15. Temperature distribution at 16 positions from simulation  
and experimental results. 
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Figure 3.16. (a) Condition at the beginning and (b) at the end of the “temperature jump” at 
the points 3, 7, and 11. 
 
3.3 Conclusions 
The investigation of the wall parameters and the natural convection was done to 
understand the opening process of the freeze valve. In the first set of numerical simulations, 
metal cylinders were used to investigate the heat transfer between metal walls and fluid in a 
freeze valve. This investigation confirmed that material properties and geometry of the metal 
cylinder are important in determining the freeze valve opening time. The natural convection 
caused in the liquid HTS enhanced the heat transfer from the liquid HTS to the metal cylinder 
to shorten the opening time. 
In the second set of numerical simulations, more quantitative comparisons of the 
numerical results with experimental data were performed. Good agreement was achieved 
between the experimental and simulation results when the value of the model constant C 
representing the momentum damping in the solid-liquid interface was adjusted to 105. It was 
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found that the local temperature in solid salt rises rapidly when the phase interface comes 
close due to the natural convection flow caused in the liquid HTS. This trend was also 
correctly captured in the numerical simulation. 
In the two sets of numerical simulations, it was found that the propagation of the 
phase interface is much faster in the near-wall region. This confirms that the heat transfer 
within the wall influences the freeze valve opening process significantly. It was also found 
that the melting process is influenced by the natural convection caused by the temperature 
difference within the liquid HTS. These findings are considered useful to improve the 
performance of the MSR freeze valves. 
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CHAPTER 4 NATURAL CONVECTION EFFECT  
IN A VERTICAL ARRANGEMENT 
 
The effect of the liquid salt flow on the freeze valve melting process was first studied 
by Swaroop [93]. He indicated that the melting of solid salt in the freeze valve is accelerated 
by the forced flow of the liquid fuel in the primary loop of the MSFR. However, his study 
may not be applied to other MSRs directly since the designs of reactor core and freeze valve 
are different. Furthermore, the effect of the natural convection was not explored. 
Up to now, not sufficient attention has been paid to the natural convection effect on 
the heat transfer in the MSR freeze valves. The numerical results presented in the previous 
chapter however indicated that the natural convection can be considered to have significant 
influence on the melting process of the solid salt in the freeze valves. Base on this 
background, the effects of natural convection on solidification and melting of the salt inside a 
vertical freeze valve are studied in this chapter. Numerical simulations of solidification and 
melting are conducted with and without natural convection. Particular attention is paid to the 
role of the natural convection in determining the opening time of the freeze valve. 
 
4.1 Simulation Models 
4.1.1 Intial condition and simulation procedure 
Effects of the natural convection on the solidification and melting of salt are 
investigated though numerical simulations using the Fluent code. As shown in Fig. 4.1, the 
simulations were conducted for a cylindrical freeze valve oriented vertically. The parameters 
for Hastelloy-N were used for the wall material and the parameters for FLiBe were used for 
the working salt, since these materials have been most commonly used in MSRs [94, 95]. In 
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the initial condition, the pressure was set to 466 kPa and the temperature was set to 840 K.  
These values were determined from the normal operation conditions of MSR-FUJI [96] and 
MSBR [97] reactors. 
 
Figure 4.1. Condition for the solidified of the salt in the vertical freeze valve. 
 
The inner pipe radius was set to 19.05 mm; this value is the same as the inner pipe 
radius of the freeze valve that was used in the MSRE [22]. The pipe length was set to 60 mm 
and the three different values of 5, 7 and 10 mm were used for the wall thickness to explore 
the wall effect. At the bottom of the pipe, a region of 10 mm in length was cooled by forced 
air flow, i. e. the cooling system which enveloped the bottom of the freeze valve had a length 
of 10 mm. From the results of the freeze valve experiments in ORNL [22, 81], the air 
temperature was set to 279 K and the heat transfer coefficient was set to 1135 W/m2K. 
Two-dimensional axisymmetric coordinates were used since the analytical domain 
was cylindrical in geometry. Accordingly, an axisymmetric boundary was applied to the 
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centerline. Neglecting the heat loss, an adiabatic condition was applied to the side wall except 
for the air cooling section and the bottom boundary (drain tank side). At the top (reactor core 
side), two boundary conditions were employed: One was constant temperature at 840 K and 
the other was constant temperature (840 K) and constant pressure (446 kPa). 
Only the melting of the salt had been calculated in the preceding chapters, but for real 
freeze valves the closing of the valve by solidification of the salt must occur before the 
melting. This means that initial solid salt geometry at the onset of the melting is determined 
in the solidification process. To take this into account both the solidification as well as the 
melting are calculated in this chapter. In the simulations of the solidification, the cooling 
system was activated until the system reached the steady state in which the solid-liquid 
interface did no longer move. In the simulations of the melting, the adiabatic boundary 
condition was applied to the whole surface of the side wall of the pipe so that the cooling 
system was turned off. 
The following four calculations were performed to elucidate the natural convection 
effects on the solidification and melting processes of salt in the freeze valve: 
1. Solidification with natural convection and melting with natural convection 
2. Solidification with natural convection and melting without natural convection 
3. Solidification without natural convection and melting with natural convection 
4. Solidification without natural convection and melting without natural convection 
The acceleration of gravity was set of -9.81 m/s2 in the calculations with natural convection 
and 0 m/s2 in the calculations without natural convection. 
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4.1.2 Simulation parameters for the material properties 
Hastelloy-N 
Hastelloy-N is a nickel-based alloy developed by ORNL in the MSRE program. This 
material is resistant to corrosion when it interacts with FLiBe even at high temperatures and 
high pressures [98, 99, 100]. Important thermal properties and element composition of 
Hastelloy-N are shown in Tables 4.1 and 4.2. 
 
Table 4.1. Wall material properties [101]. 
Material Properties Hastelloy-N 
Density [kg/m3] 8986.95 
Specific Heat [J/kg·K] 577.78 
Thermal Conductivity [W/m·K] 21.96 
 
 
Table 4.2. Composition of Hastelloy-N according to elements [102]. 
Element Weight Percent 
Ni 70.8 
Mo 16.5 
Cr 6.9 
Fe 4.5 
Mn 0.5 
Si 0.4 
Co 0.1 
W 0.1 
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FLiBe 
FLiBe is an eutectic salt (see Fig. 4.2) composed of LiF (67 mol%) and BeF2 (33 
mol%). It has a melting point of 733 K and boiling point of ~1673 K [103, 104]. As a 
medium of nuclear liquid fuel, FLiBe has a low tritium solubility, a low residual radioactivity 
and a low neutron cross-section [105-107]. Hence, FLiBe is widely used in the primary loop 
system of the MSR. 
 
Figure 4.2. Phase diagram of the mixture of LiF and BeF2 [103]. 
 
 Table 4.3 Material properties of FLiBe [87, 104, 108, 109]. 
Material Properties 
  
Density (kg/m3) Solid : 2055.296 
 
Liquid : 2055.296 – 5.081 (T(K) – 733) 
Specific Heat (J/kg·K) Solid : 1997 
 
Liquid : 2414 
Thermal Conductivity (W/mK) [109] 0.629697 + 0.0005 T (K) 
Viscosity (kg/ms)  Solid : 0 
 
Liquid : 0.0056 
Latent Heat (J/kg) [108] 424700 
Liquid Thermal Expansion 0.000252/ K 
Melting Point (K) 733 
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Table 4.3 shows the material properties of FLiBe. In the simulation, the solid density 
was assumed constant at 2055.296 kg/m3 and the liquid density was calculated as a function 
of temperature. The interpolation equation for the thermal conductivity shown in Table 4.3 
was obtained from several experimental data in the temperature range of 500-650 K [109]. 
Since in this work a temperature range within 400-840 K must be investigated, the 
interpolation equation was used for extrapolation for temperatures below 500 K and higher 
than 650 K. 
 
4.1.3 Mesh independence 
The dependence of the numerical results on the mesh size was first investigated. In 
this mesh size dependence test, the wall thickness was set to 5 mm and natural convection 
was included in both the solidification and melting processes. Figure 4.3 shows the 
dependence of the calculated opening time on the mesh size. It can be seen that almost the 
same opening time value was calculated for mesh sizes of 0.15 and 0.1 mm. From this result, 
it was decided to use the mesh size of 0.15 mm in the following simulations. 
 
Figure 4.3. Dependence of the opening time on the mesh size. 
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4.2 Results and Discussion 
4.2.1 Natural convection effects in solidification 
Figure 4.4 shows the distributions of the mass fraction and temperature when the 
steady state was established after solidification in the six analytical conditions. The length of 
the plug of frozen salt section at the centerline for each case is given in Table 4.4. It can be 
seen in Fig. 4.4 that the phase interface is more even and the temperature distribution in the 
liquid salt is more homogeneous in the horizontal direction when the natural convection is 
considered. This is because the lighter liquid salt moved upward by the natural convection. In 
the case of solidification without natural convection, the phase interface and the temperature 
distribution are more complicated due to heat conduction within the wall and salt particularly 
when the wall was thin. However, as an overall trend, the difference caused by the presence 
of the natural convection is not significant. This implies that the solidification process of salt 
is not influenced significantly by the natural convection in the vertical arrangement. On the 
other hand, the wall thickness has a noticeable effect on the temperature distribution in the 
steady state. For example, the local temperature at the bottom of the centerline increases with 
an increase in the wall thickness. This can be attributed to the fact that the effect of the 
external cooling could not reach the centerline when the vessel wall was thick. 
 
Table 4.4. Length of the plug of frozen salt under steady state conditions after solidification. 
Wall Thickness  
Length of the plug of frozen salt 
 With Convection Without Convection 
5 mm 47.2 mm 42.3 mm - 47.4 mm 
7 mm 46.6 mm 46.4 mm - 46.7 mm 
10 mm 45.6 mm 45.6 mm - 45.9 mm 
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Figure 4.4. Mass fraction and temperature contour under steady state conditions  
after solidification. 
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4.2.2 Natural convection effects during melting 
The effect of natural convection on the melting process of the frozen salt is analyzed 
in this section. It must be remembered that the two initial conditions were used in the 
simulation of melting: the steady state conditions obtained in the solidification simulations 
with and the one without natural convection. Must be noteworthy that the phase distribution 
obtained after the solidification simulation was not significantly influenced the natural 
convection as shown in Fig. 4.4 and Table 4.4. Table 4.5 shows the values of the opening 
time calculated in the simulations of the melting process of the salt. It can be seen that the 
opening time is more influenced by the presence of the natural convection during melting. 
 
Table 4.5. Opening time at four combination calculation methods. 
Configuration 
No. 
Case Opening Time (s) 
Solidification* Melting 5 mm 7 mm 10 mm 
(1) With Convection With Convection 1275 958 726 
(2) With Convection Without Convection 1194 907 695 
(3) Without Convection With Convection 1258 958 726 
(4) Without Convection Without Convection 1168 908 694 
*The end state for the solidification was used as the initial condition for the melting. 
 
Figure 4.5 shows the relation between the calculated opening time and the wall 
thickness. First, the opening time tends to decrease with an increase in the wall thickness. 
This can be attributed to the initial temperature distributions within the salts in Fig. 4.4. 
Comparing the salt temperature distributions along the centerline, one can see that the salt 
temperature was higher for those cases where the wall was thicker since the effect of the 
external cooling was damped. Therefore, the results in Fig. 4.5 do not imply that thicker walls 
are advantageous to reduce the opening time. Next, it can be confirmed that the presence of 
the natural convection during solidification had no noticeable influence on the opening time 
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as expected, since the natural convection did not significantly affect the phase distribution 
after solidification as shown in Fig. 4.4. However, the presence of the natural convection 
increases the opening time in Fig. 4.5. This means that the natural convection during melting 
does not always have a positive (shortening) effect on the opening time. The underlying 
mechanisms for this are discussed in the following. 
 
Figure 4.5. Results of the opening time at four combinations of influences with variation 
of the wall thickness. 
 
Figures 4.6(a) and (b) show the phase distributions and temperature distributions at 
two height levels for the cases with and without natural convection. The wall thickness is 5 
mm in both the cases. It can be seen that at 900 s, the solid salt in the core region is more 
eroded in the case with natural convection. The time variations of the liquid fraction and the 
phase distributions at several time levels are presented in Fig. 4.7(a) and (b), respectively. It 
can be seen in Fig. 4.7(a) that the liquid fraction is greater when the natural convection is 
considered. This can be attributed to the enhancement of the heat transfer due to the natural 
convection. However, Fig. 4.7(b) indicates that the enhancement of melting by the natural 
convection occurred mainly in the bulk region away from the wall. Thus, in the near-wall 
region, the natural convection is slowed down by the natural convection. 
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Figure 4.6. Results for simulations for the melting process with and without natural 
convection for 5 mm wall thickness. 
 
 
(a) 
 
  (b) 
Figure 4.7. (a) Liquid fraction and (b) contour of the solid-liquid interface for 5 mm wall 
thickness (the initial condition in this calculation was obtained from solidification with 
convective heat transport). 
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From the above observations, it can be said that overall heat transfer from the liquid to 
the solid region of the salts was accelerated by the natural convection. This process decreased 
the temperature of the liquid salts. The heat from the wall was transferred to the liquid salt as 
indicated by Q2 in Fig. 4.8. This heat was then transferred to the solid salt (indicated by Q3 in 
Fig. 4.8). The natural convection enhanced the heat transfer from the wall to the liquid salt. 
Thus, the values of Q2 and Q3 increased and the overall melting was enhanced as shown in 
Fig. 4.7(a). In this case, however, the heat transferred through the wall to the phase interface 
is Q4 = Q1 – Q2 in Fig. 4.8 to open the freeze valve, the propagation of the phase interface in 
the near-wall region is important. It can be concluded that the opening time was prolonged by 
the natural convection because more heat was transferred to the bulk salt and consequently 
the heat conveyed to the phase interface in the near-wall region was reduced. 
Figs. 4.9 and 4.10 strengthen the above arguments. Figure 4.9 shows that when the 
natural convection was considered, the wall heat flux to the liquid salts was noticeably 
enhanced within the region of 35-45 mm from the bottom. On the other hand, such a trend is 
not seen when natural convection was turned off. Fig. 4.10 shows that the inner wall 
temperature was lower for the calculation with natural convection. It could therefore be 
confirmed that the heat transfer from the wall to the bulk salt (Q2 and Q3 in Fig. 4.8) was 
enhanced by the natural convection and reduced the heat conveyed to the tip of the phase 
interface. 
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Figure 4.8. Illustration of heat flow distribution in the pipe wall and salts. 
 
 
Figure 4.9. Heat flux from the inner wall surface into the molten salt at 900 s (pipe wall 
thickness was 5 mm). 
 
 
Figure 4.10. Temperature distribution on the inner wall surface at 900 s (pipe wall thickness 
was 5 mm). 
65 
 
4.3 Conclusions 
In this chapter, the effect of natural convection on the solidification and melting 
processes of salt in freeze valves were discussed for the vertical arrangement of the valve. In 
the solidification, the natural convection had only a minor influence on the distribution of the 
phases and the temperature in the steady state. It was however found that the natural 
convection accelerates the melting of the frozen salt in the bulk region. This can be attributed 
to the enhanced heat transfer from the vessel wall to the liquid salt and that from the liquid to 
the solid salt. However, this was detrimental to the opening time because it reduced the heat 
conveyed through the vessel wall to the tip of the phase interface. 
The simulation results without natural convection presented in this chapter are not 
realistic since the temperature distribution in the liquid salt leads to density differences which 
induce in real freeze valves. Nevertheless, the corresponding simulation results gave 
important insights to understand the role of the natural convection in vertical freeze valves. 
These results are considered useful as a reference to evaluate the effectiveness of the 
geometrical positioning (vertical, horizontal, or various inclination angles) of freeze valves. 
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CHAPTER 5 EFFECT OF THE ORIENTATION ON  
SOLIDIFICATION AND MELTING 
 
The effects of the natural convection on the performance of the vertically-arranged 
freeze valve were discussed in the chapter 4, where the opening time was prolonged when the 
natural convection effect was considered. The inclination angle is one of the important factors 
that affect the flow field induced by the natural convection during the solidification and 
melting [110]. The solidification and melting of salt under different inclination angles have 
been studied by several authors [111-115]. However, these studies were not specific for 
freeze valve systems with melting salt. Therefore, more detailed investigations are necessary 
to clarify the effects of the inclination angle on the performance of the freeze valve. 
In this chapter, systematic numerical simulations are conducted to explore the effect 
of the inclination angle on the solidification and melting processes in the freeze valve. 
Particular attention is paid to its influence on the opening time in the melting process since it 
has important to ensure the safety of MSRs. 
 
5.1 Simulation Models and Procedures 
Figure 5.1 illustrates the freeze valve designs with different inclination angles. The 
solidification and melting in these freeze valves are calculated utilizing the Fluent CFD code. 
As in the chapter 4, the parameters for Hastelloy-N were used for the wall of the pipe and 
those for FLiBe for the salt. 
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(a) (b) (c) (d) 
Figure 5.1. Illustration of the freeze valve arrangements with several inclination angles, (a) 
𝜃 = 90 (vertical), (b) 0 < 𝜃 < 90 , (c) 𝜃 = 0  (horizontal), (d) 𝜃 < 0 . 
 
 
Figure 5.2. Analytical conditions for the freeze valves illustrated in Fig. 5.1 (a) 𝜃 =
90 (vertical), (b) 0 < 𝜃 < 90 , (c) 𝜃 = 0  (horizontal), and (d) 𝜃 < 0 . 
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The simulation geometries used in this chapter are shown in Fig. 5.2. The boundary 
conditions are the same as those in chapter 4. The phase distribution in the steady state after 
the solidification are shown in Fig. 5.3. It can be seen that closing the freeze valve with the 
frozen salt is difficult for the horizontal arrangement when the pipe radius is large. Hence, 
based on the results presented in Fig. 5.3, a smaller pipe radius of 8 mm was adopted in this 
chapter. The wall thickness was set to 5 mm. As inclination angles, the six angles of 90o 
(vertical), 45o, 30o, 0o (horizontal), -30o and -45o were tested. 3D cylindrical coordinates were 
used in the simulations because the analytical conditions for the inclined freeze valves are not 
axisymmetric. 
 
  
(a) 𝑅 = 10 𝑚𝑚 (b) 𝑅 = 9 𝑚𝑚 
 
(c) 𝑅 = 8 𝑚𝑚 
Figure 5.3. Frozen salt under steady state conditions after solidification 
for different radius of the pipe 𝑅 . 
 
The two processes of solidification and melting were calculated in the simulation. In 
the calculations of solidification, the external cooling system was switched on and the 
calculation was continued until the system reached the steady state. Next, in the calculations 
of melting, the steady states obtained in the solidification simulations were used as initial 
conditions. The cooling system was switched off (adiabatic boundary condition was used) to 
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calculate the propagation of the phase interface and the transients of the velocity and 
temperature fields during the melting process. In the numerical simulations, a mesh size of 
0.15 mm was chosen (the total number of mesh elements was around 13,000,000). From the 
mesh size dependence test in the two-dimensional simulation (see Fig. 4.3), this mesh size 
was assumed to be small enough to explore the effects of the inclination on the freeze valve 
performance. 
 
5.2 Results and Discussion  
5.2.1 Effect of the inclination angle in the solidification 
Figures 5.4 and 5.5 show the phase and temperature distributions in the steady states 
after solidification. Closing the pipe cross-section with the frozen salt became more difficult 
for lower inclination angles. The minimum length of the frozen section calculated for each 
inclination angle is shown in Fig. 5.4(a)-(e). It can be seen that the length of the frozen 
section decreased from 46.3 to 11.7 mm with lower inclination angles from 90 to -30. 
Eventually, at the smallest inclination angle of -45, the freeze valve did not close under the 
conditions from Fig. 5.4(f). 
The dependence on the inclination angle can be attributed to the natural convection 
induced in the liquid salt. When the inclination angle was positive, the salt with higher 
temperature was situated above the colder salt. In this case, the system is stable and fairly 
stratified temperature distributions were obtained as shown in Fig. 5.5(a)-(c). When the 
inclination angle was zero or negative, the colder salts were situated above the hotter salts. 
This state is unstable since the heavier liquid is above the lighter liquid, and the inversion 
may change any time. As a result, significant natural circulation formed within the liquid salt 
and the hot salt penetrated deep into the cold salt as shown in Fig. 5.5(d)-(f). 
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The above described numerical results show that the freeze valves with negative 
inclination angle need more powerful cooling systems to overcome the natural convection. 
To hold a freeze valve closed with a small cooling system, a positive inclination angle is 
advantageous. 
 
Figure 5.4. Phase distributions under the steady state conditions after solidification. 
 
71 
 
 
Figure 5.5. Temperature distribution under the steady state conditions after solidification. 
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5.2.2 Effect of the inclination angle in the melting process 
The relation between the inclination angle and the calculated opening time is 
displayed in Fig. 5.6. It can be seen that the opening time decreased from 837 s to 190 s with 
the decrease of the inclination angle from 90 to -30. This can be attributed to the difference 
in the initial conditions and the melting induced by the natural convection. 
 
Figure 5.6. Opening time for several inclination angles. 
 
The side and bottom views of the phase and temperature distributions at the instant of 
freeze valve opening are displayed in Figs. 5.7 and 5.8, respectively. First, when the 
inclination angle was 90, see Figs. 5.7(a) and 5.8(a), the phase distribution was nearly 
axisymmetric and the freeze valve opened over the entire perimeter of the inner pipe wall. 
Thus, although a significant portion of the salt remained solid, the remaining frozen salt is 
expected to move towards the drain tank immediately after the opening since it has 
completely separated from the wall. The axisymmetric propagation of the phase interface 
shown in Fig. 5.7(a) proves that the heat conduction within the wall material played an 
important role to open the freeze valve in this case. 
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Next, in the cases of the inclination angles of 45o (Figs. 5.7(b) and 5.8(b)) and 30o 
(Figs. 5.7(c) and 5.8(c)), most of the salt in the near-wall region melted at the instant where 
the freeze valve opened. Since significant amount of solid salts remained in the bulk region, 
the heat conduction inside the wall was also of importance in these cases. However, the 
opening first occurred at the upper part and the contact of the solid salt with the wall was still 
maintained at the lower part. The three-dimensional views of the natural convection flow 
induced in these inclinations are shown in the Fig. 5.9(a) for the inclination angle 45o and Fig. 
5.9(b) for the inclination angle 30o. It can be confirmed that the opening occurred first at the 
upper part due to the axially asymmetric flow field which formed in the liquid salt. 
For zero and negative inclination angles, the opening of the freeze valve started with 
the formation of a small gap in the upper part, depicted in Fig. 5.8(d) for the inclination angle 
of 0o and in Fig. 5.8(e) for the inclination angle of -30o. Figures 5.9(c) and (d) show that the 
natural convection extended over the whole liquid region in the system. Since the axially-
asymmetric natural convection accelerated the melting of the solid salt, the contact of solid 
salt with the inner pipe wall still remained over a large area in the lower part of the pipe. 
The present numerical simulations showed that the natural convection and 
consequently the melting of solid salt is enhanced with a decrease in the inclination angle. In 
particular, natural convection covering the whole liquid area developed when the inclination 
angle was zero or negative. The asymmetry of the shape of the plug remaining solid salt at 
the instant of opening grew significantly in these cases. Since the melting of solid salt in the 
freeze valve depends significantly on its orientation, the inclination angle can be used as an 
important design parameter in developing high-performance freeze valves. 
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Figure 5.7. Mass fraction and temperature distribution during opening of the freeze valve 
from the side. 
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Figure 5.8. Mass fraction and temperature distribution during opening of the freeze valve 
from the direction of the drain tank. 
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Figure 5.9. Natural convection during the opening of the freeze valve. 
 
5.3 Conclusions 
Numerical simulations of the solidification and melting of salt in cylindrical freeze 
valves were carried out using the Fluent code with 3D geometries. Effects of the inclination 
angle of the freeze valves on the solidification and melting processes were explored in detail. 
It was found that the length and the shape of the frozen section which after the solidification 
depended on the inner radius of the pipe and its inclination angle. The length of the section of 
frozen salt tended to decrease with a decrease in the inclination angle and an increase in the 
pipe radius. 
In the simulation of melting, the natural convection induced in the liquid salt 
intensified with a decrease in the inclination angle. In particular, the natural convection flow 
extended to the whole liquid area in the freeze valve when the inclination angle was equal to 
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and less than zero. In consequence, the melting of solid salt was accelerated and the shape of 
plug of solid salt at the instant of the opening was asymmetric in these cases. 
The present numerical results showed that the solidification and melting processes in 
the freeze valve depend significantly on the orientation of the effect of the inclination angle 
should hence be incorporated in the safety analyses of the MSRs. In addition, can be expected 
that the performance of the freeze valve can be improved if its arrangement is optimized in 
agreement with the findings of this chapter. 
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CHAPTER 6 CONCLUSIONS 
6.1 Summary and Conclusions 
To solve the problem of global warming, development of stable power generation 
systems of low CO2 emission is a very important issue. The use of nuclear energy is one of 
the promising options, but the safety must be ensured in this option since radioactive 
materials are contained in the nuclear power plants. The molten salt reactor (MSR) is one of 
the new type nuclear reactors of enhanced safety. Since it uses a nuclear fuel in the liquid 
state, the safety can be ensured by draining the liquid fuel from the nuclear reactor core to the 
drain tanks under accident conditions. The freeze valve is the passive safety component used 
in the MSR to automatically start the fuel salt discharge using the heat in the reactor core. 
Obviously, the freeze valve is important to ensure the safety of MSRs. Hence, in the present 
study, numerical simulations were conducted to understand the solidification and melting 
processes of salt in the freeze valves. 
In the chapter 1, history of the MSR development and available studies regarding the 
freeze valve were surveyed. Then, the objectives of this work and the structure of this thesis 
were summarized. 
In the chapter 2, the main mechanisms of heat transfer encountered in the freeze valve 
were summarized. Then, the governing equations and numerical methods that were used to 
calculate the thermal-hydraulics phenomena were described. A particular attention was paid 
to the numerical treatments of the solid-liquid interface since proper modelling was necessary 
for the phase interface to evaluate the freeze valve performance through numerical 
simulations. 
The propagation of the phase interface is influenced by the heat transfer within the 
wall material and the natural convection induced in the liquid salt. Thus, in the chapter 3, 
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investigations were done for the effects of the wall parameters and natural convection on the 
opening process of the freeze valve. It was confirmed that these factors have substantial 
impacts on the time required to open the freeze valve. It was also shown that the calculated 
temperature transients within the salts agree with the experimental data satisfactorily well if 
the proper value was used for the model parameter representing the momentum damping at 
the solid-liquid interface. 
In the chapter 4, the natural convection effect on the opening time was explored 
systematically for the vertically-arranged freeze valves. Contrary to the expectation, the 
opening time was prolonged when the natural convection effect was incorporated. Due to the 
heat conduction within the wall, the freeze valve first opened in the near-wall region. It was 
found that the heat conveyed to the tip of the phase interface through the wall is reduced by 
the natural convection since more heat is transferred to the liquid salt in the bulk region. 
Consequently, overall heat transfer from the wall to the salt was enhanced but longer time 
was needed to open the freeze valve by the natural convection. This indicated that the 
thermal-hydraulic phenomenon encountered in the freeze valve is a complicated 
multidimensional process. 
 In the chapter 5, the natural convection effects on the solidification and melting were 
investigated for varied orientations of the freeze valve arrangement. It was found that the 
natural convection effect was minimal for the vertical arrangement and became more 
prominent with the change of orientation from the vertical to the horizontal. When the 
inclination angle was further reduced, the natural convection effect was intensified since the 
cold liquid salt was situated on the hot liquid salt. As a result, natural circulation covered the 
whole liquid region and the opening time was shortened. It was indicated that the inclination 
angle is an important design parameter to improve the freeze valve performance. 
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6.1 Recommendation 
Base on the conclusions of this work, the author may recommend to adopt the 
horizontal or further inclined arrangement (the inclination angle is zero or smaller) in the 
MSR freeze valves to minimize the opening time. It should however be noted that further 
studies are needed to derive the final decision. For example, a large-diameter freeze valve 
cannot be used in these cases because the solidification is prohibited by the strong natural 
circulation. On the other hand, the use of small-diameter freeze valve leads to slowdown of 
the liquid fuel drainage. The number of freeze valves must be increased in this case. 
Plant simulations using the diameter, wall thickness and orientation of the freeze 
valve as the simulation parameters would be needed to optimize the freeze valve design. The 
results presented in this work can be used to determine the solidification and opening times in 
such simulations. 
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Appendix A. Detail Derivation of the Kozeny-Carman Equation 
 
The definition of the source term 𝑆 for porous media for the use in the momentum 
equation is described in this section. It has related to porosity model that is used in the 
numerical approach for solidification and melting problems. Base on Poiseuille`s Equation 
for laminar flow 
Δ𝑃
𝐿
=  −
32 𝜇 𝑣’ 
𝐷
 
(1) 
Kozeny first modeled the assembly of small capillarity tubes as a porous medium [62]. 
This was later modified by Carman [63], and became known as the Kozeny-Carman Equation. 
In the Kozeny model (see Fig. 1), the ratio between A (the total cross sectional area) and 𝐴’ 
(the total cross sectional area of the tube) is known as void fraction or material porosity 
𝜑 =
 ’ 
. The main velocity in the tube (𝑣’) is assumed to be 𝑣’ =  𝜈
 
’ 
=
 
 and is substituted 
to the Eq. 1 to obtain 
Δ𝑃
𝐿
=  −
32 𝜇 𝜈 𝜑
𝐷
. 
(2) 
 
 
Figure 1. Illustrations of the Kozeny porosity model. 
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Carman modified this formula to take into account the inner diameter of capillarity 
tube (see Fig. 2). He introduced a void fraction 
𝜑 =
 𝐴’
𝐴
=
 𝐴’
𝐴’ + 𝐴
 
(3a) 
as volume ratio. When length of the tube is initiated as L 
𝜑 =
𝐴’ 𝐿
(𝐴’ + 𝐴 )𝐿
=
 𝑉’
𝑉’ + 𝑉
, 
(3b) 
where 𝑉’ is the volume of the tube and 𝑉  is the volume of the solid. These two volumes are 
related as 
𝑉’ =
 𝜑 𝑉
(1 − 𝜑)
. 
(4a) 
Dividing both side of Eq. 4a by 𝑆  (the surface area of the tube) to facilitate further 
simplification, one obtains 
𝑉’
𝑆
=
 𝜑 𝑉
𝑆(1 − 𝜑)
. 
(4b) 
For ’ = 𝐴’ 𝐿 =
   
 , and S = 𝑛𝜋𝐷𝐿, Eq. 4b transforms into 
𝐷 =
 4 𝜑 𝑉
𝑆(1 − 𝜑)
. 
(5) 
 
 
Figure 2. Illustrations of Carman porosity model to revise the from Kozeny model. 
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Figure 3. Carman porosity model base on spherical particles. 
 
To obtain a more realistic condition, Carman used a spherical particle model (Fig. 3) 
with the volume of the spherical particles 𝑉  and the surface are 𝑆 of the spherical particles 
with the mathematical relations 𝑉 = 𝐴  𝑙 =
 
 and  𝑆 = 𝜋 𝑑 .  By following those 
expressions, Eq. 2.4b is transformed into 
𝐷 =
 2 𝜑 𝑑
3(1 − 𝜑)
. 
(6) 
In addition, the tortuosity 𝜏 (see Fig. 3) must be considered. This is the property of a curve 
being twisted, with 𝜏 = . To accommodate for tortuosity, the velocity was assumed to be 
𝑣’ =  
  
 
. Based on Eq. 2, the pressure gradient in the Carman porosity model is expressed as 
Δ𝑃
𝑙
=  −
32 𝜇 𝜈 𝜑 
𝐷 𝜑
 
(7a) 
so that the pressure gradient can be evaluated as 
Δ𝑃 =  −
32 𝜇 𝜈 𝜑 𝑙
𝐷 𝜑
. 
(7b) 
Subtituting Eq. 6 into Eq. 7b, one obtains 
Δ𝑃 =  −
72 𝜇 𝜈 (1 − 𝜑)  𝑙
𝑙 𝑑 𝜑
 
(7c) 
or, because 𝜏 = , 
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Δ𝑃 =  −
72 𝜏 𝜇 𝜈  (1 − 𝜑)
𝑑 𝜑
. 
(7d) 
Non-spherical particles may be present, so that a sphericity 𝜀 factor is included 
Δ𝑃 =  −
72 𝜏 𝜇 𝜈  (1 − 𝜑)
𝜀 𝑑 𝜑
. 
(7e) 
Here, 𝜀 = 1  applies for spherical particle, and 𝜀 < 1  for non-spherical shapes, for some 
special cases see Fig. 4. Δ𝑃 is the pressure gradient in the porous medium, 𝜇 is the dynamic 
viscosity, 𝜏 is the tortuosity and 𝑑  is the particle diameter (Fig. 3). 
 
Figure 4. Constant of sphericity for several different particle shapes [116]. 
 
Permeability is the ability of a medium to allow fluid to go through its pore spaces, 
described by Darcy’s Law (Eq. 8). It correlates with the volume of empty space within the 
specimen which is expressed as a fraction called porosity 
𝜈 =  −
К
𝜇
Δ𝑃, 
(8a) 
Δ𝑃 =  −
𝜇 𝜈
К
. (8b) 
By comparing Eq. 7c and Eq. 8b, a mathematical correlation between permeability 
and porosity is obtained as 
К =
𝜑  
(1 − 𝜑)
. 
(9) 
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Appendix B. Schematic of Experimental Apparatus by Tokushima 
 
The experimental devices of cylindrical geometry are shown in Figs. 1 and 2. Figure 1 
shows the heater that was the copper block containing six thermocouples to calculate the 
temperature distribution in the heater. The heater was placed on the top of the solid salt (blue-
colored section in Fig. 2) contained in the vessel of stainless steel SUS 304 (gray-colored 
section in Fig. 2). The heater was used to apply heat to the solid salt. Sixteen thermocouples 
were installed in the salt to calculate the temperature distribution in the radial and vertical 
directions. 
 
Figure 1. Sketch of heater in the Tokushima experiment [90]. 
 
 
Figure 2. Sketch of Tokushima`s experimental apparatus [90]. 
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Appendix C. Display of the 2D Axisymmetric Model from Fluent 
 
In the 2D axisymmetric calculations using Fluent, the x-coordinate was regarded as 
the axis of symmetry. Hence, when the freeze valve was arranged vertically, gravity acted in 
the negative direction of the x-coordinate as shown in Fig. 1(a). The direction of gravity is 
presented with the experimental apparatus in Fig. 1(b). 
 
Figure 1 (a) Display of the 2D axisymmetric model in Fluent correspondence to  
(b) the initial conditions of the simulation model in the section 3.1[84]. 
 
