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Transform-Based Wideband Array Processing 
Douglas B. Williams, Principal Investigator 
Rabinder N. Madan, Scientific Officer 
Contract No.: N00014-91-J-4129 
R.SzT No.: 4148136- - -01 
Over the past six months, this contract has funded two projects in full and one project in 
part. The two fully funded projects focus on the application of random coefficient models to 
wideband high-resolution direction finding and transient signal detection and estimation. The 
partially funded project involves the analysis of nonlinear, possibly chaotic, dynamical systems. 
Progress in each of these areas is described below. 
Random Coefficient Models: The application of random coefficient models to narrowband 
high resolution direction finding has been very successful and has already resulted in a conference 
paper to be presented at ICASSP92 (see the attached paper by Jost & Williams). It has been 
shown that the random coefficient model is much better suited to modeling sensor array data 
than the autoregressive model is. A simple method for estimating the parameters of the random 
coefficient model has been developed and applied to simulated data. Finally, a beamformer for 
the random coefficient model has been developed which has significantly better performance 
then earlier linear predictive beamformers. A journal paper describing these results is currently 
being written and should be submitted to the IEEE Transactions on Signal Processing by this 
Spring. There is also progress being made toward the final goal of applying these techniques to 
wideband direction finding. 
Transient Signal Detection: The application of the wavelet transform to the detection 
of transient signals with an array of sensors is being examined. This approach has led to a 
directional multirate filter bank structure that decomposes the incoming signal into decaying 
exponentials. This filter bank is also capable of adapting towards an improved estimate of the 
structure of the transient signal which, consequently, also improves the detection performance. 
Publication of these results will proceed after simulations and comparisons to other transient 
signal detectors are complete. 
Nonlinear System Identification: System identification algorithms that depend on gradient 
descent methods have been found to degrade significantly if the time-series or, equivalently, the 
system that produced the time-series is chaotic (see the attached paper by Drake & Williams). 
A careful analysis of these degradations has led to algorithms which are much less sensitive to 
the potentially chaotic nature of these nonlinear systems. Analysis of these systems and their 
time-series continues with the eventual goal being a very general system identification algorithm 
to be applied to the time-series produced by nonlinear discrete-time systems. 
To be presented at ICASSP, San Francisco, California, March 1992. 
A BEAM:FORMER BASED UPON THE RANDOM 
COEFFICIENT MODEL * 
Bruce Jost 
	
Douglas B. Williams 
Georgia Institute of Technology, Atlanta, GA, 30332-0250 USA 
ABSTRACT 
This paper applies the random coefficient model to array 
processing, specifically in the design of a beamformer for di-
rection finding. This model is similar to the autoregressive 
(AR) model, except the coefficients are allowed to change 
with time instead of remaining constant; thus allowing the 
beamformer to better model any additive noise or signal cor-
relations in the observations. Through the use of a binary 
hypothesis test, it is shown that random coefficient models 
better fit typical array data than do AR models. A Kalman 
filter is presented that has the array observations as inputs 
and the parameters of the random coefficient model as out-
puts. A new beamformer based on the random coefficient 
model is derived that is similar to the constant coefficient 
linear predictive (CCLP) beamformer. The two beamform-
ers are compared and it is shown that the random coefficient 
beamformer outperforms the CCLP beamformer. 
superior resolution properties [1]. However, the perfor-
mance of the LP beamformer is highly dependent on both 
the signals' directions of propagation and the selection of 
mo. Also, in many cases the direction-of-arrival estimation 
bias is quite high. The primary causes of this estimation 
bias are additive noise in the observations and correlations 
between propagating signals. Additive noise and signal cor-
relations do not obey an AR relationship across the array; 
so the model in (1) is no longer accurate. 
In order to keep the simplicity of the linear model of (1) 
and yet more accurately match the array data, the random 
coefficient model is proposed. This model is identical to 
the AR model except the weights a rr, are random instead of 
constant and (1) becomes 
xmo(k ) .— E am (k)X m (k). 	(2) 
m*mo 
The coefficients can be expressed as 
1. INTRODUCTION 	 am (k) ft„, 	 ( 3 ) 
The linear model is probably the most popular model in use 
in engineering and science because it is simple and yet pow-
erful. Many times, computational advantages due to the 
simplicity of the linear model far outweigh any performance 
gain achieved by more complicated models. The commonly 
used autoregressive (AR) model is one such linear model. 
In array processing the AR model leads to linear predictive 
(LP) beamforming [1] where the output of a selected sensor, 
say the moth, is estimated as a weighted linear combination 
of the other sensor outputs. Assuming narrowband signals 
and letting X,,,(k), k = N — 1, be snapshots of the 
Fourier transform of the mth sensor's output at the signals' 
common center frequency, the LP model for X m „(k) is 
X mo (k) = — E am X m (k), 	(1) 
mlim0 
where {a m ) is a set of complex—valued weights to be found. 
When compared to other beamformers with roughly 
equivalent computational complexity, such as the minimum 
variance distortionless receiver, the LP method possesses 
THIS WORK WAS SUPPORTED BY THE OFFICE OF 
NAVAL RESEARCH UNDER CONTRACT NUMBER N00014-
91—J-4129  
where Om is the mean of the coefficients for the mth sensor 
and the vm (k) are zero—mean independent identically dis-
tributed random variables. The random coefficient model 
of (2) keeps the simple linear form of the AR model and, 
hence, its computational advantages. Since the constant 
coefficients of an AR model can be expressed in terms of 
(3) with the v,,,(k) equal to zero, the random coefficient 
model can actually be thought of as a generalization of the 
AR model. Therefore, the random coefficient model will fit 
the array data at least as well as the AR model and will 
simplify to the AR model when it is the better choice. 
2. TESTING OF THE MODELS 
Through the use of a binary hypothesis test developed by 
Breusch and Pagan [2], it is possible to test which model, 
AR or random coefficient, will better fit typical array data. 
The test indicates that if the residuals from an AR model 
have a constant variance, an AR model is better suited; 
otherwise, a random coefficient model should be considered. 
The test is performed by generating a Lagrange multiplier 
(LM) statistic from generated array data. If the null hy-
pothesis of an AR model is true, then the LM statistics 
will be asymptotically distributed as chi—squared with M 
degrees of freedom, where M is the number of sensors in 








Figure 1: Results of the hypothesis test. The ten degree of 
freedom chi-squared distribution is the solid line while the nor-
malized histogram of the LM statistics is the broken line. The 
array data was from a uniform linear array of 10 sensors with 
spacing . There are two signals present at -10° and 30°, the 
noise is additive white Gaussian and the SNR is 6 dB. There are 
100 independent samples being used (N = 100). 
array data for a given number of signals at their respective 
angles of arrival, and a given number of sensors, time sam-
ples, and signal-to-noise ratio. The LM statistic given in [2] 
was calculated for a large number of sets of data and the 
normalized histogram of these LM statistics was calculated 
and plotted against a chi-squared density function with M 
degrees of freedom to see how closely the two matched. Fig-
ure 1 shows an example of this test in which the normalized 
histogram of the LM statistics clearly does not match the 
chi-squared density plot. In fact, it was found that the 
AR hypothesis is rejected for even the simplest cases if any 
additive noise or signal correlation is present. Therefore, 
it would seem that the random coefficient model is better 
suited for array processing applications. 
3. RANDOM COEFFICIENT BEAMFORMER 
As the random coefficient model has been shown to fit the 
data more accurately than the AR model, a beamforming 
algorithm based on this model has been developed. The 
remainder of the paper will present the algorithm for esti-
mating the random coefficients and then the derivation of 
the random coefficient beamformer. 
3.1. Estimating the Coefficients 
The first step is to estimate the random coefficients. This 
is performed with the Kalman filter outlined in [3] and [4]. 
The following set of vectors is introduced to ease the com-
putations: 
a'(k) = [ao(k) • an,0 -1(k)amo +1(k)- • • am-1(k)] 
= [130 • • -13m 0 .-1 Pm0+1 • • fim-1) 
1/(k) = [vo(k) • • Prno-1(k) vmo+i(k) • • • Pm -1(k)) 
(k) = PCo(k) • • • Xn1/4,-.1(k) Xmo+1(k) • • • XM-1(k)] 
where M is the number of sensors and ( I ) denotes Hermitian 
transpose. An error covariance matrix is defined as 
E = [ej ], i,j = 0, ... ,mo - 1,mo + 1, • .. ,M - 1 
where .E.(vi(k)v; (I)) = 6(k -1)4. From [3] and [4] the es-
timates of a(k) are calculated from the Kalman filter equa-
tions 
h(klk -1) = b  
"f(klk -1)=E 
h(k) = z t (k)E(k lk - 1)z(k) + cr,2, 
i(k 	= b + t(klk -1)z(k)h -1 (k) 
• EX,no + z' (k)a(klk - 1)] 
2(k1k) =Z(klk - 1) - 
t(k lk -1)z(k)I1 -1 (k)e(k)t(klk - 1) (4) 
where ii(k I k) is the estimate of a(k) at time k given all the 
observations up to k, E(k/k) is the error covariance matrix 
estimate of a(k) at time k given all the observations up to 
k, and 01., is the noise variance estimate. 
To implement the Kalman filter, initial estimates of b, E, 
and cr2,., must be calculated. The authors will present a 
method that calculates the least-squares estimates of these 
terms following [4]. Introducing a noise term into (2) yields 
Xm o (k) = - E a n,(k)X,,,(k)+ n mo (k) 	( 5 ) 
mom s  
where n mo is white Gaussian noise and is uncorrelated 
with the observations Xm (k). The noise associated with 
an arbitrary sensor, say the mth, has the property 
Efnm (j)n;„(k)} = b(j - k)a 2,,. Using (3), equation (5) can 
be written as 
Xmo (k) = - E ,9„,x.(k)— E ,,„, ( k )x,, ( k ) 
momo 	mom° 
n mo (k) 
— E 13,,,X,n(k)+ u(k) 	 (6) 
M01710 
where 	
u(k) = nmo (k) - E v m (k)X m (k). 	( 7 ) 
Defining 
= [u(0) • • • u(N - 1)] 
y' = [X,,, o (0) • • • Xmo (N - 1)] 
Z' = [z(0)• • • z(N - 1)], 
equation (6) can be written as 
y = -Zb + u. 
Using ordinary least squares, the estimate of b is 
b = -(Z1) -1 Z ly. 	
( 8 ) 
Taking the expected value of the magnitude squared of 
(7) yields 
E{lu(k)1 2 } = Eft 	- E v,n (k)X, n (k)1 2 ) 
moms 
which reduces to 
E{Iu(k)1 2 ) = cr,!, + E E E{vi(k)v;(k)Xi(k)X;(k)) 
i5irno igirno 
( 9 ) 
Fourier transforms of A(l) and B(1), respectively, e.g., 
A(8) = 
m_i 
E A(1) --22n.* I sin O . 
 1= -(M-1) 
3.3. Simulation Results 
The random coefficient beamformer of (15) can be com-
pared to a constant coefficient LP (CCLP) beamformer. 
A typical example of this comparison is shown in figure 2 
where the predictive element mo is the first sensor for both 
beamformers. It is seen that while both have sharp peaks 
at —10° and 30°, the random coefficient beamformer has a 
lower noise floor with none of the spurious peaks that might 
be confused as signals. This improvement is due to the ran-
dom coefficient model being able to fit the noisy array data 
better than the AR model. As was expected from the re-
sults of the hypothesis test, in the comparisons run by the 
authors the random coefficient beamformer clearly outper-
forms the CCLP almost every time and always performs at 
least as well as the CCLP. 
where the other terms are zero because the noise is uncorre- 
lated with the signals and coefficients. Assuming the X.(k) 
and at(k) are zero mean and Gaussian, (9) can be expressed 
as 
E{lu(k)1 2 } = 
E E [E{vi(k)v; (k)) E{Xi(k)X .7 (k)) + 
jomo ivimo 
E{vi(k)Xi(k)} Ely; (k)X .;(k)) + 
E{vi(k)X; (k)}E{v;(k)X7(k))} 
which reduces to 





I u(k + I) 1 2 = E{1 u(k + 1) 1 2 ] + 6 	(11) 
where the ft is a zero mean error with unknown variance, 
(10) can be used in (11) as 
Ito 4. 1)$2 = azn+ 
E E Efv,(k + 1)4(k + I)} E{X;(k + 1)X; (k +1)) + f t 
iffrno .10 ,710 
or in vector notation as 
e = Xs + r 
where e' = [Iu(0p 2 • • • lu(N — 1)1 2], = [Co • • EN-1], = 
.2 	2 2 	„2 
1..Ti .1,1 .1,2 • • • cirt.,at—i ,., 2,1 • • • . 	 and 
The right—hand expected value can be expanded as in (9) 
8(1)cr! = EEEfaiaDE {xix;+ ,}-F A(1) + B(1) (14) 
where 
A(1) = EEE{a;XoE{a;x; + t) 
B(1) = EEE{aix,"+ ,}E{a;x0 
for l = —(M-1), , M —1. The expected values in (14) can 
be estimated by averaging over the available data and co-
efficient estimates, e.g., E{a;X s } = N Ek of  ag(k)x,(k). 
The spatial Fourier transform of (14) can be calculated 
for any array geometry, but if a linear uniform array is 
used, the transform can be parameterized in terms of just 
the direction of look 8. Therefore, the random coefficient 
beamformer for a uniform linear array steered in direction 
8 can be written as 
p Rc (8) 	— A(8) — B(9) 	(15) 
EEE{a,a;},— 	e 
j.„ 1 
where d is the spacing between sensors, A is the wavelength 
of the propagating signals, and .4 and B are the spatial 
X m -1(0)X iti _ 1 (0) 
X m -.1(N - lin f _1(N - 1) 
1 	(0)Xi" (0) 	Xi (0)X; (0) • • • Xi 	(0)Xlf _I (0) X2(0)X; (0) • • • 
X = 
1 Xi (N —1).X7(N — 1) 
Using ordinary least squares, the estimate of a is 
= (rX) -1 re, 	 (12) 
from which the estimates of cr 2„ and E are extracted. 
3.2. The Beamformer 
Once the random coefficients have been estimated, they can 
be used in a beamformer to calculate the direction(s) of the 
measured signal(s). Following the derivation of the constant 
coefficient LP beamformer, (5) can be rewritten as 




E am (k)X m (k) 	 (13) 
if a,,, o (k) = 1 for k = 0, 	, N — 1. Multiplying (13) with 
a similar expression for n„,* 0+I (k) and taking the expected 
value gives (dropping the time index for brevity) 
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Figure 2: Comparison of the CCLP and random coefficient beamformers. The array data used was the same as that described in 
figure 1. 
4. CONCLUSION 
The random coefficient model was introduced for use in 
array processing. It was shown through the use of a hy-
pothesis test that the random coefficient model will better 
fit typical array data than the constant coefficient autore-
gressive model. A beamformer using the random coefficient 
model was developed (15) as well as the method for esti-
mating the random coefficients using a Kalman filter. The 
random coefficient beamformer was then compared to the 
familiar constant coefficient linear predictive beamformer 
and was shown to be a dramatic improvement. 
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ON ERROR FUNCTION SELECTION 
FOR THE ANALYSIS OF NONLINEAR TIME SERIES 
Daniel F. Drake and Douglas B. Williams 
School of Electrical Engineering 
Georgia Institute of Technology 
Atlanta, GA 30332 
ABSTRACT 
The extreme sensitivity of a chaotic system's steady state 
response to small changes in its initial conditions makes long 
term prediction of the evolution of such a system difficult, if 
not impossible. In the framework of parameter estimation, 
we show how this sensitivity can hinder attempts to deter-
mine model parameters that will reproduce a target chaotic 
time sequence. Specifically, a waveform error minimization 
technique based on gradient descent optimization is not well 
suited for estimating the parameters of a strongly chaotic 
system. We propose a modification of this rninimi7ation 
procedure that avoids some of the obstacles present when 
estimating the parameters of a chaotic system. 
1. INTRODUCTION 
Chaos—unpredictable deterministic behavior—has been ob-
served in phenomena ranging from chemical reactions [1] to 
solar flares [2]. Modelling time sequences derived from such 
processes can provide insight into the underlying physics 
that drive them. Unfortunately, the intrinsic sensitivity of 
chaotic systems makes them difficult to model; a represen-
tation with enough freedom to correctly reproduce chaotic 
behavior will itself be extremely susceptible to small varia-
tions in its parameters. 
The realization that long-term prediction of certain com-
pletely deterministic systems was impossible sparked inter-
est in a new area of Dynamical Systems, an area dealing 
with the phenomenon of chaos. The classic description of a 
chaotic system usually includes the phrase "sensitive depen-
dence on initial conditions" [3]. Sensitive, in this context, 
refers to the exponential rate at which initially close tra-
jectories on the attractor diverge. This sensitivity can be 
quantified by the spectrum of Lyapunov exponents associ-
ated with the attractor. 
Quatieri and Hofstetter [4] wished to determine the pa-
rameters and initial conditions of a nonlinear difference 
equation whose solution would be as close as possible to 
some target time sequence generated by a dynamical sys-
tem. They derived a gradient descent method that mini-
mized the waveform error between the solution of the dif-
ference equation model and the target sequence. 
We will show that the waveform error surface is not well-
behaved if the target sequence is generated by a chaotic sys- 
This work was supported in part by the Office of Naval Re-
search under contract N00014-91-J-4129.  
tem. In particular, in the neighborhood of the global mini-
mum at least one eigenvalue of the Hessian of the waveform 
error increases exponentially as a function of the length 
of the target sequence. This unbounded growth sets the 
global minimum at the bottom of a deep trench, rendering 
gradient descent techniques impractical. Consequently, we 
have modified the waveform error minimization procedure 
by taking into account the behavior of the error surface as a 
function of target sequence length. This improved optimiza-
tion technique provides a much wider basin of attraction for 
the global minimum than the original method. 
2. DYNAMICAL SYSTEMS AND CHAOS 
Suppose h M x R k M is a parameterized discrete-time 
dynamical system defined on a smooth compact manifold 
M such that 
y[n] = h(y[n — 1], p). 	 (1) 
We assume that this system is stable, and further that the 
state y[n] converges onto an attractor A C M as n tends 
to infinity for any initial condition y[-1] contained in the 
basin of attraction of A. 
It can be shown that the variation of the state y[n] with 
respect to initial conditions y[-1] is given by 
n-1 
Dy(....o[n] = flD vh(y[i], p). 	(2) 
where the operator D. applied to the vector-valued func-
tion f(x) results in a matrix with elements (D rf),, = 
afi(x)/ari. The Lyapunov exponents quantify the average 
rate at which small perturbations of the initial condition 
are exponentially amplified or attenuated upon iterations 
of the system [5]. An infinitesimal deviation dy[-1] will 
result in a deviation 
n-1 
dy[n] = 	113 3,11(y[i — 1], p)dy[-1], 	(3 ) 
and for almost all dy[-1] 
Ildy[n]ll ^ eM"+ 1) 11dy[-1]11, 	(4) 
where A is the largest Lyapunov exponent of h on A. Eq (4) 
is equivalent to saying that nn: 1 , 	— 1], p) has an 
N-2 
EN —dpT 	(Dpx[n])T (Dpx[n])) dp, (9) 
nn 
eigenvalue that grows on average and in absolute value as 
e A( m+ 3) . A system is, by definition, chaotic if it has least 
one positive Lyapunov exponent, indicating its exponential 
sensitivity to small variations in initial conditions. 
Similarly one can show that the dependence of the state 
on small variations of the system's parameters is given by 
n-2 ( n-3 
Dpy[n] = E H D,,h(yubp)) Dph(y[i],p)• (5) 
i. —1 	3E11+1 
The term Dph converts small deviations in the parameters 
into small deviations in the state which are then propagated 
forward by the product n DOI. This coupling between pa-
rameters and state implic.es that a chaotic system will be 
extremely sensitive not only to variations in its initial con-
ditions but to variations in its parameters as well. 
3. WAVEFORM ERROR MINIMIZATION 
Suppose we have a scalar time sequence x[n] = v(y[n]) de-
rived from a dynamical system via v : M --• R. We assume 
this sequence is the solution of an m th  order nonlinear dif-
ference equation with a known form, but depending on k 
unknown parameters p. An estimate P of these parameters 
produces the time sequence estimate 
i[n] = f(ic[n –• 1],P) with 0 < is < N, 	( 6 ) 
where k[n – 1] = (i[n – 1], i[n – 2], ... , i[n – m]) T is the 
vector of the last m values of x at time n. For simplicity we 
assume that the initial conditions x[-1] are known exactly' ; 
let K-1] = x[-1]. We wish to find the parameters that 
minimize the waveform error 
N-2 
EN = 	 [n])2 . 	 ( 7 ) 
n.0 
Quatieri and Hofstetter use a gradient descent method 
An initial estimate p of the parameter values is iteratively 
to minimize the waveform error with respect to parameters. 
updated 
p p - p (DpEN) T (8) 
so that the error decreases at each step. The step size p 
is chosen so that the error decreases at each iteration; the 
minimization procedure terminates when the waveform er-
ror falls below a specified threshold. 
In order to better understand the behavior of the error 
surface, we expand EN about the global minimum p: 
where dp represents an infinitesimal deviation from the true 
parameters. A remarkable result by Takens [6] states that 
under the proper conditions, a scalar time sequence can be 
`time delay embedded' into R.', revealing a diffeomorphic 
copy of the phase space dynamics that generated the se-
quence. The embedding is represented by the sequence of 
1 The origin of the sequence can always be shifted to the right 
by in samples.  
vectors (x[n]), where x[n] = (x[n], x[n-1], 	x [n 
with the embedding dimension m suitably chosen . The 
diffeomorphic relationship between the true trajectory in 
phase space and the reconstructed one preserves certain 
quantities, namely the Lyapunov exponents. Therefore the 
dynamical system 
[f (x[n – 1],p) 
x[n – 1] 
x[n] = g(x[n – 1],p) = 	x[n – 2] 
x[n – m + 1] 
has the same Lyapunov exponents as the original dynami-
cal system. The gradient of the scalar time sequence (x[n]) 
is simply the first row of the matrix Dpx[n]. If the dy-
namical system that produced the sequence is chaotic, then 
ilDpx[n]ll will grow exponentially fast with increasing n, 
since it generally won't be orthogonal to the eigenvector 
along which the exponential expansion is taking place. Thus 
the Hessian of the waveform error in Eq (9), composed of 
a sum of outer products of the vectors (D px[n]), has an 
increasingly large ei,genvalue. As N increases the global 
minimum will become sandwiched between two increasingly 
steep walls— not ideal conditions for gradient descent op-
timization. 
As will be seen in the next section, the waveform error 
seems well-behaved for short chaotic sequences; the expo-
nential amplification of parameter mismatch has little time 
over which to markedly modify the sequence estimate. Our 
modification of the waveform error minimization procedure 
takes advantage of this phenomenon. Instead of trying 
to optimize our parameter estimates for the whole target 
sequence at once, we sequentially minimize the waveform 
errors Ea, , EN. Once Em sinks below some fixed 
threshold, we repeat the minimization process on E n +1, us-
ing the last estimates of the parameters as the initial guess 
for the next step. Since each error surface has the global 
minimum in common, successive minimization of the errors 
forces the parameter estimates closer to their true value. 
We've effectively expanded the global minimum's basin of 
attraction to that of a length-one sequence, independent of 
the true sequence length. 
4. EXAMPLES 
A simple system capable of exhibiting chaotic behavior is 
the logistic equation 
x[n] = pix[n – 1)(1 – x[n – 1]), 	(11) 
which is both a scalar dynamical system and a first order 
nonlinear difference equation. The model exhibits markedly 
different types of steady state behavior depending on the 
choice of p i . A parameter value of p i = 3.5 results in a 
period-four oscillation; in contrast, a value pi = 3.7 pro-
duces chaotic behavior. Figure 1 contrasts the waveform 
error for both cases, for sequences of length N = 87 and 
an initial condition 4-1] = 0.42. While relatively flat 
and smooth in the periodic case, the waveform error in the 
chaotic case is riddled with local minima and the global 
(10) 
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Figure 1: The waveform errors of periodic (above) and 
chaotic (below) target sequences of length 87, generated by 
the logistic equation. 
minimum has the very narrow basin of attraction as dis-
cussed above. 
Figure 2 illustrates the behavior of the waveform er-
ror for the chaotic logistic system with respect to the se-
quence length. As noted previously, error surfaces for short 
sequence lengths are relatively smooth, giving parameter 
estimates with relatively large errors a greater chance of 
converging to the true parameter. 
Figure 3 compares the performance of the original wave-
form error minimization technique, which tries to minimize 
the waveform error EN directly, and our modified version. 
As expected from the general appearance of the waveform 
error, an initial deviation of only 5 x 10 -5 in the model 
parameter gets trapped almost immediately in a local min-
imum, and the error never descends below the specified 
threshold of 10 -5 . Our extension method, on the other 
hand, correctly identifies the true parameter after extend-
ing the target sequence to N = 87, even though the initial 
deviation from the true parameter value was 5 x 10 -2 ; six 
orders of magnitudes larger. In fact, any initial parame-
ter value within the logistic equation's usual working range 
Po E [0,4] will be converge to the the true parameter value. 
An example of a two-parameter chaotic system is the 
Henon system 
	
= 1 — Piy1 [n — 1] + y2[n — 1] 	(12) 
Y2 [n] = p2yi [n — 1] 	 (13) 
with parameter values p 1 = 1.4, p2 = 0.3. If we consider 
the time sequence produced by the first variable (y i [n]) our 
difference equation model has the form 
[n] = 1 — po z 2 [n — + pi x[n — 2], 	(14) 
with initial conditions x[-1] = y i [-1] = 0.948586 and 
x[-2) = y2[-1]/p2 = 0.425317. 
Figure 2: The waveform error as a function of target se-
quence length. In this case the sequence was generated by 
the chaotic logistic equation. The error surface is relatively 
smooth and shallow for short sequences, and becomes in-
creasingly rough as more of the sequence is considered. 
Figure 4 shows that our extension method outperforms 
the original waveform error minimization technique. Initial 
parameter estimates with errors of more that 10 -2 are re-
duced by six orders of magnitude. The original method, 
initiated with deviations of only 5 x 10 -5 in both parame-
ters, is immediately trapped in a local minimum. 
Unlike the one dimensional case, for this two-parameter 
system our method does not produce estimates that con-
verge to the true parameter values. Figure 5 shows the 
error surface Eso in a small neighborhood of the global 
minimum. As expected, the sharp gradient discussed in 
previous sections is in evidence. However, there also seems 
to be a continuous range of parameter values that generate 
the same waveform as those located at the global minimum. 
This alignment is representative of the true behavior of the 
Henon system and is not an artifact of the conversion from 
dynamical system to difference equation. An examination 
of the gradient of (y1 [n]) with respect to the parameters 
shows that while the (D py i [n]) grow quickly for increasing 
n as expected, they also tend to align themselves along a 
common axis. The sum of outer products in Eq. 9 is domi-
nated by the matrices formed from these increasingly large 
gradients that all point in the same direction, and conse-
quently the Hessian appears singular. This behavior is not 
typical of chaotic dynamical systems in general. 
5. CONCLUSION 
Using concepts from the discipline of Dynamical Systems 
we have shown how the sensitive dependence of a chaotic 
system on its initial conditions can induce an analogous de-
pendence on its parameters. Takens' embedding theorem 
allowed us to transplant the phase space based notion of 
Lyapunov exponents which quantify this sensitive depen- 
[3) 
[1] J.-C. Roux, R. H. Simoyi, and H. L. Swinney, "Observa-
tion of a strange attractor," Physica D, vol. 8, pp. 257— 
266, 1983. 
[2) J. Kurths and H. Herzel, "An attractor in a solar time 
series," Physica D, vol. 25, pp. 165-172, 1987. 
J. Gleick, Chaos. Sphere Books Limited, 1988. 
[5] 
[4] T. F. Quatieri and E. M. Hofstetter, "Short-time sig-
nal representation by nonlinear difference equations," 
in Proceedings of the 1990 International Conference 
on Acoustics, Speech, and Signal Processing (Albu-
quergue,NM), 1990. 
J.-P. Eckmann and D. Ruelle, "Ergodic theory of chaos 
and strange attractors," Reviews of Modern Physics, 
vol. 57, July 1985. 
[6) F. Takens, "Detecting strange attractors in turbulence," 
in Lectures Notes in Mathematics, vol. 898, pp. 366-381, 
Springer, Berlin, 1981. 
Figure 3: Comparison of waveform error minimization 
techniques using the chaotic logistic equation. Even good 
initial parameter estimates get trapped in local minima 
when trying to minimize the waveform error for the entire 
target sequence. In contrast a much poorer initial param-
eter estimate converges to the true parameter value for a 
target sequence length of 87 when our modified minimiza-
tion method is employed. 
dente into a nonlinear difference equation framework. We 
explained how such sensitivity could produce conditions ill-
suited for a proposed gradient descent minimization of the 
waveform error, and proposed an improved method to over-
come its limitations. The improved method performed sig-
nificantly better than the original when tested on sequences 
generated from two chaotic dynamical systems. 
6. REFERENCES 
Figure 4: Parameter estimation performance for the 
Henon system. Just as in the one-parameter case, the orig-
inal minimization  procedure procedure falls immediately 
into a local minimum. However, while the modified wave-
form error method reduces initially much larger parameter 
deviations better than the original, it does not converge 
to the true parameters, due to the singular nature of the 
waveform error's Hessian. 
Figure 5: Waveform error surface in the neighborhood of 
the global minimum. The Hessian appears to be singular. 
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Over the past year, this contract has funded two projects in full and two projects in part. 
The two fully funded projects focus on the application of random coefficient models to wideband 
high-resolution direction finding and transient signal detection and estimation. The partially 
funded projects involve the development of a new model order determination algorithm and the 
analysis of nonlinear, possibly chaotic, dynamical systems. Progress in each of these areas is 
described below. 
Random Coefficient Models: Before subspace methods such as MUSIC were developed, 
the highest resolution direction finding algorithms were the Minimum Variance Method and the 
Linear Predictive Method. The Linear Predictive Method was known to have better resolution 
than the Minimum Variance Method but was susceptible to bias in its direction estimates 
because the propagating signals and noise received by the sensors do not match the assumed 
autoregressive model. Consequently, the Minimum Variance Method has received much more 
attention and is the algorithm that most subspace methods are based on. A subspace version of 
the Linear Predictive Method does exist and is known to have better resolution than MUSIC, 
but it also has an unacceptable amount of bias. 
The random coefficient model is a generalization of the autoregressive model in which the 
parameters are allowed to vary. We have been examining this model in the hopes of achieving 
resolution like that of the Linear Predictive Method but without the bias. Also, after developing 
the narrowband random coefficient-based algorithm, there is a natural extension to wideband 
direction finding. The application of random coefficient models to narrowband high resolution 
direction finding has been very successful and has resulted in a conference paper that was pre-
sented at ICASSP92 [1]. It has been shown that the random coefficient model is much better 
suited to modeling sensor array data than the autoregressive model is. A simple method for 
estimating the parameters of the random coefficient model has been developed and applied to 
simulated data. Finally, a beamformer for the random coefficient model has been developed 
which has significantly better performance then earlier linear predictive beamformers. Since 
this conference paper was written, we have developed the subspace-based version of the random 
coefficient beamformer. We are presently performing a detailed analysis of the bias and resolu-
tion characteristics of this beamformer and will compare them to the characteristics of MUSIC 
and the linear predictive methods. Though, the analysis is not yet complete, early results are 
very encouraging. A journal paper describing these results and the random coefficient beam-
former will be submitted to the IEEE Transactions on Signal Processing when our analysis is 
complete. 
We have also been examining the extension to wideband direction finding. Although there are 
several techniques for extending narrowband high resolution algorithms to wideband problems, 
none of them seem as natural as the extension of the random coefficient model for wideband 
applications. Each coefficient in the model simply becomes a vector spanning the range of 
frequencies instead of a scalar representing a single frequency. We have a method for estimating 
these random vector coefficients from the wideband data and are examining several techniques 
for extracting the direction information from the coefficients. After determining which technique 
is the most appropriate, we will compare it to existing wideband algorithms such as the coherent 
signal-subspace method. 
Transient Signal Detection: Our examination of the wavelet transform and its application 
to the detection of transient signals with an array of sensors has led us to adaptive filter banks 
such as those developed by Nayebi, Barnwell, and Smith (see, for example, ICASSP 1992). 
These filter banks are much more general than the wavelet transform and, in fact, include the 
various wavelet decompositions as a subclass. The concept of an adaptive filter bank is ideal 
for detecting transients with unknown parameters by changing to match the received signal. 
Unfortunately, the adaptive filter banks that have been designed to date are for image or speech 
coding and are not yet suitable for transient detection. We are in the midst of specifying the 
constraints and filter structures to make these systems more suitable for our purposes. 
After the received data has been processed by a filter bank, some additional processing 
is required in order to detect the presence of a signal. This processing is the topic of the 
appended summary [2]. This paper examines the best way to process the data efficiently after 
the parameters of the signal have been estimated. It also provides a way to estimate the 
direction-of-arrival for the signal. Because this work was done concurrently with the adaptive 
filter bank work, a different method (Hua and Sarkar's matrix pencil-based algorithm) was used 
to estimate the signal parameters. We expect it to work at least as well when the adaptive filter 
banks are used, especially since an adaptive filter bank requires much less computation than the 
SVDs required by the matrix pencil-base algorithm. 
Model Order Determination: The work in this area arose by accident out of some obser-
vations made while working on another problem. However, it was supported in part by ONR 
as Dr. Williams's time was being supported partially by this contract. The main result of this 
work is the best method to date for determining how many signals are impinging on an array 
of sensors which is in some sense optimal as it minimizes the probability of making the wrong 
choice. This new algorithm is very similar to MDL but also has some extra terms that improve 
its performance significantly. Details of this method are provided in appended papers [3] and 
[4]. Another result of this work is that the commonly used version of MDL is incorrect and the 
corrected version always performs better than the previous version. Journal papers on these 
results are being written and will be submitted during August 1992. 
Nonlinear System Identification: The majority of this work was funded by the State of 
Georgia, but this ONR contract was also used to fill some gaps left in the state's funding. 
System identification algorithms that depend on gradient descent methods have been found 
to degrade significantly if the time-series or, equivalently, the system that produced the time-
series is chaotic (see attached paper [5]). A careful analysis of these degradations has led to 
algorithms which are much less sensitive to the potentially chaotic nature of these nonlinear 
systems. Analysis of these systems and their time-series continues with the eventual goal being 
a very general system identification algorithm to be applied to the time-series produced by 
nonlinear discrete-time systems. 
A major hindrance to the analysis of nonlinear time-series is the inability to separate the 
time-series into independent, one-dimensional subsystems and thus reduce the complexity of 
the overall analysis. We are in the process of developing such a technique, and our progress to 
date is detailed in the appended summary [6]. The ability to identify and separate independent 
components of a nonlinear time-series should have dramatic affect on the science of nonlinear 
dynamical systems and could be a giant step forward in the study of nonlinear system identifica-
tion. We are currently limited in the types of combinations of subsystems that can be decoupled 
but hope to relax these restrictions as our work progresses. 
Appended Papers: 
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[3] D. B. Williams, "A minimum probability of error approach to designing information the-
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Starved Rock State Park, IL, September 1992. 
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rion," to appear in Proceedings of the Sixth IEEE Signal Processing Workshop on Statistical 
Signal and Array Processing, Victoria, British Columbia, October 1992. 
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A BEAMFORMER BASED UPON THE RANDOM 
COEFFICIENT MODEL * 
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ABSTRACT 
This paper applies the random coefficient model to array 
processing, specifically in the design of a beamformer for di-
rection finding. This model is similar to the autoregressive 
(AR) model, except the coefficients are allowed to change 
with time instead of remaining constant; thus allowing the 
beamformer to better model any additive noise or signal cor-
relations in the observations. Through the use of a binary 
hypothesis test, it is shown that random coefficient models 
better fit typical array data than do AR models. A Kalman 
filter is presented that has the array observations as inputs 
and the parameters of the random coefficient model as out-
puts. A new beamformer based on the random coefficient 
model is derived that is similar to the constant coefficient 
linear predictive (CCLP) beamformer. The two beamform-
ers are compared and it is shown that the random coefficient 
beamformer outperforms the CCLP beamformer. 
1. INTRODUCTION 
The linear model is probably the most popular model in use 
in engineering and science because it is simple and yet pow-
erful. Many times, computational advantages due to the 
simplicity of the linear model far outweigh any performance 
gain achieved by more complicated models. The commonly 
used autoregressive (AR) model is one such linear model. 
In array processing the AR model leads to linear predictive 
(LP) beamforming [1] where the output of a selected sensor, 
say the moth, is estimated as a weighted linear combination 
of the other sensor outputs. Assuming narrowband signals 
and letting X,n (k), k = 0, , N — 1, be snapshots of the 
Fourier transform of the mth sensor's output at the signals' 
common center frequency, the LP model for X,,,,,(k) is 
Xm o (k) = — > ana ,n(k), 	(1) 
mylm0 
where {a m } is a set of complex—valued weights to be found. 
When compared to other beamformers with roughly 
equivalent computational complexity, such as the minimum 
variance distortionless receiver, the LP method possesses 
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superior resolution properties [1]. However, the perfor-
mance of the LP beamformer is highly dependent on both 
the signals' directions of propagation and the selection of 
mo. Also, in many cases the direction-of-arrival estimation 
bias is quite high. The primary causes of this estimation 
bias are additive noise in the observations and correlations 
between propagating signals. Additive noise and signal cor-
relations do not obey an AR relationship across the array; 
so the model in (1) is no longer accurate. 
In order to keep the simplicity of the linear model of (1) 
and yet more accurately match the array data, the random 
coefficient model is proposed. This model is identical to 
the AR model except the weights a n, are random instead of 
constant and (1) becomes 
Xmo(k) = — E an,(k)X,n (k)• 	(2) 
rnVm0 
The coefficients can be expressed as 
am(k) = fl,n + v,n (k), 	 ( 3) 
where P. is the mean of the coefficients for the mth sensor 
and the si,n (k) are zero—mean independent identically dis-
tributed random variables. The random coefficient model 
of (2) keeps the simple linear form of the AR model and, 
hence, its computational advantages. Since the constant 
coefficients of an AR model can be expressed in terms of 
(3) with the Vm (k) equal to zero, the random coefficient 
model can actually be thought of as a generalization of the 
AR model. Therefore, the random coefficient model will fit 
the array data at least as well as the AR model and will 
simplify to the AR model when it is the better choice. 
2. TESTING OF THE MODELS 
Through the use of a binary hypothesis test developed by 
Breusch and Pagan [2], it is possible to test which model, 
AR or random coefficient, will better fit typical array data. 
The test indicates that if the residuals from an AR model 
have a constant variance, an AR model is better suited; 
otherwise, a random coefficient model should be considered. 
The test is performed by generating a Lagrange multiplier 
(LM) statistic from generated array data. If the null hy-
pothesis of an AR model is true, then the LM statistics 
will be asymptotically distributed as chi—squared with M 
degrees of freedom, where M is the number of sensors in 








Figure 1: Results of the hypothesis test. The ten degree of 
freedom chi—squared distribution is the solid line while the nor-
malized histogram of the LM statistics is the broken line. The 
array data was from a uniform linear array of 10 sensors with 
spacing There are two signals present at —10° and 30°, the 
noise is additive white Gaussian and the SNR is 6 dB. There are 
100 independent samples being used (N = 100). 
array data for a given number of signals at their respective 
angles of arrival, and a given number of sensors, time sam-
ples, and signal-to-noise ratio. The LM statistic given in [2] 
was calculated for a large number of sets of data and the 
normalized histogram of these LM statistics was calculated 
and plotted against a. chi—squared density function with M 
degrees of freedom to see how closely the two matched. Fig-
ure 1 shows an example of this test in which the normalized 
histogram of the LM statistics clearly does not match the 
chi—squared density plot. In fact, it was found that the 
AR hypothesis is rejected for even the simplest cases if any 
additive noise or signal correlation is present. Therefore, 
it would seem that the random coefficient model is better 
suited for array processing applications. 
3. RANDOM COEFFICIENT BEAMFORMER 
As the random coefficient model has been shown to fit the 
data more accurately than the AR model, a beamforming 
algorithm based on this model has been developed. The 
remainder of the paper will present the algorithm for esti-
mating the random coefficients and then the derivation of 
the random coefficient beamformer. 
3.1. Estimating the Coefficients 
The first step is to estimate the random coefficients. This 
is performed with the Kalman filter outlined in [3] and [4]. 
The following set of vectors is introduced to ease the com-
putations: 
(k) 	[a0(k) • • • an.,0 - 1 (k) anh,4.1 (k) • • • a m _ 1 (k)] 
b' = [flo • • 13.0 -1 gm0+1 • • • ihf-1] 
v'(k) = [„o(k) • • vm o (k) vmo +1 (k) • • • 	(k)) 
z'(k) = [Xo(k)• • • X.:0 -1(k) X„, 0+1 (k) • • • X m —1(k)] 
where M is the number of sensors and ( 1 ) denotes Hermitian 
transpose. An error covariance matrix is defined as 
E= [4], i, j = 0, , mo — 1, mo + 1, , M — 1 
where Elvi(k)vj (I)} = 5(k — 1)ot . From [3] and [4] the es-
timates of a(k) are calculated from the Kalman filter equa-
tions 
ii(k/k —1) = b  
E(k/k — 1) = E 
h(k) = z'(k)2(k/k — 1)z(k) + on 
ii(k I k) = b + E(k/k — 1)z(k)h -1 (k) 
• [X m o + z' (k)a(k I k — 1)] 
2(k1k)= 2(klk —1)— 
2(klk — 1)z(k)h -1 (k)z' (k)t(k I k — 1) (4) 
where ii(k/k) is the estimate of a(k) at time k given all the 
observations up to k, E(k/k) is the error covariance matrix 
estimate of a(k) at time k given all the observations up to 
k, and on is the noise variance estimate. 
To implement the Kalman filter, initial estimates of b, E, 
and on must be calculated. The authors will present a 
method that calculates the least—squares estimates of these 
terms following [4]. Introducing a noise term into (2) yields 
Xn,„(k) = — > am (k)X m (k) + n,,,,,(k) 	(5) 
MO T710 
where u mo is white Gaussian noise and is uncorrelated 
with the observations Xm (k). The noise associated with 
an arbitrary sensor, say the mth, has the property 
Eln,n (j)4,(k)) = b(j — k)cd. Using (3), equation (5) can 
be written as 
X mo (k) = — >2 fl,nX m (k) — E v,n (k)X m (k) 
	
mOmo 	 ns# Mo 
• - >2 u(k) 
InOmo 
where 
u(k) = n„,„,(k) — E zi,n (k)X m (k). 
*ThOrno 
Defining 
• = [u(0) • • • u(N — 1)] 
• = [X,no (0) • • • X mG (N — 1)] 
Z' = [z(0)•• • z(N — 1)], 
equation (6) can be written as 
y = —Zb + u. 
Using ordinary least squares, the estimate of b is 
= 	z'y • 	 (8) 
Taking the expected value of the magnitude squared of 
(7) yields 
E{lu(k)12 } = Ell nmo(k) 	E vm(k)Xm(k) 1 2 } 
Mji Ma 
which reduces to 
E{Iu(k)1 2 } = + >2 >2 E {vi(k)v; (k)Xi(k)X7 (k)} 
ivimo 
(9 ) 
where the other terms are zero because the noise is uncorre-
lated with the signals and coefficients. Assuming the Xi(k) 
and ai(k) are zero mean and Gaussian, (9) can be expressed 
as 
.Eflu(k)1 2 ) = 
E E [E{vi(k)pl(k)}E{X;(k)X1(k)) + 
ivimo 
Efiii(k).Xi(k))Efv .; (k)X;(k)} + 
E{vi(k)X; (k)}E{14(k)X7(k)}] 
which reduces to 





I u(k + 1) 1 2 = .E{I u(k + I) 12 ) + 6 	(11) 
where the ti is a zero mean error with unknown variance, 
(10) can be used in (11) as 
iu(k A- 01 2 = 
E E E{vi(k + 1)4 (k +1)}E{Xi(k +1)X .,* (k + + 
idm0 j91 mo 
or in vector notation as 
e Xa + r 
where e' = Uu(912 • • • lu(N — 12)1 2],r1 = v.. • • 
[a2. a?, 01,2 .• • atm, 0.?, 	 and 
X= 
1 X1(N —1)X1(N — 1) 
Using ordinary least squares, the estimate of s is 
A = (rX) —I re, 	 (12) 
from which the estimates of cr,2, and E are extracted. 
3.2. The Beamformer 
Once the random coefficients have been estimated, they can 
be used in a beamformer to calculate the direction(s) of the 
measured signal(s). Following the derivation of the constant 
coefficient LP beamformer, (5) can be rewritten as 
u,n„(k) = 	 >2 am(k)Xm(k) 
mOnt0 
M-1 
E am (k)X.(k) 
m=0 
if a,no (k) = 1 for k = 0, 	, N — 1. Multiplying (13) with 
a similar expression for 4, 0+i (k) and taking the expected 
value gives (dropping the time index for brevity) 
E{umo n:„0+1 } = 45(1)4 = >2>2 E {ai a; XiX7 4. 1 }. 
The right—hand expected value can be expanded as in (9) 
5(1)4 = EE E{4'01 } E{XiX7 1. 1 ) + A(1) + B(1) (14) 
j 
where 
A(1) = EEE{aixi}E{a;x;+ ,} 
j 
B(1) = EE.E{aiX;+ /}E{a;Xi} 
j 
for i = —(M-1), ... , M —1. The expected values in (14) can 
be estimated by averaging over the available data and co-
efficient estimates, e.g., E{a; Xi} = *kEN:01 a; (k)Xi(k). 
The spatial Fourier transform of (14) can be calculated 
for any array geometry, but if a linear uniform array is 
used, the transform can be parameterized in terms of just 
the direction of look 0. Therefore, the random coefficient 
beamformer for a uniform linear array steered in direction 
0 can be written as 
P
RC (e) = 	
moi — A(e) — 5(0) 	
(15) 
E EE{ a; a; } e 	(i—j) an e 
j.i 
where d is the spacing between sensors, A is the wavelength 
of the propagating signals, and A and 8 are the spatial 
X M —1(0) X If _1(0) 
X m — 1 (N — 1)Xli _ 1 (N —1) 
Fourier transforms of A(1) and B(1), respectively, e.g., 
M -1  
A(0) = E 
3.3. Simulation Results 
The random coefficient beamformer of (15) can be com-
pared to a constant coefficient LP (CCLP) beamformer. 
A typical example of this comparison is shown in figure 2 
where the predictive element mo is the first sensor for both 
beamformers. It is seen that while both have sharp peaks 
at —10° and 30°, the random coefficient beamformer has a 
lower noise floor with none of the spurious peaks that might 
be confused as signals. This improvement is due to the ran-
dom coefficient model being able to fit the noisy array data 
better than the AR. model. As was expected from the re-
sults of the hypothesis test, in the comparisons run by the 
authors the random coefficient beamformer clearly outper-
forms the CCLP almost every time and always performs at 
least as well as the CCLP. 
(1 3) 
1 	(0)X(0) 	(0)X3 (0) • • • Xi (0)X1,f_l (0) X2 (0)X1' (0) • • • 
A(l)e—j2n41 in B . 
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The random coefficient model was introduced for use in 
array processing. It was shown through the use of a hy-
pothesis test that the random coefficient model will better 
fit typical array data than the constant coefficient autore-
gressive modeL A beamformer using the random coefficient 
model was developed (15) as well as the method for esti-
mating the random coefficients using a. Kalman filter. The 
random coefficient beamformer was then compared to the 
familiar constant coefficient linear predictive beamformer 
and was shown to be a dramatic improvement. 
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Time-Delay Estimation for Damped Sinusoids Incident on an Array 
Wayne T. Padgett and Douglas B. Williams 
Georgia Institute of Technology 
Digital Signal Processing Lab 
Summary 
The problem we are addressing is the estimation of intersensor time-delay for a real decaying sinusoid 
with unknown parameters propagating across an array of sensors. This problem has applications in the 
localization of signal sources by a sensor array such as a sonar or radar array. The unknown parameter 
assumption is designed to simulate the existence of sources of transients which are of unpredictable origin, 
such as the active echo-location system of another vessel, or the ringing transient generated by excitation 
of some natural resonant system. The location of the source of such a transient can be critical strategic 
information in a military situation. Previous solutions to the problem have fallen into two basic groups, 
those which assume a known signal spectral density, and those which assume a parametric signal model and 
then try to estimate the parameters. 
The problem of estimating the time-delay of an unknown signal incident on an array of sensors is difficult 
due to the lack of information. The lack of information can be made up for by either assuming or estimating 
some parameters of the signal. In the first group, several good algorithms have been proposed to approach 
this problem assuming the signal spectral density is known. In this class, the generalized cross correlator 
has been shown to be the optimal solution to the two sensor problem with known spectral density [1]. In the 
second group, a particular form of signal is assumed, and the parameters of this form are then estimated. 
Most algorithms are based on the optimal maximum likelihood (ML) estimate. A slightly different approach 
is applied to complex signals by Hua and Sarkar with the matrix pencil based SDMP algorithm [2]. The 
SDMP algorithm does not depend on the ML estimate, but instead uses the fact that uniform sequential 
samples of a complex exponential are each powers of the same root factor or signal pole. The SDMP 
algorithm uses the matrix pencil to isolate and thereby estimate the signal poles. The proposed algorithm 
is a hybrid which uses part of the SDMP method adapted to real signals and also uses the generalized 
cross correlator. The cross correlator's estimate for each adjacent sensor pair is calculated and the result 
is averaged to determine the hybrid algorithm's final time-delay estimate. The new algorithm has several 
advantages including reduced computational complexity and better near and below threshold behavior than 
the algorithms to which it is compared. The threshold is the SNR value below which the algorithms begin 
to seriously degrade. 
The obvious and optimal approach to dealing with a signal with unknown parameters is the ML method. 
This normally involves finding the ML estimate of the signal parameters by some iterative method or nu-
merical search. Numerical searches in particular are both expensive and unreliable due to the many possible 
local maxima. The numerical search is also complicated in the array problem, since the time-delay variable 
is one of the unknown parameters, and the multiple sensors add to the size of the problem. The difficulty 
lies in finding a way to use all of the information available without being overwhelmed by the computation. 
Hua and Sarkar's SDMP algorithm can be used to estimate the signal poles in an array and with additional 
computation, to estimate the time delays themselves. This method takes into account all the available in-
formation and avoids the numerical search of many ML algorithms. Unfortunately, the SDMP algorithm for 
time-delay estimation still has the disadvantages of requiring three singular value decompositions and three 
generalized eigenvalue decompositions, and poor behavior below threshold. Simulations have shown that 
while the pole estimates are good, the time-delay estimates can have large deviations from the true value, 
leading to a large mean square error. 
Since the matrix pencil method's first step is to estimate the poles of the time domain signal using all 
the array data, and we are in need of a good signal parameter estimate, we propose using the matrix pencil's 
1 
signal estimate to form the frequency window of a matched correlator. This scheme reduces the matrix 
pencil computations by a third, and adds a set of generalized correlators whose time-delay estimates are 
averaged. The window applied to the correlators is Eckhart's window which is optimum for low SNR. The 
spectral density assumed for computation of the window is that of the signal estimated by the first stage 
of the SDMP algorithm. The goal of this procedure is to use the accurate signal estimate to improve the 
performance of a correlator for unknown signal to the point where its performance is comparable to that of 
the perfectly matched correlator. 
Simulations have been performed to demonstrate the improved behavior of the hybrid algorithm. Figure 1 
shows a comparison of simulation results for three algorithms. The solid line shows the generalized correlator 
with averaged estimates and assuming the signal is known in advance. This gives a "best performance" 
comparison. The dotted line shows the performance of the generalized correlator with no windowing, i.e. 
unknown signal, to give a "worst performance" comparison. The dashed line shows the performance of the 
proposed hybrid algorithm. The threshold effect can be observed below 10 or 15 dB SNR. Although the 
behavior is erratic below threshold, it is still in the same range as the compared algorithms. Near threshold, 
however, the proposed algorithm begins to perform nearly as well as the known signal algorithm. The SDMP 
time-delay algorithm was also simulated but is not shown since its error values were too large for the scale 
of the plot. 
In the paper and at the conference, the authors will present a detailed description and analysis of the 
proposed algorithm, as well highlights of any further work. The algorithm as described here is shown to be 
effective, but it also has the potential for generalization to the multi-signal case which would allow operation 
of the sensor array in a much more complex environment. We believe that the proposed algorithm in its 
present form represents an improvement of the state of the art in localization of unknown transients, both 
with respect to performance and computational load of competing algorithms. 
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Figure 1: The simulation was carried out with the assumption of a single signal present. The simulated 
array has nine sensors, and the signal was the output of the system y[k] = Re(0.7 + 0.840301 with blocks 
of 48 samples collected at each sensor and an inter-sensor delay of 2. Uncorrelated additive white Gaussian 
noise was applied to each sensor. A total of 100 simulations were run for each SNR plotted in above, with 
each algorithm processing exactly the same sensor data. 
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to Designing Information Theoretic Criteria 
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A large variety of model order determination problems are solved by testing the eigenvalues of a sample 
covariance matrix to estimate how many of the smallest eigenvalues of the true covariance matrix are equal. 
Applications range from estimating the number of signals impinging on an array of sensors to determining 
the embedding dimension of a chaotic signal to finding the most significant data for pattern recognition. 
The two most popular methods for approaching these problems are AIC and MDL [2]. MC has the 
advantage of good performance for those 'difficult' problems when the larger eigenvalues are not much 
bigger than the smallest eigenvalues but is not consistent and tends to overestimate the model order for 
the easier cases. MDL, on the other hand, has extremely reliable performance for most cases but falls 
short of AIC's performance for the difficult cases. Using the theory of multiple hypothesis tests, we derive 
a test that is similar to AIC and MDL and is implemented in exactly the same manner, but is designed 
to minimize the probability of choosing the wrong model order. Hence, we call this test the minimum 
probability of error criterion. 
To arrive at our statistic, we start with the joint probability density function (pdf) of the eigenvalues 
of the M x M sample covariance when the M - p smallest eigenvalues are known to be equal. We will 
denote this pdf by ip( 1 1, • • • , imi Ai > • • • > ).p+1 = • • • = Am) where the d i denote the eigenvalues of the 
sample matrix and the Ai are the eigenvalues of the true covariance matrix. The asymptotic expression 
for fp (.) is given by Muirhead [1] for the real data case and by Wong et al. [3] for the complex data case. 
We then form M likelihood ratios by dividing each joint pdf by fm_ 1 (•) to form 
A(p)
• • • ,ImiAi 	• • • > Ap+i = • • • = AM)  
	
iM-1(ii, • • • ,1m1A1 > • • • > Am) 	P = °' • • • ' M 
Assuming that each value of p is equally likely, then the value of p that maximizes A(p) is the optimum 
choice in that it minimizes the probability of choosing the incorrect p. Because A(p) in this form requires 
knowledge of the unknown parameters A,, we must use a generalized likelihood ratio test and independently 
substitute the maximum likelihood estimates of the A (see [2] for these expressions) into both fp (•), for 
which we assume M -p equal A,s, and fm_ 1 •), for which we assume no equal A1s, to get our new statistics 
A(p). After much simplification including dropping terms that are common to A(p) for every allowable 
value of p and then taking the natural logarithm of each A(p), we get the statistics 
A(p) = — 	
1—n
2
+ p 	p Et--„I li)(14-12)" 	
P (2M - p - 1) ln -n 




	 E 1 in [ (iiii)1/2 ] 
Fr_p(p+i)/4rp(m/
f1:;-1-1  
j.p+1 2 li - 62.=p+1j=i-1-1 2 	- 
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Figure 1: A comparison of the minimum probability of error criterion to AIC and MDL. Complex-valued Gaus-
sian random vectors of length 10 were generated. The true covariance matrix for these random vectors had eight 
eigenvalues equal to 1, one eigenvalue equal to 5, and the tenth eigenvalue varied between 1 and 5 in increments of 
0.5. For each simulation, the outer products of 100 statistically independent vectors were averaged to estimate the 
covariance matrix of the vectors. The estimated probability of detection is determined from the number of times 
out of 50 that each test correctly chose that there were 2 large eigenvalues and 8 smaller, equal eigenvalues. 
for real data and 
[ A(p) = (-n + p) In (7C11-1; E44-1 li) M-P 	P (2M - p -1) ln[n] + 
rffp+i 4 	2 
[
-p(2M-p-1)/2 	 M ( 4)1/2 71. 1 4 - 22. 1 	M E 21n pit 1 Li ] 
I'M-P (M — 13)J 	 - i=1 j=p+1 	Cr -I i=p+1 j=i+1 
for complex data where n is one less than the number of samples, Ff 2 = 	E;1 p+1  Li) rN(a) is the 
multivariate gamma function [1], and rN(a) is the multivariate gamma function for complex data [3]. 
The terms in the first line of each of these equations are almost identical to MDL. The extra terms 
on the following lines include both the eigenvalues being tested for equality and those not being tested. 
These extra terms allow the test to outperform both AIC and MDL by adapting to look like AIC for the 
difficult cases and like MDL otherwise. The relative performances of all three tests for complex data are 
illustrated above in figure 1 where it is seen that this new test statistic clearly has the best Performance. 
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COMPARISON OF AIC AND MDL TO THE MINIMUM 
PROBABILITY OF ERROR CRITERION 
Douglas B. Williams 
Georgia Institute of Technology 
School of Electrical Engineering 
Digital Signal Processing Laboratory 
Atlanta, GA 30332-0250 
ABSTRACT 
A large variety of model order determination problems in-
volve testing the eigenvalues of a sample covariance matrix 
to estimate how many of the smallest eigenvalues of the 
true covariance matrix are equal. The two most popular 
methods are AIC and MDL. Using the theory of multi-
ple hypothesis tests, we derive the minimum probability of 
error criterion that is similar to AIC and MDL and is im-
plemented in exactly the same manner, but is designed to 
minimize the probability of choosing the wrong model or-
der. The basic structure of this test is very similar to that 
of AIC and MDL except for an extra term that increases 
adaptability and enables this criterion to outperform both 
AIC and MDL. 
1. INTRODUCTION 
Many model order determination problems are basically 
tests on the eigenvalues of a sample covariance matrix to 
determine how many of the smallest eigenvalues of the true 
covariance matrix are equal. Applications range from esti-
mating the number of signals impinging on an array of sen-
sors to determining the embedding dimension of a chaotic 
signal to finding the most significant data for pattern recog-
nition. AIC and MDL [5] are easily the most popular meth-
ods for solving these problems. For real-valued data these 
two techniques consist of picking the smallest of 
4 
AIC(p) = -(M - p)N 
[11 1-p+1 1:/(M-11  + 
Er.p+i 





(M - p)N In 	=P+ 
TIZ; 	 Jp 
4
1 
-p(2M + 1 - p) ln N 
for p = 0,..., M - 1 where the ti are the eigenvalues in 
descending order of the M x M sample covariance matrix 
This work was supported by an NSF Research Initiation 
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and N is the number of sample vectors. The sample co-
variance matrix is found by averaging the outer products 
of the sample vectors. For complex-valued data, simply 
choose the smallest of [5] 
[
Fr e/(14-1 
AIC(p) = -2(M - p)N In '7+1 ms 	+ 
IF-7 Ei=p+i l i 




, 	+] MDL(p) = -(M - p)N In 	= 
Mi p Er-p-Fl i 
p(2M - p) In N 
2 
for p = 0,..., M - 1. AIC has the advantage of good 
performance for those 'difficult' problems when the larger 
eigenvalues are not much bigger than the smallest eigen-
values but is not consistent and tends to overestimate the 
model order for the easier cases. MDL, on the other hand, 
has extremely reliable performance for most cases but falls 
short of AIC's performance for the difficult cases. Using the 
theory of multiple hypothesis tests, we derive a test that is 
similar to AIC and MDL and is implemented in exactly the 
same manner, but is designed to minimize the probability 
of choosing the wrong model order. Hence, we call this 
test the minimum probability of error criterion. We show 
that our new criterion has significantly better performance 
than either AIC or MDL. Additionally, the form of our 
new criterion suggests some simple modifications to MDL 
that measurably increase its performance. 
2. A MINIMUM PROBABILITY OF ERROR 
APPROACH 
To arrive at our statistic, we start with the joint prob-
ability density function (pdf) of the eigenvalues of the 
M x M sample covariance when the M - p smallest eigen-
values are known to be equal. We will denote this pdf 
by fp (11,...,/m1A1 > • • • > Ap+i = . • • = Am) where the 
denote the eigenvalues of the sample covariance matrix 
and the Ai are the eigenvalues of the true covariance ma-
trix. The asymptotic expression for fp •) is given by Muir-
head [4] for the real-valued data case as 
[  (Vi; Er=p+1 1i ) M P  
A(p) = (-n -FP)In 





p - 1) - 
fp(1 1, 	, I ml Ai > • • • > Ap-Fi = • • • = Am) Ps 
(Lo ri 	 p m-f(2m-p-1) 71.4_1(p+i)rop 
\ 2  
FM (n/ 2)I'm (M/2) H A' n/2  
:=1 
After much simplification, including dropping terms that 
are common to A(p) for every allowable value of p and 
then taking the natural logarithm of each A(p), we get the 
statistics 
M 	M M 
n 
L' H H(Li _ ji) 
i=1 	1=p+1i<j 
P P  HH 	 P M 
i=1 i<j 	
- Ai 	 - Aj 
i=1 j=p+1 
and by Chattopadhyay [3] and Wong et al. [6] for the 
complex-valued data case as 
.fp( 1 1, • • • 	a • • • a' 4+1 = • = AM) f=•-$ 
nmn-i(2M-p-1),,T.M(M-1)-5(2M-p-1) M 
HAT" VM(72)FM...p(M - p) 
Hc-mexp -nE 	H H(ii_ij)2 
Ai 
M 	M M 
i=1 i=p+i i< j 
P P 	 P M H11  	H 	 
Ai _ Ai 
:=1 j=p+1 
where "N (a) is the multivariate gamma function [4], and 
FM (a) is the multivariate gamma function for complex-
valued data [6]. We then form M likelihood ratios by di-
viding each joint pdf by fm_ i.•) to form 
f9(1 1, • • • ,imlAi 	• • • a• Ap+1 = • • • = Am)  
fm 	 • AM) 
p = 0, , 	- 1. 
Assuming that each value of p is equally likely, then the 
value of p that maximizes A(p) is the optimum choice in 
that it minimizes the probability of choosing the incorrect 
p. Because A(p) in this form requires knowledge of the un-
known parameters Ai, we must use a generalized likelihood 
ratio test. To get our new statistics A(p), we independently 
substitute the maximum likelihood estimates of the Ai into 
both joint pdfs. For fp •) we assume M - p equal Ais and 
the maximum likelihood estimates are [1] 
i = 1, . . . , p 
= 
=  •• i = p + 1, , M 
For fm_ 1 (•) we assume no equal As and the maximum like- 
lihood estimates are simply 5‘..i = Wong et al. [6] have 
derived different values for Ai that maximize the asymp-
totic density fp (.) given above for the complex-valued data 
case. However, we have chosen not to use their expressions 
for several reasons: their expressions maximize the asymp-
totic density and not the actual density and, consequently, 
are not the maximum likelihood estimates; asymptotically, 
their expressions are equivalent to the maximum likelihood 
estimates; and their expressions are not in closed form but 
are actually a set of nonlinear equations to be solved using 
Newton's Method and, as such, would be very impractical 
for substitution into A(p). 
A(p) _ -n +p 	("Ml-p Eim=p+i ii) m-P 
In 
2 
Ilm p+i li 
11 (2M - p - 1) In L + In [7r 72- A- -4111 1-'p (M/2)] + 
4 	 2 
E,...1 i=Ep+i .il in [ IL: : 04 ] 	'El ...2i ln [ 
	
i=p+i a=t+i 	
. . 1/2 
(1 $ 13) 	] 
P M 
for real-valued data and 
P M M M 	 1/2 E E 	 E E 21n 	 
- cr- 	 - lj 
i=1 j=p+1 	 i=p+1 j=i+1 
for complex-valued data where n is one less than the num-
ber of samples and v2 = v17. EiM p+i 1i. The minimum 
probability of error criterion consists of choosing the value 
of p that maximizes A(p) over p = 0, , M - 1. 
The terms in the first line of each of these equations are 
almost identical to MDL. The extra terms on the following 
lines include both the eigenvalues being tested for equality 
and those not being tested. These extra terms allow the 
test to outperform both AIC and MDL by adapting to look 
like AIC for the difficult cases and like MDL otherwise. 
The relative performances of all three tests are displayed 
in figure 1 for real-valued data and in figure 2 for complex-
valued data where it is seen that this new test criterion 
clearly has the best performance. 
The similarity between the first two terms in the min-
imum probability of error criterion and the statistics for 
MDL suggest that the performance of MDL may be im-
proved by modifying it to be exactly the first terms in the 
minimum probability of error criterion. These adjustments 
yield what we call the modified MDL method which con-
sists of minimizing 
M 11 v(m-p) 
1 
modM DL(p) = - 
2 
 - (M - p)(n - In 	1=p+ 




 -p (2M - 1 - p) In n 
over p = 0, , M -1 for the real-valued case or minimizing 
exactly twice this statistic over p = 0, , M - 1 for the 







Min. Prob. 	• / 
of Error / 
- 
0 
1 	1.5 	2 	2.5 	3 	3.5 
Second Largest Eigenvalue 
Figure 1: A comparison of the minimum probability of error criterion to AIC and MDL. Real-valued Gaussian random 
vectors of length 10 were generated. The covariance matrix for these random vectors had eight eigenvalues equal to 1, one 
eigenvalue equal to 5, and the tenth eigenvalue varied between 1 and 5 in increments of 0.05. For each simulation, the 
outer products of 100 statistically independent vectors were averaged to estimate the covariance matrix of the vectors. The 
estimated probability of detection is determined from the number of times out of 500 that each test correctly chose that 







used for both real-valued and complex-valued data. The 
substitution of n — p for N is, interestingly enough, the 
same substitution proposed by Bartlett [2] for modifying 
the sphericity test to test subsets of the sample eigenvalues 
for equality. The adjustment to the second term suggests 
that Wax and Kailath [5] miscounted the degrees of free-
dom in these model order determination problems. In fact, 
it is possible to show that this new value of 2M — p — 1 re-
flects the true number of degrees of freedom. The relative 
performance of MDL and the modified MDL are displayed 
in figure 3 for complex-valued data. As can be seen, the 
modified MDL always performs better than MDL, though 
perhaps not remarkably so. 
3. CONCLUSIONS 
We have derived a new criterion for model order deter-
mination that has the same basic structure as AIC and 
MDL and is optimum in that it minimizes the probability 
of choosing the wrong model order. However, this new cri-
terion is only applicable to those model order problems in 
which the eigenvalues of the sample covariance matrix are 
tested for equality and, therefore, is not as versatile as the 
general expressions for AIC and MDL. 
The minimum probability of error criterion was demon-
strated via simulations to combine the strong points of AIC 
and MDL. Extra terms in this new criterion allow it to per-
form both like AIC when AIC performs well and like MDL 
when MDL performs well. Because it tends to perform at 
least as well as either AIC or MDL, it performs better than 
either method individually. 
Because of the strong similarity between this new cri-
terion and MDL, we have suggested minor adjustments 
to MDL. These modifications were shown to result in a 
version of MDL that always performs at least as well and 
sometimes better than the previous version. Consequently,  
if MDL is to be implemented, we would recommend using 
this modified form. 
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Figure 2: A comparison of the minimum probability of error criterion to AIC and MDL. Complex-valued Gaussian 
random vectors of length 10 were generated. The true covariance matrix for these random vectors had eight eigenvalues 
equal to 1, one eigenvalue equal to 5, and the tenth eigenvalue varied between 1 and 5 in increments of 0.5. For each 
simulation, the outer products of 100 statistically independent vectors were averaged to estimate the covariance matrix 
of the vectors. The estimated probability of detection is determined from the number of times out of 50 that each test 
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Figure 3: A comparison of the modified MDL criterion to MDL. Complex-valued Gaussian random vectors of length 
10 were generated. The true covariance matrix for these random vectors had eight eigenvalues equal to 1, one eigenvalue 
equal to 5, and the tenth eigenvalue varied between 1 and 5 in increments of 0.05. For each simulation, the outer products 
of 100 statistically independent vectors were averaged to estimate the covariance matrix of the vectors. The estimated 
probability of detection is determined from the number of times out of 500 that each test correctly chose that there were 
2 large eigenvalues and 8 smaller, equal eigenvalues. 
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ON ERROR FUNCTION SELECTION 
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ABSTRACT 
The extreme sensitivity of a. chaotic system's steady state 
response to small changes in its initial conditions makes long 
term prediction of the evolution of such a system difficult, if 
not impossible. In the framework of parameter estimation, 
we show how this sensitivity can hinder attempts to deter-
mine model parameters that will reproduce a target chaotic 
time sequence. Specifically, a. waveform error minimization 
technique based on gradient descent optimization is not well 
suited for estimating the parameters of a strongly chaotic 
system. We propose a modification of this minimization 
procedure that avoids some of the obstacles present when 
estimating the parameters of a chaotic system. 
1. INTRODUCTION 
Chaos—unpredictable deterministic behavior—has been ob-
served in phenomena ranging from chemical reactions [1] to 
solar flares [2]. Modelling time sequences derived from such 
processes can provide insight into the underlying physics 
that drive them. Unfortunately, the intrinsic sensitivity of 
chaotic systems makes them difficult to model; a represen-
tation with enough freedom to correctly reproduce chaotic 
behavior will itself be extremely susceptible to small varia-
tions in its parameters. 
The realization that long-term prediction of certain com-
pletely deterministic systems was impossible sparked inter-
est in a new area of Dynamical Systems, an area dealing 
with the phenomenon of chaos. The classic description of a 
chaotic system usually includes the phrase "sensitive depen-
dence on initial conditions" [3]. Sensitive, in this context, 
refers to the exponential rate at which initially close tra-
jectories on the attractor diverge. This sensitivity can be 
quantified by the spectrum of Lyapunov exponents associ-
ated with the attractor. 
Quatieri and Hofstetter [4] wished to determine the pa-
rameters and initial conditions of a nonlinear difference 
equation whose solution would be as close as possible to 
some target time sequence generated by a dynamical sys-
tem. They derived a gradient descent method that mini-
mized the waveform error between the solution of the dif-
ference equation model and the target sequence. 
We will show that the waveform error surface is not well-
behaved if the target sequence is generated by a chaotic sys- 
This work was supported in part by the Office of Naval Re-
search under contract N00014-91-J-4129.  
tem. In particular, in the neighborhood of the global mini-
mum at least one eigenvalue of the Hessian of the waveform 
error increases exponentially as a function of the length 
of the target sequence. This unbounded growth sets the 
global minimum at the bottom of a deep trench, rendering 
gradient descent techniques impractical. Consequently, we 
have modified the waveform error minimization procedure 
by taking into account the behavior of the error surface as a 
function of target sequence length. This improved optimiza-
tion technique provides a much wider basin of attraction for 
the global minimum than the original method. 
2. DYNAMICAL SYSTEMS AND CHAOS 
Suppose h M x Rk M is a parameterized discrete-time 
dynamical system defined on a smooth compact manifold 
M such that 
y[n] = h(y[n — 1], p). 	 ( 1 ) 
We assume that this system is stable, and further that the 
state y[n] converges onto an attractor A C M as n tends 
to infinity for any initial condition y[-1] contained in the 
basin of attraction of A. 
It can be shown that the variation of the state y[n] with 
respect to initial conditions y[-1] is given by 
n-1 
= [J Dyla(y[i],p)• 	(2) 
is-1 
where the operator D s applied to the vector-valued func-
tion 1(x) results in a matrix with elements ( Dxf)i,./  
8fi(x)149x3. The Lyapunov exponents quantify the average 
rate at which small perturbations of the initial condition 
are exponentially amplified or attenuated upon iterations 
of the system [5]. An infinitesimal deviation dy[-1] will 
result in a deviation 
n-1 
dy[n] = 	Dyh(y[i — 1], p)dy[-1], 	
( 3 ) 
and for almost all dy[-1] 
(4) 
where is the largest Lyapunov exponent of h on A. Eq (4) 
is equivalent to saying that 117: 1 1 Dy h(y[i — 1], p) has an 
eigenvalue that grows on average and in absolute value as 
e A( n+1) . A system is, by definition, chaotic if it has least 
one positive Lyapunov exponent, indicating its exponential 
sensitivity to small variations in initial conditions. 
Similarly one can show that the dependence of the state 
on small variations of the system's parameters is given by 
n-1 	n-1 
Dpy[n] = E 11 Dv h(yubp) Dph(y[i], p). (5) 
is-1 	. ...i+1 
The term Dph converts small deviations in the parameters 
into small deviations in the state which are then propagated 
forward by the product fJ Dv h. This coupling between pa-
rameters and state implies that a chaotic system will be 
extremely. sensitive not only to variations in its initial con-
ditions but to variations in its parameters as well. 
3. WAVEFORM ERROR MINIMIZATION 
Suppose we have a scalar time sequence x[n] = v(y[n]) de-
rived from a dynamical system via v : M R. We assume 
this sequence is the solution of an ?n th order nonlinear dif-
ference equation with a known form, but depending on k 
unknown parameters p. An estimate to of these parameters 
produces the time sequence estimate 
i[n] = f (x[n — 1], to) with 0 C n < N, 
where k[n — 1] = (i[n — 1], i[n — 2], ... ,i[n — m]) T is the 
vector of the last m values of x at time n. For simplicity we 
assume that the initial conditions x[-1] are known exactly' ; 
let ic[-1] = x[-1]. We wish to find the parameters that 
minimize the waveform error 
N-2 
EN = 






Quatieri and Hofstetter use a gradient descent method 
to minimize the waveform error with respect to parameters. 
An initial estimate f) of the parameter values is iteratively 
updated 
5 4— P — (DPEN) T (8 ) 
so that the error decreases at each step. The step size /.4 
is chosen so that the error decreases at each iteration; the 
minimization procedure terminates when the waveform er-
ror falls below a specified threshold. 
In order to better understand the behavior of the error 
surface, we expand EN about the global minimum p: 
EN 1dP T (E (Dpx[n]) T (Dpx[n])) ‘113, (9 ) Zr.  
n=-1 
N-2 
where dp represents an infinitesimal deviation from the true 
parameters. A remarkable result by Takens [6] states that 
under the proper conditions, a scalar time sequence can be 
`time delay embedded' into R." 1 , revealing a diffeomorphic 
copy of the phase space dynamics that generated the se-
quence. The embedding is represented by the sequence of 
The origin of the sequence can always be shifted to the right 
by m samples.  
vectors (x[n]), where x[n] = (x [n], x [n-1], . , [n — m 1]), 
with the embedding dimension m suitably chosen . The 
diffeomorphic relationship between the true trajectory in 
phase space and the reconstructed one preserves certain 




has the same Lyapunov exponents as the original dynami-
cal system. The gradient of the scalar time sequence (x[n]) 
is simply the first row of the matrix D px[n]. If the dy-
namical system that produced the sequence is chaotic, then 
IlDpx[n]ll will grow exponentially fast with increasing n, 
since it generally won't be orthogonal to the eigenvector 
along which the exponential expansion is taking place. Thus 
the Hessian of the waveform error in Eq (9), composed of 
a sum of outer products of the vectors (D px[n]), has an 
increasingly large eigenvalue. As N increases the global 
minimum will become sandwiched between two increasingly 
steep walls— not ideal conditions for gradient descent op-
timization. 
As will be seen in the next section, the waveform error 
seems well-behaved for short chaotic sequences; the expo-
nential amplification of parameter mismatch has little time 
over which to markedly modify the sequence estimate. Our 
modification of the waveform error minimization procedure 
takes advantage of this phenomenon. Instead of trying 
to optimize our parameter estimates for the whole target 
sequence at once, we sequentially minimize the waveform 
errors Eo, • EN. Once En sinks below some fixed 
threshold, we repeat the minimization process on En+i , us-
ing the last estimates of the parameters as the initial guess 
for the next step. Since each error surface has the global 
minimum in common, successive minimization of the errors 
forces the parameter estimates closer to their true value. 
We've effectively expanded the global minimum's basin of 
attraction to that of a length-one sequence, independent of 
the true sequence length. 
4. EXAMPLES 
A simple system capable of exhibiting chaotic behavior is 
the logistic equation 
x[n] = pi x[n — 1](1 — x[n — 1]), 	(11) 
which is both a scalar dynamical system and a first order 
nonlinear difference equation. The model exhibits markedly 
different types of steady state behavior depending on the 
choice of p,. A parameter value of pi = 3.5 results in a 
period-four oscillation; in contrast, a value p i = 3.7 pro-
duces chaotic behavior. Figure 1 contrasts the waveform 
error for both cases, for sequences of length N = 87 and 
an initial condition 4-1] = 0.42. While relatively flat 
and smooth in the periodic case, the waveform error in the 
chaotic case is riddled with local minima and the global 
[f (x[n — 1], p) 
x[n — 1] 
x[n] = g(x[n — 1],p) = 	X [n - 2] 
x[n — m + 1] 
(10) 
Figure 1: The waveform errors of periodic (above) and 
chaotic (below) target sequences of length 87, generated by 
the logistic equation. 
minimum has the very narrow basin of attraction as dis-
cussed above. 
Figure 2 illustrates the behavior of the waveform er-
ror for the chaotic logistic system with respect to the se-
quence length. As noted previously, error surfaces for short 
sequence lengths are relatively smooth, giving parameter 
estimates with relatively large errors a greater chance of 
converging to the true parameter. 
Figure 3 compares the performance of the original wave-
form error minimization technique, which tries to minimize 
the waveform error EN directly, and our modified version. 
As expected from the general appearance of the waveform 
error, an initial deviation of only 5 x 10 -5 in the model 
parameter gets trapped almost immediately in a local min-
imum, and the error never descends below the specified 
threshold of 10 -5 . Our extension method, on the other 
hand, correctly identifies the true parameter after extend-
ing the target sequence to N = 87, even though the initial 
deviation from the true parameter value was 5 x 10 -2 ; six 
orders of magnitudes larger. In fact, any initial parame-
ter value within the logistic equation's usual working range 
po E [0,4] will be converge to the the true parameter value. 
An example of a two-parameter chaotic system is the 
Henon system 
yi[n] = 1 — pi y? [n — 1] + yo[n — 1] 	(12) 
[n] = p2 yi — 1] 	 (13) 
with parameter values p i = 1.4, p2 = 0.3. If we consider 
the time sequence produced by the first variable (yi [n]) our 
difference equation model has the form 
z [n] = 1 — po x 2 [n — 1] + pi z [n — 2], 	(14) 
with initial conditions 4-1] = yi[-1] = 0.948586 and 
z[-2] = y2[-1]/p2 = 0.425317. 
Figure 2: The waveform error as a. function of target se-
quence length. In this case the sequence was generated by 
the chaotic logistic equation. The error surface is relatively 
smooth and shallow for short sequences, and becomes in-
creasingly rough as more of the sequence is considered. 
Figure 4 shows that our extension method outperforms 
the original waveform error minimization technique. Initial 
parameter estimates with errors of more that 10 -2 are re-
duced by six orders of magnitude. The original method, 
initiated with deviations of only 5 x 10 -8 in both parame-
ters, is immediately trapped in a local minimum. 
Unlike the one dimensional case, for this two-parameter 
system our method does not produce estimates that con-
verge to the true parameter values. Figure 5 shows the 
error surface E50 in a small neighborhood of the global 
minimum. As expected, the sharp gradient discussed in 
previous sections is in evidence. However, there also seems 
to be a continuous range of parameter values that generate 
the same waveform as those located at the global minimum. 
This alignment is representative of the true behavior of the 
Henon system and is not an artifact of the conversion from 
dynamical system to difference equation. An examination 
of the gradient of (y i [n]) with respect to the parameters 
shows that while the (D pyi [n]) grow quickly for increasing 
n as expected, they also tend to align themselves along a 
common axis. The sum of outer products in Eq. 9 is domi-
nated by the matrices formed from these increasingly large 
gradients that all point in the same direction, and conse-
quently the Hessian appears singular. This behavior is not 
typical of chaotic dynamical systems in general. 
5. CONCLUSION 
Using concepts from the discipline of Dynamical Systems 
we have shown how the sensitive dependence of a chaotic 
system on its initial conditions can induce an analogous de-
pendence on its parameters. Takens' embedding theorem 
allowed us to transplant the phase space based notion of 
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. 	. Figure 3: Comparison of waveform error minimization 
techniques using the chaotic logistic equation. Even good 
initial parameter estimates get trapped in local minima 
when trying to rninimiye the waveform error for the entire 
target sequence. In contrast a much poorer initial param-
eter estimate converges to the true parameter value for a 
target sequence length of 87 when our modified minimi7a-
tion method is employed. 
dence into a nonlinear difference equation framework. We 
explained how such sensitivity could produce conditions ill-
suited for a proposed gradient descent minimization of the 
waveform error, and proposed an improved method to over-
come its limitations. The improved method performed sig-
nificantly better than the original when tested on sequences 
generated from two chaotic dynamical systems. 
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Figure 4: Parameter estimation performance for the 
Helton system. Just as in the one-parameter case, the orig-
inal Tninimi7ation procedure procedure falls immediately 
into a local minimum. However, while the modified wave-
form error method reduces initially much larger parameter 
deviations better than the original, it does not converge 
to the true parameters, due to the singular nature of the 
waveform error's Hessian. 
Figure 5: Waveform error surface in the neighborhood of 
the global minimum. The Hessian appears to be singular. 
Submitted to: 
ICASSP - 93 
Minneapolis, MN, April 1993 
Recovering Dynamically Independent Coordinates for 
Time-delay-embedded Product Systems 
Daniel F. Drake and Douglas B. Williams 
School of Electrical Engineering 
Georgia Institute of Technology 
Atlanta, GA 30332 
(404) 894-8361 
Summary  
Takens's time delay embedding result[1] has pushed applications of nonlinear dynamical systems 
theory beyond the confines of mathematics and physics. The theorem, which proves that a 
distorted copy of a system's phase space dynamics can be constructed from a sequence of scalar 
observables, has given researchers from a variety of fields new tools with which to analyze their 
data: those of nonlinear dynamics. This distorted copy is the product of a nonlinear change 
of coordinates which preserves certain quantities related to the underlying dynamics—metric 
entropy, Lyapunov exponents, dimension of the attractor. However, coordinate transformations 
in general do not preserve the dynamical independence of product systems, i.e. dynamical systems 
composed of two or more independent subsystems. 
The ability to identify dynamically independent coordinates within reconstructed phase space 
could significantly reduce the complexity of a model derived from a time delay embedding[2]. 
Formulating the model in the decoupled coordinate system would cause unnecessary cross terms 
to disappear and provides a natural decomposition into smaller, more easily analyzed independent 
subsystems. 
Product systems arise naturally when considering the problem of separating several unknown, 
unrelated deterministic signals. The transformation from time delay coordinates to dynamically 
decoupled axes in the composite waveform's embedding space would allow the contribution of 
each underlying waveform to be isolated. 
We have developed a method to determine if two points in the embedding share a common 
independent coordinate in the original underlying phase space. We can use this knowledge to 
construct sets of curves in the embedding which are images of constant-coordinate lines in the 
original space, thereby creating a new coordinate system that mirrors the independence of the 
underlying dynamics. While our work is distantly related to that of Fraser[3, 4], who determines 
the optimal embedding by choosing the time step that maximizes statistical independence of the 
delay coordinates, a survey of the literature leads us to believe that our approach is quite novel. 
For simplicity, imagine two one-dimensional discrete-time dynamical systems 
xl [n] 	xi [n + 1] and 12 : x2 [n] 1–►  x2 [n 1] evolving independently. Together they can be 
viewed as a two-dimensional dynamical system f : (xi [n], x 2 [n]) 	(x i [n 	x2[n 1]) with dy- 
namically independent coordinates—a product system. Now suppose we apply a simple change of 
coordinates which skews the x 2 coordinate with respect to x 1 (see figure 1). In the new coordinate 
1 
system (yi , y2 ), two points sharing a common y i coordinate value no longer map via the dynamics 
to other points with identical y i components, i.e. the new yi coordinates are dependent on y 2 
 values. Coordinate transformations do not preserve dynamical independence. 
In general, the transformation associated with the time delay embedding technique is more 
complex than a simple skew (see figure 2). Suppose the dynamical system f generates a scalar 
observable via g : (x 1 [n],x2 [n]) 1-► y[n]. Then for a suitably large embedding dimension m and 
under certain loose conditions on f and g, Takens proved that an invertible change of coordinates 
relates the set of vectors 
	
y[n] = (y[n], y[n + 1], 	, y[n m - 1]) 
to the points x[n] = (x i [n], z 2 [n]) of the original phase space. 
Our method exploits the implicit dependence of the embedding on the underlying dynamics. 
Besides the assumptions that 
1. the conditions set forth by Takens are met; 
2. the underlying dynamics are decoupled; 
3. 
192g(x i , x2 ) 492g(x i , x2 ) 
= 	 = 0; 
8x18x2 	ax 2axi 
no further knowledge of the underlying system is necessary. The strong sensitivity that accompa-
nies chaotic dynamics can be exploited to refine the precision of the constant-coordinate curves. 
Concerning assumption 2, we are currently investigating the possibility of testing for independence 
before applying our method, thereby avoiding spurious results. Assumption 3 allows combinations 
like g(x i , x 2 ) = er1 + In x2, but the modulation g(x 1 ,x 2) = x 1 x 2 will not be interpreted correctly 
(though we could work with the logarithm of the time series). We hope to relax this restriction 
in the future. 
Other submissions to ICASSP-93 with the same co-author 
Soonjoo Hwang and Douglas B. Williams: A Total Least Squares Approach for Array 
Processing with Unknown Sensor Positions 
Wayne T. Padgett and Douglas B. Williams: Time-Delay Estimation for Damped 
Sinusoids Incident on an Array 
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Figure 1: Left: a product system composed of two one-dimensional dynamical sys-
tems. The dynamics along each axis are governed independently by the logistic equation 
x[n + 1] = 4x[n](1 — x[n]). Points with identical x i [n] coordinates are mapped by the dynamics 
to points with common x i [n + 1], independently of x 2 [n]. The small dots represent a trajectory 
of the system; they serve to delineate the phase space boundaries. Right: A skewed coordinate 
transformation T : (x1, x2) b-4 (yi , Y2)  eliminates the dynamical independence by coupling y i [n + 1] 
to y2[n]. 
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Figure 2: Left: the same product system as in the previous figure. The lines x 1 = 0.2 and x2 = 0.6 
represent a set of "constant-coordinate" lines along which one component of the dynamics is fixed. 
The point at (0.1, 0.9) has been projected onto the constant-coordinate lines. Right: A time delay 
embedding transformation of the product system on the left for observable y[n] = x 1 [n] + x 2 [n]. 
The images of the constant-coordinate lines form axes for the decoupled coordinate system in the 
embedding space. The image of the point (0.1, 0.9) is shown "projected" onto the new axes along 
constant-coordinate curves (images of translates of the constant coordinate lines in the underlying 
system). 
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