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Cílem bakalářské práce je vytvořit literární rešerši metod statistického zpracování dat 
v oblasti řízení kvality, sestavit jejich přehled a možnosti využití. Na praktickém 
příkladu je zobrazena metodika zjišťování stability a způsobilosti výrobního procesu 
pomocí Shewhartova regulačního diagramu a indexů způsobilosti, která by měla 
sloužit jako návod pro vyhodnocování výrobního procesu. Tato práce by měla sloužit 
všem, kteří se zabývají řízením kvality, jako stručné shrnutí používaných metod 
statistického zpracování dat.  
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ABSTRACT  
The goal of this thesis is to create a literary research on the methods of statistical 
data processing in the field of quality management and to make their overview along 
with the possibilities of using them. A practical example shows how to determine 
manufacturing process stability and qualification determining, using the Shewhart’s 
control chart and capability indexes. This methodics should serve as a guideline 
for manufacturing process evaluation. As a brief summary of generally used 
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ÚVOD DO STATISTICKÉHO ZPRACOVÁNÍ DAT 
Statistika je nedílnou součástí každodenního života většiny z nás, ačkoliv 
si to již neuvědomujeme nebo na to zapomínáme. Už jen při pouhé myšlence 
na počasí přemýšlíme, jaká je pravděpodobnost, že dnes bude pršet, abychom 
si vzali deštník. V novinách se neustále objevují různé grafy a tabulky vypracované 
s použitím statistického zpracování dat (porodnost, nezaměstnanost, růst ekonomiky, 
atd.). Statistickému vyhodnocování dat předchází sběr dat (měření, pozorování,…), 
která následně zpracujeme, ať už pomocí tabulek, grafů nebo konkrétních závěrů.  
Statistické vyhodnocování dat, získaných z výrobního procesu, je velice 
důležité pro nastavení optimálních výrobních podmínek, při kterých dosáhneme 
požadované kvality. V současné době je kladen velký důraz zákazníků na kvalitu 
služeb a výrobků, které jim dodavatelé poskytují. Vzhledem k neustále 
se rozšiřujícímu trhu je důležitá konkurenceschopnost, která je založena nejen 
na kvalitě dodávaných služeb či výrobků, ale i na co možná nejnižších nákladech, 
potřebných k dosažení této kvality. Aby se co nejvíce snížily náklady a přitom zůstala 
zachována kvalita výrobku, musí být cílem zefektivnění výrobního procesu (zkrácení 
výrobních časů, minimalizace výroby neshodných kusů, správné stanovení výrobních 
podmínek,…), k čemuž se hojně využívá statistického zpracování dat.  
Tato práce se věnuje hlavním metodám a nástrojům uplatňovaným v různých 
etapách výrobního procesu. V předvýrobní etapě je důležité stanovit hlavní faktory, 
které mají největší vliv na sledované ukazatele kvality. K tomuto účelu jsou nejčastěji 
využívané metody plánování experimentu a analýzy rozptylu. Ve výrobní etapě 
je důležitá průběžná kontrola kvality a v povýrobní etapě hodnocení způsobilosti 
výrobního procesu (schopnost trvale dosahovat předem stanovených kritérií kvality) 
a příprava výsledných produktů k expedici. 
Přehled nejpoužívanějších prostředků provedl I. Kusaba, který rozdělil 
používané metody na: 
· elementární (diagram příčin a následků, Paretovu analýzu, histogramy) 
· středně náročné (plánování experimentů, statistické testy, jednoduchá 
regresní a korelační analýza) 
· velmi náročné (mnohorozměrná regresní analýza) 
· ostatní (distribuční funkce) [1] 
Z výše uvedených metod je patrné, že rozhodujícími nástroji jsou právě 
statistické metody a metody z nich odvozené. 
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1 PODSTATA STATISTICKÉHO ZPRACOVÁNÍ DAT 
„Podstatou statistického zpracování dat je objektivně a srozumitelně popsat 
skutečnosti, které v sobě data skrývají. Často až kvalitní statistické zpracování odhalí 
tajemství, která nejsou viditelná při prvotní povrchní analýze.“ [2] Někdy se může 
zdát použití statistických metod zbytečné nebo složité, avšak v některých případech 
se ukazuje, že se tak ušetří spoustu času i financí, které by jinak byly vloženy 
do věčných experimentů bez následné analýzy. 
Snahou řízení procesu je dosahovat opakovaně stejné hodnoty, k čemuž 
jediné měření nemá dostatečný informační obsah. Proto je nutné provádět 
opakovaná měření, která následně statisticky zpracujeme a vyvodíme závěr. Příčiny 
proměnlivosti hodnot lze rozdělit do dvou základních skupin: náhodné a systematické 
vlivy (příčiny). Náhodné vlivy se budou vyskytovat v procesu vždy, avšak nejsou 
dominantní, odchylky nebývají zpravidla příliš velké a nemusí nutně vznikat 
neshodné výrobky. Systematické příčiny způsobují výrazné vychýlení procesu, 
které zpravidla vede ke vzniku neshody. Mezi nejčastější systematické vlivy patří 
chyba seřízení stroje nebo nástroje, skrytá vada materiálu, selhání pracovníka, 
ať už přímo obsluhujícího stroj nebo konstruktéra (chybně navržený výrobek), 
případně technologa (nesprávně zvolený technologický postup výroby). [3] 
Cílem statistického řízení procesů je tedy včasná identifikace a eliminace 
systematických vlivů. Důležité je pravdivě a systematicky zaznamenávat všechny 
výsledky pozorování a následně je podrobit analýze. Každá odchylka 
od očekávaných nebo požadovaných hodnot v sobě nese informace o možných 
systematických vlivech, které tuto odchylku způsobily. Ve srovnání s požadovanou 
(očekávanou) hodnotou se výsledné hodnoty získané pozorování můžou jevit jako: 
· přesné a správné 
· nepřesné (skutečné hodnoty jsou značně rozptýleny) a správné 
· přesné a nesprávné  
· nepřesné a nesprávné [3] 
Žádoucím závěrem statistického zpracování dat ve výrobním procesu 
jsou výsledné hodnoty přesné a správné. Pokud tomu tak není, je potřeba upravit 
výrobní proces a analýzu provést znovu. Mohlo by se zdát, že i výsledné hodnoty 
nepřesné a správné mohou být žádoucí, když uvážíme, že jsme došli ke správným 
hodnotám, avšak při přehlížení nepřesností a nezjištění jejich příčin dojdeme časem 
k nežádoucímu stavu nepřesné a nesprávné, jelikož neřešené nepřesnosti mají 
tendenci se zvětšovat (vlivem opotřebení nástroje, nutnost opětovného seřízení 
stroje, atd.). 
Při používání metod statistického zpracování dat je důležité dodržovat 
posloupnost těchto etap: 
I. Analýza procesů (systémová analýza, určení znaků jakosti, identifikace 
zákazníků,…) 
II. Analýza statistické stability procesů (systematický sběr dat, analýza 
statistických souborů) 
III. Zlepšování procesů (stanovení způsobilosti procesů, opatření 
ke zlepšení procesů) [3] 
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1.1  DŮLEŽITOST ANALÝZY DAT 
Analýza dat představuje nejdůležitější část v nastavování a upravování 
procesů. „Výstupy z analýzy dat mohou zodpovědět mnoho otázek a podporují 
tak strategické rozhodování.“ [4] Jestliže se naučíme správně data zpracovávat, 
jednodušeji se nám bude rozhodovat, které procesy ve výrobě změnit, abychom 
získali co největší efektivitu a dosáhli požadované kvality. Správné zpracování dat 
zahrnuje: 
· položení otázky, na kterou chceme získat odpověď 
· sběr dat potřebných k analýze 
· úpravu dat, zajištění jejich kvality a správnosti 
· analýzu dat (popisná fáze analýzy – transformování dat do tabulek 
a grafů) 
· pokročilé statistické algoritmy, pokud je to pro danou problematiku 
nutné (regrese, atd.)  
Po provedení analýzy dat následuje aplikace navrhovaných modelů a kontrolní 
část, při které se zjišťuje efektivita zvoleného modelu. 
1.2  MANAGEMENT KVALITY 
Již v životě lidstva před naším letopočtem se používalo slovo kvalita, 
ale ani dnes nemá přesně danou definici. Lidé, kteří se zabývali jakostí, ji definovali 
zcela odlišně a i přesto má každý z nich pravdu. Můžeme si připomenout pár těchto 
definic: 
Juran: „Jakost je způsobilost k užití.“ 
Crosby: „Jakost je shoda s požadavky.“ 
Feigenbaum: „Jakost je to, co za ni považuje zákazník.“ 
 
Podle definice ČSN EN ISO 9000 : 2005 je kvalita stupněm splnění požadavků 
souborem inherentních znaků. Inherentními znaky se zde myslí např. technické 
znaky (průměr šroubu, výkon stroje, atd.). S ohledem na moderní trend, 
který se především orientuje na zákazníka, bychom kvalitu mohli definovat 
jako soubor všech vlastností požadovaných zákazníkem, vyslovených 
i nevyslovených (obecně očekávaných). Ačkoli by se mohlo zdát, že slovo jakost 
a kvalita jsou synonymy, není tomu tak. Kvalita se dá neustále zlepšovat, může být 
vyšší nebo nižší, ale předmět sám je svou vlastní „třídou“. Kdežto jakost rozděluje 
předměty do určitých tříd, kde existují rozdíly mezi jednotlivými třídami, ale předměty 
uvnitř jedné třídy jsou teoreticky stejné. Zjednodušeně můžeme říci, že kvalita 
je určující hodnota věci, člověka či jevu a jakost je třídění věcí či jevů podle kvality. 
Kvalita je individuální, pro některého zákazníka může být kvalitní výrobek 
i s nepatrným poškozením, jiný za kvalitní považuje pouze výrobek bez vad. Pokud 
si ovšem zákazníci budou chtít koupit výrobek první jakosti, teoreticky dostanou 
výrobek stejný, odpovídající dané třídě. [5, 6, 7] 
Management kvality je podle již zmíněné normy (ČSN EN ISO 9000:2005) 
definován jako koordinovaná činnost pro nasměrování a řízení organizace s ohledem 
na kvalitu.  
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Management kvality zahrnuje: 
· plánování kvality (stanovení cílů kvality) 
· řízení kvality (plnění požadavků na kvalitu) 
· prokazování kvality  
· zlepšování kvality (zvyšování schopnosti plnit požadovanou kvalitu)  
 
 
Obr. 1-1 Model procesně orientovaného systému managementu kvality [8]  
ŘÍZENÍ KVALITY 
 
Plánování realizace produktu musí zohledňovat všechny procesy systému 
managementu kvality. Řízení kvality je část managementu kvality orientovaná 
na plnění požadavků na kvalitu. Zahrnuje: 
· předvýrobní kontrolu (kontrola nastavení strojů, nástrojů, použitých 
materiálů) 
· kontrolu během výroby (rozměry, kvalita povrchu) 
· závěrečnou kontrolu (kontrola konečného výrobku, zda splňuje veškeré 
požadavky stanovené před začátkem výroby) 
Abychom dosáhli požadované kvality výrobku, musíme zajistit nejen 
dostatečnou kvalitu výroby, ale i správné pracovní podmínky. Byly vyvinuty nástroje, 
které napomáhají řízení kvality, jako je například systém 5S, 6 sigma, Jidoka, Lean 
Production, 8D reporty, Kanban, atd.  Jde o nástroje, které nám pomáhají problém 
s kvalitou popsat - pomocí kontrolních tabulek, identifikovat příčinu – pomocí 
 Ústav výrobních strojů, systémů a robotiky 
Str.  11 
BAKALÁŘSKÁ PRÁCE 
 
diagramu příčin a následků, a proces monitorovat formou Paretova diagramu 
nebo regulačních diagramů. Nástroje managementu kvality můžeme rozdělit do dvou 
základních skupin: 
· 7 základních nástrojů managementu kvality  -  vývojový diagram 
-  formulář pro sběr údajů 
-  Paretův diagram 
-  histogram 
-  bodový diagram 
-  regulační diagram 
-  diagram příčin a následků 
 
· 7 nových nástrojů managementu kvality     -  afinitní diagram 
-  diagr. vzájemných vztahů 
-  systematický diagram 
-  maticový diagram 
-  analýza údajů v matici 
-  diagram PDPC 
 -  síťový graf [9] 
 
V současnosti je hlavním kritériem kvality dosažení a udržení stanovených 
hodnot parametrů produktu. Hlavním vlivem, který nám v tom zabraňuje, 
je variabilita. Za zlepšení kvality lze považovat každé zmenšení variability, které má 
vliv na výslednou kvalitu produktu, a proto se snažíme o řízení a zmenšení variability. 
Z obrázku 1-2 je vidět rozdíl variabilit výroby třech různých výrobců. Je patrné, 
že ačkoliv má výrobce B vyšší střední hodnotu absolutní kvality, nemusí 
být vyhledávaným výrobcem, jelikož má velkou variabilitu a nevíme, jaký výrobek 
máme od tohoto dodavatele očekávat. Výrobce A má sice menší střední hodnotu 
absolutní kvality, avšak pořád se pohybuje nad hodnotou nejnižší přijatelné kvality 
a díky malému rozptylu variability lze očekávat výrobky s přibližně stejnou kvalitou. 
Výroba u výrobce C je nepřijatelná, existuje zde velká variabilita a některé výrobky 









Obr. 1-2 Vliv rozdílu variability na kvalitu [10] 
 Ústav výrobních strojů, systémů a robotiky 
Str.  12 
BAKALÁŘSKÁ PRÁCE 
 
2 NORMY PRO PODPORU KVALITY A ZPRACOVÁNÍ DAT 
Jelikož se neustále zvyšují nároky na systém vedení ve firmách, byly 
mezinárodní standardizační organizací ISO (International Organization 
for Standardization) vypracovány normy systému managementu kvality ISO 9000.  
 
Základní členění norem systému managementu kvality: 
 
· ČSN EN ISO 9000:2006 – Systémy managementu kvality – Základní 
principy a slovník – v této normě nalezneme informace o základech, 
zásadách a terminologii systému managementu kvality [11] 
· ČSN EN ISO 9001:2009 – Systémy managementu kvality – v  normě 
jsou specifikovány požadavky na systém managementu kvality, využívá  
se při certifikaci pro posouzení plnění požadavků normy ČSN EN ISO 
9001 [11] 
· ČSN EN ISO 9004:2010 – Řízení udržitelného úspěchu organizace – 
tato norma je zaměřena na přístup managementu kvality, 
aby se dosahovalo neustálého zlepšování výkonnosti a efektivnosti celé 
organizace [11] 
 
Přehled výběru norem zabývající se statistickým zpracováním dat: 
 
· ČSN ISO 3534 – Statistika – slovník a značky – norma je rozdělena 
do tří částí, ve kterých nalezneme informace o obecných statistických 
termínech a termínech používaných v pravděpodobnosti, aplikované 
statistice a navrhování experimentů [12] 
· ČSN 01 0250 – Statistické metody v průmyslové praxi. Všeobecné 
základy – v normě najdeme výklad základních matematicko-
statistických metod, způsob zpracování získaných dat a jednoduché 
metody potřebné k rozboru výrobní činnosti [13] 
· ČSN 01 0252 – Statistické metody v průmyslové praxi II. Závislosti mezi 
náhodnými veličinami - korelace a regrese – tato norma navazuje 
na předchozí zmiňovanou normu ČSN 01 0250, předpokládá znalost 
této normy a rozšiřuje ji o výklad základních metod korelace a regrese 
[14] 
· ČSN 01 0230 – Aplikovaná statistika. Analýza rozptylu – „tato norma 
se zabývá základními modely s pevnými efekty a metodami 
jednofaktorové a dvoufaktorové analýzy rozptylu, dále způsoby 
testování statistických hypotéz a metodami získání statistických závěrů 
o homogennosti produkce a pro klasifikaci heterogenní produkce“ [15] 
· ČSN ISO 8258 – Shewhartovy regulační diagramy – tato mezinárodní 
norma se omezuje na postup při aplikaci metod statistické regulace 
výrobního procesu pouze pomocí Shewhartova systému diagramů [16]  
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· ČSN ISO 16 269 – Statistická interpretace dat – norma má více částí, 
zabývající se detekcí a ošetřením odlehlých hodnot, stanovením 
statistických tolerančních intervalů, mediánem – odhadem 
konfidenčních intervalů a stanovením předpovědních intervalů [17] 
· ČSN ISO 2854 – Statistická interpretace údajů. Odhady a testy 
středních hodnot a rozptylů – záměrem této normy je podat správnou 
interpretaci statistik vypočtených ze získaných údajů a tím zajistit 
předpoklad pro správné použití výsledků při zkoušení, při různých 
průmyslových, zemědělských a jiných aplikacích statistických metod 
[18] 
· ČSN ISO 3494 – Statistická interpretace údajů. Síla testů středních 
hodnot a rozptylů – těsně navazuje na ČSN ISO 2854, zabývá 
se stejnou skupinou testů hypotéz o středních hodnotách a rozptylech. 
ČSN ISO 2854 však pracuje pouze s pravděpodobností chyby prvního 
druhu, kdežto v ČSN ISO 3494 i s pravděpodobností chyby druhého 
druhu a se silou testu [19] 
· ČSN ISO 2602 – Statistická interpretace výsledků zkoušek – cílem 
použití této normy je podat správnou interpretaci statistik vypočtených 
z daných údajů a tím vytvořit předpoklad pro správné použití získaných 
výsledků ve zkušebnictví, certifikaci, při různých průmyslových a jiných 
aplikacích statistických metod [20] 
· ČSN ISO 10576 – Směrnice pro hodnocení shody se specifikovanými 
požadavky – stanovuje směrnice pro navrhování požadavků 
a prověření shody s těmito požadavky v případě, kdy jsou výsledky 
zkoušek nebo měření zatíženy nejistotou [21] 
· ČSN ISO 2859 – Statistické přejímky srovnáváním – zahrnuje šest částí 
věnovaným vytváření plánů, postupů a vyhodnocení statistické přejímky 
pro kontrolu srovnáváním [22] 
· ČSN ISO 3951 – Statistické přejímky měřením – obsahuje pět částí 
věnovaným vytváření plánů, postupů a vyhodnocení statistické přejímky 
pro kontrolu měřením [23] 
 
Za normu považujeme technický předpis, který splňuje optimální řešení příslušného 
technického úkolu. Technická normalizace vznikala na národní úrovni již od počátku 
20. století. S produkty, založenými na technických normách, se setkáváme 
každodenně. Slouží jako referenční úroveň, k níž se poměřuje úroveň výrobku 
nebo služby, chrání spotřebitele i výrobce, jsou nástrojem konkurenčního boje a dbají 
na ochranu zdraví i životního prostředí. [24] 
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3 ZPRACOVÁNÍ DAT 
3.1  PŘEDVÝROBNÍ ETAPA 
Jednou z aktivit minimalizace nechtěných rizik a nákladů na výrobu 
je plánování kvality. Spolu s dalšími dvěma základními procesy (řízení kvality 
a zlepšování kvality) tvoří tzv. Juranovu trilogii, která se realizuje právě 
v předvýrobních etapách. Velmi názornou posloupnost činností, potřebných 
k dosáhnutí požadované kvality výrobku, zobrazil americký teoretik J. M. Juran 
pomocí spirály. [25] 
 
 
Obr. 3-1 Juranova spirála [26] 
 
3.1.1 ANALÝZA ROZPTYLU 
Opakovaná měření umožňují vyhodnocovat variabilitu, která ovlivňuje 
naměřené odezvy. Na základě této variability určíme, který z faktorů má největší vliv 
na sledovaný ukazatel kvality. Při analýze rozptylu (Analysis of Variance, ANOVA) 
se měření rozdělí do skupin, vypočítají se skupinové průměry ݔపഥ  a skupinové rozptyly ݏ௜ଶ. Z nich se vypočítá průměr rozptylů ݔҧሺݏ௜ଶሻ ൌ ሺݏோଶሻ, rozptyl z průměrů ݏଶሺݔపഥሻ ൌ ݏ்ଶ 
a pak platí ݏଶ ൌ ݏ்ଶ ൅ ݏோଶ. [1] 
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Mluvíme-li o jednoduchém třídění, pak ukazatel kvality je závislý pouze 
na jednom faktoru. (Např. sledujeme-li viditelnosti chodců řidičem v závislosti 
na volbě barvy oblečení.) Jednofaktorová ANOVA porovnává střední hodnoty 
(průměry) dvou či více úrovní faktoru A, čili sloupců v matici dat za účelem určit, zda 
alespoň jedna sloupcová střední hodnota se liší od ostatních. V následující tabulce 
můžeme pozorovat ilustrační příklad tabulky ANOVY pro stanovení obsahu uhlíku 
ve vzorcích oceli. Počet úrovní faktorů je zde 4 (oceli), počet opakovaných měření - 3 
a počet celkového měření - 12. 
       Ocel 1  Ocel 2 Ocel 3 Ocel 4 
1. měření 0,324 0,455 0,42 0,447 
2. měření 0,311 0,467 0,463 0,377 
3. měření 0,352 0,448 0,424 0,398 
Aritmetický průměr 0,329 0,457 0,436 0,407 
Směrodatná odchylka 0,021 0,0096 0,0238 0,0359 
Sloupcový součet 0,987 1,37 1,307 1,222 
 
Tab. 3-1 Tabulka výsledků - % C ve vzorcích oceli 
 
Dvojné třídění 
Dvojné třídění se používá tam, kde sledujeme více faktorů. (Např. sledujeme-li 
viditelnosti chodců řidičem v závislosti na volbě barvy oblečení s uvážením vlivu 
řidiče.) Existují 3 druhy dvoufaktorové ANOVY: 
· dvoufaktorová ANOVA bez opakování – v každé buňce (např. A1B2) 
je pouze jedno opakování 
· vyvážená dvoufaktorová ANOVA – v buňkách je více opakování, 
ale ve všech je stejný počet 
· nevyvážená dvoufaktorová ANOVA – v buňkách je více opakování 
a počet v nich se liší [27] 
  B1 B2 B3 … Bk 
A1           
A2           
A3   A3B2       
…           
Ak           
 
Tab. 3-2 Tabulka pro dvoufaktorovou ANOVU bez opakování 
 
V obou případech (jednoduché i dvojné třídění) můžeme mít modely 
s pevnými nebo náhodnými efekty. O model s pevnými efekty například půjde, 
jestliže budeme uvažovat, že každému drtícímu zařízení přísluší určitá jemnost 
drcení. O model s náhodnými efekty například půjde, jestliže zjišťujeme, zda má 
původní velikost drceného materiálu vliv na výsledek analýzy. 
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V technické praxi se ANOVA používá v úlohách: 
· určení významnosti způsobu přípravy vzorků na výsledek měření 
· určení vlivu lidského faktoru a typu přístroje na výsledek analýzy 
· zpracování mezilaboratorních experimentů a určení významnosti 
rozdílu laboratoří na výsledek analýzy 
· zpracování plánovaných experimentů, při kterých dochází ke změně 
faktorů a sledování vlivu změny faktorů na výsledek měření [28] 
ANOVA má široké využití nejen v technické praxi a často se vyskytuje 
v souvislosti s technikami plánování experimentů. Ve strojírenské praxi ji využíváme 
například ke zjištění vlivu změny materiálu na funkčnost a bezpečnost výrobků 
(jednofaktorová ANOVA), případně můžeme uvažovat např. změnu materiálu 
i změnu průřezů (dvoufaktorová ANOVA). 
3.1.2 PLÁNOVÁNÍ EXPERIMENTU 
Experiment představuje testování různých kombinací hodnot, o nichž jsme 
usoudili, že mají vliv na výslednou odezvu (charakteristiku kvality). Testování všech 
možných kombinací je příliš nákladné a náročné, proto testujeme pouze vybrané 
kombinace důležitých faktorů. K plánování experimentu (Design of Experiment – 
DoE) přistupujeme tehdy, když nevíme přesnou příčinu vad nebo nemáme dostatek 
informací o intenzitě příčin, které vady způsobují. Před samotným plánováním 
experimentu je důležité stanovit cíl experimentu. Cílem je nejen nalézt faktory, které 
nejvýznamněji ovlivňují ukazatel kvality, ale také určit jejich hodnoty, aby ukazatel 
kvality byl optimální. Experimentální postupy rozdělujeme na experimenty 
neplánované (živelné) a experimenty plánované, které se řídí plánem experimentu. 
[1, 29] 
Přínosy této metody jsou především: snížení nákladů, zvýšení kvality výrobku 
nebo systému a snížení nákladů na pilotní sérii. Metoda se nejčastěji používá 
v oblasti výzkumu a vývoje při testování nových výrobků či systémů. Je velice 
rozšířená, používá se v nejrůznějších oblastech (strojírenství, vodohospodářství, 
ekologie, chemický průmysl,…). Konkrétním příkladem použití může být například 
sledování výdrže nosníku do porušení v závislosti na faktorech – délce nosníku, 
průřezu nosníku, typu materiálu a druhu zatěžování. V chemickém průmyslu 
se například v laboratořích pomocí plánování experimentu sleduje obsah 
halogenových organických sloučenin ve vodních vzorcích, v závislosti na zdroji 
kyslíku, navážce aktivního uhlí, typu třepačky a době třepání. [30] 
 
Úplný faktorový experiment 
Při úplném faktorovém experimentu jsou při zkoušce měněny všechny 
parametry. Výhoda použití této metody je podchycení všech možností, které mohou 
nastat. Nevýhodou však jsou vysoké náklady na zkoušky, zapříčiněné nutností 
použití velkého počtu kombinací, které s počtem vyšetřovaných faktorů a jejich 
nastavením prudce stoupá. Při použití úplného faktorového experimentu se počet 
experimentů s každou další proměnnou zdvojnásobuje. [29] 
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Částečný faktorový experiment 
U částečného faktorového experimentu se plán sestaví pouze pro hlavní 
faktory a ostatní (vedlejší) faktory se sestaví jako jejich kombinace. Tímto 
se dosáhne snížení počtu experimentů. [1] 
Jednofaktorový experiment 
Použijeme-li jednofaktorový experiment, budeme u každé ze zkoušek měnit 
pouze jeden faktor. Touto metodou však nezjistíme, jak působí změna faktoru 
při změnách ostatních faktorů.  
 
Jestliže faktory označíme velkými písmeny A, B, C, počet zkoušek číslicemi 
a faktory budeme uvažovat na dvou úrovních + a -, pak mohou faktorové plány 
vypadat následovně: 
 











  1 - - - 
  2 + - - 
  3 + + - 
  4 + + + 
  5 - - + 
  6 - + + 
  7 - + - 












  1 + + + 
  2 + - - 
  3 - + + 
  4 - - - 
Jednofaktorový 
 






  1 - - - 
  2 + - - 
  3 + + - 
  4 + + + 
 
Tab. 3-3 Srovnání plánů experimentů 
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3.2  VÝROBNÍ ETAPA 
V této etapě je produkt vyroben podle předem daných kritérií, výkresové 
dokumentace a následně je podroben kontrole. Základním cílem je udržet rozptyl 
a stabilitu produkce v přípustných mezích (statisticky stabilní proces) a zároveň určit 
faktory ovlivňující kvalitu produktu. Nejčastěji se používá: 
· analýza procesů (procesy řízení kvality) 
· sledování kritických prvků 
· účinnost nápravných opatření 
· vyhodnocení účinnosti testování [31] 
 
Obr. 3-2 Základní model procesu [32] 
Ke statistické analýze ve výrobním procesu používáme několik nástrojů (grafy, 
diagramy, regresní a korelační analýzy,…), které jsou podrobněji popsány 
v následujících kapitolách. 
3.2.1 GRAFY, HISTOGRAMY, ZÁKLADNÍ DIAGRAMY 
 
Grafy 
Statistické grafy jsou grafickým znázorněním získaného souboru dat. 
K zobrazení rozdělení četností je nejčastěji používán graf sloupcový nebo výsečový. 
U sloupcového grafu závisí výška sloupce na počtu statistických jednotek, případně 
na jejich relativní četnosti. Výsečový graf je kruhem (případně prstencem) 
rozděleným na výseče v poměru, který reprezentuje četnosti.  
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Příklad zpracování dat pomocí sloupcového a výsečového grafu: Při kontrole 
jakosti výrobků (50 vzorků) byla měřena odchylka X [mm] od požadovaného 
rozměru. Zjištěné odchylky byly zapsány do následující tabulky: 
 
Odchylka v 
[mm] -0,3 0,1 0,3 1,0 1,1 1,3 1,9 2,3 2,4 2,8 3,0 3,3 3,8 
Počet výrobků 1 2 2 3 5 8 8 4 4 2 6 4 1 
 
Tab. 3-4 Tabulka odchylek 
 
 
Obr. 3-3 Sloupcový graf 
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Histogram je graf sestrojený z naměřených hodnot, který slouží 
ke snadnějšímu zpracování rozsáhlých souborů dat. Pro sestrojení histogramu 
musíme mít data rozdělena v třídách, do kterých je rozdělen určitý počet dat tak, 
aby všechna data byla v některé z tříd (absolutní četnost). Poměr absolutní četnosti 
k celkovému rozsahu souboru nazýváme relativní četností. Po sečtení všech 
relativních četností nám musí vyjít 1 (popřípadě 100%). Počet tříd lze orientačně určit 
ze vzorce: m= 1 +3,3*log(n) nebo také ze vzorce m= 2*(n)-2. Každá třída má vhodně 
zvolenou dolní a horní mez, rozdíl mezi horní a dolní mezí se nazývá šířka třídy. 
Nejčastěji se konstruují histogramy s konstantní šířkou třídy. Histogram se nám může 
jevit jako sloupcový graf, avšak má naprosto jiné vlastnosti. Pro příklad budeme 
pokračovat v předchozí úloze. Po roztřídění statistického souboru byla zpracována 
následující tabulka četností: 
 
j xj fj fj/n Fj Fj/n 
1 -0,5 1 0,02 1 0,02 
2 0 2 0,04 3 0,06 
3 0,5 2 0,04 5 0,1 
4 1 8 0,16 13 0,26 
5 1,5 8 0,16 21 0,42 
6 2 8 0,16 29 0,58 
7 2,5 8 0,16 37 0,74 
8 3 8 0,16 45 0,9 
9 3,5 4 0,08 49 0,98 




   
Tab. 3-5 Tabulka četností 
 
j –  třída 
n –  celkový počet měření 
xj –  střed třídy 
fj –  četnost 
fj/n –  relativní četnost 
Fj –  absolutní kumulativní četnost 
Fj/n –  relativní kumulativní četnost 
 Ústav výrobních strojů, systémů a robotiky 
Str.  21 
BAKALÁŘSKÁ PRÁCE 
 





























































Obr. 3-6 Histogram relativní kumulativní četnosti 
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Vývojové diagramy se používají jako grafická pomůcka pro lepší pochopení 
návaznosti jednotlivých procesů, nalezení nedostatků procesu a srovnávání 
skutečného a ideálního průběhu procesu. Základem vývojových diagramů 
jsou používané symboly, popsané v normě ČSN ISO 5807. V praxi se používají 
nejčastěji tyto symboly: spojovací čára, blok činnosti, rozhodovací blok a blok 
počátku/konce procesu. Při sestavování vývojového diagramu pokládáme otázky 
typu: Co se stane jako první? Co následuje? Co se stane, rozhodne-li se ano? 
Co se stane, rozhodne-li se ne? Můžeme mít tendence použít typické otázky: Proč? 
Kdy?, avšak tyto otázky jsou nevhodné, vyžadují matematický nebo příliš rozsáhlý 
zápis. Při používání diagramu postupujeme po jednotlivých blocích, odpovídáme 
na otázky a postupně dospějeme až k řešení vzniklé situace. [33] 
 
Obr. 3-7 Příklad vývojového diagramu 
Diagram příčin a následků (Ishikawův diagram, diagram rybí kostry) 
Shromažďuje a třídí možné příčiny, které ovlivňují daný následek. Účelem 
tohoto diagramu je zjistit nejpravděpodobnější příčinu problému, který potřebujeme 
vyřešit. Pokud předem neznáme příčinu, zkoumáme vliv základních příčin jako je: 
prostředí, stroje, materiály, lidé a metody. Základ pro práci s tímto diagramem 
je vztah příčina – následek. Výsledkem analýzy příčin je seznam 
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nejpravděpodobnějších příčin, které vedou ke vzniklému následku. Po zjištění příčin 
provedeme Paretovu analýzu, při které oddělíme důležité příčiny od bezvýznamných 
a realizují se nápravná opatření. [3] 
 
Obr. 3-8 Diagram příčin a následků [34] 
3.2.2  SHEWHARTOVY REGULAČNÍ DIAGRAMY 
 
Obecně slouží regulační diagramy ke sledování, zda se proces chová tak, 
jak očekáváme. Kromě samotných hodnot je nutné sledovat i variabilitu procesu, 
která je pro posuzování procesu taktéž důležitá. Základní postup pro konstrukci 
Shewhartových diagramů: 
· volba regulované veličiny 
· sběr a zaznamenání dat 
· ověření platnosti statistických předpokladů 
· volba rozsahu výběru 
· volba vhodného regulačního diagramu 
· výpočet zvoleného testového kritéria 
· ověření zvládnutelnosti a způsobilosti procesu 
· regulace procesu [1] 
 
Máme dva typy regulací – regulace měřením a regulace srovnáváním. 
Regulační diagramy měřením slouží ke sledování měřitelných (kvantitativních) údajů, 
zatímco regulační diagramy srovnáváním slouží ke sledování procesu pomocí 
kvalitativního údaje. Základním principem je periodické měření kontrolních vzorků 
a vynesení do grafu aritmetického průměru a směrodatné odchylky v závislosti 
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na čase. Regulační diagram má podobu centrální linie (CL – central line) a horní 
a dolní regulační meze ( LCL – lower control level, UCL – upper control level). 
 
Základní předpoklady pro použití Shewhartových diagramů: 
· normalita rozdělení dat, symetrie 
· konstantní střední hodnota a rozptyl 
· nekorelovanost (nezávislost) 
· nepřítomnost vybočujících hodnot [35] 
 
Existuje velké množství Shewhartových regulačních diagramů: 
· regulační diagram ݔҧ െ ܴ – proces je zobrazen pomocí parametrů 
výběrového průměru a výběrového rozpětí 
· regulační diagram ݔҧ െ ݏ – podobný regulační diagram, jako ത െ , místo 
výběrového rozpětí zde figuruje směrodatná odchylka 
· regulační diagram ݔ෤ െ ܴ – tento regulační diagram (výběrový medián – 
výběrové rozpětí) je taktéž alternativou k regulačnímu diagramu ത െ  
· regulační diagram p – regulační diagram pro atributy, který je vhodný 
pro sledování podílu vadných výrobků z dávek, které mají binomické 
rozdělení 
· regulační diagram np – je téměř totožný s regulačním diagramem p, 
avšak u tohoto diagramu jsou dávky konstantní 
· regulační diagram c – slouží ke sledování počtu vad vztažených 
na definovaný počet výrobků 
· regulační diagram u – pro měření počtu neshod, kde jednotlivé 
kontrolované jednotky nejsou stejné [3, 35] 
 
3.2.3 PARETOVA ANALÝZA 
 
Paretova analýza vychází z předpokladu (pravidla), že 80% problémů 
je způsobeno 20% příčin. Pokud tedy rozlišíme 20 příčin, pouze 4 příčiny budou mít 
zásadní vliv a je nutné se jimi zabývat prioritně, zbylých 16 příčin bude zapříčiňovat 
pouze 20% reklamací. Pro názornost se vykresluje Paretův diagram (sloupcový), 
kde se na levou stranu nanáší počty problémů (reklamací), na pravou stranu 
procenta a rostoucí křivka představuje kumulativní hodnoty. 
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Sestavení diagramu se skládá ze čtyř kroků: 
· stanovení seznamu příčin problémů a sestavení formuláře 
pro zpracování dat 
· sběr dat, stanovení procentuálního podílu výskytů příčin neshod 
během stanoveného časového intervalu 
· sestavení grafu, kde sloupce budou klesat podle klesajícího 
procentuálního zastoupení (do posledního sloupce se sečtou nejmenší 
hodnoty, které v součtu nejsou vyšší než předposlední sloupec) 
· doplnění čáry kumulativního zastoupení [35]  
 
Obr. 3-9 Paretův diagram [36] 
Z předchozího obrázku je patrné, že již při odstranění příčin, způsobujících 
první tři závady, dojde pravděpodobně k rapidnímu snížení výskytu závad. 
 
3.2.4 REGRESNÍ A KORELAČNÍ ANALÝZA 
 
Mezi jevy, reprezentovanými vhodnými veličinami, mohou existovat dva druhy 
vztahů: kauzální (příčinné) nebo korelační (souvislosti). Tedy kauzální závislost 
je závislost dvou jevů, kde jeden jev je příčina, která vyvolává druhý jev – následek. 
Pro korelační vztah je typické, že změny jedné veličiny jsou volně sdruženy 
se změnami druhé veličiny. Korelační analýza je hledání a definování závislosti 
mezi veličinami, z nichž jedna je považována za závislou proměnnou a druhá 
za nezávisle proměnnou. Regresní analýza hledá závislost jednoho znaku 
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Lineární regrese dvou korelovaných veličin: 
 ܻ ൌ ܽ ൅ ܾ ή ݔ; 
 
Y - vyrovnaná hodnota závislé proměnné 
y -  naměřená hodnota závislé proměnné 
x -  volená hodnota nezávislé proměnné 
a, b -  regresní koeficienty 
 
 Pro získání a, b platí následující vztahy: 
 ܽ ൌ ݔҧଶ ή ݕത െ ݔҧ െ ݔ ή ݕതതതതതതݔଶതതത െ ݔҧଶ  
 ܾ ൌ ݔ ή ݕതതതതതത െ ݕത ή ݔҧݔଶതതത െ ݔҧଶ  
 
Míra lineární závislosti korelovaných veličin se posuzuje pomocí korelačního 
koeficientu, který může nabývat hodnot <-1;1>, kde -1 značí negativní korelaci dvou 
veličin a 1 pozitivní korelaci dvou veličin. Pokud je hodnota korelačního koeficientu 
rovna 0, znamená to, že mezi veličinami neexistuje korelační závislost. 
 
Výpočet korelačního koeficientu: 
 ݎ ൌ ݔ ή ݕതതതതതത െ ݕത ή ݔҧටሺݔଶതതത െ ݔҧଶሻ ή ሺݕଶതതത െ ݕതଶሻ ൌ ܿ݋ݒሺݔݕሻݏ௫ ή ݏ௬  
 ݔݕ ൌ ݔ ή ݕതതതതതത െ ݕത ή ݔҧ -  kovariance obou proměnných ݏ௫ -    směrodatná odchylka nezávislé proměnné ݏ௬ -    směrodatná odchylka závislé proměnné 
 
 
Pokud využijeme korelačního koeficientu, lze výpočet regresních koeficientů 
upravit takto: 
 ܽ ൌ ݕത െ ݎ ή ݔҧ ή ݏ௬ݏ௫ 
 ܾ ൌ ݎ ή ݏ௬ݏ௫ 
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Obr. 3-10 Přímá závislost 
 
Obr. 3-11 Nepřímá závislost 
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3.3  POVÝROBNÍ ETAPA 
V povýrobní etapě se hodnotí především vhodnost a způsobilost použitých 
technologických procesů výroby. Jak již bylo dříve zmíněno, způsobilostí se rozumí 
schopnost výrobního procesu dosahovat předem stanovených kritérií kvality. 
Při kvantitativním hodnocení výrobního procesu se nejčastěji sledují tyto cíle: 
· schopnost procesu udržet požadovanou hodnotu ukazatele kvality 
· míra variability kolem požadované hodnoty [1] 
 
V současnosti se ke zhodnocení způsobilosti procesu využívá výpočet 
některého z ukazatelů indexu způsobilosti. Každý z ukazatelů indexu způsobilosti lze 
však spolehlivě použít při splnění určitých předpokladů (obecných a specifických). 
Hodnocení spolehlivosti můžeme chápat jako posloupnost těchto kroků: 
· test předpokladů, za kterých lze použít zvolené ukazatele indexu 
spolehlivosti 
· výpočet vybraných ukazatelů spolehlivosti 
· testování významnosti vypočítaných ukazatelů a jejich využití 
ke zhodnocení výrobního procesu [1] 
 
Výběr vhodného ukazatele je dán dvěma kritérii. Prvním kritériem 
je skutečnost, zda ukazatel je měřitelná veličina nebo atribut (neměřitelná 
charakteristika). V případě, že máme měřitelnou veličinu, je zásadní druhé kritérium 
rozdělení a to, zda má měření normální rozdělení. [1] 
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3.3.1 OBECNÉ PŘEDPOKLADY HODNOCENÍ ZPŮSOBILOSTI 
 
Obecnými předpoklady jsou myšleny všechny předpoklady, které musí být 
splněny u všech ukazatelů indexu způsobilosti. Hlavní obecné předpoklady jsou tyto: 
· proces je stabilizován (všechny hodnoty sledovaného ukazatele leží 
uvnitř regulačních mezí daného regulačního diagramu) 
· měření neobsahuje odlehlá pozorování 
· správně stanovená tolerance [1] 
Z nutnosti získání stabilizovaného procesu vyplývá, že hodnocení způsobilosti 
je až posledním krokem v následující posloupnosti operací: nalezení všech vlivů, 
které ovlivňují kvalitu produktu, zjištění hlavních příčin (např. pomocí Paretovy 
analýzy nebo analýzy rozptylů), zajištění trvalé stability výrobního procesu pomocí 
regulačního diagramu a následně, je-li faktor stabilizován, provedeme hodnocení 
způsobilosti technologického procesu. V případě, že proces není stabilizován, 
můžeme taktéž provádět hodnocení, které se již nenazývá hodnocením způsobilosti, 
ale performance, u kterého posuzujeme aktuální stav bez možnosti předpovídat další 
vývoj. Výpočty pro nestabilizovaný proces jsou podobné jako u stabilizovaného 
procesu, pouze s některými modifikacemi. I přesto, že lze vypočítat hodnocení 
nestabilizovaného procesu, se jakékoliv hodnocení nedoporučuje provádět před jeho 
stabilizací. U atributů zjišťujeme způsobilost procesu podle počtu výrobků, 
které vyhovují danému ukazateli kvality. Relativní četnost špatných výrobků 
V vypočteme jako podíl počtu nevyhovujících výrobků mezi sledovanými 
k celkovému počtu sledovaných výrobků. Způsobilost C se poté vypočte jako 1-V 
(případně vynásobíme 100, abychom získali výsledek v procentech). Tento ukazatel 
nemá obecně platnou minimální hodnotu, nejčastěji přijímaná úroveň je 98-99%. [1] 
3.3.2 INDEX Cp  
 
Index Cp je nejstarším a nejjednodušším vyjádřením míry dodržování 
regulačních mezí procesu. Vychází z předpokladu, že regulační meze LCL a UCL 
jsou určeny na základě stabilního procesu jako ±3s. Dostaneme-li hodnotu Cp ≥ 1, 
můžeme říci, že proces vyhovuje předepsaným mezím. Avšak, je-li Cp ≤ 1, musíme 
proces považovat za nezpůsobilý. [35] 
 ܥ௣ ൌ ܷܥܮ െ ܮܥܮ͸ ή ߪ  
 ܥመ௣ ൌ ܷܥܮ െ ܮܥܮ͸ ή ݏ  
 
Nevýhodou tohoto indexu je fakt, že hodnotí pouze variabilitu procesu 
vzhledem k předepsaným mezím a nebere v potaz posunutí střední hodnoty 
proti předepsané úrovni. Nemáme-li střední hodnotu ve sledovaném procesu 
shodnou s předepsanou hodnotou, nemůžeme index Cp použít. [35] 
 
  
 Ústav výrobních strojů, systémů a robotiky 
Str.  30 
BAKALÁŘSKÁ PRÁCE 
 
Interval spolehlivosti indexu Cp na hladině α můžeme odhadnout pomocí 
rozdělení χ2 (chi-kvadrát). 
 ቆܥ௣ ή ටఞమഀȀమିሺ௡ିଵሻሺ௡ିଵሻ Ǣ ܥ௣ ή ටఞమሺభషഀȀమሻିሺ௡ିଵሻሺ௡ିଵሻ ቇ  
 
, kde χ2α (n) je α- kvantil χ
2 rozdělení s n stupni volnosti. 
 
Jelikož nejsme schopni určit skutečnou hodnotu Cp, musíme počítat s tím, 
že má libovolnou hodnotu mezi LCL a UCL a to i s předpokladem, že se Cp může 
rovnat právě spodní hranici. Vyjde-li nám tedy Cp například 1,2 s intervalem 
spolehlivosti (0,7; 1,25) musíme prohlásit proces za nezpůsobilý, jelikož spodní 
hranice je menší než 1 a my si nemůžeme být jisti, že Cp  neklesá pod hranici 1.  
 
3.3.3 INDEX Cpk 
 
Index  Cpk se od Cp liší tím, že v čitateli je menší ze vzdáleností střední 
hodnoty procesu od LCL, respektive UCL a můžeme ho použít i ve chvíli, kdy LCL 
a UCL jsou asymetrické. Cpk může být i záporný, je-li střední hodnota procesu 
mimo regulační meze a platí, že je přísnější (menší) než Cp. [35] 
 ܥመ௣௞ ൌ ሺܷܥܮ െ ݔҧ Ǣ ݔҧ െ ܮܥܮሻ͵ ή ݏ  
 
Odhad intervalu spolehlivosti je značně složitý z důvodu jeho 
nediferencovatelnosti a proto se používají přibližné výpočtové postupy, jako 
je například jednoduchý odhad Kushlera a Hurleyho, založený na aproximaci 
normálním rozdělením: 
 
 ܥ௣௞ ή ቒͳ േ ௭ሺଵିןȀଶሻξଶή௡ିଶ ቓ , kde z (α) je α- kvantil normálního rozdělení. 
 
3.3.4 INDEX Cpm  
 
Tento index obsahuje odchylku střední hodnoty procesu od předepsané 
hondoty T jako součást variability. Předpokládá, že odchylka od předepsané hodnoty 
má za následek stejnou ztrátu jako stejné zvýšení směrodatné odchylky. Index Cpm 
je vždy kladný a přísnější (menší) než Cp, pokud není průměr procesu přesně roven 
předepsané hodnotě T, pak by měl stejnou hodnotu jako index Cp. [35] 
 ܥመ௣௠ ൌ ܷܥܮ െ ܮܥܮ͸ ή ඥݏଶ ൅ ሺݔҧ െ ܶሻଶ 
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Interval spolehlivosti indexu Cpm na hladině významnosti α vypočítáme takto: ቆܥ௣௠ ή ටఞమഀȀమሺ௙ሻ௙ Ǣ ܥ௣௠ ή ටఞమሺభషഀȀమሻሺ௙ሻ௙ ቇ ; kde ݂ ൌ ௡ή൛௦మାሺ௫ҧା்ሻమൟమ௦మήሼ௦మାଶήሺ௫ҧା்ሻమሽ . 
3.3.5 INDEX Cpmk 
 
Jak je již z názvu patrné, tento index vznikl kombinací indexů  Cpk a Cpm. 
Používá se tam, kde se střední hodnota procesu liší od předepsané hodnoty. [35] 
 ܥመ௣௠௞ ൌ ሺݔҧ െ ܮܥܮǢ ܷܥܮ െ ݔҧሻ͸ ή ඥݏଶ ൅ ሺݔҧ െ ܶሻଶ ൌ ܥ௣௞ήܥ௣௠ܥ௣  
 
Výpočet intervalu spolehlivosti je značně složitý, používá se pro něj výpočetně 
náročných numerických nebo simulačních metod, kde se generují náhodné 
podmnožiny z naměřených dat, ze kterých se následně počítají odhady indexu. [35] 
 
3.4  STATISTICKÁ PŘEJÍMKA 
Statistická přejímka je forma výběrové kontroly, při které rozhodujeme, zda 
dané množství výrobků, materiálů nebo polotovarů vyhovuje našim požadavkům 
na kvalitu. Cílem statistické přejímky je jednoznačné rozhodnutí zda danou dodávku 
přijmeme nebo zamítneme. Rozhodnutí závisí na počtu či procentuálním obsahu 
neshodných kusů v dodané dávce, kterou si předem dohodl dodavatel 
s odběratelem. Pokud bychom chtěli mít teoretickou 100% jistotu, že v dané dávce 
není více neshodných kusů, než kolik je povoleno, museli bychom zkontrolovat celou 
dávku, což je nákladné a zdlouhavé při větším množství materiálu. V některých 
případech ani není 100% přejímka možná (např. při destruktivních zkouškách, 
kontrolách sypkých nebo kapalných materiálů, atd.). Proto pokud není možná 
celková kontrola, kontrolujeme pouze náhodně vybrané vzorky z celé zásilky. Výběr 
musí být rovnoměrný a náhodný, nemělo by docházet k nastolení algoritmu, 
např. zkontrolujeme-li každý třetí kus z dodávky nebo kontrola pouze horní vrstvy 
v dodávce, která má více vrstev. Jelikož neprovádíme kontrolu každého kusu, 
je tato kontrola spojena se dvěma druhy rizik: 
· riziko (pravděpodobnost) α – dodávka splňuje požadavek, 
měla být přijata, ale přesto byla dodávka zamítnuta (riziko dodavatele) 
· riziko (pravděpodobnost) β – dodávka nesplňuje požadavek, 
měla být zamítnuta, ale přesto byla přijata (riziko odběratele) [1, 35] 
Cílem je, aby bylo α i β co nejmenší, avšak nemůže dosáhnout toho, 
aby bylo nulové, jak je tomu teoreticky u 100% přejímky.  
 
Členění statistických přejímek můžeme provádět podle různých hledisek: 
· podle charakteru znaku jakosti - přejímka srovnáváním 
- přejímka měřením 
  
 Ústav výrobních strojů, systémů a robotiky 
Str.  32 
BAKALÁŘSKÁ PRÁCE 
 
· podle počtu výběrů   - přejímka jedním výběrem 
    -  přejímka dvojím a několikerým 
výběrem 
- přejímka postupným výběrem 
· podle způsobu zamítnutí dávky - přejímka bezopravná 
- přejímka opravná 
· podle četnosti kontroly  - přejímka s kontrolou každé dávky 
- přejímka s kontrolou každé k-té 
dávky [1] 
V některých firmách přecházejí z přejímky k-té dávky na přejímku každé dávky 
podle předchozích dodávek. Např. pokud předchozí dvě kontroly k-té dávky 
od stejného dodavatele byly zamítnuty, přechází automaticky na přejímku s kontrolou 
každé dávky. Pro lepší pochopení statistické přejímky se zavedli následující pojmy: 
 
AQL (acceptable quality level) - dohodnutá přijatelná úroveň kvality vyjádřená 
jako podíl zmetků, který je pro zákazníka přijatelný. 
 
RQL (rejectable quality level) - dohodnutý minimální počet neshodných 
produktů, který je považován za nepřijatelný. 
 
3.4.1 STATISTICKÁ PŘEJÍMKA SROVNÁVÁNÍM 
Jednorázová přejímka (přejímka jedním výběrem) 
Při této přejímce se postupuje tak, že z celé dávky obsahující N jednotek 
vybereme náhodně vzorek o velikosti n. Pokud přesáhne počet zmetků d nalezených 
ve vzorku přejímací číslo c, pak se celá dávka zamítne jako nevyhovující, v opačném 
případě se přijme. Hodnoty n a c se nazývají přejímací plán a určují se na základě 
známých hodno AQL, RQL, α a β. [35] 














1 - 8 2 0 1 2 0 1 
9 - 15 2 0 1 3 0 1 
16 - 25 2 0 1 5 0 1 
26 - 50 3 0 1 8 0 1 
51 - 90 3 0 1 14 0 1 
91 - 150 5 0 1 20 0 1 
151 - 280 8 1 2 32 1 2 
281 - 500 14 2 3 50 1 2 
501 - 1200 20 2 3 80 2 3 
1201 - 3200 32 2 3 100 2 3 
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Přejímka dvojím a několikerým výběrem 
„Přejímací plán dvojím výběrem má více parametrů než plán jedním výběrem: 
n1 - rozsah 1. výběru, Ac1 - přejímací číslo pro 1. výběr, Re1 - zamítací číslo pro 1. 
výběr, n2 - rozsah 2. výběru, Ac2 - přejímací číslo pro 1. a 2. výběr dohromady. 
Postup u přejímky dvojím výběrem je následující: je-li počet neshodných jednotek 
v prvním výběru x1 menší nebo roven číslu Ac1 , přijme se dávka již po prvním 
výběru. K zamítnutí celé dávky dojde po prvním výběru tehdy, když x1 je větší 
nebo rovno číslu Re1. Pokud leží hodnota x1 mezi Ac1 a Re1 pak se provádí druhý 
výběr a dávka je přijata, pokud kumulovaný počet neshodných jednotek v prvním 
a druhém výběru (x1 + x2) je menší nebo roven číslu Ac2 . Jinak dochází po druhém 
výběru k zamítnutí celé dávky. Postup přejímky dvojím výběrem lze zobecnit na k -
výběrů a pak hovoříme o přejímce několikerým výběrem.“ [5] 
 
Postupná (sekvenční) přejímka 
 Při této přejímce se po kontrole každého kontrolovaného výrobku 
rozhodujeme, zda dávku přijmeme, zamítneme nebo budeme pokračovat v další 
kontrole. 
 
3.4.2 STATISTICKÁ PŘEJÍMKA MĚŘENÍM 
U statistické přejímky měřením rozhodujeme, zda daná kvantitativní vlastnost 
dávky splňuje dohodnuté požadavky. Těmito vlastnostmi může být například rozměr, 
chemické složení, fyzikální vlastnosti atd. Podobně jako u statistické přejímky 
srovnáváním stanovujeme vyhovující a nepřípustnou hodnotu (x1, x2) a příslušná 
rizika (α, β). Měřená veličina x by měla mít normální rozdělení. Je-li průměr 
vypočítaný z n vzorků horší než limitní přejímací hodnota xa, pak dávku zamítneme, 
v opačném případě dávku přijímáme. [35] 
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4 PRAKTICKÝ PŘÍKLAD ZPRACOVÁNÍ DAT 
Jako praktický příklad je zde uvedeno měření výšky válečků do válečkových 
ložisek. Cílem tohoto měření je zjistit, zda je výrobní proces stabilní, vytvořením 
Shewhartova regulačního diagramu x̄-R, a pomocí indexů způsobilosti Cp a Cpk určit 
způsobilost výrobního procesu. Měření probíhá následovně: každou jednu hodinu 
se změří výška deseti válečků z právě vyrobené série, měření se opakuje desetkrát 
(celková doba měření trvá deset hodin). Získáme tedy deset výběrů po deseti kusech 
(sto měření).  
 
Použitý přístroj k měření:  Digitální úchylkoměr - Mitutoyo ID-H0530 
Rozsah:   0 mm ÷ 30 mm 
Rozlišitelnost:  0,0005 mm 
Typ:   absolutní i komparační měřidlo 
 
Podmínky měření:  Teplota:  21,6°C 
     Vlhkost:  40 % 
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4.1  NAMĚŘENÉ HODNOTY 
Naměřené hodnoty se vždy zapíší do tabulky a následně se vypočítají 
průměry, rozptyly a směrodatné odchylky pro každý jednotlivý soubor hodnot.  
 
Všechny uvedené hodnoty v tabulce níže jsou v milimetrech. 
 
Číslo výběru 1 2 3 4 5 6 7 8 9 10 
Výběr (n) 1 7,491 7,491 7,482 7,497 7,494 7,495 7,493 7,494 7,487 7,487 
  2 7,499 7,490 7,475 7,497 7,482 7,485 7,504 7,486 7,495 7,496 
  3 7,491 7,487 7,490 7,506 7,495 7,486 7,492 7,488 7,483 7,486 
  4 7,478 7,487 7,483 7,492 7,497 7,506 7,490 7,488 7,492 7,490 
  5 7,498 7,494 7,486 7,500 7,491 7,482 7,488 7,490 7,496 7,496 
  6 7,474 7,488 7,479 7,496 7,493 7,488 7,490 7,492 7,495 7,495 
  7 7,479 7,489 7,501 7,487 7,489 7,480 7,495 7,503 7,492 7,491 
  8 7,480 7,495 7,496 7,488 7,488 7,493 7,491 7,491 7,477 7,485 
  9 7,497 7,498 7,496 7,483 7,498 7,496 7,489 7,483 7,482 7,481 
  10 7,486 7,491 7,490 7,492 7,479 7,484 7,481 7,484 7,491 7,484 
x̄ 7,4873 7,4910 7,4878 7,4938 7,4906 7,4895 7,4913 7,4899 7,4890 7,4891 
R 0,0250 0,0110 0,0260 0,0230 0,0190 0,0260 0,0230 0,0200 0,0190 0,0150 
σ(n-1) 0,0092 0,0037 0,0083 0,0068 0,0062 0,0079 0,0058 0,0058 0,0065 0,0053 
 
Tab. 4-1 Tabulka naměřených hodnot 
Příklady výpočtů výběrového průměru, výběrového rozptylu a výběrové 
směrodatné odchylky pro první soubor hodnot: 
 
Výběrový průměr:  
 ݔҧ ൌ ͳ݊ ൭෍ݔ௜௡௜ୀଵ ൱ ൌ ሺ͹ǡͶͻͳ ൅ ͹ǡͶͻͻ ൅ڮ൅ ͹ǡͶͻ͹ ൅ ͹ǡͶͺ͸ሻͳͲ ൌ ͹ǡͶͺ͹͵݉݉ 
 
Výběrový rozptyl: 
 ܴ ൌ ݔ௠௔௫ െ ݔ௠௜௡ ൌ ͹ǡͶͻͻ െ ͹ǡͶ͹Ͷ ൌ ͲǡͲʹͷ݉݉ 
 
Výběrová směrodatná odchylka: 
 ߪሺ௡ିଵሻ ൌ ඨσ ሺݔ௜ െ ݔҧሻଶ௡௜ୀଵ݊ െ ͳ  ߪሺ௡ିଵሻ ൌඨሺ͹ǡͶͻͳ െ ͹ǡͶͺ͹͵ሻଶ ൅ڮ൅ ሺ͹ǡͶͺ͸ െ ͹ǡͶͺ͹͵ሻଶͳͲ െ ͳ ൌ ͲǡͲͲͻʹ݉݉ 
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4.2  STABILITA PROCESU 
Abychom mohli sestrojit a vyhodnotit proces pomocí regulačního diagramu, 
musíme znát nejen naměřené hodnoty, jejich průměry, rozptyly a směrodatné 
odchylky, ale také hodnoty UCL, CL, LCL a pravidla pro rozhodnutí o stabilitě 
procesu. Osm rozhodných pravidel pro určování stability procesu: 
 
1) Jeden nebo více bodů leží 
mimo dovolené meze. 
2) Dva ze tří bodů za sebou leží 
za hranicemi výstražných mezí. 
 
3) Devět nebo více bodů leží 
na jedné straně od střední 
hodnoty. 
4) Čtyři z pěti bodů za sebou leží 
za první hranicí na stejné straně. 
5) Šest nebo více bodů v řadě 
je plynule rostoucích 
nebo klesajících. 
6) Patnáct bodů za sebou leží 
v blízkosti centrální linie. 
7)  Čtrnáct nebo více bodů 
neustále kmitá okolo 
centrální linie. 
8) Osm bodů v řadě leží na obou 
stranách od centrální linie, 
ale žádný v její blízkosti. 
 
Obr. 4-2 Nelsonova pravidla pro regulační diagramy [37]
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VÝPOČTY PRO x̄: 
Tabulka koeficientů pro daný rozsah výběru n: 
n 2 3 4 5 6 7 8 9 10 
A2 1,88 1,02 0,73 0,58 0,48 0,42 0,37 0,34 0,31 
D4 3,27 2,57 2,28 2,11 2 1,92 1,86 1,82 1,78 
D3 * * * * * 0,08 0,14 0,18 0,22 
 
Tab. 4-2 Tabulka koeficientů [16] 
Pro n ≤ 6 je dolní regulační mez rovna 0, jelikož hodnoty D3 jsou zde záporné 
a pro vždy kladné R nemají smysl. [3] 
V našem případě (n=10) jsou hodnoty koeficientů:  A2=0,31 
         D4=1,78 
         D3=0,22 
Výpočet CL: ܥܮ ൌ ݔӖ ൌ σ ݔҧ௡ೞ௜ୀଵ݊௦ ൌ ͹ǡͶͺ͹͵ ൅ ͹ǡͶͻͳͲ ൅ڮ൅ ͹ǡͶͺͻͲ ൅ ͹ǡͶͺͻͳͳͲ ൌ ͹ǡͶͺͻͻ݉݉ 
Výpočet UCL:  തܴ ൌ σ ܴ௡ೞ௜ୀଵ݊௦ ൌ ͲǡͲʹͷ ൅ ͲǡͲͳͳ ൅ڮ൅ ͲǡͲͳͻ ൅ ͲǡͲͳͷͳͲ ൌ ͲǡͲʹͲ͹݉݉ ܷܥܮ ൌݔӖ ൅ ܣଶ ή തܴ ൌ ͹ǡͶͺͻͻ ൅ ሺͲǡ͵ͳ ή ͲǡͲʹͲ͹ሻ ൌ ͹ǡͶͻ͸͵݉݉ 
Výpočet LCL: ܮܥܮ ൌ ݔӖ െ ܣଶ ή തܴ ൌ ͹ǡͶͺͻͻ െ ሺͲǡ͵ͳ ή ͲǡͲʹͲ͹ሻ ൌ ͹ǡͶͺ͵ͷ݉݉ 
VÝPOČTY PRO R:  
Výpočet CL: ܥܮ ൌ തܴ ൌ ͲǡͲʹͲ͹݉݉ 
Výpočet UCL: ܷܥܮ ൌ ܦସ ή തܴ ൌ ͳǡ͹ͺ ή ͲǡͲʹͲ͹ ൌ ͲǡͲ͵͸ͺ݉݉ 
Výpočet LCL: ܮܥܮ ൌ ܦଷ ή തܴ ൌ Ͳǡʹʹ ή ͲǡͲʹͲ͹ ൌ ͲǡͲͲͶ͸݉݉ 
Po vypočtení všech těchto hodnot jsme schopni sestrojit regulační diagram x̄-R.
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Obr. 4-3 Regulační diagram  
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Po sestrojení regulačního diagramu zhodnotíme stabilitu procesu pomocí 
Nelsonových pravidel. 
 
Pravidlo x̄ R 
1) Jeden nebo více bodů leží mimo dovolené meze. NE NE 
2) Devět nebo více bodů leží na jedné straně od střední 
hodnoty. NE NE 
3) Šest nebo více bodů v řadě je plynule rostoucích 
nebo klesajících. NE NE 
4) Čtrnáct nebo více bodů neustále kmitá okolo centrální linie. NE NE 
5) Dva ze tří bodů za sebou leží za hranicemi výstražných 
mezí. NE NE 
6) Čtyři z pěti bodů za sebou leží za první hranicí na stejné 
straně. NE NE 
7) Patnáct bodů za sebou leží v blízkosti centrální linie. NE NE 
8) Osm bodů v řadě leží na obou stranách od centrální linie, NE NE 
    ale žádný v její blízkosti.     
 
Tab. 4-3 Přehled pravidel a jejich vyhodnocení 
Z tohoto vyhodnocení můžeme usoudit, že proces je statisticky 
zvládnutý a můžeme přistoupit k hodnocení způsobilosti. 
4.3  ZPŮSOBILOST PROCESU 
K vyhodnocení způsobilosti využijeme dva indexy způsobilosti Cp a Cpk. 
Pro výpočet těchto hodnot musíme znát dolní specifikační mez (LSL – lower 
specification limit), horní specifikační mez (USL - upper specification limit) a parametr 
rozptýlení – směrodatnou odchylku. Abychom byli schopni vypočítat směrodatnou 
odchylku, musíme znát koeficient d2, který určíme z následující tabulky: 
 
n 2 3 4 5 6 7 8 9 10 
d2 1,13 1,69 2,06 2,33 2,53 2,70 2,85 2,97 3,08 
 
Tab. 4-4 Tabulka koeficientu d2 [3] 
V našem případě (n=10) je hodnota koeficientu d2=3,08. 
 
Výpočet USL, LSL: 
 
Požadavek na rozměr: 7,49 ± 0,03 mm 
 ܷܵܮ ൌ ͹ǡͶͻ ൅ ͲǡͲ͵ ൌ ͹ǡͷʹ݉݉ ܮܵܮ ൌ ͹ǡͶͻ െ ͲǡͲ͵ ൌ ͹ǡͶ͸݉݉ 
 
Výpočet směrodatné odchylky: 
 ߪො ൌ തܴ݀ଶ ൌ ͲǡͲʹͲ͹͵ǡͲͺ ൌ ͲǡͲͲ͸͹݉݉ 
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Výpočet indexu způsobilosti Cp: 
 ܥ௣ ൌ ܷܵܮ െ ܮܵܮ͸ ή ߪො ൌ ͹ǡͷʹ െ ͹ǡͶ͸͸ ή ͲǡͲͲ͸͹ ൌ ͳǡͶͻ 
 
Výpočet kritického indexu způsobilosti Cpk: 
 ܥ௣௞ ൌ ሺܷܵܮ െ ݔǢന ݔӖ െ ܮܵܮሻ͵ ή ߪො ൌ ͹ǡͶͺͻͻ െ ͹ǡͶ͸͵ ή ͲǡͲͲ͸͹ ൌ ͳǡͶͻ 
 
 
Abychom proces mohli nazvat způsobilým, musí být indexy způsobilosti Cp 
a Cpk ≥ 1,3, což v našem případě nastalo a proto proces považujeme za způsobilý. 
Můžeme tedy pokračovat ve výrobě bez jakékoliv změny. 
 
Závěr – proces je statisticky zvládnutý a způsobilý. 
 
4.4  OVĚŘENÍ POMOCÍ PROGRAMU MINITAB 
Správnost vypočítaných výsledků můžeme ověřit v různých statistických 
programech. Pro ověření daného příkladu byl zvolen program Minitab 17. 
Po otevření programu bylo do prvního sloupce vloženo všech 100 naměřených 
hodnot a následně byl proveden test stability a způsobilosti procesu (Stat → Quality 
Tools → Capability Sixpack → Normal).  
 
 
Obr. 4-4 Ověření v systému Minitab  
 
Po provedení testu je důležité zkontrolovat, zda mají hodnoty normální 
rozdělení. Pokud by hodnoty neměly normální rozdělení, pak nemůžeme použít 
výpočet způsobilosti pomocí Cp indexů. Jelikož nám vyšla P hodnota větší, jak 0,05 
(P je v našem případě 0,54) nezamítáme hypotézu o normálním rozdělení na hladině 
významnosti α = 0,05. 
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Obr. 4-5 Ověření normálního rozdělení 
 
Před výpočtem bylo Minitabem zkontrolováno všech 8 Nelsonových pravidel 
a nebyl nalezen žádný trend ani nežádoucí odchylka. Proto i zde můžeme prohlásit 





Obr. 4-6 Regulační diagramy - Minitab 
 
Jako další nám Minitab zobrazil vypočítané indexy způsobilosti Cp, Cpk 
a směrodatnou odchylku StDev. Současně vykreslil histogram relativních četností 
s naznačenými mezemi LSL a USL. 
 
 
Obr. 4-7 Výsledné hodnoty Cp a Cpk 
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Obr. 4-8 Histogram relativní četnosti rozměrů válečků 
 
Jelikož křivka nepřesahuje meze USL a LSL, máme teoretickou jistotu, 
že index způsobilosti Cp je větší než 1. Pokud by křivka končila přesně na mezích, 
nabýval by index způsobilosti hodnoty přesně 1 a v případě, že by křivka přesáhla 
meze USL a LSL, pak by index Cp byl menší než 1. V našem případě jsou oba 
indexy způsobilosti větší než 1,3 a proto můžeme považovat výrobní proces 
za způsobilý. 
 
Závěr – proces je statisticky zvládnutý a způsobilý. 
 
Z dosažených výsledků můžeme konstatovat, že výpočet pomocí programu 
Minitab je shodný s výpočtem ručním, malé odchylky jsou způsobeny 
zaokrouhlováním. 
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Cílem této práce bylo vytvořit přehled jednotlivých druhů statistického 
zpracování dat, nejčastěji používaných pro oblast řízení kvality. Získaná data nám 
výrazně usnadňují rozhodnutí, jak nastavit proces na optimální hodnoty tak, abychom 
uspokojili nejen potřeby zákazníka, ale aby byl poměr kvality a ceny 
za ni vynaloženou přijatelný i pro dodavatele. Cíl zákazníka je tedy jasný – získat 
kvalitní výrobek od spolehlivého dodavatele za co nejpřijatelnější cenu. Aby mohl 
dodavatel splnit všechna tato kritéria, musí dbát na efektivitu a ekonomičnost výroby. 
Některé prostředky pro dosáhnutí těchto optimálních podmínek byly zmiňovány 
v průběhu celé této práce. 
Po získání zakázky by měl dodavatel zhodnotit několik hledisek dříve, než 
se pustí do samotné výroby. V první řadě je důležité dobře zvolit výchozí materiál. 
Za předpokladu, že si výchozí materiál nevyrábí dodavatel sám, měl by dbát 
na výběrovou kontrolu prováděnou při přijetí materiálu – statistickou přejímku. 
Statistická přejímka je důležitá především proto, abychom získali určitou 
pravděpodobnost, že dodaný materiál je vyhovující nebo nevyhovující. Nikdy 
nezískáme stoprocentní jistotu, ale snižujeme riziko, že se nám do výroby dostane 
špatný materiál, který nevyhovuje našim požadavkům. Pokud by se do výroby dostal 
špatný materiál, nemusí to znamenat nejen zdržení, ale i finanční ztráty, které byly 
způsobené vynaložením nákladů na výrobu nevyhovujících kusů. Další z možností 
minimalizace nechtěných rizik a nákladů na výrobu je plánování kvality. K těmto 
účelům slouží např. analýza rozptylu a plánování experimentu. Neméně důležitými 
faktory jsou správně navržené konstrukce výrobků a technologie jejich výroby. 
Během procesu výroby je důležité průběžné zjišťování kvality výrobků. 
Největší efekt této kontroly můžeme pozorovat u sériové výroby, kde by zjišťování 
kvality výrobků až po ukončení výroby celé série a následném vyhodnocení kusů 
jako neshodných mohlo vést k velkým ztrátám. Ke zjišťování stavu výrobního 
procesu a analýze příčin zde bylo uvedeno několik metod – Shewhartovy regulační 
diagramy, Ishikawův diagram, Paretova analýza atd. Po analýze výrobního procesu 
bychom měli zhodnotit i jeho způsobilost pomocí některého z indexů způsobilosti 
a na základě vyhodnocení těchto výsledků a výsledků z regulačního diagramu 
můžeme určit stabilitu a způsobilost procesu výroby. 
V poslední etapě byl zpracován ukázkový příklad statistického zpracování dat 
v oblasti řízení kvality ve výrobním procesu. Po jeho vypracování jsme dospěli 
k závěru, že výrobní proces je stabilní a způsobilý. V tomto případě můžeme 
pokračovat ve výrobním procesu bez jakýchkoliv zásahů, to však neznamená, 
že nejsou potřeba další průběžné kontroly. 
 Je důležité si také připomenout, že žádný výrobní proces není bez chyb, 
ať už se jej snažíme vylepšit všemi dostupnými prostředky. Vždy jej totiž bude 
zatěžovat chyba náhodná, kterou nemůžeme nijak ovlivnit. Co však ovlivnit můžeme, 
jsou chyby systematické, které se snažíme odhalit a z výrobního procesu odstranit 
právě pomocí statistického řízení procesů. 
Převážná většina statistických metod je koncipována tak, že nevyžadují žádné 
složitější výpočty. Avšak pro přehlednější, přesnější a rychlejší výpočty se čím dál 
více využívá nejrůznějších statistických softwarů. Zakoupení těchto softwarů 
je určeno především pro společnosti, které využívají analýzy často a náklady 
vynaložené na zakoupení licence se jim vrátí v podobě ušetření času a získání 
teoreticky přesných výsledků.  
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7 SEZNAM POUŽITÝCH SYMBOLŮ A ZKRATEK 
7.1  SEZNAM POUŽITÝCH SYMBOLŮ 
α      hladina významnosti 
riziko α/β     riziko dodavatele/odběratele 
σ      směrodatná odchylka regulované veličiny 
σ(n-1)      výběrová směrodatná odchylka 
χ2      chí – kvadrát 
a, b      regresní koeficienty 
A, B, C     faktory 
Ac1, Ac2     přejímací čísla 
A2,d2, D3, D4     koeficienty 
c      přejímací číslo 
C      způsobilost 
Cp, Ĉp, Cpk, Ĉpk, Cpm, Ĉpm, Cpmk, Ĉpmk indexy způsobilosti 
d      počet neshodných kusů 
fj      četnost 
fj/n      relativní četnost 
Fj      absolutní kumulativní četnost 
Fj/n      relativní kumulativní četnost 
j      třída 
k      počet výběrů 
m      počet tříd 
n      velikost vzorku 
n1, n2      rozsah výběrů 
N      počet jednotek 
r      korelační koeficient 
R      rozpětí 
Re1      zamítací číslo 
s      směrodatná odchylka 
sx      směrodatná odchylka nezávislé proměnné 
sy      směrodatná odchylka závislé proměnné 
s2      rozptyl 
si
2      skupinový rozptyl 
T      předepsaná hodnota 
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V      relativní četnost neshodných výrobků 
x      volená hodnota závislé proměnné 
xa      limitní přejímací hodnota  
xj      střed třídy 
xy      kovariance proměnných x a y 
x1, x2      výběry 
x̅      průměr 
x̅i      skupinový průměr ധ      průměr z průměrů ෤      medián 
X      odchylka 
y      naměřená hodnota závislé proměnné 
Y      vyrovnaná hodnota závislé proměnné 
z(α)      α – kvantil normálního rozdělení 
 
7.2  SEZNAM POUŽITÝCH ZKRATEK 
ANOVA     analýza rozptylu 
AQL      dohodnutá přijatelná úroveň kvality 
CL      centrální linie 
DoE      plánování experimentu 
ISO      mezinárodní standardizační organizace 
LCL      dolní regulační mez 
LSL      dolní specifikační mez 
RQL      dohodnutá již nepřijatelná úroveň kvality 
UCL      horní regulační mez 
USL      horní specifikační mez 
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