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R E S U M E N
El diseño de algoritmos de planificación tiempo real sobre multi-
procesadores es un campo en el que la industria tiene interés, pero es
más complejo que el diseño tradicional sobre monoprocesadores. Esa
complejidad aumenta aún más si a las restricciones temporales hay
que añadir que una mala planificación puede generar puntos calientes
en el procesador. Las herramientas de simulación ayudan a evaluar
la corrección de las planificaciones cuando las pruebas o condiciones
teóricas de planificabilidad no aseguran la existencia o no de una
planificación viable, por ser generalmente condiciones suficientes pero
no necesarias. El cumplimiento de restricciones térmicas o de energía
aún hace más necesarios estos simuladores.
Este trabajo presenta un simulador de planificadores de tiempo real
sensibles a temperatura y energía para multiprocesadores. Ha sido
creado en Python haciendo uso de componentes sin restricciones de
licencia, y usa Redes de Petri Continuas Temporizadas (TCPN) para
simular el sistema. El entorno se basa en uno previo, al cual va a
substituir, creado en Matlab, con problemas que limitan su desarrollo,
y con un alto coste computacional y de ocupación de memoria.
En el nuevo entorno se mitigan los problemas del anterior logrando
un speed-up del x9.1 y una reducción de la ocupación de memoria
de x5.4. Estas mejoras se logran modificando la TCPN que simula el
sistema, optimizando la resolución de la ecuación de estado de la
misma y cambiando las estructuras de datos en las que se almacena la
misma.
La arquitectura del nuevo entorno es completamente diferente de la
anterior, y es ahora modular y escalable. Desacopla el simulador de
TCPNs de la definición del modelo de sistema, posibilitando cambiar
cualquiera de los dos de forma independiente. Además se realiza lo
propio entre la definición de planificadores y el conjunto del simulador,
lo que permite definirlos mediante una interfaz simple sin conocer el
funcionamiento del resto del entorno.
Por otro lado, se añaden características nuevas como la posibilidad
de tratar tareas aperiódicas, la inclusión de planificadores con interva-
los de planificación variables y la inclusión de frecuencias variables en
el procesador. Se ha añadido también un nuevo modelo de interacción
con el usuario mediante línea de comandos que permite la simulación
por lotes, así como nuevos planificadores.
Utilizando el nuevo entorno se realiza una comparación entre los
cuatro planificadores implementados, donde se muestran y analiza
su viabilidad y comportamiento en varios escenarios, incluyendo el
cumplimiento de restricciones térmicas.
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Los MPSoCs (Multiprocessor Sytems on Chip) permiten reducir el
coste, tamaño, peso y consumo de muchos sistemas empotrados tiem-
po real (TR), en relación a soluciones sobre monoprocesador, por lo que
están en el foco de interés de la industria aeroespacial y de automo-
ción. Sin embargo entrañan nuevos retos, requiriendo algoritmos de
planificación TR más complejos que los usados en monoprocesadores.
Al problema inherente a todo sistema TR de estar sujeto a restricciones
temporales, hay que añadir además que, por ejemplo, una mala pla-
nificación de tareas puede ocasionar puntos calientes (hot spots) que
reduzcan la vida útil del dispositivo o provoquen fallos difíciles de
prever, o también incrementar el consumo energético, factor crucial en
sistemas autónomos. Por este motivo, en los últimos años existe un al-
to interés en incluir restricciones térmicas y de energía en planificación
TR.
Debido al complejo espacio de diseño, probar nuevos algoritmos
de planificación TR implementándolos sobre un sistema real, incluso
sobre plataformas específicas de evaluación como el sistema operativo
Litmus-RT [4], puede ser demasiado complejo, sobre todo cuando
el diseño del planificador se encuentra en una etapa temprana o
simplemente se están explorando vías de diseño. A menudo, como
veremos, los criterios de planificabilidad TR sólo aportan condiciones
necesarias, pero no suficientes. Así, el cumplimiento de una cierta
condición de planificabilidad puede asegurar que un conjunto de
tareas TR dado es planificable bajo cierto algoritmo, pero no que
no exista alguna posible planificación correcta si no la cumple. Los
entornos de simulación de planificadores TR flexibles y eficientes
contribuyen a reducir los tiempos de diseño de estos planificadores.
1.2 contexto
La investigación sobre algoritmos de planificación tiempo real sen-
sible a temperatura y energía sobre multiprocesadores es una línea
de trabajo conjunta entre el Grupo de Arquitectura de Computadores
de la Univ. de Zaragoza (GaZ) y el grupo de Ingeniería de Control
de la Unidad Guadalajara del Centro de Investigaciones y Estudios
Avanzados (CINVESTAV) de México. Los responsables de esta cola-
boración por cada parte son el Dr. José Luis Briz y el Dr. Antonio
Ramírez Treviño respectivamente. La evaluación de los modelos y
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algoritmos propuestos hasta el momento en el curso de esta investiga-
ción [8-10, 12, 34, 35] se va realizando en MATLAB [24], integrándolos
progresivamente en un primer entorno de simulación, públicamente
disponible [11, 13], al que denominamos entorno de referencia en este
Trabajo de Fin de Grado (TFG).
El diseño y programación de este entorno de referencia ha ido obe-
deciendo por tanto a urgencias dictadas por plazos de entrega de
contribuciones y tesis, haciendo necesario un nuevo diseño para paliar
sus deficiencias tanto estructurales (limitaciones en flexibilidad, depen-
dencia de MATLAB [24]) como funcionales (alto coste computacional,
ocupación de memoria y mejoras en la precisión en algunos cálculos
entre otras). Este TFG cubre precisamente esa necesidad, y supone
así mismo un trabajo de introducción al tipo de investigación que se
realiza en el proyecto mencionado.
1.3 objetivos
El objetivo general del TFG es diseñar e implementar un entorno
de simulación de planificadores TR sensibles a temperatura y ener-
gía para multiprocesadores. Este debe de ser escalable, y aumentar
las características y el rendimiento del entorno anterior citado en la
Sec. 1.2. Colateralmente, el TFG debe constituir una introducción a la
investigación en este campo.
Los objetivos específicos son los siguientes:
Reducir el coste computacional de las máquinas de simulación y
sus necesidades de memoria dinámica.
Conseguir una organización modular que permita la adición
o modificación tanto de modelos de sistema, de máquinas de
simulación o de planificadores a simular.
Ofrecer interfaces de uso sencillo para la parametrización de las
simulaciones y la representación gráfica de resultados.
Definir interfaces de programación bien definidos que permitan
la modificación o adición de nuevos planificadores, modelos
térmicos o de energía.
Demostrar la utilización del entorno mediante estudios experi-
mentales de los planificadores TR sobre multiprocesador imple-
mentados.
1.4 alcance
El proyecto ha generado un entorno de simulación conforme a los
objetivos descritos, programado en Python, que pasará a ser la nueva
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herramienta de trabajo para el proyecto mencionado en la Sec. 1.2 y se
pondrán a disposición pública [40].
Asimismo, el proyecto ofrece un estudio comparativo de los planifi-
cadores G-EDF, G-LLF, OLDTFS [10] y JDEDS [35], realizado mediante el
nuevo entorno.
1.5 entorno de trabajo
Las herramientas principales utilizadas han sido el entorno de desa-
rrollo PyCharm [29] y el editor de texto Visual Studio Code [41],
ambos de código abierto [28, 42]. También se ha hecho uso del en-
torno MATLAB [24] para poder estudiar y comparar el simulador de
referencia.
El simulador se ha desarrollado en el lenguaje Python 3.7 [31] ha-
ciendo uso de las bibliotecas Scipy [22], Matplotlib [19], PyQt [30] y
Qt5 [33]. Indirectamente también se hace uso de la biblioteca Intel
Math Kernel Library [20], que aumenta considerablemente el ren-
dimiento en las operaciones con matrices respecto a su alternativa
(OpenBLAS) [27]. Para la utilización de Python, se ha hecho uso del
gestor de paquetes Conda [7] integrado dentro de la distribución de
Python Miniconda [25] debido a la gran cantidad de paquetes que
posee, y a que permite crear múltiples entorno de Python, cada uno
con versiones específicas de los paquetes.
El control de versiones se ha realizado mediante Git [17], y para
mantener el código centralizado se ha recurrido a GitHub [18]. La es-
critura de la memoria se ha llevado a cabo en LATEX sobre Overleaf [26].
El desarrollo del entorno y los experimentos de comparación de ren-
dimiento se han realizado sobre el equipo descrito en el Anexo. 7.2.
1.6 metodología general
En primer lugar se procedió al estudio de las publicaciones del
proyecto de referencia [8-10, 12, 34, 35], que fue necesario seguir con-
sultando durante todo el desarrollo del TFG junto a otros materiales,
bajo la tutela del director. Algunos conceptos se han ido comprendien-
do mientras se han ido incluyendo o evaluando en el simulador.
La segunda fase consistió en aprender los conceptos básicos de los
lenguajes MATLAB y Python. Este último fue utilizado en una asigna-
tura de forma paralela al desarrollo del proyecto, lo que favoreció su
aprendizaje.
La tercera fase consistió en realizar un análisis del entorno de refe-
rencia (en MATLAB). Se determinaron carencias, características que
podían ser añadidas y se obtuvo una visión general de su implemen-
tación.
La cuarta fase como parte de la asignatura Laboratorio de Sistemas
Empotrados consistió en portar el entorno de referencia a Python, intro-
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duciendo ya algunas modificaciones de diseño, añadiendo algunas
nuevas características y mejorando su rendimiento.
El desarrollo y utilización del entorno de referencia, guiado conti-
nuamente por nuevos objetivos, continuaba en paralelo añadiendo
características, algunas importantes, por lo que esta primera versión
en Python fue actualizándose en consecuencia.
La quinta fase abordaron el diseño modular del nuevo entorno, y
la mejora del rendimiento y la usabilidad. En cuanto al diseño, se
orientó a una arquitectura escalable, que facilita tanto la incorporación
de nuevos planificadores, como la modificación o mejora del entorno
en sí mismo. También se añadieron características nuevas, como el
manejo de tareas aperiódicas, las frecuencias variables, la gestión del
quantum, o el consumo de potencia estática. En cuanto a la usabilidad
de la aplicación, se añadió un interfaz por línea de comandos que per-
mite simulaciones por lotes, interoperable con el interfaz gráfico. Por
último, se mejoró drásticamente el rendimiento, una de las principales
limitaciones del entorno de referencia, llevando a cabo la consiguiente
comparación experimental con el entorno de referencia (Sec. 3.7.4).
Durante la cuarta y la quinta fase se utilizó una metodología de
diseño iterativo e incremental. El software a desarrollar fue dividido
en pequeños componentes, diseñados, implementados, depurados
y documentados por separado, refinados en iteraciones sucesivas.
Esto supuso un sobre coste de desarrollo, amortizado por el bajo
número de errores y la satisfactoria funcionalidad del producto final.
Determinadas decisiones relativas al rendimiento se tomaron sobre el
resultado de estudios experimentales (3.7).
Para reducir el número de errores finales se tuvo muy en cuenta la
depuración de los componentes. Asi, en la cuarta fase las pruebas se
realizaban comprobando si los resultados generados en el nuevo en-
torno desarrollado eran coherentes con los de la versión de referencia.
Una vez obtenido el mismo resultado, una batería de pruebas permitía
realizar verificaciones automáticas. La batería de pruebas automáticas
creada agilizó la detección de nuevos errores especialmente durante
la quinta fase.
La sexta fase consistió en un estudio experimental de los planifica-
dores TR implementados en el entorno. La metodología específica de
este estudio se detalla en la Sec. 5.1.
La séptima fase ha consistido en la escritura de la memoria.
1.7 planificación del proyecto
Las horas dedicadas al proyecto se encuentran en la Tab. 1, y el
diagrama de Gantt del mismo en el Anexo.7.7.
1.8 descripción del resto del documento 5







Estudio fundamentos TR en MPSoCs, TCPNs, modelado del procesador
y planificadores TR en multiprocesadores
9 55
Estudio fundamentos MATLAB, Python y
bibliotecas
22 4
Estudio entorno previo MATLAB 8 0
Implementación arquitectura interna del
entorno de simulación
7 16
Implementación modelado del procesador 12 10
Implementación simuladores TCPN 20 39
Implementación simulador de planificadores 4 45




Implementación interfaces de usuario 24 22
Depuración y corrección de errores 44 105
Memoria y estudio experimental 0 141
Total 170 467
1.8 descripción del resto del documento
Esta memoria se estructura como sigue. El Cap. 2 introduce los
fundamentos sobre los que se sostiene el trabajo, Redes de Petri Conti-
nuas Temporizadas (TCPNs) 2.1, Modelo base de multiprocesador usado 2.2,
Tiempo Real y planificación en tiempo real 2.3 y un conjunto de planificadores
tiempo real sobre multiprocesadores 2.4.
El Cap. 3 describe el modelado del sistema mediante TCPNs 3.1, modifi-
caciones que se han realizado sobre este sistema 3.2, 3.4, y optimizaciones
que se han realizado sobre él con el fin de mejorar su rendimiento 3.3, 3.5
así como de reducir sus consumo de memoria dinámica 3.6, así como los
estudios experimentales que llevaron a ellas 3.7.
El Cap. 4 describe la arquitectura del entorno anterior 4.1, los patrones de
diseño adoptados durante la realización del nuevo entorno 4.2, la arquitectura
del nuevo entorno 4.3, así como una explicación más detallada de la
arquitectura del módulo que simula los planificadores 4.4 y la arquitectura
de la interfaz de usuario 4.5.
El Cap. 5 muestra un estudio comparativo realizado entre distintos
planificadores TR haciendo uso del entorno creado.
El Cap. 6 recapitula el trabajo, aportando unas breves conclusiones
y planteando vías de continuación.

2
F U N D A M E N T O S
2.1 redes de petri continuas temporizadas (tcpns)
Una red de Petri Continua Temporizada (TCPN) es un sistema descri-
to por una tupla (N, λ, m0), donde N es una Red de Petri representada
por la tupla N = (P, T, Pre, Post), y P y T son conjuntos de lugares y
transiciones respectivamente, siendo los primeros representados como
rectángulos y los segundos como círculos. Pre y Post son matrices
de incidencia, y poseen dimensiones |P| x |T|, donde Pre[pi, tj]
(respectivamente Post[pi, tj]) es el peso del arco que va desde el lugar
pi ∈ P a tj ∈ T (respectivamente yendo desde tj ∈ T a pi ∈ P).
La matriz de incidencia de N se define como C = Post - Pre. El vector
de columnas m0 ∈
{
IR+ ∪ 0 }|P| es el estado inicial (marcado inicial).
Su i-esima posición representa el marcado en el lugar pi.
En las TCPNs, tanto el marcado como los disparos de las transiciones
pueden tener cualquier valor en IR+. Una transición está habilitada
con un marcado m si ∀pi ∈• tj, m [pi] >0 , y su grado de habilitación,





El vector λ ∈ { IR+ ∪ 0 }|P| representa la tasa de disparo de las
transiciones, el cual permite la evolución temporal del modelo.
El disparo de las transiciones ocurre a determinada velocidad, que
está generalmente basada en función de la tasa de disparo de las
transiciones λ y el marcado actual m, esta función depende de la
semántica asociada a las transiciones. Bajo la semántica de servidores
infinitos [37], el flujo en una transición es definido como f[tj] = λ[tj]
* habilitación(tj, m), y la matriz de frecuencia de disparos como, Λ =
diag(λ1, . . . ,λ|T|). Para que el flujo pueda ser correctamente definido,
cada transición continua debe tener al menos un lugar de entrada.
Una configuración de una TCPN es un grupo de arcos (pi, tj) tal que
pi provee el ratio mínimo
m[pi ]
Pre[pi ,tj]
para todos los lugares pi ∈• tj para
el marcaje m. Decimos que pi restringe tj para cada arco (pi, tj) en la
configuración. La matriz de configuración es definida como:
Π(m) =
 1Pre[pi ,tj] si pi restringe a tj
0 en otro caso
(1)
El flujo sobre la transición es definido como f(m) = Λ ∗Π(m) ∗m.
El comportamiento dinámico de un sistema de redes de Petri viene
dado por su ecuación fundamental:
m˙ = C ∗Λ ∗Π(m) ∗m (2)
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La estructura de la TCPN determina la matriz de incidencia C, el
marcado actual determina la matriz de configuración Π(m) y el ratio
λ determina Λ.
Para aplicar una ley de control sobre 2, se añade un término u a
cada transición tal que 0 <= u <= f(m). Entonces, el flujo controlado
de la transición pasa a ser w[tj] = f [tj] − u[tj]. Esto implica que la
ecuación de estado resultante será:
m˙ = C ∗ ( f (m)− u) = C ∗ w (3)
2.2 modelo base de multiprocesador
En este trabajo, en conformidad con su contexto y alcance (Sec. 1.2)
se asume como arquitectura base un multiprocesador compuesto de
una o varias unidades de procesamiento indistintamente denominadas
en lo que sigue CPUs o núcleos, carentes de mecanismos de ocultación
o disminución de latencia de acceso a memoria (memorias cache, espe-
culación) y sin conflictos en dicho acceso. Las CPUs pueden modificar
su frecuencia y tensión mediante mecanismos de DVFS [43].
2.3 tiempo real y planificación
2.3.1 Conceptos básicos sobre sistemas TR
En la siguiente sección se definen conceptos básicos de TR [2, 12,
38].
2.3.1.1 Sistema tiempo real
Un sistema TR es un sistema de cómputo cuyo comportamiento
correcto depende tanto del resultado del cómputo como del momento
en el que este se produce.Se indica también el
término en inglés en











Una planificación es una secuencia de ejecución particular del con-
junto de tareas que componen la aplicación en una plataforma de
cómputo dada.
2.3.1.3 Planificación factible
Una planificación factible es aquella en la que todas las tareas se
ejecutan cumpliendo las restricciones impuestas.
2.3.1.4 Tarea
Una tarea (task) es una secuencia de instrucciones, que en ausencia
de otras actividades se ejecuta de forma continua en un procesador
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hasta su terminación. Una tarea se activa normalmente varias veces
con diferentes datos de entrada, generando una secuencia de instancias
llamadas trabajos.
Según el patrón temporal de activación de los diferentes trabajos,
las tareas pueden ser periódicas, aperiódicas o esporádicas.
Una tarea periódica es aquella cuyos trabajos se activan en intervalos
regulares de tiempo, por lo que estos están separados por un intervalo
fijo de tiempo llamado periodo.
Una tarea aperiódica es aquella cuyos trabajos pueden ser activados
en intervalos de tiempo arbitrario.
Una tarea esporádica es aquella cuyas activaciones de trabajos están
separadas por un intervalo mínimo de tiempo. El hecho de que las
tareas periódicas sean muy complejas de analizar, por un lado, y que
las esporádicas sean las más utilizadas, por otro, hace que sea habitual
referirse a las tareas esporádicas simplemente como tareas periódicas,
considerando el periodo como el tiempo mínimo entre dos trabajos
consecutivos [2].
Por otra parte, las tareas TR pueden clasificarse como de TR duro
(TRD), firme (TRF) o blando (TRB) según su nivel crítico. Así, fallar el
cumplimiento de un plazo de una tarea TRD coloca al sistema en
estado de fallo irrecuperable. Los resultados retrasados de una tarea
TRB puedes aún recuperarse aunque perjudiquen el rendimiento o
funcionamiento óptimo del sistema. En el caso de tareas TRF, los
retrasos producen resultados inútiles y en general no perjudiciales
para el sistema. Las tareas consideradas en el contexto de este trabajo
(Sec. 1.2) son en general TRD, excepto cuando se tratan aperiódicas,
que se consideran TRB).
2.3.1.5 Conjunto de tareas factible
Un conjunto de tareas factible es un conjunto de tareas para el
que existe una planificación factible en una plataforma de cómputo
particular.
2.3.1.6 Conjunto de tareas planificable
Un conjunto de tareas se dice planificable para un algoritmo A si
este algoritmo es capaz de generar una planificación factible para ese
conjunto de tareas.
2.3.1.7 Trabajo




Separación temporal entre activaciones consecutivas de una tarea
(p, period).
2.3.1.9 Hiperperiodo
El hiperperiodo (H) se define como el mínimo común múltiplo
(mcm) de todos los periodos.
Una propiedad importante es que si dividimos el tiempo total de
ejecución de todas las tareas del sistema en porciones del tamaño
del hiperperiodo, ocurren los mismos eventos (fin de plazo, inicio de
periodo) en el mismo instante temporal relativo al inicio del hiperpe-
riodo.
2.3.1.10 Plazo
El plazo (d, deadline) de una tarea es el tiempo máximo disponible
para completar su ejecución. Puede ser relativo (al inicio del periodo)
o absoluto (i.e. relativo al comienzo de la ejecución de todo el sistema
de tareas TR). Con plazos relativos, el plazo absoluto para el trabajo j
de una tarea con plazo d igual al periodo p es j ∗ p (el trabajo habrá
llegado en el instante (j− 1) ∗ p). El plazo es implícito cuando coincideEl plazo absoluto
requiere mantener
un contador global,
lo que complica la
implementación de
planificadores





con el periodo (p = d), limitado (constrained) si p <= d, o arbitrario si
la relación entre p y d varía.
2.3.1.11 Tiempo de ejecución máximo
El tiempo de ejecución máximo (WCET) de una tarea es el máximo
tiempo de ejecución necesitado por un núcleo de procesamiento para
completar sin interrupción una tarea para cualquier dato de entrada.
2.3.1.12 Utilización
La utilización de una tarea τi con WCET ci y periodo pi se define
como ui = ci/pi. La utilización de un conjunto de n tareas se define
como U = ∑ni=1 ci/pi.
2.3.1.13 Modelo de tareas esporádicas de tres parámetros
Este modelo se caracteriza por definir cada tarea mediante su WCET,
su periodo y su plazo. Es el modelo utilizado en este trabajo de
acuerdo al contexto del mismo (1.2).
2.3.2 Planificación TR
2.3.2.1 Bases de la planificación
Los planificadores intervienen en puntos de planificación determina-
dos por intervalos fijos (quantum) o variables (obedeciendo a eventos
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como la finalización de un trabajo o la llegada de una aperiódica, por
ejemplo). En cada punto de planificación, el planificador elige para
ejecución la tarea de mayor prioridad. La asignación de prioridades
puede ser estática o dinámica, y según se aplique a tareas o a trabajos,
da lugar a diferentes opciones. Las más comunes son:
Tareas de prioridad fija (FTP, Fixed Task Priority): Las tareas tienen
prioridad fija y sus trabajos heredan dicha prioridad. Ejemplos:
Rate Monotonic, Deadline Monotonic.
Trabajos de prioridad fija (FJP, Fixed Job Priority): Se puede asignar
prioridad diferente a trabajos diferentes de una misma tarea,
pero una vez asignada, la prioridad no cambia. Un ejemplo muy
conocido es EDF (Earliest Deadline First).
Prioridad Dinámica (DP, Dynamic Priority): no se imponen restric-
ciones sobre la variación de la prioridad, existiendo diferentes
posibilidades. La mayor parte de los algoritmos tratados en este
TFG siguen este modelo.
Los planificadores pueden actuar únicamente en tiempo de ejecu-
ción (on-line), o bien realizar la planificación completamente o parte
con anterioridad (planificación off-line).
2.3.2.2 Planificación particionada
Modelo de planificación en el que cada núcleo de procesamiento
ejecuta un subconjunto disjunto del total de tareas.
2.3.2.3 Planificación global
Modelo de planificación en el que cada núcleo de procesamiento
puede ejecutar cualquier tarea del conjunto total de tareas. Es el
modelo de planificación asumido en este trabajo, de acuerdo a su
contexto (1.2).
2.3.2.4 Planificación semi-particionada
Existen modelos híbridos entre la planificación particionada y la
global que proponen diferentes variantes, como por ejemplo dividir
en subtareas las tareas que no encajan completas en una CPU tras
realizar un particionado, aplicando una planificación global a dichas
subtareas [6].
2.3.2.5 Laxitud
La laxitud (laxity) de un trabajo en un instante temporal t, se define
cómo el tiempo máximo que puede estar sin ejecutarse, a partir de ese
instante temporal t, de forma que aún pueda comenzar o reanudarse
y llegar a cumplir su plazo.
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2.3.2.6 Cambio de contexto
Un cambio de contexto se produce cuando una tarea termina o es
expulsada (preempted), iniciándose o reanudándose una nueva.
2.3.2.7 Quantum
En el contexto de este trabajo, consideramos el quantum (Q) como
un intervalo de tiempo fijo entre intervenciones consecutivas de un
planificador (puntos de planificación).
2.3.2.8 Particionado por fin de plazos
La planificación basada en quantum supone una sobrecarga excesiva
en determinados sistemas de planificación TR. El particionado por fin
de plazos (Deadline Partitioning [16]) es una técnica alternativa que en
general reduce notablemente dicha sobrecarga. Se basa en planificar
dividiendo el hiperperiodo en intervalos determinados por el conjunto









opción por defecto en
las distribuciones
actuales de Linux
La planificación fluida es un concepto matemático consistente en el
reparto instantáneo de las CPUs disponibles entre las tareas a ejecutar.
Por ejemplo, con una única CPU disponible, dos tareas se ejecutarían
simultáneamente sobre ella utilizando cada una un 50 % de la misma,
u otra proporción si se desea priorizar una tarea sobre la otra. Obvia-
mente no es realizable en la práctica, y una discretización basada en
el reparto infinitesimal en el tiempo de las CPUs es inviable. Sin em-
bargo permite implementar planificadores óptimos en utilización TRD,
especialmente cuando se incorporan restricciones térmicas además de
temporales. Su factibilidad se basa en hacer que el error fluido (la dife-
rencia entre el tiempo realmente ejecutado por un trabajo y el tiempo
previsto por la planificación fluida) sea cero en los puntos de planifica-
ción. Estos últimos se pueden definir mediante quantum, o mediante
particionado por fin de plazos. Se utiliza con éxito en planificadores
globales tratados en este TFG, como OLDTFS [10] y JDEDS [35].
2.4 planificadores tr en multiprocesadores
En esta sección se resume el comportamiento de los planificado-
res TR relevantes para este trabajo (Sec. 1.2). Todos ellos han sido
implementados en el nuevo entorno de simulación y comparados
experimentalmente en el Cap. 5.
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referencias en las que
se basan está fuera
del ámbito de este
TFG. La información
sobre los mismos ha
sido extraída de las
publicaciones
relacionadas con el
proyecto en el que se
enmarca (Sec. 1.2), y
puede consultarse
también por ejemplo
en [2] o [5].
G-EDF es un planificador global guiado por eventos tipo FJP, basado
en EDF. Es óptimo únicamente para conjuntos de tareas TRB con plazos
implícitos, pero se utiliza como referencia habitual para evaluar otros
planificadores. Los eventos a los que obedece son:
Llegada de una nueva tarea
Finalización de una tarea
Llegada de una tarea aperiódica
Al ocurrir uno de estos eventos, se asigna a los trabajos pendientes
de finalización una prioridad mayor cuanto más próximo queda el
cumplimiento de su plazo absoluto.
Este algoritmo no especifica la asignación de tareas a CPUs. En
la implementación seguida en este trabajo, la asignación de tareas a
núcleos se hace de tal forma que se minimicen los cambios de contexto.
Las tareas aperiódicas se tratan, una vez recibidas, como el resto de
tareas.
2.4.2 G-LLF (Global Least Laxity First)
G-LLF es también un planificador global on-line de política FJP guiado
por eventos, considerando los siguientes:
Llegada de una nueva tarea
Finalización de una tarea
Cuando la laxitud de un trabajo que no está ejecutándose en
ningún núcleo de procesamiento (y no ha completado su eje-
cución), es menor a la laxitud de alguno de los trabajos que se
están ejecutando en alguno de los núcleos de procesamiento
Llegada de una tarea aperiódica
Tras estos eventos, su política de asignación marca que los trabajos
que aún no hayan completado se ejecución, obtendrán una prioridad
acorde a su laxitud (menor laxitud, mayor prioridad). Las tareas
aperiódicas se tratan, una vez recibidas, como el resto de tareas.
2.4.3 OLDTFS
OLDTFS (On-line discretization of Thermal fluid schedule [10]) se basa en
el concepto de planificación fluida (Sec. 2.3.2.9) y se divide en dos fases,
off-line y on-line. Este planificador no considera tareas aperiódicas.
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Este además de encargarse de crear una planificación factible, ase-
gura que la ejecución de esa planificación sobre la plataforma de
cómputo no genera temperaturas superiores a un límite dado.
Durante la fase off-line se resuelve un problema de programación
lineal (PPL) a partir de la especificación de las tareas y del modelo
térmico de la Sec. 3.1.3. Este PPL calcula la porción fluida de cada tarea
a ejecutar en cada CPU durante el hiperperiodo, para cumplir tanto
restricciones térmicas como restricciones de plazos.
Durante la fase on-line, los puntos de planificación vienen dados por
un quantum que se calcula por particionado de plazos (Sec. 2.3.2.8),
como el máximo común divisor (MCD) del conjunto de plazos de todos
















TFG, su análisis y
explicación queda
fuera de los objetivos
del mismo.
En cada punto de planificación se simula un modelo TCPN reducido
del sistema (TCPN∗ Sec. 3.1). Un control de modo deslizante asegura
que si hay una perturbación (reproducida en el modelo TCPN), las
tareas retrasadas por la misma recuperen tiempo de ejecución. Esto
se consigue priorizando la asignación de esas tareas de modo que
se minimice el denominado error fluido (diferencia entre el tiempo
acumulado de ejecución real y el previsto por la solución off-line): a
mayor error fluido, mayor prioridad. Al cumplir on-line la ejecución en
el hiperperiodo de las porciones de tiempo fluidas, calculadas off-line,
se asegura el cumplimiento de la restricción térmica, garantizado por
ser dichas porciones las soluciones del PPL.
La solución off-line fluida del PPL proporciona ya una asignación de
tareas a CPUs, lo que evita tener que hacerlo al discretizar en la fase
on-line.
2.4.4 JDEDS
Como en el planificador anterior, JDEDS [35] se basa en planificación
fluida (Sec. 2.3.2.9) y consta de dos fases, off-line y on-line.
Además de calcular una planificación factible, JDEDS asegura que el
resultado de aplicarla minimiza la energía consumida por las tareas
en una plataforma dada. Para ello, asume que la energía consumida
por los trabajos solamente depende de su tiempo de ejecución y de la
frecuencia de las CPUs.
Durante la fase off-line se calcula primero la frecuencia mínima a la
que deben ejecutar el conjunto de tareas TRD para cumplir las restric-
ciones temporales maximizando la utilización, y la frecuencia máxima
que el sistema soporta sin violar la restricción térmica. Esta frecuencia
mínima asegura que la energía consumida por el procesador sea míni-
ma. A continuación, se resuelve un PPL que aplicando particionado
por plazos calcula la porción de cada tarea que hay que ejecutar en
cada intervalo de planificación.
A diferencia del planificador OLDTFS, las porciones calculadas en
la fase off-line de JDEDS no son fluidas sino que ya corresponden a
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ciclos de CPU, por lo que no requieren discretización on-line posterior.
Tampoco proporciona una asignación de tareas a CPUs, sino que la
realiza en la fase on-line, ahora dirigida por los siguientes eventos, y
no por quantum como en OLDTFS:
Inicio/fin de un intervalo
Un trabajo pendiente alcanza laxitud 0
Llegada de una tarea aperiódica
Dado un evento, se asigna la máxima prioridad a los trabajos de
laxitud 0. Los trabajos actualmente en ejecución y con laxitud mayor
que 0 obtienen una prioridad intermedia, y el resto una prioridad baja.
La asignación de tareas a CPUs minimiza los cambios de contexto.
Tras la llegada de una tarea aperiódica (TRB) se calcula la nueva
frecuencia mínima a la que deben trabajar las CPUs. Si la nueva fre-
cuencia supera la máxima calculada en la fase off-line, la aperiódica se
rechaza. Además se calcula el número de ciclos que debe ejecutarse
esta tarea en cada intervalo para cumplir las restricciones temporales.

3
M O D E L A D O Y S I M U L A C I Ó N D E U N S I S T E M A
M U LT I P R O C E S A D O R T R S O B R E T C P N S
En la Sec. 1.3 se planteó como objetivo general de este proyecto la
necesidad de disponer de un entorno de simulación más eficiente y
mejor estructurado que el existente hasta ahora. Este capítulo expone
el modelado original del sistema, las modificaciones y optimizaciones
llevadas a cabo en el mismo y las diferencias respecto al entorno de
referencia. Posteriormente, el Cap. 4 describirá el diseño y arquitectura
de este nuevo entorno.
3.1 modelado del sistema
Esta sección resume en primer lugar el modelado de un sistema TR
multiprocesador mediante TCPNs que incluye el modelado térmico, tal
como se ha ido definiendo en [8-10, 12, 34, 35]. Este es el modelo de
partida sobre el que, en el nuevo entorno, se realizan las modificaciones
que se exponen posteriormente.
3.1.1 Modelado de tareas
El modelo de tareas se muestra en la Fig. 1.
El período ωi de la tarea Ti implica que llegan 1ωi tareas por segundo
de media. Esto es modelado como la tasa de disparos de la transición
tωi .
El tiempo de ejecución de la tarea Ti (WCET) en ciclos, es nombrado
como cci. Este es modelado como el peso del arco que une la transición
tωi con el lugar p
cc
i y cómo el marcado inicial del lugar p
cc
i .
El plazo de la tarea Ti, es nombrado cómo di. Este es modelado
como el marcado inicial del lugar pdi .
Como se asume que los plazos son implícitos, se utiliza ωi en vez
de di para los cómputos.
3.1.2 Modelado de CPUs
El modelo de tareas se muestra en la Fig. 2.
La transiciones talloci,j modelan la asignación de los trabajos de la
tarea Ti al procesador CPUj. Su ratio de disparo λalloci,j , es el ratio de
asignación de la tarea al procesador.
El lugar pbusyi,j representa el estado ocupado del procesador CPUj,
por un trabajo de una tarea Ti.
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Figura 2: Modelo de procesadores. Tomado de la Fig. 2.2 de [12]
La transición texeci,j representa la ejecución de la tarea Ti al procesador
CPUj. El modelo considera que las tareas comienzan a ejecutarse
inmediatamente después de asignarse. Por razones de simulación,
λexeci,j puede ser definida como λ
exec
i,j = η * F, donde F representa la
frecuencia de la CPUj y η es un parámetro de modelado que garantiza
que pidlej restringe a la transición t
alloc
i,j (un valor suficiente es η >10). El
ratio de disparo λalloci,j puede ser considerado como λ
alloc
i,j = η * λ
exec
i,j . De
esta forma la transición talloci,j no limitará la activación de la transición
texeci,j .
El peso η de los arcos de la transición texec al lugar pidlej y del lugar
pidlej a la transición t
alloc
i,j se elige arbitrariamente grande, para limitar el
flujo en la transición talloci,j según la capacidad del procesador modelado
por el lugar pidlej , asegurando así una configuración única de la TCPN
(Sec. 2.1).
3.1.3 Modelado del comportamiento térmico
El modelo del comportamiento térmico se muestra en la Fig. 3.
Se utiliza el modelo térmico presentado en [8] donde se divide
un multiprocesador en componentes sólidos prismáticos con capa-
cidad de generación de calor, conducción de calor y convección de
calor. Pudiendo obtenerse así una ecuación general de estado, y una
representación del espacio de estados del sistema.

































Figura 3: Modelo térmico. Tomado de la Fig. 2.5 de [12]
Por otro lado, en este modelo la energía consumida por un procesa-
dor (igual al calor generado) tiene dos componentes, la energía de fuga
y la energía dinámica. La energía dinámica depende directamente de
la ejecución de los trabajos, y la energía de fuga puede ser modelada
como una función lineal de la temperatura para un rango de estas
[23].
La generación de calor solamente se aplica a los prismas que re-
presentan los núcleos del procesador, al ser los que lo generan, y la
convección solamente se aplica a los prismas que representan la capa
superior de la placa, al ser los que están en contacto con el aire.
3.1.3.1 Conducción térmica
La conducción térmica entre dos prismas adyacentes (pcom1 y p
com
2 )
es modelada acorde a la ecuación que se encuentra en la primera fila
de la Tab. 5.
Estos prismas se asume que tienen propiedades isotrópicas. Es
decir, los coeficientes de conductividad k1 y k2, los volúmenes V1 y V2,
densidades ρ1 y ρ2 y las capacidades de calor específico cp1 y cp2 son
iguales en todas las direcciones.
El marcado de los lugares (pcom1 y p
com
2 ) representa la temperatura
media en estos prismas, respectivamente.
3.1.3.2 Convección térmica
La convección de un prisma (pcom1 ) es modelado acorde a la ecuación
que se encuentra en la segunda fila de la Tab. 5.
El coeficiente h indica el coeficiente de convección del prisma.
El marcado del lugar (pcom1 ) representa la temperatura media en el
prisma.


















































Figura 4: Modelo integral del sistema. Tomado de la Fig. 2 de [10]
3.1.3.3 Generación de calor debido a la energía de fuga
La generación de calor debido a la energía de fuga de un prisma
(pcom1 ) es modelada acorde a la ecuación que se encuentra en la segunda
fila de la Tab. 6.
Los coeficientes δ y α dependen de la tecnología de fabricación y
del tipo de subcircuito (componentes lógicos, memoria SRAM).
La técnica de modelo utilizada permite establecer valores específicos
para cada uno de los prismas, teniendo un esquema más preciso si es
necesario. Unos valores razonables para estas variables son δ = 0.1 y α
= 0.001 [1].
El marcado del lugar (pcom1 ) representa la temperatura media en el
prisma.
3.1.3.4 Generación de calor debido a la energía dinámica
La generación de calor debido a la energía dinámica de un prisma
(pcom1 ) es modelada acorde a la ecuación que se encuentra en la primera
fila de la Tab. 6.
Los prismas que representan los núcleos, aumentan su temperatura
debido a la ejecución de trabajos.
El marcado del lugar (pcom1 ) representa la temperatura media en el
prisma.
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Figura 5: Mecanismos de conducción y convección y sus modelos de TCPN.
Tomado de la Fig. 3 de [10]
Figura 6: Mecanismos de generación de calor y sus modelos de TCPN. To-
mado de la Fig. 4 de [10]
3.1.4 Modelo integral del sistema
El modelo integral del sistema se muestra en la Fig. 4.
Para crearlo, se combinan todos los lugares y transiciones comparti-
dos de los 3 sub-modelos.
3.2 modificaciones en la estructura del modelo
Como se ha visto en la Sec. 3.1 la TCPN que modela el sistema
completo (tareas, CPUs y dinámica térmica) se genera y simula en el
entorno original de manera monolítica, integrando tres sub-modelos:
tareas, procesadores, y comportamiento térmico. Este modelo mono-
lítico lo dividimos, y en lo que sigue denotaremos como TCPN∗ la
TCPN que modela el conjunto tareas-procesadores (Fig. 7 para tareas
periódicas, Fig. 8 para las aperiódicas), y como TCPNT la TCPN que
modela el comportamiento térmico del multiprocesador (Fig. 9).
La separación es posible porque TCPN∗ no recibe retroalimentación
del TCPNT . Por ello, modificamos la red TCPNT añadiendo a la
misma una copia de las transiciones texec de TCPN∗ . Ambos conjuntos
























































































Figura 8: Sub-modelo TCPN∗ (tareas-procesadores) para tareas aperiódicas.
Basada en la Fig. 2 de [10]
de transiciones, originales y copia, han de realizar los mismos disparos
en ambos modelos para que el TCPNT que las incorpora se comporte
igual que en el modelo monolítico de partida. Para conseguir que
estas transiciones realicen el mismo número de disparos, se añaden al
TCPNT réplicas de los lugares pbusy y se hace que la evolución en el
marcado de estos sea igual a la correspondientes del TCPN∗ , como se
explicará en la Sec. 3.2.1.
La separación presenta las siguientes ventajas:
Permite una simulación mucho más eficiente, como mostraremos
experimentalmente en la Sec. 3.7. Esta mejora proviene de dos
factores:
• La reducción del número de operaciones. La aplicación de
técnicas de control sobre el modelo monolítico generado
en el entorno de partida suponen actuar sobre todas las
transiciones. Sin embargo, tras la división solamente se
ha de aplicar control sobre las transiciones de TCPN∗ ,
mientras que en el modelo TCPNT se puede aplicar el
control directamente sobre el marcado m0.
• La reducción de los tamaños de los grafos. La estructura
de cada una de las matrices Pre y Post pasan de tener un












































Figura 9: Sub-modelo TCPNT (térmico). Basada en la Fig. 2 de [10]
tamaño (|PTCPN∗ |+ |PTCPNT |) ∗ (|TTCPN∗ |+ |TTCPNT |) cada
una, a un tamaño conjunto igual a |PTCPN∗ | ∗ |TTCPN∗ | +
(|PTCPNT |+ m ∗ n) ∗ (|TTCPNT |+ m ∗ n), siendo m y n res-
pectivamente el número de procesadores y el de tareas. Los
vectores m0 y λ aumentan en tamaño, pero solamente en
m ∗ n unidades. Además esto ahorra una multiplicación
de matrices y una suma, ambas operaciones muy costosas
debido a las dimensiones de las matrices.
Facilita simular sólo TCPN∗ para guiar la planificación fluida
on-line como en [10, 12], recurriendo al modelo integral sólo para
la resolución off-line.
Permite una implementación modular. De este modo, los datos
de la actividad térmica pueden ser obtenidos a partir de otros
modelos térmicos diferentes (basados en elementos finitos, por
ejemplo).
3.2.1 Evolución autónoma de TCPNT
Definimos como paso de simulación a la unidad mínima de avance
(discretización) del tiempo en el simulador.
En el modelo TCPN∗ , si tenemos un η suficientemente elevado,
el marcado en pbusy es constante (con un valor 1η ) mientras la tarea
esté asignada, debido a que el parámetro λ de las transiciones talloc es
proporcional a η2 y el de las transiciones texec a η.
La tarea permanecerá asignada al mismo procesador durante todo
el paso de simulación siempre que el marcado en pcc sea superior al
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tamaño del propio paso de simulación, al comienzo de la simulación del
dicho paso.
Esto nos permite (si asumimos que siempre es superior) separar
la evolución de TCPNT de la de TCPN∗ , si mientras la tarea está
asignada, el marcado en pbusy de TCPNT es 1η .
Con ese fin se añade una transición entre texec y pbusy en TCPNT que
permita que un marcado que se establezca en ese lugar se conserve.
Como la ejecución de tareas se controla en TCPN∗ mediante la aplica-
ción de un control sobre talloc, cuando se aplique este, se establecerá
el marcado 1η en p
busy de TCPNT , y en el momento que se deje de
aplicar se restablecerá el marcado a 0, logrando así el objetivo.
Cuando pcc es inferior al trabajo que se ejecuta durante el paso de
simulación, se comete un error, ya que se simula que la tarea se está
ejecutando más tiempo del que le correspondería en la red TCPNT .
Sin embargo este error es despreciable, porque sucede como máximo
una vez por período, y además está acotado por el tamaño del paso de
simulación.
3.3 optimización de la resolución de la ecuación de
estado
En esta sección, se expone la optimización aplicada a la resolución
de la ecuación de estado vista en el Cap. 2.1 con el fin de reducir el
tiempo de simulación de la TCPN.
3.3.1 Resolución de la ecuación de estado en el entorno de referencia
La ecuación de estado, es una ecuación diferencial ordinaria que
puede ser resuelta mediante diferentes métodos de integración nu-
mérica. Esta se debe resolver en cada paso de simulación, integrando
sobre el intervalo [0, s], donde s es el tamaño del paso de simulación,
para obtener tanto las temperaturas como el resultado de la ejecución
de las tareas durante ese paso. Para integrar, el método usado en la
última versión del entorno de referencia de este TFG es el método de
Euler, porque permite equilibrar precisión y tiempo de ejecución de la
simulación.
En el método de Euler la precisión viene marcada por la fragmenta-
ción que se aplique en el intervalo de resolución de la integral, llamado
a partir de ahora fragmentación del paso. Una fragmentación del paso más
alta indica mayor precisión y mayor tiempo de ejecución necesario
para resolver la integral.
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El algoritmo usado en el entorno de referencia para aplicar este méto-
do, en cada paso de simulación es el siguiente:
para i = 0 a 10 hacer
m0 = (A ∗m0 + const1 ∗ walloc + const2) ∗ s10 + m0
fin
Donde s es el tamaño del paso de simulación, A es un invariante que
se define como A = C ∗Λ ∗Π(m), y walloc es el vector que marca la
asignación de tareas a procesadores. El bucle va en el rango 0 a 10
porque se asume una fragmentación del paso fija de 10 unidades. Esto
hace que el tiempo de ejecución en las simulaciones del entorno de
referencia sea directamente proporcional a la fragmentación del paso.
3.3.2 Modificación de la ecuación de estado
Para realizar la optimización se modifica en primer lugar la Ec. 3
transformando el término u (control) en un término r tal que 0 <=
r <= 1 y u[tj] = f [tj] ∗ (1− r). La ecuación de estado resultante es:
m˙ = C ∗ ( f (m)− f (m) ∗ (1− r)) = C ∗ (r ∗ f (m)) (4)
Cuando cada transición solo tiene un lugar de entrada (como sucede
en el modelo TCPNT ) o su disparo está limitado siempre por el mismo
lugar de entrada (como sucede en el modelo TCPN∗ , donde el tér-
mino η cumple esta función), Π(m) será constante, porque solamente
existirá una configuración (Sec. 3.1.2).
Además, en el modelo TCPNT no se aplica control sobre las tran-
siciones, por lo que se puede definir una matriz A = C ∗ Λ ∗Π(m)
que es invariante. En caso de que se aplique un control Cont, ha-
ciendo uso de la Ec. 4, se puede definir esta misma matriz como
A = C ∗ Cont ∗Λ ∗Π(m).
Tras esto, la resolución del paso número n de una fragmentación
de k pasos mediante el método de Euler, si se integra en el intervalo
[0, s] sobre la ecuación de estado que hemos modificado (Ec. 4) puede
formularse como:
mn = A ∗ sk ∗mn−1 + mn−1 = (A ∗
s
k
+ I) ∗mn−1 (5)
Donde s representa la duración del paso de simulación, e I representa
la matriz identidad de orden |A|, por lo que la suma A ∗ sk + I es
constante también. En esta ecuación, si se toma m0 como el marcado
de la TCPN en un instante cualquiera, mk correspondería al marcado
de la misma TCPN, transcurridos s unidades de tiempo (un paso de
simulación). Aplicando recursividad sobre esta ecuación, se puede
obtener que:
mk = (A ∗ sk + I)
k ∗m0 (6)
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3.3.3 Aplicación de la modificación de la ecuación de estado sobre TCPNT
La red TCPNT nos permite usar la Ec. 6, donde k es la fragmentación
del paso y s el tamaño del paso de simulación. Entonces, (A ∗ sk + I)k
(denotado AMS a partir de ahora) solamente se tiene que calcular una
vez. La complejidad de su cálculo (una exponenciación de matrices)
es O(log f ), si se realiza mediante el algoritmo de exponenciación
binaria, siendo f la fragmentación del paso. Esto permite aumentar
esta última, mejorando la precisión en la resolución de la integral
considerablemente.
Por otra parte, el coste de cada paso de simulación sobre la red
TCPNT queda reducido a una sola multiplicación y a una modificación
del vector m0. Es decir, el tiempo de cálculo es constante, en lugar
de incrementarse linealmente con f como en el entorno de referencia
(Sec. 3.3.1). Esta diferencia queda de manifiesto experimentalmente en
la Sec. 3.7.
3.4 desacople del modelo tcpn y de la máquina de simu-
lación
En el simulador de partida, el avance de la TCPN se lograba resol-
viendo la ecuación de estado correspondiente al modelo monolítico(Ec.
3, Sec. 3.3.1). Por razones de eficiencia, esta ecuación era modificada y
transformada en la suma de tres productos.
El primer producto obtenía el avance de la red sin aplicar control,
multiplicando A por m0. Con el segundo se obtenía los cambios de
marcado causados por la asignación de tareas, multiplicando una
matriz derivada de la matriz de generación del modelo térmico por
un vector que indicaba en qué procesador se ejecutaba cada tarea. El
tercer producto calculaba el cambio de marcado debido a la convec-
ción, mediante el producto de una matriz derivada de la matriz de
convección del modelo térmico.
Esta solución, además de ser más costosa que la solución que pro-
ponemos, tenía el inconveniente de precisar un simulador ad-hoc para
la TCPN concreta que modela el sistema. En cambio, la nueva solución
propuesta desacopla totalmente la máquina de simulación de la TCPN.
Esto permite cambiar la TCPN que se simula sin modificar el simulador,
o bien optimizar el simulador sin modificar la TCPN. Además, permite
especificar la TCPN de modo más simple, únicamente mediante las
matrices Pre, Post, Π y λ, obviando matrices auxiliares.
3.5 optimización mediante dos máquinas de simulación
Dado que ahora partimos de un simulador de TCPNs desacoplado
de estas (Sec. 3.4), y se tienen dos sub-modelos (TCPN∗ ,TCPNT ) que
pueden ser simulados de forma independiente (Sec. 3.2), se ha podido
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mejorar el rendimiento diseñando un simulador optimizado para cada
uno.
Los dos simuladores de TCPNs se han creado haciendo uso de la
semántica de servidores infinitos, y del método de Euler para resolver
la ecuación de estado optimizada previamente (Ec. 6).
La diferencia entre ambos reside en que el simulador que gestiona el
modelo de tareas-procesadores (TCPN∗ ) permite la aplicación de un
control sobre el marcado, en cambio el que simula el modelo térmico
(TCPNT ) no tiene que gestionar esta característica. Es decir A (y por
tanto AMS) en TCPNT permanece constante, solo se calcula una vez
al crear el simulador, en cambio en TCPN∗ se ha de recalcular cada
vez que existe un cambio de control (i.e. cuando se realice un cambio
de contexto). Al ser bastante pequeño el grafo del modelo TCPN∗ , la
sobrecarga causada por el recálculo de AMS en cada cambio de control
es inapreciable.
3.6 optimización de los requerimientos de memoria
Los dos simuladores específicos para cada sub-modelo (TCPN∗ ,
TCPNT ) están diseñados para guardar el menor número de variables
de estado posible, minimizando la ocupación en memoria y disminu-
yendo el tiempo de ejecución. Esto es especialmente importante en
el caso del modelo TCPNT debido al tamaño del grafo. En ambos se
consigue realizar la simulación almacenando solamente las matrices
AMS, Pre, λ, C y Π.
3.6.1 Almacenamiento del modelo en memoria
Se ha optado por representar parte de ambos modelos mediante
matrices dispersas a fin de minimizar su ocupación de memoria, un






de cero, mientras que





Las matrices Pre, Post y Π se representan como matrices dispersas
de listas (LIL) durante su definición. Una vez creadas, estas son trans-
formadas a matrices dispersas comprimida por filas (CSR) excepto en
el caso de AMS, que se almacena siempre como una matriz densa.
Este criterio obedece a los resultados experimentales mostrados en la
Sec. 3.7.
La disposición en memoria de los modelos se ha elegido cuidadosa-
mente de tal forma que concatenando matrices identidades, matrices
de 1s y matrices de 0s, se pudiesen formar tanto Pre como Post, sea en
el modelo TCPN∗ como en el TCPNT . Esto reduce drásticamente el
tiempo de generación automática del modelo.
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Cuadro 2: Análisis de densidad de las matrices
Pre Post Π A AMS
0.000369 0.000391 0.000369 0.002307 0.997047
3.7 estudio de opciones de representación de matrices y
de resolución de la ecuación de estado
En esta sección se evalúan alternativas de representación de las
matrices, y dos métodos para la resolución de la ecuación de estado
(resolución optimizada de la ecuación de estado, Sec. 3.3.2, y resolución
iterativa de la ecuación de estado, Sec. 3.3.1).
Durante el experimento se ha utilizado el simulador de TCPNs
desacoplado de estas (Sec. 3.4) y la división del modelo monolítico en
dos sub-modelos (Sec. 3.2). Se compara solo el rendimiento del modelo
TCPNT , porque es el que condiciona tanto el tiempo de ejecución,
como la ocupación de memoria de la simulación debido a su gran
tamaño.
3.7.1 Condiciones del experimento
Durante el experimento se ha realizado una simulación del modelo
TCPNT representado y simulado de diferentes formas para evaluar la
más conveniente. El experimento se ha llevado a cabo especificando
un procesador con placa de tamaño 50 mm x 50 mm x 1 mm, 2 núcleos
de tamaño 10 mm x 10 mm x 2 mm, con un paso de malla de 1 mm,
3 tareas, una fragmentación del paso de 100 unidades y 2000 pasos de
simulación. Esta especificación es suficientemente representativa por
tiempo de ejecución y ocupación de memoria.
Para mejorar la fiabilidad de los resultados solamente se ha simu-
lado la evolución del modelo térmico en un ambiente en el cual el
planificador asigna siempre las mismas tareas a los mismos procesa-
dores (el algoritmo usado se encuentra en el Anexo. 7.5), ya que el
cambio de las leyes de control no afectan en el rendimiento del modelo
TCPNT .
3.7.2 Caracterización de la densidad de las matrices
La densidad de una matriz se define como la tasa de lugares no
nulos respecto a los lugares totales. Se ha realizado en primer lugar
un análisis de densidad de las matrices Pre, Post, Π, A y AMS, cuyos
resultados figuran en la Tab. 2.
Cuando la densidad de la matriz es inferior a 0,5 en las implemen-
taciones más eficientes, y 0,3 en las menos eficientes, se considera que
la representación como matriz dispersa supone un ahorro significativo
de memoria. Las matrices Pre, Post, Π presentan densidades inferiores
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a 0,3, por lo que considerarlas matrices dispersas supone un ahorro
de memoria. Por el contrario, AMS presenta una alta densidad, por lo
que una implementación como matriz densa es más adecuada. Esto
quedará patente posteriormente en el experimento.






Los tipos de matrices comparados son los siguientes:
Matriz densa: Es el tipo de matriz usada previamente. Ocupa en
memoria el mísmo número de elementos que posee.
CSR: Matriz dispersa comprimida por filas. Está compuesta por
tres vectores. El primero almacena los datos no nulos de la matriz
introducidos por filas. El segundo almacena los índices de las
columnas de estos datos. El tercero almacena los índices del
primer elemento no nulo de cada fila.
BSR: Matriz dispersa de bloques. Formato similar a CSR, en
el cual en vez de guardarse elementos, se almacenan bloques
densos de elementos.
COO: Matriz dispersa en formato de coordenadas. Está compues-
ta por tres vectores. El primero almacena los datos no nulos de la
matriz. El segundo almacena los índices de las filas de cada uno
de estos datos. El tercero almacena los índices de las columnas
de cada uno de los datos.
CSC: Matriz dispersa comprimida por columnas. Está compuesta
por tres vectores. El primero almacena los datos no nulos de la
matriz introducidos por columnas. El segundo almacena los ín-
dices de las filas de cada uno de estos datos. El tercero almacena
los índices del primer elemento no nulo de cada columna.
DIA: Matriz dispersa de diagonales. Está compuesta por una
matriz que almacena las diagonales con elementos no nulos, y
por un vector que almacena los índices de las diagonales corres-
pondientes a cada una de las columnas de la matriz anterior.
DOK: Matriz dispersa de diccionario de claves. Se almacena un
diccionario donde los valores son los elementos no nulos, y las
claves son la fila y la columna de cada uno de estos.
LIL: Matriz dispersa de listas. Se almacenan dos vectores. En el
primero de ellos los elementos no nulos de la matriz, y en el
segundo las coordenadas de estos elementos.
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Cuadro 3: Resultados comparativos por tipo de matriz. Tamaño en memoria
de las matrices imprescindibles para simular el modelo TCPNT
Tipo de
matriz
Tamaño en memoria (GB)
Pre Pi C A AMS
Array C 2.75E-01 2.75E-01 2.75E-01 5.46E-02 5.46E-02
CSR 1.62E-04 2.03E-04 3.21E-04 1.99E-04 8.17E-02
BSR 1.62E-04 2.03E-04 3.21E-04 1.99E-04 8.17E-02
COO 2.03E-04 2.03E-04 4.15E-04 1.99E-04 8.17E-02
CSC 1.62E-04 2.03E-04 3.21E-04 1.99E-04 8.17E-02
DIA 1.62E-04 2.03E-04 3.21E-04 1.99E-04 8.17E-02
DOK 1.62E-04 2.03E-04 3.21E-04 1.99E-04 8.17E-02
LIL 1.62E-04 2.03E-04 3.21E-04 1.99E-04 8.17E-02
Cuadro 4: Resultados comparativos por tipo de matriz. Tiempo y memoria
consumidos en la simulación del modelo TCPNT mediante la












Array C 6.639 1735.322 1741.961 0.879520
CSR 1.941 71.715 73.655 0.000886
BSR 1.944 73.035 74.979 0.000886
COO 1.942 71.451 73.392 0.001020
CSC 1.941 71.534 73.475 0.000886
DIA 1.941 71.502 73.443 0.000886
DOK 1.942 71.582 73.522 0.000886
LIL 1.941 71.565 73.506 0.000886
3.7.4 Resultados experimentales
Los resultados obtenidos sobre el equipo descrito en el Anexo. 7.2
se recogen en las Tabs. 3, 4 y 5.
Cuando se representa TCPNT mediante matrices densas, la resolución
optimizada de la ecuación de estado produce un ahorro de un factor x53,16
en el tiempo de ejecución respecto a la resolución iterativa de la ecuación
de estado. En el caso de la representación mediante matrices dispersas,
este tiempo de ejecución siempre empeora, aumentando en un factor
x3,45 en el caso de los tipos CSR, COO, CSC, DIA, DOK y LIL, y en un
factor x4,12 en el caso del tipo BSR.
Las representaciones mediante matrices dispersas asociadas a ejecu-
ciones más rápidas son las producidas por los tipos CSR, COO, CSC, DIA,
DOK y LIL mediante la resolución iterativa de la ecuación de estado. Com-
parando con la representación mediante matrices densas que utiliza
la resolución optimizada de la ecuación de estado, esta última produce un
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Cuadro 5: Resultados comparativos por tipo de matriz. Tiempo y memoria
consumidos en la simulación del modelo TCPNT mediante la












Array C 15.578 17.192 32.771 0.93416
CSR 95.801 161.062 256.862 0.08261
BSR 95.994 213.352 309.346 0.08261
COO 95.828 160.919 256.747 0.08274
CSC 95.661 161.041 256.701 0.08261
DIA 95.716 160.967 256.683 0.08261
DOK 95.727 160.997 256.724 0.08261
LIL 95.684 161.006 256.69 0.08261
Cuadro 6: Tiempo y memoria consumidos en la simulación del modelo
TCPNT con representación optimizada (CSR y matriz densa) me-












Array C - CSR 11.626 17.478 29.104 0.10996
speed-up de x2,24 en el tiempo de ejecución respecto a las primeras. En
cambio, las primeras disminuyen la ocupación de memoria dinámica
por un factor de x1054,35. Estas representaciones mediante matrices
dispersas suponen un ahorro de x992,68 respecto a la configuración
de partida (representación mediante matrices densas que utiliza la
resolución iterativa de la ecuación de estado).
A la vista de estos resultados parece razonable utilizar únicamente
matrices dispersas debido a su ahorro de memoria dinámica.
Sin embargo, penalizan el tiempo de ejecución. Por ello se ha di-
señado otro experimento utilizando ambos tipos de matrices (CSR y
matrices densas, además de usar la resolución optimizada de la ecua-
ción de estado). Las matrices Pre, Π y C se almacenan como matrices
dispersas, mientras que A se calcula inicialmente como una matriz
dispersa, y es transformada después a una matriz densa antes de
proceder al cálculo de AMS, que queda así almacenada en forma de
matriz densa. Almacenar AMS en forma de matriz densa aligera los
cálculos de evolución del sistema, con impacto notable en el tiempo
de ejecución, mientras que almacenar Pre, Π y C (menos utilizadas)
como matrices dispersas supone un considerable ahorro en memoria.
Los resultados experimentales (Tab. 6) confirman los beneficios de
esta opción. La ocupación de memoria disminuye en un factor x8 y
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se disminuye el tiempo de ejecución en un factor x59,85 respecto a la
configuración de partida.
Para configurar la representación de las matrices se priorizó el
tiempo de ejecución respecto al consumo de memoria dinámica, ya
reducida en un factor que consideramos suficiente (x8). Si es preciso,
este criterio puede cambiarse sin afectar al resto del entorno, debido
al desacople de la máquina de simulación (Sec. 3.4).
3.8 comparativa del nuevo entorno y del entorno ante-
rior
En esta sección se compara el rendimiento de las distintas versiones
del simulador. En la comparación se usa el entorno completo para
simular la ejecución del planificador G-EDF en un experimento con
las mismas características de procesador y tareas mostradas en la
Sec. 3.7.1. Sin embargo, los períodos de las tareas hacen que el número
de pasos de simulación alcance los 2400.
Por otro lado, se comparan dos escenarios. El primero utiliza un
paso de malla de 2 mm (precisión baja), y el segundo un paso de malla
de 1 mm (precisión media). No se ha podido realizar la comparativa
con un paso de malla de 0.5 mm (precisión media-alta) debido a que
esta configuración sólo podía ejecutarse utilizando Python v2.0 sin
agotar la memoria del equipo de pruebas (Anexo. 7.2).
3.8.1 Versiones del simulador comparadas
Se han comparado las siguientes versiones del simulador:
MATLAB v2.3: Versión inicial del entorno de simulación. Ha-
ce uso del método de Dormand-Prince [14] para resolver la
ecuación de estado de la TCPN.
MATLAB v3.0: Versión del entorno de simulación desarrollada
por el grupo de investigación en paralelo a la realización de este
TFG. Hace uso del método de Euler para resolver la ecuación
de estado de la TCPN. La fragmentación del paso usada es de 10
unidades.
Python v1.0: Versión del entorno de simulación desarrollada
en el marco de la asignatura Laboratorio de Empotrados co-
mo preparación previa para este TFG. Hace uso del método de
Dormand-Prince para resolver la ecuación de estado de la TCPN.
Python v2.0: Versión del entorno de simulación desarrollada
íntegramente en este TFG. Hace uso del método de Euler para
resolver la ecuación de estado de la TCPN y de las optimizaciones
mostradas en este capítulo. La fragmentación del paso usada es
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Cuadro 7: Resultados comparativos de uso de memoria entre las diferentes
versiones del entorno de simulación (menor mejor) y el factor de
ahorro logrado en la versión Python v2.0







MATLAB v2.3 904524 (x6.3) 769400 (x20.6) 2528096 (x8.4)
MATLAB v3.0 1041000 (x7.3) 255764 (x6.9) 1609016 (x5.4)
Python v1.0 100852 (x0.7) 107932 (x2.9) 1238620 (x4.1)
Python v2.0 142752 (x1.0) 37340 (x1.0) 299872 (x1.0)
Cuadro 8: Resultados comparativos de tiempo de ejecución entre las diferen-
tes versiones del entorno de simulación (menor mejor) y el factor
de ahorro logrado en la versión Python v2.0





MATLAB v2.3 143.54 (x63.0) 1566.611 (x45.0)
MATLAB v3.0 11.09 (x4.9) 317.371 (x9.1)
Python v1.0 26.03 (x11.4) 980.711 (x28.1)
Python v2.0 2.28 (x1.0) 34.843 (x1.0)
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Los resultados de la experimentación se resumen en las Tabs. 7 y 8.
En las mediciones se ha recogido solamente el tiempo consumido en
la realización de la simulación, se ha excluido el tiempo de creación
de la interfaz y el tiempo de generación de los resultados en forma de
gráficos.
La ocupación de memoria se reduce de forma drástica respecto al
entorno de referencia (Tab. 7), superando una de las limitaciones de este
último. En una malla de baja precisión la reducción es de x6,9, y en
una malla de precisión media de x5,4, respecto a la versión MATLAB
v3.0, sin contar la sobrecarga producida por el entorno de MATLAB y
la interfaz con respecto a las versiones en MATLAB.
El incremento de rendimiento en la nueva versión también es desta-
cable (Tab. 8), alcanzando un speed-up de x4,86 en una malla de baja
precisión y de x9,11 en una malla de precisión media respecto a la
versión MATLAB v3.0. La versión MATLAB v3.0 es la que obtiene un
rendimiento más cercano en tiempo de ejecución, debido a la aproxi-
mación que se realiza para resolver la ecuación de estado mediante el
método de Euler con una fragmentación del paso de 10 unidades. Sin
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Cuadro 9: Resultados comparativos de tiempo de ejecución con fragmenta-
ción del paso de 64 unidades (menor mejor) y el factor de ahorro
logrado en la versión Python v2.0





MATLAB v3.0 32.851 (x15.3) 1616.146 (x41.6)
Python v2.0 2.152 (x1.0) 38.883 (x1.0)
embargo hay una mejora cualitativa añadida en el nuevo entorno, al
poder establecer una fragmentación del paso mayor a fin de incrementar
la precisión al resolver la ecuación de estado mediante Euler. Así, si se
utiliza una fragmentación del paso de 64 unidades (Tab. 9) el incremento
de precisión penaliza la versión MATLAB v3.0 respecto a la nueva,
que alcanza un speed-up de x15,26 en una malla de baja precisión y de
x41,56 en una malla de precisión media respecto a la anterior.
4
D I S E Ñ O Y A R Q U I T E C T U R A D E L E N T O R N O D E
S I M U L A C I Ó N
En la Sec. 1.2 exponíamos como objetivo general de este proyecto el
diseño de un entorno de simulación orientado a la investigación sobre
planificadores TR sensibles a temperatura y energía en multiprocesa-
dores, utilizando técnicas de control, a fin de mejorar la modularidad
y el rendimiento de un entorno anterior. En el Cap. 3 se ha expuesto
el diseño de las nuevas máquinas de simulación y el rediseño tanto
del modelo como de las estructuras de datos. En este capítulo, se des-
criben los componentes de este nuevo entorno, además del rediseño
en la simulación de planificadores y en la interfaz de usuario.
4.1 arquitectura del entorno anterior
El entorno previo presentaba una arquitectura totalmente acoplada
(Fig. 10 y Fig. 11) que tenía como punto de apoyo el módulo de interfaz
gráfica de usuario.
Este módulo, además de generar la interfaz gráfica, se encargaba
de la mayor parte de la lógica del programa, incluyendo la gestión y
almacenamiento de los datos introducidos en la entrada (almacenados
en un objeto propio), la creación del modelo TCPN integral, la ejecución
del planificador y la gestión de resultados, con módulos auxiliares.
Los módulos que implementaban los planificadores también estaban
sobrecargados, simulando tanto el planificador como el sistema real
mediante el modelo TCPN integral.
4.2 patrones en el diseño del nuevo entorno
En esta sección se presentan los patrones usados en el diseño del
nuevo entorno.
4.2.1 Paradigmas de programación
Uno de los principales problemas que se encuentran en la arqui-
tectura del entorno de partida es la excesiva interdependencia de los
módulos, que dificulta añadir, substituir o mejorar sus componentes.
Por ello, como primera medida, se optó por utilizar para el nuevo
diseño un paradigma de orientación a objetos. De este modo, el en-
torno se basa en módulos intercambiables, con estructuras similares.
Por ejemplo, todos los planificadores implementan una interfaz cono-
cida por el resto de la aplicación, que establece los únicos vínculos
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Figura 10: Diagrama arquitectura previa
Figura 11: Diagrama arquitectura previa, paquete planificadores
entre ambos. Para mantener la coherencia durante el desarrollo del
proyecto, las clases abstractas y sus implementaciones han sido coloca-
das en directorios separados (directorio templates para las abstractas,
implementation para las implementaciones).
Se recurre también al uso de high order functions de Python (e.g. map),












El proyecto se atiene a la propuesta PEP8 de codificación en Pyt-
hon [15], excepto en reglas que no se han considerado adecuadas.
Se ha usado tipado durante todo el proyecto aunque Python no lo
requiere, ya que facilita la detección de errores de ejecución.
También se ha documentado completamente el proyecto con instruc-
ciones de uso de cada una de las clases en el propio código. Código y
documentación se ha escrito en inglés para internacionalizar su uso.
4.3 arquitectura del nuevo entorno
En esta sección se resume la estructura interna del entorno de
simulación. La descripción formal de sus clases se encuentra en el
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Figura 12: Diagrama general
Figura 13: Diagrama de la aplicación
Anexo. 7.1. Los nombres de las clases describen bien su contenido, y
la propia codificación es autoexplicativa.
El código del entorno está estructurado en tres directorios y dos
ficheros (Fig. 12) como es habitual en Python. Los directorios contie-
nen respectivamente el paquete principal de la aplicación desarrollada
(main), las pruebas realizadas a esta (tests), y parte de la documen-
tación de la aplicación y pruebas de rendimiento que no se pueden
especificar en el propio fuente (doc). Los dos ficheros son los responsa-
bles de ejecutar la aplicación, bien en modo gráfico (gui_launcher.py)
o por línea de comandos (cli_launcher.py).
El paquete de aplicación se estructura en tres paquetes (Fig. 13), in-
teracción con el usuario (ui), generación de gráficos (plot_generator)
y núcleo de la aplicación (core). La generación de gráficos y el núcleo
de la aplicación están desacoplados. Su único vínculo de comunicación
es el formato en el que el núcleo de la aplicación devuelve los resulta-
dos de asignación de tareas y temperaturas del procesador tras una
ejecución, que han de ser interpretados por el paquete de generación
de gráficos. Por su parte, el paquete de interfaz con el usuario hace uso
tanto del núcleo de la aplicación como de la generación de gráficos,
aunque el diseño posibilita que las interfaces de comunicación sean
mínimas. Esto consigue minimizar el acoplamiento.
El paquete de pruebas se estructura en tres paquetes (Fig. 27 del
Anexo. 7.1): pruebas sobre el núcleo de la aplicación (core, con la
misma estructura que en el paquete principal), ejemplos para probar
la interfaz por línea de comandos (cli, con las especificaciones en
formato JSON) y pruebas de rendimiento realizadas para optimizar el
entorno (performance).
Las siguientes secciones describen los principales componentes del
entorno: núcleo, generación de gráficos e interfaz.
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Figura 14: Diagrama del núcleo de la aplicación
4.3.1 Núcleo
El núcleo del entorno (Fig. 14) realiza una simulación y devuelve los
resultados, a partir de una especificación. Se estructura en los cinco
siguientes paquetes.
4.3.1.1 Especificación del problema y generación automática de tareas
El paquete problem_specification (Fig. 28 del Anexo. 7.1) contiene
las clases usadas para especificar los parámetros de la simulación, así
como una clase envoltorio (GlobalSpecification), que sirve como
contenedor para facilitar su uso desde el exterior del paquete.
El paquete de generación automática de tareas (task_generator,
Fig. 29 del Anexo. 7.1) incluye los métodos de generación automática
de tareas que posee el entorno. Este depende del paquete de especi-
ficación del problema, concretamente de la clase que representa una
tarea.
Actualmente se ha implementado el método UUniFast [3]. Método
que genera automáticamente un conjunto de tareas a partir de una
utilización dada.
4.3.1.2 Planificadores
El paquete de planificadores (schedulers, Figs. 30 y 31 del Anexo. 7.1)
define dos clases abstractas (Sec. 4.4) y contiene cuatro planificadores
ya implementados (los presentados en la Sec. 2.4), además de dos
variantes de uno de ellos (G-EDF).
La primera de las clases abstractas (AbstractBaseScheduler) sirve
como base para implementar los diferentes planificadores sin tener que
conocer el resto del entorno. Esta actúa a modo de capa de abstracción,
ofreciendo una interfaz de tres funciones, que sirven para describir el
comportamiento de los planificadores que la implementen.
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En caso de que algún planificador no pueda ser implementado
con esta interfaz, deberá de implementar la segunda clase abstracta
(AbstractScheduler), que requiere conocer el resto de componentes
del núcleo de la aplicación.
La clase AbstractBaseScheduler hereda de la clase AbstractScheduler.
De esta forma AbstractScheduler es la clase que representa un plani-
ficador cualquiera.
4.3.1.3 Generación y simulación de la TCPN
El paquete de creación del modelo de TCPN (Fig. 32 del Anexo. 7.1)
define clases que especifican las diferentes partes del modelo simulado,
descrito en el Cap. 3.1.3. Cada modelo se especifica mediante sus
matrices Pre, Post, Π, Λ y m0. Los sub-modelos TCPN∗ y TCPNT se
integran mediante la clase GlobalModel.
El paquete de simuladores de TCPN (Fig. 33 del Anexo. 7.1) está
compuesto por los diferentes simuladores de TCPN implementados.
Todos ellos utilizan un interfaz común que permite intercambiarlos
de forma sencilla o crear una optimización derivada de alguno.
4.3.2 Generación de gráficas
El paquete de generación de gráficas (Fig. 34 del Anexo. 7.1) está
compuesto por los diferentes generadores de resultados, accesibles
mediante una interfaz común. Se ha utilizado para implementarlos
la biblioteca Matplotlib debido a su excelente integración con la
biblioteca Scipy [22], usada para el cálculo.
Los resultados gráficos generados por el entorno pueden ser consul-
tadas en el Anexo. 7.4.
4.3.3 Interfaz de usuario
El paquete de interacción con el usuario (Fig. 35 del Anexo. 7.1), que
se explica con detalle en la Sec. 4.5, está compuesto por los paquetes
de interfaz por línea de comandos (cli), interfaz gráfica (gui) y por
un paquete de características comunes (common).
4.3.3.1 Interfaz por línea de comandos
El paquete de interfaz por línea de comandos (Fig. 36 del Anexo. 7.1)
está compuesto por la clase CliController, que gestiona este inter-
faz, y la especificación del fichero de entrada en JSON (Fig. 38 del
Anexo. 7.1).
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4.3.3.2 Interfaz gráfica
El paquete de interfaz gráfica (Fig. 37 del Anexo. 7.1) está compuesto
por la clase GuiController, que se encarga de gestionar la interfaz
gráfica, y por las implementaciones de las diferentes vistas que posee
la aplicación.
4.4 arquitectura del simulador de planificadores
En esta sección se explica el diseño del paquete de simulación de
planificadores, centrándose en la clase AbstractBaseScheduler, por
ser la más relevante.
4.4.1 Mejoras funcionales del simulador
En el nuevo entorno de simulación, se ha añadido el soporte para
la gestión de tareas aperiódicas, admisión de quantum variable y
variación de frecuencia durante la fase on-line del planificador. Estas
características son específicas de este TFG en relación al entorno de
partida. Ya se utilizan en los planificadores incluidos, y pueden ser
utilizadas para los que se incorporen en el futuro.
Permitir la gestión de tareas aperiódicas ha supuesto modificar el
modelo TCPN creando un nuevo modelo específico de tareas (Fig. 8),
integrado en el modelo TCPN∗ (Sec. 3.1).
Tanto el quantum variable como la variación de frecuencia cada
quantum se controlan desde la clase abstracta AbstractBaseScheduler.
Para lograr una frecuencia variable cada quantum, además, se ha
modificado la representación del modelo TCPN en memoria, a fin de
realizar esta operación de forma rápida y eficiente.
4.4.2 Diseño de la clase (AbstractBaseScheduler)
En la versión de partida del simulador, la implementación de los
planificadores estaba totalmente acoplada a la simulación de la TCPN.
Esto impedía implementar un nuevo planificador sin tener conoci-
miento del funcionamiento de esta, además de imposibilitar cambiar
la TCPN sin tener que cambiar los planificadores también.
Para solucionarlo se ha implementado una capa de abstracción entre
el simulador y los planificadores (clase AbstractBaseScheduler). Esta
ofrece una interfaz de las tres funciones que los planificadores han de
implementar para definir su comportamiento:
Comportamiento off-line del planificador: Tareas que ha de rea-
lizar el planificador antes de que el sistema TR comience su
ejecución. Para su implementación se ofrece toda la información
relativa a las tareas que se ha de procesar, a los procesadores y
al modelo térmico usando. El planificador podrá realizar todos
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los cálculos necesarios, y guardarse toda la información nece-
saria para su ejecución. Además tendrá que elegir el quantum
y las frecuencia de cada uno de los procesadores durante la
simulación.
Comportamiento on-line del planificador: Tareas que ha de reali-
zar el planificador al finalizar cada quantum. Para su implemen-
tación se ofrece toda la información relativa a las tareas que aún
no han completado su ejecución y la temperatura de los núcleos.
El planificador deberá decidir qué tareas se ejecutan el siguiente
quantum. Podrá cambiar el tamaño del quantum y la frecuencia
de cada uno de los procesadores establecida previamente.
Tratamiento de aperiódicas: Tareas que ha de realizar el planifi-
cador al ser notificado de la activación de una tarea aperiódica.
Para su implementación se ofrece toda la información relati-
va a la tarea aperiódica que ha llegado. El planificador deberá
decidir si realizar una re-planificación inmediata, o esperar al
vencimiento del quantum.
Todos los planificadores presentados en el Cap. 2.4 han sido imple-
mentados usando esta interfaz.
4.5 arquitectura de la interfaz de usuario
En el entorno de partida, la interacción con el usuario se producía
a través de una interfaz gráfica interactiva, que no permitía alma-
cenar o recuperar la especificación de las simulaciones, impidiendo
automatizarlas.
Por otro lado, esta interfaz se encontraba totalmente integrada con el
resto del simulador (Sec. 4.1). De acuerdo con los objetivos planteados
(Sec. 1.3) se ha independizado el interfaz del resto del entorno, de
modo que ahora es posible utilizar o implementar diferentes interfaces.
En concreto, se han desarrollado dos métodos de interacción con el
usuario, una interfaz por línea de comandos y una interfaz gráfica. En
el Anexo. 7.3 se explica la utilización de estas interfaces.
4.5.1 Interfaz por línea de comandos
Esta interfaz permite realizar la simulación utilizando como entrada
un fichero de texto que especifica el problema a simular en formato
JSON. Esto permite reutilizar especificaciones de las simulaciones y
automatizar la ejecución de varias simulaciones mediante un script.
Para especificar el formato de la entrada se ha usado JSON Sche-
ma [21].
La definición de la entrada mediante este formato permite además:
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Utilizar la especificación del formato de la entrada como docu-
mentación de esta, al ser no ambigua.
Validar la entrada mediante bibliotecas externas haciendo uso
de su especificación.
JSON Schema es una
notación que permite
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Debido a la complejidad de la entrada, la especificación se ha di-
vidido en diferentes partes y se ha usado una arquitectura similar
a la vista en la especificación del problema (Fig. 38 del Anexo. 7.1)
para mantener coherencia con esta, facilitando las modificaciones en
ambas.
4.5.2 Interfaz gráfica de usuario
La interfaz gráfica desarrollada replica el mismo método de interac-
ción con el usuario usado en el entorno de partida, pero implementado
de acuerdo a los objetivos planteados.
En primer lugar se recurrió a la biblioteca TkInter [39], que permite
definir interfaces gráficas mediante código en Python. Sin embargo,
la definición mediante código del diseño de una interfaz gráfica es
complicado, debido a que para ver los resultados hay que ejecutar cada
vez el programa. Por ello se decidió reescribir la interfaz haciendo uso
de la biblioteca Qt5 [33].
Qt5 posee un diseñador de interfaces. Puede ser instalado como un
paquete de Python, y permite realizar el diseño de forma gráfica, vien-
do el resultado de cualquier modificación interactivamente. Además,
permite establecer el método que será llamado para atender ciertos
eventos de la interfaz, como pulsar un botón.
Los diseños realizados con esta herramienta se conservan en ficheros
XML en el paquete ui_specification/design (Fig. 37 del Anexo. 7.1),
y después son transformados a código Python haciendo uso de la
biblioteca PyQt [30], almacenando el resultado en ui_specification/
implementation (Fig. 37 del Anexo. 7.1).
Mediante herencia y polimorfismo, se crean clases herederas de
los ficheros transformados, y en ellas se sobrescriben los métodos
definidos para atender los diferentes eventos de la interfaz. De esta
forma se separa la definición de la interfaz de la implementación de
su comportamiento, lo que permite realizar cambios visuales en la
interfaz sin tener que modificar el código del comportamiento.
La interfaz ha sido diseñada para permitir exportar e importar la
especificación del problema en ficheros JSON en el mismo formato
que usa la interfaz por línea de comandos. Esto asegura una com-
patibilidad entre las dos interfaces, además de permitir reutilizar la
validación de la entrada y las interfaces creadas para la ejecución de
la simulación que usa la interfaz por línea de comandos.
5
E S T U D I O E X P E R I M E N TA L D E P L A N I F I C A D O R E S
En este capítulo se utiliza el entorno creado para realizar una compa-
ración experimental entre los diferentes planificadores implementados
en el mismo, descritos en el Cap. 2.4. Se analizan sólo los principales
resultados, que pueden consultarse completos en el Anexo. 7.6.
5.1 metodología y entorno experimental
Los cinco experimentos realizados obedecen al objetivo de subrayar
determinadas características de los planificadores. Todos comparten la
definición del procesador, del entorno y las características de simula-
ción. Solo se han variado las definiciones de tareas. El comportamiento
del simulador es determinista, por lo que las simulaciones se han eje-
cutado solo una vez. Las características de los elementos invariantes
se definen a continuación.
El procesador simulado se basa en el utilizado en los artículos
citados en la Sec. 1.2, compuesto por dos CPUs de silicio sobre un
disipador de cobre con las características mostradas en la Tab. 10.
Las frecuencias disponibles en el procesador son 1000000 Hz, 850000 Hz,
600000 Hz, 400000 Hz y 150000 Hz. La frecuencia al inicio de ejecución
es siempre 1000000 Hz. Se asume temperatura ambiental constante a
45 oC, con coeficiente de convección 1000 Wm2 K. El tamaño del paso de
malla elegido ha sido de 1 mm, el paso de simulación de 0.01 segundos,
y la fragmentación del paso en ambos modelos de TCPN de 128 unidades.
5.2 resultados
En esta sección se describen y analizan los resultados de los cinco
experimentos realizados.
5.2.1 Experimento No1: Control de la temperatura máxima mediante OLDTFS
El primer experimento compara los planificadores OLDTFS (global
fluido sensible a temperatura) y G-EDF (global no fluido, no sensible a
temperatura) sobre el conjunto de tareas TRD descrito en la Tab. 11. El
umbral de temperatura para OLDTFS durante en este experimento se
ha establecido en 60 oC.
Por una parte, la Fig. 15 representa la evolución de la temperatura a
lo largo del hiperperiodo para cada CPU en ambos planificadores. En
(a) se observa que el planificador OLDTFS nunca supera la temperatura
máxima en ninguna de las dos CPUs, manteniendo la temperatura
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Cuadro 10: Características físicas del procesador
Característica Placa Núcleos
























T1 2000000 4 3.4
T2 5000000 8 8
T3 6000000 12 9.6
T4 2000000 24 15.4
en torno a 56 oC. En (b), G-EDF produce variaciones mayores, con
picos de temperatura que alcanzan la temperatura límite (60 oC). El
planificador OLDTFS respeta la restricción térmica, mientras que G-EDF
la viola.
Por otra parte, la Fig. 16 ilustra la diferente naturaleza (fluida y no
fluida) de ambos planificadores y sus consecuencias. En cada caso se
muestra el tiempo de ejecución acumulado de cada una de las cuatro
tareas (de izquierda a derecha) sobre cada una de las dos CPUs (arriba
/abajo) a lo largo del hiperperiodo. Una rampa significa ejecución
activa, y una horizontal la suspensión de la tarea. Como se resumió en
la Sec. 2.4.3, en OLDTFS la discretización on-line aproxima una ejecución
fluida calculada off-line consiguiendo una ocupación óptima de ambas
CPUs a lo largo de todo el hiperperiodo, además de un control correcto
de la temperatura. Por el contrario, en G-EDF la CPU2 nunca ejecuta
ninguna porción de τ1 ni τ4, y la CPU1 nunca ejecuta τ2, por lo que
estas tareas presionan más las otras CPUs en cada caso. El control de
temperatura es peor (de hecho, es incorrecto). Como contrapartida,
OLDTFS genera un gran número de cambios de contexto (transiciones
rampa - recta en las gráficas).
5.2.2 Experimento No2: Control de la temperatura mediante JDEDS
En este experimento se comparan los planificadores JDEDS (fluido,
control de temperatura) y G-LLF (no fluido, sin control de temperatura)
sobre el conjunto de tareas TRD descrito en la Tab. 12. El experimen-
to comprueba que el planificador JDEDS reduce la frecuencia para
minmizar potencia, maximizar la utilización, y complir la restricción
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(a) OLDTFS (b) G-EDF
Figura 15: Temperaturas máximas de los procesadores en el experimento no1
(a) OLDTFS (b) G-EDF
Figura 16: Ejecución de las tareas en los procesadores en el experimento no1
térmica. La comparación se realiza con un planificador sin control de
temperatura, no óptimo en cuanto a utilización.
La Fig. 17 muestra las frecuencias establecidas por cada planificador
a lo largo del hiperperiodo. Dado que no hay aperiódicas en esta prue-
ba, la frecuencia calculada en la fase off-line de JDEDS no varía durante
la ejecución. Con 850000 Hz, JDEDS logra una utilización próxima a
1, concretamente 0,96 (Fig. 18(a), sin intervalos de desocupación en
ninguna CPU salvo ligeramente al final), mientras que G-LLF mantiene
desocupada la CPU2 (abajo) en los intervalos temporales [6, 8], [10, 12]
y [14, 16] logrando una utilización de 0,81. Esto repercute en la tempe-
ratura (Fig. 19), que se incrementa de forma progresiva y constante en
JDEDS.
Por otro lado, la Fig. 18 evidencia que G-LLF produce un número de
cambios de contexto mayor que JDEDS, debido a que la menor priori-
dad se asigna alternativamente a τ2 y τ3, que compiten en laxidad.
5.2.3 Experimento No3: Estudio de planificabilidad bajo incumplimiento de
condición suficiente
En este experimento se ha elegido un conjunto de tareas (Tab. 13)
que ejemplifica la utilidad de simuladores como este para analizar la
planificabilidad TRD en casos en los que la teoría no alcanza a asegu-
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Cuadro 12: Conjunto de tareas del experimento No 2




(a) JDEDS (b) G-LLF
Figura 17: Frecuencia de los procesadores en el experimento no2
rarla. Se ha desactivado la simulación térmica por no ser relevante en
este caso.
En este caso el conjunto incumple el test de densidad de Gossens
(density test) que para el caso de plazos implícitos establece que un
conjunto de tareas TRD es planificable si su utilización total Ut es tal
que Ut ≤ m− (m− 1) ·Um, donde m es el número de CPUs y Um la
máxima de las utilizaciones del conjunto [5]. Al no ser condición nece-
saria, el test deja abierta la posibilidad de que exista una planificación
viable. Se podría recurrir al método de la problem window de Baker [5],
pero además de resultar muy costoso podría no ser determinante
tampoco, ya que establece otra condición suficiente pero no necesaria.
Los resultados de la Fig. 20(a) muestran que el planificador G-EDF
incumple los plazos en la tarea τ3, que no llega a completarse al 100 %
en ninguna de sus dos instancias. La Fig. 21(a) permite analizar la
causa. En los instantes t = 0 s y t = 16 s las tareas más prioritarias por
el criterio EDF son τ1 y τ2, que se ejecutan completamente ocupando
las dos CPUs durante 1 s impidiendo que entre τ3, cuya laxidad en
esos instantes es 0,9. La CPU2 está desocupada en los intervalos [1, 8],
[10, 16] y [17, 24], por lo que no es un problema de capacidad de
cálculo, sino de fallo del criterio de planificación.
Por el contrario, tanto los planificadores fluidos como OLDTFS y
JDEDS como G-LLF realizan en este caso una planificación satisfacto-
ria, como evidencian las Figs. 20(b) y Fig. 21(b) para el caso JDEDS
(los resultados completos del experimento pueden consultarse en el
Anexo. 7.6.3). Es decir, el experimento demuestra que existe varias
planificaciones TRD viables aunque no se cumpla el test de densidad.
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(a) JDEDS (b) G-LLF
Figura 18: Utilización de los procesadores en el experimento no2
(a) JDEDS (b) G-LLF
Figura 19: Temperaturas máximas de los procesadores en el experimento no2
5.2.4 Experimento No4: Manejo de aperiódicas de JDEDS
En el experimento se muestra la capacidad de JDEDS para incremen-
tar la frecuencia del procesador tras aceptar una tarea aperiódica a la
mínima de las frecuencias superiores disponibles que permita cumplir
todos los plazos, regresando a la frecuencia inicial tras la finalización
de la aperiódica. Se utilizan los conjuntos de tareas descritos en la
Tab. 14. Ambos se diferencian solamente en el tiempo de ejecución de
la aperiódica, de 1000000 ciclos en el primer conjunto y de 2000000 ci-
clos en el segundo. Las tareas periódicas son TRD y la aperiódica TRB
(puede ser rechazada).
En los resultados de la Fig. 22 se aprecia que JDEDS aumenta la
frecuencia en el instante 10 s en ambos casos, al recibir la aperiódica.
En el primero, esta se termina de ejecutar en menos intervalos debido
a su menor tiempo de ejecución, restituyendo la frecuencia anterior
en el instante 16 s. En el segundo caso la reducción se produce en
el instante 20 s debido a que su ejecución abarca más intervalos.
La Fig. 23 muestra que el ajuste de frecuencia permite mantener la
máxima utilización durante todo el hiperperiodo. También se puede
comprobar como en los intervalos previos a la llegada de la tarea
aperiódica la asignación de tareas en ambos casos es igual, mientras
que en los intervalos posteriores esto no sucede. Esto se debe a la
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(a) G-EDF (b) JDEDS
Figura 20: Cumplimiento de plazos en el experimento no3
política de minimización de cambios de contexto aplicada en JDEDS,
que asigna mayor prioridad a las tareas que ya están en ejecución
respecto a las pendientes (salvo que estas últimas alcancen laxitud
cero).
5.2.5 Experimento No5: Utilización máxima
El quinto experimento tiene objetivo comparar los cambios de con-
texto en los planificadores OLDTFS (Sec. 2.4.3) y JDEDS (Sec. 2.4.4),
ambos globales fluidos y sensibles a temperatura. Se obvia la gestión
de temperatura, perturbaciones y aperiódicas, no relevantes para lo
que se pretende analizar aquí.
El conjunto de tareas TRB elegido (Tab. 15) tiene utilización máxima.
Esto último supone el incumplimiento de plazos si cualquier CPU
queda ociosa en cualquier intervalo de tiempo, lo que ocurre en este
caso con G-EDF y G-LLF (ver resultados en Anexo 7.6.5). Por el con-
trario, OLDTFS y JDEDS encuentran una planificación factible (Fig. 24),
pero su comportamiento es diferente como vamos a estudiar con este
experimento.
El número de puntos de planificación npp en OLDTFS viene dado
por un quantum Q calculado como el MCD del conjunto de todos
los plazos y sus múltiplos en el hiperperiodo H (Partición por plazos,
Sec. 2.3.2.8). Eso determina que el máximo número de cambios de
contexto sea npp = m · H/Q, donde m es el número de CPUs, es decir,
un cambio de contexto por CPU cada Q unidades de tiempo. En JDEDS
el número npp es directamente el conjunto obtenido por partición por
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(a) G-EDF (b) JDEDS
Figura 21: Utilización de los procesadores en el experimento no3












T1 2000000 4 - -
T2 5000000 8 - -
T3 6000000 12 - -













T1 2000000 4 - -
T2 5000000 8 - -
T3 6000000 12 - -
Ta1 2000000 - 10 20
(b)
plazos. Pueden diseñarse conjuntos de tareas en donde npp coincida
en ambos planificadores, pero en general es menor en JDEDS que en
OLDTFS. Con independencia de ello, nuestra implementación de ambos
planificadores tiene en cuenta la CPU en la que está en ejecución una
tarea para evitar migraciones innecesarias (criterio de afinidad). Para
el conjunto de tareas que nos ocupa, la Fig. 25 permite ver que el
número de expulsiones (inflexiones rampa - horizontal) es mayor en
OLDTFS (a) que en JDEDS (b). Sin embargo, en OLDTFS (a) τ1 nunca
migra a CPU2, ni τ2 lo hace a CPU1, migraciones que sí se dan en
JDEDS (b). Es decir, para este conjunto concreto de tareas TRD, OLDTFS
genera más cambios de contexto y menos migraciones, frente a JDEDS,
que genera menos cambios de contexto y más migraciones.
La Fig. 26 visualiza muy bien el mayor número de cambios de con-
texto en OLDTFS. La elección de uno u otro planificador vendrá en cada
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(a) JDEDS, CCa = 1000000 ciclos (b) JDEDS, CCa = 2000000 ciclos
Figura 22: Frecuencia de los procesadores en el experimento no4
(a) JDEDS, CCa = 1000000 ciclos (b) JDEDS, CCa = 2000000 ciclos
Figura 23: Utilización de los procesadores en el experimento no4
caso determinada por las necesidades de gestión de perturbaciones o
aperiódicas o la minimización de migraciones.
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(a) OLDTFS (b) JDEDS
Figura 24: Cumplimiento de plazos en el experimento no5
(a) OLDTFS (b) JDEDS
Figura 25: Ejecución de las tareas en los procesadores en el experimento no5
(a) OLDTFS (b) JDEDS
Figura 26: Ejecución de las tareas en el experimento no5
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C O N C L U S I O N E S Y T R A B A J O F U T U R O
6.1 recapitulación
Se ha diseñado un entorno en condiciones de substituir al utilizado
hasta ahora en el proyecto en el que se enmarca el TFG (Sec. 1.2). Este
entorno se ha diseñado con una arquitectura escalable y con unos
métodos de interacción con el usuario que mejoran sustancialmente la
usabilidad del anterior.
En el proceso, se han alcanzado mejoras drásticas de rendimiento en
términos de tiempo de ejecución y ocupación de memoria, un factor
este último que limitaba seriamente el entorno de referencia. Ello ha
conllevado algunos cambios en la forma de modelar el sistema, y sobre
todo cambios importantes en la implementación de las estructuras
de datos, la resolución de ecuaciones, y la estructura en general del
entorno. Adicionalmente, se han integrado nuevos planificadores.
Finalmente, se ha mostrado la utilidad y funcionalidad del entorno
mediante estudios comparativos del comportamiento de los cuatro
planificadores implementados bajo diferentes aspectos.
6.2 conclusiones
El nuevo método de interacción con el usuario introducido en el
entorno y el rediseño del anterior, permiten a los investigadores definir
escenarios de prueba de una forma más rápida (Sec. 4.5.1). Unido
al aumento de rendimiento del propio entorno (Sec. 3.8) ayuda a
minimizar el tiempo dedicado a la parametrización de experimentos y
el procesamiento de resultados, permitiendo centrarse más fácilmente
en la discusión de los mismos.
El principal factor que ha contribuido al aumento del rendimiento
es la optimización de la resolución de la ecuación de estado (Sec. 3.3.2).
Por otro lado, la reducción de memoria conseguida tras hacer uso de
matrices dispersas (Sec. 3.6) permite aumentar el tamaño y compleji-
dad de los experimentos considerablemente.
Además de utilizar y ampliar conocimientos adquiridos en la titula-
ción, en especial sobre planificación TR (limitada a monoprocesadores
en el Grado), el TFG me ha acercado a la metodología y estilo de traba-
jo de un grupo de investigación con el que he podido interaccionar
activamente.
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6.3 trabajo futuro
El trabajo realizado tiene diversas vías de continuidad, entre ellas:
Divulgación del nuevo entorno, tanto mediante su disponibili-
dad pública como mediante la presentación de un tutorial en un
workshop específico.
Contabilización del número de cambios de contexto y migra-
ciones diferenciando entre cambios de contexto obligatorios
(independientes del planificador) y los causados específicamente
por cada algoritmo.
Incorporación del tiempo de cambio de contexto y migración
de las tareas, a menudo conocido o caracterizable en sistemas
reales. Aunque se obvia normalmente en estudios formales de
planificación, es interesante tenerlo en cuenta en simulación.
Incorporación de un analizador automático de resultados ge-
nerando estadísticas sobre cumplimiento de plazos, cambios
de contexto o utilización total. Esto también permitiría realizar
comparaciones automáticas entre dos o más planificadores.
Gestión de procesadores heterogéneos. Esta característica no se
ha implementado debido a que tanto OLDTFS como JDEDS asu-
men que los procesadores son homogéneos, pero la arquitectura
del entorno ha sido preparada para facilitar la ampliación del
entorno hacia la simulación de heterogéneos como los basados
en la arquitectura ARM big.LITTLE por ejemplo.
Implementación de mecanismos de sincronización de tareas (e.g
para simular conflictos de acceso a memoria).
Crear un visualizador 3D del calentamiento del procesador.
Incorporar un módulo de floor planning que permita explotar la
capacidad del modelo TCPNT para modelar con precisión las
características térmicas de cada parte de un multiprocesador.
Aunque el rendimiento ha dejado de ser un factor limitante, aún
existe margen de mejora paralelizando determinados cálculos
mediante aceleradores (CUDA /OpenCL).
El entorno podría ser ampliado para permitir su uso distribuido
mediante una arquitectura cliente servidor, ejecutando el núcleo
de la aplicación en el servidor y las interfaces de usuario en
el cliente. El poco acoplamiento de las interfaces al propio nú-
cleo de la aplicación y el hecho de que ambas interfaces sean
interoperables con el formato JSON permite utilizar este mismo
formato para las comunicaciones, manteniendo el formato de la
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especificación del sistema. Debido a que los resultados de las
simulaciones no son instantáneos se podría usar la tecnología
websocket, aunque ello implicaría tener que añadir mecanismos
de seguridad y control de acceso al servidor.

7
A N E X O S
7.1 clases y diagrama de clases
En la siguiente sección se define las clases que conforman la apli-
cación. Se omiten las clases que conforman las pruebas, los ficheros
que contienen la especificación del formato de la entrada JSON en la
interfaz por línea de comandos, los que conforman la definición de
la interfaz de usuario en XML, y su respectiva traducción a Python.
Si se desea, estos pueden consultarse en el repositorio Github del
proyecto [40].
Todos los ficheros contienen solamente una clase del mismo nombre,
salvo excepciones como los lanzadores de la interfaz gráfica y la
interfaz por línea de comandos. En la descripción que aparece en las
siguientes páginas se ha usado el nombre de los ficheros omitiendo la
extensión (.py).
7.1.1 Clases
Cuadro 16: Clases del paquete principal
Fichero Descripción
cli_launcher Ejecuta la interfaz por línea de comandos
gui_launcher Ejecuta la interfaz gráfica
Cuadro 17: Clases del paquete main.core.problem_specification
Fichero Descripción
GlobalSpecification Almacena la especificación del problema
Cuadro 18: Clases del paquete main.core.problem_specification.
tasks_specification
Fichero Descripción
AperiodicTask Representación de una tarea aperiódica
PeriodicTask Representación de una tarea periódica
Task Clase abstracta que representa una tarea
TasksSpecification Almacena el conjunto de tareas definidos en el problema
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Cuadro 19: Clases del paquete main.core.problem_specification.
cpu_specification
Fichero Descripción
BoardSpecification Representación de la placa donde se ubican los núcleos de cómputo
CoreGroupSpecification Representación de un grupo de núcleos de cómputo con las mismas
características
CpuSpecification Representación de un procesador
EnergyConsumptionProperties Propiedades relativas a la energía que consumen los núcleos de cómpu-
to
MaterialCuboid Representación de un objeto material con forma de cuboide
Origin Representación de la ubicación de un objeto material con forma de
cuboide
Cuadro 20: Clases del paquete main.core.problem_specification.
simulation_specification
Fichero Descripción
SimulationPrecision Definición de la precisión de los cálculos de la simulación (Uso de reales
de 32 bits o de 64 bits)
SimulationSpecification Definición de variables relativas a la simulación (Tamaño del paso de
malla, tamaño mínimo del quantum)
TCPNModelSpecification Especificación del modelo térmico a usar
Cuadro 21: Clases del paquete main.core.problem_specification.
environment_specification
Fichero Descripción
EnvironmentSpecification Especificación de variables ambientales (Temperatura del aire y coefi-
ciente de convección del aire)
Cuadro 22: Clases del paquete main.core.schedulers.implementations
Fichero Descripción
G_EDF_AFA Implementación de una revisión del planificador G-EDF. En ella se minimiza el número
de cambios de contexto, y se asigna la tarea con más prioridad al procesador que tenga
una mayor frecuencia en caso de que no posean una frecuencia homogénea
G_EDF_A Implementación de una revisión del planificador G-EDF. En ella se minimiza el número
de cambios de contexto.
G_EDF Implementación del planificador G-EDF
G_LLF_AFA Implementación de una revisión del planificador G-LLF. En ella se minimiza el número
de cambios de contexto, y se asigna la tarea con más prioridad al procesador que tenga
una mayor frecuencia en caso de que no posean una frecuencia homogénea
JDEDS Implementación del planificador JDEDS
OLDTFS Implementación del planificador OLDTFS
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Cuadro 23: Clases del paquete main.core.schedulers.templates.
abstract_base_scheduler
Fichero Descripción
AbstractBaseScheduler Clase abstracta que representa un planificador. Esta clase es usada como
una capa de abstracción para implementar planificadores, ofreciéndose
una interfaz simple
BaseSchedulerAperiodicTask Representación de un trabajo de una tarea aperiódica. En esta clase
también se almacena información de la tarea aperiódica
BaseSchedulerPeriodicTask Representación de un trabajo de una tarea periódica. En esta clase
también se almacena información de la tarea periódica
BaseSchedulerTask Clase abstracta que representa un trabajo
Cuadro 24: Clases del paquete main.core.schedulers.templates.
abstract_scheduler
Fichero Descripción
AbstractScheduler Clase abstracta que representa un planificador
SchedulerResult Representación de los resultados de la ejecución de un planificador
Cuadro 25: Clases del paquete main.core.schedulers.utils
Fichero Descripción
GlobalModelSolver Se encarga de simular los dos modelos de TCPN de una forma coordinada. Se
puede ver como el simulador del comportamiento del procesador. Es llamada
en cada paso de simulación con las tareas que ha de ejecutar, y devuelve cuanto
han avanzado estas tareas, y la temperatura del procesador tras este avance.
Cuadro 26: Clases del paquete main.core.task_generator.implementation
Fichero Descripción
UUniFast Implementación del algoritmo de generación de tareas UUniFast
Cuadro 27: Clases del paquete main.core.task_generator.template
Fichero Descripción
AbstractTaskGeneratorAlgorithm Clase abstracta que representa un algoritmo de generación de
tareas
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Cuadro 28: Clases del paquete main.core.tcpn_model_generator
Fichero Descripción
GlobalModel Encapsula las TCPN relativas a los dos modelo de TCPN usados por el
planificador
ProcessorModel Crea la TCPN del modelo de CPUs
TasksModel Crea la TCPN del modelo de tareas
ThermalModelEnergy Crea la TCPN del modelo térmico. En esta alternativa, el usuario especifica
el consumo energético que tiene cada tarea. A partir de este se obtiene la
potencia dinámica.
ThermalModelFrequency Crea la TCPN del modelo térmico. En esta alternativa, la potencia dinámica
se obtiene a partir de la frecuencia de los procesadores (se asume que estos
aplican DVFS).
ThermalModel Crea la TCPN del modelo térmico. Esta es una clase abstracta.
ThermalModelSelector Permite seleccionar el método de generación de la potencia dinámica.
Cuadro 29: Clases del paquete main.core.tcpn_simulator.implementation.
numerical_integration
Fichero Descripción
TcpnSimulatorIntegrationFixedStep Simulador de TCPN basado en el método de Euler
TcpnSimulatorIntegrationVariableStep Simulador de TCPN basado en la fórmula de Runge-
Kutta
TcpnSimulatorOptimizedTasksAndProcessors Simulador de TCPN basado en el método de Euler
optimizado para el modelo de tareas-procesadores
TcpnSimulatorOptimizedThermal Simulador de TCPN basado en el método de Euler
optimizado para el modelo térmico
Cuadro 30: Clases del paquete main.core.tcpn_simulator.implementation.
second_semantic
Fichero Descripción
TcpnSimulatorAccurateOptimized Simulador de TCPN basado en una semántica de disparos
alternativa. Optimizado para el caso de que Π sea variable
TcpnSimulatorAccurateOptimizedTasks Simulador de TCPN basado en una semántica de disparos al-
ternativa. Optimizado para el modelo de tareas-procesadores
TcpnSimulatorAccurate Simulador de TCPN basado en una semántica de disparos
alternativa. Optimizado para el caso de que Π sea invariable
Cuadro 31: Clases del paquete main.core.tcpn_simulator.template
Fichero Descripción
AbstractTcpnSimulator Clase abstracta que representa un simulador de TCPN
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Cuadro 32: Clases del paquete main.plot_generator.implementations
Fichero Descripción
AccumulatedExecutionTimeDrawer Genera la gráfica que representa el tiempo de ejecución de las
tareas en las CPUs a lo largo del tiempo de ejecución del programa
EnergyConsumptionDrawer Genera la gráfica que representa el consumo de energía de las
CPUs a lo largo del tiempo de ejecución del programa
ExecutionPercentageDrawer Genera la gráfica que representa los cumplimientos de plazos de
los trabajos a lo largo del tiempo de ejecución del programa
FrequencyDrawer Genera la gráfica que representa la frecuencia de las CPUs a lo
largo del tiempo de ejecución del programa
HeatMatrixDrawer Genera la animación que representa el calentamiento del proce-
sador a lo largo del tiempo de ejecución del programa
MaxCoreTemperatureDrawer Genera la gráfica que representa la temperatura máxima de las
CPUs a lo largo del tiempo de ejecución del programa
TaskExecutionDrawer Genera la gráfica que representa la ejecución de las distintas
tareas a lo largo del tiempo de ejecución del programa
UtilizationDrawer Genera la gráfica que representa la utilización de las CPUs a lo
largo del tiempo de ejecución del programa
Cuadro 33: Clases del paquete main.plot_generator.templates
Fichero Descripción
AbstractResultDrawer Clase abstracta que representa un generador de gráficas
Cuadro 34: Clases del paquete main.ui.cli
Fichero Descripción
CliController Gestiona la interfaz por línea de comandos
ProgressBarCli Gestiona el progreso de una simulación en la interfaz por línea de comandos
Cuadro 35: Clases del paquete main.ui.common
Fichero Descripción
AbstractProgressBar Gestiona el progreso de una simulación
JSONGlobalModelParser Implementa funciones que permiten la lectura, escritura y validación
mediante JSON-Schema de un fichero JSON
OutputSelector Permite seleccionar la gráfica a generar a partir de su nombre
SchedulerSelector Permite seleccionar el planificador a usar a partir de su nombre
TaskGeneratorSelector Permite seleccionar la generación de tareas a usar a partir de su nombre
TCPNThermalModelSelector Permite seleccionar el modelo térmico a usar a partir de su nombre
Cuadro 36: Clases del paquete main.ui.gui
Fichero Descripción
GuiController Gestiona la interfaz gráfica
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Cuadro 37: Clases del paquete main.ui.gui.implementation
Fichero Descripción
AddAutomaticTaskDialog Implementación de la ventana que permite la generación automática de
tareas
AddFrequencyDialog Implementación de la ventana que permite el añadido de nuevas fre-
cuencias
AddOriginDialog Implementación de la ventana que permite el añadido de las ubicaciones
de las CPUs
AddOutputDialog Implementación de la ventana que permite el seleccionado de las gráficas
que se desean generar
AddTaskDialog Implementación de la ventana que permite el añadido de nuevas tareas
MainWindow Implementación de la ventana principal de la interfaz gráfica
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7.1.2 Diagramas de clases y paquetes
Figura 27: Diagrama del módulo de pruebas
Figura 28: Diagrama del módulo de especificación del problema
Figura 29: Diagrama del módulo de generación automática de tareas
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Figura 30: Diagrama del módulo de planificadores
Figura 31: Detalle del módulo de planificadores
Figura 32: Diagrama del módulo de generación de los modelos de TCPN
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Figura 33: Diagrama del módulo de simulación de TCPN
Figura 34: Diagrama del módulo de generación de resultados
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Figura 35: Diagrama del módulo de interacción con el usuario
Figura 36: Diagrama del módulo de interacción con el usuario mediante
línea de comandos
Figura 37: Diagrama del módulo de interacción con el usuario mediante
interfaz gráfica
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Figura 38: Diagrama del módulo de definición del formato de la entrada
mediante línea de comandos
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7.2 equipo de pruebas
El equipo en el que se han ejecutado todos los experimentos posee
la siguiente configuración:




Procesador: Intel R© CoreTM2 Quad Q6600 (caché de 8 M, frecuen-
cia de 2.40 GHz y FSB de 1066 MHz)
Memoria RAM: 2 x 4 GB, 1600 MHz
Python se ha instalado mediante la distribución Anaconda, y todos
los paquetes mencionados han sido instalados desde el canal por
defecto.
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7.3 utilización del entorno
En la siguiente sección se muestran los dos métodos de entrada que
posee el entorno de simulación y se realiza una ligera descripción de
su uso. Si se desea una descripción más profunda de algún campo se
puede acceder al repositorio Github del proyecto [40].
Para obtener el entorno también se ha de acceder al repositorio
Github del mismo. En él se encuentran instrucciones de la instalación
de las dependencias que este posee.
7.3.1 Interfaz por línea de comandos
La interfaz por línea de comandos se ejecuta mediante el script de
Python cli_launcher.py.
Este posee dos parámetros de entrada que se describen a continua-
ción:
-f o -file: Este parámetro es obligatorio y recibe un argu-
mento. Este argumento es la ruta del fichero que especifica la
simulación que se quiere realizar.
-v o -verbose: Este parámetro es opcional y no recibe argumen-
tos. Sólo en caso de activación, mostrará durante la simulación
una barra del progreso de esta en la terminal.
7.3.1.1 Especificación de la simulacion
La entrada se especifica en un fichero de formato JSON. Un ejemplo
de este se encuentra en la Fig. 7.3.1.1.
Aunque los nombres de los campos son descriptivos, se podría
consultar la definición de los mismos en el paquete input_schema, que































































































Listing 1: Ejemplo de definición de entrada en formato JSON
7.3.2 Interfaz gráfica
La interfaz gráfica se ejecuta mediante el script de Python gui_launcher.
py, que no acepta ningún parámetro.
Las Figs. 39, 40, 41, 42, 43 y 44, muestra la interfaz desarrollada.
Figura 39: Interfaz gráfica: Definición de características de la simulación
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(a) Listado de tareas a simular (b) Generar tareas automáticamente
(c) Añadir nueva tarea
Figura 40: Interfaz gráfica: Definición de tareas
7.3 utilización del entorno 73
(a) Frecuencias de los núcleos (b) Añadir nueva frecuencia
(c) Características físicas de los nú-
cleos
(d) Posiciones de los núcleos
(e) Añadir posición de un núcleo (f) Características energéticas
(g) Características físicas de la placa
Figura 41: Interfaz gráfica: Definición del procesador
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Figura 42: Interfaz gráfica: Definición del entorno
Figura 43: Interfaz gráfica: Selección del planificador
(a) Seleccionar ruta de guardado de
los gráficos
(b) Gráficos seleccionados
(c) Seleccionar nuevo gráfico
Figura 44: Interfaz gráfica: Selección de los gráficos a generar
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7.4 gráficas generadas por el entorno
En la siguiente sección se exponen los diferentes resultados gráficos
que puede generar el entorno desarrollado tras una simulación.
Estas son listadas a continuación:
Ejecución de tareas (Fig. 45 (a)): En esta gráfica se muestra la
ejecución de las diferentes tareas a lo largo del hiperperiodo. En
color azul se muestran los intervalos en los que se ejecutan dichas
tareas, y en color naranja el conjunto de plazos de sus trabajos.
En cada una de las subgráficas, el eje x marca la evolución del
tiempo y el eje y indica si la tarea está en ejecución (alto implica
estar en ejecución y bajo implica no estarlo).
Cumplimiento de plazos (Fig. 45 (b)): En esta gráfica se muestra
la tasa ciclos ejecutadosWCET de cada uno de los trabajos del conjunto
de tareas. De ella se puede derivar si un trabajo a cumplido su
plazo (tasa igual a 100% implica haberlo cumplido e inferior no
haberlo hecho).
Utilización (Fig. 45 (c)): En esta gráfica se muestra la asignación
de las diferentes tareas a las CPUs a lo largo del hiperperiodo,
pudiéndose ver la utilización de estos. En cada una de las sub-
gráficas el eje x marca la evolución del tiempo y el eje y indica si
la tarea está en ejecución (alto implica estar en ejecución y bajo
implica no estarlo).
Tiempo de ejecución de tareas en núcleos de procesamiento
(Fig. 45 (d)): En esta gráfica se muestra el tiempo de ejecución
acumulado por cada tarea, en cada núcleos de procesamiento, a
lo largo del hiperperiodo. En cada una de las subgráficas el eje
x marca la evolución del tiempo y el eje y indica el tiempo de
ejecución acumulado que lleva la tarea en la CPU.
Temperatura máxima de los núcleos de procesamiento (Fig. 45
(e)): En esta gráfica se muestra la temperatura a lo largo del
hiperperiodo de cada CPU. En cada una de las subgráficas el eje
x marca la evolución del tiempo y el eje y indica la temperatura
de la CPU.
Mapa de temperatura del procesador (Fig. 45 (f)): En esta ani-
mación (en la figura solamente se ha mostrado un fotograma de
ella) se muestra la evolución de la temperatura en las diferentes
partes del procesador a lo largo del hiperperiodo. El mapa de
temperatura es tomado desde el lado del procesador que con-
tiene las CPU y en la esquina superior izquierda se muestra el
tiempo.
Consumo energético de los núcleos de procesamiento (Fig. 45
(g)): En esta gráfica se muestra el consumo energético de cada
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CPU debido a la energía dinámica (no se tiene en cuenta la
energía de fuga) a lo largo del hiperperiodo. En cada una de
las subgráficas el eje x marca la evolución del tiempo y el eje y
indica el consumo energético de la CPU.
Frecuencia de los núcleos de procesamiento (Fig. 45 (h)): En esta
gráfica se muestra la frecuencia a la que opera cada CPU a lo
largo del tiempo de simulación. En cada una de las subgráficas el
eje x marca la evolución del tiempo y el eje y indica la frecuencia
de la CPU.
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(a) Ejecución (Tareas) (b) Cumplimiento de plazos
(c) Utilización (d) Ejecución (Tareas, Procesadores)
(e) Temperatura máxima (f) Mapa de temperatura
(g) Consumo energético (h) Frecuencia
Figura 45: Resultados gráficos generados por el entorno de simulación
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7.5 algoritmo de comparación de matrices dispersas
El algoritmo 2 ha sido el usado en la comparación de matrices
dispersas.
Datos: pasos de simulación, fragmentación del paso de
simulación, tipo de matriz
Resultado: tiempo de creación, tiempo de simulación
Pre, Post, λ, Π, m0 = Crear modelo térmico () ;
marcado = m0 ;
control = set de tareas a ejecutar ;
tiempo inicio = medir tiempo () ;
simulador TCPN = Crear simulador TCPN (Pre, Post, λ, Π,
fragmentación del paso de simulación, tipo de matriz) ;
tiempo tras creación = medir tiempo () ;
para i = 0 a pasos de simulación hacer
marcado = simulador TCPN.simular(marcado, control)
fin
tiempo tras simulación = medir tiempo () ;
tiempo de creación = tiempo tras creación - tiempo inicio ;
tiempo de simulación = tiempo tras simulación - tiempo tras
creación ;
Algoritmo 1: Comparador del rendimiento de tipos de matrices en
la simulación del modelo TCPNT
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7.6 resultados completos de los experimentos
7.6.1 Resultados completos del experimento 1
(a) Ejecución (Tareas) (b) Cumplimiento de plazos
(c) Utilización (d) Consumo energético
(e) Frecuencia
Figura 46: Resultados del planificador G-EDF en el experimento no1
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(a) Ejecución (Tareas) (b) Cumplimiento de plazos
(c) Utilización (d) Consumo energético
(e) Frecuencia
Figura 47: Resultados del planificador OLDTFS en el experimento no1
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7.6.2 Resultados completos del experimento 2
(a) Ejecución (Tareas) (b) Cumplimiento de plazos
(c) Ejecución (Tareas, Procesadores) (d) Consumo energético
Figura 48: Resultados del planificador G-LLF en el experimento no2
(a) Ejecución (Tareas) (b) Cumplimiento de plazos
(c) Ejecución (Tareas, Procesadores) (d) Consumo energético
Figura 49: Resultados del planificador JDEDS en el experimento no2
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7.6.3 Resultados completos del experimento 3
(a) Ejecución (Tareas) (b) Ejecución (Tareas, Procesadores)
(c) Frecuencia
Figura 50: Resultados del planificador G-EDF en el experimento no3
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(a) Ejecución (Tareas) (b) Cumplimiento de plazos
(c) Utilización (d) Ejecución (Tareas, Procesadores)
(e) Frecuencia
Figura 51: Resultados del planificador G-LLF en el experimento no3
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(a) Ejecución (Tareas) (b) Cumplimiento de plazos
(c) Utilización (d) Ejecución (Tareas, Procesadores)
(e) Frecuencia
Figura 52: Resultados del planificador OLDTFS en el experimento no3
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(a) Ejecución (Tareas) (b) Ejecución (Tareas, Procesadores)
(c) Frecuencia
Figura 53: Resultados del planificador JDEDS en el experimento no3
7.6.4 Resultados completos del experimento 4
(a) Ejecución (Tareas, Procesadores) (b) Temperatura máxima
(c) Consumo energético (d) Frecuencia
Figura 54: Resultados del planificador JDEDS con aperiódica de 1s en el
experimento no4
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(a) Ejecución (Tareas, Procesadores) (b) Temperatura máxima
(c) Consumo energético (d) Frecuencia
Figura 55: Resultados del planificador JDEDS con aperiódica de 2s en el
experimento no4
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7.6.5 Resultados completos del experimento 5
(a) Ejecución (Tareas) (b) Cumplimiento de plazos
(c) Utilización (d) Ejecución (Tareas, Procesadores)
(e) Frecuencia
Figura 56: Resultados del planificador G-EDF en el experimento no5
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(a) Ejecución (Tareas) (b) Cumplimiento de plazos
(c) Utilización (d) Ejecución (Tareas, Procesadores)
(e) Frecuencia
Figura 57: Resultados del planificador G-LLF en el experimento no5
(a) Utilización (b) Frecuencia
Figura 58: Resultados del planificador OLDTFS en el experimento no5
7.6 resultados completos de los experimentos 89
(a) Utilización (b) Frecuencia
Figura 59: Resultados del planificador JDEDS en el experimento no5
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7.7 diagrama de gantt
En esta sección se muestra el diagrama de Gantt del proyecto. En él
solamente se incluye la planificación relativa al TFG obviándose la pla-
nificación del trabajo previo desarrollado en la asignatura Laboratorio
de Sistemas Empotrados.
Figura 60: Diagrama de Gantt del proyecto
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