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Abstract
Recently, there has been an increasing interest in improving the efficiency and lowering
the emissions from operating combustors, e.g. internal combustion (IC) engines and gas
turbines. Different fuels, additives etc. are used in these combustors to try to find the
optimal operating conditions and fuel combination which gives the best results. This process
is ad-hoc and costly, and the expertise gained on one system cannot easily be transfered to
other situations.
To improve this process a more fundamental understanding of chemistry and physical
processes is required. The fundamental constants like rate coefficients of elementary reactions
are readily transferable enabling us to use results from one set of experiments or calculations
in a different situation. In our group we have taken this approach and developed the software
Reaction Mechanism Generator (RMG), which generates chemical mechanism for oxidation
and pyrolysis of a given fuel under a set of user-defined physical conditions. RMG uses
group additivity values to generate thermochemistry of molecules and has a database of rate
coefficients of elementary reactions. These two sets of data are used to generate chemical
kinetic mechanism in a systematic manner. The reaction mechanisms generated by RMG
are purely predictive and elementary rate coefficient from any reliable source can be added
to RMG database to improve the quality of its predictions.
The goal of my thesis was two fold, first to extend the capabilities and database of RMG
and to release it as an open source software for the chemical kinetic community to use. The
second was to take a practical system of interest and use RMG to generate the chemical
mechanism and thereby demonstrate the utility of RMG in generating predictive chemical
mechanisms for practical situations. As a part of the second step our hope was to generate
new chemical insights into soot formation processes which are of great interest.
The three most important contributions of the thesis are listed below.
1. My work with RMG has resulted in order of magnitude improvements in the cpu
and memory usage of RMG and it has added many useful features to RMG like ac-
curate sensitivity analysis for better interpreting the final mechanism. I have also
worked on extending the database of RMG, by adding thermochemistry of ringed
species that cannot be treated adequately by group additivity. Also kinetic rate rules
for intramolecular-H-migration reactions in OOQOOH molecules were added to RMG
database, which are important in predicting the low temperature oxidation of alkanes.
2. Recently there have been considerable advances in the methodology for rate coefficient
calculations for loose transition states, i.e transition states that are not saddle points.
These type of transition states are encountered often in radical-radical reactions. In
addition to these advances there has been significant progress in accurate calculation of
the pressure dependent rate coefficients for complicated potential energy surfaces with
multiple wells and multiple product channels. The method is based on the master
equation formulation of the problem. These detailed equations are then appropri-
ately coarse-grained to calculate the phenomenological rate coefficients. I have used
these state of the art techniques to calculate the rate coefficients for the formation of
various aromatic species like benzene and styrene. The rate coefficients predicted by
these methods were tested under certain conditions and are in good agreement with
experimental data.
3. Finally to model a two-dimensional diffusion flame we have developed a solver that is
able to solve a complicated set of highly coupled differential equations in an efficient
manner to give accurate results. The solver in conjunction with chemistry that is
developed using techniques mentioned in the last two points is used to solve the mole
fraction profiles in the diffusion flame. The results of the simulations are compared to
the experimental measurements and this process gives us insight into soot formation
in diffusion flames.
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Chapter 1
Introduction
1.1 Background
With great emphasis on pollutant reduction and improvements in the efficiency of combustion
processes there is a need to model them at a fundamental level. A difficult part of making
realistic models is to generate the kinetic mechanisms that represent the chemistry taking
place in the system of interest. These mechanism can often have more than 100 species and
1000 reactions. Building these mechanisms by hand is a difficult and error-prone process.
Although there are a large number of parameters that go into writing thermochemistry and
rate rules of these 100s of species and 1000s of reaction, most of these parameters can be
estimated to a good degree of accuracy by empirical schemes. Thermochemistry of molecules
can be generated by Benson's group additivity scheme and most of the reactions in a given
mechanism can be classified into reaction families with very similar rate coefficients. These
features of a kinetic mechanism suggest that they can be generated systematically by a
computer software.
Due to rapid and in many cases exponential improvements in computer hardware and soft-
ware, many groups have developed their own automated mechanism development softwares.
The early softwares were written as a proof of principal exercise without much attention
being paid to the important software development principles. As a result their extension
i. il--ll;l~-Be~--~i~I- --.----Y~--~I--l
and use by the larger chemical kinetic community was limited.
Dr. Jing Song wrote her thesis and spend considerable amount of time to write an
automated mechanism development software name Reaction Mechanism Generator (RMG),
which she called the second generation software. The features that set RMG apart from
other similar softwares are listed below.
1. RMG was written in Java using the object-oriented programming technology. Universal
Modeling Language (UML) was used to design the complex software architecture. The
use of Java and UML made the software easy to read and modify.
2. The database was separated from the software and was built using functional groups
and hierarchy trees. The manipulation of database now was completely separated from
the software and a user with chemistry knowledge could make changes to the database
without having to know anything about the software. We believe this is one of the
most significant advances in RMG over previous softwares.
RMG can also generate pressure dependent networks and truncate them to appropriate size
using the algorithms developed by Dr. Dave Matheu. This is also a unique feature of
RMG, which enables it to generate correct mechanisms at high temperature where pressure
dependent effects become important.
1.2 Motivation and Outline of Thesis
For RMG to become a widely used open source software, it has to be relatively bug-free,
reasonably fast, needs useful diagnostic information which would help user interpret the
mechanism and a set of published examples where RMG was successfully used to generate
mechanisms. In addition to this, even with a perfect software the mechanisms generated will
be incorrect if the thermodynamic or kinetic database are not extensive and accurate.
The first part of thesis was devoted to improving the software of RMG and making RMG
more user friendly. In addition to software we have worked on adding thermochemisry of
cyclic molecules which are not treated accurately by the Benson's group additivity scheme
- I I,
and also on generating and adding rates for families that are important in accurate prediction
of the low temperature oxidation of alkanes.
As an application for RMG we chose to model the experiments performed on the hexa-
diene doped methane diffusion flame at Yale by Dr. Chales McEnally in Prof. Lisa D.
Pfefferle's group. The system is interesting because in addition to hexadiene there are many
other dopants that have been used for which experimental data is available. This vast amount
of data generated by adding various dopants to the methane flame shows many interesting
trends which have not been modeled before. The mole fractions of a large number of single
ringed and double ringed aromatic species are measured along the centerline which are of
particular importance because they are often implicated as the precursors to soot formation.
During the modeling of these diffusion flames we have developed a fast and accurate
solver which is able to solve the mass balance equations of the flame on the order of a few
hours. This solver performs much better than traditional diffusion flame solver because it
makes certain assumptions about the physics of the problem that happen to work very well
for the current situation.
In addition to the flame solver, many pressure dependent pathways for the formation
of single ring aromatic species were studied. These pathways were treated rigorously using
variational transition state theory in conjunction with the master equation approach to
calculate the rate coefficients. For benzene the pathways studied were already known in
literature but reliable rate coefficients for the pathways had never been calculated because the
techniques to accurately calculate these rate coefficients have only been recently developed.
In addition to benzene formation pathways we have looked at styrene formation pathway,
where we have proposed a completely new pathway that has not been included in the reaction
mechanisms before.
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1.3 Thesis Overview by Chapter
Chapter 2
In this chapter we will outline briefly the important changes made to the software of RMG.
These changes include: improvements in the performance of cpu use and memory use of
RMG, accurate sub-graph matching algorithms, accurate integration of the ODE solver and
ability to perform sensitivity analysis. The cpu usage of RMG was improved by many orders
of magnitude so that RMG could generate reaction mechanism of up to about 500 species
and 100000 reactions. The sub-graph matching algorithm of RMG had a bug which caused it
to fail to recognize sub-graphs of functional groups in a molecule consistently. The subgraph
matching algorithm forms the backbone for reacting two or more species using a reaction
family. The symbolic library of DAEPACK was used to generate analytical jacobians and
partial derivatives of the residual equations with respect to the sensitivity parameters.
In addition to the changes to software we have used the CBS-QB3 method to generate
thermochemistry for 3 membered to 6 membered single ringed species.
Chapter 3
In this chapter we have calculated the thermochemistry and rate coefficients for stable
molecules and reactions for the intramolecular-hydrogen-migration in QOOH and OOQOOH
species. These reactions are important chain branching pathways for the low tempera-
ture combustion of alkanes. Addition of these reactions to RMG is important for genera-
tion of accurate low temperature oxidation mechanisms of alkanes. CBS-QB3 method and
B3LYP/CBSB7 methods are used to calculate the rate coefficients for these reactions. The
accurate treatment of hindered rotors for molecules having multiple internal rotors with po-
tentials that are not independent of each other in general can be problematic and a simplified
scheme is suggested to treat them. This is particularly important for hydroperoxyalkylper-
oxy radicals (HOOQOO). Two new thermochemical group values are suggested in this paper
and with these group values the group additivity method for calculation of enthalpy as im-
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plemented in RMG gives good agreement with CBS-QB3 I)redictions. The barrier heights
follow the Evans-Polanyi relationship for both reaction families.
Chapter 4
Using quantum chemical methods we have explored the region of the C6sH potential en-
ergy surface that are relevant in predicting the rate coefficients for the recombination of
cyclopentadienyl and methyl radicals. Variational transition state theory is used to calcu-
late the high-pressure-limit rate coefficient for the barrierless reactions. RRKM theory and
the master equation is used to calculate the pressure dependent rate coefficients for all the
reactions. The calculated results are compared with the limited experimental data available
in literature and the agreement between the two is quite good. All the rate coefficients calcu-
lated in this work are tabulated and are later used in the aromatic molecules sub-mechanism
to model the hexadiene doped methane flame discussed in Chapter 5.
Chapter 5
In this work we have developed a detailed chemical kinetic model and reacting flow simulation
for the hexadiene-doped 2-d methane diffusion flames studied experimentally by McEnally
and Pfefferle. The GRI-Mech 2.11 methane oxidation and Lawrence Livermore butane oxida-
tion mechanisms were used as the base mechanism to which hexadiene chemistry generated
by Reaction Mechanism Generator (RMG) was added. Some important pathways leading to
aromatic species formation, in particular benzene and styrene are examined in great detail
using quantum chemistry (CBS-QB3) and master equation as implemented in Variflex.
An efficient program is used to solve the methane diffusion flame with hexadiene dopant
added to it. The solver uses the method of lines to solve the mass balance equation arising
in the diffusion flame. It assumes that the temperature and velocity profiles of the doped
flame are the same as those of the undoped flame. Jacobian matrix is generated efficiently by
automatic differentiation of the governing equations using the software Tapenade, by using
the sparsity of the jacobian matrix and also by parallelizing the jacobian matrix generating
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subroutine using OpenMP. The resulting program is able to solve the mass conservation
equation of about 100 species with 1000 reactions in order of hours.
The mole fractions of various species as predicted by our model are compared to the
experimentally measured mole fractions. The agreement between theory and experiments is
quite good for most molecules. We show that styrene is formed primarily by recombination
of cyclopentadienyl and propargyl radicals and this pathway, to our knowledge, has not been
included in other chemical kinetic mechanisms.
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Chapter 2
RMG Software and Thermochemistry
2.1 Introduction
Many important contributions towards improvement in the Automated mechanism genera-
tion technology have been made by former group members and have been implemented in
RMG. Use of unified modeling language to make a high level design of the software and of
Java's object oriented technology was made to write it in a way that is highly modular and
easily extendable. 2 Pressure dependent mechanism can be generated and their rate coeffi-
cients evaluated using QRRK theory with Modified Strong Collision approximation.3 The
Kinetic and thermodynamic database was separated from core software so that a chemist
could enrich and change the database without having to tamper with the software of RMG.4~5
The database was implemented using functional group concepts and sub-group matching al-
gorithms were used to not only generate reactions using reaction family, but also to calculate
thermochemistry where the functional groups were used to represent Benson type groups.
In this chapter contributions and changes made to RMG before its first official public
release in March 2007 will be described. The changes include improvements in cpu and
memory usage by RMG, using a correct algorithm for sub-graph matching and addition of
correct constant pressure integration and subsequent sensitivity analysis in RMG. In addition
to discussing the changes in the software I will talk about the calculations performed to
improve the thermochemistry predictions of ringed species by RMG.
2.2 Performance of RMG
In the original RMG the cpu time as a function of the number of chemical species added to the
core of the mechanism of RMG increased exponentially. If the most time consuming process
is the reaction of species with each other then one would expect the time for mechanism
generation would increase quadratically with the increase in the number of core species.
There were various small but significant changes made to RMG to improve its cpu usage by
many orders of magnitude a few of which are enumerated below.
* In RMG a bimolecular reaction family is used to generate a reaction between two differ-
ent chemical species. The reaction sites on the chemical species are first identified and
then suitable manipulations of these reaction sites is performed to form the products.
RMG stores both the forward and the reverse reaction of any given reaction, so once
a reaction is formed the reverse reaction had to be generated. In the original RMG
product chemical species would be reacted until a reaction that was the reverse of the
original reaction was found. This procedure is first of all slow and also it has the prob-
lem that during the process of reacting the product species many possible reactions are
generated that are not the reverse of the original reaction and for each of these new
reactions the reverse reactions have to be found. Thus this is a recursive process that
can use up large amount of cpu time just to generate the reverse of a single reaction.
To bypass this method the reactive sites of the original reactants were used to generate
reactive sites in the products such that the product reactive sites react to form the
reactants. This process requires one to look at the functional group of the reactant reac-
tive sites and cleverly select reactive sites of the products. Once this was programmed
into RMG the generation of the reverse reaction became a single step process. This
modification to the source code caused a great saving in the computational time.
* Another modification made to RMG stems mainly from the way Java treats its String
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class. St ring class in java is immutable, which means that anytime we try to change a
string Java has to make a whole new string which is a time consuming process. RMG
writes a chemkin file of the mechanism each time a new species is added to the core.
Writing a large chemkin files can often take a long time (on the order of hours) if Java
class String is used and chemkin string of each reaction is appended to it. Instead
of String when we use StringBuilder class which is a mutable class the chemkin file
writing process speeds up significantly.
Figure 2.2 shows the comparison of the cpu time used by RMG against the number of
species in the core. The new RMG with all the different software changes two of which are
described above shows much better use of the cpu time. Also the approximate shape of the
graph is quadratic instead of the exponential shape for the original RMG.
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Figure 2-1: The new RMG shows considerable improvement in its use of cpu time compared
to old rmg which shows an almost exponential increase in the cpu time with the number of
species in the core. The test mechanism was a heptane oxidation mechanism.
In addition to the cpu time usage inefficiency of RMG, the mechanisms generated by RMG
were often times not reproducible, i.e. the same input condition file would result in a different
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final mechanisms. The main reason for this phenomena was that the sub-graph matching
algorithm of RMG was inaccurate. The algorithm for subgraph matching was changed from
Figure 2-2 to Figure 2-3. The algorithm given in Figure 2-3 was tested extensively and was
found to be accurate and also by changing the algorithm the non-reproducibility of the RMG
mechanisms was largely corrected.
function issub(nodel, node2) (Recursive function)
if (content of nodel is sub of content of node2)
for all non-visited neighbors of nodel (eg, nnl)
for all non-visited neighbors of node2 (eg nn2)
if (issub(nnl, nn2))
found = true
break;
end for
if (! found) return false;
end for
else return false
nodel and node2 are visited
return true
Figure 2-2: The original sub graph matching algorithm with the bug that caused the non-
reproducibility of the RMG runs.
The exact implementation of the algorithm can be found in the function isSubCentral-
Matched in the class GraphComponent in the package jing.chemUtil.
2.3 Sensitivity Analysis
RMG performs constant pressure, temperature integrations at each mechanism enlargement
step to calculate the flux of the edge species. The original RMG had bugs in the governing
differential equations, especially the third body and Troe reaction rate expressions. Also
the integrator was written in C++ programming language and communicated with Java
using the Java Native Interface (JNI). This native interface is very succeptible to memory
leaks and also we could not use the symbolic library of DAEPACK' to calculate analytical
derivatives of C++ functions. In the newer version of RMG we rewrote the whole integrator
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function issyb(nodel, node2) (Recursive funcwtic
if (content of nodel is sub of content of node2)
for all non-visited neighbors of nodel (eq, nnl)
for all non-visited neighbors of node2 (eg. nn2)
if (issub(nnl, nn2))
r~tM.atnched = i.sSb(nodel, node2)
if (restmatched) return true
else continue
end for
end for
else return false
return true
Figure 2-3: The new sub graph matching algorithmn, the inclusion of which removes the
non-reproducibility of the RMG runs.
in Fortran and the data between Java and Fortran was passed by reading and writing to hard
disk. Even though this process is relatively slower than passing data through memory, it is
less prone to memory leaks. Also in RMG for most mechanisms the numerical integration of
mechanisms is fast and the reaction generation is the rate limiting step. Thus the time taken
by RMG to read and write to the disk is not a real concern. Below we describe how the
integration is performed and how the sensitivity of the resulting concentrations with respect
to rate coefficients and thermochemistry of species is calculated.
2.3.1 Constant Pressure Integration
In RMG we perform constant pressure, temperature integration, using the stiff numerical
integrator DASPK. 7 Unlike the conventional approach of using mass fractions we use ex-
tensive quantities to perform the integration. The Jacobian of the resulting equation are
often more sparse than the conventional formulation using mass fractions. The differential
equation that is solved is Equation 2.1, where nj is the total moles of jth species, ri is the
rate of reaction of the i th reaction, vji is the stoichiometric coefficient of the jth species in
the i th reaction and V is the total volume of the reacting mixture. The concentration of
any given species is calculated as the ratio of nj and V and these concentrations are used to
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calculate the rate of a reactions.
dt V vij ri
i=1
dV RT N dn
dt P dtj=1
Equation 2.1 can be written conveniently using vector notation as shown in Equation 2.2.
dYt= F(Y, t; p) (2.2)
dt
Here the variables Y are dependent variables and t is the independent variable. The p
are the parameters on which the ODE's depend. The sensitivity of variable Yj with respect
to one of the parameters pi is defined as sji = Y
If we differentiate equation corresponding to Yj in Equation 2.2 with respect to pi we get
Equation 2.3
dsi a" 8F ds - Ski (2.3)
dt Eak=1
Equation 2.3 tell us that the sensitivity of all the Y's with respect to pi are related to
each other. Thus sensitivity with respect to each pi satisfy a set of n differential equations
which can be written as shown in Equation 2.4.
dsi aF
= 
J si + (2.4)
dt - aip
where J is a matrix and the k x 1 element of the matrix is given as;
0FkJk , = aF(Y,
This matrix J is the same as the Jacobian matrix of the differential equations that we
started off with and also the differential equations of the sensitivity analysis is linear in
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the sensitivity coefficients. These two facts let us solve the system of sensitivity coefficients
efficiently. The Jacobian matrix is used for iteratively solving the system of equations that
arise at each step of the implicit ODE solver. This same Jacobian can be used to set up
the differential equations for the sensitivity coefficients. The only requirement is that the
Jacobian used for solving the sensitivity equations be accurate because it appears explicitly
in the sensitivity equations. This motivates the generation of the analytical jacobian, because
the numerical jacobian generated by the finite difference approximation is accurate enough
for iterative solution of the original ODEs, but is not of sufficient accuracy for the calculation
of sensitivity coefficients. The analytical jacobian will not only let us accurately solve the
sensitivity equations but also will speed up the convergence of the nonlinear solver at each
time step of the implicit ode solver.
2.3.2 Analytical Jacobians
The analytical jabocian depends on the form of function F. The different types of reaction
supported by RMG are
1. Arrhenius Reaction
2. Third Body Reaction
3. Troe Reaction
4. Chebyshev Reaction
Some of these reactions, especially the Third Body and Troe reactions are have compli-
cated dependence on the concentrations of the reacting and third body species. Writing the
analytical jacobian for these two reactions by hand is quite complicated and to avoid such
difficulties we have used the symbolic library of the DAEPACK. The DAEPACK library
takes the Fortran subroutine that defines the function F and generates a Fortran subroutine
that gives the partial derivatives of function F with respect to the concentrations, i.e. the
Jacobian matrix. The same procedure is used to calculate the partial derivatives of function
F with respect to the parameters pi, which in this case are the pre-exponential factors for
each reaction and the Gibbs free energy of each chemical species. Thus R MG generates the
sensitivity of the concentration of each chemical species with respect to the forward pre-
exponential factor of each reaction keeping the thermochemistry and other pre-exponential
factors constant, and to the the Gibbs free energy of any chemical species keeping the Gibbs
free energy of all other species and pre-exponential factors of all reactions constant.
The DAEPACK generated functions need the daepack library file to compile and exe-
cute. The DAEPACK library file cannot be distributed with RMG because of the license
restrictions and an end user who wants to use sensitivity analysis of RMG needs to ob-
tain the library file separately. But since the sensitivity analysis calculations capability was
implemented into RMG using DAEPACK there are many other open source automatic differ-
entiation packages that have become available. These packages generate Fortran subroutines
that are human readable and can be manipulated to make them more efficient. One such
code is Tapenade that has an easy to use web interface and is very user friendly. In the future
releases of RMG it would be a good idea to use Tapenade generated subroutines because
they can be freely distributed with RMG.
2.4 Ring Correction
It is well known that the Benson's group additivity schemes is not able to predict the
thermochemistry of cyclic molecules. A separate ring correction number is required for
that purpose that accounts for the ring strain in a molecule. It is defined as shown in
Equation 2.5, where the values with subscript expt are the experimental values or the best
estimate of the experimental values. To calculate the ring correction of the Entropy we do
not include the symmetry of the ring (the Rln(aring) term), because that is accounted for
separately amld is not part of group contribution or ring strain.
AHring = AHept - AHGA
ACPring = ACPexpt - CpGA
ASrng = ASexpt- ASGA + Rln(ring) (2.5)
Each different ring requires its own value of ring strain and thus this method looses its
predictive power to calculate the thermochemistry of ringed molecules. For RMG to be
able to generate thermochemistry of cyclic molecules we calculated the thermochemistry of
single ringed molecules with ring size varying from 3 to 6. CBS-QB3 -11 method was used
to calculate the electronic energy of the molecules. The traditional rigid-rotor-harmonic
oscillator approximation was used to calculate the thermochemistry of the molecules. The
ring correction was calculated by subtracting the group additivity prediction from the ab-
initio thermochemistry. The CBS-QB3 method is usually accurate to within 2 kcal/mole
and thus we expect the thermochemistry predicted by RMG of the molecules to be within
that error range.
In Table A.1 in Appendix A we present the ring correction values calculated for the
various molecules for which the ab-initio calculations were performed. The enthalpy of a
molecule with a ring and an aliphatic chain can be calculated by using the group additivity
values with a ring correction term added to account for ring strain and this ring strain in
independent of the aliphatic chain. Thus when ring correction of a set of cyclic structures is
know, they can be used to calculate the thermochemistry of all the molecules in which these
ring structures appear, with the exception of the molecules in which one or more of these
ring structures are fused with each other, i.e. they share a common bond or atom.
2.5 Conclusions
Major changes were made to RMG which included the algorithm for reaction generation,
sub-graph matching and addition of useful diagnostic tools like sensitivity analysis. With the
addition of these tools a user could easily use RMG to generate mechanisms reproducibly and
without failures. RMG was released as an open source software on March 2007 on sourceforge
(http://sourceforge.net/projects/rmg/). Since this release other releases of RMG have been
made with many other functionalities added to it.
In addition to software improvements, enhancement in the thermodynamic database was
made. In this chapter we have briefly discussed the library of ring corrections that was
added to RMG database. This set of ring corrections can be used by RMG to generate
the thermochemistry of large number of molecules containing a combination of these ring
structures, as long as they are not fused. In the next chapter we discuss the improvements
made to the kinetic library which included the intra-molecular hydrogen abstraction rate
coefficients for alkylperoxy radicals and hydroperoxyalkylperoxy radicals.
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Chapter 3
Intramolecular Hydrogen Abstraction
in ROO and HOOQOO
3.1 Introduction
Recently, there has been an increasing interest in improving the efficiency and lowering the
emissions from operating combustors, e.g. internal combustion (IC) engines and gas turbines.
Many researchers in the automotive industry are studying combustion in a new type of IC
engines known as homogeneous charge compression ignition (HCCI) combustion, 12 which is
a very promising research direction. This type of combustion happens at low temperature
under lean or stoichiometric conditions, and thus the NOx is lower than in conventional IC
engines and soot emissions are lower than in diesel engines. The high CO and hydrocarbon
emissions and also the instability of combustion are serious challenges in these engines. In
order to make progress in these areas, a fundamental understanding of the low temperature
combustion chemistry must be developed.
At low temperatures (< 900 K) most alkanes undergo combustion via the formation of
chemically activated alkylperoxy (RO02) radicals. The RO2 can undergo intramolecular-H-
migration resulting in the formation of a hydroperoxyalkyl radical (QOOH). QOOH with the
hydroperoxy group P to the radical center can ,-scission to olefin + HO 2. A direct concerted
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pathway resulting in the formation of olefins and HO 2 from RO 2 was elucidated by Kiracofe
et al.13 in ethane oxidation. Here the barrier for concerted elimination of HO 2 is about
5 kcal/mole lower than the intramolecular-H-migration with a 5-membered-ring transition
state resulting in the formnation of CH 2CH200H. 14 In higher alkanes the intramolecular-H-
migration is competitive with the concerted H02 elimination due to the larger size of the rings
in transition states and also due to the presence of secondary and tertiary H atoms which
are easier to abstract. QOOH thus formed can have many fates, including the formation of
olefins and HO 2, cyclic ethers and OH15 and addition of another 02 molecule resulting in
the formation of OOQOOH. OOQOOH can also undergo intramolecular-H-migration, where
in many cases the most favourable reaction is migration of a H atom on the carbon atom ce
to the OOH group, resulting in the formation of OH and ketohydroperoxide. Under most
conditions the weak -O bond in the resulting ketohydroperoxide eventually fragments into
2 radicals; this sequence is a major source of free radicals at low temperatures ( 700 K).
Direct measurements of the reaction rates of intramolecular-H-migration in ROO and
OOQOOH are challenging and the rate coefficients can only be inferred indirectly from
experiments. Walker et al.16-2 1 in their pioneering work have introduced a variety of alkanes
into a slowly reacting mixture of H2 + 02. These alkanes react with H and OH of the reacting
mixture to form alkyl radicals. The alkyl radicals then go on to react with 02 molecules to
form products. By studying these products they were able to infer the rate coefficients of
various reactions including intramolecular-H-migrations in some RO2 radicals. More recently
spectroscopic experiments were performed by Taatjes et al.1,22- 25 in which alkyl radicals are
generated by pulsed laser photolysis of alkyl halides which directly form alkyl radicals or
photolysis of Cl 2 which form Cl radicals that react with alkanes to form alkyl radicals. These
alkyl radicals then react with oxygen to form products. The time profile of HO2, OH and
halogen atoms formed during the reaction is measured using probe lasers. Kaiser et al.2 6- 29
performed similar experiments but instead of time-resolved measurements they measured
product yields. These experiments usually do not directly give rate coefficients of reactions,
but are used in concert with theoretical calculations to get insight into mechanisms and rate
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coefficients. 30- 33
Several intramolecular-H-migrations of ROO and OOQOOH radicals have been stud-
ied theoretically including ethyl + 02,13,14,34-37 propyl + 02,1,31,32,38-40 butyl + 0230,41,42
and neopentyl + 02 43- 4  Chan et al.47 have studied the structure reactivity relation for
intramolecular-H-migration for various ROO species using BH&HLYP methods. To our
knowledge Chan's 47 is the first systematic study of this reaction family using quantum me-
chanical methods although the level of theory used is not very accurate and also they failed
to take into account the effect of hindered rotors leading to significant errors in the re-
ported A factors. Intramolecular-H-migration in ROO has also been studied theoretically by
Pfandtner et al.48 for a series of molecules in condensed phase using the B3LYP/6-311G(d,p)
method. In the present study we calculate the rate of intramolecular-H-migration for several
ROO and OOQOOH radicals with different but representative structures of R and Q. These
results can be generalized into rate rules needed to construct large reaction mechanisms.
3.2 Theoretical Methodology
All the density functional and molecular orbital calculations were performed using the Gaus-
sian03 suite of programs.49 All the molecules and transition state geometries and harmonic
frequencies are calculated using the CBS-QB3 compound method9-' which calculates the
energy to a complete basis set limit using empirical corrections. We have also performed
calculations using the G2 method and the MP2/6-311+G(3df,2p) method. G250 is another
compound method which uses empirical corrections to calculate the energies with reported
average errors below 2 kcal/mole.
The output from the quantum chemical methods are used in conjunction with the
rigid rotor harmonic oscillator approximation with corrections for hindered rotors to cal-
culate the heats of formation, entropies and heat capacities for all the molecules. Vibra-
tions corresponding to torsions about a single bond are treated as hindered rotors. For
hindered rotors a relaxed scan was performed with dihedral angle increments of 300 us-
ing B3LYP/6-31G(d) and this potential was fit to a Fourier series of the form V(O) =
-~i OEliT~1.~
A 0 + 1 Am sin(m) + Bm cos(me). The potential was used to solve the one dimensional
Schroedinger equation in 0 to calculate the energy levels and consequently the partition
function of the hindered rotor. The I(2,3)51 reduced moment of inertia evaluated at the equi-
librium geometry was used in the 1-D Schroedinger equations. This approach of treating
hindered rotors implicitly assumes that the potential V at a set of dihedral angles Ois
V(0 1 , 02, .. On) = V( 1 ) + V 2 (0 2 ) + ... Vn(On) + Vre ef ref ref) (3.1)
can be written as a sum of independent contributions for each dihedral angle ¢i, where
) = Vre ref, , ref - Vref ef re .. re) (3.2)
The superscript ref, on ¢i denotes that the angle has the same value as in reference geometry
and on V denotes the energy of the reference geometry with respect to the lowest energy
conformer. Speybroeck et al.52,53 have shown that this approach of treating the hindered
rotors is satisfactory for normal alkanes. We examine the validity of this approach for treating
hydroperoxyalkylperoxy radicals and suggest improved methods in Section 3.3.3.
In all hydroperoxyalkylperoxy radicals studied in this paper the oxygen atoms interact
with hydrogen atoms. This interaction results in a lowest energy conformer that has a ring
shape with the peroxyl group forming a hydrogen bond with the OOH group. To calculate
the absolute minimum conformer we change dihedral angle for each rotor by 1200 to get
the initial guess and then start the optimization from this guess using B3LYP/6-31G(d)
method. So for example, HOOCH2CH 200 has 4 rotors and we generate (360/120) 4 = 81
initial guesses of conformer geometries and then optimize all these initial guesses to find
the minimum energy conformer. We do not perform the complete conformational analysis
for molecules which are derived from straight chain molecule by having methyl side chains
(e.g. HOOCH(CH 3)CH 200). Instead, we take the six lowest energy conformers of the cor-
responding straight chain molecule and add the methyl radicals at the required positions.
These six geometries are taken as initial guesses and are optimized using B3LYP/6-31G(d)
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method. The lowest energy conformers obtained in this fashion are then used to calculate
the CBS-QB3 energies.
For long chain molecules having many hindered rotors, some of these hindered rotations
do not correspond to any of the normal vibrational modes. In other words the low frequency
vibrations of the molecules include mixing of various hindered rotations and other vibrations.
For such molecules, which low frequency vibrational modes to replace with hindered rotors
becomes subjective and causes some uncertainty in the thermochemistry and rate constant
calculations. To overcome this problem we remove the projection of the force constant matrix
along the vectors corresponding to hindered rotors. When the resulting force constant matrix
is diagonalized it contains only 3N - 6 - d non-zero eigenvalues, where N is the number of
atoms in the molecule and d is the number of hindered rotors. This approximation provides
a unique separation of the internal rotors from the small amplitude vibrations.
Let vl and v2 be the coordinates of the two pivot atoms 1 and 2 respectively about which
torsional rotation is happening. Let v11, v21, ... , vn1 be the coordinates of all the atoms on
the rotating group attached to the pivot atom 1 and v12 , v22 , ... , Vm2 be the coordinates of all
the atoms in the rotating group attached to the pivot atom 2. Then the torsional coordinate
is given in cartesian coordinate by the vector s in Equation 3.3.
/ (V1 -Vl) X (Vl -V2)
(vnl--l) X(V1-V2)
s = Iv-v2 (3.3)(V12 -v 2 )x(v 2 --V1)
1V2-V1
(v,2-V2)X (v2-vl)
Iv2-vl I
In addition to these d torsional vectors si we also calculate 3 translational vectors ti and 3
external rotational vectors ri by the usual formulas.54 These vectors si, ti and ri are then
used to form a set of orthonormal vectors oi which span the same space as the 6 + d original
vectors. A matrix O = [0102..06+d] of size (3N, d + 6) is then used to generate the projection
matrix P = OOT . The new force constant matrix K, 55
K = (I - P)F(I - P)
has 3N - 6 - d non-zero eigenvalues and the eigenvectors corresponding to non-zero eigenval-
ues are orthogonal to the hindered rotation vectors si. The 3N -6- d vibrational frequencies
can then be calculated by evaluating the force constant matrix K in mass-weighted cartesian
coordinates and performing eigenvalue analysis on the resulting matrix.54 Note that Spey-
broeck et al.56 have recently recommended a different method for dealing with this problem
as discussed in Section 3.3.3.
The frequencies calculated using B3LYP/CBSB7 method which are used in CBS-QB3
calculations are corrected using a factor of 0.99 as recommended by Scott et al.57 Bond
group additivity correction (BAC) as prescribed by Petersson et al.58 was used to calculate
heats of formation.
To calculate the high-pressure-limit rate constants for the reactions we have used canoni-
cal transition state theory. The transition states themselves have torsional modes which have
been separated out and have been treated as hindered rotors as described earlier. Finally,
the rate constants are corrected using the simple Wigner tunneling correction. 59
3.3 Results and Discussion
We first discuss the result of the conformational analysis that we have performed to calculate
the lowest energy conformer for each hydroperoxyalkylperoxy radical. We follow this with
a discussion of the accuracy of various quantum chemistry methods for the system under
study and the correct way of treating hindered rotors. Based on these two sections we select a
quantum chemical method and appropriate treatment of the hindered rotors to calculate the
rate coefficients and thermochemistry of the pertinent reactions and molecules respectively.
The trends in the rate constants and thermochemistry are discussed and the values are
tabulated for easy use in chemical kinetics mechanisms.
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(a) HOOCH2 CH2 00 (b) HOOCH2 C(CH 3)200
Figure 3-1: The lowest energy conformers of two OOQOOH radicals.
3.3.1 Lowest Energy Structure
For hydroperoxyalkylperoxy radicals the lowest energy structures is not a straight chain
conformer but instead a ring in which the oxygen atoms form hydrogen bonds.
Predicting the lowest energy conformer a priori is difficult, which is demonstrated here
by the lowest energy conformers for HOOCH2CH 200 and HOOCH2C(CH3)200 computed
at the CBS-QB3 level, which have different patterns of hydrogen bonds, shown in Figure 3-
1. The geometries of the lowest energy conformers found in this work are detailed in the
Supporting Information.
3.3.2 Comparison of Quantum Methods
Intramolecular-H-migration in ROO
To compare the barrier heights and saddle point geometries computed by different meth-
ods for RO2 -+ QOOH, we studied CH3CH200 -+ CH2CH200H and CH3CH 2CH200 --
CH 2CH2CH200H.
As mentioned in Section 3.1 Pfaendtner et al.48 have studied a series of reaction rates
for intramolecular-H-migration in ROO radicals in solution phase. From their study they
found that the CBS-QB3 compound method predicted activation energies with an error of
less than 1.5 kcal/mole compared to solution phase experimental values,0-62 which were
back calculated by authors based on measured rate coefficients at different temperatures.
Method Transition State AEo+AZPE
Eo+ZPE (a.u.) C-H (A) O-H (A) v (cm- 1) (kcal/mole)
CH 3CH 200 --+ CH 2CH 2OOH
CBS-QB3 -229.1332 1.391 1.198 2273i 35.9
DFT -229.4708 1.391 1.198 2273i 37.8
MP2 -228.8324 1.281 1.251 2856i 40.2
G2 -229.1161 1.298 1.249 3316i 38.4
CH 3CH 2CH 200 -- CH 2CH 2CH 200H
CBS-QB3 -268.3648 1.406 1.154 1637i 23.4
DFT -268.7736 1.406 1.154 1637i 24.3
MP2 -268.0622 1.284 1.213 2037i 26.1
G2 -268.4021 1.304 1.210 3170i 25.6
Table 3.1: Transition state properties and barrier heights for the reactions CH 3CH200
-- CH 2CH200H and CH 3CH 2CH200 - CH2CH2CH 200H. MP2 represents MP2/6-
311+G(3df,2p) and DFT represents B3LYP/6-311+G(3df,2p) methods. Eo+ZPE is the
electronic plus zero point energy in units of hartree, C-H is the breaking carbon hydro-
gen bond length, O-H is the forming oxygen hydrogen bond length and v is the imaginary
frequency.
Table 3.1 shows that the difference between the barrier heights predicted by CBS-QB3 and
G2 methods for CH 3 CH 200 - CH 2CH 200H and CH 3 CH 2 CH200 -* CH 2 CH 2 CH 200H are
2.5 kcal/mole and 2.2 kcal/mole respectively which is a little on the high side but not very
surprising given the fact that both these methods are known to have accuracy of around
2 kcal/mole for stable molecules. As is also the case for intramolecular-H-migration in
OOQOOH the barrier height predicted by MP2 method is higher than the CBS-QB3 method
by about 3-4 kcal/mole. The barrier height predicted by B3LYP method is also higher than
that of CBS-QB3 method although by only about 2.1 kcal/mole and 0.9 kcal/mole for the
two cases respectively. In Section 3.3.5 we compare the CBS-QB3 results with values taken
from literature and the comparisons are quite good.
Intramolecular-H-migration in OOQOOH
The key reaction leading to chain-branching (one radical becoming 3 radicals) is H-migration
from the carbon attached to the OOH group to the peroxyl radical site. To compare the
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barrier-heights predicted by various ab-initio methods, CBS-QB3, B3LYP/6-311+G(3df,2p),
G2 and MP2/6-311+G(3df,2p) calculations on the reactant and transition state of Reaction 1
were performed. The results of the calculations are displayed in Table 3.2. Notice in this
reaction we have written products as HOOCH2CHO + OH instead of just HOOCHCH 200H
and this point is discussed in detail later.
OOCH2 CH 2 OOH -+ HOOCH 2 CHO + OH (1)
Method Transition State AEo+AZPE
Eo+ZPE (a.u.) C-H (A) O-H (A) v (cm- 1) 0-0 (A) (kcal/mole)
CBS-QB3 -379.3342 1.343 1.257 1959i 1.450 29.5
DFT -379.8570 1.343 1.257 1959i 1.450 29.4
MP2 -378.8716 1.266 1.309 2823i 1.446 35.3
G2 -379.3048 1.300 1.283 3175i 1.467 29.6
Table 3.2: Transition state properties and barrier heights for the reaction OOCH 2CH 200H
-+ HOOCH 2CHO + OH. MP2 represents MP2/6-311+G(3df,2p) and DFT represents
B3LYP/6-311+G(3df,2p) methods. Eo+ZPE is the electronic plus zero point energy in units
of hartree, C-H is the breaking carbon hydrogen bond length, O-H is the forming oxygen
hydrogen bond length, 0-0 is the breaking oxygen oxygen bond and v is the imaginary
frequency.
Table 3.2 shows that the barrier height predicted by MP2 method is more than 5
kcal/mole different than the rest of the methods which are all very similar to each other. It is
interesting to note that although the DFT method over predicts the barrier height compared
to the CBS-QB3 method for intramolecular-H-migration in ROO radical it agrees quite well
with the CBS-QB3 method for intramolecular-H-migration of OOQOOH. This suggests that
the presence of OOH structure on the carbon atom losing a hydrogen atom causes some
cancellation of errors resulting in accurate prediction of barrier heights.
The geometries predicted by the three methods G2, MP2 and DFT (CBS-QB3 uses the
geometry of DFT) are quite different. To see the effect of the geometry on the energies we
have first performed IRC calculations using the B3LYP/6-31G(d) and MP2/6-311+G(3df,2p)
methods. The trajectory of the IRC method is displayed in Figure 3-2 in terms of the
breaking C-H and forming O-H bond lengths in the transition states. Along each IRC
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Figure 3-2: Results of the IRC-MAX calculations CBS-QB3//B3LYP/6-31G(d) and CBS-
QB3//MP2/6-311+G(3df,2p) for Reaction 1. The lower graph shows the trajectories of the
two IRCs and the upper graph shows the energy barriers calculated using CBS-QB3 along
these IRC trajectories. The energies in the upper graph are electronic energies and do not
include zero point energy.
ral I I I I I
trajectory we calculate single point CBS-QB3 energies as recommended by Malick et al.63 in
their paper describing IRC-MAX calculations. The results of these calculations are presented
in Figure 3-2. The MP2 trajectory is shifted from the B3LYP trajectory to the right by
roughly 0.1 A i.e for any given O-H bond length the C-H bond length in the MP2 trajectory
is shorter than the C-H bond in B3LYP trajectory by about 0.1 A. The barrier heights along
both the trajectories are the same even though the geometries for which the maximum is
obtained is quite different, in particular the C-H and O-H bond lengths for the maximum
along MP2 trajectory are 1.289 A and 1.155 A respectively and along B3LYP trajectory
are 1.337 A and 1.396 A respectively. This finding suggests the CBS-QB3 potential in the
vicinity of the saddle point is relatively flat (note that the barrier heights in Figure 3-2 are
very different than the value of 29.5 kcal/mole in Table 3.2 because the figure does not include
the zero point energy difference of transition state and the reactant). Throughout the rest of
the paper, unless otherwise specified, the rate coefficients for intramolecular-H-migration in
OOQOOH radicals are calculated using barrier heights obtained from the CBS-QB3 method.
Instability of a-hydroperoxyalkyl radicals
Previously in the literature3 5 it has been reported that the 1,3-hydrogen migration reaction
in ROO radicals results in an unstable a-QOOH molecule where the 0-0 bond breaks
spontaneously and we are left with the product QO + OH. In this work we were able to find
geometries for some a-QOOH radicals that are local minima on the B3LYP/6-311+G(3df,2p)
and B3LYP/6-31G(d) potential energy surfaces. These radicals are only weakly bound and
would quickly break apart to form ketone/aldehyde + OH with a low barrier for the reaction.
On the other hand the 1,4 intra-H-migration of HOOCH 2CH 200 does not seem to form
a stable oa-hydroperoxyalkyl product. Figure 3-3 shows the IRC calculation performed
at B3LYP/6-31G(d) level of theory. At this level of theory there is no minima at the
HOOCHCH 200H which goes on to lose a OH fragment to form HOOCH2CHO + OH. But
when we perform optimization of HOOCHCH 200H structure using MP2/6-311+G(3df,2p),
we obtain a minimum suggesting that it is a stable molecule on the MP2/6-311+G(3df,2p)
potential energy surface. The instability or metastability of a-hydroperoxyalkyl radicals has
been noted several times in the literature34 64
To resolve the issue of the stability of a-hydroperoxyalkyl and a-hydroperoxyalkylperoxy
radicals one would have to perform optimization using a higher level method which is outside
the scope of the present paper. Even if these structures turn out to be a local minima they
are probably very shallow minima and we expect the 0-0 bond to quickly break. Based
on this reasoning and due to lack of more conclusive finding we recommend that kinetic
models need not include a-hydroperoxyalkyl and oa-hydroperoxyalkylperoxy as a kinetically
significant species and only include the bimolecular product following the fission 0-0 bond.
Note that because the a-QOOH are not expected to live long enough to react with 02,
kinetic models can also safely omit a-hydroperoxyalkylperoxy radicals formed by a-QOOH
+ 02-
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Figure 3-3: The potential energy surface along the reaction coordinate computed at
B3LYP/6-31G(d) level. The approximate locations of various structures are shown on the
figure. At this level of theory there is no local minimum near the HOOCHCH200H struc-
ture.
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3.3.3 Improved Methods for Treatment of Hindered Rotors
Alternative method for separating rotors from normal modes
As explained in Section 3.2 the projection of the force constant matrix along the vectors
corresponding to the internal rotations are removed. The resulting force constant matrix
is used to calculate the vibration that are orthogonal to the internal rotations and these
frequencies are treated as harmonic oscillators. To check the accuracy of this way of calcu-
lating the partition function and thermodynamic quantities we compare the results obtained
for the molecule HOO(CH2)500, with that obtained when one uses the alternative method
proposed by Speybroeck et al.56 and later used by Welz et al.65 shown in Equation 3.4.
m qHIR i  (3-4)Qint -H (3.4)QHO q
i=1 HO,i
In this equation QHO is the partition function of all the internal modes (including torsions)
calculated by treating them all as harmonic oscillators, q* , is the partition function cal-
culated by solving 1-D Schroedinger equation for the i th internal rotation and q*o,i is the
partition function calculated by fitting V(5i) to a parabola and approximating the internal
rotational mode as a harmonic oscillator. The superscript * is used to signify that none of
these modes are normal modes. The difference in partition function between Speybroeck et
al.'s method and our method described in Section 3.2 is less than a factor of 2 for all tem-
peratures and the calculated entropy contribution of all the internal modes differs by about
0.5 cal/mole/K. This gives us confidence that either approach for calculating the partition
function and thermodynamic quantities of molecules with hindered rotors, when the rotors
are assumed to be independent of each other, is reasonable.
Coupled internal rotors
For molecules with multiple hindered rotors, each hindered rotor is usually treated indepen-
dently and then the entropy, heat capacity and thermal correction contribution for each of
them is added to get the total values. This approach effectively assumes that the potential
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of n different torsional modes is just the sum of each torsional mode (see Equation 3.1).
In hydroperoxyalkylperoxy radicals this approximation is not valid because there are local
minima where a combination of the different torsional angles Oi give rise to a hydrogen
bond. Because the torsional mode potentials are actually not independent of each other,
which conformer is used to perform the hindered scans can lead to very different thermo-
dynamic contributions from the rotors. For example, using the conventional independent
rotor approach, the thermodynamic properties of HOOCH 2CH(CH 3)OO are predicted to be
very different (see Table 3.3) depending on whether the scans are performed starting from
the reference geometry of the lowest energy ring conformer (Ring-Sep) or from the reference
geometry of a straight chain conformer (Open-Sep). A important point to note is that, the
thermal correction contribution of the rotor depends on the energy of the reference geometry
as is obvious from Equation 3.2. Thus when the reference geometry is the straight chain
conformer the thermal correction is with respect to the energy of the straight chain con-
former, which is 3.0 kcal/mole higher in energy than the lowest energy ring conformer. Thus
3.0 kcal/mole should be added to the Open-Sep thermal correction in Table 3.3 and also
the Open-Sep sum of states in Figure 3-4 should be shifted to the right by 3.0 kcal/mole
if these values are required with respect to the closed chain reference energy. Entropy and
heat capacity do not depend on the chosen reference energy and remain unchanged.
Since the large discrepancy between the Ring-Sep and Open-Sep calculations indicate
the potential is not separable, we computed Q without making the separability assumption,
Equation 3.5.66 For simplicity we only calculate the partition function and thermodynamic
properties of the four rotors along the main chain of the molecule (i.e. we omit the methyl
rotor because it is essentially independent of other rotors). In this work we have taken [D]
as the product of the reduced moments of inertia 12,3 for each of the hindered rotors.
Qiro 2kT) [D]'1/ 2  exp kbT 7 d 1 ..d4, (3.5)
To calculate the multi-dimensional integral we need the value of the potential V(
To calculate the multi-dimensional integral we need the value of the potential V(01, 02,. .n)
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for different values of Oi. To do this we have performed 124 single point B3LYP/6-31G(d)
calculations where 12 grid points are placed on each torsional angle with a uniform grid
spacing of 30' each. Once the potential at each grid point is obtained we need a way to
estimate the potential at any given arbitrary combination of Ois. To do this we have tried
two different approaches, four dimensional linear interpolation and four dimensional cubic
splines. The expression for the four dimensional linear interpolation is given in Equation 3.6.
The name linear can be misleading because the interpolating polynomial is only linear with
respect to each coordinate but can have products of linear terms of different coordinates e.g.
C01020304-
1 n
V( 1 , 2 , -n)- C Vi ,..,,, fbij(xj) (3.6)
il,..in=0 j=1
In Equation 3.6 each index il, ..in corresponds to a different coordinate and can take values
of 0, which corresponds to the grid point in that particular coordinate just before the point
of interest, or 1 which is the grid point just after the point of interest. The values of
Xj = (0j - jo)/(0j - jo), where Ojo and Oj, are the grid points before and after the
point cj. For the case of linear interpolation, function bo(xj) = (1 - xj) and bi(xj) = xj.
This interpolation passes through all the grid points but may not have continuous first
derivatives at these grid points. Thus for example at an energy minimum, in one dimension
we see a sharp angle instead of a smooth parabolic curve. We have also tried using cubic
splines, this interpolation is third order in each coordinate and is smooth at the grid points
giving a more realistic description of energy minima. The down side of cubic splines is
that it gives unphysical results close to points of very high energy, like the ones arising
due to steric hindrance at certain dihedral angles. In order to remain smooth near these
points the polynomial goes through local a minimum before rising in value to reach the high
energy point. These local minima are not present in reality and can have very low energies,
specially if the energy rise due to steric hindrance is high. These artifacts of fitting can lead
to unphysical results and hence we have decided to use linear interpolation instead of the
cubic splines for the purposes of this study.
Once we can obtain a value of V at various dihedral angles we still need to calculate
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Method Entropy Enthalpy Cp
(cal/mole/K) (kcal/mole) (cal/mole/K)
Sep 9.94 2.66 13.03
Sep 18.07 5.78 11.28
Insep 10.04 3.35 19.45
Piece-sep 12.34 3.26 22.06
Table 3.3: Thermodynamic contribution of the four hindered rotors in HOOCH2CH(CH 3)OO
at 298 K computed using 4 different methods. Ring-Sep and Open-Sep represent the ordi-
nary separable-rotors approximation of Section 3.2, using ring and straight chain reference
conformers respectively. Insep does not assume the rotor potentials are separable Equa-
tion 3.5. Piece-sep assumes potential is separable only in local regions, each using different
reference conformers, Equations 3.8.
the multi-dimensional integral in Equation 3.5. In our experience the simple Monte-Carlo
method for calculating this integral is quite inefficient. For this case of 4 dihedral angles
we have decided to instead use the multi-dimensional version of the rectangle rule. To
do this we divide each dihedral angle into 100 smaller subdivisions, calculate the value of
integrand at the center of all the 1004 hypercubes and add up all these values to calculate
the integral. The values of entropy, heat capacity and thermal correction due to the four
hindered rotors calculated using this method are given in Table 3.3 as "Insep", along with the
values calculated using the separable rotors approximation starting from different reference
conformers.
Table 3.3 shows that the thermodynamic contributions computed using the conventional
separable-rotors approximation and solving the I-D Schroedinger equations are poor ap-
proximations to the values calculated using configurational integral without making the
separable-rotors approximation. To see the difference more clearly we plot the sum of states
of the four rotors in Figure 3-4. The classical sum of states is given as a configurational
integral and for the cases of four rotors is given in Equation 3.7.
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Figure 3-4: The sum of states of the four rotors in HOOCH 2CH(CH 3)OO (all except the
methyl rotors) calculated using various methods. Ring-sep represents the method in which
the potential is assumed separable and is calculated using the potential scans performed
starting from the most stable ring conformer. For Open-sep the potential is assumed sep-
arable and is calculated using the potential scans performed starting from a straight chain
conformer. Also the Open-sep sum of states is calculated with the energy of the open chain
conformer taken as zero (see text for more details). For Insep the potential is assumed non-
separable and is calculated using fourth dimensional linear interpolation of the energy grid
calculated using B3LYP/6-31G(d). For Piece-sep the potential is approximated by different
fourier fit potentials in different regions of configurational space, each treated as separable
(see text).
Figure 3-4 shows that the sum of states calculated using the interpolated B3LYP/6-
31G(d) potential labeled Insep has an inflection point near 5 kcal/mole. This inflection
point arises because as one goes up in energy at about 5 kcal/mole above the lowest energy
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conformer many different local potential minima become available which increases the density
of states. In case of Open-sep there are many different local minima close to the energy of the
starting straight-chain conformer (when individual rotor scans are performed starting from
the straight chain conformer we do not encounter the global minimum ring conformer). In the
Ring-sep case, the approximate sum of separable rotors potential used grossly overestimates
the energies of many conformers, so it underestimates the number of states.
The Insep method presented here is more accurate than either of the conventional ap-
proaches, but it is too computationally demanding to be practical for systems with longer
chains (it scales exponentially with the number of coupled internal rotors). We therefore
develop another method with better scaling properties. Based on this figure we have decided
it is appropriate to divide the dihedral angle phase space into two parts, one called region
A near the global minimum and the rest of the phase space called region B. In region A
we calculate the potential using information gathered from the ring shaped global minimum
conformer. This information can come from dihedral scans performed on the ring conformer
or can come from the normal mode analysis that will attempt to fit the potential around the
local minimum to a quadratic form. In this work we used. For region 8 we use the separable
potential obtained starting from the straight chain conformer, with an additional constant
potential added to it which accounts for the difference between the energies of the global
minimum conformer and the straight chain conformer. We have labeled the thermodynamic
quantities obtained by using this potential which takes different forms in different regions of
phase space as "Piece-sep" (Piecewise separable). Section 3.3.3 discusses how the configura-
tional integral and thermodynamic properties for this potential can be calculated as a sum
or product of many different one-dimensional integrals instead of a single multi-dimensional
integral.
Using the Piece-sep potential energy we calculate the sum of states and this sum of states
does show the desired characteristic of the presence of inflection point which gives rise to
the high heat capacity values that we see in Table 3.3 and Figure 3-5. There is still the
discrepancy between the absolute sum of states of energy between Insep and Piece-sep. The
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density of states of Insep at low energies is lower because of the assumption of linearity
of the potentials between any two grid points which distorts the potential near the energy
minimum. The Piece-sep potential on the other hand gives the correct behavior about the
energy minimum of a smooth parabolic curve. Based on this reasoning we conclude that
the sum of states near low energies, which mainly arise due to the low energy conformer, is
more accurate in the case of Piece-sep than in the case of Insep. We have plotted the heat
capacity contribution of the four rotors as a function of temperature for the different cases
in Figure 3-5 to show the improvement in the heat capacity predicted by the Piece-sep over
Open-sep and Ring-sep. Also from Table 3.3 we see a good agreement between Piece-sep and
Insep for entropy and enthalpy contributions. Using the efficient numerical method outlined
in Section 3.3.3, this method scales much better than the brute force Insep calculations. In
the rest of the paper we use the Piece-sep approach to calculate the thermal properties of
the hindered rotors.
A further complication arises when the size of the OOQOOH molecule increases. As we
have said before, for all OOQOOH molecules the ring conformer which leads to the stabiliz-
ing hydrogen bond is the lowest energy conformer. The number of different ring conformers
that contain hydrogen bonds increases as the size of the ring increases. Based on the con-
formational analysis we have performed to get the lowest energy conformer (see Section 3.2)
we find that HOOCH2CH 200 has 1 low energy ring conformer, HOOCH2CH 2CH200 has
two low energy ring conformers of almost exactly the same energy but in addition to these
two there are other straight chain conformers that are very close in energy to the lowest
energy conformer, HOO(CH 2)400 has multiple ring conformers but the stablest one is more
than 2 kcal/mole lower in energy than the rest of the conformers and HOO(CH 2) 500 has
many different ring shaped conformers but six of these are more stable than the rest of the
conformers.
Based on these observations we propose the following schemes for calculating the thermo-
dynamic contribution of the hindered rotors. For all OOQOOH molecules we have identified
six low lying conformers and have calculated the potential using the procedure outlined ear-
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lier calle(l Piece-sep. The regions A corresponding to the hypercube around these low energy
conformers, with the rotor dihedral angles taking values ±600 around the equilibrium values.
The calculations are expected to get more accurate as the number of conformers on which
potential scans are performed is increased. To keep the number of quantum calculations to
a reasonable number we have chosen the six lowest energy conformers. Note that all the
methyl rotors of OOQOOH are treated separately from the rest of the rotors because their
potential, to a very good approximation, is independent of the other rotors.
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Figure 3-5: The heat capacity contribution of the four rotors in HOOCH2CH(CH 3)OO (all
except the methyl rotors) calculated using various methods. The meanings of the labels is
described in the caption of Figure 3-4.
Efficient evaluation of the multi-dimensional integral and thermochemistry
For the Piece-sep method, we can significantly simplify the calculation of a n-dimensional
configurational integral for n rotors into a product of one-dimensional integrals. For this we
divide the configurational space into different parts labeled A and B as defined in the previous
section. The configuration integral can then be simplified as shown below in Equation 3.8.
-~4~-- --suc;
CI = I exp(-V( 1 , 02, .-- n)/kT)d4ldO2 ..d4n
A+B
= exp(-VR(14, 02,..,n)/kbT)dld 2..dn + B exp(-Vs(4l, )2, ..qn)/kbT)dld 2 ..dOn
= exp(-VR(Ol, 2, -- n)/kbT)djdO2..dmn + +A exp(-Vs(O, 02 *n)/kbT)d ldO2-_d n
- j exp(-Vs(l, 02, ..- n)/kbT)dldO2..dn
n f600 n .1800
n 60 exp(-V ,R(Oi)/kbT)d i + n j 1 80  exp(-VI,s(¢i)/kbT)d i
i=l i=-60 i=1 i=-1800
n 600
- exp(- V,s(0i)/kbT)d4)i
i=1 Joi=-600
In the above equation Vs is the potential of Equation 3.1 calculated using the hindered
rotors scans starting from the straight chain conformer and VR is the potential of Equa-
tion 3.1 calculated using the hindered rotors scans starting from the ring conformer. The
above formula is fairly easy to code but the expressions for entropy, thermal correction and
heat capacity turn out to be quite complicated. To generate the code for the calculation
of these thermodynamic quantities conveniently and without errors we use the Automatic
Differentiation code Tapenade."7 All the thermodynamic quantities are generated by cal-
culating the first or the second derivative of the natural log of the partition function. The
Fortran codes to calculate the first and second derivatives are calculated using Tapenade.
The formulas for multiple A regions are easily obtained by the extension of Equation 3.8.
3.3.4 Thermochemistry
The thermochemical properties of all the reactants and products for the reactions studied
here are listed in Table 3.5. Figure 3-6 shows the heat of formation given in Table 3.5
plotted against the difference between the heat of formation computed using Benson's group
additivity method and the CBS-QB3 value. The Benson's group additivity used here is
the one implemented in Reaction Mechanism Generator (RMG). 2,4 The graph on Figure 3-6
(3.8)
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Figure 3-6: Difference between the heat of formation calculated using Benson's group addi-
tivity method and the CBS-QB3 method on the y-axis vs the heat of formation calculated
using CBS-QB3 method. + corresponds to OOQOOH molecules; * corresponds to ketohy-
droperoxide molecules; o corresponds to ROO; o corresponds to QOOH
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shows a cluster of positive deviations for ROO radicals and OOQOOH radicals but not for
QOOH radicals suggesting a more careful look at D(ROO-H) bond values might lead to
resolution of this discrepancy.
The D(ROO-H) in RMG comes from Lay et al." Lay et al. have used isodesmic re-
actions and MP4SDTQ/6-31G*//MP2/6-31G* and G2 ab initio calculations to calculate
heats of formation and subsequently the ROO-H bond dissociation energies for R = methyl,
ethyl, iso-propyl, and t-butyl. The group values by Simmie et al.69 were derived by using
heats of formation of a series of ROO species calculated using CBS-QB3 and highly accu-
rate CBS-APNO levels of theory via isodesmic and atomization procedures. Based on the
higher level ab initio theory used by Simmie et al. we recommend using their new bond
dissociation energy values D(ROO-H) for R = methyl, ethyl, n-propyl, i-propyl, n-butyl,
t-butyl, i-butyl and s-butyl. In addition to using Simmie et al.'s ROO-H bond dissociation
values we also recommend the enthalpy values for extended groups C(H) 2(OO)(C(OO)) and
C(H)(OO)(C)(C(OO)), shown in Figure 3-7 as -6.6 kcal/mole and -5.7 kcal/mole respec-
tively.
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(a) C(H) 2 (OO)(C(OO)) (b)
C(H)(OO)(C)(C(OO))
Figure 3-7: The extended groups for which new group values are recommended
The group value of each of the new groups is derived by respectively adding 1.5 kcal/mole
to the group values of C(H) 2(0)(C) and C(H)(O)(C) 2 recommended in Benson's book.8
These new recommended group values are required to accurately predict the heats of forma-
tions of all the reactants undergoing 1,4-hydrogen shift in Table 3.7. The group additivity
values for ROO and OOQOOH were recalculated using the Simmie et al. values and the two
new group values introduced in this paper and the deviations are again plotted in Figure 3-8.
Here we see that the scatter of the errors is more evenly distributed about the 0 kcal/mole
line.
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Figure 3-8: Difference between the heat of formation calculated using Benson's group addi-
tivity method with the new updated group values (see text) and the CBS-QB3 method on
the y-axis vs the heat of formation calculated using CBS-QB3 method. + corresponds to
OOQOOH molecules; i corresponds to ROO
To test the accuracy of the corrected group values, we perform the X2 statistical test
where we assume that probability of obtaining a value of enthalpy xi for a molecule i is
given by a normal distribution whose average is given by the CBS-QB3 value and whose
standard deviation is equal to 1 kcal/mole. The value of 1 kcal/mole is slightly higher than
the 0.88 kcal/mole rms error calculated for the atomization energy on the G2/97 text set.
With this assumption the probability that the group additivity values give the values of heats
of formation as inaccurate as given above is given by the p-value in Table 3.3.4. Traditionally
we reject the null hypothesis if the p-value is smaller than 0.05. From the table it is apparent
that with the X2 test we cannot reject the null hypothesis for any sets of species, implying
a I -- I I--~ I I -
Molecules MAD RMS x 2  p-value
kcal/mole kcal/mole
ROO 0.53 0.68 7.50 0.98
QOOH 0.62 0.82 16.10 0.85
OOQOOH 0.55 0.76 7.98 0.84
keto 0.69 0.87 10.62 0.64
Table 3.4: Statistical X2 test for the goodness of fit of the group additivity method, where
the D(ROO-H) values recommended by Simmie et al. and two new group values introduced
in this work were used.
that group additivity scheme performs adequately for these molecules.
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Table 3.5: Thermochemical values calculated using CBS-QB3 level of theory. H298 has units
of kcal/mole, S298 has units of cal/mole-K and C, has units of cal/mole-K. a These molecules
are unstable or metastable.
H 2 9 8  S298 
Cp
Molecule 300 400 500 600 800 1000 1500
HOOCH 2CH 200 -22 89 41 37 38 39 43 46 51
HOOCH 2CHO -57 77 24 28 31 33 37 39 42
HOOCH 2CH(CH 3)OO -32 96 40 42 46 50 55 59 66
HOOCH(CH 3)CHO -67 83 30 35 40 43 48 52 57
HOOCH(CH 3)CH 200 -32 97 42 41 45 48 54 59 65
HOOCH 2C(CH3)O -71 84 28 34 39 43 48 52 57
HOOCH(CH 3)CH(CH 3)O0 -42 106 40 48 54 60 67 72 80
HOOCH(CH 3)C(CH 3)O -79 93 35 42 48 53 60 64 71
HOOCH 2CH2CH 200 -30 103 31 37 42 46 53 57 64
HOOCH 2CH 2CHO -63 90 29 33 36 40 45 49 55
HOOCH 2CH 2CH(CH3)OO -42 108 39 46 52 57 65 70 79
HOOCH(CH 3)CH 2CHO -73 95 35 41 47 51 58 62 70
HOOCH(CH 3)CH 2CH 200 -40 110 37 44 51 56 64 70 79
HOOCH 2CH 2C(CH 3)O -77 95 35 42 47 51 58 62 70
HOOCH(CH 3)CH 2CH(CH3)OO -50 114 44 53 61 67 76 83 93
HOOCH(CH 3)CH 2C(CH3)O -87 99 41 50 57 62 70 76 85
HOOCH 2C(CH3)2CH 200 -45 113 43 52 60 67 76 83 94
HOOCH 2C(CH3)2CHO -78 100 42 50 56 62 70 75 84
HOO(CH 2)400 -34 115 38 45 51 57 65 71 80
HOO(CH 2) 3CHO -69 96 35 41 46 51 57 62 70
HOO(CH 2) 3CH(CH 3)OO -45 120 45 53 61 67 77 84 94
HOOCH(CH 3)(CH 2)2CHO -78 102 42 49 56 61 69 75 85
Continued on next page
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Table 3.5: Continued from previous page
H298  S298  Cp
Molecule 300 400 500 600 800 1000 1500
HOOCH(CH 3)(CH 2)300 -44 120 45 53 61 67 77 84 94
HOO(CH 3)3C(CH3)O -82 105 40 47 54 60 68 75 84
HOOCH(CH 3)(CH 2)2CH(CH 3)OO -55 124 52 62 71 78 89 97 109
HOOCH(CH 3)(CH 2)2C(CH 3)O -91 111 46 56 64 70 80 88 99
HOO(CH2)500 -41 124 44 52 59 66 75 82 93
HOO(CH2)4CHO -73 107 40 47 53 59 68 74 84
HOOCH(CH 3)(CH 2)400 -50 127 51 61 69 77 87 95 108
HOO(CH2)4C(CH3)O -87 116 45 54 62 68 79 87 98
CH 300 2 64 12 14 16 18 21 23 26
CH 3CH 200 -6 74 18 21 25 27 32 35 40
CH 3CH 2CH2 00 -11 83 23 29 33 37 43 48 55
(CH 3)2CHOO -16 81 24 29 34 38 43 48 55
CH 3CH 2CH2CH 200 -16 92 29 35 41 46 54 60 69
(CH 3)2CHCH 200 -18 89 29 36 42 47 55 60 69
CH 3CH 2CH(CH 3)OO -21 90 30 36 42 47 54 60 69
(CH 3)3 COO -26 86 31 37 42 47 54 60 69
CH 3CH 2CH2 CH2CH 200 -21 101 35 43 50 56 65 72 83
(CH 3)2CHCH2CH 200 -23 99 35 43 50 56 65 72 83
(CH 3) 3CCH200 -27 93 35 43 51 57 66 73 84
CH 3CH 2CH2 CH(CH3)OO -26 97 38 45 52 58 67 74 84
(CH 3)2CHCH(CH 3)OO -27 96 37 44 51 57 66 73 83
CH 3CH 2C(CH3)200 -31 96 37 44 51 57 66 73 83
CH 3CH2CH2CH 2CH 2CH 200 -27 110 42 50 58 65 77 85 98
(CH 3)2CHCH 2CH 2CH 200 -28 109 40 49 58 65 76 85 97
(CH 3) 2CH(CH 2)400 -33 117 47 57 67 75 88 97 112
Continued on next page
Table 3.5: Continued from previous page
H298 S298  C300 400 500 600 800 1000 1500
-37 102 44 53 60 67 77
15 67 15 17 19 20 23
5 76 20 23 26 29 33
Molecule
(CH 3) 2CHC(CH 3)200
aCH2OOH
aCH3CH(.)OOH
aCH3CH2CH(.)OOH
a(CH3)2CHCH(.)OOH
"(CH3)3CCH(.)OOH
HOOCH 2CH 2(.)
HOOCH(CH 3)CH 2(.)
HOOC(CH3)2CH 2(.)
CH 3CH(.)CH 200H
CH 3CH(.)CH(CH 3)OOH
CH 3CH(.)C(CH 3)200H
(CH 3)2C(.)CH200H
(CH 3)2C(.)CH(CH3)OOH
(CH 3)2C(.)C(CH3)200H
HOOCH 2CH 2CH 2(.)
HOOCH 2CH(CH 3)CH 2(.)
HOOCH2C(CH3)2CH 2(.)
HOOCH(CH 3)CH 2CH 2(.)
HOOCH(CH 3)2CH 2CH 2(.)
CH 3CH(.)(CH 2)200H
CH 3CH(.)CH 2CH(CH 3)OOH
HOOCH2CH 2CH 2CH 2(.)
HOO(CH2)2CH(CH 3)CH 2(.)
86
93
97
79
85
91
90
96
102
97
102
107
98
27
36 41
25 30 34 38 44
31 38 44 48 56
37 46 53 58 67
20 24 27 29 33
27 32 36 39 44
34 40 45 49 56
24 29 33 37 43
31 37 43 47 55
38 45 52 58 66
29 35 41 46 54
35 43 50 56 65
42 51 60 67 77
5 88 25 30 34 38 44
-2 94 32 38 44 48 55
-9 100 37 45 53 58 67
-4 94 32 38 44 49 56
-14
-3
-12
0
-6
100
98
104
97
104
48 54
61 69
38 46 53 59 67 74 83
29 36 42 46 54 60 68
36 44 51 57 66 73 83
30 37 42 47 55 60 69
37 45 52 57 66 73 83
Continued on next page
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0
-7
-15
11
2
-7
3
-6
-16
-7
-16
-25
Table 3.5: Continued from previous page
H 298  S 298  Cp
Molecule 300 400 500 600 800 1000 1500
CH 3CH(.)(CH2)300H -8 107 34 42 50 56 65 72 83
Estimated accuracy of thermochemistry
Prior works have demonstrated that at the CBS-QB3 level AHf 29 8 is typically accurate to
within about 2 kcal/mole, while S298 and Cp are usually accurate to within about 1 cal/mole-
K. In the present set of molecules we expect larger uncertainties. The wide discrepancies in
results obtained using different methods to compute the hindered rotors suggests both S298
and Cp could be uncertain by 3 cal/mol-K. From Simmie's analysis of ROO thermochem-
istry, a conservative estimate of the accuracy of the CBS-QB3 AHf298 reported here are 2
kcal/mole.
3.3.5 Rate Coefficients
The rates of reactions of many intramolecular-H-migrations of ROO and the intramolecular-
H-migration of the H on the C a to the OOH group of OOQOOH, computed at the CBS-QB3
level are given in Table 3.6 and Table 3.7 respectively. Some structural features of these rate
coefficients are discussed below.
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Reactant
A n Ea
1,3-hydrogen shift
(1,3 p)
CH 300 1.1x1013 1.5 42.3
(1,3s)
CH 3CH200
CH 3CH 2CH 200
(CH 3)2CHCH 200
(CH 3)3CCH200
4.6x 1012
7.9x 1012
9.3x 1012
8.7x 1012
1.3
1.2
1.0
1.0
39.7
39.7
39.6
39.3
(1,3t)
(CH 3)2CHOO
1,4-hydrogen shift
(1,4p)
CH3CH200
(CH 3)2CHOO
(CH3)3COO
(1,4s)
CH 3CH 2CH 200
CH 3CH 2CH(CH 3)OO
CH 3CH 2C(CH 3)200
(1,4t)
(CH 3)2CHCH200
(CH 3)2CHCH(CH 3)OO
(CH 3)2CHC(CH3)200
5.3x10 12 1.0 38.5
5.6x1011
9.7x 1011
2.0x 1012
4.0x 1011
4.3x 1011
4.1x1011
5.8x 1011
4.7x 1011
5.5x 1011
0.2
1.1
1.2
1.1
0.9
0.7
0.8
0.6
0.4
34.2
33.5
33.5
30.1
29.5
30.1
27.1
27.3
26.4
Continued on next page
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Table 3.6: Continued from previous page
ko
Reactant
A n Ea
1,5-hydrogen shift
(1, 5 p)
CH 3CH2CH 200
CH 3CH2CH(CH 3)OO
CH3CH 2C(CH3)200
(CH 3)2CHCH 200
(CH 3)3CCH200
(1,5s)
CH 3CH 2CH 2CH 200
CH 3CH 2CH 2CH(CH 3)OO
(1,5t)
(CH 3)2CHCH 2CH 200
1,6-hydrogen shift
(1,6p)
CH3CH 2CH 2CH 2OO
(1,6s)
CH 3CH 2CH 2CH2CH 200
(1,6t)
(CH 3)2CHCH 2CH 2CH 200
7.5 x 1010
7.6x 1010
1.0x 1011
1.3 x 1011
5.3 x 1011
5.4 x 1010
1.4x 1011
1.6
1.4
1.1
1.3
1.2
1.3
0.2
21.0
20.8
21.9
21.5
21.6
18.2
18.5
4.9x 1010 1.2 15.4
1.3x1010 1.5 20.0
7.4x109 1.2 16.6
6.8x 109 1.2 13.8
1,7-hydrogen shift
(1,7p)
CH 3(CH 2)400 3.1x109 1.5 19.9
(1,7s)
Continued on next page
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ko
Reactant
A n Ea
CH 3CH2(CH 2)400 1.3x10 9  1.0 18.2
(1,7t)
(CH 3)2CH(CH 2)400 1.1x109  1.1 14.3
Table 3.6: Computed high-pressure-limit rate coefficients for intramolecular-H-migration
of ROO radicals given in the form k = A (lT )n exp(-Ea/RT). The unimolecular rate
coefficients are in s- 1. The units of Ea are kcal/mole. p, s and t indicates whether the H
atoms being abstracted are primary, secondary or tertiary.
Effect of transition state ring size
The size of ring is the most important determinant for the rate of reaction of intramolecular-
H-migration reactions. In general one would expect that increasing the size of ring of the
transition state will release some of the ring strain and reduce the activation energy of the
reactions. But at the same time as the ring size increases it tends to tie up more hindered
rotors and thus reduces the entropy of the transition state. Thus the increase in the ring size
decreases the pre-exponential factor and also decreases the activation energy of the reactions.
This effect is indeed observed in our data, with activation energy decreasing sharply from
4 membered ring transition state to 8 membered ring transition states and pre-exponential
factor also decreasing with the increase in the ring size.
Effect of methyl groups a to the hydrogen losing carbon atom
One might expect the A factor for the abstraction of primary(p) > secondar(s) > tertiary(t)
due to the different number of hydrogen atoms. From Table 3.6 one can observe that for
intramolecular-H-migration in ROO the activation energy depends quite strongly on how
many methyl groups are present on the carbon atom that is losing the hydrogen atom. For
ii- I I _-. --_---_ I I I I I ~_.
Reactant A n Ea
1,4-hydrogen shift
HOOCH 2CH200 8.0x10 9  4.2 25.8
HOOCH 2CH(CH3)OO 4.4x 1010 2.5 28.7
HOOCH(CH 3)CH 200 3.3x 1010 2.7 26.3
HOOCH(CH 3)CH(CH 3)OO 3.5x10 10 0.6 27.6
1,5-hydrogen shift
HOOCH 2CH2CH200 1.8x1010 2.8 18.8
HOOCH 2CH 2CH(CH 3)OO 1.7x 1010 2.9 18.1
HOOCH 2C(CH 3) 2CH 200 4.0x 1010 2.4 18.8
HOOCH(CH 3)CH 2CH 200 1.7x1010 2.4 17.8
HOOCH(CH 3)CH 2CH(CH 3)OO 3.1x1010 2.1 17.5
1,6-hydrogen shift
HOO(CH 2)400 2.9x108  3.0 19.7
HOO(CH 2)3CH(CH3)00 3.2x108  3.0 19.8
HOOCH(CH 3)(CH 2)300 3.2x108 2.5 16.9
HOOCH(CH 3)(CH 2)2CH(CH3)00 4.6x108 2.4 17.1
1,7-hydrogen shift
HOO(CH2)500 9.3x10 7 3.8 17.1
HOOCH(CH 3)(CH 2)400 8.0x10 7 3.3 14.7
Table 3.7: Computed high-pressure-limit rate coefficients for intramolecular-H-migration
OOQOOH --+ HOOQO + OH in the form k = A ( T )exp(-E/RT). The unimolecular
rate coefficients are in s- 1. The units of Ea are kcal/mole.
~_
example for 1,4-hydrogen migration, presence of the one iiiethyl group on the carbon atom
losing hydrogen causes the activation energy of the reaction to decrease by 4.1 kcal/mole and
the presence of the second methyl group causes a further drop in the activation energy by 3
kcal/mole. Similar 3-4 kcal/mole decreases in the activation energy due to the presence of
the methyl group are observed for other transition states in this family. The presence of the
methyl group is expected to decrease the strength of the C-H bond which is being broken
and hence is expected to cause a decrease in the activation energy. Besides the weakening
of C-H bond the methyl group can have other complicated steric effects for reactions of
OOQOOH because both the reactant and transition state are ring shaped. Table3.7 shows
that the presence of a methyl radical on the hydrogen losing carbon atom in OOQOOH,
with a few exceptions, also has the effect of reducing the activation energy by about 1-2
kcal/mole.
Performance of B3LYP method
In Section 3.3.2 we have seen that B3LYP/CBSB7 method gives very good agreement with
CBS-QB3 method for intramolecular-H-migration in OOQOOH but over-predicts the barrier
height for ROO. In Figure 3-9 also we see that the best fit line for ROO suggests that
B3LYP/CBSB7 method over-predicts the barrier height compared to CBS-QB3 method but
on an average gives equal barrier height as CBS-QB3 method for OOQOOH. This seems to
suggest that B3LYP/CBSB7 method is quite accurate for OOQOOH -- HOOQO + OH,
probably due to fortuitous cancellation of errors.
Comparison with literature data
We here compare our calculated activation energies and barrier heights with those published
previously in the literature.
The barrier height calculated for 1,5-hydrogen migration in CH 3C(CH3)2CH 200 by Sun
et a143 is 23.8 kcal/mole which is in good agreement with the barrier height calculated in our
study of 23.4 kcal/mole. Hughes et al. have indirectly measured the rate of the same reaction
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Figure 3-9: We have plotted the barrier heights calculated using B3LYP/CBSB7 (labeled
DFT) vs barrier heights calculated using CBS-QB3 method. For OOQOOH y = x is the
best fit line and for ROO y = 1.05x the best fit line.
at 700 K as 1.2 x 103 s- 1 where as we get a value of 6.2 x 104 s- 1 , Sun et al. obtain a value
of 3.9 x 104 s - 1 , and Baldwin et al.70 give a rate constant of 1.3 x 104 s- 1. In a recent paper
by Petway et al.33 the OH yield was spectroscopically measured and the PES computed by
Sun et al. was found to be adequate in explaining the experimental measurements. Curran
et al. 46 estimated a rate coefficient of 2.2 x 1012 exp(-23.9 kcal/RT) which for 700 K gives
a value of 7.8 x 104 s- 1
1,5-hydrogen migration barrier height has also been calculated in ROO where R = n-
propyl by DeSain et a130 as 23.7 kcal/mole using their composite "HL2" method which is in
very good agreement with our CBS-QB3 value of 23.4 kcal/mole.
The 1,4-hydrogen migration barrier heights have been calculated for ethylperoxyl by
Sheng et al.35 as 36.3 kcal/mole, by Carstensen et a114 as 35.9 kcal/mole, and by Miller et
a136 as 36.0 kcal/mol, which all agree very well with the value of 35.9 kcal/mole calculated
here (note Carstensen et al. have also used CBS-QB3 method for their calculations and
R TS AE(0K)
DeSain Present Others
n-C 3H7  (1,4s) 32.3 31.9 31.771
i-C3H7  (1,4p) 35.4 35.3
n-C4H9  (1,4s) 33.4 31.9
(1,5s) 22.3 20.6 20.372 ,2 2 .7b73
(1,6p) 23.9 22.9 25.572
sec-C 4H9  (1,4p) 37.0 35.3 a
(1,4s) 32.8 31.3
(1,5p) 24.6 23.3 24.372 ,2 5 .4b73
iso-C4 H9  (1,4t) 29.7 28.7 28.442
(1,5p) 24.3 23.7 21.042
tert-C4H9 (1,4p) 37.9 35.5 32.842
Table 3.8: Table comparing the ZPE corrected barrier heights for ROO isomerization calcu-
lated by DeSain et all and the ones calculated in the present study. ais taken from (1,4p)
of i-C3H7 because we have not calculated the (1,4p) TS in sec-C 4H9. b is taken from barrier
heights calculated in alpha peroxy radicals of methyl butanoate and methyl pentanoate.
get exactly the same barrier height as us). DeSain et al. have calculated ROO hydrogen
migration reaction barrier heights for various R groups which we reproduce here in Table 3.8
along with values from our present study. The comparison between our barrier heights and
other rigorous studies in the literature show good agreement. There are a few cases where the
difference between a barrier height calculated by us and taken from literature is 2 kcal/mole
which is entirely within the error bars of the methods employed here. As shown by DeSain et
al.1 even with the state of the art quantum chemical methods and rate calculation methods,
some fine adjustment of the rate parameters is required to get a good agreement between
theory and experiments.
After the formation of QOOH, another 02 atom can add on to it to form OOQOOH
which again undergoes intramolecular-H-migration followed by O-O bond fission. Sun et
al.43 have calculated the Arrhenius parameters of reaction for HOOCH 2C(CH3)2CH 2 00
as A = 9.8 x 105 s-K - 1-1, n = 1.1 and Ea = 22.0 kcal/mole. The Arrhenius parameters
calculated in this study for the same reaction are A = 1.0 x 103 1/s/K 2 4, n = 2.4 and
Ea = 18.8 kcal/mole. The two sets of arrhenius parameters given here are on a per-hydrogen
atom basis and the rate coefficients are calculated by the expression k = AT' exp(-Ea/R/T).
The activation energy of Sun et al. is higher by about 3.0 kcal/mole compared to ours and
the reason is that the transition state used by them to calculate the rate coefficients is not
the minimum energy conformer. When we use their transition state geometry with the
CBS-QB3 method to calculate the rate coefficient we get the same activation energy as
them. This suggests that the barrier heights and the rate coefficients calculated by Sun et
al. for this particular reaction are inaccurate and need to be revised. The barrier height for
1,4-hydrogen transfer in HOOCH 2CH200 radical was calculated to be 29.7 kcal/mole and
31.2 kcal/mole by Bozzelli et a134 using CBS-Q//B3LYP/6-31G(d,p) and G3(MP2) method
respectively both of which compare very well with the value calculated in this study of 30.7
kcal/mole.
In papers by Curran for the oxidation of heptane74 and iso-octane75 they have assumed
that the intramolecular-H-migration of OOQOOH has an A-factor which is 0.5 of and acti-
vation energy which is 3 kcal/mole less than the corresponding ROO isomerization reaction.
When we compare the activation energies of unbranched ROO and OOQOOH from Table 3.6
and Table 3.7, we see that the difference for 1,4-migration is 8.6 kcal/mole, for 1,5-migration
is 2.2 kcal/mole, for 1,6-migration is 0 kcal/mole and for 1,7-migration is 2.8 kcal/mole.
Also in most of the mechanisms OOQOOH only abstracts a hydrogen atom from the car-
bon atom directly bonded to the OOH group. Because this C-H bond is weaker than a
normal alkane C-H bond, this is often a reasonable approximation. But for the case of say
OOCH 2CH(OOH)CH 3, the rate of migration of the H atom from C bonded to OOH group
at 700 K is 7.8 x 101 s- 1 and for migration from the CH 3 group is 3.6 x 104 s - 1 . As a result
significant pathways from OOQOOH are missing from kinetic models, which underscores
the importance of rate based automated mechanism generators for exhaustively exploring
important pathways.
Evans-Polanyi plots
Figure 3-1() shows the Evans-Polanyi plots for the intramolecular-H-migration in the ROO
radicals. These reactions are all endothermic and so we expect the dEa/dAH to be greater
than 0.5 but less than 1. The slopes of these graphs _ 1 for all the ring sizes. We have
also plotted the Evans-Polanyi plots for intramolecular-H-migration in OOQOOH radicals
in Figure 3-11. These graphs are highly exothermic but have a slope dEa/dAH 0.5.
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Figure 3-10: Evans-Polanyi plots for the intramolecular-H-migration of ROO radicals. *
corresponds to 1,4-H migration; J corresponds to 1,5-H migration; o corresponds to 1,6-H
migration. The fits for (1,4), (1,5) and (1,6) hydrogen migration are Ea = 0.96AH + 17.78,
Ea = 0.96AH + 7.26 and Ea = 1.26AH + 2.91 respectively.
To understand these trends let us first consider the intramolecular-H-migration of ROO
radicals. The reaction consists of the simultaneous break of C-H bond and formation of
O-H bond and the heat of reaction really depends on the total energy gained or lost in
the chemical process of bond breaking and bond forming. The slope of 1 seems to suggest
that for the forward reaction the C-H bond is almost fully broken and O-H bond is almost
fully formed in the transition state. But now if we consider the OOQOOH intramolecular-
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Figure 3-11: Evans-Polanyi plots for the intramolecular-H-migration of OOQOOH radicals.
* corresponds to 1,4-H migration; o corresponds to 1,5-H migration; o corresponds to 1,6-H
migration. The fits for (1,4), (1,5) and (1,6) hydrogen migration are Ea = 0.63AH + 46.74,
Ea = 0.31AH + 26.29 and Ea = 0.82AH + 41.06 respectively.
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H-migration, in addition to C-H bond breaking and O--H bond forming, the breaking of
the O-OH bond also occurs. The O-OH bond break releases a lot of energy making this
reaction exothermic, but this bond breaking happens at a later stage in the reaction and we
do not expect it to affect the transition state very much. The other two chemical processes
are the same in OOQOOH as in ROO with the only difference now, that the O-H bond is
not as well formed in case of OOQOOH as in the case of ROO which can be confirmed by
comparing the O-H bond lengths in Table 3.1 and Table 3.2. Thus the total effect of O-H
bond forming and C-H bond breaking on the heat of formation is split more evenly before
and after the transition state and we get a slope closer to 0.5.
3.4 Conclusions
In this paper we have calculated the thermochemistry and rate coefficients for a series of reac-
tions and molecules involved in the intra-molecular hydrogen transfer in alkylperoxy radicals
and hydroperoxyalkylperoxy radicals. Although there are only limited experimental data,
CBS-QB3 method seems to be adequate for predicting the energies and barrier heights of the
reactions. The treatment of hindered rotors for OOQOOH molecules is complicated by the
fact that the shape of one hindered rotor's potential is influenced strongly by the value of the
dihedral angle of other hindered rotors. We have suggested that the conformational space of
the molecule should be subdivided into low energy parts for which local accurate potential
energy surfaces are required and the rest of the region where the potential energy can be
predicted by the usual independent hindered rotation approximation for a suitably chosen
conformer. Using this method we have demonstrated that the calculated thermochemical
contributions of the rotors are in good agreement with those calculated using the full multi-
dimensional configurational integral. This method is used to calculate the thermochemistry
and the rate coefficients for the intramolecular-H-migrations of OOQOOH molecules.
The rate coefficients follow the usual trends that we expect to see with the increase in the
size of the ring. The thermochemistry of the molecules is predicted well by Benson's group ad-
ditivity method when the latest group values for bond dissociation of ROO-H bond from the
-----
literature are used and new group values for C(H) 2 (OO0)(C(OO0)) and C(H)(OO)(C)(C(OO0))
suggested here are used. Finally we have tabulated the rate coefficients and thermochemistry
calculated for easy reference and use in large chemical mechanisms.
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Chapter 4
Pressure Dependent Rate Coefficient
of c-C 5H5 + CH 3
4.1 Introduction
c-C 5 H5+CH 3 is an important pathway towards benzene formation in combustion and pyrol-
ysis." Although the potential energy surface was computed in the 1990's by Melius et al.77
and Moskaleva et al."7  more precise calculations are now possible. Even with an accurate
PES the calculation of the pressure dependent gas-phase rate coefficients is a challenging
task. As can be seen in the potential energy surface in Figure 4-1, several loose transition
states and chemically activated product channels are important at high temperatures.
Recently there have been considerable advances in the methodology for rate coefficient
calculations for loose transition states79-s 2 . In addition to these advances there has been
significant progress in accurate calculation of the pressure dependent rate coefficients for
complicated potential energy surfaces with multiple wells and multiple product channels.8 3-8 8
The method is based on the master equation formulation of the problem. These detailed
equations are then appropriately coarse-grained to calculate the phenomenological rate co-
efficients.
In this paper we use both these methods to calculate the pressure dependent rate co-
-..~-~-U- a - ~ ~--L-~~- ~~; -; - ~ X ; ; ..;.;,~-~-euruu- ~,;;;;;i~;i~.~ ; ~ --- Ii _~~~ .--.. .i~---~rxz r~---s~iw~l-r~-~u~ ~4~B~L~1^---~^i-
efficients for the title reaction over a range of temperatures and pressures. These pressure
dependent rate coefficients, the high pressure limit rate coefficients and the thermochemistry
of all the reactions and species are provided for use in a detailed chemical kinetic models.
4.2 Theoretical Methodology
Figure 4-1 shows the potential energy diagram for the formation of Fulvene and various
C6H8 and C6H7 species by the title reaction. In addition to the product channels labeled
in the figure we have also calculated the energy of other high energy product channels and
tabulated their energy relative to c-C 5 H5+CH 3 in Table 4.1. For this study we have included
only the 5 product channels shown in Figure 4-1. R5 channel has not been included even
though it is lower energy channel than R4 because there is a higher barrier towards the
formation of R5 and when we performed calculations by including this product channel its
rate coefficient was lower than the R4 product channel by about an order of magnitude. The
nomenclature used in Figure 4-1 and Table 4.1 is explained by Figure 4-2.
4.2.1 Quantum Chemistry
Single-Reference Methods
All single reference quantum chemical calculations described in this section are performed
by Gaussian03 quantum chemistry package.49 The potential energy diagram in Figure 4-1
was generated by performing calculations at CBS-QB3 level of theory." 1 The method makes
use of the fact that geometry is not very sensitive to the level of theory employed and so
the geometry and frequencies are calculated at B3LYP/CBSB7 level of theory. This geom-
etry is then used to perform higher level quantum calculations at CCSD(T)/6-31g+(d) and
MP4SDQ/CBSB4. The energies at these level are used with the final step which incorpo-
rates some empirical correction factors to estimate energies of CCSD(T) method with an
infinite basis set. This method is widely used and should give energies accurate to within 2
kcal/mole. 11
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Figure 4-1: Potential Energy
with CH 3 calculated at 0 K.
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diagram at CBS-QB3 level of theory for reaction of c-C 5H5
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+ H*
Molecule
Fulvene+H 2
R2+H
R1+H
R3+H
R5+H 2
R4+H
Cs H5-3+CH 3
C5H5-2+CH 3
R11+H
R9+H
R8+H
R12+H
R1O+H
R7+H
R6+H
Energy
(kcal/mole)
-47.13
7.20
7.34
13.00
20.73
31.10
33.07
33.59
40.77
41.14
41.55
41.71
41.81
44.07
44.76
Table 4.1: The various possible product channels and their energy relative to the entrance
channel c-C5H 5 +CH 3 arranged in ascending order. All the energies are calculated using
CBS-QB3 method and are at 0 K.
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Ab-initio calculations for all the stable molecules, radicals and the tight transition states
were also performed using G2 method,5o another method which should provide energies with
an accuracy in the range of 2 kcal/mole."9 G2 method is based on a similar idea as CBS-
QB3 method, where the optimized geometry is calculated at MP2/6-31G(d) level of theory
and frequencies are calculated at HF/6-31G(d) level of theory. Subsequently higher level
methods including MP2/6-311+G(3df,2p), QCISD(T)/6-311G(d,p) and MP4/6-311+G(d,p)
are used to calculate correlation energies. Finally an empirical correction is added to correct
for correlation ignored by QCISD(T) method and also to extrapolate to the infinite basis
set limit. These two methods differ substantially in the type of extrapolation scheme they
employ and give a set of values which can be compared to each other to check anomalously
high differences in energies. For the transition states the negative frequency was visualized
to validate the correctness of transition state.
Multireference Methods
In the potential energy surface shown in Figure 4-1 there are 7 transition states without an
energy barrier. To compute the rate coefficients for these reactions we use microcanonical
variational transition state theory, which requires an accurate energy prediction of the po-
tential energy along the bond breaking coordinate. Conventional single reference ab-intio
methods fail to accurately predict the potential during bond breaking after the bond length
increases beyond a certain length. For this reason we use CASPT2 method90' 91 which is
a multireference counterpart of the MP2 method, as implemented in MOLPRO. 92 The key
problem in these methods is the selection of an appropriate active space. In general the
active space should include all the orbitals taking part in the bond breaking plus the 7r and
7* orbitals in the ring. First MCSCF calculations are performed with a given basis set and
active space. The orbitals of the MCSCF calculations are used to then perform the CASPT2
calculations. The active space to include in CASPT2 calculations can be judged by looking
at the occupation number of the orbitals.
We first calculate the potential for C-C bond fission in methylcyclopentadiene to form
I
(b) C 5H5 CH3 -5 (c) C 5H5CH3-1 (d) C5 H5CH3-2
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Figure 4-2: Names and structure of molecules and transition states
methyl and cyclopentadienyl radials. Table 4.2 shows the occupation numbers of different
orbitals in the active space, when the active space consists of 8 orbitals and 8 electrons. The
(e) R1 (i) R5
(n) RIO
(w) E
_ ~_
(a) c-C5H5
4 -40"
Orbital C-C bond length (A)
2.3 2.5 2.7 2.9 3.2 3.6 4.0 5.0 6.0
19 1.990 1.990 1.990 1.990 1.990 1.991 1.991 1.991 1.991
20 1.947 1.944 1.941 1.939 1.938 1.937 1.937 1.937 1.937
21 1.906 1.904 1.903 1.902 1.901 1.901 1.901 1.901 1.901
22 1.791 1.689 1.573 1.459 1.315 1.183 1.105 1.052 1.026
23 0.220 0.323 0.439 0.554 0.698 0.829 0.907 0.959 0.985
24 0.070 0.072 0.073 0.074 0.074 0.075 0.076 0.076 0.076
25 0.065 0.068 0.070 0.072 0.074 0.074 0.075 0.075 0.075
26 0.010 0.010 0.010 0.010 0.010 0.009 0.009 0.009 0.009
Table 4.2: The occupation number of different orbitals in the active space for various C-C
bond distances, using cc-pvdz basis.
criteria we have used in our work is, if an orbital has an occupation number greater than
1.97 or less than 0.03 then we do not include it in the active space. The table shows that
at all bond lengths the 1 9 th" and 2 6 th orbitals don't need to be included in the active space
based on our criteria. Figure 4-3 confirms that including electrons and orbitals beyond the
required 6 doesn't add to the accuracy of the method. The potential energy calculated using
6e6o active space and 8e8o active space is the same, but the shape of the potential changes
significantly if we make the active space smaller to 4e4o as is shown in Figure 4-3.
On the other hand the same figure shows that the inclusion of a larger basis set cc-pvtz
as opposed to cc-pvdz makes the potential slightly (- 1 kcal/mole) more attractive. This
same effect was seen in some of the earlier papers by Klippenstein and Harding.80 ',8 The
cc-pvdz surface closely matches the cc-pvtz surface suggesting the basis set expansion has
sufficiently converged by cc-pvtz.
4.2.2 Statistical Mechanics and Rate Calculations
For most of the molecules and the tight transition states we have used rigid rotor harmonic
oscillator approximation with corrections added for internal rotors. The frequencies calcu-
lated using B3LYP/CBSB7 theory were scaled by a factor of 0.99 as recommended by Scott
et al.5 7 In molecules where there is a single bond between sp3 and sp2 carbon atoms we as-
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Figure 4-3: Comparison of Potential curves using CASPT2 method with different active
spaces and basis sets. Increasing the active space beyond 6e,6o does not change the result
significantly. The basis set of cc-pvtz makes the potential more attractive compared to
cc-pvdz.
sumed that the rotation about that bond was barrierless so it was treated as a free rotor (e.g.
the out of ring carbon carbon single bond in C5 H5CH 3-1 has a rotational barrier of only 1.4
kcal/mole). The barriers for other internal hindered rotors were calculated by a relaxed scan
at B3LYP/CBSB7 level. The scanned potential was fit to a Fourier series in the torsional
angle 0; V(O) = E (Am cos(mO) + Bm sin(mo)) where m went from 0 to 5. The reduced
moment of inertia based on the equilibrium geometry was calculated using the formulas de-
scribed by Pitzer. 93 -9 5 In this paper we have used the reduced moment of inertia J(2,3) 51 and
the one dimensional Schroedinger equation was solved numerically. For cyclopentadienyl an
additional moment of inertia for pseudo rotation was used as described in Section 4.3.1. For
the calculations of heats of formation of stable molecules, bond additivity corrections (BAC)
as recommended by Petersson58 were also included. This BAC correction was not included
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in the calculation of the rate coefficients because reliable BAC values are not available for
transition states and including BAC only in reactants can cause systematic errors in barrier
heights. For tight transition states canonical transition state theory was used and tunneling
was included by simple Wigner correction. 59
Density of State Calculations in Variflex
In the calculations involving loose transition states and pressure dependent calculations
Variflex was used to calculate density of states and subsequently the rate coefficients. The
details of the calculations have been described in Miller et al.84 For all stable molecules
and tight transition states the rigid rotor harmonic oscillator approximation was used. The
classical density of states corresponding to the hindered torsional motions was calculated as
a phase space integral. An estimate of the quantum density of states was obtained using
Pitzer-Gwinn 93 approximation shown in Equation 4.1, where pt(E) and p (E) are quantum
mechanical and classical density of states for torsion and pho(E) and pd(E) are the quantum
mechanical and classical density of states obtained by treating the torsion as a harmonic
oscillator.
Pho(E)
p (E) = p(p (E) () (4.1)
The difference between this estimate and the density of states for hindered rotors computed
by solving the 1-d Schroedinger equation is not large for our system. The total sum of states
N(E) was calculated by convoluting this hindered rotor density of state with the density
of states of the other vibrational modes. The rotational states were calculated by assuming
that in molecules at least two of the three principal moments of inertia were equal i.e.
asymmetric tops were approximated as symmetric tops. For any given value of rotational
quantum number J total number of states including vibrational and rotational states is
calculated to obtain N(E, J) by a method described by Miller et al.96
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4.2.3 Variational Transition State Rate Calculation
We have used Variflex to calculate the rate coefficients for the loose transition states. A brief
description of the method is presented below. The E,J resolved microscopic rate coefficient
due to RRKM 97'9s theory is given in Equation 4.2.
k(E, J)- N(E J) (4.2)
hp(E, J)
where the numerator is the sum of states of the transition state to energy E with angular
momentum J and the denominator is the density of states of the reactants at the specified
energy and angular momentum. In variational transition state theory a dividing hypersurface
which separates the reactants from the products is picked which minimizes the numerator
in Equation 4.2.
Here we use the assumption 99 101 whereby the internal modes of the transition states are
divided into 1 reaction coordinate, 5 transitional modes (for two non-linear fragments) which
involve relative rotations of the fragments and the remaining "conserved modes" which are
vibrations of the separated fragments and are assumed to not change substantially along the
reaction coordinate. The density of states of the conserved modes are calculated by applying
the traditional rigid rotor harmonic oscillator approximation in which the frequencies of the
separated fragments are used. The transitional modes are usually low frequency modes and
the number of states of these modes with angular momentum Jh and energy less than or
equal to E at the dividing surface s = so can be calculated using the semi-classical phase
space integral shown in Equation 4.3. 102
Ntr (E, J, so) =- / (s - so)6(E - H(T,p, s))5(Jh - JT(T, p, s))8(s)s dTdsdp, (4.3)
In this equation, s is the reaction coordinate and p, is its conjugate momentum, T has n
coordinates, conjugate momenta pair which include the transitional coordinates, conjugate
momenta pairs and an additional three pairs corresponding to external rotation of the whole
molecule (for 2 nonlinear fragments n = 8), H(T) is the classical Hamiltonian of the transi-
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tional modes, JT is the magnitude of the classical angular momentum and O(s) is the step
function of s which is 0 for s < 0 and 1 otherwise.
The reaction coordinate (s) can be picked in many ways, the easiest two being distance
between the reacting atoms and the distance between the center of masses of the two frag-
ments. For a rigorous calculations not only the transition state along the reaction coordinate
is varied but also the definition of the reaction coordinate itself is varied to minimize the
TST reaction rate. In our study we have decided to simplify the analysis by picking the
definition of the reaction coordinate as the distance between the two bonding atoms. It has
been previously pointed out79 that the change of pivot point location within the reacting
fragments can cause the computed rate of the reaction to decrease by 5%.
The integral in Equation 4.3 contains 3 delta functions which are separately integrated
out before using a Monte Carlo method for calculating the integral. The method has been
described in detail by Klippenstein.l0 2 The sum of states of transitional modes is convoluted
with the density of states of the conserved modes to get the total sum of states of a transition
state.
The Hamiltonian H(T) is the sum of kinetic energy and the potential energy. The po-
tential energy is written as a sum of changes in potential (Equation 4.4)
1. due to the change in the separation between the two fragments at a given inter-fragment
orientation and
2. due to change in the inter-fragment orientation at a given separation.
V(S, 7) V1(S , Tfixed) + V 2 (8 , T) - V2(S , Tfixed) (4.4)
Usually calculation of the first part of this potential (Vi) requires a high level of accu-
racy because inter-fragment separation represents bond-breaking or bond-forming, while the
second part of this potential (V2) is relatively easy to predict so a lower level method can
be used. This same principle was used by Petersson" for development of the IRC-MAX
calculations and by Klippenstein and Harding in their papers. 79,80
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To test this assumption we have calculated the high pressure rate coefficient for the en-
trance channel c-C5H5+CH 3 using CASPT2(6e,6o)/cc-pvdz method and CASPT2(6e,6o)/cc-
pvdz+CASPT2(2e,2o)/cc-pvdz method. CASPT2(6e,6o)/cc-pvdz represents the method in
which the potential used in the Monte-Carlo method is calculated at CASPT2(6e,6o)/cc-
pvdz level of theory, on the other hand CASPT2(6e,6o)/cc-pvdz+CASPT2(2e,2o)/cc-pvdz
represents a method in which V1 is calculated using CASPT2(6e,6o)/cc-pvdz level of theory
and the orientation dependence of the potential V2 is calculated using CASPT2(2e,2o)/cc-
pvdz. The results are plotted as shown in Figure 4-4. The maximum difference between the
rate coefficients computed using the two methods is 35%. For our work here we deem this
as an acceptable level of accuracy given the fact that we get about an order of magnitude
saving in computation time.
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Figure 4-4: High pressure limit rate coefficients for reaction C-C5 H5 +CH 3 - C5H5CH 3-
5 predicted by CASPT2(6e,60)/cc-pvdz+CASPT2(2e,2o)/cc-pvdz method (solid line) and
CASPT2(6e,6o)/cc-pvdz method (dashed line).
Rate coefficients for all the loose transition states presented in this paper were calcu-
lated using CASPT2(6e,60)/cc-pvtz+CASPT2(2e,2o)/cc-pvdz. For each transition state we
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have picked 9 interatomic separations ranging from 2.3 A to 6.0 A. For each separation we
carried out 1000 CASPT2(2e,2o)/cc-pvdz calculations to calculate the sum of states of the
transitional modes using Monte Carlo method.
Our separation of conserved and the transitional modes neglects the change in geometry
of the reacting fragments as they move closer to each other. It has been pointed out in
an earlier paper by Harding et al.79 that this approximation can cause the transition state
position to decrease to very low inter-atomic separation at high E's and J's. In our work we
have noticed the same trend and have restricted the loose transition state position to have
interfragment distance > 2.3 A .
The J-averaged microcanonical rate coefficient k(E) was computed by
1 ,j Nt(E, J)(2J + 1)AJ (45)
h E p(E, J)(2J + 1)AJ
where AJ is the discretization used for J, Nt(E, J) and p(E, J) are the sum of states of
transition state and density of states of the reactant respectively; the canonical rate constant
k(T) was computed by
1 EE Ej Nt(E, J)(2J+ 1)e-E/kbTAJAE (4.6)
h EEC J p(E, J)(2J + 1)e-E/kbTAJAE
where AE is the discretization used for E. In this work we have used AE = 75 cm - 1 and
AJ = 25.
4.2.4 Master Equation and Phenomenological Rate Constant
We have calculated the pressure dependent rate coefficients for all the reactions in the PES
shown in Figure 4-1 using Variflex. To calculate these pressure dependent rate coefficients
Variflex solves the 1-D master chemical equation and uses the energy resolved microcanonical
rate coefficients (k(E)) as calculated in Equation 4.5. For all the calculations the energy
transfer probability for each collision assumes the exponential down model, with the energy
transfer parameters for each bath gas used in this study provided in Table 4.2.4. The details
i
Bath Gas < AEd >
Ar 100
Kr 350
N2 125
Table 4.3: Energy transfer parameters used in the exponential down model for bath gas Ar
(see Section 4.3.4), Kr10 5 and N2. 86 All values have units of cm - 1.
of the formulation of the master equation and methodology of solution used in Variflex is
described in detail elsewhere.8 6-88,10 3 ,10 4
4.3 Results and Discussions
4.3.1 Thermochemistry
We have performed CBS-QB3 and G2 calculations on each of the molecules in Figure 4-
1. Figure 4-5 shows the difference between the atomization energy of different molecules
and transition states calculated using G2 and CBS-QB3 method. The atomization energies
predicted by G2 are systematically higher than the CBS-QB3 values. It has been noted
earlier that the G2 method is deficient when it comes to predicting the heat of formation
for unsaturated cyclic molecules. 10 6 To test this hypothesis we have performed calculations
at G3 106 level for the molecules which showed considerable discrepancy between the G2 and
CBS-QB3 predictions. These molecules include c-C5H5 , R1 and R2. The differences between
the atomization energies between G3 and CBS-QB3 values for these three molecules are -
0.29, -1.01 and 0.50 kcal/mole respectively, while the difference between G2 and G3 are much
higher. These small differences in G3 and CBS-QB3 atomization energies suggest that CBS-
QB3 values are more accurate than G2 values for the present system and we therefore used
the energies calculated by CBS-QB3 method. The predicted thermochemical properties for
all the molecules included in this study are tabulated in Table 4.5. Also the thermochemical
values calculated by Melius et al.77 using the BAC-MP4 method are compared to the ones
calculated here using the CBS-QB3 method in Table 4.6.
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Figure 4-5: Difference between the atomization energy using G2 method and CBS-QB3
method. In the second figure all the transition states are as labeled in the PES. We could
not obtain saddle point for transition state D using the G2 method and hence the comparison
is not given here.
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c-C 5sH
There have been several studies of the Jahn-Teller effect on the energy levels of c-C 5H5 , which
should allow accurate computation of its thermochemistry.107- 109 These studies recommend
the usual rigid rotor harmonic oscillator approach for the treatment of the non Jahn-Teller
active vibrational modes and a more rigorous treatment of Jahn-Teller vibrational modes.
The treatment of the Jahn-Teller active modes is complicated by the coupling of the vibra-
tional and electronic states due to the near degenerate electronic state of the molecule. In
the rest of the section we give a brief description of this coupling and how its effect can be
taken into account to calculate the vibronic states. For a more detailed derivation the reader
can refer to one of the many good treatments available. 10 7,110 ,111 Our purpose here is to give
enough detail so that the reader can appreciate what approximation we have used in writing
our code which calculates the Jahn-Teller vibronic states.
We expand the vibronic states of the molecule as a summation given in Equation 4.7 where
IA(qe)) are the eigenstates of the electronic Hamiltonian defined in Equation 4.9. In Dsh
symmetry of cyclopentadienyl the ground state is two-fold degenerate and the next excited
state is energetically removed from them. Then due to Born-Oppenheimer approximations
the summation over all electronic states is truncated to just the ones over the two degenerate
ground states shown in Equation 4.8. In subsequent equations in this section we use the
notation that qe and p, are the coordinates and conjugate momentum of the electrons and
Q, and P, are the normal coordinates of the nuclei and their conjugate momenta. The origin
of the nuclear coordinates is chosen so that all the normal coordinates Q, in the vector Q,
are 0 at the lowest energy Dsh geometry and at this geometry Q, is represented by Qo.
I A) (q)) IA(Qn)) (4.7)
n,A
I> = A1(qe))>ll(Qn)) + IA-(qe))>1C-l(Qn)) (4.8)
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Hed(qe, Q) A(q)) = + V(q, I) A(q)) = EeiA(qse)> (4.9)
The next step is to expand the nuclear component of the wavefunction I[(Qu)) as a linear
combination of products of harmonic oscillator basis functions centered on the lowest-energy
D5h geometry as shown in Equation 4.10. In Equation 4.10 Ij ) is ket describing the wave
function of the it h non Jahn-Teller vibrational mode with quantum number vji and IVjdi, ljdi)
describes the wave function of the ith degenerate Jahn-Teller mode in the state with quantum
numbers Vjdi and ljdi.
Zl(Qn)) = A:l,..,jdl,..,jdp vj1) Vj2)...IVj3N-6-2p)IVjd jdl) Ljd2, Ijd2) **d.. jdp, lidp)
Vj 1,..,Vdp,ljdp
(4.10)
The full electronic plus nuclear Hamiltonian is written and simplified to a form given in
Equation 4.11. In this equation the first and second derivatives have been calculated at the
lowest energy D5h geometry.
H(q, Q) = + V(qe, Qn)
( P e 2me
= ( + Hel(Q°) + AV(qe, Q,)
(z -~ + Hej(Q°) + Z -i Qi + Qi) (4.11)
ni i i
We can write the Hamiltonian operator as a matrix using the basis set defined in Equa-
tion 4.8. The resulting Hamiltonian matrix is diagonalized to calculate the vibronic energy
levels. For a full derivation of the matrix elements for a Jahn-Teller molecule we refer the
reader to comprehensive review written by Barckholtz and Miller. 107
In Equation 4.11 the non-zero value of (A±(qe) 111A (qe)), where Q represents a normal
mode corresponding to a Jahn-Teller active mode, gives rise to off-diagonal matrix elements
in the Hamiltonian matrix. These non-zero off-diagonal matrix elements cause the linear
perturbation in V along the Jahn-Teller vibrational modes.
The non-Jahn-Teller modes do not couple directly with the Jahn-Teller modes. Thus
these modes can be treated as the usual harmonic oscillators to calculate the partition
functions. For a given Jahn-Teller mode only those off-diagonal elements are non-zero that
couple modes having the same Jahn-Teller quantum number j defined by j = 1-A/2, where A
is the electronic quantum number and takes on values 1 or -1. The fact that there is coupling
between modes with the same j is used to convert the Hamiltonian into a block diagonal
form where each block corresponds to a specific value of j and is solved independently.
Different Jahn-Teller modes couple with each other via a second order coupling in which
say a mode A+ )Ivii, ll) IVi2, li2) is coupled to IA-) vi+1, l 1l- 1)|v1i2, li2) and also to IA-) Iil, lil) IVi2+
1, li2 - 1) giving rise to coupling between the latter two modes. Figure 4-6 shows a schematic
of how a given vibronic state containing two Jahn-Teller active modes are coupled to five
other vibronic states. Having this coupling greatly increases the size and number of the
blocks of the Hamiltonian, where each block now represents a pair of Jahn-Teller quantum
numbers jl and j2. Similarly having three active Jahn-Teller modes further increases the
size of the Hamiltonian blocks to be diagonalized. We have written a small python code
which can calculate the energy levels and subsequently entropy of the Jahn-Teller active
modes with up to two modes coupled with each other. This code is later used to calculate
the entropy of cyclopentadienyl (code available through supporting materials).
To calculate the Hamiltonian matrix and then the energy levels we first need the vibra-
tional frequencies wi and their contribution to the linear Jahn-Teller stabilization energy Di
for the E'2 Jahn-Teller vibrational modes. Kiefer et al los have calculated the frequencies
using finite differences of the analytical first derivative of CASSCF/cc-PVDZ method at the
conical intersection and found a negative mode of frequency -6345 cm - 1 as the only active
mode which gives rise to a 1655 cm - 1 stabilization energy. Applegate et al. 112,113 have per-
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Figure 4-6: The figure shows that a given vibronic state F) I vY, 1) 2, 12) having Jahn-Teller
quantum numbers jl = 11 ± 0.5 and j2 = 12 ± 0.5 can couple directly with 5 other states
having the same values of jl and j2.
Mode wi Di
cm - 1
I 815 0.22
II 1058 0.36
III 1411 0.68
Table 4.4: Jahn-Teller active mode vibrational frequencies and values of Di's.112 Di is the
contribution of each mode to Jahn-Teller stabilization. For example 815 cm - 1 mode with
Di = 0.22 causes 815 x 0.22 = 179 cm- 1 Jahn-Teller stabilization.
formed detailed ab-initio calculations along with spectroscopic experiments to calculate the
stabilization energy and active Jahn-Teller vibrational modes. They have used GRHF 114 to
calculate the vibrational frequencies of the unperturbed molecule and then partitioned the
Jahn-Teller stabilization energy between 3 of the 4 E'2 modes as shown in Table 4.4. Using
these parameters they have got a good agreement with experimentally observed spectrum.
Due to the unusual nature of the potential energy at the conical intersection it is difficult
to judge whether either of the two methods used gives the correct values of the Jahn-Teller
frequencies.
In yet another approach Katzer and Saxo0 have developed a general procedure for com-
puting the moment of inertia for pseudo-rotations in Jahn-Teller active molecule. According
to this procedure the vibrational frequencies of the perturbed molecule are calculated and
treated as harmonic oscillators and the low frequency vibration corresponding to pseudo-
rotation of the molecule is treated as a free rotor. At B3LYP/CBSB7 level of theory the 2B 1
and 2A2 structures with C2, symmetry are a first order saddle point and a third order saddle
point respectively. Instead we have performed B3LYP/CBSB7 calculation for cyclopentadi-
enyl without using symmetry. The final optimized structure shows one ultra low frequency
mode of 25 cm - 1 which corresponds to the pseudo-rotation. The rotational constant to be
used when calculating the partition function of the free rotor for pseudo-rotation is taken
from the work of Katzer and Sax as 230 cm- 1. The rest of the modes are treated as harmonic
oscillators.
In this paper we are mainly concerned about the thermochemistry of the cyclopentadi-
enyl molecule and we use the different methods to calculate the entropy of cyclopentadienyl
radical as a function of temperature. The results, plotted in Figure 4-7, suggest that the
difference between the various approaches for the Jahn-Teller effect is not very large and is
within the accuracy of the methods involved. For the calculation of partition function and
entropy SJT,M (see Figure 4-7) we have treated the three Jahn-Teller modes independently
of each other. These three modes are actually coupled to each other. The coupling effect
is important when one is looking at spectroscopic data, but it turns out to be not impor-
tant when one is interested in calculating macroscopic properties like entropy. We have
compared the entropy contribution of the two Jahn-Teller modes with frequencies 815 cm - 1
and 1058 cm - 1, with and without the coupling between the modes, and found them to be
equal to two decimal places. The purely rigid rotor harmonic oscillator approach using the
B3LYP/CBSB7 frequencies results show a significant amount of error when compared to the
other methods. In the rest of the paper we have used the Katzer and Sax approach to treat
cyclopentadienyl because of its good accuracy and relative computational simplicity.
4.3.2 High Pressure Rate constant calculations
Figure 4-8 shows the optimized geometry of R2. A hydrogen atom can add to carbon 9
to form C5H5CH3-5, to carbons 1 or 4 to form C5H5CH 3-1 or to carbons 2 or 3 to form
C5H5CH3-2. For all the hydrogen atom additions the transitional modes consist of 2 angles
which can take values to include the front and back side attack of H to R2. Atoms 1 and
4 of R2 are identical to each other so the rate of attack of H atom on carbon 1 is the same
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Figure 4-7: c-C 5H5 entropy calculated using three different methods relative to the values
recommended by Kiefer et al. 1os which is represented by the dashed line at 0 cal/mole/K.
For Sho all modes of vibrations of a distorted molecule were treated as harmonic oscillators,
for Sf, the ultra low frequency of a distorted molecule is treated as free rotor and SJT,M
is the entropy calculated by diagonalizing the Hamiltonian using parameters suggested by
Applegate et a1112 (see text).
H298  S298 Cp(cal/mole-K)
Molecule kcal/mole cal/mole-K 300 400 500 600 800 1000 1500
c-C 5H5  63.7 64.0 18.1 23.9 28.6 32.3 37.6 41.3 46.9
CH 3  35.2 47.9 9.5 10.2 10.9 11.6 12.9 14.1 16.3
C5 H5CH3-5 27.1 74.1 24.1 32.1 38.8 44.3 52.3 58.0 66.7
C5 H5CH 3-2 23.9 75.8 23.3 31.0 37.7 43.2 51.5 57.5 66.4
C5H5CH 3-1 24.2 75.9 23.3 30.9 37.6 43.1 51.5 57.4 66.4
Fulvene 52.7 70.2 21.7 28.8 34.6 39.3 46.1 50.8 57.9
R1 53.3 74.4 23.5 31.2 37.5 42.5 49.9 55.1 62.9
R2 53.3 77.1 23.4 30.6 36.7 41.6 48.9 54.1 61.9
R3 59.2 74.4 23.8 31.4 37.7 42.7 50.0 55.2 62.9
R4 77.2 77.8 23.4 30.8 36.9 41.8 49.0 54.1 61.8
Table 4.5: Thermochemical values calculated using CBS-QB3 level of theory. Special meth-
ods are used for cyclopentadienyl, see Section 4.3.1.
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Molecule CBS-QB3 BAC-MP4
c-CsH 5+CH 3  98.9 98.8
C5H5CH3-5 27.1 25.8
C5H5CH3-2 23.9 23.7
C5H5CH3-1 24.2 23.7
R1+H 105.4 104.8
R2+H 105.4 106.5
R4+H 129.3 132.1
Table 4.6: BAC-MP4 values are taken from paper by Melius et al. 77 The difference between
the values calculated by CBS-QB3 method and BAC-MP4 method in the worst case of R4+H
is less than 3 kcal/mole and in other cases is about 1 kcal/mole.
Figure 4-8: The optimized geometry of R2.
as the rate of attack of H atom on carbon 4. Thus the rate coefficient of attack of H atom
on carbon 1 is multiplied by 2 to get the total rate coefficient of H addition on R2 to form
C5H5CH3-1. A similar approach is used to calculate the rate of attack of H atom on R2 to
form C5H5CH3-2.
Using the approach described above, the rate of formation of C5H5CH 3-1 from R2 was
unexpectedly computed to be slower than the rate of formation of the other two isomers by
about an order of magnitude. Figure 4-9 shows the minimum energy pathway for each C-H
bond length calculated after randomly selecting 1000 configurations representing different
interfragment orientation and calculating the potential at each of those points. It is striking
that at a C-H bond distance of 2.9 A the potential is very high for the reaction forming
C5H5CH 3-1. The transition state for formation of C5 H5CH3-1 at most E and J is located
at this interfragment distance. This seems highly suspicious and we have performed an
optimization of the R2+H structure at B3LYP/6-31G(d) level of theory with the distance
between carbon atom 1 and H atom frozen at 2.9 A. This geometry was then used to perform
a calculation at CASPT2(6e,6o)/cc-pvtz level of theory to give a barrier height of -15154
cm - 1 which is very similar to the barrier heights of the other two isomers at 2.9 A. When we
tried to perform a relaxation of the geometry of the transition state for the other two isomers
there was no drastic decrease in the barrier. This shows that the high potential value is a
consequence of the method we have used, where by we fix the geometry of the fragments
at their infinite separation distance. To deal with this problem rigorously one would have
to perform the calculation with relaxation of the fragment taken into account. This would
increase the complexity of the problem significantly with the angular momentum expressions
programmed in Variflex for each of the set of internal coordinates 7 in Equation 4.3 changing
for each inter fragment separation. This is beyond the scope of the present work. In this
work we just remove the point 2.9A from our calculations for the C5H5CH3-1 isomer which
makes the rate of formation of C5H5CH3-1 from R2 very similar to the rate of formation of
C5 H5CH 3-2, which is what one would expect.
For the addition of c-C 5H5 to CH 3 the reactants have a symmetry number of 10 and 6
respectively. The transition state has a symmetry number of 12, which includes symmetry
number of 3 for rotation of CH 3 about the C-C bonding axis, symmetry number of 2 for the
two dimensional rotational motions of CH 3 about axes perpendicular to the C-C bonding
axis and symmetry number of 2 for rotation of c-C 5H5 about axes along the C-H bond on
the bonding carbon for c-C 5H5 . Thus the overall path degeneracy is 60/12=5 for the five
equivalent carbon atoms (equivalent due to the fast pseudo-rotation) in c-C 5H5.
The rate coefficients of the barrierless reactions are shown in Figure 4-10. Also the rate
coefficients are fit to a modified Arrhenius form and are tabulated in Table 4.7.
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Figure 4-9: Minimum potential energy path for reaction of R2 with H to form C5H5 CH3-5,
C5H5CH 3-1 and C5H5CH 3-2.
Reactant Product ko
A n Ea
C5H5 CH 3-5 C5H5 CH 3-1 2.8x10 12  1.2 24.8
C5 H5 CH 3-1 C 5H 5 CH 3-2 3.3x10 13  2.1 25.1
c-C 5H5+CH 3 C5H5CH3-5 1.1x10-10 -0.7 -0.5
Fulvene+H 2  C5H5CH3-5 1.2x10 - 7  3.9 81.1
Fulvene+H 2  C5 H5 CH3-1 1.6x10- 12  1.4 71.0
Fulvene+H 2  C5H5CH 3-2 1.7x 10-13 1.6 55.5
R2+H C5H5CH 3-5 3.8x 10-10 -0.1 0.4
R2+H C5 H5 CH 3-1 5.4x10 - 10  0.3 0.1
R1+H C5 H5CH3-1 1.1x10 -10  0.6 -0.2
R2+H C5H5CH 3-2 3.x 10-10 0.1 0.0
R3+H C5H5CH 3-2 1.8x10 - 10  0.5 -0.1
R4+H C5H5CH 3-5 2.2x10 - 10 0.6 -0.8
Table 4.7: Computed high-pressure-limit rate coefficients given in the
A (T )n exp(-Ea/R/T). The unimolecular rate coefficients are in s- 1 and
ular rate coefficients are in cm 3/molecule/s. The units of Ea are kcal/mole.
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Figure 4-10: The high-pressure-limit rate coefficients of barrierless reactions. The list of
legends is:
+ is c-C 5H5+CH 3 --+ C 5H5 CH 3-5:
x is R2+H --+ CsHsCH3-5;
* is R2 + H -- CsHsCH 3-1;
[ is R1 + H --+ C5sHCH3 -1;
* is R2 + H -+ C5sHCH3-2;
o is R3 + H --+ C5HCH3-2;
* is R4 + H --+ C5sHCH3-5;
4.3.3 Master chemical equation
While using the master equation to calculate the rate coefficients there are two scenarios
in which there are difficulties in calculating the phenomenological rate coefficients from the
chemically significant eigenvalues:
1. At low temperatures the lowest eigenvalue has a very small absolute value. Due to
the large difference between the lowest magnitude eigenvalue and higher magnitude
eigenvalues, computers using 32-bit double precision numbers are not able to calculate
the eigenvalue correctly and a spurious positive eigenvalue is obtained.
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2. At higher temperatures some of the chemically significant eigenvalues can merge with
eigenvalues associated with collisional relaxation. This condition usually signifies that
two species are rapidly equilibrated and essentially act as one chemical species. In
other words the rate of conversion between the two species is equal to or faster than
the rate of relaxation of internal modes in the two species.
We have plotted the first 10 eigenvalues as a function of temperature at 1 atm pressure in
Figure 4-11. It shows that at almost all temperatures we see that two chemically significant
eigenvalues are very close to eigenvalues describing relaxation of internal mode. These two
fastest chemically significant eigenvalues correspond to the equilibria between the isomers
of the C6H8 adduct. The slowest chemically significant eigenvalue corresponds to the for-
mation of the products from the wells and the reactants and the remaining slow eigenvalue
corresponds to the equilibrium between the bimolecular reactants and well species. In the
present system we treat the three rapidly equilibrated well species C5 H5 CH 3-5, C5H5CH 3-2
and C5H5CH 3-3 as a single species C5H5 CH3 . To calculate the density of states and partition
function of this pseudo species one would ideally pick out a vibrational mode that is closest
to the intramolecular hydrogen transfer which results in the isomerization of the three iso-
mers. The density of states of this vibrational mode will be replaced by states calculated by
solving the Schroedinger equation numerically for the potential energy surface formed by the
intramolecular migration of hydrogen atom. This procedure is analogous to the one usually
employed to correct for the internal hindered rotors. But in this paper we have forgone
the full procedure in interest of simplicity. We here take one of the isomers and multiply
its density of states and partition function by 3 to get the density of states and partition
functions of the pseudo species. Because the three isomeric species have very similar ground
state energies and vibrational and rotational states the sum of the density of states of the
three isomers is very well approximated by multiplying one of the species' density of states
by 3. We have confirmed this by carrying out calculations by taking each of these isomers
separately and using each of their density of states to calculate the density of state of the
pseudo species and the final results for rate coefficients change very little.
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With our pseudo species we reformulate the master chemical equation and obtain 2
chemically significant eigenvalues which are separated from the continuum of eigenvalues.
These two eigenvalues can be used to calculate the rate coefficients of interest.
Below 900 K the slowest eigenvalue has a very small magnitude and our eigenvalue
solver tends to give a spurious positive value. In this work we have focused primarily on
temperatures above 900 K where we can extract accurate rate coefficients.
300 1000 1200 1400 16
Temperature (K)
Figure 4-11: The values of first 10 slowest eigenvalues calculated at various temperatures
at 1 atm pressure. Above 1300 K, the fastest two chemically significant eigenvalues become
indistinguishable from the rest of the eigenvalues.
4.3.4 Rate coefficients for c-C 5H5+CH 3 -- C5H5 CH3 and products
We have calculated the rate of formation of the equilibrated C5sHs5 CH3 and bimolecular
products from c-C5 H5+CH 3 and have plotted the rate coefficient in Figure 4-12 for pressure
of 1 atm and 0.01 atm N2. The figures show a more pronounced fall off at lower pressure
along with a higher rate of direct conversion of reactant to the products.
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Note on Detailed Balance
There are two approximations that are commonly made to calculate the rotational partition
function of an asymmetric top because calculating its exact quantum states is computation-
ally demanding. The first one involves treating the three rotations independently and then
multiplying the classical partition function of each of them to calculate the total rotational
partition function as shown below.
71/2 87r2AkBT 82 IBkBT 8 r2IckBT 1/2
Qro ( h2 h2 h2
In the second approximation the molecule is treated as a symmetric top even if it is an
asymmetric top by calculating the moment of inertia about the degenerate axes IA as the
geometric mean of the moment of inertia about the nearly degenerate axes. With this
assumption the rotational partition function Qrot can be calculated as
Jax K=J J(J + 1)A + (B - A)K2
Qrot = S (2 J + 1) exp kBT
J=O K=-J
where A and B are the rotational constants of the molecule about the degenerate and
unique axis respectively and Jmax is a sufficiently large value. As mentioned in Section 4.2.2
to calculate N(E, J) of a molecule Variflex treats it as a symmetric top. The partition
function calculated by the two approximations can differ from each other by about 10%.
Thus if the partition function is calculated using the first approximation and as mentioned
in Section 4.2.2 the second approximation is used to calculate the density of states used
in the master equation the detailed balance is not satisfied. This shows the importance of
calculating the partition function and density of states in a consistent manner.
In Figure 4-13 we plot the rate coefficient for the decomposition of 5-methylcyclopentadiene
in Kr measured in a shock tube by Ikeda et al.10 5 against the rate coefficient predicted by our
calculations for a pressure of 200 torr. Also on the same graph is plotted the decomposition
rate of methylcyclopentadiene in Ar measured in a shock tube at pressures of 2.71 atm by
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Lifshitz et al. 115 The calculated rate coefficients are systematically higher by about a factor
of 2 for all the temperatures measured. This factor of 2 is well within the error bounds
of the calculations. For the comparison with data by Lifshitz we have performed calcula-
tions using two different energy transfer parameters for Ar gas. When we use the value of
< AEd >= 150 x (T/300) cm - 1 , which has been recommended by Golden et al."11 we get
about a fact of 5 difference between calculated results and experimental measurements, but
when we change this value to < AEd >= 100 cm - 1 the agreement becomes much better.
< AEd > values have large uncertainties and it is difficult to pin down an exact value a
priori. In this study we have chosen to use the value of < AEd >= 100 for Ar to carry out
the rest of the calculations because this value gives good agreement with the experimental
results. We should note that the error in the calculated values of the rate coefficients can be
as high at a factor of 5 as is shown in Section 4.3.5.
4.3.5 Rate coefficients of formation of bimolecular products from
C5 H5 CH 3
The rate of formation of bimolecular products is one of the most important results of this
study. The C6H7 products further lose a hydrogen atom and then isomerize to form benzene.
In literature many pathways have been mentioned which lead to benzene formation from
C6H7.77 '1 17 In some practical situations these C6H7 molecules are formed predominantly by
the pathways in Figure 4-1. At most temperatures and pressures the formation of R2 is
about an order of magnitude greater than the the second fastest forming product R1+H (see
Figure 4-14). But R2 does not have a direct route that leads to the formation of benzene
without going through one of the other C6H7 radicals. To calculate the formation of benzene
from these C6H7 radicals a similar analysis as the one presented in this paper needs to be
performed.
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Figure 4-12: The rate coefficient of formation of the C5H5 CH 3 species and various bimolec-
ular products from c-C 5H5+CH 3 at pressure of 0.01 atm and 1 atm N2. The solid line
represents high-pressure-limit rate coefficient for recombination of c-CsH 5+CH 3 , the dashed
line represents the actual rate coefficient for reaction c-CsH 5+CH 3 -- C5H5 CH3 . The rest
of the lines represent rate coefficients to products where, + corresponds to Fulvene+H 2; x
corresponds to R2+H; * corresponds to R1+H; o corresponds to R3+H; m corresponds to
R4+H 2 106
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Figure 4-13: The '+' signs are measurements of C5H5CH 3-5 decomposition by Ikeda et
al.105 at 100-400 torr Kr and the solid line are calculations performed at 200 torr Kr using
< AEd >= 350 cm - '. The solid boxes are measurements by Lifshitz et al. 115 at 2.71 atm
Ar; the dotted line is from calculations at the same pressure using < AEd >= 150 x (T/300)
cm- 1 and the dashed line is using < AEd >= 100 cm - 1.
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Figure 4-14: The branching ratio for each product channel from decomposition of C5 H5 CH 3
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Temperatures (K)
Reactions 900 1100 1300 1500 1700 2000
p=0.01 atm
c-C 5H5+CH 3--+C5H5 CH3  5.9x10-1
n  1.2x10- 11 1.8x10- 12 2.3 x 10- 13 3.1x10- 14  1.8x10- 15
c-C 5 H5+CH 3 -- Fulvene+H 2 3.3x10-
1 8  1.2x10- 1 7  3.2x10- 1 7  7.3x10-1 7  1.4x10- 16  2.7x10-1 6
c-C5H5+CH3-+R2+H 9.1x 10- 13 2.4 x 10- 12 4.7 x 10- 12 7.8 x 10- 12 1.1 x 10- 11 1.6x10 - 1
c-C5H5+CH 3 --+R1+H 2.5x10-14 7.5x10-14 1.6x10-13 2.9x10-13 4.6x10-13 6.8x10-13
c-C5H5+CH 3 --+R3+H 1.8x 10-15 8.8 x 10-15 2.8x 10-14 6.5 x 10-14 1.3x 10-13 2.3 x 10-13
c-C 5Hs+CH3 --4R4+H 6.8x 10-19 1.9x 10-17 2.0 x 10-16 1.1 x 10-15 3.8 x 10-15 1.1 x 10-14
C 5 H5CH 3 C-+-CsH5+CH 3  9.3 x 10-2 2.3x 101 4.4x 102 2.4x 103 7.0x 10
3  2.2 x 104
CsH 5CH 3 -+Fulvene+H 2  2.3 x 10- 10  7.7x10- 1.7x 10-
6  9.3 x 10- 6  2.8 x 10-5  8.5 x 10- 5
C 5 H5 CH 3 --+R2+H 1.1 x10-4  3.6x10-
2  8.0x10-1  4.6x100  1.4x10 1  4.5 x 10
C 5 H5 CH 3 -RI+H 2.5 x 10-6 8.1 x 10
- 4  1.8x 10-2 1.x 10-1 3.2 x 10-1 1.0 x 100
C 5 H5 CH3 -+R3+H 3.5 x 10- s  1.2x 10
- 5  2.4x 10- 4  1.1 x 10- 3  2.4x 10- 3  5.5x 10-3
CsH 5CH3 --4R4+H a a a a 
a a
p=l atm
c-C5H5+CH 3--*C5H5CH3  1.4x 10-10 7.3 x 10- 1  2.5 x 10- 11 6.5 x 10- 12 1.4x 10- 12 1.4x 10-
13
c-C 5H5 +CH 3 -- Fulvene+H 2 1.6x 10-1 1.0 x 10-17 3.1 x 10
- 17 7.2x 10-17 1.4x 10- 16 2.7x 10- 16
c-C 5H 5+CH 3 -+R2+H 3.6x 10-13 1.8x 10- 12 4.4x 10-12 7.7x 10-12 1.1 x 10- 11 1.6x 10- 1
c-C 5 H5+CH 3 -- R1+H 1.1 x 10-14 5.9 x 10- 14 1.5 x 10-13 2.9x 10-13 4.5 x 10-13 6.8x 10
- 13
c-CsHs+CH 3 --+R3+H 1.1x10-15 7.8x10
- 15 2.7x10 - 14 6.5x10-14 1.3x10 - 13 2.3x10-13
c-CsH 5+CH 3 --+R4+H 6.6x 10- 19 1.9x 10
-
" 2.0 x 10- 16 1.1x10 - 15  3.8x 10-15 1.1 x 10-14
CsHsCH3 -+c-CsHs+CH 3  2.2x10 - 1  1.4x10
2  6.1x10 3  5.5x104  2.2x105  8.3x105
C5 H5 CH3 --+Fulvene+H 2  3.0x10 - 9  3.9x10 - 6  2.5x10 - 4  2.7x10 - 3  1.2x10 - 2  5. 0x10 - 2
C5 H5 CH 3-- R2+H 9.9x10
- 4  1.1x10 0  6.9x10 1  7.3x10 2  3.1x103  1.3x104
C5 H5 CH 3--+R1+H 2.6x10 - 5  3.1x10 - 2  1.9x100  2.1x101 9.0x10
1  3.8x102
C 5H5 CH 3 -+R3+H 1.2x 10-6  1.9x 10- 3  1.3x 10-1 1.5x 10
0  6.7x 100 2.9x 101
C 5H5 CH 3-+R4+H 3.2x10 - 11  9.2x10
- s  8.4x10 - 6  1.1x10 - 4  5.1x10 - 4  2.2x10 -3
Table 4.8: Rate coefficients for various reactions for temperature range 900-2000 K at 0.01 atm and 1 atom pressure N2 . In
this table C 5 H5 CH 3 represents equilibrated isomers. The unimolecular rate coefficients are in s-1 and the bimolecular rate
coefficients are in cm 3/molecule/s. a Too slow to be computed accurately using eigenvalue approach at double precision.
Temperatures (K)
Reactions 900 1100 1300 1500 1700 2000
p=10 atm
5 H5 +CH 3 -+C 5 H5 CH 3  1.5x10 - 1 0 1.1x10
- 10 5.8x10- 11 2.3x10- 11 7.1x10-12 1.0x10-12
c-C 5 H5 +CH 3 -+Fulvene+H 2 5.0 x 10-19 6.1 x 10-18 2.7x 10
- 17 7.0x 10-17 1.4x 10- 16 2.7x 10- 16
c-C 5 H5 +CH 3 -+R2+H 9.9x 10-14 9.8x 10-13 3.5 x 10
- 12 7.2 x 10- 12 1.1 x 10- 11 1.6x 10-1
c-C 5 H5 +CH 3 -+R1+H 3.1 x 10-15 3.3 x 10
- 14 1.3x 10- 13 2.7x 10-13 4.5 x 10- 3  6.8x 10-13
c-C 5 H5 +CH 3 -+R3+H 3.8x 10-1 " 5.1 x 10-15 2.4x 10-14 6.4x 10
- 4  1.2 x 10- 13 2.3x 10- 13
c-C 5 H5 +CH 3 -- R4+H 4.8x 10- 19 1.8x 10
-17 2.0x 10- 1 6 1.1 x 10-15 3.8x 10-15 1.1 x 10-14
C 5 H5 CH 3 -- c-C 5 H5 +CH 3  2.4x10
- 1 2.0x102 1.4x104  1.8x105  9.2x105  4.2x106
C 5 H5 CH 3 -+Fulvene+H 2  4.7x10 - 9  1.2x10
-5  1.4x10 - 3  2.5x10 - 2  1.5x10 - 1  7.7x10 - 1
CsHsCH 3 -+R2+H 1.4x10 - 3  2.8x10 0  3.0x102  5.1x10
3  2.9x104  1.5x105
C 5 HsCH 3 -+R1+H 3.8x10 - 5  8.2x10
- 2  9.2 x 10 0  1.6x10 2  9.1x10 2  4.7x10 3
C 5 HsCH 3 -+R3+H 2.3x10
- 6  7.2x10 - 3  9.5x10- 1.8x10 1  1.1x102  5.9x10 2
C 5 H5 CH 3 -- R4+H 3.4x10 -1 0  2.7x10
- 6  5.5 x 10- 4  1.3x10 - 2  9.1x 10- 2  5.5x10- '
p=100 atm
c-C 5 H5 +CH 3 -4C 5H5 CH 3  1.6x10 -
10  1.2x10 - 10  9.1x10 - 11 5.4x10 - 1  2.5x10- 11 5.8 x 10-1 2
c-C 5 H5 +CH 3 -+Fulvene+H 2 8.6x 10
- 20 2.1x10 - 18 1.6x10-17 5.8x10-17 1.3x10 -16 2.7x10 - 16
c-C 5 H5 +CH 3 --*R2+H 1.5x10 - 14 2.8 x 10- 13 1.8x10 - 12 5.4x10
- 12 1.0x10 - 11 1.5x10 -1 1
c-C 5 Hs+CH3 -*R1+H 5.0x 10- 16 1.0 x 10-14 6.7x 10
- 14 2.1 x 10-13 4.1 x 10-13 6.7x 10- 13
c-CsHs+CH 3 -+R3+H 6.9x10 - 1 7  1.8x10
- 15  1.5x10 - 14 5.3x10 - 14 1.2x10-' 3  2.2x10 - 13
c-C 5 H5 +CH 3 --+R4+H 1.6x 10-19 1.1 x 10- 17 1.7x 10-16 1.1 x 10
- 15 3.7x 10-15 1.1 x10 - 14
C 5 H5 CH 3 -+c-C 5 H5 +CH 3  2.5x10 - 1  2.3x10
2  2.2x104  4.3x10 5  2.9x10 6  1.7x10 7
C 5 H5 CH 3 -+Fulvene+H 2  5.4x 10- 9  2.0x 10
- 5  4.2 x 10- 3  1.3x10-1 1.2x 100 8.8x 100
C 5 H5 CH 3 -+R2+H 1.5x10 - 3  4.2x10
0  7.4x10 2  2.1x10 4  1.7x10 5  1.2x106
C 5 H5 CH 3 -+R1+H 4.2x10
- 5  1.3x10 - 1  2.4x10 1  7.1x10 2  6.1x103  4.3x104
C 5 H5 CH 3 -*R3+H 2.8x10 -
6  1.4x10 - 2  3.4x100  1.1x10 2  1.0x103  7.8x103
C 5 HsCH 3 -- R4+H 8.8x 10- 10 1.7x 10
- 5  8.0x 10- 3  3.8x 10- 1 4.3x 100  3.9x 101
Table 4.9: Rate coefficients for various reactions for temperature range 900-2000 K at 10 atm and 100 atm pressure N2.
In this table C 5H5 CH 3 represents equilibrated isomers. The unimolecular rate coefficients are in s - 1 and the bimolecular
rate coefficients are in cm 3/molecule/s.
The rate coefficients for all the pressure dependent reactions at various pressures and
temperatures in N2 bath gas are given in Table 4.8 and Table 4.9. Rate coefficients for all
these reactions in Ar bath gas are included in supplementary information.
Uncertainties in calculated rates
The rates calculated in Table 4.8 and Table 4.9 are based on a long series of calculation steps
each of which have uncertainties and approximations associated with them. The cumulative
effect of all these uncertainties are difficult to quantify, but we feel that it is useful to have an
estimate on the uncertainties of the rate coefficients. For most of the calculations performed
we have used the CBS-QB3 compound method to calculate the energies of molecules and
saddle points. This method is expected to typically have an error of about 2 kcal/mole.
Based on this we assume that the error in the barrier heights an be about 2 kcal/mole. The
density of states and frequencies are usually calculated more accurately than the energy,
so we expect the error in entropies to be less than 1.5 cal/mole/K. A 2 kcal/mole error in
enthalpy and 1.5 cal/mole/K error in entropy translates to an uncertainty in the computed
rate coefficients of about a factor of 5 at 1000 K.
4.4 Conclusion
In this paper we have calculated the high-pressure-limit and pressure dependent rate coeffi-
cients for all the reactions in Figure 4-1. We have compared our calculations against shock
tube experiments and the comparison is quite good. We see a significant amount of fall
off and chemical activation in the pressure dependent network and using high pressure rate
coefficients for these reactions would not be appropriate. The rate coefficients computed
here will be helpful in understanding the formation of aromatic rings in combustion.
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Chapter 5
Modeling Hexadiene Doped Methane
Flames
5.1 Introduction
Due to tighter regulation on emission of pollutants such as soot, SOX, NOT, etc. there is
great interest in understanding the elementary chemistry leading to their formation. Soot
particles are responsible for greenhouse heating of the atmosphere by direct absorption of
sunlight. Also the presence of soot in the atmosphere is known to cause heart and lung
diseases1 '8 in humans. Soot is believed to be formed by aggregation of polycyclic aromatic
hydrocarbons (PAH) which in turn are formed by aggregation of smaller aromatic rings
including benzene. Much of the knowledge of this chemistry comes from premixed laminar
flat flame experiments.
To better understand soot formation in a more realistic flame geometry McEnally and
Pfefferle have performed a large number of experiments, using a variety of fuels, in which a
non-premixed 2-d methane diffusion flame is doped with a small amount of a heavier fuel
and the mole fraction of various molecules, including soot, is measured at the centerline
of the flame. 119- 121 More recently this technique was used to quantitatively describe the
sooting tendency of molecules. 122,123 For all these experiments the composition of the doped
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flame is compared to the undoped flame. The data often suggest hypotheses about the
fuel decomposition mechanism as well as likely pathways for the aromatic species formation.
Although this analysis is very useful in identifying the various likely pathways, so far it has
been difficult to model these systems in quantitative detail.
The 2-dimensional undoped methane diffusion flame has been studied numerically by
Bennett et al.124 For the simulation of the flame, GRI-Mech 2.11125 without the nitrogen
chemistry was used; this mechanism contains 31 species and 173 reactions. However, a
significantly larger chemical kinetic mechanism is required to accurately predict the mole
fractions of C3, C4, C5, C6 and aromatic species when a dopant like hexadiene is added to
the flame. As the number of species and reactions in the chemical mechanism gets larger the
solution of the 2-D flame becomes increasingly demanding both in terms of CPU time and
memory requirements. Although a considerable amount of work is being done on mechanism
reduction to speed up these calculations 126- 130 the methods are still under development and
plug and run solutions to the problems are not yet available.
In this paper we first develop a numerical technique to calculate the mole fractions of
various species in the doped flame quickly and accurately, so that we can check the accuracy
of a proposed mechanism against experimental data. Secondly we propose a mechanism
for methane oxidation which adds C3, C4 and aromatic species to GRI-Mech 2.11. A sub-
mechanism describing the effect of hexadiene dopant on the methane oxidation mechanism
is proposed and added to the basic methane oxidation mechanism developed here. Rate
coefficients for several of the most important reactions are computed using modern quantum
chemistry and master-equation methods. The results of the simulations with undoped and
doped methane diffusion flames are then compared to the experimental data. The mecha-
nisms are analyzed and reaction flux analysis is performed to get a better understanding of
various important pathways, with a focus on aromatic chemistry.
The paper is divided into 5 sections. In section 2 we briefly describe the experimental
setup and then explain our numerical technique pointing out the approximations we have
made to develop it. The solution from our model is then compared to the solution given
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by Bennett et al.124 In section 3 we develop the kinetic mechanism to study the doped and
undoped methane flames . For this we have carried out a number of quantum calculations
and master equation analysis to obtain properties of molecules and transition states. This
information is then used to calculate thermochemistry, high-pressure-limit rate coefficients
and pressure dependent rate coefficients which will be included in the mechanism. In section
4 we use our chemistry mechanism and numerical solver to perform the calculations to obtain
the mole fractions of the species that were measured in the experiments.
5.2 Numerical Model
z
SECONDARY SECONDARY
AIR FUEL AIR
&
N2
Figure 5-1: Schematic of the burner used for experiments. 124
Three different non-premixed methane diffusion flames, one doped with 1,3-hexadiene,
one with 1,4-hexadiene and one with 2,4-hexadiene were studied. The experimental setup
of the flame is shown in Figure 5-1. Nitrogen, methane, argon and hexadiene flow through
the inner tube, with inner diameter 1.11 cm and air flows through the outer tube whose
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inner diameter is 10.2 cm. The composition of the inner and outer tubes for the base flame
and the flame containing hexadiene dopant are shown in Table 5.1. For more details see the
paper by McEnally and Pfefferle.120
Inner Tube Outer Tube
XCH 4  XN 2  XAr XHXD X0 2  XN 2
Base Flame 0.500 0.491 0.008 0.000 0.209 0.791
Doped Flame 0.488 0.491 0.008 0.002 0.209 0.791
Table 5.1: The mole fraction of gas streams in the inner and outer tube for the base flame and
the hexadiene doped flame. HXD in the above table represents one of the three hexadiene
isomers shown in the title of the paper.
The reacting flow problem of the undoped base flame was solved by Bennett et al.12 4 using
their local rectangular refinement (LRR) solution-adaptive griding method. 131,132 Using this
method, they calculated the temperature, velocity and mole fraction profiles throughout the
flame. Here we give the salient features of the formulation of Bennett et al. and in the next
section describe how we solve the doped flame.
5.2.1 Numerical Solution of the Undoped flame
In Bennett et al.'s solution to the undoped flame, the gas was assumed to be a Newtonian
ideal gas. The diffusivity of species was assumed to be Fickian and was calculated using
the mixture-averaged formulas. Both Soret and Dufour effects were neglected. The pres-
sure throughout the flame was assumed to be 1 atm and radiative heat loss was calculated
using an optically thin radiation submodel. The governing equations were written using
vorticity-velocity formulation. GRI-Mech 2.11 without the nitrogen chemistry was used as
the chemistry mechanism. For the boundary conditions for velocity, vorticity, temperature
and species mole fractions the reader is referred to the original work. 124
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5.2.2 Numerical Solution of the Doped flame
As discussed in detail below the chemistry mechanism we will use for the doped flames is
significantly larger than that used for the undoped flame. Due to the poor scaling of CPU
time and memory with mechanism size for most 2-d diffusion flame solvers, we need a method
to solve the diffusion flame that is significantly more efficient in both these regards. The two
assumptions that we make to develop such a solver are
1. The temperature and velocity profiles of the doped flame are identical to the undoped
flame. The accuracy of this assumption was recently confirmed numerically by compar-
ing the calculated temperature profile in an ethanol and dimethyl ether doped ethylene
flame and an undoped ethylene flame.133 We expect these results to be valid in the
case of hexadiene doped diffusion flames because of the lower concentrations of the
hexadiene dopant in the present flame compared to the ethanol concentration in the
doped ethylene flame. With these approximations we do not need to solve for the
velocity or temperature profile of the doped flame and just take these values from the
full solution of the undoped flame, computed by Bennett et al.124
2. The axial diffusion of molecules is very small and can be neglected. Neglecting axial
diffusion converts the mass conservation equations from elliptic to parabolic. The
effects of this approximation are discussed in detail in Section 5.2.4.
Governing Equations and Boundary Conditions
With the above two assumptions we only need to solve mass conservation equations for
each species, Equation 5.1. In the equation vr and vz are the radial and axial velocities
respectively which are the same as the undoped flame, Y is the mass fraction of the ith
species, Dim is its mixture averaged diffusivity, wi is its molar rate of formation and Wi is
its molecular weight.
vz + Pr T -- prDim + iW i  (5.1)zPV r r r r V
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In general Fick's law for a system with more than 2 species violates conservation of mass.
To overcome this problem we constrain the N2 mass fraction, which is an inert species and is
found in excess, so that the sum of mass fractions of all species is 1 i.e. YvN = 1 - EiN2 Y.-
To solve equation 5.1 we need only one boundary condition in z and two boundary
conditions in r. At r = 0 cm and r = 5.1 cm we use r=o,5.1 = 0. At z = 0 cm , top of the
inlet tubes, the mole fractions of the doped flame in Table 5.1 are used to calculate the mass
fractions, yielding Dirichlet boundary condition. That is, we neglect any reaction occuring
inside the tubes.
To calculate the rate constants of reactions and transport properties of the molecules we
have used Chemkin v2.0.1 34,13 5
Numerical solution
To solve the governing parabolic equation we use the method of lines. 136 In this method we
discretize the governing equation along the r axis and use a numerical integrator to march
forward in the z-direction. When equation 5.1 is discretized we end up with equation 5.2
where index i corresponds to the species and j corresponds to the radial coordinate index.
dj 1 2 Yj+1 - ij Yj - Yij-1) r iPjVzj a - +1pj+rj+ ij+1 -- pj-rj-j+ij- 
-- j -- W
(5.2)
Some of the terms appearing in Equation 5.2 are explained in Equation 5.3. Dij+, Dij_, rij+
and rij- are defined analogous to pij+ and pij-, as shown in Equation 5.3
DYi _ Vj ij-rj-1 0
Vrji Dr upwind V rj+rj j if Vrj < 0
pj+l + py
j+ Pj+1 P
2
Pj + Pj-1 (5.3)
pj- = 2(5.3)2
The upwind difference (subscript upw) for the convective term is essential for stability of
the integration. The Neumann boundary conditions are discretized as shown in Equation 5.4,
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where j = 1 corresponds to r = 0, and j = n, corresponds to r = 5.1 cm, where nr is the
total number of radial grid points. Note, in Equation 5.4 we have only used the first order
approximation for zero radial gradiant because this ensures a smaller band width of the
jacobian and we have independantly confirmed that using the second order approximation
does not change the result significantly.
Yij - Yij+l = 0 for j = 1 and j = n, - 1 (5.4)
These equations form a set of nspecies x nr differential algebraic equations. These are inte-
grated forward in the z direction using the stiff ODE solver DASPK3.1.7 DASPK works
much better if a fast subroutine for calculating the Jacobian of the differential algebraic
equations is given. For a large number of equations analytic calculation of the Jacobian is
usually much faster than the approximate numerical Jacobian calculated using finite differ-
ences.1 37 We have used the on-line automatic differentiation engine Tapenade67 to generate
routines to calculate the analytical Jacobian for the system of equations. Also if the vector
Y containing our state variables is arranged so that all the species mass fractions at a radial
grid point rj are together, followed by all species mass fractions at the next radial grid point
rj+l and so on, then the upper and lower bandwidth of the Jacobian matrix is 2 x nspecies.
While using Tapenade each term in Equation 5.2 was differentiated separately so that the
bandedness of the Jacobian can be preserved. Finally, it was noted that the solver spent
about 80% of its time in the subroutine for the calculation of the Jacobian matrix. To speed
up the Jacobian calculation, the subroutine was multi threaded using OpenMP standard
which is used to parallelize a code across multiple processors with a shared memory.
5.2.3 Performance of Solver and Numerical Issues
In this section we will discuss the performance enhancement obtained with the use of the
banded analytical Jacobian and multi threading the code, the optimal radial grid size for
the solver and the effect of neglecting axial diffusion.
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Banded Analytical Jacobian
# cpu Banded Jacobian Analytical Jacobian Wall time (sec)
8 / / 89
1 / / 288
1 / x 535
1 x x 8556
Table 5.2: The Wall times for solving the governing mass conservation equations of the flame
using the numerical integrator DASPK for chemistry mechanism GRI-Mech 2.11 without
nitrogen chemistry, which contains 31 species and 173 reactions, with 70 radial grid points.
Table 5.2 compares the performances of the DASPK integrator in solving the flame with
GRI-Mech v2.11 mechanism with 70 radial grid points. The calculation with eight cpus
was performed using two Intel Core 2 Quad Processor Q6600 (8M Cache, 2.40 GHz, 1066
MHz FSB) chips, containing a total of 8 cores (cpus) sharing a common memory. We see
more than an order of magnitude improvements in the performance of the integrator with
the inclusion of the analytical Jacobian and the use of a banded Jacobian. Also with eight
processor we see a speed up of about a factor of 3.3, which can be as large as 5.0 for larger
mechanisms containing hexadiene chemistry because of an increase in the size and sparsity
of the Jacobian matrix. We also expect to see a further enhancement in the improvements
in cpu time with use of the banded and analytical Jacobian, with increase in the mechanism
size.
Grid Size
We have run the solver with many different radial grids. We include higher grid resolution
in the center of the flame and more sparse grid at the outer region of the flame. The step
size required in the z direction is automatically selected by DASPK and we only have to
worry about the radial grid spacing. In Figure 5-2 we show the centerline mole fraction of
hydroxyl radical as the grid resolution is changed. Typically we use a uniform grid between
r = 0.0 cm to r = 1.0 cm, another stretch of uniform grid but more coarse between r = 1.0
cm to r = 2.0 cm and then an even coarser grid between r = 2.0 cm to r = 5.1 cm. For the
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Figure 5-2: Predicted mole fraction of OH in the undoped flame, as a function of the radial
grid. "grid-i" is [20,5,5], "grid-2" is [30,10,10], "grid-3" is [40,20,10] and "grid-4" is [50,30,10].
See text.
purpose of this paper each grid is described by just three numbers which are the number of
grid points in the three regions along the radius. So for example a grid [20,5,5] represents
a grid which has 20 grid points between 0 to 1 cm, 5 grid points between 1.0 cm to 2.0
cm and 5 grid points between 2.0 to 5.1 cm. After the grid resolution is increased from 70
grid points to 100 grid points, suitably placed along the radial direction, we do not see any
significant change in the predicted OH profile in the undoped flame (see Figure 5-2). This
trend is also seen with other species mole fraction profiles. For the rest of the paper we will
use 70 grid points with a grid configuration of [40,20,10] along the radial direction unless
otherwise explicitly specified.
5.2.4 Neglecting Axial Diffusion
We have solved the undoped flame using exactly the same chemistry and transport data that
was used to solve the original flame. The 2 dimensional surface plots and centerline mole
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fraction profiles of CH 4 and 02 are displayed in Figures 5-3, 5-4, 5-5 and 5-6. Figure 5-5
shows that there is a noticeable difference between the predicted and measured centerline
02 mole fraction 2 cm from the burner. This 02 is entrained through the small gap between
the top of the inner cylinder and the start of the flame above it. The temperature in this
narrow region within 0.07 cm of the top of the burner changes from 298 K to about 1800 K.
This extremely high gradient causes concomitant high gradients in 02 concentration, which
leads to the breakdown of the assumption that axial diffusion is negligible compared to axial
convection. Looking at the narrow region at about r = 0.55 cm in Figure 5-4 shows that
there is a rather abrupt change in the 02 mole fraction for the solution from the method
of lines and a more gradual change in the 02 mole fraction for the Bennett et al. solution,
which includes the axial diffusion term. The entrainment of 02 to the center of the flame
can be seen in the 2-dimensional plot. This larger amount of 02 entrainment in our solution
is the most important effect resulting from neglecting axial diffusion.
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Figure 5-3: 2-dimensional surface plot of the mole fraction of CH4. The figure on the left
side is the solution given by Bennett et al. and the right side figure is the one computed in
this study using method of lines.
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Figure 5-4: 2-dimensional surface plot of the mole fraction of 02. The figure on the left side
is the solution given by Bennett et al. and the right side figure is the one computed in this
study using method of lines.
5.3 Chemistry Mechanism
5.3.1 Quantum Chemistry and Statistical Mechanics
To model the chemistry we have started with a base reaction mechanism of GRI-Mech 2.11
without the nitrogen chemistry. To this mechanism we have added C3-C4 and aromatic sub-
mechanisms taken from Marinov et al. 138 and benzene chemistry including its formation,
pyrolysis and oxidation taken from papers by Zhang et al.,139 DaCosta et al., 140 Sakai et
al., 141 Alzueta et al. 142 and Wang et al. 143 All the species included in the mechanism were
made to react with each other, to fully populate the mechanism, using Reaction Mechanism
Generator (RMG) software which is an automated mechanism generator developed in our
group. RMG has 34 different reaction families which are used to react molecules and estimate
the Arrhenius rate coefficients for the resultant reactions. The details of the reaction families
and the rate rules used by RMG can be found elsewhere. 2,5,144
For some important molecules, we have performed quantum calculations to generate more
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Figure 5-5: The mole fraction of 02 along the centerline of the flame. The solid line represents
the result of full Navier-Stokes simulations performed by Bennett et al. and the dashed line
represents the result of simulations performed in the present study using the method of lines
based on Bennett et al.'s temperature and velocity field.
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Figure 5-6: The mole fraction of CH4 along the centerline of the flame. The solid line
represents the result of full Navier-Stokes simulations performed by Bennett et al. and the
dashed line represents the result of simulations performed in the present study using the
method of lines based on Bennett et al.'s temperature and velocity field.
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accurate estimates of the thermochemistry. The CBS-QB39- 11 calculations were performed
using Gaussian03 software49 to calculate the electronic energies, vibrational frequencies and
moments of inertia of these molecules. Rigid rotor harmonic oscillator (RRHO) approx-
imation with correction for hindered rotors was used to calculate the thermal correction,
entropy and heat capacities of the species. The frequencies given by CBS-QB3 calculations
are calculated using B3LYP/CBSB7 method and are scaled by a factor of 0.99 as suggested
by Scott et al.5 7 before they are used for RRHO calculations. For each hindered rotor a
relaxed scan was performed using B3LYP/6-31G(d) and the resulting energies were fit to
a Fourier series of the form V() = E m= (Am cos(me) + Bm sin(m)). The reduced mo-
ment of inertia i(2,3) of the equilibrium geometry was used and the resulting one dimensional
Schroedinger equation was solved. Finally for the calculation of heats of formation, Bond
Additivity Corrections (BAC) and spin orbital corrections suggested by Petersson et al.58
were applied. Benson's group additivity method as implemented inside RMG 4 is used to
calculate the thermochemistry of the species for which we have not performed quantum
calculations.
The high pressure rate coefficients are calculated using canonical transition state the-
ory using RRHO approximation with hindered rotor corrections. Tunneling correction was
applied for the transition states using the simple Wigner formula. 59
For most of the pressure dependent networks a modified version of Chemdis, a Quantum-
Rice-Ramsperger-Kassel/Modified Strong Collision (QRRK/MSC) code,145 was used to cal-
culate the pressure dependent rate constants. The microscopic rate constant for a reaction
is calculated using the inverse Laplace transform of the high pressure rate constant given
in the Arrhenius form. The density of states of the well species is calculated by fitting vi-
brational frequencies to match the heat capacity data.146 The rate coefficients for some of
the important pressure dependent pathways are calculated using the full master equation
approach as implemented in Variflex. 4 7 After the master equation for a reaction network is
solved, back calculating the rate coefficients from its solution is a non-trivial task. We follow
the procedure recommended by Klippenstein and Miller. 86-88,103 ,10 4 In the next section we
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give details about the pressure dependent networks for which we have calculated the rate
coefficients using Variflex.
5.3.2 Pressure Dependent rate coefficients
For all the pressure dependent networks in this study we have calculated the rate coefficients
with N2 as a bath gas at 1 atm pressure. The < AEd > for the N2 bath gas is assumed to be
125 cm - 1.148 Unless otherwise specified the temperature range for which the rate coefficients
are calculated is 900 K to 2000 K, because below 900 K the master equation matrix is too
stiff for the eigenvalue solver to give reliable eigenvalues. The rate coefficients calculated
in this temperature range are fit to modified Arrhenius form, k = AT" exp(-Ea/RT), and
included in the chemical kinetic mechanism.
Many reaction networks contain barrierless radical-radical recombination reactions. The
rate coefficients for these reactions are difficult to calculate.8 2 In this work we avoid the diffi-
cult issue of calculating these rate coefficients accurately and assume that all radical-radical
recombination reactions have a rate coefficient of 1 x 1013 cm 3/mole-s. The microscopic rate
constants for the transition states corresponding to these barrierless reactions are calculated
using the inverse Laplace transform as implemented in Variflex.
Hexadiene Isomerization and Decomposition
The three hexadienes considered in this study can isomerize into each other via hydrogen
transfer reactions and can undergo bond fission reactions. The two lowest product channels
are included in the potential energy diagram and are shown in Figure 5-7. We have performed
full master equation calculations for the potential energy surface shown in Figure 5-7 for a
pressure of 1 atm N2 and temperature from 900 K to 1700 K. The thermal rate used for
all radical-radical recombination reactions is 1 x 1013 cm 3 mole- 1 s- 1. There is of course
high uncertainty associated with this number but we feel that the branching ratios obtained
will be fairly accurate. The rate coefficients of the formation of each well species from the
entrance channel is shown in Figure 5-8. Wells HXD13 and HXD24 are connected by a
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transition state which has a relatively low barrier; as a result, these two species quickly
equilibrate with each other and behave like a single species under flame conditions. The
remaining rate coefficients are plotted in Figure 5-9 as a function of temperature. All these
rate coefficients are fit to Arrhenius form and added to the mechanism.
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Figure 5-7: C6H10 potential energy surface calculated using the CBS-QB3 method.
C5H 7 Potential Energy Surface
The CBS-QB3 potential energy surface for C5 H7 isomers is given in Figure 5-10. The C5H7
species in our mechanism mainly form via the carbon carbon bond cleavage in 1,3-hexadiene,
which is the lowest energy product channel in the C6H10 potential energy diagram (see
Figure 5-7). The C5 H7 potential energy surface has been truncated to include just the
isomers cyC5 H7, C5H7, C5H7-3 and product channels cyC5 H6 + H and 1C5H6-1 + H. We
could not find a saddle point for the reaction cyC5H6 + H -- cyCsH 7, and have assumed
that the Arrhenius parameters of the reaction are A = 2.6 x 1012, n = 0.0 and Ea = 3.26
kcal/mole, a factor of 5 lower than that of reaction of H+C 3H6 -- n-C3H7.149 We have
solved the full master equation for the truncated potential energy surface and plotted the
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Figure 5-9: The rate coefficients of isomerization and product formation from various hexa-
diene isomers at 1 atm N2. We have not shown reactions of 2,4-hexadiene because they are
essentially indistinguishable from 1,3-hexadiene.
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rate coefficients for the formation of different isomers and bimolecular products from the
originally formed acyclic species C5H7 in Figure 5-11. The figure shows that the highest
rate of formation is of the major product channel cyC5 H6 + H, followed by isomerization
to cyC5 H7. The rate coefficient to C5H7-3 is many orders of magnitude lower and the rate
coefficient to product channel 1C5H6-1 + H is too low to be calculated accurately. Based
on these findings we decided to just include the two isomers cyC 5H7, C5H7 and the product
channel cyC5 H6 + H in our mechanism.
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Figure 5-10: C5H7 potential energy surface calculated using CBS-QB3 theory. Rate calcu-
lations are performed considering only the solid part of the potential energy surface.
C 6H 7 Potential Energy Surface
From the previous section it is evident that cyC5 H6 is formed from hexadienes, from which we
expect to lose a hydrogen atom to form the resonantly stabilized radical cyclopentadienyl.
This radical can build to high concentrations under flame conditions due to its relative
stability and can react with other radicals. One such reaction is with methyl radical which
is found in high concentrations in methane flames. In a recent paper 148 we have calculated
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Figure 5-11: Unimolecular rate coefficients at 1 atm N2 , for formation of various products
from 2,4-cyclopentadienyl (CsH 7) in the truncated potential energy diagram in Figure 5-10.
'+' corresponds to cyCsH6+H, 'x' corresponds to cyC 5 H7 and '*' corresponds to C 5H 7-3.
The rate coefficient of formation of 1C5H6-1 + H is too low to be calculated accurately.
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the rate coefficients for the formation of various isomers and product channels, including R2
+ H, R4 + H, R1 + H and R3 + H (see Figure 5-12 for notation) resulting from addition of
methyl radical to cyclopentadienyl radical. All these C6H7 species also appear in the pressure
dependent network for H atom catalyzed conversion of fulvene into benzene as shown in
Figure 5-12. In this pressure dependent network the dashed lines represent relatively high
barrier pathways which have been ignored in the present work. We were unable to locate
the transition state of the reaction fulvene + H-*R2 using the CBS-QB3 method and for
this reaction we use the same rate constant as for the reaction fulvene + H--R4. The
rates coefficients of the formation of various isomers via the entrance channel are shown in
Figure 5-13. This figure shows that the entrance channel predominantly forms benzene + H.
We have not included the species biringl in our reaction mechanism because biringl quickly
equilibrated with R4 and cyC6H71 and thus by exluding it from the mechanism we do not
expect the results to change significantly.
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Figure 5-12: C6H7 potential energy surface calculated using CBS-QB3 theory. The dashed
part of the potential energy diagram are relatively high energy pathways and have been
excluded from further consideration.
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Figure 5-13: The rate coefficients for the formation of various C6H7 isomers via the reaction
of fulvene plus hydrogen atom. We have not shown the rate coefficients for the formation of
stabilized species R4, biringl and cyC 6H71 because they are orders of magnitude lower than
the rest of the rate coefficients.
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C8 H 8 Potential Energy Surface
Another potentially important reaction of cyclopentadienyl is with the propargyl radical.
Styrene is formed by the recombination of propargyl and cyclopentadienyl radicals; the
potential energy surface for their recombination is given in Figure 5-14. The rate coefficients
of the formation of various isomers are shown in Figure 5-15. We have assumed that the rate
of recombination of propargyl to cyclopentadienyl is 1 x 1013 cm 3/mole/s. Also to reduce
the the size of the master equation matrix we have excluded the species I, P and J. We have
confirmed separately that neglecting these species from the pressure dependent network does
not introduce a significant error in the rates of formation of the major products. Also we
have not included the presence of isomer Q in the chemically-activated network calculation
because it is substantially decoupled from the other C8 H8 isomers. The isomer Q has a very
small rate of isomerization to the rest of the isomers due to the large barrier height separating
it from isomer Y, so the rate of reaction C5 H 5 +C 3 H3 --+ Q can be computed independently
from the other species shown in Figure 5-14. The various product channels originating from
styrene by bond cleavage are 1.5 kcal/mole or more higher in energy than the entrance
channel. These minor product channels have been considered in the rate calculations but
have not been shown in Figure 5-14 to avoid clutter. Also the rate of formation of these
product channels are much lower than any of the other isomer formation rates and so they
have not been shown in Figure 5-15. Full information on all species and channels is given in
the Supporting Information.
CsH 9 Potential Energy Surface
In Figure 5-14 Z is the most stable of all the C8H8 isomers besides styrene and Z has the
fastest rate of formation from reactants especially at higher temperatures. This isomer Z can
easily be converted to styrene by a hydrogen radical catalyzed reaction as shown in Figure 5-
16, analogous to the hydrogen radical catalyzed isomerization of fulvene to benzene. In
the potential energy diagram we were unable to locate the saddle point for the reaction of
Z+H leading to the formation of S, but we have approximated this transition state with
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Figure 5-14: C8H8 potential energy surface calculated using CBS-QB3 theory. For the rate
calculations we have excluded isomers Q, I, P and J (see text for further details).
that of Z+H-4T. At 1 atm, above 900 K, the entrance channel directly forms styrene + H
without significant stabilization to various isomeric intermediates. The rate coefficients for
the formation of various isomers and product channels is shown in Figure 5-17. In our flame
simulations we have not included any of the minor channels from H+Z.
5.4 Flame Simulation: Results and Discussion
The discrepancy between the simulation of Bennett et al. and the experimentally measured
temperature is shown in Figure 5-18. The experimental temperature is consistently higher
than the measured temperature by roughly 50 K to 200 K. This is a result of the difficulty
in ascertaining the appropriate temperature boundary conditions at the top of the burner.
For a more detailed discussion of this effect we refer the reader to the papers by Bennett et
al. 124,133 In the present work we use the temperature field calculated by Bennett et al.; due
to this the location of the calculated peak mole fractions of most species is a few mm down
135
u,
E
v
-)
0
0
),
r
le-ll
le-12
le-13
le-14
le-15
le-16 '
800 1000 1200 1400
Temperature (K)
1600 1800
Figure 5-15: The rate coefficients for the formation of various C8H8 isomers via the recombi-
nation of cyclopentadienyl and propargyl radicals. We have not shown the rate coefficients
for the formation of species K or any of the product channels because they are very low
compared to the rest of the species.
-10
-20
-30
-40
-50
-60
Figure 5-16: CsH 9 potential energy surface calculated using CBS-QB3 theory.
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stream of the measured peaks.
In McEnally and Pfefferle's experiment the mole fractions of all species with between
three and ten carbon atoms were measured along the centerline. The absolute uncertainty
and relative uncertainty in the measured mole fractions is, less than a factor of 3 and about
30% respectively. ' 5  The uncertainty in the measured temperature is about 65 K. In our
chemistry mechanism the estimates of rate coefficients of reactions and heats of formation
of molecules are expected to be uncertain by a factor of 10 and 2 kcal/mole respectively. In
addition to uncertainties in chemistry our numerical model has uncertainties which relate
to neglecting the axial diffusion term, the uncertainty in the boundary condition at z = 0
and ignoring the Soret and Dufour effects. The uncertainties in chemistry and numerical
model can change the predicted mole fraction by a factor of 2 or more as was seen when
comparing the centerline 02 mole fraction due to method of lines and original Bennett model
in Figure 5-5. But in spite of all these uncertainties as is shown in the following sections, the
calculated centerline mole fractions of most species agree well with measured mole fractions.
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Figure 5-18: The solid line is the temperature measured experimentally 120 and the dashed
line is the one calculated from solving the 2-d diffusion flame. 124 The discrepancy is thought
to be due to the poorly known boundary condition at z = 0.
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5.4.1 Hexadiene and its products
Figure 5-19 shows the predicted mole fraction profiles of 1,3-hexadiene and 1,4-hexadiene
on the centerline of the doped flames (2,4-hexadiene has the same profile as 1,3-hexadiene,
see Section 5.3.2). The primary source of reactive loss of 1,3-hexadiene is via C-C bond
fission to form C5H7 + CH 3 and the main loss of 1,4-hexadiene is via C-H bond fission to
form C6H9 + H (see Figure 5-7). In addition to the C-H bond fission, 1,4-hexadiene loses
a hydrogen atom due to abstraction by hydrogen atoms primarily, but also by hydroperoxyl
and hydroxyl radicals, to form C6H9 radical. The computed centerline mole fraction of 1,4-
hexadiene goes to zero 0.5 cm after 1,3-hexadiene mole fraction goes to zero. This is a larger
gap compared to the experimental value. One reason for this is that we have assumed that all
radical recombination reactions have a temperature independent rate coefficient of 1 x 1013
cm3 /mole-s. It is quite possible that hydrogen atom addition to the C6H9 radical is faster
than the C5H7 + CH 3 recombination rate. A higher rate of the recombination reaction C6H9
+ H -+ 1,4-hexadiene, and the corresponding increase in the reverse rate coefficient, would
increase the rate of loss of 1,4-hexadiene thus ameliorating some of the discrepancy. A large
percentage, almost 70%, of both 1,3-hexadiene and 1,4-hexadiene is lost from the centerline
due to radial diffusion.
Figure 5-20 shows the mole fraction of cyclopentadiene along the centerline. This figure
shows that the calculated mole fraction is in reasonable agreement with the measured mole
fractions. C5H6 mole fraction is negligible in the absence of the hexadiene dopants. When
1,3-hexadiene is added to the flame it quickly breaks apart to form methyl and 2,4-pentadien-
1-yl (C5H7) as discussed earlier. The C5H7 then quickly cyclizes and loses a hydrogen atom
to form cyclopentadienyl as shown in Figure 5-10. The C6H9 radical can cyclize to form
1-methyl-3-cyclopenten-2-yl radical which can lose a methyl group to form cyclopentadienyl
or can lose a hydrogen atom to form 5-methylcyclopentadiene or 1-methylcyclopentadiene.
Under flame conditions, due to significant pressure dependent effects, this whole process
takes place in a single step.
As explained earlier in 1,4-hexadiene doped flames, 5-methylcyclopentadiene and 1-
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Figure 5-19: Mole fraction of C6H0 species, along the centerline of the flame. C6H 0 is
hexadiene that is used to dope the methane flame. C6H1o in the undoped flame is negligible.
methylcyclopentadiene are formed directly from C6H9 radical. But these species in addition
to 2-methylcyclopentadiene are also formed by addition of a methyl radical to the cyclopen-
tadienyl radical. The cyclopentadienyl radical itself is formed by the loss of hydrogen atom
from cyclopentadiene. In 1,3-hexadiene doped flames essentially all the C6H8 species are
formed by addition of methyl to cyclopentadienyl, but in the 1,4-hexadiene doped flame a
significant portion of C6H8 is formed directly from C6H9 radical. Since C6H8 in the two
doped flames are formed from different pathways, the relative agreement between the two
flames is expected to be worse than if both were formed by the same pathway. This is indeed
seen in this case where the calculated C6H8 mole fraction is higher in the 1,3-hexadiene doped
flame than in the 1,4-hexadiene doped flame, even though the measured mole fractions in
the two flames are almost equal. But each of them independantly agrees with the measured
mole fraction to within the experimental uncertainties as shown in Figure 5-21.
Figure 5-22 shows the centerline mole fraction of C5H8 species which in these flames is
mostly cyclopentene. In the 1,3-hexadiene doped flame, C5H8 is formed primarily via the
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Figure 5-20: Mole fraction of C5H6 , cyclopentadiene, along the centerline of the flame. C5H6
in the undoped flame is negligible.
disproportionation reaction 2cyCsH 7 --+ cyC5H6 + cyC 5Hs. In this flame there is an abun-
dance of 2,4-pentadien-1-yl (C5H7), which gets converted to 2-cyclopenten-1-yl (cyCsH 7) and
thus results in the buildup of cyC5 H7 radical pool which can then result in the formation
of cyclopentene. In the flame doped with 1,4-hexadiene, the cyC 5H6 that is observed in the
flame is mainly the result of a methyl radical loss from C6H9 radical, and thus we do not
see significant concentration of cyC5H7 radicals. Instead cyclopentene is formed via a single
step pressure dependent reaction in which a hydrogen atom adds to 1,4-hexadiene to form
4-hexen-1-yl radical, which cyclizes to form 1-methylcyclopentan-2-yl. 1-methylcyclopentan-
2-yl undergoes a C-C bond fission reaction to form cyclopentene and methyl radical.
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5.4.2 Small molecules
All the C3 and C4 molecules and their chemistry is taken from pre-existing literature mech-
anisms including GRI-Mech2.11 and the Lawrence Livermore butane oxidation mechanism.
Most of the small molecules have similar concentrations in the presence and absence of
hexadiene dopants. A typical case, of diacetylene, is shown in Figure 5-23. The comparison
between the experimental measurement and the computed mole fraction is quite good. We
see that with the addition of the dopant to the flame the mole fraction of the diacetylene
concentration increases slightly. The main pathway for formation of diacetylene is via the
pyrolysis of benzene to form ortho-benzyne which breaks to form diacetylene and ethyne.
The main pathway for loss of diacetylene is via reaction with hydroxyl radicals to form
HCO and C3H2 radicals. As we will see in Section 5.4.3 diacetylene is also involved in the
formation of phenylacetylene by reaction with phenyl radicals.
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Figure 5-22: Mole fraction of C5H8, along the centerline of the flame. CsH8 in the undoped
flame is negligible and is not shown in the graph.
A molecule that is particularly poorly predicted in undoped and doped flames is C4H6-
This measurement is a combination of butadiene, 1-butyne and 2-butyne. Figure 5-24 shows
our chemistry mechanism most likely lacks pathways or has erroneous thermochemistry of
some of the molecules that the C4H6 concentrations are sensitive to.
5.4.3 Benzene and Other Aromatics
The centerline mole fraction of benzene is shown in Figure 5-25. This figure shows that
our calculations capture the excess benzene formed experimentally when the dopants are
added to the flame. In the absence of the dopant the benzene is mainly formed via the
recombination of propargyl radicals. We do not see any change in the mole fraction of C3H4
species, which is closely tied to the mole fraction of propargyl, when the dopant is added to
the flame. The main pathway for formation of the excess benzene when hexadiene is added to
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Figure 5-23: Mole fraction of C4H2, diacetylene, along the centerline of the flame.
the flame is the recombination of cyclopentadienyl and methyl radical. The cyclopentadienyl
radicals are obtained by the loss of hydrogen atoms from cyclopentadiene which is formed in
high concentration in the doped flames as can be seen from Figure 5-20. The recombination
of cyclopentadienyl and methyl radicals results in the formation of R1 and R2(see Figure 5-
12), which then quickly isomerize to benzene + H and fulvene + H respectively. The fulvene
formed isomerizes into benzene via the hydrogen atom catalyzed isomerization. The main
pathway for the loss of benzene is formation of phenyl radical, by hydrogen atom loss due
to abstraction by hydroxyl and hydrogen radicals.
In our mechanism the major pathways for the formation of C7H8 , toluene, are a chemically-
activated reaction in which methyl radical adds to benzene and this adduct loses a hydrogen
atom to form toluene and by recombination of phenyl radical and methyl radical. With the
addition of the dopants the pathways for formation of toluene do not change, only the con-
centration of benzene in the centerline increases which results in formation of more toluene.
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Figure 5-24: Mole fraction of C4H6 species, along the centerline of the flame. This is the
most serious discrepancy between model and data.
Figure 5-26 shows the centerline mole fraction of toluene which is formed.
In the previous section we have looked in detail at the pressure dependent network that
can potentially lead to the formation of styrene from the recombination of propargyl and
cyclopentadienyl radicals. We have added the reactions with rate coefficients generated from
the master equation of the potential energy surface given in Figure 5-14 and Figure 5-16 to
our kinetic mechanism. The mole fraction of styrene predicted by our kinetic mechanism
agrees very well with the experimentally measured mole fraction as shown in Figure 5-27.
The main pathway for formation of styrene is by H atom assisted isomerization of molecule Z,
which in turn is formed by the recombination of cyclopentadienyl and propargyl. The direct
styrene formation by the recombination of cyclopentadienyl and propargyl is a relatively
minor pathway for styrene formation. The main pathway for the loss of styrene is via
the formation of C6HsCCH2 due to hydrogen abstraction by a hydrogen radical. Species
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Figure 5-25: Mole fraction of C6 H6, benzene, along the centerline of the flame.
C6HsCCH 2 is included in the Lawrence Livermore butane oxidation model where they use
an enthalpy of formation of 80.9 kcal/mole;3 8 it is also included in the gasoline surrogate
fuel oxidation mechanism developed by Sakai et al. in Tokyo which uses an enthalpy of
formation of 82.3 kcal/mole."' Both of these values are significantly lower than the value
given by CBS-QB3 of 87.2 kcal/mole. In addition to the difference in enthalpy the entropy
at 298 K of C6HsCCH2 used in the LLNL mechanism is 91.1 cal/mole-K and in the Tokyo
mechanism it is 81.2 cal/mole-K as opposed to 83.0 cal/mole-K calculated here. Species
C6 HsCCH2 is an important intermediate between styrene and phenylacetylene and is the
main pathway for styrene decomposition in most chemical kinetics pathways. To narrow the
uncertainty in thermochemistry of this species we have performed G3 calculations on the
same molecule and have obtained a heat of formation value of 88.5 kcal/mole and entropy
of 84.4 cal/mole-K. The G3 thermochemistry is very close to that calculated by CBS-QB3
method and gives us confidence in our theoretically calculated values. The corrected value
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Figure 5-26: Mole fraction of C7H8, toluene, along the centerline of the flame.
of enthalpy and entropy of C6HsCCH2 radical has a large effect on the predicted styrene
mole fraction at the centerline of the flame.
The mole fraction of CsH6, phenylacetylene, along the centerline of the flame is shown
in Figure 5-28. The main route for the formation of phenylacetylene in our mechanism is
via a pressure dependent pathway which involves addition of diacetylene to phenyl radicals
and then a loss of ethynyl radical from the adduct to form phenylacetylene. The loss of
phenyl acetylene is again via a pressure dependent network in which a hydrogen atom adds
to the carbon atom alpha to the phenyl ring, and the adduct then splits into acetylene and
phenyl radical. The pathway for loss of phenylacetylene suggests that the HACA mechanism
is running in reverse, 151 possibly because this flame is not very sooting and so the tendency
to form and grow PAHs is not very high.
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5.5 Conclusion
In this paper we have developed a detailed model for the hexadiene doped methane flames
studied by McEnally and Pfefferle. 120 There is generally good agreement between the model
and the experimental data, but there are a few discrepancies which call for further work.
The model is constructed by extending existing literature mechanisms for small molecules
using RMG and then refining some of the reactions using detailed quantum chemistry and
master equation analysis. The 2-d numerical solution was obtained via a novel algorithm
taking advantage of the similarity of the doped and undoped flames. The method relies on
the fact that the temperature and velocity profiles in the doped flame are the same as those
in the undoped flame. The method of lines is used in which we have identified the Jacobian
formation for the DAE solver as the time limiting step. Thus to speed up the computations
we use the fact that the Jacobian is sparse and also use the automated differentiation tool
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Figure 5-28: Mole fraction of CsH6, phenylacetylene, along the centerline of the flame.
Tapenade to generate the analytical Jacobian which is both more accurate and less cpu
intensive than the Jacobian calculated using finite differences. As a final step the routine
used to calculated the Jacobian can easily be parallelized to speed up the computations,
which lets us solve the mass conservation equations of the 2-D diffusion flame with about
100 species and 1000 reactions in a few hours.
For chemistry we have used GRI-Mech 2.11 and the butane oxidation mechanism pub-
lished by Lawrence Livermore lab as the base mechanisms. On top of this mechanism we
have added chemistry generated by Reaction Mechanism Generator (RMG) to describe the
hexadiene with which the flame is doped. We have paid special attention to the pathways
for formation of aromatic species, in particular benzene and styrene. The potential energy
surfaces for the formation of benzene and styrene are evaluated using accurate quantum
chemistry methods and the pressure dependent rate coefficients were calculated using Vari-
flex. Finally all these new pathways are incorporated into the kinetic mechanism. The results
of our computations are compared to the experimental measurements and give satisfactory
agreement.
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We believe that our flame solver can be used in conjuniction with the many experiments
done by Dr. McEnally to gain better understanding and insight into the aromatic chemistry
under diffusion flame conditions.
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Chapter 6
Conclusions and Future Work
In this chapter we present some of the salient conclusions of the thesis and possible future
directions that the present work can be extended in.
6.1 Reaction Mechanism Generation
We have spent considerable amount of time on removing bugs and optimizing the perfor-
mance of the software. The two main aspects of RMG that can be improved are mechanism
generation algorithm and database. We talk about both these aspects separately below.
6.1.1 Improvements in Algorithm
As can be seen from Figure 2.2, we are able to generate mechanism on the order of 500
species (this 500 species mechanism was generated without pressure dependence, with pres-
sure dependence included this number is smaller). In literature there are mechanisms that
have around 1000 or more species,75 but no one has generated a mechanism of this size using
RMG. At very large mechanism sizes both the cpu time and the memory requirements start
to become a concern. Unless a faster sub-graph matching algorithm is developed or that part
of the software is written using a faster programming language like Fortran of C++, the cpu
time cannot be improved beyond a certain point. The memory use of RMG though can be
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improved substantially by solving one of the two problems listed below. With lower use of
memory, the cpu time in RMG will also improve because fewer calls to the Java garbage
collector will be required.
Reduce reaction density of mechanism
One of the key features of mechanisms generated by RMG is that they are very dense, i.e
for every molecular species in a mechanism, on an average, there are often more than 100
reactions. The ratio of 100 is large when one compares it to other mechanisms found in
literature, e.g. GRI-Mech3.11 has about 6 reactions/species. This points to the fact that
RMG is very thorough but also that there is ample opportunity to prune the mechanisms. A
key point to note here is that many of these 100 or so reactions per species are generated by
the hydrogen abstraction reaction family. These reactions usually do not result in addition
or subtraction in the number of radicals in the mechanism. Reactions that cause a change in
the number of radicals in a mechanism are usually more important because they are potential
chain branching or chain terminating steps. Thus many of the hydrogen abstraction reactions
can be pruned from a final mechanism without effecting the results of the mechanism too
much. There is already extensive literature on mechanism reduction work1 26- 130 that can
possibly be drawn upon to see if it is applicable for this purpose. Mechanisms with fewer
reactions will not only reduce the memory usage of RMG but will also be more useful for
modeling reactive flow problems using the generated mechanisms.
Reduce size of the edge
The Edge of a mechanism is often more than 10 times the size of core both in the number
of reactions and number of species. This is certainly a huge memory burden on the software
and again presents potential improvements in the memory usage by the software. For every
core species there are often tens of edge species and for every edge species there are often
tens or hundreds edge reactions. Out of all these edge reactions typically only one or two
are really important and have significant flux. Again there is significant scope to prune the
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edge and thus reduce the memory requirements considerably.
6.1.2 Improvements in Database
The area where RMG can make significant contributions to our understanding of chemistry
is the soot chemistry. Soot molecules generally contain many interconnected cyclic structure,
some of which may be non-aromatic, for which thermochemistry and kinetic data is required.
Non-aromatic ring species
As we have mentioned in Chapter 2, Benson's group additivity scheme fails for cyclic species
and thus we need a separate number for each cyclic specie to calculate its thermochemistry.
The failure stems from the fact that the ring correction which reflects the strain in the ring
is a result of the three dimensional structure of the ring and thus it is difficult to generate
the ring correction using the simple connectivity information for a given molecule. As a
consequence the generation of 3-D structure of molecules in RMG is a promising avenue
for predicting the thermochemistry of molecules. In addition to being able to predict the
thermochemistry of ringed species it also offers promise in predicting the barrier height of
unknown cyclic transition states.
Aromatic species chemistry
Recently there has been great interest in aromatic chemistry because of the need to under-
stand soot formation. A computer software is ideal for the generation of aromatic chemistry
mechanisms because soot molecules consist of a few repeating functional group sites. Thus
with the inclusion of only a few reaction families RMG should be able to predict many of
the reactions that can occur in soot molecules. But before doing that the ability to identify
aromatic structures and to predict their thermochemistry is required. A substantial amount
of work in this direction has been done by Joanna Yu in her thesis work.4
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6.2 Flame simulation
With the present work (see Chapter 5) we have demonstrated that the mass-balance equa-
tions can l)e solved separately from the energy and momentum balance equations, once the
temperature and velocity profiles in a two-dimensional diffusion flame is known. But to
solve for the temperature and velocity profiles we have to solve all the conservation equa-
tions simultaneously. Bennett et al. 132 in one of their earlier papers have demonstrated
that approximate temperature and velocity profiles can be generated for diffusion flame of
methane using a one step mechanism that is easy to solve. Once we get an approximate
velocity and temperature profile the mass balance equations can be solved relatively easily
as shown in the present work(Chapter 5). Once these equations are solved we will have a
solution that is potentially close to the real solution of the flame. Thus this solution can
be input as an initial guess in the newton type solver for quick convergence to the actual
solution. This process bypasses the conventional cpu intensive operator splitting method for
getting a good initial guess.
6.3 Other doped flames
With the large amount of data available from the experiments performed by McEnally and
Pfefferle123 there is considerable opportunity for furthering our understanding of the aromatic
chemistry under flame conditions. The flame simulator in conjunction with a version of RMG
that can generate chemical mechanism with aromatic species, can be a powerful tool for the
simulation of the doped diffusion flames. In the work by McEnally et al. there are numerous
instances where a pathway for the formation or consumption of certain aromatic species is
suggested and other times where the presence of certain aromatic species cannot be explained
with our present understanding. The flame simulator can be a very useful tool to first confirm
the hypothesis and also to explore and test previously unknown pathways.
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Appendix A
Ring Corrections
The gaussian output files of all the CBS-QB3 calculations performed on the ring structures
are attached in the electronic supplementary material of the thesis.
Table A.1: Ring correction of various three to six membered rings calculated using CBS-
QB3 method besides the ones marked with superscript a and b. H298 has units of kcal/mole,
S 2 9 8 has units of cal/mole-K and C, has units of cal/mole-K.a The ring correction values
are calculated using the enthalpy and entropy values are taken fron Nist chemistry webbook
and cp values are calculated using optimized geometry and frequencies calculated using
B3LYP/CBSB7 method.b The ring correction values are calculated using enthalpy, entropy
and heat capacities taken from Nist chemistry webbook.
H 298  S298 Cp
Molecule 300 400 500 600 800 1000 1500
Three-membered rings
1a > 27.5 32.0 -3.2 -2.8 -2.5 -2.3 -2.2 -2.1 -1.8
2a  -  40.9 31.5 -2.1 -2.1 -2.1 -2.0 -2.0 -1.9 -1.5
3 26.8 31.2 -1.9 -2.5 -2.2 -2.0 -2.0 -1.8 2.6
Continued on next page
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H 29 8 S 2 9 8  CP
300 400 500 600 800 1000
25.2 32.4 -3.1 -3.2 -3.1 -3.0 -3.3
>=o 45.6 30.7 -2.3 -1.9 -1.3 -0.8 -1.1
51.5 35.4 -2.3 -3.1 -3.4 -3.1 -2.7
o> 0 40.8 34.5 0.1 -1.7 -2.1 -2.3 -2.5
\>o 67.3 38.9 2.9 1.7 0.7 -0.1 -1.2
> 55.5 33.3 -0.5 -0.8 -1.0 -1.1 -1.5
S 56.8 35.6 -0.7 -1.3 -1.7 -1.9 -2.1
o 56.8 35.6 -0.7 -1.3 -1.7 -1.9 -2.1
69.3 39.9 0.5 -0.1 -0.6 -1.1 -1.9
57.8 37.2 -0.1 -1.1 -1.8 -2.1 -2.5
36.1 29.9 -2.1 -2.4 -2.3 -2.2 -2.4
o-0 28.1 29.0 -3.6 -4.0 -3.8 -3.5 -3.3
[17
o-0 24.4 29.8 -3.4 -4.3 -4.2 -4.0 -3.9
D 29.8 29.9 -3.0 -2.8 -2.4 -2.2 -1.9
L-o 25.1 28.5 -4.1 -4.3 -3.6 -3.0 -2.5
0
Eo/ 23.0 30.4 -4.4 -4.0 -3.3 -2.7 -2.3
Continued on next page
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Molecule 1500
-3.8 -1.3
-1.0 -0.3
-2.4 -1.7
-2.6 -1.5
-2.1 0.9
-1.7 -1.7
-2.6 -1.8
-2.2 -3.0
-2.9 -0.1
-2.6 -2.1
Four-membered rings
-3.5 1.3
-3.3 -2.5
-1.7 -1.3
-1.9 2.8
-2.0 1.3
-- - -------------- Il-- L ~ _~_ I
Table A.1: Continued from previous page
H 298 S 298  Cp
Molecule 300 400 500 600 800 1000 1500
0
O
22.5 29.8 -5.6 -5.0 -3.7 -2.7 -2.0 -1.4 -0.3
28.0 31.5 -4.3 -4.6 -4.4 -3.9 -3.0 -2.4 -1.3
26.9 28.9 -3.9 -3.3 -2.7 -2.2 -1.5 -1.1 -62.5
23.8 25.6 -3.3 -3.6 -3.2 -2.8 -2.4 -2.3 0.6
26.5 28.5 -5.0 -4.4 -3.7 -3.1 -2.4 -1.9 -1.1
77.2 36.4 -2.3 -3.2 -3.5 -3.4 -3.1 -2.8 -2.3
Five-membered rings
25b  6.4 24.1 -6.5 -5.5 -4.5 -3.8 -2.9 -1.9 -0.7
26 60 212 -59 -57 -47 -37 -27 -19 32
26b 6.0 21.2 -5.9 -5.7 -4.7 -3.7 -2.7 -1.9 3.2
5.1 20.4 -5.7 -6.4 -6.3 -6.4 -7.6 -8.3 -3.2
6.0 25.8 -4.5 -3.9 -3.3 -2.8 -2.1 -1.6 -0.9
7.7 23.8 -5.6 -6.0 -5.7 -5.1 -4.2 -3.7 -0.3
1.4 37.8 -5.2 -4.7 -3.6 -1.8 -1.8 -1.1 1.1
-6.3 30.1 -6.1 -7.0 -6.8 -6.1 -5.0 -4.0 -2.9
Continued on next page
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H 2 9 8  S 2 9 8  Cp
Molecule 300 400 500 600 800 1000 1500
32a
33 a
Six-membered rings
43b I 0.1 18.1 -5.8 -4.1 -2.9 8.7 1.1 2.2 3.0
Continued on next page
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0
O
0_
O0
34 a
6.7 31.4 -4.8 -5.2 -4.9 -4.2 -3.0 -2.1 -0.7
6.1 28.0 -3.8 -3.7 -3.3 -2.7 -2.1 -1.7 -1.0
7.9 27.5 -5.8 -5.1 -4.1 -3.2 -2.3 -1.8 1.9
14.7 34.1 -3.1 -3.4 -3.4 -3.2 -3.0 -2.6 -2.6
4.2 25.2 -3.9 -3.4 -2.4 -1.8 -1.5 -1.1 -0.3
6.1 25.1 -5.0 -4.9 -4.3 -3.7 -3.1 -3.1 1.9
4.6 30.0 -4.2 -4.2 -3.8 -3.4 -3.1 -2.9 -2.0
15.4 26.4 -6.2 -6.8 -6.8 -6.3 -5.5 -5.1 -1.9
6.2 28.9 -4.9 -4.8 -4.4 -3.7 -2.7 -2.0 -0.9
5.2 24.6 -5.9 -4.9 -3.9 -3.0 -1.8 -1.0 -1.0
4.5 24.6 -6.1 -4.9 -3.4 -2.1 -1.1 -0.3 1.3
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Table A. 1: Continued from previous page
H298  S298
Molecule 300 400 500 600 800 1000 1500
3.4 17.8 -4.6 -5.0 -3.8 -2.6 -1.5 -0.4 8.9
1.9 16.2 -6.3 -6.0 -4.5 -3.2 -2.0 -0.8 6.8
0.7 18.8 -6.0 -5.5 -4.2 -3.0 -1.6 -0.5 4.9
1.2 21.2 -5.1 -4.3 -3.3 -2.5 -1.4 -0.7 0.4
3.9 22.0 -6.3 -6.5 -6.0 -5.1 -3.7 -2.9 0.5
4 5 b
4 6 b
47b
48 b
49b
Continued on next page
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0
0o
o
0
3.8 24.0 -4.8 -4.7 -4.2 -3.5 -2.5 -1.8 -0.7
0.5 25.4 -3.4 -3.2 -2.6 -1.9 -1.2 -0.8 0.2
1.3 19.1 -5.4 -3.9 -2.3 -1.0 0.1 0.9 1.0
1.4 19.2 -4.4 -4.0 -3.0 -2.2 -1.5 -0.8 2.3
3.9 19.6 -5.7 -5.1 -4.2 -3.4 -2.5 -2.4 2.8
3.3 18.7 -5.5 -4.7 -3.8 -3.2 -2.6 -2.7 -1.5
1.1 20.3 -4.7 -4.9 -4.3 -3.7 -3.1 -2.6 0.6
3.1 20.2 -5.5 -5.1 -4.2 -3.4 -2.8 -2.3 0.9
0
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0
O
00
0 0
.-- i..---~^YIP-~
Table A. 1: Continued from previous page
H 298 S 298  Cp
Molecule 300 400 500 600 800 1000 1500
57
58
59 a
60a
61a
62a
63a
64a
65'
66 a
67a
o
o
o
0
xo
7.9 19.3 -6.3 -7.5 -7.5 -6.9 -5.5 -4.9 0.7
11.7
-4.8
-2.3
1.2
-10.8
-7.6
11.0
4.2
15.5
1.2
27.6
28.3
27.8
15.7
29.3
22.5
25.3
32.5
24.9
31.3
-5.9
-5.4
-2.8
-6.0
-3.5
-3.3
-2.9
-2.1
-3.0
-2.1
-7.5
-6.1
-2.8
-5.3
-4.2
-3.3
-3.2
-2.2
-3.3
-2.3
-7.5
-5.8
-2.6
-4.5
-4.3
-3.0
-3.2
-2.2
-3.3
-2.4
-6.8
-5.0
-2.3
-3.5
-4.0
-2.6
-2.9
-2.3
-2.9
-2.4
-5.6
-3.6
-2.1
-2.2
-3.4
-2.0
-2.4
-2.5
-2.4
-2.6
-4.2
-2.7
-1.8
-1.2
-3.2
-1.9
-2.4
-2.3
-2.6
-2.4
-2.9
-1.2
-1.5
0.4
0.3
-0.2
-0.1
-2.8
-0.3
-2.8
160
-*~------ - 1 ~'~^~~l-- sC~-~~--~ ~~-------^~- T-  ~-1 I I ~ -------~ ~--I---~- --Li
References
1. DeSain, J. D.; Clifford, E. P.; Taatjes, C. A. J. Phys. Chem. A 2001, 105, 3205-3213.
2. Song, J. Ph.D. thesis, Building robust chemical reaction mechanisms : next generation
of automatic model construction softwareMassachusetts Institute of Technology, 2004.
3. Matheu, D. M. Ph.D. thesis, Massachusetts Institute of Technology, 2003.
4. Yu, J. Ph.D. thesis, Thermochemical Properties of Polycyclic Aromatic Hydrocarbons,
Massachusetts Institute of Technology, 2004.
5. Wijaya, C. D. Ph.D. thesis, Developing fundamentally based models for autoignition,
Massachusetts Institute of Technology, 2005.
6. Tolsma, J.; Barton, P. I. Industrial & Engineering Chemistry Research 2000, 39, 1826-
1839.
7. Petzold, L.; Li, S.; Cao, Y.; Serban, R. Comput. Chem. Eng. 2006, 30, 1553-1559.
8. Benson, S. W. Thermochemical Kinetics, Methods for the Estimation of Thermochem-
ical Data and Rate Parameters; John Wiley & Sons, 1976.
9. Montgomery, J. A.; Ochterski, J. W.; Petersson, G. A. Journal of Chemical Physics
1994, 101, 5900-5909.
10. Ochterski, J. W.; Petersson, G. A.; Montgomery, J. A. Journal of Chemical Physics
1996, 104, 2598-2619.
11. Montgomery, J. A.; Frisch, M. J.; Ochterski, J. W.; Petersson, G. A. Journal of Chemical
Physics 2000, 112, 6532-6542.
12. Warnatz, J.; Maas, U.; Dibble, R. W. Combustion : physical and chemical fundamen-
tals, modeling and simulation, experiments, pollutant formation; Springer, 2001.
13. Rienstra-Kiracofe, J. C.; Allen, W. D.; Schaefer, Henry F., I. J. Phys. Chem. A 2000,
104, 9823-9840.
14. Carstensen, H.-H.; Naik, C. V.; Dean, A. M. J. Phys. Chem. A 2005, 109, 2264-2281.
161
---
15. Wijaya, C. D.; Sumathi, R.; Green, William H., J. J. Phys. Chem. A 2003, 107, 4908-
4920.
16. Baldwin, R. R.; Walker, R. W.; Yorke, D. A. J. Chem. Soc.,
69, 826-32.
17. Baker, R. R.; Baldwin, R. R.; Fuller, A. R.; Walker, R. W.
Trans. 1 1975, 71, 736-55.
18. Baker, R. R.; Baldwin, R. R.; Walker, R. W. J. Chem. Soc.,
71, 756-79.
19. Baldwin, R. R.; Cleugh, C. J.; Walker, R. W. J. Chem. Soc.,
72, 1715-22.
20. Atri, G. M.; Baldwin, R. R.; Evans, G. A.; Walker, R. W.
Trans. 1 1978, 74, 366-79.
Faraday Trans. 1 1973,
J. Chem. Soc., Faraday
Faraday Trans. 1 1975,
Faraday Trans. 1 1976,
J. Chem. Soc., Faraday
21. Baldwin, R. R.; Walker, R. W.; Walker, R. W. J. Chem. Soc., Faraday Trans. 1 1980,
76, 825-37.
22. DeSain, J. D.; Klippenstein, S. J.; Taatjes, C. A. Phys. Chem. Chem. Phys.
1584-1592.
2003, 5,
23. Clifford, E. P.; Farrell, J. T.; DeSain, J. D.; Taatjes, C. A. J. Phys. Chem. A 2000,
104, 11549-11560.
24. Taatjes, C. A.; Oh, D. B. Appl. Opt. 1997, 36, 5817-5821.
25. Taatjes, C. A. J. Phys. Chem. A 2006, 110, 4299-4312.
26. Kaiser, E. W. J. Phys. Chem. 1995, 99, 707-11.
27. Kaiser, E. W.; Wallington, T. J. J. Phys. Chem. 1996, 100, 18770-18774.
28. Kaiser, E. W. J. Phys. Chem. A 1998, 102, 5903-5906.
29. Kaiser, E. W. J. Phys. Chem. A 2002, 106, 1256-1265.
30. DeSain, J. D.; Taatjes, C. A.; Miller, J. A.; Klippenstein, S. J.; Hahn, D. K. Faraday
Discuss. 2001, 119, 101-120.
31. Estupinan, E. G.; Klippenstein, S. J.; Taatjes, C. A. J. Phys. Chem. B 2005, 109,
8374-8387.
32. DeSain, J. D.; Klippenstein, S. J.; Miller, J. A.; Taatjes, C. A. J. Phys. Chem. A 2003,
107, 4415-4427.
162
tr- I - I -. LII~ _1IL _ _ I 1 I I
33. Petway, S. V.; Ismail, H.; Green, W. H.; Estupinan, E. G.; Jusinski, L. E.; Taatjes, C. A.
J. Phys. Chem. A 2007, 111, 3891-3900.
34. Bozzelli, J. W.; Sheng, C. J. Phys. Chem. A 2002, 106, 1113-1121.
35. Sheng, C. Y.; Bozzelli, J. W.; Dean, A. M.; Chang, A. Y. J. Phys. Chem. A 2002, 106,
7276-7293.
36. Miller, J. A.; Klippenstein, S. J.; Robertson, S. H. Proc. Combust. Inst. 2000, 28,
1479-1486.
37. Ignatyev, I. S.; Xie, Y.; Allen, W. D.; Schaefer, Henry F., I. J. Chem. Phys. 1997, 107,
141-155.
38. Estupinan, E. G.; Jusinski, L. E.; Klippenstein, S. J.; Taatjes, C. A. Abstracts of
Papers, 228th ACS National Meeting, Philadelphia, PA, United States, August 22-26,
2004, PHYS-492, 2004.
39. Estupinan, E. G.; Smith, J. D.; Tezaki, A.; Klippenstein, S. J.; Taatjes, C. A. J. Phys.
Chem. A 2007, 111, 4015-4030.
40. Bozzelli, J. W.; Pitz, W. J. Symp. (Int.) Combust., [Proc.] 1994, 25th, 783-91.
41. Chen, C.-J.; Bozzelli, J. W. Chem. Phys. Processes Combust. 1995, 381-4.
42. Chen, C.-J.; Bozzelli, J. W. J. Phys. Chem. A 1999, 103, 9731-9769.
43. Sun, H.; Bozzelli, J. W. J. Phys. Chem. A 2004, 108, 1694-1711.
44. Sun, H.; Bozzelli, J. W.; Law, C. K. J. Phys. Chem. A 2007, 111, 4974-4986.
45. Wang, S.; Miller, D. L.; Cernansky, N. P.; Curran, H. J.; Pitz, W. J.; Westbrook, C. K.
Combust. Flame 1999, 118, 415-430.
46. Curran, H. J.; Pitz, W. J.; Westbrook, C. K.; Hisham, M. W. M.; Walker, R. W. Symp.
(Int.) Combust., [Proc.] 1996, 26th, 641-649.
47. Chan, W.-T.; Hamilton, I. P.; Pritchard, H. 0. J. Chem. Soc., Faraday Trans. 1998,
94, 2303-2306.
48. Pfaendtner, J.; Yu, X.; Broadbelt, L. J. J. Phys. Chem. A 2006, 110, 10863-10871.
49. Frisch, M. J. et al. Gaussian 03, Revision C.02, Gaussian, Inc., Wallingford, CT, 2004.
50. Curtiss, L. A.; Raghavachari, K.; Trucks, G. W.; Pople, J. A. Journal of Chemical
Physics 1991, 94, 7221-7230.
51. East, A. L. L.; Radom, L. Journal of Chemical Physics 1997, 106, 6655-6674.
163
ii --1- ^- -c;~ urrr .ii ;ir;. ~~--slS)PI
52. Vansteenkiste, P.; Speybroeck, V. V.; Pauwels, E.; Waroquier, M. Chemical Physics
2005, 314, 109-117.
53. Speybroeck, V. V.; Vansteenkiste, P.; Neck, D. V.; Waroquier, M. Chemical Physics
Letters 2005, 402. 479-484.
54. Wilson, B. E. J.; Decius, J. C.; Cross, P. C. Molecular Vibration. The Theory of Infrared
and Raman Vibrational Spectra.; Dover Publications, Inc. New York, 1980.
55. Miller, W. H.; Handy, N. D.; Adams, J. E. Journal of chemical physics 1980, 72,
99-112.
56. Vansteenkiste, P.; Van Neck, D.; Van Speybroeck, V.; Waroquier, M. J Chem Phys
124, 044314.
57. Scott, A. P.; Radom, L. Journal of Physical Chemistry 1996, 100, 16502-16513.
58. Petersson, G. A.; Malick, D. K.; Wilson, W. G.; Ochterski, J. W.; Montgomery, J. A.;
Frisch, M. J. Journal of Chemical Physics 1998, 109, 10570-10579.
59. Hirschfelder, J. O.; Wigner, E. Journal of Chemical Physics 1939, 7, 616-628.
60. Mill, T.; Montorsi, G. Int. J. Chem. Kinet. 1973, 5, 119-36.
61. Mill, T.; Hendry, D. G. Compr. Chem. Kinet., 1-87, 1980.
62. Vana Sickle, D. E.; Mill, T.; Mayo, F. R.; Richardson, H.; Gould, C. W. J. Org. Chem.
1973, 38, 4435.
63. Malick, D. K.; Petersson, G. A.; Montgomery, J. A. Journal of Chemical Physics 1998,
108, 5704-5713.
64. Asatryan, R.; Bozzelli, J. W. Chem. Phys. Processes Combust. 2007, a17/1-a17/6.
65. Welz, O.; Striebel, F.; Olzmann, M. Phys. Chem. Chem. Phys. 2008, 10, 320-329.
66. Edinoff, M. L.; Aston, J. G. Journal of Chemical Physics 1935, 3, 379-383.
67. Hascoet, L.; Pascual, V. TAPENADE 2.1 user's guide, http://www-
sop. inria.fr/tropics/.
68. Lay, T. H.; Bozzelli, J. W. J. Phys. Chem. A 1997, 101, 9505-9510.
69. Simmie, J. M.; Black, G.; Curran, H. J.; Hinde, J. P. J. Phys. Chem. A 2008, 112,
5010-5016.
70. Baldwin, R. R.; Hisham, M. W. M.; Walker, R. W. J. Chem. Soc., Faraday Trans. 1
1982, 78, 1615-27.
164
I"Wa _ _ _ -- -- -- L~IIL-II - I - --- - _L~1~ _ _ _ --
71. Merle, J. K.; Hayes, C. J.; Zalyubovsky. S. J.; Glover, B. G.; Miller, T. A.; Hadad, C. M.
J. Phys. Chem. A 2005, 109, 3637-3646.
72. Jungkamp, T. P. W.; Smith, J. N.; Seinfeld, J. H. J. Phys. Chem. A 1997, 101, 4392-
4401.
73. Hayes, C. J.; Burgess, D. R. Proceedings of Combustion Institute 2009, 32, 263-270.
74. Curran, H. J.; Gaffuri, P.; Pitz, W. J.; Westbrook, C. K. Combust. Flame 1998, 114,
149-177.
75. Curran, H. J.; Gaffuri, P.; Pitz, W. J.; Westbrook, C. K. Combust. Flame 2002, 129,
253-280.
76. McEnally, C. S.; Pfefferle, L. D. Combustion Science and Technology 1998, 131, 323-
344.
77. Melius, C. F.; Colvin, M. E.; Marinov, N. M.; Pitz, W. J.; Senkan, S. M. Proceedings
of Combustion Institute 1996, 26, 685-692.
78. Moskaleva, L. V.; Mebel, A. M.; Lin, M. C. Proceedings of Combustion Institute 1996,
26, 521-526.
79. Harding, L. B.; Georgievskii, Y.; Klippenstein, S. J. Journal of Physical Chemistry A
2005, 109, 4646-4656.
80. Jasper, A. W.; Klippenstein, S. J.; Harding, L. B.; Ruscic, B. Journal of Physical
Chemistry A 2007, 111, 3932-3950.
81. Harding, L. B.; Klippenstein, S. J.; Georgievskii, Y. Proceedings of the Combustion
Institute 2005, 30, 985-993.
82. Klippenstein, S. J.; Georgievskii, Y.; Harding, L. B. Physical Chemistry Chemical
Physics 2006, 8, 1133-1147.
83. Klippenstein, S. J.; Miller, J. A. Journal of Physical Chemistry A 2002, 106, 9267-9277.
84. Miller, J. A.; Klippenstein, S. J. Journal of Physical Chemistry A 2000, 104, 2061-2069.
85. Miller, J. A.; Klippenstein, S. J. Journal of Physical Chemistry A 2001, 105, 7254-7266.
86. Miller, J. A.; Klippenstein, S. J. Journal of Physical Chemistry A 2003, 107, 2680-2692.
87. Miller, J. A.; Klippenstein, S. J.; Raffy, C. Journal of Physical Chemistry A 2002, 106,
4904-4913.
88. Miller, J. A.; Klippenstein, S. J.; Robertson, S. H. Journal of Physical Chemistry A
2000, 104, 7525-7536.
165
89. Curtiss, L. A.; Raghavachari, K.; Redfern, P. C.; Pople, J. A. Journal of Chemical
Physics 1997, 106, 1063-1079.
90. Celani, P.; Werner, H.-J. Journal of Chemical Physics 2000, 112, 5546-5557.
91. Werner, H.-J. Molecular Physics 1996, 89, 645-661.
92. Werner, H.-J. et al. MOLPRO, version 2006.1, a package of ab initio programs, 2006.
93. Pitzer, K. S.; Gwinn, W. D. Journal of Chemical Physics 1942, 10, 428-440.
94. Pitzer, K. S. Journal of Chemical Physics 1946, 14, 239-243.
95. Kilpatrick, J. E.; Pitzer, K. S. Journal of Chemical Physics 1949, 17, 1064-1075.
96. Miller, J. A.; Parrish, C.; Brown, N. J. Journal of Physical Chemistry 1986, 90, 3339-
3345.
97. Marcus, R. A. Journal of Chemical Physics 1952, 20, 359-364.
98. Marcus, R. A.; Rice, O. K. Journal of Physical and Colloid Chemistry 1951, 55, 894-
908.
99. Wardlaw, D. M.; Marcus, R. A. Chemical Physics Letters 1984, 110, 230-234.
100. Wardlaw, D. M.; Marcus, R. A. Journal of Chemical Physics 1985, 83, 3462-3480.
101. Wardlaw, D. M.; Marcus, R. A. Journal of Physical Chemistry 1986, 90, 5383-5393.
102. Klippenstein, S. Journal of Physical Chemistry 1994, 98, 11459-11464.
103. Fernandez-Ramos, A.; Miller, J.; Klippenstein, S. J.; Truhlar, D. Chemical Reviews
2006, 106, 4518-4584.
104. Miller, J.; Klippenstein, S. J. J Phys Chem A 2006, 110, 10528-10544.
105. Ikeda, E.; Tranter, R. S.; Kiefer, J. H.; Kern, R. D.; Singh, H. J.; Zhang, Q. Proceedings
of the Combustion Institute 2000, 28, 1725-1732.
106. Curtiss, L. A.; Raghavachari, K.; Redfern, P. C.; Rassolov, V.; Pople, J. A. Journal of
Chemical Physics 1998, 109, 7764-7776.
107. Barckholtz, T. A.; Miller, T. A. Int. Rev. Phys. Chem. 1998, 17, 435-524.
108. Kiefer, J. H.; Tranter, R. S.; Wang, H.; Wagner, A. F. International Journal of Chemical
Kinetics 2001, 33, 834-845.
109. Katzer, G.; Sax, A. F. Journal of Chemical Physics 2002, 117, 8219-8228.
166
PC I_ I ~1 I , L_~_~__I -I Il I __
110. Longuet-Higgins, H. C. Advances in Spectroscopy Volume II; Interscience Publishers
Inc., New York, 1961.
111. Fischer, G. Vibronic Coupling The Interaction between the Electronic and Nuclear Mo-
tions; Academic Press, 1984.
112. Applegate, B. E.; Miller, T. A.; Barckholtz, T. A. J. Chem. Phys. 2001, 114, 4855-4868.
113. Applegate, B. E.; Bezant, A. J.; Miller, T. A. J. Chem. Phys. 2001, 114, 4869-4882.
114. Amos, R. D.; Alberts, I. L.; S., A. J. Cambridge Analytical Derivative Package (CAD-
PAC), Issue 5.2, University of Cambridge, Cambridge, UK, 1995.
115. Lifshitz, A.; Tamburu, C.; Suslensky, A.; Dubnikova, F. Proceedings of the Combustion
Institute 2005, 30, 1039-1047.
116. Golden, D. M. Chem. Soc. Rev. 2008, 37, 717-731.
117. Dubnikova, F.; Lifshitz, A. Journal of Physical Chemistry A 2002, 106, 8173-8183.
118. Health Assessment Document for Diesel Engine Exhaust, Report
EPS/600/8-90-057F, US Environmental Protection Agency, s002:,
http://www. eps. gov/ttn/atw/dies elfinal.pdf.
119. McEnally, C. S.; Ciuparu, D. M.; Pfefferle, L. D. Combust. Flame 2003, 134, 339-353.
120. McEnally, C. S.; Pfefferle, L. D. Combust. Flame 2008, 152, 469-481.
121. McEnally, C. S.; Pfefferle, L. D. Combust. Flame 2004, 136, 155-167.
122. McEnally, C. S.; Pfefferle, L. D. Combust. Flame 2007, 148, 210-222.
123. McEnally, C. S.; Pfefferle, L. D. Proc. Combust. Inst. 2009, 32, 673-679.
124. Bennett, B. A. V.; McEnally, C. S.; Pfefferle, L. D.; Smooke, M. D. Combust. Flame
2000, 123, 522-546.
125. Bowman, C.; Hanson, R.; Davidson, D.; Gardiner, W.; Lissianski, V.;
Smith, G.; Golden, D.; Frenklach, M.; Goldenberg, M. GRI-MECH 2.11,
http://www. me. berkeley. edu/gri_mech/.
126. Lu, T.; Law, C. K. Proc. Combust. Inst. 2005, 30, 1333-1341.
127. Bhattacharjee, B.; Schwer, D. A.; Barton, P. I.; Green, W. H. Combust. Flame 2003,
135, 191-208.
128. Ren, Z.; Pope, S. B. Combust. Flame 2006, 147, 243-261.
167
129. Oluwole, O. O.; Barton, P. I.; Green, W. H., J. Combust. Theory Model. 2007, 11,
127-146.
130. Mitsos, A.; Oxberry, G. M.; Barton, P. I.; Green, W. H. Combust. Flame 2008, 155,
118-132.
131. Bennett, B. A. V.; Smooke, M. D. J. Comput. Phys. 1999, 151, 684-727.
132. Bennett, B. A. V.; Smooke, M. D. Combust. Theory Model. 1998, 2, 221-258.
133. Bennett, B. A. V.; McEnally, C. S.; Pfefferle, L. D.; Smooke, M. D.; Colket, M. B.
Combust. Flame 2009, 156, 1289-1302.
134. Kee, R. J.; Rupley, F. M.; Miller, J. A. Chemkin-II: A Fortran Chemical Kinetics
Package for the Analysis of Gas-Phase Chemical Kinetics. Report No. SAND89-8009B,
Sandia National Laboratories, 1991.
135. Kee, R. J.; Dixon-Lewis, G.; Warnatz, J.; Coltrin, M. E.; Miller, J. A. A Fortran
Computer Code Package for the Evaluation of Gas-Phase, Multicomponent Transport
Properties, Report No. SAND86-8246, Sandia National Laboratories., 1986.
136. Ames, W. F. Numerical methods for partial differential equations; Boston : Academic
Press, 1992.
137. Schwer, D. A.; Tolsma, J. E.; Green, W. H.; Barton, P. I. Combust. Flame 2002, 128,
270-291.
138. Marinov, N. M.; Pitz, W. J.; Westbrook, C. K.; Vincitore, A. M.; Castaldi, M. J.;
Senkan, S. M. Combustion and Flame 1998, 114, 192-213.
139. Zhang, H. Y.; McKinnon, J. T. Combustion Science and Technology 1995, 107, 261-
300.
140. Da Costa, I.; Fournet, R.; Billuad, F.; Battin-Leclerc, F. International Journal of Chem-
ical Kinetics 2003, 35, 503-524.
141. Sakai, Y.; Ozawa, H.; Ogura, T.; Miyoshi, A.; Koshi, M.; Pitz, W. J. SAE 2007-01-4104
2007.
142. Alzueta, M. U.; Glarborg, P.; Dam-Johansen, K. International Journal of Chemical
Kinetics 2000, 32, 498-522.
143. Wang, H.; Laskin, A.; Moriarty, N. W.; Frenklach, M. Proceedings of Combustion In-
stitute 2000, 28, 1545-1555.
144. Green, W. H. et al. RMG 3.1, http://rmg.sourceforge.net/, 2009.
145. Chang, A. Y.; Bozzelli, J. W.; Dean, A. M. Z. Phys. Chem. 2000, 214, 1533-1568.
168
--- - _a-_~~ II L ILI II b I
146. Bozzelli, J. W.; Chang, A. Y.; Dean, A. M. International Journal of Chemical Kinetics
1997, 29, 161-170.
147. Klippenstein, S. J.; Wagner, A. F.; Dunbar, R. C.; Wardlaw, D. M.; Robertson, S. H.;
Miller, J. A. VARIFLEX, version 1.14m.
148. Sharma, S.; Green, W. H. Computed rate coefficients and product yields for c-C 5 H5 +
CH 3 -- products, Journal of Physical Chemistry A 2009, accepted for publication.
149. Tsang, W. Journal of Physical and Chemical Reference Data 1991, 20, 221-273.
150. McEnally, C. S.; Pfefferle, L. D.; Mohammed, R. K.; Smooke, M. D.; Colket, M. B.
Analytical Chemistry 1999, 71, 364-372.
151. Frenklach, M.; Clary, D. W.; William, C.; Gardiner, J. R.; Stephen, E. S. Proceedings
of the Combustion Institute 1984, 20, 887-901.
169
.s~s
