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DISCRETE SPECTRUM OF INTERACTIONS
CONCENTRATED NEAR CONICAL SURFACES
THOMAS OURMIE`RES-BONAFOS AND KONSTANTIN PANKRASHKIN
Abstract. We study the spectrum of two kinds of operators involving a conical geometry: the
Dirichlet Laplacian in conical layers and Schro¨dinger operators with attractive δ-interactions
supported by infinite cones. Under the assumption that the cones have smooth cross-sections,
we prove that such operators have infinitely many eigenvalues accumulating below the threshold
of the essential spectrum and we express the accumulation rate in terms of the eigenvalues of an
auxiliary one-dimensional operator with a curvature-induced potential.
1. Introduction
1.1. Problem setting and main results. The study of Laplace-type operators in infinite regions
attract a lot of attention due to their importance in quantum physics. A particular attention is
paid to geometrically induced spectral properties with an important focus on the existence of
eigenvalues. Such properties were studied for specific systems such as locally deformed tubes [8,
11, 15, 18] and more recently, layers [5, 9], for which it is known that suitably localized deformations
of straight tubes and layers may only produce finitely many eigenvalues. The situation changes for
“long-range” deformations even in very simple geometries: as found in [16], the Dirichlet Laplacian
in a circular conical layer has an infinite discrete spectrum accumulating to the threshold of the
essential spectrum. The result was then improved in [6] by calculating the precise accumulation rate
and similar effects were found for Schro¨dinger operators with δ-interactions supported by circular
cones in [2, 22]. The previous papers used in an essential way the presence of the rotational
symmetry and the aim of the present work is to extend the study to conical layers and conical
surfaces with arbitrary smooth cross-sections. We will show that the associated operators always
have an infinite discrete spectrum and compute the accumulation rate of these eigenvalues in terms
of a one-dimensional operator acting on the cross-section.
Let us introduce the mathematical framework. By a conical surface in R3 we mean a Lipschitz
hypersurface S ⊂ R3 invariant under the dilations, i.e. λS = S for all λ > 0. A conical surface S
is uniquely determined by its cross-section γ := S ∩ S2, where S2 is the unit sphere in R3 centered
at the origin. If γ is a C4 smooth loop, we say that S has a smooth cross-section.
Pick a conical surface S with a smooth cross-section γ for the rest of the paper. We are interested
in the spectral properties of two Laplace-type operators associated with S. The first one, denoted
AS,d, d > 0, is the Dirichlet Laplacian in the unbounded domain
ΛS,d :=
{
x ∈ R3 : dist(x, S) < 12 d
}
called the conical layer of width d around S. The operator AS,d is rigorously defined as the unique
self-adjoint operator in L2(ΛS,d) generated by the quadratic form
FaS,d(u) =
∫∫∫
ΛS,d
|∇u|2dx, u ∈ H10 (ΛS,d),
and it can be interpreted as a model of a quantum particle confined in a layer with a hard-wall
boundary. The second one, denoted BS,α, is the self-adjoint operator in L
2(R3) generated by the
quadratic form
bS,α(u) =
∫∫∫
R3
|∇u|2dx− α
∫∫
S
|u|2dσ, u ∈ H1(R3),
where α > 0 is a constant and σ is the two-dimensional Hausdorff measure on S. Informally,
the operator BS,α acts as the distributional Laplacian on R
3 \ S on the functions u satisfying
[∂u] + αu = 0 on S, where [∂u] is the jump of the normal derivative, and it can be interpreted as
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1
2a Schro¨dinger operator with an attractive δ-potential of strength α keeping a particle in a vicinity
of the surface S, see e.g. [1], [12, Chapter 10] and the review [10] for a detailed discussion.
One easily sees that, due to the invariance of S with respect to the dilations, the role of the
parameters d > 0 and α > 0 in the above definitions is quite limited, as one has the unitary
equivalences AS,d ≃ d−2AS,1 and BS,α ≃ α2BS,1. Hence, in what follows we set
ΛS := ΛS,1, aS := aS,1, AS := AS,1, bS := bS,1, BS := BS,1
and study the normalized operators AS and BS .
As already mentioned above, it seems that the case of conical geometries was first considered in
the paper [16] for the operator AS . For the particular case when S is a circular cone it was shown
that AS has infinitely many eigenvalues below the essential spectrum. The accumulation rate of
the eigenvalues was then computed in [6]. As for the operator BS , it was first considered in [2], in
which it was shown that if S is a circular cone, then one has an infinite discrete spectrum. The
accumulation rate was then calculated in [22]. The paper [4] studied general conical surfaces and an
expression for the bottom of the essential spectrum of BS was obtained. The paper [13] contains
first results on the discrete spectrum of the operator BS for conical surfaces S with arbitrary
smooth cross-sections, and the authors showed that there is at least one eigenvalue below the
essential spectrum. They also posed an open question on whether or not the discrete spectrum is
always infinite. In the present paper, in particular, we give an affirmative answer to this question.
Remark that the papers [3, 20, 23] studied similar questions for Robin Laplacians or Aharonov-
Bohm operators on conical domains, and the eigenvalue behavior appears to be quite different.
If the cross-section γ is a great circle (i.e. a circle of maximal radius 1), then the surface S
is a plane and both AS and BS admit a separation of variables: one has σ(AS) = [π
2,+∞) and
σ(BS) = [− 14 ,+∞). Therefore, in what follows we assume that
γ is not a great circle (i.e. S is not a plane). (1.1)
Denote by ℓ > 0 the length of γ and set T = R/ℓZ. Furthermore, choose an arc-length parametriza-
tion of γ, i.e. an injective C4 function Γ : T→ R3 such that Γ(T) = γ and |Γ′| ≡ 1 and set
n := Γ× Γ′.
Recall that the geodesic curvature κ(s) of γ at a point Γ(s) is defined through
n′(s) = κ(s)Γ′(s), i.e. κ = (Γ× Γ′′) · Γ′,
and the assumption (1.1) takes the form
κ 6≡ 0. (1.2)
An important role will be played by the curvature-induced Schro¨dinger operator in L2(T),
KS = − d
2
ds2
− κ
2
4
(1.3)
defined on H2(T). The operator KS has compact resolvent, hence, its spectrum is a sequence
of eigenvalues λj(KS), j ∈ N, enumerated in the non-decreasing order and with multiplicities
taken into account, such that limj→+∞ λj(KS) = +∞. In particular, the following quantity is
well-defined:
kS :=
1
2π
∑
j∈N:λj(KS)<0
√
−λj(KS). (1.4)
The following assertion is almost obvious:
Proposition 1. Under Assumption (1.1) one has kS > 0.
Proof. It is sufficient to show that λ1(KS) < 0. By the min-max principle one has
λ1(KS) ≤
〈1,KS1〉L2(T)
〈1, 1〉L2(T) = −
1
4ℓ
∫
T
κ2ds,
and the right-hand side is strictly negative due to (1.2). 
The main results of the paper are presented in the following two theorems. For a self-adjoint
operator T , let σ(T ) and σess(T ) denote its spectrum and essential spectrum, respectively. If T is
semibounded from below and E ≤ inf σess(T ), then NE(T ) denotes the number of eigenvalues of
T in (−∞, E), and the map E 7→ NE(T ) is called the eigenvalue counting function of T .
3Theorem 2 (Dirichlet Laplacian in a conical layer). There holds
σess(AS) = [π
2,+∞), (1.5)
Nπ2−E(AS) = kS | lnE|+ o(lnE) as E → 0+. (1.6)
In particular, the operator AS has infinitely many eigenvalues in (−∞, π2).
Theorem 3 (δ-interaction on a conical surface). There holds
σess(BS) =
[− 14 ,+∞), (1.7)
N− 1
4
−E(BS) = kS | lnE|+ o(lnE) as E → 0+. (1.8)
In particular, the operator BS has infinitely many eigenvalues in
(−∞,− 14).
Example 4. If S is a circular cone of opening angle 2θ, θ ∈ (0, π2 ), then the cross-section is a circle
of geodesic radius θ having the length ℓ = 2π sin θ and the constant geodesic curvature κ = cot θ.
One easily computes
λ1(KS) = −κ
2
4
= −cot
2 θ
4
, λ2(KS) = 4π
2
ℓ2
− κ
2
4
=
4− cos2 θ
4 sin2 θ
> 0,
kS =
1
2π
√
−λ1(KS) = cot θ
4π
.
Therefore, for this particular case, the result of Theorem 2 coincides with Theorem 1.4 in [6], while
Theorem 3 is exactly Theorem 1.4 in [22].
One can use the above computation to improve the result of Proposition 1 as follows:
Theorem 5. For a conical surface S with a smooth cross-section of length ℓ ≤ 2π there holds
kS ≥
√
4π2 − ℓ2
4πℓ
,
and the equality holds iff S is a circular cone.
Proof. Let γ be the cross-section of S and A be the area of the spherical domain enclosed by γ
such that the vector n = Γ × Γ′ points to its exterior. The classical isoperimetric inequality for
spherical domains, see [24], reads as ℓ2 ≥ A(4π − A) or, equivalently, (2π − A)2 ≥ 4π2 − ℓ2. Due
to the Gauss-Bonnet theorem one has ∫
T
κ ds = 2π −A,
and using the Cauchy-Schwarz inequality we obtain
4π2 − ℓ2 ≤ (2π −A)2 =
( ∫
T
κ ds
)2
≤
∫
T
1 ds ·
∫
T
κ2ds = ℓ
∫
T
κ2ds
thus ∫
T
κ2ds ≥ 4π
2 − ℓ2
ℓ
.
As previously, by the min-max principle we have
λ1(KS) ≤
〈1,KS1〉L2(T)
〈1, 1〉L2(T) = −
1
4ℓ
∫
T
κ2ds ≤ −4π
2 − ℓ2
4ℓ2
. (1.9)
As already seen in Example 4, for circular cones one has the equality in (1.9). Assume now that
S is not a circular cone, then κ is non-constant and the test function 1 is not an eigenfunction of
KS , hence, the inequality in (1.9) is strict, and
kS ≥ 1
2π
√
−λ1(KS) >
√
4π2 − ℓ2
4πℓ
. 
Remark 6. The result of Theorem 5 can be viewed as a kind of isoperimetric inequality: among
the conical surfaces with smooth cross-sections of fixed length l ≤ 2π, the circular cones give the
highest rate for the accumulation of discrete eigenvalues to the bottom of the essential spectrum
for both AS and BS . Remark that the first eigenvalue of BS is also maximized by the circular
cones, see [13].
4Remark 7. Contrary to the case of circular cones, the sum in the definition of kS can contain
an arbitrary large number of summands. Namely, let ℓ > 0 and m ∈ N. For small ε > 0 one
can construct a smooth loop γε on S
2 having the length ℓ and the following property: there exists
Γ : T → R3, an arc-length parametrization of γε, such that the finite pieces Γ
((
jℓ
m − ε, jℓm + ε
))
,
j = 1 . . . ,m, coincide with circular arcs of geodesic radius ε and of length 2ε. It follows that
κ(s) = cot ε for s ∈ ( jℓm − ε, jℓm + ε), j = 1, . . . ,m. Furthermore, one can choose m functions
ϕj ∈ C∞c (T), j = 1, . . . ,m, independent of ε, such that
suppϕj ⊂
(jℓ
m
− ℓ
2m
,
jℓ
m
+
ℓ
2m
)
, ϕj(s) = 1 for s ∈
( jℓ
m
− ε, jℓ
m
+ ε
)
, ‖ϕj‖L2(T) = 1,
then for u =
∑m
j=1 αjϕj , α = (α1, . . . , αm) ∈ Cm \
{
(0, . . . , 0)
}
, one has
〈u,KSu〉L2(T)
‖u‖2L2(T)
=
∑m
j=1 |αj |2
(
‖ϕ′j‖2L2(T) − 14‖κϕj‖2L2(T)
)
‖α‖2
Cm
≤
∑m
j=1 |αj |2‖ϕ′j‖2L2(T)
‖α‖2
Cm
− ε cot
2 ε
2
≤ C − ε cot
2 ε
2
, C := max ‖ϕ′j‖2L2(T)
By the min-max principle it follows that λm(KS) ≤ C − ε cot2 ε/2 < 0 as ε is sufficiently small,
and then there are at least m summands in (1.4). The example also shows that, at a fixed length
of the cross-section, there is no finite upper bound for kS .
Remark 8. It would be interesting to understand whether the results can be extended to the case
of a conical surface S whose cross-section γ is an open smooth arc. As will be seen from the proofs,
a literal adaptation of our approach only gives a two-sided estimate,
kDS | lnE|+ o(lnE) ≤ NE ≤ kNS | lnE|+ o(lnE), E → 0+,
with NE standing for either Nπ2−E(AS) or N− 1
4
−E(BS) and
k
D/N
S =
1
2π
∑
j∈N:λj(K
D/N
S )<0
√
−λj(KD/NS ),
where KD/NS is given by the same differential expression (1.3) but acts on the functions satisfying
Dirichlet/Neumann boundary conditions at the endpoints of γ. By analogy with the recent works
on Schro¨dinger operators with strong δ-interactions [7, 14] we conjecture that the asymptotics of
Theorems 2 and 3 still hold with kDS instead of kS .
Both Theorem 2 and Theorem 3 are proved by estimating the quadratic forms aS and bS
using curvilinear coordinates in adapted tubular neighborhoods of S. After suitable cut-offs, we
reduce the problem to the study of some one-dimensional models for which the asymptotics of
the eigenvalue counting function is known (see Proposition 10 below). The proof of Theorem 2 is
given in Section 2, while the proof of Theorem 3 is presented in Section 3 (the lower bound) and
Section 4 (the upper bound and the essential spectrum).
1.2. Preliminaries. Let us list some conventions used throughout the text. We denote N =
{1, 2, 3, . . .} and N0 = N∪{0}. For the geodesic curvature κ defined on T one sets
κ∞ := ‖κ‖∞, κ′∞ := ‖κ′‖∞, κ′′∞ := ‖κ′′‖∞.
Let E ∈ R. If T is a self-adjoint operator, then we denote by domT its domain and by NE(T )
the dimension of the range of its spectral projector on (−∞, E). If T is lower semibounded and
E < inf σess(T ), then NE(T ) is exactly the number of eigenvalues of T (counting the multiplicities)
in (−∞, E), otherwise one has NE(T ) = +∞. Remark that NE(T1 ⊕ T2) = NE(T1) + NE(T2)
for any two self-adjoint operators T1 and T2 and any E ∈ R. By λj(T ), j ∈ N, we denote the
j-th eigenvalue of T when enumerated in the non-decreasing order and counted according to the
multiplicities. We recall that the function E 7→ NE(T ) is usually referred to as the eigenvalue
counting function for T .
If a self-adjoint operator T is generated by a closed lower semibounded quadratic form t defined
on the domain dom t, then by definition NE(t) := NE(T ) and λj(t) := λj(T ), j ∈ N. For two
quadratic forms t1 and t2, their direct sum t1 ⊕ t2 is the quadratic form (t1 ⊕ t2)(u1, u2) :=
5t1(u1) + t2(u2) defined for (u1, u2) ∈ dom(t1 ⊕ t2) := dom t1 × dom t2. If T1 and T2 are the
operators associated with t1 and t2, then the operator associated with t1 ⊕ t2 is T1 ⊕ T2. The
form inequality t1 ≥ t2 means that dom t1 ⊆ dom t2 and t1(u) ≥ t2(u) for all u ∈ dom t1. By the
min-max principle, the form inequality implies the reverse inequality for the eigenvalue counting
functions, NE(t1) ≤ NE(t2), for all E ∈ R.
For further references, let us recall the well-known Sobolev inequality, see e.g. [21, Lemma 8],
∣∣u(0)∣∣2 ≤ a‖u′‖2L2(0,b) + 2a‖u‖2L2(0,b) for 0 < a ≤ b and u ∈ H1(0, b). (1.10)
For L > 0, consider the following two quadratic forms in L2(−L,L):
qL,D/N(u) := ‖u′‖2L2(−L,L) −
∣∣u(0)∣∣2, dom qL,D = H10 (−L,L), dom qL,N = H1(−L,L),
which are closed and semibounded from below. Hence, they generate self-adjoint operators QL,D
and QL,N in L
2(−L,L). One easily checks that QL,D/N acts as minus the second derivative in
(−L, 0)∪(0, L) on the functions u satisfying u(0−) = u(0+) =: u(0) and u′(0+)−u′(0−) = −u(0) at
the origin and the Dirichlet/Neumann boundary conditions at the endpoints. The understanding
of the first two eigenvalues of QL,D/N will be important for our purposes. The next proposition is
proven in [17, Propositions 2.4 and 2.5]:
Proposition 9. There exist L0 > 0 and C0 > 0 such that for L ≥ L0 one has
− 14 − C−10 e−C0L ≤ λ1(QL,N) ≤ − 14 ≤ λ1(QL,D) ≤ − 14 + C−10 e−C0L, (1.11)
λ2(QL,D/N ) ≥ 0. (1.12)
Further, we recall a result about another family of one-dimensional Schro¨dinger operators, which
is a suitable reformulation of Theorem 1 in [19]:
Proposition 10. Let x0 ∈ R and V : [x0,+∞)→ R be continuous with c := limx→+∞ x2V (x) ∈ R,
then the Schro¨dinger operator Q = −d2/dx2 − V in L2(x0,+∞) with any self-adjoint boundary
condition at x = x0 satisfies
N−E(Q) = 1
2π
√(
c− 1
4
)
+
| lnE|+ o(lnE) as E → 0+,
where (x)+ := max(x, 0) is the positive part of x.
2. Proof of Theorem 2
2.1. Cutting out the vertex. It is a classical result of differential geometry that one can find
R0 > 0 such that for all R > R0 the map
Φ : ΠR := (R,+∞)× T× (− 12 , 12 ) ∋ (r, s, t) 7→ rΓ(s) + tn(s) ∈ R3 (2.1)
is injective, with dist
(
Φ(r, s, t), S
)
= |t|. For R > R0, we denote ΩR := Φ(ΠR) and consider the
quadratic forms aR,D/N (u) = ‖∇u‖2L2(ΩR) defined on
dom aR,D = H
1
0 (ΩR), domaR,N =
{
u ∈ H1(ΩR) : u = 0 on ∂ΩR ∩ ∂ΛS
}
.
Lemma 11. There exists CR > 0 such that for all E > 0 there holds
Nπ2−E(aR,D) ≤ Nπ2−E(AS) ≤ CR +Nπ2−E(aR,N ).
Proof. Denote UR := ΛS \ ΩR. We have the form inequality a′R ⊕ aR,N ≤ aS ≤ aR,D, where
a′R(u) = ‖∇u‖2L2(UR) with doma′R =
{
u ∈ H1(UR) : u = 0 on ∂UR ∩ ∂ΛS
}
. Consequently,
Nπ2−E(aR,D) ≤ Nπ2−E(AS) ≤ Nπ2−E(a′R) +Nπ2−E(aR,N ), E > 0.
As UR is bounded Lipschtiz, the domain doma
′
R is compactly embedded into L
2(UR). Hence, the
associated operator has compact resolvent, and the result holds for CR := Nπ2(a′R) < +∞. 
62.2. Reformulation in tubular coordinates. Before going any further, we reformulate the
problem using the tubular coordinates (r, s, t) introduced in (2.1).
Lemma 12. The quadratic forms aR,D/N are unitarily equivalent to the respective quadratic forms
bR,D/N in L
2
(
ΠR, (r + tκ)dr ds dt
)
defined by
bR,D/N (u) =
∫∫∫
ΠR
(
(r + tκ)
(|∂ru|2 + |∂tu|2)+ 1
r + tκ
|∂su|2
)
dr ds dt,
dom bR,N =
{
u ∈ H1loc(ΠR)∩L2
(
ΠR, (r + tκ)dr ds dt
)
: bR,N(u) <∞,
u(·,± 12 ) = 0 on (R,+∞)× T
}
,
dom bR,D =
{
u ∈ dom bR,N : u(R, ·) = 0 on T×
(− 12 , 12)
}
.
Proof. There holds ∂rΦ = Γ, ∂sΦ = (r + tκ)Γ
′, ∂tΦ = n, and the associated metric tensor G
writes as
G =
(
∂pΦ · ∂kΦ
)
p,k∈{r,s,t}
=

 1 0 00 (r + tκ)2 0
0 0 1

 .
Set g =
√
detG = r + tκ and consider the unitary transform U ,
U : L2(ΩR)→ L2(ΠR, g dr ds dt), Uv = v ◦ Φ.
For w ∈ dom aR,D/N we set u(r, s, t) = (Uw)(r, s, t) = w
(
Φ(r, s, t)
)
, then u ∈ dom bR,D/N . Per-
forming the change of variables, we get the quadratic forms on L2(ΠR, (r + tκ)dr ds dt):
aR,D/N (Uw) =
∫∫∫
ΠR
∑
p,k∈{r,s,t}
(G−1)p,k∂pu∂ku g dr ds dt = bR,D/N (u),
which gives the result. 
The next formulation of the problem allows to understand it on a L2-space with the flat metric.
Lemma 13. The quadratic forms bR,D/N from Lemma 12 are unitarily equivalent to the quadratic
forms cR,D/N on L
2(ΠR) defined as:
cR,N (v) =
∫∫∫
ΠR
(
|∂rv|2 + 1
(r + tκ)2
(
|∂sv|2 − κ
2 + 1
4
|v|2
)
+ |∂tv|2
+
( tκ′′
2(r + tκ)3
− 5
4
(tκ′)2
(r + tκ)4
)
|v|2
)
dr ds dt+
∫ 1
2
− 1
2
∫
T
|v(R, s, t)|2
2(R+ tκ)
ds dt,
dom cR,N =
{
v ∈ H1loc(ΠR)∩L2(ΠR) : cR,N (v) <∞, v(·,± 12 ) = 0 on (R,+∞)× T
}
,
cR,D(v) =
∫∫∫
ΠR
(
|∂rv|2 + 1
(r + tκ)2
(
|∂sv|2 − κ
2 + 1
4
|v|2
)
+ |∂tv|2
+
( tκ′′
2(r + tκ)3
− 5
4
(tκ′)2
(r + tκ)4
)
|v|2
)
dr ds dt,
dom cR,D =
{
v ∈ dom cR,N : v(R, ·) = 0 on T×
(− 12 , 12)
}
.
Proof. Consider the unitary transform V ,
V : L2
(
ΠR, (r + tκ)dr ds dt
)→ L2(ΠR), (V u)(r, s, t) = u(r, s, t)√r + tκ(s).
Let j ∈ {D,N}, u ∈ dom bR,j and v := V u, then u = (r + tκ)− 12 v. By definition, one has
v ∈ dom cR,j and
|∂ru|2 = 1
r + tκ
|∂rv|2 + 1
4(r + tκ)3
|v|2 − 1
2(r + tκ)2
∂r
(|v|2),
|∂su|2 = 1
r + tκ
|∂sv|2 + (tκ
′)2
4(r + tκ)3
|v|2 − tκ
′
2(r + tκ)2
∂s
(|v|2),
|∂tu|2 = 1
r + tκ
|∂tv|2 + κ
2
4(r + tκ)3
|v|2 − κ
2(r + tκ)2
∂t
(|v|2).
7An integration by parts gives
−
∫ +∞
R
1
2(r + tκ)
∂r
(|v|2)dr = |v(R, s, t)|2
2(R+ tκ)
−
∫ +∞
R
1
2(r + tκ)2
|v|2dr,
−
∫
T
tκ′
2(r + tκ)3
∂s
(|v|2)ds =
∫
T
( tκ′′
2(r + tκ)3
− 3
2
(tκ′)2
(r + tκ)4
)
|v|2ds,
−
∫ 1
2
− 1
2
κ
2(r + tκ)
∂t
(|v|2)dt = −
∫ 1
2
− 1
2
κ2
2(r + tκ)2
|v|2 dt,
and the substitution into the expression of bR,j gives the sought equality bR,j(u) = cR,j(V u). 
2.3. Bounds for the quadratic forms. Thanks to Lemmas 11, 12 and 13, in order to prove
Theorem 2 it is sufficient to find suitable bounds for the quadratic forms cR,D/N .
Lemma 14. There exist two constants BR,D/N > 0 such that cR,D ≤ fR,D and fR,N ≤ cR,N ,
where the quadratic forms fR,D/N are defined on dom fR,D/N = dom cR,D/N by
fR,D(v) =
∫∫∫
ΠR
(
|∂tv|2 + |∂rv|2 + 1
(r − κ∞2 )2
(
|∂sv|2 − κ
2 + 1
4
|v|2
)
+
BR,D
(r − κ∞2 )3
|v|2
)
dr ds dt,
fR,N(v) =
∫∫∫
ΠR
(
|∂tv|2 + |∂rv|2 + 1
(r + κ∞2 )
2
(
|∂sv|2 − κ
2 + 1
4
|v|2
)
− BR,N
(r + κ∞2 )
3
|v|2
)
dr ds dt.
Proof. For v ∈ dom cR,D we have
cR,D(v) ≤
∫∫∫
ΠR
(
|∂tv|2 + |∂rv|2 + 1
(r − κ∞2 )2
|∂sv|2
− 1
(r + κ∞2 )
2
κ2 + 1
4
|v|2 + κ
′′
∞
4(r − κ∞2 )3
|v|2
)
dr ds dt. (2.2)
An easy computation yields
1
(r − κ∞2 )2
− 1
(r + κ∞2 )
2
=
2rκ∞
(r − κ∞2 )2(r + κ∞2 )2
, (2.3)
which, combined with (2.2), gives
cR,D(v) ≤
∫∫∫
ΠR
(
|∂tv|2 + |∂rv|2 + 1
(r − κ∞2 )2
(
|∂sv|2 − κ
2 + 1
4
|v|2
)
+ wD|v|2
)
dr ds dt,
wD(r) =
κ2∞ + 1
4
2rκ∞
(r − κ∞2 )2(r + κ∞2 )2
+
κ′′∞
4(r − κ∞2 )3
.
The function r 7→ (r − 12κ∞)3wD(r) is continuous on [R,+∞) and has a finite limit as r → +∞.
Hence, there exists BR,D > 0 such wD(r) ≤ BR,D(r − 12κ∞)−3 for all r ∈ [R,+∞), which gives
cR,D ≤ fR,D.
Now let v ∈ dom cR,N , then
cR,N (v) ≥
∫∫∫
ΠR
(
|∂tv|2 + |∂rv|2 + 1
(r + κ∞2 )
2
|∂sv|2 − 1
(r − κ∞2 )2
κ2 + 1
4
|v|2
−
( κ′′∞
4(r − κ∞2 )3
+
5
16
(κ′∞)
2
(r − κ∞2 )4
)
|v|2
)
dr ds dt.
Taking into account (2.3), it rewrites
cR,N (v) ≥
∫∫∫
ΠR
(
|∂tv|2 + |∂rv|2 + 1
(r + κ∞2 )
2
(|∂sv|2 − κ2 + 1
4
|v|2)− wN |v|2
)
dr ds dt,
wN (r) :=
2rκ∞(κ
2
∞ + 1)
4(r − κ∞2 )2(r + κ∞2 )2
+
κ′′∞
4(r − κ∞2 )3
+
5
16
(κ′∞)
2
(r − κ∞2 )4
.
As the function r 7→ (r+ 12κ∞)3wN (r) is continuous on [R,+∞) and has a finite limit as r → +∞,
there exists BR,N > 0 such that wN (r) ≤ BR,N (r + 12κ∞)−3 for all r ∈ [R,+∞). This concludes
the proof. 
8Set ρD := R− κ∞2 , ρN := R+ κ∞2 , and ΠR,D/N := (ρD/N ,+∞)×T× (− 12 , 12 ), and consider the
following quadratic forms in L2(ΠR,D/N ):
gR,N (v) =
∫∫∫
ΠR,N
(
|∂tv|2 + |∂ρv|2 + 1
ρ2
(
|∂sv|2 − κ
2 + 1
4
|v|2
)
− BR,N
ρ3
|v|2
)
dρ ds dt,
dom gR,N =
{
v ∈ L2(ΠR,N ) : ∂ρv, ρ−1∂sv, ∂tv ∈ L2(ΠR,N ), v(·,± 12 ) = 0 on (ρN ,+∞)× T
}
,
gR,D(v) =
∫∫∫
ΠR,D
(
|∂tv|2 + |∂ρv|2 + 1
ρ2
(
|∂sv|2 − κ
2 + 1
4
|v|2
)
+
BR,D
ρ3
|v|2
)
dρ ds dt,
dom gR,D =
{
v ∈ L2(ΠR,D) : ∂ρv, ρ−1∂sv, ∂tv ∈ L2(ΠR,D), v(·,± 12 ) = 0 on (ρD,+∞)× T,
v(ρD, ·) = 0 on T×
(− 12 , 12)
}
.
The quadratic forms gR,D/N are unitarily equivalent to fR,D/N as they simply correspond to the
change of variables ρ = r ∓ κ∞2 , and the preceding constructions can be summarized as follows:
Lemma 15. For any R > R0 there exists CR > 0 such that
Nπ2−E(gR,D) ≤ Nπ2−E(AS) ≤ CR +Nπ2−E(gR,N ) for all E > 0.
2.4. Families of one-dimensional operators. We remark that the operatorsGR,D/N associated
with the forms gR,D/N admit a separation of variables. Indeed, one has the representations
L2(ΠD/N ) ≃ L2(ρD/N ,+∞)⊗ L2
(
T× (− 12 , 12 )
)
, L2
(
T× (− 12 , 12 )
) ≃ L2(T)⊗ L2(− 12 , 12 ),
and the operator GR,D/N commutes with the operators 1⊗ (KS ⊗ 1) and 1⊗ (1⊗P ) with P being
the Dirichlet Laplacian in L2(− 12 , 12 ). Both KS and P have discrete spectra, and their eigenvalues
are λm(KS) and λn(P ) = π2n2, m,n ∈ N. The decomposition with respect to the associated
orthonormal basis of eigenfunctions shows that the operator GR,D/N is unitarily equivalent to the
direct sum
GR,D/N ≃
⊕
m,n∈N
(
G
[m]
R,D/N + π
2n2
)
,
where G
[m]
R,D/N is the one-dimensional operator acting on the Hilbert space L
2(ρD/N ,+∞) and
generated by the quadratic form g
[m]
R,D/N defined as
g
[m]
R,D/N (v) :=
∫
ρD/N
(
|v′|2 +
(λm(KS)− 14
ρ2
+
CR,D/N
ρ3
)
|v|2
)
dρ,
where CR,D = BR,D and CR,N = −BR,N , on the domains
dom g
[m]
R,D = H
1
0 (ρD,+∞), dom g[m]R,N = H1(ρN ,+∞).
As the constant R can be chosen arbitrarily large, we assume from now on that
λ1(KS)− 14
ρ2
+
CR,D/N
ρ3
≥ −3π2 for all ρ > ρD/N .
Hence, for all m ∈ N and n ≥ 2 we have G[m]R,D/N + π2n2 ≥ π2, and for any E > 0 there holds
Nπ2−E(GR,D/N ) =
∑
m,n∈N
Nπ2−E(G[m]R,D/N + π2n2) =
∑
m∈N
N−E(G[m]R,D/N ).
As λm(KS) tends to +∞ as m goes to +∞, one can find M ∈ N such that
λm(KS) ≥ 0 and
λm(KS)− 14
ρ2
+
BR,D/N
ρ3
≥ 0 for all ρ > ρD/N and m ≥M + 1.
It follows that G
[m]
R,D/N ≥ 0 for m ≥M + 1, therefore
Nπ2−E(GR,D/N ) =
M∑
m=1
N−E(G[m]R,D/N ).
9The asymptotics of each summand on the right-hand side is described by Proposition 10,
N−E(G[m]R,D/N ) =
1
2π
√(− λm(KS))+| lnE|+ o(lnE), E → 0+,
and we arrive at (1.6) using Lemma 15.
2.5. Essential spectrum. It remains to show Eq. (1.5) for the essential spectrum. Remark first
that the asymptotics (1.6) shows already that inf σess(AS) = π
2 thus, it is sufficient to show
that [π2,+∞) ⊂ σ(AS). Remark that, by the above changes of variables, for a smooth function
ϕ ∈ domAS vanishing in ΛS \ Φ(ΠR) one has ASϕ = 0 in ΛS \ Φ(ΠR) and
V UASϕ =
[
− ∂
2
∂r2
− ∂
∂s
( 1
(r + tκ)2
∂
∂s
)
− ∂
2
∂t2
+
( tκ′′
2(r + tκ)3
− 5
4
(tκ′)2
(r + tκ)4
− κ
2 + 1
4(r + tκ)2
)]
V Uϕ in ΠR. (2.4)
Choose a C∞ function χ : R→ R with χ = 0 on (−∞, 0) and χ = 1 on (1,+∞) and let k ≥ 0.
For N > R, define ϕN ∈ domAS by
ϕN = 0 on ΛS \ Φ(ΠN ), (V UϕN )(r, s, t) = eikr cos(πt)χ(N − r)χ(2N − r) for (r, s, t) ∈ ΠR,
then using (2.4) one easily shows that
lim
N→+∞
∥∥(AS − (π2 + k2))ϕN∥∥L2(ΛS)
‖ϕN‖L2(ΛS)
= lim
N→+∞
∥∥V UASϕN − (π2 + k2)V UϕN∥∥L2(ΠR)
‖V UϕN‖L2(ΠR)
= 0,
which means π2 + k2 ∈ σ(AS). As k ≥ 0 is arbitrary, the result follows.
3. Proof of Theorem 3: Lower bound
The aim of this section is to obtain the lower bound
lim inf
E→0+
N− 1
4
−E(BS)
| lnE| ≥ kS . (3.1)
3.1. Change of variables. The construction of the tubular coordinates will be done in a slightly
different form, in order to allow a greater freedom in the choice of parameters. Let R0 > 0, then
one can find δ0 ∈ (0, κ−1∞ ) such that for all δ ∈ (0, δ0) and R > R0, the map
Λ : VR,δ := (R,+∞)× T× (−δR, δR) ∋ (r, s, t) 7→ rΓ(s) + tn(s) (3.2)
is injective. From now on, we pick R0 and δ0 satisfying the above conditions. For R > R0 and
δ ∈ (0, δ0) we denote ΩR,δ := Λ(VR,δ), SR,δ := S∩ΩR,δ and consider the associated quadratic form
in L2(ΩR,δ),
bR,δ(u) =
∫∫∫
ΩR,δ
|∇u|2dx−
∫∫
SR,δ
|u|2dσ, dom bR,δ = H10 (ΩR,δ).
As bR,δ can be viewed as a restriction of bS , we have N− 1
4
−E(bR,δ) ≤ N− 1
4
−E(BS) for E > 0. Now
we are concerned with a lower bound for the eigenvalue counting function for bR,δ under a suitable
choice of R and δ.
Proceeding as in Lemma 12 and in Lemma 13 we rewrite the problem using the tubular coor-
dinates (r, s, t) introduced in (3.2) and see that the quadratic form bR,δ is unitarily equivalent to
the quadratic form cR,δ on L
2(VR,δ) defined as
cR,δ(v) =
∫∫∫
VR,δ
(
|∂rv|2 + 1
(r + tκ)2
(
|∂sv|2 − κ
2 + 1
4
|v|2
)
+ |∂tv|2
+
( tκ′′
2(r + tκ)3
− 5
4
(tκ′)2
(r + tκ)4
)
|v|2
)
dr ds dt−
∫
T
∫ ∞
R
|v(r, s, 0)|2dr ds,
dom cR,δ =
{
v ∈ L2(VR,δ) : ∂rv, r−1∂sv, ∂tv ∈ L2(VR,δ), v = 0 on ∂VR,δ
}
.
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For v ∈ dom cR,δ we have:
1
(r + tκ)2
(|∂sv|2 − κ
2 + 1
4
|v|2) ≤ 1
(r − δRκ∞)2 |∂sv|
2 − 1
(r + δRκ∞)2
κ2 + 1
4
|v|2
=
1
(r − δRκ∞)2
(|∂sv|2 − κ2 + 1
4
|v|2)+ ( 1
(r − δRκ∞)2 −
1
(r + δRκ∞)2
)κ2 + 1
4
|v|2.
Remark that
1
(r − δRκ∞)2 −
1
(r + δRκ∞)2
=
4δrRκ∞
(r − δRκ∞)2(r + δRκ∞)2
≤ 4δRκ∞
(r − δRκ∞)2(r + δRκ∞) ≤
4δRκ∞
(r − δRκ∞)3 ≤
4Rκ∞
R− δRκ∞
δ
(r − δRκ∞)2
≤ 4κ∞
1− δ0κ∞
δ
(r − δRκ∞)2
and
tκ′′
2(r + tκ)3
− 5
4
(tκ′)2
(r + tκ)4
≤ tκ
′′
2(r + tκ)3
≤ δRκ
′′
∞
2(r −Rδκ∞)3
≤ Rκ
′′
∞
2R(1− δκ∞)
δ
(r −Rδκ∞)2 ≤
κ′′∞
2(1− δ0κ∞)
δ
(r −Rδκ∞)2 .
Therefore, there exists a constant C > 0, independent of (R, δ), such that cR,δ ≤ fR,δ with
fR,δ(v) :=
∫∫∫
VR,δ
|∂tv|2 + |∂rv|2 + 1
(r − δRκ∞)2
(
|∂sv|2 − κ
2 + 1− Cδ
4
|v|2
)
dr ds dt
−
∫
r>R
∫
s∈T
|v(r, s, 0)|2dr ds, dom fR,δ = dom cR,δ.
Using the change of variable
ρ =
r − δRκ∞
R(1− δκ∞)
one sees that the quadratic form fR,δ is unitarily equivalent to the quadratic form gR,δ,
gR,δ(v) :=
∫∫∫
UR,δ
(
|∂tv|2 + 1
R2(1− δκ∞)2 |∂ρv|
2
+
1
R2(1− δκ∞)2ρ2
(
|∂sv|2 − κ
2 + 1− Cδ
4
|v|2
))
dr ds dt−
∫
T
∫ +∞
1
|v(ρ, s, 0)|2dρ ds,
with UR,δ :=
(
1,+∞)× T× (−δR, δR) and
dom gR,δ =
{
v ∈ L2(UR,δ) : ∂ρv, ρ−1∂sv, ∂tv ∈ L2(UR,δ), v = 0 on ∂UR,δ
}
.
By construction we have
N− 1
4
−E(BS) ≥ N− 1
4
−E(gR,δ), E > 0. (3.3)
3.2. Family of one-dimensional operators. We remark that the operators GR,δ associated
with the form gR,δ admit a separation of variables. First one uses the identification
L2(UR,δ) ≃ L2(1,+∞)⊗ L2
(
T× (−δR, δR)), L2(T× (−δR, δR)) ≃ L2(T) ⊗ L2(−δR, δR),
and then remarks that GR,δ commutes with the operators 1⊗ (KS ⊗ 1) and 1⊗ (1⊗QRδ,D), with
QRδ,D defined in Subsection 1.2. Both KS and QRδ,D have discrete spectra, and the operator GR,δ
is unitarily equivalent to the direct sum
GR,δ ≃
⊕
m,n∈N
(
1
R2(1− δκ∞)2 G
[m]
R,δ + λn(QRδ,D)
)
,
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where G
[m]
R,δ is the one-dimensional operator acting on the Hilbert space L
2(1,+∞) associated with
the following quadratic form g
[m]
R,δ:
g
[m]
R,δ[v] :=
∫ +∞
1
(
|v′|2 +
λm(KS)− 1− Cδ
4
ρ2
|v|2
)
dρ, dom g
[m]
R,δ = H
1
0 (1,+∞).
Hence, one can estimate the eigenvalue counting function as follows:
N− 1
4
−E(GR,δ) =
∑
m,n∈N
N− 1
4
−E
(
1
R2(1− δκ∞)2 G
[m]
δ + λn(QRδ, D)
)
≥
Mδ∑
m=1
N− 1
4
−E
(
1
R2(1− δκ∞)2 G
[m]
R,δ + λ1(QRδ,D)
)
=
Mδ∑
m=1
N− 1
4
−E−λ1(QRδ,D)
(
1
R2(1 − δκ∞)2 G
[m]
R,δ
)
, E > 0, (3.4)
where
Mδ := max
{
m ∈ N : λm(KS)− 1− Cδ
4
< 0
}
.
The above constructions are valid for all R > R0. Now, assuming that E > 0 is sufficiently small,
we choose R = Rδ(E) := Kδ| lnE| with Kδ > 0 to be chosen later and set
µδ(E) :=
(
1
4 + E + λ1(QRδ(E)δ,D)
)
Rδ(E)
2(1 − δκ∞)2.
Thanks to Proposition 9, for E small enough we have:∣∣∣ 14 + λ1(QRδ(E)δ,D)
∣∣∣ ≤ C−10 e−C0Kδδ| lnE| = C−10 EC0Kδδ.
Consequently, for Kδ large enough one has
µδ(E) = (1− δκ∞)2K2δ | lnE|2E + o(E| lnE|2)→ 0+ for E → 0+.
With the help of (3.4) we get
N− 1
4
−E(GRδ(E),δ) ≥
Mδ∑
m=1
N−µδ(E)(G[m]Rδ(E),δ),
and Proposition 10 gives
lim inf
E→0+
N−1/4−E(GRδ(E),δ)
| lnE| ≥
Mδ∑
m=1
lim
E→0+
N−µδ(E)(G[m]Rδ(E),δ)
| lnE|
=
Mδ∑
m=1
lim
E→0+
N−µδ(E)(G[m]Rδ(E),δ)∣∣ lnµδ(E)∣∣ ·
∣∣ lnµδ(E)∣∣
| lnE| =
Mδ∑
m=1
lim
E→0+
N−µδ(E)(G[m]Rδ(E),δ)∣∣ lnµδ(E)∣∣
=
1
2π
Mδ∑
m=1
√(
− λm(KS)− 14Cδ
)
+
.
Due to (3.3) we arrive at
lim inf
E→0+
N− 1
4
−E(BS)
| lnE| ≥
1
2π
Mδ∑
m=1
√(
− λm(KS)− 14Cδ
)
+
.
As the inequality is true for any δ ∈ (0, δ0) and the right-hand side tends to kS as δ → 0+, we
arrive at (3.1).
4. Proof of Theorem 3: Upper bound
In this section we are going to show the inequality
lim sup
E→0+
N− 1
4
−E(BS)
| lnE| ≤ kS . (4.1)
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4.1. Change of variables. Contrary to the preceding cases, we will work on a neighborhood of
S which suitable expands at infinity. Namely, for R > 0 and δ > 0 we denote
PR,δ :=
{
(r, t) ∈ R2 : r > R, t ∈ (−δr, δr)} ≡ {(r, t) ∈ R2 : r > rR,δ(t)}, rR,δ(t) := max
(
R,
|t|
δ
)
,
VR,δ := PR,δ × T,
then there exist R0 > 0 and δ0 ∈ (0, κ−1∞ ) such that for all δ ∈ (0, δ0) and all R > R0 the map
Λ : VR,δ → R3, Λ(r, s, t) = rΓ(s) + tn(s),
is injective. We set ΩR,δ := Λ(VR,δ) and define the following quadratic form in L2(ΩR,δ):
aR,δ(u) :=
∫∫∫
ΩR,δ
|∇u|2dx−
∫∫
S ∩ΩR,δ
|u|2dσ, domaR,δ = H1(ΩR,δ).
Lemma 16. Let R > R0 and δ ∈ (0, δ0), then there exists CR,δ > 0 such that
N− 1
4
−E(BS) ≤ CR,δ +N− 1
4
−E(aR,δ), E > 0.
Proof. Consider the domains UR,δ,1 := B(R∗) \ ΩR,δ and UR,δ,2 := R3 \ B(R∗)∪ΩR,δ, where
B(R∗) is the ball centered at the origin of radius R∗ ≥ R chosen sufficiently large in such a way
that the two sets have a Lipschitz boundary and that S ∩UR,δ,2 = ∅. Introduce the quadratic
forms
aR,δ,1(u) :=
∫∫∫
UR,δ,1
|∇u|2dx−
∫∫
S ∩UR,δ,1
|u|2dσ, dom aR,δ,1 = H1(UR,δ,1),
aR,δ,2(u) :=
∫∫∫
UR,δ,2
|∇u|2dx, dom aR,δ,2 = H1(UR,δ,2).
Due to the form inequality bS ≥ aR,δ ⊕ aR,δ,1 ⊕ aR,δ,2 one has
N− 1
4
−E(bS) ≤ N− 1
4
−E(aR,δ) +N− 1
4
−E(aR,δ,1) +N− 1
4
−E(aR,δ,2), E > 0.
As aR,δ,2 is non-negative, one has N− 1
4
−E(aR,δ,2) = 0 for E > 0. As UR,δ,1 is bounded Lipschitz,
the domain of H1(UR,δ,1) is compactly embedded in L
2(UR,δ,1) and
N− 1
4
−E(aR,δ,1) ≤ N− 1
4
(aR,δ,1) =: CR,δ <∞, E > 0. 
Introducing the unitary transfrom
U : L2(ΩR,δ)→ L2
(VR,δ, (r + tκ) dr ds dt), Uu := u ◦ Λ,
and proceeding literally as in Lemma 12 one shows that the quadratic form bR,δ := aR,δ ◦ (U−1)
in L2
(VR,δ, (r + tκ)dr ds dt) is
bR,δ(u) =
∫∫∫
VR,δ
(
(r + tκ)
(|∂ru|2 + |∂tu|2)+ 1
r + tκ
|∂su|2
)
dr dt ds
−
∫
T
∫ +∞
R
|u(r, s, 0)|2r dr ds
with dom bR,δ =
{
u ∈ L2(VR,δ, (r + tκ)dr ds dt) : ∂ru, r−1∂su, ∂tu ∈ L2(VR,δ, (r + tκ)dr ds dt)}.
Further, using the unitary transform
V : L2
(VR,δ, (r + tκ) dr ds dt)→ L2(VR,δ), (V u)(r, s, t) =√r + tκ(s) u(r, s, t),
and a straightforward computation, almost identical to the one in Lemma 13, one shows that bR,δ
is unitarily equivalent to the following quadratic form cR,δ,
cR,δ(v) =
∫∫∫
VR,δ
(
|∂rv|2 + |∂tv|2 + 1
(r + tκ)2
(
|∂sv|2 − κ
2 + 1
4
|v|2
))
dr ds dt
+
∫∫∫
VR,δ
( tκ′′
2(r + tκ)3
− 5
4
(tκ′)2
(r + tκ)4
)
|v|2dr ds dt−
∫
T
∫ +∞
R
|v(r, s, 0)|2dr ds
+
∫∫
T×R
|v(rR,δ(t), s, t)|2
2
(
rR,δ(t) + tκ
) ds dt+
∫
T
∫ +∞
R
κ
2
( |v(r, s,−δr)|2
r − δrκ −
|v(r, s, δr)|2
r + 2δrκ
)
dr ds,
dom cR,δ =
{
v ∈ L2(VR,δ) : ∂rv, r−1∂sv, ∂tv ∈ L2(VR,δ)
}
.
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In what follows we choose R > R0 and δ ∈ (0, 12δ0), then in view of Lemma 16 and of the unitary
equivalence we have
N− 1
4
−E(BS) ≤ CR,2δ +N− 1
4
−E(cR,2δ), E > 0. (4.2)
In order to continue we need a suitable lower bound for cR,2δ. First we remark that proceeding in
the same spirit as in Subsection 3.1, one can find a constant A > 0 such that for all (R, δ) there
holds
cR,2δ(v) ≥ fR,δ(v) :=
∫∫∫
VR,2δ
(
|∂rv|2 + |∂tv|2 +
|∂sv|2 − κ
2 + 1 +Aδ
4
|v|2
r2(1 + 2δκ∞)2
)
dr ds dt
−
∫
T
∫ +∞
R
|v(r, s, 0)|2dr ds− A
R
∫
T
∫ +∞
R
(
|v(r, s,−2δr)|2 + |v(r, s, 2δr)|2
)
dr ds
with dom fR,δ = dom cR,2δ. We have
∫∫∫
VR,2δ
|∂tv|2dr ds dt− A
R
∫
T
∫ +∞
R
(
|v(r, s,−2δr)|2 + |v(r, s, 2δr)|2
)
dr ds
=
∫
T
∫ +∞
R
(∫ 2δr
−2δr
|∂tv(r, s, t)|2dt− A
R
(|v(r, s,−2δr)|2 + |v(r, s, 2δr)|2))drds
=
∫∫∫
VR,δ
|∂tv|2dr ds dt
+
∫
T
∫ +∞
R
(∫ −δr
−2δr
|∂tv(r, s, t)|2dt− A
R
|v(r, s,−2δr)|2
)
dr ds
+
∫
T
∫ +∞
R
(∫ 2δr
δr
|∂tv(r, s, t)|2dt− A
R
|v(r, s, 2δr)|2
)
dr ds
=: I1 + I2 + I3.
Using Eq. (1.10) with a = min(δ, A−1)R and b = δR we obtain
I2 ≥
(
1− aA
R
) ∫ +∞
R
∫
T
∫ −δr
−2δr
|∂tv(r, s, t)|2dt ds dr − 2A
aR
∫ +∞
R
∫
T
∫ −δr
−2δr
|v|2dt ds dr
≥ − 2A
aR
∫ +∞
R
∫
T
∫ −δr
−2δr
|v|2dt ds dr.
The same reasonning yields
I3 ≥ − 2A
aR
∫ +∞
R
∫
T
∫ 2δr
δr
|v|2dt ds dr,
and by choosing R sufficiently large we obtain
I2 + I3 ≥ − 2A
aR
∫∫∫
VR,2δ\VR,δ
|v|2dr ds dt ≥ −1
3
∫∫∫
VR,2δ\VR,δ
|v|2dr ds dt, v ∈ dom fR,δ. (4.3)
Introduce the quadratic forms
gR,δ(v) :=
∫∫∫
VR,δ
(
|∂rv|2 + |∂tv|2 + 1
r2(1 + 2δκ∞)2
(
|∂sv|2 − κ
2 + 1 +Aδ
4
|v|2
))
dr ds dt
−
∫
T
∫ +∞
R
|v(r, s, 0)|2dr ds,
dom gR,δ =
{
v ∈ L2(VR,δ) : ∂rv, r−1∂sv, ∂tv ∈ L2(VR,δ)
}
,
g′R,δ(v) :=
∫∫∫
VR,2δ\VR,δ
(
|∂rv|2 + |∂tv|2 + 1
r2(1 + 2δκ∞)2
(
|∂sv|2 − κ
2 + 1 +Aδ
4
|v|2
))
dr ds dt
− A
R
∫
T
∫ ∞
R
(
|v(r, s,−2δr)|2 + |v(r, s, 2δr)|2
)
dr ds,
dom g′R,δ =
{
v ∈ L2(VR,2δ \ VR,δ) : ∂rv, r−1∂sv, ∂tv ∈ L2(VR,2δ \ VR,δ)
}
.
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Due to the form inequality fR,2δ ≥ gR,δ ⊕ g′R,δ one has
N− 1
4
−E(fR,δ) ≤ N− 1
4
−E(gR,δ) +N− 1
4
−E(g
′
R,δ), E > 0, (4.4)
and (4.3) gives
g′R,δ(v) ≥ −
(κ2∞ + 1 +Aδ0
4R2
+
1
3
)
‖v‖2L2(VR,2δ\VR,δ),
By increasing the value of R one obtains N− 1
4
−E(g
′
R,δ) = 0 for E > 0. Using (4.2) we conclude
that for any δ ∈ (0, δ02 ) there exists R > R0 and a constant BR,δ > 0 such that
N− 1
4
−E(BS) ≤ BR,δ +N− 1
4
−E(gR,δ), E > 0. (4.5)
Therefore, it is sufficient to study the eigenvalue counting function for gR,δ.
4.2. Reduction to two dimensional operators. Use the representation L2(VR,δ) ≃ L2(PR,δ)⊗
L2(T), then the operator GR,δ associated with gR,δ commutes with 1 ⊗ KS . As KS has discrete
spectrum, it follows that GR,δ ≃
⊕
n∈NG
[n]
R,δ, where G
[n]
R,δ are the self-adjoint operators in L
2(PR,δ)
associated with the quadratic forms
g
[n]
R,δ(v) :=
∫
PR,δ
(
|∂rv|2 + |∂tv|2 +
λn(KS)− 1 +Aδ
4
r2(1 + 2δκ∞)2
|v|2
)
dr dt−
∫ +∞
R
|v(r, 0)|2dr
defined on dom g
[n]
R,δ = H
1(PR,δ) and
N− 1
4
−E(gR,δ) =
∑
n∈N
N− 1
4
−E(G
[n]
R,δ), E > 0.
By Proposition 9, one can increase again the value of R to have, with some C0 > 0,
g
[n]
R,δ(v) ≥
∫ ∞
R
∫ δr
−δr
(
|∂rv|2 +
(λn(KS)− 1 +Aδ
4
r2(1 + 2δκ∞)
− 1
4
− C−10 e−C0δr
)
|v|2
)
dt dr.
Set
Nδ := max
{
n ∈ N : λn(KS)− 1 +Aδ
4
≤ 0
}
,
then by increasing the value of R once more we arrive at
λn(KS)− 1 +Aδ
4
r2(1 + 2δκ∞)
− C−10 e−C0δr ≥ 0, r > R, n ≥ Nδ + 1.
It follows that for all n ≥ Nδ + 1 one has G[n]R,δ ≥ − 14 , and then
N− 1
4
−E(gR,δ) =
Nδ∑
n=1
N− 1
4
−E(G
[n]
R,δ), E > 0. (4.6)
To study the case n ≤ Nδ we introduce a parameter L > 1, denote by m the integer part of
√
L,
and set
rp := R +
pL
m
, tp := δrp, p ∈ {0, . . . ,m}, rm+1 := +∞,
Ωp :=
{
(r, t) ∈ R2 : r ∈ (rp, rp+1), t ∈ (−tp, tp)
} ⊂ PR,δ, p ∈ {0, . . . ,m},
Ωm+1 := PR,δ \
⋃m
p=0
Ωp.
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Introduce the following quadratic forms:
h
[n]
p,δ(v) :=
∫∫
Ωp
(
|∂rv|2 + |∂tv|2 +
λn(KS)− 1 +Aδ
4
r2(1 + 2δκ∞)2
|v|2
)
dr dt−
∫ rp+1
rp
|v(r, 0)|2dr,
domh
[n]
p,δ(v) = H
1(Ωp), p ∈ {0, . . . ,m},
h
[n]
m+1,δ(v) :=
∫∫
Ωm+1
(
|∂rv|2 + |∂tv|2 +
λn(KS)− 1 +Aδ
4
r2(1 + 2δκ∞)2
|v|2
)
dr dt,
domh
[n]
m+1,δ = H
1(Ωm+1),
then one has the form inequality g
[n]
R,δ ≥
⊕m+1
p=0 h
[n]
p,δ implying
N− 1
4
−E(g
[n]
R,δ) ≤
∑m+1
p=0
N− 1
4
−E(h
[n]
p,δ). (4.7)
We remark first that
h
[n]
m+1,δ(v) ≥
λ1(KS)− 1 +Aδ
4
R2(1 + 2δκ∞)2
‖v‖2L2(Ωm+1),
hence, we can increase the value of R to get
h
[n]
m+1,δ(v) ≥ − 14‖v‖2L2(Ωm+1) for all n ∈ {1, . . . , Nδ},
thus giving
N− 1
4
−E(h
[n]
m+1,δ) = 0 for n ∈ {1, . . . , Nδ} and E > 0. (4.8)
Now assume that p ∈ {0, . . . ,m− 1}. There holds
h
[n]
p,δ(v) ≥
∫∫
Ωp
(
|∂rv|2 + |∂tv|2
)
dr dt−
∫ rp+1
rp
|v(r, 0)|2dr − ǫp,δ‖v‖2L2(Ωp)
= ap,δ(v)− ǫp,δ‖v‖2L2(Ωp),
where ap,δ is the quadratic form of the operator Np⊗1+1⊗Qtp,N with Np the Neumann Laplacian
in L2(rp, rp+1), the operator Qtp,N acting in L
2(−tp, tp) and defined in Subsection 1.2 and
ǫp,δ :=
∣∣∣λ1(KS)− 14 (1 +Aδ)
r2p(1 + δκ∞)
2
∣∣∣.
Thus, for E > 0 one has
N− 1
4
−E
(
h
[n]
p,δ
) ≤ N− 1
4
(
h
[n]
p,δ
) ≤ #{(l, j) ∈ N0 × N : m2π2l2
L2
≤ −1
4
+ ǫp,δ − λj(Qtp,N )
}
.
We increase the value of R sufficiently to have ǫ0,δ <
1
4 , then one has ǫp,δ <
1
4 for every p ∈{0, . . . ,m − 1}. Furthermore, by Proposition 9 we may additionally assume that R is chosen
sufficiently large to have the estimate λj(Qtp,N) ≥ 0 for j ≥ 2 and the inequalities (1.11). Then,
with the new value of R one has
#
{
(l, j) ∈ N0 × N : m
2π2l2
L2
≤ −1
4
+ ǫp,δ − λj(Qtp,N)
}
= #
{
l ∈ N0 : m
2π2l2
L2
≤ −1
4
+ ǫp,δ − λ1(Qtp,N)
}
,
and
N− 1
4
(
h
[n]
p,δ
) ≤ #{l ∈ N0 : m2π2l2
L2
≤ −1
4
+ ǫp,δ − λ1(Qtp,N )
}
≤ #
{
l ∈ N0 : m
2π2l2
L2
≤ ǫp,δ + C−10 e−C0tp
}
≤ 1 + L
πm
√
ǫp,δ + C
−1
0 e
−C0tp ≤ 1 + c′R,δ
√
L
rp
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with some c′R,δ > 0 independent of L and n. Summing over all p ∈ {0, . . . ,m− 1} we get
m−1∑
p=0
N− 1
4
(
h
[n]
p,δ
) ≤ m+ c′R,δ
√
L
R
+ c′R,δ
√
L
m−1∑
p=1
1
R+ L
p
m
≤ m+ c′R,δ
√
L
R
+ c′R,δm
√
L
∫ 1
0
dx
R + Lx
= m+ c′R,δ
√
L
R
+ c′R,δ
m
R
√
L
ln
(
1 +
L
R
) ≤ c′′R,δ√L,
where c′′R,δ > 0 is independent of L and n. Thus, it follows from (4.7) that
N− 1
4
−E(g
[n]
R,δ) ≤ N− 14−E(h
[n]
m,δ) + c
′′
R,δ
√
L, E > 0. (4.9)
4.3. Reduction to one-dimensional operators. It remains to find a suitable upper bound for
the eigenvalue counting function of h
[n]
m,δ. The associated operator H
[n]
m,δ can be represented as
H
[n]
m,δ =W
[n]
R,L,δ ⊗ 1 + 1⊗Qtm,N ,
where Qtm,N acts in L
2(−tm, tm) as defined in Subsection 1.2 and W [n]R,L,δ is the one-dimensional
operator in L2(R + L,+∞) associated with the quadratic form
w
[n]
R,L,δ(v) :=
∫ +∞
R+L
(
|v′|2 +
λn(KS)− 1 +Aδ
4
r2(1 + 2δκ∞)2
|v|2
)
dr, domw
[n]
R,L,δ = H
1(R + L,+∞),
and we get
N− 1
4
−E(H
[n]
m,δ) = #
{
(l, j) ∈ N× N : λl(Qtm,N ) + λj(W [n]R,L,δ) ≤ − 14 − E
}
.
Due to the estimate
w
[n]
R,L,δ(v) ≥ −
∣∣∣∣λ1(KS)−
1+Aδ
4
R2(1 + 2δκ∞)2
∣∣∣∣‖v‖2L2(R+L,+∞)
and Proposition 9 one may increase the value of R to obtain W
[n]
R,L,δ ≥ − 14 for all n as well as
λj(Qtm,N ) ≥ 0 for j ≥ 2. It follows that{
l ∈ N : λl(W [n]R,L,δ) ≤ −
1
4
− E − λj(Qtm,N)
}
= ∅ for j ≥ 2, E > 0,
which yields
N− 1
4
−E(H
[n]
m,δ) = N− 14−E−λ1(Qtm,N )(W
[n]
R,L,δ), E > 0.
With the help of the change of variable ρ = (R + L)−1r, one sees that the quadratic form w
[n]
R,L,δ
is unitarily equivalent to the form (R + L)−2z
[n]
δ in L
2(1,+∞), where
z
[n]
δ (v) :=
∫ +∞
1
(
|v′|2 +
λn(KS)− 1 +Aδ
4
(1 + 2δκ∞)2ρ2
|v|2
)
dρ, dom z
[n]
δ = H
1(1,+∞).
Now we set L = L(E) := K| lnE| for some K > 0 to be chosen later on, then for the respective
value m = m(E) we have N− 1
4
−E(H
[n]
m,δ) = N−µ(E)(z[n]δ ), E > 0, with
µ(E) :=
(
R+K| lnE|)2( 14 + E + λ1(Qδ(R+K| lnE|),N)),
and thanks to Proposition 9 one can estimate∣∣∣λ1(Qδ(R+K| lnE|),N) + 14
∣∣∣ ≤ C−10 e−C0δ(R+K| lnE|) = C−10 e−C0δREC0δK .
Hence, by choosing a sufficiently large value of K we may assume that
µ(E) = K2E| lnE|2 + o(E| lnE|2) as E → 0+
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and then use Proposition 10 to describe the asymptotics of N−µ(E)(z[n]δ ) as E → 0+. The substi-
tution into (4.9) and then into (4.6) gives
lim sup
E→0+
N− 1
4
−E(gR,δ)
| lnE| =
Nδ∑
n=1
lim sup
E→0+
N− 1
4
−E(g
[n]
R,δ)
| lnE|
≤
Nδ∑
n=1
lim sup
E→0+
N− 1
4
−E(h
[n]
R,δ)
| lnE| +Nδc
′′
R,δ lim sup
E→0+
√
K| lnE|
| lnE| =
Nδ∑
n=1
lim sup
E→0+
N− 1
4
−E(H
[n]
R,δ)
| lnE|
=
Nδ∑
n=1
lim sup
E→0+
N−µ(E)(z[n]δ )
| lnE| ≤
Nδ∑
n=1
lim sup
E→0+
N−µ(E)(z[n]δ )∣∣ lnµ(E)∣∣ · lim supE→0+
∣∣ lnµ(E)∣∣
| lnE|
=
Nδ∑
n=1
lim sup
E→0+
N−µ(E)(z[n]δ )∣∣ lnµ(E)∣∣ =
1
2π(1 + 2δκ∞)
Nδ∑
n=1
√(
δ
(
A
4 − κ∞δκ2∞
)− λn(KS)
)
+
.
In view of (4.5) we get
lim sup
E→0+
N− 1
4
−E(BS)
| lnE| ≤
1
2π(1 + 2δκ∞)
Nδ∑
n=1
√(
δ
(
A
4 − κ∞ − δκ2∞
)− λn(KS)
)
+
.
As the inequality is true for any δ ∈ (0, 12δ0) and the right-hand side converges to kS as δ → 0+,
we arrive at the sought upper-bound (4.1).
4.4. Essential spectrum. In order to complete the proof of Theorem 3 we need to show Eq. (1.7)
for the essential spectrum. Equality (1.8) shows that inf σ(BS) = − 14 , and it is sufficient to show
that [− 14 ,+∞) ⊂ σ(BS), which can be done in the same way as the respective construction for
AS in Subsection 2.5. Namely, one easily checks that for a function ϕ ∈ domBS vanishing in
R3 \ Λ(VR,δ) one has BSϕ = 0 in R3 \ Λ(VR,δ) and
V UBSϕ =
[
− ∂
2
∂r2
− ∂
∂s
( 1
(r + tκ)2
∂
∂s
)
− ∂
2
∂t2
+
( tκ′′
2(r + tκ)3
− 5
4
(tκ′)2
(r + tκ)4
− κ
2 + 1
4(r + tκ)2
)]
V Uϕ (4.10)
in
{
(r, s, t) ∈ VR,δ : t 6= 0
}
. Pick a C∞ function χ : R → R with χ = 0 on (−∞, 0) and χ = 1 on
(1,+∞) and let k ≥ 0. For N > R, define ϕN ∈ domBS through ϕN = 0 in R3 \ Λ(VR,δ) and
(V UϕN )(r, s, t) = e
ikr exp
(− 12 |t|)χ(r −N)χ(2N − r)χ(t+Nδ)χ(Nδ − t), (r, s, t) ∈ VR,δ,
then a short computation with the help of (4.10) shows that
lim
N→+∞
∥∥(BS − (k2 − 14 ))ϕN∥∥L2(R3)
‖ϕN‖L2(R3) = limN→+∞
∥∥V UBSϕN − (k2 − 14 )V UϕN∥∥L2(VR,δ)
‖V UϕN‖L2(VR,δ)
= 0,
which means k2 − 14 ∈ σ(AS). As k ≥ 0 is arbitrary, the result follows.
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