Photometric data in the UBV(RI) C system have been acquired for 80 solar analog stars for which we have previously derived highly precise atmospheric parameters T eff , log g, and [Fe/H] using high resolution, high signal-to-noise ratio spectra. UBV and (RI) C data for 46 and 76 of these stars, respectively, are published for the first time. Combining our data with those from the literature, colors in the UBV(RI) C system, with ≃ 0.01 mag precision, are now available for 112 solar analogs. Multiple linear regression is used to derive the solar colors from these photometric data and the spectroscopically derived T eff , log g, and [Fe/H] values. To minimize the impact of systematic errors in the model-dependent atmospheric parameters, we use only the data for the ten stars that most closely resemble our Sun, i.e., the solar twins, and derive the following solar colors: (B − V ) ⊙ = 0.653 ± 0.005, (U − B) ⊙ = 0.166 ± 0.022, (V − R) ⊙ = 0.352 ± 0.007, and (V − I) ⊙ = 0.702 ± 0.010. These colors are consistent, within the 1 σ errors, with those derived using the entire sample of 112 solar analogs. We also derive the solar colors using the relation between spectral line-depth ratios and observed stellar colors, i.e., with a completely model-independent approach, and without restricting the analysis to solar twins. We find: (B − V ) ⊙ = 0.653 ± 0.003, (U − B) ⊙ = 0.158 ± 0.009, (V − R) ⊙ = 0.356 ± 0.003, and (V − I) ⊙ = 0.701 ± 0.003, in excellent agreement with the model-dependent analysis.
INTRODUCTION
Our Sun is the primary reference in stellar astrophysics. Its fundamental parameters are known with a precision and accuracy far greater than those of any other astronomical object known. Observationally, however, comparing the Sun with the distant stars is not an easy task. Unless dedicated to solar observation, or carefully adapted for that purpose, telescopes and their instruments are designed to collect as much light as possible from faint targets. Any attempt to observe the Sun with the same instrumental setup used to observe the distant stars will suffer from saturation. Fortunately, the Sun as a star can be studied indirectly, in particular using stars that have spectral features very similar to those observed in the solar spectrum, i.e., solar analog stars (e.g., Cayrel de Strobel 1996) .
A wealth of useful information on the physical properties of stars can be inferred from their photometry. Narrow band systems such as Strömgren's uvby-β (Strömgren 1963) and systems designed for very large, all-sky surveys such as the ugriz system (e.g., Fukugita et al. 1996) are in many ways superior, or at least complementary, to the Johnson-Cousins UBV(RI) C system (Johnson & Morgan 1953; Cousins 1976 ). Nevertheless, for historical reasons, one could argue that the latter is still one of the most important ones (e.g., Bessell 2005) . Much of our knowledge on stars is based on this type of observational data, and it is no surprise that whenever a new photometric system is introduced, transformation equations to the UBV(RI) C system must be determined.
Theoretical models can be used to translate photometric data into physical parameters, and vice versa. These relationships, however, must be able to reproduce very well the solar values, given the high precision and accuracy with which the solar properties are known. The problem is that the solar colors cannot be measured directly, i.e., in an identical fashion as those of the distant stars, as explained before. Since they need to be derived indirectly, they are typically very uncertain and not very useful for the calibration of stellar models. Thus the need for refinement in the derivation of the solar colors whenever possible.
The solar colors in the UBV(RI) C system, in particular (B − V ) ⊙ , have been a subject of debate for many decades. Values found in the literature, as derived by many different authors using a variety of techniques, range from about 0.62 to 0.69. Using the effective temperature (T eff ) versus (B − V ) relation by Casagrande et al. (2010) , and adopting [Fe/H] = 0, one finds that this range of (B−V ) color corresponds to a T eff range of 216 K. Such large uncertainty in a fundamental zero point calibration represents a severe limitation for reliably constraining stellar models.
A few direct measurements of the (B − V ) solar color have been made (e.g., Stebbins & Kron 1957; Tüg & Schmidt-Kaler 1982) , but the range of (B − V ) ⊙ values reported is essentially the same as that corresponding to the indirect measurements, suggesting that instrumental effects are very difficult to control (e.g., van den Bergh 1965) . Indirectly, the solar colors can be measured using samples of stars with known physical properties and interpolating the correlation between these parameters and observed colors to the solar values (e.g., Chmielewski 1981; Ramírez & Meléndez 2005b; Holmberg et al. 2006; Casagrande et al. 2010) . In some cases, other types of observations, for example spectroscopic or spectrophotometric, of the Sun and the distant stars, are used, in addition to the stellar photometry, to interpolate to the solar values (e.g., Clements & Neff 1979; Straizys & Valiauga 1994; Gray 1992) . The large range of (B − V ) ⊙ values found in the literature (0.62-0.69), and the fact that the average error in the (B − V ) values typically measured with present-day instrumentation for the distant stars is only about 0.01 mag, suggest that systematic errors are still the dominant source of uncertainty for indirect determinations of (B − V ) ⊙ . For older reviews and a complete list of references on (B − V ) ⊙ , we refer the reader to Chmielewski (1981, his Table 2 ) and Gray (1992, his Figure 1) .
In a more recent revival of the (B − V ) ⊙ debate, Ramírez & Meléndez (2005a,b) and Casagrande et al. (2006) have both used the so-called infrared flux method (IRFM, Blackwell et al. 1979) to derive the effective temperatures of large samples of nearby stars with accurate log g and [Fe/H] values, which were then used to calibrate [Fe/H]-dependent T eff -color relations. Using the latter, interpolation to the solar T eff = 5777 K and [Fe/H] = 0 allowed them to infer (B − V ) ⊙ , among other solar colors. Interestingly, even though both groups used the same technique to derive the star's T eff values, their inferred solar colors differ by about 0.03 mag. While Ramírez & Meléndez (2005b) suggest a "blue" (B − V ) ⊙ = 0.619, Casagrande et al. (2006) find a more "red" (B − V ) ⊙ = 0.651. Although in principle nearly consistent within the 1 σ uncertainties, which are about 0.02 mag for each, this discrepancy has been traced back to a difference in the zero point of the absolute flux calibration in the IRFM. Casagrande et al. (2010) have fine-tuned this absolute calibration and validated their IRFM T eff scale using interferometrically measured stellar angular diameters and HST spectrophotometry. Their implementation of the IRFM gives us the most reliable T eff scale available today, from which they infer (B − V ) ⊙ = 0.641 ± 0.024. The relatively large size of the error bar compared to the typical error in (B − V ) measurements (≃ 0.01 mag) is due to the fact that T effcolor relations of a sample of stars covering a wide range of stellar parameters was used, thus propagating small, but non-negligible, systematic errors into the analysis.
In recent years, we have undertaken the task of studying solar twin and analog stars, i.e., stars with atmospheric parameters T eff , log g, and [Fe/H] identical and very similar to those of our Sun, respectively. We have carried out spectroscopic surveys in both the southern and northern hemispheres, searching for these stars and performing unprecedentedly high precision spectroscopic analysis (e.g., Meléndez et al. 2006 Meléndez et al. , 2009 Meléndez & Ramírez 2007; Ramírez et al. 2009 ). Surprisingly for us, before the present work, photometric data in the UBV(RI) C system for the solar twins and analogs that we identified were scarce in the literature. For example, only about half of the stars of interest were found in the UBV section of the General Catalogue of Photometric Data (GCPD, Mermilliod et al. 1997 ) and the Hipparcos catalog (B − V ) compilation (Perryman et al. 1997) . Motivated by this lack of fundamental, very important astronomical data, we have carried out campaigns to measure colors of solar analog stars in the UBV(RI) C system at three different locations, which allowed us to cover the entire sky. In this paper, we present the photometric data acquired and use them along with our spectroscopically determined stellar atmospheric parameters, as well as the high quality spectra themselves, to derive the solar UBV(RI) C colors. We expect these solar colors to be both very precise and accurate because the sample selection guarantees that the impact of systematic errors is small. For the first time, a statistically significant sample of solar twins and analogs with highly precise differential stellar parameters derived from high quality spectra, and homogeneously measured photometry, are available to derive the UBV(RI) C colors of the Sun.
SAMPLE AND PHOTOMETRIC DATA
The stars used in this work are listed in Table 4 of Baumann et al. (2010) , who studied the evolution of lithium abundances in Sun-like stars using high resolution, high signal-to-noise ratio spectra acquired by Ramírez et al. (2009) and Meléndez et al. (2009) . These spectra were taken using the R. G. Tull coudé spectrograph on the 2.7 m Telescope at McDonald Observatory and the MIKE spectrograph on the 6.5 m Clay/Magellan Telescope at Las Campanas Observatory. The spectral resolution R = λ/∆λ of the spectroscopic data is about 60,000 while the signal-to-noise ratios range from about 150 to 600, with a median value closer to 400. The stellar parameters T eff , log g, and [Fe/H] used in this work are those listed in Baumann et al. (2010) and they were determined by forcing excitation/ionization equilibrium of iron lines in the stellar spectra. Given the high quality of the data and the careful sample selection, the average errors in the stellar parameters are only ∆T eff = 41 K, ∆ log g = 0.06, and ∆[Fe/H] = 0.03, although they are significantly smaller for the stars that are most similar to the Sun. Systematic errors are not included in these error estimates, but we expect them to be very small because of the strictly differential approach we used to derive the atmospheric parameters. All of the objects analyzed in the present study are main-sequence stars, as confirmed by their log g values. We refer the reader to Meléndez et al. (2009 ), Ramírez et al. (2009 ), and Baumann et al. (2010 for details on the spectroscopic data reduction, the determination of stellar parameters, and the assessment of errors.
UBV(RI) C magnitudes and colors for as many as possible of the stars in Baumann et al. (2010) were measured at three sites: SAAO (South African Astronomical Observatory), SPM (San Pedro Martir, in México), and OPD (Observatório do Pico dos Dias, in Brazil); 57 stars were observed at SAAO, 55 at SPM, and 33 at OPD. A number of stars were observed at more than one location; 
the total number of unique stars observed is 80. Below we describe briefly our photometric observations. The SAAO UBV(RI) C observations were made using the 0.5 m telescope and a photomultiplier tube (PMT) based modular photometer at Sutherland (Kilkenny et al. 1988 ). The PMT is a Hamamatsu R943-02 Gallium Arsenide tube and it is thermoelectrically cooled to low temperatures to reduce dark counts to minimum levels. Observations were carried out throughout 2010 and 2011 in blocks of several weeks spread over the two years. Observations of both the target objects and E-region standard stars (e.g., Menzies et al. 1989) were made each night through the UBV(RI) C filters, mostly alternating between a standard and target objects. The observations were later corrected to the UBV(RI) C system using nightly observations of the E-region standards and current transformation equations that are maintained and regularly updated (about twice a year) at the Observatory. Observations were done only during photometric nights, and any standard star observations that deviate from the standard magnitude by more than ±0.05 is not used in the reduction or determination of zero points for transformation to the UBV(RI) C system. Based on the observations of standard stars made in multiple observing nights and/or runs, we estimate an accuracy of about 0.01 mag for the SAAO measurements of visual magnitudes and colors. The E-region stars used in our reductions have visual magnitudes from about V = 5 to V = 10, which is similar to the magnitude range of our observed program stars. The SPM observations were carried out during two runs; eight nights in May 2011 (from the 21st to the 28th) and five nights in October 2011 (from the 20th to the 24th). The San Pedro Martir 0.84 m telescope was used, along with the Mexman filter wheel. During the May run a SITe CCD was used (1024x1024 pixels, gain=4.8 e − /ADU, readout noise=13e − ) while in October an e2v-4290 CCD was used (4.5Kx2K pixels, gain=1.7 e − /ADU, readout noise=3.8e − ). Sky flat fields were taken at the beginning and end of each night, and bias frames were taken between each observed field. Landolt standards were observed both at the meridian and at large air masses. All the images were bias subtracted and flat field corrected. Cosmic rays were removed using the L.A. Cosmic task (van Dokkum 2001). Instrumental magnitudes were calculated using the IRAF photcal package and the observations of the standard stars.
The OPD photometric data were acquired using the Zeiss 0.6 m telescope at Pico dos Dias Observatory, operated by the Laboratório Nacional de Astrofísica, in Brazil, during the years 2009 and 2010. The instrument used for the observation was the FOTRAP ("rapid photometer", Jablonski et al. 1994) , which consists of a wheel with 6 filters (Johnson-Cousins UBV(RI) C and 9.429 ± 0.057 0.674 ± 0.065 clear) running at 20 Hz and acquiring data almost simultaneously in all filters. Light from the telescope passes through the filter wheel and then by a set of diaphragms that is used for limiting interference of light from the sky and/or nearby objects. Then the light reaches the Hamamatsu photomultiplier operating at −25 degrees Celsius. Throughout the night, various Graham (1982) standard stars are observed. Usually, one in every three stars observed was a standard, making sure no star with an airmass greater than 1.5 was observed, following the suggestion by Harris et al. (1981) , whose photometric reduction method is used in the reduction software of this instrument. The reduction is made using the software "mags.exe," which was specially written for the instrument FOTRAP, as described in Jablonski et al. (1994) . The photometric data collected at the three sites described above are given in Tables 1 to 3. Figure 1 shows the comparison of colors measured at the SPM and SAAO observatories for the stars in common. Similarly, Figure 2 shows the comparison of OPD and SAAO data. In Table 4 we list the mean offsets and the star-to-star standard deviation of the difference between colors measured at different sites, determined using data for stars in common between the different samples. In most cases the mean differences are compatible with zero within the 1 σ uncertainties, suggesting that any offsets that could be a product of employing different sets of photometric standard stars and/or data reduction procedures are smaller than the observational errors. The only exception is the SPM (V −R) data set, which shows a non-zero mean offset of 0.021 ± 0.016 relative to the SAAO data. To prevent this offset from introducing unwanted noise in our solar colors analysis, we corrected the SPM (V − R) colors so that their mean difference with the SAAO data is exactly zero. The values listed in Table 2 , however, are the original ones. For the stars that were observed from more than one location, we adopted a weighted mean of the colors given from each site. The error associated to these average colors corresponds to the sample variance. However, we adopted a minimum photometric error of 0.004 mag to prevent unreasonably small errors arising from numerical artifacts, i.e., from coincidental agreement between the (statistically few) mean values reported from different sites.
We also searched for UBV(RI) C photometry in the GCPD (Mermilliod et al. 1997 ) and (B −V ) colors in the Hipparcos catalog (Perryman et al. 1997 ) for the stars in 
Baumann et al. (2010)
. We used the latter only if not available in the GCDP. These Hipparcos (B − V ) colors correspond to those compiled by the mission team from previously published standard UBV system data sets (i.e., those with flag G in column 39 of the Hipparcos catalog), and not to the colors inferred from transformation equations using Tycho photometry (flag T instead). Sixty-six (66) stars were found with either UBV and/or RI (C) colors previously reported in the literature. Thirty four (34) of these stars were observed by us. However, only four of them have RI (C) data in the literature. Thus, a proper comparison of our measured colors with previously published values can only be done for (B − V ) and (U − B). This comparison is shown in Figure 3 .
The average difference in (B − V ) color between our measurements and those found in the literature is ∆(B − V ) = 0.002 ± 0.011, i.e., consistent with zero within the 1 σ uncertainty. Moreover, the star-to-star scatter in this comparison (0.011 mag) suggests that the mean error in the measurements of (B − V ) is about 0.008 mag= 0.011/ √ 2, which is identical to the average (B − V ) error given in our Table 5 . Thus, our (B − V ) error estimates appear to be very reliable. For (U − B), we derive ∆(U − B) = 0.013 ± 0.034, also consistent with zero within the uncertainties. We also computed offsets for (V − R) and (V − I), but they are based on data for only four stars in common, and are therefore not so reliable. In any case, this comparison suggests that our color measurements are consistent with the UBV(RI) C color scales found in the literature, and therefore with the historically adopted photometric zero points. The color offsets between our data (TW) and previously published values (LIT) are given in the lower section of Table 4 .
The stellar parameters and photometry adopted in this work are given in Table 5 . Here we have combined our photometric data with those found in the literature, giving equal weight to each when available for the same star. Objects for which photometric data are published for the first time are assigned mean values and errors from our measurements only. Stars not observed photometrically by us, but found in the literature, are assigned those previously published values. The average errors, in mag, of the measured colors given in Table 5 and ∆(V − I) = 0.010.
THE SOLAR COLORS

Color-T eff Relations
As is well known, colors are good indicators of T eff , although in many cases they can also be sensitive to other stellar parameters. Figure 4 , for example, shows the relation between our UBV(RI) C colors and T eff , which clearly reveals a dependence on a second parameter, namely [Fe/H], although this is much more pronounced for (B − V ) than (V − I). The sensitivity of the UBV(RI) C colors to log g is very weak, as will be shown quantitatively later in this section. As noted in Section 2, the T eff , log g, and [Fe/H] values we used were derived from our high quality spectra, using the standard excitation/ionization equilibrium balance condition for Fe i and Fe ii lines (e.g., Ramírez et al. 2009) . Although this technique is heavily model-dependent, the fact that our sample stars are all very similar to our Sun allows us to minimize the impact of systematic errors, because they are nearly the same for all of these objects, and because we employ a strictly differential analysis using the solar spectrum as reference.
We used the data from Table 5 to perform a multiple linear regression of the following form:
from which the solar colors are inferred: color ⊙ = a 0 . The error in the solar color is derived by adding in quadrature the 1 σ scatter of the regression, which takes into account the errors in the observed stellar colors, and the error due to the stellar parameter uncertainties. To calculate the error due to T eff , log g, and [Fe/H] uncertainties, we computed 5000 solar colors using T eff , log g, and [Fe/H] values modified randomly from their mean values, assuming a Gaussian distribution for each of the three stellar atmospheric parameters. The individual errors in these parameters for each star, as listed in Table 5 , were adopted as the standard deviations of these distributions. The 1 σ scatter from the 5000 tests described above was finally adopted as the uncertainty due to errors in the stellar parameters.
Two sets of solar colors were derived, a first one us- ing the entire sample of 112 solar analogs, and a second set inferred using only the data for the 10 stars that most closely resemble the Sun (hereafter referred to as the solar twins). The solar twin sample was defined as those stars having their stellar parameters T eff , log g, and [Fe/H] within 1.4 σ from the solar values, where σ is the average error in the stellar parameters of the sample. Modifying slightly the definition of solar twin star has little impact on our results. The multiplicative factor of 1.4 was chosen arbitrarily so that the sample of solar twins could have exactly ten elements. The solar colors derived using the method described above are listed in Table 6 . In particular, we find (B − V ) ⊙ = 0.653 ± 0.005 using only the solar twin data. This value is consistent within the 1 σ errors with that derived using the entire sample of solar analogs, (B − V ) ⊙ = 0.658 ± 0.014. We note, however, that the mean (B − V ) ⊙ value increases by 0.005 mag when using the full sample, which suggests that the effective temperatures of non solar twin stars may be slightly overestimated, making the Sun appear redder than it actually is. We find that the mean (B − V ) ⊙ value obtained using only solar twins would be in perfect agreement with that derived using the full sample if the T eff values of non solar twin stars were cooler by about 20 K. This implies that systematic errors in the model-dependent determination of stellar parameters from iron line analysis (excitation/ionization equilibrium), although small, are non-negligible for solar analogs, but not so important for the solar twins. This is of course true only when dealing with very high quality spectroscopic data such as those used by Meléndez et al. (2009 ), Ramírez et al. (2009 ), and Baumann et al. (2010 , where effective temperatures with a precision comparable to 20 K are possi-ble to achieve.
The (U − B) ⊙ color has the largest error of all UBV(RI) C solar colors derived; it is greater than 0.02 mag. This is not at all surprising because U -filter observations and their standardization are known to be very challenging. For (V − R) and (V − I) we derive solar colors with errors below or about 0.01 mag. As with (B − V ), the solar (V − R) and (V − I) colors inferred using solar twins are slightly bluer than those obtained using the full sample of solar analogs. Decreasing the T eff values of non solar twin stars by 20 K gives agreement within 0.001 mag for the mean (V − I) ⊙ values, but the (V − R) ⊙ colors still differ by 0.007 mag. A T eff decrease of about 70 K is necessary to make the (V − R) ⊙ colors agree perfectly. This is highly unlikely given the high precision of our T eff determinations, and therefore suggests that there are small systematic errors affecting our (V − R) colors.
Even though log g is included in the regression formula (Eq. 1) for completeness, we find that the precision of our results is not compromised if we choose to neglect it. For example, a regression using only T eff and [Fe/H] gives us the same solar (B − V ) colors of solar twins or analogs within 0.001 mag. Moreover, the errors are identical to the case when log g is also included. This is likely the result of having selected only main-sequence stars for our sample. The impact of [Fe/H] on these calculations, however, must not be ignored. A regression on T eff only, or even T eff and log g, results in a solar (B − V ) color with an error that is about twice as large as that obtained using Eq. 1. As mentioned earlier, the metallicity dependence of UBV(RI) C colors is clearly seen in Figure 4 . We also tested regression formulae including quadratic terms, i.e., T 2 eff , [Fe/H] 2 , and log g 2 , as well as mixed terms such as T eff × [Fe/H], but found no noticeable improvements; the 1 σ scatter of the regression (i.e., data minus fit value residuals) did not change by more than 0.001 mag, and the same was true for the mean values obtained for the solar colors.
Spectral Line-Depth Ratios
The strength of a spectral line depends on many parameters. In addition to the physical conditions of the gas in which the line is formed, which makes the line strength sensitive to the model atmosphere adopted, the properties of the atom, ion, or molecule responsible for the absorption, and those of the transition that produces the line are all directly related to the line strength. Of particular interest for our work is the excitation potential (EP) of the feature. Spectral lines with very different EP values show significantly different sensitivity to T eff . Thus, ratios of depths of spectral line pairs with very different EP values are known to be excellent T eff indicators (e.g., Gray & Johanson 1991; Gray 1994) , and therefore they are expected to correlate well with observed colors. Gray (1992) was the first to use line-depth ratios (LDRs) to infer solar colors. As pointed out by him, one of the great advantages of using LDRs is that they are nearly insensitive to the stellar metallicity, at least for nearby thin-disk stars, because, to first approximation, the line strengths scale with [Fe/H] regardless of the element producing the line. If, in addition, the line pairs have similar wavelengths and the spectroscopic data used are very homogeneous, particularly concerning the continuum normalization, line-depth ratios are also independent of spectral resolution. Using LDRs to infer the solar colors has also the great advantage of being a completely model-independent approach. We used our high resolution, high signal-to-noise ratio spectra to measure as many as possible LDRs for all line pairs listed in the study by Kovtyukh et al. (2003) , and inspected the LDR versus color relations obtained using our photometric data. We fitted a straight line to each of these relations, and computed the standard deviation (1 σ) of the fit minus data residuals. Two examples of these fits are shown in Figure 5 . Then we measured the line-depth ratios in our solar spectra, which are in fact reflected Sun-light observations of bright asteroids, and used the LDR versus color fits to infer a solar color for each line pair. The weighted mean and average values obtained from all line pairs used were adopted as the final solar colors. Not all line-pairs listed in the Kovtyukh et al. (2003) study were used in the end. Linepairs for which the linear fits had a 1 σ value with a significant contribution from observational errors in the spectra, were discarded. For example, for (B − V ) we excluded the fits with 1 σ > 0.015 mag, because the typical (B − V ) error is 0.01 mag, and adopting only the pairs with 1 σ < 0.015 mag implies that the only pairs that are used are those in which the spectroscopic errors (i.e., the errors in LDR), when propagated to the photomet- ric data in this relation, are similar to the photometric ones, or smaller. Although somewhat arbitrary, this automated procedure eliminates line-pairs which may be affected by blends, continuum normalization issues intrinsic to our data, and/or instrumental imperfections.
As an example, in Table 7 we list all the line pairs used to derive the solar (B − V ) color from LDR versus color relations. For each pair, we provide the number of stars, N ⋆ , used to construct the empirical relation and the standard deviation of the fit minus data residuals (σ fit ). Also, for each pair we provide the mean and standard deviation of the (B − V ) color that corresponds to the nine reflected Sun-light asteroid observations used for solar reference (σ ss ). This is because each solar spectrum gives us a slightly different value for the line-depth ratio of each pair. Note that the standard deviation from the mean color of our nine solar spectra is very small; in many cases it is below 0.005 mag. The weighted mean and sample variance of the (B − V ) solar colors inferred from the 45 line pairs used is finally adopted as the solar color. We used as weights (w) the inverse of the standard deviations of the LDR versus color fits and the 1 σ scatter in the colors obtained for the nine solar spectra, added in quadrature, i.e., 1/w = σ 2 fit + σ 2 ss (see Table 7 ). Some of the scatter seen in Figure 5 could in principle be attributed to [Fe/H] and/or log g effects. To test this hypothesis, we repeated the procedures described above, but using, instead of a simple linear fit of LDR versus color, a linear regression similar to Eq. 1, replacing the (T eff − 5777 K) term with the LDR values. The exact same mean value and error was obtained for (B − V ) ⊙ , suggesting that the impact of [Fe/H] and log g on the LDR versus color relations is below the 0.001 mag level. This implies that the scatter seen in Figure 5 is dominated by observational errors in both LDR and (B − V ).
We computed solar colors for each line pair and for each solar spectrum available. Our spectra come from two different sources and were taken on several different observing runs. The results given in Table 7 were obtained using all available data. We made sure that analyzing the data separately per run or per observing site does not improve these results in a significant manner. In fact, due to the lower number of stars available to derive the solar colors, this approach typically gives us larger errors, in some cases about twice as large for (B − V ), for example. Thus, we conclude that small differences in the spectral resolution, sky conditions, and/or instrumental setup have a negligible impact in our derivation of the solar colors. This observation also suggests that the continuum normalization of all our available data is robust and consistent across different data sets as well as observing runs and sites. We performed a similar exercise to the one described above to derive the other UBV(RI) C solar colors, which are listed in Table 8 . Using the LDR technique, we find (B − V ) ⊙ = 0.653 ± 0.003, (U − B) ⊙ = 0.158 ± 0.009, (V −R) ⊙ = 0.356±0.003, and (V −I) = 0.701±0.003, in excellent agreement with the solar colors obtained with the method described in Section 3.1. The significantly smaller error bars obtained with the LDR method are probably due to the fact that no systematic uncertainties similar to those of the stellar atmospheric parameters affect the LDR measurements, in addition to the fact that the spectroscopic data are very homogeneous and of extremely high quality.
CONCLUSIONS
The problem of the lack of important photometric data for solar analog stars in the UBV(RI) C system has been addressed and solved with our UBV(RI) C observations of 80 stars very similar to our Sun, for which previously obtained high resolution, high signal-to-noise ratio spectra are available. The combined use of high-quality photometric and spectroscopic data of Sun-like stars allows us to study the Sun as a star without the need to modify or design instruments specifically for the direct observation of the Sun.
We have derived the solar colors in the UBV(RI) C system using two different methods. The first one uses the atmospheric parameters T eff , log g, and [Fe/H] derived using a model-dependent analysis, whereas the second method employs only measurements of spectral linedepth ratios (LDRs) and the observed photometry, thus being completely model-independent. We find excellent agreement for the solar colors derived using these two techniques. In particular, we derive (B − V ) ⊙ = 0.653 ± 0.005, but the LDR method gives a smaller error of 0.003 mag. An uncertainty of 0.005 mag in (B−V ) ⊙ translates into an error of ±16 K in T eff whereas a 0.003 mag uncertainty corresponds to only 9 K. Thus, our highly precise solar colors can be used to constrain stellar models and calibrate effective temperature scales or color-T eff relations at the 10 K level.
With respect to the recent debate in the literature concerning the solar (B−V ) color, our results favor the "red" value closer to 0.65 mag over the "blue" solar color of about 0.62 mag. Given the high quality of our photometric and spectroscopic data, as well as our careful sample selection and derivation of solar colors from the wealth of available data, we argue that our solar UBV(RI) C colors are the most precise and reliable ones published to date. Along with the solar uvby-β colors derived by Meléndez et al. (2010) , precise and accurate solar colors in the historically most important photometric systems are now available.
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