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Abstract 
Otoacoustic emissions (OAEs) describe the ability of the ear to emit sound 
waves. This acoustic signal, which is related to physiological activities of cochlea, 
can validate the hearing functionality of human. Being benefited from the advan-
tages such as non-invasive measurement and relatively inexpensive equipment, 
the OAEs have great potential in clinical applications. Although there are nu-
merous publications about the OAEs, many of the attention has been paid to 
clinical and physiological aspects. The signal processing aspects, which is also 
important in practice, are less regarded in a formal way. 
Distortion product OAEs (DPOAEs) are one type of the OAEs that undergo 
intensive development in clinical applications. Elicited by two tone stimuli, the 
DPOAEs compose of narrowband signals and can be conveniently estimated by 
FFT-based spectral analysis. Different from the clinical research, this work in-
vestigates the estimation aspects of the DPOAEs purely in a viewpoint of signal 
processing. Based on statistical signal processing and spectral analysis, a per-
formance study on the conventional DPOAE estimation methods is carried out 
in order to have a further understanding in existing techniques. Assuming the 
noise is Gaussian white, it is shown that one of the conventional methods can 
provide optimal estimate of the DPOAEs, but at a price of constraining the 
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stimulus frequencies. In order to look for an unconstrained optimum estima-
tor, maximum likelihood (ML) method is applied to the problem of DPOAEs. 
Also taking practical and implementation aspects into account, we develop a 
new DPOAE estimator which is feasible, computationally efficient, and optimal 
without any constraint. 
Besides the contribution in the DPOAEs, the author also involved research 
in adaptive filtering for narrowband signals. The recursive-least-squares (RLS) 
adaptive notch/bandpass filter (ANBF) has been known to be powerful in perfor-
mance but expensive in computation, when comparing with the commonly-used 
narrowband filters such as least-mean-squares (LMS) ANBF and the infinite-
impulse-response (IIR) filter. In this work, a fast RLS (FRLS) ANBF is devel-
oped by well approximating the standard RLS ANBF. It is shown that the FRLS 
ANBF preserves the powerful performance and has comparable computation to 
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Chapter 1 
Introduction to Otoacoustic 
Emissions 
1.1 Introduction 
Ear was usually regarded as a passive transducer that could only receive sounds. 
In 1978, David Kemp performed an experiment to show that there are sound 
waves emitted from human ear [16]. In his pioneering work, signals were picked 
up from ear canal. Using transient acoustic signal to stimulate the human ears, 
he was capable of measuring acoustic response emitted from normal ears, but 
such a response was absent from the impaired ears. Kemp's discovery was indeed 
astonishing, thus resulting in many research related to this phenomenon. 
Otoacoustic emissions (OAEs) are the term used to generally describe acous-
tic responses generated from within the animal ears. The OAEs has played an 
important role in both theory and practice. The discovery of the OAEs has 
advanced our understanding in complicated physiological process of hearing. 
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Now it is generally believed that the OAEs are by-products originated from the 
outer hair cells (OHCs) on the basilar membrane of the cochlea. In fundamental 
hearing process, the sound waves are transferred into vibrations in the basilar 
membrane, and in turn the vibrations are converted into electrical neural im-
pulses by the inner hair cells (IHCs). Though many details remain unknown, 
it is thought that the OHCs serve as biomechanical amplifiers which actively 
modify the passive sound-induced vibrations. OAEs are indeed believed to be 
leakage of energy from the biomechanical-gain process in the OHCs. The readers 
are referred to [21, 28] for more details about the generation of the OAEs. 
In clinical applications, OAEs have considerable potential because of the ca-
pability of detecting hearing impairment. In 1993, National Institutes of Health 
(NIH) (an organization in U.S.A.) reviewed all of the evidence related to early 
identification of hearing loss and recommended OAEs as the preferred method 
1. Therefore, in the near future, it may not be a surprise that every hospital has 
an OAE instrument available. 
1.2 Clinical Significance of the OAEs 
According to [28], we give summary to the clinical importance of the OAEs: 
• The OAEs allow hearing screening and diagnosis of hearing impairment in 
a rapid, non-invasive, and objective manner. 
• The OAEs elicited from a normal ear are extremely stable over a long 
period of time. Thus, long-term monitoring of hearing status is possible. 
^The information can be obtained in hUp://www.usu.edu/^ncham/nchaminf.html. 
2 
Chapter 4 
Such a monitoring is beneficial to patients at risk of hearing problem, and 
to workers who are often exposed to noisy environment. 
• In the past, identifying congenital hearing loss of newborn babies was 
uneasy since conventional techniques such as behavioral screening did not 
work well in this situation. With the discovery of the OAEs, newborn 
hearing screening can be accomplished objectively. Notice that this is one 
of the most important applications of the OAEs. 
• The equipment of measuring the OAEs is relatively low-cost, thus provid-
ing economically feasible method for hearing screening. 
1.3 Classes of OAEs 
OAEs 
^ ^ > ^ 
OAEs OAEs 
with external without external 
stimulation stimulation 
^ < ¾ ^ T 
Transient Evoked Distortion Product Stimulus- Spontaneous 
OAEs OAEs frequency OAEs 
qEOAEs) (DPOAEs) OAEs(SFOAEs) (SOAEs) 
Figure 1.1: Classification of the OAEs. 
According to [21], the OAEs can be categorized into four classes, as shown in 
Fig. 1.1. It should be noted that the transient evoked OAEs (TEOAEs) and 
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the distortion product OAEs (DPOAEs) are intensively regarded for clinical 
applications. Excluding the DPOAEs which will be thoroughly discussed in 
another section, here we individually describe each type of the OAEs in a concise 
manner. 
1. Spontaneous OAEs (SOAEs): The SOAEs are narrow-band signals 
which are recorded without presence of sound stimuli. Because of the small 
amplitude, measurement of the SOAEs requires a very good standard of 
equipment. Usually, FFT based spectral analysis is utilized to observe the 
SOAEs. Notice that not all of the human can generate SOAEs. 
2. Transient Evoked OAEs (TEOAEs): The OAEs firstly discovered 
by Kemp are the TEOAEs. Evoked by transient stimuli such as clicks 
and tone-bursts, the TEOAEs are in form of wideband signals. Using 
time-locked averaging as noise reduction algorithm, the TEOAEs can be 
observed in time or spectral domain. It is of interest to note that recent 
research involves analysis of the TEOAEs in wavelet domain [32 . 
3. Stimulus-frequency OAEs (SFOAEs): The OAEs stimulated by a 
slowly sweeping tone are referred as the SFOAEs. In this method of ob-
servation the detailed amplitude and phase variations of the sound in the 
ear canal are monitored in relation to the swept frequency stimulus [4]. 
1-4 The Distortion Product OAEs 
The OAEs stimulated by two pure-tone stimuli / i and /2 (/2 > /1) are known as 
the DPOAEs. Being generated by the nonlinear cochlear process, the DPOAEs 
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are in forms of intermodulation products. Among these DPOAE harmonic fre-
quencies, the largest component lies at 2/i — /2 in human ears. In many liter-
ature, the DPOAE is in fact referred to this particular component. One of the 
reasons for the popularity of the DPOAEs is that they can be recorded in well 
over 90% of normal ears [21 . 
1.4.1 Measurement of DPOAEs 
Fig. 1.2 shows how the DPOAEs are measured. A probe, which consists of two 
stimulating transducers and one miniature microphone, is plugged into the ear 
canal. The reason for transmitting the two tone stimuli separately is to reduce 
the artifactual intermodulation distortion [28], which may greatly interfere the 
measurement of the DPOAEs. The sensitive microphone then picks up the 
received DPOAE signal for further processing and analysis. 
^ 
/•"x Speaker % I \ 
——： ^ \ y n Input ^ V 
Stimulus ^-^"""^^*iJfcjfc|Hipi^*iB* 
Generation — ^ | Probe j � 
\ j Microphone ^ - - ^ - # ^ ^ T . ^ ^ ^ ' * * 
Output \ ^ ^ ^ ^ ^ 
Signal Acquistion, I 1 
Processing, & Analysis V * 
Figure 1.2: Measurement of the DPOAEs. 
Because the DPOAE is basically a narrowband signal, FFT-based spectral 
analysis (which is also called periodogram) is utilized in almost all of the research 
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in DPOAEs. Fig. 1.3 shows periodogram of the DPOAEs from a healthy ear. 
The strong sinusoids at 2.5kHz and 3kHz are the artifact resulting from the 
tone stimuli. As we will describe later, this stimulus artifact imposes some 
limitations to the estimation of the DPOAE. The dotted line marks the location 
of the DPOAE, which clearly discerns from noise floor. We also observe that the 
low frequency region is dominated by the noise, which is mainly contributed by 
environmental and/or physiological sources. Therefore, estimating the DPOAE 
at low frequency is more difficult than that at high frequency. On the other hand, 
it should be noted that the measurement of the DPOAEs can be influenced by 
other factors such as presence of the ear wax, special configurations of meatus, 
and problems in the middle ear. 
By measuring DPOAE amplitudes with respect to various values of stimulus 
frequencies, a DPOAE-amplitude frequency function can be plotted to show 
the hearing functionality of the subject. Such a plot is known as distortion-
product "audiogram", or DPgram in short. The DPgram is usually used in 
clinical applications since it is comparable to the traditional audiogram [21]. 
Fig. 1.4(a) illustrates DPgram from a healthy ear. As usual, the presence of 
DPOAEs is determined by comparing the DPOAE amplitude with the noise floor 
level, which is estimated by measuring the FFT bins adjacent to the DPOAE 
28]. From Fig. 1.4(a), we can observe that the subject is normal in hearing. 
A DPgram from impaired ear is shown in Fig. 1.4(b), where we can see the 
hearing loss over the high frequency. 
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1.4.2 Some Properties of DPOAEs 
The intensity of DPOAEs is highly dependent on the stimulus parameters — the 
stimulus level and stimulus frequencies. It is always desirable to select stimulus 
parameters that can maximize the DPOAE amplitude. In many studies, the 
two stimulus frequencies are governed by a constant frequency separation ratio 
c = /2//1. (1.1) 
According to [21], there were many investigators who suggested different values 
of c. Nevertheless, it is reasonable to keep the value of c around 1.2. 
Generally, the DPOAE level linearly increases with the stimulus level, and 
there is about 60dB level difference between the DPOAE and the stimuli. In 
order to make the DPOAE more detectable, it is straightforward to transmit 
stimulus tones of large amplitude. However, it must be borne in mind that the 
DPOAE level tends to saturate for very high intensity stimuli, therefore further 
increasing the stimulus level does not help increasing the DPOAE level. Of 
importance to note is that recent reports such as [29] suggest the use of unequal 
stimulus levels to further increase the DPOAE amplitude. 
1.4.3 Noise Reduction of DPOAEs 
Because the OAEs are generally weak in amplitude, noises from various sources 
can easily contaminate the recorded OAE signals. Specifically for the DPOAEs, 
here we describe the noise reduction techniques as follows: 
1. Instrumentation: a good specification of instrument is required to reduce 
the random noise and harmonic distortion from the equipment. Therefore, 
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the selections of the pre-amplifier circuits, the analog-to-digital converter 
(ADC), and the microphone must be very careful. Also, the resolution 
of the ADC must be good enough so that the quantization noise does 
not influence the detection of the DPOAE. According to [28], 16-bit ADC 
(which yields 96dB dynamic range) is usually satisfactory. Of course, it is 
always desirable to adopt a highly-sensitive microphone. 
2. External Sources: the noises from the environment and patient should 
be reduced during the measurement. The use of sound-isolated booth, a 
good probe fitting and sealing are helpful in decreasing the background 
noise. On the other hand, the patient is requested to remain silent so that 
the physiological noise is reduced. However, in infant screening, it may be 
difficult to keep baby quiet. 
3. Signal Processing Strategy: this part is relatively weak in the research 
of the DPOAEs. The signal processing techniques include FFT-based 
spectral analysis, averaging [23, 17] and time-domain noise rejection [28]. 
1.5 Goal of this work and Organization of the 
Thesis 
Though the conventional signal processing methods described in Section 1.4.3 
are practicable, no literature has seriously analyzed them in a strong background 
of signal processing. In fact, many of the DPOAE research has been focused 
on clinical and physiological aspects, but not on signal processing aspects. This 
work is indeed motivated by this common lack of enthusiasm. In this thesis, 
9 
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our focus has been laid on how to optimally estimate the DPOAE, in a sense of 
statistical signal processing. Optimal estimation of the DPOAEs is particularly 
important to the application of infant screening, where short measuring time 
is required. In fact, to the best of the author's knowledge, no publication has 
ever described the definition of optimum estimation for the DPOAEs. Using 
signal processing theories such as maximum likelihood estimation and spectral 
analysis, we attempt to analyze the conventional techniques and build up new 
algorithms for the applications of the DPOAEs. 
The organization of this thesis is as follows. Chapter 2 and 3 review estima-
tion and filtering techniques specialized for the narrowband signals. In Chapter 
4, we develop a fast recursive-least-squares adaptive notch/bandpass filter, which 
is a contribution to signal-processing side. It is interesting that the author came 
up the idea of deriving this filter when he attempted to apply notch filtering 
to the DPOAE signals. Nevertheless, the developed filter is also useful to the 
applications of DPOAEs. Before creating new technique, it is usually suggested 
to understand the pros and cons of the conventional methods first of all. In 
Chapter 5, we investigate the performance of the conventional DPOAE estima-
tion methods, purely using a viewpoint of signal processing. In Chapter 6 and 
7, we design an optimum DPOAE estimator which does not have the limitations 
of the conventional methods. Chapter 8 is the conclusion of this thesis, with the 
further research directions described. 
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Chapter 2 
Review to some Topics in 
Narrowband Signal Estimation 
Consider that an engineer desires to measure sinusoidal signal from real environ-
ment. In fact he/she can easily accomplish this task via a spectrum analyzer. 
However, when the task requires absolute precision and the environment is noisy, 
the engineer has to be serious with the specification of the spectrum analyzer. 
Even he/she has to understand the definition of the specification, so that he/she 
can wisely choose a spectrum analyzer that can well serve his/her specific pur-
pose. 
Same to our problem in DPOAEs, to realize the performance of the existing 
methods and further improve them, a good understanding to fundamental the-
ories is necessary. As a stepping-stone, our theoretical review is emphasized on 
a signal model of 




which sounds simple but has several aspects to care about particularly for an 
optimal estimate of the wanted sinusoid. Later we will show that analyzing (2.1) 
is helpful in the application of the DPOAE. 
There are several important theories that must go through — the too well-
known Fourier transform, the classical spectral analysis which is non-parametric 
in general, and the parameter estimation which normally requires parametric 
model at the start. It is suggested to read [24, 10, 13，14] for further details. 
2.1 Fourier Transforms 
The basics of the well-known Fourier transform will not be described here, as it 
has been covered in many textbooks. Instead, our interest is to clearly state dif-
ference between two types of Fourier transforms for discrete-time, finite-duration 
signal. 
Given a A^-length observed signal x(n) with n 二 0，1,... ,N— 1. The Fourier 
transform of x[n) can be expressed in this form 
N-1 
XN{cj) = J2 ^(^)e" ' " " , — 7T < C^  < 7T. (2.2) 
n=0 
We refer the above formula as the finite Fourier transform ^. 
Note that the finite Fourier transform is different from the well-known dis-
crete Fourier transform which is defined as 
知(叫)=它1郝-洲， (2.3) 
n=0 
iThe finite Fourier transform defined here is slightly different from those defined by Harris 
[10] and Priestley [20，p.418]. Even the definitions by Harris and Priestley are not exactly 
identical. However, the equivalence of their definitions is that the finite Fourier transform is 
finite in duration, discrete in time, and continuous in frequency. 
12 
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where Uk = 27rk/N: 
( I 2 N — 11 
K } = |0, 2 ; r - , 27T-, . . . , 2 x ^ ^ | (2.4) 
with k = 0 , 1 , . . . , N — 1. An even more common definition of the DFT is 
XN{k) = E • ) e x p ( - ^ ^ ) . (2.5) 
n=0 丄、 
Comparing (2.2) and (2.3), it can be visualized that the DFT merely sam-
ples the continuous finite Fourier transform with a sequence of equally-spaced 
frequencies {c^^J. Fig. 2.1 illustrates this by using sinusoid as input signal. 
Zero-padding is a commonly-known technique to interpolate the DFT se-
quence. Assuming that N zeros are padded to the end of x{n), the corresponding 
DFT is: 
2N-1 N-1 
X2N{0^k) = E 拆―—'=E + ) e - J ^ ' , (2.6) 
n=0 n=0 
where cok = irk/N: 
f 1 2 2N — 1 ^ 
K ) - { 0 , 2 . - , 2 . - , . . . , 2 . ^ } (2.7) 
with k = 0 , 1 , . . . , 2N - 1. With N zeros padded, it is observed that the DFT 
doubles its sample points to the finite Fourier transform, and that the frequency 
spacing shortens to 7r/TV instead of the original spacing 2i:|N. Fig. 2.2 illustrates 
the effect of zero-padding. It is of interest to note that the DFT approaches the 
finite Fourier transform when the number of zeros reaches infinity. However, it 
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Figure 2.1: An amplitude spectrum illustrating the difference between the finite 
Fourier transform and the DFT. Dashed line: the finite Fourier transform; solid 
line: DFT. 
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Figure 2.2: Effect of zero-padding. The configuration is identical to that in Fig. 
2.1 with the exception of N zeros being padded. 
In practice, the DFT is usually preferred than the finite Fourier transform. 
This is due to the fact that computing X^((-^) for all values of to within range 
14 
Chapter 4 
is discouraged by its computation complexity. In contrary, the DFT can be 
efficiently computed via fast Fourier transform (FFT). 
Data windowing is another popular technique that can reduce the spectral 
leakage of the spectra. With data windowing applied, the finite Fourier trans-
form should be re-written as 
N-1 
XN{io) = J2 w{n)x{n)e-'^^, (2.8) 
n=0 
where w{n) is the window function. Note that the DFT with data windowing 
can also be written in a similar manner. 
2.2 Periodogram ——Classical Spectrum Esti-
mation Method 
Periodogram is a classical method in estimating the power spectral density 
(PSD) of the observed signal. The periodogram (no windowing) is given by: 
P ^ H = ^ l ^ i v H r - (2.9) 
Note that the periodogram should be properly normalized when data win-
dowing is applied: 
P . H = ^ J X ^ { c ^ ) W (2.10) 
where 
Up = ^ E w ' { n ) . (2.11) 
丄、n=0 
The above expression of the periodogram is favorable for observing wide-
sense stationary signal. For instance, if the observed signal x(n) is Gaussian 
15 
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white with zero mean and variance cr^ , 
E[P,{u)] ^ al (2.12) 
for L0 not near 0 or 士兀. 
When the periodogram is utilized to perform harmonic analysis (which is our 
main interest), the periodogram should be re-scaled so that its output equals 
the squared magnitude of complex sinusoids: 
W = ^ l ^ i v H r , (2.13) 
where ^ 
"a = | f f i + ) l = > i v ( 0 ) ] 2 (2.14) 
丄、Ln=0 � 丄、 
with the finite Fourier transform of w(n) denoted by \¥^{(^)- We specifically � � 
refer Px{^) as the normalized periodogram. Also it can be envisaged that Px{u )^ 
is equivalent to the square of amplitude spectra. 
Consider a case when the input signal consists of a real sinusoid only: 
x{n) = Acos{ntJo + ¢), (2.15) 
where A, (j>, and co�are amplitude, phase, and frequency of the sinusoid, respec-
tively. The normalized periodogram at � � i s given by 
~ A^ 
P * o ) = T , (2.16) 
of which there is a reduction of 6dB in magnitude. 
In practice of spectral analysis, it is prohibitive to compute Px{Lo) for a con-
tinuum of frequencies. Instead it is convenient to construct a sampled spectrum 
via DFT/FFT. Under such circumstance, it must be borne in mind that we are 




2.2.1 Signal-to-Noise Ratios and Equivalent Noise Band-
width 
Consider the following signal model: 
a:(ri) = s{n)^v{n), (2.17) 
where 5(n) = Acos{mOo + ¢), and v{n) is a Gaussian white noise with zero mean 
and variance cr^ . The input signal-to-noise ratio (SNR), or the broadband SNR 
is denoted as: 
A2 
SNRin 二 ^ (2.18) 
L< 
The expected value of the normalized periodogram at c j � i s given by: 
JS^ ^2 
E[P^{iOo)] = — + E N B W X i , (2.19) 
where the well-known equivalent noise bandwidth (ENBW) is defined as 
'N-1 1 / rAT-l 1 2 
ENBW = N Y. w^{n) / ^ w{n) . (2.20) 
.n=0 J / Ln=0 . 
Note that the ENBW is nearly independent of N [5 . 
By observing (2.19), we can define the output SNR as follows: 
NA^ 
SNRout = , , T7Amw. (2.21) 4o-2 X ENBW 
When the task of the normalized periodogram is to precisely estimate the 
parameters of sinusoid from noise, it is necessary to select a window that has an 
ENBW as small as possible. It is known that rectangular window (no window) 
can yield the smallest ENBW among all types of windows: 
ENBW |no window = 1. (2.22) 
However, it should be noted that rectangular window also results in the 




Consider that harmonic analysis is performed by the discrete spectra Px[u:k)-
Scalloping refers to loss of amplitude when a sinusoid lies between two bin fre-
quencies, say between ujk and cj^+i- Fig. 2.3 illustrates the scalloping effect. 
The scalloping loss is defined as 
Scalloping Loss = ?(,曾、) (2.23) 
VKiv(0) 
which represents the largest amplitude loss due to the scalloping. 
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Figure 2.3: The effect of scalloping. Dashed line: the finite Fourier transform; 
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The scalloping can be reduced by zero-padding. Applying data window is also 




2.3 Maximum Likelihood Estimation 
Maximum likelihood (ML) estimation is known as the most powerful and gen-
eral method in estimating nonrandom parameters. Because it is asymptotically 
(large samples) optimal, the ML estimation is overwhelmingly popular in sta-
tistical signal processing. Rather than dealing with the general theory, our em-
phasis will be laid on the ML estimation of single sinusoid embedded in white 
Gaussian noise. First of all, let us construct a signal model 
x[n) = Acos(ncJo + ¢) + ^(^^), where n = 0 , 1 , . . . , N — 1, (2.24) 
and v[n) is a Gaussian white noise with zero mean and variance cr^ . The fre-
quency ujo is known, while the parameters A and (f> are unknown and nonrandom. 
Let an observed signal vector be 
X = [x{0), x{l), ..., x{N — l)]T. (2.25) 
The conditional probability density function (PDF) p(x|A, ¢) is given by: 
1 r 1 N-i 1 
P(x|A, ¢) = (2^2)AT/2 exp | - ^ E [ • ) — Acos{nUo + 州2 | (2.26) 
For convenience sake, we define a parameter vector 
0 = [A, (^ ]T, (2.27) 
so that p(x|A, ¢) can be re-written as p(x|0). 
2.3.1 Finding ofthe ML Estimator 
The general procedure of obtaining ML estimator (MLE) is to maximize the 
logarithm of p(x|A, ¢), i.e. 
拖 ( 种 ) ) _ 0 f2 28) 




where 0 is the MLE. In this particular case, the maximization of ln(p(x|0)) is 
equivalent to minimizing a cost function 
N-1 
J{6) = J2 [^(^) - Acos{nu;o + (^)]2. (2.29) 
n=0 
Instead of directly taking derivative to J(0), we re-formulate the cost func-
tion as 
J (w) = ||x-Hw||2. (2.30) 
where 
w = [Acos{^), -Asin{^)]^, and (2.31) 
� 1 T 
1 cos(o;o) . . . cos((7V_l)o;Q) 
ri = . (z,ozj 
0 sin(a;o) . . . sin((7V — l)iOo) 
The parameter vector 9 is transformed to another parameter vector w. Such a 
transformation has a advantage that the problem is linearized and can be solved 
by least squares [14]. The MLE of w, denoted by w, is given by least squares 
estimation as 
w = ( H ^ ) - i H ^ . (2.33) 
When N is large enough and tOo is not near 0 or 7r, w is approximately equal to 
w w ^ H ^ (2.34) 
2 [ E^L"o'^(^)cos(no;) 
- T 7 • 2.35 
iV ^ N - l ( \ • ( \ L En=o^(^)sm(na;) _ 
Using the nonlinear relationship between w and Q, the amplitude estimate 
A 
A is then given by: 
A 2 N-1 N-1 
A = —. [^ x{n)cos{nu:o)Y + E ^(^)sin(no;o)]^ 




=^ E * K — � 
丄、n=0 
= ^ l ^ v K ) l , (2.36) 
which is closely allied to the normalized periodogram. In latter chapter, there 
will be a further discussion of the MLE and periodogram regarding the DPOAE 
level estimation. 
The phase is not critically regarded in this work. Nevertheless, the ML phase 
A 
estimate cj) is given by: 
(^  = -tan-i(X7V(o;o)). (2.37) 
2.3.2 Properties of the ML Estimator 
The MLE is optimal in that it is asymptotically unbiased, efficient, and normal 
A 
in distribution. We will take the amplitude estimate A as an example to explain 
these properties. 
Specifically for the amplitude estimate, the asymptotic unbiasness means 
that 
lim E[A] = A. (2.38) 
N^oo \ ) 
Before going into the asymptotic efficiency, it is necessary to introduce the 
Cramer-Rao bound (CRB) which is the general lower bound for the variance of 
any estimators. The general formulation of CRB is defined as 
CRB(^) = [ r\e) ] i i , (2.39) 
where [.]ij denotes the ijth. element of a matrix. The matrix 1(^) is known as 
the Fisher information matrix, with its element obtained by 
— p p 2 i n ( K x _ ] 
_]" - -E [ d_3 J • (2., 
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It is important to note that any estimator of Oi should have its error variance 
larger or equal to the CRB. An unbiased estimator is said to be efficient when 
its error variance attains the CRB. Therefore, the asymptotic efficiency of the 
ML estimation means that the MLE can attain the CRB for large enough data 
records. For the case of estimation of sinusoid, the Fisher information matrix is 
given by 
- _ E p2ki(p(xMU0)] —E [a'Mp(x|A,0))1 _ 
1(6) = a " J L 辑 (2.41) 
p [a^Mp(x|A,0))1 p p2bi(p(x|A,0))] � 7 
. ^ L dAd4> J ^ [ 902 J _ 
- 1 0 
?« 24 . (2.42) 
0 ^ L U 2al � 
A 
See [14, pp. 56-57] for the details of derivation. The variance of A is then given 
by 
9 ^ 2 
var( i ) = [I-i(W]n = 寸 (2.43) 
Finally, the asymptotic normality means that the MLE is approximately 
normal in distribution with its mean and variance equal to true value of the 
A 
parameter and the CRB, respectively. Specifically, the MLE A is asymptotically 
distributed as 
h A T ( A , ^ ) . (2.44) 
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Review to Adaptive 
Notch/Bandpass Filter 
3.1 Introduction 
Introduced firstly in [31], the adaptive notch/bandpass filter (ANBF) is a nar-
rowband filter that can either cancel or enhance sinusoidal signal, depending 
on the applications. The most well-known application of the ANBF is proba-
bly the 50/60Hz interference cancelling in electrocardiograms (ECG) [31, 26], 
while other successful applications include sinusoidal interference cancelling [9 
and real-time sinusoidal parameters retrieval [18]. In terms of performance, the 
ANBF is very similar to the second order infinite impulse response (IIR) filter 
since their transfer functions are approximately identical [31, 9]. In the appli-
cations of narrowband filtering, the ANBF and the IIR filter outperform the 
finite impulse response (FIR) filter as they are capable of achieving a narrow 
bandwidth using a few coefficients. In this chapter, the fundamentals of the 
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ANBF are reviewed in a brief and concise manner. 
3.2 Filter Structure 
d(n) ^ , _ : ^ V_^_y^ 丨 notch o/p 
Ccos(nco) ^ / ) iL ‘ i 
^ ^ " ^ " ^ 7 ^ i y(n): 0, f V^y/ j bandpas o/p 
^ ！ 
丨 , W i I 
I I I I 
Figure 3.1: Block diagram of an adaptive notch/bandpass filter. 
Fundamentally, there are two types of ANBF structure — tap-delay line struc-
ture and the sine-cosine structure. Though useful in the application of multiple 
sinusoidal cancellation, the tap-delay line ANBF (least-mean-squares type) in-
troduced harmonic distortion which is dependent on the reference [9]. Because 
such a harmonic interference is subjective to the measurement of the DPOAEs, 
we will focus on the sine-cosine structure only. Fig. 3.1 shows block diagram of 
ANBF. In the Figure, d{n), e(n), and y{n) denote the desired response (incoming 
signal), the error signal, and the filter output respectively. The tap-weight vector 
is represented by w(n) = [1(；0(?^ ),购（?^ )严，while x(n) = [Ccos{mj)^ Csin{nu;)]^ 
stands for the reference signal vector with uj being the center frequency, and C 
being a constant. The error signal e[n) and the filter output y{n) actually rep-
resent the notch output and the bandpass output. Assume that d{n) is modeled 
by: 
d{n) = 5(n) + v[n) 
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二 Acos{nuj + ¢) + i'(n), (3.1) 
where v{n) represents the noise. Normally it is assumed that i;(n) is uncorrelated 
with 5(n). The signal component s(n) can be decomposed as: 
• cos(nLo) 
s{n) - Acos{^) -Asin{^) . (3.2) 
sin[nuj) 
Let C be equal to unity and Wo^ t be [Acos{^>)^ — Asin{4>)Y. Equation (3.1) 
can be represented as a linear regression model: 
d {n )=wl^ ,^ {n ) + v{n). (3.3) 
Simply speaking, the purpose of adaptive algorithms is to estimate y^ opt by 
observing d{n) with a priori knowledge on x(n). 
3.3 Adaptation Algorithms 
As we all know, the performance of an adaptive filter is dependent on the adap-
tation algorithms utilized. The adaptation algorithms suitable for the ANBF 
include least squares (LS) method, least-mean-squares (LMS) algorithm and 
recursive-least-squares (RLS) algorithm. It should be noted that the LS method 
is a block processing approach while the LMS and RLS algorithms are iterative 
in operation. 
3.3.1 Least Squares Method 
The LS ANBF is an optimal filter under the assumption that the noise i;(n) is 
uncorrelated with <s(n), and that the parameter Wopt does not vary with time. 
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Of importance to note is that the LS ANBF is totally identical to the MLE of 
single sinusoid in white noise. Their difference, however, is merely the theoretical 
assumption on the noise v(n). 
In the LS method, the multiple regression model is defined as: 
D = Xwopt + V , (3.4) 
where 
D = [ d{0) d{l) ... d{N-l) ] ^ (3.5) 
X - [ x(0) x ( l ) . . . x ( 7 V - l ) ]^, (3.6) 
T 
1 cos(cj) cos(2cj) ... cos((N — l)cj) 
二 ，and (3.7) 
0 sin(u;) sin(2cj) ... sm((N — l)cj) 
V = [ ^;(0) v(l)…^;(7V_l)]T. (3.8) 
Borrowing the result of the MLE, the equations of the LS ANBF are given 
by 
wis = ( X ^ ) - ^ X ^ D , (3.9) 
y{n) — wj^x(n), and (3.10) 
e{n) = d{n) - y{n). (3.11) 
In practice, the LS ANBF algorithm is implemented by dividing the input 
signal into segments, and then applying LS method to each segment individually. 
Because of the approximate equivalence between (2.33) and (2.36), the 3dB 
bandwidth (BW) of the finite Fourier transform [10] can be implied to that of 
the LS ANBF: 
BWis = 0 .89^ Hz. (3.12) 
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3.3.2 Least-Mean-Squares Algorithm 
The LS ANBF does not work well when w _ changes with time. In this situation, 
LMS or RLS ANBF should be employed as they can adaptively track the change 
of w _ . For application purpose, the LMS ANBF has been regarded intensively 
because of its computational simplicity. For the detail of the LMS ANBF, please 
read [31, 9, 11]. In summary, the LMS algorithm attempts to minimize the 
instant error e^[n) and its updating equations are given by: 
y{n) 二 w^(n)x(n) (3.13) 
e(n) 二 d{n) - y{n) (3.14) 
w(n + l ) = w (n) + 7/e(72)x(n) (3.15) 
where rj is referred as the step-size parameter. 
According to [31], the transfer function of the LMS ANBF is formulated as 
m— E(') 
则 = W ) 
= 之2 — 2zcos{u) + 1 
_ 2^ — 2(1 — 0 . 5 " C 2 ) ^ ( o ; ) + (1 — 77C2) *^  J 
. J ( 、 八么） 
— 刷 = _ 
= riC\zcos{u) - 1) 
— ^ 2 _ 2(1 _ 0.57/C2)^C03(0;) + (1 - 7/C2) ( � . “ 
where H{z) and J[z) denote the transfer functions of notch filter and bandpass 
filter. For slow adaptation rate, the BW is approximated as: 
BWims - r]C^fs rad/s. (3.18) 
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3.3.3 Recursive-Least-Squares Algorithm 
Comparing with the LMS ANBF, it seems that the RLS ANBF algorithm is less 
regarded. The RLS algorithm is derived by cooperating exponential weighting 
to the LS method. The cost function of RLS algorithm is defined as: 
E w . ( n ) = 亡 X^-i |c/(0 — w^(n)x(i)|' . (3.19) 
i=0 
The parameter A denotes the forgetting factor, which is close to but less than 1 
in order to provide exponential weighting of the past. The time constant 
丁 = 1 ^ (3.20) 
denotes the memory of the algorithm. It should be noted that the cost function 
is exactly the same as the LS one when A=1. 
Similar to the LS problem, the solution of RLS algorithm is 
w(n) = $ - i ( n ) 0 ( n ) , (3.21) 
where 
$(n) = f^A"-^x(z)x^(z) 
i=0 
= A $ ( n - 1) + x(n)x^(n) (3.22) 
0 ( n ) = f ^ y-'yi{i)d{i) 
f=o 
=X&{n-l)+yi(n)d{n). (3.23) 
The 2-by-2 matrix $ ( n ) and the 2-by-l vector 0 ( n ) are referred as sample au-
tocorrelation matrix and sample cross-correlation vector [2]. Though equations 
(3.21), (3.22), and (3.23) basically form the RLS solution, it would be desirable 
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if the w(n) can be computed recursively in time. The sample cross-correlation 
vector can be expressed as follows: 
0 ( n ) 二 A 0 ( n - l ) + x ( n ) c / ( n ) 
= A $ ( n — l)w(ri — 1) + x(n)x^(7i)w(n — 1) 
-x(r7)x^(n)w(n — 1) + x(n)^/(n) 
二 $ ( n ) w ( n - 1) + x(n)[c/(n) — x^(n)w(n - 1)]. (3.24) 
Substituting (3.24) into (3.21), the tap-weight vector can be derived as 
w(n) = w(n — 1) + P(n)x(n)[d(n) - w^(n — l )x(n)] (3.25) 
where P(n) = $"^(n) . The next problem is how to recursively calculate P(n) . 
Using Woodbury identity [11, 2], the recursive computation of P(rz) is given by: 
… � 1 L / � P(rz - l)x(n)x^(n)P(rz - 1)1 , � 
P{n) = - F{n - 1 ——\——L \L, 1 � ( � 3.26 � 7 A _ \ } A + x^(n)P(n - l )x (n) _ � , 
All in all, the RLS algorithm is summarized in Table 3.1. It is of importance 
to note that e[n\n — 1) and y[n\n — 1) are referred as the a priori estimation 
error and a priori estimate of 5(72) [19]. In some literature, e{n\n — 1) is also 
named as innovation, or prior prediction error. The setting of starting values 
of P(n) is referred as soft-constrained initialization [12], which can increase 
the initial convergence speed. The small constant // is the parameter required 
for the initialization. According to Bellanger [3], the suggested choice of fi is 
O.Olcr ,^ where al is the variance of the reference. Though the soft-constrained 
initialization boosts the speed of initial convergence, it also introduces bias to 
the tap weights [11]. Nevertheless, the bias becomes negligible when n is large. 
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Notice that the cost function should be re-written as 
Ews(n) 二 X^ AH' ^d{i) - w^(n)x(0|' + "A-" - iwT(n)w(n) , (3.27) 
i=0 
when the soft-constrained initialization is employed. 
Table 3.1: The equations of the RLS algorithm. 
Initialization part: w ( - l ) = 0, P ( - 1 ) = yw"^ I, where fi is a small constant. 
Adaptation and filtering part for n = 0 ,1 ,2 , . . . 
y{n\n-l) = w^(n - l )x(n) (3.28) 
e{n\n- 1) = d(n)-y(nln-l) (3.29) 
P(n) - 1 [Pfn n P ( ^ - l ) x W x ^ W P ( ^ - l ) 1 .3 30� 
P(n) — j ^P(n - 1) - ;^  + x T ( y p ( n _ i ) x ( n ) J (3.30) 
w(n) = w(n - 1) + P(n)x(n)e(n|7z - 1) (3.31) 
Though powerful in performance, the RLS algorithm is demanding in com-
putation. Among the equations of RLS algorithm, the most consuming part is 
(3.30) where the inverse autocorrelation matrix is recursively computed. An-
other drawback of the RLS algorithm is that it is sensitive to roundoff noise 
problem. In fact, many research in adaptive filtering involved re-formulation of 
the RLS algorithm in hope that the above shortcomings could be solved. Some 




3.4 LMS ANBF Versus RLS ANBF 
Several literature [11, 6] has generally discussed the comparison between the 
LMS algorithm and the RLS algorithm. Here we specifically compare the two 
algorithm in the situation of ANBF. In narrowband filtering, BW and initial 
convergence are the crucial factors reflecting how well the filter works. The RLS 
ANBF is benefited from rapid convergence as well as narrow BW. For the LMS 
ANBF, there is a compromise between convergence speed and the BW. The 
step-size parameter rj of the LMS ANBF controls this tradeoff — small rj results 
in narrow BW but slow convergence, while large rj speeds up the convergence 
but broadens the BW. 
Though the RLS ANBF outperforms the LMS ANBF, the former requires a 
higher computation complexity than the latter. Therefore, in real-time applica-
tion, the LMS ANBF is usually preferred. Furthermore, under finite precision 
arithmetic, the LMS ANBF always guarantees stability while the RLS ANBF 
(conventional) does not. 
3.5 the IIR filter Versus ANBF 
Although the performance of ANBF is approximately identical to that of the 
IIR filter, these two filters have certain difference in practice: 
1. In terms of computational complexity, the IIR filter is comparable to that 
of the LMS ANBF, but not the RLS ANBF. 
2. Regarding the filter structures, the IIR filter (direct form) is recursive while 
the ANBF is feedward only. Therefore, in order to retain the stability, the 
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IIR filter usually requires better numerical precision than the ANBF. An 
interesting point to note is that the IIR filter can be insensitive to round-
off noise if lattice structure is employed. The lattice structure, however, 
requires a little bit more computation than the direct form structure. 
3. The center frequency of ANBF is adjustable according to the reference 
(however it is unnecessary to exactly know the frequency of the reference), 
while the IIR filter cannot. 
4. The ANBF is capable of adaptively estimating the sinusoidal parameters, 
while the IIR filter cannot. 
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Fast RLS Adaptive 
Notch/Bandpass Filter 
4.1 Motivation 
It is well known that the RLS algorithm generally outperforms the LMS al-
gorithm. Nevertheless, in terms of applications, the LMS algorithm is usually 
preferred because of its computation simplicity. Particularly for the ANBF, our 
motivation is to derive a fast RLS (FRLS) algorithm that possesses both the 
good performance of the RLS algorithm and the computation complexity com-
parable to the LMS algorithm. As described in previous chapter, the standard 
RLS algorithm is computationally expensive because many of the arithmetic 
operations are occupied in recursive update of P(n) (equation (3.30)). If the 
matrix P(n) can be updated in a more efficient way, considerable amount of 
computation will be saved. In order to find a new way of updating P(/z), we 
start with analyzing the properties of P(n). 
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4.2 Theoretical Analysis of Sample Autocorre-
lation Matrix 
4.2.1 Solution of$(n) 
With the assumption of ^=0, the sample autocorrelation matrix $ (n ) of the 
ANBF algorithm can be represented as follows: 
^ , � ^2 ^oo(n) roi(n) 
$ ( n ) = C^ ， （4.1) 
_ rioW rii{n) _ 
where 
n 
roi{n) = rio(n) = ^A^"'5m(zo;)cos(za;) (4.2) 
i=0 
n 
roo(n) = Y . y ' - ' c o s ' { i u ) (4.3) 
i=0 
n 
rii{n) = J2\^-'sin\iuj). (4.4) 
i=0 
Since cos{nuj) is orthogonal to sin(nuj), 
roi(n) 二 rio(n) ^ 0, (4.5) 
when n is large. 
Now the emphasis is placed on analyzing roo(n) and rn(n). For convenience, 
the discrete function ” � � � is converted to continuous function as: 
roo(t) = f X'-^cos\uLo) du. (4.6) 
Jo 
Solving the integrand of roo{t) obtains the following exact solution: 
r � � W = l{j^)-hh^} 
[2ujsin{2ujt) + ln{X-^)cos{2ut)] + A"n(A) 
+ 2[(/n(A-i))2 + 4o;2] • (4.7) 
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Provided that t is large enough so that A^  vanishes, equation (4.7) becomes 
roo{t) = A + Bcos{2Lot - tan—��之二,、)), (4.8) 
/n(A_i) 
where 
^ = 2l^y - (4.9) 
B = , 1 _ . (4.10) 
2^(/n(A-i))2 + 4cj2 
Similarly, ru(t), a continuous version of rn(n), is derived as: 
rn(t) = A - Bcos{2ijt — — - i ( , : i ) ) ) . (4.11) 
It is shown the steady-state roo{t) or rn{t) is composed of two components 
— a constant DC and a sinusoid of 2co. When A is 10 times larger than B, i.e. 
1 _ 1_0 
2/rz(A-i) — 2y/(/n(A-i))2 + 4u;2 
\A99(MA-i))2 
^ = 2 • (4-12) 
Equation (4.12) is approximated to a concise expression as follows: 
a; - 5/n(A-i). (4.13) 
In other words, the sinusoid of 2cj in roo(t) and rn(t) is negligible when 
0； > 5/n(A-i). (4.14) 
4.2.2 Approximation of $(n) 
Now the concern is turned back to the discrete one. Equations (4.3) and (4.4) 
can be re-written as 
roo(n) = H f > “ + f > “ — 2 — , (4.15) 
」li=o i=o J 
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and m ( n ) 二 ^ ^ >“_亡广 ‘ — 2 — • (4.16) 
2 L=o i=o J 
When (4.14) is satisfied, we shall make such an approximation: 
J2 广‘ > E ^"''cos(2iu;). (4.17) 
i = 0 i = 0 
Thus the functions n o^(”）and rn(n) can be expressed as: 
n 
roo{n) = m(n) = 0.5 [ A"—( (4.18) 
i=0 
Let a variable r(n) be equal to C^roo(n). The recursive computation of r(n) 
is then depicted as: 
r(n) = 0.5C^J2X^-' 
i=0 
= A r ( n - l ) + 0 . 5 C l (4.19) 
The variable r{n) can also be deduced as: 
1 _ \n+i 
r{n) = 0 . 5 C ' - ~ ~ — . (4.20) 
1 — A 
The steady-state value of r{n) is defined by taking n — oo: 
Q2 
Koo) = 5 ^ . (4.21) 
Using the r(n), the sample autocorrelation matrix $ ( n ) can be represented 
as follows: 
$(n) = r(n)I (4.22) 
where I is 2-by-2 identity matrix. 




4.3 Fast RLS ANBF Algorithm 
Based on the results from the theoretical analysis in section 4.2, we develop a 
FRLS ANBF algorithm that saves considerable amount of computation. The 
new algorithm is listed in Table 4.1. In the Table, the parameter 
ln(0.01) , � 
” = ~ h r ^ — 1 (4.23) 
denotes the time when r{n) reaches 99% of r(oo). See Appendix A for the 
derivation of Tg. 
Table 4.1: The equations of the FRLS ANBF algorithm. 
Initialization part: w ( - l ) = 0, r ( - l ) = " , where “ is a small constant. 
Adaptation and filtering part for n = 0,1, 2 , . . . 
y{n{n — 1) = w^(n — l)x(n) (4.24) 
e{n\n - 1) = d{n) - y{n\n — 1) (4.25) 
, � ‘ A r ( n - l ) + 0.5C2, 0 < n < r, 
r{n) = - (4.26) 
�r(oo), n > Ts 
w(n) 二 w(n — l) + 7^-i(n)x(n)e(n|n — l). (4.27) 
It is reminded once again that the operating range of u is approximately to 
be: 
cc； > 5/n(A-i). (4.28) 37 
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Here give an example to illustrate the operating range of o;. First of all, it is 
known that tu can be expressed as 2irf/fs, where f and fs denote the analog 
center-frequency and the sampling frequency respectively. Provided that f s= 
22kHz and A=0.998, f must then be larger than 35Hz. This demonstrates that 
the operating range of the FRLS ANBF is quite wide. 
When formulating the FRLS ANBF algorithm, we have assumed that C is a 
known constant. Under the situation that amplitude of the reference is unknown 
and time-varying, (4.26) must be re-formulated as 
r(n) = Ar(n 一 1) + \xo{n)\^ (4.29) 
where a^oW is the first element of x(n). 
The computation complexity of various ANBF algorithms is shown in Table 
4.2. In comparison with the RLS ANBF algorithm, the FRLS ANBF algorithm 
has significantly reduced number of arithmetic operations. Another exciting 
point to note is that the computation of FRLS ANBF is comparable to the LMS 
ANBF. On the other hand, the FRLS ANBF is stable under finite precision 
arithmetic since the equations in Table 4.1 do not involve any operations that 
potentially induce numerical problems. 
Table 4.2: Computation complexity of various ANBF algorithms. 
ANBF Algorithms Multi./Divide Add/Subtract 
T M S - 5 4 
""1LS [2] - 24 13 
FRLS 0 < n < Ts 6 5 
(C known) n > Tg 5 4 




4.4 Performance Study 
4.4.1 Relationship to LMS ANBF and Bandwidth Eval-
uation 
Comparing with the LMS algorithm, the FRLS ANBF algorithm is indeed LMS-
like with the only difference that the “step size" r~^{n) is time-varying. Fig. 
4.1 shows r"^(n) with respect to time. It is noticed that r"^(n) is large at the 
start, and that the FRLS ANBF algorithm progressively contracts r"^(n) to the 
steady-state value r"^(oo). So it is illustrated that the rapid initial-convergence 
of FRLS ANBFs is mainly due to the time-varying "step-size" r~^{n). One 
important point to note is that r"^(n) remains constant approximately when n > 
Ts. Under this circumstance, it is observed that the updating equations of the 
FRLS ANBF are nearly identical to that of the LMS ANBF. As a consequence, 
one might say that LMS ANBF and FRLS ANBF possess equivalent steady-state 
convergence speed when: 
" = r - i (oo ) = J ^ ( l - A ) (4.30) 
where rj is the step-size of the LMS ANBF. The above condition is also true for 
the RLS ANBF, as the RLS and FRLS ANBFs resemble closely in performance. 
In previous chapter, it has been stated that the approximate BW of the LMS 
ANBF is given by: 
BWims = T)CPfs rad/s. (4.31) 
In the situation of RLS or FRLS ANBF, the asymptotic BW can be approx-
imately obtained by replacing r/ with r~^(oo): 
BWris = 2(1 — X)fs rad/s. (4.32) 
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Figure 4.1: r~^{n) versus n, when A=0.996 and /^=0.01. Dashed line represents 
r_i(oo). 
4.4.2 Estimation Error of Tap Weights 
In the general case of RLS adaptive filter, performance analysis such as [8] can 
be complicated. Benefited from the orthogonal structure of the sample auto-
correlation matrix, we can evaluate the performance of FRLS ANBF without 
too much difficulty. To facilitate the evaluation, we define a regression model as 
follows 
D(n) = X(n)w,pt + V(n) , (4.33) 
where 




C cosiriLo)…C cos(2o;) Ccos(cj) C 
= • ^ ) ^ ) ， (4.34) 
C sin(no;) . . . C sin(2o;) C sin(a;) 0 
D(n) = [ d{n), d{n — 1 ) , . . . , d{0)严，and (4.35) 
V ( n ) = [ ^;(n), v{n-l),..., v{0) ]^. (4.36) 
Note that we slightly modify the definition of Wopt as 
•A A 
^opt = [ ^cos((^), - - s i n ( ( ^ ) ]. (4.37) 
Assuming that |jL 二 0，the sample autocorrelation matrix and cross-correlation 
matrix can be alternately represented as 
$ ( n ) = X^{n)A{n)X{n), and (4.38) 
0 ( n ) = X^(n)A(n)D(n) , (4.39) 
where the weighting matrix A(n) is denoted as 
1 0 0 
0 A 0 ： 
八⑷= ; 0 A2 0 ： • (4.40) 
1 0 •.. 0 
0 0 A^ 
Substituting (4.33), (4.39) into (3.21), the tap-weight vector can be written 
as 
w(n) = $-i(n)[XT(n)A(n)(X(n)Wo-+V(n))] 
= w � - + ^-\n)X^{n)A{n)Y{n). (4.41) 
A commonly known property of w[n) is its unbiasness: 
£^[w(n)] 二 Wopt. (4.42) 
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The covariance of w(n) is given by 
ow[w(n)] 二 E[{w{n) — ^[w(n)])(w(rz) — £^[w(n)])^^ 
= E [ $ - ' ( n ) X ^ ( n ) A ( n ) V ( n ) V ^ ( n ) A ^ ( n ) X ( n ) $ - ^ ( n ) ] 
= a 2 $ - i ( n ) X ^ ( n ) A ( n ) A ^ ( n ) X ( n ) $ - i ( n ) , (4.43) 
since E[Y{n)Y^{n)] = a^I. 
In this work, we are only interested in analyzing the large sample property. 
By substituting $"^(n) = r"^(oo)I and the result of Appendix B into (4.43), 
the covariance for large n is approximately given by 
�”[w(n)] ^ f f^ "^I . (4.44) 
Therefore, the variance of the tap weight is given by 
var[w,{n)] ^ ^ f ^ ^ ^ , i G {0 ,1} • (4.45) 
Notice that the Wi(n) is i + 1th element of w{n). On the other hand, wo{n) is 
independent of wi{n) since the off-diagonal elements of cov[w{n)] are zeros. 
4.4.3 Residual Noise Power of Bandpass Output 
When sinusoidal enhancement is performed by an ANBF, it is necessary to know 
how much the noise power is suppressed. In viewpoint of narrowband filtering, 
the noise suppression should depend on the BW. Here we attempt to evaluate 
the quantity of residual noise power, without relying on the concept of BW. 
The output power of bandpass output y{n\n — 1) is given by 
E[y^{n\n — 1)] 二 £"[|Cu>o(n — l)cos(nct;) + C^ii;i(n — l)sin(na;)|2. 
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二 A^ cos^{ncj + ¢) + 
C^{var[wo{n — 1)] cos^(na;) + var[wi(n — 1)] sin^(no;)]-
记 A^ cos^(ncj + ¢) + 2a^ ^ ^ ^ , (4.46) 
1 + A 
As a consequence, 
1 - A 
Residual Noise Power ^; 2crl ^  + ^. (4.47) 
Also, we find that the mean squared error (MSE) of bandpass output is equiva-
lent to the residual noise power: 
MSE ofy{n\n-l) = E[\y{n\n-l)-s{n)f 
三 Residual Noise Power. (4.48) 
We can see that the FRLS BW (4.32) is linearly related to the residual 
noise power, thus verifying that narrow BW results in a higher noise power 
suppression. It is also of importance to note that the residual noise power is 
identical to the excess MSE (for two tap weights) reported in [8], although our 
derivations differ from the complicated analysis in [8 . 
4.5 Simulation Examples 
4.5.1 Estimation of Single Sinusoid in Gaussian White 
Noise 
The incoming signal is modeled as: 
d{n) = cos(27T X 0.05 + 7r/4) + 力 Jgj^R^W^ (4.49) 
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where u{n) is a Gaussian white noise with zero mean and unit variance, and 
SNR denotes the input signal-to-noise ratio. A single trial simulation was per-
formed to estimate the sinusoid using RLS ANBF, FRLS ANBF, and LMS 
ANBF. The SNR was OdB. The parameters A and fi were set to 0.996 and 
0.001 respectively. The step-size of LMS ANBF was adjusted to 0.008, which 
is equivalent to the adaptation rate of RLS/FRLS ANBF in steady state. The 
tap-weight vectors ofthe ANBFs are plotted in Fig. 4.2. It is observed that RLS 
ANBF and FRLS ANBF exhibit identical performance. Moreover, adaptations 
of RLS/FRLS ANBFs are significant faster than that of LMS ANBF. 
Another simulation was carried out to evaluate the MSE E[e^{n\n - 1) 
{E[e\n)] in the case of LMS ANBF) of the three ANBFs. In this time, the 
SNR was selected to be 20dB and the MSE was ensemble averaged for 10 times. 
The result is displayed in Fig. 4.3. As expected, the RLS ANBF and FRLS 
ANBF possess identical MSE and their initial convergence is rapid. Although 
the steady-state MSE of LMS ANBF can approach to that of RLS or FRLS 
ANBF, its initial convergence is slow. 
4.5.2 Comparing the Performance ofIIR Filter and ANBFs 
Before going into the simulation, let us briefly introduce the IIR notch/bandpass 
filter. The difference equations of the IIR filter are as follows: 
e(n) = d(n) - [2 cos{u)]d{n - 1) + d{n - 2) 
+ [2y9cos(o;)]e(72 一 1) 一 p^e{u 一 2), (4.50) 
y{n) 二 d{n) - e(n), (4.51) 
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where e{n) and y{n) are the notch output and bandpass output, respectively. 
The parameter p is known as the notch factor. According to [31], the LMS 
ANBF is approximately identical to the IIR filter when 
P = 1 - 0.5"C2. (4.52) 
In the simulation, the incoming signal was again synthesized by (4.49) with 
SNR=20dB. The LMS ANBF, the FRLS ANBF, and the IIR filter were taken 
into test. They were tuned to an identical BW: p = 0.996 for the IIR filter; 
C = 1 and rj = 0.008 for the LMS ANBF; C = 1, fi = 0.005 and A = 0.996 for 
the FRLS ANBF. The results are illustrated in Fig. 4.4. It can be seen that the 
IIR filter and LMS ANBF possess the same initial convergence, and that the 
FRLS ANBF converges faster than the other two filters. 
4.5.3 Harmonic Signal Enhancement 
The harmonic signal enhancement can be achieved by various methods such 
as [18]. Provided that fundamental frequency of harmonic signal is known, the 
ANBF can be used to enhance the harmonic signal by expanding the input vector 
x(n) to [ cos{nuj), sin{nu;), cos{2nuj), sin(nco),…，cos{Mnuj), sin{Mnuj)严， 
where M is the number of harmonics required for the enhancement. A triangular 
wave corrupted by Gaussian white noise was utilized for demonstration. The 
number of harmonics M and SNR were 7 and 3dB respectively. The results are 




4.5.4 Cancelling 50/60Hz Interference in ECG signal 
In the recording of electrocardiograms (ECGs), one of the major problems is 
the presence of unwanted 50/60Hz power line interference. The LMS ANBF has 
been known as a popular method to cancel the interference. In this subsection, 
FRLS ANBF was adopted to cancel the interference. The ECG signal was 
acquired with sampling frequency 400Hz and is shown in Fig. 4.6(a). For 
a better demonstration, a 50Hz interference was synthesized and intentionally 
added to contaminate the ECG signal. The corrupted ECG waveform is shown 
in Fig. 4.6(b). Figs. 4.6(c) and (d) illustrate the interference cancelling of 
FRLS ANBF and LMS ANBF. For the same steady-state adaptation rate, it is 
demonstrated that the FRLS ANBF performs excellent initial convergence that 
LMS ANBF can hardly achieve. 
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Figure 4.2: Tap weight vectors of (a) RLS ANBF, (b) FRLS ANBF, and (c) 
LMS ANBF. Solid lines: the values of adaptive tap-weight vectors; dashed line: 
the optimal value of tap-weight vectors. 
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Figure 4.3: Ensemble-averaged mean squared error of the RLS ANBF, FRLS 
ANBF, and LMS ANBF. 
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Figure 4.5: (a) A triangular wave corrupted by Gaussian white noise. SNR=3dB. 
(b) The bandpass output of LMS ANBF ("=0.004). (c) The bandpass output 
of RLS ANBF (A=0.998, "=4) . (d) The bandpass output of FRLS ANBF 











Figure 4.6: Results of 50Hz power line interference cancelling in ECG signal: 
(a) the original ECG waveform; (b) the corrupted ECG waveform; (c) the notch 




4.6 Simulation Results of Performance Study 
4.6.1 Bandwidth 
In order to verify (4.32), a simulation was carried out to sweep the frequency 
responses of the FRLS ANBF so that the 3dB BWs could be measured. The 
experimental sweep frequency responses for various values of A are illustrated in 
Fig. 4.7, while the theoretical values of the corresponding BWru are listed in 
4.3. It is evident that the theoretical result meets with the experimental one. 
_ 
-30 -20 -10 0 10 20 30 
Frequency (Hz) 
Figure 4.7: The experimental sweep frequency response of the FRLS ANBF. The 
symbols “*，，, “o，，and "x" represent A of 0.995, 0.998 and 0.9992 respectively. 
The sampling frequency /^ equals 22.008kHz in this experiment. 
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Table 4.3: Theoretical values of the BWs in Fig. 4.7. 
Forgetting Factor A 3dB BW (Hz) 
“0.995 35.02 
"5.998 14.01 
0.9992 一 5.604 
4.6.2 Estimation Errors 
In this simulation, equation (4.49) was utilized to synthesize the incoming sig-
nal, with a SNR of lOdB. The ANBF parameters were C=1, /i=0.005, and 
A=0.992. By ensemble averaging 100 independent runs, the error variance of 
the tap weights and the MSE E[\y{n\n — 1) — <s(n)p] were experimentally ob-
tained. The results are shown in Fig. 4.8. It can be seen that the experimental 
results asymptotically reach the theoretical ones. 
Another simulation was performed to evaluate the MSE with respect to A. 
The MSE was experimentally obtained by taking time averaging of 4000 samples. 
Note that the first 1500 samples were discarded to avoid initial transient. The 
result shown in Fig. 4.9 demonstrates that the experimental values come close 
to the theoretical ones. 
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4.7 Concluding Summary 
In this work, an FRLS ANBF algorithm is derived by well approximating the 
sample autocorrelation matrix of RLS ANBF algorithm with the only condition 
that Lo > 5/n(A—i). The FRLS ANBF preserves the powerful performance of the 
standard RLS ANBF, while its computation complexity is comparable to that of 
the LMS algorithm. Unlike the conventional RLS algorithm, the FRLS ANBF 
is numerically stable under finite precision arithmetic. Simulation results have 
shown that the FRLS ANBF outperforms the LMS ANBF and the IIR filter. 
Besides, we have analytically evaluated the FRLS ANBF performance, such as 
BW and residual noise power. The relationship between RLS/FRLS ANBF and 
LMS ANBF is also explored. Initially, The RLS/FRLS ANBF exhibits faster 
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convergence than the LMS ANBF. When n is large enough, the behavior of 
RLS/FRLS ANBF is nearly identical to that of LMS ANBF. 
4.8 Appendix A: Derivation of r^  
The determination of r^  is accomplished by solving r(7"s) = 0.99r(oo). Therefore 
1 — A,s+i 1 
0 . 5 ^ 2 — ~ ~ — 二 0.99x0.5C2:j-~~- (4.53) 
丄一A 1 — A 
ATs+i 二 0.01 (4.54) 
(r, + l ) lnA 二 ln(0.01) (4.55) 
ln(0.01) 1 , \ 
“ = ^ ^ - 1 - (4.56) 
4.9 Appendix B: Derivation ofX^(n)A(n)A^(n)X(n) 
First of all, 
— _ 
1 0 0 
0 A2 0 ： 
A{n)A^{n) = \ Q A^  0 :• . (4.57) 
：' 0 • • • 0 
0 0 入2打 
• • 
The matrix X^(n)A(n)A^(n)X(n) is then given by 
X ^ ( n ) A ( n ) A ^ ( n ) X ( n ) = 輪 灿 ， (4.58) 
_ <^ 10 1^1 
where 
n 




«01 = ^ xHn-i)c^ sin(za;) cos(za;) ^ 0, (4.60) 
i=0 
«10 = «01 ~ 0, and (4.61) 
aii = ;f>2(n-o[csin(z.cc0]2 « 0.5CV(1 — A^). (4.62) 
i=0 
Note that the above approximation is valid for large n. Eventually, the matrix 
X^(n)A(n)A^(n)X(n) can be approximately written as 
fi2 
X^{n)A{n)A^{n)X{n) « ^ ^ ^ 3 ^ I . (4.63) 
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Investigation of the Performance 
of two Conventional DPOAE 
Estimation Methods 
5.1 Motivation 
In measuring the DPOAE level from the received signal, there are two problems 
that influence the estimation quality — the low signal-to-noise ratio (SNR) and 
the spectral splatter of the stimulus artifact. The low SNR, which is caused by 
the relatively small level of DPOAEs [21] and noise contamination from environ-
mental and biologic sources, makes the DPOAE level less distinguishable from 
the noise floor. The sidelobe of the artifact is another potential problem that 
would possibly mask the DPOAE level. In fact, the conventional methods, which 
mostly rely on FFT-based spectral analysis, have their own ways to deal with 
the above problems. However, it seems that the performance of the conventional 
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methods is rarely regarded in a sense of statistical signal processing. Treating 
the DPOAE problem in a engineering discipline, here we present a performance 
study of the conventional methods with respect to the noise and interference 
reduction. 
5.2 The DPOAE Signal Model 
As mentioned before, the recorded DPOAE signal composes of DPOAE re-
sponses, stimulus-induced artifact, and noise from various sources. In most 
cases, only the DPOAE component sited at /3 is interested. Now consider that 
stimulating signals ri[t) = Arisin{27rfit) and r2{t) = Ar2sin{27rf2t) are used 
to evoke the DPOAEs. With /5 being the sampling frequency, the recorded 
DPOAE signal s{n) can be modeled as: 
5(?¾) = Sdp{n) + Sa(n) + v{n), for n = 0,1, 2，. •. (5.1) 
where <s^(n), Sa[n) and v{n) represent the DPOAE component, the artifact, 
and the noise respectively. The noise t;(n) is assumed to be Gaussian white. In 
details, the artifact sJji) is defined as: 
Sa{n) = AiC0s[nL0i + (j)^ ) + A2cos{nuj2 + h ) , (5.2) 
where a;i = 2ir f i / fs and u : = 27r/2//5. The artifact 5«(^) is actually coher-
ent signal of the stimulating signals ri{t) and r2(t), with the scale and phase 
difference being unknown. 
Assuming that the DPOAE component is a steady sinusoid, Sdp{n) can be 
represented as follows: 
^dp{n) = A3cos{nLV3 + ¢3), (5.3) 
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where u;3 = 27r/3//5. 
The signal-to-noise ratio(SNR) is an important measure to the estimation of 
DPOAE level. Concisely, the input signal-to-noise ratio is defined as 
42 
SNRin = 命 （5.4) 
where a^ is the noise power. 
5.3 Preliminaries to the Conventional Methods 
To the best of the author's knowledge, no literature has seriously categorized 
the conventional methods. In this work, we boldly select two representive con-
ventional methods to further our performance study. These two methods are 
described as follows: 
5.3.1 Conventional Method 1: Constrained Stimulus Gen-
eration 
Described in [28, 17], the conventional method 1 (CM1) basically works by 
precisely adjusting the stimulus frequencies coi and UJ2 so that the artifact appears 
in an integer number of cycles within the DFT length N. To order to do so, the 
stimulus frequencies are constrained to have a step frequency of 
A / = ^ Hz. (5.5) 
Specifically, we refer such a condition as the A / constraint. Note that the CM1 
normally does not employ the data windowing. 
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It should be noted that the Af constraint requires a better precision of stim-
ulus tone generation and therefore depends on hardware. Fig. 5.1 demonstrates 
the periodogram of a simulated DPOAE signal, with j?V=2048. When the Af 
constraint holds, the masking effect does not exist as in Fig. 5.1(a). Then we 
attempt to fail the constraint slightly by taking A^=2047. It is shown in Fig. 
5.1(b) that the masking effect is now tremendous. This simulation example 
simply exhibits that the Af constraint must be tightly satisfied, otherwise the 
strong interference of the sidelobes would be resulted. 
5.3.2 Conventional Method 2: Windowing 
The second method, which has been described in [23], is a general approach in 
classical spectral analysis. Instead of manipulating the stimulus frequencies, the 
conventional method 2 (CM2) uses the DFT with windowing to suppress the 
effect of the sidelobe. It is well known that choosing an appropriate window 
function can lead to an efficient sidelobe reduction. In the following work, the 
Hanning window is chosen as the window function used by the CM2. Fig. 5.1(c) 
demonstrates the periodogram with Hanning window and 7V=2047. It is clearly 
shown that the CM2 is also powerful in suppressing the sidelobe of the artifact. 
Indeed, the CM2 is a simple-to-implement estimator and need not to satisfy any 
constraint as in the CMl. 
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Figure 5.1: (a) Spectrum of simulated DPOAE signals with the stimulus frequen-
cies satisfying the Af constraint of CM1; (b) spectrum of simulated DPOAE 
signals with the stimulus frequencies slightly not satisfying the Af constraint; 
and (c) spectrum of simulated DPOAE signals with Hanning window applied. 
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5.4 Performance Comparison 
5.4.1 Sidelobe Level Reduction 
In order to make a simplified yet representative analysis, let us assume that the 
noise is absent and that the phases cj)i 二 ¢2 = ¢3 = 0. Neglecting the aliasing 
of the negative frequency component, the finite Fourier transform of 5(n) is 
expressed as 
SWM = SaN{^) + SdpN{(^), (5.6) 
where 
SaN{^) = ^WN( i0 - LOi) + ^WN{ i0 - U2), and (5.7) 
A3 
SdpN{^) = - W N { t o - 0j3) (5.8) 
for 0 < LJ < 7T. The functions SaN{^), SdpN{^) and WN{io) are the finite Fourier 
transform of 5a(n), Sdp{n), and w{n), respectively. For the CM2, though it is a 
common sense that window function can reduce the spectral leakage as in Fig. 
5.1(c), it can also be imagined that the window function w{n) ensures that 
^Vv(^3)| > |^ AT(Cc^ )|, (5.9) 
resulting in a significant interference reduction in spectral domain. It is sug-
gested to read [10] for further details of window functions as sidelobe reduction 
method. 
Next we consider the CM1. The finite Fourier transform of the rectangular 
window (no window) is given by 
w ( � sin(7VuV2) [ .(iV — 1) 1 ( � 
# i v M |no window = ^ ( 0 ^ 2 ) ^^^ —^ 2 , (^'!^) 
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which consists of a digital sinc function. Note that 
WN{2i:k|N%o window = N8{k), for k = 0，1,.. .,7V/2. (5.11) 
Because the A / constraint makes cji, L02 and a;3 lie exactly in the DFT sample 
points {cjfc}, the DFT of <s(n) is expressed as 
N 
SN{oJk) = ~^ [AiS{iOk — o;i) + A28{ujk — 0J2) + A^8{ujk - u;3)], (5.12) 
using the property in (5.11). As a consequence, the artifact is unable to interfere 
the DPOAE component in spectral domain since 
她 3 ) = 学 （5.13) 
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Figure 5.2: Fourier transform of the acquired DPOAE signal as a sum of three 
digital sinc functions. Dashed line: the DPOAE component; dash-dot line and 
dotted line: the artifact; circle: the DFT of the acquired DPOAE signal. 
Fig. 5.2 graphically illustrates how the A f constraint results in zero inter-
ference of the artifact. (For a clear illustration in Fig. 5.2, we intentionally 
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make the DPOAE component larger than the sidelobes of the artifact. In truth 
the latter is incomparably larger than the former!) It should be noted that the 
data window is not crucial for the sidelobe reduction — many other windows 
can also give rise to result similar to (5.12) as long as the Af constraint holds. 
The reason for no windowing of the CM1 lies somewhere else. 
5.4.2 Estimation Accuracy 
Assume that the artifact Sa{n) be absent from the received signal 5(72). In this 
situation, the MLE [24, 14] for the DPOAE level should be given by 
^s = l E 4 n ) e - ^ ^ ^ ^ ， （5.14) 
丄、n=0 
which suggests that no window should be applied for best estimate of the 
DPOAE level. Also, according to Rife et al. [25], data windowing would in-
crease the bias and variance of the level estimate. Although such a phenomenon 
is well known in the area of statistical signal processing, no literature in hearing 
research ever highlights this (to the author's knowledge). 
In viewpoint of harmonic analysis, the optimality of the conventional meth-
ods is visualized by the output SNR: �M_^ NAl 
SNRout = ; r ^ ~ " ^ D W . (5.15) 4o-2 X ENBW \ , 
where ENBW denotes the equivalent noise bandwidth. In order to attain max-
imum SNRout, the chosen window function should possess a minimum ENBW. 
The ENBWs for various windows can be found in [10] or Table 5.1, and it is 
shown that only rectangular window can yield minimum ENBW, which equals 
unity. This result indeed agrees with the optimal requirement of the MLE. 
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Under such circumstance, the SNRout of the CM1 is given by 
yy^2 
SNRout|no window = T Z r ' (5.16) 
^^v 
while the SNRout of the CM2 is given by 
7VA3 
SNRout|Hanning = ~ ^ ^ , (5 .17 ) 
according to Table 5.1. In terms of SNR improvement, it can be said that the 
CM1 is always superior to the CM2. Also, in order to attain the same SNRout, 
the DFT length of CM2 must be 1.5 times larger than that of CM1. In other 
words, the measuring time of CM2 is 1.5 times longer than that of CM1. 
It is of importance to note that the periodogram for any windowing is biased 
estimator of the sinusoidal level since 
A2 2 
E[Ps[uj^)] = Y + ENBW X ^ , (5.18) 
where Ps(a;3) is the normalized periodogram of s{n). However, E[Ps[uj^)] is 
asymptotically unbiased since 
42 
^ . ; m ^ [ A M ] = f . (5.19) 
In fact, the above asymptotic behavior happens only when the SNRout is 
large enough. For moderate to low SNRout, the signal level estimate would be 
lifted up by the bias which equals the residual noise power. Nevertheless, the 
bias of CM1 is smaller than that of the CM2. 
Besides bias, variance is also an important indicator of the estimation ac-
curacy. The variance of the periodogram for any windowing is bounded by the 
inequality of CRB: 
� /^2 2 
var[P,{u:^)] > ~ ^ . (5.20) 
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See Appendix A for the derivation of the CRB. Notice that the variance of CM1 
can asymptotically reach the CRB. 
5.4.3 Noise Floor Level 
In the conventional methods, the noise floor (NF) level, which is estimated by 
measuring the frequency bins adjacent to the DPOAE frequency [30], is essential 
for the detection of the DPOAE component. In sense of signal processing, the 
mean NF level should be defined as 
~ cr2 
mean NF level = E[P^(cj)] = ENBW x ~^, (5.21) 
where Pv{io) is the normalized periodogram of the noise v{n). We also find the 
following relationship: 
^2 
E[Ps{uJ3)] = " ^ + mean NF level. (5.22) 
It is of importance to note that Whitehead et al. [30] also gave out formulation 
similar to (5.22). In their work, they experimentally showed that the estimated 
DPOAE level was overdetermined by the mean NF level (the word "overde-
termination" is indeed referred to biasness in terminology of statistical signal 
processing), and that the mean NF level and the overdetermination reduced 
with N. In truth, the equations (5.21) and (5.22) can mathematically interpret 
the experimental results of Whitehead et al. 
The mean NF level for CM1 is given by 
E [ P “ < � w i n d � w = ^ ， （5.23) 
while the mean NF level for CM2 equals 
对户“—4一 = 1.5|. (5.24) 
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Note that the mean NF level of CM2 is about 1.8dB larger than that of CM1. 
Normally, a good detection of the DPOAE level requires a small mean NF 
level, which is dependent on N and choice of windows. 
5.4.4 Additional Loss by Scalloping 
Scalloping loss is common to the FFT-based spectral analysis, since the frequen-
cies of sinusoids are not guaranteed to lie exactly within the DFT sample points. 
For the CM1, the Af constraint plays an important role in ensuring that the 
DPOAE frequency locate at the DFT sample points, thus achieving a zero scal-
loping loss. For the CM2, scalloping loss may occur. However, in practice, the 
scalloping can be easily compensated by taking the finite Fourier transform at cj3 
(i.e. 5'iv(^3)) instead of picking up the DFT sample point closest to the DPOAE 
frequency. For convenience sake, we refer such a solution as the modified CM2. 
Fig. 5.3 illustrates the idea of the modified CM2. 
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Figure 5.3: The use of the modified CM2 for scalloping elimination. Dashed 




Table 5.1: Characteristics of various windows (courtesy of F.J. Harris). 
Highest Sidelobe Scalloping Worst case 
Window sidelobe fall-off ENBW loss processing 
level (dB) (dB/octave) (dB) loss (dB) 
Rectangle -13 -6 1 3.92 3.92 
Hamming ^ -6 1.36 1.78 3.10 
Hanning -32 — -18 ~“ 1.5 1.42 3.18 
Exact Blackman -51 -6 1.57 1.33 3.29 
Blackman -58 ^ 1.73 I7i 3.47 
Kaiser-Bessel -82 ^ 1.93 0.89 3.74 
(a=3.5) 
Minimmn 4-sample -92 ~6 2 0.83 3.85 
Blackman-Harris 
5.5 Simulation Study 
5.5.1 Sidelobe Suppressions of the Windows 
Though we regard the Hanning window as a standard for CM2, it is desired 
to know whether other windows fare better in practice. Due to this reason, 
a simulation was performed to test the sidelobe reduction of various windows. 
The received DPOAE signal was simulated by the following parameters: stim-
uhis level= 80dB, DPOAE level = 5dB, /i=l.OOlkHz, /2 = l.2kHz, /3=O.8kHz, 
/s=22.008kHz. Noise was assumed to be absent. This parameter setup was de-
signed to be demanding so that the windows were tested under worst situation. 
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The windows chosen for test were: Hamming, Hanning, Exact Blackman, Black-
man, minimum 4-sample Blackman-Harris, and Kaiser-Bessel (a=3.5). The re-
sults are shown in Fig. 5.4. It is observed that Hamming and exact Blackman 
windows seem to be disqualified. On the other hand, Kaiser-Bessel window has 
outstanding performance while the rest of the windows are also good enough. 
The author would eventually prefer the Hanning window for the application 
of the DPOAEs. This is due to the fact that the ENBW and the worst case 
processing loss [10] of the Hanning window are the best among the passed win-
dows (see Table 5.1). Nevertheless, it is advisable to think that Hanning is a 
reasonably good window for this application — a more appropriate one may 
exist among the huge catalog of windows. 
5.5.2 Mean Level Estimation 
A simulation was carried out to verify the formulation in mean DPOAE level es-
timate (5.18) and the mean NF level (5.21). The observed signal was synthesized 
as follows 
a;(n) = A^cos{nuj^ + (fe) + v{n), (5.25) 
where the signal v{n) was modeled as a zero-mean, Gaussian white noise. The 
SNRin was set to -22dB. The signal parameters were A^=2 and o^ = 7r/4. The 
phase (j)2> was uniformly distributed over [0, 2ir). The result is shown in Fig. 5.5. 
It is observed that the experimental results come closer to the theoretical ones 
when the number of ensemble averages increases. 
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5.5.3 Mean Squared Error Analysis 
The MSE is a commonly known way to measure estimation quantity of an esti-
mator. In the case of the periodogram, the MSE is defined as 
A2 
MSE = ^ A ( L ^ 3 ) - f | 2 ] . (5.26) 
A Monte Carlo simulation with 1000 independent trials was run to obtain 
ensemble-averaged MSE. The observed signal was synthesized by (5.25)，with 
SNRin=-20dB. The result is shown in Fig. 5.6. It can be observed that the CM1 
approaches the CRB for large N, and that the CM2 always exhibits a higher 
estimation error. It should be noted that this result is similar to that reported 
in [25；. 
In order to make a more realistic experiment, real noise was employed in 
the next simulation. The real noise was recorded from adult ear canal, with 
/,=22.008kHz. To facilitate the MSE analysis, the DPOAE component was 
synthesized and added to the real noise. The synthesized DPOAE frequency and 
level are 2.02kHz and 15dBspL, respectively. Note that the DPOAE frequency 
lies within the FFT bin. By ensemble averaging 24 independent trials, the MSEs 
were obtained. Fig. 5.7 illustrates the results. Because of limited number of 
ensemble averaging, the MSEs are not as smooth as the simulated ones in Fig. 
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5.6 Concluding Summary 
In this work, we study the performance of two conventional DPOAE estimation 
methods in terms of artifact suppression and estimation accuracy. The two 
methods are based on classical spectral analysis via FFT. The first method, 
called CM1, does not use windowing prior to FFT and constrains the stimulus 
tones to lie within DFT sample points. The second method, called CM2, simply 
employs FFT with windowing. Our investigation shows that both CM1 and 
CM2 are powerful in suppressing the masking effect of the artifact. In terms of 
estimation accuracy of the DPOAE level, it has been analyzed that the CM2 is 
inferior to the CM1 and that the CM1 can perform the best estimate. During 
the course of performance study, some statistical properties of the DPOAE level 
estimate and mean NF level are also formulated. These theoretical formulations 
agree with the experimental results in [30], thus corroborating the correctness 
of our derivations. 
5.7 Discussion 
Though it has been shown that the CM2 is suboptimal in performance, it does 
not mean that the CM2 is useless. One basic reason is that the simplicity 
in implementing CM2 is definitely attractive while the high-precision stimulus 
generation is a nuisance to the implementation of CMl. On the other hand, 
in applications such as adult screening where measuring time is not a critical 
concern, the use of the CM2 can be considered because the estimation accuracy 
can be pushed up by increasing the measuring time (which is in turn equivalent 
to increasing the DFT length N). However, it should be noted that the CM2 can 
75 
Chapter 8 
be subjective in applications such as infant screening, where rapid measurement 
is a must [28]. Therefore, depending on the applications and the equipments, 
one has to determine which estimation schemes can well serve his own purpose. 
5.8 Appendix A: Cramer-Rao Bound of the DPOAE 
Level Estimation 
When the periodogram is utilized to measure the DPOAE level, the parameter to 
be estimated is 趟/4. The CRB of A^/4 can be obtained by using transformation 
ofthe CRB [14]: — 
C K B [ | ] . ( M ^ ) ^ C R B [ i 3 ] , (5.27) 
where g{A^) = A^/4. 
In former chapter, it has been shown that C R B [ A 3 ] = 2al/N. Therefore, 
C R B [ ^ = f ^ ) ^ . ^ . (5 28) 
4 � V 2 ； N 2N � ~ 
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Theoretical Considerations of 
Maximum Likelihood Estimation 
for the DPOAEs 
6.1 Motivation 
In previous chapter, our performance study has indicated that one of the conven-
tional methods, CM1, is optimal in terms of estimation accuracy and sidelobe 
suppression, under the constraint that the stimulus frequencies are integer mul-
tiple of A / = fs/N Hz. However, to satisfy this A / constraint, a very good 
precision of stimulus frequencies and sampling frequency is requested. Also, the 
A / constraint confines the values of the DPOAE frequency. Although these 
two limitations can hardly be said as drawbacks, the CM1 is definitely not a 
generalized approach in optimal estimation of the DPOAE. 
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In the field of statistical signal processing, the theory of ML has been rec-
ognized as a powerful and general method in finding an optimum estimator. In 
this chapter, the ML estimation of the DPOAE is theoretically considered. The 
result here is important since it gives a theoretical proof on how an optimum, 
generalized estimator for the DPOAE is obtained. 
6.2 Finding of the MLEs 
The DPOAE signal model has been described in previous chapter. Let us con-
sider the vector form of the DPOAE signal model: 
S = HaWa + HrfpW p^ + V, (6.1) 
where 
s = [<s(0),s(l)，^.，《s(iV — l)]T, (6.2) 
V = b (0)，< l),^.， i ; (7V_ l ) ]T , (6.3) 
^dp = [As cos{^3),-As sir1((^3)]^, (6.4) 
Wa = [v4i c o s ( ( ^ i ) , - A i sin((;6i), ^2 cos((;62),-A2 s1n((^2)]^, (6.5) 
1 0 
TT c0s(cj3) s i + 3 ) 
Hdp = . • , and (6.6) 
• • 
• • 




1 cos(u;i) . . . cos ( (7V- l )o ; i ) 
0 sin(a;i) . . . s in ( (7V- l ) c j i ) 
tia = • (6.7) 
1 c0s(a;2) . . . cos((iV — l)a;2) 
0 sin(ct;2) . . . sin((7V — l)uJ2) 
The vectors Wa and Wdp are denoted as the artifact parameter vector and 
the DPOAE parameter vector, respectively. Although both of these parameter 
vectors are unknown, we are interested in estimating Wdp only. The conditional 
PDF p(s|wrfp,wa) is defined as 
p{s\Wdp,Wa) = (2^1)^^2 exp | - ^ ( s - HaWa — H^W^)^(S — HaW^ — H^W^)j> 
‘ ‘ (6.8) 
The MLE is naturally found by the minimization of a cost function 
^(Wrfp,Wa) = ||s - H^Wa — Yidp^dpf- (6.9) 
Once the estimated w^，denoted as w^，is found by minimizing J (w^ ,wa) , 
the estimated DPOAE amplitude can be obtained by 
^3 = \J[wdv[lW + [^dp{2)W (6.10) 
where Wdp{l) and Wdp{2) are the first and second elements of w ^ . 
6.2.1 First Form: Joint Estimation ofDPOAE and Arti-
fact Parameter 
The cost function in (6.8) depends on not only w ^ , but also w^. Define the 
matrices as follows: 
H = [H^,Hdp], and (6.11) 
W = [wf ,wJ j^ . (6.12) 
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The cost function can then be reformulated as 
J(W) = (s — Hw)T(s — Hw) (6.13) 
It is not difficult to see that the new cost function is equivalent to the least 
squares (LS) error. Therefore LS method is the solution of the MLE and the 
estimated vector parameter is given by 
w = ( H ^ ) - ^ H ^ s (6.14) 
It should be noted that this result is exactly the same as the MLE of multiple 
sinusoids in presence of white noise [13]. In this equivalent form of the MLE, a 
joint estimation of the DPOAE and artifact parameters is involved. 
6.2.2 Second Form: Artifact Cancellation 
The second equivalent form is greatly motivated by the work of Kay et. al. 
In [15] (also available in Appendix A), Kay showed a new method that can 
equivalently solve generic LS problem similar to (6.8). Using this new method, 
we obtain the following expressions: 
wa = (HfPj"pHa)- iHfPSs, (6.15) 
X = s - H^Wa, and (6.16) 
w.p = (Hj,H,,)-^Hj^x, (6.17) 
where Pj-^ = I - H^(H^^H^)_iH^, and x = [ x{0), x{l),..., x{N - 1) ]^. 
The resultant MLE suggests that an optimal estimator should be obtained 
by properly estimating the artifact parameter, subtracting the estimated artifact 
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from the original signal, and estimating the DPOAE parameter from the artifact-
cancelled signal. The matrix Pj-^ in (6.15) plays a role in ensuring that the 
estimation of the artifact parameter will not be interfered by the presence of the 
DPOAE component. According to Appendix A or [15], it should be noted that 
the MLE can be alternatively written as 
w.p - { H l P t ^ , , ) - ' H l F i s , (6.18) 
where P , ^ = I - H , ( H ^ ) - i H j . 
6.3 Relationship of CM1 to MLE 
Consider the case when the MLE works under the condition that the A / con-
straint of the CM1 is satisfied. The constraint results in the following properties: 
N-1 
^ sin(72o;,-)cos(ncc;j) = 0 (6.19) 
n=0 
N-1 N-1 N 
Y^ sin(ria;,-)sin(ncjj) ^ Y1 cos{nu:i)cos{nLOj) = —Sij. (6.20) 
n=0 n=0 2 
where i,j G { l , 2 ,3 } . We also find that 
T N 
H f H , = 7 ¾ (6.21) 
T N 
^dv^dp = j h (6.22) 
H j , H , = 0. (6.23) 
where 1^  is an i x i identity matrix. 
Let us consider the MLE in (6.18). The matrix multiplication Hj^P^ can 
be expressed as 
Hj,P.^ = H ! “ I _ H a _ a ) - i H r ) 
= B l - H l H a { H l H a ) - ' H a . (6.24) 
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Using the property (6.23), Hj^Pf can be reduced to 
H j , P： = Hj^. (6.25) 
Substituting (6.25) and (6.22) into (6.18), 
w.p = (Hj ,H, , ) -^Hj^s 
= 1 ¾ ^ . (6.26) 
Substituting (6.26) into (6.10), the amplitude estimate A3 is given by: 
^ �2 N-1 1 2 � 2 N-1 2 
^3 = . — Y, s{n)c0s{nuj3) + — Y. s{r1)sm{nu;3) 
\ L�V n=0 J L" n=0 . 
三 ^ 5 N ( n ) e - w ^ (6.27) 
丄、n=0 
The resultant estimator is almost the same as the periodogram. Therefore, 
we can say that the CM1 is equivalent to the MLE if and only if the Af constraint 
holds. In other words, the CM1 is one kind of the optimum estimators. 
6.4 Approximating the MLE 
By mathematical derivation, it has been shown that optimal estimation of the 
DPOAE can be achieved by several ways. In terms of implementation, however, 
we should only choose one which is robust, flexible, and computation-efficient. 
In fact, we have found that the second form of the MLE can further be derived 
to a form that possesses the above advantages. 
First of all, we all understand that the artifact is incomparably larger than 
the DPOAE component, therefore the estimation of the artifact should be very 
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unlikely to be interfered by the DPOAE component. So we can make a good 
approximation on (6.15) that 
Wa = ( H ^ ) - i H j s , (6.28) 
where the orthogonal complement projection matrix Pj-^ is neglected. 
Next we concern the DPOAE amplitude estimation using (6.17) and (6.10). 
For large N, the amplitude estimate is approximately formulated as a single 
equation 
2 N-1 
i s = ^ E z(n)e—,"3 . (6.29) 
丄、n=0 
Concluding the above approximations, the approximate MLE is formed and 
listed as follows: 
w . = ( H f H , ) - ^ H j s (6.30) 
X = s - H^Wa, and (6.31) 
^3 = ^ N f x � n � e ’ 3 . (6.32) 
丄、n=0 
In fact, (6.30) and (6.31) is exactly a LS artifact cancellation process, while 
(6.32) resembles an normalized periodogram sited on cj3, without windowing 
applied. Fig. 6.1 illustrates the optimum estimator structure, which is clearly 
composed of two processes — artifact cancellation and the DPOAE estimation 
using the periodogram. 
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Acquired signal + 
vector, s ^ ^ - ^ x Normalized Estimated 
~ ^ ^ ) 二〉Periodogram on > DPOAE 




T „ Artifact Vector 
Least Squares 
Artifact Estimation 
Figure 6.1: An optimum DPOAE estimator, derived from the theory of maxi-
mum likelihood. 
6.5 Concluding Summary 
In this chapter, we theoretically consider the ML estimation of the DPOAE. It 
has been theoretically shown that the CM1 is a MLE under the agreement of A / 
constraint. Furthermore, it has been proved that the LS artifact cancellation 
followed by normalized periodogram (no windowing) can lead to an optimum 
estimation of the DPOAE. Indeed, this result makes sense because only the 
periodogram is necessary to perform the optimal estimate when the artifact is 
absent. Thinking in a more open way, we can also employ other brands of 
artifact canceling methods to achieve the optimal estimation, as long as the 
chosen artifact canceling method is powerful enough. In next chapter, we will 
attempt to implement an optimum estimator based on the result here. 
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6.6 Appendix A: Equivalent Forms for the Min-
imum Least Squares Error 
The following expressions for the generic LS problem are originated from the 
work of Kay et al. [15]. Consider the minimization of the cost function 
J(w1,w2) = ||s-HiWi - H2W2||^ . (6.33) 
The cost function J(w1,w2) can be expressed as 
J ( w 1 , w 2 ) - ( s - H 2 W 2 ) ^ ( s - H 2 W 2 ) - 2 w f H f ( s - H 2 W 2 ) + w f H f H 1 W 1 . (6.34) 
By undertaking the minimization of J(W2,W2) with respect to Wi, 
^:，W2) = - 2 H f ( s — H 2 w 2 ) + 2 H f H 1 W 1 ( w 2 ) = 0, (6.35) 
1 W i = W i ( w 2 ) 
the estimated parameter w1(w2), which depends on W2, is then given by 
w1(w2) = ( H f H i ) - i H � ( s - H2w2). (6.36) 
Substituting w1(w2) into J(w1,w2), 
J ( w 1 ( w 2 ) , w 2 ) = ||s - H 2 w 2 - H i ( H f H i ) - ^ H f ( s - H 2 w 2 ) | p 
=||Pii(s-H2W2)||2, (6.37) 
where P f = I - H i ( H f H i ) " ^ H f is an orthogonal complement projection matrix. 
The matrix P^ possesses the following properties: 
Pi^^ = Pi^ (Hermitian) (6.38) 
Pi^Pi^ 二 P t (Idempotent) (6.39) 
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Due to the above properties, the cost function can be re-written as 
J (w1 ( w 2 ) , w 2 ) = (s — H2W2)^P1^(s — H2W2), (6.40) 
which is equivalent to a cost function of weighted least squares. Thus the mini-
mization of J(w1(w2),w2) with respect to W2 would yield the following result: 
W2 = (H^Pi^H2) - 'H^^s . (6.41) 
Substituting (6.41) back into (6.36), we obtain 
wi = ( H f H 1 ) - i H f ( s - H 2 W 2 ) . (6.42) 
The equivalent form for this LS problem is then given by (6.41) and (6.42). 
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Optimum Estimator Structure 
and Artifact Cancellation 
Approaches for the DPOAEs 
7.1 Motivation 
In previous chapter, we have discussed how ML estimation of the DPOAE can 
be achieved. In this chapter, we propose an optimum DPOAE estimator with its 
framework based on the ML theory. This proposed estimator is not constrained 
by the A / requirement as in CM1, and is a generalized scheme in providing the 
best estimate of the DPOAE level. In order to make the estimator more powerful 
in practice, some nice features of the conventional methods are preserved in the 
proposed estimator. 
The proposed estimator structure is comprised of several parts, but we lay 
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more emphasis on artifact canceling technique, which plays a key role in achiev-
ing an optimal and generalized, estimation of the DPOAE. In order to find a 
powerful yet feasible artifact canceling algorithm, we have proposed and tested 
various approaches in artifact cancellation. Also, during the development of 
the canceling methods, we have considered a practical problem called frequency 
offset, which can severely degrade the artifact cancellation performance. In or-
der to counteract this problem, we propose two frequency-offset compensating 
methods. In the conclusion and discussion, we will compare various artifact 
canceling approaches proposed by us. 
7.2 The Optimum Estimator Structure 
Artifact Canceling Module 
A 
/ \ 
I ： 1 I 1 I 1 A 
—„、 »/„\ Time-domain * ^ L dp 
](n) - Artifact ^ ^ _ _ ^ NoiseRejection _ ^ Regional 
Canceler Algorithm Periodogram ^ 
> L nf 
\ ^ _ External 
\ / Reference 
f . I I 
/ 
‘ ~ ~ s(n) - received DPOAE signal 
Internal 
Reference x(n) ~ artifact-canceled signal 
Generator A 
~~•> L dp ~ DPOAE level estimate 
Frequency _ _ , ' 八 
Calibrator ‘ “ L nf -- noise floor level estimate 
Figure 7.1: The optimum estimator structure. 
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The optimum estimator structure is shown in Fig. 7.1. The estimator basi-
cally consists of three parts — the artifact canceling module, the time-domain 
noise rejection (TDNR) algorithm, and the regional periodogram. Notice that 
the conventional estimator is composed of TDNR algorithm and regional pe-
riodogram in many cases. In conventional techniques, the TNDR algorithm is 
always utilized to reject loud and/or transient noise, while the regional peri-
odogram locally estimates the DPOAE and NF levels. For the artifact canceling 
module, the artifact canceler is responsible for removing the artifact from the 
received DPOAE signal, according to the reference given. Either external or in-
ternal reference can be chosen, but the internal reference should be co-operated 
with a frequency calibrator. The artifact canceling module looks to be more 
complicated than the cancellation process of the MLE in previous chapter. In 
fact, the present design of the module is to battle against disastrous problem 
resulted from the frequency offset effect. 
7.3 References and Frequency Offset Effect 
The reference is the essential information required by the artifact canceling al-
gorithm to correctly remove the artifact. With prior knowledge in toi and c^ 2, 
the reference can be conveniently synthesized as 
ri{n) = Cicos(rza;i), fi(rz) = -Cisin(na;i) , (7.1) 
r2{r1) = C2cos(ncj2), and f2{n) = -C2sin{noj2). (7.2) 
The above set of signals are referred as the internal reference. 
On the other hand, the reference can be obtained from real environment. 
Fig. 7.2 shows how an external reference is measured. Aside from recording 
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the DPOAE signal from ear canal, two analog-to-digital converters (ADC) are 
in extra utilized to sample the stimuli from the speaker inputs. Note that the 
signals fi{n) and f2{n) have to be obtained by Hilbert-transforming ri(n) and 
r2{r1). Readers are referred to [22] for the detail of implementing a Hilbert 
transformer. 
广 
^ ^ _ ^ ^ _ _ _ _ _ ^ Speaker 、 、 \ 
Input _ ^ ^ ^ ^ ^ _ ^ L 
Stimulus ^ I ^^^^iB^g^Hi^rtpiiM 
Generation ^ | Probe ^ T ^ 
Microphone ^ ^ * ^ " " ^ * * * j ^ l ^ ^ ^ ^ ^ ^ ^ ^ ^ 
r i(t) w r 2(t) y s(t)y Output � y ^ ^ f 
Data Acquistion System | I 
V V V ^*^ 
s(n) r i(n) r 2(n) 
Figure 7.2: The measurement of the external reference. 
Before explaining the difference between the two reference, we wish to dis-
cuss the frequency-offset problem first of all. The frequency offset refers to the 
phenomenon when the frequency of the acquired signal constantly shifts from 
its original position. Non-ideal circuitry, imperfect knowledge in stimulus fre-
quencies are some of the reasons that induce the frequency offset. To prevent 
the occurrence of frequency offset by hardware, a very precise calibration of 
stimulus and/or sampling frequencies is required. Also the specification of the 
hardware must be good enough. As we will show latter, artifact cancellation 
can be severely degraded by a frequency offset of less than lHz. 
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Instead of dealing with hardware calibration, two alternative methods are 
proposed to battle against the frequency offset. The first method directly uti-
lizes external reference to perform artifact cancellation. The idea is borrowed 
from the 50/60Hz power line interference canceling in ECG [26], where the refer-
ence is externally acquired for a more accurate cancellation. Since this approach 
assumes that the received DPOAE signal s(n) and the external reference sig-
nals experience the same amount of frequency offset during the analog-to-digital 
conversion, all the signals should be sampled with the same sort of circuitry and 
ADC. 
For the second method, a frequency calibrator is employed to fine-tune the 
reference frequencies. Such a method is equivalent to performing frequency 
estimation. In the field of signal processing, there are numerous frequency esti-
mation schemes [13] that can achieve this task. Among these schemes, the fine 
search procedure of the ML frequency estimation [24] is probably the most ap-
propriate approach in our application. There are also a number of methods that 
can do the fine search. Some of the examples are secant method [24], Newton's 
method [1], and the interpolation method proposed by Rife and Vincent [25 . 
Here we employ the parabolic interpolation method proposed in [7], which is 
simple but promising in performance. Read Appendix A on how the parabolic 
interpolation works. 
The frequency calibrator is tabulated in 7.1. In the Table, the parameter 
p represents the number of iterations required for the frequency calibration. 
Following the work of [7], minimum 4-sample Blackman Harris window is utilized 
prior to the finite Fourier transform. It is of interest to note that the DPOAE 
frequency can be indirectly fine-tuned using the relationship cj3 = 2cJi — u02. 
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Table 7.1: The equations of the frequency calibrator. 
Initialization: toi = toi, and (¾ = <^ 2-
for i=l,2 
for m-l,...，p 
Yi 二 |ftv(W| (7.3) 
97r 
Y � = | f t v ( 6 ^ j ) | (7.4) 
27T 
1； = |ftv(A. + j ) | (7.5) 
A (c^ + §)Vi — 2^i + (c^ - f ) F . , 7 A 、 
叫= l ^ - 2 K - + n (7.6) 
end 
end 
uJi = Lb\, and L02 = cj2. 
7.4 Artifact Canceling Algorithms 
Based on the theory of ML, the LS artifact canceling algorithm is recognized 
as the best method in removing the artifact. However, in practice, there are a 
number of alternatives that can also perform the task of artifact cancellation. 
Before making a performance comparison, let us describe the various approaches 
of artifact cancellation: 
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7.4.1 Least-Squares Canceler 
Needless to say, the LS canceler is an optimal approach in artifact removal. 
Denote the reference vectors as follows: 
ri = [ri(0)，ri(l )， . . .，ri(7V—l)]T， (7.7) 
ri = [r i (0) , r i ( l ) , . . . , f i ( 7 V - l ) ]^, (7.8) 
r2 = [r2(O), r 2 ( l ) , . . . , r2{N-l) ]^, and (7.9) 
r2 = [f2(O), f 2 ( l ) , . . . , r 2 ( 7 V - l ) ]^. (7.10) 
Table 7.2: The equations of the LS canceler. 
H a = [ ri, fi, r2, r2 ], (7.11) 
W a = ( H f H a ) - i H l s (7.12) 
X = s - H a W , . (7.13) 
The equations of the LS canceler are listed in Table 7.2. It is important 
to note that the LS canceler involves the costly computation of the inverse 
autocorrelation matrix ( H f H a ) ] . The 3dB notch BW of the LS canceler is 
given by 
BW|Ls = 0 .89^ Hz. (7.14) 
7.4.2 Windowed-Fourier-Transform Canceler 
The basic operation of the windowed-Fourier-transform (WFT) canceler is fairly 
simple: estimate the artifact via finite Fourier transform with windowing, and 
subtract the reconstructed artifact from the received signal s(n). The WFT 
93 
Chapter 8 
canceler has interesting relationship to the LS type canceler. See Appendix 
B for details. Let g{p) be the window function. The equations of the WFT 
canceler is tabulated in Table 7.3. 
Table 7.3: The equations of the WFT canceler. 
Wa = [ Wal, Wa2, ^a3, ^a4 ]^, wheie (7.15) 
1 N-1 
^ai 二 jj- Y1 g{n)s{n)ri{n), (7.16) 
^rl n=0 
1 N-1 
^a2 = J7- J2 5'(^)5(n)f1(n), (7.17) 
Url n=0 
1 N-1 
Wa3 二 J7- Yj g{n)s{n)r2{ri), (7.18) 
Ur2 n=0 
1 N-1 
Wa4 = 77- Y . g{ri)s{n)r2{n), (7.19) 
Ur2 n=0 
1 rN-1 1 rN-i • 
Uri = ^ E 9{n) J2 ^i'(^) , and (7.20) 
Ln=0 �Ln=0 -
1 �iV—l ]�7V-1 • 
Ur2 = ^ T.g{n) E ^2^W . (7.21) 
Ln=0 �Ln==0 _ 
X - s - H , w , . (7.22) 
The equations (7.16) - (7.19) are slightly deviated from the ordinary finite 
Fourier transform. The real part and imaginary part of the finite Fourier trans-
form are separately computed. The parameters Wai and Wa3 represent the real 
parts of the transform, while Wa2 and Wa4 represent the imaginary parts. Instead 
of using the nominal basis function e——, the reference is utilized as the basis 
function. Like the general cases of spectral analysis, data windowing should be 
used to de-couple the cross terms between uji and uj2- The window function 
adopted is the minimum 4-sample Blackman Harris window. The corresponding 
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BW is given by 
B W | w F T = 1 . 9 ^ Hz, (7.23) 
according to [10 . 
In a theoretical standpoint, the WFT canceler must be sub-optimal because 
the windowing increases the bias and variance of the artifact parameter esti-
mate [25]. However, in practice, the WFT canceler can give out satisfactory 
performance because of the large artifact-to-noise ratio. 
7.4.3 FRLS Adaptive Canceler 
In fact, the artifact cancellation process can be viewed as notch filtering at uji 
and uj2' Here we design a FRLS adaptive canceler by cascading two FRLS 
adaptive notch filters. As described before, the FRLS adaptive notch filter 
benefits from its fast initial-convergence, narrow BW, and efficient computation. 
The equations of the FRLS adaptive canceler are listed in Table 7.4. It is 
reminded once again that the BW is given by 




Table 7.4: The equations of the FRLS adaptive canceler. 
Initialization part: 
w , ( - l ) = 0 
外(—1)=灼(—1) = " , where fi is small initialization constant 
Set Ci = amplitude of ri{n) and C2 = amplitude of r2{r1) 
r, = l n ( 0 . 0 1 ) / l n ( A ) - l 
Adaptation and filtering part for n = 0,1, 2 , , . . 
r(n) = [ ri{n), f i (n) , r2(n), f2(n) ]^ (7.25) 
5a(n) = wf(n - l)r{n) (7.26) 
x{n) = s{n) - Sa{n) (7.27) 
X(fi{n - 1) + 0.5Ci2, 0 < n < r^  
^ n ) = (7.28) 
‘ 0 .5CiV(l — A), n > Ts 
( � Av?2 (^ - l ) + 0.5C2', Q<n<Ts , � 
M n ) = (7.29) 
�O.5C2V(l — A), n > Ts 
P(n) = d iag [ i f^ -\n) , ^ I ' ^ n ) , (p2~\n), ip2~^{n)] (7.30) 
Wa(n) - Wa{n-l)i-F{n)x{n)r{n) (7.31) 
Note that diag[ ai, «2, •. •, <^ M] stands for a M x M diagonal matrix with 
diagonal elements equal to «1, «2, . • •，ciM-
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7,5 Time-domain Noise Rejection 
In the past, we just assumed the noise being Gaussian white. However, in some 
practical situations, the noise may be transient and/or extra-ordinarily large. 
The usual practice of the conventional methods is to eject the data segment 
when the loud and/or transient noise is detected. Assuming the absence of the 
artifact, the basic procedure of TDNR algorithm is as follows: 
for n=0，...,N-l 
if\s{n)\ > TDNR threshold 
then reject the whole sequence of s[n) 
end 
Notice that the TDNR threshold is arbitrarily selected by the user. In general, 
there is no specific criteria to adjust the TDNR threshold. In order to apply 
the TDNR algorithm, the artifact must be canceled first of all. As described by 
Whitehead et al. [28, p.220], the Otodynamics IL092D removes the artifact by 
subtracting two time-synchronized data segments. The TDNR algorithm is then 
applied to the subtracted signal which has no artifact but contains noises from 
the subsequent segments. Under such circumstance, it must be presumed that 
the two segments have similar noise levels. However, this conventional method 
may not work well when the above presumption is invalid. 
In the proposed estimator, the TDNR algorithm is directly applied to in-
dividual segments, and this is indeed the extra bonus provided by the artifact 
canceling algorithm. Needless to say, this TDNR approach is more explicit than 
97 
Chapter 8 
the conventional one. 
7.6 Regional Periodogram 
The regional periodogram proposed here is very similar to the conventional 
methods, with the only difference that most of the conventional methods confine 
the measurement within the DFT sample points, while our regional periodogram 
does not. With the DPOAE frequency cj3 given, the regional periodogram is 
defined as follows 
2^i 
P;(i;a;3) = P.{^3 + I ) . , where i 二 -B, -B + 1,. . .,B-l,B. 
no window 
(7.32) 
In the above equation, the parameter B is denoted as the half-side binwidth, 
and Px{tj) is the normalized periodogram of artifact canceled signal x{n). The 
DPOAE level estimate and the NF level estimate are given by 
Ldp = P;(O;a;3), and (7.33) 
Lnf = ^ E ^;(^;^3). (7.34) 
i=-B,i^ 
A 
The statistical properties of Ldp is identical to that of the CM1. Moreover, 
with i>(n) being Gaussian white, the NF level estimate is in chi-square distribu-
tion [20] with its moments given by 
. , ¢72 
^[Lnf] = ^ , and (7.35) 
1 fcr^l ^ 
• [ i n / ] = ^ [ ^ J • (7.36) 
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7.7 Experimental Results 
7.7.1 Artifact Cancellation via External Reference 
An experiment was performed to demonstrate the artifact cancellation process 
via external reference. The DPOAE signal was acquired from a patient who did 
not have any hearing problem. Two set of data samples were recorded according 
to the specification tabulated in Table 7,5. The FRLS adaptive canceler was 
operated with A=0.99, and fj,=0.3. The data length N was set 2048, and the 
periodogram was averaged by 4 times. Notice that the initial 300 samples of 
the FRLS canceling output was discarded prior to transforming the signal into 
spectral domain. The results for the data set A are shown in Fig. 7.3. It 
can be seen that all cancelers have satisfactory performance in artifact removal. 
Comparing the LS canceler with the WFT canceler, it seems that the results 
have no difference at all. Because the FRLS adaptive canceler requires small 
amount of initial samples to converge, it is slightly inferior to the LS and WFT 
canceler. Fig. 7.4 shows the artifact cancellation on data set B. The results 
are basically similar to the previous one. Note that the narrowband interference 
around 3kHz is caused by the equipment. Comparing the initial-convergence 
of the FRLS adaptive canceler in Fig. 7.3 and 7.4, it can be seen that longer 
period of the artifact results in slower initial-convergence. 
7.7.2 Artifact Cancellation via Internal Reference 
Using the same data sets in previous subsection, artifact cancellation via internal 
reference was performed. Fig. 7.5 shows the results of artifact removal on data 
set A, without frequency calibration. It can be clearly seen that the all the 
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Table 7.5: Specification for the measurement of the DPOAEs. 
Data Set A Data Set ¥ ~ 
S t i m u l u s 1 Freq. /i (kHz) 1.233 2.454 
Stimulus 2 Freq. /2 (kHz) 1.501 — 3.003 
"PPOAE Freq. /3 (kHz) 0.965 1.905 — 
Stimulus Level (dBspi) 60 
Sampling Freq. fs (kHz) 22.008 
^ F T Length N 2048 
cancelers are incapable of removing the artifact completely. On the other hand, 
it is observed that the FRLS adaptive canceler performs better than the LS and 
WFT cancelers. In fact, selecting wider BW is helpful to reduce the undesirable 
effect caused by the frequency offset. In this experimental work, the BWs of the 
LS canceler, WFT canceler, and FRLS adaptive canceler are 9.6Hz, 20.4Hz, and 
70.1Hz, respectively. So it can be seen that the BW of FRLS adaptive canceler 
is wider than that of the other two cancelers, thus resulting a better artifact 
removal. However, it is warned that wider BW also results in a lower artifact 
attenuation. 
Fig. 7.6 and 7.7 shows the results of artifact cancellation on data set A, with 
frequency calibration. It is observed that the frequency offset effect progressively 
reduces with increasing no. of iterations p, and that the artifact cancellation is 
already good enough with several iterations p. The artifact cancellation on data 
set B is shown in Fig. 7.8, and it can be also seen that the artifact is dramatically 
reduced. Table 7.6 and 7.7 tabulate the calibrated frequencies and estimated 
frequency offset. We can see that the frequency calibrator is accurate even for 
a few iterations. Moreover, it is observed that the frequency offset for data set 
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A is in truth smaller than lHz. 
Table 7.6: Estimated frequency offset on data set A. 
p Calibrated Calibrated Estimated freq. Estimated freq. 
/i (Hz) /2 (Hz) offset of /1 (Hz) offset of /2 (Hz) 
1 1232.309463 1500.67689^" 0.690537 0.323107 
2 1232.213580 1500.631271 0.784198 0.368729 “ 
3 1232.199981 —1500.62480^" 0.800019 0.375200 “ 
20 1232.197733 "l5Q0.623730" 0.802267 — 0.376270 “ 
Table 7.7: Estimated frequency offset on data set B. 
p Calibrated Calibrated Estimated freq. Estimated freq. 
/1 (Hz) /2 (Hz) offset of /1 (Hz) offset of /2 (Hz) 
1 2452.474214 3001.50484^ 1.525786 — 1.495154 “ 
2 2452.280574 —3001.314535" 1.719426 1.685470 “ 
3 2452.253158 3001.287602' 1.746842 1.712398 
20 2452.248627 3001.283154' 1.751373 1.716846 
7.7.3 Artifact Cancellation in presence of Transient Noise 
An experiment was carried out to see whether the artifact cancellation process 
distorts transient and loud noise. We consider this because distortion of the 
noise waveform can influence the monitoring of the TDNR algorithm. The 
experiment started by recording noise from ear canal of a patient, who was 
requested to produce noise. The real noise was then added to the simulated 
artifact to form synthesized DPOAE signal. The three cancelers were applied to 
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the synthesized signal, and the results are shown in Fig. 7.9. It is evident that 
the three cancelers do not interferes the noise waveform. 
7.7.4 Illustrative Example: DPgrams 
In clinical applications, DPgrams have always been used to provide a measure 
of the hearing functionality with respect to frequency. In this subsection, the 
optimum estimator was utilized to construct DPgrams. The measurement spec-
ification was as follows: /s=22.008kHz, stimulus level 二 6QdBspL, A^=4096, 
B=5, number of spectral averaging = 6, and the selection of stimulus frequen-
cies being shown in Table 7.8. Note that the Af constraint is not satisfied in 
this specification, therefore the CM1 cannot be utilized. Using this specification, 
we collected DPOAE signals from two patients, who are normal in hearing. In 
order to obtain an "abnormal" DPOAE data, we picked up signals from ear 
canal of the patient, without sending the stimulus. The DPgrams computed by 
the optimum estimator are shown in Fig. 7.10. It can be clearly seen that the 
DPOAEs exist in the two patients, but not in the "noise only" data. However, it 
should be noted that the estimation at low frequency is less accurate than that 
at high frequency, since the noise is usually dominating over the low frequency 
region. 
Table 7.8: Frequency table for the DPgram (2 points/octave). 
data set 1 data set 2 data set 3 data set 4 data set 5 
/i (kHz) 1.233 1.636 2.454 3.284 4.102 
/2 (kHz) 1.501 2.002 3.003 4.004 5.005 
/3 (kHz) 0.965 1.270 1.905 2.564 3.199 
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Figure 7.3: Artifact Cancellation via external reference on data set A . (a) T h e 
L S canceler; (b) the W F T canceler; and (c) the F R L S adaptive canceler. Left: 
the initial time-domain waveforms; right: the periodograms; dotted line: original 
signal 5(n); solid line: artifact-canceled signal x{n)] dashed line: /3. 
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Figure 7A: Artifact Cancellation via external reference on data set B. 
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Figure 7.6: Artifact Cancellation via internal reference on data set A, with 
frequency calibration {p 二 1). 
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Figure 7.7: Artifact Cancellation via internal reference on data set A, with 
frequency calibration {p = 2). 107 
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Figure 7.8: Artifact Cancellation via internal reference on data set B, with 
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Figure 7.9: Artifact cancellation in presence of transient noise, (a) A transient 
and loud noise sampled from ear canal, (b) The noise plus simulated artifact, 
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Figure 7.10: DPgrams of (a) patient 1, (b) patient 2, and (c) "noise only" sample 
from patient 1. 
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7.8 Conclusion and Discussion 
Considering both the ML estimation and the techniques of the convention meth-
ods, an optimum DPOAE estimator has been presented in this work. Unlike 
the CM1, this proposed estimator is unconstrained. The major difference from 
the conventional methods is the addition of artifact canceling procedure. The 
proposed estimator is mainly comprised of three parts — an artifact cancel-
ing module, TDNR algorithm which monitors and rejects transient and/or loud 
noise, and regional periodogram which estimate DPOAE and NF levels. Since 
each part can be expanded into large topics, our present focus has been laid on 
the artifact canceling approaches. 
The presence of frequency offset is a major problem in artifact cancellation. 
It has been shown that the artifact cancellation is significantly degraded even 
though the frequency offset is smaller than lHz. In order to battle against the 
frequency offset, we propose two alternatives — external reference and internal 
reference with frequency calibration. These two methods have been experimen-
tally shown to be capable of compensating the frequency offset. For the artifact 
canceling algorithms, three types of artifact canceler have been proposed — LS 
canceler, WFT canceler, and FRLS adaptive canceler. Running the cancelers 
on experimental data, it has been shown that all of them have sufficiently good 
performance in artifact removal. 
Since all the artifact canceling approaches generally work well in our exper-
iment, we would like to discuss their pros and cons in a practical viewpoint. 
Comparing the two types of reference, the drawbacks of the external reference 
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is that extra hardware is required for the acquisition. Also, the external refer-
ence must be clean enough since any noise in the reference will be accumulated 
to the artifact-canceled signal. The internal reference, in turn, does not have 
these two problems. The only disadvantage of the internal reference is the need 
of frequency calibration, which takes more arithmetic operations. Nevertheless, 
such an additional computation is about 0{ZpN)^ which is affordable by most 
of the modern DSP and PC. 
Comparing the artifact cancelers, the LS canceler requires more computation 
than the other two cancelers because of the burden of computing the autocorre-
lation matrix. Since the performance of the WFT canceler resembles that of the 
LS canceler, the WFT canceler has very good potential in replacing the optimal 
LS canceler. On the other hand, the FRLS adaptive canceler has comparable 
computation to the WFT canceler. As the FRLS adaptive canceler requires 
some initial samples to converge, its performance is slightly inferior to that of 
the WFT and LS cancelers. Nevertheless, such an initial-convergence is small 
(about 300 samples) and negligible. The advantage of the FRLS adaptive can-
celer is its easy control of BW, while the BWs of the LS and WFT cancelers are 
inevitably dependent on the data length N. 
Taking all factors into consideration, the author's preference of the artifact 
canceling approach is the WFT canceler with the internal reference. The FRLS 
adaptive canceler with internal reference is also a very good approach. 
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7.9 Appendix A: Derivation of the Parabolic 
Interpolation Method 
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Figure 7.11: Frequency calibration via parabolic interpolation. 
Fig. 7.11 illustrates a zoom spectrum centered around uj{ for i=l,2. The fre-
quency uj{ is slightly deviated from the original position uJrnax^  which is locally 
maximum. The objective is to re-tune Ui so that it can approach aJmax- In order 
to facilitate this fine search procedure, the spectrum |SV(^| is locally modeled 
as a parabolic curve 
5 W H = BiJ + Cuj + D, (7.37) 
where B, C, and D are all unknown. The maxima uJrnax is given by 
_ C 
^max — ~ 2 ^ ' (7.38) 
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Using three points at uji = uj{ — 2 i ^ ! N , � “ and tOr = ^i + 27r/TV, we attempts 
to solve the following equations: 
Bui^ + Cui + D = Yi, (7.39) 
Bu;i^ + Cui + D = Yi, and (7.40) 
BuJr^ + CiOr + D = Yr, (7.41) 
where Yi = |SWO /^)|, ^' = |ftv(< i^)|, and Yr = |ftv(A)|. By solving the above 
equations, the unknown B and C are given by 
B = ( ( K . T , r ) � - ( ( � 7 ” ） 、 ， a n d (7.42) 
[LOi - UJr)[^i — ^1) [^i 一 ^l)[^l - ^r) 
C = {Yj-Yr){ui + Ur) I ( y ^ - n ) ( a ; . + c ^ . ) ^ 
[uJi - Ur){Ui - LOl) [iOi -LOl)[iOl -UJr)' ‘ 
Substituting B and C back into (7.38), 
_ (c.. + f^)Yi — 2u;.K- + (c^ . - ^)Yr 
0 W - ^ — 2Yt + y^ . ( 网 
7.10 Appendix B: Derivation of Weighted-Least-
Squares Canceler 
Indeed, the WFT canceler can be viewed as a fast version of the weighted-least-
squares (WLS) canceler. Consider that the LS estimator (7.12) is changed into 
a WLS one: 
wa = ( H / G H , ) - ^ H / G s , (7.45) 
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where the weighting matrix 
_ 0 . . . 0 
0 ^(1) ： , 、 
G - � ) (7.46) 
： •.. 0 
0 . . . 0 g[N-V) 
is diagonal in structure, with diagonal elements equal to the weighting function 
g{n). In order to have an efficient computation, we wish to look for a g{n) which 
can make the autocorrelation matrix Ha^GHa approximately diagonal. 
rji 
The autocorrelation matrix H^ GHa is given by 
‘ r i ^ G n r i^Gfi ^ ¾ r1^Gf2 “ 
T ^ G r i f f G f i r fGr2 f f G r 2 , � 
H / G H , = . (7.47) 
r2^Gr1 r2^Gr1 r2^Gr2 r2^Gr2 
r^Gri f^Gri r^Gr2 f^Gr2 
Next step is to solve each element of the autocorrelation matrix: 
N-1 
ri^Gvi = Y^ g{n)[ri[n)Y 
n = 0 
^2 N-1 
= - f - S 9{n)[l + cos{2nu;i)' 
^ n=0 
=Y^GN{0) + Re[GN{2uJi)]}, (7.48) 
where G^(<^) is the finite Fourier transform of g{n), and i = 1, 2. Similarly, the 
other elements are given by 
n2 
r j G f i = ^ { G N { 0 ) - Re[GN(2cv,)]}, (7.49) 
r,^GrA. 二 ^{Re[Gjv(cvi + (^；^)] + Ee[Gjv(oJi - tOk)]}, (7.50) 
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f fGf f c = ^ { R e [ G N { i O i - Uk)] - Re[GN{i^i + LOk)]}, (7.51) 
C.Ck 
f fGrfc = - ^ { / m [ G i v ( u ; i + oJk)] + Im[GN{i^i - ^k)]}, and (7.52) 
2j 
r^^GfA： = ^ ^ { I m [ G N ( ( ^ i + ojk)] — Im[GN{(^i - 叫 ) ] } , (7.53) 
2^ 
where k = 1’ 2. 
By examining the above equations, the autocorrelation matrix will be ap-
proximately diagonal when the following conditions are met: 
|G7v(O)| > {GN{c^i^co2)l (7.54) 
|GW(0)| � | f t v ( 2 a ; i ) |， （7.55) 
|GW(0)| > |Giv(2c^2)|, and (7.56) 
|GW(0)| > |¾v(�2 — cc^ 0丨. (7.57) 
With N, ui and UJ2 being fixed, the above conditions require that the weight-
ing function g{n) should possess good sidelobe suppression in frequency domain. 
If those conditions are met, the autocorrelation matrix is approximately given 
by 
||ri||2 0 0 0 
H / G H . = M ^ 0 l|ril|2 0 0 ， (7.58) 
“ 0 0 ||r2"2 0 
0 0 0 | |r2 | | 2 
since ||r,-||2 = ||f,-||2 = Ci^/2N. 
For convenience sake, assume that C1=C2=l. Substituting (7.58) into (7.45), 
the WLS estimator is given by 
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2 N-1 N-1 
Wa 二 ^ _M Y1 g{n)s{n)cos{nu;i), - ^ 5r(n)5(n)sin(na;1), 
^iv(Oj/iV ^ 0 n=0 
1 T 
N-1 N-1 
y^ g{n)s{n) cos{nLO2), — y^ g{n)s{n) sin(y7a;2) , (7.59) 
n=0 n=0 
which closely resembles the finite Fourier transform with windowing. Therefore, 




Conclusions and Future 
Research Directions 
8.1 Conclusions 
The contribution of this thesis can be split into two parts. The first part involves 
a new derivation of a narrowband filter, namely FRLS ANBF. Approximated 
from the standard RLS ANBF, the FRLS ANBF advantages from both fast 
initial-convergence and narrow BW. Unlike the RLS ANBF, the computation of 
the FRLS ANBF is computationally efficient and comparable to commonly-used 
narrowband filters such as LMS ANBF and the IIR filter. The FRLS ANBF 
also guarantees numerical stability under finite precision arithmetic. Simula-
tion results have shown that the FRLS ANBF outperforms the commonly-used 
narrowband filters. 
The second part is related to the signal processing aspects for the DPOAEs. 
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Since the common enthusiasm in the DPOAEs is among the clinical and physio-
logical circles, the estimation of the DPOAEs is less regarded in a sense of signal 
processing. Devoted to improve the signal processing aspects in this area, our 
first task involved performance study on the conventional DPOAE estimation 
methods. It has been theoretically proved that one of the conventional methods 
can lead to an optimal estimation of the DPOAE level, under the assumption 
that the noise is Gaussian white. Though powerful in performance, this method 
is not generalized because the stimulus frequencies are constrained to be an 
integer multiple of A / 二 fs/N. Also, a good calibration of the stimulus and 
sampling frequencies are requested to implement this optimal method. In order 
to relax this constraint, our second task was to derive an optimum estimator us-
ing the theory of ML, and it has been mathematically shown that the optimum 
estimation can be achieved by canceling the artifact followed by periodogram 
estimation sited at the DPOAE frequency. More emphasis has been placed 
on artifact canceling techniques in this work. By considering the disastrous 
frequency-offset problem and comparing various artifact canceling approaches, 
the suggested configuration of the artifact canceling procedure is both feasible 
and computationally-efficient. 
8.2 Future Research Directions 
As a pioneer, we have successfully investigated how to perform optimal estima-
tion of the DPOAE. However, there are many signal processing aspects that 
are still left unexplored in this field. Besides the estimation, the detection of 
the DPOAE is also an equally important topic in clinical applications. A good 
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detection scheme can lead to a rapid measurement, which is particularly useful 
for infant screening. Like the estimation, clinical researchers have their own de-
tection schemes, and it is not known about the optimality of these conventional 
schemes. In fact, in the field of communication and signal processing, the signal 
detection theory has been well established. By applying this mature technology 
to the problem of the DPOAEs, it is believed that the research outcome will be 
fruitful. 
In this thesis, it has always been assumed that the noise is Gaussian white. 
As one may notice at the very beginning, the real noise is actually non-white with 
the power dominating over the low frequency region. In fact, our white-noise 
assumption is reasonable at high frequency measurement, where the spectrum 
locally acts as an approximate straight line. When the measurement is per-
formed at low frequency (particularly below lkHz), the white-noise assumption 
is not too valid. Though the conventional methods and our proposed estimator 
can work appropriately in low frequency, none of them can offer a truly-optimal 
estimate under this situation. This is also the reason why the clinical researchers 
found that the measurement over the low frequency took a longer averaging time 
that that over the high frequency. In the future research, advanced signal pro-
cessing techniques should be sought for in attempt to reduce the low frequency 
noise. Again, in the field of signal processing, there are many well-established 
schemes that can solve this problem. Some of the examples are adaptive noise 
canceling [31] and pre-whitening approach [27]. 
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