Identifying protein coding regions in DNA sequences is a fundamental step in computational recognition of genes. Traditional Discrete Fourier transform (DFT) based approaches [9, 2, 3, 7] 
Introduction
An essential step in annotating genomes is differentiating protein coding regions from non-coding regions; this is often referred to as splicing. DFT-based splicing algorithms rely on empirically observed differences between coding and non-coding regions, especially that the magnitude spectrum of a protein coding region of length AE, exhibits a relatively large value at discrete frequency AE ¿ but near-zero coefficients at AE AE etc. No such behavior is observed in non-coding regions. This observation is commonly referred to as the "3-periodicity" property.
In this paper, we investigate the use of signal processing techniques for developing de novo or ab initio techniques for splicing -i.e. those which require no prior training or learning. Specifically, we provide analytical reasons for 3-periodicity and other observed differences in the Fourier spectra of coding and non-coding regions. Also, we improve the DFT-based splicing algorithm in [2, 3] in many ways. First, we compute the magnitude of the frequency component at AE ¿ in Ç´AEµ time, without using any complex number arithmetic, and avoid the use of the fast Fourier transform (FFT) which takes ª´AE ÐÓ AEµ time. Second, instead of using the magnitude of the spectral coefficients, we use the signal-to-noise ratio (SNR) of the DNA sequence which provides a more robust prediction of coding regions. Third, we use a two-character alphabet to represent DNA sequences, which makes our algorithm faster and deterministic. Finally, we show that using the Bartlett window instead of a rectangular window in the DFT computations gives better results.
Related Work:
There is a considerable body of work that propose algorithms for splicing. We refer the interested reader to [4, 6, 8] , which survey and compare existing algorithms. In this section, we list only papers that employ Genomic Signal Processing techniques, viz., [2, 3, 9, 7, 10] . In [9] , the authors propose a DFT-based splicing algorithm that uses the squared sum of the magnitude of the frequency components at AE ¿ of the binary indicator sequences corresponding to the four nucleotides. References [2, 3] use prior knowledge of at least a few coding regions and involve solving an optimization problem. Further, due to its randomized nature, the algorithm may predict different boundaries and even different numbers of coding regions for the same DNA sequence in different runs. It is not clear how the outputs from different runs can be combined to yield the optimal result. In [7] , the authors make novel use of the phase of Fourier coefficients to improve the accuracy of prediction of coding regions. Vaidyanathan et al [10] proposed using digital filters to clean and enhance the the frequency components at AE ¿ of the binary indicator sequences corresponding to the four nucleotides.
The rest of this paper is organized as follows. Section 2 derives several properties of DFT coefficients of a binary sequence including an alternate expression for computing the DFT coefficient at discrete frequency AE ¿. In section 2, we exploit the results derived in section 2 to prove the 3-periodicity property in the protein coding region of a DNA sequence. Section 4 introduces the proposed splicing algorithms and experimental results are presented in section 5. Finally, we outline future work and open problems in section 6.
Properties of Binary Indicator Sequences
In this section, we derive several properties of Fourier coefficients of a binary sequence We restate equation (1) for 3-bit words, i.e., for Û ¿ . 
Properties of DNA sequences
A DNA sequence Ò of length AE is represented in terms of four binary indicator sequences Ò Ì Ò , Ò , and Ò , respectively for each nucleotide A, T, C, and G [2] . The indicator sequence for nucleotide A is a vector Ò , ½ Ò AEµ, such that Ò ½ if and only if Ò ='A'.
In section 3.1, we list a set of properties of coding regions observed in our experiments and/or reported in the literature. In sections 3.2 and 3.3, we use these properties and results from section 2 to derive several results for the coding and non-coding regions.
Properties Observed in Coding Regions
We include only results for C. Elegans chromosome III, (GenBank Acc. no. NC 003281, complete sequence, total length of 13783268 nucleotides, cumulative length of coding regions of about 4 million nucleotides). Tables 1 and 2 record each of the four nucleotide counts as fractions of the total number of nucleotides of that particular type. The row entries in each column of table 1 are significantly different from each other. To show the similarity between positions 0 and 3, 1 and 4, and 2 and 5, we have rearranged the order of the six rows in Table 2 . Table 2 clearly illustrates 3-periodicity for the four nucleotides. Table 3 shows the position count functions as a fraction of the total number of nucleotides of the particular type under consideration, for Û . We see that the nucleotide counts in each position are very close to each other.
Reason for a peak at AE ¿ in coding regions
In [2, 3, 5, 9] , it has been observed that the magnitude 
Splicing Algorithm
We exploit the 3-periodicity property in this section to develop STFT-based algorithms for the prediction of protein coding regions. The algorithm uses two binary indicator sequences, Ê Ò and Ï Ò . Sequence Ê Ò is 1 if the nucleotide at location Ò in the DNA sequence is either G or C. Similarly, sequence Ï Ò is 1 if the nucleotide at location Ò is either A or T.
Initialization: Set the number of window ½ ¼ .
Step 1: Apply a rectangular window of length AE ½ ¿ ½ to select the first AE ½ nucleotides of the DNA sequence.
Step 2: For the Ø ½ DNA subsequence obtained from step 1, form the sequences Ê Ò and Ï Ò .
Step 3: Compute Ê ¿´× µ,´¼ × ¾µ, within the selected window. The magnitude of Ê AE ½ ¿ is computed directly from the position count functions using Property 2.
Step 4: The squared magnitude Ê AE ½ ¿ ¾ contains peaks corresponding to coding regions and relatively low values in non-coding regions. However, the values of these peaks vary significantly even for different DNA sequences derived from the same organisms. We use an alternative function to solve this problem:
Step 5: The rectangular window is moved forward by 3 nucleotides, the value of ½ is incremented by 1, and starting from step 2, the procedure is repeated till the entire DNA sequence is scanned.
Step 6: Plot SNR ½ as a function of ½ , and predict a coding region wherever SNR ½ ¾ . Alternate Windows: The aforementioned algorithm uses rectangular windows to partition the DNA sequence into subsequences. Rectangular windows cause the power of the STFT to leak over into adjacent frequencies. This leakage can be minimized by using a differently shaped window function. While several windowing functions (e.g Hamming, Hanning, or von-Hann) are possible, we use the Bartlett window, which is given by
The alternate algorithm with the Bartlett window involves the same steps as the original algorithm described in the section 4 except that the signal Ê Ò is multiplied with the Bartlett window and the resulting signal Ê Ò Û Ò Ê Ò is processed in step 3. Although the modified signal Ê Ò is no longer binary, it still has integral values if we scale the signal by a factor´AE ½µ, and hence magnitude of Ê AE ½ ¿ is computed directly from the position count functions using Property 2.
Experiments
First, we show that the use of the Bartlett window improves the performance of the DFT based algorithm and removes any extraneous peaks caused by abrupt truncations of the rectangular window. Figure 1 illustrates the differences between the magnitude of Ê AE ¿ ¾ for the DFT based splicing algorithm using the rectangular and Bartlett windows. The spectrum are more smooth and the extraneous peaks observed with the rectangular window are absent in the spectrum obtained using the Bartlett window. Next, we determine the value of threshold used in our algorithm. We plot the cumulative distribution of SNR for coding regions and the complement of the cumulative distribution of SNR for non-coding regions for three organisms: Chromosome III of C. Elegans (Acc. no. NC 003281), complete genome of E. Coli (Acc. no. NC 002695) and complete genome of Pirellula sp. (Acc. no. NC 005027). The solid curve in figure 3 shows the fraction of coding regions with SNR less than the abscissa while the dotted curve shows the fraction of non-coding regions with SNR greater than Finally, we quantify the performance of our algorithm with the Bartlett window. We ran our algorithm on chromosome III of C. Elegans (Acc. no. NC 003281) comprising 13783268 nucleotides in a total of 8172 coding regions with lengths between 2 and 7204 nucleotides. For this paper, we regard a coding region as being successfully detected if our algorithm identifies any part of it as a coding region. Table 4 lists the number of coding regions successfully detected, arranged in order of increasing length of coding regions. The performance of the algorithm is better for coding regions with lengths ( ¾ ¼) comparable to the window size with the detection rate higher than 80%. With larger coding regions, the detection rate improves even further. However, when the length of coding regions is much smaller ( ½ ¼) than the window size AE, the DFT based splicing algorithm does not perform as well. In such cases, the data extracted by the window contains both coding and non-coding nucleotides. The "3-periodicity" condition is no longer valid and the DFT based algorithms are relatively inaccurate. In terms of the detection of non-coding regions, 86% are correctly identified by our algorithm. 
Future work
In this paper, we have provided theoretical reasons for several empirical observations used by existing splicing algorithms. We have also proposed fast algorithms for splicing. Our experiments show that the algorithms perform better than existing STFT-based algorithms. We are currently augmenting our algorithm by adding schemes for refinement of the predicted coding regions to predict the actual boundaries between coding and non-coding regions.
One problem that seems unlikely to be solved by our approach is the detection of very small coding regions. It would be interesting to see if genomic signal processing ideas can be used to solve this problem.
