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Thermal fluctuations cause perturbations of fluid-fluid interfaces and highly nonlinear hydrody-
namics in multiphase flows. In this work, we develop a novel multiphase smoothed dissipative
particle dynamics model. This model accounts for both bulk hydrodynamics and interfacial fluctu-
ations. Interfacial surface tension is modeled by imposing a pairwise force between SDPD particles.
We show that the relationship between the model parameters and surface tension, previously derived
under the assumption of zero thermal fluctuation, is accurate for fluid systems at low temperature
but overestimates the surface tension for intermediate and large thermal fluctuations. To analyze the
effect of thermal fluctuations on surface tension, we construct a coarse-grained Euler lattice model
based on the mean field theory and derive a semi-analytical formula to directly relate the surface
tension to model parameters for a wide range of temperatures and model resolutions. We demon-
strate that the present method correctly models the dynamic processes, such as bubble coalescence
and capillary spectra across the interface.
PACS numbers:
I. INTRODUCTION
Thermal fluctuations originating from molecular interactions can profoundly affect the behavior of multiphase fluid
systems, resulting in emergent phenomena reflected on the hydrodynamic length scale. Consistent coupling of the
molecular and hydrodynamic scales is at the heart of mesoscale framework development. At the fluid-fluid interface,
capillary waves generated by thermal fluctuations result in stochastic and highly nonlinear interfacial dynamics [1].
This dynamics plays an important role in many physical and biological processes, such as spreading of nano droplets
[2], breakup of nano-jets [3], Rayleigh-Taylor instabilities [4], and protein mobility within membranes [5]. Numerical
modeling of such processes must accurately account for fluid momentum transport in bulk and interfacial dynamics
under thermal fluctuations.
Traditionally, thermally driven mesoscale flows are described by so-called fluctuating hydrodynamics (FHD) (also
known as Landau-Lifshitz-Navier-Stokes (LLNS)) equations [6]. These equations extend the hydrodynamic Navier-
Stokes (NS) description by adding spatiotemporal delta-function-correlated random stress in the NS equations with
the stress covariance determined from the fluctuation-dissipation theorem. Several numerical methods have been
developed to solve LLNS equations, including finite difference [7–9], finite volume [10–13], and Lattice-Boltzmann
methods [14]. Extending these grid-based methods to mesoscale multiphase and/or multicomponent flows requires
coupling FHD with additional thermodynamic equations or appropriate boundary conditions at the interface between
two fluids [15, 16]. Specifically, the interface between two fluids yields the FHD equations highly nonlinear, and it
is nontrivial to numerically solve them with grid-based methods. Recently, grid-based methods have been used to
solve coupled LLNS-free energy equations to model multiphase mesoscale flows (i.e., liquid and gas phases of the same
fluid). For example, Shang et al. [16] solved the FHD equations coupled with the Ginzburg-Landau free energy model
by using a heuristic correction for the observed unphysical negative density fluctuations across the interface. Donev
et al. [17] solved the FHD equations coupled with a free energy model based on van der Waals equations. In this
work, the surface tension is imposed through Korteweg stress, which requires further parameter calibration and can
be sensitive to spatial discretization.
In this paper, we present a rescaled Pairwise-Force Smoothed Dissipative Particle Dynamics (rPF-SDPD) method
for mesoscale multicomponent flows. The rPF-SDPD model combines the Pairwise-Force Smoothed Particle Hydro-
dynamics (PF-SPH) method for multiphase multicomponent flows in the absence of thermal fluctuations [18, 19] with
the Smoothed Dissipative Particle Dynamics (SDPD) [20–22] method. The major difference between PF-SPH and
the present rPF-SDPD model is that rPF-SDPD accounts for the effect of interfacial thermal fluctuations on the
interfacial surface tension and, therefore, can be used to study mesoscale multicomponent flows. The SDPD model
can be derived from the Smoothed Particle Hydrodynamics method (SPH) [23–25] by adding random forces, satisfying
the fluctuation-dissipation theorem. Both SPH and SDPD are fully Lagrangian particle methods. In both methods,
the fluid domain is discretized with a set of points (also refereed to as fluid particles). Due to their Lagrangian nature,
the SDPD and SPH methods are well suited for multicomponent flow simulations because they do not require any
2interface tracking schemes to evolve the interface between different fluid components. In these methods, each fluid is
represented by its own set of particles with positions advected by fluid velocities.
The SPH method has been extensively used for multicomponent and multiphase simulations. There are two main
SPH approaches for imposing surface tension at fluid-fluid interfaces that can be extended to SDPD. The first approach
is based on the Continuum Surface Force (CSF) method [26, 27] and requires estimating the local normal vectors
and curvatures at the interface by means of a color function [27–29]. Accurate estimation of these variables requires
sufficient resolution at the interface, i.e., the radii of the largest curvature corresponding to interfacial roughness should
be much larger than the SPH smoothing parameter h, which plays the same role as grid size in grid-based methods.
It has been demonstrated that the CSF-SDPD method yields accurate results for macroscopic multiphase flows where
thermally induced interface oscillations are not pronounced [27]. For problems with large front oscillations, the effect
of interfacial roughness on the CSF-SDPD accuracy requires additional investigations.
The second approach is the PF-SPH method, where pairwise molecular-like forces are added into the SPH momen-
tum conservation equation to produce surface tension at the fluid-fluid interface [18, 19]. Unlike the CSF-based SPH
method, the PF-SPH method does not require estimates of the normal and curvature of the interface.
In this paper, we focus on moderate thermal fluctuations and their effects on the oscillations of the interface between
fluids. Starting with the PF-SPH method, developed for low-temperature smooth interfaces (radii of curvature much
greater than h), we analyze the effect of thermal-fluctuation-induced interface roughness by constructing a coarse-
grained lattice model based on a mean field theory. The coarse-grained model enables us to extract a universal scaling
relationship between surface tension and the thermal fluctuations for various model resolutions (i.e., h) and construct
a semi-analytical relationship between the surface tension and model parameters. We demonstrate that the numerical
values of the surface tension imposed by the proposed method agree well with the theoretical predictions based on
the correct rescaled formulation. We also show that the structure factor of the perturbed interface correctly scales
with the wave number.
In this work, we distinguish between macroscopic (in the absence of thermal fluctuations) and mesoscopic (in the
presence of fluctuations) surface tensions and use the following notation:
• σ – mesoscopic surface tension across a nearly flat interface with local roughness induced by fluctuations due to
the thermal energy kBT
• σ0 – macroscopic surface tension across flat and smooth interface (without local roughness)
• σ˜(R, kBT ) – mesoscopic surface tension across the interface with curvature radii R and local roughness induced
by fluctuations due to the thermal energy kBT
• σN – numerical value of surface tension obtained from a direct simulation
• σF – surface tension obtained from numerical fitting to the scaling relationship.
The paper is organized as follows. Section II introduces the governing equations of the multiphase flow and their
discrete SDPD counterparts. In Section III, we show that the “zero-thermal fluctuations” relationship between the
surface tension and force parameters overestimates the surface tension of mesoscale fluids in the presence of thermal
fluctuations. To accurately account for the effect of thermal fluctuations, we introduce a coarse-grained lattice model
based on the mean field theory. We establish a semi-analytical relationship between the temperature-dependent
surface tension and model parameters through proper scaling among different model resolutions. In Section IV, we
demonstrate that the present method yields consistent thermodynamic properties and further show that the present
method captures the correct dynamic processes in multiphase flow, such as bubble coalescence dynamics and capillary
wave spectra of an interface with and without external gravity field. Conclusions are given in Section V.
II. NUMERICAL MODEL
A. Governing equations
We consider the flow of α and β fluid components, occupying the domains Ωα(t) and Ωβ(t), respectively, with a
sharp boundary Γ(t) = Ωα(t)∩Ωβ(t) separating the two fluids. We assume that at the mesoscale, flow of these fluids
can be described by the isothermal stochastic Navier-Stokes equations [1], including the continuity equation
Dρl
Dt
= −ρl (∇ · vl) , x ∈ Ωl, l = α, β (1)
3and the momentum conservation equation
Dvl
Dt
= −
1
ρl
∇Pl +
1
ρl
∇ · τl + g +
1
ρl
∇ · sl, x ∈ Ωl, l = α, β. (2)
Here D/Dt = ∂/∂t+ vl ·∇ is the total derivative; ρl, vl, and Pl are the density, velocity, and pressure; and g is the
body force. The components of the viscous stress τl are given by
τ ikl = µl
(
∂vil
∂xk
+
∂vkl
∂xi
)
, (3)
where µl is the (shear) viscosity (l = α, β) and the bulk viscosity of the l-fluid component is assumed to be equal to
2
3µl.
Fluctuations in velocity are caused by the random stress tensor
sl = γlξ, (4)
where ξ is a random symmetric tensor (which components are random Gaussian variables), and γl is the strength of the
noise. The random stress is related to the viscous stress by the fluctuation-dissipation theorem [6]. For incompressible
and low-compressible fluids, the covariance of the stress components is:
sinl (x1, t1)s
jm(x2, t2) = γ
2
l δ(x1 − x2)δ(t1 − t2) γ
2
l = 2µlkBTδ
ijδnm, (5)
where kB is the Boltzmann constant, T denotes the temperature, δ(z) is the Dirac delta function, and δ
ij is the
Kronecker delta function.
For generality, we treat the fluids as compressible and prescribe an equation of state Pl = f(ρl) for each phase to
close Eqs. (1) and (2). Eqs. (1) and (2) are subject to the no-slip boundary conditions for the fluid velocity at the
fluid-solid boundary
vl,n = 0 and vl,τ = 0, l = α, β, (6)
and the dynamic Young-Laplace boundary condition for pressure and velocity at the fluid-fluid-interface
(Pα − Pβ)n = (τα − τβ) · n+ κσn, x ∈ Γ, (7)
where vl,n and vl,τ are the normal and tangent components of velocity; κ is the curvature of the interface; and σ is the
surface tension between α and β fluids. The normal vector n is pointed away from the non-wetting phase. In this work,
we are interested in the dynamics of fluid-fluid interfaces, so we will only consider cases not involving fluid-fluid-solid
interfaces. Otherwise, the contact angle at the fluid-fluid-solid interface would also need to be prescribed. Eqs. (1)
and (2) are subject to the initial conditions
vl(x, t = 0) = v
0
l (x), Ωl(t = 0) = Ω
0
l , ρl(x, t) = ρ
0
l , l = α, β. (8)
B. Smoothed Dissipative Particle Hydrodynamics
In the SDPD method, the computational domains Ωα and Ωβ are discretized with Nα and Nβ points (usually
referred to as particles) with initial positions r0i . It is convenient, but not necessary, to initially put particles on a
Cartesian mesh with grid size ∆ discretizing the domain Ω = Ωα ∪Ωβ . The particles within domains Ω
0
α and Ω
0
β can
then be labeled as α and β particles, respectively, and the particles are assigned the viscosities of the corresponding
fluids. The mass of particle i in domain Ωl is set to mi = ρ
0
l∆
d, and the initial particle density of particle i is
n0i = neq = ∆
−d, where d is the number of spatial dimensions. Eq. (2) is approximated as
Dri
Dt
= vi, mi
Dvi
Dt
=
N∑
j=1
(
FPij + F
visc
ij + F
S
ij
)
+ Fbi , (9)
where N = Nα +Nβ and the summation is over all particles,
FPij = −
(
Pj
n2j
+
Pi
n2i
)
rij
rij
dW (rij , h)
drij
, (10)
4Fviscij =
5(µi + µj)
6ninj
1
rij
dW (rij , h)
drij
[
vij +
(
vij ·
rij
rij
)
rij
rij
]
, (11)
and FSij is
FSij = Bij
rij
rij
dW˜ij , (12)
where rij = ri − rj and rij = |rij |. In Eq. (12),
Bij =
√
−
20
6
kBT
(µi + µj)
ninj
1
rij
dW (rij , h)
drij
, (13)
dW˜ij = (dW ij +W
T
ij), andWij is the matrix of independent increments of the Wiener process.
The random number ζ˜lij = ζ˜
l
ji has a Gaussian distribution with zero mean and unit variance, and superscript l
denotes l-component of vectors. Fbi is the body (e.g., gravitational) force acting on particle i. In the preceding
expressions, W is the ”smoothed” Dirac delta function with compact support h, which integrates to one, and in the
limit of h → 0 approaches the Dirac delta function. In this work, we use W in the form of the fourth-order spline
function [30]:
W (r, h) =
81
359πh3


(
3− 3|r|h
)5
− 6
(
2− 3|r|h
)5
+ 15
(
1− 3|r|h
)5
0 ≤ |r| < 13 h(
3− 3|r|h
)5
− 6
(
2− 3|r|h
)5
1
3h ≤ |r| <
2
3 h(
3− 3|r|h
)5
2
3h ≤ |r| < h
0 |r| > h
(14)
In Eq. (9),
∑N
j=1 F
P
ij and
∑N
j=1 F
visc
ij terms are obtained using the SPH discretization of the ∇P and µ∇
2v terms
in the NS equation, respectively. The FSij force is derived from the expression (11) of the viscous/dissipative force
using the fluctuation-dissipation theorem instead of directly discretizing the ∇ · s term in Eq. (2). The number
density ni = ρi/mi can be computed by integrating an ordinary differential equation (ODE) obtained from the SPH
discretization of the continuity equation (1), but it is more common in SDPD to compute density as
ni =
∑
j
W (rij , h). (15)
In this work, we use the equation of state
P =
c2ρ0
7
[(
ρ
ρ0
)7
− 1
]
, (16)
where c is the speed of sound and ρ0 is the equilibrium density.
C. Pairwise-Force Smoothed Dissipative Particle Hydrodynamics for low-temperature multicomponent flows
To impose the boundary condition (7), we add the pairwise interaction forces
Fintij = F
int(rij) = −sijφ(rij)
rij
rij
(17)
into the momentum equation,
mi
Dvi
Dt
=
N∑
j=1
(
FPij + F
visc
ij + F
S
ij + F
int
ij
)
+ Fbi , (18)
where φ(rij) is the so-called shape factor, to be defined later, and
sij =


sαβ , ri ∈ Ωα and rj ∈ Ωβ ,
sαα, ri ∈ Ωα and rj ∈ Ωα,
sββ, ri ∈ Ωβ and rj ∈ Ωβ .
(19)
5The force Fintij is a molecular-like pairwise interaction force acting between particle i of the α phase and particle
j of the β phase. The shape function φ is selected such that Fintij behaves as a pairwise molecular force, i.e., F
int
ij
is short-range repulsive (Fα,β(rij ≤ r
∗) < 0, r∗ < h) and long-range attractive (Fα,β(r
∗ < rij ≤ h) > 0). For
computational efficiency, φ should be zero (or decay rapidly) for rij ≥ h. A similar approach to impose the boundary
conditions (7) has been used in an SPH multiphase flow model [18, 19, 31–34].
Various forms of φ have been proposed in literature, and it has been shown that φ affects particle distribution.
Here, we use
φ = rij
[
−Ae
−
r2
ij
2ra
2 + e
−
r2
ij
2rb
2
]
, (20)
where ra = rb/2 = ∆/2, which we found to result in a relatively uniform particle distribution for a given surface
tension value.
It has been demonstrated that, in the absence of thermal fluctuations (i.e., for FSij = 0), the parameters in F
int
ij can
be related to the “macroscopic” surface tension σ0 as
sαα = sββ = 10
ksαβ =
1
2(1− 10−k)
n−2eq
σ0
λ
, (21)
where k > 1 and
λ =
π
8
∞∫
0
z4φ(z)dz = π(−Aε60 + ε
6). (22)
The expression (21) is obtained using the Gibbs treatment [35], where σ is related to the total fluid stress as
σ(x) =
∫ +∞
−∞
[Tτ (z)− Tn(z)]dz, x ∈ Γ. (23)
Here, Tn(z) = Tzz(z) and Tτ (z) are the normal and tangent components of the stress, and the integration is done
along the line crossing Γ in the normal direction at point x.
The stress T can be found in terms of the forces acting between SDPD particles according to the Hardy formula
[36]:
T(x) = T(c)(x) +T(int)(x), (24)
where T(c)(x) is the convection stress,
T(c)(x) = −
N∑
j=1
mj(v(x)− vj)⊗ (v(x)− vj)ψ˜η(x− rj), (25)
and T(int)(x) is the interaction stress,
T(int)(x) =
1
2
N∑
i=1
N∑
j=1
fij ⊗ (rj − ri)
∫ 1
0
ψ˜η(x− sri − (1 − s)rj)ds, (26)
where v(x) =
∑
j mjvjψ˜η(x−rj)
(∑
jmjψ˜η(x− rj)
)−1
is the average velocity and fij = F
P
ij+F
visc
ij +F
S
ij+F
int
ij is the
total force acting between a pair of i and j particles. The summation here is over all particles, and ⊗ denotes a dyadic
product of vectors. The weighting function ψ˜(x) is a “smooth” approximation of the Dirac delta function and can
be chosen fairly arbitrary. Here, we assume that ψ˜(x) is the product of one-dimensional functions ψη,l =
1
ηψ
(
x(l)
)
,
where l = 1, 2, 3 denotes a vector component. The function ψη,l(x) has compact support η, or becomes sufficiently
small for |r| > η. In our calculations, we set η = h.
The surface tension between any two fluids only depends on the properties of the two fluids and (weakly depends)
on the radii of the interface curvature, but not on the fluid velocities. As shown in Sec. IVB, the modeled surface
6tension in our model is independent of curvature smaller than 12h for a wide range of temperatures. To derive the
relationship between Fintij and σ, we first assume the two fluids are separated by an interface with the radii of curvature
much larger than η (and h). The dependence of surface tension on large curvatures will be addressed in Section IVB.
Under the assumption of small curvature, the interface can be locally treated as flat. Because the surface tension is
independent of flow conditions, without loss of generality, we consider the system at equilibrium. It should be noted
that in the presence of thermal fluctuations, SDPD particles move, even at equilibrium. However, in the following
derivations, we disregard the mesoscale effects and compute the macroscale surface tension σ0, i.e., we assume that
Fviscij + F
S
ij and T(c) have zero net contribution to σ0. Furthermore, it was demonstrated in [19] that if the same
average particle density is used to discretize both fluid phases, then the FPij has exactly zero contribution to the
surface tension. Finally, Eq. (23) can be replaced with
σ0(x) =
∫ +∞
−∞
[T˜τ (z)− T˜n(z)]dz, x ∈ Γ (27)
where T˜n(z) = T˜zz(z) and T˜τ (z) are the normal and tangent components of the stress
T˜(int)(x) =
1
2
N∑
i=1
N∑
j=1
Fintij ⊗ (rj − ri)
∫ 1
0
ψ˜η(x− sri − (1 − s)rj)ds. (28)
The next step in deriving Eq. (21) and (22) is to approximate Eq. (28) with
T˜(int)(x) = −
1
2
n2eq
∫
Ω
∫
Ω
g(r′, r′′)Fint(r′ − r′′)⊗ (r′ − r′′)
∫ 1
0
ψ˜η(x− sr
′ − (1− s)r′′)dsdr′dr′′, (29)
where g(r′, r′′) is the pair distribution function [37]. Assuming that
g(r′, r′′) =


gαβ(|r
′ − r′′|), r′ ∈ Ωα and r
′′ ∈ Ωβ ,
gαα(|r
′ − r′′|), r′ ∈ Ωα and r
′′ ∈ Ωα,
gββ(|r
′ − r′′|), r′ ∈ Ωβ and r
′′ ∈ Ωβ ,
(30)
substituting Eq. (29) in Eq. (27) and integrating the latter yields
σ0 = sαα
π
8
n2eq
∫ ∞
0
gαα(r)φ(r)r
4dr + sββ
π
8
n2eq
∫ ∞
0
gββ(r)φ(r)r
4dr − 2sαβ
π
8
n2eq
∫ ∞
0
gαβ(r)φ(r)r
4dr. (31)
Eq. (31) is an extension of an expression for the surface tension of a single-component multiphase molecular system
(an α-liquid in equilibrium with its gas phase) given in [35]. This expression assumes that molecules are interacting
via a pairwise force sααφ˜(r), sββ = sαβ = 0, and neq is the particle density of the liquid phase. To make expression
(31) computable, gkl(r) ((k, l) = α, β) must be defined. A simple approximation is g(r) = 1, which is equivalent to
treating Eq. (28) as a Riemann sum. This reduces Eq. (29) to an expression obtained by Rayleigh [38] for a surface
tension between two fluids made of molecules interacting via the pairwise force sklφ˜(r) ((k, l) = α, β). Under the
assumption g(r) = 1, Eqs. (21) and (22) follow directly from Eq. (31). The details of integration in Eq. (31) in two
spatial dimensions are given in [19], and the extension to the three-dimensional case is straightforward.
Remark II.1 We emphasize that Eqs. (21) and (31) are derived with the assumption that the interface between Ωα
and Ωβ is flat, and that these equations should hold for any interface with the radii of the largest curvature much
larger than h, the range of the SDPD forces. In the next section, we show that Eqs. (21) and (31) accurately describe
the relationship between the surface tension and pairwise forces for macroscopic systems (where thermal fluctuations
are relatively small or absent) characterized by σ0. For a mesoscale fluid system, the interfacial roughness, induced by
thermal fluctuations, may affect the surface tension σ. In the following section, we quantify the relationship between
σ, σ0, kBT , and other model parameters.
III. EFFECT OF THERMAL FLUCTUATIONS: MEAN FIELD THEORY ANALYSIS AND
NUMERICAL ERROR QUANTIFICATION
In this section, we study temperature dependence of the surface tension for the model introduced in Section II.
First, we validate the method by comparing the surface tension from direct simulation with the value prescribed by
7Eq. (21). Here, we prescribe “low” temperatures (to be rigorously defined in Secton IIID) to keep thermally induced
fluctuations small and the fluid interface essentially flat. In this context, the low temperature refers to the macroscopic
limit of the SDPD model, where thermal fluctuations are negligible, rather than the absolute low state of thermal
energy.
Next, we demonstrate that, for higher temperatures, Eq. (21) overestimates the surface tension by a value further
dependent on neq.
To explore the effect of thermal fluctuations on the surface tension, we construct an Euler lattice model based on
mean field theory and obtain a universal scaling relationship that accounts for the effect of interfacial roughness for
various thermal fluctuations and model resolutions. We then propose a semi-analytical formula to relate the surface
tension to model parameters and quantify the numerical error for different temperatures and model resolutions.
A. Low temperature
We numerically compute the surface tension between two fluids separated by a nearly flat interface using Eq. (23).
We model a layer of one fluid surrounded by two layers of another fluid with neq = 27, 46.656, 64, and 91.125. In
all of these simulations, the temperature, speed of sound, and surface tension are set to kBT = 0.001, c = 6.0, and
σ0 = 2.1, respectively. The parameters sαα, sββ, and sαβ are found from Eq. (21). The temperature is chosen so
the fluid interface remains essentially flat. The simulation domain size is 10 × 10 × 16 with fluid α placed between
−3 < z < 3 and fluid β occupying the rest of the domain. The periodic boundary conditions are used in all directions.
Figure 1(a) shows an example of the normal and tangent stresses across the interface for neq = 27. Similar compu-
tations are conducted for other number densities. For each combination of parameters, 10 independent simulations are
performed, and Tτ and Tn are computed using the simulation data from the last 10000 time steps. Figure 1(b) shows
the relative numerical error, ε = |1 − σN/σ0|, for different neq. Here, σ
N is the surface tension obtained from direct
simulations using Eq. (23). As neq increases from 27 to 64, ε decreases from 4.7% to 2.4%, respectively. However,
ε does not further decrease as neq increases from 64 to 91.125. One possible reason for this plateau result is the
uniform distribution assumption, g(r) ≡ 1, in the derivation of Eq. (21), which is not fully satisfied even for large neq.
Nevertheless, for all considered neq, the error is less than 5%.
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FIG. 1: (a) Normal and tangential hardy stress Tn and Tτ computed across the interface of the two-phase fluid layer located
at z = −3.0 and z = 3.0. (b) Numerical error of imposed surface tension versus neq at kBT = 0.001.
B. Effect of thermal fluctuations
In this section, we model the multiphase system, described in Section IIIA, with different temperatures. Figure 2
shows the computed surface tension for different neq, with kBT between 0 and 0.06. As kBT increases, the interfacial
roughness gets more pronounced (also see Sec. IVD), and the surface tension decreases accordingly. Eq. (21)
accurately predicts the surface tension at the low temperature, but it overestimates the surface tension at higher
8temperatures. Moreover, we observe that the simulated surface tension values, obtained at different kBT , further
depend on neq. Given the same value at the low-temperature limit, the surface tension exhibits different temperature-
dependent behaviors for different neq. For low resolutions (e.g., neq = 27), the surface tension shows weak dependence
on T , while for high resolutions, the surface tension decreases more rapidly as T increases. To model multiphase flow
with thermal fluctuations, we need to understand the relationship between σ and σ0, kBT , and neq.
kBT
σ
/σ
(0)
0 0.02 0.04 0.060
0.3
0.6
0.9
1.2
n = 27.0
n = 46.656
n = 64.0
n = 91.125
FIG. 2: Surface tension between the two-phase flow computed at different temperatures.
C. Coarse-grained lattice model
To quantify the effect of thermal fluctuation on the surface tension, we coarse grain the system by replacing the
present Lagrangian particle system with a Euler lattice, similar to the work of [35, 39, 40]. Figure 3 shows a sketch
of the mapping process. For each model resolution with neq = ∆
−3 (in three spacial dimensions), we map the system
on the lattice with the lattice size ∆. For each lattice unit, we define the number density of each lattice (i, j, k) as
nLijk. Given a flat interface, n
L = 1 within the α fluid region and 0, otherwise.
For each lattice unit, we assume the energy can be approximated by a mean field, i.e., uL = ǫnL, where ǫ is the
potential energy of the lattice filled with an SDPD particle
ǫ =
∫ ∞
0
4πu(r)g(r)r2dr ≈
∫ ∞
0
4πu(r)r2dr, (32)
where u(r) is the potential energy between two fluid particles due to the interaction force, du(r)/dr = sααφ(r). Similar
to Ref. [35], we define the activity ζ(nL, kBT ) for each lattice unit, such that the probability to fill the lattice with
an SDPD particle is
nL/ζ = (1− nL)e−u
L/kBT . (33)
Therefore, the activity of each lattice unit is given by
ζ(nL, kBT ) =
nL
1− nL
eǫn
L/kBT . (34)
Under equilibrium conditions, the equilibrium activity ζ satisfies the equal area rule [35]
∫ nLl
nLg
ln
[
ζ(n′, kBT )
ζ
]
dn′ = 0, ζ(nLg ) = ζ(n
L
l ) (35)
where nLg and n
L
l are the nontrivial solutions (6= 0.5) corresponding to the coexisting densities of the gas and liquid
phases. This gives the equilibrium activity ζ by
ζ = eǫ/2kBT . (36)
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FIG. 3: A sketch of the coarse-grained lattice model, where the Lagrangian-based particle model is mapped into a discrete
lattice. The lattice layer z0 (e.g., the one between the horizontal dashed lines) interacts with the neighboring layers z0 ± 1,
z0 ± 2, . . ., z0 ± L with interaction energy M1, M2, . . ., ML, respectively.
Next, we consider the inhomogeneous fluid system. Without loss of generality, we assume the interface is normal
to z direction and denote the lattice number density as nL(z). As shown in Figure 3, the lattice unit at layer z0
interacts with the neighboring layers z0 − L, z0 − L + 1, . . . , z0, . . . , z0 + L− 1, z0 + L, where L is determined by the
cut-off distance of pairwise force interaction h and lattice unit length ∆ by
L =
⌈
h
∆
⌉
. (37)
The energy uL(z0) of a lattice unit at layer z0 is determined by the interaction energy with the neighboring layers,
which is given by
uL(z0) = ǫn
L(z0) +
L∑
l=1
Ml∆
2
l n
L(z0)
∆2l n
L(z0) = n
L(z0 + l) + n
L(z0 − l)− 2n
L(z0),
(38)
where ǫnL(z0) represents the energy of the lattice unit under homogeneous assumption, Ml represents the interaction
energy between two layers of homogeneous fluid with distance l∆, and Ml(n
L(z0+ l)−n
L(z0)) represents the change
of potential energy if the number density of the (z0+ l)th layer is changed from homogeneous assumption to n
L(z0+ l).
Ml is related to the forces acting between SDPD particles, including F
int
ij , and can be determined in an iterative
manner. As shown in Figure 3, we first consider the interaction between layer z0 and z0 + L. For a single particle in
layer z0 + L with distance z to the upper layer z0, the attractive force is
ψ(z) =
∫ ∞
z
2πz′nequ(z)dz
′. (39)
Therefore, the total interaction force between layers z0 and z0 + l is
θ(z) =
∫ ∞
(L−1)∆
ψ(z′)neqdz
′, (40)
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and the interaction energy ML between layers z0 and z0 + L is
WL =
∫ ∞
(L−1)∆
θ(z′)dz′,ML =WL. (41)
Next, we consider the interaction energy WL−1 between the layers [z0 − 1, z0] and [z0 + L− 1, z0 + L]. We note that
the interaction energy between layer z0 and z0+L, as well as layer z0− 1 and z0 +L− 1, is ML. Analysis, similar to
Eqs. (40) and (41), gives
WL−1 =
∫ ∞
(L−2)∆
θ(z′)dz′, 2ML +ML−1 =WL−1. (42)
Repeating the preceding process, Ml can be obtained as
L∑
k=l
(k − l + 1)Mk = Wl
Wl =
∫ ∞
(l−1)∆
θ(z′)dz′,
(43)
where Ml+1, . . . ,ML are found iteratively.
Combining Eqs. (32), (36), and (43), we can rewrite Eq. (33) as [39]
−
L∑
l=1
Ml∆
2
l n
L(z) = F ′
[
nL(z)
]
,
F ′
[
nL(z)
]
= −ǫ
(
1
2
− nL(z)
)
+ kBT ln
[
nL/(1− nL)
]
.
(44)
This is the governing equation for the inhomogeneous density nL(z) of the coarse-grained lattice model, with asymp-
totic solutions nL(−∞) = nLg and n
L(∞) = nLl satisfying
F ′(nLg ) = F
′(nLl ) = 0. (45)
By solving Eq. (44), we can explore the intrinsic relationship between the Lagrangian particle model and the coarse-
grained lattice model, as well as quantify the effect of the thermal fluctuations of the surface tension for different neq,
as discussed in Section IIID.
D. Effect of thermal fluctuations: scaling and error analysis
The numerical solution of Eq. (44) is complicated by a stiff nonlinear term kBT ln
[
nL/(1− nL)
]
. To simplify the
problem, we introduce the change of variables
nL(z) =
ex(z)
1 + ex(z)
, (46)
rewrite Eq. (44) as
−
L∑
l=1
Mlδ
2
l x(z) = −ǫ
(
1
2
−
ex(z)
1 + ex(z)
)
+ kBTx(z),
δ2l x(z) =
ex(z+l)
1 + ex(z+l)
+
ex(z−l)
1 + ex(z−l)
−
2ex(z)
1 + ex(z)
,
(47)
and solve it using the Newton-Raphson method on the discrete lattice plane at z = . . . ,−3/2,−1/2, 1/2, 3/2, . . .. The
surface tension of the lattice model can be determined as
σ =
∞∑
z=−∞
{
F
[
nL(z)
]
+
1
2
L∑
l=1
Ml
[
∆ln
L(z)
]2}
∆ln
L(z) = nL(z + l)− nL(z), F (n) =
∫ nLl
nLg
F ′(n)dn.
(48)
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To explore the effect of thermal fluctuations on the modeled surface tension, we map the Lagrangian SDPD particles
with different neq on a discrete lattice following the procedure introduced in Section III C. For each neq, we choose
σ = 2.1 at kBT = 0.001 similar to Section IIIA and solve Eq. (44) numerically with ǫ andMl obtained from Eqs. (32)
and (43), respectively.
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FIG. 4: (a) Normalized interfacial density profile n˜(z) obtained from both the direct SDPD simulation and the mean field
theory from Eq. (44) at kBT = 0.03. For the SDPD model, n˜(z) is defined as the number density of the SDPD particle with
the binning size as ∆ along the z direction. (b) Temperature-dependent surface tension obtained from the direct simulation
and the present lattice model. σ(0) represents the numerical value of the surface tension at kBT = 0.001.
Figure 4(a) compares the density profiles obtained from the the direct simulations and the lattice model with
neq = 27 and 64 and kBT = 0.03. In the lattice model, we numerically solve Eq. (47) with ǫ and Ml, obtained from
Eqs. (32) and (43), respectively. Good agreement is achieved for both neq = 27 and neq = 64. Figure 4(b) shows the
surface tensions obtained from the SDPD lattice models for different kBT values. It can be seen that the lattice model
successfully captures the modeled surface tension’s dependence on kBT and neq. The difference in σ obtained from
the lattice model and SDPD is mainly due to the mean field approximation of the energy in Eqs. (32) and (38). As neq
increases, the agreement between the two models improves. This result not only validates the intrinsic relationship
between the present method and the coarse-grained lattice model, established through Eqs. (32), (43), and (38), but
also indicates that the lattice model is a convenient tool for studying the effect of thermal fluctuations on the surface
tension in the present model.
Inspired by the lattice model, we revisit Eq. (35). It is possible to define the transition temperature
− ǫL/(kBTc)
L = 4, (49)
above which only the trivial solution exists. Here, the superscript “L” represents the unit lattice length scale ∆. With
kBT = kBT
L
c , Eq. (35) only has the trivial solution n
L
g = n
L
l = 0.5, and the surface tension decays to 0.
We compute ǫ from Eq. (32) for different neq and represent the results in the lattice model units. Because ǫ and
kBT scale with length unit [L] as ǫ ∼ [L]
5 and kBT ∼ [L]
2, where [L] represents the length unit of the lattice model,
we have
−
ǫ/(∆)5
kBTc/(∆)2
= 4. (50)
For neq = 27, 46.656, 64, and 91.125, the predicted transition temperature kBTc is 0.198, 0.135, 0.108, and 0.087,
respectively.
These results indicate that although the particle model of different spatial resolution yields the same surface tension
when kBT approaches zero, the transition temperature of the corresponding lattice model is different, leading to
different temperature-dependent surface tensions for large kBT . Another way to understand this is to note that the
SDPD fluid of different neq modeled by Eq. (21) yields the same interaction energy (i.e.,
∑L
l=1 lMl) and, therefore,
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the same surface tension between neighboring layers. However, the total energy ǫL varies for different neq, leading
to a dependence of σ on neq. In particular, smaller neq yields larger ǫ
L, leading to a smaller response to interfacial
fluctuations. Therefore, σ decays more slowly for low neq when kBT increases.
Based on the preceding analysis, we propose a scaling relationship that relates the surface tension to the model
parameters for different neq, i.e.,
σ(kBT, neq, ǫ) = f
(
kBT
neqǫ
)
, (51)
where ǫ is determined by Eq. (32) and the functional form of f depends on the form of Fintij .
Eq. (51) is the main theoretical result of this study. It suggests that the imposed surface tension at kBT , σ(kBT ) can
be related to the parameters of the rPF-SDPD model, including kBT , neq, and surface tension at the “macroscopic”
interface with zero thermal fluctuations, σ0, through a unified scaling relationship. For the F
int
ij given by Eq. (20)
and used in this study, we propose an approximate form for f
σF (kBT, neq, ǫ) = σ0
(
1− b
(
kBT
neqǫ
)2)2
, (52)
where b = 12.4 is a fitting parameter.
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FIG. 5: Surface tension with respect to − kBT∆
3
ǫ
obtained from the direct simulation and Eq. (52). σ(0) represents the
numerical value of the surface tension at kBT = 0.001.
Figure 5 shows the surface tension values σ obtained from the rPF-SDPD model and the scaling formula Eq. (52) as
a function of kBT∆
3
ǫ . The simulation results agree well with the scaling formula for all considered neq, with agreement
improving with increasing neq.
Table I shows the relative differences ε =
∣∣1− σN (kBT )/σF (kBT )∣∣, where σN and σF are the surface tension
values obtained from direct simulation of rPF-SDPD and fitting to scaling relationship Eq. (51) through Eq. (52),
respectively. For all cases, ε is less than 5.7% and decreases with increasing neq. This shows that Eq. (52) accurately
describes the relationship between the surface tension and Fintij , neq, and kBT . In the next section, we demonstrate
the accuracy and capabilities of rPF-SDPD by applying it to several mesoscale multicomponent systems.
Remark III.1 In the lattice model, we use the transition temperature Tc to construct a scaling relationship, but we
do not simulate the regime of large thermal fluctuations near Tc. In practice, we note that for −
kBT∆
3
ǫ > 0.18, SDPD
particles of one fluid phase begin escaping into the fluid region of the other phase, i.e., the interface between the fluids
diffuses, which is outside of the present study’s scope. In this work, we consider mesoscale immiscible multicomponent
flow, i.e., the flow with a fluctuating but clearly defined interface.
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n kBT = 0.001 kBT = 0.01 kBT = 0.02 kBT = 0.03 kBT = 0.04 kBT = 0.05 〈ε〉
27.0 3.80% 4.23% 4.71% 4.57% 4.96% 5.64% 4.88%
46.656 3.02% 3.19% 3.57% 3.68% 3.40% 4.67% 3.61%
64.0 2.15% 2.75% 1.45% 2.44% 1.63% 1.47% 2.17%
91.125 2.09% 1.98% 1.47% 0.80% 2.59% 3.17% 1.49%
TABLE I: Relative error ε =
∣
∣1− σN(kBT )/σ
F (kBT )
∣
∣ between the direct simulated surface tension σN(kBT ) and the prediction
σF (kBT ) from the scaling relation Eq. (51) and Eq. (52). 〈ε〉 represents the average relative error for the different kBT presented
here.
Remark III.2 The scaling expression (52) provides an accurate approximation of direct simulation results as demon-
strated in Table I. However, it is not necessarily a unique expression. Other formulas in terms of kBT∆
3
ǫ may be
obtained.
Remark III.3 In the present study, we assume the interface has a radius of curvature much larger than h and can be
locally approximated as flat. For an interface with a smaller radii of curvature, the surface tension may also depend
on the local curvature. We will address this issue in the next section.
IV. NUMERICAL EXAMPLES
Here, we study the accuracy of the rPF-SDPD model. First, we show that rPF-SDPD yields consistent thermo-
dynamic properties for bulk flow with thermal fluctuation. Next, we simulate a droplet of one fluid surrounded by
another fluid and quantify the curvature dependence of the modeled surface tension. Finally, we study the dynamics
of bubble coalescence and fluctuations of the fluid interface with and without gravity.
A. Thermodynamic properties
We first demonstrate that the present model accurately captures the thermodynamic properties of a bulk fluid, i.e.,
that in the presence of the pairwise forces Fintij , the probability density function (PDF) of the x, y, and z velocity
components are in good agreement with the Maxwell-Boltzmann distribution,
fv(vk) =
(
m
2πkBT
) 3
2
exp
(
−
mv2k
2kBT
)
k = x, y, z, (53)
and the local density fluctuations satisfy
δn(d)
〈n(d)〉
=
√
kBT
〈n(d)〉c2d3
, (54)
where δn(d) and 〈n(d)〉 are the standard deviation of density and average density within a cubic domain Ωd with the
edge size d, d3 is the volume of Ωd, and c is the speed of sound of the bulk fluid.
We simulate a single-component fluid in a three-dimensional 30 × 30 × 30h3 box in the absence of gravity. The
simulations are initialized by placing particles on a Cartesian mesh with the grid size ∆ = 0.25h. The initial particle
velocity is set to zero, and the fluid density is set to neq = 64h
−3. The pairwise forces are chosen to be the same as the
numerical example presented in Section IIIA. At each time step, we compute the PDFs of the velocity components
and local density n(d) as
n(d) =
∑
i niIi∈Ωd∑
i Ii∈Ωd
, (55)
where Ii∈Ωd is an indicator function equal to 1 if particle i is inside domain Ωd and 0 otherwise; and ni, is found from
Eq. (15).
Simulations with and without Fint are performed. Figures 6(a) and 6(b) show that fv(vk) (k = x, y, z) and
δn(d)/〈n(d)〉, obtained from the simulations with and without Fint, agree well with the theoretical results given by
Eqs. (53) and (54), respectively.
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FIG. 6: Testing of the mesoscopic method: (a) Probability distribution of the velocity components of an individual mesoscopic
particle with kBT = 0.005. (b) Fluid density fluctuations within different volumes with kBT = 0.005 and kBT = 0.02.
For d = h, δn(d)/〈n(d)〉 is about 6% smaller than the theoretical prediction from Eq. (54). This difference arises
because ni in Eq. (55) is defined as a smoothed density with a smoothing length h. Therefore, for a small volume
Ωd with d comparable to h, the effective volume is a bit larger than d
3, leading to an underestimation of density
fluctuations. Nevertheless, a good agreement is achieved for d > 1.6h. These results demonstrate that rPF-SDPD
yields consistent thermodynamic properties for the nearly incompressible fluids considered in this study.
B. Effect of interfacial curvature: surface tension of a droplet
In this section, we compute the surface tension of a three-dimensional droplet of fluid α immersed in fluid β.
Previous studies show that on the molecular scale, surface tension depends on the curvature of the interface for the
radius of curvature comparable with the molecular size (e.g., see Ref. [41].) Since the interaction forces in rPF-SDPD
are similar to molecular forces, it is natural to expect the surface tension in rPF-SDPD to depend on the curvature
for the radius of the curvature comparable with the particle size or h. In the following, we denote the surface tension
of the droplet of radius R as σ˜(R, kBT ) and explore the dependence of σ˜ on R for various temperatures kBT and
number densities neq.
First, we simulate droplets with radii 2.5h, 3.2h and 4.0h, kBT = 0.001, and neq = 64.0h
−3. The computational
domain is 14× 14× 14h3 with the periodic boundary conditions in the x, y, and z directions. The droplet is initially
placed in the center of the domain. Pairwise-force parameters are chosen so the surface tension corresponding to
the flat interface approximation is σ0 = 2. We compute the surface tension using two approaches, Eq. (23) and the
Young-Laplace equation
∆P =
2σ˜(R)
R
, (56)
where ∆P is the difference between the pressure inside and outside of the droplet. Figures 7(a) and 7(b) show ∆P
and the stress components Tn and Tτ for the droplet radii greater than 2h. For all three cases, the numerical values
of σ˜(R) agree well with with the theoretical σ. These results show that for large radii R, σ˜(R, kBT ) converges to the
surface tension between two layers discussed in Section III, i.e., σ˜(∞, kBT ) = σ(kBT ).
Next, we compute the surface tension of the droplets with radii smaller than 4h for neq = 27, 46.656, and 64.0 at low
temperature (kBT = 0.001). Figure 7(c) depicts the simulation results. For all neq and R < 2h, σ(R) decreases with
decreasing R. This behavior is similar to that of the surface tension of nanoscale droplets, which can be approximated
by [41]:
σ˜(R) = σ [1− exp(−R/R0)] , (57)
where R0 is a radius with the magnitude on the order of several fluid molecule diameters. In numerical models,
including rPF-SDPD, σ˜(R) is affected by the resolution when the radius of the curvature is of the same order as
the spacial model resolution. In the present study, R0 should be on the order of h or the size of an SDPD particle.
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In particular, σ˜(R) converges more quickly to σ for larger spatial resolution neq, and, for all considered neq, σ˜(R)
approaches to σ for R = 2.0h.
We also examine the effect of thermal fluctuations on the curvature dependence of the surface tension. Figure 7(d)
shows the size-dependent surface tension of a droplet σ˜(R, kBT ) with neq = 64 and kBT = 0.001, 0.03, and 0.05
for σ(kBT ) = 2.0, 1.85, and 1.43. The parameters sαβ in the pairwise force are found from Eqs. (21) and (52). As
kBT increases, σ˜(R, kBT ) shows convergence to σ(kBT ) at a slower rate than observed in Figure 7(c). This result
is not unexpected, and can be understood qualitatively as follows: as kBT increases, the instantaneous interface
exhibits larger deviation from the equilibrium spherical interface due to larger thermal fluctuations, leading to more
pronounced curvature dependence of the surface tension σ˜(R, kBT ).
Finally, we perform additional simulations with various neq and observe that σ˜(R, kBT ) converged to σ for the radii
of curvature R satisfying
R ≥ 2h+ 10
(
kBT
σ(kBT )
) 1
2
. (58)
To simplify the notation, we use σ to represent σ˜ in the remaining part of the manuscript (if not otherwise specified).
Remark IV.1 We note that Eq. (58) is an empirical criterion to impose the prescribed surface tension σ(kBT ) for
interface with finite curvature. Theoretical analysis of thermal fluctuation effects on σ˜(R, kBT ) is out of scope of the
present study. The implications of Eq. (58) on numerics will be discussed in Section V.
C. Bubble coalescence
Next, we study the dynamic process of bubble coalescence in a two-phase fluid system similar to Ref. [42]. Two
bubbles of radius R = 4.0h are placed in a simulation domain 24×12×12h3 with the centers of the bubbles located at
at [−4.25h, 0, 0] and [4.25h, 0, 0]. The periodic boundary condition is used in the simulations. The spatial resolution
neq and speed of sound c are set to 64.0h
−3 and 6.0 for both the bubbles (α fluid) and surrounding β fluid. The mass
density ρ is 0.064 for α fluid and 64.0 for β fluid. The viscosity µ is 0.005 for α fluid and 0.5 for β fluid. As shown in
Figure 8(a), we define the instantaneous neck radius Rneck of the bubble coalescence region by
Rneck(t) =
1
2π
∫ 2π
0
dθ
∫ ∞
0
drδ
(
nα(r, t)−
nαbulk
2
)
, r = (0, r cos θ, r sin θ), (59)
where nα(r, t) is the (time-dependent) smoothed number density of fluid α at point r and nαbulk is the bulk number
density of α fluid.
Under such conditions, the rate of bubble coalescence is controlled by the surface tension σ between α and β
fluids [42]:
Rneck(t) = D1(σR/ρout)
1/4t1/2 = Kt1/2, (60)
where D1 is a dimensionless pre-factor, R is the radius of the bubble, and K is the growth rate. We simulate the
coalescence process with the surface tension in the range 0.74 < σ < 3.88. The radius of the largest curvature satisfies
Eq. (58) in all of these cases.
Figure 8(b-c) shows the instantaneous neck radius Rneck for kBT = 0.003. The growth rate K depends linearly
on σ1/4, which is consistent with Eq. (60). We also simulate the coalescence process with larger thermal fluctuations
corresponding to kBT = 0.03. In particular, we impose surface tension following two approaches: the low-temperature
limit given by Eq. (21) and the thermal fluctuation scaling in Eq. (52). The resulting growth rates are shown in
Fig. 8(d). For large surface tensions, both models yield consistent growth rates. However, when −kBT∆
3
ǫ is large,
Eq. (21) underestimates surface tension and results in slower growth rate. On the other hand, the scaling relation
Eq. (52) yields a growth rate consistent with the theoretical result given by Eq. (60) for both kBT = 0.003 and
kBT = 0.03.
D. Capillary waves
Finally, we examine the interfacial capillary waves in a two-component fluid system. The entire domain is [−7, 7]×
[−7, 7]× [−10, 10]h3 with fluid α placed between −5h < z < 5h and fluid β occupying the rest of the domain. The
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FIG. 7: (a) Pressure difference between the inside and outside domain of the droplet of radius R = 2.5, 3.2, and 4.0 with
neq = 64.0 and kBT = 0.001. The solid line represents the analytical prediction from the Young-Laplace relationship with
σ˜(R) = σ = 2.0. (b) Normal and tangential hardy stress along the radial direction of the droplet of radius R = 4.0. (c) Surface
tension σ˜(R) computed from droplets of different radius R with kBT = 0.001. The imposed flat interface surface tension
σ = 2.0. (d) Surface tension σ˜(R, kBT ) computed from droplets of different radius R and kBT with spatial resolution n = 64.0.
The imposed flat interface surface tension is σ(kBT ) = 2.0, 1.85, and 1.43, respectively.
initial particle density is set to neq = 64h
−3, and the speed of sound is set to c = 6.0. In the following, we present
results at the interface located at z = 5h. The results for the interface at z = −5h are identical. Because of thermal
fluctuations, the interface between fluids α and β deviates from a flat plane with the instantaneous height η(x, y)
defined by
nα(x, y, η(x, y)) =
nαbulk
2
, (61)
where nα(x, y, z) is the smoothed density of phase α at point (x, y, z) and nαbulk is the number density of α fluid in
bulk.
For a fluid system in the absence of gravity, the capillary wave theory (CWT) [43, 44] predicts that the Fourier
modes (a.k.a. the capillary wave spectra) ηˆ(q) of η(x, y) are given by
〈
ηˆ(q)2
〉
=
kBT
σ |q|2 L2
, (62)
where L × L is the lateral interface domain. With the external gravity field g, acting along the z direction, there is
an additional potential energy change due to the interface fluctuations, e.g., the work of exchanging the mass density
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FIG. 8: (a) Sketch of the bubble coalescence procedure at initial (left) and intermediate (right) stage. For a specific radial
direction θ, r′ represents the radial distance from center such that nα(r
′, θ) = nbulk/2. (b) The instantaneous neck radius
Rneck(t) at kBT = 0.003. (c) Rneck(t) plotted in log-log scale. (d) The growth rate measured with different surface tensions
and kBT = 0.003 and kBT = 0.03.
of the lower fluid ρα to ρβ . For each q, the contribution to the potential energy difference ∆Hg is given by
∆Hg =
1
2
|ηˆ(q)|2 (ρα − ρβ)gL
2. (63)
Therefore, the variance of ηˆ(q) of the fluctuating interface in the presence of gravity g is given by
〈
ηˆ(q)2
〉
=
kBT
σ |q|
2
L2 + (ρα − ρβ)gL2
(64)
First, we study the zero-gravity (g = 0) capillary wave spectra ηˆ(q) with ρα = ρβ = 64.0 and varying thermal
fluctuations. The surface tension σ = 2.0 is imposed, following Eq. (52). Figures 9(a) and 9(b) show η(x, y) with
kBT = 0.004, and 0.01. As expected, kBT = 0.01 yield larger interfacial fluctuations. Figure 9(c) shows the spectra
ηˆ(q) at kBT = 0.004, 0.01, 0.03, and 0.05. For all kBT , ηˆ(q) agrees well with Eq. (62) for low wave numbers and
deviates from the CWT prediction for |q| ≥ 2π5h , where h is the support of the kernelW . This discrepancy is primarily
due to the continuum assumption in CWT, where the interfacial energy is modeled as an increased surface area
multiplied by the constant surface tension. However, for small length scales, local interfacial energy also depends
on the local curvature and interactions between the SDPD particles (also shown in Section IVB). Therefore, the
CWT prediction is not valid for high wave numbers (also see [45]). Remarkably, for kBT = 0.05, we also present the
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spectrum obtained by imposing surface tension directly from Eq. (21); |ηˆ(q)|
2
deviates from CWT prediction for all
q due to numerically overestimated interfacial surface tension at high temperatures.
Next, we examine the interfacial fluctuations with a non-zero gravity field and kBT = 0.01. We consider two cases:
(I) ρα = 64.0, ρβ = 32.0, and g = 0.04. (II) ρα = 32.0, ρβ = 64.0, and g = 7.5 × 10
−3. Figures. 10(a) and 10(b)
show the instantaneous interface g(x, y) for cases (I) and (II), respectively. For case (I), the lower fluid has larger
mass density than the upper fluid. Contributions from the change of gravity potential in Eq. (63) are positive, leading
to dampened interfacial fluctuations in Figure 10(a) compared to Figure 9(b). In contrast, in case (II), the gravity
contribution from Eq. (63) is negative, leading to increased interfacial fluctuations in Figure 10(b) compared to Figure
9(b).
Figure 10(c) shows ηˆ(q) for cases (I) and (II). Numerical results are in good agreement with the predictions from
Eq. (64) for |q| ≤ 2π5h . At high wave numbers, ηˆ(q) deviates from Eq. (64) in a manner similar to the neutral case in
Figure 9(c). For case (II), we choose g and σ, satisfying
σq20 > (ρβ − ρα)g, (65)
where q0 =
2π
L is the lowest wave number such that Rayleigh instability cannot be established. In contrast, if Eq. (65)
is violated (e.g., g = 0.014 and σ = 2.0) Rayleigh instability will be develop as shown in Figure 10(d).
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FIG. 9: (a) Instantaneous fluid height near the interface at kBT = 0.004. (b) Instantaneous fluid height near the interface
at kBT = 0.01. (c) The capillary wave spectra measured at different temperatures. For kBT = 0.05, spectrum with surface
tension determined directly from Eq. (21) is also presented.
V. DISCUSSION
In this study, we proposed the rescaled Pairwise-Force Smoothed Dissipative Particle Hydrodynamics (rPF-SDPD)
method, a fully Lagrangian stochastic particle method designed to model mesoscopic multicomponent immiscible
flow with thermal fluctuations. In the rPF-SDPD model, the surface tension between different fluid components is
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FIG. 10: (a) Instantaneous fluid height near the interface with ρα = 32.0 and ρβ = 64.0 at kBT = 0.01. (b) Instantaneous
fluid height near the interface with ρα = 64.0 and ρβ = 32.0 at kBT = 0.01. (c) The capillary wave spectra measured at
different gravity. (d) Instantaneous density field nα near the fluctuation interface for g = 0.0075 (upper) and g = 0.014 (lower).
For g = 0.0075, the two-phase fluid keeps stable fluctuation interface with spectrum shown in (c). For g = 0.014, Rayleigh
instability is established and accompanied by giant fluctuation across the interface.
modeled via pairwise interaction forces added to the SDPD momentum conservation equation similar to the PF-SPH
model [19]. In PF-SPH, a relationship between the surface tension and pairwise-force parameters (similar to Eq. (21))
is derived under a locally flat interface assumption. In this work, we demonstrated that, under moderate thermal
fluctuations, the modeled surface tension deviates from the analytical result given by Eq. (21) and also depends on
the model resolution. To accurately model fluids interfaces, we derived a universal scaling relationship between model
parameters (macroscopic surface tension in the absence of thermal fluctuations, temperature, model resolution, and
pairwise interaction force) and the surface tension. To establish this relation, we constructed a coarse-grained Euler
lattice model by mapping the SDPD particles on a discrete lattice based on a mean field theory. We demonstrated
that the numerical results obtained from the present rPF-SDPD model agree well with the theoretical prediction
based on the scaling relationship with deviation less than 5%.
Furthermore, we demonstrated that the rPF-SDPD model yields consistent thermodynamic properties of the bulk
fluid under thermal fluctuations. Moreover, it accurately captures the dynamic processes, such as the bubble coales-
cence and the capillary wave spectrum under external gravity fields. These results suggest that the present method
is wellsuited for a wide application on multiphase immiscible flow on the mesoscopic scale where thermal fluctuations
are pronounced, including nanoscale transport processes.
Finally, we observed that for interfaces with radii of curvature less than 2h, the surface tension decreases with
decreasing radii of curvature. Similar results are experimentally observed for real fluids, where the surface tension
shows dependence on the radii of curvature for the radii on the order of the molecular size. We note that this
length-scale-dependent surface tension (presented in Section IVB) raises some important issues that require future
investigation. In most mesoscopic numerical methods (e.g., see Refs. [17, 27, 29]) for multiphase and multicomponent
flows, the interfacial energy is imposed as the interface area multiplied by a prescribed surface tension coefficient.
The implicit assumption therein is that the surface tension is a macroscopic property independent of local interface
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curvature, i.e., it remains constant as the spatial resolution of the interface increases. This assumption works well for
most macroscopic (and many mesoscopic) multiphase flow systems. It also can be achieved for the present method
by choosing proper scaling parameters so Eq. (58) is satisfied. However, additional consistency is required when we
consider a multiphase flow system on the nanoscale. At this scale, arbitrarily increasing model resolution leads to
numerical divergence of interfacial fluctuations, i.e., ∼ lim
qh→∞
∫ qh
ql
1
q2
d2q =∞. On this length scale, surface tension
also depends on the local curvature [46, 47] with behavior similar to Figure 7. For such systems, accurate fluctuation
hydrodynamics modeling requires introduction of molecular fidelity in the form of an effective particle size and local
compressibility, as discussed in Ref. [45]. Such use of additional collective variables will be explored in future work.
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