with the capacity 0.461(bits) and the optimal OPD being 'q = (0.354, 0.323, 0.323), where "t" ' indicates a transposed vector. The set P consists of 30 simplicial subchannels with dimension two. The algorithm determines the set II as the convex-linear combination of three vectors below: optimal (minimax) policy of the transmitter is to amplify the input sequence to the given power level by a linear transformation, and that of the receiver is to use a Bayes estimator.
Finally, the relation between the theorem and the algorithm must be emphasized. The theorem suggests that as far as the capacity and the optimal IPD's are concerned the DMC should most effectively be characterized by those composite simplicial subchannels. The algorithm, however, proposes nothing but a practical device that can easily be implemented using the theorem. It is possible that the simplicial structure inherent in the DMC will play an essential role in current problems regarding multiple-terminal channels.
I. INTRODUCTION AND PROBLEM DESCRIPTION
The communication system depicted in Fig. 1 represents an extended version of the so-called Gaussian test channel (cf. [I] ), which also includes an intelligent jammer who has access to a (possibly) noise-corrupted version of the signal to be transmitted through a Gaussian channel. More specifically, a Gaussian random variable' of zero mean and unit variance [denoted u -N(0, I)] is to be transmitted through a Gaussian channel with input energy constraint c2, and additive noise (w = W, + w2) with total noise variance < = 6, + t2. Let the transmitter strategy be denoted y( .), which is an element of the space I, of real-valued Bore1 measurable functions satisfying the power constraint E{[y( u)12} I c2. The jammer has access to a noise-corrupted version of ACKNOWLEDGMENT denoted Gy(u) + w,,
The author appreciates the valuable comments and encouragement given by Professor S. Arimoto. The author is also greatly indebted to Doctor K. Kamoi for his suggestions on the presentation of the manuscript. y=x+v, (2) where o -N(0, a), all random variables (u, w,, w,, and U) are statistically independent, and 5, 2 0, t2 1 0, and u 2 0. Based on REFERENCES the observed value of y, the jammer feeds back a second-order [II B . Meister and W. Oettli, "On the capacity of a discrete, constant random variable v = p(y) to the channel, so that the input to the channel," Inform. Cow., vol. I Finally, the receiver applies a Borel-measurable transformation 6(.) on its input z, so as to produce an estimate 2 of u, by minimizing the square-difference distortion measure
The Gaussian Test Channel with an Intelligent Jammer TAMER BA!$AR, SENIOR MEMBER, IEEE Absfruct-The problem of transmitting a sequence of identically distributed independent Gaussian random variables through a Gaussian memory less channel with a given input power constraint, in the presence of an intelligent jammer, is considered. The jammer taps the channel and feeds back a signal, at a given energy level, for the purpose of jamming the
Denote the class of all Borel-measurable mappings 6( .), to be used as an estimator for u, by l?,. Then, the transmitter and the receiver seek to minimize R by a proper choice of y E I, and S E T,, respectively, and the jammer seeks to maximize the same quantity by his choice of p E MJ. Since there is a complete conflict of interests in this commumcation problem, an "optimal" transmitter-receiver-jammer policy would be the saddle-point solution ( y * E I,, S* E I,, PI* E M,) satisfying the set of inequalities R(Y*, s*, P> 5 R(Y*, S*, P*> 2 R(Y, 8, P*>, VyEI;, sEr,, ~LEM]. (5) transmitting sequence. Under a square-difference distortion measure which is to be maximized by the jammer and to be minimized by the transmitter and the receiver, this correspondence obtains the complete set of optimal (saddle-point) policies. The solution is essentially unique, and it is structurally different in three different regions in the parameter space, which are determined by the signal-to-noise ratios and relative magnitudes of the noise variances. The best (maximin) policy of the jammer is either to choose a linear function of the measurement he receives through channeltapping, or to choose, in addition (and additively), an independent Gaussian noise sequence, depending on the region where the parameters lie. The The author is with the Coordinated Science Laboratory, University of Illinois, I 101 W. Springfield Ave., Urbana, IL 6 1801.
The maximin policy II* is also known as a least-favorableprobability measure for the jammer [3] .
In this correspondence, we verify existence and "essential" uniqueness (up to the sign) of the saddle-point solution, and determine the corresponding policies explicitly and in analytic form are covered by Theorem 1) the saddle-point policy for the transmitter is to amplify the input signal to the maximum power level through a linear transformation. The saddle-point policy for the jammer is to choose a Gaussian random variable (or a sequence of independent identically distributed Gaussian random variables, if the input is also a sequence) which is correlated with the input signal; the nature of this correlation turns out to be different in the two regions of interest. For the receiver, the optimal policy is to use a Bayes estimator. The proof of this result, which is given in Section II, is rather involved, and in places it requires some rather intricate arguments, but it is essentially a proof of the " verification" type. Section III of the paper includes some discussion on special cases and on some related results in the literature. The Appendix provides proofs of two lemmas which are used in the derivation in Section II.
II. DERIVATIONOFTHE~ADDLE-POINTSOLUTION
In this section, we obtain the saddle-point solution of the problem formulated in Section I, for all values of the parameters, c 2 0, k 2 0, 5, 2 0, & L 0, a 2 0. There exists, however, a region in this parameter space, in which the problem is trivial, in the sense that the jammer has the power to do the best he can possibly do, by cancelling out the signal component y(x) in the received signal z. Specifically, consider region RI k2 2 c2 + .$, + u,
where the deterministic feedback policy
is feasible for the jammer, which leads to z = w, -o and thereby to 6*(z) = 0, (7) resulting in a maximum distortion level of R(y, 8*,/I*) = 1.
Note that the choice of any specific coding strategy is irrelevant here, since they all lead to the same maximum distortion level, under (6) and (7). Hence, for this special case, the pair (a*, /3*) as given by (6)- (7) constitutes a (trivial) saddle-point solution (and the only one) for any choice of y E I,.
Leaving this "uninteresting" case aside, we henceforth restrict our analysis to parameter region R2 k2 < c* + 6, + u, which we further decompose into two subregions characterized by additional constraints 113 and (2 + h)k k2-(ci+E,+o)'~Z+52'0'
R4
The complete solution to the problem is now provided in Theorem 1 below, after introducing some notation and terminology.
Preliminary Notation for Theorem 1: Introduce the scalar parameters h and t by A = -k/ (c* + E, + o)"~, (84
and let n denote a Gaussian random variable with mean zero and variance tk* i.e. 3 3 q -N(0, tk*)
whenever t 2 0.
Theorem 1: In region R2, the communication problem admits two saddle-point solutions (y*, S*, p*) and (-Y*, -a*, P*), where i> y*(u) = cu, (10) ii) PI* is the Gaussian probability measure associated with the random variable v=p*(y)= Ay, i lnR3,
where t E [0, I] in R4, and 17 -N(0, tk2). iii) 6* is the Bayes estimator for u under the least favorable distribution CL*, computed as 1 { c(1 + X)&l + A>'( c2 + t,) + h21J + 621 }z,
Proof: The proof proceeds in two steps. We first establish validity of the right-hand side (RHS) inequality of (5) when CL* is determined by (1 l), and then prove the left-hand side (LHS) inequality of (5) when y* and 6* are given by (10) and (12), respectively. Finally we discuss the "essential uniqueness" property of the saddle-point solution.
A. The RHS Inequality Region R2 n R3: Suppose that p* is determined by (11) and the parameter values lie in region R2 0 R3. Then, the RHS inequality of (5) dictates a combined coding-decoding problem, with the channel output (equivalently, receiver input) being (from (3)) 2 = (1 + X)y(u) + (1 + X)w, + hv + w,, wherea < (1 + X) < 1 from (8a), since we are in region R2. Let p(u) = (1 + X)y( u). Then, the problem we face is the Gaussian test channel of Fig. 2 with square-difference distortion, Gaussian channel noise [with mean zero and variance (1 + X)2c, + h20 + E2], and channel-input energy constraint
It is well-known that this problem admits a linear solution (cf.
[l]), which is that the best coding scheme is to amplify the input u to the maximum available power level, i.e., F*(u) = c(1 + h)u, c > 0, and to choose the quadratic distortion minimizer 6 as the 
B. The LHS Inequality
Region R2 fl R3: Suppose now that y * and 6* are given by (10) and (12), respectively, and the parameter values lie in R2 n R3. Then, the LHS inequality of (5) where y = cu + w, + v. Furthermore, since w, is independent of u, w,, and Y, u is independent of w,, and they both have zero mean, the latter expression can be simplified to cr2y2 + (u22v(cu + wI) +a2(c2u2 + w: + w-j) -2acu2 -2avulv,y} dp(VlY)) + 1 
which may be verified by direct substitution of (17) into (16a) and by comparing the resulting expression with the upper bound (16b). Now, what remains to be shown is that (17) is equivalent to (11) in region R2 n R3, and that E,{I m(y) I'} > 0. Lemma 1 in the Appendix proves that the coefficient p of y in (15) is in fact positive in the region R2 n R3, and hence the latter requirement is readily fulfilled. Furthermore, since thus establishing the desired result. As a parenthetical remark, we should mention that the estimator (12) in region R2 n R4 may also be viewed as an equalizer decision rule (see [3] ) since the conditional (on II) risk function corresponding to it is a constant on aM,, the boundary of +ii. (Note that in this interpretation, elements of a M, are the decision variables of the jammer, and we have to introduce probability measures on aM,.) Hence, the minimax (saddle-point) property of 6" in R2 fl R4 can also be verified (with y* fixed, as given) by resorting to a well-known property of equalizer decision rules when they are also Bayes with respect to a least favorable probability measure, which in this case is the one-point distribution on aM, that selects the Gaussian random variable X(1 -t)'/2y + n. (See [4] , [5] .) The proof given here seems to be more suited to the problem under consideration since i) it does not require additional probability measures to be defined on M,, and ii) it also establishes the optimality of y*. from @a) and the property that p > 0, the former requirement is also satisfied. This then completes the verification of the LHS inequality of (5), and thereby verification of the theorem, for the region R2 n R3.
Region R2 n R4: We now verify the LHS inequality of (5) when the parameters belong to the region R2 n R4. What replaces the maximization problem (13) in this case is ( 12) for the communication problem under consideration, in the parameter region R2. The analysis also readily leads to the conclusion that in addition to (IO)-( 12), the triple (-y*, -S*, p*) also provides a saddle-point solution, naturally leading to the same saddle-point value for R. The question now arises as to whether other saddle-point equilibria exist. In region R2 f' R3, there is clearly no other saddle point, since the maximization problem (16a) (which corresponds to both ( y *, 6 *) and (-y*, -6*)) admits a unique solution, thereby eliminating the possibility of multiple saddle-point policies for the jammer. (Otherwise, interchangeability property of saddle points (cf. [6] ) would lead to a contradiction.) In the remaining part of R2, i.e., R2 n R4, however, the issue is more subtle. Since the maximization problem (18) is invariant under different choices of probability measures from aM,,, the LHS inequality of (5) clearly does not admit a unique solution-in fact, all second-order probability measures with first moment zero and second moment equal to k2 constitute a solution. But, for any one of these to constitute a saddle-point policy for the jammer, it has to be in equilibrium with ( y*, S*), because of the interchangeability property of saddle-point equilibria. This further implies that, with y* fixed as given, 6* has to be Bayes with respect to that least-favorable distribution. Since S* is a linear estimator and all random variables are Gaussian, this requires the chosen element of aM, to be a Gaussian probability measure, and some further analysis reveals that (11) is in fact the only such element. 17
Some of the expressions derived in the proof of Theorem 1 now lead to the following Corollary which gives the saddle-point values in different regions.
Corollary 1: The saddle-point value (R*) of R(y, 6, cl) in different regions is given as follows. where a and p are defined by (14) and (15), respectively. q
III. DISCUSSION OF SOME SPECIAL CASES, AND CONCLUDING REMARKS
The general solution to the communication problem of Fig. 1 has the property that it is structurally different in the two regions of interest, with the dividing "line" between these two regions being a hyperplane determined by the allowable power levels for the transmitter and jammer, and the noise intensities in the main channel and the jammer's wiretap link. In particular, if the transmitter's allowable power level ( c2) is larger than that of the jammer (k2), we stay in region R2, and if this difference is sufficiently large the jammer's maximin policy is an additive mixture of a linear transformation on his measurement and an independent Gaussian random variable, whereas if the difference is small it is more likely (depending on the values of other parameters) that his maximin policy will be only a linear transformation on his measurement.
If the wiretapping channel noise variance (u) is sufficiently large, the parameter region is R2 U R3, and hence the optimum strategy for the jammer is a linear policy-which may seem, at first sight, to be somewhat counter-intuitive, since the information contained in y (concerning u) is quite unreliable. However, some scrutiny reveals that the jammer, in fact, uses this noisy measurement as a source of noise in order to jam the transmission channel. This makes particular sense in the limiting case (T --f 00, when the optimal jamming policy is to choose II* as a Gaussian distribution with mean zero and variance k2, which should be independent of the transmitter output. This conclusion for the limiting case corroborates a result obtained in [7] in a somewhat different context. More specifically, this recent reference addresses the problem of obtaining optimal policies in the presence of jamming, when jammer's policies (considered as random variables) are forced to be independent of the transmitter outputs, and the loss function (to be minimaximized) is taken as the mutual information between the transmitter output and the receiver input. In this framework, McEliece and Stark solve in [7] , as an application of their general approach, the communication problem depicted in Fig. 1 , but without the tapping channel, and arrive at the conclusion that the least-favorable distribution for v is a Gaussian distribution. Hence, the two seemingly different problems (with different loss functions-square-difference distortion and mutual information) admit the same saddle-point solution in the presence of an independent jammer strategy: (This equivalence can in fact be verified directly by making use of some inequalities of Shannon [8] on mutual information.) But, this equivalence does not directly extend to the communication system considered in this correspondence, and derivation of the saddle-point solution of the communication system of Fig. 1 when the loss function is taken as the mutual information between u and z remains today as a challenging problem. 2 There exist quite a few results in the literature on worst case designs, wherein the Gaussian distribution has been proven to be the least-favorable distribution (such as the cases of entropy maximization [9] , Fisher-information minimization [IO], or minimax estimation problems [ 1 I], [ 12]), and the present paper adds to this list a new class of problems not considered heretofore. We should note, however, that if the input sequence in Fig.  1 is vector-valued or the number of channels is more than one, the saddle-point solution will no longer be linear-Gaussian (i.e., the solution of this correspondence does not carry over to the vector case), since the counterpart of the Gaussian test channel does not admit a simple linear coding scheme in the vector case 1131.
APPENDIX
In this appendix, we provide proofs for the two lemmas which were used in the proof of Theorem 1 in Section II. (1 + A)( c2 + [I) . k2-k(c2+b) 1 (2 + 6, + uy2 + t2 I Since this latter expression is equal to 1 -t(from (8b)), and it is also positive, the desired property follows. q Theorem 2: If f( t) is in E( w,), 6 is&any real number between zero and unity, i.e., 0 5 6 < 1, and h = m(1 -6)/w0, then Setting x = t and h = T = m(l -S)/wa we get the final result (2) . The function Ji(t) will be called the sampling window. Note that +(t) is not forced to approach zero for large 1 t / as was a requirement for q(t) in all previous developments along these lines [2] , [3] .
Abstract-The concept of the sampling window is introduced for the central interpolation of finite energy band-limited functions. The sampling window does not increase the rate of convergence of the truncation error series, as do various convergence factors, but does significantly reduce the truncation-error bound.
I. INTRODUCTION
It is not possible in practice to reconstruct f( t) using either (1) or (2), since an infinite number of samples would be needed. The truncation error for central interpolation is defined as eN(t> " f(t) -f(t) for I t/h 15 l/2 (3) with
The cardinal series was first introduced by Whittaker [I] for the interpolation of finite energy band-limited functions. Later, convergence factors were introduced [2] , [3] to increase the rate of convergence of the cardinal series and thus reduce the truncation-error bound. This correspondence introduces the concept of a sampling window which reduces the truncation-error bound but does not increase the rate of convergence of the cardinal series. In many cases, however, this new truncation-error bound is less than bounds when using a convergence factor.
. 
Hence We define the function class E( wa) as containing all functions having energy E and being bandlimited to oO. That is, if f( t) is in E(o,) then f(t) = +-I_U:oF(w)e'"'dw 
Ikl=N+l
In all previous works, #(t) was chosen so that the convergence of the error series (5) was increased; therefore, $(t) was called a convergence factor. For example, the self-truncating (ST') convergence factor [2] has the form for some F(w) in L2(-wc, wo), i.e., /Y; 1 F(w) I2 dw = 2nE < cc. We also define the function class d( oa) as containing all functions bounded by M and being bandlimited to wO. If f( t) is in M( w,), then for complex z, f(z) is of exponential type wa [4] . It should be noted that any function in E(q) is necessarily in M( wo) with M = JuaE7-v since if f( t) is in E( wa) then If(t) 1 i dw [5, p. 2131, [6] .
II. SAMPLING THEOREM USING WINDOW
We first quote the well-known sampling theorem.
Theorem 1: If f( t) is in E( w,), then f(t) = : f(h) "",";;'t,,"; , k=-m B where 7 = n/wB. A simple proof is given by Brown [7] . This series (1) is often called the cardinal series or the Shannon sampling theorem [8] .
where m is a positive integer. Hence J/(t) for this case is 0( tp").
The approximate prolate (AP) convergence factor [3] was later introduced in an attempt to match the number of retained samples in (4) in order to minimize the bound for (5). The AP convergence factor is given by As can be seen, this t)(t) is O(t-').
III. THE SAMPLING WINDOW
The window we seek is one that minimizes the bound of (5) . To this end, we seek the window #(t) which satisfies $$Q)
;FT' '(t) I '
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