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na reálne dáta sa stretávame s problémom aproximácie ich rozdelenia, špeciálne
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mier rizika. Vybrané metódy aproximácie a výpočtu rizikových mier sú apli-
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znázorneniami a vzájomným porovnańım.
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Abstract: In the present thesis we deal with the quantitative risk measures estima-
ting the influence of market risk on the investments to the financial instruments.
The most commonly used measure is Value at Risk which we introduce with its
characteristics and modifications. Applying the methods to real data we deal with
the problem of approximation of its distribution, especially in the multidimen-
sional cases when the risk factors are dependent on each other. This leads us
to explore copula functions that are in the thesis used to include the dependence
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and stated with outputs and their comparison.
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V súčasnosti sa vel’ká čast’ sveta riadi finančnými trhmi, ktoré vo vel’kej mie-
re určujú situáciu celosvetovej ekonomiky. Z toho hl’adiska je dôležité ovládat’
a riadit’ možné riziká vznikajúce ich vplyvmi, a teda ovplyvňujúce cenu a výnosy
finančných inštrumentov, ktoré sa tak stávajú v budúcnosti neistými, čiže ich
považujeme za náhodné veličiny.
V práci sa zaoberáme konkrétne trhovým rizikom patriacim medzi finančné
riziká a pozostávajúcim hlavne z úrokového, menového, komoditného a akciového
rizika. Hlavným ciel’om je poṕısat’ kvantitat́ıvne metódy použ́ıvané na jeho vy-
jadrenie a následne ich aplikovat’ na reálne dáta.
V prvej kapitole sa venujeme najznámeǰśım rizikovým mieram a ich rozš́ıre-
niam, ktoré patria medzi hlavné prostriedky určovania vel’kosti možných strát
spojených s obchodovańım na finančných trhoch a pri stanovovańı kapitálových
požiadaviek v bankovom sektore. Miery sa nezaoberajú len výškou strát, ale aj
pravdepodobnost’ou ich nastania, čo je v praxi kl’́učovým ukazovatel’om. Vd’aka
spomenutým vlastnostiam patria miery rizika medzi svetovo uznávané meŕıtka
a riadi sa nimi celý finančný svet.
Druhá kapitola je vyhradená na aplikáciu rizikových mier v praxi, a to na kon-
krétne dáta źıskané pomocou softvéru Mathematica. Bližšie rozoberáme jednot-
livé pŕıstupy k odhadu funkcíı, pomocou ktorých sa následne určujú hodnoty
finančných nástrojov v riziku. Okrem jednorozmerných pŕıpadov, kedy cenu fi-
nančného inštrumentu ovplyvňuje jeden rizikový faktor sa zaoberáme aj dvoj-
rozmernou variančno-kovariančnou metódou, ktorá umožňuje rôzne kombinácie
štyroch základných typov trhového rizika.
Posledná kapitola je venovaná sofistikovaneǰsej metóde odhadu miery expoźıcie
voči trhovému riziku, kedy je výnos z invest́ıcie do nástroja finančného trhu
ovplyvňovaný viacerými rizikovými faktormi. Jedná sa o kopula funkcie, ktoré
sa použ́ıvajú za účelom presneǰsieho vyjadrenia miery závislosti jednotlivých fak-
torov určujúcich vývoj cien na trhu. V kapitole uvádzame stručný popis mier
závislosti a ich využitie v teórii kopula funkcíı. Taktiež ilustrujeme využitie kon-
krétnych kopula funkcíı v praxi pomocou ich aplikácie na reálne dáta.




Miery rizika vo financiách
Pri merańı trhového rizika a odhadovańı jeho vplyvu na hodnotu finančných
inštrumentov sa použ́ıvajú ceny akt́ıv v závislosti na čase. Vhodným ukazova-






kde Pt je cena akt́ıva v čase t = 0, 1, 2, ... a Rt miera výnosnosti z času t − 1
do času t. Ceny finančných umiestneńı sú náhodné veličiny závislé na trhových
podmienkach a ich vývoji v priebehu času, a preto je ňou aj miera výnosnosti.
Náhodnú veličinu vyjadrujúcu zisk teda znač́ıme R. Pre potreby aplikácie
kvantitat́ıvnych metód na vyjadrenie rizika, ktorému investori čelia, však potre-
bujeme poznat’ rozdelenie straty, ktorú definujeme ako
L = −R.
Miery rizika sú často aplikované práve na relat́ıvnu zmenu strát, no v nie-
ktorých pŕıpadoch by nás mohla zauj́ımat’ absolútna strata. Za časové obdobie
[t− 1, t] ju vypoč́ıtame ako
Dt = Pt−1 − Pt = Lt · Pt−1.
Ďalej budeme predpokladat’, že distribučné funkcie náhodných velič́ın zisku
a straty, R a L, pŕıpadne D, sú absolútne spojité. Pri ich aproximácii je tiež
nutné rozhodnút’, či pôjde o podmienené alebo nepodmienené rozdelenie, čo sú
v manažmente rizika bežné postupy.
V nepodmienenom rozdeleńı predpokladáme, že distribučná funkcia náhodnej
veličiny L nezáviśı na časovom obdob́ı, v ktorom ju uvažujeme. V priebehu času
sa teda rozdelenie straty L nemeńı. Pre potreby vyjadrenia rozdelenia, ktoré je
z hl’adiska závislosti na čase dynamické, podmienime distribučnú funkciu fakto-
rom, ktorý zmeny indikuje. Širšie je o rozdiele medzi podmieneným a nepodmie-
neným rozdeleńım pojednané v literatúre [5].
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1.1 Koherentná miera rizika
Za účelom vyjadrenia rizikovosti finančných inštrumentov a ohodnotenia výnos-
nosti invest́ıcíı aplikujeme na vyššie zavedené náhodné veličiny R a L rizikové
miery. Z pohl’adu finančných trhov sú to silné nástroje, a preto je nutné, aby
sṕlňali isté požiadavky a udávali tak relevantné informácie pre investorov.
Základnou z požadovaných vlastnost́ı je koherentnost’, ktorú by malo mat’
každé aplikované meŕıtko expoźıcie voči trhovému riziku. Koherentnú mieru de-
finujeme nasledovne:
Defińıcia 1.1: Koherentnou mierou rizika nazývame reálnu funkciu r na prie-
store náhodných velič́ın P, ktorá má pre dané L1, L2 ∈ P, a ∈ R tieto vlastnosti:
(i) L1 ≤ L2 skoro isto⇒ r(L1) ≤ r(L2) - monotónnost’, (1.1)
(ii) r(L1 + L2) ≤ r(L1) + r(L2) - subaditivita, (1.2)
(iii) r(aL1) = ar(L1), a > 0 - pozit́ıvna homogenita, (1.3)
(iv) r(a+ L1) = a+ r(L1) - invariancia voči posunutiu. (1.4)
Každá zo zadefinovaných vlastnost́ı má svoj ekonomický význam, vd’aka čomu
sa miera, ktorá nimi disponuje, pokladá za vhodnú na odhadovanie trhového ri-
zika.
Význam monotónnosti je zrejmý - s väčš́ımi hodnotami náhodnej veličiny de-
finujúcej stratu sa zvyšuje aj vel’kost’ straty na určitej hladine spol’ahlivosti.
V pŕıpade neexistencie subaditivity by pre nejaké L1 a L2 platila nerovnost’
r(L1 + L2) > r(L1) + r(L2).
Znamenalo by to, že celkové riziko dvoch investorov investujúcich do akt́ıv A
a B by bolo menšie ako riziko, ktorému je vystavený investor umiestňujúci svoje
financie do akt́ıv A a B zároveň. To je však v rozpore s bežnou situáciou na fi-
nančných trhoch, kedy investičné spoločnosti znižujú riziko vkladańım svojho
peňažného majetku do viacerých finančných zdrojov.
Pozit́ıvna homogenita vyplýva z použitia charakterist́ık (1.1) a (1.2). Riziková
miera, pre ktorú neplat́ı, by, podobne ako v pŕıpade predchádzajúcej vlastnosti,
naznačovala, že invest́ıcia s možnými stratami definovanými náhodnou veličinou
aL1 je rizikoveǰsia ako a invest́ıcíı do akt́ıva so stratami L1. Zo subaditivity
a pozit́ıvnej homogenity zároveň vyplýva, že koherentná miera r je konvexná
na množine P náhodných velič́ın, vid’ literatúru [5].
Poslednou vlastnost’ou je invariancia voči posunutiu. Vyjadruje skutočnost’,
že riziko portfólia pozostávajúceho z akt́ıva s pevným výnosom a z akt́ıva s výno-
som závislým na vel’kosti strát L1 je ovplyvnené len náhodnou veličinou L1, čo je
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na finančných trhoch bežným javom.
Z uvedeného by sme mohli predpokladat’, že každá riziková miera sṕlňa pod-
mienku koherentnosti, pretože, ako sme ukázali, v investičnej praxi jej charak-
teristiky platia. Opak je pravdou, a dokonca jedna z najpouž́ıvaneǰśıch metód
merania rizika, Value at Risk, koherentná nie je.
1.2 Štandartná odchýlka
Najjednoduchšia miera rizika tiež nesṕlňa vlastnosti koherentnosti. Je ňou štan-






kde R, L sú náhodoné veličiny zisku a straty zavedené vyššie.
Štandartná odchýlka sa uvádza ako miera volatility cenných papierov, a teda
č́ım je väčšia, tým viac sa môže výnos z akcie ĺı̌sit’ od očakávaného a naopak, ak je
volatilita ńızka, resp. σ = 0, výnos z akcie môžeme považovat’ za stabilnú veličinu.
Odhady a predpovede budúcich hodnôt volatility sú v manažmente akt́ıv
kl’́učové, no napriek tomu ako miery rizika neposkytujú dostatočné informácie.
K tomuto záveru vedie skutočnost’, že štandartná odchýlka berie do úvahy nielen
stratu, ale aj zisk, a to v rovnakom pomere, čo je pri merańı rizika skresl’ujúci fakt.
V dnešnej dobe sa preto časteǰsie využ́ıvajú postupy zaoberajúce sa len pravým
chvostom rozdelenia náhodnej veličiny L.
1.3 Hodnota v riziku (VaR)
Modelom zohl’adňujúcim len stratu je hodnota v riziku - Value at Risk
(VaR). Jedná sa o nekoherentnú (nesṕlňa vlastnost’ subaditivity, čo je aj s kon-
krétnym pŕıkladom odvodené v publikácii [5]), no aj napriek tomu dnes vel’mi
využ́ıvanú mieru trhového rizika. Môžeme ju definovat’ ako maximálnu možnú
stratu z invest́ıcie do finančného inštrumentu na určitej hladine spol’ahlivosti
za dané časové obdobie.
Pri jej výpočte sa často použ́ıva distribučná funkcia náhodnej veličiny L. Jej
odhad nebýva triviálnym problémom, a preto sa mu bližšie venujeme v druhej
kapitole. Nech je teda F (x) = P (L ≤ x) požadovaná distribučná funkcia a F−1(x)
je jej kvantilová funkcia sṕlňajúca
F−1(α) = inf{x;F (x) ≥ α}, 0 < α < 1.
Označme VaRα hodnotu v riziku na hladine 1 − α. Z defińıcie hodnoty v rizi-
ku vyplýva, že VaRα(L) je α-kvantilom rozdelenia náhodnej veličiny popisujúcej
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stratu L. Ṕı̌seme
P (L ≤ VaRα(L)) = α,
P (L > VaRα(L)) = 1− α.
Za α sú najčasteǰsie dosadzované hodnoty 0,95 alebo 0,99, čo v prvom pŕıpade
znamená, že strata z invest́ıcie do cenného papiera s pravdepodobnost’ou 95%
v danom časovom obdob́ı nepresiahne hodnotu v riziku VaR95(L). Ako vhodné
časové obdobia sú uvažované jednodenné alebo týždňové intervaly. Pri výpočte




kde VaRtα je t-denný VaR na hladine spol’ahlivosti α a t je počet dńı, z ktorého
vychádzame. Takisto môžeme použit’ odhad volatility σt v čase t a súčasnú cenu
akt́ıva (P0):
VaRtα = α · σt · P0.
Pre ilustráciu je na obrázku 1.1 znázornený pŕıpad, kedy má výnos z akcie
normálne rozdelenie. Plocha napravo od hodnoty VaRα(L) má obsah 1−α, čo vy-





Obr. 1.1: VaRα pre normálne rozdelenie
Ako bolo spomenuté vyššie, z hl’adiska koherentnosti VaR nie je vhodnou
mierou odrážajúcou bežnú situáciu na finančných trhoch, no regulátori ju v pra-
xi použ́ıvajú najčasteǰsie. Jej výpočet je pomerne jednoduchý a aj bez vlastnosti
subaditivity udáva postačujúce informácie pre tvorbu rezerv na pŕıpadné stra-
ty spôsobené trhovými podmienkami. Nevýhodou však je, že uvažuje len určitú
hladinu spol’ahlivosti, a čo sa deje v pŕıpadoch, kedy straty presiahnú určený
α-kvantil, zanedbáva. Taktiež nepredpokladá existenciu t’ažkých chvostov a ce-
nových šokov, čiže jej použitie má vel’a obmedzeńı. Aj preto boli vyvinuté jej
modifikácie, ktoré ich čiastočne odstraňujú.
1.4 Podmienená hodnota v riziku (CVaR)
Jednou z mier kladúcich dôraz na extrémne straty presahujúce stanovený α-kvan-
til rozdelenia stratovej náhodnej veličiny je podmienená hodnota v riziku
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- Conditional Value at Risk (CVaR), tiež nazývaná maximálna očakávaná
strata (Expected Shortfall).
Výhodou CVaR je okrem uvažovania extrémnych strát, zahrnutia t’ažkých
chvostov a cenových šokov aj koherentnost’, čo znamená, že v porovnańı s VaR
realistickeǰsie odráža vlastnosti rizikovosti akt́ıv. Ide o podmienenú mieru rizika,
kde podmienkou je, že uvažujeme len straty presahujúce hodnotu v riziku VaR.
Pre danú hladinu spol’ahlivosti α teda CVaR definujeme predpisom uvedeným
v prezentácii [4]:
CVaRα(L) = E(L|L > VaRα(L)).
Pre nami uvažovanú absolútne spojitú distribučnú funkciu náhodnej veličiny L







kde f(x) je hustota rozdelenia L. Ide teda o podmienenú strednú hodnotu ex-
trémnych strát, ktorá dáva investorom informáciu o tom, akú vel’kú stratu oča-
kávat’, ak presiahne najväčšiu možnú hodnotu nadobudnutú s hladinou spol’ahli-
vosti α.
Podobne ako pri použit́ı VaR, aj pri očakávanej maximálnej strate môžeme
použit’ na odhad rozdelenia náhodnej veličiny L neparametrické a parametrické
metódy, pŕıpadne vychádzat’ z usporiadaných diskrétnych údajov.
1.5 Ďaľsie modifkácie hodnoty v riziku
Okrem podmienenej hodnoty v riziku CVaR existujú aj iné rozš́ırenia VaR berúce
do úvahy extrémne straty a možné výchylky z cenových trendov pozorovatel’ných
na finančnom trhu. Pri ich defińıciách vychádzame z prezentácie [4].
Priemerná hodnota v riziku (AVaR)
Vel’mi podobná podmienenej hodnote CVaR je priemerná hodnota v riziku












Zo vzorca je zrejmé, že AVaR je priemer zo všetkých hodnôt v riziku VaR pre hla-
diny spol’ahlivosti z intervalu [α,1], a preto sa v pŕıpade AVaR tiež jedná o podmie-
nenú mieru rizika. Aritmetický priemer je empirickým odhadom strednej hodnoty,








čo zodpovedá výpočtu pre podmienenú hodnotu v riziku CVaRα(L). Teda môžeme
hovorit’, že AVaR je koherentnou rizikovou mierou.
Vážená priemerná hodnota v riziku (WAVaR)
Z AVaR vychádza vážená priemerná hodnota v riziku - Weighted Average





kde µ je pravdepodobnostná miera na intervale [0,1].
Mediánová hodnota v riziku (MVaR)
Mediánová hodnota v riziku - Median Value at Risk (MVaR) tiež patŕı
medzi podmienené rizikové miery. Ide totiž o medián z hodnôt presahujúcich
hodnotu VaR na danej hladine spol’ahlivosti α. Ṕı̌seme
MVaRα(L) = Median(L|L > VaRα(L)).
Z defińıcie mediánu a rozṕısańım podmienenej pravdepodobnosti dostávame
P (L ≥ MVaRα(L)|L ≥ VaRα(L)) =
P (L ≥ MVaRα(L), L ≥ VaRα(L))






Vyššie sme uviedli, že P (L ≥ VaRα(L)) = 1 − α, čoho dosadeńım do (1.5)
vyjadŕıme nasledujúce:




Z defińıcie MVaR je zrejmé, že hodnota MVaR je väčšia, nanajvýš rovná hodnote
VaR. Po aplikovańı tohto poznatku na (1.6) máme




z čoho priamo vyplýva, že MVaRα(L) = VaR 1+α
2
(L). Jedná sa teda o nekoheren-
tnú mieru rizika, pracujúcu na rovnakom prinćıpe ako VaR, no s vyššou hladinou
spol’ahlivosti.
Kvantilová hodnota v riziku (QVaR)
Kvantilovú hodnotu v riziku - Quantile Value at Risk (QVaR) s pa-
rametrami α, β (QVaRα,β(L)) definujeme ako kvantil podmieneného rozdelenia
straty (L|L ≥ VaRα(L)):
P (L ≥ QVaRα,β(L)|L ≥ VaRα(L)) =
P (L ≥ QVaRα,β(L), L ≥ VaRα(L))
P (L ≥ VaRα(L))
= 1− β.
8
Podobne ako v pŕıpade mediánovej hodnoty v riziku, aj tu plat́ı, že kvantilová
hodnota v riziku QVaRα,β(L) ≥ VaRα(L). Teda dostávame
P (L ≥ QVaRα,β(L)) = (1− β)(1− α),
čo implikuje, že QVaRα,β je zároveň aj (α+β−αβ)-kvantilom rozdelenia náhodnej
veličiny L a jedná sa o nekoherentnú mieru odhadu rizika.
1.6 Spektrálne miery rizika
Spektrálne rizikové miery sú, podl’a článku [1], miery rizika založené na in-
tegráloch kvantilových funkcíı rozdelenia straty L. Interpretujeme ich ako vážené
priemery kvantilov daného rozdelenia, kde váhou je nezáporná, nerastúca, sprava
spojitá a integrovatel’ná funkcia φ nazývaná spektrum. Je definovaná na interva-
le [0,1] a navyše sṕlňa
∫ 1
0






Ako je uvedené v prezentácii [4], v pŕıpade, že distribučná funkcia F náhodnej
veličiny L je absolútne spojitá a rýdzo rastúca na svojom definičnom obore, potom





kde f je hustota prislúchajúca distribučnej funkcii F . Takto definovaná spektrál-
na miera rizika je koherentná a navyše sṕlňa aj d’aľsie vlastnosti, vid’ článok [1].
Podmienená hodnota v riziku CVaR je tiež spektrálna riziková miera so spek-
trom definovaným ako φ(p) = 1
α
∗ I[0,α](p). Okrem uvedeného poznatku je v pub-
likácii [1] zmienený aj fakt, že každá spektrálna miera môže byt’ vyjadrená vo for-
me váženého priemeru podmienených hodnôt v riziku, čo ju priamo spája s vá-
ženou priemernou hodnotou v riziku WAVaR.
Spektrálne miery sa vo svete financíı a ich managementu použ́ıvajú na za-
hrnutie averzie voči riziku z hl’adiska investorov, ktorá sa pomocou nevážených
mier vyjadrit’ nedá. Preto sa použ́ıva váhová funkcia φ, ktorá vyšš́ım stratám
prirad’uje väčšiu váhu, č́ım lepšie odhaduje možné riziko aj so zohl’adneńım pre-
ferencíı účastńıkov trhu.
Pre názornost’ v krátkosti zadefinujeme vybrané váhové funkcie, ktorými sú
funkcia vychádzajúca z modelu proporcionálnych riźık, ako aj Wangova, expo-
nenciálna, či duálna mocninná váhová funkcia vyjadrujúca postoj investora voči
možnému riziku, ktorému sa na finančných trhoch vystavuje. Všetky sú spome-
nuté v prezentácii [4] s uvedenými predpismi:
• φhazard(u, γ) = 1γ (1− u)
1
γ
−1, γ ≥ 1,
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, δ > 0,
kde Φ−1 je kvantilovou funkciou normálneho rozdelenia N(0,1),
• φArrow−Pratt(u, k) =
k · exp{−k(1− u)}
1− exp{−k}
,
kde k je Arrow-Prattov stupeň abolútnej averzie voči riziku,




V nasledujúcej kapitole sa budeme zaoberat’ vybranými postupmi pre odhady
a výpočty rizikových mier. Všetky spomenuté pŕıstupy môžu okrem použitia dis-
krétnych dát výchádzat’ aj z poznatku distribučnej funkcie rozdelenia náhodnej
premennej L. Distribučná funkcia nám vo väčšine pŕıpadov nie je známa, a preto
je potrebné ju vhodne aproximovat’. Odhadovat’ ju môžeme viacerými metódami,
ktoré podl’a dostupnosti informácíı o analytickom rozdeleńı veličiny L deĺıme
do dvoch základných skuṕın.
2.1 Neparametrické odhady
Neparametrické metódy použ́ıvame v pŕıpade, že nám rozdelenie strát L nie je
známe, a teda ho muśıme určit’. Uvedieme dva v tomto pŕıpade často použ́ıvané
postupy, odhad z historických dát a simuláciu Monte Carlo.
Odhad z historických dát
Postup, v ktorom sa použ́ıvajú ako podklad pre určenie rozdelenia strát do-
stupné historické dáta, patŕı k metódam použ́ıvajúcim nepodmienenú distribučnú
funkciu, čiže v priebehu času statické rozdelenie náhodnej veličiny L. V našom
pŕıpade výchádza z empirického odhadu distribučnej funkcie na základe vývoja
cien finančných nástrojov v minulosti a predpokladá, že rozdelenie budúcich strát
je zhodné s rozdeleńım strát minulých.
Použitie tejto metódy je teda obmedzené dostupnost’ou histórie cien a pod-
mienkou statických zmien rizikových faktorov na finančných trhoch. Jednou z jej
nevýhod je taktiež úloha výberu vhodne dlhého časového intervalu, ktorý obsahu-
je dáta uspokojujúce potreby odhadu. Mal by obsahovat’ ako obdobia recesie, tak
obdobia expanzie ekonomiky a finančných trhov a s nimi aj extrémne hodnoty
v rozdeleńı strát. V bežnej praxi sú najčasteǰsie použ́ıvané dáta za uplynulých
2-5 rokov.
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Dĺžka uvažovaného časového úseku ovplyvňuje výsledky vyplývajúce z po-
užitia meŕıtok rizika takisto z toho hl’adiska, že maximálna odhadovaná stra-
ta je rovná najväčšej strate z minulosti, a teda metóda nepredpokladá výrazný
neočakávaný prepad trhových cien akcíı, čo môže viest’ k nechceným finančným
ujmám.
Uvedieme pŕıklad výpočtu VaR a CVaR pomocou odhadu distribučnej funkcie
rozdelenia strát z minulosti.
Pŕıklad 2.1: Pomocou zabudovanej funkcie FinancialData softvéru Mathemati-
ca źıskame dáta o výnosoch akcíı automobilovej spoločnosti BMW, firmy John-
son&Johnson z oblasti zdravotńıckych pomôcok a podniku AT&T pôsobiaceho
v telekomunikačnom odvetv́ı z časového úseku d́lžky 2,5 roka.
Na obrázku 2.1 je vl’avo vykreslený priebeh vývoja cien akcíı daných spo-
ločnost́ı od januára 2010 do konca júna 2012 a vpravo je znázornený vývoj zod-
povedajúcich výnosov. Výnosy sme źıskali pomocou atribútu Return vo funkcii
FinancialData.
Ďalej na straty (záporné výnosy) aplikujeme funkciu SmoothKernelDistribu-
tion, ktorá rozdelenia aproximuje pomocou jadrového odhadu hustoty. Hustotu











kde n je počet pozorovańı, k(x) je vyrovnávacia jadrová funkcia a h je parameter
š́ırky okienka. Č́ım je h väčšie, tým je odhad hladš́ı.
Na obrázku 2.2 sú znázornené grafy empirických hustôt rozdeleńı strát jed-







Tabul’ka 2.1: Špicatost’ dát (γD2 ) a jadrového odhadu ich hustôt (γ
K
2 )
Zvyčajne býva väčšia špicatost’ indikátorom t’ažš́ıch chvostov, no nie vždy
je to tak. Zo špicatosti použ́ıtých dát a k nim prislúchajúcich ilustrácíı vid́ıme,
že v našich údajoch tento poznatok plat́ı. Pre určenie VaRα na konkrétnych hla-
dinách spol’ahlivosti použijeme funkciu Quantile.
V tabul’ke 2.2 sú vyč́ıslené maximálne relat́ıvne straty na určených hladinách
spol’ahlivosti α za jedno časové odbdobie na daných investičných inštrumentoch
a k nim prislúchajúce podmienené hodnoty CVaR. Na ich výpočet sme použili












































Obr. 2.1: Vývoj cien a výnosov
pre konkrétne konfidenčné úrovne α sú takmer rovnaké. Jadrový odhad hustoty
teda presnost’ou vyhovuje potrebám aproximácie rozdelenia náhodnej veličiny L
z historických dát.
Je zrejmé, že výsledné hodnoty VaR a CVaR z tabul’ky 2.2 zodpovedajú hus-
totám zobrazeným na obrázku 2.2.
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BMW 0,9 0,0257582 0,0248265 0,0400782 0,0393693
0,95 0,0351584 0,0351638 0,0501108 0,0494467
0,99 0,0594451 0,0593997 0,0770656 0,0774741
0,999 0,120395 0,122367 0,124897 0,122367
Johnson 0,9 0,0103966 0,0103855 0,0162064 0,0160052
& 0,95 0,0146518 0,0146065 0,0200639 0,0197606
Johnson 0,99 0,0253773 0,025343 0,0284015 0,0280682
0,999 0,031977 0,0321828 0,0333395 0,0321828
AT&T 0,9 0,0117966 0,0113208 0,0179836 0,0176164
0,95 0,0161685 0,0162338 0,0222398 0,0219168
0,99 0,0249599 0,0243148 0,0322841 0,0317073
0,999 0,0424847 0,0427788 0,0444162 0,0427788
Tabul’ka 2.2: VaRα a CVaRα pre jednotlivé hodnoty α - odhad z minulosti
(priamo z dát (D), z jadrového odhadu (K))
Metóda Monte Carlo
Ďaľśım neparametrickým prostriedkom odhadu rozdelenia strát je metóda Mon-
te Carlo. V nej, narozdiel od historickej simulácie, môžeme uvažovat’ okrem
nepodmienenej aj podmienenú distribučnú funkciu, a teda v závislosti na čase
dynamické zmeny rozdelenia rizikového faktora. Ďalej sa budeme pre možnost’
porovnania s metódou odhadu z histórie dát zaoberat’ nepodmieným variantom.
Verzia so v závislosti na čase statickým rozdeleńım môže použ́ıvat’ predpokla-
dy predchádzajúceho postupu, a teda uvažovat’, že vývoj rizikového faktora sa
v budúcnosti nebude odlǐsovat’ od vývoja v minulosti alebo ho môže určit’ pomo-
cou odborných odhadov vychádzajúcich z predikcíı situácie na finančnom trhu.
Z predpokladaného vývoja sa potom urč́ı vybrané množstvo simulácíı správania
sa cien v nasledujúcom časovom obdob́ı a z nich sa odhadne rozdelenie strát,
z ktorého sa urč́ı VaR. Pre porovnanie výsledkov źıskaných historickým odhadom
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a metódou Monte Carlo uvádzame pŕıklad výpočtu VaR aj druhým postupom.
Pŕıklad 2.2: Použijeme rovnaké dáta ako v predchádzajúcom pŕıklade a po-
mocou nich simulujeme 100 000 scenárov (funkcia RandomVariate), na základe
ktorých vytvoŕıme nové odhady distribučných funkcíı rozdelenia strát. Predpo-
kladáme, že 100 000 je dostatočne vel’ké č́ıslo na zabezpečenie presnosti metódy.
Na obrázku 2.3 sú uvedené grafy hustôt odhadnutých zo simulácíı podl’a mi-
nulého priebehu. Vid́ıme, že sa od hustôt určených z historických dát vel’mi neĺı̌sia,
čomu zodpovedajú aj vypoč́ıtané hodnoty v riziku na daných konfidenčných
úrovniach VaRα a pŕıslušné CVaRα uvedené v tabul’ke 2.4. Z porovnania špi-
catost́ı z tabuliek 2.1 a 2.3 je zrejmé, že aj tie sú si hodnotami vel’mi bĺızke.
Rovnako ako v pŕıklade 2.1, aj tu sme na výpočet pre porovnanie použili jad-







Tabul’ka 2.3: Špicatost’ nasimulovaných dát (γD2 ) a jadrového odhadu ich hustôt
(γK2 ) - metóda Monte Carlo











Obr. 2.3: Hustota rozdelenia strát - Monte Carlo
Podl’a dosiahnutých výsledkov a na základe ich porovnania môžeme prehlásit’,
že neparametrické metódy udávajú takmer rovnaké hodnoty, a preto je vol’ba me-









BMW 0,9 0,0257571 0,0256254 0,0401001 0,039975
0,95 0,0352192 0,0350926 0,0500885 0,04994
0,99 0,0597078 0,0596156 0,0767957 0,0766971
0,999 0,11987 0,119921 0,125149 0,124954
Johnson 0,9 0,0105166 0,0104732 0,016284 0,0162444
& 0,95 0,0147102 0,0146978 0,0201257 0,0200794
Johnson 0,99 0,0252656 0,025317 0,0283368 0,028285
0,999 0,0319726 0,0319573 0,0333997 0,0332704
AT&T 0,9 0,0118559 0,0118098 0,0179973 0,0179308
0,95 0,0161538 0,0160846 0,0222241 0,0221651
0,99 0,0249986 0,0249298 0,0321301 0,0320452
0,999 0,0425021 0,0423624 0,0446506 0,0445167
Tabul’ka 2.4: VaRα a CVaRα pre jednotlivé hodnoty α - Monte Carlo
(priamo z nasimulovaných dát (D), z jadrového odhadu (K))
2.2 Parametrické odhady
Druhou skupinou postupov, ktoré sa uplatňujú pri odhadoch distribučnej fun-
kcie, sú parametrické metódy. Využ́ıvame ich v pŕıpade, že poznáme rozdelenie
náhodnej veličiny, ale jej parametre sú nám neznáme. Úlohou je teda vhodne ich
aproximovat’ a na takto určené rozdelenia použit’ jednotlivé rizikové miery.
Ďalej budeme na naše dáta aplikovat’ vybrané rozdelenia, odhadneme pŕıslušné
parametre a urč́ıme hodnoty daných mier rizika. Opät’ sa budeme zaoberat’ ne-
podmienenými rozdeleniami.
Normálne rozdelenie
Ako prvé použijeme normálne rozdelenie aj napriek tomu, že zanedbáva špicatost’
dát - špicatost’ normálneho rozdelenia je konštantná, γ2 = 3, a nezáviśı na para-
metroch.
Parametre odhadujeme pomocou funkcie EstimatedDistribution. V tabul’ke
2.5 sú uvedené ich konkrétne hodnoty pre uvažované podniky a na obrázku 2.4






Tabul’ka 2.5: Odhady parametrov normálneho rozdelenia
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Obr. 2.4: Hustota rozdelenia strát - normálne rozdelenie
V tabul’ke 2.6 sú zahrnuté pomocou aproximácie normálnym rozdeleńım vy-
poč́ıtané hodnoty VaR a CVaR.
Ako je z grafov 2.2 a 2.4 zrejmé, špicatost’ normálneho rozdelenia v pŕıpade
spoločnost́ı Johnson&Johnson a AT&T je výrazne nižšia ako špicatost’ samotných
dát, a teda normálne rozdelenie nie je vhodným rozdeleńım na odhad rozdelenia
strát pozorovaných na akciách spomenutých podnikov.
α VaRα CVaRα




Johnson 0,9 0,0112125 0,0154962
& 0,95 0,0144997 0,0182806
Johnson 0,99 0,020666 0,0237322
0,999 0,0275778 0,0300829




Tabul’ka 2.6: VaRα a CVaRα pre jednotlivé hodnoty α - normálne rozdelenie
Laplaceovo rozdelenie
Pre lepš́ı odhad rozdelenia náhodnej veličiny zobrazujúcej stratu L vychádzame
z tabul’ky 2.1, kde vid́ıme, že špicatosti historických dát sú vyššie ako jej hodnota
v pŕıpade normálneho rozdelenia. Použijeme teda Laplaceovo rozdelenie, ktorého
špicatost’ je taktiež konštanta a jej hodnota je 6.
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Opät’ poč́ıtame pomocou funkcie EstimatedDistribution, stredné hodnoty a para-





Tabul’ka 2.7: Odhady parametrov Laplaceovho rozdelenia
Na obrázku 2.5 sú v grafe vykreslené hustoty Laplaceovho rozdelenia pre jed-
notlivé podniky s vyššie uvedenými parametrami. Pri porovnańı s grafom 2.2
vid́ıme, že tentokrát je hustota rozdelenia relat́ıvnych strát na akciách John-
son&Johnson a AT&T aproximovaná podstatne presneǰsie ako v pŕıpade prvého
rozdelenia.









Obr. 2.5: Hustota rozdelenia strát - Laplaceovo rozdelenie
V tabul’ke 2.8 je uvedená hodnota VaR spolu s jej podmieneným variantom
CVaR pre odhad Laplaceovým rozdeleńım. Pri porovnańı s č́ıslami z tabul’ky 2.6
môžeme povedat’, že s vyššou špicatost’ou rastú aj podmienené hodnoty v riziku
CVaR a viac sa bĺıžia k hodnotám z tabul’ky 2.2.
Studentovo t rozdelenie
Aj napriek tomu, že hodnoty mier rizika použitých na distribučné funkcie Lap-
laceovho rozdelenia, sa bĺıžili k hodnotám odhadnutým z historických dát, naše
dáta majú rôzne špicatosti, a preto použijeme Studentovo t rozdelenie, ktorého
špicatost’ nie je konšantou a jej vel’kost’ záviśı na počte stupňov vol’nosti ν.
Špicatost’ klesajúca s rastúcim počtom stupňov vol’nosti ν nadobúda konečné
hodnoty ak plat́ı, že ν > 4. Výhodou funkcie EstimatedDistribution zo softvéru
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α VaRα CVaRα




Johnson 0,9 0,0102457 0,0167179
& 0,95 0,0147319 0,0212041
Johnson 0,99 0,0251484 0,0316206
0,999 0,0400511 0,0465233




Tabul’ka 2.8: VaRα a CVaRα pre jednotlivé hodnoty α - Laplaceovo rozdelenie
Mathematica je, že uvažuje ν reálne a nemuśı byt’ nutne celé. Aplikujeme ju teda
na záporné výnosy akcíı vybraných spoločnost́ı a vypoč́ıtame parametre Studen-
tovho t rozdelenia, parameter polohy µ, parameter meŕıtka σ a počet stupňov
vol’nosti ν. Hustota Studentovho t rozdelenia s uvedenými parametrami má na-
sledovný predpis:















Ich konkrétne odhadnuté hodnoty sú uvedené v tabul’ke 2.9, kde vid́ıme, že v dá-
tach spoločnosti Johnson&Johnson je ν ≤ 4, z čoho vyplýva, že špicatost’ v tomto
pŕıpade nenadobúda konečnej hodnoty.
µ σ ν
BMW -0,0012391 0,0179638 5,69158
Johnson&Johnson -0,000301351 0,00643727 3,69125
AT&T -0,000967957 0,00840536 6,24521
Tabul’ka 2.9: Odhady parametrov Studentovho t rozdelenia
Pre porovnanie špicatost́ı Studentovho t rozdelenia s ostatnými odhadmi uve-





Tabul’ka 2.10: Špicatost’ dát - Studentove t rozdelenie
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Obr. 2.6: Hustota rozdelenia strát - Studentovo t rozdelenie
Ďalej v tabul’ke 2.11 uvádzame vypoč́ıtané hodnoty VaR a CVaR Studentovho
t rozdelenia s danými parametrami.
Výpočty sú vel’mi bĺızke tým z tabul’ky 2.2, no CVaR je najmä na hladi-
ne α = 0, 999 podstatne vyššia, čo môže byt’ dôsledkom vyšš́ıch špicatost́ı, a tým
spôsobených t’ažš́ıch chvostov. V porovnańı s odhadmi normálnym a Laplaceovým
rozdeleńım, by sme mohli potvrdit’, že s vyššou špicatost’ou rastie aj podmienená
hodnota v riziku.
α VaRα CVaRα




Johnson 0,9 0,00973016 0,0163831
& 0,95 0,0137585 0,0212749
Johnson 0,99 0,0249726 0,0357544
0,999 0,0500121 0,0694307




Tabul’ka 2.11: VaRα a CVaRα pre jednotlivé hodnoty α - Studentovo t rozdelenie
Asymetrické Laplaceovo rozdelenie
Predchádzajúce metódy predpokladali symetrické rozdelenie dát, no v praxi to
tak väčšinou nie je. Nami použité dáta tiež obsahujú malé asymetrie, a pre-
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to si d’alej predstav́ıme metódu odhadu asymetrickým Laplaceovým rozdeleńım.
Od symetrického rozdelenia sa ĺı̌si aj tým, že jeho špicatost’ nie je konštantná, no
nikdy nie je nižšia ako 6.
V Mathematice sa distribučná funkcia pre uvedené rozdelenie nenachádza,
a preto na jej defińıciu použijeme funkciu ProbabilityDistribution, kde definujeme
explicitné vyjadrenie hustoty, vid’ prezentáciu [4], s parametrami θ, κ, τ , ktoré
v tomto porad́ı označujú parameter polohy, tvaru a parameter meŕıtka. Metóda
maximálnej vierohodnosti, ktorá je východiskovou metódou odhadu parametrov
rozdelenia vo funkcii EstimatedDistribution v tomto pŕıpade na výpočet nestač́ı,
a preto k tomuto účelu použijeme metódu centrálnych momentov. Hodnoty jed-
notlivých odhadov sú uvedené v tabul’ke 2.12.
Aj v tomto pŕıpade sme grafy hustôt vykreslili do spoločného obrázka 2.7.
Vid́ıme, že sú vel’mi podobné tým z predchádzajúceho Laplaceovho rozdelenia,
v ktorom je parameter κ rovný 1, a teda v našom pŕıpade je z hodnôt z tabul’ky
2.12 zrejmé, že použ́ıvané dáta sú takmer symetrické.
θ κ τ
BMW -0,00282442 0,947001 0,0221251
Johnson&Johnson -0,000301351 1,08022 0,00899468
AT&T -0,000967957 0,947001 0,0221251
Tabul’ka 2.12: Odhady parametrov asymetrického Laplaceovho rozdelenia
Takisto špicatosti, vid’ tabul’ka 2.13, sú mierne zvýšené, čo v tomto pŕıpade
spôsobilo väčšiu maximálnu očakávanú stratu na hladinách spol’ahlivosti α = 0, 99
a 0,999.









Obr. 2.7: Hustota rozdelenia strát - asymetrické Laplaceovo rozdelenie
Z uvedených rozdeleńı si môžeme pre odhad VaR a jej modifikácíı vybrat’






Tabul’ka 2.13: Špicatost’ dát - asymetrické Laplaceovo rozdelenie
α VaRα CVaRα




Johnson 0,9 0,00960366 0,0154915
& 0,95 0,0136848 0,0195727
Johnson 0,99 0,023161 0,0290488
0,999 0,0367183 0,0426061




Tabul’ka 2.14: VaRα a CVaRα pre jednotlivé hodnoty α - asymetrické Laplaceovo
rozdelenie
kelihood urč́ıme hodnoty logaritmickej vierohodnostnej funkcie l pre aproximácie
dát každým z rozdeleńı a urč́ıme tak najvhodneǰsiu z nich.
V tabul’ke 2.15 sú uvedené vypoč́ıtané hodnoty pre jednotlivé spoločnosti
a pŕıslušné predpokladané rozdelenia strát L. Z hodnôt je vidiet’, že dáta každej
zo spoločnost́ı majú iné vlastnosti, a teda v každom z pŕıpadov sú na odhad vy-
hovujúce iné rozdelenia.
Normálne Laplaceovo Studentovo Asymetrické
rozdelenie rozdelenie t rozdelenie Laplaceovo
rozdelenie
BMW 1514.72 1525.6 1533.02 1524.54
Johnson&Johnson 2057.19 2095.67 2091.47 2094.84
AT&T 1985.96 1993.79 1999.54 1992.62
Tabul’ka 2.15: Hodnoty logaritmickej vierohodnostnej funkcie l pre odhady po-
mocou parametrických metód
Najlepšou alternat́ıvou sa podl’a výsledkov uvedených v tabul’ke 2.15 jav́ı
Studentovo t rozdelenie, pri ktorom sú hodnoty logaritmickej vierohodnostnej
funkcie l pomerne vysoké v každom z pŕıpadov. Ostatné rozdelenia sú vyho-
vujúce iba pri niektorých použitých údajoch. Asymetrické Laplaceovo rozdele-
nie patŕı, aj napriek pokrytiu nesymetrických vlastnost́ı dát, medzi vhodneǰsie
rozdelenia použ́ıvané na aproximáciu rozdelenia strát len v pŕıpade spoločnosti
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Johnson&Johnson, no jeho symetrická varianta je akceptovatel’ná vo všetkých
pŕıpadoch. Normálne rozdelenie vykazuje pri každom z rizikových faktorov ńızke
hodnoty funkcie l, a teda by jeho použitie malo byt’ už́ıvatel’om vopred zvážené.
Variančno-kovariančná metóda
Doteraz sme sa zaoberali situáciou, kedy cena akt́ıv záviśı na jednom rizikovom
faktore. Na finančných trhoch je však bežné, že cena finančných inštrumentov
je ovplyvňovaná viacerými trhovými parametrami, a teda okrem odhadu distri-
bučnej funkcie vhodne popisujúcej rozdelenie straty je dôležité približne určit’ aj
mieru závislosti jednotlivých rizikových faktorov.
Často použ́ıvaným postupom určenia združenej distribučnej funkcie a násled-
ného odhadu VaR je Variančno-kovariančná metóda. Takisto ako predchá-
dzajúce metódy, aj tento pŕıstup sa môže použ́ıvat’ v pŕıpade nepodmieneného
aj podmieneného rozdelenia strát. Ďalej v práci uvažujeme nepodmienené distri-
bučné funkcie.
Podstatou metódy je empirický odhad vektora stredných hodnôt µ a kova-
riančnej matice Σ a ich následného dosadenia do vybraného rozdelenia strát.
Najčasteǰsie sa predpokladá, že vzájomnú závislost’ jednotlivých rizikových fak-
torov a ich združenú distribučnú funkciu možno odhadnút’ viacrozmerným nor-
málnym rozdeleńım. Z vypoč́ıtaného rozdelenia sa následne urč́ı hodnota v riziku
VaR.
Pŕıklad 2.3: Pre znázornenie vplyvu viacerých rizikových faktorov na výnos in-
vestora z nákupu finančných nástrojov ukážeme výpočet hodnoty v riziku a jej
modifikácie (CVaR) pre portfólio akcíı. Uvažujeme cenné papiere spoločnost́ı
z predchádzajúcich pŕıkladov, z ktorých pomocou Markovitzovho pŕıstupu vy-
tvoŕıme optimálne portfólio. Najprv však muśıme kvôli odlǐsným biznisovým
dňom v Európe a Spojených štátoch upravit’ d́lžku dát, aby sme mali pre každý
deň údaje o akciách všetkých troch z podnikov. Potom pri stanovenom očaká-
vanom výnose r = 0,0008 minimalizujeme riziko, ktorému sa zakúpeńım akt́ıv
investor vystavuje. Pomer, v akom vyberieme zložky portfólia pri minimalizovańı
možného rizika na hodnotu σ = 0.00921071 je nasledovný:
xBMW = 0,0141382, xJ&J = 0,237534 a xAT&T = 0,748327. (2.1)
Pomocu funkcie EstimatedDistribution z vybraných dát odhadneme para-
metre viacrozmerného normálneho rozdelenia, ktorými sú v Mathematice vektor





 0,000494864 0,0000961463 0,00009718360,0000961463 0,0000824358 0,0000544259
0,0000971836 0,0000544259 0,000103392
 .
V odhade vzájomnej závislosti jednotlivých rizikových faktorov vo variančno-
kovariančnej metóde zohráva dôležitú úlohu korelačný koeficient ρ. V pŕıpade
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nami vybraných dát o d́lžke 620 údajov zodpovedajúcej 2,5-ročnému časovému
úseku sú medzi stratami spôsobenými poklesom cien akcíı hodnoty korelácie vy-
jadrené uvedenou korelačnou maticou:
P =
 1 0,476027 0,4296410,476027 1 0,589527
0,429641 0,589527 1
 .
Pomocou štatistických funkcíı systému Mathematica urč́ıme, či sú pre našu
d́lžku náhodných výberov dané hodnoty korelačných koeficientov významné, a te-
da implikujú závislost’ vektorov. Použijeme test nezávislosti vychádzajúci z ko-






kde t má Studentovo t rozdelenie o n − 2 stupňoch vol’nosti. Ďalej vypoč́ıtame
p-hodnotu zodpovedajúcu danému počtu pozorovańı a hodnotám korelačných ko-
eficientov pomocou funkcie StudentTPValue:
p1 = 2,202 · 10−36, p2 = 3,05581 · 10−29 a p3 = 2,69908 · 10−59,
kde p1 označuje p-hodnotu zodpovedajúcu údajom z BMW a Johnson&Johnson,
p2 minimálnu požadovanú hodnotu korelácie medzi BMW a AT&T a p3 je p-
hodnotou pre tretiu kombináciu spoločnost́ı, Johnson&Johnson a AT&T. Z vý-
sledných p-hodnôt a pŕıslušných korelačných koeficientov je zrejmé, že závislost’
medzi stratami z akcíı uvedených spoločnost́ı je pomerne vysoká.
Pre výpočet VaR nasimulujeme z vybraného trojrozmerného normálneho roz-
delenia 100 000 troj́ıc scenárov, ako sa môžu vyv́ıjat’ náhodné veličiny zobrazujúce
straty. Každú z troj́ıc vynásob́ıme váhami x1, x2 a x3, č́ım sa dostaneme ku ko-
nečným možným stratám investora investujúceho svoje financie v danom pome-
re do vybraných akcíı. Následne pomocou funkcie Quantile vypoč́ıtame hodnoty
VaRα na uvažovaných hladinách spol’ahlivosti α a k nim prislúchajúce podmienené
hodnoty v riziku, ktoré uvádzame v tabul’ke 2.16. Pre ilustráciu na obrázku 2.8
uvádzame trojrozmerné zobrazenie vývoja vzájomne závislých rizikových fakto-







Tabul’ka 2.16: VaRα a CVaRα pre jednotlivé hodnoty α - variančno-kovariančná
metóda
Metóda variancie a kovariancie je postavená na silnom predpoklade, že závis-






















Obr. 2.8: Simulácia strát pomocou variančno-kovariančnej metódy
a rizika z nich plynúceho možno odhadnút’ korelačnou maticou a ich združené
rozdelenie určit’ viacrozmerným normálnym rozdeleńım. Pri pohl’ade na hodnoty
uvedené v tabul’ke 2.15 vid́ıme, že normálne rozdelenie nepatŕı medzi rozdelenia
vhodne aproximujúce distribučnú funkciu náhodnej veličiny L zobrazujúcej stratu
z invest́ıcíı na finančnom trhu. K tomuto účelu lepšie slúži napŕıklad Studentovo
t rozdelenie.
Z uvedeného pŕıkladu je zrejmé, že podmienka použitia variančno-kovariančnej
metódy sa v mnohých pŕıpadoch s bežnou situáciou v praxi nezhoduje. Riešeńım
tohto problému sa budeme zaoberat’ v nasledujúcej kapitole.
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Kapitola 3
Kopuly a miery rizika
V súčasnosti sa výpočet mier trhového rizika závislých na viacerých rizikových
faktoroch hlavne v akademických obciach odvracia od použitia variančno-kovarian-
čnej metódy. Medzi dôvody, ktoré tento vývoj rizikových mier sprevádzali patria
jej vlastnosti uvedené vyššie, no ide hlavne o nekonzistentnost’ výpočtov s reál-
nou situáciou na trhu. Trhové rizikové faktory majú zväčša t’ažké chvosty, rôznu
šikmost’ a ich vzájomná závislost’ nie je symetrická, čo je prepokladom variančno-
kovariančnej metódy.
Ako sme vyššie ukázali, normálne rozdelenie zvyčajne nepatŕı medzi rozde-
lenia, ktoré je vhodné použit’ pri odhade rozdelenia rizikových faktorov. Lepšiu
aproximáciu poskytuje Studentovo t rozdelenie, no aj to má vo viacrozmernom
pŕıpade svoje nevýhody. Jednou z nich je skutočnost’, že použité marginálne
náhodné veličiny môžu mat’ rôzny počet stupňov vol’nosti, a tým vzniká d’aľśı
problém v určovańı ich vzájomnej závislosti.
Metódy, ktoré sa v dnešnej dobe použ́ıvajú na poṕısanie správania marginál-
nych rizikových faktorov a bližšie určujú štruktúru ich závislosti, sa nazývajú
kopula funkcie. Nezaoberajú sa len závislost’ou danou korelačným koeficientom ρ,
ako je to v pŕıpade variančno-kovariančnej metódy, ale vyjadrujú ju v kvantilo-
vom meŕıtku, ktoré je prirodzenou súčast’ou odhadu riźık ovplyvňujúcich dianie
na finančných trhoch.
Kopuly umožňujú rôzne kombinácie marginálnych distribučných funkcíı a pŕı-
stupov k vyjadreniu závislosti medzi nimi, vd’aka čomu sa môžu lepšie aplikovat’
na konkrétne uvažované rizikové faktory. V tretej kapitole zadefinujeme kopu-
la funkcie a následne ich aplikujeme na vybrané dáta za účelom porovnania
s metódou variancie-kovariancie a medzi sebou navzájom.
3.1 Miery závislosti
V teórii kopúl a ich aplikácíı na vybrané dáta je dôležité určit’, akú mieru závislosti
na odhad potrebujeme a či má daná kopula vlastnosti vhodne odrážajúce sprá-
vanie sa rizikových faktorov na trhu. Doteraz sme pri merańı závislosti uvažovali
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korelačný koeficient ρ, ktorý vyjadruje mieru lineárnej závislosti medzi jednot-
livými náhodnými vektormi, no kopuly ponúkajú širšie možnosti ako ju určit’.
Sú nimi ukazovatele súhlasnosti, Kendallovo τ a Spearmanovo ρ, a chvostové
závislosti.
Pre lepšie pochopenie, čo konkrétne miery závislosti znamenajú, zavedieme
pojmy súhlasnosti a nesúhlasnosti rovnako ako sú poṕısané v publikácii [6].
Defińıcia 3.1: Nech (xi, yi) a (xj, yj) sú dve pozorovania z vektora (X,Y) spo-
jitých náhodných velič́ın. Hovoŕıme, že (xi, yi) a (xj, yj) sú súhlasné, ak (xi −
xj)(yi − yj) > 0 a nesúhlasné, ak (xi − xj)(yi − yj) < 0.
Nech je teda c počet súhlasných párov a d počet nesúhlasných párov vo vektore





čo je rozdiel medzi pravdepodobnost’ou súhlasnosti a nesúhlasnosti pre náhodne
vybraný pár z vektora nezávislých rovnako rozdelených náhodných velič́ın (X, Y ).
Nech sú teda (X1, Y1) a (X2, Y2) nezávislé rovnako rozdelené náhodné vektory
so združenou distribučnou funkciou H. Potom ṕı̌seme:
τX,Y = P [(X1 −X2)(Y1 − Y2) > 0]− P [(X1 −X2)(Y1 − Y2) < 0].
Spearmanovo ρ definujeme podobne
ρX,Y = 3(P [(X1 −X2)(Y1 − Y3) > 0]− P [(X1 −X2)(Y1 − Y3) < 0]),
kde (X1, Y1), (X2, Y2) a (X3, Y3) sú nezávislé náhodné vektory so združenou distri-
bučnou funkciou H. V Spearmanovom ρ uvažujeme vektor (X1, Y1) s definovanou
združenou distribučnou funkciou H a vektor (X2, Y3) s nezávislými zložkami.
Ďaľsie vlastnosti daných koeficientov závislosti možno nájst’ v knihe [6].
Vo vzájomne závislých reálnych dátach z finančných trhov taktiež často pozo-
rujeme tzv. chvostové závislosti, kedy sú jednotlivé rizikové faktory viac navzájom
ovplyvňované v nepriaznivých, alebo naopak v priaznivých trhových podmien-
kach. Tieto vlastnosti rizikových faktorov môžeme vyjadrit’ pomocou koeficien-
tov hornej a dolnej chvostovej závislosti, ktoré sú súčast’ou charakterisktiky nie-
ktorých vybraných kopúl.
Defińıcia 3.2: Nech (X,Y) je vektor spojitých náhodných velič́ın s marginálnymi
distribučnými funkciami F a G. Potom koeficient hornej chvostovej závislosti
λU ∈ [0, 1] a koeficient dolnej chvostovej závislosti λL ∈ [0, 1] definujeme ako
λU = lim
u→1−
P (Y > G−1(u)|X > F−1(u)),
λL = lim
u→0+
P (Y ≤ G−1(u)|X ≤ F−1(u))
za predpokladu, že limity existujú. Ak λU ∈ (0, 1], resp. λL ∈ (0, 1], hovoŕıme,
že X a Y sú asymptoticky závislé na hornom, resp. dolnom chvoste. Ak λU = 0,
resp. λL = 0, hovoŕıme, že X a Y sú asymptoticky nezávislé na hornom, resp.
dolnom chvoste.
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3.2 Defińıcia kopúl a ich vlastnosti
So zadefinovanými mierami závislosti, ktoré patria medzi charakteristiky kopúl
vyzdvihujúce ich význam, uvedieme v nasledujúcom texte defińıciu kopúl a ich
základné vlastnosti.
Defińıcia 3.3: (kopula) n-dimenzionálna kopula je distribučná funkcia na [0, 1]n
s marginálnymi distribučnými funkciami majúcimi rovnomerné rozdelenie na in-
tervale [0, 1]. Označujeme ju C(u) = C(u1, ..., un). Kopula je teda zobrazeńım
z n-dimenzionálnej kocky do jednotkového intervalu [0, 1], C : [0, 1]n → [0, 1]
s nasledujúcimi vlastnost’ami:
(i) C(u1, ..., un) je rastúca v každej zložke ui;
(ii) C(1, ..., 1, ui, 1, ..., 1) = ui pre ∀i ∈ {1, ..., n}, ui ∈ [0, 1];






(−1)i1+...+inC(u1i1 , ..., unin) ≥ 0, (3.1)
kde uj1 = aj a uj2 = bj pre ∀j ∈ {1, ..., n}.
Tri uvedené vlastnosti sú základnou charakteristikou kopula funkcíı. Navyše,
ak 2 ≤ k < d, potom k-dimenzionálne marginálne funkcie n-dimenzionálnej ko-
puly sú tiež kopulami.
Pojem kopula, čo v preklade z latinčiny znamená puto alebo zväzok, poprvý-
krát výstižne použil Abe Sklar vo svojom tvrdeńı, ktoré sa stalo základom teórie
kopúl a ich mnohých aplikácíı v štatistike. Pred jeho vysloveńım zavedieme zna-
čenie definičného oboru - Dom(F ) a oboru hodnôt funkcie F - Ran(F ).
Tvrdenie 3.1: (Sklarova veta) Nech H je združená distribučná funkcia s margi-
nálnymi distribučnými funkciami F1, ..., Fn. Potom existuje kopula C taká, že pre
∀x1, ..., xn ∈ [−∞,+∞] plat́ı
H(x1, ..., xn) = C(F1(x1), ..., Fn(xn)). (3.2)
Ak sú F1, ..., Fn spojité, potom je C určená jednoznačne. Inak je C jednoznačne
určená na n-rozmernom intervale Ran(F1)× Ran(F2)× ...× Ran(Fn).
Naopak, ak C je kopula a F1, ..., Fn sú jednorozmerné distribučné funkcie, potom
H definovaná vzt’ahom (3.2) je združená distribučná funkcia s marginálnymi dis-
tribučnými funkciami F1, ..., Fn.
Tvrdenie aj s dôkazom možno nájst’ v publikácii [5].
Marginálne distribučné funkcie F1, ..., Fn združenej funkcie H z vety 3.1 sú
tiež distribučné funkcie definované Fi(xi) = H(+∞, ...,+∞, xi,+∞, ...,+∞) pre
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∀i ∈ {1, ..., n}.
Zo Sklarovej vety môžeme za istých predpokladov, vid’ diplomová práca [7],
odvodit’ nasledujúce:
C(u1, ...un) = H(F
−1
1 (u1), ..., F
−1
n (un)),
čo ukazuje, že kopuly zobrazujú závislost’ v kvantilovom meŕıtku, pretože ide
o združenú pravdepodobnost’, kedy je L1 menšie ako u1-kvantil distribučnej fun-
kcie F1 a analogicky pre všetky Li, kde 2 ≤ i ≤ n.
V pŕıpade kopúl nie je pravidlom, že existuje ich združená hustota. Na to,
aby tomu tak bolo, muśı existovat’ n-tá derivácia kopuly C. Potom pre hustotu c
ṕı̌seme




Pre združenú distribučnú funkciu H s marginálnymi distribučnými funkciami
F1, ..., Fn za platnosti vyššie uvedeného a diferencovatel’nosti F1, ..., Fn plat́ı




Vel’kou výhodou kopula funkcíı je ich správanie sa pri rýdzo monotónnych
transformáciách náhodných velič́ın. V pŕıpade rýdzo rastúcich transformácíı sa
ich predpis nemeńı a pri rýdzo klesajúcich transformáciách je ich zmena predpo-
vedatel’ná, o čom vypovedajú aj nasledujúce tvrdenia.
Tvrdenie 3.2: Nech (L1, ..., Ln) je náhodný vektor so spojitými marginálnymi
náhodnými veličinami a kopulou CL1,...,Ln a nech T1, ..., Tn sú rýdzo rastúce fun-
kcie. Potom náhodný vektor (T1(L1), ..., Tn(Ln)) má tiež kopulu CL1,...,Ln.
Dôkaz vyššie uvedeného tvrdenia možno nájst’ v knihe [5]. Ďalej uvedieme
tvrdenie z publikácie [6] pre dvojrozmerné kopula funkcie.
Tvrdenie 3.3: Nech L1 a L2 sú spojité náhodné veličiny s kopulou CL1,L2. Nech
α a β sú rýdzo monotónne na Ran(L1) a Ran(L2).
(i) Ak je α rýdzo rastúca a β rýdzo klesajúca, potom
Cα(L1),β(L2)(u, v) = u− CL1,L2(u, 1− v).
(ii) Ak je α rýdzo klesajúca a β rýdzo rastúca, potom
Cα(L1),β(L2)(u, v) = v − CL1,L2(1− u, v).
(iii) Ak sú α a β obe rýdzo klesajúce, potom
Cα(L1),β(L2)(u, v) = u+ v − 1 + CL1,L2(1− u, 1− v).
29
3.3 Triedy kopúl
Pre prácu s kopula funkciami a ich lepšiu aplikáciu na vybrané dáta ich rozdeĺıme
do dvoch základných tried a oṕı̌seme ich vlastnosti. Najprv si však predstav́ıme
funkciu definovanú pre nezávislé náhodné veličiny - súčinovú kopulu. Jej defińıcii
bude predchádzat’ defińıcia nezávislých náhodných velič́ın.
Defińıcia 3.4: Náhodné veličiny L1, ..., L2 sú nezávislé práve vtedy, ked’ súčin
ich distribučných funkcíı F1, ..., F2 je rovný ich združenej distribučnej funkcii H,
H(x1, ..., x2) = F1(x1) · ... · Fn(xn),
pre všetky x1, ..., x2 ∈ R.
Z vlastnosti nezávislých náhodných velič́ın dostávame predpis jednej zo zá-
kladných kopúl, súčinovej kopuly C = Π,




Z použitia Sklarovej vety a defińıcie súčinovej kopuly vyplýva nasledujúca veta.
Tvrdenie 3.4: Nech L1, ..., Ln sú náhodné veličiny so spojitými distribučnými
funkciami F1, ..., Fn a združenou distribučnou funkciou H. Potom L1, ..., L2 sú
nezávislé práve vtedy, ked’ CL1...Ln = Π.
Jednou z dôležitých charakterist́ık kopúl je aj skutočnost’, že každú z nich
možno ohraničit’ tzv. Fréchet-Höffdingovou dolnou a hornou hranicou určujúcou
štruktúru závislosti jednotlivých marginálnych náhodných velič́ın, ktorých zdru-
žené rozdelenie je určené kopulou. Dôkaz nasledujúceho tvrdenia je uvedený v li-
teratúre [5].
Tvrdenie 3.5: (Fréchet-Höffdingove hranice) Nech sú funkcie M a W defi-
nované nasledovne:
• M(u1, ..., un) = min{u1, ..., un}




ui + 1− n, 0
}
Potom pre každú kopulu C(u1, ..., un) plat́ı nerovnost’
W (u1, ..., un)) ≤ C(u1, ..., un) ≤M(u1, ..., un).
Kopulu M(u1, ..., un) nazývame Fréchet-Höffdingova horná hranica a funkciu
W (u1, ..., un) Fréchet-Höffdingova dolná hranica. M je kopula funkcia tvorená
úplne pozit́ıvne závislými náhodnými veličinami. Teda náhodné veličiny L1, ..., Ln
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sú skoro isto navzájom svojimi rýdzo rastúcimi funkciami práve vtedy, ked’ ich
kopula je tvorená funkciou M . Funkcia W je kopulou iba pre dimenzie menšie ako
3, čo je aj s konkrétnym pŕıkladom dokázané v knihe [5]. W je funkciou úplne
negat́ıvne závislých náhodných velič́ın, čo znamená, že veličiny sú si s takmer
jednotkovou pravdepodobnost’ou navzájom rýdzo klesajúce funkcie.
Pŕıpad, kedy sú náhodné veličiny nezávislé, sme poṕısali vyššie defińıciou
súčinovej kopuly.
So zadefinovanými základnými kopulami sa môžeme bližšie venovat’ ich roz-
deleniu na eliptické a archimedovské triedy. Po výklade bude nasledovat’ im-
plementácia vybraných kopúl do výpočtu rizikovej miery VaR a jej modifikácie
CVaR.
3.3.1 Eliptická trieda
Do eliptickej triedy rad́ıme kopuly tvorené eliptickými rozdeleniami náhodných
velič́ın, medzi ktoré patria viacrozmerné normálne a viacrozmerné Studentovo
t rozdelenie. V tomto pŕıpade môžeme naṕısat’ vzt’ah medzi Kendallovým τ a ko-






, ako je uvedené v článku [2]. Nižšie
uvádzame defińıciu eliptického rozdelenia.
Defińıcia 3.5: Nech X je n-rozmerný náhodný vektor. Ak pre µ ∈ Rn a pre po-
zit́ıvne semidefinitnú symetrickú maticu Σ o rozmeroch n×n je charakteristická
funkcia ϕX−µ(t) funkciou kvadratickej formy t
TΣt, tzn.: ϕX−µ(t) = Φ(t
TΣt), po-
tom hovoŕıme, že X má eliptické rozdelenie s parametrami µ,Σ,Φ.
Defińıcia 3.6: Náhodný vektor X (alebo jeho distribučná funkcia) je radiálne
symetrický okolo a, ak plat́ı, že združené distribučné funkcie náhodných vektorov
X− a a a−X sa rovnajú.
Ako je uvedené v literatúre [5], eliptický náhodný vektor X s viacrozmerným
eliptickým rozdeleńım s parametrami µ,Σ,Φ sṕlňa vyššie zadefinovanú vlastnost’,
a teda určuje jednu zo základných charakterist́ık eliptických kopúl, ktorou je sy-
metria.
Medzi základné kopuly z uvažovanej triedy, ktorými sa v nasledujúcom texte
zaoberáme, patria Gaussova a Studentova kopula, ktoré boli odvodené od vyššie
spomenutých viacrozmerných rozdeleńı.
Gaussova kopula
Ako bolo spomenuté vyššie, Gaussova kopula je obdobou viacrozmerného normál-
neho rozdelenia. Podobnost’ medzi týmito dvoma viacrozmernými rozdeleniami
je v aplikácii Gaussovej kopuly na marginálne distribučné funkcie s normálnym
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rozdeleńım N(µ, σ2), kedy dostávame viacrozmerné normálne rozdelenie.
Vyjadrenie n-rozmernej Gaussovej kopuly pomocou Sklarovej vety je teda
nasledovné:
CGaussP (u1, ..., un) = ΦP (Φ
−1(u1), ...,Φ
−1(un)),
kde Φ je distribučná funkcia jednorozmerného normálneho rozdelenia a P je ko-
relačná matica marginánych náhodných velič́ın.
Pomocou integrálov a predpisu viacrozmerného normálneho rozdelenia so zá-
vislost’ou marginálnych rozdeleńı definovanou korelačnou maticou P vyjadŕıme
distribučnú funkciu pre viacrozmernú Gaussovu kopulu ako:















V pŕıpade Gaussovej kopuly sa koeficienty dolnej a hornej chvostovej závislosti,
λL a λU , rovnajú, čo je spôsobené jej symetrickost’ou. V limite sú ich hodnoty
nulové, teda uvažované marginálne náhodné veličiny sú asymptoticky nezávislé
na dolnom, resp. hornom chvoste. Táto skutočnost’ je pri pohl’ade na obrázok 3.1,
kde sú zobrazené simulácie z Gaussovej kopuly aplikovanej na normálne rozdelenie
s parametrami µ = 0 a σ2 = 1 o vel’kosti 5 000 záznamov, zrejmá. Pre porovna-
nie sme do obrázka zakreslili kopulu pre rôzne hodnoty korelačného koeficientu ρ
medzi marginálnymi náhodnými veličinami.





















Obr. 3.1: Simulácie Gaussovej kopuly pre rôzne hodnoty korelačného koeficientu ρ
Studentova kopula
Studentova kopula bola, ako sme už vyššie spomı́nali, odvodená od viacroz-
merného Studentovho t rozdelenia, ktoré je výsledkom aplikácie kopuly ako zdru-
ženej distribučnej funkcie na náhodné veličiny s normálnym rozdeleńım. Vzorec,
vychádzajúci zo Sklarovej vety, pre n-rozmerný pŕıpad, kde t označuje jedno-
rozmerné Studentovo t rozdelenie, ν počet stupňov vol’nosti a P je korelačnou
maticou uvažovaných marginálnych jednorozmerných náhodných velič́ın, je uve-
dený nižšie:
Ctν,P (u1, ..., un) = tν,P (t
−1




Rovnako ako v pŕıpade Gaussovej kopuly, aj tu môžeme zaṕısat’ kopulu C
pomocou integrálov. Teda ṕı̌seme:






















Výhoda použitia Studentovej kopuly spoč́ıva v tom, že pomocou nej môžeme
vyjadrit’ špicatost’ dát, a teda lepšie aproximovat’ reálnu situáciu napŕıklad na fi-
nančných trhoch, ktoré sú v našej práci uvažované. S rastúcim počtom stupňov
vol’nosti však, ako je to v jednorozmernom pŕıpade, Studentova kopula konverguje
ku Gaussovej a túto vlastnost’ stráca. Takisto sa vytráca aj chvostová závislost’,
ktorej koeficienty sa vd’aka symetrii eliptických rozdeleńı opät’ rovnajú.










kde ρ je mimodiagonálny prvok korelačnej matice P . Dôkaz rovnosti možno nájst’
v článku [2].
Pre pŕıpady, kedy má dvojrozmerná Studentova kopula počet stupňov vol’nosti
3 a 15 a je aplikovaná na normalizované normálne rozdelenie, sme vytvorili
5 000 simulácíı a zakreslili ich do obrázka 3.2, na ktorom môžeme pozorovat’ istú
chvostovú závislost’. Opät’ sme pre porovnanie použili rôzne koeficienty korelácie
a vid́ıme, že s pätnástimi stupňami vol’nosti sa v tomto počte nasimulovaných dát
ich hustota takmer neĺı̌si od hustoty v pŕıpade Gaussovej kopuly na obrázku 3.1.
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Druhou skupinou kopúl, ktorá je v práci predstavená, je archimedovská trieda.
Jej vel’kou výhodou oproti eliptickým kopula funkciám je, že kopuly do nej spa-
dajúce nie sú symetrické. Lepšie tak aproximujú možné nesymetrie vo vzájomnej
závislosti jednotlivých marginálnych náhodných velič́ın, a tým, v nami uvažova-
nom pŕıpade, lepšie odhadujú celkové trhové riziko pre investora obchodujúceho
na finančných trhoch. Vo všeobecnosti sa archimedovské kopuly vd’aka svojim
vlastnostiam často použ́ıvajú pri modelovańı úrokového rizika, ktorému je vysta-
vené portfólio akt́ıv.
Pred vetou určujúcou dvojrozmerné archimedovské kopuly zavedieme pojem
pseudo-inverznej funkcie.
Defińıcia 3.7: (pseudo-inverzná funkcia) Predpokladajme, že φ : [0, 1] →
[0,∞] je spojitá a rýdzo klesajúca a plat́ı, že φ(1) = 0 a φ(0) ≤ ∞. Potom
pseudo-inverznú funkciu k φ na definičnom obore [0,∞] definujeme ako
φ[−1](t) =
{
φ−1(t), 0 ≤ t ≤ φ(0),
0, φ(0) < t ≤ ∞. (3.3)
Tvrdenie 3.6: (dvojrozmerná archimedovská kopula) Nech φ : [0, 1] →
[0,∞] je spojitá a rýdzo klesajúca, φ(1) = 0 a nech φ[−1](t) je ako v (3.3). Potom
C(u1, u2) = φ
[−1](φ(u1) + φ(u2)) (3.4)
je kopula práve vtedy, ked’ φ je konvexná.
Defińıcia 3.8: (generátor archimedovskej kopuly) Spojitú, rýdzo klesajúcu,
konvexnú funkciu φ : [0, 1] → [0,∞] spĺňajúcu φ(1) = 0 nazývame generátorom
archimedovskej kopuly. Hovoŕıme, že φ je rýdzi generátor ak φ(0) =∞.
V pŕıpade rýdzeho generátora môžeme vo vzt’ahu (3.4) nahradit’ pseudo-in-
verznú funkciu funkciou inverznou. Aby sme vo viacrozmerných archimedovských
kopulách mohli ṕısat’
C(u1, ..., un) = φ
−1(φ(u1) + ...+ φ(un)), (3.5)
muśı byt’ generátor nielen rýdzi, ale jeho inverzná funkcia φ−1 : [0,∞] → [0, 1]
muśı sṕlňat’ vlastnost’ kompletnej monotónnosti. Hovoŕıme, že klesajúca funkcia




f(t) ≥ 0, k ∈ N, t ∈ (a, b).
Vyššie uvedené vlastnosti sú poṕısané v knihe [5].
V nasledujúcom texte spomenieme dvoch zástupcov archimedovskej triedy,
pomocou ktorých ilustrujeme nesymetrické vlastnosti, kedy sú dáta asymptotic-
ky závislé len na dolnom, resp. hornom chvoste. Ide o Claytonovu a Gumbelovu-
Hougaardovu kopulu. Generátory oboch uvedených kopúl, ako je uvedené v lite-
ratúre [5], majú kompletne monotónne inverzné funkcie na [0,∞].
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Claytonova kopula
Ako bolo vyššie poṕısané, archimedovské kopuly sú nesymetrické, a teda ich koefi-
cienty chvostovej závislosti sa nerovnajú. V pŕıpade Claytonovej kopuly sú mar-
ginálne rozdelenia asymptoticky nezávislé na hornom chvoste (λU = 0), no v pŕı-





θ , θ > 0,
0, θ ≤ 0,
kde θ je parameter Claytonovej kopuly danej predpisom







, θ > 0.
V dvojrozmernom pŕıpade môže parameter θ nadobúdat’ aj hodnoty z [−1, 0),
no ako bolo vyššie spomenuté, vo viacrozmerných Claytonových kopulách na tom-
to intervale nie je inverzná funkcia generátora kompletne monotónna, a teda sa
kopula nedá vyjadrit’ pomocou vzt’ahu (3.5).
Parameter θ pribĺıžime pomocou spojitosti medzi ńım a Kendallovým τ , ktorá
je daná vzt’ahom τ = θ
θ+2




Pre ilustráciu dolnej chvostovej závislosti sme nasimulovali dáta o vel’kosti
5 000 scenárov a následne sme ich zakreslili do obrázka 3.3. Použili sme viac
hodnôt θ, aby sme ukázali aký má jeho hodnota vplyv na rozloženie dát a vid́ıme,
že s rastúcim θ sa zväčšuje aj dolná chvostová závislost’, čo je z jej predpisu
pre Claytonovu kopulu zrejmé.





















Obr. 3.3: Simulácie Claytonovej kopuly pre rôzne hodnoty parametra θ
Uvedená vzájomná asymptotická závislost’ dát by v praxi pre nami uvažované
distribučné funkcie rozdelenia strát L1 a L2 znamenala, že ak sú výnosy jednej
z akcíı patriacej do portfólia extrémne, pravdepodobne budú extrémne aj výnosy
druhej z jeho zložiek.
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Gumbelova-Hougaardova kopula
Opačne je to v pŕıpade druhej uvažovanej archimedovskej kopuly, kedy majú
portfóliové zložky tendenciu zaznamenávat’ extrémne straty a v nepriaznivých
trhových podmienkach by tak znamenali pre investora pomerne vysoké riziko.
Je to spôsobené tým, že Gumbelova-Hougaardova kopula interpretuje závislost’
marginálnych náhodných velič́ın práve hornou chvostovou závislost’ou, teda plat́ı:
λL = 0, λU = 2− 2
1
θ ,
kde θ je parametrom kopuly sṕlňajúcim θ ≥ 1. O generátore danom predpisom
φ(t) = (−ln t)θ môžeme pre dané hodnoty θ hovorit’, že je rýdzi.
Pomocou zmieneného generátora Gumbelovej-Hougaardovej kopuly teda vy-
jadŕıme jej vzorec.










kde θ je determinovaná pomocou Kendallovho τ rovnost’ou τ = 1− 1
θ
.
Pre porovnanie jednotlivých kopula funkcíı návzájom, uvádzame aj v tomto
pŕıpade grafy nasimulovaných dát s rôznymi hodnotami parametra θ. Nasimulo-
vané dáta o vel’kosti 5 000 dvoj́ıc sme zakreslili do obrázka 3.4.





















Obr. 3.4: Simulácie Gumbelovej-Hougaardovej kopuly pre rôzne hodnoty para-
metra θ
Z predpisu koeficientu hornej chvostovej závislosti λU , rovnako ako z pri-
ložených grafických zobrazeńı, je zrejmé, že λU je rastúcou funkciou parametra θ.
3.4 Aplikácia kopúl na reálne dáta
V nasledujúcej podkapitole sa venujeme aplikácii vyššie spomenutých druhov
kopúl na v predošlých pŕıkladoch použ́ıvané dáta - akcie spoločnost́ı BMW, John-
son&Johnson a AT&T. Využijeme základnú vlastnost’ kopúl, ktorou je možná
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kombinácia distribučných funkcíı marginálnych náhodných velič́ın a na jednot-
livé uvažované rizikové faktory (straty plynúce z invest́ıcíı do vybraných akt́ıv)
použijeme rozdelenia, ktoré podl’a hodnôt logaritmickej vierohodnostnej funkcie l
z tabul’ky 2.15 najlepšie aproximujú ich vývoj. V pŕıpade podnikov BMW a AT&T
ide o Studentovo t rozdelenie a pre Johnson&Johnson vyberieme rozdelenie Lap-
laceovo.
Parametre sa ĺı̌sia od parametrov použitých v jednorozmerných rozdeleniach,
pretože sme, kvôli rozdielom v biznisových dňoch spomı́naných vyššie, dáta mier-
ne skrátili. Nižšie uvádzame rozdelenia aproximujúce dáta jednotlivých podnikov.
• LBMW ∼ t(−0,00109986; 0,0181463; 5,88388),
• LJ&J ∼ Laplace(−0,000181967; 0,00649499),
• LAT&T ∼ t(−0,001012; 0,00842706; 6,22966).
Pomocou funkcie EstimatedDistribution odhadneme parametre vo vybraných
kopulách. V Gaussovej a Studentovej kopule využ́ıvame kovariančnú maticu Σ
z výpočtu variančno-kovariančnej metódy. V pŕıpade Studentovej kopuly je však
neznámy počet stupňov vol’nosti, ktorý vypoč́ıtame za pomoci spomenutej fun-
kcie, a teda jeho hodnota je ν = 0,206894. V pŕıpade Claytonovej a Gumbelovej-
Hougaardovej funkcie odhadneme parameter θ, ktorý nadobúda v pŕıpade prvej
z kopúl hodnotu θCl = 1,59868 a v druhej z archimedovských kopúl má hodnotu
θGH = 1,43592.
Z uvedených kopúl s pŕıslušnými parametrami vyberieme pomocou metódy
maximálnej vierohodnosti tú, ktorá najlepšie aproximuje združené rozdelenie strát
z uvažovaných akcíı a ich vzájomnú závislost’. V tabul’ke 3.1 uvádzame hodno-
ty logaritmickej vierohodnostnej funkcie l pre jednotlivé kopuly a variančno-
kovariančú metódu. Porovnańım jednotlivých hodnôt vid́ıme, že variančno-ko-
variančná metóda je aj napriek nedostatkom, čo sa týka určenia rozdelenia mar-
ginálnych náhodných velič́ın a ich závislosti, lepš́ım postupom odhadu združeného
rozdelenia nami použ́ıvaných reálnych dát ako odhad Studentovou, Gaussovou,
či Claytonovou kopulou.
Variančno- Gaussova Studentova Claytonova Gumbelova-
kovariančná kopula kopula kopula Hougaardova
metóda kopula
5706,18 −7,78516 · 106 4337,68 5699,36 5755,48
Tabul’ka 3.1: Hodnoty logaritmickej vierohodnostnej funkcie l odhadov pomocou
variančno-kovariančnej metódy a kopula funkcíı
Z hodnôt v tabul’ke 3.1 vid́ıme, že najvhodneǰsie aproximuje rozdelenie na-
mi použitých dát kopula z archimedovskej triedy - Gumbelova-Hougaardova ko-
pula. Ako je spomenuté vyššie, vybraná kopula určuje závislost’ marginálnych
náhodných velič́ın hornou chvostovou závislost’ou, čo v našom pŕıpade znamená,
že ak jedna zo zložiek portfólia podlieha extrémnym stratám, budú im pravde-
podobne podliehat’ aj ostatné zložky. Poṕısaná situácia je na finančných trhoch
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bežným javom, a preto sa horná chvostová závislost’ jav́ı ako rozumná forma vy-
jadrenia vzájomnej závislosti zložiek portfólia.
Na výpočet hodnoty v riziku VaR a jej podmieneného variantu CVaR pre u-
važované portfólio akcíı použijeme váhy (2.1), ktoré v našom pŕıpade určujú
optimálne portfólio pri danom očakávanom výnose r = 0,0008.
Podobne ako pri variančno-kovariančnej metóde, aj tu vytvárame simulo-
vané dáta o vel’kosti 100 000 troj́ıc a následne ich násob́ıme váhami určujúcimi
podiel invest́ıcíı do akcíı jednotlivých spoločnost́ı. Simulované trojice sú spolu
s histogramom určujúcim empirickú hustotu možnej výslednej straty z invest́ıcie
do portfólia zakreslené do obrázka 3.5. Z histogramu vid́ıme, že rozdelenie strát
z portfólia má tažké chvosty, čo čiastočne vysvetl’uje špicatost’ použitých dát,

















Obr. 3.5: Simulácia strát pomocou Gumbelovej-Hougaardovej kopuly
Prenásobeńım možných scenárov vývoja strát na finančnom trhu váhami
určujúcimi portfólio sme źıskali jednorozmerné dáta, z ktorých sme následne vy-
poč́ıtali hodnoty VaRα a CVaRα na vybraných hladinách spol’ahlivosti α. Výsled-










Ciel’om práce bolo oboznámit’ čitatel’a s najpouž́ıvaneǰśımi kvantitat́ıvnymi metó-
dami merania trhového rizika, ktorých výpočet vychádza z hodnoty v riziku (VaR)
a ich následnou aplikáciou na reálne dáta. Uviedli sme vlastnosti uvažovaných
mier a ukázali sme ich ekonomický význam v praxi.
Špeciálne sme sa zaoberali viacrozmernými pŕıpadmi, kedy je nutné do výpoč-
tu zaradit’ vzájomnú závislost’ jednotlivých rizikových faktorov ovplyvňujúcich
konečnú hodnotu VaR a jej pŕıslušných rozš́ıreńı. Uvažovali sme rôzne vyjadre-
nia miery závislosti a na ich základe sme použili novš́ı pŕıstup merania trhového
rizika - kopula funkcie. Vybrané postupy výpočtu hodnôt v riziku sme aplikovali
na reálne dáta a výsledky sme podložili grafickými zobrazeniami.
Následne sme dané metódy porovnávali a priniesli stručný popis ich výhod,
pŕıpadne nevýhod, s ktorými sa pri aplikáciách na skutočné dáta v praxi často
stretávame.
Postupy výpočtu rizikových mier použité v práci sú základom uvádzajúcim
čitatel’a do problematiky rizikových mier, ktorý môžno d’alej rozširovat’ a źıskat’
tak hlbšiu predstavu o využit́ı a konkrétnej aplikácii kvantitativnych metód vo vý-
počtoch odhadujúcich trhové riziko. Samotné využitie kopula funkcíı vo finančnom
sektore je na začiatku svojho vývoja, a preto ho v spojeńı s premietnut́ım výpočtov
do praxe nemôžeme považovat’ za ukončený. Tým v teórii kvantitat́ıvnych metód
nad’alej nechávame priestor pre ich budúce štúdium.
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