Abstract-This paper proposes a scale-free highly clustered echo state network (SHESN). We designed the SHESN to include a naturally evolving state reservoir according to incremental growth rules that account for the following features: 1) short characteristic path length, 2) high clustering coefficient, 3) scale-free distribution, and 4) hierarchical and distributed architecture. This new state reservoir contains a large number of internal neurons that are sparsely interconnected in the form of domains. Each domain comprises one backbone neuron and a number of local neurons around this backbone. Such a natural and efficient recurrent neural system essentially interpolates between the completely regular Elman network and the completely random echo state network (ESN) proposed by Jaeger et al. We investigated the collective characteristics of the proposed complex network model. We also successfully applied it to challenging problems such as the Mackey-Glass (MG) dynamic system and the laser time-series prediction. Compared to the ESN, our experimental results show that the SHESN model has a significantly enhanced echo state property and better performance in approximating highly complex nonlinear dynamics. In a word, this large scale dynamic complex network reflects some natural characteristics of biological neural systems in many aspects such as power law, small-world property, and hierarchical architecture. It should have strong computing power, fast signal propagation speed, and coherent synchronization.
I. INTRODUCTION

I
N a large number of real-world complex networks, such as the nervous system of C. Elegans, cellular and metabolic networks, food webs, the World Wide Web, the bulletin board system (BBS), the Internet backbone, power grids, citation networks, and many social networks, small-world phenomena and scale-free properties have been discovered in the past few years [1] , [2] , [14] , [20] , [30] , [34] , [35] . The small-world network first introduced by Watts and Strogatz [35] is defined as a highly clustered network with a short characteristic path length, and was conceptually originated from Milgram's work in the late 1960s, or the so-called "six degrees of separation" principles [25] . Differing from homogeneous or exponential networks, the scale-free distribution of network connectivity, which is defined as ratio of edges to possible edges, has a power law form [1] . This implies that the majority of the nodes in a scale-free network have a sparse connection; only the minority have a dense connection. The unveiling of a small-world effect and a scalefree property, which are viewed as universal laws governing different kinds of complex networks, including biological networks [2] and brain functional networks [11] , [35] , has directly led to dramatic advances in exploring large scale complex networks. On the other hand, biological neural systems typically have a massive number of neurons, recurrent pathways, sparse random connectivity, and local modification of synaptic weights [18] , [19] , which are very different from those of most of the existing artificial neural network models such as backpropagation (BP) networks [28] , Hopfield networks [16] , and Vapnik's support vector machines (SVMs) [9] . In general, traditional artificial neural networks, ranging from feedforward and feedback to recurrent structures, use at most several dozen neurons in various practical applications. The number of neurons in hidden layers is often chosen subjectively according to different problems under consideration. They usually have a slow learning speed and suboptimal solution. Recently, several new neural network models that have some characteristics of complex network topology have attracted the attention of many researchers. Associative memory neural networks with either small-world architecture [6] , [26] or scale-free topology [29] , [32] have been presented, all of which demonstrate better performance in memory capacity and time than randomly connected Hopfield networks with the same connectivity. Similarly, for the synchronization problem of chaotic dynamic system, either small-world effect or scale-free feature can make synchronization more efficient and robust [3] , [15] , [21] , [22] , [33] . All their investigations show that the two complexities effects have a dramatic influence upon the collective dynamic behavior of complex system. Interestingly, H. Jaeger et al. proposed a new artificial recurrent neural network (RNN), called echo state networks (ESNs), for function approximation, chaotic time-series prediction, and modeling of nonlinear dynamic system [18] , [19] . The ESN model contains a completely random state reservoir as a hidden layer, which is usually composed of hundreds or thousands of internal neurons. This very promising RNN partially reflects some features of learning mechanisms in biological brains and the resulting learning algorithm is computationally efficient and easy to use. Remarkably, the accuracy of predicting a chaotic time series using the ESN is significantly enhanced by a factor of 2400 over previous techniques [19] . In order to have such surprising capabilities of approximating nonlinear dynamic system, however, the ESN must satisfy the so-called echo state property. According to the definition given by Jaeger [18] , the ESN has echo state property only if the current network state is uniquely determined by the history of inputs after running for a long time. This means that, for the ESN, the spectral radius of reservoir weight matrix must be not greater than 1 [18] , [19] . It seemingly makes sense that the state error equation of the ESN's reservoir starting with different initial states will converge when the eigenvalues of reservoir weight matrix are all located within the unit circle in the -plane. However, this sufficient condition may considerably restrain the enhancement of the approximation capabilities of this model. In fact, when the ESN is used to model highly nonlinear systems, the computing power of the ESN is directly correlated with its memory capacity, or more exactly, to its massive short-term memory [19] . As mentioned by [18] , the larger the spectral radius, the slower is the decay of the network's response to an impulse input, and the stronger the network's memory capacity. In this case, the ESN can have a more efficient computing power and a better approximation capability. In other words, the spectral radius has a full impact on approximation capabilities of the ESN. However, for the ESN model, although a rigorous bound for guaranteeing the asymptotic stability was provided [7] , the spectral radius of the reservoir is not allowed to be greater than 1 so that the echo state property holds. Therefore, it is highly expected to relax this sufficient condition for the spectral radius of the state reservoir, in order to overcome the limitation of approximating strongly nonlinear dynamic systems using the ESN.
Inspired by all the aforementioned results, we investigate the possibility of introducing various complexities to the state reservoir of the ESN model so that the resulting model is able to reflect more learning mechanisms of biological brain. In fact, we examined a state reservoir that only has small-world features but no scale-free characteristics. Unfortunately, approximation capabilities of the resulting small-world ESN model are quite poor. Furthermore, introducing scale-free distribution alone also has little improvement in performance. These observations, the demand of further improvement of approximation capabilities, and many neurobiological advances, have, in part, motivated our research work presented in this paper.
We propose an extended ESN model that has a scale-free and small-world state reservoir. The new state reservoir comprises thousands of internal neurons that are sparsely interconnected. In this paper, the emphasis is on our natural-growth rules and analysis of the complexities of networks. The proposed scale-free highly clustered complex network was successfully applied to the Mackey-Glass (MG) dynamic system and the laser time-series prediction problem. Our empirical results showed that this new complex network model greatly improves the echo state property by allowing a larger range of viable spectral radius and considerably enhances performance of approximating highly complex dynamic systems
II. SHESN Unlike either the completely regular Elman networks [12] or completely random ESNs introduced by Jaeger et al. [18] , [19] , we propose a scale-free highly clustered echo state network (SHESN) that has a naturally evolving state reservoir. The architecture of the SHESN is shown in Fig. 1 and consists of three layers: an input layer, a new state reservoir (or a hidden dynamic layer), and an output layer. The new state reservoir is generated by incremental growth. Embedded in the SHESN's structure, our new state reservoir network has a collection of naturally evolving features, including scale-free or power law distribution for node degree, high clustering coefficient, short characteristic path length, and hierarchical and distributed architecture.
A. Network Architecture of SHESN
The network architecture of the SHESN is shown in Fig. 1 . At time step , the input layer receives an -dimensional input vector and passes it to all the internal neurons in the new state reservoir through an input weight matrix . The th neuron in this layer is directly connected to the th component of input vector . The output of the th input neuron simply equals its corresponding input . In the new state reservoir, all internal neurons are sparsely interconnected using an reservoir weight matrix . The output of each internal neuron is called a state, and all the states are denoted by .
The neurons in the output layer collect all the states in the preceding new state reservoir, along with all the inputs in the first layer, through an output weight matrix , which will be discussed later, and consequently produce an -dimensional output vector of the whole SHESN. Meanwhile, the network output vector is fed back to all the internal neurons through an feedback weight matrix . The activation functions in the last two layers are all set to the function. Just like that of [19] , input and feedback weight matrices of and are randomly assigned with uniform distribution, and the output weight matrix is adjusted using supervised learning. However, the reservoir weight matrix is produced according to our naturally evolving rules rather than the completely random approaches used in [18] and [19] .
The forward propagation of SHESN can be summarized as (1), where is a noise (threshold) that is added to the activation functions of internal neurons. The framework of the SHESN implements an adaptive dynamic system using structures analogous to other RNNs, which enables the proposed SHESN at least to gain the advantage of a fast learning speed and capabilities of approximating nonlinear dynamic systems.
B. Natural Growth Model of the SHESN's Reservoir
Now, we concentrate on the natural growth rules of the SHESN's reservoir. In fact, some interesting natural features of biological brains, such as the small-world property and the scale-free feature [11] , have not been reflected in the randomly connected ESN reservoir. However, many investigations show that neural network models that have either small-world effect or scale-free distribution demonstrate excellent performance in memory capacity, time, and synchronization [3] , [6] , [15] , [21] , [22] , [26] , [29] , [32] , [33] . To our knowledge, there has not yet published any neural network that simultaneously contains the two complexities characteristics according to natural growth rules.
Additionally, biological networks and many other complex networks also have a hierarchical and distributed architecture. For instance, neurons in brains are organized into many functional columns such as cerebral cortex. The Internet network generally contains many domains, each of which is composed of a large number of local nodes. To get such an ubiquitous architecture, the basic idea underlying the Boston University representative internet topology generator (BRITE) model, which is a parameterized Internet topology generator proposed by A. Medina et al. [24] , is employed to design our natural growth rules that produce the SHESN's reservoir. Note that in the BRITE model, both the initial assignments of constructive backbones and the use of the preferential attachment are critical to the incremental growth of scale-free networks. However, it is impossible to generate small-world networks using the BRITE.
Inspired by the BRITE, the initial topology of our SHESN's reservoir is designed to contain a set of fully connected backbone neurons, each of which representing a potential domain. Then, we present a set of natural growth rules in order to generate the SHESN's reservoir that has both small-world and scale-free features, which is expected to achieve superior approximation capabilities over the ESN.
The procedure of generating a naturally evolving state reservoir roughly involves the following six steps.
1) Initialize an grid plane of a state reservoir. 2) Put backbone neurons on the grid plane, and then, generate synaptic connections among the backbone neurons. 3) Add one new local neuron to the grid plane. 4) Produce synaptic connections for the newly added local neuron using local preferential attachment rules. 5) Repeat steps 3) and 4) for each new local neuron. 6) Generate a reservoir weight matrix such that the echo state property holds. As mentioned previously, a network has echo state property only if the network state is uniquely determined by any left-infinite input sequence . More precisely, this indicates that for any given left-infinite input sequence, for all state sequences and , which are updated using (1), it holds that , or . Hence, the echo state property implies that the internal neurons in the state reservoir show systematic variations of the driver signal.
1) Initialization of an Grid Plane of a State Reservoir:
Let the number of internal neurons in a new state reservoir be , where . Using a stochastic dynamic growth model like that proposed by [24] , the internal neurons with a size of are incrementally assigned on a grid plane of state reservoir divided into squares. The grid plane or the reservoir with a capacity of is required to be large enough in order to contain all the internal neurons . Note that different internal neurons gradually generated cannot be placed at the same location on the grid plane of the reservoir and are not allowed beyond the grid plane.
2) Generation of Backbone Neurons and Synaptic Connections Associated:
In the process of generating a new state reservoir, we classified all the internal neurons into two categories: backbone and local neurons. Usually, the number of backbone neurons must be much lower than that of local neurons. In our experiment described later, for example, approximately 1% of internal neurons in the new state reservoir were backbone ones. Specifically, we randomly generated the -and -coordinates of each backbone neuron on the grid plane. A fixed set of backbone neurons was then assigned at different locations on the grid plane, which roughly determined the spatial distribution of all internal neurons. Furthermore, we defined a domain as the set of internal neurons that comprises one backbone neuron and a number of local neurons around this backbone. A collection of domains constituted our new state reservoir from a higher level perspective.
The spatial distribution of backbone neurons, however, must satisfy two restrictions. One is that different backbone neurons generated are not allowed to be at the same location on the grid plane of the reservoir. The other is that the minimum distance between any two backbone neurons must be greater than a certain threshold such that the resulting domains could be separated from each other. For instance, we set this threshold to be 30 in our experiment. After that, the backbone neurons of were fully connected to each other through synaptic connection weights that were randomly set to be a real value between . 3) Incremental Growth of New Local Neurons: As described previously, we initially built a small fully connected backbone network, which consisted of backbone neurons. Other (local) neurons were then generated so as to form an entire naturally evolving state reservoir. In this process, for each local neuron, we randomly select one of the backbone neurons and put the local neuron into the domain associated with this backbone. Suppose that the location of this backbone neuron is . Then, we produce the -and -coordinates of local neurons around the backbone one on the grid plane according to the bounded Pareto heavy-tailed distribution [10] where denotes the shape parameter and the minimum (maximum) value.
If a local neuron is farther from its own backbone neuron than one of the other backbone neurons, we assume this local neuron is located in another domain dominated by the nearest backbone neuron, which enables the incremental growth of new local neurons to avoid collisions. Fortunately, this case happens rarely in the procedure presented in this paper due to the fact that the bounded Pareto distribution seldom generates a high value [10] .
As a result, it causes a popular and natural effect that in the same domain, or equivalent cortex in a sense, most of the local neurons are spatially near to their backbone, while few of them are far away from it. Such a spatial distribution of internal neurons bears a resemblance to that which occurs in the human brain network [11] .
4) Generation of Synaptic Connections for New Local Neuron Using Local Preferential Attachment Rules:
Based on preferential attachment rules [1] , any newly added local neurons always prefer to connect to neurons that already have many synaptic connections. More precisely, the probability that a new local neuron is connected to an existing neuron is proportional to the outdegree of the existing neuron. Considering the domain concept introduced here, we present a new strategy, henceforth called a local preferential attachment.
For convenience, we refer to the domain that contains a new local neuron as the current domain. The candidate neighborhood of a new local neuron is defined as the set of neurons to which this new local neuron is allowed to be connected. Specifically, assume that there exists a circle whose center is the location of the new local neuron and the radius is the Euclidean distance from the new local neuron to the backbone neuron in the current domain. Consequently, we choose all those neurons in the current domain that are just within such a circle as the candidate neighborhood of the new local neuron. Apparently, the backbone neuron is always one of the candidate neighbors farthest from the new local neuron in the current domain.
Let represent the number of synaptic connections for a newly added local neuron. The parameter controls the density of connections generated in the current domain. Additionally, let and be the number of neurons, respectively, in the current domain and in the candidate neighborhood of a new local neuron . Our local preferential attachment rules are given as follows.
1) If
, a new local neuron is fully connected to all the existing neurons in the current domain.
2) If
, the candidate neighborhood is redefined as the set of all the neurons in the current domain, instead of just those neurons in the circle specified previously. A new local neuron is connected to all the candidate neighbors using the following probability [24] :
where is the current outdegree of neuron and the candidate neighborhood of the new local neuron.
3) If
, the probability that is used to attach a new local neuron to a candidate neighbor is the same as previously. In general, local preferential attachment rules contribute to both the small-world and the scale-free properties of generated networks. The chosen candidate neighbors of a new local neuron, of which the new local neuron itself is usually in the center, should help improve the clustering coefficient of the network.
C. Analysis of the Complexities of the SHESN
Based on the natural growth model presented previously, we incrementally generated a state reservoir of the SHESN. The network topology parameters are as follows: the capacity of the reservoir , the number of internal neurons , the number of backbone neurons , and the number of connections for each local neuron . In addition, we took the parameters of the bounded Pareto heavy-tailed distribution as follows:
, and . The spatial distribution of the naturally evolving reservoir produced is shown in Fig. 2 . The spectral radius and the sparse connectivity of such a new reservoir were calculated to be 2.105 and 0.979%, respectively. 1) Spatially Hierarchical and Distributed Structure: As shown in Fig. 2 , the 1000 internal neurons are incrementally placed on the 300 300 grid plane, resulting in ten clear clusters or domains. Each domain contains one backbone neuron, and a collection of local neurons around the backbone one. It is readily evident that the network topology of our naturally evolving reservoir has a spatially hierarchical and distributed structure at different levels. It has several unique features, described as follows.
1) The new dynamic state reservoir comprises several domains. The domains are regarded as top level macroneurons in the reservoir network hierarchy. They are fully connected to each other through backbone neurons. The number of interdomain synaptic connections among backbone neurons is much smaller than the number of entire connections in the new reservoir due to the fact that there is a small percentage of backbone neurons. 2) In each domain or at a low level, local neurons are only connected to the neurons located in the same domain.
In most cases, the number of intradomain connections is much greater than that of interdomain ones. 3) According to 1) and 2), dynamic behaviors for each domain are relatively independent. 4) All the internal neurons in the resulting reservoir are spatially scattered on an grid plane , as shown in Fig. 3 . Initially, each neuron in the input layer is connected to all the nodes in the grid plane. When the internal neurons in the grid plane are generated according to the natural growth rules, the input weight matrix between each input neuron and the internal neurons can be randomly produced with uniform distribution. Meanwhile, all the input weights between each input neuron and the grid nodes that are not internal neurons are reset to zero. Hence, the input weight matrix reflects the spatial distribution of internal neurons.
2) Small-World Phenomenon: Average Characteristic Path Length and Clustering Coefficient:
The average characteristic path length and the clustering coefficient [35] are used to characterize the small-world phenomenon of complex network topology. Our naturally evolving reservoir network was composed of 1000 internal neurons. Correspondingly, it had a 1000 1000 reservoir weight matrix , with a sparse connectivity of 0.979%. Hence, it was undoubtedly a large and sparse complex network.
As a global property, the average characteristic path length reflects the effective size of a complex network. It is defined as the mean distance between two internal neurons, averaged over all pairs of internal neurons. The clustering coefficient is a local property measuring the probability that two neurons neighboring an internal neuron are also neighbors of each other [35] . More precisely, suppose that the internal neuron in the reservoir has neighbor neurons that are connected to the neuron . Let represent the actual (total possible) number of connections among the neighbor neurons of . The clustering coefficient of the neuron is defined as [35] . Hence, the clustering coefficient of the whole reservoir network is the average of over all the internal neurons. For the SHESN's reservoir presented previously, the average characteristic path length and the clustering coefficient were computed as follows:
and , respectively. For comparison, we investigated a completely random reservoir network with the same size of 1000 neurons and a sparse connectivity of approximately 1%. For this ESN reservoir network, we calculated the average characteristic path length and the clustering coefficient, respectively, i.e., and . These calculations showed that was almost as small as and was much greater than . In other words, the new reservoir of the SHESN had short average characteristic path lengths and high clustering coefficients as well. Therefore, our new reservoir is a small-world complex network.
Moreover, Table I gives the average characteristic path length and the clustering coefficient for each of the ten domains. Compared to their counterparts in the completely random network, we showed that each domain is also a small-world subnetwork.
3) Scale-Free Feature: It is well known that power laws are free of any characteristic scale. Networks that have power law degree distributions are called scale-free networks. In recent years, empirical studies have revealed that Internet topologies exhibit power laws in the form of [14] , [24] , [27] . Usually, the power law exponent is employed to characterize some universal properties of network topology. In order to find the exponent , we first plotted the relationship between two variables and in a log-log scale and the slope of the resulting linear plot was then viewed as the power law exponent . Furthermore, we utilized Pearson's correlation coefficients for the log-log plot so as to judge whether power laws really exist. In fact, the closer the absolute value of the correlation coefficient is to one, the more closely the data obey a power law [24] . For a good linear fit on a log-log plot, the correlation coefficient should often be greater than 0.95 and the -value should be less than 0.05 as well. In general, if the -value is small, then the correlation is significant.
Let us consider the following two power law or scale-free distributions [14] : outdegree of neurons versus rank and the number of neurons versus outdegree. Both of them were observed in our naturally evolving reservoir. Note that the rank of a neuron is defined as the order of a neuron in all the internal neurons that are sorted in descending order according to their outdegrees. Fig. 4 shows the relationship between the outdegree of internal neurons and the rank of neurons on a log-log plot. Using the corrcoef function in MATLAB, the correlation coefficient was calculated to be 0.988 with the -value of 0. The rank exponent , or the slope of the fitting linear plot, was calculated as 0.59, which is in accordance with the results for the Internet topology in [14] .
Furthermore, we also found the correlation coefficient for each domain, as listed in Table I . The results illustrate that every domain, i.e., low-level subnetworks, also exhibits the power law characteristic.
Similarly, as shown in Fig. 5 , we obtained the relationship between the number of internal neurons and the outdegree. Note that we eliminated the neurons that have outdegree outliers before linearly fitting the log-log plot. The correlation coefficient was calculated as 0.979 and the -value 0. In this case, we computed the outdegree exponent of reservoir . Actually, the outdegree exponents of 2.0-3.0 has frequently been discovered in most natural complex networks such as biological networks [1] , [34] . This illustrates that our SHESN expresses some biological characteristics at least in terms of power law distribution [11] . 
D. Training the SHESN Using Supervised Learning
As mentioned previously, the connection weight matrix of a reservoir, i.e., , must be carefully chosen in order to ensure that the echo state property is retained. Meanwhile, the input weight matrix and the feedback weight could be arbitrarily assigned within the range of possibilities. The output weight matrix , however, must be adjusted using supervised learning.
In other words, after constructing the RNN architecture that satisfies the echo state property, we must compute the output weight matrix such that the training sample data set is approximated by the network.
For instance, the training data set of length is defined as follows:
where denotes the input vector at time and the desired output.
After discarding the first steps or going through the transient time [19] , we must find the output weight matrix such that the training mean square error (MSE) MSE is minimized. Note that and indicates the number of echo state variables.
Apparently, this is a classical linear regression problem. It is easy to directly solve it using a generalized inverse matrix approach. Therefore, the dimensional output matrix is derived as follows:
where represents the transpose. The -dimensional matrix is given by and In our experiment, calculations of a generalized inverse matrix of were done by using the pinv pseudoinverse function in MATLAB.
III. ENHANCED ECHO STATE PROPERTY AND DYNAMIC APPROXIMATION CAPABILITY
A. Data Set Preparation 1) MG System:
The MG dynamic system [23] , with large time delay , is a well-known testbed for nonlinear chaotic system prediction [4] , [5] , [8] , [17] . As an example, we first applied the SHESN to this challenging problem in order to validate performance of our new network model. The differential equation of the MG system is as follows [23] :
where represents a state and a time delay. Apparently, the larger the time delay is, the more severe the nonlinearity of the MG system becomes. Specifically, a chaotic time series occurs in the MG system when . In order to prepare training and test data sets, we used the dde23 function in MATLAB to solve the delay differential equation. In particular, we set absolute accuracy to instead of a default value of the dde23 function. As a consequence, 17 sampling data sets were constructed using the previous equation solver as the time delay increased from 17 to 31, as listed in Table II . Note that transformations were done to set all the generated samples to be within available output ranges. For the sake of comparison, data set 2 was the same as that used in the supporting online material of [19] .
2) Laser Time-Series Prediction:
The laser time-series problem, as a real-world chaotic time series, has extensively been used to test a variety of prediction approaches [4] , [13] , [19] , [31] , [36] . As a second example, we used the same data set as the one in [19] . Fig. 6 shows the first 3000 data points of the laser time series. Note that there are several breakdown events that are very difficult to predict. Similarly, we constructed two training and test data sets as follows.
-Data set 18: The first 2200 data points of the laser time series were used to form the training data set. The test data set comprised the segment between 2200-2400. -Data set 19: We used the first 2500 data points as an alternative training data set. The data points between 2500-2700 were selected as the test data set in this case. It is readily observed from Fig. 6 that there exists a breakdown event in each of the two test data sets.
B. Testing Criterion
Here, we give the testing criterion for the SHESN (and the ESN) in our experiments. In the test phase, we evaluated the accuracy of the SHESN (and the ESN) either at a specific observation point or for all the data points on 100 independent runs. Specifically, for the MG system, the 84 samples following the training data set of length, i.e.,
, were chosen as a test data set [19] NRMSE (3) NRMSE (4) Similarly, we took as an observation point and completed 100 independent trials. Note that for each trial we used a newly generated SHESN. Then, we could compute a normalized root-mean-square error (NRMSE) as our test error shown in (3), where was the actual output of the SHESN at the th trial.
For the laser time-series prediction problem, instead of selecting one observation point, we used all of the 200 data points in a test data set, e.g., from to , to compute the NRMSE for those data points on 100 independent runs as (4).
C. Enhanced Echo State Property
In the completely random ESN approach proposed by Jaeger et al. [19] , the state reservoir is sparsely and randomly connected and all the internal and output neurons have sigmoid activation functions such as tanh. The output of internal neurons in the reservoir is referred to as a state. Using the nonlinear state equation described previously, the state sequence of the reservoir is correspondingly produced as we sequentially provide a set of left-infinite time series as an input of the network. If the reservoir has an asymptotically stable state, the state of reservoir is called the echo state. In general, the ESN has an echo state property only if a state of reservoir is uniquely determined by any left-infinite input sequence [18] . In other words, the echo state property means that the ESN has an echo state in an admissible state set with input from . Let denote the spectral radius of the connection weight matrix of the state reservoir, where is an eigenvalue of with the largest magnitude. For such a randomly connected ESN, Jaeger pointed out that the sparse connection matrix of the ESN reservoir must satisfy so that the state of the reservoir can act as the echoing function of the driving signal [19] . In fact, it is quite consistent with our empirical studies that the ESN cannot work properly when its state reservoir has a spectral radius beyond 1.
As one of the most important contributions of this paper, the SHESN model we propose indicates that the sufficient condition for the ESN is quite conservative. The echo state property of the SHESN can be significantly enhanced by allowing a much wider range of spectral radius. Four experiments on the MG system and the laser time-series prediction were done in order to examine echo state properties of the ESN and our SHESN. In the empirical studies that follow, we used data sets 1, 2, 18, and 19, listed in Table II , as the training and testing data sets for four different experiments, respectively.
1) Experiment for the ESN:
As stated previously, the spectral radius of the connection weight matrix of the ESN reservoir must be less than 1 to satisfy the echo state property. In other words, the ESN will have an asymptotically unstable null state if [18] . Here, we carried out four experiments, based on data sets 1, 2, 18, and 19, respectively. For data sets 1 and 2, we constructed an ESN reservoir of 500 internal neurons with sparse connectivity of 1%. The noise added here was randomly produced with uniform distribution over . The input and feedback weight matrices and were randomly set with uniform distribution over . The output weight matrix was derived using the supervised learning algorithm described previously. Then, we examined the NRMSE test errors, which could be calculated by (3) , with the increase of the spectral radius starting with 0.1 at a step size of 0.1. The experimental results are given in Fig. 7(a) and (b) , respectively.
For data sets 18 and 19, we used the reservoir with 500 internal neurons for the ESN, the input and feedback weight matrices and were randomly set with uniform distribution over and , respectively, according to private communications with Jaeger [18] , [19] . The sparse connectivity was assigned to 2% in this case. Then, we investigates the NRMSE test errors, which could be calculated by (4) , with the increase of the spectral radius starting with 0.1 at a step size of 0.1. Empirical results are shown in Fig. 8(a) and (b) .
It is clear from Figs. 7(a) and (b) and 8(a) and (b) that all of the four ESNs became unstable when the spectral radius of the reservoirs was greater than 1. This is completely consistent with the results of [19] . In particular, we observed from Fig. 7(b) that when the spectral radius was 0.8, the NRMSE test error was calculated as 0.0185, which was consistent with that obtained in [19] . Note that for experiments on data sets 1 and 2, we used the same training and test data sets and similar network parameters, compared to the experiments done in [19] .
2) Experiment for the SHESN: Similar to the four different experiments done for the ESN, we chose the reservoir topology parameters of the SHESN. For data sets 1 and 2, the capacity of reservoir , the number of internal neurons , the number of backbone neurons , and the number of connections for a new local neuron . The noise was randomly generated with uniform distribution over . The input and feedback weight matrices and were randomly set with uniform distribution over . The output weight matrix was derived using the supervised learning algorithm. The experimental results are shown in Fig. 7(c) and (d) , respectively.
For data sets 18 and 19, the maximum capacity of the reservoir with 500 internal neurons was set as . We selected the number of backbone neurons and the number of connections for a new local neuron . The input and feedback weight matrices and were randomly set with uniform distribution over and , respectively. We eventually achieved the experimental results for both data sets 18 and 19, as shown in Fig. 8(c) and (d) , respectively.
The results showed that the SHESN had a much wider range of spectral radius. Even if the spectral radius was significantly greater than 1, the state of SHESN reservoir could still be considered as the echoing functions of the input signal. This considerably improves the echo state property, compared to those results obtained for ESNs 
D. Approximating Nonlinear Dynamics 1) MG System:
We first applied the SHESN to model the MG dynamic system with a large time delay. The goal was to examine the SHESN's capability to approximate nonlinear dynamics. In order to compare our SHESN to the ESN, we employed data sets 3-17 listed in Table II , in which the time delay varied from 17 to 31 correspondingly. For both the ESN and the SHESN, we took the same network topologies and parameters as those done for the two experiments using data set 2, respectively. The sole difference was that we designed a different spectral radius for naturally evolving reservoirs. In this experiment, the spectral radii of the SHESNs for the MG system using data sets 3-17 were all set to 2.7, while the spectral radii of the randomly connected ESNs were all set to the Jaeger's original value of 0.8 [18] , [19] . The experimental results are shown in Fig. 9 .
Note that the reason for choosing the spectral radius of 0.8 for the ESN in our comparative study is that this is the best value for the MG system in a whole range of time delay 17-31. More importantly, it is in accord with that used in [18] and [19] .
For the MG dynamic system, the larger the time delay is, the more severe the system nonlinearity becomes. Specifically, a chaotic time series occurs in the MG system when . Hence, it is very hard to approximate the MG dynamic system using either ESN/SHESN or any other models with the increase of . This, undoubtedly, is a real challenge. In Fig. 9 , the SHESN error becomes significantly smaller than the ESN when . In this case, the MG system is of significantly high nonlinearity and needs to have particularly strong capabilities of short-term memory. Our SHESN does achieve a better result. Note that it is unfair to compare the results of both the SHESN and the ESN obtained at two different time delays, because there are quite different difficulties led by different levels of nonlinearity.
From Fig. 9 , both the SHESN and the ESN have approximately the same performance when in the range of -. However, the SHESN has stronger capabilities of approximating nonlinear dynamics than the ESN, as is increased up to 26 and beyond, which implies that system nonlinearities become more severe and this problem is very tough to tackle. For example, the superior performance of the SHESN over the ESN is quite apparent as . The reason is that the greater the spectral radius is, the stronger the computational capabilities of the dynamic reservoir are. This causes the new reservoir of the SHESN to be capable of approximating more complex nonlinearities using stable echo states. Further explanations will be offered in Section IV.
In view of the randomness in both the ESN and SHESN, a measure of variance for performance should be tractable. Fig. 9 shows the NRMSE test error for 100 independent runs. The standard deviations for both the ESN and SHESN are listed in Table III .
2) Laser Time-Series Prediction: As shown in Fig. 8(a) -(d), we tested the prediction performance of the ESN and the SHESN on data sets 18 and 19, respectively. Here, we compared the prediction accuracy of the ESN and the SHESN on a specific spectral radius. For the ESN, the spectral radius of 0.9 is the best value from Fig. 8(a) and (b) . For the SHESN, we chose spectral radius of 4.0, which is much larger than the upper bound of spectral radius of the ESN. The results are listed in Table IV . Note that the NRMSE test errors were calculated according to (4) on 100 independent runs. . We have demonstrated in our experiments that for the SHESN with a naturally evolving reservoir, the echo state property can be greatly enhanced by allowing a larger range of viable spectral radius. This, undoubtedly, raises a very interesting question of why it happens. What is the underlying reason for these amazing phenomena?
To explain the essential difference between the new state reservoir of the SHESN and the randomly generated reservoir of the ESN, we examine the eigenvalue spectrum of state reservoirs, which is known to dominate the dynamics of the reservoir networks. We first set up the random reservoir of the ESN and the naturally evolving reservoir of the SHESN, respectively, both of which had 500 internal neurons and a spectral radius of 1.5. The connectivity of the ESN's reservoir was set to be 1%. For the SHESN's reservoir, we used the same parameters as those in the laser time-series prediction described previously. Then, we investigated the eigenvalue spectrum, namely, the distribution of the eigenvalues in the -plane for both reservoirs. We carried out 100 independent runs, and calculated the average of the magnitude of the th largest eigenvalue over the 100 independent runs , respectively, as shown in Fig. 10 . It is readily observed from Fig. 10 that the magnitudes of the largest eigenvalues (i.e., ) for the two reservoirs are all equal to 1.5. For the ESN reservoir, the curve declines very smoothly, and the magnitudes of all the 100 largest eigenvalues are around 1.5. Specifically, among all the 500 eigenvalues, there are 207 eigenvalues that have magnitudes of greater than 1. Meanwhile, the eigenvalue magnitudes of the SHESN's reservoir drop sharply. Only six eigenvalues, i.e., 1.2% of the 500 eigenvalues, have magnitudes beyond 1. More interestingly, for the SHESN's reservoir, the distribution of 100 largest eigenvalue magnitudes obeys the power law, where the correlation coefficient is 0.989 and the -value 0, as shown in Fig. 11 . This indicates that the magnitudes of most of the eigenvalues reduce exponentially and is very close to the origin of the -plane, although the spectral radius of the SHESN's reservoir is greater than 1.
We also investigated whether the performance of the SHESN degrades as random disturbance increases. We tried a wider range of noise levels and obtained very encouraging experimental results. We conducted our experiments with the SHESN based on data set 19, where the parameters were chosen to be the same as those in the Section III-C. When the spectral radius is set to be 8.0 and the noise disturbance ranges from to , the approximating error roughly remains unchanged. The system had indeed a very strong robustness. For the same reason that scale-free networks are robust to random failures [1] , our SHESN architecture is more robust to random noise.
Actually, the power law distribution of the eigenvalue magnitudes guarantees that even when the SHESN reservoir has a larger spectral radius, only few of eigenvalues are beyond the unit circle, whereas most of them have small magnitudes that fall sharply. Within the unite circle, a large number of eigenvalues that are very close to the origin of the -plane will act as dominant eigenvalues and determine the global convergence of system, even in the case of larger random noise. Therefore, in the high-dimensional phase space of internal neurons in the SHESN reservoir, very few large eigenvalues, i.e., nondominant eigenvalues, span only a much lower dimensional subspace. In this case, two trajectories may diverge locally, and very transiently, due to their different initial states and the random noises, they will not reach global divergence. This paper may raise some deep issues that are not resolved yet. For example, the SHESN is probably quite susceptible to targeted attacks on some specific neurons, particularly on the backbone neurons and the neurons with high degrees. In other words, the SHESN architecture may be less robust to noise on specific (hub) neurons. All these open problems, including rigorous mathematical proofs of the SHESN's enhanced echo state property, are very interesting topics worthy of being explored in the future.
V. CONCLUSION
In this paper, we proposed SHESN, which is an extended ESN model that contains a small-world and scale-free state reservoir. In order to establish the new state reservoir, we presented incremental growth rules that took into consideration several of the following natural characteristics: 1) short characteristic path length, 2) high clustering coefficient, 3) scale-free distribution for network degree, and 4) hierarchical and distributed architecture. We investigated the collective behavior of the SHESN, and then, applied the SHESN to prediction problems of the MG system and the laser time series. The experimental results obtained showed that compared to the Jaeger ESN with a randomly connected state reservoir, our new SHESN network significantly improves the echo state property and is capable of accurately approximating highly complex nonlinear dynamic systems. Such a natural and efficient recurrent neural system, which could consist of thousands of neurons or even more, is very likely to represent some neurobiological features in many aspects such as scale-free distribution and small-world property. Future work will focus on synchronization problems of such a small-world and scale-free dynamic RNN. Research along this line and practical applications to other complex dynamic problems are in progress.
