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Abstract
The launch of the Fermi telescope in 2008 opened up the possibility of measuring the energy dependence of
the speed of light by considering the time delay in the arrival of gamma ray bursts emitted simultaneously
from very distant sources.The expected time delay between the arrival of gamma rays of significantly
different energies as predicted by the framework of relative locality has already been calculated in Riemann
normal coordinates. In the following, we calculate the time delay in more generality and then specialize
to the connection normal coordinate system as a check that the results are coordinate independent. We
also show that this result does not depend on the presence of torsion.
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i
The launch of the Fermi telescope in 2008 opened up the possibility of measuring the energy depen-
dence of the speed of light by considering the time delay in the arrival of gamma ray bursts. To first
order, the energy-dispersion relationship arising from an energy dependent speed of light common to
many theories of quantum gravity, is expected to have the form
E2 − p2 + α E
3
mQG
= m2, (1)
where mQG is the mass scale of quantum gravity and α is a proportionality constant. From this we would
expect a time delay proportional to ∆EmQGL where L is the distance traveled [1]. For shorter distances, the
time delay is approximately zero. However, for cosmological distances we expect there to be a measureable
time delay. Although the quantum gravity effects are entangled with possible cosmological phenomena,
using statistical analysis of the probability of two gamma rays being emitted at the same time, it may be
possible to separate quantum effects from cosmological effects and actually measure the quantum gravity
constant. Although we do not assume that mQG is the Planck mass, we expect that it is of similar
magnitude. The expected time delay between the arrival of gamma rays of significantly different energies
as predicted by the framework of relative locality [2] is calculated in the Riemann normal coordinate
system in [3]. In the following, we generalize the time delay calculation, discuss both first and second
order effects and then specialize to the connection normal coordinate system. The results in this paper
are consistent with the time delay calculated in [3], thus confirming that the time delay is independent
of the coordinate system. We also show that this result does not depend on the presence of torsion to
first order.
1 The Planck Scale Puzzle
The role of Planck scale in physics is not clearly understood. The fundamental constant of quantum me-
chanics, ~, first appeared in Planck’s derivation of blackbody radiation [4] and was later linked explicitly
to energy quanta emitted and absorbed in Einstein’s paper on the photoelectric effect [5]. It was during
this same period that Lorentz, in an attempt to explain the null results of the the Michelson-Morley
experiment and the constant speed of light in Maxwell’s theory, developed the Lorentz transformations
that became the basis of Einstein’s special relativity [6]. While the theory of special relativity allowed for
a constant speed of light, the upper bound on velocity contradicted the instantaneous effects of gravity
in Newton’s gravity. To unify the two theories, Einstien once again adapted the concept of space-time
by introducing curvature giving rise to general relativity. There still remains, however, a theory that is
not compatible with general relativity: quantum mechanics.
It is no surprise that as we seek to reconcile quantum mechanics and general relativity, we expect some
combination of the constants, c, ~ and GN , which form the Planck scale, to play a role. Much like the
constant speed of light did prior to special relativity, an invariant smallest length scale contradicts the
Lorentz invariance. While there is currently little evidence to support the existence of a smallest length, it
appears in many of the modern theories; a smallest length scale appears in string theories as the minimal
length of the string and in quantum field theories as ultraviolet cutoffs. Another important indication
that there is a fundamental length scale comes form our inability to probe scales smaller than the Planck
scale. The amount of energy necessary to probe such a length scale would have a Schwarzschild radius
of approximately the Planck length. Thus, if we try to probe distances on the order of the Planck length
or smaller, the high amount of energy necessarily concentrated in that small of a distance would create
a black hole and no information could be recovered. At this point, the current concept of space-time no
longer has any meaning.
Over the years, a number of theories have been proposed to answer the Planck scale puzzle. The par-
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ticular class of theories in which we are interested is commonly referred to as Doubly Special Relativity
(DSR) characterized by the following properties:
• Observer independence is preserved
• Two constants are invariant under modified Lorentz transformations: the speed of light and some
constant corresponding a fundamental length or mass scale.
The first DSR theory was proposed in 2000 by Amelino-Camelia[7], followed shortly by a different theory
by Smolin and Magueijo using a different basis [8]. It quickly became evident that there was an entire
class of DSR theories where the different formulations of the theory correspond to the choice of coordinate
system on momentum space–the natural setting for DSR [9][10].
Some DSR theories incorporate a fundamental length or mass scale by deforming the Poincare´ trans-
formations. While the rotations and spacial operators remain unchanged, the boost must be deformed to
accommodate an invariant length. The resulting deformed transformations form a 10-dimensional algebra
referred to as the κ-Poincare´ algebra [10]. It can be shown that the action of the deformed boosts on mo-
mentum space necessitates that the space-time arising from the phase space algebra is non-commutative
[11] and takes the form suggested by Snyder as a possible solution to the Planck scale problem [12]. It was
also Snyder who first observed that curved momentum space would necessarily lead to non-commutative
space-time. The idea that curved momentum space might be the correct arena in which to formulate a
consistent theory of quantum gravity is not a new one. It was first proposed by Born in his famous paper
on the reciprocity of space-time and momentum [13] in 1938. This idea of reciprocity was furthered by
Majid, where he showed that under non-abelian Fourier transforms any noncommutative construction
on space-time can be mapped to the non-Abelian (curved) momentum space [14]. This framework is the
basis for a number of the quantum group approaches to DSR.
Although the DSR theory has managed to avoid many of the constraints faced by theories that ac-
commodate an addition fundamental scale by breaking Lorentz invariance through the existence of a
preferred reference frame, there are several notable problems that must still be addressed. One of the
major issues is the difficulty in recovering the macroscopic behavior, often referred to as the Soccer Ball
Problem. The non-linear addition of momentum is expected to have correction to first order on the order
of Emp where E is the energy of the object. We expect this relationship to hold for macroscopic objects
such as soccer balls as well as microscopic particles. However, E ∼ mball, mp ∼ 10−5g and mball ∼ 500g.
Thus the first order correction term would be ∼ 107g, an thus clearly observable at the macroscopic level.
Another issue, raised by Sabine Hossenfelder, is that the simultaneous conditions of no preferred frame of
reference and two invariant scales leads to non-local interactions [15]. It is this problem that motivated
the development of the theory of Relative Locality [2]. In addition to addressing the issue of non-local
effects, Relative Locality also provides a solution to the Soccer Ball Problem [16].
2 The Principle of Relative Locality
The approach taken by Amelino-Camelia, Freidel, Kowalski-Glikman and Smolin in [2] is that the paradox
of non-local interactions is simply a consequence of a deeper and more fundamental structure underlying
space-time [2]. They propose that locality is not a universal idea, but rather a relative concept. The
principle of relative locality states :
Physics takes place in phase space and there is no invariant global projection that gives a
description of processes in space-time. From their measurements local observers can con-
struct descriptions of particles moving and interacting in a spacetime, but different observers
construct different spacetimes, which are observer-dependent slices of phasespace.
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At first this may seem like a preposterous idea. After all, we observe that interactions are local. However,
what reason do we have to suppose that on the cosmological scale the space-time that we impose around
us is the same as that light-years away? Why, after all of the modifications to space and time in the
development of modern physics do we still cling so tightly to the notional that space-time is in some
way universal? As Amelino-Camelia et al. points out, the concept of space-time is constructed using the
exchange of light signals measuring only the time of flight and neglecting the energy of the light signals.
But should we expect the energy of the light signals to remain unimportant in the high energy limit?
Although the familiar geometry of space time must be recovered in the low energy limit, there is no reason
to assume that the energy is negligible in the construction of the quantum geometry. It turns out that
absolute locality is equivalent to the assumption that momentum space is linear [2]. In the framework of
relative locality, we do not ignor the energy of the light signals in constructing space-time. Instead each
observer sees a different space-time that depends on energy and momentum. If an observer is near the
interaction, then the observer sees the interaction as local. However, if the observer is distant from the
interaction, then the interaction may appear non-local. This is not a physical non-locality, but rather
due to the geometry of momentum space. More specifically, as we will see, this apparent non-locality is
due to the non-metricity of momentum space.
The framework in which we are working is the semiclassical regime where ~ and GN can both be neglected
but the ratio √
~
GN
= mp (2)
is held fixed. Note that we are working in units where c = 1. Because we are taking GN → 0 and ~→ 0,
the Planck length lp =
√
~GN → 0. Although we expect effects from the general relativity and quantum
space-time geometry to be negligible, there are new phenomena occurring at the scale defined by mp.
2.1 Space-time and the Dynamics of Relative Locality
The action of a particle in the relative locality theory given in [2] is
Stotal =
∑
j
Sjfree + S
int. (3)
The free action for incoming particles is given by
Sjfree =
∫ 0
−∞
ds(xaj k˙
j
a + LjCj(k)), (4)
and the free action for outgoing particles is
Sjfree =
∫ ∞
0
ds(xaj k˙
j
a + LjCj(k)), (5)
where L is the Lagrange multiplier imposing the mass shell condition Cj(k) ≡ D2(k) −m2j . We define
D2(k) ≡ D2(k, 0) to be the geometric distance from the origin to a point k in the momentum manifold
P. This distance can be physically interpreted as D2(k, 0) = m2, where m is the mass of the particle.
The interaction term is given by
Sint = K(k(0))aza, (6)
where K is the composition rule for the particle intereactions.
There are two types of space-time coordinates in the action, xa and za. The first kind, xa arises as
the conjugate of the momentum coordinates ka satisfying {xa, kb} = δab . From this we see that xa coor-
dinatizes the cotangent space T ∗(p). Because the momentum space is curved, the worldlines of particles
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with different momentum live in different cotangent spaces. So, in order to be able to talk about parti-
cles interacting, we will need to parallel transport the information about the particles to the cotangent
plane at the origin, which is coordinatized by the other type of space-time coordinates, za. We will refer
to the za coordinates as the interaction coordinates. Unlike the conjugate coordinates, the interaction
coordinates do not correspond to a physical momentum. In the Lagrangian, they appear as a Lagrange
multiplier enforcing the conservation law at interactions. We will see later that they play a very important
role in dealing with particle interactions.
The relationship between the conjugate spacetime coordinates and the interaction coordinates is given
by the equations of motion. By varying the total action and integrating by parts, we find the following
relationships for the free part of the action:
k˙ja = 0 x˙
a
j = Lj
δCj
δka
Cj(k) = 0. (7)
From the boundary terms and interaction terms we find that
K(k(0))a = 0, (8)
which gives us the energy-momentum conservation law at each interaction. We also have that
xaj (0) = z
b δKb
δkja
, (9)
which relates the space-time coordinate at the ends of the worldline to the interaction coordinates by the
specific choice of momentum conservation law imposed on the interaction of the particles.
3 Geometry of Momentum Space
Once we relax the assumption that the momentum space is linear, we will need to define a composition
rule for the four-momentum. In the following section we briefly summerize the geometry of the non-linear
momentum space. A more complete description can be found in [17]. To combine momenta we define a
C∞ map
⊕ : P × P → P
(p, q)→ (p⊕ q) (10)
to be a left invertible composition law that has the following properties:1
1. There is a unit element 0 such that (0⊕ p) = p = (p⊕ 0)
2. The map has an inversion 	 : P → P such that
(	p⊕ p) = 0
and
p⊕ (	p⊕ q) = q = 	p⊕ (p⊕ q).
Using the composition rule we can define a left multiplication operator
 Lp : P → P
Lp(q) ≡ (p⊕ q) (11)
1from these properties we see that momentum composition forms an algebra.
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that statisfies the identity and inverse conditions
Lp(0) = p and L
−1
p = L	p. (12)
Since the composition of momenta is non-linear, there is no reason to suppose that the composition should
be associative or commutative. In fact, it is the lack of associativity that gives rise to the curvature of
momentum space and the lack of commutativity that measures the torsion. Thus, it is convient to also
define a right multiplication operator
Rp(q) = (q ⊕ p). (13)
In this paper we only consider momenta in the neighborhood of the origin. However, if we want to
consider momenta away from the origin, we can define the translated composition law
p⊕k q ≡ Lk
(
L−1k (p)⊕ L−1k (q)
)
, (14)
where all of the previous properties hold with 0k = k as the new identity. Using these rules for composition
we can now define a conservation law K that enforces conservation of energy and momentum. For example,
the conservation law of a two particle interaction would look like
K = p⊕ q = 0, (15)
which is satisfied by q = 	p. For three particle interactions, the composition is not quite so trivial. If we
have incoming momenta p, q and outgoing momentum r then the composition law could be
K = (p⊕ q)	 r, or K = p⊕ (q 	 r), or K = (q ⊕ p)	 r (16)
or any one of the 12 possible composition laws that, in the presence of torsion and curvature, are all
unique.
For small momenta, there is a useful way to expand the composition rule. If we take q to be small,
then we can write
p⊕ q = pa + (U0p )baqb. (17)
That is, to compose p and q, we have to first parallel transport the momentum vector q from the origin
to p and then sum them. So, in order to make sense of this composition law, we will need to define a
parallel transport operator.
3.1 Parallel Transport
We define the left parallel transport operator from the tangent space at q, denoted TqP to the tangent
space at p⊕ q, denoted Tp⊕qP, as
(U qp⊕q)
b
a ≡
∂(p⊕ q)a
∂pb
= (dqLp)
b
a, (18)
where dqLp is the differential of Lp at the point q. The right parallel transport is similarly defined as
(V pp⊕q)
b
a ≡
∂(p⊕ q)a
∂pb
= (dpRq)
b
a. (19)
The parallel transport operator for the inverse is
(Ip)ba =
∂(	p)a
∂pb
. (20)
The inverses are given by(
(U qp⊕q)
b
a
)−1
= (Up⊕qq )
b
a
(
(V pp⊕q)
b
a
)−1
= (V p⊕qp )
b
a
(
(Ip)ba
)−1
= (I	p)ba (21)
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In general, the parallel transport operator from the origin to p can be written as
(U qp )
c
a = P exp
(
−
∫ a
a0
Γbca (t)γ˙b(t)dt
)
qc (22)
where γ(t) is a parameterized curved from the origin to p, γ(a0) = q, γ(a) = p,and Γ
bc
a (t) is the connection
coefficient parameterized by t. We can expand the parallel transport operator as
U0p = δ
b
a −
∑
n≥1
1
n!
Γα1...αnba pα1 ...pαn , (23)
where
Γα1...αnba = ∂
αaΓα2...αnba − Γα1αiσ Γα1...αi−1σαi+1...αnba .
The connection coefficients are given by2
Γcba (p) ≡ −
∂
∂rc
∂
∂qb
(ra ⊕ qa)
∣∣∣∣
ra,qa=pa.
(26)
The antisymmetric part of the connection coefficient is defined as the torsion. That is
T cba (p) =
1
2
Γ[cb]a (p) = −
∂
∂rc
∂
∂qb
(
(ra ⊕ qa)− (qa ⊕ ra)
)∣∣∣∣
ra,qa=pa.
(27)
To first order,
(U0p )
b
a = δ
b
a − Γcba pc (V 0p )ba = δba − Γbca pc, (28)
where the expansion of of V is determined its relation it to U . Using (17) and (28), we can expand the
composition of small momenta to leading order as
(p⊕ q)a = pa + qa − Γbca (0)pbqc. (29)
By applying the condition that 	p⊕ p = 0, we have that
(	p)a = −pa − Γbca (0)pbpc. (30)
The expansion to second order is slightly less trivial, but from (22) we have that
U qp = δ
b
a − Γcba (pc − qc)−
1
2
∂bΓdca (pbpd − qbqd) +
1
2
Γbea Γ
dc
e (pdpb + qbqd)− Γbea Γdce pbqd (31)
V qp = δ
b
a − Γcba (pb − qb)−
1
2
∂cΓbda (pbpd − qbqd) +
1
2
Γeca Γ
db
e (pbpd + qbqd)− Γeca Γdbe pbqd (32)
(33)
where Γ and ∂Γare evaluated at zero and the partial derivative ∂bΓdca is taken with respect to which ever
momentum the derivative is contracted with. That is ∂bΓdca rb = ∂
b
rΓ
dc
a rb.
2The usual convection is that the connection is given by
∇νTλ1...λpµ1...µq = ∂νTλ1...λpµ1...µq + Γλ1νκTκ...λpµ1...µq + ... + ΓλpνκTλ1...κµ1...µq − Γκνµ1T
λ1...λp
κ...µq − ...− ΓκνµqTλ1...λpµ1...κ (24)
but keeping with the idea that the momentum coordinates have upper indices we will rewrite this as
∇νTλ1...λpµ1...µq = ∂νTλ1...λpµ1...µq + Γνκµ1T
λ1...λp
κ...µq + ...Γ
νκ
µqT
λ1...λp
µ1...κ − Γνλ1κ Tκ...λpµ1...µq − ...− Γνλpκ Tλ1...κµ1...µq . (25)
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3.2 The parallel transport operator for 	
There is a third type of parallel transport operator given by (20) that is the operator that takes p to 	p.
This operator has some curious properties that deserve some discussion. In [3] the identity
Up0 = −V 	p0 Ip (34)
is derived as a special case of the identity
V 	pq I
p = −Up⊕qq V pp⊕q, (35)
which follows from the observation that 0 = ∂p(	p⊕ (p⊕ q)). However, note that if we apply the inverse
of V 	pq we have that
Ip = −V q	pUp⊕qq V pp⊕q. (36)
That is, there is an arbitrary q in the equation for Ip. This seems to imply a path independence of
Ip. This leads to the question of what does it mean to parallel transport between two points not at the
origin? However, we do have some notion of what it means to parallel transport from a point to the
origin, If we choose the path between two points to be the geodesic from the first point to the origin and
then the origin to the second point, this is equivalent to parallel transporting both points to the origin
to the interaction plane where their relation can easily be determined. In this case we can write
U qp = U
0
pU
q
0 . (37)
This choice of path is then consistent with the taylor expansion of the parallel transport operator in (23),
where by expanding the parallel transport operator about the origin, we implicitly chose this path.
3.3 Curvature
With the second order expansion, we to see curvature play a role. Indeed, when we consider a closed
curve created by, for example, Up0V
0
p or, alternatively, V
p
0 U
0
p . Note that these two paths do not generate
the same curvature. To see this we can calculate to second order
(V p0 U
0
p )
f
a = δ
f
a + 2T
fb
a +
1
2
(∂fΓbd − ∂bΓdf + 2Γeba Γ[fd]e − 2Γ[eb]a Γdfe )pbpd. (38)
Thus we will define
(RV U )
bdc
a =
1
2
(∂cΓbd − ∂bΓdc + 2Γeba Γ[cd]e − 2Γ[eb]a Γdce ). (39)
Similarly,
(Up0V
0
p )
f
a = δ
f
a + 2T
bfpb +
1
2
(∂bΓdfa − ∂fΓbda + 2Γbea Γ[df ]e − 2Γ[be]a Γfde )pbpd (40)
and so
(RUV )
bdc
a =
1
2
(∂bΓdca − ∂cΓbda + 2Γbea Γ[dc]e − 2Γ[be]a Γcde ). (41)
Notice that RUV and RV U are not the same. They differ by
Rbdca =
1
2
(RV U −RUV ) = 1
2
(∂cΓbd − ∂bΓdc + 2Γ(eb)a Γ[cd]e − 2Γ[eb]a Γ(cd)e ). (42)
The fact that the ”curvature” appears to be a consequence of the difference between left and right parallel
transport operators suggests that it is directly tied to the presence of torsion. However, note that even
if torsion were zero, the two derivatives would remain, thus it is not just the torsion that plays a role.
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3.4 Non-Linear Phenomena in Gamma Ray Bursts
The theory of general relativity is formulated on a Riemannian manifold, which is metric compatible.
That is
∇agbc = 0. (43)
This choice is natural because it preserve the length of a vector that is parallel transported from tangent
or cotangent space to another. However, we do not assume that P is metric compatible. In fact, it is the
presence of non-metricity, defined as
Nabc ≡ ∇agbc. (44)
that leads to the expected dispersion relationship that creates the time delay exhibited by the gamma
rays. If we allow for non-metricity and torsion, the connection coefficients can then be written as
Γ(ab)c = {abc }+
1
2
gci
(
T iab + T iba −Nabi −N bai +N iab
)
(45)
Where T iab = gbdT iad and {abc } is the Christoffel symbol.
4 Time Delay in Gamma Ray Bursts
We now want to calculate the time delay that would be observed in the arrival of two gamma rays of
different energies. Figure 1, taken from [3], shows the emission of two photons (gamma rays) and their
subsequent detection by some detector (Fermi Telescope). The Fermi Telescope will only detect the en-
ergy of two gamma rays (photons) and the difference in their arrival times. So, we will need to derive an
expression for the time delay in terms of the photon energies. The final result may depend on the travel
time of the photons, but it should be independent of all the variables associated with the detector or the
source of the gamma rays.
10
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FIG. 8: Labels of positions and momenta for our model of GRB experiment.
B. Definition of the proper times
We will need expressions for the proper times of propagation of the atoms and photons. These are the invariant quantites that
characterize the time delays between emission and detection of the photons.
To evaluate these we pick Riemann normal coordinates so the speed of light is universal. In these coordinates the velocity is
simply related to the momenta by x˙= p. The end points of the emitter/detector trajectories are then related to the momenta by
xa2−ua1 = kˆa1S1, xa4−ua3 = kˆa2S2, (25)
where kˆi = ki/mi and Si are by definition the proper times.
The end points of the photon trajectories are then related to the momenta by
ya3− ya1 = pˆa1T1; ya4− ya2 = pˆa2T2 (26)
where pˆ are the normalised null momenta with respect to the emitter frame and satisfy
pˆi · kˆ1 = 1 (27)
IV. THE GEOMETRY OF INTERACTIONS AND THE MECHANICS OF RELATIVE LOCALITY
Before doing the computation of the time delay effect we have to understand the detailed geometry and physics at the interac-
tion vertices.
We will start with some basic definitions, then begin our study of interactions with two valent nodes. This will help us to fix
notation and understand the concepts better. This will equip us to understand the three valent interactions that come into the
emissions and absorptions of photons.
Figure 1: The set up for the gamma ray burst experiment.
In Figure 1, a source with initial momentum q1 emits a photon with momentum p1 and is left with
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momentum k1. The emission occurs at the end of the world-line, denoted by x1, of the source with
momentum q1. The beginning of the world-line of the photon with momentum p1 is y1. The worldline of
the source, which now has momentum k1 continues at u1. The distinction between u1, y1, and x1 must
be made because each ”particle” has a different momentum and thus lives in different cotangent spaces.
In this sense, we can think of u1 as being the beginning of a new world line for the detector. However,
because we want to talk about the interaction that occurred with the emission of the photon, we need to
parallel transport everything to the same cotangent space at the origin. The location of the interaction
in the interaction plane is given by z1. After a proper time S1 the source will emit another photon. The
two photons with momenta p1 and p2 will travel for proper times T1 and T2 respectively before being
absorbed by the detector. The arrival time of the photons differs by a proper time S2. To calculate the
time delay
∆S ≡ S2 − S1 (46)
we need some way of relating S1 and S2. To do this we use the fact that the two photons are emitted
and detected by the same source and detector respectively. That is, both photons must be at coordinate
z1 and z4. Intuitively, we would suppose that we could relate the distance that the first photon travels
to the distance that the second photon travels by the relationship
S1z˙(k
1) + T2z˙(p
2) = T1z˙(p
1) + S2z˙(k
2), (47)
where z˙(r) is the velocity of a particle with momentum r as seen by an observer at the interaction plane
(at the origin). We will see later that this is not exactly true, but it is a good starting to try to relate S1
and S2.
4.1 Coordinate Independent Time Delay
The velocity of a particle with momentum p is given by the equations of motion as
x˙a = L δC
δpa
. (48)
To be consistent with the linear theory relationship between momentum and space-time we take L = 12m .
Thus the velocity of a particle with momentum p will be given by
x˙a =
1
2m
∂(D2(p)−m2)
∂pa
=
1
2m
∂D2(p)
∂pa
. (49)
However, we cannot add and subtract these velocities because they live in different cotangent planes, so
we need to calculate the z˙’s, which can then be combined to calculate the time delay. From the equations
of motion, we also have a way to relate the velocity of the particle at the end of its world-line to the
interaction plane given by (8). To simplify notation, we define a new quantity
(Wxi)ab = ±
δKb
δkia
, (50)
which can be thought of as the parallel transport matrix that takes the interaction coordinate in T ∗P(0)
to the end of the worldline living in T ∗P(k) . The index i simply denotes which particle we are considering
and the + and - correspond to incoming and outgoing particles respectively. Using the matrices, the
conjugate coordinates and the interaction coordinates can be related by
zi(x) = xiW−1xi , zi(u) = uiW−1ui , zi(y) = yiW−1yi (51)
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Before we can actually do the calculation we need to choose a specific energy-momentum conservation
law for the interactions. To be consistent with [3] we will choose these to be
K1 = (q1 	 k1)	 p1 = 0 K2 = (k1 	 r1)	 p2 = 0 (52)
K3 = p1 ⊕ (	k2 ⊕ q2) = 0 K4 = p2 ⊕ (	r2 ⊕ k2) = 0 (53)
Now, we want to calculate the z˙’s. However, there is some ambiguity on how to determine what z˙ is.
Does z˙(k1) correspond to x˙2W−1x2 or u˙1W−1u1 , or some combination of both? To get around this problem,
we follow the same procedure as outlined in [3] for the connection normal coordinate case. To start with
we define
x˙2S1 = x2 − u1. (54)
However, x2 − u1 does’t really have any meaning so we need to parallel transport everything to the
interaction plane at the origin using the relationship between the conjugate coordinates and the interaction
coordinates. We then have that
x˙2W−1x2 S1 = z2 − z1Wu1W−1x2 . (55)
In the above expression, the two end points of the world-line of the detector between the emissions of
the photons is projected to the interaction plane. Notice that instead of simply comparing z1 and z2 as
we did x2 and u1, the comparison is induced by projecting z1 back to the cotangent plane at k, moving
along the ”straight” geodesic to x2 and then projecting back to the interaction plane. Similarly
u˙3W−1u3 S2 = z4Wx4W−1u3 − z3 (56)
y˙3W−1y3 T1 = z3 − z1Wy1W−1y3 (57)
y˙4W−1y4 T2 = z4 − z2Wy2W−1y4 . (58)
Adding (56) and (57), we can eliminate z3.
u˙3W−1u3 S2 + y˙3W−1y3 T1 = z4Wx4W−1u3 − z1Wy1W−1y3 . (59)
Because Wy4 =Wy2 , and Wy1 =Wy3we can simplify (58) and (59)
y˙4W−1y4 T2 = z4 − z2 (60)
u˙3W−1u3 S2 + y˙3W−1y3 T1 = z4Wx4W−1u3 − z1. (61)
Then combining (55) and (60) eliminates z2.
x˙2W−1x2 S1 + y˙4W−1y4 T2 = z4 − z1Wu1W−1x2 . (62)
Multiplying (61) by (Wx4W−1u3 )−1 =Wu3W−1x4 subtracting (62) we have
z˙(k2)S2 − z˙(k1)S1 + z˙(p1)T1 − z˙(p2)T2 = z1
(Wu1W−1x2 −Wu3W−1x4 ) , (63)
where3
z˙(k1) = x˙2W−1x2 = x˙2
(
V p
2
0 V
k1
p2
)−1
= x˙2V
0
k2 (64)
z˙(k2) = u˙3W−1x4 = u˙3
(
U	p
2
0 U
k2
	p2
)−1
= u˙3U
0
k2 (65)
z˙(p1) = y˙3W−1y3 Wu3W−1x4 = y˙3
(
V p
1
0
)−1 (
U	p
1
0 V
	k2
	p1 I
k2
)(
U	p
2
0 U
k2
	p2
)−1
= −y˙3V 0p1U	p
1
0 V
0
	p1 (66)
z˙(p2) = y˙4W−1y4 = y˙4
(
V p
2
0
)−1
= y˙3V
0
p2 . (67)
3Expressions are simplified using (37)
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Now this is not quite the expression we initially guessed. There is an extra term:
z1
(Wu1W−1x2 −Wu3W−1x4 ) . (68)
We should also take note that the only z˙ that is not related to a space-time coordinate by a simple parallel
transport to the origin is the z˙ which depends on p1. The particular form appears again in the W term.
To see this, we substitute in the values for the W ’s as given in [3].(Wu1W−1x2 −Wu3W−1x4 ) = −V p10 U	k1p1 Ik1V p2k1 V 0p2 + U	p10 V 	k2	p1 Ik2U	p2k2 U0	p2 (69)
Using (34) and (37) we can rewrite this as
V p
1
0 U
0
p1 − U	p
1
0 V
0
	p1 (70)
Recall that
y1 = ziWy1 = ziV
p1
0 (71)
Then
z1
(Wu1W−1x2 −Wu3W−1x4 ) = y1U0p1 − y1V 0p1U	p10 V 0	p1 (72)
That is, the W term is the difference between the parallel transport operator, transporting y1 to the
origin by the simple operator U0p1 and a parallel transport identical to the one that brings y˙1 to the
origin. If we further manipulate this expression we find that
z1
(Wu1W−1x2 −Wu3W−1x4 ) = y1U0p1(δ − Up10 V 0p1U	p10 V 0	p1) (73)
The last term in (73) now resembles the curvature terms discussed in section 3.3. To understand this,
we go back to the original picture. Because the z˙’s are elements of T ∗(0), the distances defined by z˙T1
etc. correspond to traveling along a path in the interaction space-time. Thus (63), implies that the right
hand side correspond to a holonomy arising from tracing a closed curve from z1 to z2 to z4 to z3 and
back to z1. In other words, there is some notion of curvature in the space-time at least in the interaction
plane. This curvature could explain the translation invariance imposed by the z1 on the right hand side
of (63). However, because we are working in a semiclassical limit with GN = 0, we do not believe that
this curvature corresponds to the Einstein curvature tensor. Moreover, it is likely that this ”curvature”
depends on the non-metricity, which is why it does not play a role in Einstein’s general relativity.
4.2 A first order approximation
To first order, however,
(Wu1W−1x2 )ab ≈ (Wu3W−1x4 )ab ≈ δab + T cab p1. (74)
Thus the right hand side of the time delay equation vanishes and we are left with
z˙(k2)S2 − z˙(k1)S1 = z˙(p2)T2 − z˙(p1)T1. (75)
From this we can determine an expression for the time delay to first order. Expanding the parallel
transport operators to first order and substituting in the velocity relationship given by the equations of
motion:
z˙(k1) =
1
2mk1
∂D2(k1)
∂k1
V 0k1 z˙(k
2) =
1
2mk2
∂D2(k2)
∂k2
U0k2 (76)
z˙(p1) =
1
2mp1
∂D2(p1)
∂p1
U0p1 z˙(p
2) =
1
2mp2
∂D2(p2)
∂p2
V 0p2 (77)
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Notice that each of the velocities depend on only one momentum. We should also point out that, while
the velocities are functions of the momenta, they still live in T ∗(0); they are fundamentally a space-time
object. Now if we assume that the emitter and detector are at rest with respect to each other as seen by
the interaction plane
(
z˙(k1) = z˙(k2)
)
, then the expression above is reduced to
(S2 − S1)z˙(k2) = z˙(p2)T2 − z˙(p1)T1. (78)
However, if z˙(k1) = z˙(k2) then we must have that
1
mk1
∂D2(k1)
∂k1
V 0k1 =
1
mk2
∂D2(k2)
∂k2
U0k2 . (79)
We can expand the parallel transport operators to first order as
(Ukr )
b
a = δ
b
a − Γcba (r − k)c (V kr )ba = δba − Γbca (r − k)c (80)
Thus to first order, Ukr and V
k
r differ only when torsion is present. If the torsion is zero, then the con-
nection coefficients are symmetric, which means Ukr = V
k
r . Then simply taking k
1 = k2 satisfies the
relationship (79). Otherwise, for the two detectors to appear at rest with respect to each other in the
interaction plane, they cannot have the same momentum. This is due to the phenomenon called dual
gravitational lensing, which will be discussed in Section 5.2.
Now we can proceed with the calculation of the time delay. If we normalize z˙(ki) so that
|z˙(ki)| ≡
√
(z˙(k1))2 = 1, (81)
then (78) becomes
(S2 − S1)Kˆ = z˙(p2)T2 − z˙(p1)T1, (82)
where
Kˆc ≡ z˙(k
1)c
|z˙(k1)| =
z˙(k2)c
|z˙(k2)|
4. (83)
Now we want decompose the right hand side of (82) into its component in the Kˆ direction and its
component perpendicular to kˆ, which we will call Rˆ.
z˙a(pi) = (Kˆ · z˙(pi))Kˆa +
√
(Kˆ · z˙(pi))2 − (z˙(pi))2Rˆa, (84)
From (82) we know that
∆S = (Kˆ · z˙(p2))T2 − (Kˆ · z˙(p1))T1, (85)
and
T2
√
(Kˆ · z˙(pi))2 − (z˙(p2))2 − T1
√
(Kˆ · z˙(pi))2 − (z˙(p1))2 = 0. (86)
Combining (85) and (86) we have that
∆S =
[
(Kˆ · z˙(p2))−
√
(Kˆ · z˙(pi))2 − (z˙(p2))2
]
T2 −
[
(Kˆ · z˙(p1))−
√
(Kˆ · z˙(pi))2 − (z˙(p1))2
]
T1 (87)
To first order, this is approximately
∆S ≈ (z˙(p
2))2
2Kˆ · z˙(p2)T2 −
(z˙(p1))2
2Kˆ · z˙(p1)T1 (88)
We know have a coordinate independent expression for the time delay calculation to first order. However,
in order to actually compute the time delay we would need to choose a coordinate system.
4recall that we have assumed that z˙(k1) = z˙(k2)
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5 Time Delay in Connection Normal Coordinates
5.1 Defining the connection normal coordinates
To proceed, we need to define a coordinate system. For all coordinate systems, we will take the convention
that η = (+−−−). A common and often very convenient choice of coordinates are the Riemann normal
coordinates, which are defined by insisting that at some point k (usually the origin)
gµν(k) = ηµν and gµν,a(k) = 0 (89)
and thus the connection is completely defined by the torsion and non-metricity tensors. This is the
coordinate system used in [3]. However, there is another important normal coordinate system, which
we refer to as connection normal coordinates. We will calculate the time delay in connection normal
coordinates to provide a check to the claim that the calculation is coordinate independent and to see if
there is any underlying physics that is not readily apparent in the Riemann normal coordinates. As with
the Riemann normal coordinates, we will require that gµν(k) = ηµν , but instead of setting the derivatives
of the metric tensor to 0 at k, we will require that the symmetric part of the connection be zero. That is
Γ(ab)c (k) = 0, (90)
which means
Γabc = Γ
[ab]
c =
1
2
T abc . (91)
Thus we have that the connection is equal to the torsion. This choice then fixes the first derivative of the
metric tensor. To see this
Γ(ab)i + Γ(ai)b = gbi,a +
1
2
(
T iab + T bai − 2Nabi
)
(92)
Setting the symmetric part of the connection coefficient to zero we have that
gbi,a = −1
2
(
T iab + T bai − 2Nabi
)
(93)
Let us define
N abi ≡ Nabi − 1
2
(
T iab + T bai
)
. (94)
Then
gbi,a = N abi. (95)
In the case where the metric is compatible, the Riemann normal coordinates and the connection normal
coordinates are the same. It is only when we introduce non-metricity that there is a difference.
Since we are only considering momenta close to the origin, we can Taylor expand the metric tensor
about the origin. To first order,
gab(p) = ηab + gab,cpc +O(p
2) = ηab +N cabpc +O(p2). (96)
From this we can construct the distance function from the origin to a point in P. In the Riemann normal
coordinates,
D2(p, 0) = ηabpapb = E
2 − ~p2 = m2, (97)
which is the standard relationship in relativity between the total energy, the kinetic energy and the rest
mass. However, in connection normal coordinates,
m2 = D2(p, 0) = ηabpapb +N cab(0)pcpapb = E2 − ~p2 +N cab(0)pcpapb. (98)
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Thus the mass is dependent on energy and the non-metricity of momentum space. Moreover, the ”mea-
sured mass” is not the same as the mass one would obtain by taking p20−papa = m2. This is the expected
dispersion relationship that we expect to see. Notice that if the units are consistent, then N must have
the units of 1[p] =
1
m . We will now compute the time delay in connection normal coordinates. First we
need to calculate x˙. Recall that in connection normal coordinates
D2(k) = ηabkakb +N cab(0)kckakb. (99)
Plugging this into the equation for the velocity,
x˙c =
1
2m
{2kc +
(
N cab(0) +N acb(0) +N abc(0)
)
kakb} (100)
For convenience, we define
Mabc ≡ 1
2
(
N abc +N bac +N bca
)
. (101)
Then (100) can be written as
x˙c = kˆc +mMcabkˆakˆb. (102)
where we have defined kˆ = km . Substituting the definition of N given by (94) into (101)
Mabc = 1
2
(
Nabc +N bac +N bca
)
− 1
4
(
T cab + T abc + 2T cba
)
. (103)
Thus
Mabckˆbkˆc = 1
2
(
Nabc +N bac +N bca
)
kˆbkˆc − 1
4
(
T cab + T abc + 2T cba
)
kˆbkˆc (104)
We can rewrite
T dabkˆbkˆd = T
badkˆbkˆd. (105)
Then, using (105) and the fact that T bda is antisymmetric in b and d, (104) becomes
Mabckˆbkˆc = 1
2
(
Nabc +N bac +N bca
)
kˆbkˆc. (106)
This show that the definition of x˙ does not have any dependence on torsion.
Expanding the parallel transport operators using (80) and calculating the velocities using the proce-
dure outlined above, we have that
z˙(k1)c ≈
(
kˆa1 +mk1Mabdkˆ1b kˆ1d
)(
δca −
1
2
T cba k
1
b
)
≈ kˆa1 +mk1Mabdkˆ1b kˆ1d −
1
2
T cbak1bk
1
a (107)
z˙(k2)c ≈
(
kˆa2 +mk2Mabdkˆ2b kˆ2d
)(
δca −
1
2
T dca k
2
d
)
≈ kˆa2 +mk2Mabdkˆ2b kˆ2d −
1
2
T bcak2bk
a
a (108)
z˙(p1)c ≈
(
pˆa2 + Ep2Mabdpˆ2b pˆ2d
)(
δca −
1
2
T bca p
2
b
)
≈ pˆa2 + Ep2Mabdpˆ2b pˆ2d −
1
2
T bcap2bp
2
a (109)
z˙(p2)c ≈
(
pˆa1 + Ep1Mabdpˆ1b pˆ1d
)(
δca −
1
2
T cba p
1
b
)
≈ pˆa1 + Ep1Mabdpˆ1b pˆ1d −
1
2
T cbap1bp
1
a (110)
We now need to calculate the projection of z˙(pi) onto Kˆ. To first order
Kˆ · z˙(p1) = 1 +mk1Mcbd
(
kˆ1c pˆ
1
b pˆ
1
d + kˆ
1
b kˆ
1
dpˆ
1
c − kˆ1b kˆ1dkˆ1c
)
− 1
2
T cbakˆ1b kˆ
1
apˆ
1
c −
1
2
T cbapˆ1b pˆ
1
akˆ
1
c (111)
Kˆ · z˙(p2) = 1 +mk1Mcbd
(
kˆ1c pˆ
2
b pˆ
2
d + kˆ
1
b kˆ
1
dpˆ
2
c − kˆ1b kˆ1dkˆ1c
)
− 1
2
T cbakˆ1b kˆ
1
apˆ
2
c −
1
2
T bcapˆ2b pˆ
2
akˆ
1
c . (112)
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Finally, we need to calculate
(z˙(pi))2 = 2EpiMcbdpˆibpˆidpˆic. (113)
Plugging this into (88), we have that to first order
∆S ≈ (z˙(p
2))2
2Kˆ · z˙(p2)T2 −
(z˙(p1))2
2Kˆ · z˙(p1)T1 ≈ Ep2M
cbdpˆ2b pˆ
2
dpˆ
2
cT2 − Ep1Mcbdpˆ1b pˆ1dpˆ1cT1. (114)
Note that the torsion term from (111) and (112) completely drops out of the time delay calculation to
first order and we are only left with terms involving Mcbdpˆicpˆibpˆid, which we know from Section 5, only
depends on non-metricity.
Now to recover the results from [3]. Suppose the energy of the first photon is much less than the
energy of the second one. For simplicity we will take the torsion to be zero, as they do in [3], so that we
can assume that pˆ1 ≈ pˆ2. However, in the next section we will show why this assumption is unnecessary.
Then
∆S = T2E2Mcbdpˆbpˆdpˆc. (115)
Now comparing this to the results derived in [3], we find that
1
2
N˜ cbd =Mcbd = 1
2
(
N cbd +N bcd +N bdc
)
, (116)
where N˜ cbd is the non-metricity tensor in Riemann normal coordinates. Thus we find that the time delay
calculated here is consistent with the one found in [3].
5.2 Dual Gravitational Lensing
As we mentioned in Section 5, if torsion is present then the direction of the motion of the particle emitted
in parallel will not necessarily be parallel when they reach the detector. However, from (84) we know
that z˙(p1) and z˙(p1) propagate in the same plane spanned by Kˆ and Rˆ, so
z˙a(pi) = Kˆ · z˙(pi)(Kˆ + Rˆ)a − (z˙(p
i))2
2Kˆ · z˙(pi)Rˆ
a (117)
≈ Kˆ · z˙(pi)(Kˆ + Rˆ)a − EpiMcbdpˆibpˆidpˆicRˆa. (118)
If we take the non-metricity to be zero then (118) reduces to
z˙(pi) = Kˆ · z˙(pi)(Kˆ + Rˆ). (119)
We will define the direction of propagation in the interaction place as e+. If we normalize z˙(pi) with
respect to Kˆ, then we can simply write z˙(pi)a = e+. We will denote the covector by eb− = e+a ηab. But
much like with the detectors, if the photons appear to be traveling parallel in the interaction plane, they
are not emitted parallel. We now want to calculate to what extent they are different. To see this we
invert the relationships given by (110) and (109) with the non-metricity taken to be zero.
pˆa1 ≈ ea− −
E1
2
T a+− (120)
pˆa2 ≈ ea− +
E2
2
T a+− (121)
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where we have denoted T abc e
c−e
+
b = T
a+
− . Thus
pˆa2 − pˆa1 =
E1 + E2
2
|T+− |Tˆ (122)
Where Tˆ is perpendicular to the propagation vector e+ and thus we can think of the difference between
pˆ2 and pˆ1 as being a rotation in the plane perpendicular to the propagation by and angle θ =
E1+E2
2 |T+− |.
We we have defined
|T+− | ≡
√
T c+− ηcdT
d+
− and Tˆ =
T a+−
|T+− |
. (123)
Using equation (122) we can write
pˆa2 = pˆ
a
1 +
E1 + E2
2
|T+− |Tˆ (124)
Plugging this into (114) we find that
Ep2Mcbdpˆ2b pˆ2dpˆ2cT2 − Ep1Mcbdpˆ1b pˆ1dpˆ1cT1 ≈ (Ep2T2 − Ep1T1)Mcbdpˆ1b pˆ1dpˆ1c +O(Γ, T ) (125)
Applying the assumption that E2 >> E1 we recover the time delay given by (115)
We would expect to find a similar angle of rotation for kˆ1 and kˆ2 given by
θ =
m1 +m2
2
|T+− |Tˆ . (126)
In Section 5, we noted that in the presence of torsion the assumption that z˙(k1) was parallel to z˙(k2)
meant that k1 could not be parallel to k2. We now see from (126)that the reason for this is that the
torsion generates a rotation as the velocities are parallel transported to the interaction plane that depends
on the masses of the particles.
6 Discussion
Although we recovered the same results as [3], the approach taken here differs significantly in a couple of
ways. The same general approach was taken to find the time delay. However, we chose to determine the
time delay using the velocity, defined by the proper time derivative of the space coordinates rather than
using the fact that in Riemann normal coordinates the velocity is given by the momentum divided by
the mass. By doing so we are able to derive a coordinate independent expression for the time delay. In
addition, the use of the velocities, the z˙’s, removes some of the ambiguity of the upper case momenta (Ki
and P i) used in [3], which are interpreted as the physical momenta (k1 for example) parallel transported
to the origin. However, the meaning of parallel transporting an element of the manifold to the origin is
unclear.
Another reason for this approach is that it makes the impact of the geometry of momentum space on
the emergence of space-time clearer. In Section 2 we argue that the energy plays an important role in
the construction of quantum geometry via the energy dependence of the light signal traveling between
clocks. In order to see how the energy dependence manifests in the emergence of space-time, we needed
to have some way of expressing distance as the integral of velocity over time. In this case we assumed
the velocity was constant. In the approach taken in [3], the concept of distance in space-time is blurred
by the use of the momentum in place of velocity. By working with velocities which are strictly elements
of the cotangent planes, we see that the energy dependence does arise from the energy dependence of the
velocity associated with the particle’s momentum (the x˙’s).
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7 Conclusion
In this paper, we discussed the appearance of curvature like terms due to the difference in left and
right parallel transport operators and their relation to the unexpected term that arose in the time delay
calculation (68). We also derived a general expression for the time delay to first order, which is given by
∆S ≈ (z˙(p
2))2
2Kˆ · z˙(p2)T2 −
(z˙(p1))2
2Kˆ · z˙(p1)T1
and the specialized to connection normal coordinates. In this coordiante system we found the expected
dispersion relationship
m2 = E2 − ~p2 +N cab(0)pcpapb.
The time delay in connection normal coordinates is given by
∆S ≈ Ep2Mcbdpˆ2b pˆ2dpˆ2cT2 − Ep1Mcbdpˆ2b pˆ2dpˆ2cT1.
After making the assumption that E2 >> E1, we find that this reduces to
∆S = T2E2Mcbdpˆbpˆdpˆc,
which is the same result as in [3]. Thus we have that the time delay is not effected by the choice of
coordinate system. We have also shown that the time delay is not impacted by by the presence of torsion.
It should be noted that this is true only for the particular choice of energy-momentum conservation
law. In recent work by Oliveira [18], it is shown that to first order, the choice of conservation law for
the interactions does not effect the results if there is no torsion. However, when torsion is present, for
certain choices, the right hand side of (63) does not vanish and the translational invariance is broken. As
mentioned in Section 7, a similar problem is expected to arise when the curvature is taken to be non-zero.
We also expect that there will be a number of other interesting phenomena occurring when the curvature
of momentum space is non-zero which deserve further study.
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