We are very grateful to the cooperating farmers, Charley Mathews and Charley Mathews, Jr., for allowing us to carry out research on their farm. We are grateful to David Clay and to an anonymous reviewer for many helpful comments. quality analysis were applied to the data. To evaluate temporal variability yields from 10 different years must be placed on a common grid. The appropriate size of for these grids 11 was tested. Large-scale spatial structure was determined using median polish, while 12 small-scale spatial structure was evaluated by computing variograms of the yield 13 residuals after subtracting the trends. Temporal variability was determined using 2 14 approaches: 1) computing the variance among years of the original, trend and residual 15 yield values at fixed points in the field; and 2) cluster analysis of the standardized trend 16 yield values. Results from the study showed that the grid density necessary to capture the 17 spatial variability was site and year dependent. Trend surface spatial behaviors were year-18 dependent, indicating a lack of temporal stability. Variograms showed strong spatial 19 structure of yield residuals. Cluster analysis reduced the considerable complexity in a 20 sequence of yield maps of these fields to a few general patterns of among year variations. 
Introduction

4
Yield monitoring and mapping technology that can measure, georeference, and 5 record grain yields makes it possible to document the location and magnitude of yield 6 variability with a spatial precision of meters. If the causes of this variability can be 7 identified then corrective action may be implemented to reduce costs, increase yield, 8 and/or reduce environmental impacts by adopting site-specific management practices 9 (Lowenberg-DeBoer and Erickson, 2000) . Moreover, the availability of high precision 10 measurements may permit researchers to more efficiently test hypotheses by precisely 11 measuring crop response to environmental conditions as these conditions vary in the field 12 (Bhatti et al., 1991; Grondona and Cressie, 1991; Long, 1998) . Both of these uses of 13 precision measurement technology require statistical methods that until now have more 14 commonly been employed in ecological, epidemiological, and econometric research 15 (Long, 1998; Griffith and Layne, 1999; Bongiovani and Lowenberg-DeBoer, 2001 ). 16 Yield map data quality is an important initial issue for farmers and even more so 17 for scientists and engineers who wish to use these data in the course of a scientific study. 18 Blackmore and Marshall (1996) identify six primary sources of error in yield map data : 19 unknown crop width at the header, time lag in the harvester, GPS error, grain surge, grain 20 losses, and sensor accuracy and calibration. Birrell et al. (1996) , Blackmore and Marshall 21 (1996) , Doerge (1999) removed outliers by visual inspection of the data record. To make the data more 1 manageable and remove the statistical problems associated with very large data sets 2 (Matloff, 1991) we next selected every tenth point from the data records for time series 3 analysis. 4 The result ing data sets each consisted of a sequence of time series in which 5 discontinuities in the GPS clock time indicated points in which the harvest had been 6 stopped and then restarted. Yield data were plotted against GPS clock time. The resulting 7 plot was then inspected first for sudden changes in calibration and second for evidence of 8 a trend (Haneklaus et al., 2001 ). We assumed that sudden changes in calibration would 9 occur at discontinuity in the GPS clock time (indicating that the harvest had been stopped 10 and restarted). Because in Field 2 the cooperating grower harvested the low yielding 11 areas first and then the better yielding areas, an abrupt change in yield at a gap in GPS 12 time in Figure 2 does not necessarily represent a calibration artifact. To determine which 13 if any of the records showed an evident change in yield monitor calibration the yield 14 records were visually compared with false color infrared aerial images of the field, with a 15 change in calibration being indicated if the change in yield did not correspond to a 16 change in vegetation intensity in the aerial image. 17
The comparison was carried out as follows. In each year and for each field the 18 raw data values were displayed as points in the GIS. The display was examined for 19 evidence of abrupt changes in yield trend that occurred at discontinuities in the GPS time. 20 A false color aerial image of the field was then examined to determine if there was a 21 corresponding change in infrared reflectance at this location. Because of the difficulties 22 in estimating yield from aerial images (Plant et al., 2001 ), this process was done visually 23 rather than statistically. If there was no change in reflectance properties corresponding to 1 a change in yield, the change was assumed to be caused by a sudden change in calibration 2 of the yield monitor. In this case the yield data after the jump in GPS time was adjusted 3 by multiplying by a constant value to bring the yield trends before and after the change 4 into visual alignment. 5
To test for gradual drift or trend in the data the yield records were differenced and 6 the differences were tested against the null hypothesis of zero mean using the sign test. 7
The third data quality test was carried out in Field 1 to take advantage of the back and 8 forth harvest pattern. The test was carried out at 10 randomly selected locations in the 9 field. It consisted of comparing the mean of a sequence of 10 yield values with the mean 10 of the sequence of 10 values at points immediately to the left of the first 10. Confidence 11 intervals were computed for the means based on the standard deviation of the 10 12 sequential yield values. These confidence intervals are not exact due to the 13 autocorrelation of the data. 14
Spatial resolution analysis 15
Yield point shapefile data were interpolated to a fixed 5×5 m grid using inverse 16 distance weighted interpolation with power 2 and number of neighbors 12. This grid 17 provided a set of locations of the yield data that was consistent over the four years and 18 approximated the spacing of the original yield data. These interpolated grids were used as 19 the starting point for the analyses. Our primary interest was in studying variability on a 20 scale of tens of meters to eliminate very short-range effects while still maintaining the 21 ability to distinguish important patterns of spatial variability. Therefore, three different 22 regularly spaced square point grids of size 90 m, 60 m, and 30 m were used to extract the 23 values from the interpolated yield maps in both fields. These three grids form resolutions 1 with numbers of grid points: n=36, n=76, n=292 and n=42, n=93, n= 402 for the 90, 60 2 and 30 m grid in Field 1 and 2 respectively. Each larger grid was made up of a subset of 3 the smaller grids. 4
Large-sale variability (trend) and small-scale variability were separated by 5 detrending the data, us ing the median polish technique (Cressie, 1991 ; Jaynes and Colvin 6 1997; Bakhsh et al, 2000) . Median polish by rows and columns may not capture the 7 entire large-scale trend, as the trend orientation is not known a priori (Cressie 1991) . 8 Therefore, an additional term was included in the median polish equation to detect any 9 further trend in the polished data as described by Cressie (1991) and Jaynes and Colvin 10 (1997) . No significant further trends were detected in any case in which this procedure 11 was used in our data sets. 12
For the characterization of the small-scale variation experimental variograms 13 were calculated using the residual yields from the median polish. Variography analyses 14 assume the data have a Gaussian distribution. Therefore, the distributions of the yield 15 residuals for the four years were checked using stem and leaf plots and normal 16 probability plots. Outliers, indicated by stem and leaf plots, were removed and replaced 17 by kriged estimates following the analysis of Bakhsh et al. (2000) . In to each experimental variogram. Different models were tested for fitting the data (Isaaks 5 and Srivastava, 1989), and the isotropic spherical model provided a good fit in each case. 6
One method for estimating the appropriate resolution for spatial analysis was to base it on 7 the ranges of the fitted variograms. 8
A second method for determining the appropriate cell size for analysis is the 9 relative information criterion (RIC) (Chen et al., 1995) . In this paper we use the square of 10 the RIC as defined by Chen et al. (1995) . The RIC 2 is the square of the product moment 11 correlation coefficient of kriged residuals from the same locations in the field, viz.: 12
In this equation r 2 (k j ,k i )denotes the square of the correlatio n coefficient of the block-14 kriged yield residual estimates using GR i and j. The RIC 2 as we use it gives the fraction 15 of the sample variation using GR j that is "explained" if it is related to GR i using a 16 simple linear regression. 17
Block kriging was used to interpolate the residuals from the different grids. 
Computation of summary statistics 4
All temporal analysis was carried out on the 30 m grid. The four seasons worth of 5 data do not provide the opportunity to study large versus small scale temporal variability; 6 any long term variability would only be evident with a longer temporal record (Eghball 7 and Power, 1995). We therefore focused on the stability of the spatial structure over the 8 four years. We computed the mean temporal variance and the mean spatial variance of 9 each field. These statistics are defined as follows. Let N be the total number of grid cells 10 and T total number of years. Let Y(n,t) be the yield in grid cell n in year t, and let ) (n Y T 11 be the mean yield of cell n over all years. The temporal yield variance ) ( 2 n T σ of cell n is 12 the variance in yield over the T years, 13
and the mean temporal variance is the average of these grid cell variances over all cells, 14
The spatial yield variance is the yield variance over all grid cells, 15
where
is the mean yield in year t over the N cells, and the mean spatial variance is 1 the average of these spatial variances over all years, given by 2
Finally, it is of interest to determine the extent to which temporal variability is distributed 3 over a field. The summary statistic for this is the standard deviation of the temporal 4 variance, given by 5
Cluster Analysis 6
We used the k-means clustering algorithm (Jain and Dubes, 1984) . This algorithm 7 forms a fixed number k of cluster groups by selecting those clusters that minimize within 8 group variances and maximize the between group variance. Cluster analysis was carried 9 out on the trend data obtained by median polish. Yields were standardized by subtracting 10 the mean and dividing by the standard deviation to avoid emphasis on data from higher 11 yielding years. Cluster analysis was carried out using Statistica (StatSoft, Tulsa, OK). 12 Based on the analysis for abrupt changes in calibration we concluded that the 7 abrupt changes in Field 2 all corresponded to actual abrupt changes in yield, but that the 8 abrupt change in yield in Field 1 in 1998 at to the second GPS time gap did represent a 9 calibration change. This record was adjusted accordingly. Specifically, all data values 10 occurring after the second GPS time gap were multiplied by 1.37, which brought the data 11 set into visual alignment. 12
Results and Discussio n
The second test for data quality was the check for gradual drift of the calibration. Table 1 with the data of Table 2 and trend (large-scale) yield values in both fields. This indicates that the magnitude of 7 both components of the spatiotemporal variance can be of equal importance in these 8 fields. Thus, the temporal component of the spatial variability must be taken into account 9 to make effective site-specific management decisions. Altho ugh both fields presented 10 similar temporal to spatial ratios, there were differences between them. (a) (b) Figure 10 
