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Dimensionally Consistent Preconditioning for
Saddle-Point Problems
Roland Herzog∗
The preconditioned iterative solution of large-scale saddle-point systems is of great
importance in numerous application areas, many of them involving partial differential
equations. Robustness with respect to certain problem parameters is often a concern,
and it can be addressed by identifying proper scalings of preconditioner building blocks.
In this paper, we consider a new perspective to finding effective and robust precondition-
ers. Our approach is based on the consideration of the natural physical units underlying
the respective saddle-point problem. This point of view, which we refer to as dimensional
consistency, suggests a natural combination of the parameters intrinsic to the problem. It
turns out that the scaling obtained in this way leads to robustness with respect to problem
parameters in many relevant cases. As a consequence, we advertise dimensional consis-
tency based preconditioning as a new and systematic way to designing parameter robust
preconditoners for saddle-point systems arising from models for physical phenomena.
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1 Introduction
Saddle-point systems of the form [
A B⋆2
B1 −C
] (
u
p
)
=
(
f
д
)
(1.1)
arise in numerous applications, including computational fluid dynamics, the elastic deformation of
solids, and quadratic programming. We refer the reader to Benzi, Golub, Liesen, 2005 for a compre-
hensive treatment of these problems and their properties. Often these systems arise from the dis-
cretization of partial differential equations and this will also be our focus and source of examples here.
Then (1.1) is typically large-scale, and its efficient solution is of utmost importance in applications.
One method of choice are preconditioned iterative solvers of Krylov subspace type. This has been an
active area of research for several decades and we refer the reader to Elman, Silvester, Wathen, 2014;
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Wathen, 2015; Pestana, Wathen, 2015 and the references therein for recent surveys on various aspects
of this topic. The mesh independent convergence behavior is of particular importance. One way
to achieve it is to follow the principles of operator preconditioning; see for instance Hiptmair, 2006;
Mardal, Winther, 2011. Here one designs the preconditioner according to the mapping properties of
the building blocks of the operator matrix on the left hand side of (1.1).
Another important aspect which has attracted a lot of attention recently is the issue of robust perfor-
mance of preconditioned iterative solvers with respect to certain problem parameters; see for instance
Klawonn, 1998b; Schöberl, Zulehner, 2007; Mardal, Winther, 2011; Zulehner, 2011; Pearson, Stoll, Wathen, 2012;
Kollmann, Zulehner, 2013; Elvetun, Nielsen, 2016; Mardal, Nielsen, Nordaas, 2016. This requires that
the blocks of the preconditioner scale appropriately with these parameters. Exactly how robustness
is achieved, however, seems to be a matter of experience and experiment.
In this paper, we propose another aspect which may help design and appropriately scale precondi-
tioners for saddle-point problems but which seems to have gone largely unnoticed. We propose to
take into account the physical units of the primal and dual variables u and p, as well as the units of
the first and second residuals. For a clearer motivation, we shall restrict the discussion to self-adjoint
systems with block-diagonal and self-adjoint positive definite preconditioners. In this setting, the
preconditionedminimum residual method (Minres) introduced in Paige, Saunders, 1975 is the Krylov
subspace method of choice; see also Günnel, Herzog, Sachs, 2014 and Elman, Silvester, Wathen, 2014,
Chapter 4.1. In order to monitor convergence, Minres evalutes the preconditioner-induced norm of
the residual. By respecting the physical units of the problem, our framework ensures that this resid-
ual norm is meaningful although both components of the residual in (1.1) usually have completely
different physical interpretations.
We mention that a proper choice of norm for minimum residual type methods to converge in has been
the topic of numerous publications such asWathen, 2007; Silvester, Simoncini, 2011; Pestana, Wathen, 2015
and Elman, Silvester, Wathen, 2014, Chapter 4. However we are not aware of a systematic treatment
from the perspective of physical units. We believe that this aspect supplements the idea of operator
preconditioning, which takes into account the mapping properties of differential operators, and hope
that it may facilitate the search for efficient and robust preconditioners in the future.
This paper is structured as follows. Section 2 explains the framework of physically consistent pre-
conditioning of self-adjoint saddle-point problems. In Section 3 we discuss a number of parameter
dependent preconditioners, both from the literature and new ones, from the point of view of the un-
derlying physical units. Numerical results are presented in Section 4 which confirm the robustness of
the preconditioners found, in each case with respect to all problem parameters.
A word on terminology is in order before we begin. We distinguish physical dimensions (such as
length) from units (such as meter, or m). Strictly speaking, the technique introduced in this paper is
one of dimensions. Nevertheless, we prefer to work with physical units, which — though mathemati-
cally equivalent —we hope is more intuitive. Wewill use the notation [u] = m to indicate that the unit
associated with the variableu is meter. We use SI units throughout but use the common abbreviations
N = kgm s−2 (Newton), J = Nm (Joule) and W = J s−1 (Watt) where appropriate.
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2 A Dimensionally Consistent Framework for Saddle-Point Problems
In this section we provide a framework for dimensionally consistent preconditioners, that is to say
preconditioners respecting the underlying physical units of the respective problem. Aswasmentioned
in the introduction, we restrict the discussion to self-adjoint saddle-point problems[
A B⋆
B −C
] (
u
p
)
=
(
f
д
)
. (2.1)
The setting is made precise by means of the following example.
2.1 Introductory Example: Stokes
Let us begin with the discussion of the Stokes system, which describes slow viscous incompressible
flows, here inside a bounded domain Ω ⊂ R3. The weak form of these equations, equipped for sim-
plicity with no-slip boundary conditions, reads
a(u,v) + b(v,p) = 〈f ,v〉 for all v ∈ V , (2.2a)
b(u,q) = 0 for all q ∈ Q, (2.2b)
see for instance Elman, Silvester, Wathen, 2014, Chapter 3. Here u ∈ V = H 10(Ω)
3 denotes the primal
variable (velocity) and p ∈ Q = L2(Ω)/R ≃ L20(Ω) is the pressure or dual variable. Here L
2
0(Ω) denotes
the space of L2(Ω) functions with zero mean. The bilinear forms are given by
a(u,v) = µ
∫
Ω
∇u : ∇v dx, b(u,q) = −
∫
Ω
q divu dx, 〈f ,v〉 =
∫
Ω
F ·v dx . (2.3)
The constant µ denotes the dynamic viscosity of the fluid under consideration and F is a given volume
force density describing, e. g., the influence of gravity. As usual, we can switch between the variational
form (2.2) and the operator form (2.1) by lettingA ∈ L(V ,V ∗) and B ∈ L(V ,Q∗) be defined according
to
〈Au ,v〉 ≔ a(u,v), 〈Bu ,q〉 ≔ b(u,q).
Here V ∗ and Q∗ are the dual spaces of V and Q , respectively, and 〈· , ·〉 denotes the duality pairing.
Moreover, the adjoint operator B⋆ ∈ L(Q,V ∗) is given by 〈B⋆p ,v〉 = b(v,p) and C = 0 holds for the
Stokes example.
Associated with problem (2.2) is the Lagrangian
L(u,p) =
1
2
a(u,u) + b(u,p) − 〈f ,u〉
=
1
2
µ
∫
Ω
∇u : ∇u dx −
∫
Ω
p divu dx −
∫
Ω
F · v dx .
(2.4)
Let us consider its physical unit and recall that the unit of velocity is [u] = ms−1. Moreover, we have
[p] = Nm−2, [F ] = Nm−3 and [µ] = N sm−2. Recall moreover that integration over Ω ⊂ R3 adds a
2020-03-24 page 3 of 18
R. Herzog Dimensionally Consistent Preconditioning for . . .
factor of m3 while the differentiation with respect to spatial coordinates (by ∇ and div) adds a factor
of m−1. Consequently we obtain the following units for each of the three terms in (2.4):[
µ
∫
Ω
∇u : ∇u dx
]
=
N s
m2
·m3 ·
1
m
·
m
s
·
1
m
·
m
s
=
Nm
s
=W,[∫
Ω
p divu dx
]
= m3 ·
N
m2
·
1
m
·
m
s
=
Nm
s
=W,[∫
Ω
F ·v dx
]
= m3 ·
N
m3
·
m
s
=
Nm
s
=W.
The unit of the Lagrangian is thus W (Watt).
The residual r1 ∈ V
∗ associated with (2.2a), is defined by 〈r1 ,v〉 ≔ −Lu (u,p)v = 〈f ,v〉 − a(u,v) −
b(v,p). Clearly, [〈r1 ,v〉] =W holds and since units are multiplicative, we obtain
[r1] =
W
[v]
=
Ws
m
= N.
We are thus reminded that the first equation (2.2a), is a balance of forces, measured in N (Newton).
Similarly, we obtain for the second residual r2 ∈ Q
∗ defined by 〈r2 ,q〉 ≔ −Lp(u,p)q = −b(u,q)
that
[r2] =
W
[q]
=
Wm2
N
=
m3
s
.
This reminds us that the second equation (2.2b) is a balance of volumetric fluid production rates.
Summarizing the findings so far, we are led to endow the spaces V and Q for the primal and dual
variables as well as their duals V ∗ and Q∗ for the components of the residual with the following
units:
[V ] =
m
s
, [V ∗] = N,
[Q] =
N
m2
, [Q∗] =
m3
s
.
The product of the units in each row equals the unit of the Lagrangian, [L(u,p)] = Nms =W.
We proceed to discuss the role of the preconditioner. As wasmentioned in the introduction, we restrict
the discussion to block-diagonal preconditioners,
P =
[
PV 0
0 PQ
]
.
Moreover, we assume that PV ∈ L(V ,V
∗) and PQ ∈ L(Q,Q
∗) are self-adjoint and positive definite, as
required by the preconditioned minimum residual method (Minres). We observe that PV induces an
inner product and hence a norm on V by virtue of (u,v)PV ≔ 〈PVu ,v〉 and ‖u‖
2
PV
= 〈PVu ,u〉. Con-
sequently, it also induces an inner product and norm on the dual space, namely (r , s)P−1
V
≔ 〈r , P−1V s〉
and ‖r ‖P−1
V
= 〈r , P−1V r〉. Similar considerations apply to PQ and the spaces Q and Q
∗.
Notice thatMinres monitors the (squared) norm of the residual in the preconditioner-induced norm,
i.e.,
‖r ‖2
P−1
= ‖r1‖
2
P−1
V
+ ‖r2‖
2
P−1
Q
= 〈r1 , P
−1
V r1〉 + 〈r2 , P
−1
Q r2〉. (2.5)
2020-03-24 page 4 of 18
