We examine philosophical problems and sampling deficiencies that are associated with current Bayesian hypothesis testing methodology, paying particular attention to objective Bayes methodology. Because the prior densities that are used to define alternative hypotheses in many Bayesian tests assign non-negligible probability to regions of the parameter space that are consistent with null hypotheses, resulting tests provide exponential accumulation of evidence in favour of true alternative hypotheses, but only sublinear accumulation of evidence in favour of true null hypotheses. Thus, it is often impossible for such tests to provide strong evidence in favour of a true null hypothesis, even when moderately large sample sizes have been obtained. We review asymptotic convergence rates of Bayes factors in testing precise null hypotheses and propose two new classes of prior densities that ameliorate the imbalance in convergence rates that is inherited by most Bayesian tests. Using members of these classes, we obtain analytic expressions for Bayes factors in linear models and derive approximations to Bayes factors in large sample settings.
Introduction
Since the advent of Markov chain Monte Carlo algorithms in the early 1990s, applications of Bayesian methodology to problems of statistical estimation and testing have increased dramatically. Much of this activity has been premised on the use of objective Bayesian models, or Bayesian models that use vague (i.e. non-informative or disperse) prior distributions on model parameter spaces. Objective Bayesian methodology is now commonly used for parameter estimation and inference, but unresolved philosophical and technical issues continue to limit the application of Bayesian methodology in the conduct of hypothesis tests.
In parametric settings, if θ ∈ Θ denotes the parameter of interest, then classical hypothesis tests are usually posed as a test of two hypotheses,
.1/ esis, they concentrate prior mass on parameters that are consistent with the null model. As a consequence, this methodology also results in the specification of local alternative prior densities. Bayes factors that are obtained by using local alternative priors exhibit a disturbing large sample property. As the sample size n increases, they accumulate evidence much more rapidly in favour of true alternative models than in favour of true null models. For example, when testing a point null hypothesis regarding the value of a scalar parameter, the Bayes factor in favour of H 0 is O p .n 1=2 / when data are generated from H 0 . Yet, when data are generated from H 1 , the logarithm of the Bayes factor in favour of H 1 increases at a rate that is linear in n (e.g. Bahadur and Bickel (1967) , Walker and Hjort (2001) and Walker (2004) ). The accumulation of evidence under true null and true alternative hypotheses is thus highly asymmetric, even though this fact is not reflected in probability statements regarding the outcome of a Bayesian hypothesis test (e.g. Vlachos and Gelfand (2003) ).
Standard frequentist reports of the outcome of a test reflect this asymmetry. The null hypothesis is not accepted; it is simply not rejected. Because there is no possibility that the null hypothesis will be accepted, the rate of accumulation of evidence in its favour is less problematic. In contrast, a Bayesian hypothesis test based on a local alternative prior density results in the calculation of the posterior probability that the null hypothesis is true, even when this probability cannot (by design) exceed what is often a very moderate threshold. Verdinelli and Wasserman (1996) and Rousseau (2007) partially addressed this issue by proposing non-local alternative priors of the form π.θ/ = 0 for all θ in a neighbourhood of Θ 0 , but the framework that results from this approach lacks flexibility in specifying the rate at which π.θ/ approaches 0 near Θ 0 , and it provides no mechanism for rejecting H 0 for values of θ outside but near Θ 0 .
In this paper, we describe two new classes of prior densities that more equitably balance the rates of convergence of Bayes factors in favour of true null and true alternative hypotheses. Prior densities from these classes offer a compromise between the use of vague proper priors, which can lead to nearly certain acceptance of the null hypothesis (Jeffreys, 1998; Lindley, 1957) , and the use of local alternative priors, which restrict the accumulation of evidence in favour of the null hypothesis. These prior densities rely on a single parameter to determine the scale for deviations between the null and alternative hypotheses. Judicious selection of this parameter can increase the weight of evidence that is collected in favour of both true null and true alternative hypotheses. Our presentation focuses on the case of point null hypotheses (which comprise a vast majority of the null hypotheses that are tested in the scientific literature), although we briefly consider the extension of our methods to composite null and alternative hypotheses in the final discussion.
The remainder of this paper is organized as follows. In Section 2, we review the asymptotic properties of Bayes factors based on local alternative priors in regular parametric models. In Section 3, we propose and study the convergence properties of two families of non-local alternative prior densities: moment prior densities and inverse moment prior densities. In Section 4, we use members from these classes to obtain Bayes factors against precise null hypotheses in linear model settings. In particular, we obtain closed form expressions for Bayes factors based on moment prior densities that are defined by using Zellner's g-prior (Zellner, 1986 ), and we demonstrate that Bayes factors defined by using moment priors based on multivariate t-densities and inverse moment priors can be expressed as the expectation of a function of two gamma random variables. These results extend naturally to the definition of simple approximations to Bayes factors in large sample settings. We provide examples to illustrate the use of non-local alternative models in Section 5, and concluding remarks appear in Section 6.
The computer code that was used to produce the results in Table 2 can be obtained from http://www.blackwellpublishing.com/rss.
Local alternative prior densities
We begin by examining the large sample properties of Bayes factors defined by using local alternative prior densities. For this paper, we restrict our attention to parametric models that satisfy the regularity conditions that were used by Walker (1969) to establish asymptotic normality of the posterior distribution. These conditions are stated in Appendix A. Following Walker's regularity conditions, let X 1 , . . . , X n denote a random sample from a distribution that has density function f.x|θ/ with respect to a σ-finite measure μ, and suppose that
f.X i |θ/ denote the joint sampling density of the data, let L n .θ/ = log{p n .X .n/ |θ/} denote the log-likelihood function, and letθ n denote a maximum likelihood estimate of θ. Let π 0 .θ/ denote either a continuous density function defined with respect to Lebesgue measure, or a unit mass concentrated on a point θ 0 ∈ Θ. The density function π 1 is assumed to be continuous with respect to Lebesgue measure. If π j , j = 0, 1, is continuous, define
to be the marginal density of the data under prior density π j . The marginal density of the data for a specified value of θ 0 is simply the sampling density evaluated at θ 0 . The Bayes factor based on a sample size n is defined as
The density π 1 .θ/ that is used to define H 1 in expression (2) is called a local alternative prior density (or, more informally, a local alternative hypothesis) if
for all θ ∈ Θ 0 : . 3/ Local alternative prior densities are most commonly used to test null hypotheses in which the dimension of Θ 0 is less than d, the common dimension of Θ and Θ 1 . Examples of such tests include standard tests of point null hypotheses, as well as the tests that are implicit to variable selection and graphical model selection problems. In contrast, if for every " > 0 there is ζ > 0 such that
then we define π 1 to be a non-local alternative prior density. Non-local alternative priors are commonly used in tests for which the dimensions of Θ 0 and Θ 1 both equal d. For example, Moreno (2005) described intrinsic priors for testing hypotheses of the form H 0 : θ θ 0 versus H 1 : θ θ 0 . The densities that are described in Section 3 provide non-local alternatives that can be applied to tests in which the dimension of Θ 0 is less than the dimension of Θ 1 . Throughout the remainder of the paper we assume that π 0 .θ/ > 0 for all θ ∈ Θ 0 , that π 0 .θ/ = 0 for all θ ∈ Θ 1 and that π 1 .θ/ > 0 for all θ ∈ Θ 1 . For simplicity, in the remainder of this section we also restrict attention to scalar-valued parameters; we discuss extensions to vector-valued parameters in Section 3.3.
We now examine the convergence properties of tests based on local alternative priors when data are generated from both the null and the alternative models.
Data generated from the null model
Suppose that H 0 : θ = θ 0 , θ 0 ∈ R, is a point null hypothesis, and assume that data are generated from the null model. Then the marginal density of the data under the null hypothesis is Walker (1969) , if we assume that π 1 .θ/ is a local alternative prior density, it follows that m 1 .X .n/ / satisfies
the Bayes factor in favour of the alternative hypothesis when the null hypothesis is true satisfies
An example is presented in Section 5.1 for which BF n .1|0/ = exp.B/.n + a/ −1=2 , where a is a constant and 2B converges in distribution to a χ 2 1 random variable as n → ∞. Thus, the convergence rate that is stated in equation (7) is tight under the regularity conditions assumed. Bahadur and Bickel (1967) provided general conditions for which
Data generated from the alternative model
under the alternative hypothesis for parametric tests specified according to expressions (1)-(2). Walker (2004) obtained similar results for non-parametric Bayesian models and surveyed the consistency of Bayes factors in that more general setting. Under Walker (1969) , exponential convergence of Bayes factors in favour of true alternative models can be demonstrated as follows. Assume that θ 1 denotes the data-generating value of the model parameter, and suppose that there is a δ > 0 such that Walker, 1969) , it follows that
Combining this result with condition (6) (where θ 1 is now the data-generating parameter) implies that the Bayes factor in favour of the alternative hypothesis satisfies
For hypothesis tests that are conducted with local alternative prior densities, the results of this section can thus be summarized as follows.
(a) For a true null hypothesis, the Bayes factor in favour of the alternative hypothesis decreases only at rate O p .n −1=2 /. (b) For a true alternative hypothesis, the Bayes factor in favour of the null hypothesis decreases exponentially fast.
These disparate rates of convergence imply that it is much more likely that an experiment will provide convincing evidence in favour of a true alternative hypothesis than it will for a true null hypothesis.
Non-local alternative prior densities
We propose two new classes of non-local prior densities which overcome the philosophical limitations that are associated with local priors and improve on the convergence rates in favour of true null hypotheses that are obtained under local alternative hypotheses. For a scalar-valued parameter θ, members of these classes satisfy the conditions π.θ/ = 0 for all θ ∈ Θ 0 , and π.θ/ > 0 for all θ ∈ Θ 1 . In contrast with non-local priors that are defined to be 0 on, say, an interval .θ 0 − ", θ 0 + "/ for some " > 0 (e.g. Verdinelli and Wasserman (1996) and Rousseau (2007) ), the priors that we propose provide substantial flexibility in the specification of the rate at which 0 is approached at parameter values that are consistent with the null hypothesis. We can thus avoid the specification of prior densities that transition sharply between regions of the parameter space that are assigned 0 prior probability and regions that are assigned positive prior probability.
We begin by considering a test of a point null hypothesis H 0 : θ = θ 0 versus the composite alternative H 1 : θ = θ 0 . In Section 3.1, we introduce the family of moment prior densities. Although this class of prior densities does not provide exponential convergence of Bayes factors in favour of true null hypotheses, it offers a substantial improvement in convergence rates over local alternative priors. Additionally, members from this class provide closed form expressions for Bayes factors in several common statistical models and yield analytic approximations to Bayes factors in large sample settings.
In Section 3.2 we introduce inverse moment prior densities, which provide exponential convergence in favour of both true null hypotheses and true alternative hypotheses. We propose extensions to vector-valued parameters in Section 3.3 and discuss default prior parameter specifications in Section 3.4.
Moment prior densities
Moment prior densities are obtained as the product of even powers of the parameter of interest and arbitrary densities. Suppose that π b .θ/ denotes a base prior density with 2k finite integer moments, k 1, that π b .θ/ has two bounded derivatives in a neighbourhood containing θ 0 and that π b .θ 0 / > 0. Then the kth moment prior density is defined as
To simplify the exposition, we define τ = τ 1 for the first-moment prior densities. Tests of a one-sided hypothesis can be performed by taking π M .θ/ = 0 for either θ < 0 or θ > 0. Note that
The convergence rates of Bayes factors in favour of true null hypotheses when the alternative model is specified by using a moment prior can be obtained by using Laplace approximations (Tierney et al., 1989; de Bruijn, 1981) . Under the null hypothesis, the maximum a posteriori estimate of θ, sayθ n , satisfies |θ n − θ 0 | = O p .n −1=2 /. If the null hypothesis is true, this implies that the Bayes factor satisfies the equation (see Appendix B)
The choice of the base prior that is used to define the moment prior can be tailored to reflect prior beliefs regarding the tails of the tested parameter under the alternative hypothesis. This choice also determines the large sample properties of Bayes factors based on the resulting moment prior when the alternative hypothesis is true. In particular, the tail behaviour of the base prior determines the finite sample consistency properties of the resulting Bayes factors. We return to this point in Section 4.
Inverse moment priors
Inverse moment prior densities are defined according to
They have functional forms that are related to inverse gamma density functions, which means that their behaviour near θ 0 is similar to the behaviour of an inverse gamma density near 0. Laplace approximations (Tierney et al., 1989; de Bruijn, 1981) can be used with moment prior densities to obtain probabilistic bounds of the order of the marginal density of the data under the alternative hypothesis when the null hypothesis is true. Because the maximum a posteriori estimate satisfies The differences between the convergence rates of Bayes factors based on moment and inverse moment prior densities can perhaps be best understood graphically. Fig. 1 depicts an inverse moment prior density .k = 1/ alongside a comparably scaled moment prior density .k = 1/. The moment prior was obtained by taking π b .θ/ to be a normal density, which is also depicted. As is apparent from Fig. 1 , the moment prior does not approach 0 as quickly near the origin as does the inverse moment prior, and so it is perhaps not surprising that these priors do not lead to exponential convergence of Bayes factors in favour of (true) point null hypotheses.
Multivariate generalizations
Both the moment and the inverse moment priors can be extended in a natural way to the multivariate setting by defining
where θ is a d × 1 dimensional real vector, Σ is a positive definite matrix and τ > 0 is a scalar.
To facilitate the exposition of results for linear models and asymptotic approximations which follow, we have incorporated some redundancy in this parameterization. In particular, the factor 1=n is included so that Σ −1 =n provides a standardized scaling when Σ −1 is taken to be an information matrix; the factor 1=σ 2 allows us to account for the observational variance when specifying a prior on the regression coefficients in linear models and may represent an overdispersion parameter in generalized linear models. As in the univariate case, τ represents a parameter that determines the dispersion of the prior around θ 0 . In this parameterization, the inverse moment prior on θ may be expressed as
. 14/ As Q.θ/ increases, the influence of the exponential term in equation (13) disappears and the tails of π I become similar to those of a multivariate t-density with ν degrees of freedom. If the conditions that were specified in Walker (1969) apply, then convergence of log{BF n .0|1/} in favour of a true simple hypothesis H 0 : θ = θ 0 against a multivariate inverse moment prior (k > 1) also occurs according to expression (11) (see Appendix B). The extension for moment priors proceeds similarly. Let π b .θ/ denote a prior density on θ for which E π [Q.θ/ k ] is finite. Assume also that π b .θ/ has two bounded partial derivatives in a neighbourhood containing θ 0 and that π b .θ 0 / > 0. Then we define the multivariate moment prior to be
.15/ Under the preceding regularity conditions, the multivariate moment prior leads to a Bayes factor in favour of the alternative hypothesis that is O p .n −k−d=2 / when the null hypothesis is true. Taking k = 0 yields the corresponding convergence rate that would be obtained by using the base prior to define the (local) alternative hypothesis.
the kth moment of a χ 2 -distribution with d degrees of freedom.
Default prior specifications
Multivariate normal moment priors contain three scalar hyperparameters-k, τ and σ, whereas multivariate t moment and inverse moment priors include an additional parameter ν. Both classes also require specification of a scale matrix Σ. In the absence of subjective prior information, we recommend two approaches for selecting default values for these hyperparameters.
In many applications, it is convenient to set Σ −1 =σ 2 equal to the Fisher information matrix. Scaling this matrix by n (which is implicit to the preceding parameterization of the moment and inverse moment priors) facilitates the specification of the remaining model parameters in terms of standardized effect sizes. In this parameterization, σ 2 is either assumed to represent the observational variance or is assigned a value of 1 and subsumed into the matrix Σ.
Taking k = 1 provides a convenient default value for both the moment and the inverse moment priors. In the former case, setting k = 1 and using a Gaussian base prior yields simple expressions for Bayes factors in linear models, as well as approximations to Bayes factors in large sample settings. For inverse moment priors, a value of k = 1 provides acceptable convergence of Bayes factors under both the null and the alternative hypotheses without producing an unusually sharp spike at the mode of the prior density.
For the multivariate t moment prior we recommend setting k = 1 and ν = 3, which produces a prior that has Cauchy-like tails. For the inverse moment prior, we recommend ν = 1, which again makes the tails of the prior density similar to those of a multivariate Cauchy distribution. This choice is consistent with the tails of the prior densities that were advocated by, for example, Jeffreys (1998) and more recently Bayarri and Garcia-Donato (2007) . A value of ν = 2 may also be considered when it is convenient to have an analytic expression for the distribution function.
Finally, we recommend two methods for setting τ . In the first, we set τ so that the mode of the prior density occurs at values that are deemed most likely under the alternative hypothesis. Letting
the Gaussian moment prior mode occurs at the set of points for which w = 2kτ . The t moment prior mode occurs at points for which
and the inverse moment prior mode occurs at values of θ for which
By specifying the expected differences (or standardized differences) of θ from θ 0 , these expressions can be used to determine a value of τ that places the mode of the density at a normed distance from θ 0 . This approach is useful in early stage clinical trials and other experimental settings, and can be implemented by fixing the prior modes at the response rates that are used in sample size calculations.
Alternatively, τ can be determined so that high prior probability is assigned to standardized effect sizes that are greater than a specified threshold. For instance, standardized effect sizes of less than 0.2 are often not considered substantively important in the social sciences (e.g. Cohen (1992) ). This fact suggests that τ may be determined so that the prior probability that is assigned to the event that a standardized effect size is less than 0.2 is, say, less than 0.05. In the case where k = 1, the probability that is assigned to the interval .−a, a/ by a scalar Gaussian moment prior centred on 0 with scale τ and n = 1 is
where Φ.·/ denotes the standard normal distribution function. The corresponding probability for an inverse moment prior is 
Bayes factors for linear models
In Sections 4.1 and 4.2 we address the computation of Bayes factors for linear models under moment and inverse moment priors. In Section 4.3 we discuss the extension of these results to obtain asymptotic approximations to Bayes factors in regular statistical models. We assume that y ∼ N.Xθ, σ 2 I/, where y = .y 1 , . . . , y n / is the vector of dependent variables, X is the design matrix, θ is the regression coefficient vector and σ 2 is the observational variance. Letting θ = .θ 1 , θ 2 / denote a partition of the parameter vector, we focus on tests of a null hypothesis H 0 : θ 1 = θ 0 , where θ 2 is unconstrained. We let d 1 and d 2 = d − d 1 denote the dimensions of θ 1 and θ 2 respectively.
We define Σ to be the submatrix of .X X/ −1 that corresponds to θ 1 . Other definitions of Σ (and hence Q) might also be considered, but this choice simplifies the computation of the resulting Bayes factors and seems natural in the absence of subjective prior information regarding the departures of θ 1 from θ 0 . For known σ 2 , we assume a locally uniform prior for θ 2 (i.e. π.θ 2 / ∝ 1) under both hypotheses and use the usual limiting argument to cancel the constant of proportionality from the resulting Bayes factor (e.g. Berger and Pericchi (2001) ). Similarly, when σ 2 is unknown we assume a priori that π.θ 2 , σ 2 / ∝ 1=σ 2 . Appendix C contains details regarding the derivation of the formulae that are provided in Sections 4.1 and 4.2.
Moment Bayes factors
We consider moment alternative prior densities that are defined by using multivariate Gaussian and t-density base measures. In the first case, a default class of alternative hypotheses may be defined by taking the base prior measure in equation (15) to be
For known σ 2 , the resulting Bayes factor in favour of H 1 can be expressed as
whereθ 1 is the usual least squares estimate and μ k is the kth moment of a χ 2 -distribution with d 1 degrees of freedom and non-centrality parameter
The second term in expression (18) is the Bayes factor that is obtained under Zellner's g-prior (Zellner, 1986) , which is O p .n −d=2 / when H 0 is true. We can view the first term in expression (18) as an acceleration factor that is O p .n −k / and that makes the Bayes factor in favour of the alternative hypothesis O p .n −k−d 1 =2 / when the null hypothesis is true. For example, setting k = d 1 =2 doubles the rate at which evidence in favour of H 0 is accumulated. Now consider the case in which σ 2 is unknown. Although there is no simple expression for an arbitrary value of k, for k = 1 the Bayes factor is
.20/ where s 2 R .n − d/ is the sum of squared residuals,
. 21/ As n → ∞,σ 2 converges in probability to σ 2 and d 1 +λ converges to μ 1 = d 1 + λ as defined in equation (19) . Bayes factors based on normal moment priors with k > 1 may be derived along similar lines but have substantially more complicated expressions.
As noted by Liang et al. (2008) , Bayes factors that are based on Zellner's g-prior do not have finite sample consistency for the preceding test, i.e. this Bayes factor violates the 'information paradox' because it does not become unbounded as the least squares estimateθ → ∞ for a fixed sample size. The Bayes factor in expression (20) inherits this property from its g-prior base density, and for a fixed sample size n is bounded by
which is O.n .n−p/=2+1 /. For comparison, the corresponding bound on the Bayes factor that is obtained by using the g-prior base density is .1 + nτ / .n−p/=2−1 , which is O.n .n−p/=2 /. We do not regard the lack of finite sample consistency that is exhibited in expression (20) to be of practical concern, and we note that strong evidence can be obtained in favour of the alternative hypothesis in the test of a scalar parameter θ for n 4 when τ = 1. However, the Bayes factor in expression (20) can be modified so that it has finite sample consistency either by using empirical Bayes methods to set τ , or through the specification of a hyperprior density on τ . Details concerning both of these methods are provided in Liang et al. (2008) . Bayes factors that are defined from multivariate t base densities can be obtained by expressing the base density as a scale mixture of normals, i.e., by exploiting the fact that a multivariate t-density on ν degrees of freedom can be expressed as a scale mixture of normals, it follows that the t-moment Bayes factor can be expressed as
where IG.g; ν=2, ν=2/ denotes an inverse gamma probability density function and BF N .gτ / is the Bayes factor that is obtained under a normal moment prior with k = 1 after substituting gτ for τ in either expression (18) (σ 2 known) or expression (20) (σ 2 unknown). A similar procedure was suggested by Liang et al. (2008) for obtaining the Zellner-Siow Cauchy prior from a scale mixture of Zellner's g-prior. For known σ 2 , the resulting Bayes factor has finite sample consistency. For the case of unknown σ 2 , the resulting Bayes factor has finite sample consistency whenever ν < n − d + 2. In particular, finite sample consistency is achieved for ν = 3 whenever n d + 2.
Inverse moment Bayes factors
Bayes factors for linear models are not available in closed form for inverse moment alternative prior densities. However, they can be calculated by evaluating either a simple univariate integral or a bivariate integral, depending on whether or not σ 2 is assumed to be known a priori. For known σ 2 , the Bayes factor in favour of the alternative hypothesis is 2 nτ
where z denotes a non-central χ 2 random variable with d 1 degrees of freedom and non-centrality parameter
When σ 2 is not known a priori, the default Bayes factor in favour of the alternative hypothesis is 2 nτ
: . 24/ Here, the expectation is taken with respect to the joint distribution of the random vector .w, z/, where w is distributed as an inverse gamma random variable with parameters .n − d 2 /=2 and s 2 R .n − d/=2, and z given w has as a non-central χ 2 -distribution on d 1 degrees of freedom and non-centrality parameter
For ν = 1, inverse moment Bayes factors exhibit finite sample consistency properties that are similar to Bayes factors based on the Zellner-Siow prior and t-moment priors with ν = 3.
Asymptotic approximations to default Bayes factors
The default Bayes factors that were obtained in the previous subsection for linear models can be combined with the methodology that was presented in Section 3 to obtain approximations to Bayes factors in large sample settings.
Suppose that x 1 , . . . , x n denote independent draws from a distribution that has density function f.x|θ, σ 2 /, θ ∈ R d , σ 2 ∈ R + . Suppose further that the parameter vector θ is partitioned into components θ = .θ 1 , θ 2 /, where θ 1 is the parameter of interest, θ 2 is a nuisance parameter and σ 2 is a dispersion parameter (set to σ 2 = 1 for no overdispersion). Consider the test of a point null hypothesis H 0 :
Under Walker's (1969) regularity conditions, if the prior density on θ is continuous and positive in a neighbourhood of the true parameter value, then the posterior distribution of .θ 1 , θ 2 / converges to a multivariate normal distribution with mean equal to the maximum likelihood estimate .θ 1 ,θ 2 / and asymptotic covariance matrixσ 2V , whereσ 2 is a consistent estimate of σ 2 andV is the inverse of the observed information matrix. If Σ denotes the submatrix of V corresponding to θ 1 , then moment and inverse moment alternative priors can be used to define default alternative hypotheses. Taking σ 2 =σ 2 , the Bayes factor that is obtained under the moment alternative prior specification can be approximated by expression (18); the Bayes factor in favour of the alternative hypothesis using an inverse moment prior can be approximated by expression (23).
Examples

Test of a normal mean
To contrast the performance of local and non-local alternative priors, let X 1 , . . . , X n denote independent and indentically distributed (IID) N.θ, 1/ data, and consider a test of H 0 : θ = 0 against each of the following alternative hypotheses:
where Cauchy.·/ refers to a standard Cauchy density. The non-local densities that define H c 1 and H d 1 are depicted in Fig. 1 . Hypothesis H a 1 corresponds to an intrinsic prior for testing the null hypothesis H 0 (Berger and Pericchi, 1996b) , whereas hypothesis H b 1 corresponds to Jeffreys's recommendation for testing H 0 (Jeffreys, 1998) . The parameters of the inverse moment prior in H c 1 were v = 1, k = 1 and τ = 1=π = 0:318, which means that the inverse moment prior's tails match those of the Cauchy prior in H b 1 . The modes of the resulting inverse moment prior occurred at ±1= √ π = ±0:564. To facilitate comparisons between the moment and inverse moment priors, we chose the parameters of the normal moment prior so that the two densities had the same modes.
As this set-up is a particular case of linear models with a known variance, the Bayes factors for H c 1 and H d 1 can be computed from expressions (23) and (18) : the expected value of the weight of evidence was computed for IID N.0,1/ data as a function of sample size, which is depicted on the horizontal axis; the vertical axis on the right-hand side of the plot indicates the posterior probability of the alternative hypothesis corresponding to the expected weights of evidence that are depicted by the four curves under the assumption that the null and alternative hypotheses are assigned equal probability a priori ; Kass and Raftery's (1995) categorization of weight of evidence ('not worth more than a bare mention', 'positive evidence', 'strong evidence' or 'very strong evidence') is provided for reference favour of H a 1 can be expressed as exp.0:5n 2x2 =a n /= √ .τ a n /, where a n = n + 1=τ and τ = 2. The Bayes factor that is associated with H b 1 can be evaluated numerically as a one-dimensional integral. The performance of the non-local alternative priors versus the local alternative prior is illustrated in Fig. 3 for data that were simulated under the null model. Each curve represents an estimate of the expected 'weight of evidence' (i.e. logarithm of the Bayes factor) based on 4000 simulated data sets of the sample size indicated. As Fig. 3 demonstrates, the local alternative hypotheses are unable to provide what Kass and Raftery (1995) termed strong support in favour of the null hypothesis even for sample sizes exceeding 500. In contrast, strong support is achieved, on average, for sample sizes of approximately 30 and 85 under H c 1 and H d 1 respectively, whereas very strong evidence is obtained for sample sizes of 70 and 350. The local Bayes factors require more than 30 000 observations, on average, to achieve very strong evidence in favour of a true null hypothesis.
When null and alternative hypotheses are assigned equal probability a priori, we note that strong evidence against a hypothesis implies that its posterior probability is less than 0.047, whereas very strong evidence against a hypothesis implies that its posterior probability is less than 0.0067.
It is important to note that non-local alternative hypotheses often provide stronger evidence against the null hypothesis when the null hypothesis is false than do local alternative hypotheses. Heuristically, non-local alternative priors take mass from parameter values that are : the expected value of the weight of evidence was computed for IID N.θ, 1/ data for a fixed sample size of 50; the vertical axis on the right-hand side of the plot indicates the posterior probability of the null hypothesis corresponding to the expected weights of evidence depicted by the four curves under the assumption that the null and alternative hypotheses were assigned equal probability a priori ; the weights of evidence obtained by using moment and inverse moment priors are depicted as full and broken curves respectively; the weights of evidence that are provided by the intrinsic and Cauchy priors nearly overlap and are slightly larger than the moment and inverse moment curves at the origin; Kass and Raftery's (1995) categorization of weight of evidence is provided for reference close to Θ 0 and reassign the mass to parameter values that are considered likely under the alternative hypothesis. This reassignment increases the expected weight of evidence that is collected in favour of both true null and true alternative hypotheses. This fact is illustrated in Fig. 4 , where the expected weight of evidence is depicted as a function of a known value of θ and a fixed sample size of 50. For values of 0:25 < θ < 1:05, the moment prior provides, on average, stronger weight of evidence in favour of the alternative hypotheses than either of the local alternatives, whereas the inverse moment prior provides essentially equal or stronger weight evidence than the local alternatives for all values of θ > 0:5. Such gains do not, of course, accrue without some trade-off. For the moment and inverse moment priors that were selected for this example and a sample size of 50, the expected weight of evidence in favour of the null hypothesis is at least positive for all values of θ < 0:28 when the alternative hypothesis is based on the inverse moment prior, or when θ < 0:19 and the alternative is based on the moment prior. Indeed, for values of θ < 0:16, the expected weight of evidence in favour of the null hypothesis falls in Kass and Raftery's (1995) strong range for the inverse-moment-based alternative. In contrast, the local priors provide positive expected weight of evidence in favour of the null hypothesis only for values of θ < 0:17.
More generally, local alternative priors can be expected to provide greater evidence in favour of true alternative hypotheses whenever the data-generating parameter is closer to the null value than it is to regions of the parameter space that are assigned non-negligible probability under a non-local alternative. Of course, obtaining positive evidence in favour of an alternative hypothesis for parameter values that are very close to Θ 0 requires large sample sizes, regardless of whether a local or non-local prior is used to define the alternative hypothesis. Such extensive data are often not collected unless the investigator suspects a priori that θ is close to (but not in) Θ 0 , which in turn would result in the specification of a non-local alternative model that concentrated its mass more closely around Θ 0 .
We note that the weight of evidence that is obtained in favour of the alternative hypothesis increases rapidly for large values of |θ| under all the alternative hypotheses. For large θ-values, the tails of the prior that define the alternative hypothesis are largely irrelevant, provided only that the prior has not been taken to be so disperse that the Lindley paradox applies.
Test of a normal variance
We next consider the application of non-local priors to the calculation of Bayes factors for the test of a normal variance. Let X 1 , . . . , X n denote IID N.0, ζ/ observations, and define the null hypothesis to be H 0 : ζ = 1. We consider the following three alternative hypotheses:
The first alternative hypothesis represents an intrinsic prior (Bertolino et al., 2000) for the test of H 0 . The second alternative hypothesis is a moment prior based on an inverse gamma density. The parameters of this density were chosen so that it has modes at 0.5 and 2. The third alternative hypothesis was obtained from an inverse moment prior for log.ζ/ centred on 0 with parameters τ = 0:25, k = 1 and ν = 1. On the logarithmic scale, this density has modes at ±0:5. The three densities that define the alternative hypotheses are depicted in Fig. 5 . Fig. 6 illustrates the relationship between the average weight of evidence (i.e. the logarithm of the Bayes factor) in favour of the three alternative hypotheses as a function of sample size n for data that are generated under the null hypothesis. For each value of n, the average weight of evidence in favour of the alternative hypothesis was estimated by generating 4000 random samples of size n under the null hypothesis that ζ = 1.
The trend that is depicted in Fig. 6 for the intrinsic Bayes factor (top curve) clearly illustrates the poor performance of Bayes factors that are based on local priors in this setting. On average, in excess of 350 observations are needed to obtain strong evidence (Kass and Raftery, 1995) in favour of the null hypothesis when the intrinsic prior is used to define an alternative hypothesis, and very strong evidence is not typically obtained with even 10 000 observations. In contrast, the average weight of evidence in favour of the null hypothesis is strong with fewer than 100 observations by using either of the non-local alternatives, and the average weight of evidence becomes very strong with only 375 and 200 observations by using the moment and transformed inverse moment priors respectively. We note that the expected weight of evidence in favour of alternative hypotheses that is obtained by using the non-local alternatives is similar to the intrinsic prior when ζ = 1. For example, Fig. 7 illustrates the expected weight of evidence that is obtained under H a 1 -H c 1 as a function of ζ based on a sample size of n = 100.
Stylized Bayesian clinical trial
To illustrate the effect of non-local priors in a common hypothesis testing problem, consider a highly stylized phase II trial of a new drug that is aimed at improving the overall response rate from 20% to 40% for some population of patients with a common disease. Such trials are not designed to provide conclusive evidence in favour of regulatory approval of a drug but instead attempt to provide preliminary evidence of efficacy. The null hypothesis of no improvement is formalized by assuming that the true overall response rate of the drug is θ = 0:2: For illustration, we consider three specifications of the alternative hypothesis: 2): the expected value of the weight of evidence was computed for IID N.0, 1/ data as a function of sample size, which is depicted on the horizontal axis; the vertical axis on the right-hand side of the plot indicates the posterior probability of the alternative hypothesis corresponding to the expected weights of evidence depicted by the three curves under the assumption that the null and alternative hypotheses were assigned equal probability a priori ; Kass and Raftery's (1995) categorization of weight of evidence is provided for reference
In each case, the prior densities are assigned a value of 0 outside the interval (0.2,1) since θ > 0:2 under the alternative hypotheses. Hypothesis H a 1 represents the truncation of a local alternative hypothesis centred on θ = 0:2 and can be expected to approximate the behaviour of one-sided tests that are conducted using intrinsic priors, intrinsic Bayes factors or the non-informative prior. Hypothesis H b 1 represents a mildly informative prior centred on the target value for the response rate of the new drug. The final hypothesis, H c 1 , denotes the inverse moment prior truncated to the interval (0.2,1) having parameters ν = 2, τ = 0:055 and k = 1.
To complete the specification of the trial, suppose that patients are accrued and the trial is continued until one of two events occurs:
(a) the posterior probability that is assigned to either the null or alternative hypothesis exceeds 0.9, or (b) 50 patients have entered the trial.
Trials that are not stopped before the 51st patient accrues are assumed to be inconclusive. Assume further that the null and alternative hypotheses are assigned equal weight a priori, and that the null hypothesis is actually true. Using these assumptions, in Table 1 we list the proportions of trials that end with a conclusion in favour of each hypothesis, along with the average number of patients observed before each trial is stopped. ---) and inverse moment ( ) priors as a function of the variance parameter ζ; for ζ 1, the hypothesis based on the moment prior provides less power than the hypotheses based on either intrinsic or inverse moment densities; for ζ 2:5, the moment prior provides slightly more evidence in favour of the alternative than does the inverse moment prior, which in turn provides slightly more evidence than the intrinsic prior The probability of stopping a trial early in favour of the null hypothesis was approximately twice as great for the inverse moment alternative as it was for either of the truncated beta priors. In addition, only half as many patients were required to stop the trial when the inverse moment prior was used. In considering these figures, it is important to note that the parameters for the truncated beta densities were chosen so that all tests had approximately the same power when the alternative hypothesis of θ = 0:4 was true. For θ = 0:4, the powers of the three hypotheses (estimated from 1000 simulated trials) were 0.825, 0.823 and 0.812 respectively. Thus, by balancing the rates at which evidence accumulated under the null and alternative models, the probability of correctly accepting the null hypothesis was significantly increased when the null hypothesis was true, whereas the probability of accepting the alternative hypothesis when it was true was not adversely affected at the targeted value of θ.
Approximate Bayes factors for probit regression
In our final example, we performed a simulation study to illustrate the asymptotic approximations to Bayes factors based on non-local alternative priors in the context of simple binary regression models. For each sample size n, we generated y i , i = 1, . . . , n, as Benoulli random variables with probit success probabilities Φ.θ 0 + θ 1 x 1,i + θ 2 x 2,i /, where θ 1 = 0:7, θ 0 = θ 2 = 0 and .x 1,i , x 2,i / were simulated as mean 0, variance 1, normal random variables with correlation 0.5. 1000 data sets with sample sizes of n = 50, 100, 200 were used to test two pairs of hypotheses:
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The prior densities that were assumed under the alternative hypotheses were a normal moment prior, a Cauchy inverse moment prior (i.e. ν = 1) and Zellner's g-prior with the default value τ = 1. This value of τ produced posterior probabilities in favour of including the first covariate in the regression model that were similar to the probabilities that obtained by using the non-local priors and thus provides a useful contrast for examining the convergence of the posterior probabilities in favour of a true null hypothesis. We tested the same three specifications of τ for the non-local alternative priors that were used in Section 5.3.
In Table 2 , we show the average posterior probabilities in favour of each alternative hypothesis when the null and alternative models were assigned equal probability a priori. As expected, the non-local alternative hypotheses provide substantially more evidence in favour of the true null hypothesis H 02 that θ 2 = 0 than does Zellner's g-prior. Even the average posterior probability of H 1,1 is approximately the same under all prior assumptions. For example, the 1% inverse moment prior assigned essentially the same average posterior probability to H 1,1 as did Zellner's g-prior, but only between 60% to 17% as much probability to H 1,2 as n was increased from 50 to 200. 
Discussion
This paper has focused on the description of two classes of non-local alternative prior densities that can be used to define Bayesian hypothesis tests that have favourable sampling properties, and the comparison of their sampling properties to tests defined by using standard local alternative priors. To a large extent, we have ignored philosophical issues regarding the logical necessity to specify an alternative hypothesis that is distinct from the null hypothesis. In general, it is our view that one hypothesis (and a test statistic) is enough to obtain a p-value, but that two hypotheses are required to obtain a Bayes factor. The two classes of prior densities that were proposed in this paper provide functional forms that may be used to specify the second hypothesis when detailed elicitation of a subjective prior is not practical. Members of both classes eliminate the high costs that are associated with standard Bayesian methods when the null hypothesis is true. They also allow specification of a parameter τ that implicitly defines what is meant by a substantively meaningful difference between the null and alternative hypotheses. Not only does the specification of this parameter aid in the interpretation of test findings, but also judicious choice of its value can increase the evidence that is reported in favour of both true null and true alternative hypotheses. In many applications in the social sciences, standardized effect sizes of approximately 0.2 are regarded as substantively important. When this is so, the three choices of τ that were illustrated in Sections 5.3 and 5.4 for moment and inverse moment priors may provide useful default prior specifications under the alternative hypothesis. The simulation results that were provided in Section 5.4 may be used as a guide to select from among these choices.
The density functions that were proposed in this paper may be extended for use as alternatives to composite null hypotheses in various ways. For example, if the null hypothesis is defined according to H 0 : θ ∼ U.a, b/, then an inverse moment prior might be specified according to
.
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Other forms of moment and inverse moment priors may also be specified for vector-valued parameter vectors. Alternatively, prior distributions that decrease to 0 near the boundaries between disjoint null and alternative parameter spaces might be considered. In addition to standard hypothesis tests, non-local alternative prior densities may also provide important advantages over local alternative priors in model selection algorithms. In that setting, the assignment of high probability to 'true' null hypotheses of no effect may eliminate or reduce the need to specify strong prior penalties against the inclusion of any model covariate.
Much of the methodology that is described in this paper has been implemented in the R package mombf (Rossell, 2008) .
Appendix B
B.1. Convergence of Bayes factors based on inverse moment priors
Assume that the regularity conditions of Walker (1969) hold, and that θ 0 = 0 is the data-generating parameter. Without loss of generality, we take τ = 1. Then the marginal density of the data under the alternative hypothesis can be expressed as
for a constant c that is independent of n. Expanding L n .θ/ around a maximum likelihood estimateθ n and differentiating h.θ/ implies that the values of θ that maximize h.θ/, sayθ n , satisfy 2kθ n .θ 
B.2. Convergence of Bayes factors based on moment priors
Assume again that Walker's (1969) conditions hold, and that θ 0 = 0 is the data-generating parameter. Then the marginal density of the data under the alternative hypothesis can be expressed as
The value of θ that maximizes h.θ/,θ n , satisfies 2k θ n + π .θ n / π.θ n / + L n .θ n / = 0:
Expanding the derivative of the log-likelihood function aroundθ n leads to 2k n +θ n π .θ n / n π.θ n / + 1 n L n .θ Å /θ n .θ n −θ n / = 0 for some θ Å ∈ .θ n ,θ n /, from which it follows that |θ n −θ n | = O p .n −1 /. The Laplace approximation to m 1 .X .n/ / aroundθ n is (21). On simplifying the denominator in equation (36), it follows that expression (36) is equal to expression (20).
Computing t-moment Bayes factors is straightforward, using that the multivariate T can be expressed as a mixture of multivariate normals with respect to an inverse gamma variance parameter g.
