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Abstract
Data depth provides a plausible extension of robust univariate quantities like ranks,
order statistics and quantiles in multivariate setup. Although depth has gained visi-
bility and has seen many applications in recent years, especially in classification prob-
lems for multivariate and functional data, its generalizability and utility in achieving
traditional parametric inferential goals is largely unexplored. In this thesis we de-
velop several approaches to address this. In particular, firstly we define an evaluation
map function that is more general than data depth, and establish several results in a
parametric modelling context using a broad definition of a statistical model. A fast
algorithm for covariate selection using data depths as evaluation functions arises as
a special case of this. We demonstrate applications of this framework on data from
diverse fields: namely climate science, medical imaging and behavioral genetics. Sec-
ondly we propose a multivariate rank transformation using data depth and use them
for robust inference in location and scale problems in elliptical distributions. Thirdly,
we lay out a depth-based regularization framework in multi-response regression, and
derive a new method of nonconvex penalized sparse regression in the multitask situa-
tion. Across the thesis, several simulation studies and real data examples demonstrate
the effectiveness of the methods developed here.
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Chapter 1
Introduction
1.1 Background
The nonparametric concept of data depth had first been proposed by Tukey (1975)
when he introduced the halfspace depth. The motivation behind this was to for-
mulate a unified framework for nonparametric inference in multivariate concept: in
particular, the multivariate equivalent of methods based on signs and ranks, order
statistics, quantiles and outlyingness functions.
Given a dataset, the depth of a given point in the sample space measures how
far inside the data cloud the point exists, i.e. it is a measure of centrality of the
point with respect to the data. An overview of statistical depth functions can be
found in Zuo and Serfling (2000). Depth-based methods have gained popularity in
the past two decades, for robust nonparametric classification (Jornsten, 2004; Ghosh
and Chaudhuri, 2005; Dutta and Ghosh, 2012; Sguera et al., 2014). In parametric
estimation, depth-weighted means (Zuo et al., 2004) and covariance matrices (Zuo
and Cui, 2005) provide high-breakdown point as well as efficient estimators, although
they do involve choice of a suitable weight function and tuning parameters. As Liu
and Singh (1997) have shown, it is also possible to use statistical depth functions
in hypothesis testing and an alternate notion of p-values. Approaching data depth
1
1.2. Definition and examples 2
x1
x2
D
epth
l lll l ll l llll ll l ll lll lll llll l llll l ll llll ll lll l ll ll ll l llll l ll ll ll l l l lll l ll ll l ll ll lll lll ll ll ll lll ll l l lll ll ll l l lll ll ll l ll ll ll l ll ll l ll lll ll ll ll ll ll llll lll lll l l ll ll ll l ll llll lll ll ll l l l lllll ll lll l ll lll ll ll lll l ll l l l ll lll l ll l lll l l lll ll ll l ll ll l ll l llll l llll ll ll ll llll ll l lll l lllll ll l l lll l ll l ll lllll l llll l l lll l ll l l ll lll llll l llll l ll lll l lll ll l lll ll ll l llll l lll l llll l ll ll lll l ll l ll lll ll ll llllll l l lll ll ll lll ll l ll lll ll lll l ll l ll l
l
l
Figure 1.1: Depth is a scalar measure of how much inside a point is with respect to
a data cloud: 500 points from N2pp0, 0qT , diagp2, 1qq
as from the perspective of breakdown points, Rousseeuw and Hubert (1999) also
introduced the concept of regression depth, which was later generalized by Mizera
(2002).
1.2 Definition and examples
For any multivariate distribution F taking values R˜p (or a subset of it), the depth of a
point x P Rp, say Dpx, FXq is any real-valued function that provides a ‘center outward
ordering’ of x with respect to F (Zuo and Serfling, 2000). Figure 1.1 gives an intuition
of data depth for samples from a bivariate normal distribution. As demonstrated by
the contours and plot of values, a point close to the center, which coincides with the
mean for elliptical distributions, has high depth. In other words, the point is situated
deep inside the data/ underlying distribution. In comparison, a point closer to the
periphery shall have less depth.
In order to standardizing this notion Liu (1990) outlined the desirable properties
of a statistical depth function:
(P1) Affine invariance: DpAx   b,AF   bq  Dpx, F q for any A P Rpp,b P Rp.
Here AF   b is a slight abuse of notation, and denotes the distribution of AX   b
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where X  F ;
(P2) Maximality at center : Dpθ, F q  supxPRp Dpx, F q for F having center of sym-
metry θ. This point is called the deepest point of the distribution.;
(P3) Decreasing from deepest point along any ray : Dpx;F q ¤ Dpθ   apx θq, F q;
(P4) Vanishing at infinity : Dpx;F q Ñ 0 as }x} Ñ 8.
In (P2) the types of symmetry considered can be central symmetry, angular sym-
metry and halfspace symmetry. Also for multimodal probability distributions, i.e.
distributions with multiple local maxima in their probability density functions, prop-
erties (P2) and (P3) are actually restrictive towards the formulation of a reasonable
depth function that captures the shape of the data cloud. Finally we think affine
invariance is an artifact of depth functions being formulated keeping robustness with
respect to elliptical distributions in mind, and in most practical cases a location and
scale invariance suffices. Furthermore, because of their formulations, technical prop-
erties like quasi-concavity, Lipschitz continuity, uniform convergence rise naturally in
different definitions of data depth (Liu, 1990; Zuo and Serfling, 2000; Mosler, 2013).
It should be noted here that likelihood is not same as depth. Although in the
univariate case many of these are essentially functions of the cumulative distribution
function, and indeed for elliptical multivariate distributions depth contours coincide
with density contours, unlike depths, likelihood is a local property. It is sensitive
to multimodality, does not measure ‘inlyingness’ to a distribution in general and the
maximum likelihood point may not be a central point according to any definition of
symmetry (Serfling, 2006).
Some popular measures of data depth available in the literature and extensively
used in nonparametric and semiparametric inference are as follows:
• Halfspace depth (HD: (Tukey, 1975)) is defined as the minimum probability
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of all halfspaces containing a point. In our notations,
HDpx, F q  inf
uPRp;u0
P puTX ¥ uTxq
• Mahalanobis depth (MhD: Liu et al. (1999)) is based on the Mahalanobis
distance of x to µ with respect to Σ: dΣpx,µq 
a
px µqTΣ1px µq. It is
defined as
MhDpX, F q  1
1  d2Σpx,µq
• Projection depth (PD: Zuo (2003)) is another depth function based on an
outlyingness function. Here that function is
Opx, F q  sup
}u}1
|uTxmpuTXq|
spuTXq
where m and s are some univariate measures location and scale, respectively.
Given this the depth at x is defined as PDpx, F q  1{p1 Opx, F qq.
1.3 Why is depth not a thing yet?
Although some articles on data depth are fairly well-cited (e.g. Liu et al. (1999);
Vardi and Zhang (2000)), in general it remains an esoteric, at best intriguing, con-
cept in statistical literature. This is partly due to its nonparametric nature and high
computational cost. There have been several approaches for calculating HD. A re-
cent paper (Dyckerhoff and Mozharovskyi, 2016) provides a general algorithm that
computes exact HD in Opnp1 log nq time. PD is generally approximated by taking
maximum over a number of random projections: and has high variability for small
samples. MhD is easy to calculate since the sample mean and covariance matrix
are generally used as estimates of µ and Σ, respectively. However this makes it less
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robust with respect to outliers: defeating the purpose of using data depth in many
situations.
A more significant reason though, we believe, is that the concept has not gener-
alized enough since its first inception. There have been attempts at defining depth
contours for distributions with nonstandard shapes (multimodal, star-shaped etc.)
(Paindaveine and bever, 2013; Chernozhukov et al., 2017) as well as using functional
depths (Narisetty and Nair, 2016; Sguera et al., 2016). These certainly broaden the
domain of application for data depth. However, the scope of using depth, or depth-
like quantities, is much larger in statistical inference. It quantifies the proximity of a
point in a multivariate space to a probability distribution on the same space. In this
spirit, given some hilbert space H, any such proximity measure D : H H˜ ÞÑ r0,8q,
H˜ being the space of probability measures on H, can be termed a depth function.
Such quantities (or more accurately, decreasing transformations of them, e.g. the
outlyingness function of Zuo and Serfling (2000)) provide a bridge between point
norms and distributional distance measures like the Kullback-Leibler divergence or
the Wasserstein metric in appropriate normed spaces. To the best of our knowledge,
this generalized notion of point-to-distribution distance/ proximity is absent in the
current literature. This thesis is an attempt in leveraging the extra flexibility provided
by the above interpretation of data depth functions in diverse inferential scenarios.
1.4 Summary of work
In Chapter 2, we consider a general modelling framework in which several parameters
need to be estimated from the data. Our objective here is to characterize subsets of the
model space based on a pre-defined criterion, and to estimate this characterization
in the presence of data. A concrete example for this can be variable selection in
linear regression, where the user needs to find out the most parsimonious subset of
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predictors that do not compromise the quality of model fit. For this purpose we
introduce a function called the statistical evaluation map, which, while essentially
serving the same purpose as depth, are based on much weaker assumptions and take
into account the potentially expanding space of parameters. In a transformed space,
this evaluates a function of estimated parameters corresponding to a specific subspace
with respect to the sampling distribution of parameters from the full parameter space
(i.e. the full model). The value of this evaluation function will change based on the
specific sample the model estimates are based on, so this has a distribution as well,
which depends on the sample size. We name the average evaluation function as the
e-value of a model: this acts as a quantification of model evidence. Under a very
general definition of ‘good’ and ‘bad’ models we demonstrate how these e-values can
be used to differentiate between these two types. We use resampling to estimate
the random distributions we work with: this is essential towards calculating sample
version of model e-values. As a special case, when data depths are considered as
evaluation maps, some further refinement can be achieved in the bifurcation of set of
candidate models for the traditional statistical model selection problem. This results
in an extremely fast, almost trivial, algorithm to separate out essential predictors in
a regression-like setup.
Although depth functions did serve as our motivation for the above work and our
initial results were assuming depths in elliptical sampling distributions of parameters,
we later found out that a majority of the results hold in a much more generalized
setup, and it is enough to explicitly invoke the usage of depths for variable selection
only. As demonstrated in Chapter 3, the method of e-values leads to valuable insights
in several real data situations. In Section 3.3 therein, we expand the scope of e-values
by considering tail quantiles of evaluation map distributions as e-values instead of
their means: this leads to improved detection of weak single nucleotide polymorphism
signals in behavioral trait analysis of genetic data from families.
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Chapter 4 onwards we take a more mainstream approach. Here we introduce a
composition of the spatial sign function (Locantore et al., 1999) with transformations
on functions that are essentially the outlyingness maps of Zuo and Serfling (2000),
with a few restrictions for technical convenience. After a brief consideration of its per-
formance in the location problem for elliptical distributions, we define a multivariate
rank vector using this. We discuss several aspects of its performance in estimating
components of the covariance matrix in the data-generating elliptical distribution: its
eigenvectors, eigenvalues and the covariance matrix itself. Several simulation studies
and data examples outline the utility of these methods, and we also discuss their
implementation in Sufficient Dimension Reduction (Adragni and Cook, 2009) and
functional outlier detection.
Chapter 5 discusses another application of the idea of data depth-based inverse
ranking, this time in regularized regression. We propose a new class of noncon-
vex penalty functions in the paradigm of multitask sparse penalized regression using
penalties based on data depth. Focusing on a one-step sparse estimator of the co-
efficient matrix using local linear approximation of the penalty function, we derive
its theoretical properties and provide the algorithm for its computation. For or-
thogonal design and independent responses, the resulting thresholding rule enjoys
near-minimax optimal risk performance, similar to the adaptive lasso (Zou, 2006).
A simulation study as well as real data analysis demonstrate its effectiveness com-
pared to some of the present methods that provide sparse solutions in multivariate
regression.
Chapter 2
Generalized Model Discovery using
Statistical Evaluation Maps
2.1 Introduction
In a typical statistical or data science exercise, both data and a statistical model are
involved. While there is often little or no ambiguity about data, there can be many
alternatives about how to analyze such data, and how to interpret the results. This
broadly constitute the realm of statistical models. In this chapter, we interpret the
term statistical model very broadly. We recognize that various possible transforma-
tions of the data, different model fitting algorithms, practical safeguards put in place
to ensure robustness and sensitivity balance in the results, different methods of data
analysis, different statistical paradigms of interpretation of results, as all equally de-
serving to be considered as crucial components of a statistical model. The example
below illustrates this idea.
Example 2.1.1 (Tree data). Consider the data contained in data(trees) in the sta-
tistical software R. There are 31 observations on girth, height and volume. Observed
data for these variables are pX1i, X2i, Yiq respectively, for for i  1, . . . , n. We denote
p  2 for the two explanatory variables X1 and X2, used to explain the properties of
the response variable Y .
8
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Define the Box-Cox transformation (Box and Cox, 1964) on the response variable
as Cpy, λq  logpyqIλ0   yλIλ0. We assume that Yi’s in the data are related to the
other variables according to the statistical relation
CpYi, λq  β0   β logpX1iq   β logpX2iq   ei (2.1.1)
Here teiu is a sequence of random variables, and we assume that Eei  0 and Ee2i 
σ2i   8. The parameters in this system are θn  pλ, β0, β1, β2, σ21, . . . , σ2nq P Rpn
where pn  n  4.
Even in this rather simple framework, we can imagine several statistical models
as being per se equally interesting or important. These can include (i) the Gauss-
Markov linear regression model with λ  0, (ii) linear regression with any other fixed,
non-random λ, (iii) a model where λ is estimated form data but then a linear regres-
sion model used for the rest of the analysis ignoring the randomness in the estimated
λ, (iv) using a fixed λ value like 0 or 1, then using ordinary least squares (OLS)
method to estimate regression parameters, followed by inference based on the resid-
ual bootstrap (see Efron (1979); Efron and Tibshirani (1993); Shao and Tu (1995)),
(v) using robustness-driven M -estimation techniques for simultaneous estimation of
pλ, β0, β1, β2q, followed by a wild bootstrap resampling scheme for statistical inference
(Wu, 1986; Mammen, 1993), which provides robustness against heteroscedasticity.
We submit that these are all plausible models, important from one or more con-
siderations. Some like (iii) reflect tradition, others like (v) reflect desirable caution
coupled with modern computational power. The above list of possible models is far
from exhaustive (e.g. in (iv) each alternative resampling scheme may be called a
separate model), but serves to illustrate the fact that statistical models arise in most
of the standard procedures of data analysis, be it from classical Statistics, robustness
considerations, Bayesian paradigm, risk management perspective, Occam’s razor, or
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combinations thereof. Such models typically differ from each other in many ways, and
not just in the number of covariates, or number of parameters to estimate. Often,
as in the case of the heteroscedastic model coupled with resampling-based inference
above, a very classical approach towards modeling or model selection, or a selection
based only on a superficial reading of parsimony, can lead to leaving out greatly versa-
tile models on both robustness and efficiency counts. In this chapter, we address this
problem of elicitation of suitable models for analyzing data in a very general frame-
work. We consider candidate models that need not be nested, or philosophically or
otherwise compatible with each other.
Our primary goal is a clear separation of the candidate models into two groups:
those that adequately explain some user-defined characteristics exhibited in the data,
which we designate adequate models , and those that do not (inadequate models).
The first subsection in Section 2.2 contains notations and a technical definition of
model adequacy, as well as a generic description of a baseline model, which we call
the preferred model. This may be the most complex candidate model (e.g. the model
with all covariates in regression), a model in popular or current use, a hypothesized
model, or a model with known parsimony or computational advantage. As we shall
see, this formulation of statistical models is broader than the traditional definition of
correct or wrong models in model selection literature (e.g. Shao (1993, 1996)). Each
candidate model has its own set of unknown parameters, which are estimated using a
model-specific optimization framework. The next subsection outlines this estimation
method. Following this, all model parameter estimates are mapped to a common
Euclidean reference frame Rdn , dn P N through user-defined transformation functions
for ease of comparison between models.
We focus on this transformed model space Rdn , and propose using a function called
the evaluation map in Section 2.3, which compares each candidate model against the
preferred model. An evaluation map typically compares a point in the parameter
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space of any candidate model with the distribution of estimated parameters in the
preferred model, and data depth functions are special cases of functions that may act
as an evaluation map. After this we introduce a quantity called the e-value, which
we define as a non-negative summary statistic for the evaluation map distribution
corresponding to a candidate model. The model e-value is a measure of how well a
candidate model explains the interesting features of the data, which is based on a user-
specified function. Under very general theoretical conditions we show that population
e-values for theoretical models asymptotically tends to zero, while for adequate models
they tend to the e-value of the preferred model. Thus we allow the possibility that
none of the candidate models, including the preferred model, adequately explain the
properties of the data at hand. In such cases, only the preferred model will have a
high score. Our proposal thus includes the provision for triggering a re-evaluation of
models and data based on scientific caution, when only the preferred model achieves
a significantly non-zero score.
We adopt a fairly general resampling-based procedure to approximate the dis-
tribution of evaluation maps for a candidate model, and in Section 2.4 establish
consistency of the resampling procedure adopted in this chapter, when one or more
models are considered simultaneously. Following this we show that under certain
conditions on the resampling schemes, population e-values for both adequate and in-
adequate models can be consistently recovered. Thus, we formulate a unified system
where resampling elicits both the e-value of a model, along with the joint sampling
distribution of all its parameter estimators. This allows for automatic inference and
prediction with any model.
Additionally, in Section 2.3 and Section 2.4 we allow several quantities, like num-
ber of parameters in each candidate model or the number of characteristics of interest
from the data on which the evaluation map is computed, to tend to infinity with sam-
ple size. This dimension asymptotics approach allows any candidate model to have
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increasing parameter dimensionality with sample size, which imitates the reality of
the scientific discovery process where additional data is often used in conjunction with
more fine-tuned or insightful models. Similarly, allowing the number of characteristics
used for comparing models to grow with the sample size reflects the scientific process.
Throughout these sections, for theoretical purposes we adopt a framework involving
a triangular array of models and parameters, where various parameter values and di-
mensions and even estimation and model evaluation procedures are allowed to change
with sample size. This is partially for the same reason of being in tune with the real-
ity of scientific discovery process, but also for additional theoretical advantages that
such a framework offers, and for the purpose of being inclusive of techniques like local
asymptotics, uniform convergence and several others that will form part of our future
work.
Our proposal thus far involves four choices: that of (a) a preferred model, (b) a
map from the parameter space to Rdn for each candidate model, (c) an evaluation
map, which is a function defined on Rdn and probability distributions on it to com-
pare each model to the preferred model, (d) a resampling strategy. In Section 2.5 we
demonstrate how all of these come together in tackling the traditional model selection
problem of identifying necessary covariates in a regression-like setup. In such prob-
lems, there is a maximum number of parameters pn to consider, and various candidate
models consider subsets of a common set of pn parameters. The candidate models can
be arranged in a lattice, with the supremum being the least parsimonious or complete
model that involves all pn parameters. There are 2
pn such models, and a full evalu-
ation of all such models is an NP-Hard problem (Natarajan, 1995). For this reason
various algorithms to reduce computations by evaluating far fewer models (Schwarz,
1978; Konishi and Kitagawa, 1996), as well as sparsity-based approaches (Tibshirani,
1996; Fan and Li, 2001; Zou, 2006) have been proposed, which compromise optimality
and other properties of the model selection procedure.
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In this context, we use data depths as evaluation functions, allowing us to estab-
lish a preference ordering among the adequate models. Subsequently we are able to
propose a very fast algorithm which has the following simple and generic steps:
1. Start from the model with all covariates, i.e. the full model and compute its
e-value using resampling;
2. Take the marginal models by dropping each covariate, compute their corre-
sponding e-values;
3. Collect covariates that cause a decrease in e-value compared to the full model.
As evident from the above steps, this recipe only requires computation of the full
model. Coupled with the fact that a fast and parallelizable generalized bootstrap
procedure (Chatterjee and Bose, 2005) based on Monte-Carlo simulation can be used
as the resampling method of choice, we end up with an extremely fast covariate se-
lection method. This procedure is able to tackle with ease tricky modelling situations
like linear mixed models and robust regression, and also provides asymptotic model
selection consistency owing to the machinery developed in Section 2.3 and Section 2.4.
In Section 2.6 we present two illustrative examples on how our fast algorithm
is implemented, and its relative performance in covariate selection problems. One
of the examples in this section involves random effects, to illustrate the breadth of
applicability of the proposed methodology. Finally, in Section 2.7 we discuss the scope
and implications of this framework, future research plans, caveats and end with some
concluding comments. Regarding real data applications of the e-values procedure, we
have performed substantial amounts of them in diverse modelling situations: this we
are going to defer to Chapter 3.
Before proceeding to the next section we state some necessary notations. For any
2.2. The general framework 14
function h of the parameters in any model, we will often simplify notations by using
h  hsn  h pθsnq ,ph  phsn  hpθsn	 ,phr  phrsn  hpθrsn	 .
The notation an  bn implies that an  Opbnq as well as bn  Opanq. The notation
R, typically with various subscripts like Rn,Rsn,Rrsn and so, are used as generic
for remainder terms, which contribute asymptotically negligible terms in our results.
While we include all necessary algebraic details, often the tedious algebra behind
moment calculations and probabilistic bound computations is omitted to contain this
chapter to a reasonable length and preserve clarity. However, our technical conditions
are always comprehensive and explicit, and such algebraic computations can be easily
carried out without much intellectual effort. In designing the technical conditions for
the theoretical properties in this chapter, we have striven for simplicity and not on
minimal requirements. Thus, the various assumptions made in this chapter are often
sufficient conditions, rather than necessary ones, for the theoretical results.
2.2 The general framework
2.2.1 The frame of models
In any statistical model, each parameter has an assigned role. A parameter may be a
constant related to the scientific process, tuning constant related to a computational
procedure or a prediction algorithm, or may perform some other function. Examples
of the former in Example 2.1.1 are the regression slope parameters β1 and β2, which
quantify how the volume of wood in a tree changes with its height or girth. An exam-
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ple of the latter in the same context can be the parameter λ, or a tolerance or iteration
limits of an iterative model fitting procedure. Parameters can have similar roles in
many models, for example, the regression coefficients β1 and β2 in Example 2.1.1 are
used in all the listed models in that example. We use these general facts to describe
frame of models that we use in this paper.
In this chapter, we consider a context where the union of all parameters from all
candidate models forms a countable set. Naturally, problems where the number of
parameters are finite, as in a majority of statistical applications, are included in our
framework. We exclude all constants that are invariant across candidate models from
this count, or any unknown quantity that is not estimated in any model and is not
used subsequently. The parameters across all models are laid out in any arbitrary
but fixed fashion indexed by the set of integers t1, 2, . . .u. For example, in 2.1.1 we
may consider pn  n   4 as the maximum number of parameters in the system, and
denote the pn-dimensional vector of parameters with the generic notation
θn 
 
λ, β0, β1, β2, σ
2
1, . . . , σ
2
n
   θn,1, θn,2, . . . , θn,pn notationally.
We now associate a candidate modelMn, either from a scientific discovery process
or a hypothesis testing process, with two quantities:
(a) The set Sn  tj1, . . . , jpsnu  t1, 2, . . .u of indices where the parameter values are
unknown and estimated from the data; and
(b) An ordered vector of known constants cn  pcnj : j R Snq for parameters not
indexed by Sn.
For any n the sets Sn are finite, thus each model may include only a finite number of
unknown real-valued constants.
The generic parameter vector corresponding to this model, say θpMnq P Θmn 
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Θn 

j Θn,j, will thus have the structure
θmnj 
$&% Unknown θmnj for j P Sn;Known cnj for j R Sn.
Each θmnj  R, thus all parameters are real-valued. It may be noted that in most
cases, simple re-parametrization can be used to define models in a way such that the
known constants in cn are all zero.
We assume that at stage n there is have a preferred model, which we denote by
Mn: and is identified by the set of indices Sn  t1, 2, . . .u having pn elements, and
known constants cn. We also designate a a fixed element of Mn as the preferred
parameter vector, say θ0n. Depending on the context, the preferred model may relate
to a hypothesized model, or the most complex or the most simple model, or relate
to the current state of the art, a ‘gold standard’, or be ‘preferred’ by some other
predefined criteria; whereas the preferred parameter vector is generally indicative of
the data generating process. Note that the preferred model is just one of the candidate
models, and its usage will shortly be clear.
2.2.2 Transformation to a common platform
Suppose Gmn : Θn Ñ Rdn is a known transformation to map parameters from model
Mn to Rdn . While the candidate models may be very diverse and may relate to
different physical realities, theories or hypotheses, computational or data analytic
choices, the Euclidean space Rdn is a common ground where all models may be com-
pared. We use the notation Gn for the transformation of the preferred model. In
principle, each Gmn can also be designed to map to some proper subset Gn of Rdn .
However, in such cases we would have to address technical issues relating to topo-
logical, measure-theoretic and geometric or algebraic properties of Gn while studying
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theoretical results, which may be considered avoidable since the statistician gets to
choose the maps Gmn. Consequently, we assume that the co-domain of each map
Gmn is Rdn in this paper, and avoid unnecessary mathematical complications.
The choice of Gmn may depend on the purpose for building the scientific model,
and the way we interpret the model. This transformation allows us to consider the
science case where the actual parameter values and their interpretation is subject to
scrutiny, or use cases like prediction and classification problems.
Example 2.2.1 (Example 2.1.1 continued). In Example 2.1.1 consider the three
types of models:
1. Linear regression model: Yi  Xi1β1  Xi2β2   i, i  Np0, σ2q with σ ¡ 0 for
i  1, . . . , n;
2. Semiparametric regression model: Yi  Xi1β1   gpXi2q   i, for an unknown
function g;
3. Semiparametric single index model: Yi  hpXi1β1 Xi2β2q i for some unknown
function h.
If we consider only the linear regression model and are interested in the estimated
linear effects on the covariates, any candidate model Mn shall correspond to Sn 
t1, 2u and cn P R2|Sn|. Consequently an identity transformation for all models is
enough to put them in a comparable platform. However, when all three types of
models above are considered together, comparing and choosing between them becomes
tricky. While it is certainly possible consider all modelling methods as special cases
of a general model: Yi  hpXi1β1   gpXi2qq   i in presence of suitable technical
conditions, restrict hp.q in (3) and gp.q in (2) as linear combinations of elements in
some B-spline basis, and represent a model as a collection of elements in the space
of the combined set of spline basis coefficients: it makes their interpretation less
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intuitive. A more interpretable platform in this scenario can be the predicted value
of responses, and one can simply take as Gmn the vector of fitted values obtained in
each method.
We now define an important concept for use in the rest of this paper. Each
candidate model corresponds to a subspace of the full parameter space Θn. For any
given modelMn, entries of its corresponding subspace Θmn are specified by elements
from Θj for indices j P Sn, and entries from cn when j R Sn. Consequently, we define
their versions in the transformed space Gn:
Gmn : tGmnpθpMnqq : θpMnq P Θmnu
Gn : tGnpθpMnqq : θpMnq P Θnu
In this framework,
Definition 2.2.2. For g P Rdn and G 1n  Rdn , we define the following:
dpg,G 1nq : inf
g1PG1n
}g  g1}
where }.} is the Euclidean norm. Then
(a) For two sequences of models, say tM1nu and tM2nu, we say tM1nu is nested
within tM2nu if, for all sequences tg1n : g1n P G1nu we have
lim
nÑ8
dpg1n,G2nq  0 (2.2.1)
(b) A sequence of models tMnu is called adequate if the model M0n corresponding
to the singleton set Θ0n  tθ0nu, i.e. when S0n  H and c0n  θ0n, is nested within
Mn.
(c) A model that is not adequate is an inadequate model.
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This notion of adequacy of a model depends on the choice of the preferred param-
eter vector, as well as the transformation maps Gmn. The preferred model is always
adequate, as is M0n, so the set of adequate models is non-empty by construction.
Since the notion of parsimony is important in this context, we define the minimal
adequate model as the adequate model that has the smallest number of parameters
estimated from the data. Our framework ensures that there is always a minimal
adequate model (M0n), though in general, its uniqueness is not guaranteed.
In classical model selection problems, as in linear regression where a subset of
covariates Xs is used in fitting the expression Y  Xsβs   , this concept of model
adequacy captures standard notions of model ‘correctness’. Given a full-rank covariate
matrix X P Rknp, candidate models are fully specified by the set S P t1, . . . , pu of
non-zero indices in β, and for obvious choices of tGmnu, the condition for model
adequacy reduces to EY  Xsβs  0. Thus the concept of the minimal adequate
model merges with that of a ‘true model’ used in many studies.
We elicit the above broader definition to capture the limiting cases that arise in
such situations. For instance, in the above example consider p  2 and the triangular
data generating model to be Yni  X1iβ01   X2iδn    for some β01 P R, δn  op1q
and i  1, . . . , kn. In our framework, given that the model with all covariates is the
preferred model, the sequence of models Mn so that Θmn  tpβ1, 0qT : β1 P Ru shall
be considered an adequate model. Such models frequently arise from prior choices
in bayesian variable selection techniques (e.g. Narisetty and He (2014); Roc˘kova` and
George (2016)).
2.2.3 Method of estimation
Since some or all the parameter values are unknown in a typical scientific problem,
they have to be estimated from empirical observations. Suppose at stage n, the
empirical data we have at hand is denoted by the set Bn  tBn1, . . . , Bnknu, where we
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do not restrict either the dimension of any of the Ani’s, or declare any properties or
restrictions on them. In particular, each Bni may be infinite dimensional element, or
a finite dimensional vector. The size of Bn, which we call the sample size and denote
by kn is assumed to be a non-decreasing sequence of integers that tends to infinity as
nÑ 8.
We consider here a known triangular array of functions, say Ψmnipq, for which the
following equation has a unique minimizer in Θmn:
Ψmnpθq  E
kn¸
i1
Ψmni
 
θ, Bni

(2.2.2)
for any candidate model Mn. Suppose this minimizer is θmn. We borrow the termi-
nology energy function from optimization and other literature to denote such func-
tions. They functions have also been called contrast functions, (see Pfanzagl (1969);
Michel and Pfanzagl (1971); Bose and Chatterjee (2003)). The estimator θˆmn of θmn
is obtained as a minimizer of the sample analog of the above, i.e.
θˆmn  arg min
θPΘmn
kn¸
i1
Ψmni
 
θ, Bni

(2.2.3)
The preferred model estimate, say θˆn is described in an identical way. Thus
θˆn  arg min
θPΘn
kn¸
i1
Ψni
 
θ, Bni

(2.2.4)
where Ψnipq are a known triangular array of functions.
Naturally, only the unknown elements of the generic model vector θ, say θpSnq,
and their sample equivalents are relevant for the above minimization problems. Hence
for ease of exposition we shall assume that Ψmnipθ, .q  ΨsnipθpSnq, .q for i  1, . . . , kn,
i.e. the estimating functionals depend and operate only on the index sets to be
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estimated.
We designate the subvector of θmn at indices Sn by θsn, and assume the following
very general conditions on this estimation process:
(S0) For inadequate models, the model corresponding to the singleton set tθmnu 
Θn is inadequate.
(S1) Define the Hilbert space `2  ttxn, n  1, 2, . . .u : xn P R,
°
n¥1 x
2
n   8u,
and embed Rpsn in it as and when necessary, as the first psn  |Sn| elements of `2.
Denote by rθs the probability distribution of the random variable θ. Then for any
candidate model Mn there exists a tight sequence of probability measures Tsn on `2
with weak limit Ts,8 P ˜`2, which is the set of probability measures on `2, and positive
real numbers asn  an such that
(a) For all n,

asn

θˆsn  θsn
	
is the distribution of the marginal of Tsn under the
first psn coordinates;
(b) For the preferred model solution θn, }anpGn G0nq} Ñ 0 as nÑ 8.
Because of the definition of inadequate models, we need (S0) to ensure that the
sequence of solutions for inadequate models do not actually end up converging to the
preferred model vector θ0n. We need (S1) to prove the population-level results in the
next section, covering potentially biased estimation methods with bias going to 0 as
n grows. A few technical conditions will eventually get added to this in Section 2.4
to establish consistency results of the resampling scheme used.
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2.3 Statistical evaluation maps and e-values
2.3.1 A general evaluation map
We now introduce another function, the statistical evaluation function:
En : Rdn  R˜dn Ñ r0,8q
which takes as arguments a point from Rdn and a probability measure from R˜dn , and
maps that pair into a non-negative real number. Roughly, the quantity Enpy, rYsq
is a measure of where exactly the point y sits with respect to the distribution of the
random variable Y P Rdn .
The exact nature of the evaluation function, which will make this rough notion
precise, depends on the context. We shall discuss this in detail shortly. Good examples
of evaluation functions are probabilities of sets like Aδ  tx : |x|   δu under Np0, σ2q
distribution for σ ¡ 0, unimodal probability density functions that uniformly decrease
away from the mode in any direction, and various data depth functions. In fact,
depths offer a very rich collection of relevant functions: although their properties are
somewhat more restrictive than those our evaluation map requires initially. While
we later use halfspace depth (Tukey, 1975) as our choice of evaluation map in model
selection, for the majority of our theoretical analysis we do not restrict the evaluation
maps to be only depth functions in order to avoid some of technical assumptions on
traditional depth functions that are not required in our context until Section 2.5.
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2.3.2 The e-value of models
We now associate with each modelMn a functional of the evaluation map En: which
we call the e-value. An example of e-value is the mean evaluation map function:
enpMnq  EEn

Gˆmn, rGˆns
	
(2.3.1)
which we concentrate on for the rest of the paper. However, any other functional
of EnpGˆmn, rGˆnsq may also be used here, and a large proportion of our theoretical
discussion in the rest of the paper is applicable to any smooth functional of the distri-
bution of EnpGˆmn, rGˆnsq. Furthermore, the distribution of EnpGˆmn, rGˆnsq is itself
informative, and has an important role to play in the study of uniform convergence.
We defer all this discussion and analysis to future research.
Remark. From a hypothesis testing perespective, e-values generalize the concept
of p-values. Consider the problem of finding out the right tail probability with respect
to a null distribution, say rT0ns, for a test statistic Tˆmn. Here we can designate the
model corresponding to the null hypothesis as the preferred model, take the smooth
transformation as Gmn  Tˆmn and given the evaluation map EnpTˆn, rT0nsq  ITˆn¡T0n
the e-value is calculated as P pTˆn ¡ T0nq. A higher e-value (or p-value) indicates a
high degree of similarity between the null and alternate model, or in other words the
alternate model is ‘adequate’ for the null model. However, in terms of usefulness the
inadequate models will be the useful ones in this context.
There are two random quantities involved in the expression of epMnq above,
namely Gˆmn and Gˆn. Typically, the distribution of either of these random quantities
are not known, and have to be elicited from data. We shall use resampling methods
for this purpose, the details of which will be outlined in later sections.
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2.3.3 Model adequacy and e-values
We now present our first result on the model elicitation process, which as claimed
earlier, separates the inadequate models from the adequate ones.
For this, we first assume two conditions on the transformation Gmn. Note that
the j-th element of the function Gmn, denoted by Gmnjpq  Gjpq, is a map from a
subset of Rpn to R, for j  1, . . . , dn. Here we assume that
(G1) dn  opminSntasn, anuq;
(G2) The functions Gjpq are smooth functions in a neighborhood of θmn  θ.
Specifically, there exists a δ ¡ 0 such that for x  θ   t with }t}   δ, we have the
following expansion
Gjpxq  Gjpθq  GT1jpθqt  21tTRjpθ   ctqt (2.3.2)
for some c P p0, 1q. We assume that there is a positive definite matrix Mj such that
sup
t:}t} δ
Rjpθ   ctq   Mj; λmaxpMjq   8 (2.3.3)
Also, the technical conditions assumed on the sequence of evaluation maps are as
follows:
(E1) Each En is invariant to location and scale transformations, i.e. for any a P
R,b P Rdn and random variable G having distribution G P R˜dn ,
Enpx,Gq  Enpax  b, raG  bsq (2.3.4)
(E2) Each En is Lipschitz continuous in the first argument, i.e. there exists an
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αn ¡ 0, possibly depending on the measure G P G˜n such that
|Enpx,Gq  Enpy,Gq|   }x y}αn (2.3.5)
(E3) Suppose tYnu is a tight sequence of probability measures on `2, with weak limit
Y8. Further assume that Yn P Rdn is a random variable that follows the marginal
distribution of the first dn co-ordinates under Yn. Also suppose E8 : `2 ˜`2 Ñ r0,8q
be a map such that EE8py,Y8q   8, and when restricted to the first dn co-ordinates,
E8 matches En. Then we assume that
lim
nÑ8
EEnpYn, rYnsq  EE8py,Y8q (2.3.6)
(E4) Now suppose that Zn P Rdn is another sequence of random variables. Then, if
}Zn} PÑ 8, we assume the following condition as nÑ 8:
EnpZn, rYnsq PÑ 0 (2.3.7)
Clearly, these properties are not mutually exclusive, and some may be derived
from others, but we present these together for ease of verification. Additionally some
properties like Lipschitz continuity and (E4) are simply for technical convenience,
while we only require the condition (E3) that is weaker than uniform convergence.
We are now at a stage to present our population-level result that forms the foun-
dation of all the following analysis.
Theorem 2.3.1. Consider a sequence of evaluation functions En satisfying properties
(E1)-(E4). Then as nÑ 8:
1. For the preferred model Mn, enpMnq Ñ e8   8;
2. When Mn is an adequate model, |en pMnq  en pMnq| Ñ 0;
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3. When Mn is an inadequate model, enpMnq Ñ 0.
This result ensures that for large enough n, it is possible to find some threshold
n ¤ enpMnq such that all inadequate models have e-values less than the threshold,
while e-values for all adequate models fall above it. The choice of n, of course,
depends on several factors like the evaluation map, estimation technique used and
sample size: some cases of which we shall pursue later (Section 2.5 and Section 3.3).
2.4 Estimation of e-values through resampling
In this section we shall use a resampling scheme to estimate the distributions corre-
sponding to the smooth functionals of candidate model parameters we consider, i.e.
Gˆmn, and discuss consistency of the resulting procedure in estimating model e-values
through imposing certain necessary conditions on the resampling scheme used.
A special case of the family of resampling methods that we use in this chapter
is the m-out-of-n bootstrap, which we abbreviate as moon bootstrap. There are nu-
merous problems where the moon-bootstrap provides consistent approximation to the
distribution of statistics of interest (e.g. Shao (1996); Chatterjee and Bose (2005)).
Since all such cases are too numerous to list and review of resampling consistency
is not central to this chapter, we only demonstrate the properties of our resampling
procedure in some interesting frameworks.
Recall that in (2.2.3) and (2.2.4) we obtain the estimator θˆmn by minimizing
the energy functional or estimating functional Ψˆsnpθq 
°kn
i1 Ψsni pθ, Bniq. The
parameter θmn is the unique minimizer of the expectation of the above over all θ P
Θmn. In this section, we occasionally drop the subscript s and  when there is no scope
for confusion for notational simplicity, since the developments presented in the rest
of this section are applicable to any model. We often drop the second argument from
estimating functionals, thus for example Ψnipθq  Ψsni pθ, Bniq. Any other notational
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simplifications in various contexts of this section will be presented as related contexts
arise.
2.4.1 Smooth estimating functional models
We shall consider the case is where the functions Ψsni p, q is smooth in the first
argument, which covers a vast number of models routinely considered in statistics.
In a neighborhood of θsn, which is the solution of Ψsn 
°
i Ψsni, we assume that
the functions Ψsni are thrice continuously differentiable in the first argument, with
the successive derivatives being denoted by Ψksni, k  0, 1, 2. That is, there exists a
δ ¡ 0 such that for any θ  θsn   t satisfying }t}   δ we have
d
dθ
Ψsnipθq  Ψ0snipθq P Rpsn (2.4.1)
where psn  |Sn|. For the ath element of Ψ0snipθq, a  1, . . . psn, denoted by Ψ0snipaqpθq,
we have
Ψ0snipaqpθq  Ψ0snipaqpθsnq  Ψ1snipaqpθsnqt  21tTΨ2snipaqpθsn   ctqt (2.4.2)
for some c P p0, 1q possibly depending on a. We assume that for each Sn and n, there
is a sequence of σ-fields Fsn1  Fsn2 . . .Fsnkn such that t
°j
i1 Ψ0snipθsnq,Fsnju is a
martingale.
Also, let the spectral decomposition of the matrix Γ0sn 
°kn
i1 EΨ0snipθsnqΨT0snipθsnq
be given by
Γ0sn  P0snΛ0snPT0sn (2.4.3)
where P0sn P Rpsn  Rpsn is an orthogonal matrix whose columns contain the eigen-
vectors, and Λ0sn is a diagonal matrix contining the eigenvalues of Γ0sn. We assume
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that Γ0sn is positive definite, that is, all the diagonal entries of Λ0sn are positive
numbers. We assume that there is a constant δ0s ¡ 0 such that λminpΓ0snq ¡ δ0sn for
all sufficiently large n. The matrices Λc0sn for various real numbers c are defined in
the obvious way, that is, these are diagonal matrices where the j-th diagonal entry is
raised to the power c.
Let Γ1snipθsnq be the psnpsn matrix whose a-th row is EΨ1snipaqpθsnq; we assume
this expectation exists. Define
Γ1snpθsnq 
kn¸
i1
Γ1snipθsnq (2.4.4)
We assume that Γ1sn  Γ1snpθsnq is nonsingular for each Mn and n. Suppose the
singular value decomposition of Γ1sn is given by
Γ1sn  P1snΛ1snQT1sn (2.4.5)
where P1sn,Q1sn P RpsnRpsn are orthogonal matrices, and Λ1sn is a diagonal matrix.
We assume that the diagonal entries of Λ1sn are all positive, which implies that in the
parameter space the energy functional Ψsn actually achieves a minimal value at θsn,
the solution of the optimization problem. We define the matrices Λc1sn for various
real numbers c as diagonal matrices where the j-th diagonal entry is raised to the
power c. Correspondingly, we define Γc1sn  P1snΛc1snQT1sn, and assume that there is
a constant δ1sn ¡ 0 such that λminpΓT1snΓ1snq ¡ δ1sn for all sufficiently large n.
We now define the matrix
Asn : Γ1{20sn Γ1sn. (2.4.6)
and assume the following conditions:
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(S2) The minimum eigenvalue of ATsnAsn tends to infinity. Specifically, for the se-
quence asn Ò 8 from condition (S1), we have
λmin
 
Γ1snΓ
1
0snΓ
T
1sn
  a2sn (2.4.7)
(S3) Also there exists a sequence τsn Ò 8, τ1sn  Op1q as nÑ 8 such that
λmax
 
Γ11snΓ
2
0snΓ
1T
1sn
  opτ2sn q (2.4.8)
as nÑ 8 for any Sn, and
E
A1sn

kn¸
i1
Ψ1sni  Γ1sn

A1sn

2
F
 oppsnτ2sn q (2.4.9)
where }A}F denotes the Frobenium norm of matrix A.
(S4) For the symmetric matrix Ψ2snipaqpθq and for some δ0 ¡ 0, there exists a sym-
metric matrix M2snipaq such that
sup
}θθmn| δ0
Ψ2snipaqpθq   M2snipaq, (2.4.10)
satisfying
psn¸
a1
kn¸
i1
Eλ2max
 
M2snipaq
  o  a6snn1psnτ2sn  (2.4.11)
For any vector c P Rpsn with }c}  1, define Zmni  cTΓ1{20sn Ψ0sni for i  1, . . . kn.
We assume that
kn¸
i1
Z2sni
PÑ 1, and E

max
i
|Zsni|

Ñ 0. (2.4.12)
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from hereon using Ψksni  Ψksnipθsnq, for k  0, 1, 2.
We now consider an array of resampling weights Wrsni, which for any n may be
collected together in the vector Wrsn  pWrsn1, . . . ,WrsnknqT P Rkn . We assume
that this is an exchangeable array of non-negative random variables, independent of
the data. The index r denotes that these are related to the resampling procedure.
The actual implementation of the resampling procedure is carried out by generating
independent copies tW1sn, . . . ,WRsnu for some sufficiently large integer R, and using
them in a Monte Carlo procedure, where for any r  1, . . . , R, we minimize
kn¸
i1
WrsniΨmni pθ, Bniq (2.4.13)
to obtain the resampling version of the estimator θˆrsn P Rpsn . This is the generalized
bootstrap (Chatterjee and Bose, 2005).
We assume that for each i  1, . . . , kn, EWrsni  µsn and VWrsni  τ 2sn, and write
the centered and scaled resampling weights as
Wrsni  τ1sn pWrsni  µsnq , (2.4.14)
thus Wrsni  µsn τsnWrsni. Since Wrsni ¥ 0 almost surely and is non-degenerate, we
have µsn ¡ 0, and assume that µsn   τ 2sn  Opτ 2snq. Our analysis below suggests that
the properties of the resampling procedure depend only on the coefficient of variation
ratio τsn{µsn, so without loss of generality we can set µsn  1 for all s and n.
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We assume the following conditions on the resampling weights as nÑ 8:
EWrsn1  µsn, (2.4.15)
VWrsn1  τ 2sn Ò 8, (2.4.16)
τ 2sn  opa2snq, (2.4.17)
EWrsn1Wrsn2  Opk1n q, (2.4.18)
EW 2rsn1W 2rsn2 Ñ 1, (2.4.19)
EW 4rsn1   8. (2.4.20)
Example 2.4.1 (The m-out-of-n (moon) bootstrap). In our framework, the moon-
bootstrap is identified with Wrsn having a Multinomial distribution with parame-
ters m and probabilities k1n p1, . . . , 1q P Rkn , by a factor of kn{m. Thus we have
EWrsn1  µsn  pm1knqpm{knq  1, and VWrsn1  τ 2sn  pm1knq2pmk1n p1 
k1n q  Opm1knq. In typical applications of the moon-bootstrap, as in its applica-
tion in this chapter, we require that m Ñ 8 and m{kn Ñ 0 as n Ñ 8. Thus we
have τ 2sn Ñ 8 as n Ñ 8, thus the scale factor of the resampling weights Wrsni tend
to infinity with n. We use the term scale-enhanced resampling for schemes like the
moon-bootstrap where the variance of (properly centered) resampling weights tends
to infinity with n.
Example 2.4.2 (The scale-enhanced Bayesian bootstrap). A version of Bayesian
bootstrap may be constructed by choosing Wrsni to be independent and identically
distributed Gamma random variables, with mean µsn  1 and variance τ 2sn Ñ 8 as
nÑ 8. The functionality of this resampling scheme and Bayesian interpretation re-
main similar to the standard Bayesian bootstrap, however some convenient properties
like conjugacy are lost.
Theorem 2.4.3. Assume conditions (S0)-(S5) and that p2snk
1
n Ñ 0 as nÑ 8. Addi-
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tionally, assume that the resampling weights Wrsni are exchangeable random variables
satisfying the conditions (2.4.15)-(2.4.20). Define Bˆsn : τ1sn Γˆ
1{2
0snΓˆ
1
1sn, where Γˆ0sn
and Γˆ1sn are sample equivalents of Γ0sn and Γ1sn, respectively. Then Asnpθˆsn  θsnq
converges weakly to the standard Normal distribution in psn dimension, and condi-
tional on the data, Bˆsnpθˆrsn  θˆsnq also converges weakly to the same distribution in
probability.
2.4.2 Bootstrap estimation of e-values
We now consider the sample equivalent of the e-value and prove that it consistently
estimates the population e-value for certain resampling schemes. We use a resam-
pling scheme satisfying conditions in the previous subsection, and two independent
bootstrap samples, indexed by r. and r1., from the preferred model. We use the first
set of samples to generate coefficient vectors θˆrmn corresponding to the model Mn:
θˆrmnj 
$&% Unknown θˆrsnj for j P Sn;Known cnj for j R Sn. (2.4.21)
and the second set of samples to get bootstrap approximation of rGˆns. Given that
Gmnpθˆrmnq  Gˆrmn and Gnpθˆr1nq  Gˆr1n, we define the sample e-value as
eˆpMnq : ErEnpGˆrmn, rGˆr1nsq (2.4.22)
The expectation above is taken on the first set of bootstrap samples.
Theorem 2.4.4. Consider a resampling scheme satisfying technical conditions in the
previous subsection, and an evaluation map En satisfying the assumptions (E1)-(E4).
Define bsn  asn{τsn, and assume that (a) bsn  bn, (b) dn  opminSnptbsn, bnuq.
Then as nÑ 8,
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1. For any adequate model Mn we have |eˆnpMnq  eˆnpMnq| PnÑ oP p1q;
2. For any inadequate model Mn we have eˆnpMnq PnÑ oP p1q.
where sn
PnÑ tn means sn converges in probability to tn conditional on the data.
Proving the above theorem requires largely similar arguments used in the proof of
its population counterpart, i.e. theorem 2.3.1. Interestingly, as shown in the proof,
we do not actually require τn to go to infinity to achieve convergence for adequate
models: only bsn Ñ 8 is good enough. The slower rate is only required to separate
out e-value estimates of inadequate models from those of the adequate models. In
practice when dealing with
?
n-consistent estimators (i.e. asn  an 
?
n for allMn,
this would mean choosing the variance parameter τ 2sn  τ 2n of the resampling weight
distribution Wsn  Wn such that τ 2n Ñ 8 and τ 2n{n Ñ 0 as n Ñ 8.The bootstrap
model selection criterion by Shao (1996) had used the same specification of bootstrap
weights to obtain a criterion that achieves asymptotic model selection consistency:
albeit in a very specific setup compared to our formulation. Also, numerous examples
exist in model selection literature of using similar quantities explicitly as a penalty
term in model selection criteria (Schwarz, 1978; Konishi and Kitagawa, 1996) or the
loss function (Zou, 2006).
2.5 Fast variable selection using data depth
The traditional application domain for statistical model selection has been in covariate
selection: for regression, mixed effect models, time series and other problems. Also, in
many instances, the number of parameters does not grow significantly faster than the
sample size. In such situations, it is feasible to consider the least parsimonious model
as the preferred model. This is routinely done in practice, for example in classical
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model selection techniques (Konishi and Kitagawa, 1996; Claeskens and Hjort, 2008),
and the fence method (Jiang et al., 2008).
From now on we assume that the least parsimonious model has pn  p parameters
for all n, and thus drop n in all subscripts that depend on pn, e.g. inMn,θmn,Gmn, as
well as  in all subscripts corresponding to the preferred model. Although we still keep
the subscript in en because it is calculated based on the estimators θˆm that depends
on a size n-sample. We shall consider as preferred model the least parsimonious
model with all covariates estimated from the data, and refer to it as the ‘full model’
from now on. In a typical variable selection problem, all candidate models are sub-
models of this model, in the sense that one or more of the parameters are set to
zero instead of being estimated from the data. An example is that of linear regression
with total p covariates, and different candidate models are obtained by setting subsets
of regression coefficients to zero. In such models, obtaining the most parsimonious
model that fits the data, for example by using the Bayesian Information Criterion
(BIC) (Schwarz, 1978), a full-scale analysis would require analyzing all 2p possible
candidate models. This is an NP-Hard problem (Natarajan, 1995), and becomes
computationally intractible even for moderate data dimensions (n  100, p  50q.
Several ad-hoc techniques that are in use do not guarantee, in the absence of stringent
conditions, that the probability of selecting the most parsimonious model that fits
the data tends to one as sample size increases. In this section we shall devise a fast
and scalable algorithm to tackle this problem, i.e. detect variables with non-zero
coefficients, through implementing our generic e-values framework.
2.5.1 A plugin parameter estimate
We are going fit only the full model in the process of performing covariate selection.
We first obtain a consistent estimator θˆ  pθˆ1, . . . , θˆpqT of the full coefficient vector
for this. For a general model M specified by the set S  tj1, . . . , jpsu  t1, 2, . . . , pu
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and the vector of potentially non-zero constants c, we define the parameter estimates
to be
θˆmj 
$&% Unknown θˆj for j P S;Known cj for j R S. (2.5.1)
Thus, we do not fit the model M separately, but simply plug-in estimators from the
full model at the indices in S. Following (2.4.21), bootstrapped model estimates are
obtained as
θˆrmj 
$&% Unknown θˆrj for j P S;Known cn for j R S (2.5.2)
The logic behind this is simple: for a candidate model M, a joint distribution of
the estimator of its parameters, i.e. rθˆss, can actually be obtained from the marginal
of rθˆs at indices S. This makes it easy to guarantee that the distribution of pa-
rameter estimates for any selected model is consistently approximated through the
corresponding sampling distributions by our method. We conjecture that this logic
may be applied in the context of several other model selection methods also, but do
not pursue that line of study in this paper.
The above plug-in step has two more major advantages. First, we do not sepa-
rately analyze each candidate model, and instead use resampling, implying significant
computational savings. Second, this approach leads to an easier comparison of any
candidate model to the preferred model.
2.5.2 Simplifications
At this stage we make a few simplifying assumptions that will allow us to obtain
specialized results relevant in the context. First of all we assume Gm to be the
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identity function, i.e. Gmpθq  θ for any M and θ P Θ. This vastly simplifies the
definition of nested models and model adequacy: we now consider a modelM1 to be
nested in M2 if S1  S2 and c2 is a subvector of c1. Also a model M is adequate
simply if the preferred parameter vector θ0 P ΘpMq.
For the evaluation functions, we take a single map E : Rp  R˜p Ñ r0,8q for all n
that satisfies the following properties:
(D1) The map E is invariant to affine transformations, i.e. for any non-singular
matrix A P Rpp, and b P Rp and random variable G having distribution G P R˜p,
the set of probability measures on Rp,
Epx,Gq  EpAx  b, rAG  bsq (2.5.3)
(D2) The map E is Lipschitz continuous in the first argument, i.e. there exists an
α ¡ 0, possibly depending on the measure G P R˜p such that for all x,y P Rp,
|Epx,Gq  Epy,Gq|   }x y}α (2.5.4)
(D3) Assume that Yn P Rp is a sequence of random variables converging in distribu-
tion to some Y P R˜p. Then Epy, rYnsq converges uniformly to Epy,Yq.
(D4) For any G P R˜p, lim}x}Ñ8Epx,Gq  0.
(D5) For any G P Rp with a point of symmetry µpGq P Rp, we have for any t P p0, 1q
and any x P Rp
Epx,Gq   EpµpGq   tpx µpGqq,Gq   EpµpGq,Gq  sup
xPRp
Epx,Gq   8
(2.5.5)
That is, the evaluation takes a maximum value at µpGq, and is strictly decreasing
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along any ray connecting µpGq to any point x P Rp.
The second property is a restatement of (E2) assuming a common evaluation
map for all n. The first, third and fourth properties are stronger versions of (E1),
(E3) and (E4). (D5) will be essential in proving the theoretical results that follow.
Also note that (D1), (D3), (D4) and (D5) have traditionally been used for depth
functions, and lipschitz continuity and uniform convergence arises implicitly for many
implementations of data depth (see Chapter 1). Coupled with the fact that we shall
be using depth functions as evaluation maps in numerical sections that follow shortly,
from hereon we shall use the notation Dpx,Gq in place of Epx,Gq for clarity.
We shall assume elliptical asymptotic distributions for full model estimators θˆ 
θˆ. Following Fang et al. (1990), elliptical distributions can be formally defined using
their characteristic function:
Definition 2.5.1. A p-dimensional random vector X is said to elliptically distributed
if and only if there exist a vector µ P Rp, a positive semi-definite matrix Ω  Σ1 P
Rpp and a function φ : R  Ñ R such that the characteristic function t ÞÑ φXµptq
of X µ corresponds to t ÞÑ φptTΣtq, t P Rp.
The density function of an elliptically distributed random variable takes the form:
hpx;µ,Σq  |Ω|1{2gppx µqTΩpx µqq
where g is a non-negative scalar-valued density function that is continuous and strictly
increasing, and is called the density generator of the elliptical distribution. We denote
such an elliptical distribution by Epµ,Σ, gq. For the asymptotic parameter distribu-
tion we also assume the following conditions:
(S1a) The limiting distribution T of the full model estimate, i.e. anpθˆθ0q, pasn  anq
is distributed as Ep0p,V, gq, for some positive-definite matrix V and density generator
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function g;
(S1b) For almost every data sequence B, There exists a sequence of positive definite
matrices Vn such that plimnÑ8Vn  V.
In practice we mostly deal with Gaussian limiting distributions, which naturally
satisfy (S1a), while (S1b) is standard for such methods of estimation.
2.5.3 Derivation of the algorithm
We are now at a stage to present a result that forms the foundation of our fast
algorithm.
Theorem 2.5.2. Consider a depth function D : RpR˜p ÞÑ r0,8q satisfying properties
(D1)-(D5), and an estimator θ that satisfies (S0), (S1a) and (S1b). Then, given a
(finite) sequence of nested correct models, say M1, . . . ,Mk where a model is nested
under all the models with higher indices, we shall have
enpM1q ¡ . . . ¡ enpMkq
for large enough n.
This above theorem is still rather general in nature, considering a generic nested
structure for adequate models in which the constant part of coefficient vector can
take any value. To use this framework for statistical model selection, we shall elicit
the following result:
Corollary 2.5.3. Consider the subcollection of candidate models M0  tM : cj 
0 @ j R Su. Suppose M0 PM0 is an adequate model such that its associated index
set S0  tj : θ0j  0u, i.e. it estimates all non-zero indices in the preferred coefficient
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vector θ0. Then there exists a positive integer N so that for all n1 ¡ N ,
M0  arg max
MPM0
ren1pMqs (2.5.6)
For the purpose of statistical model selection, we assume that the data is generated
using a ‘true’ vector of parameters, and only a subset of parameters influence the
outcome. Here we take our preferred vector of parameters, i.e. θ0 as this true
parameter vector. Restricting our attention to the subcollection of models in the
above corollary is necessary because of the objective being covariate selection, and
the second condition guarantees uniqueness of the minimal adequate modelM0. Also
notice that we can now fully specify candidate models by the index set S, and since
we perform all subsequent analysis in this restricted setup, from now on we shall
refer the candidate model by S instead of M. This will carry over to corresponding
subscripts as well (e.g. θs in place of θm etc.).
At this point the total number of candidate models being considered is 2p. How-
ever, in the e-values framework, to determine the minimal adequate model S0 one
does not need to sift through all possible subsets or employ ad-hoc search strategies
like forward selection/ backward deletion. We show that checking e-values at only p
marginal models is sufficient for this purpose. In order to do this, we further restrict
our attention to those candidate models where only a single parameter set to zero.
That is, for such models ps  p  1. This collection of marginal sub-models can be
studied in parallel: e.g. computations for these can be done on separate processors
or computers.
The following result offers an alternate representation of the minimal adequate
model using this much smaller set of models, after which the fast selection algorithm
will be immediate.
Corollary 2.5.4. Consider the models Sj  t1, . . . , puztju for j  1, . . . , p. Then
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for the same conditions and positive integer N as in corollary 2.5.3 we shall have
S0  tj : en1pSjq   en1pSqu (2.5.7)
for any positive integer n1 ¡ N .
In short, this happens because dropping an essential predictor makes the model in-
adequate, which has very small e-value for large enough sample size, whereas dropping
a non-essential predictor increases the e-value: thus simply collecting those predic-
tors that cause decrease in the e-value on dropping them from the model suffices for
variable selection.
Thus, our fast algorithm for the evaluation of models shall consist of only 3 steps:
(a) fit the full model and estimate its e-value, (b) replace each covariate by 0 and
compute e-value of all such reduced models, and (c) collect covariates dropping which
causes the e-value to go down. A safer version of this recipe can be to keep dropping
one covariate at each step until no sub-model achieves a lower e-value. In numeric
studies we conducted we did not find substantial difference between selecting covari-
ates directly based on whether enpSjq   enpSq, and this backward deletion method.
Also in an empirical data-analytic setup, the performance of our algorithm is depen-
dent on several factors, like sample size, signal-to-noise ratio, the estimation model
and the resampling technique used: although we later show that our method in gen-
eral performs better than the state-of-the-art across multiple modelling situations
that take the above into account.
2.5.4 Bootstrap implementation
A sample version of the above variable selection recipe that incorporates bootstrap
to estimate the sampling distributions rθˆs, rθˆss is the following:
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1. Generate two independent set of bootstrap weights, of size R and R1, and obtain
the corresponding approximations to the full model sampling distribution, say
rθˆrs and rθˆr1s;
2. For j  1, 2, . . . p, estimate the e-value of Sj as
eˆnpSjq  ErDpθˆr,j, rθˆr1sq (2.5.8)
with θˆr,j obtained from θˆr by replacing the j-th coordinate with 0;
3. Estimate the set of non-zero covariates as Sˆ0  tj : eˆnpSjq   eˆnpSqu
To make the sample e-values appropriately mimic the population level quantities,
the bootstrap method used must adhere to the guidelines in Section 2.4. Subsequently
theorem 2.4.4 shall ensure asymptotic model selection consistency, i.e. PnpSˆ0  S0q PÑ
1 as n Ñ 8, with the probability Pn being calculated over the second resampling
scheme conditional on the given data.
Example 2.5.5 (Generalized linear models (GLM)). In the GLM setup: Y 
g1pXβq   ;   Np0, σ2Ipq and g being the link function, we can obtain boot-
strapped copies of θˆ using the moon bootstrap (example 2.4.1) or the scale-enhanced
Gamma bootstrap (example 2.4.2). For moon bootstrap the resampling sample size
m is the variance of the multinomial distribution from which the iid bootstrap weights
are drawn; while in the bayesian Gamma bootstrap Wr follow a Gamma distribution,
so that its scale parameter is the variance. To obtain asymptotic model selection
consistency, an intermediate rate of this bootstrap variance τ 2sn  τ 2n is required as
per theorem 2.4.4. We achieve this by taking functions of the sample size as τ 2n,
e.g. τ 2n  nγ; 0   γ   1 or τ 2n  logpnq. For moon bootstrap, this means drawing
larger with-replacement samples with increasing n, say of size size mn, ensuring that
mn Ñ 8,mn{nÑ 0 as nÑ 8.
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Example 2.5.6 (Linear Mixed models). Consider a random intercept-only model:
Y  Xβ   Zγ   
There are m independent groups of observations with k observations in each groups,
with Znk the within-group random effects design matrix. Also γ is a k-dimensional
random effect vector (k ¤ n), with γ  Nkp0k,∆q, ∆ being positive definite. Here
we use the generalized bootstrap scheme of Chatterjee and Bose (2005), taking equal
resampling weights wri  Gammap1, 1q1 inside a group. Given the original estimates
βˆ, σˆ2, ∆ˆ, and τn satisfying similar conditions as last example, a simple relationship
exists between βˆ and its bootstrap counterpart βˆr:
βˆr  βˆ  
τn?
n
pXT Vˆ1Xq1WrXT Vˆ1py Xβˆq  Rrn (2.5.9)
with Er}Rrn}2  oP p1q,Wr  diagpwr1Ik, . . . , wrmIkq and Vˆ  σˆ2Ip   Z∆ˆZT . This
is immediate from theorem 3.2 in Chatterjee and Bose (2005). Depending on the
structure of the matrix ∆, the calculation of βˆr repeatedly can be computation-
intensive, and the above parametric procedure effectively bypasses it by approximat-
ing βˆr through dropping the last term in (2.5.9) above. Although a similar approach
can certainly be used for GLMs as well, computationally they are much more effective
here.
2.6 Simulation studies
We now present the results of two simulation studies to compare the performance
of our proposed fast variable selection method using model e-values, with the model
selection procedures obtained from backward deletion and all subset regression ver-
sions that aim to minimize the Akaike Information Criterion (AIC: Akaike (1970)) or
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the BIC for linear model, and sparse regularization-based methods for linear mixed
models. In both examples below, we assume that the expectation of the response Y is
a linear function of a few covariates, and the model selection problem is the classical
one of identifying the set of covariates which have a non-zero effect on EY .
2.6.1 Selecting covariates in linear regression
For the first simulation, we use the first p  10 columns of a simulated dataset
from Prof. Charles Geyer’s website (http://www.stat.umn.edu/geyer/5102/data/
ex6-8.txt) and n  100 randomly chosen rows, and arrange then in a np covariate
matrix X. Each non-zero regression slope parameter takes the value 1, and we add
independent standard Normal noise to generate the response vector, thus obtaining
the framework Y  Xβ   .
We generate data under different choices of the size of the minimal adequate
model:b by first selecting k P t2, 4, 6, 8u, then setting the first k coefficients of the
regression slope β to be 1, and the rest pk slope parameters to be zero. The values
of τ  τn{
?
n, the standard deviation of the resampling weights scaled by
?
n, is
selected on a grid between 1 and 10 in 0.1 length intervals. We use a resampling
Monte Carlo size R  R1  1000 for use in the sample version of (2.5.8), Finally the
entire exercise is repeated 1000 times independently. We report here the results on
the proportion of times out of this 1000 replications of the study when the minimal
adequate model is selected. This is the numeric approximation of the ‘probability of
selecting the true model’.
We use the backward deletion and all-subset regression search strategies while
using AIC and BIC as the model selection criterion. We use the leaps-and-bound
algorithm, implemented in the R package leaps, for all-subset search. We display
the results of this study in Figure 2.1 for the moon bootstrap, in Figure 2.2 for the
gamma bootstrap and Figure 2.3 for a wild bootstrap (Mammen, 1993) version of
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Figure 2.1: Empirical probabilities of selecting the correct model through moon boot-
strap for several levels of sparsity: The e-values method- blue solid, AIC backward
deletion- red dotted, AIC all subset- red solid, BIC backward deletion- black dotted,
BIC all subset- black solid
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Figure 2.2: Empirical probabilities of selecting the correct model through gamma
bootstrap for several levels of sparsity: The e-values method- blue solid, AIC back-
ward deletion- red dotted, AIC all subset- red solid, BIC backward deletion- black
dotted, BIC all subset- black solid
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Figure 2.3: Empirical probabilities of selecting the correct model through wild boot-
strap for several levels of sparsity: The e-values method- blue solid, AIC backward
deletion- red dotted, AIC all subset- red solid, BIC backward deletion- black dotted,
BIC all subset- black solid
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the linear regression equivalent of (2.5.9) with i.i.d. Np0, 1q weights. In all three
methods, and for all of k P t2, 4, 6, 8u the proposed e-value based method performs
better than AIC or BIC, as long as τ 2n is not too small or too large. This is entirely
as expected. The parametric wild bootstrap procedure has the best performance
among the three, giving almost perfect detection for even very large values of τn. We
experimented with other choices of n, p,R1, R2, and it seems considering τ P p4, 8q in
this problem ensures exact minimal adequate model selection with high chance, and
typically better performance than BIC in this regard. As long as R and R1 are of
the order of a few hundreds or higher, the variation from the resampling Monte Carlo
step seems ignorable.
2.6.2 Model selection in the presence of random effects
Here we use the repeated measures simulation setup from Peng and Lu (2012), which
has 9 fixed effects and 4 random effects, with true β  p0, 1, 1, 0, 0, 0, 0, 0, 0q and
random effect covariance matrix:
D 

9
4.8 4
0.6 1 1
0 0 0 0

The error variance σ2 is set at 1. The goal is to select the covariates of the fixed
effect, thus essentially identify the covariates corresponding to the entries where β
is non-zero. We use two scenarios for our study: one where the number of subjects
considered is m  30, and the number of observations per subject is ni  5, and
another with 60 subjects and 10 observations per subject.
We consider τ P t1, . . . , 15u here, and use the approximation in (2.5.9) to calculate
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Method Tuning FPR% FNR% Model size FPR% FNR% Model size
ni  5,m  30 ni  10,m  60
e-value based τ  1 59.9 0.0 5.61 44.3 0.0 4.43
τ  2 33.0 0.0 3.45 15.5 0.0 2.54
τ  3 15.9 0.0 2.59 5.2 0.0 2.17
τ  4 8.0 0.0 2.28 2.8 0.0 2.09
τ  5 5.2 0.0 2.18 2.0 0.0 2.06
τ  6 2.7 0.0 2.09 0.7 0.0 2.02
τ  7 2.2 0.0 2.07 0.3 0.0 2.01
τ  8 1.5 0.0 2.05 0.3 0.0 2.01
τ  9 1.0 0.0 2.03 0.3 0.0 2.01
τ  10 0.7 0.0 2.02 0.3 0.0 2.01
τ  12 0.7 0.0 2.02 0.0 0.0 2.00
τ  15 0.7 0.0 2.02 0.0 0.0 2.00
Peng and Lu (2012) BIC 21.5 9.9 2.26 1.5 1.9 2.10
AIC 17 11.0 2.43 1.5 3.3 2.20
GCV 20.5 6 2.30 1.5 3 2.18a
logn{n 21 15.6 2.67 1.5 4.1 2.26
Table 2.1: Comparison between our method and that proposed by Peng and Lu (2012)
through average false positive percentage, false negative percentage and model size
the bootstrapped coefficients. We consider multiple characteristics of the model that
obtains the highest e-value, including the number of parameters it involves, the pro-
portion of times the minimal adequate model is obtained, the proportion of times a
zero-valued (non-zero-valued) element of beta was identified as non-zero (zero), that
is, the proportion of false positives (negatives), and so on.
In the method proposed by Peng and Lu (2012), the tuning parameter can be
selected using several different criteria. We present the false positive percentage
(FPR%), false negative percentage (FNR%) and model sizes corresponding to four
such criteria. Our results are presented in Table 2.1. It can be seem the e-value
based method handsomely outperforms the method proposed by Peng and Lu (2012),
especially in smaller sample sizes, as long as τ ¥ 4.
We also compare the percentages of times the correct model was identified, and
these results are presented in Table 2.2, along with the corresponding results from
two other papers. The proposed e-value based procedure performs best here for τ ¥ 6
for the smaller sample setting, and for τ ¥ 12 for larger sample setting.
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Method Setting 1 Setting 2
e-value based τ  1 3 14
τ  2 30 60
τ  3 61 86
τ  4 79 92
τ  5 87 94
τ  6 93 98
τ  7 94 99
τ  8 96 99
τ  9 97 99
τ  10 98 99
τ  12 98 100
τ  15 98 100
Bondell et al. (2010) 73 83
Peng and Lu (2012) 49 86
Fan and Li (2012) 90 100
Table 2.2: Comparison of our method and three sparsity-based methods of mixed
effect model selection through accuracy of selecting correct fixed effects
2.7 Discussion and conclusion
In the above sections we present an expansive framework and principle, where the def-
inition of a statistical model is very broad, and estimation procedures and resampling
algorithms very general. In such a scenario, we propose a scheme of simultaneous
model selection and resampling-based inference, using the newly defined e-value. An
extremely fast algorithm, based on using data depth as evaluation function, obtains
consistent true model selection through fitting a single model. Simulation results
show that the procedure performs better than traditional methods in two illustrative
examples. Last but not least we provide a number of theoretical results for charac-
terization of our method in both pupulation and sample setting.
While the above framework is extremely open-ended, multiple details require cau-
tious approach and more detailed studies. The choice of the resampling algorithm,
and the method of choosing the tuning parameter τn associated with it should be
subject to further scrutiny. Our results suggest excellent asymptotic properties that
seem to be borne out in our simulation experiments, but finite-sample performance
of our procedure needs further study. We have remarked earlier that uniform conver-
gence, local asymptotics and detailed asymptotic studies are needed to understand
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the workings of our proposal more thoroughly. The current framework includes di-
mension asymptotics where the parameter dimensions are allowed to grow with the
sample size, but we do not include extremely high-dimensional parameters in our
study. The sensitivity of the results to the choice of the evaluation maps, and the
way Enpy, rYsq is summarized to obtain the e-value deserve further attention. A
further, perhaps philosophical, issue to look into is the sensitivity of the results to
the choice of the preferred model. While in practice this may not matter much, the
choice of the preferred model reflects a choice of paradigms and scientific principles.
In recent times, there is a growing concern about statistical inference after the
implementation of a model selection step. Discussions and several interesting results
relating to this matter may be found in Yang (2005); Leeb and Potscher (2005); Chang
et al. (2014); Tibshirani et al. (2015, 2016) and several references therein. The general
principle discussed in this chapter advocates obtaining consistent resampling-based
distributions of the estimators of all parameters from all candidate models. Thus
in our framework, statistical inference is not the usual two-step procedure where the
first step involves selection of a model, and the second step of actual inference some-
how adjusts for the uncertainties of the first step. Our proposal is one of a joint
selection and inference procedure, where the consistent resampling-based approxi-
mations of the sampling distributions of any collection of models are simultaneously
used for inference, as well as establishing an e-value of a model, which may be used
to preferentially treat a subset of models.
A study of the research on post model selection inference reveals that some of the
issues there may be addressed using uniform convergence and related ideas. Based
on the concepts and tools presented in this chapter, we have the ingredients at hand
to conduct such studies. Additionally, current studies essentially conclude that the
goal of identifying the true data-generating model with probability tending to one,
under the assumption that it is already one of the candidate models. This is not
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immediately compatible with several other goals of optimal statistical inference. Note
that the problem of identification of one of the candidate models as a ‘true model’ has
not been a goal of this chapter, although our theoretical and numeric results establish
that such identification is achieved easily if such a situation were to arise. We also note
that traditional ‘true statistical model’ considered in some related literature typically
do not consider the domain scientific knowledge or background, and are solely based
on a limited version of parsimony. Keeping this in mind, we plan to investigate the
application of e-values to achieve multiple targets of optimal inference.
2.8 Proofs
Proof of theorem 2.3.1. Part 1 follows directly from assumption (E3).
Part 2. Assuming now that Mn is an adequate model, we again use the location
invariance property of En:
EnpGˆmn, rGˆnsq  En

Gˆmn Gn,

Gˆn Gn
	
(2.8.1)
and decompose the first argument
Gˆmn Gn  pGˆmn  Gˆnq   pGˆn Gnq (2.8.2)
Now we have, for any Mn,
θˆmn  θˆ  θ   a1n Tn  θmn   a1snTmn
where Tmn is distributed as Tsn in Sn indices and fixed to 0 in other indices. In terms
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of these, we can write the j-th element of Gmnp.q  Gp.q as
Gjpθˆq  Gjpθq   a1n GT1jpθqTn   2a2n TTnRjpθˆ,TnqTn
Our technical conditions are sufficient to ensure that for any c P Rdn with }c}  1
E

dn¸
j1
cjT
T
nRjpθˆ,TnqTn
2
 Opandnq
we omit the details of the algebra here.
Thus we have that anpGˆGq  GT1 Tn  Rn, with E}R2n}  op1q. Coming back
to the first summand of the right-hand side in (2.8.2) we get
Gˆmn  Gˆn  Gmn Gn  OP pmintasn, anu1q (2.8.3)
Since Mn is an adequate model, Gmn G0n  opnq. Also Gn G0n  opnq. Thus,
substituting the above right-hand side in (2.8.2) we get
En Gˆmn Gn, Gˆn Gn	 En Gˆn Gn, Gˆn Gn	
 oP pmintasn, an, nuq (2.8.4)
from of Lipschitz continuity of En. Adding back Gn everywhere and applying (E1)
again,
|EnpGˆmn, rGˆnsq  EnpGˆn, rGˆnsq|  oP pmintasn, an, nuq (2.8.5)
the proof of part 2 is immediate now.
Part 3. Since the evaluation map En is invariant under location and scale trans-
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formations, we have
EnpGˆmn, rGˆnsq  En

anpGˆmn Gnq,

anpGˆn Gnq
	
(2.8.6)
Decomposing the first argument,
anpGˆmn Gnq  an
asn
.asnpGˆmn Gmnq   anpGmn G0nq   anpG0n Gnq
(2.8.7)
Since Mn is inadequate, given δ ¡ 0 there exists a subsequence indexed by tknu
such that }Gmkn  G0kn} ¡ δ. Since an Ò 8, this implies an}Gmn  G0n} Ñ 8.
Finally anpGˆmnGmnq  OP p1q using similar arguments as in proof of part 2 above,
asn  an, and norm of the third part goes to 0 by part b of assumption (S1). We
now get the needed by assumption (E4).
Proof of Theorem 2.4.3. We consider a generic point θ  θsn   A1sn t. From the
Taylor series expansion, we have
Ψ0snipaqpθq  Ψ0snipaqpθsnq  Ψ1snipaqpθsnqA1sn t  21tTA1Tsn Ψ2snipaqpθ˜snqA1sn t
(2.8.8)
for a  1, . . . , psn, and θ˜sn  θsn   cA1sn t for some c P p0, 1q.
Recall our convention that for any function hpθq evaluated at the true parameter
value θsn, we use the notation h  hpθsnq. Also define the psn dimensional vector
Rsnpθ˜sn, tq whose a-th element is given by
Rsnpaqpθ˜sn, tq  tTA1Tsn
kn¸
i1
Ψ2snipaqpθ˜snqA1sn t (2.8.9)
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Thus we have
p1{2sn A
1
sn
kn¸
i1
Ψ0snipθsn  A1sn tq
 p1{2sn A1sn
kn¸
i1
Ψ0sni   p1{2sn A1sn
kn¸
i1
Ψ1sniA
1
sn t  21p1{2sn A1snRsnpθ˜sn, tq
 p1{2sn A1sn
kn¸
i1
Ψ0sni   p1{2sn A1snΓ1snA1sn t  p1{2sn A1sn
  kn¸
i1
Ψ1sni  Γ1sn

A1sn t
  21p1{2sn A1snRsnpθ˜sn, tq (2.8.10)
Fix  ¡ 0. We first show that there exists a C0 ¡ 0 such that
P

}p1{2sn A1sn
kn¸
i1
Ψ0sni} ¡ C0

  {2. (2.8.11)
For this, we compute
p1snE}A1sn
kn¸
i1
Ψ0sni}2  p1snE
kn¸
i,j1
ΨT0sniA
1T
sn A
1
sn Ψ0snj
 p1sn Tr

A1Tsn A
1
sn

E
kn¸
i1
Ψ0sniΨ
T
0sni
 p1sn Tr

A1Tsn A
1
snΓ0sn

 Op1q (2.8.12)
from assumption (2.4.8).
Now define
Ssnptq  p1{2sn A1sn
  kn¸
i1
Ψ0snipθsn  A1sn tq 
kn¸
i1
Ψ0sni
 p1{2sn Γ11snΓ0snt (2.8.13)
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We next show that for any C ¡ 0, for all sufficiently large n, we have
E

sup
}t}¤C
}Ssnptq}
2
 op1q (2.8.14)
This follows from (2.4.9) and (2.4.11).
Note that
Ssnptq  p1{2sn A1sn
  kn¸
i1
Ψ1sni  Γ1sn

A1sn t  21p1{2sn A1snRsnpθ˜sn, tq (2.8.15)
Thus
sup
}t}¤C
}Ssnptq} ¤
p1{2sn sup
}t}¤C
}A1sn
  kn¸
i1
Ψ1sni  Γ1sn

A1sn t}   21p1{2sn sup
}t}¤C
}A1snRsnpθ˜sn, tq}
(2.8.16)
We consider each of these terms separately.
For any matrix M P Rpp, we have
sup
|t|¤C
}Mt}  sup
}t}¤C
 p¸
i1
  p¸
j1
mijtj
21{2
¤ sup
}t}¤C
 p¸
i1
p¸
j1
m2ij
p¸
j1
t2j
1{2
 }M}F sup
}t}¤C
}t}
 C}M}F (2.8.17)
Using M  A1sn
 °kn
i1 Ψ1sni  Γ1sn

A1sn and (2.4.9), we get one part of the result.
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For the other term, we similarly have

sup
}t}¤C
}p1{2sn A1snRsnpθ˜sn, tq}
2
 p1sn sup
}t}¤C

}A1snRsnpθ˜sn, tq}
2
¤ p1sn λmax
 
A1Tsn A
1
sn

sup
}t}¤C
}Rsnpθ˜sn, tq}2
¤ p1sn λmax
 
A1snA
1T
sn

sup
}t}¤C
}Rsnpθ˜sn, tq}2
¤ p1sn a2sn sup
}t}¤C
}Rsnpθ˜sn, tq}2 (2.8.18)
Note that
 
sup
}t}¤C
}Rsnpθ˜sn, tq}
2  sup
}t}¤C
}Rsnpθ˜sn, tq}2 (2.8.19)
Now
}Rsnpθ˜sn, tq}2 
psn¸
a1
 
Rsnpaqpθ˜sn, tq
2

psn¸
a1
 
tTA1Tsn
kn¸
i1
Ψ2snipaqpθ˜snqA1sn t
2

psn¸
a1
kn¸
i,j1
tTA1Tsn Ψ2snipaqpθ˜snqA1sn t.tTA1Tsn Ψ2snjpaqpθ˜snqA1sn t
(2.8.20)
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Based on this, we have
sup
}t}¤C
}Rsnpθ˜sn, tq}2  sup
}t}¤C
psn¸
a1
kn¸
i,j1
tTA1Tsn Ψ2snipaqpθ˜snqA1sn t.tTA1Tsn Ψ2snjpaqpθ˜snqA1sn t
¤ sup
}t}¤C
psn¸
a1
kn¸
i,j1
tTA1Tsn M2snipaqA
1
sn t.t
TA1Tsn M2snjpaqA
1
sn t
¤ sup
}t}¤C
}A1sn t}4
psn¸
a1
 kn¸
i1
λmax
 
M2snipaq
	2
¤ C4nλ2max
 
A1Tsn A
1
sn
 psn¸
a1
kn¸
i1
λ2max
 
M2snipaq

(2.8.21)
Putting all these together, we have
E

sup
}t}¤C
}p1{2sn A1snRsnpθ˜sn, tq}
2
 p1snE

sup
}t}¤C
A1snRsnpθ˜sn, tq
2
¤ p1snA2snE

sup
}t}¤C
}Rsnpθ˜sn, tq}
2
 O p1sn a2sn E sup
}t}¤C
}Rsnpθ˜sn, tq}
2
 O p1sn na6sn  psn¸
a1
kn¸
i1
Eλ2max
 
M2snipaq

 op1q (2.8.22)
using (2.4.11).
Now define
Ssnptq  p1{2sn A1sn
  kn¸
i1
Ψ0snipθsn  A1sn tq 
kn¸
i1
Ψ0sni
 p1{2sn Γ11snΓ0snt (2.8.23)
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hence
p1{2sn A
1
sn
kn¸
i1
Ψ0snipθsn   p1{2sn A1sn tq  Ssnptq   p1{2sn A1sn
kn¸
i1
Ψ0sni  A1snΓ1snA1sn t
(2.8.24)
and thus
inf
}t}C
!
p1{2sn t
TΓ1snA
1
sn
kn¸
i1
Ψ0snipθsn   p1{2sn A1sn tq
)
 inf
}t}C
!
tTΓ1snSsnptq   p1{2sn tTΓ1snA1sn
kn¸
i1
Ψ0sni   tTΓ1snA1snΓ1snA1sn t
)
¥ inf
}t}C
tTΓ1snSsnptq   p1{2sn inf
}t}C
tTΓ1snA
1
sn
kn¸
i1
Ψ0sni   inf
}t}C
tTΓ1snA
1
snΓ1snA
1
sn t
¥ Cδ1s sup
}t}C
}Ssnptq}  Cδ1sp1{2sn }A1sn
kn¸
i1
Ψ0sni}   C2δ0s (2.8.25)
The last step above utilizes facts like aTb ¥ }a}}b}.
Consequently, defining C1  Cδ0s{δ1s, we have
P

inf
}t}C
!
tTΓ1snA
1
sn
kn¸
i1
Ψ0snipθsn   p1{2sn A1sn tq
)
  0

¤P

sup
}t}C
}Ssnptq}   }A1sn
kn¸
i1
Ψ0sni} ¡ C1

¤P

sup
}t}C
}Ssnptq} ¡ C1{2

  P

}A1sn
kn¸
i1
Ψ0sni} ¡ C1{2

   (2.8.26)
for all sufficiently large n, using (2.8.11) and (2.8.14).
This implies that with a probability greater than 1   there is a root Tsn of
the equations
°kn
i1 Ψ0snipθsn   A1sn tq in the ball t}t}   Cu, for some C ¡ 0 and
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all sufficiently large n. Defining θˆsn  θsn   A1snTsn, we obtain the desired result.
Issues like dependence on  and other technical details are handled using standard
arguments, see Chatterjee and Bose (2005) for related arguments.
Since we have
sup
}t} C
}Ssnptq}  oP p1q (2.8.27)
and Tsn lies in the set }t}   C, define Rsn  SsnpTsnq  oP p1q. We consequently
have
Rsn  SsnpTsnq
p1{2sn A
1
sn
  kn¸
i1
Ψ0snipθsn  A1snTsnq 
kn¸
i1
Ψ0sni
 p1{2sn Γ11snΓ0snTsn
p1{2sn A
1
sn
kn¸
i1
Ψ0sni  p1{2sn Γ11snTsn (2.8.28)
Thus,
Tsn  Γ10snΓ1snA1sn
kn¸
i1
Ψ0sni   p1{2Γ10snΓ1snRsn
 Γ1{20sn
kn¸
i1
Ψ0sni   p1{2Γ10snΓ1snRsn (2.8.29)
Note that our conditions imply that for any c with }c}  1, we have that cTTsn
has two terms, where V
 cTΓ1{20sn °kni1 Ψ0sni  1 and
E

p1{2cTΓ10snΓ1snRsn
2  Op1q (2.8.30)
using (2.4.8). Using (2.4.12) we also have that for any c with }c}  1, cTTsn  
Np0, 1q.
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Define
Aˆsn  µsnτ1sn Γˆ
1{2
0snΓˆ
1
1sn. (2.8.31)
We now follow steps that are very similar to the above, but for the resampling
procedure as implemented in (2.4.13) to obtain the result. We omit the details.
Proof of theorem 2.4.4. Part 1. Taking a similar approach as in the proof of theorem
2.3.1, we get
Gjpθˆrq  Gjpθˆq   b1n GT1jpθˆqTrn   2b2n TTnRjpθˆ,TrnqTrn,
 Gjpθˆq   b1n GT1jpθqTrn   b1n pGˆ1j G1jqTTrn   2b2n TTrnRjpθˆ,TrnqTn,
 Gjpθˆq   b1n GT1jpθqTrn   b1n Rrnj1   b2n Rrnj2
Our technical conditions are sufficient to ensure that for any c P Rdn with }c}  1
Er

dn¸
j1
cjRrnj1
2
 oP pb1n dnq; Er

dn¸
j1
cjRrnj2
2
 OP pbndnq,
we omit the details of the algebra here. Thus we get bnpGˆr  Gˆq  GT1 Trn   Rrn
with Er}Rrn}2  oP p1q. Hence
Gˆrmn  Gˆrn  Gˆmn  Gˆn  OPnpmintbsn, bnu1q   oP p1q (2.8.32)
where sn  oPnptnq means sn{tn Ñ 0 in probability conditional on the data.
Now following assumption (E1),
EnpGˆrmn, rGˆr1nsq  EnppGˆrmn  Gˆnq, rGˆr1n  Gˆnsq (2.8.33)
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Expanding first argument of the right-hand side
Gˆrmn  Gˆn  pGˆrmn  Gˆrnq   pGˆrn  Gˆnq
We now apply (2.8.32) and then (2.8.3) to the first summand on the right side. Scalar
invariance and lipschitz continuity of the evaluation map En implies
EnpGˆrmn, rGˆr1nsq  EnpGˆrn, rGˆr1nsq
 OPnpmintbsn, bnu1q  OP pmintasn, anu1q
Finally from theorem 2.4.3 and assumption (G2), bsnpGˆrnGˆnq and asnpGˆnGnq
converge to the same limiting distribution for almost every data sequence; thus
ErEnpGˆrn, rGˆr1nsq  EEnpGˆn, rGˆnsq   oPnp1q
The proof follows since τsn  opasnq ñ bsn Ñ 8.
Part 2. Continuing from (2.8.33) and applying scale invariance,
EnpGˆrmn, rGˆr1nsq  EnpbnpGˆrmn  Gˆnq, rbnpGˆr1n  Gˆnqsq
and then
bnpGˆrmn  Gˆnq  bn
bsn
.bsnpGˆrmn  Gˆmnq   bn
asn
.asnpGˆmn Gmnq
 bn
an
.anpGˆn Gnq   bnpGmn Gnq
Since bn  an{τn, τn  opanq, an  asn, lipschitz continuity of En ensures
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that
ErEnpbnpGˆrmn  Gˆnq, rbnpGˆr1n  Gˆnqsq
 ErEn

bn
bsn
.bsnpGˆrmn  Gˆmnq   bnpGmn Gnq, rbnpGˆr1n  Gˆnqs


  oP p1q
From theorem 2.4.3 and assumption (G2) bsnpGˆrmn  Gˆmnq and asnpGˆmn  Gmnq
converge to the same limiting distribution for almost every data sequence; and bn Ò 8
implies }bnpGmnGnq} Ñ 8. Also by assumption bn  bsn. The proof now follows
from assumption (E4).
Proof of theorem 2.5.2. Since we are dealing with a finite sequence of nested models,
it is enough to prove that enpM1q ¡ enpM2q for large enough n.
Suppose T0  Ep0p, Ip, gq. Affine invariance implies invariant to rotational trans-
formations, and since depth decreases along any ray from the origin, Dpθ,T0q is a
monotonocally decreasing function of θTθ for any θ P Rp. Now consider the mod-
els M10,M20 that have 0 in all indices outside S1 and S2, respectively. Take some
θ10 P Θ10, which is the parameter space corresponding toM10, and replace its (zero)
entries at indices j P S2zS1 by some non-zero δ P Rp|S2zS1|. Denote it by θ1δ. Then
we shall have
θT1δθ1δ ¡ θT10θ10 ñ Dpθ10,T0q ¡ Dpθ1δ,T0q
ñ Es1Dpθ10,T0q ¡ Es1Dpθ1δ,T0q
where Es denotes the expectation taken over the marginal of the distributional argu-
ment T0 at indices S1. Notice now that by consitruction θ1δ P Θ20, the parameter
space corresponding toM20, and since the above holds for all possible δ, we can take
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expectation over indices S2zS1 in both sides to obtain Es1Dpθ10,T0q ¡ Es2Dpθ20,T0q,
with θ20 denoting a general element in Θ20.
Now combining (S1a) and (S1b) we get anV
1{2
n pθˆ  θ0q  T0. Suppose Tn :
ranV1{2n pθˆ  θ0qs. Now choose a positive    pEs1Dpθ10,T0q  Es2Dpθ20,T0qq{2.
Then, for large enough n we shall have
|Dpθ10,Tnq Dpθ10,T0q|    ñ |Es1Dpθ10,Tnq  Es1Dpθ10,T0q|   
following condition (D4). Similarly we have |Es2Dpθ20,Tnq  Es2Dpθ20,T0q|    for
the same n for which the above holds. This implies Es1Dpθ10,Tnq ¡ Es2Dpθ20,Tnq.
Now apply the affine transformation tpθq  V1{2n θ{an   θ0 to both arguments
of the depth function above. This will keep the depths constant following affine
invariance, i.e. Dptpθ10q, rθˆsq  Dpθ10,Tnq and Dptpθ20q, rθˆsq  Dpθ20,Tnq. Since
this transformation maps Θ10 to Θ1, the parameter space corresonding to M1, we
get Es1Dptpθ10q, rθˆsq ¡ Es2Dptpθ20q, rθˆsq, i.e. enpM1q ¡ enpM2q.
Proof of corollary 2.5.3. By construction,M0 is the unique minimal adequate model
in M0, and should be nested in all other adequate models therein. Hence theorem
2.5.2 implies enpM0q ¡ enpMcq for any adequate model Mc P M0 and large enough
n.
For an inadequate modelMw, supposeNpMwq is the integer such that en1pMwq  
en1pMq for all n1 ¡ NpMwq. Part 3 of theorem 2.3.1 ensures that such an integer
exists for every inadequate model. Now define N  maxMwPM0 NpMwq: we can do
this since M0 has countably finite elements. Thus en1pM0q is larger than e-values of
all inadequate models in M0.
Proof of corollary 2.5.4. Consider j P S0. Then θ0 R Sj, hence Sj is inadequate.
By choice of n1, e-values of all inadequate models are less than that of S, hence
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en1pSjq   en1pSq.
On the other hand, suppose there exists a j such that en1pSjq ¤ en1pSq but
j R S0. Now j R S0 means that Sj is an adequate model. Since Sj is nested within
S for any j, and the full model is always adequate, we have en1pSjq ¡ en1pSq by
theorem 2.5.2: leading to a contradiction and thus completing the proof.
Chapter 3
Applications of the Evaluation
Maps Framework
3.1 Identifying Driving Factors Behind Indian Mon-
soon Precipitation
Various studies indicate that our knowledge about the physical drivers of precipita-
tion in India is incomplete; this is in addition to the known difficulties in modeling
precipitation itself (Knutti et al., 2010; Trenberth et al., 2003; Wang et al., 2005;
Trenberth, 2011). For example, Gosswami (2005) discovered an upward trend in fre-
quency and magnitude of extreme rain events, using daily central Indian rainfall data
on a 10  12 grid, but a similar study on a 1  1 gridded data by Ghosh et al.
(2016) suggested that there are both increasing and decreasing trends of extreme
rainfall events, depending on the location. Additionally, Krishnamurthy et al. (2009)
reported increasing trends in exceedances of the 99th percentile of daily rainfall; how-
ever, there is also a decreasing trend for exceedances of the 90th percentile data in
many parts of India. Significant spatial and temporal variabilities at various scales
have also been discovered for Indian Monsoon (Dietz and Chatterjee, 2014, 2015).
Here we attempt to identify the driving factors behind precipitation during the
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Indian monsoon season using our e-value based model selection technique. Data
is obtained from the repositories of the National Climatic Data Center (NCDC) and
National Oceanic and Atmospheric Administration (NOAA), for the years 1978-2012.
We obtained data 35 potential covariates of the Indian summer precipitation:
(A) Station-specific: (from 36 weather stations across India) Latitude, longitude,
elevation, maximum and minimum temperature, tropospheric temperature difference
(∆TT ), Indian Dipole Mode Index (DMI), Nin˜o 3.4 anomaly;
(B) Global:
• u-wind and v-wind at 200, 600 and 850 mb;
• 10 indices of Madden-Julian Oscillations: 20E, 70E, 80E, 100E, 120E, 140E,
160E, 120W, 40W, 10W;
• Teleconnections: North Atlantic Oscillation (NAO), East Atlantic (EA), West
Pacific (WP), East Pacific-North Pacific (EPNP), Pacific/North American (PNA),
East Atlantic/Western Russia (EAWR), Scandinavia (SCA), Tropical/Northern
Hemisphere (TNH), Polar/Eurasia (POL);
• Solar Flux;
• Land-Ocean Temperature Anomaly (TA).
These covariates are all based on existing knowledge and conjectures from the
actual Physics driving Indian summer precipitations. The references provided earlier
in this section, and multiple references contained therein may be used for background
knowledge on the physical processes related to Indian monsoon rainfall, which after
decades of study remains one of the most challenging problems in climate science.
As a modeling step, we consider the annual medians of all the above covariates
as fixed effects, the log yearly rainfall at a weather station as response variable,
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Variable dropped eˆnpSjq
- Tmax 0.1490772
- X120W 0.2190159
- ELEVATION 0.2288938
- X120E 0.2290021
- ∆TT Deg Celsius 0.2371846
- X80E 0.2449195
- LATITUDE 0.2468698
- TNH 0.2538924
- Nino34 0.2541503
- X10W 0.2558397
- LONGITUDE 0.2563105
- X100E 0.2565388
- EAWR 0.2565687
- X70E 0.2596766
- v wind 850 0.2604214
- X140E 0.2609039
- X40W 0.261159
- SolarFlux 0.2624313
- X160E 0.2626321
- EPNP 0.2630901
- TempAnomaly 0.2633658
- u wind 850 0.2649837
- WP 0.2660394
 none¡ 0.2663496
- POL 0.2677756
- Tmin 0.268231
- X20E 0.2687891
- EA 0.2690791
- u wind 200 0.2692731
- u wind 600 0.2695297
- SCA 0.2700276
- DMI 0.2700579
- PNA 0.2715089
- v wind 200 0.2731708
- v wind 600 0.2748239
- NAO 0.2764488
Table 3.1: Ordered values of eˆnpSjq after dropping the j-th variable from the full
model in the Indian summer precipitation data
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Figure 3.1: Comparing full model rolling predictions with reduced models: (a) Bias
across years, (b) MSE across years, (c) density plots for 2012, (d) stationwise residuals
for 2012
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and include year-specific random intercepts. Table 3.1 lists the estimated eˆpSjq
values in increasing order for the full model as well as all 35 models where a single
variable is dropped. We implement the gamma bootstrap with Monte Carlo resample
sizes R  R1  1000. We use data until 2002 as training data, which contains
n  897 samples. The mixed effects model trained on this data is evaluated for
τn  nγ; γ  0.01, 0.02, . . . , 0.16. We take the covariate set corresponding to the
tuning parameter which minimizes future fixed effect prediction errors on the testing
data, i.e. for the period 2003-2012. Outputs of the fast e-value procedure for this
covariate set are listed in Table 3.1. The variables listed above none in this table are
considered relevant by our e-value criterion.
All the variables selected by our procedure have documented effects on Indian
monsoon (Krishnamurthy and Kinter III, 2003; Moon et al., 2012). The single largest
contributor is maximum temperature, whose relation to precipitation is based on the
Clausius-Clapeyron relation is now classical knowledge in Physics. It seems that wind
velocities high up in the atmosphere are not significant contributors, and the fact that
many covariates are selected in the process highlights the complexity of the system.
To check out-of-sample prediction performance of the estimated minimal adequate,
we use a rolling validation scheme. For each of the 10 test years: 2003–2012, we select
important variables from the model built on past 25 year’s data (i.e. use data from
1978–2002 for 2003, 1979-2003 for 2004 and so on), build a model using them and
compare predictions on test year obtained from this model with those from the full
model. Figure 3.1 summarizes results obtained through this process. Across all testing
years, reduced model predictions have less bias as well as are more stable (panels a
and b, respectively). The better approximations of truth by reduced models is also
evident from the density plot for 2012 in panel c, and there does not seem to be any
spatial patterns in its residuals as well (panel d).
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3.2 Spatio-temporal Dependence Analysis in fMRI
data
In a second application, we apply our proposed method of model selection to an-
alyze brain activity data obtained using functional Magnetic Resonance Imaging
(fMRI). Typically, the brain is divided by a grid into three-dimensional array el-
ements called voxels, and activity is measured at each voxel. More specifically, a
series of three-dimensional images are obtained by measuring Blood Oxygen Level
Dependent (BOLD) signals for a time interval as the subject performs several tasks
at specific time points. A single fMRI image typically consists of voxels in the order
of 105, which makes even fitting the simplest of statistical models computationally
intensive when it is repeated for all voxels to generate inference, e.g. investigating
the differential activation of brain region in response to a task.
The dataset we work with comes from a recent study involving 19 test subjects and
two types of visual tasks (Wakeman and Henson, 2015). Each subject went through
9 runs, in which they were showed faces or scrambled faces at specific time points.
In each run 210 images were recorded in 2 second intervals, and each 3D image was
of the dimension of 64  64  33, which means there were 135168 voxels. Here we
use the data from a single run on subject 1, and perform a voxelwise analysis to find
out the effect of time lags and BOLD responses at neighboring voxels on the BOLD
response at a voxel. Formally we consider two models at voxel i P t1, 2, ..., V u at a
time point t P t1, 2, ..., T u.
3.2.1 Temporal model
The first model we consider is a K-th order autoregressive model in which we try to
determine the effect of time lag upto 5 past frames on the BOLD response in voxel i
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through the coefficients pδi1, ..., δi5q:
yiptq  xiaptqβia   xibptqβib  
q¸
l1
tl1γil  
5¸
K1
yipt kqδi,tk   iptq
Here xiaptq and xibptq are stimulus values corresponding to the two tasks at time t
and
°q
l1 t
l1γil is the polynomial drift terms to account for background noise. The
stimulus values are calculated through a deterministic equation given the exact time
points a face (stimulus a) or scrambled image (stimulus b) is shown (Eloyan et al.,
2014).
In this analysis we consider K  5 and q  2, i.e. an AR(5) model with quadratic
drift. With this specification, a very small fraction of voxels had any neighbors
selected with any autoregressive effects (less than 1%), and most of them was in
empty areas, indicating noise.
3.2.2 Spatial model
Our second model is a spatial regression model which tries to determine the amount
of spatial dependence that exists between neighboring voxels. For this, apart from
the two stimulus term and two drift terms, we consider BOLD responses at all the
immediate neighbors of a voxel as potential predictors:
yiptq  xiaptqβia   xibptqβib  
q¸
l1
tl1γil  
¸
nPNi
ynptqδi,n   iptq
Here Ni is the set of neighbors of voxel i, δi,n is the coefficient corresponding to the
effect of neighbor n of voxel i. We consider only immediate neighbors of a voxel. In
3-dimensional space there are 26 such neighbors for voxel not at the periphery of the
grid, so the total number of predictors in the voxelwise model in this case is 30. We
exclude any voxel on the periphery of the 646433 grid from the analysis. We also
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consider the drift term to be quadratic as before. Further, since a very small fraction
of voxels were positive for lag terms in the previous temporal model, we decided not
to include any autoregressive term here.
Clubbing together the stimuli, drift terms and neighbor terms into a combined
design matrix X˜  px˜p1qT , ..., x˜pT qT qT and coefficient vector θi, we can write yiptq 
x˜ptqTθi   iptq. We now estimate the set of non-zero coefficients in θi using our
method. Suppose this set is Ri, and its subsets containing coefficient corresponding
to neighbor and non-neighbor (i.e. stimuli and drift) terms are Si and Ti, respectively.
To quantify the effect of neighbors we now calculate the corresponding F -statistic:
Fi 
p°nPSi x˜i,nθˆi,nq2
pyiptq 
°
nPTi
x˜i,nθˆi,nq2
|n Ti|
|Si|
and obtain its p-value, i.e. P pFi ¥ F|Si|,|nTi|q.
Figure 3.2 shows plots of the voxels with a significant p-value from the above F -
test. Both left and right visual cortex areas show high spatial dependence, although
this is much higher on the left side. Signals from the right eye are processed by the left
visual cortex, and high spatial dependence among voxels in both these areas suggest
that the right eye was more involved in processing visual signals for this specific
subject. We also notice activity in cerebellum, the role of which in visual perception
is well-documented (Calhoun et al., 2010; Kirschen et al., 2010).
In terms of future work, we aim to expand on the encouraging findings of this study
and repeat the procedure on other individuals in the study. An interesting direction
here might be including subject specific random effects and correlating their clinical
outcomes (if any) to the observed spatial dependency patterns in their brain.
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Figure 3.2: (Top) Plot of significant p-values at 95% confidence level at the specified cross-sections;
(bottom) a smoothed surface obtained from the p-values clearly shows high spatial dependence in
right optic nerve, auditory nerves, auditory cortex and left visual cortex areas
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3.3 Selection of Important Single Nucleotide Poly-
morphisms behind behavioral traits from Fa-
milial Genome Wide Association Studies data
3.3.1 Motivation
Genome Wide Association Studies (GWAS), where genetic variants across the full
human genome are analyzed, are becoming more and more relevant in recent years for
the purpose of determining which of the variants are associated behind the expression
of complex traits. The advent of efficient and economical genotyping technology
enables researchers to scan the genome at hundreds of thousands of Single Nucleotide
Polymorphisms (SNPs), and improvements in computational speed in the past few
decades have helped in feasible analysis of the huge amount of data collected in order
to detect significant associations (Visscher et al., 2012). One major challenge in
such studies is the small effects individual SNPs have: detecting which requires large
sample sizes (Manolio et al., 2009). For quantitative behavioral traits, for example
alcohol dependence, drug abuse, Anorexia and depression, this problem is amplified
because of the additional noise introduced by variation due to the environment the
subject grew up in. This is one of the motivations of performing GWAS on families
(GWAF) instead of unrelated individuals, through which the environmental variation
can be reduced: so as to require smaller samples to detect the same magnitude of
SNP effect. Another major reason, of course, of performing GWAS on familial data
is to detect gene-environment interactions associated with development of behavioral
traits. The data analyzed in such families typically consist of trait information and
genotypes of from parents and their children, who can be either identical twins, non-
identical twins or adpoted.
Single-marker tests, i.e. analyzing the effect of multiple SNPs separately on the
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quantitative phenotype and then selecting a group of SNPs by setting suitable thresh-
olds on the resulting p-values, often after correction for multiple testing, is the most
commonly used method to detect SNPs associated with the phenotype being stud-
ied. Although simultaneously estimating the fixed effect of a single SNP as well as
the stratified population variance covariance matrix reflecting the familial structure,
and repeating this for a large number of SNPs is a computationally prohibitive task,
several fast approximation methods exist in the literature that tackle this while main-
taining moderately high power. The GRAMMAR method of Aulchenko et al. (2007)
and the association test of Chen and Abecasis (2007) are examples of this. While
these two methods are able to efficiently analyze GWAF data, they assume that phe-
notypic similarity within families is entirely due to their genetic similarity and ignore
the effect of shared environment. In GWAF data from nuclear (i.e. unrelated) fam-
ilies, the proportion of phenotypic variation explained by the shared environmental
effects is often substantial, sometimes as high as 51% (McGue et al., 2013) or 74%
(De Neve et al., 2013): in which case such methods shall not be able to account for this
added variation. To remedy this, Li et al. (2011) proposed a rapid method (RFGLS)
that computes p-values corresponding to each SNP through a rapid approximation
of the single-SNP generalized least squares model taking into account genetic and
environmental sources of familial similarity.
A major issue with all such methods of single-marker analysis is that they are not
always effective for detecting functionally relevant SNPs or regions in the genome. A
single SNP is sometimes not enough to capture the extent of association (Yang et al.,
2012; Ke, 2012). This includes cases when there are multiple causal SNPs closely
located inside a gene in high Linkage Disequilibrium (LD) with one another. The
causal SNP may even not be genotyped if its variants are unlikely to be present in
the sample population (e.g. the variant of the SNP rs671 responsible for low alcohol
tolerance in asians is rare in caucasians), and other SNPs highly correlated with it
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are genotyped instead.
Here we propose to tackle this through fitting mixed effect models with the behav-
ioral trait phenotype as respone and a group of SNPs (e.g. SNPs inside a single gene)
as fixed effect predictors, and selecting important SNPs through a model selection
approach. Although the major impediment of applying model selection techniques in
GWAS setup is the high computational cost, some fast methods have been proposed
that are able to perform SNP seletion from a multi-SNP model on GWAS data from
unrelated individuals (Zhang et al., 2014; Frommelet et al., 2012). However, these
methods still rely on fitting models corresponding to multiple predictor sets. This
makes them unsuitable to be adapted to the GWAF setup because of the much higher
computational costs associated with training multiple mixed effect models that take
into account within-family correlation between individuals, as compared to models
that assume independent observations.
We shall use our e-values framework to provide a solution to this situation. As
showed in the last chapter, our variable selection technique based on e-values requires
only fitting the ‘full model’: which makes it suitable to be utilized here.
3.3.2 The MCTFR data
The familial GWAS dataset collected and studied by Minnesota Center for Twin and
Family Research (MCTFR)(Li et al., 2011; Miller et al., 2012; McGue et al., 2013)
consists of samples from three longitudinal studies conducted by the MCTFR: (1)
the Minnesota Twin Family Study (MTFS: Iacono et al. (1999)) that covers twins
and their parent, (2) the Sibling Interaction and Behavior Study (SIBS: McGue et al.
(2007)) that includes adopted and biological sibling pairs and their parents, and (3)
the enrichment study (ES: Keyes et al. (2009)) that extended the MTFS by over-
sampling 11 year old twins who are highly likely to develop substance abuse. While
9827 individuals completed the initial assessments for participation in the study, af-
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ter several steps of screening the final sample consisted of 7188 caucasian individuals
clustered in 2300 nuclear families.
DNA samples collected from the subjects were analyzed using Illuminas Human660W-
Quad Array for 561,490 non-intensity SNP markers. After several data cleaning steps
for quality control, 527,829 SNPs were retained. Covariates for each sample included
age, sex, birth year, generation (parent or offspring), as well as two-way interactions
between generation and other three covariates each. As for the quantitative pheno-
types, five of them were studied in this GWAS: (1) Nicotine dependence, (2) Alcohol
consumption, (3) Alcohol dependence, (4) Illegal drug usage, and (5) Behavioral dis-
inhibition. The response variables corresponding to these phenotypes were derived
from questionnaires using a hierarchical approach based on factor analysis (Hicks
et al., 2011).
A more detailed description of the data is available in Miller et al. (2012). Several
studies have been performed that focus on different aspects of this dataset. Li et al.
(2011) used RFGLS to single out causal SNPs behind the height of participants, while
McGue et al. (2013) used the same method to study SNPs behind the development of
all five indicators of behavioral disinhibition mentioned above. Irons (2012) focused
on the effect of several factors affecting alcohol use in the study population, namely
the effects of polymorphisms in the ALDH2 gene and the GABA system genes, as well
as the effect of early exposure to alcohols as adolescents to adult outcomes. Finally
Coombes (2016) used a bootstrap-based combination test and a sequential score test
to evaluate gene-environment interactions behind phenotypic outcomes in the data.
3.3.3 Statistical model
We shall demonstrate the use of e-values in this context using a Linear Mixed Model
(LMM) framework. We assume that the families modeled are unrelated to one an-
other, i.e. they are nuclear pedigrees. We stick to this structure for ease of represen-
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tation, although as discussed shortly, the model fitting process remains unchanged
for larger pedigrees.
We assume there are a total of m families, with the i-th pedigree containing ni
individuals. Denote by yi  pyi1, . . . , yiniqT the quantitative trait values for individ-
uals in that pedigree, while the matrix Gi P Rnips containing their genotypes for a
bunch of SNPs. Let Ci P Rnip denote the data on p covariates for individuals in the
pedigree i. Given these, we consider the following model.
Yi  α  Giβg  Ciβc   i (3.3.1)
with α the intercept term, βg and βc fixed coefficient terms corresponding to the
multiple SNPs and covariates, respectively, and i  Nnip0,Viq the random error
term. To account for the within-family dependency structure, we break up the random
error variance into three independent components:
Vi  σ2aΦi   σ2c11T   σ2eIni (3.3.2)
The first part represents a within-family random effect term to account for effects of
other SNPs. The matrix Φi is the relationship matrix within the i-th pedigree. Its
ps, tq-th element represents two times the kinship coefficient, which is the probability
that given that a random gene is drawn each from individuals s and t in pedigree i,
these genes are ‘identical by descent’, i.e. come from same common ancestor. The
second part accounts for shared environmental effect within the family, while the third
term finally quantifies other sources of variation unique to an individual.
Following basic probability, the kinship coefficient of a parent-child pair is 1/4, a
full sibling pair or non-identical (or dizygous = DZ) twins is 1/4, and for identical
(or monozygous = MZ) twins is 1/2 in a nuclear pedigree. Following this, we can
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construct the Φi matrices for different types of families:
ΦMZ 

1 0 1{2 1{2
0 1 1{2 1{2
1{2 1{2 1 1
1{2 1{2 1 1
ﬁﬃﬃﬃﬃﬃﬃﬂ ,ΦDZ 

1 0 1{2 1{2
0 1 1{2 1{2
1{2 1{2 1 1{2
1{2 1{2 1{2 1
ﬁﬃﬃﬃﬃﬃﬃﬂ ,ΦAdopted  I4
for families with parents (indices 1 and 2) and MZ twins, DZ twins, or two adapted
children (indices 3 and 4), respectively.
We use the R package regress to fit the above model with additive error structure.
The package requires specifying the dependency structure of all samples in the data.
For ease of representation, we only consider nuclear pedigrees with MZ twins in our
simulation study and data analysis, which simplifies the overall relationship matrix
Φ  diagpΦ1, . . . ,Φmq as Im b ΦMZ . Note that, situations in which the pedigree
structure is not nuclear can be readily handled in this situation by supplying the
overall Φ matrix. The second overall structural component will be Im b 11T . The
regress procedure includes the third structure in (3.3.2) by default.
3.3.4 A conditional e-value
We now take a closer look at the evaluation map distributions corresponding to re-
duced model coefficient estimates, in order to better detect the weak signals we are
dealing with here and reduce the number of false positives. Carrying over notations
from Chapter 2, recall that the model formed by dropping the j-the index is denoted
by Mj, and we are going to inspect Dj, the distribution of Dpβˆj, rβˆsq by com-
paring it with D : distribution of Dpβˆ, rβˆsq. Also define by µp.q the mean operator
on the corresponding distributions.
Recall from Chapter 2 that we approximate the above distributions and the final
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e-value through resampling. The quality of approximation depends on the variance
parameter τ 2n, and as seen in the simulation section, on the type of bootstrap scheme
used (moon/ gamma/ generalized). Because of the high-computational overhead of
the regress procedure, we shall use the parametric generalized bootstrap scheme
here. We would also like to emphasize that all observations in this subsection are
entirely empirical and from controlled simulation setups, and further studies are war-
ranted to theoretically characterize such behavior.
We denote by Dˆjpτq and Dˆpτq the approximations of Dj and D, respectively,
using a generalized bootstrap scheme with standard deviation τn  τ . According to
theorem 2.4.4, in case Dj is an inadequate model distribution, the mean of Dˆjpτq
goes to 0 in probability for an intermediate rate of the bootstrap standard deviation.
As τ increases, all reduced model distributions approach Dˆpτq. However, depending on
the magnitude of signals at the non-zero indices, we observe that this behavior follows
two different regimes. We demonstrate this using the simulation setup we elaborate
on later in the chapter. In the plots below, h represents the relative magnitude of
non-zero entries in the coefficient vector: for which we consider two choices, h  5
and h  0.05.
(a) Large signal regime (h  5: Figure 3.3) When Dj corresponds to an
inadequate model, i.e. the j-th coefficient of the true parameter vector is non-zero,
for small values of τ we can clearly distinguish this distribution from that of Dˆpτq
in their density plots. As τ increases, the inadequate model distributions seem to
have more and more positive bias. However, when j is a non-essential covariate, the
reduced distributions are close to Dˆpτq for all values of τ .
(b) Small signal regime (h  0.05: Figure 3.4) When the actual signal in βj
is weak, the inadequate reduced model distributions still approach Dˆpτq as τ goes up
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Figure 3.3: Density plots for Dˆpτq and Dˆjpτq for all j in simulation setup, with signal
parameter h  5 and bootstrap standard deviations τ  0.2, 0.4, 1, 5
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Figure 3.4: Density plots for Dˆpτq and Dˆjpτq for all j in simulation setup, with signal
parameter h  0.05 and bootstrap standard deviations τ  0.2, 0.4, 1, 5
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but stabilize at the full model distribution instead of passing it for very large τ (τ  5
here). However the adequate model distributions seem to exhibit a similar behavior:
albeit staying to the left of inadequate model density plots in general.
This increased ambiguity of reduced model distributions for small signals make
it difficult to distinguish between two types of model distributions using the mean
operator, which ends up being very conservative in the second case. For this reason we
consider the usage of a different summarizing function that will be able to capture the
differentiate between the two types of reduced model distributions across a broader
range of the signal-to-noise ratio, specifically by setting a lower detection threshold
than the same operator on the full model distribution. Here we focus on a specific
alternate formulation of the e-value that is based on a tail quantile of Dˆjpτq:
eqpMj|τq  q-th quantile of Dˆjpτq (3.3.3)
for some fixed q P p0, 1q. Notice that for any q, the quantity eqpMj|τq is conditional
on the bootstrap standard deviation parameter τ .
The motivation behind this is the observation that the inadequate and adequate
model distributions have different tail behaviors for intermediate values of τ , and
setting an appropriate upper threshold to tail probabilities for a suitable fixed quantile
of these distributions with respect to Dˆpτq can possibly separate out the two types
of distributions. The choice of threshold potentially depends on several factors such
as the value of q, the statistical model used, degree of sparsity of parameters in the
data generating process. In the following section we shall experiment with different
thresholds to illustrate this. Also note that we still retain the main flavor of the e-
values method, by training only the full model and then use Monte Carlo resampling
to compute eqpMj|τq for all j and a range of τ .
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3.3.5 Simulation
We now compare the performance of the above formulation of quantile e-values in
a simulation setup. For this, consider the model in (3.3.1) with no environmental
covariates. We consider familes with MZ twins and first generate the covariate ma-
trices Gi. We take a total of pg  50 SNPs, and to simulate correlation among SNPs
in the genome generate them in correlated blocks of 6, 4 ,6, 4 and 30. We set the
correlation between two SNPs inside a block at 0.7, and consider the blocks to be
uncorrelated. For each parent we generate two independent vectors of length 50 with
the above correlation structure, and entries within each block being 0 or 1 following
Bernoulli distributions with probabilities 0.2, 0.4, 0.4, 0.25 and 0.25 (Minor Allele
Frequency or MAF) for SNPs in the 5 blocks, respectively. The genotype of a person
is then determined by taking the sum of these two vectors: thus entries in Gi can take
the values 0, 1 or 2. Finally we set the common genotype of the twins by randomly
choosing one allele vector from each of the parents and taking their sum.
We repeat the above process for m  250 families. In GWAS there are generally
a small number of causal SNPs, each explaining small proportions of the overall
variability in response variable. To reflect this in our simulation setup, we assume
that the first entries in each of the first four blocks above are causal, and each of
them explains h{pσ2a   σ2c   σ2eq% of the overall variability. The term h is known as
the heritability of the corresponding SNP (and can of course vary across SNPs). The
value of the non-zero coefficient in k-th group: k  1, ..., 4, say βk is calculated using
the formula:
βk 
d
h
pσ2a   σ2c   σ2eq.2MAFkp1MAFkq
(3.3.4)
We fix the following values for the error variance components: σ2a  4, σ2c  1, σ2e  1,
and generate pedigree-wise response vectors y1, . . . ,y250 using the above setup. To
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consider different SNP effect sizes, we repeat the above setup for h P t10, 5, 2, 1, 0u,
generating 1000 datasets for each value of h.
Methods and metrics
For this simulated data, we compare our e-value based approach with two other
methods:
(1) Model selection on linear model: Here we ignore the dependency structure
within families by training linear models on the simulated data and selecting SNPs
with non-zero effects by backward deletion using a modification of the BIC called
mBIC2. This has been showed to give better results than single-marker analysis in
GWAS for unrelated individuals (Frommelet et al., 2012) and provides approximate
False Discovery Rate (FDR) control at level 0.05 (Bogdan et al., 2011).
(2) Single-marker mixed model: We train single-SNP versions of (3.3.1) using a
fast approximation of the Generalized Least Squares procedure (named Rapid Feasible
Generalized Least Squares or RFGLS: Li et al. (2011)), obtain marginal p-values
from corresponding t-tests and use the Benjamini-Hochberg (BH) procedure to select
significant SNPs at FDR = 0.05.
We compute the e-values by setting projection depth (Zuo, 2003) as the evaluation
function. With the e-value being the q-th quantile of the evaluation map distribution,
we set the detection threshold value at the t-th multiple of q for some 0   t   1.
This means all indices j such that q-th quantile of the bootstrap approximation of
Dˆjpτq is less than the tq-th quantile of Dˆpτq will get selected as the set of active
predictors. We repeat the e-value procedure for different values of the bootstrap
standard deviation s P t0.3, 0.35, . . . , 0.95, 2u. Consequently, we take as the final
estimated set of SNPs the SNP set Sˆpτq that minimizes fixed effect prediction error
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(PE) on an independently generated test dataset tpytest,i,Gtest,iq, i  1, . . . , 250u from
the same setup above:
PEpτ |q, tq 
250¸
i1
4¸
j1

ytest,ij  gTtest,ijβˆSˆpτq
	2
;
Sˆ0pq, tq  arg min
τ
PEpτ |q, tq
The metrics to evaluate each method we implement are:
1. True Positive (TP): proportion of causal SNPs detected;
2. True Negative (TN): proportion of non-causal SNPs undetected;
3. Relaxed True Positive (TPR): proportion of detecting any SNP in each of the
4 blocks with causal SNPs, i.e. for the selected index set Sˆ0pq, tq,
TPRpSˆ0pq, tqq  1
4
4¸
i1
IpBlock iX Sˆ0pq, tq  Hq
4. Relaxed True Negative (TNR): proportion of SNPs in block 5 undetected.
We consider the third and fourth metrics to cover situations in which the causal
SNP is not detected itself, but highly correlated SNPs with the causal SNP are.
This is common in GWAS. Finally, we average all the above proportions over 1000
replications, and repeat the process for q P t0.9, 0.5, 0.2, 0.1u; t P t0.8, 0.7, 0.6, 0.5u.
Results
We present the simulation results in Table 3.2 and Table 3.3. Applying BIC on linear
models performs poorly compared RFGLS and then correction for multiple testing
on marginal LMMs for all heritability values: possibly because the linear models
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6x mBIC2 RFGLS quantile e-values
Heritability +BH q t  0.8 t  0.7 t  0.6 t  0.5
0.9 0.95/0.97 0.95/0.97 0.95/0.98 0.94/0.98
h  10 0.79/0.99 0.95/0.92 0.5 0.96/0.97 0.96/0.98 0.95/0.98 0.94/0.98
0.2 0.96/0.94 0.96/0.97 0.95/0.97 0.95/0.98
0.9 0.72/0.95 0.7/0.96 0.69/0.96 0.66/0.97
h  5 0.41/0.99 0.62/0.97 0.5 0.78/0.94 0.75/0.94 0.72/0.95 0.71/0.96
0.2 0.83/0.91 0.78/0.94 0.75/0.95 0.73/0.95
0.9 0.26/0.97 0.24/0.97 0.23/0.98 0.21/0.98
h  2 0.11/0.99 0.14/0.99 0.5 0.34/0.95 0.28/0.96 0.27/0.97 0.26/0.97
0.2 0.46/0.91 0.34/0.95 0.3/0.96 0.27/0.96
0.9 0.12/0.98 0.1/0.98 0.09/0.99 0.08/0.99
h  1 0.05/0.99 0.04/0.99 0.5 0.16/0.96 0.13/0.97 0.12/0.97 0.11/0.98
0.2 0.25/0.93 0.16/0.96 0.13/0.97 0.13/0.97
0.9 –/0.99 –/0.99 –/0.99 –/0.99
h  0 –/0.99 –/0.99 0.5 –/0.98 –/0.98 –/0.99 –/0.99
0.2 –/0.94 –/0.98 –/0.98 –/0.99
Table 3.2: Average True Positive (TP) and True Negative (TN) proportions over 1000
replications for all three methods
6x mBIC2 RFGLS quantile e-values
Heritability +BH q t  0.8 t  0.7 t  0.6 t  0.5
0.9 0.96/0.97 0.96/0.97 0.95/0.98 0.94/0.98
h  10 0.84/0.99 0.96/0.99 0.5 0.96/0.97 0.96/0.97 0.95/0.98 0.95/0.98
0.2 0.97/0.95 0.96/0.97 0.96/0.97 0.95/0.98
0.9 0.73/0.95 0.71/0.95 0.7/0.96 0.67/0.97
h  5 0.48/0.99 0.64/0.99 0.5 0.79/0.93 0.76/0.94 0.73/0.95 0.72/0.95
0.2 0.85/0.91 0.79/0.93 0.76/0.94 0.74/0.95
0.9 0.29/0.96 0.27/0.97 0.25/0.98 0.23/0.98
h  2 0.16/0.99 0.16/0.99 0.5 0.37/0.95 0.31/0.96 0.3/0.96 0.29/0.97
0.2 0.53/0.91 0.38/0.95 0.33/0.95 0.3/0.96
0.9 0.15/0.97 0.13/0.98 0.12/0.98 0.1/0.99
h  1 0.08/0.99 0.05/0.99 0.5 0.2/0.96 0.17/0.97 0.15/0.97 0.13/0.98
0.2 0.35/0.93 0.21/0.96 0.17/0.97 0.16/0.97
0.9 –/0.97 –/0.98 –/0.98 –/0.99
h  0 –/0.98 –/0.99 0.5 –/0.95 –/0.97 –/0.97 –/0.98
0.2 –/0.90 –/0.95 –/0.97 –/0.97
Table 3.3: Average Relaxed True Positive (TPR) and Relaxed True Negative (TNR)
proportions over 1000 replications for all three methods
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are trained on a smaller amount of data and ignore the variation due to shared
environment in the parents.
Our proposed e-values work better than the two methods for detecting true signals
across different values of h: the average TP rate going down slowly than other methods
across the majority of choices for pq, tq. Both mBIC2 and RFGLS+BH have very high
true negative detection rates, which is matched by our method for higher values of q.
Since all reduced model distributions reside on the left of the full model distribution,
we expect the variable selection process to turn more conservative at higher values
of t.This effect is more noticeable for lower q. This indicates that the right tails of
evaluation map distributions are more useful for this purpose. Finally for h  0, we
report only TN or TNR values since no signals should ideally be detected: in terms
of this a value of q  0.9 or q  0.5 leads to the same TN and TNR performance
as RFGLS+BH for all choices of t. Finally, TPR performances for all methods are
better than the corresponding TPTN performances. However, for mBIC2 this seems
to be due to detecting SNPs in the first four blocks by chance since for h  0 its TNR
is less than TN.
Considering that when analyzing a large number of SNPs false positives need to
be minimized, setting q  0.9, t  0.5 is a safe choice choice for e-values in this
simulation setup. Note here that the previous model selection algorithm using e-
values depended on comparing the mean of the evaluation map distribution Dj with
that of D. Compared to that here we end up comparing a tail quantile of D, and set
the detection threshold at a smaller value than the same quantile of D.
3.3.6 Analysis of the Minnesota Twin Studies data
We now apply the above technique on genes from a familial GWAS dataset collected
and studied by Minnesota Center for Twin and Family Research (Miller et al., 2012;
McGue et al., 2013; Li et al., 2011). Here a total of 7188 Caucasian individuals, who
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come from  2300 families, have been genotyped. A detailed description of the data
is available at Miller et al. (2012).
In total, five quantitative phenotypes were studied in this GWAS: (1) Nicotine
dependence, (2) Alcohol consumption, (3) Alcohol dependence, (4) Illegal drug us-
age, and (5) Behavioral disinhibition. The response variables corresponding to these
phenotypes were derived from questionnaires using a hierarchical approach based on
factor analysis (Hicks et al., 2011). SNP genotype data were collected from the sam-
ple using Illuminas Human660W-Quad Array, and 529828 SNPs were retained in the
dataset after a screening for quality control.
We assume a nuclear pedigree structure, and for simplicity only analyze pedigrees
with MZ twins only. After adjusting for missing data, here we have 682 such 4-member
families. For the response variable, we look at the effect of genetic factors behind
alcohol consumption, which has previously been found to be highly heritable in this
dataset (McGue et al., 2013). As a first pass we decide to analyze SNPs inside some
of the most-studied genes with respect to alcohol abuse: GABRA2, ADH1B, ADH1C,
SLC6A3, SLC6A4, OPRM1, CYP2E1, DRD2, ALDH2, and COMT (Coombes, 2016)
through separate gene-level models. The ADH genes did not contain many SNPs
individually, so we decided to club all existing ADH genes (ADH1-ADH7) together
in our analysis.
For each gene, We train the LMM in (3.3.1) on 75% of randomly selected families,
perform our conditional e-values procedure for τ  0.2, 0.4, . . . , 2.8, 3; and select the
predictor set Sˆ0pτq that minimizes fixed effect prediction error on the data from the
other 25% of families. To enforce a stricter control on which SNPs get selected, we use
q  0.9 and t  0.5 here based on results in the simulation setup, and use projection
depth as the evalution function.
We show the results of our gene-specific analyses in Figure 3.5, Figure 3.6 and
Figure 3.7. The exon locations are obtained from annotation data extracted from
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Gene Total/detected Non-zero SNPs ordered
SNP per position in genome
GABRA2 11/5 rs572227(-), rs534459(+), rs502038(-), rs1808851(+), rs279856(-)
ADH 21/5 rs17027523(-), rs13103626(+), rs10516430(+), rs12503056(+),
rs2004316(-)
SLC6A3 18/4 rs2042449(+), rs464049(-), rs460700(-), rs460000(+)
SLC6A4 5/0 None
OPRM1 46/29 rs9371718(-), rs1937600(+), rs9397637(+), rs12662873(-),
rs1316368(+), rs1937587(-), rs6921403(-), rs1937580(+),
rs1937645(+), rs1892361(-), rs1937633(+), rs1937631(-),
rs12527197(-), rs1892360(-), rs1892356(+), rs1937619(-),
rs1332849(-), rs9371749(+), rs9285539(+), rs9322439(-),
rs11752884(+), rs4870241(-), rs689219(-), rs9371761(+),
rs12199858(+), rs9371762(-), rs612450(+), rs9384159(+),
rs6938958(-)
CYP2E1 9/5 rs9419702(-), rs9419624(+), rs7906770(-), rs9419569(+),
rs9419629(+)
DRD2 17/0 None
ALDH2 5/5 rs7398343(+), rs7297186(+), rs3803167(+), rs10219736(-),
rs3742004(-)
COMT 15/9 rs4646312(-), rs165656(-), rs165722(+), rs2239393(-), rs4680(+),
rs174699(-), rs165728(+), rs5993891(+), rs2239395(-)
Table 3.4: Table of analyzed genes and detected SNPs in them. Positive/ negative
sign indicates type of association found.
the UCSC Genome Browser database (Rosenbloom et al., 2015). Also Table 3.4
summarizes the selected SNPs for each gene. In general, SNPs tend to get selected
in groups with neighboring SNPs, which suggests high Linkage Disequilibrium (LD).
Also most of the selected SNPs either overlap or in close proximity to the coding
regions of genes, i.e. exons, which underline their functional relevance.
Finally, below are some gene-specific observations:
GABRA2: As seen in the plots, the first two SNPs detected are close to two sep-
arate exons. The 4th and 5th detected SNPs, rs1808851 and rs279856, are at perfect
LD with rs279858 in the larger 7188-individual dataset (Irons, 2012). This SNP had
not been genotyped in our sample, but is the marker in GABRA2 most frequently
associated in the literature with alcohol abuse (Cui et al., 2012). Interestingly, a
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Figure 3.5: Plot of e-values for genes analyzed: (a) GABRA2, (b) ADH1 to ADH7,
(c) SLC6A3
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Figure 3.6: Plot of e-values for genes analyzed: (d) SLC6A4, (e) OPRM1, (f) CYP2E1
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Figure 3.7: Plot of e-values for genes analyzed: (g) DRD2, (h) ALDH2, (i) COMT
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single SNP RFGLS analysis of the same twin studies data that used Bonferroni cor-
rection on marginal p-values to detect SNPs had missed these SNPs (Irons, 2012).
This highlights the advantage of our approach.
ADH genes: Multiple studies have associated rs1229984 in the ADH1B gene (po-
sition 99318162 of chromosome 4) with alcohol dependence (https://www.snpedia.
com/index.php/Rs1229984), which as seen in the plot of ADH2 is close to an exon re-
gion. Our data does not contain this marker, but detects rs13103626 and rs10516430
at positions 99317251 and 99337881 respectively. The SNP rs17027523 is interesting:
they reside in the uncharacterized long non-coding RNA gene LOC100507053. One
previous study (Gelernter et al., 2014; Xu et al., 2015) found significant associations
for 5 SNPs in this gene with alcohol consumption for African American population
through single-SNP analysis on non-familial GWAS data. Notably, their analysis
found a much stronger evidence of the association in African-American part of the
sample than the European American part, while our findings are entirely from a
Caucasian sample.
SLC6A3: Our analysis does not detect rs27072, which has been associated with al-
cohol withdrawal symptoms (https://www.snpedia.com/index.php/Rs27072). Two
of the four neighboring SNPs we detect are in intron regions, while the other two very
close to exons.
OPRM1: The minor allele of the SNP rs1799971 (chr 6, position 154039662) has
been associated with stronger alcohol cravings (https://www.snpedia.com/index.
php/Rs1799971). We detect rs12662873 that resides within 1 kb of this SNP. There
are 28 more SNPs detected by our procedure, which seem to reside in 3 clusters.
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CYP2E1: Five of the 9 SNPs studied are detected through our analysis. Four of
them are within 10 kb of one another (base pairs 133534822 to 133543210 in chr
10). Although CYP2E1 produces one of the three major enzymes required in alcohol
metabolism, effect of SNPs in this gene on alcohol dependence is sparse. In the
analysis of Lind et al. (2012) rs4646976 at 133534223 position was most associated
with a measure of breath alcohol concentration: this is within our detected region.
This study had also detected rs4838767 in the promoter region of CYP2E1 (position
133520114) associated with multiple alcohol consumption measures, but we did not
detect the closest SNP to this as having non-zero effect on our response.
ALDH2: All 5 SNPs we study are close to exons, and get picked up by the e-
value procedure. While all five are at a lesser base pair position than the well-known
SNP rs671 (https://www.snpedia.com/index.php/Rs671, position 111803962), one
of the SNPs we analyze (rs3742004) is within 5 kb of this SNP.
COMT: The SNP rs4680 has long been associated with schizophrenia and sub-
stance abuse, including alcoholism. We detect this SNP with an e-value of 0.144,
as well as 8 other SNPs. Interestingly, a previous case-control study (Voisey et al.,
2011) associated rs4680 and rs165774 with alcohol dependence through a SNP-wise
chi-squared test, and had these two SNPs in high LD in their study population. Com-
pared to this, in our simultaneous model of all COMT polymorphisms, rs165774 is
one of the two SNPs with very high e-value.
SLCA6A4 and DRD2: Our analysis did not detect any of the SNPs in these
genes having non-zero effect on alcohol consumption. Variants of these two genes
have known interaction effects behind alcohol withdrawal-induced seizure (Karpyak
et al., 2010) and bipolar disorder (Wang et al., 2014). For this reason we also ran the
e-values procedure on the combined set of SNPs from these genes, but did not detect
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any signal there as well for our sample.
3.3.7 Future work: incorporating group selection for GWAS
To expand the above approach to the full GWAS data, we need to incorporate strate-
gies for dealing with the hierarchical structure of SNPs: there are a large number of
genes in the human genome, and each of them contains a number of SNPs. Since our
method requires the number of predictors to be less than number of sample size, it
is plausible to start with an initial screening step to eliminate genes that are evident
not relevant. Methods like the grouped Sure Independent Screening (Li et al., 2012)
and min-P test (Westfall and Young, 1993) will be relevant here. Following this, in
a multi-gene predictor set, there are several possible strategies to select important
genes and important SNPs in them:
1. Two-step e-values: First construct multi-SNP models for each gene, trained
on SNP data inside that gene and a common behavioral trait response and
select SNPs in each model using e-values. Now train a modle using selected
SNPs from all genes, and run group selection procedure in this model using
e-values. This means dropping groups of predictors from the full model and
checking the reduced model e-values. The one-step e-values method outlined in
Chapter 2 will work here because of the same logic, and setting the groups as
the collection of SNPs corresponding to a gene should be able to achieve our
objective here.
2. SNP-level e-values only: First select important genes using an aggregation
method of SNP-trait associations (e.g. Lamparter et al. (2016)) and run e-value
based SNP selection on the set of SNPs within these genes.
3. Gene-level e-values only: Train separate models for each gene (after initial
screening), select SNPs within those models using a fast screening method (e.g.
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RFGLS) and run group-level or SNP-level e-value selection in that full set of
SNPs.
We plan to study merits and demerits of these strategies and the computational
issues associated with them in detail through synthetic studies as well as in the GWAS
data from MCTFR.
Chapter 4
Signed Peripherality Functions in
Multivariate Analysis
4.1 Introduction
Consider a real separable Hilbert space H, and the following two functions. Firstly
the sign function S : H HÑ H, which is defined as
Spx;µxq  x µx}x µx}Ixµx (4.1.1)
with respect to the location parameter µx P H, and the norm }  } used above is the
norm of the underlying Hilbert space. This is a direct generalization of the real-
valued case of the indicator of whether the point x is to the right, left or at µx.
This function had first been introduced by Mo¨tto¨nen and Oja (1995), and has seen
widespread application in robust statistics across the past two decades (Locantore
et al., 1999; Oja, 2010; Wang et al., 2015).
Next we describe the peripherality function, for which some mathematical pre-
liminaries are necessary for easier exposition. Let pΩ,A, αq be a probability space,
and let B be the Borel σ-algebra generated by the norm topology of H. A H-valued
random variable is a mapping X : Ω ÞÑ H such that for every B P B, X1pBq P A. It
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is easy to see that αx  αpX1pqq is a probability measure on the measurable space
pH,Bq. Mathematical details about such probability measures on Hilbert spaces are
available from a number of places (Segal, 1958; Gross, 1967).
Let M be a set of probability measures on H. A peripherality function P :
H MÑ R, is a function that satisfies the following condition:
For every probability measure F PM, there exists a constant µF P H such that for
every t P r0, 1s and every x P H
P

µF ;F
	
¤ P

µF   tpx µF q;F
	
.
That is, for every fixed F , the peripherality function achieves a minimum at µF ,
and is non-decreasing in every direction away from µF . If we impose the practical
restriction that infx P px;F q is finite and bounded below, then we may as well impose
without loss of generality P pµF ;F q  0 and consequently P px;F q ¥ 0 for all x P H
and F PM. In many cases of interest, P p; q is uniformly bounded above as well.
The peripherality function quantifies whether the point x is near or far from µF .
We will impose additional conditions on this function as we proceed, but it can be
seem immediately that any distance measure between x and µF satisfies the bare
minimum requirement mentioned above.
In this chapter, we demonstrate interesting applications arising from compos-
ing the sign function and the peripherality function together, to form the signed-
peripherality function. We define this function with three parameters µx P H, F PM
and µy P H, argument x P H and range H. More precisely, we use two functions
κs : H Ñ H, κp : H Ñ H that are respectively composed with the sign transfor-
mation and the peripherality function, and then multiplied together to obtain the
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function κ : H H MH HÑ H defined as
κpx;µx, F, µyq  κspSpx;µxqqκppP px;F qq   µy. (4.1.2)
We have deliberately set the location parameters µx, µF , µy to be potentially non-
identical, this additional flexibility has some advantage for robust data analysis. In
many applications, the value of these three parameters may be identical, which leads
to no conflict in our framework.
We are going to elaborate on the case when H is the p-dimensional Euclidean
space Rp in (4.1.2) above, for some positive integer p. In this situation, a whole class
of peripherality functions can be defined from Data depth functions. Peripherality
functions can be defined as some inverse ranking based on data depth, and the concept
of outlyingness associated with data depth (see Zuo and Serfling (2000)) is essentially
same as what we use in this paper. Coming back to (4.1.2), we fix κspxq  x, µy  0p,
and shall consider two separate choices of κp. In Section 4.2 we show that when κp is
a monotonically decreasing function of its argument, it leads to favorable asymptotic
and finite sample efficiency results in robust multivariate location estimation and
high-dimensional testing. On the other hand, an opposite characterization of κpp.q,
i.e. when it is an monotonically increasing function, results in better performance
compared to the spatial sign-based principal component analysis (PCA) in Section 4.3,
as well as robustification of Sufficient Dimension Reduction (Adragni and Cook, 2009)
in Section 4.4 and functional PCA in Section 4.5.
4.2 The robust location problem
Consider an elliptic distribution in Rp, denoted by Epµ,Σ, gq, for which we take
the characterization of Fang et al. (1990) as given in Chapter 2. In this section we
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focus on the problem of estimation and testing for the location parameter µ in this
distribution using data-dependent weights on the spatial sign vectors:
Xw  wpXqSpXq
where Spxq  Spx; 0pq  }x}1x.Ix0p , adapting the definition of spatial signs in
(4.1.1) for Rp. For now the only condition we impose on these weights, say wp.q, is
that they need to be scalar-valued affine invariant and square-integrable functions of
X, or equivalently of the norm of the standardized random variable Z  Σ1{2pXµq.
In other words, it is possible to write wpXq as fprq, with r  }Z}. Our theoretical
analysis in this section assumes this general weighs structure. The role of peripheral-
ity functions vis-a´-vis the characterization in (4.1.2) comes in the form of empirical
evidence, where we demonstrate better performance compared to spatial sign-based
procedures when fprq is taken as a decreasing function of r.
The simplest use of weighted signs in the location problem would be to construct
an outlier-robust alternative to the Hotelling’s T 2 test using their sample mean vector
and covariance matrix. Formally, given a size-n sample Xn  pX1, . . . , . . .XnqT of
independent and identically distributed (as X) random variables, this means testing
for H0 : µ  0p vs. H1 : µ  0p based on the test statistic:
Tn,w  nX¯TwpCovpXwqq1X¯w
with X¯w 
°n
i1 Xw,i{n and Xw,i  wpXiqSpXiq for i  1, 2, ..., n. However, the
following holds true for this weighted sign test:
Proposition 4.2.1. Consider n random variables Zn  pZ1, ...,ZnqT distributed in-
dependently and identically as Epµ, kIp, gq; k ¡ 0, and the class of hypothesis tests
defined above. Then, given any α P p0, 1q, local power at µ  0p for the level-α test
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based on Tn,w is maximum when wpZ1q  c, a constant independent of Z1.
This essentially means that power-wise the (unweighted) spatial sign test (Oja, 2010)
is optimal in the given class of hypothesis tests when the data comes from a spherically
symmetric distribution. Our simulations show that this empirically holds for non-
spherical elliptic distributions as well.
4.2.1 The weighted spatial median
In order to explore usage of weighted spatial signs in the location problem that im-
prove upon the state-of-the-art, we now concentrate on the following optimization
problem:
µw  arg min
µ0PRp
EpwpXq|X µ0|q (4.2.1)
This can be seen as a generalization of the Fermat-Weber location problem, which
has the spatial median (Brown, 1983; Chaudhuri, 1996) as its solution, using data-
dependent weights. Using affine invariant weights in (4.2.1) ensures that the weights
are independent of µ0, which allows the optimization problem to have a unique solu-
tion. We call this solution the weighted spatial median of F , and denote it by µw. In
a sample setup it is estimated by iteratively solving the equation
°n
i1wpXiqSpXi 
µˆwq{n  0p.
The sample weighted spatial median µˆw is a
?
n-consistent estimator of µw, and
gives its asymptotic distribution:
Theorem 4.2.2. Let Aw,Bw be two matrices, dependent on the weight function w
such that
Aw  E

wpq
}}

1 
T
}}2


; Bw  E
pwpqq2T
}}2

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t3 t5 t10 t20 Normal
p  5 1.28 1.20 1.16 1.14 1.13
p  10 1.15 1.10 1.07 1.07 1.06
p  20 1.09 1.05 1.04 1.03 1.03
p  50 1.05 1.02 1.01 1.01 1.01
Table 4.1: Table of AREpµw;µsq for different spherical distributions
where   Ep0p,Σ, gq. Then
?
npµˆw  µwq Npp0p,A1w BwA1w q (4.2.2)
The above theorem generalizes equivalent results for the spatial median (Oja,
2010), and can be proved in a similar fashion. Note that setting wpq  1 above
yields the asymptotic covariance matrix for the spatial median. Following this, the
asymptotic relative efficiency (ARE) of µw corresponding to some non-uniform weight
function with respect to the spatial median, say µs will be:
AREpµw,µsq 

detpA1BA1q
detpA1w BwA1w q
1{p
(4.2.3)
with A  Er1{}}pIp  T {}}2qs and B  ErT {}}2s. This is further simplified
under spherical symmetry:
Corollary 4.2.3. For a spherical distribution Epµ, kIp, gq; k P R,µ P Rp, we have
AREpµw,µsq 

E

fprq
r
	2
Ef 2prq E  1
r
2
At this point, choices of weights that are decreasing functions of r lead ARE values
larger than 1. For example, Table 4.1 summarizes the AREs for several families of
elliptic distributions, numerically calculated using 10,000 random samples, and taking
fprq  1{p1   rq. It is evident from the table that the weighted spatial median out-
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performs its unweighted counterpart for all data dimensions and distribution families
considered. While the performance is much better for small values of p, weighting
the signs seems to have less and less effect as p grows larger. Assuming a first order
autoregressive (AR1) covariance structure, i.e. Σij  ρ|ij|, ρ P p0, 1q also results in
largely similar ARE values as those obtained in Table 4.1 which assume Σ  Ip.
4.2.2 A high-dimensional test of location
It is possible to take an alternative approach to the location testing problem by
using the covariance-type U-statistic Cn,w 
°n
i1
°i1
j1 X
T
w,iXw,j. This class of test
statistics are especially attractive since they are readily generalized to cover high-
dimensional situations, i.e. when p ¡ n. The Chen and Qin (CQ) high-dimensional
test of location for multivariate normal Xi (Chen and Qin, 2010) is a special case
of this test that uses the statistic Cn 
°n
i1
°i1
j1 X
T
i Xj, and a recent paper (Wang
et al. (2015), from here on referred to as WPL test) shows that one can improve upon
the power of the CQ test for non-gaussian elliptical distributions by using spatial
signs SpXiq in place of the actual variables.
Given these, and some mild regularity conditions, the following holds for our
generalized test statistic Cn,w under H0 as n, pÑ 8:
Cn,wb
npn1q
2
TrpB2wq
 Np0, 1q (4.2.4)
and under contiguous alternatives H1 : µ  µ0,
Cn,w  npn1q2 µT0 A2wµ0p1  op1qqb
npn1q
2
TrpB2wq
 Np0, 1q (4.2.5)
we provide the details behind deriving these two results in the supplementary material,
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µ  repp.15, pq
p n CQ WPL Cn,w
500 20 0.051 0.376 0.418
500 50 0.060 0.832 0.866
1000 20 0.044 0.541 0.584
1000 50 0.039 0.973 0.987
µ  repp0, pq
p n CQ WPL Cn,w
500 20 0.049 0.061 0.063
500 50 0.039 0.061 0.064
1000 20 0.042 0.060 0.063
1000 50 0.043 0.050 0.050
Table 4.2: Table of empirical powers of level-0.05 tests for the Chen and Qin (CQ),
WPL and Cn,w statistics
which involve modified regularity conditions and sketches of proofs along the lines of
Wang et al. (2015).
The ARE of this test statistic with respect to its unweighted version, i.e. the
WPL statistic, is expressed as:
AREpCn,w,WPL;µ0q 
µT0 A
2
wµ0
µT0 A
2µ0
d
TrpB2q
TrpB2wq
p1  op1qq
when Σ  kIp and fprq  1{p1 rq, this again simplifies to E2pfprq{rq{rEf 2prq.E2p1{rqs.
The ARE values will be exactly same as those in Table 4.1, which indicates that for
large data dimension the WPL test and that based on Cn,w are almost equivalent.
However, in a practical high-dimensional setup one almost always has to work
with a low sample size. For this reason, comparing the the two tests with respect
to their finite sample efficiencies instead should give a better idea of their practical
utility. We do this in Table 4.2, which lists empirical powers calculated from 1000
replications of each setup under an AR1 covariance structure (with ρ  0.8). While
under H0 : µ  0p all tests have similar performance, Cn,w beats the other two under
deviations from H0.
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4.3 Depth-based rank covariance matrix
We shall now focus on scatter functionals of the weighted sign vectors Xw defined in
the previous section. For this purpose, given a measure of data depth Dp., F q we take
the weights to be any monotonically decreasing transformation on that depth function
which takes values in r0,M s for some M   8. We call this an inverse depth function,
and denote it by Dpx, F q for x P Rp. With respect to the formulation of (4.1.2) this
corresponds to an affine invariant peripherality function paired with a nonnegative-
valued monotonically increasing κp that is bounded above. Some examples of inverse
depth functions include but are not limited to Dpx, F q : maxxDpx, F q Dpx, F q
and Dpx, F q : exppDpx, F qq.
In the analysis that follows, we shall assume the max definition of Dpx, F q above,
i.e. Dpx, F q  maxxDpx, F q for ease of representation, although all the analysis go
through in exactly the same fashion with other definitions. Also we slightly tweak
the notations to make things this section onwards easier to follow.Data depth is as
much a property of a vector-valued random variable X P Rp as it is of the underlying
distribution F  rXs, so from now on we shall be using Dpx, rXsq and Dpx, F q
intermittently to denote the depth of a point x. We expand this notation to inverse
depths as well (i.e. Dpx, rXsq  Dpx, F q etc.).
Now, given the weights wpxq  Dpx, rXsq, we can write the transformation of
any point x P Rp as:
x˜  Dpx, rXsqSpx µq (4.3.1)
with Sp.q being the spatial sign functional. The transformed random variable, say X˜,
can be seen as the multivariate rank corresponding to X (e.g. Serfling (2006)). The
notion of multivariate ranks goes back to Puri and Sen (1971), where they take the
vector consisting of marginal univariate ranks as multivariate rank vector. Subsequent
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Figure 4.1: (Left) 1000 points randomly drawn fromN2
 p0, 0qT ,   5 44 5  and (Right)
their multivariate ranks based on halfspace depth
definitions of multivariate ranks were proposed by Mo¨tto¨nen and Oja (1995); Hallin
and Paindaveine (2002) and Chernozhukov et al. (2017).
Compared to these previous formulations, our definition of multivariate ranks
provides more intuitive representation of the transformation applied on the data.
Figure 4.1 gives an idea of how our rank vector X˜ is distributed when X has a
bivariate normal distribution. Compared to the spatial sign, which are distributed
on the surface of p-dimensional unit ball centered at µ, these spatial ranks have the
same direction as original data and reside inside the p-dimensional ball around µ
with a finite radius (the choice of the radius depends on the inverse transformation
used: e.g. for the case of max transformation, this radius is maxxDpx, rXsq). As a
result, the rank transformation preserves the shape of the data more effectively.
Now consider the spectral decomposition for the covariance matrix of F : Σ 
ΓΛΓT , Γ being orthogonal and Λ diagonal with positive diagonal elements. Also
normalize the original random variable as z  ΓTΛ1{2pxµq. In this setup, we can
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represent the transformed random variable as
x˜  D˜px, rXsqSpx µq
 DpΓΛ1{2z  µ, rΓΛ1{2Z  µsq.SpΓΛ1{2zq
 Dpz, rZsq.ΓSpΛ1{2zq


ΓΛ1{2
}z}
}Λ1{2z}

.Dpz, rZsqSpzq (4.3.2)
following affine invariance of D hence D. Now Dpz, rZsq is an even function in
z because of affine invariance, as is }z}{}Λ1{2z}. Since Spzq is odd in z for spherically
symmetric z, it follows that EX˜  0p. Consequently we obtain an expression for the
covariance matrix of X˜:
Theorem 4.3.1. Let the random variable X P Rp follow an elliptical distribution with
center µ and covariance matrix Σ  ΓΛΓT , its spectral decomposition. Then, given
a depth function Dp.q, the covariance matrix of the transformed random variable X˜
is
VpX˜q  ΓΛ˜ΓT , with Λ˜  EZ

pDpz, rZsqq2 Λ
1{2zzTΛ1{2
zTΛz
ﬀ
(4.3.3)
where Z  pZ1, ..., ZpqT  N p0, Ipq, so that Λ˜ is a diagonal matrix with diagonal
entries
λ˜i  EZ

pDpz, rZsqq2λiz2i°p
j1 λjz
2
j
ﬀ
(4.3.4)
We call Σ˜ : VpX˜q the Depth Covariance Matrix (DCM). Notice that the matrix
of eigenvectors of the covariance matrix of X, i.e. Γ, remains unchanged in the
transformation X ÞÑ X˜. As a result, the multivariate rank vectors can be used for
robust principal component analysis, which we are going to discuss shortly. However,
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as one can see in the above expression, the diagonal entries of Λ˜ do not change if a
scale change is done on all entries of Λ, meaning the Λ˜ matrices corresponding to F
and cF for some c  0 will be same. Thus the DCM is not equivariant under affine
transformations.
We need to follow the general framework of M-estimation with data-dependent
weights in Huber (1981) to construct an affine equivariant counterpart of the DCM.
Specifically, we implicitly define the Affine-equivariant Depth Covariance Matrix
(ADCM) as
Σ˜o  1VpZ˜1q
E

pDpx, rXsqq2px µqpx µqT
px µqT Σ˜1o px µq
ﬀ
(4.3.5)
Its affine equivariance follows from the fact that the weights Dpx, rXsq depend only
on the standardized quantities z that come from the underlying spherical distribution
G. We solve (4.3.5) iteratively by obtaining a sequence of positive definite matrices
Σ˜
pkq
o until convergence:
Σ˜
pk 1q
o 
1
VpZ˜1q
E

pDpx, rXsqq2pΣ˜pkqo q1{2px µqpx µqT pΣ˜
pkq
o q1{2
px µqT pΣ˜pkqo q1px µq
ﬀ
To ensure existence and uniqueness of this estimator, let us consider the class of
scatter estimators ΣM that are obtained as solutions of the following equation:
EZM

up}zM}qzMz
T
M
}zM}2  vp}zM}qIp

 0 (4.3.6)
with zM  Σ1{2M px  µq. The above equation produces a unique solution under the
following assumptions on the scalar-valued functions u and v (Huber, 1981):
(M1) The function uprq{r2 is monotone decreasing, and uprq ¡ 0 for r ¡ 0;
(M2) The function vprq is monotone decreasing, and vprq ¡ 0 for r ¡ 0;
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(M3) Both uprq and vprq are bounded and continuous;
(M4) up0q{vp0q   p;
(M5) For any hyperplane in the sample space X , (i) P pHq  EXIxPH   1 
pvp8q{up8q and (ii) P pHq ¤ 1{p.
In our case we take vprq  VpZ˜1q, i.e. a constant, thus (M2) and (M3) are triv-
ially satisfied. As for u, we notice that most well-known depth functions can be ex-
pressed as simple functions of the norm of the standardized random variable. For
example, PDpz, rZsq  1  F01p}z}q;MhDpz, rZsq  p1   }z}2q1;HDpz, rZsq 
p1   }z}{MADpF01qq1 etc., where F01  Ep0, 1, gq, and MAD is median absolute
deviation. Thus we can take u as square of the corresponding inverse depth func-
tions:
uPDprq  F 201prq; uMhDprq 
r4
p1  r2q2 ; uHSDprq 
r2
p1  r{MADpF01qq2
It is easy to verify that the above choices of u satisfy (M1) and (M3). To check
(M4) and (M5), first notice that Z has a spherically symmetric distribution, so that
its norm and sign are independent. Since Dpz, rZsq depends only on }z}, we have
VpZ˜1q  V

DpZ, rZsq Z1}Z}


 VpDpZ, rZsqqVpS1pZqq  1
p
VpDpZ, rZsqq
as VpSpZqq  VppS1pZq, S2pZq, ..., SppZqqT q  Ip{p. Now for MhD and HD up8q 
1, up0q  0, so (M4) and (M5) are immediate. To achieve this for PD, we only need
to replace uPDprq with uPDprq  F 201prq  1{4.
4.3.1 Calculating the sample DCM and ADCM
Let us denote Spx;µq  Spx  µqSpx  µqT . Then, given the depth function and
known location center µ, one can show that the vectorized form of
?
n-times the
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sample DCM, i.e. p1{?nq°ni1pDpxi, rXsqq2Spxi;µq has an asymptotic multivariate
normal distribution with mean
?
n. vecpErpDpX, rXsqq2SpX;µqsq and a certain co-
variance matrix by straightforward application of the Central Limit Theorem (CLT).
But in practice the population depth function Dpx, rXsq is estimated by the depth
function based on the empirical distribution function rXns, i.e. by Dpx, rXnsq (recall
from Section 4.2 that Xn  pX1, . . .XnqT ). Here we make the following assumption
regarding how Dpx, rXsq is approximated by its sample counterpart:
(P5) Uniform convergence: supxPRp |Dpx, rXnsq Dpx, rXsq| Ñ 0 as nÑ 8.
The assumption that empirical depths converge uniformly at all points x to their
population versions holds under very mild conditions for several well known depth
functions: for example projection depth (Zuo, 2003) and simplicial depth (Dumbgen,
1992). One also needs to replace the known location parameter µ by some estimator
µˆn. Examples of robust estimators of location that are relevant here include the
spatial median (Haldane, 1948; Brown, 1983), Oja median (Oja, 1983), projection
median (Zuo, 2003) etc. Now, given Dp., rXnsq and µˆn, to plug them into the sample
DCM and still go through with the CLT we need the following result:
Lemma 4.3.2. Consider a random variable X P Rp having a continuous and sym-
metric distribution with location center µ such that E}x  µ}3{2   8. Given n
random samples from this distribution, suppose µˆn is an estimator of µ so that?
npµˆn  µq  OP p1q. Then with the above notations, and given the assumption
(D5) we have
?
n

1
n
n¸
i1
pDpxi, rXnsqq2Spxi; µˆnq 
1
n
n¸
i1
pDpxi, rXsqq2Spxi;µq
ﬀ
PÑ 0
Following this, we are now in a position to state the result for consistency of the
sample DCM:
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Theorem 4.3.3. Consider n iid samples from the distribution in Lemma 4.3.2. Then,
given a depth function Dp., rXsq and an estimate of center µˆn so that
?
npµˆnµq 
OP p1q,
?
n

vec
#
1
n
n¸
i1
pDpx, rXnsqq2Spxi; µˆnq
+
 E vec  pDpx, rXsqq2Spx;µq(ﬀ (4.3.7)
 Np2p0, V˜pF qq
with V˜pF q  V rvec tpDpxi, rXsqq2Spx;µqus.
This holds for any general non-degenerate F . In case F is elliptical, an elaborate form
of the covariance matrix V˜F explicitly specifying each of its elements (more directly
those of its ΓT -rotated version) can be obtained, which is given in Subection 4.7.1.
This form is useful when deriving limiting distributions of eigenvectors and eigenvalues
of the sample DCM.
In contrast to the DCM, the issue of estimating µ to plug into the ADCM is easily
handled by simultaneously solving for the location and scatter functionals (µo, Σ˜o):
E

Σ˜
1{2
o px µoq
}Σ˜1{2o px µoq}
ﬀ
 0p (4.3.8)
E

pDpx, rXsqq2Σ˜1{2o px µoqpx µoqT Σ˜
1{2
o
px µoqT Σ˜
1
o px µoq
ﬀ
 VpZ˜1qIp (4.3.9)
In the general framework of (4.3.5), for any fixed ΣM there exists a unique and fixed
solution of the location problem EZM pwp}zM}zMq  0p under the following condition:
(M6) The function wprqr is monotone increasing for r ¡ 0.
This condition is easy to verify for our choice of the weights: wp}zM}q  D˜pzM , rZM sq{}zM}.
Consequently, uniqueness of any simultaneous fixed point solution of (4.3.8) and
(4.3.9) is guaranteed when X has a symmetric distribution (Huber, 1981).
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In practice it is difficult to calculate the scale multiple VpZ˜1q analytically for known
depth functions and an arbitrary F . Hence we instead calculate the standardized
version if the ADCM: Σ˜

o  Σ˜o{VpZ˜1q (so that the determinant equals 1), alongwith
µo using the following iterative algorithm:
1. Start from some initial estimates pµp0qo , Σ˜p0qo q. Set t  0;
2. Calculate the standardized observations z
ptq
i  pΣ˜
ptq
o q1{2pxi  µptqo q;
3. Update the location estimate:
µpt 1qo 
°n
i1 x˜i{}zptqi }°n
i1 1{}zptqi }
4. Update the scatter estimate:
Σ˜
pt 1q
o 
1
n
n¸
i1
pDpxi, rXnsqq2pxi  µpt 1qo qpxi  µpt 1qo qT
}zptqi }2
Σ˜
pt 1q
o Ð
Σ˜
pt 1q
o
detpΣ˜pt 1qo q1{p
5. Continue until convergence.
Notice that owing to the uniform convergence property we can safely replaceDpxi, rXsq
with its sample version and use the iterative algorithm above to obtain a consistent
estimate of the of the solution of (4.3.9).
4.3.2 Robust PCA using eigenvectors of DCM
We shall now elaborate on using the DCM for robust principal components analysis.
From now on we assume that the eigenvalues of Σ are distinct: λ1 ¡ λ2 ¡ ... ¡ λp to
obtain asymptotic distributions of its eigenvectors. In case any of the eigenvalues have
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multiplicity larger than 1, limiting distributions of the corresponding eigenprojection
matrices can be obtained analogous to those of the sign covariance matrix (Magyar
and Tyler, 2014).
Influence functions
We start by deriving the influence functions for eigenvectors of the DCM and ADCM.
This will help in demonstrating the robustness of their estimates, as well as deriving
their asymptotic efficiencies. Influence functions of the DCM as well as its eigenvectors
and eigenvalues, which are essential to understand how much influence a sample point,
especially an infinitesimal contamination, has on any functional on the distribution
(Hampel et al., 1986). Given any probability distribution F , the influence function
of any point x0 in the sample space X for some functional T pF q on the distribution
is defined as
IF px0;T, F q  lim
Ñ0
1

pT pFq  T pF qq
where F is F with an additional mass of  at x0, i.e. F  p1 qF   δx0 ; δx0 being
the distribution with point mass at x0. When T pF q  EFg for some F -integrable
function g, IF px0;T, F q  gpx0q  T pF q. It now follows that for the DCM,
IF px0; Σ˜, F q  pDpx0, rXsqq2Spx0;µq  Σ˜
Following Croux and Haesbroeck (2000), we now get the influence function of the
4.3. Depth-based rank covariance matrix 115
ith eigenvector of Σ˜, say Γ˜  pγ˜1, . . . , γ˜pq; i  1, ..., p:
IF px0; γ˜i, F q 
p¸
k1;ki
1
λ˜i  λ˜k
!
γTk IF px0; Σ˜,γiq
)
γk

p¸
k1;ki
1
λ˜i  λ˜k
 
γTk pDpx0, rXsqq2Spx0;µqγi  λiγTk γi
(
γk

p¸
k1;ki
?
λiλkz0iz0k
λi  λk .
pDpz0, rZsqq2
zT0 Λz0
γk (4.3.10)
where ΓTΛ1{2px0  µq  z0  pz01, ..., z0pqT . Clearly this influence function will be
bounded, which indicates good robustness properties of principal components.
For the ADCM, we first notice that the influence function of any affine equivariant
estimate of scatter C can be expressed as
IF px0,C, F q  αCp}z0}qz0z
T
0
zT0 z0
 βCp}z0}qC
for scalar valued functions αC, βC (Hampel et al., 1986). Following this, the influence
function of an eigenvector γC,i of C is derived:
IF px0,γC,i, F q  αCp}z0}q
p¸
k1,ki
?
λiλk
λi  λk .
z0iz0k
zT0 z0
γk
When C  ΣM , i.e. the solution to (4.3.5), then Huber (1981) shows that
αCp}z0}q  ppp  2qup}z0}qEG rpup}y}q   u1p}y}q}y}s
Setting up}z0}q  pDpz0, rZsqq2 ensures that the influence function of eigenvectors
of the ADCM is bounded as well as increasing in magnitude with }z0}.
In Figure 4.2 we consider first eigenvectors of our scatter estimates, as well as two
well-known robust estimates of scatter: the Sign Covariance Matrix (SCM) (Taskinen
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Figure 4.2: Plot of the norm of influence function for first eigenvector of (a) sample
covariance matrix, (b) SCM, (c) Tyler’s scatter matrix and DCMs for (d) Halfspace
depth, (e) Mahalanobis depth, (f) Projection depth for a bivariate normal distribution
with µ  0,Σ  diagp2, 1q
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et al., 2012) and Tyler’s shape matrix (Tyler, 1987), for the N2pp0, 0qT , diagp2, 1qq and
plot norms of these influence functions for different values of x0. Influence function
for the ith eigenvectors of these two matrices (say γS,i and γT,i, respectively) are as
follows:
IF px0;γS,i, F q 
p¸
k1;ki
?
λiλk
λS,i  λS,k .
z0iz0k
zT0 Λz0
γk, with λS,i  EZ

λiz
2
i°p
j1 λjz
2
j

IF px0;γT,i, F q  pp  2q
p¸
k1;ki
?
λiλk
λi  λk .
z0iz0k
zT0 z0
γk
Their corresponding plots demonstrate the ‘inlier effect’, i.e. points close to symmetry
center and the center itself having high influence, which results in loss of efficiency.
The influence function for the sample covariance matrix is obtained by replacing
pp   2q by }z0}2 in the expression of IF px0;γT,i, F q above, hence is unbounded and
the corresponding eigenvector estimators are not robust. In comparison, all three
DCMs considered here have a bounded influence function as well as small values of
the influence function at ‘deep’ points.
Asymptotic and finite-sample efficiencies
Suppose Vˆ is a
?
n-consistent estimator of a scatter functional V. Then the asymp-
totic variance of its eigenvectors are (Anderson, 2003)
AVp?nγˆv,iq 
p¸
k1;ki
λv,iλv,k
pλv,i  λv,kq2γv,kγ
T
v,k (4.3.11)
On the other hand, asymptotic variances of eigenvectors of the DCM can be derived
using an approach similar to Taskinen et al. (2012):
AVp?nˆ˜γiq 
p¸
k1;ki
1
pλ˜k  λ˜iq2
E
pDpz, rZsqq4λiλkz2i z2k
pzTΛzq2

γkγ
T
k (4.3.12)
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We discuss this in detail in Subection 4.7.2. Following the above, we can now derive
the asymptotic relative efficiencies of eigenvectors from the sample DCM with respect
to the sample covariance matrix:
AREpˆ˜γi, γˆi;F q 
TrpAVp?nγˆiqq
TrpAVp?nˆ˜γiqq


p¸
k1;ki
λiλk
pλi  λkq2
ﬀ
p¸
k1;ki
λiλk
pλ˜i  λ˜kq2
E
pDpz, rZsqq4z2i z2k
pzTΛzq2

ﬀ1
Obtaining ARE of the ADCM is, in comparison to DCM, more straightforward.
The asymptotic covariance matrix of an eigenvector of the affine equivariant scatter
functional C is given by:
AVp?nγˆC,jq  AVpc12, F0q
p¸
k1,ki
λiλk
λi  λk .γiγ
T
k
where AVpc12, F0q is the asymptotic variance of an off-diagonal element of C when the
underlying distribution is F0  Ep0p, Ip, gq. Following Croux and Haesbroeck (2000)
this equals
AVpc12, F0q  EF0

αCp}z}q2pS1pzqS2pzqq2
  EF0αCp}z}q2.EF0pS1pzqS2pzqq2
again using the fact that }Z} and SpZq are independent when Z  F0. It now follows
that
AREpγˆC,i, γˆΣ,i;F q 
EF0αΣp}z}q2
EF0αCp}z}q2
 EF0}z}
4. rEF0ppu}z}   u1p}z}q}z}qs2
EF0pup}z}qq2
(4.3.13)
Table 4.3 considers 6 different elliptic distributions (namely, bivariate t with df
= 5, 6, 10, 15, 25 and bivariate normal) and summarizes ARE for first eigenvectors
for ADCMs corresponding to projection depth (PD-ACM) and halfspace depth (HD-
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PD-ACM HD-ACM
Distribution p  2 p  5 p  10 p  20 p  2 p  5 p  10 p  20
t5 4.73 3.99 3.46 3.26 4.18 3.63 3.36 3.15
t6 2.97 3.28 2.49 2.36 2.59 2.45 2.37 2.32
t10 1.45 1.47 1.49 1.52 1.30 1.37 1.43 1.49
t15 1.15 1.19 1.23 1.27 1.01 1.10 1.17 1.24
t25 0.97 1.02 1.07 1.11 0.85 0.94 1.02 1.08
MVN 0.77 0.84 0.89 0.93 0.68 0.77 0.84 0.91
Table 4.3: Table of AREs of the ADCM for different choices of p and data-generating
distributions, and two choices of depth functions
ACM). Due to difficulty of analytically obtain the AREs, we calculate them using
Monte-Carlo simulation of 106 samples and subsequent numerical integration. The
ADCM seems to be particularly efficient in lower dimensions for distributions with
heavier tails (t5 and t6), while for distributions with lighter tails, the AREs increase
with data dimension. At higher values of p the ADCM is almost as efficient as the
sample covarnace matrix when the data comes from multivariate normal distribution.
We now obtain finite sample efficiencies of the three DCMs as well as their depth-
weighted affine equivariant counterparts by a simulation study, and compare them
with the same from the SCM and Tyler’s scatter matrix. We consider the same 6
elliptical distributions considered in ARE calculations above, and from every dis-
tribution draw 10,000 samples each for sample sizes n  20, 50, 100, 300, 500. All
distributions are centered at 0p, and have covariance matrix Σ  diagpp, p  1, ...1q.
We consider 3 choices of p: 2, 3 and 4.
We use the concept of principal angles (Miao and Ben-Israel, 1992) to find out
error estimates for the first eigenvector of a scatter matrix. In our case, the first
eigenvector will be
γ1  p1,
p1hkikj
0, ..., 0qT
For an estimate of the eigenvector, say γˆ1, error in prediction is measured by the
smallest angle between the two lines, i.e. cos1 |γˆT1 γˆ1|. A smaller absolute value of
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this angle is equivalent to better prediction. We repeat this 10000 times and calculate
the Mean Squared Prediction Angle:
MSPApγˆ1q 
1
10000
10000¸
m1

cos1
γT1 γˆpmq1 	2
Finally, the finite sample efficiency of some eigenvector estimate γˆe,1 relative to that
obtained from the sample covariance matrix, say γˆΣ,1 is obtained as:
FSEpγˆe,1, γˆΣ,1q 
MSPApγˆΣ,1q
MSPApγˆe,1q
Table 4.4, Table 4.5 and Table 4.6 give these FSE values for p  2, 3, 4, respec-
tively. In general, all the efficiencies increase as the dimension p goes up. DCM-based
estimators (columns 3-5 in each table) outperform SCM and Tyler’s scatter matrix,
and among the 3 depths considered, projection depth seems to give the best results.
Its finite sample performances are better than Tyler’s and Huber’s M-estimators of
scatter as well as their symmetrized counterparts (Table 4 in Sirkia¨ et al. (2007)), and
quite close to the affine equivariant spatial sign covariance matrix (Table 2 in Ollilia
et al. (2003)). The depth-weighted iterated versions of these 3 SCMs (columns 6-8 in
each table) seem to further better the performance of their corresponding orthogonal
equivariant counterparts.
Robust estimation of eigenvalues, and a plug-in estimator of Σ
As we have seen in theorem 4.3.1, eigenvalues of the DCM are not same as the
population eigenvalues, whereas the ADCM only gives back standardized eigenvalues.
However, it is possible to robustly estimate the original eigenvalues by working with
the individual columns of the robust score matrix. We do this using the following
steps:
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1. Randomly divide the sample indices t1, 2, ..., nu into k disjoint groups tG1, ..., Gku
of size tn{ku each;
2. Assume the data is centered. Transform the data matrix: Sn  ˆ˜ΓTXn;
3. Calculate coordinate-wise variances for each group of indices Gj:
λˆi,j  1|Gj|
¸
lPGj
psli  s¯Gj ,iq2; i  1, ..., p; j  1, ..., k
where s¯Gj  ps¯Gj ,1, ..., s¯Gj ,pqT is the vector of column-wise means of SGj , the
submatrix of Sn with row indices in Gj.
4. Obtain estimates of eigenvalues by taking coordinate-wise medians of these
variances:
λˆi  medianpλˆi,1, ..., λˆi,kq; i  1, ..., p
The number of subgroups used to calculate this median-of-small-variances estimator
can be determined following Minsker (2015). After this, we construct a consistent
plug-in estimator of the population covariance matrix Σ:
Theorem 4.3.4. Consider the estimates λˆi obtained from the above algorithm, and
the matrix of eigenvectors ˆ˜Γ estimated using the sample DCM. Define Σˆ  ˆ˜ΓΛˆˆ˜Γ; Λˆ 
diagpλˆ1, . . . , λˆpq. Then as nÑ 8,
}ΣˆΣ}F PÑ 0
}.}F being the Frobenius norm.
Given that we already have the eigenvector estimates of the DCM, the estimates
λˆi are easy to compute, and finite-sample error bounds for them can be obtained as
a special case of the general results provided in Minsker (2015).
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t5, p  2 SCM Tyler HDCM MHDCM PDCM HD-wCM MhD-wCM PD-wCM
n=20 0.80 0.83 0.95 0.95 0.89 1.00 0.96 0.89
n=50 0.86 0.90 1.25 1.10 1.21 1.32 1.13 1.25
n=100 1.02 1.04 1.58 1.20 1.54 1.67 1.24 1.63
n=300 1.24 1.28 1.81 1.36 1.82 1.93 1.44 1.95
n=500 1.25 1.29 1.80 1.33 1.84 1.91 1.39 1.97
t6, p  2 SCM Tyler HDCM MHDCM PDCM HD-wCM MhD-wCM PD-wCM
n=20 0.77 0.79 0.92 0.92 0.86 0.96 0.92 0.85
n=50 0.76 0.78 1.11 1.00 1.08 1.17 1.03 1.13
n=100 0.78 0.79 1.27 1.06 1.33 1.35 1.11 1.41
n=300 0.88 0.91 1.29 1.09 1.35 1.38 1.15 1.45
n=500 0.93 0.96 1.37 1.13 1.40 1.44 1.19 1.48
t10, p  2 SCM Tyler HDCM MHDCM PDCM HD-wCM MhD-wCM PD-wCM
n=20 0.70 0.72 0.83 0.84 0.77 0.89 0.87 0.79
n=50 0.58 0.60 0.90 0.84 0.86 0.95 0.88 0.91
n=100 0.57 0.59 0.92 0.87 0.97 0.98 0.90 1.03
n=300 0.62 0.64 0.93 0.85 0.99 0.99 0.91 1.06
n=500 0.62 0.65 0.93 0.86 1.00 1.00 0.92 1.08
t15, p  2 SCM Tyler HDCM MHDCM PDCM HD-wCM MhD-wCM PD-wCM
n=20 0.63 0.66 0.76 0.78 0.72 0.81 0.81 0.73
n=50 0.52 0.52 0.79 0.75 0.80 0.84 0.79 0.85
n=100 0.51 0.52 0.83 0.77 0.88 0.88 0.81 0.94
n=300 0.55 0.56 0.84 0.79 0.91 0.89 0.84 0.98
n=500 0.56 0.59 0.85 0.80 0.93 0.91 0.86 0.99
t25, p  2 SCM Tyler HDCM MHDCM PDCM HD-wCM MhD-wCM PD-wCM
n=20 0.63 0.65 0.77 0.79 0.74 0.80 0.81 0.74
n=50 0.49 0.50 0.73 0.71 0.76 0.78 0.75 0.80
n=100 0.45 0.46 0.73 0.69 0.81 0.78 0.73 0.87
n=300 0.51 0.52 0.78 0.75 0.87 0.83 0.79 0.94
n=500 0.53 0.55 0.79 0.75 0.87 0.84 0.80 0.94
Np, p  2 SCM Tyler HDCM MHDCM PDCM HD-wCM MhD-wCM PD-wCM
n=20 0.56 0.60 0.69 0.71 0.67 0.73 0.74 0.68
n=50 0.42 0.43 0.66 0.66 0.70 0.71 0.69 0.75
n=100 0.42 0.43 0.69 0.66 0.77 0.74 0.71 0.83
n=300 0.47 0.49 0.71 0.69 0.82 0.76 0.73 0.88
n=500 0.48 0.50 0.73 0.71 0.83 0.78 0.76 0.89
Table 4.4: Finite sample efficiencies of several scatter matrices: p  2, tv is t-
distribution with v degrees of freedom, Np is p-variate normal
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t5, p  3 SCM Tyler HDCM MHDCM PDCM HD-wCM MhD-wCM PD-wCM
n=20 0.96 0.97 1.06 1.03 0.99 1.07 1.06 0.97
n=50 1.07 1.08 1.28 1.20 1.18 1.33 1.23 1.20
n=100 1.12 1.15 1.49 1.31 1.40 1.57 1.38 1.48
n=300 1.49 1.54 2.09 1.82 2.07 2.19 1.93 2.18
n=500 1.60 1.66 2.18 1.87 2.21 2.27 1.95 2.30
t6, p  3 SCM Tyler HDCM MHDCM PDCM HD-wCM MhD-wCM PD-wCM
n=20 0.90 0.92 1.00 0.99 0.95 1.02 1.01 0.94
n=50 0.95 0.96 1.16 1.09 1.09 1.21 1.14 1.11
n=100 0.98 0.99 1.32 1.22 1.25 1.38 1.27 1.29
n=300 1.10 1.14 1.57 1.40 1.58 1.62 1.47 1.64
n=500 1.17 1.20 1.57 1.43 1.60 1.63 1.51 1.67
t10, p  3 SCM Tyler HDCM MHDCM PDCM HD-wCM MhD-wCM PD-wCM
n=20 0.87 0.88 0.95 0.94 0.90 0.97 0.98 0.89
n=50 0.77 0.79 0.96 0.92 0.94 0.99 0.96 0.95
n=100 0.75 0.76 1.02 0.95 1.01 1.06 1.00 1.05
n=300 0.73 0.75 1.03 0.98 1.10 1.08 1.03 1.15
n=500 0.73 0.76 1.02 0.98 1.09 1.06 1.02 1.14
t15, p  3 SCM Tyler HDCM MHDCM PDCM HD-wCM MhD-wCM PD-wCM
n=20 0.84 0.86 0.92 0.92 0.89 0.94 0.94 0.87
n=50 0.75 0.76 0.92 0.90 0.90 0.96 0.94 0.93
n=100 0.66 0.67 0.91 0.87 0.95 0.96 0.92 1.00
n=300 0.61 0.64 0.90 0.87 1.00 0.93 0.91 1.04
n=500 0.65 0.67 0.89 0.87 0.99 0.93 0.91 1.03
t25, p  3 SCM Tyler HDCM MHDCM PDCM HD-wCM MhD-wCM PD-wCM
n=20 0.78 0.79 0.87 0.89 0.87 0.89 0.92 0.86
n=50 0.70 0.71 0.88 0.86 0.88 0.91 0.90 0.90
n=100 0.61 0.63 0.86 0.83 0.89 0.90 0.88 0.94
n=300 0.58 0.59 0.83 0.80 0.92 0.87 0.85 0.98
n=500 0.62 0.64 0.83 0.82 0.94 0.88 0.87 0.99
Np, p  3 SCM Tyler HDCM MHDCM PDCM HD-wCM MhD-wCM PD-wCM
n=20 0.76 0.78 0.85 0.87 0.84 0.87 0.90 0.83
n=50 0.66 0.67 0.82 0.81 0.84 0.86 0.86 0.86
n=100 0.56 0.58 0.77 0.75 0.83 0.82 0.79 0.87
n=300 0.53 0.55 0.75 0.74 0.85 0.79 0.78 0.90
n=500 0.56 0.58 0.76 0.76 0.87 0.80 0.80 0.92
Table 4.5: Finite sample efficiencies of several scatter matrices: p  2, tv is t-
distribution with v degrees of freedom, Np is p-variate normal
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t5, p  4 SCM Tyler HDCM MHDCM PDCM HD-wCM MhD-wCM PD-wCM
n=20 1.04 1.02 1.10 1.07 1.02 1.09 1.07 0.98
n=50 1.08 1.08 1.16 1.16 1.13 1.19 1.19 1.13
n=100 1.31 1.31 1.42 1.38 1.36 1.46 1.44 1.36
n=300 1.46 1.54 1.81 1.76 1.95 1.88 1.88 1.95
n=500 1.92 1.93 2.23 2.03 2.31 2.35 2.19 2.39
t6, p  4 SCM Tyler HDCM MHDCM PDCM HD-wCM MhD-wCM PD-wCM
n=20 1.00 1.05 1.03 1.05 1.00 1.04 1.04 0.95
n=50 1.03 1.01 1.13 1.12 1.11 1.19 1.17 1.10
n=100 1.08 1.12 1.25 1.23 1.27 1.24 1.25 1.22
n=300 1.34 1.36 1.64 1.52 1.60 1.67 1.61 1.68
n=500 1.26 1.34 1.55 1.49 1.60 1.65 1.61 1.69
t10, p  4 SCM Tyler HDCM MHDCM PDCM HD-wCM MhD-wCM PD-wCM
n=20 0.90 0.89 0.95 0.98 0.98 0.96 1.01 0.95
n=50 0.90 0.91 1.01 0.98 0.98 1.03 1.04 0.99
n=100 0.87 0.87 0.93 0.95 1.01 0.99 1.01 1.05
n=300 0.87 0.87 1.09 1.09 1.17 1.14 1.16 1.23
n=500 0.88 0.92 1.10 1.10 1.23 1.19 1.22 1.29
t15, p  4 SCM Tyler HDCM MhDCM PDCM HD-wCM MhD-wCM PD-wCM
n=20 0.92 0.90 0.94 0.94 0.96 0.95 0.97 0.89
n=50 0.82 0.83 0.88 0.91 0.93 0.88 0.93 0.93
n=100 0.84 0.87 0.92 0.95 1.00 0.93 0.96 1.00
n=300 0.73 0.75 0.96 0.99 1.10 1.00 1.06 1.12
n=500 0.73 0.76 0.95 0.96 1.06 0.94 0.97 1.06
t25, p  4 SCM Tyler HDCM MhDCM PDCM HD-wCM MhD-wCM PD-wCM
n=20 0.89 0.92 0.92 0.92 0.90 0.96 0.95 0.89
n=50 0.82 0.84 0.89 0.90 0.91 0.93 0.96 0.92
n=100 0.77 0.76 0.90 0.90 0.96 0.94 0.98 1.04
n=300 0.73 0.77 0.93 0.91 0.98 1.00 0.98 1.03
n=500 0.67 0.71 0.83 0.83 0.96 0.88 0.90 1.00
Np, p  4 SCM Tyler HDCM MhDCM PDCM HD-wCM MhD-wCM PD-wCM
n=20 0.82 0.84 0.87 0.90 0.91 0.89 0.93 0.89
n=50 0.80 0.81 0.87 0.88 0.88 0.88 0.92 0.88
n=100 0.68 0.71 0.80 0.85 0.91 0.82 0.86 0.92
n=300 0.61 0.63 0.82 0.85 0.93 0.86 0.91 0.96
n=500 0.60 0.64 0.77 0.80 0.90 0.82 0.86 0.96
Table 4.6: Finite sample efficiencies of several scatter matrices: p  2, tv is t-
distribution with v degrees of freedom, Np is p-variate normal
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4.4 Robust PCA and supervised models
In the presence of a vector of univariate responses, say Y  pY1, Y2, ..., YnqT , there
is substantial literature devoted to utilizing the subspace generated by the basis of
VpXq  Σ in modelling EpY |Xq. This ranges from the simple Principal Components
Regression (PCR) to Partial Least Squares (PLS) and Envelope methods (Cook et al.,
2010). Here we concentrate on robust inference using Sufficient Dimension Reduction
(SDR) (Adragni and Cook, 2009), mainly because it provides a general framework
for reducing dimensionality of data directly using top eigenvectors of the covariance
matrix of X (albeit in a different manner than PCR) or an appropriate affine trans-
formation of it.
SDR attempts to find out a linear transformation R on X such that EpY |Xq 
EpY |RpXqq. Assuming that RpXq takes values in Rd, d ¤ minpn, pq, this can be
achieved through an inverse regression model:
Xy  µ¯  Γvy    (4.4.1)
where Xy  X|Y  y, µ¯  EX, Γ is a p  d semi-orthogonal basis for SΓ, the
spanning subspace of tEXy  µ¯|y P SY u (Sy is sample space of Y ) and vy 
pΓTΓq1ΓT pEXy  µ¯q P Rd. The random error term  follows a multivariate nor-
mal distribution with mean 0p and covariance matrix ∆ for some positive definite
∆ P Rpp. This formulation is straightforward to implement when Y is categorical,
while for continuous responses, the vector y is divided into a number of slices.
Under this model the minimal sufficient transformation is RpXq  ΓT∆1X. The
simplest case of this model is when ∆  σ2Ip, for which the maximum likelihood
estimator of RpXq turns out to be the first d principal components of Σˆ, the sample
covariance matrix. Let us denote the matrix of these PC estimates by Γˆd P Rpd. Now
taking EˆXy  X¯y and ˆ¯µ  X¯, one can now estimate σ2 as: σˆ2 
°p
j1 sii{p, where
4.4. Robust PCA and supervised models 126
l
l
l
l
l l l l
0 50 100 150
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
p
Pr
ed
ict
io
n 
er
ro
rs
SDR
robust SDR
l
l
l
l
l l l l
0 50 100 150
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
p
Pr
ed
ict
io
n 
er
ro
rs
l
l
l
l
l
l
l l
SDR
robust SDR
Figure 4.3: Plot of the norm of influence function for first eigenvector of (a) sample
covariance matrix, (b) SCM, (c) Tyler’s scatter matrix and DCMs for (d) Halfspace
depth, (e) Mahalanobis depth, (f) Projection depth for a bivariate normal distribution
with µ  0,Σ  diagp2, 1q
sjj is the j
th diagonal element of the estimated inverse regression residual covariance
matrix VˆY pXY  X¯ ΓˆdvˆY q.
Following this, predictions for a new observation x is obtained as a weighted sum
of the responses:
EˆpY |X  xq 
°n
i1wiYi°n
i1wi
; wi  exp

 1
σˆ2
}ΓˆTd pxXiq}2

We formulate a robust version of the above procedure by estimating the quantities
Γ, µ¯,µy, σ
2 by robust methods. Specifically, we take the following as their estimates:
• ˆ˜Γd  first d eigenvectors of the sample DCM;
• µˆs  spatial median of the rows of the data matrix Xn;
• µˆs,y  spatial median of the rows of Xy  Xn|Y  y, for all y P SY ;
• σ˜2  °pj1r{MADY pXY,j  µˆs,j  ˆ˜γTd,jv˜Y qs2{p, with ˆ˜Γd  pˆ˜γd,1, ..., ˆ˜γd,pqT , and
MAD being the median absolute deviation.
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The following simulation study using the same setup as in (Adragni and Cook, 2009)
compares the performance of our robust SDR with the original method with or with-
out the presence of bad leverage points in the covariate matrix Xn. For a fixed dimen-
sion p, we take n  200, d  1, generate the responses Y as independent standard nor-
mal, and the predictors as XY  γvY   , with γp1  p1, ..., 1qT , vY  Y   Y 2   Y 3
and Vpq  25Ip. We measure performance of both SDR models by their mean
squared prediction error on another set of 200 observations generated similarly, and
taking the average of these errors on 100 such training-test pair of datasets. Finally
we repeat the whole setup for different choices of p  5, 10, 25, 50, 75, 100, 125, 150.
Panel (a) of Figure 4.3 compares prediction errors using robust and maximum
likelihood SDR estimates when the covariate matrix contains no outliers, and the two
methods are virtually indistinguishable. We now introduce outliers in each of the
100 datasets by adding 100 to first p{5 coordinates of the first 10 samples in Xn, and
repeat the analysis. Panel (b) of the figure shows that although our robust method
performs slightly worse than the case when there were no outliers, it remains more
accurate in predicting out-of-sample observations for all values of p.
4.5 Robust inference with functional data
Detection of anomalous observations is of importance in real-life problems involving
functional data analysis, and functional PCA is a widely used tool in this setting. In
this section we use robust principal components from the DCM for this purpose. We
shall use the approach of Boente and Salibian-Barrera (2015) for performing robust
PCA on functional data using the estimated PCs from the DCM. Here we have a data
matrix H, that stores the values of a set of n curves, say F  tf1, . . . , fnu P L2r0, 1s,
each observed at a set of common design points tt1, ..., tmu. We model each of these
functions as a linear combination of p mutually orthogonal B-spline basis functions
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D  tδ1, ..., δpu. Following this, we map data for each of the functions onto the
coordinate system formed by the spline basis:
T pH;F ,Dqij 
m¸
l2
fiptlqδjptlqptl  tl1q; 1 ¤ i ¤ n, 1 ¤ j ¤ p (4.5.1)
We now do depth-based PCA on the transformed n  p data matrix T pH;F ,Dq 
T pHq, and obtain the rank-q approximation (q ¤ p) of the ith observation using the
robust p q loading matrix P˜ and robust q  1 score vector s˜i:
pT pHqi  µˆs   P˜s˜i
with µˆs being the spatial median of T pHq. Then we transform this approximation
back to the original coordinates: fˆiptlq 
°p
j1
pT pHqijδjptlq.
We shall demonstrate the utility of our robust method for detecting functional
outliers through two data examples. For any method of PCA with k components on
a dataset of n observations and p variables, the score distance (SD) and orthogonal
distance (OD) for ith observation (i  1, 2, ..., n) are defined as:
SDi 
gffe k¸
j1
s2ij
λj
; ODi  }xi PsTi }
where S  ps1, . . . , snqT P Rnk is the score matrix, P P Rpk the loading matrix,
and λ1, . . . , λk are eigenvalues obtained from the PCA, and x1, . . . ,xn are the n ob-
servation vectors. From a practical standpoint, SDi can be interpreted as a weighted
norm of the projection of the ith point on the hyperplane formed by first k princi-
pal components, and ODi the orthogonal distance of point i from that hyperplane.
For outlier detection, following Hubert et al. (2005) we set the upper cutoff val-
ues for score distances at
b
χ22,.975 and orthogonal distances at rmedianpOD2{3q  
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MADpOD2{3qΦ1p0.975qs3{2, where Φp.q is the standard normal cumulative distribu-
tion function.
We consider the El-Nin˜o data, which is part of a larger dataset on potential factors
behind El-Nin˜o oscillations in the tropical pacific available in http://www.cpc.ncep.
noaa.gov/data/indices/, as the first test case for outlier detection using our robust
functional PCA. This records monthly average Sea Surface Temperatures from June
1970 to May 2004, and the yearly oscillations follow more or less the same pattern
(see panel a of Figure 4.4). Using a cubic spline basis with knots at alternate months
starting in June gives a close approximation of the yearly time series data (panel c),
and performing depth-based PCA with q  1 results in two points having their SD
and OD larger than cutoff (panel e). These points correspond to the time periods
June 1982 to May 1983 and June 1997 to May 1998 are marked by black curves in
panels a and c), and pinpoint the two seasons with strongest El-Nin˜o events.
Our second application is on the Octane data, which consists of 226 variables
and 39 observations (Esbensen et al., 1994). Each sample is a gasoline compound
with a certain octane number, and has its NIR absorbance spectra measured in 2 nm
intervals between 1100 - 1550 nm. There are 6 outliers here: compounds 25, 26 and
36-39, which contain alcohol. We use the same basis structure as the one in El-Nin˜o
data here, and again the top robust PC turns out to be sufficient in identifying all 6
outliers (panels b, d and f of Figure 4.4).
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Figure 4.4: Actual sample curves, their spline approximations and diagnostic plots
respectively for El-Nin˜o (a,c,e) and Octane (b,d,f) datasets
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4.6 Conclusion
In the above sections we elaborate on a proposed transformation based on the idea
of combining sign functions in an inner product space and certain transformations of
general peripherality functions defined using probability measures on the same space.
Based on the conditions we impose in course of the chapter, we essentially end up using
data depths as scalar multiples of the spatial sign in estimation and testing problems
for the location parameter of an elliptical distribution in Rp, and using inverse depth
functions for robust estimation of different components of its covariance matrix. As
demonstrated by several simulation studies and data examples, in all these situations
the use of this composite transformation vector brings about efficiency gains, as well as
favorable robustness properties in terms of bounded influence functions and deviations
from Gaussianity.
Regarding the multivariate rank transformation we propose, to be noted is the
fact that the mapping X ÞÑ X˜ is in fact one-to-one for elliptical distributions.
Thus such rank vectors can possibly be used for inference based on transformation-
retransformation type techniques (e.g. Chakraborty and Chaudhuri (1996); Chakraborty
et al. (1998)). We defer this to future research. Finally, while these rank vectors have
excellent intuitive appeal in preserving the shape of a multivariate data cloud, it
would be interesting to study the properties of transformations similar to (4.1.2) in
general Hilbert spaces, as well as explore their applications in different data-analytic
domains.
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4.7 Appendix
4.7.1 Form of V˜pF q
First observe that for F having covariance matrix Σ  ΓΛΓT ,
V˜pF q  pΓb ΓqV˜pFΛqpΓb ΓqT
where FΛ has the same elliptic distribution as F , but with covariance matrix Λ. Now,
V˜pFΛq  EZ

vec
#
pDpz, rZsqq2Λ1{2zzTΛ1{2
zTΛz
 Λ˜
+
vecT
#
pDpz, rZsqq2Λ1{2zzTΛ1{2
zTΛz
 Λ˜
+ﬀ
 E

vec
!
pDpz, rZsqq2SpΛ1{2z; 0q
)
vecT
!
pDpz, rZsqq2SpΛ1{2z; 0q
)
 vecpΛ˜qvecT pΛ˜q
The matrix vecpΛ˜q vecT pΛ˜q consists of elements λiλj at pi, jqth position of the
pi, jqth block, and 0 otherwise. These positions correspond to variance and covariance
components of on-diagonal elements. For the expectation matrix, all its elements
are of the form Er?λaλbλcλdzazbzczd.pDpz, rZsqq4{pzTΛzq2s, with 1 ¤ a, b, c, d ¤ p.
Since pDpz, rZsqq4{pzTΛzq2 is even in z, which has a circularly symmetric distribu-
tion, all such expectations will be 0 unless a  b  c  d, or they are pairwise equal.
Following a similar derivation for spatial sign covariance matrices in Magyar and
Tyler (2014), we collect the non-zero elements and write the matrix of expectations:
pIp2 Kp,pq
#
p¸
a1
p¸
b1
γ˜abpeaeTa b ebeTb q 
p¸
a1
γ˜aapeaeTa b eaeTa q
+
 
p¸
a1
p¸
b1
γ˜abpeaeTb beaeTb q
where Ik  pe1, ..., ekq,Km,n 
°m
i1
°n
j1 Jij b JTij with Jij P Rmn having 1 as pi, jq-
th element and 0 elsewhere, and γ˜mn  Erλmλnz2mz2n.pDpz, rZsqq4{pzTΛzq2s; 1 ¤
m,n ¤ p.
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Putting everything together, denote ˆ˜SpFΛq 
°n
i1pDpzi, rZnsqq2SpΛ1{2zi; µˆnq{n.
Then the different types of elements in the matrix V˜pFΛq are as given below (1 ¤
a, b, c, d ¤ p):
• Variance of on-diagonal elements
AVp?nˆ˜saapFΛqq  E

pD˜pz, rZsqq4λ2az4a
pzTΛzq2
ﬀ
 λ˜2a
• Variance of off-diagonal elements (a  b)
AVp?nˆ˜sabpFΛqq  E
pDpz, rZsqq4λaλbz2az2b
pzTΛzq2

• Covariance of two on-diagonal elements (a  b)
AVp?nˆ˜saapFΛq,
?
nˆ˜sbbpFΛqq  E
pDpz, rZsqq4λaλbz2az2b
pzTΛzq2

 λ˜aλ˜b
• Covariance of two off-diagonal elements (a  b  c  d)
AVp?nˆ˜sabpFΛq,
?
nˆ˜scdpFΛqq  0
• Covariance of one off-diagonal and one on-diagonal element (a  b  c)
AVp?nˆ˜sabpFΛq,
?
nˆ˜sccpFΛqq  0
4.7.2 Asymptotics of eigenvectors and eigenvalues
The following result allows us to obtain asymptotic joint distributions of eigenvectors
and eigenvalues of the sample DCM, provided we know the limiting distribution of
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the sample DCM itself:
Theorem 4.7.1. (Taskinen et al., 2012) Let FΛ be an elliptical distribution with
a diagonal covariance matrix Λ, and Cˆ be any positive definite symmetric p  p
matrix such that at FΛ the limiting distribution of
?
n vecpCˆ  Λq is a p2-variate
(singular) normal distribution with mean zero. Write the spectral decomposition of Cˆ
as Cˆ  PˆΛˆPˆT . Then the limiting distributions of ?n vecpPˆ Ipq and
?
n vecpΛˆΛq
are multivariate (singular) normal and
?
n vecpCˆΛq  rpΛb Ipq  pIp bΛqs
?
n vecpPˆIpq 
?
n vecpΛˆΛq oP p1q (4.7.1)
The first matrix picks only off-diagonal elements of the LHS and the second one
only diagonal elements. We shall now use this as well as the form of the asymptotic
covariance matrix of the vec of sample DCM, i.e. V˜pF q to obtain limiting variance
and covariances of eigenvalues and eigenvectors.
Corollary 4.7.2. Consider the sample DCM S˜pF q  °ni1pDpxi, rXnsqq2Spxi; µˆnq{n
and its spectral decomposition S˜pF q  p˜Γp˜Λp˜ΓT . Then the matrices G  ?npp˜Γ  Γq
and L  ?npp˜Λ  Λ˜q have independent distributions. The random variable vecpGq
asymptotically has a p2-variate normal distribution with mean 0p2, and the asymptotic
variance and covariance of different columns of G  pg1, ...,gpq are as follows:
AVpgiq 
p¸
k1;ki
1
pλ˜k  λ˜iq2
E
pDpz, rZsqq4λiλkz2i z2k
pzTΛzq2

γkγ
T
k (4.7.2)
AVpgi,gjq   1pλ˜i  λ˜jq2
E
pDpz, rZsqq4λiλjz2i z2j
pzTΛzq2

γjγ
T
i ; i  j (4.7.3)
where Γ  pγ1, ...,γpq. The vector consisting of diagonal elements of bfL, say
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l  pl1, ..., lpqT asymptotically has a p-variate normal distribution with mean 0p and
variance-covariance elements:
AVpliq  E
pDpz, rZsqq4λ2i z4i
pzTΛzq2

 λ˜2i (4.7.4)
AVpli, ljq  E
pDpz, rZsqq4λiλjz2i z2j
pzTΛzq2

 λ˜iλ˜j; i  j (4.7.5)
Proof of Corollary 4.7.2. In spirit, this corollary is similar to Theorem 13.5.1 in An-
derson (2003). Due to the decomposition (4.7.1) we have, for the distribution FΛ, the
following relation between any off-diagonal element of S˜pFΛq and the corresponding
element in the estimate of eigenvectors p˜ΓpFΛq:
?
np˜γijpFΛq  ?n S˜ijpFΛq
λ˜i  λ˜j
; i  j
So that for eigenvector estimates of the original F we have
?
npp˜γiγiq  ?nΓpp˜γipFΛqeiq  ?n

p¸
k1;ki
p˜γikpFΛqγk   pp˜γiipFΛq  1qγi
ﬀ
(4.7.6)
Now
?
npp˜γiipFΛq  1q  oP p1q and AVp?nS˜ikpFΛq,?nS˜ilpFΛqq  0 for k  l, so the
above equation implies
AVpgiq  AV arp
?
npp˜γi  γiqq  p¸
k1;ki
AVp?nS˜ikpFΛqq
pλ˜i  λ˜kq2
γkγ
T
k
4.7. Appendix 136
For the covariance terms, from (4.7.6) we get, for i  j,
AVpgi,gjq  AVp
?
npp˜γi  γiq,?npp˜γj  γjqq
 AV

p¸
k1;ki
?
np˜γikpFΛqγk, p¸
k1;kj
?
np˜γjkpFΛqγk

 AV
?
np˜γijpFΛqγj,?np˜γjipFΛqγi	
 AVp
?
nS˜ijpΛqq
pλ˜i  λ˜jq2
γjγ
T
i
The exact forms given in the statement of the corollary now follows from the Form
of V˜pF q in Subection 4.7.1.
For the on-diagonal elements of S˜pFΛq Theorem 4.7.1 gives us
?
nˆ˜λipFΛq 
?
nS˜iipFΛq
for i  1, ..., p. Hence
AVpliq  AVp
?
nˆ˜λi 
?
nλ˜iq
 AVp?nˆ˜λipFΛq 
?
nλ˜ipFΛqq
 AVp?nS˜iipFΛqq
A similar derivation gives the expression for AVpli, ljq; i  j. Finally, since the
asymptotic covariance between an on-diagonal and an off-diagonal element of S˜pFΛq,
it follows that the elements of G and diagonal elements of L are independent.
4.7.3 Proofs
Proof of Proposition 4.2.1. Under contiguous alternatives H0 : µ  µ0, the weighted
sign test statistic Tn,w has mean EpwpZqSpZqq. For spherically symmetric Z, wpZq
depends on Z only through its norm. Since }Z} and SpZq are independent, we get
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EpwpZqSpZqq  EwpZq.ESpZq. The same kind of decomposition holds for VpwpZqSpZqq.
We can now simplify the approximate local power βn,w of the level-α (0   α   1)
test based on Tn,w:
βn,w  Kp
 
χ2p,α   n
pEpwpZqSpZqqT rEpw2pZqSpZqSpZqT qs1pEpwpZqSpZqq
 Kp

χ2p,α  
E2wpZq
Ew2pZq .ESpZq
T rVSpZqs1ESpZq


where Kp and χ
2
p,α are distribution function and upper-α cutoff of a χ
2
p distribu-
tion, respectively. Since E2wpZq ¤ EwpZq, βn,w the largest possible value of βn,w is
Kppχ2p,α   ESpZqT rVSpZqs1ESpZqq, the approximate power of the unweighted sign
test statistic. Equality is of course achieved when wpZq is a constant independent of
Z.
Proof of corollary 4.2.3. Since   Epµ, kIp, gq, r  }} and Spq are independent.
Also wpq  fprq. Thus
Aw  E

fprq
r


EpIp  SpqSpqT q;
Bw  Ef 2prqEpSpqSpqT q
We conclude by substituting these in (4.2.3).
Sketch of proofs for equations (4.2.4) and (4.2.5). A first step to obtain asymptotic
normality for the high-dimensional location test statistic Cn,w is obtaining an equiv-
alent result of Lemma 2.1 in Wang et al. (2015):
Lemma 4.7.3. Under the conditions
(C1)TrpΣ4q  opTr2pΣ2qq,
(C2)Tr4pΣq{Tr2pΣ2q exprTr2pΣq{128pλ2maxpΣqs  op1q
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when H0 is true we have
ErpTw1w2q4s  Op1qE2rpTw1w2q2s (4.7.7)
ErpTw1Bww1q2s  Op1qE2rpTw1Bww1q2s (4.7.8)
ErpTw1Bww2q2s  op1qE2rpTw1Bww1q2s (4.7.9)
with   Ep0p,Λ, gq and w  wpqSpq.
A proof of this lemma is derived using results in section 3 of El Karoui (2009),
noticing that any-scalar valued 1-Lipschitz function of w is a Mw-Lipschitz function
of Spq, with Mw  supwpq. Same steps as in the proof of Theorem 2.2 in Wang
et al. (2015) follow now, using the lemma above in place of Lemma 2.1 therein, to
establish asymptotic normality of Cn,w under H0.
To derive the asymptotic distribution under contiguous alternatives we need the
conditions (C3)-(C6) in Wang et al. (2015), as well as slightly modified versions of
Lemmas A.4 and A.5:
Lemma 4.7.4. Given that condition (C3) holds, we have λmaxpBwq ¤ 2 λmaxTrpΣqp1 op1qq.
Lemma 4.7.5. Define Dw  E

w2pq
}}2
pIp  SpqSpqT q

. Then λmaxpAwq ¤ Epwpq{}}q
and λmaxpDwq ¤ Epwpq{}}q2. Further, if (C3) and (C4) hold then λminpAwq ¥
Epwpq{}}qp1  op1qq{?3.
The proof now exactly follows steps in the proof of theorem 2.3 in Wang et al.
(2015), replacing vector signs by weighted signs, using the fact that wpq is bounded
above by Mw while applying conditions (C5)-(C6) and lemmas A.1, A.2, A.3, and
finally using the above two lemmas in place of lemmas A.4 and A.5 respectively.
Proof of Theorem 4.3.1. The proof follows directly from writing out the expression
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of VpX˜q:
VpX˜q  EpX˜X˜T q  EX˜EX˜T
 Γ.E

pDpz, rZsqq2 }z}
2
}Λ1{2z}Λ
1{2SpzqSpzqTΛ1{2

ΓT  0p0Tp
 Γ.E

pDpz, rZsqq2 Λ
1{2zzTΛ1{2
zTΛz
ﬀ
ΓT
Proof of Lemma 4.3.2. For two positive definite matrices A,B, we denote by A ¡ B
that AB is positive definite. Also, denote
Sn 
?
n

1
n
n¸
i1
pDpxi, rXnsqq2  pDpxi, rXsqq2Spxi; µˆnq
ﬀ
Due to the assumption of uniform convergence, given  ¡ 0 we can find N P N such
that
|pDpxi, rXn1sqq2  pDpxi, rXsqq2|    (4.7.10)
for all n1 ¥ N ; i  1, 2, ..., n1. This implies
Sn1   
?
n1

1
n1
n1¸
i1
Spxi; µˆn1q
ﬀ
 ?n1

1
n1
n1¸
i1
 
Spxi; µˆn1q  Spxi;µq
(  1
n1
n1¸
i1
Spxi;µq
ﬀ
(4.7.11)
We now construct a sequence of positive definite matrices takpBk  Ckq : k P Nu
so that
ak  1
k
, Bk 
a
Nk

1
Nk
Nk¸
i1
 
Spxi; µˆNkq  Spxi;µq
(ﬀ
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Ck 
a
Nk

1
Nk
Nk¸
i1
Spxi;µq
ﬀ
where Nk P N gives the relation (4.7.10) in place of N when we take   1{k. Under
conditions E}x  µ}3{2   8 and ?npµˆn  µq  OP p1q, the sample SCM with
unknown location parameter µˆn has the same asymptotic distribution as the SCM
with known location µ (Du¨rre et al., 2014), hence Bk  oP p1q. Also Ck  OP p1q,
thus akpBk  Ckq PÑ 0 as k Ñ 8.
Now (4.7.11) implies that for any 1 ¡ 0, SNk ¡ 1 ñ akpBk   Ckq ¡ 1, which
means P pSNk ¡ 1q   P pakpBk   Ckq ¡ 1q. Hence the subsequence tSNku PÑ 0.
Since the main sequence tSnu is bounded below by 0, this implies tSnu PÑ 0. Finally,
we have that
?
n

1
n
n¸
i1
pDpxi, rXnsqq2Spxi; µˆnq 
1
n
n¸
i1
pDpxi, rXsqq2Spxi;µq
ﬀ
¤
Sn  max
x
pDpx, rXsqq2.?n

1
n
n¸
i1
tSpxi; µˆnq  Spxi;µqu
ﬀ
(4.7.12)
The second summand on the right hand side is oP p1q due to Du¨rre et al. (2014) as
mentioned before, so we have the needed.
Proof of Theorem 4.3.3. The quantity in the statement of the theorem can be broken
down as:
?
n

vec
#
1
n
n¸
i1
pDpxi, rXsqq2Spxi; µˆnq
+
 vec
#
1
n
n¸
i1
pDpxi, rXsqq2Spxi;µq
+ﬀ
 
?
n

vec
#
1
n
n¸
i1
pDpxi, rXsqq2Spxi;µq
+
 E vec  pDpx, rXsqq2Spx;µq(ﬀ
The first part goes to 0 in probability by Lemma 4.3.2, and applying Slutsky’s theorem
we get the required convergence.
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Proof of Theorem 4.3.4. We are going to prove the following:
1. }p˜Γ Γ}F PÑ 0, and
2. }pΛΛ}F PÑ 0
as n Ñ 8. For (1), we notice ?n vecpp˜Γ  Γq asymptotically has a (singular) multi-
variate normal distribution following Corollary 4.7.2, so that }p˜Γ  Γ}F  OP p1{?nq
using Prokhorov’s theorem.
It is now enough to prove convergence in probability of the individual eigenvalue
estimates λˆi; i  1, ..., p. For this, define estimates λˆi as median-of-small-variances
estimator of the true score vectors ΓTXn. For this we have
|λˆi  λi| PÑ 0 (4.7.13)
using Theorem 3.1 of Minsker (2015), with µ  λi. Now λˆi  medjpVpXTGj p˜γiqq and
λˆi  medjpVpXTGjγiqq, so that
|λˆi  λˆi | ¤ medj

VpXTGjpp˜γi  γiqq
¤ }p˜γi  γi}2medj TrpVpXGjqq
using Cauchy-Schwarz inequality. Combining the facts }p˜γi  γi}  OP p1{?nq and
medjrTrpVpXGjqqs PÑ TrpΣq (Minsker, 2015) with (4.7.13), we get the needed.
Chapter 5
Nonconvex Penalized Regression
using Depth-based Penalty
5.1 Introduction
Consider the multitask linear regression model:
Y  XB  E
where Y P Rnq is the matrix of responses, and E is n  q the noise matrix: each
row of which is drawn from Nqp0q,Σq for a q  q positive definite matrix Σ. We are
interested in sparse estimates of the coefficient matrix B through solving penalized
regression problems of the form
min
B
TrtpY XBqT pY XBqu   PλpBq (5.1.1)
The frequently studied classical linear model may be realized as a special case of this
for q  1, where given a size-n sample of random responses y  py1, y2, ..., ynqT and
p-dimensional predictors X  px1,x2, ...,xnqT , the above model may now be written
as:
y  Xβ   ;   p1, ..., nqT  Nnp0n, σ2Ipq.
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Here the typical objective is to estimate the parameter vector β by minimizing°n
i1 ρpyi  xTi βq, for some loss function ρp.q. Selecting important variables in this
setup is often significant from an inferential and predictive perspective it is generally
achieved by obtaining an estimate of β that minimizes a linear combination of the loss
function and a ‘penalty’ term P pβq  °pj1 pp|βj|q, instead of only the loss function:
βˆn  arg min
β

n¸
i1
ρpyi  xTi βq   λnP pβq
ﬀ
(5.1.2)
where λn is a tuning parameter depending on sample size. The penalty term is
generally a measure of model complexity, providing a control against overfitting. Us-
ing a l0 norm as penalty at this point, i.e. ppzq  Iz0, gives rise to the information
criterion-based paradigm of statistical model selection, which goes back to the Akaike
Information Criterion (AIC: Akaike (1970)). Owing to the intractability of this prob-
lem due to an exponentially growing model space, researchers have been exploring the
use of functions that are non-differentiable at the origin as pp.q. This dates back to
the celebrated LASSO (Tibshirani, 1996) which uses l1 norm, adaptive LASSO (Zou,
2006) that reweights the coordinate-wise LASSO penalties based on Ordinary Least
Square (OLS) estimate of β, and Fan and Li (2001); Zhang (2010) who used non-
convex penalties to limit influence of large entries in the coefficient vector β, resulting
in improved estimation. Further, Zou and Li (2008) and Wang et al. (2013) provided
efficient algorithms for computing solutions to the nonconvex penalized problems.
Two immediate extensions of the univariate-response penalized sparse regression
paradigm are group-wise penalties and multivariate penalized regression. Applying
penalties at variable group level instead of individual variables gives rise to Group
LASSO (Bakin, 1999). From an application perspective, this utilizes additional rel-
evant information on the natural grouping of predictors: for example multiple cor-
related genes, or blockwise wavelet shrinkage (Antoniadis and Fan, 2001). On the
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other hand, for multitask regression, penalizing at the coefficient matrix-level results
in better estimation and prediction performance compared to performing q separate
LASSO regressions to recover its corresponding columns (Rothman et al., 2010).
Compared to sparse single-response regression where the penalty term can be
broken down to elementwise penalties, in the multivariate response scenario we need to
consider two levels of sparsity. The first level is recovering the set of predictors having
non-zero effects on all the responses, as well as estimating their values. Assuming the
coefficient matrix B P Rpq is made of rows pb1, ...,bpqT , this means determining
the set

k Sk, with Sk : tk : bjk  0, j  1, 2, ..., pu. This is called support union
recovery, and is more effective in recovering non-zero elements of B compared to the
na¨ıve approach of performing q separate sparse regularized regressions and combining
the results (Obozinski et al., 2011). The second level of sparsity is concerned with
recovering non-zero elements within the non-zero rows obtained from the first step.
Our method addresses both of these issues.
Specifically, we consider the case of performing support union recovery by consid-
ering the inverse depth functions introduced in Chapter 4 as row-level regularizers:
PλpBq 
°p
j1 λD
pbj, F q where F is some probability distribution fixed beforehand.
Section 5.2 motivates the use of a general depth-based regularization scheme in the
multitask regression setup. From Section 5.3 onward we choose to concentrate on
the scenario when Dpbj, F q  p,F p}bj}2q, i.e. the row-level penalty is a potentially
nonconvex scalar-valued function of the row-norm. This automatically tempers the
effects of large regression coefficients in the case of general q-dimensional response:
which is not the case for methods based on l1-norm penalization, e.g. Lasso. We
derive asymptotic results ensuring support union recovery, as well as provide an iter-
ative algorithm for calculating the corresponding penalized estimator. We also show
that a simple corrective thresholding on elements of the first level row-sparse esti-
mator ensures sparse recovery of within-row elements as well. Additional theoretical
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results in the orthogonal design case are discussed in Section 5.4, and simulation ex-
periments are presented to compare our algorithm with other methods in Section 5.5.
We present a data application of the algorithm in Section 5.6, followed by conclusions.
Section 5.8 contains proofs of our theoretical results.
5.2 Depth-based regularization
We incorporate measures of data depth as a row-level penalty function in (5.1.1).
Specifically, we estimate the coefficient matrix B by solving the following constrained
optimization problem:
Bˆ  arg min
B

TrtpY XBqT pY XBqu   λn
p¸
j1
P pbj, F q
ﬀ
(5.2.1)
where P pbj, F q is a function that measures the peripherality of the j-th row of B
with respect to a fixed probability distribution F , as defined in Chapter 4. We refer
to F as the reference distribution, and consider it fixed in the estimation process. In
multitask learning, any additive penalty function of the form PλpBq 
°p
j1 λppbjq
regularizes individual rows of the coefficient matrix by providing a control over their
distance from the origin 0q through some norm (e.g. the l1{lq penalty: Neghaban
and Wainwright (2011)), or a combination of norms (e.g. the Adaptive Multi-task
Elastic-Net: Chen et al. (2012)). Through (5.2.1) we attempt to generalize this notion
by proposing to regularize using the ‘distance’ from a probability distribution centered
at the origin. Of course, any existing method of norm-based regularization arises as
a special case by by using the norm (or combination of norms) as the peripherality
function and taking as F the degenerate distribution centered at 0q. While it is
possible to use any peripherality function (or outlyingness functions, in the spirit of
Zuo and Serfling (2000)) for this purpose, of special interest is the case of inverse depth
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functions: P px, F q  Dpx, F q. Such functions essentially invert the funnel-shaped
contour of the corresponding depth function (Figure 1.1). This immediately results in
row-wise nonconvex penalties, where the penalty sharply increases for smaller entries
inside the row but is bounded above for large values. This is easy to visualize for
p  1, which we show in panel a of Figure 5.1. This serves as our motivation of using
data depth in regularized multitask regression.
5.3 The LARN algorithm
5.3.1 Formulation
The reference distribution F is pivotal in the estimation problem in (5.2.1). While
we believe that there is scope for a significant amount of theoretical analysis on
the implications of different choices of F and its potential connections to Bayesian
regularized support union recovery in multitask regression, here we shall work within
a simplified setup. Specifically we assume that
(A1) The distribution F is spherically symmetric.
This is a fair assumption to make from a frequentist perspective, as we do not possess
any extra information about the q responses being different from one another. Since
F is spherically symmetric, depth at a point b becomes a function of r  }b}2 only,
due to the affine invariance of Dp., F q. In this situation, several depth functions
have closed-form expressions: e.g. when D is projection depth and F is a p-variate
standard normal distribution, Dpbj, F q  c{pc   }bj}q; c  Φ1p3{4q (Zuo, 2003),
while for halfspace depth and any known F , Dpbj, F q  1  F1p}bj}q, F1 being any
univariate marginal of F (immediate from the definition of halfspace depth). Hence,
the computational burden of calculating depths for rows of B becomes trivial.
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Figure 5.1: (a) Comparison of L1 and SCAD (Fan and Li, 2001) penalty functions with
univariate halfspace depth: inverting the depth function helps obtain the nonconvex
shape of the penalty function in the inverse depth; (b) Univariate thresholding rule for
the LARN estimate assuming halfspace depth and max definition of inverse depth(see
Section 5.4)
Because of the way we define inverse depth functions, the above holds for inverse
depth functions Dp., F q as well. Thus we can write that Dpbj, F q  pF prjq for some
scalar-valued function pF p.q. Any superscript or subscript in B or bj will be passed
accordingly to rj. At this point we shall make the following technical assumption on
pF p.q:
(A2) The function pF prq is concave in r, and continuously differentiable at every
r  0.
In general depth functions are assumed to have convex contours (Mosler, 2013), which
implies quasi-concavity. Nevertheless, several depth functions adhere to concavity
owing to their simplified closed forms for spherical distribution (e.g. halfspace depth
and projection depth in the last paragraph). Continuous differentiability except at
the origin, which is essential for admitting a sparse solution eventually, arises because
of the same reason.
Keeping the above setup in mind, we now consider the first-order Taylor series
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approximation of the overall penalty function:
Pλ.F pBq : λ
p¸
j1
pF prjq
 λ
p¸
j1

pF prj q   p1F prj qprj  rj q

(5.3.1)
for any B close to B, and rj  }bj}2, rj  }bj }2; j  1, 2, ..., p.
Thus, given a starting solution B close enough to the original coefficient matrix,
Pλ.F pBq is approximated by its conditional counterpart, say Pλ.F pB|Bq. Follow-
ing this a penalized maximum likelihood estimate for B can be obtained using the
iterative algorithm below:
1. Take as starting value Bp0q  BˆLS  pXTXqXTY, i.e. the least square esti-
mate of B, set k  0;
2. Calculate the next iterate by solving the penalized likelihood:
Bpk 1q  arg min
B

Tr
 pY XBpkqqT pY XBpkqq(  λ p¸
j1
p1F prpkqj qrj
ﬀ
(5.3.2)
3. Continue until convergence.
Taking BˆLS as a starting value ensures that }BˆLS  B}F  Opn1{2q given the
data, hence we get from (5.3.1) that
Pλ,F pBq  Pλ,F pB|BˆLSq  
p¸
j1
op|rj  rˆj,LS|q  Pλ,F pB|BˆLSq  
p¸
j1
opn1{2q
for fixed p. This algorithm approximates contours of the nonconvex penalty function
using gradient planes at successive iterates, and is a multivariate generalization of
the local linear approximation algorithm of Zou and Li (2008). We call this the Local
5.3. The LARN algorithm 149
Approximation by Row-wise Norm (LARN) algorithm.
LARN is a majorize-minimize (MM) algorithm where the actual objective function
QpBq is being majorized by RpB|Bpkqq, with
QpBq  Tr  pY XBqT pY XBq(  Pλ,F pBq
RpB|Bpkqq  Tr  pY XBqT pY XBq(  Pλ,F pB|Bpkqq
This is easy to see, becauseQpBqRpB|Bpkqq= λ°pj1 pF prjq  pF prj q  p1F prj qprj  rj q.
And since pF p.q is concave in its argument, we have pF prjq ¤ pF prj q p1F prj qprjrj q.
Thus QpBpkqq ¤ RpB|Bpkqq. Also by definition QpBq  RpBpkq|Bpkqq.
Now notice that Bpk 1q  arg minBRpB|Bpkqq. ThusQpBpk 1qq ¤ RpBpk 1q|Bpkqq ¤
RpBpkq|Bpkqq  QpBpkqq, i.e. the value of the objective function decreases in each it-
eration. At this point, we make the following assumption to enforce convergence to
a local solution:
(A3) QpBq  QpMpBqq only for stationary points of Q, where M is the mapping
from Bpkq to Bpk 1q defined in (5.3.2).
Since the sequence of penalized losses i.e. tQpBpkqu is bounded below (by 0) and
monotone, it has a limit point, say Bˆ. Also the mapping Mp.q is continuous as ∇pF
is continuous. Further, we have QpBpk 1qq  QpMpBpkqqq ¤ QpBpkqq which implies
QpMpBˆqq  QpBˆq. It follows that Bˆ is a local minimizer following assumption (A3).
Remark. Although the LARN algorithm guarantees convergence to a stationary
point, that point may not be a local solution. However, local linear approximation
has been found to be effective in approximating nonconvex penalties and obtaining
oracle solutions for single-response regression (Zou and Li, 2008) and support vector
machines (Peng, 2016), and our method generalizes this concept for the multitask
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situation. We plan to elaborate on the presence and influence of saddle points in our
scenario, in a future extended version of this work.
5.3.2 The one-step estimate and its oracle properties
Due to the row-wise additive structure of our penalty function, supports of each of the
iterates in the LARN algorithm have the same set of singular points as the solution to
the original optimization problem, say Bˆ. Consequently each of these iterates Bˆpkq are
capable of producing sparse solutions. In fact, the first iterate itself possesses oracle
properties desirable of row-sparse estimates, namely consistent recovery of the non-
zero row support of B, as well as of the elements in those rows. From our simulations
there is little to differentiate between the first-step and multi-step estimates in terms
of empirical efficiency. This is in line with the findings of Zou and Li (2008) and Fan
and Chen (1999).
Given an initial solution B, the first LARN iterate, say Bˆp1q, is a solution to the
optimization problem:
arg min
B
RpB|Bq  arg min
B

Tr
 pY XBqT pY XBq(  λ p¸
j1
p1F prpkqj qrj
ﬀ
(5.3.3)
At this point, without loss of generality we assume that the true coefficient matrix
B has the following decomposition: B  pBT1 ,0qT ,B1 P Rp1q. Also denote the
vectorized (i.e. stacked-column) version of a matrix A by vecpAq. We are now in a
position to to prove oracle properties of the one-step estimator in (5.3.3), in the sense
that the estimator is able to consistently detect zero rows of B as well as estimate its
non-zero rows for increasing sample size:
Theorem 5.3.1. Assume that XTX{nÑ C for some positive definite matrix C, and
p1F prj q  Opprj qsq for 1 ¤ j ¤ q, 0   rj   δ and some s ¡ 0, δ ¡ 0. Consider now
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a sequence of tuning parameters λn such that λn{
?
nÑ 0 and λnnps1q{2 Ñ 8. Then
the following holds for the one-step estimate Bˆp1q  pBˆT1 , BˆT0 qT (with the component
matrix having dimensions p1  q and p p1  q, respectively) as nÑ 8:
• vecpBˆ0q Ñ 0ppp1qq in probability;
• ?npvecpBˆ1q  vecpB1qq Npp0p1q,ΣbC111 q
where C11 is the first p1  p1 block in C.
The assumption on the covariate matrix X is standard, and ensures uniqueness of
the asymptotic covariance matrix of our estimator. Note that the restricted eigenvalue
condition, which has been used in the literature to establish finite sample error bounds
of penalized estimators (Neghaban et al., 2009) is a stronger version of this. With
respect to the general framework of nonconvex penalized M -estimation in Loh and
Wainwright (2015), our penalty function pF p.q arising from assumptions (A1) and
(A2) satisfies parts (i)-(iv) of Assumption 1 therein, and the conditions of theorem
5.3.1 adhere to part (v). Also note that the above oracle results depend on the
assumption (A1), which simplifies depth as a function of the row-norm. We conjecture
that similar oracle properties hold for weaker assumptions. From initial attempts into
proving a broader result, we think it requires a more complex approach than the proof
of Theorem 5.3.1, and plan to work on this in future.
5.3.3 Recovering sparsity within a row
The set of variables with non-zero coefficients for each of the q univariate regressions
may not be the same, and hence recovering the non-zero elements within a row is of
interest as well. It turns out that consistent recovery at this level can be achieved
by simply thresholding elements of the non-zero elements in the one-step estimate
obtained in the preceding subsection. Obozinski et al. (2011) have shown that a
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similar approach leads to consistent recovery of within-row supports in multivariate
group lasso. The following result formalizes this in our scenario, provided that the
non-zero signals in B are large enough:
Lemma 5.3.2. Suppose the conditions of theorem 5.3.1 hold, and additionally all
non-zero components of B have the following lower bound:
|bjk| ¥
d
16 logpqp1q
Cminn
; 1 ¤ j ¤ p1, 1 ¤ k ¤ q
where Cmin ¡ 0 is a lower bound for eigenvalues of C1. Also define by Sˆ the index
set of non-zero rows estimated by the LARN algorithm. Then, for some constants
c, c0 ¡ 0, the post-thresdolding estimator TpBˆp1qq defined by:
tjk 
$'&'%0 if bˆ
p1q
jk ¤
b
8 logpq|Sˆ|q
Cminn
bˆ
p1q
jk otherwise
; j P Sˆ, 1 ¤ k ¤ q
has the same set of non-zero supports within rows as B with probability greater than
1 c0 exppcq log p1q.
5.3.4 Computation
When the quantities B and YXB are replaced with their corresponding vectorized
versions, the optimization problem in (5.3.3) reduces to a weighted group lasso (Yang
and Zou, 2015) setup, with group norms corresponding to l2 norms of rows of B
and inverse depths of corresponding rows of the initial estimate B acting as group
weights. To solve this problem, we start from the following lemma, which gives
necessary and sufficient conditions for the existence of a solution:
Lemma 5.3.3. Given an initial value B, a matrix B P Rpq is a solution to the
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optimization problem in (5.3.3) if and only if:
1. 2xTj pY XBq   λp1F prj qbj{rj  0q if bj  0q;
2. }xTj pY XBq}2 ¤ λ{2 if bj  0q.
This lemma is a modified version of lemma 4.2 in chapter 4 of Buhlmann and van
de Geer (2011), and can be proved in a similar fashion. Following the lemma, we can
now use a block coordinate descent algorithm (Li et al., 2015) to iteratively obtain
Bˆp1q, given an appropriate starting value B:
• Set m  1 and Bˆp1,0q  B;
• For j  1, 2, ..., p do:
– If }xTj pY XBˆp1,m1qq}2 ¤ pλ{2q.p1F prj q, set bˆp1,mqj  0q;
– Else update bˆ
p1,mq
j as
bˆ
p1,mq
j 
2s
pm1q
j
2}xj}22   λ
np1F pr

j q
rˆ
p1,m1q
j
1
rˆ
p1,m1q
j ¡0
where s
pm1q
j  xTj pY  XBˆp1,m1qj q; Bˆp1,m1qj is the matrix obtained by
replacing j-th row of Bˆp1,m1q by zeros.
• Set mÐ m  1, check for convergence and continue until convergence.
• Apply the thresholding from lemma 5.3.2 to recover within-row supports.
The parameter λ controls row-sparsity in Bˆp1q: a larger or smaller λ corresponding to
higher number of zero rows in Bˆp1q, or an estimate closer to the ordinary least square
solution, respectively. Since we use block coordinate descent, rows can drop in or out
of the solution path, i.e. zero rows can reappear to be nonzero for a smaller λ.
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Given a fixed λ, an easy choice of B is BˆLS, i.e. the least squares estimate. We
use k-fold cross-validation to choose the optimal λ. Also notice that in a sample
setup the quantity Cmin in lemma 5.3.2 is unknown. For this reason, we choose a
best threshold for within-row sparsity through the above cross-validation procedure
as well. Even though this means that the cross-validation has to be done over a
two-dimensional grid, the thresholding step is actually done after estimation. Thus
for any fixed λ, only k models need to be calculated. Given a trained model for
some value of λ we just cycle through the full range of thresholds to record their
corresponding cross-validation errors. Also when optimizing over the range of tuning
parameter values, say λ1 ¡ ... ¡ λm, we use warm starts to speed up convergence.
Denoting the solution corresponding to any tuning parameter λ as Bˆp1qpλq, this means
starting from the initial value B0  Bˆp1qpλk1q to obtain Bˆp1qpλkq, for k  2, ...,m.
5.4 Orthogonal design and independent responses
We shed light on the workings of our penalty function by considering the simpli-
fied scenario when the predictor matrix X is orthogonal and all responses are inde-
pendent. Independent responses make minimizing (5.2.1) equivalent to solving of q
separate nonconvex penalized regression problems, while orthogonal predictors make
the LARN estimate equivalent to a collection of coordinate-wise soft thresholding
operators.
5.4.1 Thresholding rule
For the univariate thresholding rule, we are dealing with the simplified penalty func-
tion pF p|bjk|q  Dpbjk, F q, where D is a inverse depth function based on the uni-
variate depth function D. In this case, depth calculation becomes simplified in exactly
the same way as in Subection 5.3.1, only |bjk| replacing }bj} therein, and 1 ¤ k ¤ q.
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Following Fan and Li (2001), a sufficient condition for the minimizer of the penal-
ized least squares loss function
Lpθ; pλq  1
2
pz  θq2   pλp|θ|q (5.4.1)
to be unbiased when the true parameter value is large is p1λp|θ|q  0 for large
θ. In our formulation, this holds exactly when F has finite support, and approxi-
mately otherwise. A necessary condition for sparsity and continuity of the solution
is minθ0 |θ|   p1λp|θ|q ¡ 0. We ensure this by making a small assumption about the
derivative of D (denoted by D1 q:
(A4) limθÑ0 D

1 pθ, F q ¡ 0.
Subsequently we get the following thresholding rule as the solution to (5.4.1):
θˆpF, λq  signpzq |z|  λD1 pθ, F q 
 signpzq |z|  λD1 pz, F q  (5.4.2)
The approximation in the second step is due to Antoniadis and Fan (2001). A plot
of the thresholding function in panel b of Figure 5.1 demonstrates the unbiasedness
and continuity properties of this estimator.
We note here that thresholding rules due to previously proposed nonconvex penalty
functions can be obtained as special case of our rule. For example, when we consider
halfspace depth as our chosen depth function, and the max definition of inverse depth,
i.e. Dpb, F q  maxxDpx, F q Dpb, F q, the MCP penalty (Zhang, 2010) corre-
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sponds to D1 pθ, F q  |θ|I|θ| λ, while for the SCAD penalty (Fan and Li, 2001):
D1 pθ, F q 
$'''''&'''''%
cλ if |θ|   2λ
c
a2
paλ |θ|q if 2λ ¤ |θ|   aλ
0 if |θ| ¡ aλ
with c  1{p2λ2pa  2qq.
5.4.2 Minimax optimal performance
In the context of estimating the mean parameters µi of independent and identically
distributed observations with normal errors: zi  θi   vi, vi  Np0, 1q, the minimax
risk is 2 log n times the ideal risk Rpidealq  °ni1 minpθ2i , 1q (Donoho and Johnstone,
1994). A major motivation of using lasso-type penalized estimators in linear regression
is that they are able to approximately achieve this risk bound for large sample sizes
(Donoho and Johnstone, 1994; Zou, 2006). We now show that our thresholding rule
in (5.4.2) also, in fact, replicates this performance.
Theorem 5.4.1. Suppose the inverse depth function Dp., F q is twice continuously
differentiable, except at the origin, with first and second derivatives bounded above by
c1 and c2 respectively. Then for λ  p
?
.5 log n 1q{c1, we have
RpθˆpF, λqq ¤ p2 log n 3q
Rpidealq   c1
p0pF qp
?
.5 log n 1q

(5.4.3)
where p0pF q : limθÑ0 D1 pθ, F q.
Following the theorem, we easily see that for large n the minimax risk of θˆpF, λq
approximately achieves the 2 log n multiple bound.
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The adaptive lasso proposed by Zou (2006) guarantees a similar minimax risk
bound in the case of single-response regression. This is somewhat expected, given
the similar weighted norm structure of the LARN penalty and the adaptive lasso
penalty. However, this does not hold all weighted norm penalties: for example the
SCAD and MCP penalties do not ensure near-minimax optimal performance because
of their non-continuity in the second derivative. In this situation, using inverse depth
functions that satisfy all the conditions in the theorem (both halfspace depth and
projection depth do because of the simplification in Subection 5.3.1) allows us to go
through with the result.
5.5 Simulation results
5.5.1 Methods and setup
We use the setup of Rothman et al. (2010) for our simulation study to compare the
performance of LARN with other relevant methods. Specifically, we use performance
metrics calculated after applying the following methods of predictor selection on sim-
ulated data for this purpose:
• LARN : We use halfspace depth as our chosen depth function, take Dpx, F q 
maxxDpx, F qDpx, F q, and consider the set of tuning parameters λ P 10t100,99.5,...,0.5,0u
and use 5-fold cross-validation to get the optimal solution;
• Sparse Group Lasso (SGL: Simon et al. (2013)): We adapt this method for
single-response regression that uses group-level as well as element-level penalties
on the coefficient vector in our scenario by taking vecpYq as the response vector,
X b Iq as the matrix of predictors, and then transforming back the pq-length
coefficient estimate into a p  q matrix. Default options in the R package SGL
are used while fitting the model;
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• Group Lasso with thresholding (GL-t): This has been proposed by Obozinski
et al. (2011), and performs element-wise thresholding on a row-level group lasso
estimator to get final estimate of B. It can also be realized as a special case of
LARN, with weights of all row-norms set as 1.
We generate rows of the model matrix X as n  50 independent draws from
N p0p,ΣXq, where the positive ΣX has an AR(1) covariance structure, with its pi, jqth
element given by 0.7|ij|. Rows of the random error matrix are generated as indepen-
dent draws from N p0q,Σq: with Σ also having an AR(1) structure with correlation
parameter ρ P t0, 0.5, 0.7, 0.9u. Finally, to generate the coefficient matrix B, we ob-
tain the three pq matrices: W, whose elements are independent draws from Np2, 1q;
K, which has elements as independent draws from Bernoullip0.3q; and Q whose rows
are made all 0 or all 1 according to p independent draws of another Bernoulli ran-
dom variable with success probability 0.125. Following this, we multiply individual
elements of these matrices (denoted by pq) to obtain a sparse B:
B  W K Q
Notice that the two levels of sparsity we consider: entire row and within-row, are
imposed by the matrices Q and K, respectively.
For a given value of ρ, we consider three settings of data dimensions for the
simulations: (a) p  20, q  20, (b) p  20, q  60 and (c) p  60, q  60. Finally we
replicate the full simulation 100 times for each set of pp, q, ρq.
5.5.2 Evaluation
To summarize the performance of an estimate matrix Bˆ we use the following three
performance metrics:
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Figure 5.2: Mean squared testing errors for all three methods in different pp, qq settings
• Mean Squared Testing Error (MSTE)- Defined as
MSTEpBˆq  1
pq
Tr

pYtest XtestBˆqpYtest XtestBˆqT

with pYtest,Xtestq generated independently from pYtest,Xtestq using the simula-
tion setup above, but using the same true B;
• True Positive Rate (TP) - Defined as the proportion of non-zero entries in B
detected as non-zero in Bˆ;
• True Negative Rate (TN) - Defined as the proportion of zero entries in B de-
tected as zero in Bˆ.
A desirable estimate shall have low MSTE and high TP and TN proportions.
We summarize TP/TN rates of the three methods in Table 5.1, and MSTE perfor-
mances in Figure 5.2. All across our method outperforms, GL-t, i.e. its unweighted
version. Although its true negative detection is slightly worse than SGL, LARN
makes up for that by a far superior signal detection ability (i.e. TP rate) for case (c),
which has the highest feature and response space dimensions.
Replications were assigned randomly to any of the 8 threads of an Intel Core i7
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ρ GL-t SGL LARN
(a) p  20, q  20
0.9 0.77/0.83 0.92/0.99 0.91/0.92
0.7 0.81/0.83 0.91/0.99 0.89/0.93
0.5 0.78/0.79 0.89/0.99 0.88/0.92
0.0 0.85/0.78 0.90/0.99 0.90/0.91
(b) p  20, q  60
0.9 0.90/0.66 0.95/0.97 0.89/0.92
0.7 0.91/0.70 0.93/0.96 0.90/0.92
0.5 0.80/0.69 0.94/0.98 0.93/0.92
0.0 0.85/0.68 0.93/0.97 0.91/0.92
(c) p  60, q  60
0.9 0.57/0.79 0.68/0.99 0.85/0.93
0.7 0.50/0.79 0.64/0.99 0.83/0.93
0.5 0.54/0.81 0.64/0.99 0.85/0.93
0.0 0.58/0.79 0.63/0.99 0.84/0.93
Table 5.1: Average true positive and true negative (TP/TN) rates for 3 methods, for
n  50 and AR1 covariance structure
Setting GL-t SGL LARN
(a) 332 490 209
(b) 676 52 328
(c) 4994 39760 3883
Table 5.2: Total runtimes in seconds for SGL and LARN algorithms for the three
simulation settings
3770 3.4 GHz processor-run machine with 8 GB of RAM and run in parallel for each
set of values of pp, q, ρq. As seen in table Table 5.2, LARN is the most computationally
efficient of the three methods. This advantage becomes widest for case (c). Although
SGL uses accelerated generalized gradient descent to speed up computation from block
coordinate descent, its advantage is no longer observed in our case since we apply it on
vecpYq and Xb Iq. Also note that GL-t is an unweighted version of LARN. In spite
of that, LARN turns out to be faster than its unweighted counterpart: indicating
faster convergence.
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Figure 5.3: Estimated effects of different pathway genes on the activity of genes
in Mevalonate and Non-mevalonate pathways (left and right of vertical line) in A.
thaliana
5.6 Real data example
We apply the LARN algorithm on a microarray dataset containing expression of
several genes in the flowering plant Arabidopsis thaliana (Wille et al, 2004). In this
dataset, gene expressions are collected from n  118 samples, which are plants grown
under different experimental conditions. We take the expressions of q  40 genes in
two pathways for biosynthesis of isoprenoid compounds, which are key compounds
affecting plant metabolism as our multiple responses. Expressions of 795 other genes
corresponding to 56 other pathways are taken as predictors.
Our objective here is to find out the extent of crosstalk between isoprenoid path-
way genes and those in the other pathways. We apply LARN, as well as the two
methods mentioned before, on the data and evaluate them based on predictive accu-
racy of 100 random splits with 90 training samples. All three methods have similar
mean squared prediction error (MSPE) (LARN and GL-t have MSPE 0.45 and SGL
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Coeff Gene Pathway
0.18 DPPS2 Phytosterol biosynthesis
0.14 DPPS2 Carotenoid biosynthesis
0.14 DPPS2 Flavonoid metabolism
0.11 DPPS2 Calvin cycle
0.11 PPDS2mt Phytosterol biosynthesis
0.10 GGPPS3 Cytokinin biosynthesis
0.10 PPDS1 Phytosterol biosynthesis
0.09 DPPS3 Flavonoid metabolism
0.09 DPPS3 Ubiquinone biosynthesis
0.09 GGPPS9 Ubiquinone biosynthesis
Table 5.3: Top 10 gene-pathway connections in A. thaliana data found by LARN
has 0.44), but LARN produces more sparse solutions on average: the mean propor-
tion of non-zero elements in the coefficient matrix are 0.15, 0.21 and 0.29 for LARN,
GL-t and SGL, respectively. Focusing on the coefficient matrix estimated by LARN,
we summarize the 10 largest coefficients (in absolute values) in Table 5.3. We also
visualize coefficients corresponding to genes in the 6 pathways in the table through a
heatmap in Figure 5.3.
All of the four largest coefficients correspond to interactions of one gene, DPPS2,
with four different pathways. Two of these pathways, Carotenoid and Phytosterol, di-
rectly use products from the isoprenoid pathways, and their connections with DPPS2
had been detected in Wille et al (2004). The large Calvin Cycle-DPPS2 coefficient re-
veals that compounds synthesized in Carotenoid and Phytosterol pathways get used
in Calvin Cycle. In the heatmap, Carotenoid biosynthesis seems to be connected
mostly to the non-mevalonate pathway genes (right of the vertical line), while the
activities of genes in Cytokinin and Ubiquinone synthesis pathways seem to be con-
nected with those in the mevalonate pathway. These are consistent with the findings
of Wille et al (2004), Frebort et al. (2011) and Disch et al. (1998), respectively.
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5.7 Conclusion
In this chapter we propose a class of nonconvex penalty functions, based on the idea
of inverting data depths, for performing support union recovery in multitask linear
regression. Although several nonconvex penalties exist in the literature, the strength
of our penalization scheme lies in the significant scope of inference procedures that
can rise from the choice of the reference distribution F . Here we consider a simpli-
fied reference distribution and provide asymptotic oracle results that ensure recovery
of the non-zero row support in the coefficient matrix. We also show that a simple
post-estimation thresholding recovers non-zero elements within non-zero rows of the
estimated coefficient matrix with good accuracy. Although our method shares the
weakness of all nonconvex penalties: small signals may go undetected or can be esti-
mated in a biased fashion, the flexibility in choosing F provides enough motivation to
fine tune similar penalization schemes. Our immediate plans for future studies include
extending this specific setup to generalized linear models, dimensional asymptotics
assuming the data dimension p to be a function of sample size n, as well as exploring
the use of more efficient algorithms for calculating the sparse solutions, e.g. proximal
gradient descent or Concave-Convex algorithms (Wang et al., 2013).
5.8 Proofs
Proof of theorem 5.3.1. We shall prove a small lemma before going into the actual
proof.
Lemma 5.8.1. For matrices K P Rlk,L P Rlm,M P Rmk,
TrpKTLMq  vecT pKqpIk b Lq vecpMq
Proof of lemma 5.8.1. From the property of Kronecker products, pIk b Lq vecpMq 
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vecpLMq. The lemma follows since TrpKTLMq  vecT pKq vecpLMq.
Now, suppose B  B0 U{
?
n, for some U P Rpq, so that our objective function
takes the form
TnpUq  Tr

Y XB0  1?
n
XU

T 
Y XB0  1?
n
XU

ﬀ
 λn
p¸
j1
p1F prj q
b0j   uj?n

2
ñ TnpUq  Tnp0pqq  Tr

1
n
UTXTXU 2?
n
ETXU

  λn?
n
p¸
j1
p1F prj q
 }?nb0j   uj}2  }?nb0j}2
 TrpV1  V2q   V3 (5.8.1)
Since XTX{n Ñ C by assumption, we have TrpV1q Ñ vecT pUqpIq b Cq vecpUq
using lemma 5.8.1. Using the lemma we also get
TrpV2q  2?
n
vecT pEqpIq bXq vecpUq
Now vecpEq  Nnqp0n,ΣbIqq, so that pIqbXT q vecpEq{
?
n W  Npqp0pq,ΣbCq
using properties of Kronecker products and Slutsky’s theorem.
Let us look at V3 now. Denote by V3j the j-th summand of V3. Now there are two
scenarios. Firstly, when b0j  0q, we have p1F prj q PÑ p1F pr0jq. Since λn{
?
nÑ 0, this
implies V3j
PÑ 0 for any fixed uj. Secondly, when b0j  0q, we have
V3j  λnnps1q{2.p
?
nrj qs.
p1F prj q}uj}2
prj qs
We now have bj  Opp1{
?
nq, and also each term of the gradient vector is Opprj qsq
by assumption. Thus V3j  OP pλnnps1q{2}uj}2q. By assumption, λnnps1q{2 Ñ 8 as
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nÑ 8, so V3j PÑ 8 unless uj  0q, in which case V3j  0.
Accumulating all the terms and putting them into (5.8.1) we see that
TnpUq  Tnp0pqq 
$'&'%vec
T pU1qrpIq bC11q vecpU1q  2W1s if U0  0ppp1qq
8 otherwise
(5.8.2)
where rows of U are partitioned into U1 and U0 according to the zero and non-zero
rows of B0, respectively, and the random variable W is partitioned into W1 and W0
according to zero and non-zero elements of vecpB0q. Applying epiconvergence results
of Geyer (1994) and Knight and Fu (2000) we now have
vecpUˆ1nq  pIq bC111 qW1 (5.8.3)
vecpUˆ0nq  0ppp1qq (5.8.4)
where Uˆn  pUˆT1n, UˆT0nqT : arg minU TnpUq.
The second part of the theorem, i.e. asymptotic normality of
?
npvecpBˆ1nq 
vecpBˆ1nqq  Uˆ1n follows directly from (5.8.3). It is now sufficient to show that
P pbˆp1qj  0q|b0j  0qq Ñ 0 to prove the oracle consistency part. For this notice that
KKT conditions of the optimization problem for the one-step estimate indicate
2xTj pY XBˆp1qq  λnp1F prj q
b
p1q
j
r
p1q
j
ñ 2x
T
j pY XBˆp1qq?
n
 λnp
1
F prj q?
n
.
b
p1q
j
r
p1q
j
(5.8.5)
for any 1 ¤ j ¤ p such that bˆp1qj  0q. Since p1F prj q  Dpprj qsq  OP p}pb0j  
1{?n}sq and λnnps1q{2 Ñ 8, the right hand side goes to 8 in probability if
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b0j  0q. As for the left-hand side, it can be written as
2xTj pY XBˆp1qq?
n
 2x
T
j X.
?
npB0  Bˆp1qq
n
  2x
T
j E?
n
 2x
T
j XUˆn
n
  2x
T
j E?
n
Our previous derivations show that vectorized versions of Uˆn and E have asymptotic
and exact multivariate normal distributions, respectively. Hence
P

bˆ
p1q
j  0q|b0j  0q

¤ P

2xTj pY XBˆp1qq  λnp1F prj q
b
p1q
j
r
p1q
j
ﬀ
Ñ 0
Proof of theorem 5.3.2. See the proof of corollary 2 of Obozinski et al. (2011)in Ap-
pendix A therein. Our proof follows the same steps, only replacing ΣSS with ΣbC11.
Proof of Lemma 5.4.1. We broadly proceed in a similar fashion as the proof of The-
orem 3 in Zou (2006). As a first step, we decompose the mean squared error:
ErθˆpF, λq  θs2  ErθˆpF, λq  zs2   Epz  θq2   2ErθˆpF, λqpz  θqs  2Erzpz  θqs
 ErθˆpF, λq  zs2   E

dθˆpF, λq
dz
ﬀ
 1
by applying Stein’s lemma (Stein, 1981). We now use Theorem 1 of Antoniadis and
Fan (2001) to approximate θˆpF, λq in terms of y only. By part 2 of the theorem,
θˆpF, λq 
$'&'%0 if |z| ¤ λp0pF qz  signpzq.λD1 pθˆpF, λq, F q if |z| ¡ λp0pF q (5.8.6)
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Moreover, applying part 5 of the theorem,
θˆpF, λq  z  signpzq.λD1 pz, F q   opD1 pz, F qq (5.8.7)
for |z| ¡ λp0pF q. Thus we get
rθˆpF, λq  zs2 
$'&'%z
2 if |z| ¤ λp0pF q
λ2D1 pz, F q2   k1p|z|q if |z| ¡ λp0pF q
(5.8.8)
and
dθˆpF, λq
dz

$'&'%0 if |z| ¤ λp0pF q1  λD2 pz, F q   k11p|z|q if |z| ¡ λp0pF q (5.8.9)
where k1p|z|q  op|z|q, and D2 pz, F q  d2Dpz, F q{dz2. Thus
ErθˆpF, λq  θs2  Erz2I|z|¤λp0pF qs   E
 
λ2D1 p|z|, F q2   2λD2 p|z|, F q   2 
k1p|z|q   k11p|z|qq I|z|¡λp0pF q
 1 (5.8.10)
Now
k1p|z|q  λ2

D1 pz, F q2 D1 pθˆpF, λq, F q2

¤ λ2c21, and
|k11p|z|q|  λ
D2 pz, F q  dD1 pθˆpF, λq, F qdz
 ¤ 2λc2
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Substituting these in (5.8.10) above we get
ErθˆpF, λq  θs2 ¤ λ2p0pF q2P r|z| ¤ λp0pF qs   E
 
λ2f 2p|z|q   2λD2 pz, F q

BI|z|¡λp0pF q

 λ2c21   2λc2   1
¤ 2λ2c21   4λc2   1
¤ 4λ2c21   8λc2   1 (5.8.11)
Adding and subtracting z2I|z|¡λp0pF q to the first and second summands of (5.8.10)
above, we also have
ErθˆpF, λq  θs2  Ez2   E  λ2D1 pz, F q2   2λD2 pz, F q   2 y2   λ2c21
 2λc2q I|z|¡λp0pF q
 1
¤ p2λ2c21   4λc2qP r|z| ¡ λp0pF qs   θ2 (5.8.12)
Following Zou (2006), P r|z| ¡ λp0pF qs ¤ 2qpλp0pF qq 2θ2, with qpxq  exprx2{2s{p
?
2pixq.
Thus
ErθˆpF, λq  θs2 ¤ 2p2λ2c21   4λc2qrqpλp0pF qq   θ2s   θ2
¤ p4λ2c21   8λc2   1qrqpλp0pF qq   θ2s (5.8.13)
Combining this with (5.8.11) we get
ErθˆpF, λq  θs2 ¤ r4pλc1   1q2  3srqpλp0pF qq  minpθ2, 1qs (5.8.14)
assuming without loss of generality that c1 ¥ c2. Since Rpidealq  minpθ2, 1q and
qpxq ¤ p?2pixq1   1{x, we have the needed.
Chapter 6
Future Work
6.1 Characterization of depth in general normed
spaces
As mentioned in the beginning of this thesis, a normed space and a probability mea-
sure in it are the only requirements to motivate the definition of a depth-like quantity.
For example consider the Wasserstein metric on a Radon space pM,dq, i.e. a metric
space for which every probability measure defined on its borel subsets is inner regular.
For any two measures µ and ν that values in this space and have finite p-th moment
for some p P N, the p-th Wasserstein distance is defined as:
Wppµ, νq 

inf
GPGpµ,νq
»
MM
dpx, yqpdGpx, yq
1{p
(6.1.1)
where Gpµ, νq is the collection of all ‘couplings’ of the measures µ and ν: a coupling
being a probability measure in M M with µ and ν at its corresponding marginals.
Now just consider µ  δx0 i.e. the degenerate distribution at some x0 P M . In
that case the infimum in (6.1.1) shall be taken over all possible conditional couplings
of ν and x0, i.e. random vectors in M M such that x0 in the first part can come
from any distribution, but is fixed at x0, while the marginal in second part is ν. It is
169
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easy to show that
Wppδx0 , νq 
»
dpx0, xqpdνpxq
1{p
Here we can look at the quantity Wppδx0 , νq as a generalized outlyingness function.
Similar formulations are possible for other distributional distance measures as
well. We plan to investigate this idea in future. Some relevant theoretical machinery
for this is possibly available in Leskela¨ and Vihola (2015) and Dedecker and Michel
(2011).
6.2 Future of e-values
In Chapter 2 we only discuss a very specialized implementation of the e-values, in
statistical model selection. As seen in Section 3.3 of Chapter 3, using other functionals
of the evaluation map distribution can give more refined inference that can be tweaked
to suit the need for the data-analytic task in hand and inference objectives of the
practitioner. We plan to investigate this in future. We know that the concept of using
tail probabilities that yields favorable results in Section 3.3 works in practice, but need
to formalize this concept, as well as study in detail the contrasting tail behaviors of
adequate and inadequate models. Specific implementations of the variable selection
technique are also of interest, for example in robust regression through the usage of
robust bootstrap (Salibian-Barrera and Van Aelst, 2008; Salibian-Barrera and Zamar,
2002), or even as a measure of variable importance in machine learning methods like
random forest or boosting.
6.3 Others
Reiterating from the conclusions of Chapter 4, the scope of application for the inverse
depth-based rank transformation needs to be investigated. A low-hanging fruit in this
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respect can be its application in functional data. The generic regularization structure
presented in Chapter 5, i.e. (5.2.1) therein, is very interesting. The choice of the
reference distribution F represents an initial belief on the correlation structure of
responses, and can easily be interpreted as a prior distribution. A study of the
methods and modelling algorithms that can possibly arise from such a formulation of
bayesian multitask penalized regression is something we want to pursue in future.
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