Remote sensing images are often polluted by stripe noise, which leads to negative impact 1 on visual performance. Thus, it is necessary to remove stripe noise for the subsequent applications, 2 e.g., classification, recognition, etc. This paper commits to remove the stripe noise to enhance the 3 visual quality of images, in the meanwhile preserves image details of stripe-free regions. Instead 4 of solving the underlying image by various algorithms, we first estimate the stripe noise from the 5 degraded images, then computing the final destriping image by the difference of the known stripe 6 image and the estimated stripe noise. In this paper, we propose a non-convex 0 sparse model for 7 remote sensing image destriping by taking full consideration of the intrinsically directional and 8 structural priors of stripe noise, as well as the locally continuous property of underlying image. 9 Moreover, the proposed non-convex model is solved by a proximal alternating direction method of 10 multipliers (PADMM) based algorithm and we also give the corresponding theoretical analysis of the 11 proposed algorithm. Extensive experimental results on simulated and real data demonstrate that 12 the proposed method outperforms recently state-of-the-art destriping methods, both visually and 13 quantitatively. 14 Keywords: Non-convex 0 sparse model; PADMM based algorithm; Mathematical program with 15 equilibrium constraints (MPEC); Stripe noise removal.
The striping effects in remote sensing images mainly make up of additive and multiplicative components [15] . However, the multiplicative stripes can be described as additive case by the logarithm [26] . Thus, many researches more focus on the additive stripes model b(x, y) = u(x, y) + s(x, y)
where b(x, y), u(x, y) and s(x, y) separately denote the components of the observe image, the underlying image and stripes at the location (x, y). For convenience, a matrix-vector form can be written as follows b = u + s,
where b, u and s ∈ R n represent the lexicographical order vectors of b(x, y), u(x, y) and s(x, y), 90 respectively. The purpose of our work is to estimate the stripes s, then the underlying image will be 91 recovered by the formula of u = b − s. 92 2.2. UTV for remote sensing image destriping 93 The total variation (TV) model, which is first proposed by Rudin, Oshaer and Fatemi (ROF) [27] , has shown powerful ability in many image applications, e.g., image unmixing [28] , image deblurring [29] , image inpainting [30] , etc. It has the following form
where λ is a positive regularization parameter, and TV(u) represents the regularization expressed as
In many approaches, s(x, y) is usually regarded as constant in a given line. Although this 94 assumption has shown stability in MOS-B, it fails in MODIS. Not only predominant nonlinear effects, 95 but also the data quality of random stripes have been obtained in many emissive bands. Thus, more 96 realistic assumptions are introduced to design an efficient destriping method.
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Without loss the generality, we can assume that the stripes are along the vertical direction (y-axis). Fully considering the directional property of stripes, the authors in [17] consider the following relation ∂s (x, y) ∂y
where we denote y-axis is along stripes direction, and x-axis is across stripes direction. By the relation in Eq. (5), we have Ω ∂s(x, y) ∂y dxdy Ω ∂s(x, y) ∂x dxdy,
which means TV y (s) TV x (s)
where TV x and TV y are horizontal and vertical variations, respectively. The authors in [17] encourage the robustness of stripes removal by minimizing the unidirectional total variation (UTV) model as follows E(u) = TV y (u − b) + λTV x (u), (8) which can be solved by Euler-Lagrange equation based algorithm.
The stripes of remote sensing images are generally appeared with column-by-column (y-axis) or row-by-row (x-axis), without loss of generality, we view all stripes as column-by-column case to formulate the finally directional model 1 . Considering the smoothness within the stripes, the difference between adjacent pixels is quite small, or even close to zero, thus we generally use sparse prior for this character along the stripe direction (y-axis). The first regularization for the difference within the stripes is given as follows R 1 = ||∇ y s|| 0 ,
where ∇ y is a partial difference operator along stripe direction 2 . Comparing with some popular 113 sparse measures, e.g., 1 -norm and p -norm (0 < p < 1), the 0 -norm that stands for the number of 114 non-zero elements of a vector is the most accurate measure to depict sparse property, thus here we 115 employ 0 -norm to describe the sparsity of ∇ y s. Although this term will lead to the non-convexity 116 of the proposed model, we utilize the designed PADMM based algorithm to guarantee the solution 117 converging to the KKT point. In general, the underlying image u along x-axis is viewed as being continuous. When adding column-by-column stripes s to the underlying image, the local continuity of u is broken, which means that we should force ∇ x u being small to keep the continuity of u. By this assumption and the relation u = b − s, we utilize the following 1 -norm regularization to describe the local continuity of the underlying image
The row-by-row stripes can be easily rotated to column-by-column stripes to fit in the proposed model. where ∇ x represents the difference operator in the across-stripe direction. Note that this term is 120 actually the second term of the UTV model (8). In many destriping approaches, e.g., [24, 25, 31, 32] , the stripes can be naturally viewed as being sparse when the stripes are not heavy. Inspired by their excellent works, here we take the 1 -norm to depict the sparsity of stripes, see as follows
Even though the stripes are heavy, this sparse term (11) is still necessary to retain, since it can 123 effectively avoid the undesired effect and keep the robustness of the proposed method (see more 124 discussion from the results section).
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Combining the above three regularization terms, we finally formulate the 0 sparse model for remote sensing image destriping,
where µ and λ are two positive parameters. , where s is estimated from a real image example (see Fig. 4 ) by the method [24] . It is clear that ∇ y s is more sparse than s.
Equivalent MPEC reformulation:
For the non-convex 0 regularization term, there exist many approaches to approximate it, e.g., 1 -norm [33] , the logarithm function [34] or the penalty decomposition algorithm (PDA) [35] . In this work, we are inspired by a recently elegant work, i.e., MPEC, to transfer the 0 regularization term to an equivalent problem, so that we can design a PADMM based algorithm to efficiently solve the equivalent model, in the meanwhile theoretically guarantee the convergence. Lemma: [MPEC equation [31] ] For any given w ∈ R n , it holds that
and v * = 1 − sign(|w|) is the unique optimal solution of the minimization problem (13). 
where denotes the elementwise product. According to the analysis of [31], if s * is the globally 144 optimal solution of Eq. (12), then (s * , 1 − sign(|∇ y s * |)) is the unique global minimizer of Eq. (14).
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Note that the Eq. (14) is still a non-convex problem, and the non-convexity is only caused by the 146 constraint v |∇ y s| = 0. However, this problem (14) is similar to the main problem in [31] , which 147 is efficiently solved by a PADMM 3 based algorithm that theoretically guarantees the convergence.
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Therefore, we employ the designed PADMM based algorithm to solve the resulted problem (14), as 149 well as give the theoretical analysis of the convergence.
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In the following, we will use the PADMM based algorithm to solve the optimization problem (14). Considering the non-smooth 1 terms in problem (14), we take the following variable substitutions to get the new optimization problem, min 0≤v≤1,s
with the auxiliary variables h, z, w ∈ R n . The augmented Lagrangian function L of Eq. (15) is as follows L(h, z, w, v, s, π 1 , π 2 , π 3 , π 4 , β 1 , β 2 , β 3 , β 4 )
where π 1 , π 2 , π 3 and π 4 are Lagrange multipliers, and β 1 , β 2 , β 3 and β 4 are positive parameters. The 153 minimization problem (16) can be solved by the PADMM based algorithm. Next, we discuss the 154 solution of each subproblem.
1) The h-subproblem can be written to the minimized problem as follows
Now, let h i is the i-th pixel of h and we discuss two situations when the element h i = 0, if h i > 0,
In summary, the h-subproblem has the closed-form solution as follows
where q k = β 1 ∇ y s k + π k 1 .
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2) The z-subproblem is given as follows
which has the closed-form solution by soft-thresholding strategy [39]
where Shrink(a, T) = sign(a) * max(|a − T|, 0).
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3) Similar to z-subproblem, w-subproblem is written as follows
The problem (23) has the following closed-form solution by the soft-shrinkage formulation,
where
The v-subproblem can be written as follows
where c k = 1 − π k 4 |h k+1 |. Combining with the constraint 0 ≤ v ≤ 1, it has the closed-form solution,
Algorithm 1: The algorithm for model (12) Input: The observed image b (with stripes), the parameters λ, µ, β i , i = 1, 2, 3, 4, the constant κ ∈ (0,
, the maximum number of iterations M iter , and the calculation accuracy tol. Output: The stripes s Initialize: 
5) Here, PADMM based algorithm needs to introduce an extra convex proximal term 1 2 ||s − s k || 2 D , which is defined as ||x|| 2 D = x T Dx, and D is a symmetric positive definite matrix. The s-subproblem becomes a strong convex optimization problem as
Then, Eq. (27) will be equivalent to:
160 6) Finally, we update the Lagrangian multipliers by π k+1
Combining steps 1) to 6), we formulate the final algorithm to iteratively solve the proposed 0 161 sparse model (12). In particular, the subproblems all have the closed-form solutions to ensure the 162 accuracy of the algorithm. Finally, the solving process has been summarized in Algorithm 1.
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In Algorithm 1, λ, µ, β 1 , β 2 , β 3 , β 4 are some pre-defined parameters, tol and M iter represent the 164 positive tolerance value and the maximum iterations, respectively. In this work, we set tol = 1/255 165 and M iter = 10 3 . In the following, we discuss the convergence of the Algorithm 1. Core(TM) CPU i5-4590: @3.30GHz.
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To evaluate the effects of different destriping methods, we will compare several qualitative and quantitative assessments. On the qualitative aspect, we show the visual results, the mean cross-track profile and the power spectrum of different methods. We also employ some acknowledged indexes, i.e., peak signal-to-noise ratio (PSNR) [40] , structural similarity index (SSIM) [40] and the relative error (ReErr), to evaluate the performance of different approaches. The ReErr formula is as follows,
where the s added and s restored represent the added stripes and restored stripes by different methods, 177 respectively. Then, we will discuss how to select parameters. We note that we test the comparing 178 methods according to the default or suggested parameters in their papers and codes. In simulated experiments, the stripes with periodic (Per) and nonperiodic (NonPer) noise are 181 mainly determined by "Intensity" and r. Here, the "Intensity" means the added absolution value of 182 the stripe scope, and the r represents the stripes ratio level within the remote sensing images. For 183 convenience to compare, different stripes added to remote sensing images will be denoted as a vector 184 with three elements, e.g., (Per, 10, 0.2) which represents the periodic stripes, the "Intensity" 10 and 185 stripes ratio 0.2.
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We take six experimental images, which the first, well preserve the image details of stripe-free regions. removes stripes completely but also preserves image details well. From Fig. 3 , we display the smaller 2) Averagely quantitative performance on 32 test images. To quantitatively test robustness 218 and effectiveness of the proposed method, Table 2 and Table 3 report the averagely quantitative 219 comparisons on 32 remote sensing images, which are randomly selected from three websites 7 . In the 220 tables, the best PSNR and SSIM results have been identified in bold. Especially, we compare these 221 methods on 32 remote sensing images with fixed parameters for each method.
222 Table 2 shows the PSNR and SSIM results on periodic stripes with different stripe levels. Although 223 variance of PSNR is not the smallest, the SSIM of the proposed method holds the best performance, 224 and SSIM is an important index to indicate stability on structural similarity of one method. Moreover, 225 our method has the best mean value results of PSNR and SSIM which show the significant advantages 226 than the other comparing methods. For the nonperiodic stripes, we show the mean value results in Table 3 . The WFAF method shows 228 the instability, and the PSNR and SSIM of LRSID method are consistent with the results in [25] . From 229 the two tables, our method always shows a good performance significantly.
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In Fig. 6 , we take two examples of Table 2 to Although the PSNR results fluctuate with respect to different images, our method holds the best 235 PSNR results on almost of all images. Moreover, the SSIM results show the best performance with the 236 smallest variance, which is consistent with the results of Table 2 and Table 3 . From Fig. 6 , our method 237 is superior to the other comparing methods. little new noise in their destriping processes. For our method, i.e., Fig. 9 (f) , it not only removes all 270 stripes, but also preserves almost the essential details such as edges. In real experiments, we also show the mean cross-track profile and the power spectrum in Fig.   272 10 and Fig. 11, respectively. Fig. 10 shows the mean cross-track profile results of the first column of 273 Fig. 7 . Note that Fig. 10 (a) is the mean cross-track profile result of the first real remote sensing image, 274 and Fig. 10 (b)-(g) show the profile results of six destriping methods, respectively. In general, the profiles of the destriping method should smoothen huge fluctuates and maintain primary structure 276 information. However, the profiles of WFAF and LRSID have obvious fluctuations where the stripes 277 still exist, and that of SLD is over-smooth missing a lot of underlying image details. In Fig. 10 (d) and
278 Fig. 10 (e) , although stripes are mostly removed, the destriping profiles have some mild burrs and 279 too much smoothness because of the unidirectional property of UTV and the global sparsity of GSLV, 280 respectively. In addition, the profile of the proposed method, i.e., Fig. 10 (g) , can realize the desired 281 result both on removing stripes and keeping underlying image details.
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In Fig. 11 , the power spectrum results of the forth example of Fig. 7 are plotted. Fig. 11 (a)-(h) 283 represent the power spectrum results of the forth real remote sensing image and six destriping methods, 284 respectively. We observe that the real remote sensing image in Fig. 11 (a) has much fluctuates where 285 stand for stripes. According to the power spectrum results of the six methods in Fig. 11 (b )-(f), although 286 the stripes are almost removed well, there are still some slight blurring regions, while the proposed 287 method shows the best performance in Fig. 11 (g) . 2) The influence of different regularization terms in the proposed model. Fully considering 289 the destriping problem (2) and the optimization model (12), we assume that R 2 is a necessary term, 290 since R 2 is the only term to describe the property of the underlying image u. To confirm whether both 291 R 1 and R 2 are necessary priors as well as have significant contribution for destriping performance, 292 in Fig. 12 , we give the mean value of PSNR and SSIM for 32 images as before. Here, R 12 represents 293 R 1 + R 2 , R 23 stands for R 2 + R 3 and R 123 represents R 1 + R 2 + R 3 (i.e., the proposed model). Please 294 find the definitions of R 1 , R 2 , R 3 from Eq. (9), Eq. (10) and Eq. (11), respectively. 295 Fig. 12 (I) and Fig. 12 (II) show the mean value of PSNR and the mean value of SSIM on 32 images 296 same as before for periodic stripes. The periodic stripe levels (a)-(f) are (Per, 10, 0.2), (Per, 10, 0.6), (Per, 297 50, 0.2), (Per, 50, 0.6), (Per, 100, 0.2) and (Per, 100, 0.6), respectively. Moreover, Fig. 12 (III) and Fig. 12 298 (IV) display the mean value of PSNR and the mean value of SSIM on 32 images for nonperiodic stripes.
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The nonperiodic stripe levels (a)-(f) stand for (NonPer, 10, 0.2), (NonPer, 10, 0.6), (NonPer, 50, 0.2),
300
(NonPer, 50, 0.6), (NonPer, 100, 0.2) and (NonPer, 100, 0.6), respectively.
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From the results in Fig. 12 , we can conclude three points. 1) The results both PSNR and SSIM of 302 the proposed model (i.e., R 123 ) perform the best than those of the other two models. 2) For R 12 and R 23 , (I) (II) (III) (IV) Figure 12 . The influence of different terms in the proposed model. R 12 represents R 1 + R 2 , R 23 stands for R 2 + R 3 and R 123 represents R 1 + R 2 + R 3 (i.e., the proposed model). (I) The mean PSNR performance on 32 images for periodic stripes with different stripe levels; (II) The mean SSIM performance on 32 images for periodic stripes with different stripe levels; The stripe levels (a)-(f) stand for (Per, 10, 0.2), (Per, 10, 0.6), (Per, 50, 0.2), (Per, 50, 0.6), (Per, 100, 0.2) and (Per, 100, 0.6), respectively. (III) The mean PSNR performance on 32 images for nonperiodic stripes with different stripe levels; (IV) The mean SSIM performance on 32 images for nonperiodic stripes with different stripe levels. The stripe levels (a)-(f) stand for (NonPer, 10, 0.2), (NonPer, 10, 0.6), (NonPer, 50, 0.2), (NonPer, 50, 0.6), (NonPer, 100, 0.2) and (NonPer, 100, 0.6), respectively.
3) R 3 actually plays a more important role than R 1 with respect to PSNR (see Fig. 12 (I) and Fig. 12 305 (III)). On the contrary, R 1 plays a more important role than R 3 with respect to SSIM (see Fig. 12 (II) and 306 Fig. 12 (IV) ). Fig. 12 Table 2 and Table 3 also exhibited the stability of our method to parameters and 327 different stripes.
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In the future, we will extend the proposed model to the oblique stripes removal by fully 329 considering the latent properties of oblique stripes. Furthermore, the proposed method was only 330 applied to single-band image stripe removal. We may extend our framework to multispectral or 331 hyperspectral image stripe removal by some intrinsic properties, e.g., low-rank and non-local priors. for x k = (x k 1 , · · · , x k n ) T , lim k→∞ x k+1 − x k = 0 represents that lim k→∞ x k+1 i − x k i = 0, i = 1, · · · , n. 
The Lagrange function L is L(h, z, w, v, s, π 1 , π 2 , π 3 , π 4 ) = 1, 1 − v + µ||z|| 1 + λ||w|| 1 + ∇ y s − h, π 1 + s − z, π 2 + ∇ x (b − s) − w, π 3 + v |h|, π 4 ,
where π 1 , π 2 , π 3 and π 4 are Lagrange multipliers. Now, we give the first-order optimal conditions of the proposed problem for L(h * , z * , w * , v * , s * , π * 1 , π * 2 , π * 3 , π * 4 ).
The Robinson's constraint qualification can guarantee the existence of the optimization solution.
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Next, we will confirm the convergence property of the designed PADMM based algorithm with a 351 convergence sequence under the similar assumption condition in [43] . The augmented Lagrangian 352 function L(h, z, w, v, s, π 1 , π 2 , π 3 , π 4 , β 1 , β 2 , β 3 , β 4 ), which is in Eq. (16), is denoted as L β . Note that, 353 the Lagrangian function L is used to get the KKT conditions. Then we prove that the solution of the 354 augmented Lagrangian function L, which is solved by Algorithm 1, can satisfy the KKT conditions. By the first optimality condition of w, we have lim k→∞ − π k+1 3 + λ∂||w k+1 || 1 0.
(A10)
(v) According to the limit of π k 4 , h k and the v k+1 subproblem of L β in Eq. (25), we can get lim k→∞ v k+1 ∈ arg min 0≤v≤1 v, π k+1 4 |h k+1 | − 1 + β 4 2 ||v |h k+1 ||| 2 , By the first optimality condition of v, we have lim k→∞ π k+1
(vi) According to the limit of s k+1 and the update formula of s k+1 subproblem of L β in Eq. (27), we have the first optimality condition of s is
Combining it with (A4), (A5), (A6) and (A7), then we have
Since the formula lim k→∞ s k+1 − s k = 0 and the matrix D is a positive definite, so we have lim k→∞ D(s k+1 − s k ) = 0. Thus, we have lim k→∞ ∇ T x π k+1 1 + π k+1 2 − ∇ T y π k+1 3 = 0.
Combining (A4), (A5), (A6), (A7), (A8), (A9), (A10), (A11) and (A13), we conclude that the 356 {P k , Q k } is the sequence generated by the Algorithm 1, and as k → ∞, there exists a subsequence 357 {P k , Q k }, whose accumulation point satisfies the KKT conditions in Eq. (A3). 
