A mathematical proposition with a trainable pair, operator and quantum circuit, are introduced to approximate functions expressed as cubic Taylor polynomials, numerical simulations illustrate three cases.
Expectation Value as Polynomial
A mathematical proposition proves that the expectation value of an operator G, for a two qubits parameterized quantum circuit, approximates a cubic polynomial with tunable coefficients.
Quantum Circuit
Consider the two qubits parameterized quantum circuit, Fig. 1 , where x is an independent variable and (θ 1 , θ 2 ) are parameters. The expectation valuef (x) = < G > can approximate a function f (x), represented with a cubic polynomial in Taylor series, by tuning parameters (θ, G) (1) to Alberto Delgado: adelgado@ieee.org 
minimize a performance index J (2) over a set of N samples in the domain
Cubic Polynomial
It is shown that the expectation value is equivalent to a cubic polynomial by using Taylor series, the coefficients depend on parameters (1).
Theorem 1 Consider the quantum state |ψ(θ 1 , θ 2 , x) > and operator G,
The expectation value has the structure of a cubic polynomial,
the coefficients a i are function of parameters
Proof:
2 ) and sin(
2 ) with the first terms of their Taylor series.
The amplitudes of the quantum state are quadratic polynomials, calculating the expectation value (7) results in (8).
Simulations
A bioinspired training algorithm known as chemotaxis [5, 6] and implemented in octave [7] was used to minimize the performance index (2) by tuning the set (1). The number of samples is N = 30 in the interval with x 0 = 1.5. Fig. 2 shows a quadratic function f (x) = x 2 (red) and its approximationf (x) (black). The final performance index was J = 0.03, parameters (9) and (10). 
Quadratic function

Gaussian function
The second function is Gaussian f (x) = e −x 2 shown in Fig. 3 (red) and its approximationf (x) (black). After training, the final set of parameters is given in (11) and (12) with a performance index (2) J = 0.005. Notice the small differences 
Sigmoid function
Fig . 4 shows the sigmoid function f (x) = tanh(x) (red) and its approximationf (x) (black). The final performance index was J = 0.006, parameters (13) and (14). 
3 Summary
A mathematical proposition has been proved to show that the expectation value of an operator for a two qubits parameterized quantum circuit can approximate a function expressed as a third degree Taylor polynomial. Simulations for three functions, quadratic, Gaussian, and sigmoid, agree with the theory. The approximation error is related to the complexity of the quantum circuit. Neural networks are trainable universal maps, here an operator with a parameterized quantum circuit are used to approximate a sigmoid function, the building block of neural networks.
