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QUASI-PERIODIC TRAVELLING WAVES FOR A CLASS OF DAMPED BEAMS ON
RECTANGULAR TORI
BOCHAO CHEN, YIXIAN GAO, AND JUAN J. NIETO
ABSTRACT. This article concerns a class of beam equations with damping on rectangular tori. When the gener-
ators satisfy certain relationship, by excluding some value of two model parameters, we prove that such models
admit small amplitude quasi-periodic travelling wave solutions with two frequencies, which are continuations of
two rotating wave solutions with one frequency. This result holds not only for an isotropic torus, but also for
an anisotropic torus. The proof is mainly based on a Lyapunov–Schmidt reduction together with the implicit
function theorem.
1. INTRODUCTION
Consider nonlinear beam equations with damping on rectangular tori
utt + µ∆
2u+ αut + γ∆
2ut +mu = λ(ut)
2p+1, t ∈ R, x ∈ T2L, (1.1)
where ∆2 is the biharmonic operator with ∆ =
∑2
k=1 ∂
2
xk
, and p is a positive integer. The model parameter
µ := EI/ρ > 0 denotes the elasticity coefficient, where ρ is the mass density, I is the second moment of area
of the beam’s cross section, E is Young’s modulus of elasticity and the product EI is the flexural rigidity.
The otherm > 0 describes the linear stiffness of the foundation, and the real numbers α, γ, λ are coefficients
of friction. In our model, λ is taken as a positive number. The restriction on α, γ will be given later.
In recent years many efforts have been made to understand some properties of beam equations on the
standard tori Td = Rd/(2πZ)d, d ≥ 1. In this paper we intend to give some results on rectangular tori.
Denote by T2L a 2-dimensional rectangular torus as follows
T2L := (R/2πL1Z)× (R/2πL2Z)
with generators L1 > 0, and L2 > 0. If L1 is “rationally independent” of L2, then L1 cannot be written as
L1 = aL2, with a rational coefficient a. In this case the corresponding torus is called anisotropic. On the
other hand, when L1,L2 are rational, the rectangular torus T
2
L can be reduced to the standard torus T
2 by a
simple geometric consideration. That is, by setting Lk = ak/bk for some ak, bk ∈ N, k = 1, 2, then we obtain
the scaled standard torus aT2 = R2/(2πaZ)2, where a is taken as the least common multiple of ak, k = 1, 2.
We are interest in the existence of quasi-periodic traveling wave solutions of the form
u(t, x) = ϕ(ω1t+ L
−1
1 x1, ω2t+ L
−1
2 x2), (1.2)
where ω = (ω1, ω2) ∈ R
2 are “rationally independent” and ϕ is a (2π)2-periodic function.
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1.1. Backgrounds and Main Ideas. The classical linear theory of deformation derives the following Euler–
Bernoulli equation
ρ(x)utt + (EI(x)uxx)xx = 0, t ∈ R, x ∈ Ω ⊂ R,
which describes the motion of thin elastic beams for at least two hundred years old, see [27]. From the
physical point of view, in a real process, dissipation plays an important spreading role for the energy gather
arising from the nonlinearity, and the interaction of it with the nonlinearity accompanies the accumulation,
balance and dissipation of the energy in the configurations, and governs the longtime behavior of the dy-
namical system associated with the corresponding nonlinear equation. There are two types of distinguished
mechanisms. One is external such as “interaction with surrounding medium, interface with other physical
systems”( [14]). The other is internal such as “increase of heat energy to the detriment of mechanical energy
by virtue of internal friction, thermoelastic effects”( [14]). We call dissipation mechanisms direct if supple-
mentary dissipation terms are directly inserted into the original conservative equations. On the other hand,
dissipation mechanisms are called indirect for “coupling the mechanical equations governing beam motion
to related dissipation systems with additional dynamics, resulting in an overall system in which mechanical
energy is dissipated”( [23, p.379]). We refer the readers to [23] for such coupled dissipative systems such as
Euler–Bernoulli beams with thermoelastic damping and with shear diffusion damping. Two kinds of linear
dissipation mechanisms contained in our model are direct, see [14]. We call the term ut external or viscous
damping introduced by external, linear dampers. The term ∆2ut is called internal or Kelvin–Voigt damping
which describes a situation where higher frequencies are more strongly damped than low ones. Moreover,
this model involves a nonlinear term depending on velocity. It is worth mentioning that Kosovalic´ [16] have
investigated quasi-periodic travelling waves for equation (1.1) with λ = 1 on a 2-dimensional standard torus
and established the existence of small amplitude quasi-periodic travelling wave solutions with two frequen-
cies, which are continuations of rotating wave solutions. Some recent results on damped beam equations can
be found in [13, 19, 26] and the references there in.
Concerning the rectangular tori or irrational tori, these papers can be mainly divided into two groups. In the
first group, one can consult the articles [4,5,12] for Strichartz estimates and well-posedness of PDEs. In [12],
Deng et al. got the Stricharz estimates over large time scale for Schro¨dinger equations on generic rectangular
tori. The other concerns phenomenon of growth of Sobolev norms of PDEs, for instance [1, 10, 11]. In
addition, concerning the periodic/quasi-periodic problem, Rabinowitz [21, 22] established for the first time
the existence of periodic solutions of forced dissipative wave equations with respect to Dirichlet boundary
conditions
utt − uxx + αut = ǫf(t, x, u, ut, ux), α 6= 0,
utt − uxx + αut = ǫf(t, x, u, ut, ux, utt, utx, uxx), α 6= 0.
Later on, Bourgain [3] provided a detailed proof on the existence of periodic solutions for the following wave
equation
utt − uxx +mu+ u
2
t = 0, m 6= 0.
In [6], Calleja et al. obtained response solutions (i.e., quasi-periodic solutions with the same frequency as the
forcing) of several models of nonlinear wave equations with very strong damping, such as 1
ǫ
ut for ǫ small
enough. Recently, Saha et al. [24] treated the influence of quasi-periodic gravity waves in the shape of crystals
in clouds. Berti–Montalto [2] proved the existence of small amplitude quasi-periodic standing wave solutions
of an ocean with infinite depth under the action of gravity and surface tension. In [9], Chen–Pelinovsky
presented a conjecture on the possible generalization to the case of quasi-periodic solutions to a general
periodic travelling wave of the modified Korteweg-de Vries equation. To the best of our knowledge, there is
few article on the existence of quasi-periodic travelling wave solutions for beam equations with damping on
rectangular tori so far.
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We define the energy functional E associated with equation (1.1) by
E(t) =
∫
T2L
1
2
(∂tu(t, x))
2 +
1
2
µ(∆u(t, x))2 +
1
2
m(u(t, x))2dx.
Using periodic boundary conditions and integration by parts yields that
d
dt
E(t) =
∫
T2L
∂tu(t, x)(−µ∆
2u(t, x)− α∂tu(t, x)− γ∂t∆
2u(t, x) −mu(t, x))
+ λ(∂tu(t, x))
2p+2 + µ∆u(t, x)∂t∆u(t, x) +mu(t, x)∂tu(t, x)dx
=
∫
T2L
−α(∂tu(t, x))
2 − γ∂tu(t, x)∂t∆
2u(t, x) + λ(∂tu(t, x))
2p+2dx
=
∫
T2L
−α(∂tu(t, x))
2 − γ∂tu(t, x)∆
2∂tu(t, x) + λ(∂tu(t, x))
2p+2dx.
Since ∆2 is positive semi-definite and λ is positive, if α ≤ 0, γ ≤ 0, then E is increasing on t. This means
that there may be a nontrivial smooth periodic/quasi-periodic solution to equation (1.1) for either α > 0, or
γ > 0. In our study, we regard the friction coefficients α, γ as the bifurcation parameters and take advantage
of their smallness. When generators L1 and L2 satisfy certain relationship, by excluding some value of two
model parameters, there exists a sequence of Hopf bifurcations of quasi-periodic solutions for the beam model
(1.1). More precisely, for some fixed positive generators L1,L2, when (µ,m) are located in a dense subset
of R+ × R+, we construct quasi-periodic travelling wave solutions with two frequencies, which are contin-
uations of rotating wave solutions. Because of Hopf bifurcations, model (1.1) actually describes the motion
of a 2-dimensional beam subject to self-oscillation, which is also known as “maintained”, “sustained”, “self-
excited”, “self-induced”, “spontaneous”, “autonomous”, and “hunting” or “parasitic” vibration, see [15]. A
self-oscillator can generate and maintain a regular mechanical periodicity or quasi-periodicity without requir-
ing a similar external periodicity or quasi-periodicity to drive it. For example, time delay can cause periodic
and quasi-periodic vibrations of vehicle wheels in the experiments of [25]. In mechanical engineering, vibra-
tions of a mechanical system can be induced by an external source which acts on the system autonomously.
The phenomenon of self-oscillation is prevalent such as the heartbeat, the pupil light reflex, clocks, heat
engines and so on, see [15, 20]. In [7, 8], Campbell et al. showed that a harmonic oscillator subject to
damping and time delay undergoes the bifurcation of not only periodic solutions, but also 2-dimensional tori.
There are a sequence of Hopf bifurcations for wave equations with damping and without external forcing on
1-dimensional or d-dimensional tori, see [17, 18].
Compared with the results on standard tori given by [16], the analysis of damped beam equations on rect-
angular tori presents significant new obstacles. We still apply common branching methods including both a
Lyapunov–Schmidt reduction and the implicit function theorem to study the existence of quasi-periodic solu-
tions. We first linearize model (1.1) around zero for the friction coefficients α, γ vanish. Then we can obtain
an equivalent equation associated with Fourier coefficients. We further consider the equivalent equation by
fixing two frequencies which are rationally independent. Because two extra parameters corresponding to the
rectangular torus are introduced, this increases the difficulty of solving the equivalent equation with fixed
frequencies. For this, we restrict generators L1 and L2 to certain relationship. Moreover, we have to impose
some conditions on model parameters (µ,m). In particular, for L1 = L2 = 1, the set of model parameters
(µ,m) can be written as{
(µ,m) ∈ R+ × R+ : µ2 ∈ Q+,m2 ∈ Q+, m
µ
/∈ N,
(
µ(j∗1 )
4+m
µ(j∗2 )
4+m
) 1
2
∈ R+\Q
}
.
That is, by excluding fewer value of two model parameters than in [16], we can construct small amplitude
quasi-periodic travelling wave solutions with two frequencies for model (1.1) on a standard torus. Our next
purpose is to apply the Lyapunov–Schmidt reduction to obtain a bifurcation equation and a range equation.
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Finally, we can solve the bifurcation equation and the range equation by the implicit function theorem, re-
spectively. In our analysis, we are able to avoid small divisor problems at infinity owing to the biharmonic
operator.
1.2. Main results. In this subsection we will introduce two main theorems. The first theorem corresponds to
the existence of quasi-periodic travelling wave solutions. The other addresses the “directions of bifurcation”.
For fixed positive generators L1,L2, and fixed positive integers j
∗
1 6=
L1
L2
j∗2 , the sets of model parameters
(µ,m) are defined as follows
Sµ,m :=
{
(µ,m) ∈ R+ ×Q+ : µL−41 ∈ Q
+, m
µL−41
/∈ N, m
µL−42
/∈ N,
(
µL−41 (j
∗
1 )
4+m
µL−42 (j
∗
2 )
4+m
) 1
2
∈ R+\Q,
L22
L21
(
µL−41 (j
∗
1 )
4+m
µL−42 (j
∗
2 )
4+m
) 1
2
∈ R+\Q, for L1 ∈ R
+,L2 ∈ R
+, with L41/L
4
2 ∈ Q
+
}
and
S ′µ,m :=
{
(µ,m) ∈ R+ × R+ : µ2 ∈ Q+,m2 ∈ Q+, m
µ
∈ R+\Q, for L1 ∈ R
+,L2 ∈ R
+,
with L41 ∈ Q
+,L42 ∈ Q
+ and L21/L
2
2 ∈ Q
+
}
,
where R+ := {x ∈ R : x > 0},Q+ := {x ∈ Q : x > 0}.
Theorem 1.1. Let λ > 0. Fix positive generators L1,L2, and positive integers j
∗
1 6=
L1
L2
j∗2 . If (µ,m) belong
to the set Sµ,m (resp. S
′
µ,m), then for amplitudes ρ = (ρ1, ρ2) ≃ 0, for (α, γ) = (α(ρ), γ(ρ)) ≈ 0, with
frequencies ω = (ω1, ω2) near ωj∗ = (ωj∗1 , ωj∗2 ), where
ωj∗1 =
(
µL−41 (j
∗
1 )
4+m
(j∗1 )
2
) 1
2
, ωj∗2 =
(
µL−42 (j
∗
2 )
4+m
(j∗2 )
2
) 1
2
,
equation (1.1) admits a family of small amplitude quasi-periodic travelling wave solutions with two frequen-
cies of the form
u(ρ)(t, x) = ϕ(ρ)(ω1t+ L
−1
1 x1, ω2t+ L
−1
2 x2),
where ϕ(ρ) is a real valued function with (2π)2-period of the form
ϕ(ρ)(ω1t+ L
−1
1 x1, ω2t+ L
−1
2 x2) =2ρ1 cos(ω1t+ L
−1
1 x1) + 2ρ2 cos(ω2t+ L
−1
2 x2)
+ w(ρ)(ω1t+ L
−1
1 x1, ω2t+ L
−1
2 x2),
where w(ρ) ∈ C∞(T2;R). The mapping ρ 7−→ ϕ(ρ) ∈ Hs is C∞ for all s > 0.
Moreover, these quasi-periodic travelling wave solutions of equation (1.1) branch off of rotating wave
solutions, in the sense that setting one of the amplitudes to zero, gives a family of rotating wave solution of
equation (1.1). More precisely,
u(0, ρ2)(t, x) = ϕ(0, ρ2)(ω2t+ L
−1
2 x2),
u(ρ1, 0)(t, x) = ϕ(ρ1, 0)(ω1t+ L
−1
1 x1),
which are 2π-periodic, respectively.
Finally, the set Sµ,m (resp. S
′
µ,m) of parameters (µ,m) is dense in the space R
+ × R+.
Remark 1.2. Observe that Sµ,m ∩ S
′
µ,m = ∅. In fact, since j
∗
1 6=
L1
L2
j∗2 , one has
µL−41 (j
∗
1 )
4+m
µL−42 (j
∗
2 )
4+m
∈ Q+ if (µ,m) ∈ Sµ,m,
µL−41 (j
∗
1 )
4+m
µL−42 (j
∗
2 )
4+m
=
µ2L−41 L
−4
2 (j
∗
1 )
4(j∗2 )
4−m2+mµ(L−22 (j
∗
2 )
2+L−21 (j
∗
1 )
2)(L−12 j
∗
2+L
−1
1 j
∗
1 )(L
−1
2 j
∗
2−L
−1
1 j
∗
1 )
µ2L−82 (j
∗
2 )
8−m2
∈ R+\Q
if (µ,m) ∈ S ′µ,m.
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Theorem 1.3. Under the same conditions in Theorem 1.1, if there exist nonconstant quasi-periodic travelling
wave solutions to equation (1.1), then either α > 0, or γ > 0.
Proof. The theorem follows from an energy argument as above. 
The outline of this paper is as follows. In Section 2, we obtain a bifurcation equation together with a range
equation by virtue of the Lyapunov–Schmidt reduction. The projects of Sections 3–4 are to solve the range
equation and the bifurcation equation via the classical implicit function theorem, respectively. Moreover, we
show the C∞ smoothness of the solutions obtained with respect to the amplitude parameters.
2. LYAPUNOV–SCHMIDT REDUCTION
If we set θ = (θ1, θ2) with θk = ωkt + νkxk, νk = L
−1
k , k = 1, 2, then substituting the ansatz (1.2) into
equation (1.1) yields that
(ω · ∇)2ϕ+ µ∆2νϕ+ α(ω · ∇)ϕ+ γ(ω · ∇)∆
2
νϕ+mϕ = λ((ω · ∇)ϕ)
2p+1, (2.1)
where
∆ν =
2∑
k=1
ν2k∂
2
θk
, ν := (ν1, ν2), with νk = L
−1
k , k = 1, 2.
Clearly, the eigenvalues of −∆ν are
λj =
2∑
k=1
ν2kj
2
k , j = (j1, j2) ∈ Z
2.
The main focus of the present subsection is to decompose the equivalent equation (2.1) as a bifurcation
equation and a range equation by the Lyapunov–Schmidt reduction.
For s ≥ 0, denote by Hs the Sobolev space of real-valued functions
Hs := Hs(T2;R) =

ϕ(θ) =
∑
j∈Z2
ϕje
ij·θ : ϕj = ϕ−j , ‖ϕ‖
2
s :=
∑
j∈Z2
(1 + |j|2s)|ϕj |
2 <∞

 ,
where ϕj is the complex conjugate of ϕj and
|j|2 = j · j =
2∑
k=1
j2k , ϕj =
1
4π2
∫
T2
ϕ(θ)e−ij·θdθ.
Clearly, the space (Hs, ‖ · ‖s) is a Banach space as well as a Hilbert space. If s > 1, then the space H
s is a
Banach algebra with respect to multiplication of functions, that is,
‖ϕ1ϕ2‖s ≤ C(s)‖ϕ1‖s‖ϕ2‖s, ∀ϕ1, ϕ2 ∈ H
s.
For s > k + 1 with k ∈ N, one has
Hs ⊂ Ck(T2;R) and ‖ϕ‖Ck ≤ C‖ϕ‖s,
where Ck(T2;R) denotes the set consisted of k times differentiable functions on T2, with values in R.
Define the linear differential operator
Lω,α,γ : H
s+5 −→ Hs,
ϕ 7−→ (ω · ∇)2ϕ+ µ∆2νϕ+ α(ω · ∇)ϕ+ γ(ω · ∇)∆
2
νϕ+mϕ,
and the composition operator
F : (ω,ϕ) 7−→ λ((ω · ∇)ϕ)2p+1.
Then we can rewrite (2.1) as
Lω,α,γϕ = F (ω,ϕ). (2.2)
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In order to solve (2.2), we have to introduce the smoothness of the above composition operator.
Lemma 2.1. Let p be a positive integer. For ω = (ω1, ω2) ∈ R
2, define
F : R2 ×Hs −→ Hs−1, (ω,ϕ) 7−→ λ((ω · ∇)ϕ)2p+1.
For s ≥ 3, the mapping F is C∞ in the Fre´chet sense with respect to (ωk, ϕ) with
∂ωkF (ω,ϕ) = λ(2p+ 1)((ω · ∇)ϕ)
2p∂θkϕ, k = 1, 2,
DF (ω,ϕ)[h] = λ(2p+ 1)((ω · ∇)ϕ)2p(ω · ∇)h.
Proof. The proof of the lemma is as seen in [17]. 
Linearizing equation (2.2) about ϕ = 0 at α = γ = 0 yields that
(ω · ∇)2ϕ+ µ∆2νϕ+mϕ = 0.
In the Fourier basis eij·θ, we have the following
−(ω1j1 + ω2j2)
2 + µ(ν21j
2
1 + ν
2
2j
2
2)
2 +m = 0. (2.3)
Sincem is positive, j = 0 is not a solution of equation (2.3). Moreover, due to the fact
lim
|j|→∞
−(ω1j1 + ω2j2)
2 + µ(ν21j
2
1 + ν
2
2j
2
2)
2 +m =∞,
there exists no infinite j ∈ Z2 satisfying equation (2.3). The means that there is no small divisor problems at
infinity. In other words, there are only finitely many Fourier modes satisfying equation (2.3). In particular,
for fixed j∗k ∈ Z, k = 1, 2, it is easy to see that
(i) (ωj∗1 , ω2, j
∗
1 , 0) with free parameters ω2 and ω
2
j∗1
=
µν41 (j
∗
1 )
4+m
(j∗1 )
2 ,
(ii) (ω1, ωj∗2 , 0, j
∗
2 ) with free parameters ω1 and ω
2
j∗2
=
µν42 (j
∗
2 )
4+m
(j∗2 )
2
are solutions to equation (2.3). From now on, we consider the “critical frequency”
ωj∗ = (ωj∗1 , ωj∗2 ) with ωj∗k =
(
µν4k(j
∗
k)
4+m
(j∗
k
)2
) 1
2
, k = 1, 2.
We are now focused on solving equation (2.3) with ω = ωj∗ , that is,
−(ωj∗1 j1 + ωj∗2 j2)
2 + µ(ν21j
2
1 + ν
2
2j
2
2)
2 +m = 0. (2.4)
In view of the expressions of ωj∗k , k = 1, 2, equation (2.4) is equivalent to
2j1j2
ωj∗1
ωj∗2
−
µν41
(
j41 − (j
∗
1 )
2j21
)
+ µν42
(
j42 − (j
∗
2 )
2j22
)
+ 2µν21ν
2
2j
2
1j
2
2 +m(1−
j21
(j∗1 )
2 −
j22
(j∗2 )
2 )
µν42(j
∗
2)
2 + m
(j∗2 )
2
= 0. (2.5)
For fixed positive numbers ν1, ν2, and fixed positive integers j
∗
1 6=
ν2
ν1
j∗2 , we define the following set of
parameters (µ,m) by
S˜µ,m :=
{
(µ,m) ∈ R+ ×Q+ : µν41 ∈ Q
+, m
µν41
/∈ N, m
µν42
/∈ N,
(
µν41 (j
∗
1 )
4+m
µν42 (j
∗
2 )
4+m
) 1
2
∈ R+\Q,
ν21
ν22
(
µν41 (j
∗
1 )
4+m
µν42 (j
∗
2 )
4+m
) 1
2
∈ R+\Q, for ν1 ∈ R
+, ν2 ∈ R
+, with ν42/ν
4
1 ∈ Q
+
}
.
Remark that S˜µ,m and Sµ,m are two identical sets. Moreover, the relationship ν
4
2/ν
4
1 ∈ Q
+ between ν1 and
ν2 shows that
µν42 = µν
4
1
ν42
ν41
∈ Q+.
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Lemma 2.2. For fixed positive numbers ν1, ν2 satisfying ν
4
2/ν
4
1 ∈ Q
+, and fixed positive integers j∗1 6=
ν2
ν1
j∗2 ,
if (µ,m) belong to S˜µ,m, then there exist only four solutions
j = (±j∗1 , 0), (0,±j
∗
2 )
satisfying equation (2.4).
Proof. We first consider ν22/ν
2
1 ∈ Q
+. It is clear that
µν41
(
j41 − (j
∗
1 )
2j21
)
+ µν42
(
j42 − (j
∗
2 )
2j22
)
+ 2µν41
ν22
ν21
j21j
2
2 +m(1−
j21
(j∗1 )
2 −
j22
(j∗2 )
2 )
µν42(j
∗
2)
2 + m
(j∗2 )
2
∈ Q.
Moreover, since ωj∗1/ωj∗2 is irrational, ωj∗1/ωj∗2 , 1 are rationally independent. As a result,
2j1j2 = 0, (2.6)
µν41
(
j41 − (j
∗
1)
2j21
)
+ µν42
(
j42 − (j
∗
2)
2j22
)
+ 2µν21ν
2
2j
2
1j
2
2 +m(1−
j21
(j∗1 )
2 −
j22
(j∗2 )
2 ) = 0. (2.7)
Obviously, formula (2.6) implies that either j1 = 0, or j2 = 0.
For j1 = 0, equality (2.7) can be reduced to
−µν42(j
∗
2)
2j22
(
(j∗2)
2 − j22
)
+m
(
(j∗2)
2 − j22
)
= 0,
which then gives
(m− µν42(j
∗
2 )
2j22)
(
(j∗2)
2 − j22
)
= 0.
If (j∗2 )
2 − j22 6= 0, thenm− µν
4
2(j
∗
2)
2j22 = 0, which gives
(j∗2)
2j22 =
m
µν42
.
This is impossible because of m
µν42
/∈ N. As a consequence,
(j∗2 )
2 − j22 = 0
Thus j2 = ±j
∗
2 .
If j2 = 0, then we simplify equality (2.7) to
(m− µν41(j
∗
1 )
2j21)
(
(j∗1)
2 − j21
)
= 0.
Since m
µν41
/∈ N, proceeding the similar technique as above yields that j1 = ±j
∗
1 .
On the other hand, if ν22/ν
2
1 ∈ R
+\Q, then we cannot apply directly a similar argument as above due to
the fact
µν41
(
j41 − (j
∗
1)
2j21
)
+ µν42
(
j42 − (j
∗
2)
2j22
)
+ 2µν41
ν22
ν21
j21j
2
2 +m(1−
j21
(j∗1 )
2 −
j22
(j∗2 )
2 )
µν42(j
∗
2 )
2 + m
(j∗2 )
2
∈ R\Q.
Since ν22/ν
2
1 ∈ R
+\Q, we rewrite the equivalent equation (2.5) as
2j1j2
ωj∗1
ωj∗2
−
2j21j
2
2µν
4
1
µν42(j
∗
2)
2 + m
(j∗2 )
2
ν22
ν21
−
µν41
(
j41 − (j
∗
1)
2j21
)
+ µν42
(
j42 − (j
∗
2)
2j22
)
+m(1−
j21
(j∗1 )
2 −
j22
(j∗2 )
2 )
µν42(j
∗
2)
2 + m
(j∗2 )
2
= 0.
(2.8)
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Observe that
2j1j2 ∈ Q,
2j21j
2
2µν
4
1
µν42(j
∗
2 )
2 + m(j∗2 )2
∈ Q,
µν41
(
j41 − (j
∗
1)
2j21
)
+ µν42
(
j42 − (j
∗
2)
2j22
)
+m(1−
j21
(j∗1 )
2 −
j22
(j∗2 )
2 )
µν42(j
∗
2)
2 + m(j∗2 )2
∈ Q.
Now we assert that
ωj∗
1
ωj∗
2
,
ν22
ν21
, 1 are rationally independent.
Suppose that we could seek three rational numbers a, b and c, not all of which are zero, such that
a
ωj∗1
ωj∗2
+ b
ν22
ν21
+ c = 0. (2.9)
By squaring the above equation, we get
a2
ω2j∗1
ω2j∗2
= b2
ν42
ν41
+ 2bc
ν22
ν21
+ c2,
that is,
2bc
ν22
ν21
= a2
µν41(j
∗
1 )
2 + m(j∗1 )2
µν42(j
∗
2 )
2 + m
(j∗2 )
2
− b2
ν42
ν41
− c2.
If bc 6= 0, then
ν22
ν21
=
a2
µν41 (j
∗
1 )
2+ m
(j∗
1
)2
µν42 (j
∗
2 )
2+ m
(j∗
2
)2
− b2
ν42
ν41
− c2
2bc
Since
ν22
ν21
∈ R+\Q,
a2
µν41 (j
∗
1 )
2+ m
(j∗
1
)2
µν42 (j
∗
2 )
2+ m
(j∗
2
)2
−b2
ν42
ν41
−c2
2bc ∈ Q, this leads to a contradiction. Hence either b = 0, or c = 0.
In the first case equation (2.9) becomes
aωj∗1 + cωj∗2 = 0.
Hence it follows from
(
µν41 (j
∗
1 )
4+m
µν42 (j
∗
2 )
4+m
) 1
2
∈ R+\Q that a = c = 0. In the latter, using (2.9) yields that
a
ωj∗1
ωj∗2
+ b
ν22
ν21
= 0.
According to the fact
ν21
ν22
(
µν41 (j
∗
1 )
4+m
µν42 (j
∗
2 )
4+m
) 1
2
∈ R+\Q, one has a = b = 0.
By the above assertion, from (2.8), we obtain
2j1j2 = 0, 2j
2
1j
2
2µν
4
1 = 0, (2.10)
µν41
(
j41 − (j
∗
1)
2j21
)
+ µν42
(
j42 − (j
∗
2)
2j22
)
+m(1−
j21
(j∗1 )
2 −
j22
(j∗2 )
2 ) = 0. (2.11)
Two equalities in (2.10) imply that either j1 = 0, or j2 = 0. In the first case, equality (2.11) can be simplified
to
(m− µν42(j
∗
2 )
2j22)
(
(j∗2)
2 − j22
)
= 0.
In the latter
(m− µν41(j
∗
1 )
2j21)
(
(j∗1)
2 − j21
)
= 0.
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By a similar argument as shown in the case ν22/ν
2
1 ∈ Q
+, we derive that j = (±j∗1 , 0), (0,±j
∗
2 ) are solutions
of equation (2.4).
As a result, we arrive at the conclusion of the lemma. 
Now we make some remarks on the set S˜µ,m of parameters (µ,m).
Remark 2.3. In fact, the relationship ν42/ν
4
1 ∈ Q
+ between ν1 and ν2 means that either ν
4
1 ∈ Q
+, ν42 ∈ Q
+,
or ν41 ∈ R
+\Q, ν42 ∈ R
+\Q. Moreover, since
ν42/ν
4
1 ∈ Q
+, µν41 ∈ Q
+ ⇐⇒ µν41 ∈ Q
+, µν42 ∈ Q
+,
one has
(i) If ν41 ∈ Q
+, ν42 ∈ Q
+, then µ ∈ Q+;
(ii) If ν41 ∈ R
+\Q, ν42 ∈ R
+\Q, then µ ∈ R+\Q.
More precisely, the set S˜µ,m of parameters (µ,m) can be clearly expressed as the following several cases by
the range of ν1, ν2.
On the one hand, for ν41 ∈ Q
+ and ν42 ∈ Q
+, the set S˜µ,m is equivalent to the following four cases.
Case 1: ν41 ∈ Q
+, ν42 ∈ Q
+, with either ν21 ∈ Q
+, ν22 ∈ Q
+, or ν21 ∈ R
+\Q, ν22 ∈ R
+\Q and ν22/ν
2
1 ∈
Q+. For fixed positive integers j∗1 6=
ν2
ν1
j∗2 , we express the set of parameters (µ,m) as follows
S˜µ,m,1 :=
{
(µ,m) ∈ Q+ ×Q+ : m
µν41
/∈ N, m
µν42
/∈ N,
(
µν41 (j
∗
1 )
4+m
µν42 (j
∗
2 )
4+m
) 1
2
∈ R+\Q
}
.
Case 2: ν41 ∈ Q
+, ν42 ∈ Q
+, with ν21 ∈ R
+\Q, ν22 ∈ Q
+. For fixed positive integers j∗1 6=
ν2
ν1
j∗2 , the set of
parameters (µ,m) can be written as follows
S˜µ,m,2 :=
{
(µ,m) ∈ Q+ ×Q+ : m
µν41
/∈ N, m
µν42
/∈ N,
(
µν41 (j
∗
1 )
4+m
µν42 (j
∗
2 )
4+m
) 1
2
∈ R+\Q,
1
ν21
(
µν41 (j
∗
1 )
4+m
µν42 (j
∗
2 )
4+m
) 1
2
∈ R+\Q
}
.
Case 3: ν41 ∈ Q
+, ν42 ∈ Q
+, with ν21 ∈ Q
+, ν22 ∈ R
+\Q. For fixed positive integers j∗1 6=
ν2
ν1
j∗2 , the set of
parameters (µ,m) can be expressed as follows
S˜µ,m,3 :=
{
(µ,m) ∈ Q+ ×Q+ : m
µν41
/∈ N, m
µν42
/∈ N,
(
µν41 (j
∗
1 )
4+m
µν42 (j
∗
2 )
4+m
) 1
2
∈ R+\Q,
1
ν22
(
µν41 (j
∗
1 )
4+m
µν42 (j
∗
2 )
4+m
) 1
2
∈ R+\Q
}
.
Case 4: ν41 ∈ Q
+, ν42 ∈ Q
+, with ν21 ∈ R
+\Q, ν22 ∈ R
+\Q and ν22/ν
2
1 ∈ R
+\Q. For fixed positive
integers j∗1 6=
ν2
ν1
j∗2 , we write the set of parameters (µ,m) as follows
S˜µ,m,4 :=
{
(µ,m) ∈ Q+ ×Q+ : m
µν41
/∈ N, m
µν42
/∈ N,
(
µν41 (j
∗
1 )
4+m
µν42 (j
∗
2 )
4+m
) 1
2
∈ R+\Q,
ν21
ν22
(
µν41 (j
∗
1 )
4+m
µν42 (j
∗
2 )
4+m
) 1
2
∈ R+\Q
}
.
On the other hand, for ν41 ∈ R
+\Q and ν42 ∈ R
+\Q, the set S˜µ,m is equivalent to the following two cases.
Case 5: ν42/ν
4
1 ∈ Q
+, with ν41 ∈ R
+\Q, ν42 ∈ R
+\Q and ν22/ν
2
1 ∈ Q
+. For fixed positive integers
j∗1 6=
ν2
ν1
j∗2 , the set of parameters (µ,m) can be expressed as follows
S˜µ,m,5 :=
{
(µ,m) ∈ (R+\Q)×Q+ : µν41 ∈ Q
+, m
µν41
/∈ N, m
µν42
/∈ N,
(
µν41 (j
∗
1 )
4+m
µν42 (j
∗
2 )
4+m
) 1
2
∈ R+\Q
}
.
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Case 6: ν42/ν
4
1 ∈ Q
+, with ν41 ∈ R
+\Q, ν42 ∈ R
+\Q and ν22/ν
2
1 ∈ R
+\Q. For fixed positive integers
j∗1 6=
ν2
ν1
j∗2 , the set of parameters (µ,m) can be written as follows
S˜µ,m,6 :=
{
(µ,m) ∈ (R+\Q)×Q+ : µν41 ∈ Q
+, m
µν41
/∈ N, m
µν42
/∈ N,
(
µν41 (j
∗
1 )
4+m
µν42 (j
∗
2 )
4+m
) 1
2
∈ R+\Q,
ν21
ν22
(
µν41 (j
∗
1 )
4+m
µν42 (j
∗
2 )
4+m
) 1
2
∈ R+\Q
}
.
The following lemma corresponds to the density of the set S˜µ,m in the space R
+ × R+.
Lemma 2.4. For fixed positive numbers ν1, ν2 satisfying ν
4
2/ν
4
1 ∈ Q
+, and fixed positive integers j∗1 6=
ν2
ν1
j∗2 ,
the set S˜µ,m is dense in the space R
+ × R+.
Proof. Observe that the following set
Q :=
{
q ∈ Q+ : (q)
1
2 ∈ R+\Q
}
is dense in R+ by using the density of the set of rational numbers composed by ratio of distinct primes. Let
(µ0,m0) ∈ R
+ ×R+. For all ǫ > 0, we want to look for (µ˜, m˜) ∈ S˜µ,m ∩ Bǫ(µ0,m0), where
Bǫ(µ0,m0) := {(µ,m) : |µ − µ0| < ǫ, |m−m0| < ǫ}.
For fixed ν1 > 0, ν2 > 0, we first consider ν
2
2/ν
2
1 ∈ Q
+. Clearly, for ν41 ∈ Q
+, there is µ˜ ∈ (µ0 −
ǫ, µ0 + ǫ) ∩ Q
+ such that µ˜ν41 ∈ Q
+. If ν41 ∈ R
+\Q, then we can find µ˜ ∈ (µ0 − ǫ, µ0 + ǫ) ∩ (R
+\Q)
satisfying µ˜ν41 ∈ Q
+. From the fact ν42/ν
4
1 ∈ Q
+, it follows that µ˜ν42 ∈ Q
+. Hence we can look for
m′ ∈ (m0 − ǫ,m0 + ǫ) with
m′
µ˜ν41
/∈ N, m
′
µ˜ν42
/∈ N. As a result, there exists an open interval U contained in
(m0−ǫ,m0+ǫ) satisfying
m
µ˜ν41
/∈ N, m
µ˜ν42
/∈ N,∀m ∈ U . For fixed ν1, ν2, j
∗
1 , j
∗
2 and fixed µ˜ ∈ (µ0−ǫ, µ0+ǫ),
we further introduce a mapping as follows
g : U −→ R+, m 7−→
µ˜ν41 (j
∗
1 )
4+m
µ˜ν42 (j
∗
2 )
4+m
.
Since j∗1 6=
ν2
ν1
j∗2 , the function g is not a constant. In view of the intermediate value theorem together with the
density of Q, there is m˜ ∈ U such that
g(m˜) ∈ Q+, (g(m˜))
1
2 ∈ R+\Q,
which leads to m˜ ∈ Q+. Therefore, (µ˜, m˜) ∈ S˜µ,m ∩ Bǫ(µ0,m0).
On the other hand, let ν22/ν
2
1 ∈ R
+\Q for fixed ν1 > 0, ν2 > 0. Denote
S˜1µ,m :=
{
(µ,m) ∈ R+ ×Q+ : µν41 ∈ Q
+, m
µν41
/∈ N, m
µν42
/∈ N,
(
µν41 (j
∗
1 )
4+m
µν42 (j
∗
2 )
4+m
) 1
2
∈ R+\Q
}
,
S˜2µ,m :=
{
(µ,m) ∈ R+ ×Q+ : µν41 ∈ Q
+, m
µν41
/∈ N, m
µν42
/∈ N,
ν21
ν22
(
µν41 (j
∗
1 )
4+m
µν42 (j
∗
2 )
4+m
) 1
2
∈ R+\Q
}
.
By a similar argument as above, the sets S˜1µ,m, S˜
2
µ,m are dense in the space R
+ × R+. Then S˜1µ,m ∩ S˜
2
µ,m is
dense in the space R+ ×R+, that is, we obtain the density of S˜µ,m in the space R
+ × R+.
Hence we complete the proof of the lemma. 
The rational coefficients µν41 , µν
4
2 ,m play key roles in the proof of Lemma 2.2. Notice that
(i) If either µν41 ∈ R
+\Q, µν42 ∈ Q
+, or µν41 ∈ Q
+, µν42 ∈ R
+\Q, then µν21ν
2
2 ∈ R
+\Q;
(ii) If µν41 ∈ R
+\Q, µν42 ∈ R
+\Q, then either µν21ν
2
2 ∈ Q
+, or µν21ν
2
2 ∈ R
+\Q.
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As a result, at least two of µν41 , µν
4
2 , µν
2
1ν
2
2 are irrational numbers. We just consider
(µ,m) ∈ R+ × R+, with µ2 ∈ Q+,m2 ∈ Q+, m
µ
∈ R+\Q,
ν41 ∈ Q
+, ν42 ∈ Q
+ and ν22/ν
2
1 ∈ Q
+.
For fixed positive numbers ν1, ν2, and fixed positive integers j
∗
1 6=
ν2
ν1
j∗2 , we define the following set of
parameters (µ,m) by
S˜ ′µ,m :=
{
(µ,m) ∈ R+ × R+ : µ2 ∈ Q+,m2 ∈ Q+, m
µ
∈ R+\Q, for ν1 ∈ R
+, ν2 ∈ R
+,
with ν41 ∈ Q
+, ν42 ∈ Q
+ and ν22/ν
2
1 ∈ Q
+
}
.
Remark that S˜ ′µ,m and S
′
µ,m are two identical sets. Obviously,(
µν41 (j
∗
1 )
4+m
µν42 (j
∗
2 )
4+m
) 1
2
∈ R+\Q, ∀(µ,m) ∈ S˜ ′µ,m.
Let us now solve equation (2.4) for (µ,m) ∈ S˜ ′µ,m.
Lemma 2.5. For fixed positive numbers ν1, ν2 satisfying ν
4
1 ∈ Q
+, ν42 ∈ Q
+ and ν22/ν
2
1 ∈ Q
+, and fixed
positive integers j∗1 6=
ν2
ν1
j∗2 , if (µ,m) are in S˜
′
µ,m, then equation (2.4) has only four solutions
j = (±j∗1 , 0), (0,±j
∗
2 ).
Proof. Because of the expressions of ωj∗
k
, k = 1, 2, squaring equation (2.4) yields that
4j21j
2
2ω
2
j∗1
ω2j∗2 =
(
ν41
(
j41 − (j
∗
1)
2j21
)
+ ν42
(
j42 − (j
∗
2)
2j22
)
+ 2ν21ν
2
2j
2
1j
2
2
)2
µ2 +m2(1−
j21
(j∗1 )
2 −
j22
(j∗2 )
2 )
2
+ 2
(
ν41
(
j41 − (j
∗
1 )
2j21
)
+ ν42
(
j42 − (j
∗
2 )
2j22
)
+ 2ν21ν
2
2j
2
1j
2
2
)
(1−
j21
(j∗1 )
2 −
j22
(j∗2 )
2 )mµ,
which leads to
4j21j
2
2ν
4
1ν
4
2(j
∗
1)
2(j∗2 )
2µ2 +
4m2j21j
2
2
(j∗1 )
2(j∗2 )
2 +
4j21 j
2
2(ν
4
1 (j
∗
1 )
4+ν42(j
∗
2 )
4)
(j∗1 )
2(j∗2 )
2 mµ
=
(
ν41
(
j41 − (j
∗
1 )
2j21
)
+ ν42
(
j42 − (j
∗
2 )
2j22
)
+ 2ν21ν
2
2j
2
1j
2
2
)2
µ2 +m2(1−
j21
(j∗1 )
2 −
j22
(j∗2 )
2 )
2
+ 2
(
ν41
(
j41 − (j
∗
1)
2j21
)
+ ν42
(
j42 − (j
∗
2)
2j22
)
+ 2ν21ν
2
2j
2
1j
2
2
)
(1−
j21
(j∗1 )
2 −
j22
(j∗2 )
2 )mµ.
Therefore,
(
4j21j
2
2(ν
4
1 (j
∗
1 )
4+ν42 (j
∗
2 )
4)
(j∗1 )
2(j∗2 )
2 − 2
(
ν41
(
j41 − (j
∗
1 )
2j21
)
+ ν42
(
j42 − (j
∗
2)
2j22
)
+ 2ν21ν
2
2j
2
1j
2
2
)
(1−
j21
(j∗1 )
2 −
j22
(j∗2 )
2 ))µ
2m
µ
+ 4j21j
2
2ν
4
1ν
4
2(j
∗
1)
2(j∗2)
2µ2 +
4m2j21j
2
2
(j∗1 )
2(j∗2 )
2 −
(
ν41
(
j41 − (j
∗
1)
2j21
)
+ ν42
(
j42 − (j
∗
2 )
2j22
)
+ 2ν21ν
2
2j
2
1j
2
2
)2
µ2
−m2(1−
j21
(j∗1 )
2 −
j22
(j∗2 )
2 )
2 = 0.
For ν41 ∈ Q
+, ν42 ∈ Q
+ and ν22/ν
2
1 ∈ Q
+, it follows from µ2 ∈ Q+,m2 ∈ Q+, m
µ
∈ R+\Q that
2
(
ν41
(
j41 − (j
∗
1 )
2j21
)
+ ν42
(
j42 − (j
∗
2)
2j22
)
+ 2ν21ν
2
2j
2
1j
2
2
)
(1−
j21
(j∗1 )
2 −
j22
(j∗2 )
2 )
−
4j21j
2
2(ν
4
1 (j
∗
1 )
4+ν42 (j
∗
2 )
4)
(j∗1 )
2(j∗2 )
2 = 0,
4j21j
2
2ν
4
1ν
4
2(j
∗
1)
2(j∗2 )
2µ2 +
4m2j21j
2
2
(j∗1 )
2(j∗2 )
2 −
(
ν41
(
j41 − (j
∗
1 )
2j21
)
+ ν42
(
j42 − (j
∗
2 )
2j22
)
+ 2ν21ν
2
2j
2
1j
2
2
)2
µ2
−m2(1−
j21
(j∗1 )
2 −
j22
(j∗2 )
2 )
2 = 0,
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that is,
ν41(j
∗
2 )
2j61 + ν
4
2(j
∗
1)
2j62 + (ν
4
1 (j
∗
1)
2 + 2ν21ν
2
2(j
∗
2)
2)j41j
2
2 + (ν
4
2(j
∗
2 )
2 + 2ν21ν
2
2(j
∗
1 )
2)j21j
4
2
− 2ν41 (j
∗
1)
2(j∗2 )
2j41 − 2ν
4
2(j
∗
1 )
2(j∗2 )
2j42 + (ν
2
1(j
∗
1 )
2 − ν22(j
∗
2)
2)2j21j
2
2
+ ν41 (j
∗
1)
4(j∗2)
2j21 + ν
4
2(j
∗
1 )
2(j∗2)
4j22 = 0, (2.12)
µ2ν81(j
∗
1)
2(j∗2)
2j81 + µ
2ν82 (j
∗
1)
2(j∗2)
2j82 + 6µ
2ν41ν
4
2(j
∗
1 )
2(j∗2 )
2j41j
4
2 + 2µ
2ν61ν
2
2(j
∗
1)
2(j∗2)
2j61j
2
2
+ 2µ2ν21ν
6
2(j
∗
1 )
2(j∗2)
2j21j
6
2 − 2µ
2ν81(j
∗
1)
4(j∗2)
2j61 − 2µ
2ν82(j
∗
1 )
2(j∗2 )
4j62
− 2µ2(ν41ν
4
2(j
∗
1)
2(j∗2)
4 + ν61ν
2
2(j
∗
1 )
4(j∗2)
2)j41j
2
2 − 2µ
2(ν41ν
4
2(j
∗
1)
4(j∗2)
2 + ν21ν
6
2(j
∗
1)
2(j∗2)
4)j21j
4
2
+ µ2ν81(j
∗
1)
6(j∗2)
2j41 + µ
2ν82(j
∗
1)
2(j∗2)
6j42 − 2µ
2ν41ν
4
2(j
∗
1 )
4(j∗2 )
4j21j
2
2 − 4m
2j21j
2
2
−m2(j∗2)
2j21 −m
2(j∗1 )
2j22 +m
2(j∗1)
2(j∗2 )
2 = 0, (2.13)
which are two Diophantine equations. Observe that
ν41(j
∗
2 )
2j61 + ν
4
1(j
∗
1)
4(j∗2)
2j21 ≥ 2ν
4
1 (j
∗
1)
2(j∗2 )
2j41 ,
ν42(j
∗
1 )
2j62 + ν
4
2(j
∗
1)
2(j∗2)
4j22 ≥ 2ν
4
2 (j
∗
1)
2(j∗2 )
2j42 .
Combining this with (2.12) yields that
0 ≥ (ν41 (j
∗
1)
2 + 2ν21ν
2
2 (j
∗
2)
2)j41j
2
2 + (ν
4
2 (j
∗
2)
2 + 2ν21ν
2
2(j
∗
1)
2)j21j
4
2 + (ν
2
1(j
∗
1 )
2 − ν22(j
∗
2)
2)2j21j
2
2 ≥ 0
Therefore,
(ν41 (j
∗
1)
2 + 2ν21ν
2
2(j
∗
2)
2)j41j
2
2 + (ν
4
2(j
∗
2)
2 + 2ν21ν
2
2(j
∗
1)
2)j21j
4
2 + (ν
2
1(j
∗
1 )
2 − ν22(j
∗
2)
2)2j21j
2
2
= ((ν41 (j
∗
1 )
2 + 2ν21ν
2
2(j
∗
2 )
2)j21 + (ν
4
2(j
∗
2 )
2 + 2ν21ν
2
2 (j
∗
1)
2)j22 + (ν
2
1 (j
∗
1)
2 − ν22(j
∗
2 )
2)2)j21j
2
2
= 0.
We obtain either j1 = 0, or j2 = 0. For j1 = 0, from (2.12), we have
ν42(j
∗
1 )
2j22(j2 + j
∗
2)
2(j2 − j
∗
2)
2 = 0,
which leads to either j2 = 0, or j2 = ±j
∗
2 . On the other hand, if j2 = 0, we conclude either j1 = 0, or
j1 = ±j
∗
1 . As a consequence, equation (2.12) admits five solutions
(0, 0), (±j∗1 , 0), (0,±j
∗
2 ), .
By substituting these solutions into equation (2.13), equations (2.12)–(2.13) has solutions (±j∗1 , 0), (0,±j
∗
2 ),
meaning that equation (2.4) has only four solutions (±j∗1 , 0), (0,±j
∗
2 ).
The proof of the lemma is now completed. 
We also verify the density of the set S˜ ′µ,m in the space R
+ × R+.
Lemma 2.6. For fixed positive numbers ν1, ν2 satisfying ν
4
1 ∈ Q
+, ν42 ∈ Q
+ and ν22/ν
2
1 ∈ Q
+, and fixed
positive integers j∗1 6=
ν2
ν1
j∗2 , the set S˜
′
µ,m is dense in the space R
+ × R+.
In next analysis, we will consider the critical cases in which (ω,α, γ) := (ωj∗ , 0, 0). We further set
J =
{
j ∈ Z2 : j 6= (±j∗1 , 0), (0,±j
∗
2 )
}
,
J⊥ =
{
j ∈ Z2 : j = (±j∗1 , 0), (0,±j
∗
2 )
}
.
Denote by V,W the kernel space of the operator Lωj∗ ,0,0 and its orthogonal complement inH
0, respectively.
Then the corresponding projection operators are defined as
ΠV : H
s −→ V, ΠW : H
s −→W.
First, the following fact follows from Lemma 2.2.
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Lemma 2.7. The space V is 4-dimensional with
V =
{
v =
∑
j∈J⊥ vje
ij·θ ∈ H0
}
.
Therefore the corresponding space W can be written as
W =
{
w =
∑
j∈J wje
ij·θ ∈ H0
}
.
Obviously, the spaceHs is decomposed as the direct sum of V ∩Hs andW ∩Hs. For every ϕ ∈ Hs, we can
write ϕ = v +w, where v ∈ V ∩Hs and w ∈W ∩Hs. By implementing the Lyapunov–Schmidt reduction
with respect to the above decomposition, equation (2.2) is equivalent to the range equation
Lω,α,γw = ΠWF (ω, v + w) (2.14)
and the bifurcation equation
Lω,α,γv = ΠV F (ω, v + w). (2.15)
In the space V , one has that for φ = (φ1, φ2) ∈ R
2,
v(θ) =2ℜ(vj∗1 ,0) cos(j
∗
1θ1) + 2ℑ(vj∗1 ,0) sin(j
∗
1θ1) + 2ℜ(v0,j∗2 ) cos(j
∗
2θ2) + 2ℑ(v0,j∗2 ) sin(j
∗
2θ2)
=2
√
(ℜ(vj∗1 ,0))
2 + (ℑ(vj∗1 ,0))
2 cos(j∗1θ1 + φ1) + 2
√
(ℜ(v0,j∗2 ))
2 + (ℑ(v0,j∗2 ))
2 cos(j∗2θ2 + φ2).
Since ϕ(θ) satisfies (2.2), so does ϕ˜(θ) := ϕ(θ1+φ1, θ2+φ2). Based on this, we can take φ = (φ1, φ2) = 0.
As a consequence,
v(ρ˜)(θ) = ρ˜1 cos(j
∗
1θ1) + ρ˜2 cos(j
∗
2θ2),
where
ρ˜1 = 2
√
(ℜ(vj∗1 ,0))
2 + (ℑ(vj∗1 ,0))
2, ρ˜2 = 2
√
(ℜ(v0,j∗2 ))
2 + (ℑ(v0,j∗2 ))
2.
This is equivalent to
v(ρ)(θ) = ρ1(e
ij∗1θ1 + e−ij
∗
1θ1) + ρ2(e
ij∗2θ2 + e−ij
∗
2θ2) (2.16)
for some scalar ρ = (ρ1, ρ2), where
ρ1 =
√
(ℜ(vj∗1 ,0))
2 + (ℑ(vj∗1 ,0))
2, ρ2 =
√
(ℜ(v0,j∗2 ))
2 + (ℑ(v0,j∗2 ))
2.
If we plug expression (2.16) back into (2.14)–(2.15), then
Lω,α,γw = ΠWF (ω, v(ρ) + w), (2.17)
Lω,α,γv(ρ) = ΠV F (ω, v(ρ) + w). (2.18)
For (ρ, ω, α, γ) ≈ (0, ωj∗ , 0, 0), our task now is to solve the range equation (2.17) and the bifurcation equation
(2.18), respectively.
3. SOLUTIONS OF THE RANGE EQUATION
The object of this section is to look for solutions to the range equation (2.17) in the space W ∩Hs. The
proof is based on the implicit function theorem.
For fixedK ≥ 1 large enough, we denote
J1 :=
{
j ∈ J : |j|2 ≥ K
}
.
Remark that K is taken in the proof of Lemma 3.1. It is straightforward that J = J1 ⊕ J2 with J2 = J\J1.
Then we further decompose W = Y ⊕ Z , where
Y :=
{
y =
∑
j∈J1
yje
ij·θ ∈ H0
}
, Z :=
{
z =
∑
j∈J2
zje
ij·θ ∈ H0
}
.
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Corresponding to the above decomposition, we split up (2.17) into
Lω,α,γy −ΠY F (ω, v(ρ) + y + z) = 0, (3.1)
Lω,α,γz −ΠZF (ω, v(ρ) + y + z) = 0. (3.2)
It is clear that
(Lω,α,γy)(θ) =
∑
j∈J1
Θ(j, ω, α, γ)yje
ij·θ, ∀y ∈ Y ∩Hs+5,
where
Θ(j, ω, α, γ) :=− (ω1j1 + ω2j2)
2 + µ(ν21j
2
1 + ν
2
2j
2
2)
2 +m+ iα(ω1j1 + ω2j2)
+ iγ(ω1j1 + ω2j2)(ν
2
1j
2
1 + ν
2
2j
2
2)
2. (3.3)
Moreover, denote by B̺(ωj∗) a neighborhood of ωj∗ in R
+ × R+, where
B̺(ωj∗) :=
{
ω = (ω1, ω2) ∈ R
+ × R+ : |ωk − ωj∗k | < ̺, k = 1, 2
}
. (3.4)
We first check the invertibility of the operator Lω,α,γ restricted to Y ∩H
s+5.
Lemma 3.1. Let s > 0. Then for all ω ∈ B̺(ωj∗) and (α, γ) ∈ R
2, the linear operator Lω,α,γ : Y ∩
Hs+5 −→ Y ∩Hs is invertible with
L−1ω,α,γ : Y ∩H
s −→ Y ∩Hs+2.
In addition, for all j ∈ J1, ω ∈ B̺(ωj∗) and (α, γ) ∈ R
2, there exists some constant K ≥ 1 large enough
such that
|Θ(j, ω, α, γ)| ≥ K. (3.5)
Proof. Obviously, Lω,α,γ is a linear operator from Y ∩ H
s+5 to Y ∩Hs. Suppose that the operator Lω,α,γ
could be invertible. Then for y ∈ Y ∩Hs, its inverse operator is
L−1ω,α,γy =
∑
j∈J1
1
Θ(j, ω, α, γ)
yje
ij·θ.
Let us check formula (3.5). For all ω ∈ B̺(ωj∗), a simple computation yields that |ω| ≤ C for some positive
constant C = C(ωj∗, ̺). If we take |j|
2 ≥ K ≥ 2C
2+1
µ(min{ν1,ν2})4
, then for all j ∈ J1, ω ∈ B̺(ωj∗) and
(α, γ) ∈ R2,
|Θ(j, ω, α, γ)| ≥| − (ω1j1 + ω2j2)
2 + µ(ν21j
2
1 + ν
2
2j
2
2)
2 +m|
≥µ(ν21j
2
1 + ν
2
2j
2
2)
2 +m− (ω1j1 + ω2j2)
2
≥µ(min{ν1, ν2})
4(j21 + j
2
2 )
2 −C2(j21 + j
2
2 + 2|j1j2|)
≥(j21 + j
2
2)(µ(min{ν1, ν2})
4(j21 + j
2
2)− 2C
2) ≥ j21 + j
2
2 (3.6)
≥K.
Hence formula (3.5) holds. As a result, Lω,α,γ is invertible.
It remains to prove that for all y ∈ Y ∩Hs,
I :=
∑
j∈J1
1 + (j21 + j
2
2)
s+2
|Θ(j, ω, α, γ)|2
|yj|
2 <∞.
It follows from the definition of J1 and (3.6) that
I ≤
∑
j∈J1
1 + (j21 + j
2
2)
s+2
(j21 + j
2
2)
2
|yj|
2 ≤
∑
j∈J1
(
1
K2
+ (j21 + j
2
2)
s)|yj |
2 ≤ ‖y‖2s <∞.
Thus we arrive at the conclusion of the lemma. 
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Denote by L(Hs1 ;Hs2) the space of continuous linear operators from Hs1 to Hs2 . In particular, we
write L(Hs;Hs) as L(Hs). The following lemma addresses how the operator L−1ω,α,γ varies with respect to
parameters ω,α, γ.
Lemma 3.2. Let s > 0. The mapping B̺(ωj∗) × R
2 ∋ (ω,α, γ) 7−→ L−1ω,α,γ ∈ L(Y ∩ H
s) is continuous
with respect to the uniform operator topology.
Proof. We shall adopt the similar procedure as in the proof of Lemma 3.1. 
Because of Lemma 3.1, equation (3.1) turns into
y − L−1ω,α,γΠY F (ω, v(ρ) + y + z) = 0. (3.7)
Due to Lemma 2.1 and Lemma 3.1, for s ≥ 3, we define a mapping as follows
G1 :R
2 × B̺(ωj∗)× R
2 × (Z ∩Hs)× (Y ∩Hs) −→ Y ∩Hs,
(ρ, ω, α, γ, z, y) 7−→ y − L−1ω,α,γΠY F (ω, v(ρ) + y + z).
Notice that the expression of v(ρ) is given by (2.16).
Proposition 3.3. Let s ≥ 3. Then equation (3.7) admits a solution
y = y(ρ, ω, α, γ, z) ∈ Y ∩Hs
in a neighborhood of σ0 with σ0 = (0, ωj∗ , 0, 0, 0). Moreover, y, ∂ρ1y, ∂ρ2y and Dzy are continuous near σ0
with respect to ρ, ω, α, γ, z . In particular, one has that for (ρ, z) = (0, 0),
y(0, ω, α, γ, 0) = 0, ∂ρky(0, ω, α, γ, 0) = 0, k = 1, 2. (3.8)
Finally, there exists an s-independent neighborhood Br(σ0) of σ0 with r > 0 such that equation (3.7) has a
unique solution in C∞(T2;R) which coincides with the solution in Y ∩Hs.
Proof. It is apparent from the definition of G1 that G1(0, ωj∗ , 0, 0, 0, 0) = 0. By Lemma 2.1 and Lemma
3.2, the mapping G1 varies continuously in ρ, ω, α, γ, z, y. Moreover, ∂ρkG1,DzG1,DyG1 exist and are
continuous with regard to ρ, ω, α, γ, z, y. Observe that for all y ∈ Y ∩Hs,
DyF (ω, v(ρ) + y + z)[y]
Lemma 2.1
= λ(2p+ 1)((ω · ∇)(v(ρ) + y + z))2p(ω · ∇)y.
Evidently, for (ρ, z, y) = (0, 0, 0), one arrives at DyF (ω, 0)[y] = 0. As a result,
DyG1(0, ωj∗ , 0, 0, 0, 0)[y] = y.
Hence, in view of the implicit function theorem, there is a neighborhood of σ0 such that y(ρ, ω, α, γ, z) ∈
Y ∩Hs is a solution of equation (3.7). Moreover, y, ∂ρky and Dzy vary continuously in ρ, ω, α, γ, z. Note
that we can also get the uniqueness property of solutions to equation (3.7) coming from the implicit function
theorem.
In addition, since
G1(0, ω, α, γ, 0, 0) = −L
−1
ω,α,γΠY F (ω, 0) = 0,
from uniqueness, it follows that y(0, ω, α, γ, 0) = 0. By differentiating the implicit equation
G1(ρ, ω, α, γ, z, y(ρ, ω, α, γ, z)) = 0
with respect to ρk, k = 1, 2, the term ∂ρkG1(ρ, ω, α, γ, z, y(ρ, ω, α, γ, z)) is equal to
∂ρky(ρ, ω, α, γ, z) − L
−1
ω,α,γΠY λ(2p + 1)((ω · ∇)(v(ρ) + y(ρ, ω, α, γ, z) + z))
2p
×(ω · ∇)(∂ρkv(ρ) + ∂ρky(ρ, ω, α, γ, z)).
It is straightforward that ∂ρkG1 = 0 for (ρ, z, ∂ρky) = (0, 0, 0). By virtue of uniqueness, we arrive at
∂ρky(0, ω, α, γ, 0) = 0.
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In particular, we fix s˜ ≥ 3, By the above discussion, there exists a solution y˜ : Br(σ0) −→ Y ∩ H
s˜ of
equation (3.7) with
y˜(ρ, ω, α, γ, z) = L−1ω,α,γΠY F (ω, v(ρ) + y˜(ρ, ω, α, γ, z) + z).
It follows from Lemma 2.1 and Lemma 3.1 that
L−1ω,α,γΠY F (ω, v(ρ) + y˜(ρ, ω, α, γ, z) + z) ∈ Y ∩H
s˜+1.
This leads to y˜(ρ, ω, α, γ, z) ∈ Y ∩H s˜+1. Using a direct bootstrap argument yields that
y˜(ρ, ω, α, γ, z) ∈ Y ∩H s˜+k, ∀k ≥ 0.
According to Sobolev embedding, we conclude y˜(ρ, ω, α, γ, z) ∈ C∞(T2;R). As a consequence, we write
y = y˜ by uniqueness.
Hence this ends the proof of the proposition. 
Because of Proposition 3.3, there exists a solution y = y(ρ, ω, α, γ, z) ∈ C∞(T2;R) ∩ (Y ∩ Hs) with
s > 0 for equation (3.1) in an s-independent neighborhood of σ0. Substituting this into equation (3.2) gives
that
Lω,α,γz −ΠZF (ω, v(ρ) + y(ρ, ω, α, γ, z) + z) = 0. (3.9)
Our next purpose is to solve equation (3.9).
Proposition 3.4. Let s > 0. Then equation (3.9) has a solution
z = z(ρ, ω, α, γ) ∈ C∞(T2;R) ∩ (Z ∩Hs)
in an s-independent neighborhood Br1(σ1) of σ1 with σ1 = (0, ωj∗ , 0, 0) and r1 ≤ r. Furthermore, z, ∂ρ1z,
and ∂ρ2z are continuous near σ1 with respect to ρ, ω, α, γ. In particular, it follows that for ρ = 0,
z(0, ω, α, γ) = 0, ∂ρkz(0, ω, α, γ) = 0, k = 1, 2. (3.10)
Proof. Let us define a mapping as follows
G2 : R
2 ×B̺(ωj∗)× R
2 × (Z ∩Hs) −→Z ∩Hs,
(ρ, ω, α, γ, z) 7−→Lω,α,γz −ΠZF (ω, v(ρ) + y(ρ, ω, α, γ, z) + z).
Moreover, observe that the space Z is finite dimensional by the definition of the set J2.
Clearly, one has G2(0, ωj∗ , 0, 0, 0) = 0. By Lemma 2.1, the mapping G2 is continuous with respect
to ρ, ω, α, γ, z, and ∂ρkG2,DzG2 exist varying continuously in ρ, ω, α, γ, z. Since Z is a subspace of the
orthogonal complement of the kernel of the operator Lωj∗ ,0,0, the operator
DzG2(0, ωj∗ , 0, 0, 0) = Lωj∗ ,0,0
is invertible from Z ∩Hs to Z ∩Hs. Consequently, according to the implicit function theorem, there exists
a neighborhood of σ1 such that z = z(ρ, ω, α, γ), with values in Z ∩H
s, solves equation (3.9).
In addition, proceeding as in the proof of Proposition 3.3 yields that these equalities in (3.10) hold and that
z(ρ, ω, α, γ) belongs to C∞(T2;R). We have thus proved the proposition. 
In conclusion, if we denote s > 0, then it follows from Propositions 3.3–3.4 that the range equation
(2.17) has a solution w = w(ρ, ω, α, γ) ∈ C∞(T2;R) ∩ (W ∩ Hs) in an s-independent neighborhood of
(0, ωj∗ , 0, 0). Moreover,
w(ρ, ω, α, γ) = z(ρ, ω, α, γ) + y(ρ, ω, α, γ, z(ρ, ω, α, γ)),
where y ∈ C∞(T2;R) ∩ (Y ∩Hs) and z ∈ C∞(T2;R) ∩ (Z ∩Hs) are solutions of equations (3.1)–(3.2),
respectively.
The following proposition summarizes the existence of quasi-periodic travelling wave solutions to the
range equation (2.17). Moreover, if one of the amplitudes is set to zero, then there exists a family of rotating
wave solutions with one parameter to equation (2.17).
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Proposition 3.5. Let s > 0. Then the range equation (2.17) admits a solution w = w(ρ, ω, α, γ), with values
in C∞(T2;R) ∩ (W ∩Hs), satisfying
(i) w(0, ρ2, ω, α, γ) is θ1-independent, i.e., ∂θ1w(0, ρ2, ω, α, γ)(θ) = 0,
(ii) w(ρ1, 0, ω, α, γ) is θ2-independent, i.e., ∂θ2w(ρ1, 0, ω, α, γ)(θ) = 0.
Proof. We only consider the case (i). The remainder of the arguments can be stated by the analogous proce-
dure as in the proof of the case (i).
For w ∈W ∩Hs, it is straightforward that
w(θ) = w0(θ2) + w˜(θ), θ = (θ1, θ2),
where w˜(θ) =
∑
j∈Z2,j1 6=0
wje
ij·θ. Let Y be the space made of functions depending only on θ2 and Z be
H0-orthogonal complement of Y. Denote by ΠY and ΠZ the projectors onto Y and Z, respectively. With
respect to the following decomposition
W ∩Hs = (Y ∩Hs)⊕ (Z ∩Hs),
by performing the Lyapunov–Schmidt reduction, equation (2.17) is equivalent to
Lω,α,γy = ΠYF (ω, v(ρ) + y+ z), (3.11)
Lω,α,γz = ΠZF (ω, v(ρ) + y+ z), (3.12)
where w = y+ z with y ∈ Y, z ∈ Z. It follows from (2.16) that for ρ1 = 0,
v(0, ρ2)(θ) = 2ρ2 cos(j
∗
2θ2).
If we assume that z|ρ1=0 = 0, then equation (3.12) with ρ1 = 0 turns into
0 =ΠZF (ω, 2ρ2 cos(j
∗
2θ2) + y(θ2)|ρ1=0)
=λΠZ(−2ω2j
∗
2ρ2 sin(j
∗
2θ2) + ω2∂θ2y(θ2)|ρ1=0)
2p+1
=0.
Because of the uniqueness coming from the implicit function theorem seen in the proof of Propositions 3.3–
3.4, we read that z|ρ1=0 = 0 can solve equation (3.12) with ρ1 = 0. Hence equation (3.11) with ρ1 = 0 is
equal to
Lω,α,γy(θ2)|ρ1=0 = ΠYF (ω, 2ρ2 cos(j
∗
2θ2) + y(θ2)|ρ1=0). (3.13)
Observe that the subspace Y ∩ Hs of W ∩ Hs is invariant for Lω,α,γ , and F (ω, ·). We shall adopt the
similar procedure as in the proof of Propositions 3.3–3.4 with ρ1 = 0 to solve equation (3.13). By virtue of
uniqueness, we obtain w(0, ρ2, ω, α, γ) = y(0, ρ2, ω, α, γ), with ΠZw(0, ρ2, ω, α, γ) = 0.
Thus we complete the proof of the lemma. 
In addition, we wish to get the smoothness of solutions of the range equation (2.17) with respect to
ρ, ω, α, γ. Let us define
Γ(j, ω, α, γ) :=
1
Θ(j, ω, α, γ)
=: Υ(Θ(j, ω, α, γ)),
where Θ is given by (3.3).
The following lemma addresses the smoothness of L−1ω,α,γ with respect to ω,α, γ.
Lemma 3.6. Let B̺(ωj∗) be as seen in (3.4). For y ∈ C
∞(T2;R) ∩ (Y ∩ Hs) with s > 0, the mapping
B̺(ωj∗)× R
2 ∋ (ω,α, γ) 7−→ L−1ω,α,γy ∈ Y ∩H
s is C∞ with
DδL−1ω,α,γy(θ) =
∑
j∈J1
DδΓ(j, ω, α, γ)yje
ij·θ, (3.14)
where Dδ = ∂δ1ω1∂
δ2
ω2
∂δ3α ∂
δ4
γ with δi ∈ N, i = 1, · · · , 4.
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Proof. By an inductive argument, one has
DδΓ =
∑|δ|
k=1Υ
(k)(Θ)Pk[D
χ1Θ, · · · ,Dχn(δ)Θ], |δ| =
∑4
i=1 δi. (3.15)
Observe that Pk is a polynomial in n(δ) variables of order at most |δ|, that is
Pk[D
χ1Θ, · · · ,Dχn(δ)Θ] =
∑
|ζ|≤|δ|C
k
ζ (D
χ1Θ)ζ1(Dχ2Θ)ζ2 · · · (Dχn(δ)Θ)ζn(δ) ,
where n(δ) is the number of partial derivatives of Θ with respect to ω,α, γ of order at most |δ|, χi, i =
1, · · · , n(δ) are multi-indices of order at most |δ|, and ζ = (ζ1, · · · , ζn(δ)) is an n(δ)-tuple of nonnegative
integers.
Let Ω be any bounded open set in R2. If we could show that there exists some positive constant C =
C(̺,Ω, δ, ν1, ν2) such that for all j ∈ J1 and (ω,α, γ) ∈ B̺(ωj∗)× Ω,
|DδΓ(j, ω, α, γ)| ≤ C|j|6|δ|, ∀|δ| ≥ 1, (3.16)
then (3.14) will be proved by induction. We further derive the continuity of the corresponding partial deriva-
tives.
Suppose that (3.14) holds for p ≥ 1 (note that the case p = 1 may be handled in the same way). Denote
by τ = (τ1, · · · , τ4) a multi-index with |τ | = p + 1. Without loss of generality, we let τ3 ≥ 1. Moreover,
denoting ς = (τ1, τ2, τ3 − 1, τ4), it is straightforward that |ς| = p. For y ∈ C
∞(T2;R) ∩ (Y ∩ Hs), one
carries out
1
υ2
‖DςL−1ω,α+υ,γy −D
ςL−1ω,α,γy − υ∂αD
ςL−1ω,α,γy‖
2
s =
1
υ2
∑
j∈J1
(1 + |j|2s)|yj|
2|R(j, ω, α, γ, υ)|2 ,
where
R(j, ω, α, γ, υ) = DςΓ(j, ω, α + υ, γ) −DςΓ(j, ω, α, γ) − υ∂αD
ςΓ(j, ω, α, γ).
Moreover,
|R(j, ω, α, γ, υ)| =|
∫ 1
0 ∂αD
ςΓ(j, ω, α + vυ, γ)− ∂αD
ςΓ(j, ω, α, γ)dv||υ|
≤ max
v∈[0,1]
|∂αD
ςΓ(j, ω, α + vυ, γ)− ∂αD
ςΓ(j, ω, α, γ)||υ|
=|∂αD
ςΓ(j, ω, α˜, γ)− ∂αD
ςΓ(j, ω, α, γ)||υ|
with α˜ ∈ [α,α + υ]. If υ is taken small enough, then (α˜, γ) ∈ Ω. Hence it can be seen from (3.16) that
|∂αD
ςΓ(j, ω, α˜, γ)− ∂αD
ςΓ(j, ω, α, γ)| ≤ 2C|j|6(p+1).
Because of the fact C∞(T2;R) = ∩s≥0H
s, we conclude that for υ small enough,
1
υ2
‖DςL−1ω,α+υ,γy −D
ςL−1ω,α,γy − υ∂ωD
ςL−1ω,α,γy‖
2
s ≤ 4C
2
∑
j∈J1
(1 + |j|2s)|yj |
2|j|12(p+1) <∞.
This gives that
DτL−1ω,α,γy = ∂αD
ςL−1ω,α,γy.
By using the similar procedure as above, we can obtain the continuity of the partial derivatives with respect
to ω,α, γ.
Finally, let us prove formula (3.16). The definition of Θ shows that DτΘ(j, ω, α, γ) = 0 for all |τ | ≥ 3. It
is obvious that
|DτΘ(j, ω, α, γ)| ≤ C1(1 + (max{ν1, ν2})
4)|j|6, ∀|τ | ≤ 2, j ∈ J1.
As a result,
|Pk[D
χ1Θ, · · · ,Dχn(δ)Θ]| ≤
∑
|ζ|≤|δ| |C
k
ζ ||(D
χ1Θ)ζ1 ||(Dχ2Θ)ζ2 | · · · |(Dχn(δ)Θ)ζn(δ) |
≤
∑
|ζ|≤|δ| |C
k
ζ |C
|ζ|
1 (1 + (max{ν1, ν2})
4)|ζ||j|6|ζ|
≤C ′k(1 + (max{ν1, ν2})
4)|δ||j|6|δ|.
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According to the fact Υ(Θ) = 1Θ , it follows that |Υ
(k)(Θ)| ≤
C′′k
|Θ|k+1
. Therefore using (3.5) and (3.15) yields
that
|DδΓ(j, ω, α, γ)|≤
∑|δ|
k=1
C′k(1+(max{ν1,ν2})
4)|δ|C′′k
Kk+1
|j|6|δ| ≤ C|j|6|δ|.
Thus we get the conclusion of the lemma. 
Proposition 3.7. Let s > 0. For w ∈ C∞(T2;R) ∩ (W ∩ Hs), then there is an s-independent neighbor-
hood Br1(σ1) of σ1 with σ1 = (0, ωj∗ , 0, 0) such that the mapping R
2 × B̺(ωj∗) × R
2 ∋ (ρ, ω, α, γ) 7−→
w(ρ, ω, α, γ) ∈W ∩Hs is C∞.
Proof. By Propositions 3.3–3.4, we obtain w = y+z, where y and z are solutions of (3.1)–(3.2), respectively.
Then it follows from Lemma 2.1, Lemma 3.6, and the definition ofG1 that for all y ∈ C
∞(T2;R)∩(Y ∩Hs)
and z ∈ C∞(T2;R) ∩ (Z ∩Hs), the mapping
(ρ, ω, α, γ, z, y) 7−→ G1(ρ, ω, α, γ, z, y)
is C∞ with respect to ρ, ω, α, γ, z. As a consequence, the implicit function theorem implies the C∞ smooth-
ness of the mapping (ρ, ω, α, γ, z) 7−→ y(ρ, ω, α, γ, z). Moreover, since the space Z is finite dimensional,
we can show that for all z ∈ C∞(T2) ∩ (Z ∩Hs), the mapping
(ρ, ω, α, γ, z) 7−→ G2(ρ, ω, α, γ, z)
varies in a C∞ way with respect to ρ, ω, α, γ. Hence it follows from the implicit function theorem that the
mapping (ρ, ω, α, γ) 7−→ z(ρ, ω, α, γ) is C∞. This ends the proof of the proposition. 
4. SOLUTIONS OF THE BIFURCATION EQUATION
The present section is devoted to solving the bifurcation equation (2.18). In Section 3, we have sought the
traveling wave solutions w = w(ρ, ω, α, γ) to the range equation (2.17). Now we have to plug both solutions
w = w(ρ, ω, α, γ) and formula (2.16) back into equation (2.18). Then equation (2.18) is equivalent to the
following system

ρ1Lω,α,γe
ij∗1θ1 =
1
4π2
∫
T2
F (ω, v(ρ) + w(ρ, ω, α, γ))e−ij
∗
1 θ1dθeij
∗
1θ1 ,
ρ1Lω,α,γe
−ij∗1θ1 =
1
4π2
∫
T2
F (ω, v(ρ) + w(ρ, ω, α, γ))eij
∗
1 θ1dθe−ij
∗
1θ1 ,
ρ2Lω,α,γe
ij∗2θ2 =
1
4π2
∫
T2
F (ω, v(ρ) + w(ρ, ω, α, γ))e−ij
∗
2 θ2dθeij
∗
2θ2 ,
ρ2Lω,α,γe
−ij∗2θ2 =
1
4π2
∫
T2
F (ω, v(ρ) + w(ρ, ω, α, γ))eij
∗
2 θ2dθe−ij
∗
2θ2 .
(4.1)
Moreover, we define
G+k (ρ, ω, α, γ) :=
1
4π2
∫
T2
F (ω, v(ρ) + w(ρ, ω, α, γ)) cos(j∗kθk)dθ, k = 1, 2,
G−k (ρ, ω, α, γ) :=
1
4π2
∫
T2
F (ω, v(ρ) + w(ρ, ω, α, γ)) sin(j∗kθk)dθ, k = 1, 2,
and
G˜±1 (ρ, ω, α, γ) :=
{
G±1 (ρ1, ρ2, ω, α, γ)/ρ1, ρ1 6= 0,
∂ρ1G
±
1 (0, ρ2, ω, α, γ), ρ1 = 0,
G˜±2 (ρ, ω, α, γ) :=
{
G±2 (ρ1, ρ2, ω, α, γ)/ρ2, ρ2 6= 0,
∂ρ2G
±
2 (ρ1, 0, ω, α, γ), ρ2 = 0.
Now let us check the smoothness of the above functions G±k , G˜
±
k , k = 1, 2.
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Lemma 4.1. The functions G±k , k = 1, 2 are C
∞ with respect to ρ, ω, α, γ in an s-independent neighborhood
of (0, ωj∗ , 0, 0) satisfying
G±1 (0, ρ2, ω, α, γ) = 0, G
±
2 (ρ1, 0, ω, α, γ) = 0.
In addition, the functions G˜±k , k = 1, 2 are also C
∞ with respect to ρ, ω, α, γ with, k = 1, 2, i = 1, 2,
G˜±k (0, ω, α, γ) = 0, ∂αG˜
±
k (0, ω, α, γ) = 0, ∂γG˜
±
k (0, ω, α, γ) = 0, ∂ωiG˜
±
k (0, ω, α, γ) = 0.
Proof. Combining Lemma 2.1 with Proposition 3.7 yields that G±k , k = 1, 2 are C
∞ in ρ, ω, α, γ. Moreover,
it follows from Proposition 3.5 that
G+1 (0, ρ2, ω, α, γ) =
1
4π2
∫
T2
F (ω, 2ρ2 cos(j
∗
2θ2) + w(0, ρ2, ω, α, γ)(θ2)) cos(j
∗
1θ1)dθ = 0.
Similarly,
G−1 (0, ρ2, ω, α, γ) = 0, G
±
2 (ρ1, 0, ω, α, γ) = 0.
It remains to investigate the smoothness of G˜±k , k = 1, 2. For the sake of brevity, we just verify the C
∞
smoothness of G˜+1 with respect to ρ, ω, α, γ, and that G˜
+
1 together with partial derivatives of G˜
+
1 with respect
to α, γ, ωi, i = 1, 2 vanishes at ρ = 0. These properties on G˜
−
1 , G˜
±
2 can be proved in a similar way. By the
Taylor expansion of G+1 at ρ1 = 0, we obtain
G+1 (ρ1, ρ2, ω, α, γ) =G
+
1 (0, ρ2, ω, α, γ) + ∂ρ1G
+
1 (0, ρ2, ω, α, γ)ρ1 +O(ρ
2
1)
=∂ρ1G
+
1 (0, ρ2, ω, α, γ)ρ1 +O(ρ
2
1).
This leads to
G˜+1 (ρ1, ρ2, ω, α, γ) = ∂ρ1G
+
1 (0, ρ2, ω, α, γ) +O(ρ1).
Then G˜+1 is C
∞ with respect to ρ, ω, α, γ. Furthermore, using formulae (3.8) and (3.10) yields that
w(0, ω, α, γ) = 0, ∂ρ1w(0, ω, α, γ) = 0.
Combining these with (2.16), Lemma 2.1 yields that ∂ρ1G
+
1 (0, ω, α, γ) is equal to
1
4π2
∫
T2
DF (ω, v(0) + w(0, ω, α, γ))∂ρ1 (v(ρ) +w(ρ, ω, α, γ))|ρ=0 cos(j
∗
1θ1)dθ
=
λ(2p + 1)
4π2
∫
T2
((ω · ∇)(v(0) + w(0, ω, α, γ)))2p∂ρ1(v(ρ) + w(ρ, ω, α, γ))|ρ=0 cos(j
∗
1θ1)dθ
= 0.
Hence G˜+1 (0, ω, α, γ) = 0. Moreover,
∂ωi G˜
+
1 (0, ω, α, γ) = ∂αG˜
+
1 (0, ω, α, γ) = ∂γG˜
+
1 (0, ω, α, γ) = 0.
Thus we get the conclusion of the lemma. 
In view of Lemma 4.1, splitting up into real and imaginary parts yields that the above system (4.1) can be
simplified to 

− ω21(j
∗
1)
2 + µν41(j
∗
1)
4 +m = G˜+1 (ρ, ω, α, γ),
− αω1j
∗
1 − γω1ν
4
1(j
∗
1 )
5 = G˜−1 (ρ, ω, α, γ),
− ω22(j
∗
2)
2 + µν42(j
∗
2)
4 +m = G˜+2 (ρ, ω, α, γ),
− αω2j
∗
2 − γω2ν
4
2(j
∗
2 )
5 = G˜−2 (ρ, ω, α, γ).
(4.2)
QUASI-PERIODIC TRAVELLING WAVES FOR DAMPED BEAMS 21
Remark that system (4.2) is made of four equations in the six unknowns (ρ1, ρ2, ω1, ω2, α, γ). By virtue of
linearizing system (4.2) with respect to ω1, ω2, α, γ at (0, ωj∗ , 0, 0), we obtain the following matrix
A =


−2ωj∗1 (j
∗
1 )
2 0 0 0
0 0 −ωj∗1 j
∗
1 −ωj∗1ν
4
1(j
∗
1)
5
0 −2ωj∗2 (j
∗
2)
2 0 0
0 0 −ωj∗2 j
∗
2 −ωj∗2ν
4
2(j
∗
2)
5

 .
Some simple manipulation yields that
detA = −4ω2j∗1 (j
∗
1 )
3ω2j∗2 (j
∗
2 )
3(ν22(j
∗
2 )
2 + ν21 (j
∗
1)
2)(ν2j
∗
2 + ν1j
∗
1 )(ν2j
∗
2 − ν1j
∗
1).
According to the fact j∗1 6=
ν2
ν1
j∗2 , one has detA 6= 0. By means of Lemma 4.1, it follows from the implicit
function theorem that the mappings
ρ 7−→ ωi(ρ), i = 1, 2, ρ 7−→ α(ρ), ρ 7−→ γ(ρ)
are C∞, respectively.
As a consequence, we complete the proof of Theorem 1.1.
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