The objective of this paper is to present an algorithm, for exact simulation of a class of Ito's diffusions. We demonstrate that when the algorithm is applicable, it is also straightforward to simulate diffusions conditioned to hit specific values at predetermined time instances. We also describe a method that exploits the properties of the algorithm to carry out inference on discretely observed diffusions without resorting to any kind of approximation apart from the Monte Carlo error.
Introduction
Applications of diffusion models are ubiquitous throughout science; a representative list might include finance, biology, physics and engineering. In many cases the evolution of some phenomenon is described by a scalar stochastic process X = {X t ; 0 ≤ t ≤ T } determined as the solution of a stochastic differential equation (SDE) of the type:
driven by the Brownian motion {B t ; 0 ≤ t ≤ T }. The drift b and the coefficient function σ are presumed to satisfy the regularity conditions (locally Lipschitz, with a growth bound) that guarantee the existence of a weakly unique, global solution of (1), see ch.4 of [10] . In fact, we will restrict our attention to SDEs of the type:
for some drift function α, since (1) can be transformed into an SDE of unit coefficient under mild additional conditions on σ, by applying the transformation X t → η(X t ), where
with z some element of the state space of X. Simulation and inference for SDEs of the form (1) generally require some kind of discrete approximation (see for example [15, 10] ). To do this, an Euler approximation of the SDE might be used:
X t+∆ = X t + α(X t )∆ + N (0, ∆) .
Such methods are correct only in an infill asymptotic sense (i.e. as the time discretisation gets finer). When applicable, our Exact Algorithm returns skeletons of exact paths of X. The Exact Algorithm carries out rejection sampling using Brownian paths as proposals, and returns skeletons of the target SDE (2) obtained at some random time instances. The skeletons can be later filled in independently of X by interpolation of Brownian bridges. An initial version of the Exact Algorithm was given in [3] . Its most demanding restriction was that the functional α 2 + α ′ of the drift be bounded. In this paper we describe an easier and more flexible method to apply the rejection sampling algorithm proposed in [3] , but most importantly we substantially relax the boundedness condition on the drift. Assuming that α 2 + α ′ is bounded from below, we now require that lim sup u→∞ (α 2 + α ′ )(u) and lim sup u→−∞ (α 2 + α ′ )(u) are not both +∞. Thus, the method introduced in this paper can now be applied to a substantially wider class of diffusion processes.
A major appeal of the Exact Algorithm is that it can be adapted to provide solutions to a variety of challenging problems related to diffusion processes, and in this paper we explore some of these possibilities. Maximum likelihood inference for discretely observed diffusions is known to be particularly difficult, even when the drift and diffusion coefficients are restricted to small-dimensional parametric classes. This problem has received considerable attention in the last two decades from the statistical, applied probability and econometric community, see for example [17] for a recent review and references. All current methods are subject to approximation error, and are often either difficult to implement or subject to substantial Monte Carlo error. We show how our simulation algorithm can be easily used to provide efficient Monte Carlo MLEs (maximum likelihood estimators).
The Exact Algorithm can also be used to simulate diffusion processes conditioned to hit specific values at predetermined time instances (diffusion bridges). Contrary to all other current simulation methods, with our approach the conditional simulation is in fact easier than the unconditional simulation.
The structure of the paper is as follows. In Section 2 we present the Exact Algorithm. In Section 3 we describe analytically the extension noted above; it requires the stochastic calculus theory that makes possible a simulation-oriented decomposition of a Brownian path at its minimum. Section 4 presents some results related with the efficiency of the algorithm. In Section 5 we apply our algorithm to simulate exactly from the otherwise intractable logistic growth model. In Section 6 we demonstrate the use of the method for the simulation of conditional diffusions and parametric inference. We finish in Section 7 with some general remarks about the Exact Algorithm and possible extensions in future research.
Retrospective Rejection Sampling for Diffusions
Before we introduce the basic form of the Exact Algorithm we require the following preliminary notation. Let C ≡ C([0, T ], R) be the set of continuous mappings from [0, T ] to R and ω be a typical element of C. Consider the co-ordinate mappings B t : C → R, t ∈ [0, T ], such that for any t, B t (ω) = ω(t) and the cylinder σ-algebra C = σ({B t ; 0 ≤ t ≤ T }). We denote by W x = {W x t ; 0 ≤ t ≤ T } the Brownian motion started at x ∈ R. Let Q be the probability measure induced by the solution X of (2) on (C, C), i.e. the measure w.r.t. which the co-ordinate process B = {B t ; 0 ≤ t ≤ T } is distributed according to X, and W the corresponding probability measure for W x . The objective is to construct a rejection sampling algorithm to draw from Q. The Girsanov transformation of measures (see for instance [11] , ch.8) implies that:
Under the condition that α is everywhere differentiable we can eliminate the Ito's integral after applying Ito's lemma to
To remove the possible inconvenience of A being unbounded and in any case to simplify the Radon-Nikodym derivative of the two probability measures, we will use candidate paths from a process identical to W x except for the distribution of its ending point. We call such a process a biased Brownian motion. We thus consider the biased Brownian motion defined as
It is now necessary that this function is integrable. Let Z be the probability measure induced on (C, C) by this process. Note that it is straightforward to simulate a skeleton of ω ∼ Z just by simulating first its ending point ω(T ) ∼ h. The measures Z and W are equivalent and their Radon-Nikodym derivative can be easily derived from the following proposition:
with corresponding probability measures M, N. Assume that f M , f N are the densities of the ending points M T and N T respectively with identical support R. If it is true that
Proof : In the Appendix.
where N x,T represents the density of the normal distribution with mean x and variance T , and:
Assume now that (α 2 + α ′ )/2 is bounded below. Then, we can obtain a non-negative function φ such that:
Analytically, φ is defined as:
We now summarise the three conditions that allow the derivation of (4).
1. The drift function α is differentiable.
3. The function (α 2 + α ′ )/2 is bounded below.
In a simulation context, were it possible to draw complete continuous paths ω ∼ Z on [0, T ] and calculate the integral involved in (4) analytically then rejection sampling on the probability measures Q, Z would be straightforward. The Exact Algorithm manages to circumvent these difficulties in order to carry out exact rejection sampling using only finite information about the proposed paths from Z. Given a proposed path ω ∼ Z, it defines an event of probability exp{− T 0 φ(B t )dt}. The truth or falsity of this event can be determined after unveiling ω only at a finite collection of time instances. The rejection sampling scheme is carried out in a retrospective way since the realisation of the proposed variate (the path ω ∼ Z) at some required instances follows that of the variates that decide for the acceptance or not of this proposed variate. The idea of retrospective sampling, in a different context, has been introduced in [12] where it is applied to an MCMC algorithm for Bayesian analysis from a Dirichlet mixture model.
We will now present a simple theorem that demonstrates the idea behind the method.
Theorem 1
Let ω be any element of C([0, T ], R) and M (ω) an upper bound for the mapping t → φ(ω t ),
and N = number of points of Φ found below the graph {(t, φ(B t )) ; t ∈ [0, T ]}, then:
Proof: Conditionally on ω, N follows a Poisson distribution with mean
Theorem 1 suggests that were it possible to generate complete, continuous paths ω ∼ Z of the biased Brownian motion W then we could carry out rejection sampling on Q, Z without having to evaluate the integral involved in (4); we would only have to generate a realisation of the Poisson process Φ and check if all the points of Φ fall above the φ-graph to decide about the acceptance (the rejection in any other case) of ω.
The simple observation that only finite information about some ω ∼ Z suffices for the algorithm to decide about it will yield a simple, valid rejection sampling scheme which involves finite computations. The technical difficulty of locating a rectangle for the realisation of the Poisson process, or equivalently an upper bound for the map t → φ(ω t ), imposes some restrictions on the applicability of the algorithm.
The case when φ is bounded.
Let M be an upper bound of φ. This is the simple case and is similar to the one considered in [3] . We now devise a different approach which is simpler and even more efficient than the one presented in [3] . Moreover this method is particularly useful for the more general case of Section 3. Based on Theorem 1 and (4) we can generate a feasible rejection sampling scheme just by thinking retrospectively, i.e. first realise the Poisson process and then construct the path ω ∼ Z only at the time instances required to determine N .
Simulate a skeleton of ω ∼ Z at the time instances {x 1,1 , x 2,1 , . . . , x τ,1 }. This algorithm returns an exact skeleton of X and is shown (see Section 4) to run in finite time. In Section 4 we present details about the efficiency of the algorithm. When a skeleton S(ω) is accepted as a realisation from Q, we can continue constructing it according to Z, i.e. using Brownian bridges between the successive currently unveiled instances of ω. In this way, the corresponding path of Q can be realised at any requested time instances. Fig.1 illustrates the retrospective idea behind EA1. The graph on the right emphasises the fact that skeletons can be readily filled in using independent Brownian bridges and without further reference to the dynamics of the target process X. This is precisely the property we shall exploit in Subsection 6.1 to carry out maximum likelihood parametric inference.
3 The case when either lim sup
It is well-known that it is possible to construct a Brownian path (or a biased Brownian path such as W ) on a bounded time interval after simulating first its minimum (or maximum) and then the rest of the path using Bessel(3) processes. For definitions and properties of Bessel processes see for instance [8] and [14] . We will exploit this decomposition of the Brownian path to present an extension of EA1 when either lim sup u→∞ φ(u) < ∞ or lim sup u→−∞ φ(u) < ∞. Without loss of generality, we will consider the case when lim sup u→∞ φ(u) < ∞; it is then possible to identify an upper bound M (ω) for the mapping t → φ(ω t ), t ∈ [0, T ], after decomposing the proposed path ω at its minimum, say b, and considering:
By symmetry, the same theory covers the case when lim sup u→−∞ φ(u) < ∞. To describe the decomposition of a Brownian path at its minimum we need to recall some properties of the Brownian motion.
Decomposing the Brownian Path at its Minimum
with b ≤ min{a, 0} and t ∈ [0, T ]. For the derivation of this distribution see for instance ch.2 of [8] . In the following proposition we describe a simple algorithm for drawing from (7) . We denote by Unif(0, 1) the uniform distribution on (0, 1) and by IGau(µ, λ), µ > 0, λ > 0, the inverse gaussian distribution with density:
A very simple algorithm for drawing from this density is described in ch.IV of [5] .
Proposition 2
Let E(1) be a r.v. distributed according to the exponential distribution with unit mean and
independently and define:
Then the pair (Z 1 , Z 2 ), for Z 2 := T /(1 + V ), is distributed according to (7) .
Proof: In the Appendix.
Recall from the definition of W that to construct a path ω ∼ Z it is necessary that we draw first its ending point. Thus, we actually have to decompose a Brownian bridge at its minimum which justifies the conditioning on W T at (7). Proposition 2 provides precisely the method for drawing the minimum and the time instance when it is achieved for a path ω ∼ Z given its ending point; the following theorem gives the way of filling in the remainder of ω. We denote by R(δ) = {R t (δ) ; 0 ≤ t ≤ 1} a 3-dimensional Bessel bridge of unit length from 0 to δ ≥ 0 and by W c = ( W | m T = b, θ T = t, W T = a ) the Brownian motion of length T starting at 0 and conditioned on obtaining its minimum b at time t and ending at a.
Theorem 2
The processes {W c s ; 0 ≤ s ≤ t}, {W c s ; t ≤ s ≤ T } are independent with
Proof: This is Proposition 2 of [1] with the difference that we rescaled the Bessel processes to obtain bridges of unit length and the Brownian path to incorporate for the case that decomposition of a path of arbitrary length T is requested.
The decomposition of ω ∼ Z, at its minimum. The order in the simulation of the involved random elements is ω T , m T , θ T . The two independent Bessel bridges connect the already simulated instances of ω.
It is well-known (see for instance [2] ) that if W br 1 , W br 2 , W br 3 are three independent standard Brownian bridges (bridges of unit length, starting and ending at 0) then we can produce a Bessel bridge R(δ) as:
Recall also [2] that a standard Brownian bridge W br can be easily expressed in terms of an unconditional Brownian motion W started at 0 via the transformation W br t = W t − t W 1 .
The Extension of the Exact Algorithm
Theorem 2 makes possible the construction of a subroutine, say decompose(T, β 0 , β T , t, b, s), that returns the location at the time instances s = {s 1 , . . . , s n } of a Brownian path on [0, T ] started at β 0 , conditioned on obtaining its minimum b at time t and finishing at β T . Furthermore, from Proposition 2, we can extend EA1 for exact simulation from (2) when the functional φ ≥ 0 considered in (4) is not necessarily bounded above but satisfies the weaker condition lim sup u→∞ φ(u) < ∞. In translating the construction to the present setting, the Poisson process Φ defined in Theorem 1 in this case is a point process on rectangles whose height depends on the current proposed path ω.
Simulate its minimum m and the moment when it is achieved θ.
Find an upper bound
Note that, in comparison with the skeleton returned by the initial algorithm of Subsection 2.1, this time the skeleton S(ω) is more informative about the underlying continuous path ω since it includes its minimum and the instance when it is achieved. As with the initial algorithm, we can continue filling in the accepted skeleton S(ω) at any other time instances under the two independent Bessel bridges dynamics.
The efficiency of the Exact Algorithms
It is critical for the efficiency of the Exact Algorithm that we can exploit the Markov property of the target diffusion X (2) and merge skeletons of some appropriately chosen length T (or even of varying lengths) to construct a complete skeleton on some larger interval. In what follows we preserve T to denote the length of the time interval upon which the Exact Algorithm is applied (and which is typically smaller than the length, say l, of the sample path of interest). Assume that we apply the Exact Algorithm on X over the time interval [0, T ] for some starting point x ∈ R. Let ǫ denote the probability of accepting a proposed path and D the number of the Poisson process points needed to decide whether to accept the proposed path. Let N (T ) be the total number of Poisson process points needed until the first accepted path.
Proposition 3
Consider EA1 with φ ≤ M . Then, (6):
where m is the minimum of a proposed path ω ∼ Z. In both cases:
It is natural to ask how we should implement the algorithms in order to simulate the diffusion on the time interval [0, KT ] for some positive integer K. For concreteness, consider EA1. Proposition (3) suggests that implementing the rejection sampling algorithm on the entire interval will incur a computational cost which is O(KM T e KM T ), which will be huge even for moderate K values. On the other hand the simulation problem can be broken down into K simulations performed sequentially, each performed on an interval of length T , and each incurring a cost which is O(M T e M T ) and therefore giving an overall cost which is O(KM T e M T ), i.e. linear in the length of the time interval required.
Clearly there are important practical problems of algorithm optimisation (by choosing T ) for simulating from a diffusion on a fixed time scale. We shall not address these here, except to remark that the larger M is, the smaller T ought to be.
It is difficult to obtain explicit results on the efficiency of EA2. From Proposition 3 it is clear that to show that the algorithm runs in finite time we need to bound E [ M ( m) ] which is difficult. The following Proposition gives a general result we have obtained, and which will be found useful in the case of the logistic growth model example of Section 5. 
User-Impatience Bias
Many non-trivial simulation schemes return results in unbounded, random times. If the experiment is designed in a way that its running time is not independent of the output, then the results can be 'user-impatience' biased; the experimenter might be tempted (or even obliged) to stop a long run and re-start the simulation procedure. So, the sample will be biased toward the observations that require shorter runs. The case when this situation has appeared in its most concrete form is the Coupling From the Past (CFTP) technique for the perfect simulation of distributions using Markov Chains. The discussion in Section 7 of [13] presents analytically the problem in the CFTP case.
A similar problem can be identified for EA2. The time to decide about the acceptance or otherwise of the current proposed path ω depends on ω. If D is the number of Poisson process points to decide about a proposed path, then E [ D | ω ] = T × M ( m(ω)), for T the length of the time interval under consideration, m(ω) the minimum of the path ω and M as defined in (6) . Since, in theory, the proposed path ω can produce any small value, it is impossible to bound E [ D | ω ] uniformly over all ω. For the example with the logistic growth model we present in Section 5 we had to adjust the length T of the time interval to which EA2 is applied, according to the values of the parameters. In this way we have not only approximately optimised efficiency, but also minimised the effects of the user-impatience bias.
In line with the suggestions in [13] , the experimenter should try some preliminary executions of the algorithm to get some evidence about the distribution of the running time and, if necessary (and possible), re-design the algorithm so that this distribution is of small variance.
Application: the Logistic Growth Model
EA2 can be applied to the stochastic analogue of the logistic growth model:
for positive parameters r, β, K. This diffusion is useful for modelling the growth of populations. The instantaneous population of some species V t grows, in the absence of any restraints, exponentially fast in t with growth rate per individual equal to r. The actual evolution of the population is cut back by the saturation inducing term (1 − V t /K). The constant K > 0 is called the carrying capacity of the environment and usually represents the maximum population that can be supported by the resources of the environment. The parameter β represents the effect of the noise on the dynamics of V . For an example of how (8) can be derived see [7] , ch.6. After setting X t = − log(V t )/β we obtain the SDE:
It can be shown using the theory of scale and speed densities, see ch.15, section 7 of [9] , that the original process V with probability 1 does not hit 0 in finite time for any values of the parameters, so considering the log(V t ) is valid. Let α be the drift function of the modified SDE (9). Then:
This mapping is bounded below and has the property lim sup u→+∞ (α 2 + α ′ )(u) < ∞, so it satisfies the conditions required for the applicability of EA2.
We follow the analysis of Section 2 to construct the Radon-Nikodym derivative (4) that is appropriate for rejection sampling. The ending point of the biased Brownian motion W must be distributed according to a density h proportional to:
for g 1 = x + T (β/2 − r/β), g 2 = r/(β 2 K). We can draw from this density in a very efficient way via rejection sampling with envelope function
This function is proportional to the density of a N (g 1 + T βg 2 e −βg 1 , T ). We can now obtain (4) for Z the probability measure that corresponds to the biased Brownian motion W with ending point W T distributed according to (10) and:
If b is the minimum of a proposed path ω ∼ Z we can use (6) to find an upper bound for the mapping t → φ(ω t ):
It is now easy to apply the algorithm. Empirical evidence suggests that the efficiency of EA2 for this problem is sensitive to r, β and, the ratio v/K. Table 1 gives a comparison of running times as parameters vary. Since we can take advantage of the Markov property of the process V to merge exact skeletons of some appropriate length T to reach the instance l = 10, we have approximately optimised over the choice of T in each case. We also compare the results with the Euler scheme that approximates (8) with the discrete time process:
where
We applied the Euler scheme for increments of the type h = 2 −n , for n = 1, 2, . . .. To find the increment h that generates a good approximation to the true process, we carried out 4 separate Kolmogorov-Smirnov tests to pairs of samples of size 10 5 from X t , Y t , for t = 1/2, 1, 5, 10 (all 8 samples were independent) and found the maximum h for which at least three of the four K-S tests did not reject the null hypothesis of equivalence in distribution of the two samples at a 10% significance level. This ensures a significance level for the composite test of 0.052. ¿From the evidence presented in Table 1 and other simulations we have performed, EA2 for the logistic growth model seems to be generally computationally quicker than the Euler approximation. However when r/β is very large, EA2 becomes rather slow. For r = 1 and β = 0.1 for instance the "sufficiently accurate" Euler approximation appears to be considerably more rapid, although of course Euler still only produces an approximation to the true distribution.
To illustrate the output obtained from the algorithm, in Fig.3 we show an exact skeleton of the target diffusion {V t ; 0 ≤ t ≤ 1000}, V 0 = 1000, for parameter values K = 1000, r = 0.5, and β = 0.5 as generated by EA2. We applied EA2 at time intervals of length T = 0.5 and we show the instances of the skeleton for the times t = 0, 1, 2, . . .. We will use these data in Subsection 6.1. D denotes the mean number of Poisson process points needed to decide about a proposed path; I denotes the mean number of proposed paths until (and including) the first successful one; and T denotes the time interval used to apply the EA2. The times given represent the overall running time to obtain a sample of 100000 sample paths. The Euler simulations are given for sufficiently small h to satisfy the composite Kolmogorov-Smirnov test described in the main text.
that the drift b and the diffusion coefficient σ of the SDE in (1) have parametric forms which depend on certain unknown parameters ψ. As a running example in this section, consider the logistic growth model (8) , where ψ = (r, K, β). The goal is to find the MLE of ψ based on discrete-time observations of X, say X t 0 = x 0 , X t 1 = x 1 , . . . , X tn = x n . It is common practise to set t 0 = 0 and treat the first point x 0 as fixed, although this is not essential. Let p ψ (t, x, y) be the transition density of the diffusion process, i.e. the Lebesgue density of the transition measure P [ X t ∈ dy | X 0 = x ], which we index by ψ to denote its implicit dependence on the unknown parameters. The likelihood function is the density of the observed data x 1 , . . . x n (conditionally on X t 0 = x 0 ) as a function of ψ,
where we define
to be the likelihood contribution of the i-th data point. Notice that the factorisation in (11) is due to the Markov property. The aim is to maximise (11) as a function of ψ, however this is a daunting task since the transition density p ψ (t, x, y) is typically not analytically available. Hence, this problem has attracted considerable attention and constitutes a very active area of research; a recent review and references can be found in [17] .
Here we present a simple, fast and efficient Monte Carlo method for estimating L i (ψ), i = 1, . . . , n, for any given value ψ. The MLE can then be found by a grid search method, although more sophisticated stochastic search algorithms can also be applied for its identification. Our approach is applicable whenever EA1 or EA2 can simulate from the diffusion process which generates the data (or at least from the transformed to have unit diffusion coefficient process). Thus, using our Exact Algorithm together with a variance reduction technique, we provide independent unbiased estimatorsL 1 (ψ), . . . ,L n (ψ). We proceed by describing how to findL 1 (ψ), since the derivation for any other i > 1 proceeds in the same way. Letp ψ (t, x, y) be the transition density of the transformed to unit diffusion coefficient process (2) , that is of the process obtain by the transformation X t → η(X t ), where η is defined in (3). Then,
where η might also depend on ψ (as for example for the logistic growth model). Let S be a skeleton of the transformed process started at η(X 0 ) = η(x), returned by our Exact Algorithm on [0, t + γ], γ > 0, for t ≡ t 1 the instance of the first datum. We can write,
where u 0 = 0, u l = t + γ and η(X u 0 ) = η(x), but otherwise the time instances u i , 0 < i < l, will be random. We define,
to be the density of η(X t ) given the starting value and any other random elements. Then, by the standard property of conditional expectation the following is true,
where m t+γ is the minimum of the diffusion path and θ t+γ is the time when the minimum occurs. In the second case, both m t+γ and θ t+γ are elements of S, see the discussion at the end of Subsection 3.2, but we write them separately to distinguish between the skeleton produced by EA1 and EA2. To avoid excessively cumbersome notation, we will drop the subscript t + γ from both m and θ in the rest of the section. We first consider the case of EA1, when S is simulated as in Section 2.1. This is the case when the functional φ is bounded. Notice that due to the Markov property,
where we define t − ≡ sup{u i , i = 0, . . . , l : u i < t}, and t + ≡ inf{u i , i = 0, . . . , l : u i > t}.
By construction, both t − and t + are well defined, since the skeleton contains at least the instances u 0 ≡ 0 < t, and u l ≡ t + γ > t. However, we have already argued (Section 2.1) that, given the skeleton, the distribution of the process at any time s ∈ (0, t + γ) is given by the law of the Brownian bridge between the points of the skeleton adjacent to s. Therefore,
becomes
for V ar = (t − t − )(t + − t)/(t + − t − ). Note that the expression (13) does not depend on ψ.
We turn now to EA2. When S is simulated as in Section 3, where we first simulate the minimum of the diffusion paths, we have that
Let q(t, z, w) be the transition density of the 3-dimensional Bessel process, which is known analytically and can be readily computed (see for example p446 of [14] ). Then, using Theorem 2 and working from first principles, it can be shown that (14) is,
which as in (13) does not depend on ψ. Therefore, we can now construct a Monte Carlo algorithm for the unbiased estimation of L 1 (ψ), for any given value of ψ. We describe it analytically for the more involved situation where S is simulated as in Section 3; it is clear how to modify the algorithm for the simpler case when φ is bounded.
Monte Carlo estimation of L 1 (ψ) 1. For j = 1 : k, repeat: 2. Using the Exact Algorithm return a skeleton S j on [0,
Let (θ j , m j ) be the time and value of the minimum of S j .
As an initial illustration of the validity of the algorithm we implemented it for the case of the Brownian motion with drift X t = at + σB t with parameters ψ = (a, σ) when the likelihood over a set of data is explicitly known. We generated a data set {X 0 , X 1 , . . . , X 1000 }, X 0 = 0, after using a = 1 and σ = 1 and applied the algorithm that uses the Bessel process described above (although we could have used the simpler algorithm with the Brownian bridges). For this trivial example the Exact Algorithm will propose paths from a probability measure that coincides with the probability measure of the target process X, so they will be accepted w.p. 1 and the skeletons S j will always include precisely three points obtained at the instances u 0 = 0, u 1 = θ t+γ and u 2 = t + γ. In our case, t = 1; also, we chose γ = 0.5. In Fig.4 we show the logarithm of the actual profile likelihoods for the two parameters and their estimation as provided by our algorithm for 5000 Monte Carlo iterations and a grid (for both parameters) of increment 0.05. We then applied our algorithm to the logistic growth model (8) and for the data shown in Fig.3 which are generated for K = 1000, r = 0.5, β = 0.5 and initial value v = 1000. The data are equidistant with time increment 1 and are obtained on the time interval [0, 1000].
We considered K as known and tried to find the M LEs for r and β. In Fig.5 we show the logarithm of the profile likelihoods for both parameters as estimated by our algorithm for 10,000 Monte Carlo iterations and grid increment 0.05; we used γ = 0.1. The success of our Monte Carlo method lies in the fact that bothp(t, z, w | S) and p(t, z, w | S, m, θ) have known explicit forms, given in (13) and (15) respectively. Thus the only source of Monte Carlo error is on the averaging over the skeletons. The technique of obtaining closed form expressions when conditioning on certain random variables, and then averaging over these variables using Monte Carlo is known as Rao-Blackwell-isation (see for example [6] ) and is a well-established variance reduction method. In this paper we have only briefly outlined the potential of this method, and it will be pursued in detail in subsequent work.
Exact Simulation of Conditioned Diffusions
In this section, we address the problem of exact simulation from SDEs of the type (2) conditioned on X T = y for a fixed y ∈ R. This is an important problem, in particular for problems of Bayesian inference for discretely observed diffusions. We shall see that our methods extend easily to this case. However, first we will demonstrate why conventional simulation methods are problematic for conditioned diffusions.
If Y is a diffusion with the law of (2) conditioned on X T = y, then it is well known (for instance by h-transforms, see for example [16] , section IV.39) that Y satisfies the SDE:
where h(s, z) is the density of the diffusion (2) started from z at location y and time s, i.e. P z (X s ∈ dy)/dy. It satisfies the parabolic partial differential equation
Conventional approximate methods for simulating from (16) pose great difficulties. They require a preliminary numerical calculation of h from (17) and have to deal with the fact that the drift explodes as t approaches T .
In contrast, the Radon-Nikodym derivative between the law of Y and that of a Brownian bridge from (0, x) to (T, y) is proportional to exp − T 0 φ(B t )dt for φ as defined in (5) . So, the Exact Algorithm can easily be adapted to conditional simulation simply by omitting the biased Brownian motion step (since B T is now considered fixed). It will be feasible under Conditions 1,3 given in Section 2 and the property that lim sup u→∞ φ(u) and lim sup u→−∞ φ(u) are not both +∞.
Conclusions
This paper has introduced an algorithm for perfect simulation of diffusion processes, relaxing some of the regularity conditions imposed by the previous method of [3] . The algorithm seems to be computationally efficient in many cases as our simulation study for the logistic growth model demonstrated. Currently, we know little about why the method's efficiency relative to a standard Euler-scheme alternative varies so considerably, and a systematic simulation study and theoretical analysis will be required to investigate this further.
We outline two potential application areas, both which warrant further investigation. The Monte Carlo Maximum Likelihood approach capitalises on the form of the output given by EA1 or EA2 to provide unbiased likelihood estimates. Computational efficiency of this and related techniques will rely on being able to provide likelihood estimates which are smooth as a function of the parameter, and with variances which are robust to data sample sizes.
Simulation of conditioned diffusions is a straightforward by-product of EA1 or EA2. However it has a number of potentially important examples. Our primary motivation comes from the need to carry out imputation of unobserved sample paths as part of dataaugmentation schemes for Bayesian inference for diffusions.
The major unsolved problem in this area involves the simulation of diffusions whose drift is not bounded in either tail. This is considerably more challenging than the case considered here, mainly due to the difficulties with obtaining simple closed form solutions to two-sided boundary crossing problems for Brownian motion. Extensions to a multivariate context are clearly possible, though they would rely on a multivariate analogue of (3), which is not possible in total generality.
where both processes are considered on [0, T ] and for the same starting point x. This follows after representing the BM with drift δ as a biased BM with ending point distributed according to f (u) ∝ exp{δu−(u−x) 2 /2T }. Recall that the ending point of W is distributed according to h(u) ∝ exp{A(u) − (u − x) 2 /2T }. Also:
so h/f is increasing. That indicates that the distribution with density h is stochastically larger than that with density f , which implies (19). We denote by m δ the minimum of the BM with the drift δ. Property (19) yields:
Using Girsanov theorem we can derive the density of m δ (see for instance [4] ):
where N µ,σ 2 (b) is the density of a normal distribution of mean µ and variance σ 2 evaluated at b and Φ(u) = u −∞ N 0,1 (y)dy, u ∈ R. It is easy now to check that this density has finite exponential expectations, i.e. E [ exp(−k · m δ )] < ∞.
