Abstract. This paper investigates the correlation between shear wave velocity and some of the index parameters of soils, including Standard Penetration Test blow counts (SPT), FineContent (FC), soil moisture (W ), Liquid Limit (LL), and Depth (D). The study attempts to show the application of arti cial neural networks and multiple regression analysis to the prediction of the shear wave velocity (V S ) value of soils. New prediction equations are suggested to correlate VS with the mentioned parameters based on a dataset collected from Mashhad city in the north east of Iran. The results suggest that, in the case of ANN method use, highly accurate correlations in the estimation of VS are acquired. The predicted values using ANN method are checked against the real values of V S to evaluate the performance of this method. The minimum correlation coe cient obtained in ANN method is higher than the maximum correlation coe cient obtained from the MLR. In addition, the value of estimation error in the ANN method is much less than that in the MLR method, indicating the role of higher con dence coe cient of the ANN in estimating VS of soil.
Introduction
Shear wave velocity (V S ) is a fundamental parameter in de ning the dynamic properties of soils, evaluating dynamic site response, and characterizing dynamic site [1, 2] . The pro le of V S in the ground is considered as the most reliable predictor of site-dependent properties from a seismic action in stable sites [3] . V S is measured often by in-situ methods in low strain levels; therefore, the measured V S can be employed to determine the maximum shear modulus (G max ) of soil deposit in di erent depths [1] . G max is an essential input parameter for analyzing the dynamic stability of slopes, dams, embankments, etc. [4] .
Although it is preferable to determining V S directly through eld tests, conducting these tests is mostly not feasible due to economic considerations, lack of space in urban areas, lack of specialized personnel, and high noise levels in all situations [4] [5] [6] [7] [8] . In the absence of in-situ dynamic tests data, it is common worldwide to calculate V S through reported empirical relationships between V S and other geotechnical soil properties such as SPT, CPT, dry density, etc. [4] . SPT is one of the most economical and commonly employed in-situ tests involving very strong relationships with many of geotechnical soil properties. Many studies have proposed statistical relationships between V S and SPT blow counts [1, [3] [4] [5] [6] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] .
Generally, the relationships between V S and SPT show considerable dispersion, which is probably due to the di erent methods employed in measuring V S and SPT N value, as well as the geotechnical and geological conditions speci c to any area. Another reason for low accuracy of these relationships is the type of regression analysis employed [21] . Traditionally, statistical methods, such as simple and multiple regression analyses, are used in geotechnical engineering to create predictive models. All of conventional regression methods have limitations. Besides, empirical methods are not applicable to complicated and non-linear problems [22] .
Arti cial Neural Network (ANN) is an oversimpli ed simulation of human brain made up of simple processing units, called neurons. This system is able to learn and generalize experimental data, even when the data are noisy, incomplete with a non-linear nature [23, 24] . Unlike the conventional statistical models, the main advantage of ANN is that it does not require any prior knowledge related to the kind of relationship between input and output data. ANNs are also able to function very well in situations with limited data accessibility [25] .
In recent years, Arti cial Intelligent (AI) methods have been widely used for predicting purposes [26, 27] . So far, neural networks have been used for estimating and predicting some of the geotechnical properties of soil such as estimation of soil compaction parameters [28, 29] , compressive and shear strength of soils [22, 30, 31] , prediction of soil permeability [29, 32] , prediction of CBR in ne-grained soils [33] , prediction of compressibility indices of saturated clays [34] [35] [36] , pile bearing capacity [37, 38] , prediction of soil settlement [39] , soil liquefaction [40] [41] [42] [43] , and analysis of slope stability [44] [45] [46] . Researchers have also used neural network models to predict V S value in oil wells [26, [47] [48] [49] [50] . In addition, ANNs have been used to estimate and predict V S values of soils using geotechnical soil properties such as CPT [51] [52] [53] .
The present study aims to develop an optimal model to predict V S of soils in Mashhad city based on the parameters of SPT, depth, ne content, liquid limit, and percentage of soil moisture. In this study, a multilayer perceptron with feed-forward backpropagation is used for modeling V S in soil. The best neural network model is found and selected through analysis of di erent models' performances (with di erent hidden layers and neurons in each layer). The purpose of this study is to identify properties of soil that have a more e cient role in predicting V S of soil; it also attempts to compare the capabilities of neural networks and multiple regression technique in predicting V S value using the variables mentioned above.
Study area
This study was carried out in Mashhad, Iran, which is the second most populated city in the center of Khorasan Razavi province in Iran. Mashhad is located at 36:10 -36:24 N latitude and 59:25 -59:43 E longitude in the northeast of Iran. It is situated on Mashhad plain, which is covered with thick Quaternary alluvial sediments. Kashafrood River is the main drainage system of Mashhad plain as well as the streams originating from the southern parts of Mashhad (Figure 1) .
From the seismotectonical perspective, Mashhad is situated between two folded-thrusted mountains (Koppe-Dagh in northeast and Binalood in southwest). According to Berberian et al. [54] , there were intense earthquake activities in the area in the past centuries, especially in the 18th century. The existence of active faults within a short distance and on the two sides of Mashhad plain indicates that this area has a high potential for earthquake. Shandiz, Kashafrood, Toos, south of Mashhad, the north of Neishaboor, and Kheirabad faults are the main active faults in this area [55] .
Mashhad city is an earthquake-prone area and is situated in the high-risk earthquake zone, with 0.30-0.35 g maximum acceleration in return period of 475 years, according to the Iranian Code of Practice for Seismic Resistance Design of Buildings (Standard No. 2800) [56] . These issues indicate the seismic vulnerability of Mashhad city; hence, an accurate estimation of V S for this city is required.
Materials and methods

Regression
Regression analysis is one of the analytical instruments widely applied to the investigation of relationships between a dependent variable and a set of independent (predictor) variables. Regression analysis is either linear or non-linear. In linear regression, data are modeled using linear-independent variables or predictive functions. In non-linear regression, data are modeled using a function that is a non-linear combination of model parameters. This type of regression is dependent on one or more independent variables. Regression analysis is one of the common methods for creating predictive models between V S and soil geotechnical properties, including SPT and CPT. In addition to SPT, this paper aims to study the in uence of ne content, soil moisture, liquid limit, and soil depth on estimating V S value. Therefore, Multiple Linear Regression analysis (MLR) will be employed.
Multiple Linear Regression analysis (MLR)
Simple linear regression is a useful technique to predict a response based on a single predictor variable. However, in practice, it often occurs that there is more than one predictor. MLR is used when there are more than one explanatory variable in a model, which can help explain or predict the response variable; therefore, all of these explanatory variables are put into the model to carry out a multiple linear regression analysis. Then, the MLR equation is given as follows:
where X p represents the pth predictor, and p quanti es the relation between the variable and response. p is interpreted as the mean e ect on Y of a oneunit increase in X p , holding all other predictors xed. Regression coe cients, 0 ; 1 p , in Eq. (1) are unknown and must be estimated using the least squares approach as is the case in simple linear regression [57] .
Arti cial Neural Network (ANN)
ANN is a massively parallel-distributed information processing system with certain performance characteristics, simulating the biological neural networks of the human brain [58] . A neuron is the basic component of the neural networks that accepts and sums up inputs, applies a transfer function, which is normally nonlinear, and gives the result that is as either a model prediction or input into other neurons. An arti cial neural network is a combination of many such neurons connected in a systematic way. Neurons with the same properties in an ANN are ordered in groups, called layers [33] . One-layer neurons are connected to the neurons of the adjacent layers (not to the neurons of the same layer). The strength of connection between the two neurons in adjacent layers is recognized through the strength of connection or weight.
Usually, an ANN has three layers: one input layer, one hidden layer, and one output layer. Since ANNs have an error tolerance and the ability to work with incomplete data, they can easily produce models for complicated problems. In particular, for semistructural or non-structural problems, neural network models can provide very successful results. Furthermore, they are faster and more reliable than the traditional methods are [23] .
Multi-Layer Perceptron (MLP)
MLPs, also known as feed-forward neural networks, typically trained with back propagation algorithm, are usually used for prediction. Neurons in such networks are arranged in di erent layers (typically one input layer, one or more hidden layers, and one output layer) each of which is interconnected to its preceding and following layers. Figure 2 depicts a feed-forward threelayer ANN with the description of input and output layers employed in the current study. Connections between neurons have weights associated with them. These weights determine the strength of in uence that one neuron can have on another. From the input layer and through the processing layer(s), information ows to the output layer to generate predictions. During training, the network learns to generate predictions that are more accurate through adjusting the connection weights so that predictions can be matched with target values for speci c records.
Determining the network architecture requires the optimum number of hidden layers between input and output layers and the optimum number of neurons in each hidden layer. That is one of the most important and most complicated parts of designing neural networks, as there is no single theory or accepted rule for determining the optimal network architecture [59] [60] [61] . The number of hidden layers and their neurons is mostly determined by trial and error [62, 63] .
Data preparation and normalization
The dataset used in this study was collected from geotechnical and geophysical reports from civil engineering projects done across Mashhad city by consulting engineering companies. Data related to 85 drilled boreholes were employed in data analysis. A complete dataset of six variables was required for this study; nally, 185 soil samples were used for regression analysis, neural network design, and its accuracy evaluation. The model input variables selected for the present study are SPT, LL, W , FC, and D; the target or output variable is V S of the soil.
In most of the datasets, there is a lot of variability in the scale of range elds. Therefore, to nullify the e ect of scale, range elds are transformed to have the same scale for all. In this situation, normalization can speed up the training process and improve the accuracy of the output model. Range elds are rescaled in Clementine to have values between 0 and 1. In this study, before inserting data into ANN, the input and output datasets were normalized through the following formula [64] :
where x normalized is the normalized value of the observed variable, x actual is the real value of the observed variable, and x max and x min are the maximum and minimum values of observed variable in the dataset, respectively. When the function of the network is complete, network outputs are post-processed so that data can be converted into non-normalized units [28] . For ANN modeling, data are divided randomly into three categories of training, testing, and validation [60] . The network is trained by the rst category of data. The training set is also used for adjusting the weights of the connections. The validation set is used to test the performance of the network in di erent stages of training. When the training is successful, the testing set is used to evaluate the performance of the model. The dataset collected from the Mashhad city region was rst analyzed for possible relationships between the parameters, and those variables which seemed likely to be in uential in predicting V S were separated. Finally, ve main parameters, including SPT, LL, W , FC, and D, were considered as input parameters in MLR and ANN models. In designing a neural network, data were divided into training, testing, and validation sets. From 185 datasets used in this study, 80% (137 samples) were employed for training the model, 10% (19 samples) for testing the model, and 10% (29 samples) for validation of ANN analysis. All data were employed in regression analysis. Table 1 shows descriptive statistics related to the input and output parameters for all sets.
Performance evaluation criteria
For the assessment of methods, the obtained results from each model (MLR and ANN) were evaluated based on di erent criteria. There are many criteria for assessing the performance of models. In this section, the e ciency criteria used in this study are presented and evaluated. There are four criteria herein: the correlation coe cient (R), coe cient of determination (R 2 ), Root Mean Square Error (RMSE), and Mean Absolute Error (MAE). Each of the above criteria used in this study was computed through the following equations:
3.6.1. Pearson Correlation Coe cient (R) R can be used to estimate the correlation between model and observations:
where m i is the measured value, P i is the predicted value, m is the mean of measured values, and P is the mean of predicted values.
3.6.2. Coe cient of determination or the square of the Pearson correlation coe cient (R 2 ) R 2 describes how much of the variance between the two variables is described by the linear t.
Root Mean Square Error (RMSE)
The RMSE of a model prediction is de ned as the square root of the mean squared error: 
where n is the number of data presented in the database.
Mean Absolute Error (MAE)
The Mean Absolute Error (MAE) is a quantity used to measure how close predictions are to the eventual outcomes. The mean absolute error is given by:
4. Results and discussion 4.1. Regression analysis
As previously mentioned, ve independent variables for multiple regression analysis were selected. At rst, the relationships between V S and each of the independent variables were studied. The relationship between V S and SPT as well as V S and depth has a power-law form [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . Therefore, the most preferred functional form of relation between SPT and V S proposed in literature (V S = a N b ) has been used as the main format for MLR analysis. This equation is given below:
In this equation, N, D, FC, W , and LL represent SPT, depth, ne-content, moisture content, and liquid limit, respectively, and a to f are coe cients that should be determined by regression. The power-law form of this model allows us to write it as follows: log V S = log a + b log N + c log D + d log FC + e log W + f log LL: (7) In this case, the linear regression can be used to determine the constant values. MLR analysis was performed on 31 possible combinations of independent variables. After comparing the results, nine combinations whose coe cient of determination exceeded 0.5 were selected to obtain the best model to govern V S . The combination of input variables in di erent models in this study is given in Table 2 . The MLR regression analysis was performed using SPSS software, and the criteria for performance evaluation were calculated for each combination, as shown in Table 3 .
A comparison of the above results demonstrates that C 3 with a higher correlation coe cient and coefcient of determination (0.856 and 0.733, respectively) and smaller values of RMSE and MAE is the best model for predicting the value of V S of soil. It can be observed that the combination of the three parameters, including D, SPT, and FC (silt and clay), shows the better correlation with V S . Figure 3 shows the scatter plot of V S values predicted by MLR and its measured values in the eld. 
Arti cial neural network development
In this study, a FFBP-based ANN solver (Clementine data mining system) was used for designing and testing ANN models. Clementine is a preeminent data-mining toolkit widely used in academic researches and industrial applications. To apply Clementine ANN solver, like other FFBP-based software products, diverse network architectures should be examined to obtain the best result. The rst step in this process is to select input and output variables for this study, selected in prior sections. In the next step, the number of hidden layers and neurons in each layer is de ned for the model. There is no obvious solution for determining hidden layers and neurons for the ANN network. Although Zhang et al. [65] suggested that the optimum number of hidden layers in FFBP architecture is mostly one or two, some researchers have also suggested that, between n and 2n, hidden neuron is enough for FFBP models [66] .
Generally, there are two fundamental approaches to constructing a FFBP network [67] . In a method called additive or constructive, the model starts with a minimal network consisting of a single hidden layer, and, gradually, hidden layers and neurons are added and the e ectiveness of the obtained model is evaluated using the evaluation instruments. In the second approach, the model starts with a very large network; moreover, pruning algorithm is used to reduce the size of the model [68] .
Clementine provides both approaches: The dynamic method uses the additive approach. In this state, the network topology changes during the training phase by the neurons that are added so that the network can obtain an optimum performance, while the system also monitors lack of improvement and overtraining. This process continues until no improvement can be achieved from the future model expansion. Conceptually, the prune method is di erent from the dynamic method. The prune method starts with a large network and, then, gradually prunes it by removing the unhelpful neurons from the input and hidden layers. There are two stages for pruning: pruning the hidden neurons and the input neurons. The two-stage process iterates continuously until the overall stopping criteria are met. These two stages are described below. The training process in this approach discards the weakest hidden neurons and selects the optimal size of the hidden layers. When one hidden layer is obviously enough, another option called Quick can be used where a simple mode creates a network with one hidden layer and attempts to determine the number of hidden neurons giving the best results. The stopping rules in Clementine include a measure of desirable accuracy, the number of cycles on which the model is run, and the real amount of time in which the model is allowed to run.
In the present study, combinations of these approaches were used to reach the best results. During the construction of these models, the prevent overtraining parameter is always in the selection mode to prevent the overtraining of the model. Input and output data were normalized before being inserted in the network. To design the neural network, the dataset was randomly divided into three discrete sets called training, testing, and validation (80%, 10%, and 10%, respectively). Only those data concerning the training set are used by neural network to learn the existing patterns in the data and optimize model parameters. During network training, the optimum numbers of neurons in the hidden layer and the learning rate are calculated. The training phase stops when the variation of error becomes su ciently small. After building a model using the training set, the performance of the trained model must be validated using new data. To get a more realistic estimation of how the model would perform with unseen data, we must allocate a part of the data not trained during the training process to this purpose. This set of data is known as the Validation Set. The testing set includes the unseen data for evaluating the performances of various candidate model structures and testing the network's generalization.
In this study, data analysis with neural networks was performed using the SPSS Clementine software. The ANN analysis was also carried out on nine selected combinations of independent variables in the previous sections. Di erent network methods were employed for each combination. In addition, the method was selected capable of estimating the value of the target parameter with higher accuracy and the least number of hidden layers and hidden neurons.
The performance criteria required for evaluating the accuracy of the designed models were computed for the training, testing, and validation stages (Table 4) . Based on the model performance in validation stage, the best ANN model was determined. By comparing the evaluation criteria in Table 4 , compared with other combinations, the combination (C 3) involving a structure of 3-2-3-1, which has the highest value of correlation and coe cient of determination and the lowest values of RMSE and MAE, was selected as the optimal model in neural network analysis. With respect to this combination, it was observed that the values of RMSE and MAE were obtained as 63.42 and 52.64 m/s for testing set and as 66.92 and 57.34 m/s for validation set, respectively. Therefore, concerning certain ndings through regression analysis, it can be concluded that V S correlates well with SPT, FC, and D. Results showed that high correlation coe cient and low RMSE values were also obtained for C 2 and C 5 in both ANN and MLR methods, implying that the composition of two parameters SPT and depth of soil could be good estimators for predicting V S ; however, joining parameters, such as FC and W , would improve the prediction accuracy.
Furthermore, the coe cient of determination for both of the testing and validation data shows that the 
Comparison between ANN predictions and results of MLR
Combinations 1 to 9 were analyzed using both ANN and MLR methods. The predicted V S by the ANN models for the testing and validation sets was compared with the estimated V S by multiple regression analysis models. The MAE, RMSE, and R 2 values extracted from ANN and MLR methods for di erent combinations are depicted in Figures 5, 6 , and 7. Figures 5 and  6 show that the values of RMSE and MAE obtained from regression analysis are greater than the ANN method for all of the above combinations in both testing and validation sets. It is also obvious according to Figure 7 that the correlation coe cient obtained from ANN models is more than that from the MLR models, re ecting the higher ability of ANN models for accurate prediction of V S value. Finally, to compare the ANN and MLR methods and evaluate their performances, the predicted V S values by these two methods for the optimal model (C 3) and for 20 random soil samples are presented in Figure 8 . As the gure shows, the neural networks predict V S values closer to the actual (measured V S ) values for most of the samples.
Conclusions
The goal of this study is to evaluate the feed-forward neural networks as a possible tool for predicting V S in Mashhad city. Five important input variables were used for predicting V S value. Di erent combinations of these inputs have been studied. Nine combinations of these variables, which achieved the highest correlation coe cient in regression analysis, were selected for comparing the ANN and MLR methods. The neural networks were trained for nine mentioned combinations by the feed-forward backpropagation algorithm; it seems that it correlated the static properties of soil well with V S . To validate the neural network models, new observation data were introduced to the networks and the forecasted V S were compared with actual values of V S in the study area. Good agreement exists between real and calculated data.
Both of the methods showed that the combina- tions of the three parameters including D, SPT N value, and FC give the best estimation of V S of soil. The value of correlation coe cient and coe cient of determination obtained from the ANN method was higher than that of the MLR method. It should be mentioned that the error values computed through RMSE and MAE obtained from the MLR method were more than those extracted from the ANN method for all combinations under study. Therefore, it can be concluded that in comparison with MLR models, ANN models give more reliable prediction of V S . In other words, ANN models have a better performance and can be used with a higher con dence coe cient to predict V S value of soil. 
