Predictions in ungauged basins (PUB) are widely considered to be one of the fundamentally challenging research topics in the hydrological sciences. This paper couples a regional parameter transfer module with a probabilistic prediction module in order to obtain probabilistic PUB. Steps in the proposed probabilistic PUB include: (1) variable infiltration capacity-three layers (VIC-3L) model description; (2) three regional parameter transfer schemes for ungauged basins, i.e., regression analysis, spatial proximity, and physical similarity; (3) probabilistic PUB using Bayesian model averaging (BMA); and (4) performance evaluation for probabilistic PUB. The study is performed on 12 sub-basins in the Hanjiang River basin, China. The results demonstrate that the mean prediction of BMA is much closer to the observed data compared with its associated individual parameter transfer scheme (physical similarity approach), and the probabilistic predictions of BMA can effectively reduce the uncertainty in runoff PUB better than any associated individual parameter transfer schemes for two ungauged sub-basins.
INTRODUCTION
Predictions in ungauged basins (PUB) are widely considered as an important and challenging research topic in the hydrological sciences (Sivapalan et al. ; Hrachowitz et al. ) .
One of the primary research objectives of the PUB initiative was to improve the ability of existing hydrological models to predict in ungauged basins with reducing uncertainties ( The paper is organized as follows: a brief introduction to the study area; then a general description of the main steps and procedures including: (1) variable infiltration capacitythree layers (VIC-3L) model description, (2) regional parameter transfer schemes, (3) probabilistic prediction using BMA, and (4) performance evaluation; comparison between BMA and its three individual parameter transfer schemes is then discussed, finishing with the conclusions drawn from this study.
STUDY AREA AND DATA
The Hanjiang River is the largest tributary of the Yangtze River and it passes through the provinces of Shannxi and Hubei in China, and merges into the Yangtze River at Wuhan city. The river is of length 1,570 km and area 159,000 km and multiple regression analysis, which is described in detail in the next section. Probabilistic prediction is designed to infer a prediction by weight averaging over many different regional parameter transfer schemes based on the BMA method, which is described in detail in the section 'Hydrological probability prediction'. The main steps and procedures include: (1) VIC-3L model description; (2) regional parameter transfer scheme; (3) probabilistic prediction using BMA; and (4) performance evaluation.
VIC-3L model description
The VIC-3L model has one kind of bare soil and different veg- The VIC-3L model has 10 hydrological parameters that need to be calibrated, as shown in Table 1 . A similar description for VIC-3L parameters was made by Xie et al. () .
Regional parameter transfer
In the regional parameter transfer study, the parameters of individual sub-basins with similar climate characteristics and underlying surface, as well as the individual sub-basin are assumed to have the same values. Three regional parameter transfer schemes, i.e., spatial proximity approach, physical similarity approach, and multiple regression analysis are tested in the study. The regression analysis equations are the linear regression analysis equation,
the square-root regression analysis equation,
and the logarithmic regression analysis equation,
where Y j denotes the jth dependent variable,
error and is assumed as ε j ∼ N(0, σ 2 ). Fifteen independent variables comprising six climatic characteristic variables and nine soil characteristic variables are used, as shown in Table 2 . 
the ensemble of the K-member predictions. The probabilistic prediction of BMA is given by where p( f k jD) is the posterior probability of the prediction f k
given the input data D and reflects how well the scheme fits Y. Actually p( f k jD) is just the BMA weight ω k , and better performing predictions receive higher weights than poorer performing ones, all weights are positive and should add up
is the conditional probability density function (PDF) of the prediction Q conditional on f k and D. For computation convenience, p k (Qj f k , D) is always assumed to be a normal PDF and is represented as
k is the variance associated with scheme prediction f k and observations O. In order to make this assumption valid, some techniques such as Box-Cox transformation are needed to make the data approximately normally distributed and to narrow the data range (Poirier ).
The BMA mean prediction is a weight average of the individual scheme's predictions, with their posterior probabilities being the weights. In the case that the observations and individual scheme predictions are all normally distributed, the BMA mean prediction can be expressed as
EM algorithm for BMA parameter estimation
To estimate BMA weight ω k and scheme prediction variance σ 2 k , the expectation-maximization (EM) algorithm, which has proved to be an efficient technique for BMA calculation based on the assumption that K-member predictions are normally distributed, is described in this section (Duan et al.
).
Firstly, if we denote the set of BMA parameters to be
, the log form of the likelihood function can be represented as
It is difficult to maximize the function (6) by analytical methods. The EM algorithm is an effective method for finding the maximum likelihood by alternating between two steps, the expectation step and maximization step. The two steps are iterated to convergence when there is no significant change between two consecutive iterative log-likelihood estimations. In the EM algorithm, a latent variable (unobserved quantity) z t k is used as an assistant 
Estimation of probabilistic prediction
After estimating BMA weight ω k and prediction variance σ 
. Generate a random number u between 0 and 1. 
where Q t obs and Q t sim are observed and simulated data at time t, Q obs is the average of observed data, T is the length of the data series.
Daily root mean square error (DRMS):
All notations have the same meaning as in Equation (7).
As NS appears to have a negative value frequently and DRMS is sensitive to the differences between the observations and simulations, DRMS is also selected as a performance evaluation index. The smaller the DRMS value is, the better the prediction performance.
1. Relative error of total runoff (RE):
This reflects the relative bias in the simulation of the total runoff amount. A value of RE closes to zero indicates better agreement of total surface runoff. is the number of observed data points that are covered in the prediction bounds.
Performance evaluation indices for probabilistic prediction

Average band-width (B). Consider
where the average band-width B is also an index for measuring the performance of estimated uncertainty interval.
Average deviation amplitude (D) -The average deviation
amplitude is an index to quantify the average deflection of the curve of the middle points of the prediction bounds from the observed streamflow hydrograph. It is defined as
with notations as defined previously.
RESULTS AND DISCUSSION
Calibration results
Daily streamflow and weather data from 1980 to 1986 are used for calibration. The gauged sub-basins are selected as the primary basins to implement VIC-3L model calibration, which is achieved by matching the total annual streamflow volume and the shape of the mean daily hydrograph to the corresponding observations in the Ankang River basin.
The two criteria, i.e., NS and RE, are used for model Ten hydrological parameters in the VIC-3L model have been calibrated for the 10 primary sub-basins. Table 3 shows for the 10 primary sub-basins using calibrated hydrological parameters. In terms of NS, DRMS and RE, the model in the calibration provides good simulation results for all subbasins. In the next section, we will demonstrate that these calibrated hydrological parameters can be transferred to the ungauged sub-basins with reasonably good results.
Testing of parameter transfer
Parameter transfer schemes
Three regionalization approaches, i.e., spatial proximity approach, physical similarity approach, and multiple regression analysis are used to choose the 10 donor gauged sub-basins whose optimized parameter values are used to model daily runoff for the two ungauged subbasins (Mumahe and Renhe). Table 5 lists the transferred parameter values of the three regionalization approaches. Note: Scheme A denotes spatial proximity approach, Scheme B denotes physical similarity approach, and Scheme C denotes multiple regression analysis. (3) is much broader than that of any of its individuals. It can be found from Figure 9 that the results of validation are similar to that of the calibration period. In a word, the probabilistic prediction of BMA (3) has better performance than its individual parameter transfer schemes for the flow series.
CONCLUSIONS
In this paper, the BMA method is used to predict a new measurement value associated with a combination denotes the physical similarity approach, and Scheme C denotes multiple regression analysis.
