Boundedness of solutions of a class of higher order ordinary differential equations  by Kusano, Takaŝi & Naito, Manabu
JOURNAL OF DIFFERENTIAL EQUATIONS 46, 32-45 (1982) 
Boundedness of Solutions of a Class of Higher 
Order Ordinary Differential Equations 
TAKADI KUSANO AND MANABU NAITO 
Department of Mathematics, Faculty of Science, Hiroshima 
Received February 17, 198 1 
University, Hiroshima, Japan 
1. INTRODUCTION 
Let n > 2 be an integer, let p,(t), 0 < i < n, be positive continuous 
functions on [a, co), define the nth order differential operator L, by 
ld 1 d d 1 d - L,=------...- --..--, 
p,(t) dt p,-l(O dt dt p,(t) dt po(O 
and consider the differential equation 
(1) 
L”X + m x) =fW, (A) 
where F(t, x) and f(t) are continuous functions on [a, co) X R and [a, co), 
respectively. 
We introduce the “quasi-derivatives” of a function x(t) by 
DO(x;p,)(t) = s 9 
0 
(4 
D’(x;p ~,...,pt)(t)=~~D’-‘(X;p~~~~~~Pt-~)(’)~ l<i<n. 
L 
The operator L, can then be rewritten as 
L, = D”(-; PO,..., P,). 
The domain 9(L,) of L, is defined to be the set of all continuous functions 
x: [T,, co+ R such that D’(x;p,,..., pi), 0 < i < n, exist and are continuous 
on [T,, co). By a solution of Eq. (A) is meant a function x E g(L,) which 
satisfies (A) at every point of [TX, 00). 
The main objective of this paper is to study the boundedness of solutions 
of Eq. (A). Criteria for boundedness of all solutions of (A) will be obtained. 
In particular, for a class of unforced sublinear equations, a necessary and 
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sufftcient condition for all the solutions to be bounded will be established. It 
will be shown that, in case (A) is linear and homogeneous, one is able to 
characterize the situation in which all the solutions are bounded together 
with their quasi-derivatives of orders up to n - 1. The asymptotic behavior 
of solutions will also be studied; conditions are given which guarantee that 
all solutions of (A) tend to finite limits as t + co. 
It seems to us that very little is known about the boundedness of all 
solutions of higher order differential equations. The only result that we know 
of in this regard is the one given by Philos and Staikos [ 71 for retarded 
equations of the form 
Lx(t) + WY x(m)) =.m)* (B) 
As remarked in Section 3, one of our results (Theorem 1) could easily be 
extended to (B) to yield a considerable improvement of their boundedness 
criterion. 
2. PRELIMINARIES 
Let h,(t), 1 < i < N, be continuous functions on [a, co). Generalizing upon 
notation introduced by Willett [ 121, we put for t, s E [a, co) 
I,= 1, 
(3) 
Ii(t, s; h *)...) hi) = !’ h,(r) Ii~ ‘(r, S; h, )...’ hi) dr, l<i<N. 
s 
The following identities hold: 
Ii(t, s; h, ,..., hi) = (-l)i Z~(S, t; hi,..., h,), (4) 
Zi(t, S; h 1 y---T hi) =j” hi(r) Ii_ I(ty r; h, ,...) hi- 1) dr. 
s 
(5) 
LEMMA 1. Suppose that hi(t), 1 < i < N, are positive on [a, co). If 
I,,& a; h, ,..., hN) is bounded on [a, m), then so are the functions 
li(t, a; h, ,..., hi)for 1 <i<N- 1. 
Proof. Let b > a be fixed. Then, by (5), we have for t > b 
Z,,r(f, a; h, ,..., hN) = ff hN(r) I,_ ,(t, r; h, ,..., h,- ,) dr 
-a 
> fb h,(r)I,-,(t, r; h, ,..., h,-,) dr 
-ll 
> IN- ,(t, b; h, ,..., h ,+ J 1’ h(r) dry 
(1 
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which implies that I,,- ,(t, 6; h, ,..., h,,-,) is bounded on [b, 03). Hence 
IN--l@, a; h, y--.1 h,-,) is bounded on [a, 00). The boundedness of 
Zi(& a; h, ,...) hi) for 1 ,< i < N - 2 follows by induction. 
LEMMA 2. Zf x E g(L,), then we have for t, s E [TX, ~0) 
n-1 
D”(X;po)(t)= 1 Di(X;po,...,P,)(s)zj(t, s;P13.*.TPi) 
i=O 
+ p&t. rip , ,...,~n- AP,@-) D”(x;P,~..>P,)(~) dr. (6) 
“S 
This lemma is a generalization of Taylor’s formula with remainder 
encountered in calculus. The proof is straightforward. Note that the last 
integral in (6) may be rewritten as 
I,@, s; P11**-, Pn-,,PnD”(X;Po,...,Pn)) 
xp,(r,)~“(x;p,,...,~,)(r,) dr, dr,-, -a. dr&. 
3. BOUNDEDNESS OF SOLUTIONS 
One of the main results of this paper is the following theorem giving 
sufficient conditions for all solutions of Eq. (A) to be bounded. 
THEOREM 1. Suppose that there is a function 4 E g(L,,) satisfying 
L,$(t) =f(t) on [a, 00) and such that D”(#;po)(t) is bounded on [a, co). 
Suppose moreover that there are a number y E (0, 1 ] and a positive 
continuous function q(t) on [a, 00) such that 
tm XII G q(t) l-e’ for (t, x) E [a, 03) x R. (7) 
Zf 
lim Z,(t, a;p, ,..., Pn-1 ?P,P;q) < *, t-02 (8) 
then, for every solution x(t) of Eq. (A), D’(x;p,)(t) is bounded. 
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Proof. We observe that condition (7) ensures that every solution of (A) 
can be continued to t = co. Let x(t) be an arbitrary solution of (A) defined 
on [a, 00). From Lemma 2 we have 
n-1 
D”(X - #;Po)(t) = x D’(x - #;p09***,Pi)(a) zi(tY a;P, Y...TPj) 
i=O 
- I&, a;p, ,..., Pn-lrPnF(.,X)) (9) 
for t > a. Condition (8) implies that Zj(t, a;p, ,...,pi), 1 < i < n - 1, are 
bounded on [a, co) (see Lemma 1). On the other hand, using (7) we find 
lZ,(t, a;p I?*-.> Pn- 1) PA.9 x))l 
S Z,(t, a;p, ,..., Pn-lTP”P;q I~“(x;Po)ly)~ t > a. 
Taking these facts into account, we see that the function u(t) = 
max aGsGr ID”(x;p,)(s)l satisfies the following inequality for t > a: 
4) S c + Z,(t, a;p,,..., Pn-l~P”P;q/~o(x~Po)lY) 
=c+l]:P~~s~~~~‘P~~s~~~~~~~~~-2p~~,~sn~,~~~-’ 
x ~,(s,)p/Xs,) q(s,) I~“(x;~o)k,Iy~~, dsn-, ... ds, ds, 
s c + j: uy(sl)pl(s,)j~‘p,(s,) j:’ ...j~n~2p,-,(s,-,)j~“-’ 
x P&) p;(s,) q(s,) dsn ds,-, e.1 ds, ds, 
.I 
=c+ 
J ~~(s~)~~(s~)Z~-,(s,,a;p,,...,p,-,,p,p~q)ds,, a 
where c is a positive constant. Thus we have 
.I 
u(t) s c + J u(s) uy(s) ds, t > a, a 
whereu(s)=p,(s)Z,_,(s,a;p, ,..., pn-,,p”p;q). Sinceysl and 
J 
.I 
4s)ds=Z,(t,a;p,,...,~,-,,p,p;q) 
L1 
(10) 
is bounded by (8), we are able to apply Bihari’s lemma [ 1 ] to (10) to 
conclude that u(t) is bounded on [a, co). It follows that D’(x;p,)(t) is 
bounded, and the proof is complete. 
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Remark 1. Theorem 1 can be extended to the retarded equation (B). In 
fact, it can be shown that if (7) holds and g(t) < t for all sufficiently large t, 
then (8) is a sufficient condition for boundedness of all solutions of Eq. (B). 
This considerably improves a recent result of Philos and Staikos 
]7, Theorem 11. The’verilication is left to the reader. 
EXAMPLE 1. Consider the third order equation 
(e’(e’x’)‘)’ + cefxy = 0, t > 0, (11) 
where c and y > 0 are constants. Condition (8) is satisfied for (1 l), SO that 
all solutions of (11) are bounded provided y < 1. The situation becomes 
different if y > 1. In fact, Eq. (11) with y = 2, c = -6 has an unbounded 
solution x(t) = e’. 
Necessary conditions for boundedness of all solutions of (A) are given by 
the following theorem. 
THEOREM 2. Let f (t) be as in Theorem 1. Suppose that, for every t > a, 
F(t, x) ,< 0 for x > 0 and F(t, x) is nonincreasing in x. Suppose that every 
solution of (A) can be continued to t = co. 
If D’(x; p,,)(t) is bounded for every solution x(t) of (A), then 
lim I,(& a;p, ,..., P~-~,P~IF(-,cP,N < ~0 
t-m 
for any constant c > 0. 
(12) 
ProoJ: There is a constant M > 0 such that ID”@; PO)(t)1 < M for t > a. 
Let c ) 0 be given arbitrarily and let x(t) be a solution of (A) satisfying the 
initial conditions 
Do+ - &PO>(a) 2 M + c, 
D’(X - 4; PO,-., Pi)(a) > 0 for 1 <i<n- 1. 
(13) 
By Lemma 2 we obtain 
n-1 
D"(X - #;po)(t) = 1 D'(X - $;Po,,..,pi)(a) Zi(t, a;p, T-*.3 Pi> 
i=O 
+ Z,(t, a;p, ,..., pnel, -p,,F(., x)), t>a, (14) 
from which we see that D”(x-#;p,)(t) > 0 and D'(x- #;po,pI)(t) > 0 
whenever x(t) > 0. Therefore D”(x - #;po)(t) is positive and increasing on 
[a, co), and so, with the use of the first condition of (13), we have 
DO(x;p,)(t) 2 D”(d;po)(t) + Do@ - 4;po)@) 
(15) 
>--M+A4+c=c, t > a. 
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Since D”(x - q$p,)(t) is bounded by hypothesis, it follows from (I4), (15) 
and the second condition of (13) that 
lim I,(& a;p, ,..., Pn-1,Pn IF(*, CPJO < 00. 
t-m 
This completes the proof. 
Consider the unforced sublinear equation 
L,x - q(t) ]x]‘sgn x = 0, (Cl 
where y E (0, l] is a constant and q(t) is a positive continuous function on 
[a, co). Combining Theorem 1 with Theorem 2 yields the following theorem 
which is a generalization of a result of Marini and Zezza [S, Theorem 31 for 
the second order linear differential equation (p(t) x’)’ = q(t)x. 
THEOREM 3. Condition (8) is necessary and sufficient in order that 
D’(x;p,)(t) be bounded for every solution x(t) of Eq. (C). The boundedness 
property of (C) is preserved by adding a forcing term f (t) with the property 
as described in Theorem 1. 
COROLLARY 1. Consider Eqs. (C) and 
L,~-~(t)]~]YsgnI=O, 
where E,, denotes the operator 
$1 
ld 1 d d 1 d . &=---- _... --_-. 
p’,(t) dt p’n- 10) dt dt Y,(t) dt Foo(t> 
Suppose that pi(t), 0 < i < n, and c(t) are positive and continuous on [a, a) 
and satisfy there the inequalities 
PiCt) < @ii(t>, O<i<n, and s(t) < at)- 
If D”(F,$o)(t) is bounded for any solution x’(t) of Eq. (e), then 
D’(x;p,)(t) is bounded for any solution x(t) of Eq. (C). 
EXAMPLE 2. Consider the equation 
wVk = CPX, t2 4 (16) 
where a, j3 and c > 0 are constants. In case k = 1, by Theorem 1, all 
solutions of (16) are bounded if a > 1 and p < a - 2. If k > 2, condition (8) 
can never be satisfied for any values of a, p and c > 0, so that, by 
Theorem 3, Eq. (16) always possesses unbounded solutions. 
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4. ASYMPTOTIC BEHAVIOR OF BOUNDED SOLUTIONS 
A question naturally arises as to how the bounded solutions of Eq. (A) 
behave near t = co. In what follows we give sufficient conditions under 
which all solutions of (A) tend to finite limits as t + co. 
THEOREM 4. Let F(t, x) be as in Theorem 1. Suppose that there is a 
function 4 E g(L,) such that L,#(t) =f(t) on [a, 03) and D’(#;p,)(t) tends 
to a finite limit as t -+ CO. If in addition to (8) 
(17) 
then, for every solution x(t) of (A), D’(x;p,)(t) tends to a finite limit as 
t + 03. In particular, for every oscillatory solution x(t) of (A), D’(x; PO)(t) 
tends to zero as t + CO. 
Proof: The methods used in Singh and Kusano ] 10, 111 will be adapted. 
Let x(t) be any solution of (A) defined on [a, co). It is bounded by 
Theorem 1. It suffices to show that D”(x - $;po)(t) has a finite limit as 
t + co. Suppose the contrary. Then, there are two constants <, r/ such that 
lim inf D”(x - 4; p&(t) < l< r < lip “,“p D”(x - 4; pa)(t). (18) t-to3 
Let T > (r be so large that 
11-r 
cI,(t, T;P,P2;q,Pn-,Y,PJ c-j- (19) 
for t > T, where c = suptaT 1 D”(x;po)(t)lY. Choose A0 < B. < A, < B1 So that 
T<A,, 
Do@ - 4; p,,)(A,) < r < r < D”(x - 9; ho), 
and 
D”(x - &p&A,) < l< rl < Do6 - &PO)(B,). 
Let [s,, s,] be the smallest interval containing B, such that 
D”(x - #;po)(s,) = D”(x - $; po)(sz) = C and 
max{D’(x - &p,)(t): t E [s,, s,]} = D”(x - #;po)(s’) > V* 
Clearly, T < s, < s’ < s2. Let s2 Q t, < t, < .a. < t,-, be such that 
D’(x - 0; PO )***v Pi)(ti) = 0, l<i<n-1. (20) 
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Such ti exist, because D’(x - 4;~ ,, ,..., pi), 1 < i < n - 1, are oscillatory by 
(18). 
On repeated integration of (A), we have in view of (20) 
D’(x - #;po,pl)(t)= (-1)” ff’p2(r2)f2 ..a j-‘“m2p,-l(r,,)j.‘“-1 
‘f I> ‘n-2 ‘“-1 
x~n(~n)I;(m,x(r,))dr,dr,-, a.. dr,. (21) 
Multiplying both sides of (21) by p,(t) and integrating from s, to s’, we 
obtain 
?j - < < j:, p1(r,$p,(r,)j-r2 ..a !.‘“P,~,(~,_,,~‘“~ 
rl r2 1” -2 rn-I 
x p,(r,> q(r,)pXr,) ID”(x~po)(~,)lYd~, dr,-, .a. dr, dr, 
4j~n~‘pl(rl)~~~‘p2(r2)!:.1 ...~~~I:p~-,(r~-,)r:“I: 
I 1 
xp,(r,>q(r,)p~(r,)ID”(x;po)(r,)lYdr,dr,~l -:dM-,. 
In view of (3) and (5) the last integral equals 
JR-1 
Znpl(r, s, ;Pn-,,..., p,)p,(r) q(r)pXr) ID”kpo)(r)lYdr 
s, 
=Z,(t,_,,s,;p,p~qID”(x;~o)lY,~n-,,...,~,), 
so that, making use of (19), we conclude that 
a contradiction, Therefore D”(x - #;po)(t) must approach a finite limit as 
t--t co. This completes the proof. 
As a byproduct we have the following nonoscillation theorem for the 
homogeneous version of (A), i.e., 
L,x + F(t, x) = 0. (Ao) 
THEOREM 5. Suppose that there is a positive continuous function q(t) on 
[a, a~) such that 
IF@, XII G 4(t) l-x for (t, x) E [a, CO) x R. (22) 
Suppose moreover that 
lim I,(& a;p, ,..., Pn-,rPnPoq) < 03 t-m (23) 
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lim Z,(t, u;p,p,q,p,-,,...,p,) c ~0. t-m (24) 
Then all solutions of Eq. (A,) are nonoscillatory. 
Proof: Suppose to the contrary that (A,) has an oscillatory solution x(t) 
which is nontrivial in any neighborhood of infinity. By Theorem 4, 
D”(x;po)(t) -+ 0 as t + co. Let T be so large that 
Z,(t, T; P, PO97 P,- 1 Y..., PI) < ;, t > T. (25) 
Proceeding exactly as in the proof of Theorem 4, we obtain for any t > T 
IDO(x;p,)(t)l < Z,(t’, tip, IM.3 x)I?Pn-I Y’P1) 
< I,@‘, t; P, PO4 IDO(x; Po)LPn- ,9***3 PI) (26) 
< sup ~D”(x;p,)(~)l * Z,(t’, t; Pn PO43 P,- 19**.3 PI), 
t<s<t’ 
provided t’ is taken sufftciently large. Letting t’ + 00 in (26) and using (25), 
we see that 
for t > T. But this is impossible and the proof is complete. 
COROLLARY 2. Consider the second order equation 
iP) -f$ ’ + q(t) xy =f(t), (27) 
where y E (0, l] is a constant and p(t) > 0, q(t) and f(t) are continuous 
functions on [a, co). Assume that 
.* 
I 
p(t) dt < 00 and (28) 
a 
]a /q(t)1 dt < 03 
a 
and that there is a function O(t) such that 
( ) 
9’0 ’ =f(t) on 
p(t) 
Ia, a) (29) 
and 4(t) has a finite limit as t + co. 
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Then, every solution of (27) tends to a Jinite limit as t + 03; every 
oscillatory solution of (27) tends to zero as t + US. If in particular y = 1 and 
f(t) s 0, then all of its solutions are nonoscillatory. 
Remark 2. The above corollary is an improvement of a result of Singh 
19, Theorem 51. 
EXAMPLE 3. If y E (0, 11, then all solutions of the equation 
1 sin t 
(,2x’)’ + -p xy = - 
t 
tend to finite limits as t + co. This follows from Corollary 2, since 
p(t) = l/t’, q(t) = I/t’, f(t) = sin t/t and 
satisfy the hypotheses of the corollary. 
5. STABILITY OF LINEAR EQUATIONS 
In this section we consider the homogeneous linear equation 
L,x = 4(0x, (30) 
where p,Jt) = 1 and q(t) is positive and continuous on [a, a~). Equation (30) 
is rewritten as 
D”(x; l,p, ,...,P,) = d% 
which, by dividing by q(t), becomes 
D”(x; 1, PI ,**a, P”-,,Pn4)=X* 
In what follows it will be convenient to deal with equations written in the 
form 
D”(x; l,p, ,..., P”) =x. CD) 
Equation (D) is said to be stable if every solution x(t) of (D) is bounded on 
[a, 03) together with the quasi-derivatives D’(x; l,p, ,...,pi)(t), 1 < i < n - 1. 
Our main purpose here is to characterize the situation in which (D) is stable. 
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Let i E {l,..., n - 1) be fixed. It is easy to verify that if x(t) is a solution of 
(D), then the function y(t) = D’(x; 1, p , ,...,p,)(r) is a solution of the equation 
D”(Y; l,Pi+1,...,Pn,P,,...,Pi)=Y, CDi> 
and that if y(f) is a solution of (Di), then the function x(t) = 
D”-‘(ye 1 p. is a solution of (D). The next lemma follows from 
the aboke ‘obk&a$A!) 
LEMMA 3. Let i E {l,..., n - 1) be fixed. The ith quasi-derivative 
D’(x; 1,p 1 >***Y Pi>( 1 f t o ever so u ion x(t) of(D) is bounded on [a, a) zf and Y 1 t 
only tf every solution y(t) of (Di) is bounded on [a, 00). 
The main result of this section now follows. 
THEOREM 6. In order that every solution x(t) of (D) be bounded on 
[a, a) together with D’(x; 1,p 1 ,..., p,)(t), 1 < i < n - 1, it is necessary and 
sufficient that 
1 
.* 
pi(t) dt < ~ for l<i<n. (31) 
a 
Proof. According to Lemma 3, Eq. (D) is stable if and only if, for each 
i E {0, l,..., n - l}, all solutions of (Di) are bounded on [a, co). By 
Theorem 3, a necessary and sufficient condition for boundedness of all 
solutions of (Di) is 
lim I,(& a;Pi+,,...,P,,P,,...,Pi) < 00. 
t+cc 
(32i) 
In view of Lemma 1 it is easy to see that the set of conditions (32,), 0 < i < 
n - 1, is equivalent to (31). This completes the proof. 
Remark 3. Theorem 6 generalizes Theorem 8 of Marini and Zezza [5]. 
Finally we consider the even order case of Eq. (D) and examine those 
solutions x(t) of (D) which satisfy 
(-1)’ X(t) D’(x; 1, p1 ,*.*,pi)(t) > 0, O<i,<n-1, (33) 
for all sufficiently large t. The existence of such solutions follows from 
Hartman and Wintner [2]. 
THEOREM 7. Let n be even. Equation (D) possesses a solution x(t) 
satisfying (33) for all large t and such that lim,,, x(t) = c for some nonzero 
constant c tf and only if 
lim I,(& a;p,,p,-,,...,p,) < 00. t-m (34) 
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Proof. (The “only if’ part). Let x(t) be a solution of (D) satisfying (33) 
for t > T and such that lim,,, x(t) = c # 0. From Lemma 2 we have 
n-l 
X(T) -X(t)= 1 (--I)’ Di(x; 1~P~~**~~Pi)(t)zi(t7 T;PiT***YPl) 
i= I 
+ .* In-,@, T;p,- ! , Y~P,)P,(S) -4s) ds7 t > T. (35) T 
By hypothesis we have Ix(t)1 > lcJ for t > T. Using this inequality and (33), 
we conclude from (35) that (34) is true. 
(The “if’ part). Suppose (34) holds. Let T > a be so large that 
Define a sequence of functions {x,(t)} on [T, co) by 
x&) = c, 
q(t) = c + Z,(co, t; P”X&-, 3 P”- 1 ,..*,P,), 
where c is a positive constant. 
It is easy to show that 
k = 1, 2,..., 
c<x,(x)<x*(t),< **. ~x,(t)<x,+,(t)~ 1.. <2c 
on [T, co). It follows that the limit function x(t) = lim,,, xk(t) satisfies the 
integral equation 
x(t) = c + Z”(co, t;p,x,p,-,,...,P,), t > T. 
This implies that x(t) is a positive solution of Eq. (D) satisfying (33) and 
such that lim t+ao x(t) = c. This completes the proof. 
Combining Theorem 7, Theorem 3 and Lemma 3, we have the following 
result. 
COROLLARY 3. Let n be even. The following statements are equivalent. 
(i) There exists a solution x(t) of (D) satisfying (33) for all large t 
and lim t+co x(t) = c for some constant c # 0. 
(ii) Every solution y(t) of the equation 
D"(Yi LPn,...,P,) = y 
is bounded. 
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(iii) For every solution z(t) of the equation 
Yz; LP,- , 3***, PI , P,) = z, 
D”-‘(z; 1,p n-, ,..., p,)(t) is bounded. 
Remark 4. Theorem 7 is restated as follows. 
THEOREM 7’. Let n be even. All solutions of(D) satisfying (33) tend to 
zero as t -+ 00 if and only if 
lim I&, a;p,,p,-,,...,p,) = a. t-too 
We say that Eq. (D) [or (A)] is in canonical form if 
.a, 
J pi(t) dt = CO 
for 1 <i<n- 1. 
(1 
(See Trench [ 131.) If n is even, then every bounded nonoscillatory solution 
x(t) of (D) in canonical form satisfies (33) for all large t. Taking this fact 
into account, we see that Theorem 7’ covers the results of Johnson [3, 
Theorems 2 and 31, Lovelady [4, Theorem 21. Related results can be found 
in Philos [6] and Read [8]. 
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