The paper is organised around three objectives. First, it scrutinises closely each of the two indices of Central Bank Independence (CBI) most commonly used in the empirical literature and quantifies their "subjectivity" bias. It defines and discovers an impressive interpretation bias, a major criteria bias but a negligible weighting bias in those indices. Second, it examines the robustness, with respect to the particular index of CBI used, of the "common knowledge" on the benefits of CBI that previous empirical studies have gradually built. It finds that, when rankings produced by various CBI indices (rather than their subjectivity-prone values) are regressed with average inflation, average growth or their respective variance, as much as 87.5% of the regression coefficients are not statistically significant. Third, following recent theoretical developments which insist on the central role of the determinants of incentives, it suggests an alternative approach to the measurement of a Central Bank's operational status.
INTRODUCTION
The idea that granting formal "independence" to a Central Bank (CB) is a way to improve its country's (or region's) inflationary performance is currently enjoying considerable popularity. The provisional statutes of the European Central Bank, for instance, formally prohibit the governments of EMU member countries from attempting to influence the conduct of monetary policy (European Commission, 1991a and 1991b) . In the UK, the newly-elected Chancellor (finance minister) has recently won many praises for having introduced fresh legislation conferring "operational independence" to the Bank of England. Central Bank Independence (CBI) has become a "fashionable" notion.
The theoretical underpinnings for such claims are now quite well known: the credibility of monetary policy is supposed to be enhanced when it is implemented by an independent CB, as government pressures for a more expansionary stance can be more easily resisted; the eradication of this so-called "time-inconsistency" problem of monetary policy (and/or the weakening of the "political business cycle") should then lead workers to lower their inflationary expectations, and thus to moderate their wage claims; as a consequence of lower wage settlements, average inflation (as well as its variability) should be reduced 1 .
On the empirical front, the number and consistency of studies examining the inverse CBI-inflation relationship also seem to build, at least at first sight, quite a strong presumption in its favour:
Eijffinger & de Haan (1996) present an impressive list of papers which, across different samples and different periods, all offer evidence supporting that relationship 2 .
A number of authors, however, have revealed some significant weaknesses in these theoretical and empirical conclusions. Posen (1994) , whose results have been indirectly confirmed by Debelle & Fischer (1994) , deals a serious blow to the theoretical justification for CBI: when testing for a number of "predictions" which should be verified if higher CBI really leads to higher credibility, Posen finds that none of these predictions is supported by the data, and therefore that even if inflation is affected by CBI, there is no sign that it is so through the standard "credibility" channel.
Similarly, other studies have questioned the various empirical findings on CBI: Cargill (1995) argues that because of major flaws in the measurement of CBI in certain countries, its negative link with inflation is weaker than originally thought; Walsh (1993) and Forder (1995) stress that as long as measures of CBI are considered valid only when they correlate satisfactorily with inflation, they cannot logically be used to test the hypothesis on which they are constructed.
This paper deals explicitly with these empirical concerns, and tries to gauge the seriousness of the measurement problems affecting most (if not all) CBI indices. It shows that it may be premature to take the conclusions of the numerous empirical studies on CBI at face value, given that the measures of CBI on which they rely do not appear to offer a fully satisfactory representation of a CB's statutes.
The majority of these studies base their investigations and conclusions on one of two widelyrespected CBI indices: those computed and presented by Grilli, Masciandaro & Tabellini (1991) , and
by Cukierman (1992) in his chapter 19 3 . In this paper, I start by dissecting each of these indices and examining their consistency; I then bring some other published indices into the picture, and use them to test the robustness of the well-established "common knowledge" on the benefits of CBI; finally, I
motivate and suggest alternative ways in which the CB's actual status could be captured.
I show, first, that, although the two indices mentioned above share some common features, they both suffer from a rather large "subjectivity bias": any empirical result based on either of them therefore appears questionable. My results reinforce (and allow for an explicit quantification of) similar suspicions expressed by other studies (see Eijffinger & de Haan, 1995 , Cargill, 1995 .
I then regress the country rankings produced by these and other CBI indices, rather than their value, with inflation and growth, and find that, although regression coefficients are usually of the expected sign, their statistical significance is generally poor (few of the t-statistics are above their nullhypothesis rejection value at a 5% level of significance). This tends to confirm the impression gathered earlier, namely that the conclusions reached in the empirical literature about the supposed effect of CBI on various other economic variables (notably inflation) are on shakier foundations than is usually realised.
3 Twenty out of the twenty-six empirical studies on CBI listed in Table 7 of Eijffinger & de Haan (1996) use at least one of these measures.
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The Subjectivity of CBI Indices and its Consequences -3 -I finally argue that more than a CB's mere legal independence, it is the whole of its institutional structure (including crucial features such as its accountability) which should be the centre of future measurement attempts; in particular, the conclusions of recent studies which introduce agency theory in the theoretical analysis of the interaction between CBs and political authorities (Fratianni, von Hagen & Waller, 1993 , Persson & Tabellini, 1994 , Walsh, 1995 are well worth being applied to future empirical investigations.
This study therefore differs from former research on CBI in at least four respects:
• it offers an in-depth examination of the subjectivity and consistency of the two most frequently used indices of CBI, and introduces four supplementary measures through this detailed analysis;
• it places emphasis on the country-rankings produced by various CBI indices, rather than on their value;
• it considers most indices of legal CBI, rather than just one or two, in its investigation of the inverse CBI-inflation relationship;
• it suggests a different empirical approach, motivated by recent, significant theoretical findings on the structural characteristics of CBs.
By questioning the reliability of existing CBI indices, it draws attention to one of the fundamental weaknesses of the abundant empirical literature on inflation and CBI, and suggests that greater caution should be exerted when invoking its results.
II. A REVIEW OF EXISTING INDICES
Attributing a unique value to a whole set of legal characteristics which influence the way a CB operates is not an easy task; it involves a lot of subjectivity. Even the authors of the two most thorough attempts at such a task acknowledge this fact: Grilli et al. (1991) realise the arbitrariness of their aggregation method (p. 367), but stress that they prefer to emphasise simplicity; Cukierman (1992) also admits openly (p. 379) that his weighting scheme is simply designed to minimise dataavailability problems.
It would be somewhat narrow-minded, however, to reject all measures of CBI constructed so far only on the grounds that they are subjective; what is more interesting is to examine the practical consequences of that unavoidable subjectivity. This paper concentrates on that crucial but neglected issue: it examines in detail the consistency of the two most widely-used CBI indices, compares the country rankings they produce with those derived from other published indices, and tries to verify whether the much-acclaimed inverse relationship between CBI and average inflation is "subjectivityproof".
In this section, the two CBI indices proposed by Grilli et al. (1991) and Cukierman (1992) (henceforth, GMT and CUK, respectively) are meticulously dissected 4 ; two alternative versions of these indices, a "normalised" one and a directly-comparable one, are constructed by analysing each of their individual characteristics. With the help of these alternative indices, a method to quantify the "subjectivity bias" of the original indices is discussed, and a measure of the components of such a bias is offered. Finally, the country rankings produced by the six considered indices, as well as their respective values, are compared.
II.1. RECONSIDERING THE DATA
It should be noted from the outset that, while other indices of legal CBI have arguably received at least as much attention as CUK and GMT 5 , the initial focus here is only on these two indices mainly because they are built upon an extensive range of detailed criteria (15 in the case of GMT, 16 for CUK). This allows for a closer scrutiny of their consistency and comparability 6 . Tables I and II show the values taken, in each of the 17 countries considered, by each of the characteristics constituting (respectively) GMT and CUK, after the following procedure has been applied to the original data:
• unifying the definition of all characteristics, in order for them to be expressible on a binary scale ("Yes" / "No");
• normalising on a [0;1] scale the value attributed by the original studies to each variable 7 ;
• when possible, replacing missing values using the data set available in the Appendices of the original studies.
The first nine characteristics appearing in each table are common to both indices, while all others are specific to the index under which they are listed. For each country, GMT9 and CUK9 denote the simple average over the values attributed to the first nine criteria by each study, while GMTN and CUKN describe the simple average over the values attributed to all criteria shown in each table.
5 Bade & Parkin (1982) and its subsequent extension in Alesina (1988) are two other often-quoted studies; there have since been other attempts at measuring "legal" or "actual" CBI, and some of them are introduced and briefly described in section III. 6 The quest for greater comparability also guided the choice of the countries to be included in the sample, as well as the selection of the relevant period. On the first count, only the countries present in both GMT's and CUK's sample are considered in this section, which yields a total of 17 countries. On the second count, the values retained for CUK's characteristics are the ones attributed to them by Cukierman (1992) in the 1980-89 decade, given that GMT is claimed by its authors to cover the "flexible exchange-rate period" (hence presumably post-1972) , and that in the countries studied here, there is no major difference anyway between the values shown in Cukierman (1992) for the 1970-79 or the 1980-89 period.
7 In CUK's case, where most characteristics take several values between 0 and 1, the threshold for the choice between a "0" or a "1" value-i.e. indirectly, the "unified" definition of the variable-was chosen, when possible, to yield maximum comparability with GMT.
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The Subjectivity of CBI Indices and its Consequences -6 - Along the lines of this classification, it is therefore possible to describe the "subjectivity bias" from which every index of legal CBI suffers as consisting of three main parts: a) a "criteria bias", i.e. the extent to which the researchers' personal preferences affect the selection of the criteria to be included in the index; b) an "interpretation bias", i.e. the extent to which the researchers' reading of the legislation pertaining to these criteria is misguided; and c) a "weighting bias", i.e. the extent to which the final value of the index is affected by the choice of relative weights to be attributed to each individual criterion.
With the help of the supplementary indices computed above, each of these biases can now be individually considered, and a tentative quantification of their value in the case of CUK and GMT can be offered.
II.2. INTERPRETATION BIAS
Having identified nine criteria included in both CUK and GMT, and having converted to a common scale the values attributed by each study to these criteria (see Tables I and II) , it is now fairly straightforward to measure how strongly the authors of the two indices disagree in the criteriavaluation stage, i.e. their (average) "interpretation bias". The results of that simple procedure reveal a significant degree of inconsistency between the two indices' valuation of their common criteria. Only in one country (out of 17) and in the case of one criterion (out of 9) have CUK and GMT translated the legislation in exactly the same way: their interpretation of the laws governing the Italian CB, as well as of the regulations concerning the CB Governors' terms of office in the countries sampled, does not seem to suffer from any bias. On the other hand, their average interpretation bias when examining Danish, French, Greek and Japanese legislation is close to 50%, and they disagree in nearly 60% of countries when deciding whether the CB is legally allowed to purchase Government debt in the primary market or not. Overall, it appears that in the 17 countries included in both CUK's and GMT's samples, virtually a third of the values attributed to their nine common criteria are subject to non-negligible interpretation problems 9 .
While the scale of these problems had never been measured in such a systematic way, their existence had already been anticipated and mentioned by a number of authors. Eijffinger & de Haan (1996) draw on their detailed knowledge of the Dutch CB's legislation to show (section 3.2) that CUK attributes an incorrect value to 5 of the 16 characteristics by which he measures its legal independence (again, almost a third of the total). Cargill (1995), emphasising that "the basic problem with indices is they ultimately rely on a researcher's interpretation of central bank laws" (p. 163), admits having "a difficulty to rationalise ranking of the Bank of Japan and the Federal Reserve 8
Given the binary nature of each characteristic, it doesn't really matter which of the two indices is wrong and which is right when they disagree on the value x ij to be taken by a characteristic i in a country j: the "Interpretation Bias"
(either by country or by criterion) still indicates the percentage of instances in which the relevant legislation was misinterpreted, either by one or by the other index. In that sense, this procedure neither allows nor attempts to decide which of the two indices is "more wrong" in its reading of the law: it just indicates how "wrong", on average, the two of them are.
9
This problem might even be worse than appears from these figures: they rely on the assumption that at least one of the two indices has interpreted the legislation correctly, but this is not necessarily the case.
presented in the Bade & Parkin (1982) The analysis in this section has allowed for a formal confirmation and a more precise quantification of these intuitive perceptions, and has revealed a worrying tendency in the two considered indices to misinterpret the relevant legislation.
II.3. CRITERIA BIAS
Here again, it is impossible to discuss the appropriateness of the characteristics constituting individual indices without being exposed to some degree of subjectivity as well: on which objective grounds would a criterion be considered as acceptable for inclusion, and what would objectively justify the exclusion of another ? It could always be argued that intuitively, a few criteria should unquestionably qualify, while some others needn't even be considered; but where should the line be drawn between these two categories ? Clearly, these questions cannot be answered satisfactorily:
blaming authors for having incorporated a characteristic rather than another is displaying as much subjectivity as (if not more than) they do.
Instead, what the standardisation of the data attempted in subsection II.1 allows for is a "relative" approach to the problem. It is not used to criticise one or the other index for taking some characteristics into account, while neglecting some others 12 ; it merely helps us measuring how strongly the authors of the indices disagree as to the necessity of including certain criteria. In that sense, the measure presented in this subsection can only capture the "Criteria Disagreement Factor" separating the two studied indices, rather than a genuine (but much more subjectivity-prone) "Criteria Bias".
10 This does not prevent Cargill, however, from falling in the "subjectivity trap" himself: his reasons for disagreeing with Bade & Parkin's (1982) attribution of the same rank to the BoJ and the Fed is that "the Bank of Japan is generally regarded (sic) as one of the more formally dependent central banks" (p. 164).
11 Eijffinger & Schaling (1993) also attempt to measure what they call an "interpretation effect", but choose to compare the Bade & Parkin (1982) index to GMT (rather than CUK), and rely only on 2 of these indices' common criteria to quantify such an effect.. 12 In particular, nowhere in the analysis do I imply that the 9 characteristics which CUK and GMT have in common are some sort of "core" features of CBI: that would clearly constitute an implicit criticism of other indices which might have chosen not to include some of these criteria.
The procedure is simple enough: it merely involves computing the ratio, in both indices, of the number of "index-specific" criteria to their total number, and comparing these two ratios. Even on this very straightforward count, though, CUK and GMT reveal some significant degree of disagreement: as much as 40% of the characteristics included in GMT are not considered as relevant by CUK, while GMT disregards 45% of the criteria seen by CUK as essential to measure CBI properly.
Obviously, it would have been all the more interesting to be able to compare these proportions with those exhibited by other studies, but such a comparison is made particularly tricky by the fact that no other synthetic index of CBI is built upon such an extensive range of detailed criteria. Other published measures rely either on a series of loosely-defined "policy types" (Bade & Parkin, 1982 , Eijffinger & Schaling, 1993 , Eijffinger & van Keulen, 1995 , or on indicators of political influence upon the CB (Cukierman & Webb, 1994) , or even on answers to questionnaires sent out to CB officials (Cukierman, 1992, "QVAU" and "QVAW").
Alternatively, a similar comparison could have been made between the relative weight attributed by CUK and GMT to their "index-specific" criteria 13 : it would have indicated what importance the authors attribute in their index to the criteria on which they disagree. For obvious reasons, however, such a comparison would have been directly affected by the third type of bias identified earlier: it would have measured disagreement not only on the type of criteria to include, but also on the relative importance of each of those criteria. I now turn to the more detailed discussion of this "weighting bias".
II.4. WEIGHTING BIAS
As indicated earlier, the final step in the construction of the CBI indices detailed here, and hence the third potential source of their subjectivity, is the aggregation of their individual characteristics into a unique, synthetic value. Many different options are obviously available, and once again, for fear of violating the "practice what you preach" principle, this subsection has no intention of dictating which 13 Bénassy & Pisany-Ferry (1994) , for instance, calculate in their Appendix 1 the relative weight attributed by GMT and CUK to all their respective characteristics. In doing so, however, they group some of CUK's criteria into broader categories before they calculate their (joint) weight, so that these figures could anyway not have been used here as such.
is preferable to the other. Instead, the standardisation operated in subsection II.1 makes it possible to estimate the significance of the "weighting bias" inherent in CUK and GMT 14 .
For this purpose, the partial correlations between the "normalised" versions of the indices and their original counterparts are computed: given that GMTN and CUKN include the same characteristics as GMT and CUK (respectively), but constitute simple rather than weighted averages of these characteristics' values, this procedure should reveal the significance of the distortion introduced by the particular weighting method chosen by each index's authors.
It is worth noting, however, that the difference between GMT and GMTN actually turns out to be more a reflection of how much my own procedure of "normalisation and refinement of criteria" has altered the original index, than a distinct measure of its "weighting bias": in fact, the weighting differential between the two indices is minimal, as it is only caused by a single criterion to which a value of up to 2 is attributed in GMT, while it is restricted to a maximum of 1 in GMTN. Similarly, the normalisation procedure leading from CUK to CUKN (and the unavoidable loss of information it entails) is probably responsible for at least some of the difference between the two, although their respective weighting schemes are clearly more divergent than is the case between GMT and GMTN.
Bearing these qualifications in mind, the results suggest that the "weighting bias" is probably not as big a problem as were the biases estimated in the two preceding subsections: both pairs of indices exhibit an identical partial correlation of 0.92, which is a high-enough value to indicate that the choice of a specific weighting scheme is likely not to add much to an index's (already significant) degree of subjectivity 15 .
In summary, significant signs of the presence of an impressive interpretation bias, of a major criteria "bias" but of a negligible weighting bias in existing CBI indices have been discovered through the above analysis. It is worth stressing, however, that all of the above estimations find themselves limited by two factors: the rather small sample of countries gathered in both examined indices, and the very fact that only two existing indices offer a wide-enough scope for comparison. These further limitations should be borne in mind when (and if) future references of the above findings are made. Table IV summarises again the values, for each of the 17 countries in the sample, of the 6 indices considered so far; it also introduces the country rankings obtained using each of these indices.
II.5. INTRODUCING COUNTRY RANKINGS
Partial correlations between their respective country rankings, as well as between their respective values (among which are those briefly discussed above), are displayed in the bottom half of the table.
Reassuringly, the general picture offered by the comparison of values happens to be consistent with the findings of the preceding subsections. The degree of correlation between GMT9 and CUK9, for instance, is far from being much higher than the one between GMT and CUK (0.71 and 0.70, respectively), which further confirms the seriousness of the measurement problem ("interpretation bias") from which the two original indices suffer: if the nine criteria they both include had been measured properly, GMT9 and CUK9 should have been identical (i.e. the correlation between them should have been very close to 1.00). Similarly, the fact that the correlation is stronger between GMTN and GMT9 than between GMT and GMT9 (0.95 vs. 0.82), and that the same is observed on the CUK side (0.92 vs. 0.85), could be seen as a confirmation of the presence of some weighting bias, although the reservations expressed earlier as to the properties of the "normalised" indices still apply.
There are reasons to believe, however, that comparing the country rankings produced by the six indices, rather than their actual values, should yield even more valuable results. Most importantly, this procedure avoids at least some of the subjectivity involved in the measurement of CBI: it is not affected by the fact that, say, the most dependent CB according to one index carries a precise value of 0.01, while in another, in which it is also seen as the most dependent, it is attributed a different value of 0.1; all it takes into account, instead, is that the same CB is actually considered as the least independent by both of them. The partial correlations between rankings are therefore not influenced
by extreme values, and should prove a more reliable indicator of how consistent the indices really are with each-other 16 .
The impression left by these calculations is bleaker still than when values were considered. For a start, the correlation between CUK's and GMT's classification of countries is a mere 0.58, which tends to reinforce the impression of general inconsistency gathered earlier; furthermore, the ranks implied by GMT9 are again poorly linked to their CUK9 counterparts (0.66), strengthening former observations about the indices' interpretation bias; finally, the country orderings offered by GMTN and CUKN are now markedly more consistent than those offered by GMT and CUK (0.70 vs. 0.58),
suggesting that the weighting bias might have deeper consequences than was previously thought 17 .
There is an important conclusion to be drawn from the computations of this whole section. The significant subjectivity bias and lack of consistency displayed by the two most widely-used CBI indices could have far-reaching consequences: given that quite a few empirical studies on the effects of CBI on inflation (as well as on other variables) rely on one of these measures, the findings of those studies might not be 100% reliable. In a sense, this empirical doubt echoes the theoretical scepticism about the same CBI-inflation relationship expressed by Posen (1994).
Obviously, further investigations are required to confirm (or dispel) these doubts. In particular, it would be interesting to test for the sensitivity of the CBI-inflation relationship (among others) to changes in measures of CBI, while possibly avoiding some of the subjectivity inherent in these measures 18 . This is precisely what the next section aims to do.
16 Some "information" is inevitably lost when switching from values to ranks: the latter, for instance, do not reflect the fact that, say, the institutional difference between the most and second-most independent CB may be much slimmer than between the least and next-to-least independent. But since the only objective of this exercise is to measure the consistency of the two retained indices , such "information" is irrelevant for my purposes, in particular in a sample as relatively homogeneous as 17 OECD countries. 17 The only correlation which is stronger when ranks rather than values are considered is the one between CUK and CUKN, but even then, the improvement is merely of the order of one percentage point (0.93 against 0.92).
18 One of the major dangers of this type of exercise is the tendency to describe one of the indices as "the most appropriate" simply because it exhibits the closest relationship with average inflation; as Walsh (1993) and Forder (1995) have already pointed out, many authors of existing CBI indices have tended to fall in this "inflation-biased" judgement.
III. A RECONSIDERATION OF THE EMPIRICAL EVIDENCE ON CBI
It is well known that the majority of empirical studies which have tried to examine the effect of statutory independence on various macroeconomic variables have produced fairly consistent results 19 . Using various samples, periods and CBI indices (with GMT and CUK a recurrent choice), 17 out of the 19 studies listed in Table 8 of Eijffinger & de Haan (1996) have concluded to a statistically-significant inverse relationship between CBI and average inflation; 7 out of the 12 studies
in that list which also tested for a link between CBI and inflation variability have reached conclusive results; and 8 out of the 10 studies which, according to table 11 of Eijffinger & de Haan (1996) , examined the effect of CBI on the average and the variability of real-output growth, have not found any statistically-significant link.
The previous section, however, underlined the weaknesses of the two most widely-used indices of legal CBI, and argued that because of their rather large subjectivity bias, they probably do not constitute an appropriate measure of a CB's statutes. As a consequence, even the most compelling evidence on the effects of CBI may be weaker than was previously thought.
Admittedly, some authors have relied on more than one measure of independence in their empirical research, or on a combination of several of them, and have generally obtained converging results.
But any combination of biased measures, no matter how elaborate, is still a biased measure itself: the fact that a link between CBI and various macroeconomic variables is insensitive to the type of index used doesn't say anything about the sensitivity of that link to the quality of the indices.
This section presents an empirical test of the relationship between CBI and inflation (as well as growth) which avoids at least some of the subjectivity discussed earlier. Rather than using the values of a number of indices as explanatory variables, it regresses the country rankings produced by these indices with each dependent variable. As I argued in subsection II.5, ranks are less affected by the precise characteristics of each index: they are likely to minimise the adverse effect of weighting or criteria problems. These regressions should thus reveal whether the results of former empirical investigations were influenced by the subjectivity of the CBI indices they relied on.
At this stage, it becomes possible and appropriate to include in the analysis as many other proxies of CBI as possible: all that matters is how these indices rank the countries they consider, regardless of which characteristics they take into account to achieve that ranking 20 by the four indices introduced in this section are generally rather poorly related to each-other; ES and CW, in particular, exhibit a low degree of correlation with all other measures. This should not, however, be interpreted as a sign that some index is "better" or "worse" than any other: all it indicates is that the various measures do not capture identical aspects of a CB's status.
These 10 series are then successively regressed, in the 12-country sample, with four dependent variables: the average rate of annual growth of the GDP deflator over the years 1980-89, the average 20 For the sake of comparability, however, every attempt is made to keep the joint sample of countries as large as possible, which means that some measures are left out because the number of countries for which they are calculated is too small. rate of annual real-GDP growth over the same period, and the variance of these two rates 22 . A summary of the results of these 40 regressions is given in Table VI. With one exception (CW), the sign of the link between the discussed rankings and average inflation (proxied by the average growth of the GDP deflator) is consistent with existing evidence: the higher the rank of a country's CB, i.e. the less "independent" the CB is considered, the higher the average rate of inflation in that country during the 1980s. However, the statistical significance of the relevant coefficients is rather erratic: out of 10 regressions, only two (those in which the rankings of GMT and GMTN are the explanatory variables) produce a t-statistic which is above its null-hypothesis rejection value at a 5% level of significance, and only one of these t-statistics (associated with the AL classification) is above that value at a 1% level of significance 23 . It thus seems that previouslyestablished results on the strength of the CBI-inflation relationship cannot be confidently confirmed:
the above analysis suggests that they were probably favoured by the inherent bias of the measures used to account for CBI.
Similar observations can be made about the results on the variability of inflation. In the 10 concerned regressions, virtually all coefficients are of the expected (positive) sign, but only one tvalue (with the ES ranking as the explanatory variable) allows to reject the null hypothesis at a 5% level of significance: the evidence on the relationship between CBI and inflation variability is thus weaker than previous findings used to suggest, again probably because of the biased nature of existing indices of CBI (and of related concepts).
The results on average growth are even more puzzling: this time, the sign of nearly all coefficients suggests that if anything, CBI is likely to have a negative effect on average growth, while in the only earlier studies in which any trace of such an effect was found, it carried a positive sign 24 ; the lack of 22 Although TOR and CW were calculated by their authors over four decades to give them greater significance, the rankings they imply are regressed here with averages and variances calculated only over the period 1980-89; this could arguably have an influence on the magnitude of some coefficients, but it should not affect the general nature of the results. 23 With 11 degrees of freedom, these rejection values are 2.201 and 3.106, respectively; see e.g. Pindyck & Rubinfeld significance of most regressions, however (again, only one t-statistic implies significance at a 5% level), does not allow for an unqualified confirmation of such a link.
Finally, even using ranks rather than values to describe the status of concerned CBs, the variability of growth is not found to exhibit any significant relationship with CBI in the 12 countries of the sample.
The results of the above computations therefore tend to confirm the impression gathered in the previous section: as long as we are not sure that CBI is accounted for in a "satisfactory" way, any empirical test of its influence on other variables will lack statistical reliability (and thus credibility) 25 .
More fundamentally, though, one might question the very insistence on using such a controversial notion: since there seems to be no objective agreement on what "independence" really is, how exactly it should be measured and what precise effect it has, why not concentrate instead on less ambiguous concepts ? Such an alternative route is advocated in the next section. 25 Another issue which arises from these tests is linked to their causality implications: discovering a relationship between two variables is one thing, concluding that there is a one-way effect from the first to the second variable is quite another. A discussion of Granger causality, however, would lie beyond the scope of this paper.
IV. BEYOND INDEPENDENCE: SOME SUGGESTIONS FOR AN ALTERNATIVE EMPIRICAL APPROACH
In the light of the statistics collected in sections II and III, it would be tempting to claim that previous evidence in favour of CBI was misleading, and that independence has, in fact, no effect whatsoever on inflation or growth. My results, however, do not support such implications. All they allow to conclude is that, given the significant bias affecting most (if not all) legislation-based indices of CBI, we cannot be sure that what was regressed with inflation or growth in earlier studies really was "independence". Consequently, we do not know whether "independence", if measured in an accurate way, would effectively exhibit a statistically-significant relationship with various macroeconomic variables.
One way out of such uncertainty would be to try and improve the way in which CBI is accounted for, i.e. to devise yet another measure which, ideally, would avoid the shortcomings of existing indices 26 . But this is not the task to which this section is devoted: the only support I can offer in this sense is a reminder of what I argued in subsection II.5, namely that a "relative" approach, i.e.
through ranks rather than values, probably offers less scope for subjectivity. The remainder of the section concentrates instead on a few suggestions in favour of an alternative route, which is likely to yield promising results.
The search for a different approach is motivated by an observation that the above analysis does encourage: "independence" is not a concept academics should feel comfortable to work with. Not only do we find it quite hard to measure it objectively, bickering over its very components and their relative importance; we cannot even agree on a unique, undisputed definition of it. Different authors often mean different things when they discuss "independence". In the models of Debelle & Fischer (1994) or Fratianni, von Hagen & Waller (1993) , following Rogoff (1985) , it is equivalent to the "conservatism" of the CB Governor (i.e. his aversion to inflation relative to real-output fluctuations);
for Alesina (1988), Bade & Parkin (1982) , Grilli et al. (1991) and many others, a distinction between "political" and "economic" independence needs to be drawn 27 ; according to Debelle & Fischer (1994) , the relevant distinction is instead between "goal" and "instrument" independence, while 26 Forder (1995) is a strong proponent of the view that such an attempt is intrinsically doomed.
Cukierman (1992) prefers to separate "statutory" and "actual" CBI. In short, "independence" has proved a rather controversial and ambiguous notion: the widespread disagreement surrounding its precise definition as well as its measurement renders it inappropriate, particularly for academic purposes.
I suggest instead to take more directly into account the theoretical insights of Walsh (1995) and Persson & Tabellini (1993) , who first introduced notions of contract theory in the study of institutional characteristics of monetary policy (more on which below). They argue, quite convincingly, that a CB's "independence" is, in reality, endogenous, a mere by-product of the incentive structure faced by the CB's governing body ("Central Banker"): in this respect, it loses a lot of its immediate interest. Applying this reasoning to empirical investigations calls for a more specific (and arguably, less controversial) study of the determinants of incentives, rather than indulging in a subjective estimation of the individual components of "independence". In a sense, this implies a shift of focus from the rather ill-fated "independence" towards the more tractable notion of the Central Banker's conservatism. The perspective, however, is different from that of Rogoff (1985) , since the concept is introduced in an "incentive-based" rather than in a "preference-based" framework 28 . While in Rogoff (1985) or Lohmann (1992), a "conservative" Central Banker is defined as an individual with intrinsically asymmetric preferences, such "conservatism", in Walsh (1995) or Persson & Tabellini (1993) , is the endogenous result of a whole set of incentives faced by the Central Banker. As I already pointed out, these incentives might include statutory characteristics, such as the constitutional obligation to concentrate on price stability (even at the cost of possibly larger short-term fluctuations in output); but the ultimate, observed "conservatism" of the Central Banker is determined by the enforcement mechanism which constrains him to fulfil his obligations.
The new theoretical literature on institutional aspects of monetary policy relies on the so-called "principal-agent theory" to formalise such a dual (legal/behavioural) framework. It shows that an optimal "performance contract" can be devised between the political authorities (the "principal") and the Central Banker (the "agent"), which not only defines explicitly the latter's statutory objectives, but also provides him with the incentives to achieve these objectives by making him solely responsible for the outcome of monetary policy, and attaching well-publicised rewards or penalties to success or failure 29 . The Central Banker is thus "conservative", not necessarily because it is in his genes, not only because it is his duty to be so, but mainly because he knows that if he is not enough so, he will be punished.
I argue that this framework would form a better basis for future empirical investigations than the usual "independence"-orientated framework. The following simple rules could be observed to take into account the theoretical insights mentioned above, as well as the lessons learnt from the previous sections' analysis.
First, considering the major subjectivity problem uncovered in section II, priority should be given to straightforward, binary choices in which no degree of personal judgement needs to be exerted: every selected variable should be allowed to take only two logical values, "Yes" or "No", and which of the two it takes in each instance should be unambiguous. This means that directly-observable characteristics should be privileged, rather than others for which some interpretation is inevitable.
Second, there should be no need by now to emphasise further the importance of including both institutional and behavioural aspects of the CB's situation in the analysis: the picture would only be half complete if either of these two perspectives was missing. This implies that any element which influences the Central Banker's accountability, allows to evaluate his performance or reveals the extent of his commitment to his official task should be attributed as much importance as any other which is supposed to determine his formal duties.
The following, highly incomplete list of practical suggestions arises from these considerations. One could choose to concentrate on institutional characteristics in the sample-selection stage, by deciding to restrict one's attention to the countries in which the attainment of some numerical objective is explicitly imposed upon the CB (i.e. a purely binary process: "There exists an explicit objective", 29 The contract is "optimal" because in the presence of stochastic supply shocks, it allows for the pre-determined objective to be achieved without increasing shot-term output volatility. This result holds as well in an asymmetricinformation framework.
inclusion of the country; "There exists no explicit objective", exclusion of the country). Once the sample is defined, one could then turn to behavioural indicators to assess each Central Banker's actual "conservatism". For instance, is there a well-publicised reward/penalty system sanctioning the performance of the Central Banker in terms of the pre-specified objective ? And in the countries where such a system is in place, has the threat systematically been implemented when the (measurable) objective was not achieved (again two "Yes" / "No" criteria) ?
Even the political influence on monetary policy-making, insofar as it also affects the observed "conservatism" of the Central Banker, could equally well be captured in a similar fashion. Instructive observations could include the following: whenever there was a legislative or executive election, was the Central Banker more often kept in office, or replaced within a few months after the election ? Or did reductions in short-term interest-rates occur more often in the few months before such elections than at other times 30 ?
A possible objection to those proposals is that the theoretical literature on such "performance contracts", let alone the practical application of its ideas, are rather new in the field of monetary policy-making 31 . As a result, one could be confronted with data-availability problems, both in the country-selection process and in the length of the observation period. But this does not affect the spirit of the argument presented in this section; in particular, my insistence that formal discussions on "independence" should be abandoned is still valid 32 , although the alternative empirical methodology I advocate might have to wait until a larger and longer data-set is available to support it.
30 Cukierman & Webb (1994) have interesting suggestions in this respect, although they still rely on a precise valuation of each criterion they examine, rather than on a "Yes" / "No" classification. 31 Although that theoretical and empirical literature is fast expanding; see in particular Svensson (1995) , Leiderman
V. CONCLUSIONS
This study was organised around three objectives: first, estimating the "subjectivity bias" of two widely-used indices of CBI; second, assessing the robustness of established empirical results on CBI with respect to such subjectivity; and third, recommending an alternative orientation for future empirical investigations. It is now time to compare its achievements with its ambitions.
In section II, an in-depth comparison of the indices of legal CBI computed by Grilli et al. (1991) and Cukierman (1992) was presented. With the help of four supplementary measures (derived from the two original ones), it revealed the following features:
• on average, the authors misinterpreted about 30% of the legislation they consulted to construct their indices 33 , with that proportion rising to nearly 50% for some countries;
• they disagreed markedly on which criteria should be included in an index of legal CBI, with only 9 characteristics being common to both indices (out of a respective total of 15 and 16);
• the fact that they used different weighting schemes to aggregate their preferred criteria into a synthetic index, however, did probably not add much to their problems.
The numerous empirical investigations based on either of these indices were therefore likely to have been affected by this subjectivity, and the results of those investigations, which generally revealed a statistically-significant link between CBI and average inflation, appeared less assured. The analysis of section III supported such doubts. Rather than relying on the subjectivity-prone values of the indices, it computed the country rankings produced, in a 12-country sample, by these (and another four) measures; it then successively regressed each of these classifications with the average rate of inflation, the average rate of real-output growth, and the variance of these rates. While the sign of most coefficients in these regressions was consistent with previous evidence (with the notable exception of those in which average real-output growth was the dependent variable), as much as 87.5% of these coefficients were not statistically-significant. It thus appeared that former tests which attempted to link an ill-defined measure of "independence" with various macroeconomic variables were not reliable.
On the basis of these findings, it was argued in section IV that a new perspective was needed in the empirical study of monetary institutions. Three reasons were given for such a call: first, the definition of "independence" was found to be contentious; second, two of its most widely-used measures had just been shown to suffer from a significant subjectivity bias; and third, a less controversial alternative, which relies on a series of indicators of a CB's operational status rather than on the direct (but biased) measure of its "independence" 34 , was found to be provided by new theoretical insights due to Walsh (1995) and Persson & Tabellini (1993) 35 .
By outlining major weaknesses in the prevailing empirical approach centred around CBI, and by motivating and suggesting a different perspective, this paper hopes to have made a constructive contribution to the ongoing debate on the optimal structure of monetary institutions.
34 A particularly attractive feature of these indicators is that far from being adversely affected by behavioural changes, they incorporate and thus endogenise any such changes. 35 Interestingly, most CBs seem to have already adopted the principles of this alternative: they now have abandoned any attempt at measuring, let alone controlling, some "monetary aggregate" (the definition of which is often at least as controversial as that of independence), and rely instead on various, market-determined "indicators" to estimate the possible inflationary effect of their policies. Notes: "AL" is the Alesina (1988) "extended and updated" version of the Bade & Parkin (1982) index of CBI;
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"ES" is the Eijffinger & Schaling (1993) index of policy independence;
"TOR" is the average turnover rate of CB Governors (1950 Governors ( -1989 , as computed by Cukierman (1992) ;
"CW" is the index of political vulnerability of the CB (1950 CB ( -1989 , as computed by Cukierman & Webb (1994) . 
