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$s$ $x$ $\sigma(s, x)$ $(x\geq 0)$
$C(x)$
( )
2 Stocahstic Convexity and Concavity
$X$ $Y$ 2
1 $f_{X}(x)$ $f_{Y}(x)$ 2 $X$ $Y$
$x\geq y$ $x$ $y$ $f_{X}(y)f_{Y}(x)\leq f_{X}(x)f_{Y}(y)$ $X$
$Y$ $X\geq_{LRD}Y$ $X\succeq Y$
Shaked and Shanthikumar(1994) Stocahstic Convexity Stoc-
ahstic Concavity $\{X(s)|s\in(-\infty, \infty)\}$ $s$
(1) $\{X(s)|s\in(-\infty, \infty)\}$ $SI$ (stocahstically increasing) $\Leftrightarrow$
$u(s)$ $E[u(X(s))]$ $s$
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(2) $\{X(s)|s\in(-\infty, \infty)\}$ SICX(stocahstically increasing and convex) $\Leftrightarrow$
$u(s)$ $E[u(X(s))]$ $s$
(3) $\{X(s)|s\in(-\infty, \infty)\}$ SICV(stocahstically increasing and concave)e
$u(s)$ $E[u(X(s))]$ $s$
$s_{1}\leq s_{2}\leq s_{3}\leq s_{4}$ $s_{1}+s_{4}=s_{3}+s_{2}$ $X_{i}=X(s_{i})$
$(i=1,2,3,4)_{0}(s_{4}-s_{3}=s_{2}-s_{1})$
(1) $\{X(s)|s\in(-\infty, \infty)\}$ SICX(sp}(stocahstically increasing and convex in
sample path sense) $\Leftrightarrow\max\{X_{2}, X_{3}\}\leq X_{4}$ $(a.s.)_{\backslash }X_{2}+X_{3}\leq X_{1}+X_{4}$
(2) $\{X(s)|s\in(-\infty, \infty)\}$ SICV(sp)(stocahstically increasing and concave in
sample path sense} $\Leftrightarrow X_{1}\leq\max\{X_{2},X_{3}\}$ $(a.s.)_{\backslash }X_{2}+X_{3}\geq X_{1}+X_{4}$
1 (1) $\{X(s)|s\in(-\infty, \infty)\}$ SICX$(sp)$ SICX
(2) $\{X(s)|s\in(-\infty, \infty)\}$ SICV$(sp)$. SICV $\circ$
2 (1) $\{X(s)|s\in(-\infty, \infty)\}$ SICX$(sp)$ $u(\cdot)$
$\{u(X(s))|s\in(-\infty, \infty)\}$ SICX$(sp)$ $\circ$
(2) $\{X(s)|s\in(-\infty, \infty)\}$ SICV$(sp)$ $u(\cdot)$
$\{u(X(s))|s\in(-\infty, \infty)\}$ SICV$(sp)$
1 $X(\mu)$ $N(\mu, \sigma^{2})$ $Y(\mu)=e^{X(\mu)}$ $u(x)=e^{x}$







$(-\infty, \infty)$ $s$ $x$ $\sigma(s, x)$
$(x\geq 0)_{0}$ $\sigma(s, 0)=s$ $(s\in(-\infty, \infty))$




1 $s$ $x$ $\sigma(s, x)$ $x<y$ $s<t$
$(t, y),$ $(s, x)$ $0\leq\lambda\leq 1$
$\sigma(\lambda(t, y)+(1-\lambda)(s, x))\geq\lambda\sigma(t, y)+(1-\lambda)\sigma(s, x)$
2 $s$ $x$ $\sigma(\mathcal{S}, X)$ submodular function $x<y$
$s<t$ $x,$ $y$ $s,$ $t$
$\sigma(t, y)-\sigma(t, x)\leq\sigma(s, y)-\sigma(s, x)$ (1)
-v(s) $= \max_{x\geq 0}\{-C(x)+u(\sigma(s, x))\}$
$u(s)$. $s$ $\overline{v}(s)$
3 $C(x)$ $u(s)$ $\overline{v}(s)$
$C(x)$
: $\overline{v}(s)=C(x^{*})+u(\sigma(s, x^{*}))$ $\overline{v}(t)=C(x^{**})+u(\sigma(t, x^{**}))$
$0\leq\lambda\sigma(s, x^{*})+(1-\lambda)\sigma(t, x^{**})\leq\sigma(\lambda s+(1-\lambda)t,$ $\lambda x^{*}+(1-\lambda\rangle x^{**})$
$\lambda(0<\lambda<1)$ $s<t$ $u(\lambda s+(1-\lambda)t)\geq\lambda u(s)+(1-\lambda)u(t)$
$C(x)$
$\overline{v}(\lambda s+(1-\lambda)t)=\max_{x\geq 0}\{-C(x)+u(\sigma(\lambda s+(1-\lambda)t, x)\}$
$\geq-C(\lambda x^{*}+(1-\lambda)x^{**})$
$+u(\sigma(\lambda s+(1-\lambda)t, \lambda x^{*}+(1-\lambda)x^{**}))$
$\geq-C(\lambda x^{*}+(1-\lambda)x^{**})+u(\lambda\sigma(s, x^{*})+(1-\lambda)\sigma(t, x^{**}))$
$\geq-(\lambda C(x^{*})+(1-\lambda)C(x^{**}))$










$u_{n}(s)$ $=$ $\max_{x\geq 0}\{-C(x)+E[u_{n-1}(T(\sigma(s, x)))]\}$ , (2}
$u_{1}(s)= \max_{x\geq 0}\{-C(x)+E[u(T(\sigma(s, x)))]\}$
$u(s)$ $s$ $C(x)$ $x$
$(p_{s}(t))_{0\leq s\leq 1}$ $\{T(s)|s\in(-\infty, \infty)\}$
3 $t$ $u(t)$ $E[u(T(s))]$ $s$
$\{T(s)|s\in(-\infty, \infty)\}$ SICV
4 $u_{n}(s)$ $s$
: $n$ $u_{0}(s)=u(s\}$ $u_{0}(s)$
$u_{n-1}(s)$ 3 $E[u_{n-1}(T(\sigma(s, x)))]$
$s$ $E[u_{n-1}(T(\sigma(s, x)))]$ $s$




1 3 $x_{n}^{*}(s)$ $s$
: $n$ $n=1$
o $t\geq s$ $n(>1)$ $x_{n}^{*}(s)=x^{*}$ (2)
$u_{n}(s)= \max_{x\geq 0}\{-C(x)+E[u_{n-1}(T(\sigma(s, x)))]\}$






$-C(x)+E[u_{n-1}(T(\sigma(s, x)))]\leq-C(x^{*})+E[u_{n-1}(T(\sigma(s, x^{*})))]$ (4)
$-C(x)+C(x^{*})\leq E[u_{n-1}(T(\sigma(s, x^{*})))]-E[u_{n-1}(T(\sigma(s, x)))]$ (5)
3 $E[u_{n-1}(T(\sigma(s, x)))]$ $s$
$\circ$ 2 $\sigma(t, x^{*})-\sigma(s, x^{*})\geq\sigma(t, x)-\sigma(s, x)$
$\sigma(t, x)-\sigma(s, x)=\sigma(t, x^{*})-(\sigma(t, x^{*})-(\sigma(t, x^{*})-\sigma(t, x))+\sigma(s, x\}\})$
$0<x^{*}\leq x,$ $s<t$
$E[u_{n-1}(T(\sigma(t, x)))]-E[u_{n-1}(T(\sigma(s, x)))$
$\leq E[u_{n-1}(T(\sigma(t, x^{*})))]-E[u_{n-1}(T(\sigma(s, x^{*})+(\sigma(t, x^{*})-\sigma(s, x^{*})$ (6)
$-(\sigma(t, x)-\sigma(s, x))\}))]$
$\leq E[u_{n-1}(T(\sigma(t, x^{*})))]-E[u_{n-1}(T(\sigma(s, x^{*})))]$ (7)
(5) (4)
4 $t\geq s$ $u(s)$ $E[u(T(t))]-E[u(T(s))]\leq$
$u(t)-u(s)$





$-C(x^{*}) + E[u_{n-1}(T( \sigma(t, x^{*})))]-\max_{x\geq 0}\{-C(x)+E[u_{n-1}(T(\sigma(s, x)))]\}$
$\leq E[u_{n-1}(T(\sigma(t, x^{*})))]-E[u_{n-1}(T(\sigma(s, x^{*})))]$
5 3 $E[u_{n-1}(T(s))]$ $s$
$s<t,$ $0<x^{*}$ $\sigma(t, x^{*})-\sigma(s, x^{*})\leq\sigma(t, 0)-\sigma(s, 0)=t-\mathcal{S}$ (7)
$E[u_{n-1}(T(\sigma(t, x^{*})))]-E[u_{n-1}(T(\sigma(s, x^{*})))]\leq E[u_{n-1}(T(t))]-E[u_{n-1}(T(s))]$
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$u_{n}(t)-u_{n}(s)\leq E[u_{n-1}(T(t))]-E[u_{n-1}(T(s))]$
5 $u_{n}(s)$ 4 $E[u_{n}(T(t))]-E[u_{n}(T(s))]\leq$
$u_{n}(t)-u_{n}(s)$ $n\geq 1$
$E[u_{n}(T(t))]-E[u_{n}(T(s))]\leq E[u_{n-1}(T(t))]-E[u_{n-1}(T(s))]$ (8)
2 4 $x_{n}(s\}$ $n$
: $n$ $n=1$
$n(>1)$ $s\leq t$ $x_{n}^{*}(s)=x^{*}$ $1<x^{*}<x$
$-C(x\}+E[u_{n-1}(T(\sigma(s, x)))]\leq-C(x^{*})+E[u_{n-1}(T(\sigma(s, x^{*}))\}]$
(8)
$E[u_{n-1}(T(\sigma(s, x^{*})))]$ $-$ $E[u_{n-1}(T(\sigma(s, x)))]$
$\leq E[u_{n}(T(\sigma(s, x^{*})))]-E[u_{n}(T(\sigma(s, x)))],$
$-C(x)+E[u_{n}(T(\sigma(s,x)))]\leq-C(x^{*})+E[u_{n}(T(\sigma(s, x^{*})))]$ (9)
$n$ $x^{*}\geq x_{n+1}^{*}(s)$




$s$ $u_{n-1}(s)\leq u_{n-2}(s)$ $E[u_{n-1}(T(\sigma(s, x)))]\leq$
$E[u_{n-2}(T(\sigma(s, x)))]$
$u_{n}(s) = \max_{x\geq 0}\{-C(x)+E[u_{n-1}(T(\sigma(s, x)))]\}$
$u_{n-1}(s) = \max_{x\geq 0}\{-C(x)+E[u_{n-2}(T(\sigma(s, x)))]\}$
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$u_{n}(s)\leq u_{n-1}(s)$ $s$ $u_{n-1}(s)\geq$
$u_{n-2}(s)$ $u_{n}(s)\geq u_{n-1}(s)$ $n=1$
$u_{n}(s)$ $n$ $n=1$
$u_{1}(s)= \max_{x\geq 0}\{-C(x)+E[u_{0}(T(\sigma(s, x)))]\}$ $u_{0}(s)=u(s)$
$\sigma(s, 0)=s$ $E[u_{0}(T(s))]\geq u_{0}(s)$ $u_{n}(s)$ $n$












5 $s\leq t$ $Y_{t}\geq LRDY_{S}$ $(s, t\in(-\infty, \infty))$









2 $s,$ $x\in\Re$ $h(x)=(h(x, s))_{s\in(-\infty,\infty)}$
$t$ $s$ $(s\leq t s, t\in(-\infty, \infty))$ $x<y$
$h(y)\geq LRDh(x)(h(x)\geq LRDh(y))$ $h(x, s)$ $x$
( )
$\mu$ $\overline{\mu}$ $\mu$
$\mu(x)$ (Nakai [6] )
7 $\mu\geq_{LRD}\nu$ $y$ $\mu_{y}\geq_{LRD}\nu_{y}$ –$\mu$y $\geq\overline{\nu}$
$\mu$ $\mu_{y}$ $\overline{\mu_{y}}$ $y$













$S\mu\in S$ $(G)$ $x>x’$ $\mu^{x}\geq_{LRD}\mu^{x’}$
$\mu^{x}=(\mu^{x}(t))$
9 $S$ $\mu$ $\nu$ $(G)$
$\mu\geq_{LRD}\nu$ $x(\geq 0)$ $\mu^{x}\geq LRD\nu^{x}$
6 $s<t,$ $t\leq t’$ $u<v$ $s,$ $t,$ $t,$ $t’,$ $u,$ $v$ $p_{u}(s)p_{v}(t’)-$
$p_{u}(t)p_{V}(t)\geq p_{v}(s)p_{u}(t’)-p_{v}(t)p_{u}(t)$
10 $\mu\in S$ $(G)$ $\overline{\mu}$ $(G)$
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3 $p_{v}(s)= \frac{1}{\sqrt{2\pi}\sigma}e^{-\frac{(s-v)^{2}}{2\sigma^{2}}}$ 6
$Y_{s}$ $f_{s}(y)$ $(s\in (-\infty, \infty))$ $s<t,$ $t<t’$ $t-s=$
$t’-t>0$ $s,$ $t,$ $t,$ $t’$
$\frac{f_{s}(y)}{f_{t}(y)}\geq\frac{f_{t}(y)}{f_{t},(y)}$
11 $\mu\in S$ $(G\}$ $y$ $\overline{\mu_{y}}$
$(G)$
12 $\mu,$ $\nu\in S$ $(G)$ $\overline{\mu^{x}}$ $(G)$






















3 $\mu,$ $\nu\in S$ $(G)$. $\mu\geq LRD\nu$ $v_{n}(\mu)\geq v_{n}(\nu)$
$\mu\geq LRD\nu$ 7 $y$ $\mu_{y}\geq\nu$ 9
$x$
$\overline{\mu_{y}^{\sigma(x\rangle}}\geq\overline{\nu^{\sigma(x)}}$
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