Abstract. The Lipschitz formula is extended to a two-variable form. While the theorem itself is of independent interest, we justify its existence further by indicating several applications in the theory of modular forms.
Lipschitz's formula
As originally conceived, the Lipschitz Summation Formula (henceforth, LSF ) gives a Fourier expansion for certain functions which arise in the theory of modular forms. More explicitly, it states that if µ ∈ Z and Re α > 1 or µ ∈ R \ Z and Re α > 0, then for Im τ > 0 [9] . There are several methods of proof, the most common being by Poisson summation (see [1] for a statement of the Poisson summation formula and [5, pp. 65-72 ] for a complete proof of the Lipschitz formula in the case µ = 0, α > 1 using contour integration). The LSF implies the functional equation for the Riemann zeta-function [6] . In number theory, the LSF is a useful tool in solving the problem of representations of a given integer as a sum of squares [2] ; this is the starting point for its connection to the theory of modular forms. Later on, H. Maass considers an analogous series, motivated by his quest for the Fourier coefficients of nonanalytic modular forms. Specifically, he looks at
where α and β are complex numbers such that Re (α + β) > 1; this requires a more complicated LSF (see [10, pp. 209-211] for a statement and proof of the formula), which was also used by Siegel [17] . Both versions of Lipschitz's formula are incorporated in the following, due to John Hawkins, which first appears in [4] :
where a n+µ (y, α, β)
Here σ (η, α, β) denotes the special function which has the following integral representation:
We remark that σ (η, α, β) is a generalization of Γ (β) and that, in fact, the confluent hypergeometric function of the second kind,
is an entire function in α and β. Alternately, one can write Theorem 1 in terms of the Whittaker function instead of σ (η, α, β) (see [15] ). For a simple proof of the theorem which relies on Maass's formula (i.e., on the case µ = 0) see [14, pp. 20-22] . We observe that Theorem 1 remains valid for µ ∈ R \ Z, Re(α + β) > 0. Also, note that if β = 0, then the above formula does reduce to the original LSF, because Ψ(0, α; η) = 1. We have already mentioned the connection to the number-theoretic function r s (n), the number of ways of writing n as a sum of s squares. Analogously, the LSF or its generalizations may be used to find the Fourier expansion of analytic or nonanalytic Poincaré series ( [8] and [4] , respectively). It is therefore a crucial part of the link between entire modular forms (e.g., Eisenstein series) and certain arithmetic functions (e.g., sums of powers of divisors of an integer).
New summation formulae
We now present some formulae which are akin to both of those discussed above. We stress, however, that the next theorem is not a consequence of the (multivariable) Poisson summation formula.
Here
({µ} denotes the fractional part and µ the integer part of
Proof. We present the proof of (1). First note that it suffices to consider the case where 0 ≤ µ < 1. The proof for general µ ∈ R then follows from the simple observation that e −2πiµm = e −2πi{µ}m .
where we have used the branching convention −π ≤ arg (·) < π. Additionally, since Re γ > 0, we have the identity
The last two statements imply that
where µ * = {µ − r} is the fractional part of µ − r. We emphasize that µ * depends on µ and r. The above interchange of sum and integral is easy to justify. Since Re (α + β) > 1 the infinite sum converges absolutely and is trivially majorized by a sum which is independent of r. Since Re γ > 0 and z 2 > 0 we may quote the Lebesgue dominated convergence theorem to permit the interchange.
An application of Theorem 1 tells us that the sum in the above integrand equals
(N.B. although σ (0, α, β) is undefined, we have that µ * = 0 only countably often, and so the nonexistence of σ (0, α, β) is irrelevant.) Letting
and interchanging the sum and integral, we get
We substantiate the last step by noting that the integrand (prior to the interchange) is dominated by an integrable function. In fact, all but finitely many terms of the sum can be bounded independently of r. This follows from our assumptions and the fact that σ (η, Re α, Re β) is a decreasing function of η on (0, ∞). Therefore,
where we let r = + µ − t (and so µ * = {µ − r} = {t}). Since 0 ≤ µ < 1 (by assumption), we have that
and so we obtain
This proves formula (1). The proof of (2) is completely analogous.
We remark that Theorem 2 could be extended to give a formula for
for use with a J-variable Poincaré series.
3. Applications 3.1. Niebur modular integrals. The need for formula (1) arose naturally during the study of what the second author refers to as "nonanalytic pseudo-Poincaré series". The analysis of these functions leads to the derivation of the Fourier coefficients of Niebur modular integrals. For a detailed proof of this, see [16] .
3.2. Nonanalytic automorphic forms. Let λ ≥ 2 or λ = 2 cos(π/q) , q = 3, 4, 5, . . . ; ν j ∈ Z and γ j ∈ C for 1 ≤ j ≤ 4. G λ will denote the Hecke group, which is generated by the translation z → z + λ and the inversion z → −1 z . We make the usual identification of Möbius transformations with 2 × 2 matrices, so that these generators may be represented as Let α, β ∈ C such that Re (α + β) > 2 and α − β = 4 j=1 γ j ∈ R. Suppose that υ j : G λ → C \ {0} satisfies the "consistency condition":
