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Abstract
Multiple hypothesis testing requires a control procedure. Simply in-
creasing simulations or permutations to meet a Bonferroni-style threshold
is prohibitively expensive. In this paper we propose a null model based
approach to testing for acyclicity, coupled with a Family-Wise Error Rate
(FWER) control method that does not suffer from these computational
costs. We adapt an False Discovery Rate (FDR) control approach to
the topological setting, and show it to be compatible both with our null
model approach and with previous approaches to hypothesis testing in
persistent homology. By extending a limit theorem for persistent homology
on samples from point processes, we provide theoretical validation for our
FWER and FDR control methods.
1 Introduction
Hypothesis testing in the based on topological summaries of data has been an
area of Topological Data Analysis (TDA) that has seen growth recently as both
applied and mathematical statistics have been developed using TDA. Almost
of all the current literature on hypothesis testing in TDA has focused on two
sample tests [22] or extensions to analysis of variance (ANOVA) settings [8]
where differences across more than two conditions are considered. Neither of
these papers take into account multiple testing because the number of hypotheses
tested is small, for example one in two sample tests. However, as the number of
groups in an ANOVA increase mutiple testing is a concern, in addition there
are many applications where TDA can be applied to many subsets of features of
coordinates in a two sample test with the goal of finding those subsets which
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are significantly different between the two groups. When the number of subsets
of features are in the hundreds or thousands correction for multiple hypothesis
testing is crucial.
In this paper we propose a methodology to address multiple hypothesis
testing by addressing both statistical and computational concerns that arise with
multiple hypothesis testing (MHT). The main computational issue we address is
how to efficiently compute a null distribution that can be used in the multiple
hypothesis setting. The key computational idea is that for barcodes one can
efficiently compute an empirical null distribution via simulation that is valid
modulo normalization across dimension (rank) and this empirical distribution can
be used for all of the multiple hypothesis. In contrast, current methodologies rest
on either applying permutations or bootstrap sampling to each test individually,
which for thousands of tests can be infeasible. The barcode statistics we consider
for generating the null distribution include as examples the symmetric barcode
polynomial [1] or a symmetric tropical barcode polynomial [18].
Our proposed method for controlling MHT uses z-score normalizations to
produce comparable quantities from different hypothesis tests. We show that
under reasonable assumptions the z-score distributions converge to a dis-
tribution only dependent on the underlying null model. It follows that
the z-scores are themselves comparable.
The statistical contributions of this paper are in how to use the empirical
null distribution for controlling family-wise error rates and false discovery rates,
as well as a theoretical foundation for the proposed hypothesis testing method.
Our interest in MHT originates with seeking statistical methods for testing
whether a given point cloud is sufficiently acyclic – whether the point cloud
is expected to have essentially no persistent homology. Testing for persistence
across hundreds or thousands of point clouds makes MHT quickly relevant.
Our approach picks a null model that captures what essentially no persistent
homology might look like for a given size and density of a point cloud, and then
approaches the question using simulation testing: comparing a barcode statistic
of the observed point cloud to barcode statistics calculated on a collection of
randomly generated point clouds from the null model.
In this paper we propose and approach two fundamental problems:
Problem 1 (Family-wise error rate corrected acyclicity testing). Given a collec-
tion of point clouds, determine if any one of the point clouds has more persistent
homology than should be expected from random data.
Provide assurances that the proposed method will not produce a single false
positive among all the tested point clouds, with probability α.
Problem 2 (False discovery rate corrected acyclicity testing). Given a collection
of point clouds, determine if any one of the point clouds has more persistent
homology than should be expected from random data.
Provide assurances that false positives occur with a rate of at most α.
2
2 TDA Background Theory
In this paper, we concern ourselves with the statistical behavior of persistent
homology.
An abstract simplicial complex is a collection Σ of subsets, called simplices,
of a set V of vertices such that all subsets τ ⊂ σ ∈ Σ of a simplex are also
simplices in Σ. A simplex with d+ 1 vertices is said to be d-dimensional. To a
simplicial complex is associated the chain complex : a graded vector space C∗Σ
with basis elements corresponding to the simplices in Σ. The grading is provided
by the dimension of the corresponding simplex. The chain complex is equipped
with a linear boundary map:
∂([v0, . . . , vd]) =
∑
(−1)i[v0, . . . , vi−1, vi+1, . . . , vd]
The homology H∗Σ is defined as ker ∂/ img ∂.
For a comprehensive introduction to homology we refer to Hatcher [14].
A simplicial complex is filtered if it decomposes into a sequence of inclusions
Σs ↪→ Σt for s < t. Persistent homology provides a way of gluing together the
individual homology vector spaces H∗Σt into a globally consistent structure
PH∗Σ∗. In this structure, the bases for each H∗Σt are chosen to be compatible:
each basis element emerges at some tb and is preserved through all parameter
values up to some td. The persistent homology is often represented as a persistence
diagram, a multiset in the plane with each basis element represented as its pair
of birth and death times: {(tb, td)}.
The class of persistence diagrams admits several interesting metrics. The
most commonly used in Topological Data Analysis is the Bottleneck distance.
Each diagram is a multiset of points in the extended plane where in addition
to the finitely many off-diagonal points, each diagram includes copies of all
points on the diagonal. The diagonal is needed so that bijections can be defined
between diagrams that have different number of off-diagonal points. For a pair
X,Y of persistence diagrams the bottleneck distance is defined as The bottleneck
distance is defined as
dB(X,Y ) = inf
φ
sup
x
‖x− φ(x)‖∞,
where φ is the set of all possible bijections between X and Y . We define the
bottleneck norm of a persistence diagram X as the bottleneck distance to the
empty diagram, ‖X‖B = dB(X, {}). The bottleneck norm is generated by the
point in X with the longest distance to the diagonal: a short calculation reveals
‖X‖B = max(td − tb)/
√
2.
2.1 Hypothesis testing with persistent homology
The idea that topological summaries such as persistence diagrams form a probabil-
ity space for which formal statistical analysis is well defined was developed in [19].
Further developments on defining useful summary statistics within persistent
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homology and considering means, medians, and variances of persistence diagrams
was pursued in several papers [20, 23, 25]. The main challenge in considering
persistence diagrams as a probability space was pointed out in [23, 24]—the space
of persistence diagrams is positively curved which results in non-unique geodesics.
As a result the mean of a set of diagrams need not be unique which complicates
data analysis. To avoid this issue persistence landscapes were introduced in
[7], persistence landscapes are functions so they can be considered as random
functions in a Banach space, a construction that admits central limit theorems,
unique means and medians. Further examinination of bootstrap properties of
persistence based summaries as well as a notion of confidence intervals for points
in a diagram was developed in [11, 13]. An alternative approach was considered
in a series of papers where instead of considering a persistence diagram as a
summary a probability density was used as a topological summary, an approach
called distance to measure [9, 10, 11]
In the context of hypothesis testing [4] proposed using goodness of fit statis-
tics – Kolmogorov-Smirnov, χ2 or Mann-Whitney – to test compare empirical
distributions from two samples of persistence diagrams. The ideas most closely
related to the procedures we develop in this paper was to define hypothesis
testing procedures directly on persistence diagrams using permutation testing
and barcode distances [8, 22]. In this paper we will extend two sample sin-
gle hypothesis testing and ANOVA procedures to the multiple hypothesis test
setting.
3 Uniform distribution as a null model
The multiple testing procedures we propose in this paper will work for any valid
null model that admits either an empirical or analytic null distribution. The
particular null model we consider in this paper is motivated by our problem of
testing whether the cycles seen in a data set arise from structure in the data or
are random artifacts of sampling. Our choice of a null model is predicated on
satisfying the objectives that the null distribution should be efficient to compute
and reflective of random data. The particular null model we consider is that
random samples are drawn uniformly and independently in a box with a fixed
number n of observations.
The decision for selecting a uniform distribution for the null model is the-
oretical analysis that has shown persistence intervals for simplicial complexes
with a uniform distribution as the sampling model will be short [5]. In contrast
it was seen in [2] that using the multivariate normal distribution as the sampling
model for the data results in quite large persistence intervals, typically arising
from the tails of the distribution.
The specific model we consider is given a fixed dimension N and a bounding
box defined by an interval [ai, bi] for each coordinate i = 1, .., N we drawn n points
from a Poisson distribution with rate parameter λ specified as 1λ =
∏
i |bi − ai|
conditional on sampling n points in the set [a1, b1]× · · · [aN , bN ]. Here n is the
number of observations in the point clouds that will be compared to the null
4
model. The parameters {ai, bi} are estimated from the data {x1, ..., xn} via the
following uniformly minimum variance unbiased estimator
aˆi =
N + 1
N
(mini −maxi) bˆi = N + 1
N
(maxi −mini),
where mini is the minimum value for the i-th coordinate and maxi is the
maximum value. In summary our null model is a standard spatial model of a
conditional Poisson spatial process over the interval [a1, b1]× · · · [aN , bN ] [21].
One can consider a convex hull of the data rather than a uniform box, however
estimation of the convex hull is not as efficient and an unbiased estimator is
much more complex.
4 Family Wise Error Rate and False Discovery
Rate
One may be faced with a need to perform statistical tests several times to deal
with any one research question for example given two classes and thousands of
sets of features one may want to know which subset of features differ between
the classes. In this problem of simultaneous testing individual significance levels
compound so that the probability of a false discovery across all the tests ends up
potentially far higher than the level chosen for each test. A typical example of
when this type of repeated testing comes up is in the second step of an ANOVA
type analysis, such as the one in [8]: after identifying that not all groups are
equal, pairwise comparisons are used to determine which groups do differ.
In the classical Neyman-Pearson paradigm for hypothesis testing data is used
to distinguish between two possible collections of probability distributions, called
the null hypothesis and the alternative hypothesis. A statistical test calculates
some statistic from the data, and based on that statistic either rejects the null
or fails to reject the null.
In multiple hypothesis testing – arising from ANOVA type analyses such as in
[8], or two sample comparisons on multiple features– a large collection of pairs of
hypotheses are tested, some rejected and some failing to reject. The fundamental
problem is whether the observed rejections are in fact demonstrating a global
phenomenon of note, or an artifact of taking random samples.
We will introduce the following notation to be able to discuss the different
rates and quantities involved. We are performing m different hypothesis tests
from which m0 follow the null as the true distribution and m1 have the alternative
as true. We reject R and accept W of the tests.
Accept null Reject null Total
Null true U V m0
Null false T S m1
W R m
The quantities U and S measure the frequency for which we accept or reject
the null correctly. The error quantity V measures false discoveries (false positives,
type I errors) and T measures missed discoveries (false negatives, type II errors).
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Rejcting a hypothesis is typically parametrized by its level α = P(V > 0).
There are two main extensions in terms of setting threshold levels for multiple
testing corrections:
(a) The family-wise error rate is defined to be FWER = P(V > 0), the
probability of making even a single false discovery.
(b) The false discovery rate is defined as the expected ratio of false discoveries
among all discoveries: FDR = E[V/R], with the convention that if there are no
rejection at all, the ratio is set to 0.
Controlling for false discovery rates admits that false discoveries will be
made as a matter of course, and aims to keep the rate of false discoveries to the
significance level chosen, rather than keeping the probability of avoiding all false
discoveries to the significance level.
4.1 Family-wise error rates
Classical FWER control methods adjust the cutoff at which each hypothesis is
rejected. The simplest is Bonferroni correction [6]: if the rejection events were
disjoint between all tests, then their probabilities would add. Hence, rejecting at
a level of αFWER = α/m will achieve the requested probability of having any
false discoveries at all.
The Bonferroni correction has the unrealistic assumption of independent
rejection events and is known to be overly conservative. There are elaborations on
this: Holm’s step-down and Hochberg’s step-up procedures [16, 17] are commonly
used – these too work with quantities k · α/m as rejection thresholds.
When using either of these in a permutation or simulation setting, the number
m of simultaneous tests can drive up the number of permutations or simulations
required for an acceptable test level dramatically. If computations are expensive
– such as with persistence diagrams or with bottleneck distances – then this
quickly becomes prohibitive.
In a previous preprint [26] we have proposed a method for multiple testing
against the uniform null model that controls for Family Wise Error Rates.
Most interesting persistence statistics vary with the overall scale of the point
cloud; different point clouds produce statistics that usually are not immediately
comparable. If they were, however, we could detect a deviation from the
null model behaviour through the existence of a particularly large value for
corresponding barcode-based statistics. We can produce a joint test by first
making the statistics comparable, and then performing a simulation test where
in each simulation step the largest statistic value across simulated representatives
for all the point clouds is extracted.
The approach is rooted in the observation that, having computed test statistics
t1, . . . , tm from each test separately,
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αFWER = P(V > 0)
= P({t1 > c} ∪ · · · ∪ {tm > c}|H0)
= P(max
i
ti > c|H0)
We don’t need distributional assumptions as long as the null hypothesis
sampling distributions are comparable across all test cases. We will go further
into how to build a test statistic for which this assumption is reasonable in
Section 5.
Based on this we propose the following approach
Method 1 (Family-wise error rate controlled test for acyclicity). Given a family
of point clouds X1, . . . , XK , an invariant γ : {Point clouds} → R, and a null
model M of random point clouds, we may reject the null hypothesis of acyclicity
in favor of non-acyclicity by:
1. Draw M11 , . . . ,M
N−1
K from M.
2. Compute all y˜ji = γ(M
j
i ) and x˜i = γ(Xi).
3. For each i ∈ [1,K], use y˜ji to create a standardization method, (ie to
calculate mean and standard deviation for the studentization, or to calculate
the empirical CDF for histogram equalization) and standardize all y˜ji to y
j
i
and standardize x˜i to xi.
4. For each j ∈ [1, N − 1] calculate yi = maxj yji . Calculate x = maxxi.
5. Compute the rank r of x among x together with all the yi.
We may then reject the null hypothesis at a level of p = (N − r + 1)/N .
4.2 False discovery rates
For false discovery rate control, we seek to control qFDR = E[V/R]: the proportion
of false discoveries among all the rejected null hypotheses. By convention, if
R = 0 then qFDR = 0.
Simulated (or permuted) point clouds or diagrams simulate a null model,
and thus allow us to estimate V , so that we can calculate a cutoff that achieves
the false discovery rate we want. Just as in Section 4.1, our method only relies
on the test statistics to be exchangeable – for their conditional distributions to
all be equal.
We can estimate both V and R from data and from simulations: V/N is
estimated by the rate of rejections in the null model, while R/N is estimated by
the rate of rejections in the data. Their ratio estimates (V/N)/(R/N) = V/R.
Based on this we propose the following approach
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Method 2 (False discovery rate controlled test for acyclicity). Given a family
of point clouds X1, . . . , XK , an invariant γ : {Point clouds} → R, and a null
model M of random point clouds, we may reject the null hypothesis of acyclicity
in favor of non-acyclicity by:
1. Draw M11 , . . . ,M
N−1
K from M.
2. Compute all y˜ji = γ(M
j
i ) and x˜i = γ(Xi).
3. For each i ∈ [1,K], use y˜ji to create a standardization method, (ie to
calculate mean and standard deviation for the studentization, or to calculate
the empirical CDF for histogram equalization) and standardize all y˜ji to y
j
i
and standardize x˜i to xi.
4. Rank the xi to form a sorted sequence x(i).
5. For each x(i) = ci, calculate
%V (ci) =
#{yji ≥ ci}
K(N − 1) %R(ci) =
#{xi ≥ ci}
K
qˆFDR(ci) =
%V (ci)
%R(ci)
6. Pick the smallest ci such that qˆFDR(ci) ≤ α for the chosen level α.
7. Reject all null hypotheses corresponding to x(j) ≥ ci
If all qˆFDR(ci) ≥ α, then this means that mini qˆFDR(ci) is as good a false
discovery rate as is attainable.
4.3 Two-sample FDR controlled testing
In [22], Robinson and Turner propose a hypothesis test for persistent homology.
In their setup, two groups of persistence diagrams D1,1, . . . , D1,n, D2,1, . . . , D2,m
are sampled, and using a loss function built from in-group p-Wasserstein distance
Fp,q({D1,i}, {D2,j}) = 1
2n(n− 1)
∑∑
dp(D1,i, D1,j)
q+
1
2m(m− 1)
∑∑
dp(D2,i, D2,j)
q
they propose a permutation test: the membership in group 1 or 2 is repeatedly
permuted and the loss function computed for each permutation. The rank of
the loss in the original division produces a p-value estimate for the test.
In a follow-up paper, Cericola et al [8] propose an extension to Robinson
and Turner’s two sample test to test for an ANOVA style hypothesis of several
groups
D1,1, . . . , D1,n1 , . . . , Dm,1, . . . , Dh,nm
being all equal. This paper suggests that after rejecting this type of null
hypothesis, we can use Robinson and Turner style testing pairwise on the
diagram groups to locate the discrepancies.
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Neither of these two papers mention how to correct for the intrinsic multiple
testing. We assume that a total of h two sample tests are being performed.
Hence we are given 2h groups of persistence diagrams
D11,1, . . . , D
1
1,n1 , D
1
2,1 . . . D
1
2,m1
. . .
Dh1,1, . . . , D
h
1,nh
, Dh2,1 . . . D
h
2,mh
Following the basic philosophy used in Section 4.2, we would calculate:
1. Xk = Fp,q({Dk1,i}, {Dk2,j}), the K different observed losses
2. Y k` , the N permuted losses for a collection of permutations for each test
pair
3. For each X(k) in a sorted order of the Xk values, the estimates
%V (X(k)) =
#{Y j` ≤ X(k)}
K(N − 1) %R(X
(k)) =
#{Xj ≤ X(k)}
K
qˆFDR(X
(k)) =
%V X(k))
%R(X(k))
As a cutoff that guarantees a specified FDR q, pick Xc = max{X(k) :
qˆFDR(X
(k)) ≤ q. Reject all hypotheses with Xk ≤ Xc. If no such maximum
exists, then mink qˆFDR(X
(k)) is the smallest achievable FDR with the observed
data.
5 Comparing persistence statistics
Many invariants of persistence bars differ with the overall scale of the point
cloud, so the invariants are not immediately comparable. From a null model
and repeated simulations, however, we can evaluate empirical estimates of mean
µˆ and standard deviation σˆ for each point cloud shape. With these estimates,
a studentized standardization x 7→ x−µˆσˆ produces values that are comparable
between different instances.
As mentioned above in Section 4.1, all our constructions rely on the sampling
distributions of the test statistics to be equal. To investigate this, we will be show-
ing distributions of the studentized standardizations of both the bottleneck norm
‖D‖B = (td− tb)/
√
2 and the log bottleneck norm log(‖D‖B) = log((td− tb)/
√
2)
statistics from uniform sampling from differently sized boxes and densities, where
D is a diagram with maximum length feature living from tb to td.
6 Comparability of z-scores
Most of our constructions in Section 4 start out by simulating draws from the
null model. The next step uses these to estimate means and variances for the test
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statistic, to finally compute z-score normalizations and compare these normalized
statistics. Inherent in these constructions is an assumption that the resulting
z-scores are comparable to each other.
In this section we show that the z-scores are comparable. The two sources of
evidence we will use are a law of large numbers and central limit theorem for
properly scaled persistent Betti numbers. What we show is that for a null model
that produces a dense enough sample from a stationary ergodic point process in
a window estimated from the data, the z-scores are comparable. If we were only
considering a box around the data
We consider L as a convex shape and ` a rescaling of the shape. ΦL is a
stationary point process with its support restricted to ` and K(ΦL) is a filtration
of a draw from ΦL. Lastly, β
r,s
q (K(ΦL)) is the barcode with birth at r and death
at s and 0 ≤ r ≤ s <∞ generated from the filtration K(ΦL). Given this notation
we would like the following theorems to hold.
Theorem 1. Assume that Φ is a stationary point process having all finite
moments. Then, for any 0 ≤ r ≤ s < ∞ and q ≥ 0, and any convex shape L,
there exists a constant br,sq such that
E
[
βr,sq (K(Φ`L))
]
Vol(`L)
→ br,sq as `→∞
In addition, if Φ is ergodic, then
βr,sq (K(Φ`L))
Vol(`L)
→ br,sq almost surely as `→∞
Theorem 2. Assume that Φ is a homogeneous Poisson point process on a convex
shape supported on L with unit intensity. Then, for any 0 ≤ r ≤ s < ∞ and
q ≥ 0, there exists a constant σ2r,s = σ2r,s(q) such that
βr,sq (K(Φ`L))− E
[
βr,sq (K(Φ`L))
]
Vol(`L)
d→ N(0, σ2r,s) as `→∞.
The first theorem is a law of large numbers result and the second is a central
limit theorem that specifies a limiting distribution for persistent Betti numbers.
Both theorems can be derived based on results from [15], where the authors
proved the above results for the case where the convex shape L is restricted to
boxes of side-length L.
Theorem 1 (1.11 in [15]). Assume that Φ is a stationary point process having
all finite moments. Then, for any 0 ≤ r ≤ s < ∞ and q ≥ 0, there exists a
constant br,sq such that for L = [−1, 1]N ,
E
[
βr,sq (K(Φ`L))
]
Vol(`L)
→ br,sq as `→∞
In addition, if Φ is ergodic, then
βr,sq (K(Φ`L))
Vol(`L)
→ br,sq almost surely as `→∞
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Theorem 2 (1.12 in [15]). Assume that Φ is a homogeneous Poisson point
process supported in the box with side-length L with unit intensity. Then, for
any 0 ≤ r ≤ s <∞ and q ≥ 0, there exists a constant σ2r,s = σ2r,s(q) such that
βr,sq (K(ΦL))− E
[
βr,sq (K(ΦL))
]
LN/2
d→ N(0, σ2r,s) as L→∞.
We now prove Theorem 1.
Proof. We first state a sketch of the main points in the proof from [15].
The cube ΛmM can be tiled by m
N translated copies of ΛM . Writing
ψ(L) = E
[
βr,sq (K(ΦΛL))
]
for the expected persistent Betti number from r to
s in q-dimensional persistent homology, the authors show that for sufficiently
large M , the contribution from simplices that span a border between the tiles is
sufficiently small that
ψ(mM)
(mM)N
=
ψ(M)
MN
+O(M−1)
Next, the authors show that when growing the sample cube from L′ to L,
E
[|βr,sq (K(ΦΛL))− βr,sq (K(ΦΛL′ ))|] ≤∑
E
[|{q-simplices in ΦΛL′ with at least one vertex in ΛL \ ΛL′}|] =
O(|ΛL \ ΛL′ |) = O((L− L′)LN−1
From this follows that for a fixed (large enough) M , and m chosen such that
mM ≤ L < (m+ 1)M ,
ψ(L)
LN
=
ψ(mM)
(mM)N
+O(ML−1)
This shows that the sequence ψ(L)/L−N is Cauchy and hence converges.
We now adapt the proof to apply to general convex shapes.
The first step is showing that for sufficiently large M , the tile boundaries when
tiling a shape with translated copies of [−M/2,M/2]N is also the relevant
quantity to study for the convex setting.
The step we need to consider is the second part of the proof argument in [15]:
Given a sufficiently large M such that the contribution from edges separating
M -cubes from each other, is the contribution from the outer shell when growing
the convex shape L from mL to (m+ 1)L sufficiently small that we can show
the same expected convergence result for the convex shape.
Choose ` minimal such that an appropriately translated L fits inside the cube
[−`M/2, `M/2]N . Write OL for the minimal set of M -cubes that contains L,
and IL for the maximal set of M -cubes that is contained in L in a tiling using
`N cubes. The proportions pOmL = |OmL|/(m`)N and pImL = |ImL|/(m`)N
of cubes converge to the same proportion p = Vol(L)/(`M)N . This is because
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the number of cubes in OmL \ ImL is proportional to the surface area (volume
of co-dimension 1 facets) of mL.
As we scale up our shape from one that fits in a cube with (m`)N tiled
M -cubes, to a shape that fits in a cube with ((m + 1)`)N cubes, the volume
difference is bounded above by |O(m+ 1)`L| − |Im`L|. The change in persistent
Betti number in turn is bounded above by the volume difference.
As m→∞,
|O(m+ 1)`L| → p((m+ 1)`M)N |Im`L| → p(m`M)N
|O(m+ 1)`L| − |Im`L| → p`NMN ((m+ 1)N −mN ) =
p`NMN ·O(mN−1)
Hence, for k and m such that Λm`M ⊆ kL ⊆ Λ(m+1)`M ,
ψ(kL)
kNVol(L)
=
ψ(Im`M)
p(m`M)N
+O(m−1)
With M chosen large enough,
ψ(kL)
kNVol(L)
=
ψ(Im`M)
p(m`M)N
+O(m−1) =
1
p
ψ(M)
MN
+O(m−1) +O(M−1)
This shows Cauchy convergence for the convex shape.
One can use almost identical arguments as above to prove Theorem 2 starting
with Theorem 1.12 in [15].
From the theorem follows that for dense enough samples from the same
underlying ergodic point process, the distribution of persistent diagrams agree.
Since the distribution of diagrams agree, so does the distribution of any statistic
calculated on these diagrams. These claims hold – up to a scaling factor given
by the sample density and size.
Since the theorem tells us that the persistent Betti numbers agree after
rescaling by the inverse of the (hyper)volume, for different density samples of a
family of ergodic point processes that only differ by a scaling factor – such as
constant density Poisson processes – the scaling factor will be composed of first
rescaling the sample to unit density, and then scaling the result by the inverse
of this rescaled volume. In practice we do not need to know any of these details:
since it is a constant scaling factor, the z-score calculation inherently estimates
the correct scaling. We only need to know that the distributions are comparable
up to a scaling factor to conclude that the z-scores are comparable.
7 Experiments
To validate our suggested FWER method and evaluate its performance we
perform simulation tests on null model data input to verify the level, and with a
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single noisy circle input together with null model data input for a power analysis
of each method.
We use the null model of uniformly distributed points in a plane rectangle, and
for computational expediency we restrict our testing to two ambient dimensions.
Our simulations test for all combinations of:
• N ∈ {100, 500} (number of point clouds for each test)
• K ∈ {5, 10, 50} (number of simultaneous tests to control)
For each box, we draw uniformly at random
• Box side lengths in {0.1, 1, 10}
• Point counts for a box in {10, 50, 100, 500}
• For the power test: in one of the boxes, points on a circle with added
multivariate isotropic Gaussian noise with variance from {0.1, 0.25} fitted
in a square box with side lengths 1× 1.
The α-complex construction is topologically equivalent to Cˇech complexes
[3], and for speed in our simulations we choose to use the α-complex persistent
homology calculation in the R package TDA [12]. With simulations in place we
perform bootstrap evaluations of level and power of our methods.
We will use the invariant γ(X) =
√
2‖X‖B = max td − tb of maximum bar
length as well as log γ(X) and compare the performance of both.
7.1 Exchangeability
The theoretical basis for both our proposed control methods, both for the FWER
and the FDR control algorithms, relies on the exchangeability of the test statistics
used: the null hypothesis distribution of studentized γ(X) or studentized log γ(X)
should be equal for all Xs involved in the comparison.
We provide three overviews to support the claim that studentized maximum
bar length and studentized log of maximum bar length are exchangeable in this
sense.
First, in Figure 1, we show empirical distribution functions (ECDFs) for
repeated sampling from the null model. For each sample, many point clouds were
drawn, and their invariants studentized – all the resulting invariant values were
pooled to produce one of the ECDFs in the plot. We can see the distributions
staying reasonably tightly grouped.
For a clearer visualization, we turn to pairwise QQ-plots. In Figure 2, we
see a sample of 20 pairs from these distributions: 5 for each combination of
homological dimension (0 or 1) and invariant (γ(X) =
√
2‖X‖B = max td − tb
or log(γ(X))). The straightness of these QQ-plots supports our assertion that
the invariants are exchangeable.
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Figure 1: Four collections of empirical distribution functions (ECDFs). Left
column is for H0 and right column is for H1 while top row is for the
√
2‖X‖B =
max td − tb persistence diagram invariant and the bottom row is for log γ(X) =√
2‖X‖B = log max td − tb.
Each graph is a collection of 50 samples of different choices of size of bounding
box in the plane and number of points in the bounding box. For each such size
and density choice, 1000 point clouds were drawn at random, and the invariants
calculated and then studentized as described in Section 5. The ECDFs are of
these batches of studentized persistence invariants.
From the tight coupling within each graph, we can see that the across different
choices of bounding box sizes and point densities, the resulting studentized
persistence invariant distributions are largely very similar.
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Figure 2: Pairwise QQ-plot for 10 samples of pairs of different choices of size
of bounding box in the plane and number of points in the bounding box. For
each size and density choice, 1000 point clouds were drawn at random, and
the invariants calculated and then studentized as described in Section 5. The
QQ-plots are for the resulting studentized invariants.
A QQ-plot is a scatter plot of the quantiles of two distributions against each
other. The shape of the QQ-plot reveals information about how similar the
distributions are, and in which ways they differ. A straight line, such as we see
in all of these, indicates that the distribution are equal (up to translation and
scaling) while a line that follows the x = y line indicates that the distributions
are equal.
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7.2 FWER Experiments
We validate the FWER control procedures by estimating the probability of false
discovery on null model data and we analyze the power of the proposed methods
by attempting to detect a single noisy circle in a family of null model data
samples.
For the experiments, we precomputed 160000 point cloud invariants. Since
we are working with point clouds in the plane, we computed in homological
dimensions 0 and 1, and for each combination of box shapes and point counts as
well as for each noise level and point count combination, we generated 5000 point
clouds. All our subsequent results are based on drawing from these precomputed
invariants at random, matching box sizes and point counts when producing
simulations to match a particular point cloud.
7.3 FWER Validation
We evaluate the empirical level of our proposed methods. From 100 simulations
drawing from pre-computed barcode sizes, the null rejection rates for null model
data for our methods are summarized in Table 1. For each of the simulations, a
random number, between 2 and 50 of point cloud invariants were drawn from
the precomputed data. To each point cloud invariant, another 99 point clouds
with matching box sizes and point counts are drawn as a simulation test. These
100 batches of 100 point clouds go through each of our proposed methods, and
rejection rates at confidence levels of 0.1, 0.05 and 0.01 are calculated.
7.4 FWER Power estimation
For the power analysis we picked pre-calculated invariants from circles with a
1× 1 bounding box, with additive multivariate Gaussian noise with a standard
deviation of 0.1 and 0.25 respectively. For each of 100 simulations, one circle
invariant was picked, and another random number (between 1 and 49) of null
model point cloud invariants added. This collection of point clouds go through
the same process of generating 99 null model invariants for each, and run the
collections through the described methods. The result of 100 simulations each
at the two noise levels is shown in Table 1.
Examples of the kind of circles we use for the power calculation can be seen
in Figure 3.
8 Conclusion
In this paper we have discussed multiple hypothesis testing (MHT) against a
null model – given a way to generate typical point clouds, we can test whether a
numeric statistic on barcodes is consistent with that model. We are particularly
interested in using uniformly distributed points as a null model – both since they
are known to generate short bars [5] and because this is a null model commonly
used in classical spatial statistics.
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Figure 3: Noisy circles as used by the power calculation. Top row, σ = 0.1 and
bottom row σ = 0.25. The plots have, from left to right, 10, 50, 100 and 500
points.
17
FWER
p < Studentized length Studentized log-length
Null model
0.01 0.04 0.04
0.05 0.1 0.08
0.10 0.13 0.13
σ = 0.1
0.01 0.88 0.8
0.05 0.9 0.84
0.10 0.93 0.85
σ = 0.25
0.01 0.37 0.38
0.05 0.54 0.51
0.10 0.62 0.57
Table 1: Rejection rates for null model and noisy circle data using the differ-
ence and ratio invariants, and using the FWER control method described in
Section 4.1.
The need for using tests that control for multiple hypotheses becomes urgent
as the number of tests increases. When using persistence to explore a collection
of possible feature selections, or when following up on an ANOVA type analysis,
such as in [8], either Family-Wise Error Rate (FWER) control or False Discovery
Rate (FDR) control are essential for an accurate analysis.
We propose and evaluate a method for FWER control when testing against
a null model, and we propose a methods for FDR control, both for testing
against a null model, and for following up a Cericola style ANOVA test with
subsequent pairwise tests following the methods proposed in [22]. Compared to
a classical FWER control (Bonferroni or similar), our method saves dramatically
on computational effort – because the dramatic lowering of significance threshold
produced by a Bonferroni-style control method is entirely circumvented.
Fundamentally required for our proposed control methods to work is the
comparability of standardized values for the barcode statistic in use. We show
that for sufficiently nice (sample a stationary ergodic point process in a window
estimated from the data) null models, the distributions of z-scores from the null
model converge to the same distribution dependent only on the underlying point
process and not on the shapes of windows used. Hence, the control methods
produce z-scores that for dense enough samples are close enough to convergence
that they can be safely compared to one another. We validate through simulation
that this comparability appears in small enough samples to be practical.
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