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Abstract
In this article we study the existence and strong consistency of GEE es-
timators, when the generalized estimating functions are martingales with
random coefficients. Furthermore, we characterize estimating functions
which are asymptotically optimal.
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1 Motivation
There has been significant interest and work dedicated to constructing theoret-
ical and methodological tools for the analysis of longitudinal data. A popular
estimation method, based on generalized estimating equations (GEEs), was in-
troduced by Liang and Zeger (1986). Several asymptotic results have appeared
since this seminal paper. The literature on this topic handles deterministic re-
gressors, while, to the best of our knowledge, asymptotic results for GEEs with
stochastic regressors have not been discussed. In related topics, results on mod-
els with stochastic regressors were considered in Lai and Wei (1982) and Chen
et al. (1999), and strong convergence of estimators was established for the linear
and generalized linear models, respectively. The property of strong consistency
of estimators is often of interest, for example, in stochastic control problems,
where the estimate is sequentially updated at each stage. Furthermore, applica-
tions of regression models with stochastic regressors include empirical modelling
of economic learning models, spatial statistics or neural network models (see Lai,
2003 for a list of references).
In the context of GEEs for longitudinal data, weak consistency holds even
under misspecification of the correlation structure (see Liang and Zeger, 1986
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and Xie and Yang, 2003). Conditions for asymptotic optimality were given in
Jiang et al. (2007) and Balan et al. (2010). However, the asymptotic theory
cannot be directly translated to the case of stochastic regressors, and our aim
here is to formulate asymptotic results which are appropriate for longitudinal
models with non-deterministic regressors.
2 Our contribution
We extend results on the existence, strong consistency and asymptotic opti-
mality of generalized estimation equations (GEEs) estimators to accommodate
stochastic regressors in the GEEs. This extension has important consequences,
which allow us to give our double-indexed response data two major interpreta-
tions, and thus enlarge their domain of applicability.
Let yTi = (yi1, . . . , yimi) represent a response vector of dimension mi ≤ m,
for each i ≥ 1. The index i may identify an individual, with mi the number
of occasions the response variable is recorded on this individual. Each i is
then a cluster of correlated observations, and we may assume that the clusters
(the individuals) are independent, i ≥ 1. This framework is appropriate for
longitudinal surveys and constitutes our first interpretation of data. The second
interpretation, which we describe next, is only possible when the regressors are
stochastic. We view the response vector as a cluster of data evolving in time,
which is indexed by i ≥ 1. As a function of time, we are dealing with a sequence
of martingale transforms, which model a form of dependence of data over time.
The vector of data at time i, yi, may represent a family of individuals which
are part of a specific neighbourhood. Under this set-up, we may also consider
a vector-valued time series with correlated components. For instance, we may
be interested in the evolution in time of a portfolio, with options that do not
respond independently to the state of the market. In all these instances, there
exists a within-cluster positive correlation, which need not be specified.
Our assumption that the cluster sizes are bounded is not unreasonable. In
practice, the number of observations recorded on each individual is limited.
Likewise, when geographic clusters become too large, they are usually split to
decrease the interviewers’ load, and one can easily identify an “old”, surveyed
cluster with a newly defined one. While in Balan et al. (2010) the cluster sizes
were all equal to m, here they may vary, which is a more realistic assumption,
since we often deal with missing observations.
A GEE estimator is defined as an implicit solution of a generalized estimating
equation, and one seeks a sequence of such estimators, which convergences to the
true value of the regression parameter and has a minimal asymptotic variance.
The GEEs considered here are quite general, in that both the covariate matrices
Xi and the “working correlation matrices” R
∗
i , i ≥ 1 are stochastic. The latter
matrices may also depend on the main regression parameter.
The first result that we present in Section 4 is a characterization of asymp-
totic quasi-score sequences of functions within the class Hn of estimating func-
tions introduced in Balan et al. (2010), which are square integrable martingale
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transforms. The asymptotic quasi-score functions are asymptotically optimal
GEEs (defined in Heyde, 1997) in the sense that the asymptotic confidence
interval defined by the sequence of the GEE estimators associated with these
optimal GEEs is minimal. While the class Hn is large enough to accommodate
stochastic regressors, in Balan et al. (2010) we did confine ourselves to charac-
terizing optimal estimating functions with constant regressors, a situation that
is more appropriate to the study of longitudinal data with independent clusters.
In Section 4 we show that the class of asymptotic quasi-scores in Hn is quite
large. Not only it includes estimating functions with random coefficients, it
also allows for slight misspecification of the regressors when the functions that
define the marginal models in the GEEs are continuous (see Corollary 4.3). We
expand on this particular type of sensitivity analysis in Section 4.
Our main result on strong convergence is Theorem 5.3, which generalizes
Theorem 4.2 of Balan et al. (2010), and thus Theorem 7 of Xie and Yang (2003)
to the case of stochastic regressors. Our findings are akin to those published
in Lai and Wei (1982) on the topic of strong convergence of the least square
estimators. The applications to dynamic systems as discussed in Section 3 of
Lai and Wei, (1982) are also covered by our GEE set-up. Essentially, Theorem
5.3 is a fixed point theorem, and the use of SLLNs for martingales with a proper
normalization is quite important. Our choice of the normalizing factor and the
hypotheses of Theorem 5.3 ensure that the convergence in the SLLNs is faster
than the convergence in the equicontinuity of the normalized derivative. The
adequate normalizing random variable is the largest eigenvalue of the conditional
variance. The measurability properties of the regressors ensure that our GEEs
are transformmartingales, and thus martingale strong convergence results apply.
The technique we use to prove Theorem 5.3 was first introduced in Xie and Yang
(2003), which, as remarked in Wang (2011), is appropriate for obtaining strong
convergence results.
Our second result on strong convergence is Theorem 5.7, in which we break-
down the hypotheses of Theorem 5.3 into conditions that are easier to verify
and facilitate the comparison with previous results. We adapted the technical
results in Balan et al. (2010), namely Lemmas 4.7-4.9, to the case of stochas-
tic regressors and random norming, and eliminated or weakened some of the
conditions of Theorem 4.14 in Balan et al. (2010).
3 Model assumptions
Let β ∈ T ⊂ Rp be a possible value of the regression parameter, with β0 ∈ T the
(unknown) true value of the parameter. We assume that each yij , j = 1, . . . ,mi,
i > 1 is a random variable in the probability space, (Ω,F, Pβ), with β ∈ T ⊂ R
p
, which is equipped with an increasing sequence of sigma-fields, Fi, and that
the vector yTi is Fi-measurable, i ≥ 1. Let Xi = (xi1, . . . ,ximi)
T , xij ∈ R
p,
j = 1, . . . ,mi be stochastic regressors (explanatory variables), where each xij is
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Fi−1-measurable, i ≥ 1. Our model assumptions are
Eβ(yij |Fi−1) = µ(x
T
ijβ) = µij(β),
Varβ(yij |Fi−1) = µ
′(xTijβ) = σ
2
ij(β),
where µ is a link function.
This more general formulation of marginal models with stochastic regressors
allows for a genuine extension beyond the case of independent individuals. In-
deed, constant regressors imply that the conditional variances are also constant,
which points to independence in the “time index” i ≥ 1.
Commonly used link functions include
1. µ(x) = x, for linear regression,
2. µ(x) = exp(x), for log regression for count data,
3. µ(x) = Φ(x), for probit regression for binary data.
We use the notation µi(β) = (µi1(β), . . . , µimi(β))
T and Ai(β) for the diago-
nal (random) matrix with elements σ2i1(β), . . . , σ
2
imi(β), i ≥ 1. Let Σ
(c)
i (β) =
Eβ[(yi−µi(β))(yi−µi(β))
T |Fi−1], andR
(c)
i (β) = Ai(β)
−1/2Σ
(c)
i (β)Ai(β)
−1/2.
When β = β0, Σ
(c)
i = Σ
(c)
i (β0) is the true (unknown) covariance matrix, and
R
(c)
i = R
(c)
i (β0) is the true (unknown) correlation matrix, i ≥ 1.
We note that, in contrast to Balan et al. (2010), our correlation matrices may
have random entries on the diagonal. This constitutes a unified and more general
view of correlation matrices and is made possible by allowing for randomness in
the regressors.
For any β, we assume that the sequence of true correlation matrices is asymp-
totically a.s. positive definite on (Ω,F, Pβ), i.e.
(H ′) there exist constants 0 < C(β) ≤ m, such that
C(β) ≤ λmin(R
(c)
i (β)) ≤ λmax(R
(c)
i (β)) ≤ m, a.s. Pβ,
where the last inequality holds because R
(c)
i (β) is a correlation matrix.
As in Balan et al. (2010) we define the class of estimating functions
Hn = {qn(β) =
n∑
i=1
Ci(β)(yi − µi(β)),β ∈ T}
where Ci(β) is a p×mi random matrix with Fi−1 measurable and continuously
differentiable (in β) entries. Furthermore, the following conditions need to be
satisfied
Eβ(|c
jk
i (β)|) <∞, Eβ
[
∂cjki (β)
∂βl
(yij − µij(β))
]
<∞,
Eβ [c
jk
i (β)c
rl
i (β)v
kr
i (β)] <∞, (1)
4
for any β ∈ T, 1 < k, r < mi, 1 < j, l < p, where c
jk
i (β) denotes the (j, k)
element of Ci(β) and v
kr
i (β) is the (k, r) component of Σ
(c)
i (β).
Within this class we are interested in estimating functions of the form
g∗n(β) =
n∑
i=1
XTi Ai(β)
1/2
R
∗
i−1(β)
−1Ai(β)
−1/2(yi − µi(β)), (2)
where {R∗n(β)}n is a sequence ofmn×mn symmetric randommatrices satisfying:
(A) the matrix R∗n(β) is positive definite for all n ≥ 1 and β ∈ T
(B) the entries of R∗n(β) are Fn - measurable and continuously differentiable
with respect to β, for all n ≥ 1 and β ∈ T.
The estimating function
g¯n(β) =
n∑
i=1
XTi Ai(β)
1/2R¯
(c)
i−1(β)
−1Ai(β)
−1/2(yi − µi(β)), (3)
plays an important role in the class Hn; it is optimal (quasi-score), as shown
in Proposition 3.6 of Balan et al. (2010). In Section 2 we describe sequences
{g∗n(β)}n≥1 which share, asymptotically the optimal properties of the score
function (3), i.e. are asymptotic score functions. This extends the results of
Theorem 3.9 in Balan et al. (2010) to the case of stochastic regressors.
A GEE estimator of the regression parameter β0 is an implicit solution of
the equation g∗n(β) = 0. The matrices R
∗
i (β) serve as proxies for the correlation
matrices R
(c)
i (β), β ∈ T, i ≥ 1. They could be selected by the analyst, e.g.
“working independence” estimating equations, where R∗i−1(β) = Imi−1×mi−1 is
the identity matrix
gindepn (β) =
n∑
i=1
XTi (yi − µi(β)),
or could be estimators of the true correlations, based on survey data, in which
cases (2) defines a pseudo-likelihood, with
R
∗
n(β) =
1
n
n∑
i=1
Ai(β)
−1/2(yi − µi(β))(yi − µi(β))
TAi(β)
−1/2.
In all cases, and as stipulated in Liang and Zeger (1986), our theoretical
results confirm that the accuracy to which the proxies represent the correla-
tion matrices is irrelevant for the existence and strong consistency of the GEE
estimators (see the hypotheses of our Theorem 5.7).
We assume throughout that the entries of R∗i (β)
−1[yij − µij(β)] are Pβ-
integrable, ∀β ∈ T, j = 1, . . .mi, i ≥ 1. Our model assumptions imply that
the residuals form a martingale difference sequence. Combined with the mea-
surability properties of the regressors, definition (2) ensures that the sequence
(g∗n)n≥1 is a transform martingale.
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For a p×p matrix, A, we denote by ‖A‖ = sup
‖x‖=1
‖Ax‖ its spectral norm and
by ‖|A‖| = sup
‖x‖=1
|xTAx| its numerical radius. We use the following inequality
‖|E(A)‖| = sup
‖x‖=1
|xTE(A)x|
≤ sup
‖x‖=1
E|xTAx|
≤ sup
‖x‖=1
E sup
‖x‖=1
|xTAx|
≤ sup
‖x‖=1
E‖|A‖|.
In addition, since ‖|A‖| ≤ ‖A‖ ≤ 2‖|A‖| we have ‖E(A)‖ ≤ 2E‖A‖.
4 Optimal Estimating Equations
We first introduce some notations.
We define, for β ∈ T
Hindn (β) :=
n∑
i=1
Eβ
[
XTi Ai(β)Xi
]
, n ≥ 1
H∗n(β) := −Eβ
[
∂g∗n(β)
∂βT
]
=
n∑
i=1
Eβ
[
XTi Ai(β)
1/2
R
∗
i−1(β)
−1Ai(β)
1/2Xi
]
:=
n∑
i=1
K∗i (β), n ≥ 1 (4)
H∗n0,n(β) := H
∗
n(β)−H
∗
n0−1(β), 1 < n0 < n
Mn(β) := Covβ [gn(β)] =
n∑
i=1
Eβ
[
XTi Ai(β)
1/2R
(c)
i (β)
−1Ai(β)
1/2Xi
]
:=
n∑
i=1
Li(β), n ≥ 1 (5)
Mn0,n(β) := Mn(β)−Mn0−1(β), 1 < n0 < n
M∗n(β) := Covβ [g
∗
n(β)]
=
n∑
i=1
Eβ
[
XTi Ai(β)
1/2
R
∗
i−1(β)
−1R
(c)
i (β)R
∗
i−1(β)
−1Ai(β)
1/2Xi
]
,
Let (δi)i≥1 be a sequence of p×mi random matrices, ‖δi‖ ≤ d, for some d > 0.
We define Yi(β, δi)
T := (Xi + δi)
TAi(β, δi)
1/2, where Ai(β, δi) is obtained
from Ai(β) by substituting xij + δij for xij in µ
′(xTijβ), j = 1, . . . ,mi, and let
Yi(β) := Yi(β,0), i ≥ 1. Similarly, when R
∗
i (β) depends on Xj , j = 1, . . . , i,
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we replace Xj by Xj + δj to obtain R
∗
i (β, δi), i ≥ 1. Note that R
(c)
i (β) does
not depend on X, i ≥ 1. We define
g∗n(β, δ) :=
n∑
i=1
YTi (β, δi)R
∗
i−1(β, δi)
−1Ai(β, δi)
−1/2(yi − µi(β)) (6)
We can now state the main result of this section.
Theorem 4.1 Let {R∗n(β)}n≥1 be a sequence of mn × mn random matrices
satisfying (A) and (B). Assume that (H ′) holds and for all β ∈ T
(D) λmin[H
ind
n (β)]→∞
(R) there exists K(β) > 0 such that inf λmin[R
∗
n(β)] ≥ K(β) Pβ a.s.
(A1) R
∗
n−1(β)−R
(c)
n (β)
Pβ
−→ 0 element-wise, as n→∞
In addition, assume that there exists a sequence of p×mi random matrices
δi, such that
(A2) max{
∥∥R∗i−1(β, δi)−1 − R∗i−1(β)−1∥∥ , ‖Yi(β, δi)−Yi(β)‖} ≤ 12i , i ≥ 1
(A3) {‖Yi(β, δi)‖
2}i≥1 is Eβ- uniformly integrable ,
(A4) Li(β, δi)
−1 and K∗i (β, δi)
−1, i ≥ 1 exist and
inf
i
Eβ{λmin[Yi(β, δi)
TYi(β, δi)]} > 0.
Then the sequences {g∗n(β)}n≥1 and {g
∗
n(β, δ)}n≥1 are asymptotic quasi-score
sequences in {Hn}n≥1.
Remark 4.2 Condition (A1) is condition (C) in Balan et al. (2010). While
(A1) is essential in proving the optimality of {g
∗
n}n≥1, it is not required in our
Theorem 5.7, where we prove the existence and strong consistency of a sequence
of estimators {βˆn}n≥1.
Corollary 4.3 Assume that (H ′), (D), (R) and (A1) hold. Assume further
that R∗i (β) is continuous in Xj , 1 ≤ j ≤ i, Ai(β) is continuous in Xi, i ≥ 1
and that (A′3) and (A
′
4) hold for any β ∈ T,
(A′3) {‖Yi(β)‖
2}i≥1 is Eβ- uniformly integrable ,
(A′4) infi Eβ{λmin[Yi(β)
TYi(β)]} > 0.
Then there exists a sequence of matrices {δi}i≥1 that satisfy the conditions of
Theorem 4.1 and therefore both {g∗n(β)}n≥1 and {g
∗
n(β, δ)}n≥1 are asymptotic
quasi-score sequences in {Hn}n≥1.
Proof. The continuity assumptions imply that there exists a sequence of
p ×mi random matrices {δi}i≥1 such that (A2) holds. These matrices can be
chosen such that, using (A′4), (A4) holds. By (A2), the uniform integrability
conditions (A3) and (A
′
4) are equivalent. Thus, the hypothesis of Corollary 4.3
imply the conditions spelled out in Theorem 4.1 and therefore its conclusion. ✷
Remark 4.4 It is always possible to find matrices {δi}i≥1 such that the inverse
matrices in (A4) exist. However, for δ ≡ 0, these conditions should be imposed
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in Theorem 3.9 of Balan et al. (2010). The continuity assumption in Corollary
4.3 not only ensures that the matrices (A4) exist, it also allows us to define a
large class of sequences that are asymptotic quasi-scores in Hn, n ≥ 1, as long as
the norm of δi is “small”, i ≥ 1. This means that even with slightly misspecified
regressors Xi, i ≥ 1 in the model, we can still obtain efficient estimators of the
regression parameter.
Proof of Theorem 4.1. As in [1], since gn is an (asymptotic) quasi-score
in Hn, by Proposition 5.5 of [3] it is enough to show that
detH∗n(β)
detMn(β)
→ 1,
detH∗n(β, δi)
detMn(β, δi)
→ 1 ∀β ∈ T, (7)
detM∗n(β)
detMn(β)
→ 1,
detM∗n(β, δi)
detMn(β, δi)
→ 1 ∀β ∈ T. (8)
We proceed with the proof of (7). The proof of (8) is similar and is omitted.
From (A4) we have,
max{λmax[Li(β, δi)
−1], λmax[K
∗
i (β, δi)
−1]} <∞ (9)
First, we show that
sup
i
‖Li(β, δi)
−1‖ = sup
i
λmax[Li(β, δi)
−1] <∞, (10)
or infi λmin[Li(β, δi)] > 0. Indeed, let x be a vector of norm 1 such that
xTLi(β, δi)x = λmin[Li(β, δi)
−1]. Since the absolute value of each entry of
R
(c)
i (β) is less than 1,
λmin[Li(β, δi)] = Eβ[x
TYi(β, δi)
TR
(c)
i (β)
−1Yi(β, δi)x]
≥ Eβ[λmin(R
(c)
i (β)
−1)xTYi(β, δi)
TYi(β, δi)x]
= Eβ
[
1
λmax(R
(c)
i (β))
xTYi(β, δi)
TYi(β, δi)x
]
≥
1
m
Eβ{λmin[Yi(β, δi)
TYi(β, δi)]}.
Thus, infi λmin[Li(β, δi)] > 0 by (A4).
For any p× 1 vector x, we have the following inequalities
min
n0≤i≤n
λmin[Li(β, δi)
−1K∗i (β, δi)]x
TMn0,n(β, δ)x ≤ x
TH∗n0,n(β, δ)x
≤ max
n0≤i≤n
λmax[Li(β, δi)
−1K∗i (β, δi)]x
TMn0,n(β, δ)x, (11)
where Mn0,n(β, δ) :=
∑n
i=n0
Li(β, δi) and H
∗
n0,n(β, δ) :=
∑n
i=n0
K∗i (β, δi).
Next, we prove that as i→∞,
Li(β, δi)
−1K∗i (β, δi)→ I. (12)
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Combining (11) and (12), we obtain that, for any ε > 0, there exists n0 =
n0(ε,β), such that for any nm ≥ n0 and n > nm,
(1− ε)xTMn0,n(β, δ)x ≤ x
TH∗n0,n(β, δ)x ≤ (1 + ε)x
TMn0,n(β, δ)x, (13)
from which we derive
(1− ε)p ≤
detH∗n0,n(β, δ)
detMn0,n(β, δ)
≤ (1 + ε)p, for any n > nm. (14)
We proceed with the proof of (12). We show that, as i→∞
‖Li(β, δi)
−1K∗i (β, δi)− I‖ ≤ ‖Li(β, δi)
−1‖ · ‖K∗i (β, δi)− Li(β, δi)‖ → 0.
The first factor on the right hand side, is bounded by (10). To complete the
proof of (12), we now prove that ‖K∗i (β, δi)−Li(β, δi)‖ → 0, i→∞. We have∥∥∥Eβ {Yi(β, δi)T [R∗i−1(β, δi)−1 − R∗i−1(β)−1 + R∗i−1(β)−1 −R(c)i (β)−1]Yi(β, δi)}∥∥∥
≤
∥∥Eβ {Yi(β, δi)T [R∗i−1(β, δi)−1 − R∗i−1(β)−1]Yi(β, δi)}∥∥
+
∥∥∥Eβ {Yi(β, δi)T [R∗i−1(β)−1 −R(c)i (β)−1]Yi(β, δi)}∥∥∥
:= T1(i) + T2(i).
Using (A2), we obtain the inequalities
T1(i) ≤ 2Eβ
{∥∥Yi(β, δi)T [R∗i−1(β, δi)−1 − R∗i−1(β)−1]Yi(β, δi)∥∥}
≤ 2Eβ
{
‖Yi(β, δi)‖
2
∥∥R∗i−1(β, δi)−1 − R∗i−1(β)−1∥∥} ≤ 2 12i supi Eβ[‖Yi(β, δi)‖2].
By (A3), we obtain T1(i)→ 0, as i→∞. On the other hand,
T2(i) ≤ 2Eβ{‖Yi(β, δi)
T [R∗i−1(β)
−1 −R
(c)
i (β)
−1]Yi(β, δi)‖}
≤ 2Eβ{‖Yi(β, δi)‖
2‖R∗i−1(β)
−1 −R
(c)
i (β)
−1‖}
≤ 2Eβ{‖Yi(β, δi)‖
2‖R∗i−1(β)
−1 −R
(c)
i (β)
−1‖1
{‖R∗
i−1(β)
−1−R
(c)
i
(β)−1‖<ε}
}
+2Eβ{‖Yi(β, δi)‖
2‖R∗i−1(β)
−1 −R
(c)
i (β)
−1‖1
{‖R∗
i−1(β)
−1−R
(c)
i
(β)−1‖≥ε}
}
which gives
T2(i) ≤ 2ε sup
i
Eβ{‖Yi(β, δi)‖
2}+ 2M1η, i ≥ i0(ε).
We obtained the bound for the second term on the right hand side by using
conditions (H ′), (R), (A1) and (A3).
This proves that T2(i)→ 0 as i→∞ and concludes the proof of (12). Since
all the eigenvalues of the matrix Li(β, δi)
−1K∗i (β, δi) converge to 1, for any
ε > 0, there exists n0 such that
1−ε ≤ min
n0≤i≤n
λmin[Li(β, δi)
−1K∗i (β, δi)] ≤ max
n0≤i≤n
λmax[Li(β, δi)
−1K∗i (β, δi)] ≤ 1+ε,
9
Combining these inequalities with (11) we obtain (13), and thus (14). Actually,
our first goal is to obtain inequalities similar to those in (14), when all δi = 0,
i ≥ 1. We proceed as follows.
For any p× 1 vector x, we have
min
n0≤i≤n
λmin[K
∗
i (β, δi)
−1K∗i (β)]x
TH∗n0,n(β, δ)x ≤ x
TH∗n0,n(β)x
≤ max
n0≤i≤n
λmax[K
∗
i (β, δi)
−1K∗i (β)]x
TH∗n0,n(β, δ)x. (15)
and
min
n0≤i≤n
λmin[Li(β, δi)
−1Li(β)]x
TMn0,n(β, δ)x ≤ x
TMn0,n(β)x
≤ max
n0≤i≤n
λmax[Li(β, δi)
−1Li(β)]x
TMn0,n(β, δ)x. (16)
We will prove that, as i→∞,
K∗i (β, δi)
−1K∗i (β) −→ I, (17)
and hence all the eigenvalues of the matrix K∗i (β, δi)
−1K∗i (β) converge to 1. If
(17) holds then, for ε > 0, there exists n1 such that
1−ε ≤ min
n1≤i≤n
λmin[K
∗
i (β, δi)
−1K∗i (β)] ≤ max
n1≤i≤n
λmax[K
∗
i (β, δi)
−1K∗i (β)] ≤ 1+ε.
These inequalities, combined with (15) imply first that for all nm, n, n1 ≤ nm <
n
(1− ε)xTH∗nm,n(β, δ)x ≤ x
TH∗nm,n(β)x ≤ (1 + ε)x
TH∗nm,n(β, δ)x. (18)
and then
(1− ε)p ≤
detH∗nm,n(β)
detH∗nm,n(β, δ)
≤ (1 + ε)p, for any n > nm. (19)
Similarly, if
Li(β, δi)
−1Li(β) −→ I, (20)
then from (16) there exists n2 such that, for any nm ≥ n2 and n ≥ nm,
(1− ε)xTMnm,n(β, δ)x ≤ x
TMnm,n(β)x ≤ (1 + ε)x
TMnm,n(β, δ)x, (21)
and
(1− ε)p ≤
detMnm,n(β)
detMnm,n(β, δ)
≤ (1 + ε)p, for any n > nm. (22)
Let
detH∗nm,n(β)
detMnm,n(β)
=
detH∗nm,n(β)
detH∗nm,n(β, δ)
detH∗nm,n(β, δ)
detMnm,n(β, δ)
detMnm,n(β, δ)
detMnm,n(β)
.
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Combining (14), (19) and (22) we obtain
(1−ε)p(1−ε)p(1+ε)−p ≤
detH∗nm,n(β)
detMnm,n(β)
≤ (1+ε)p(1+ε)p(1−ε)−p, for any n > nm.
where n3 ≤ nm ≤ n, where n3 = max{n0, n1, n2}. We now turn to the proof of
(17) which closely follows the proof of (12). The proof of (20) is similar. We
show that, as i→∞
‖K∗i (β, δi)
−1K∗i (β)− I‖ ≤ ‖K
∗
i (β, δi)
−1‖ · ‖K∗i (β)−K
∗
i (β, δi)‖ → 0.
By (A2) and (A3) we have supi Eβ[‖Yi(β)‖] <∞.
A further use of (A2) and (A3) gives
‖K∗i (β)−K
∗
i (β, δi)‖
= ‖Eβ[Yi(β)
T
R
∗
i−1(β)
−1Yi(β)]− Eβ
[
Yi(β, δi)
T
R
∗
i−1(β, δi)
−1Yi(β, δi)
]
‖
≤ 2Eβ‖[Yi(β)
T −Yi(β, δi)]
T
R
∗
i−1(β)
−1Yi(β)‖
+2Eβ‖Yi(β, δi)
T [R∗i−1(β)
−1 − R∗i−1(β, δi)
−1]Yi(β, δi)‖
+2Eβ‖Yi(β, δi)
T
R
∗
i−1(β)
−1[Ai(β)
1/2Xi −Yi(β, δi)]‖
≤ 2
1
2i
K(β)−1 sup
i
Eβ[‖Yi(β)‖] + 2
1
2i
sup
i
Eβ[‖Yi(β, δi)
2‖] + 4
1
2i
K(β)−1 sup
i
Eβ[‖Yi(β, δi)‖]
→ 0, as i→∞,
by (R) and because since all expectations are equibounded. Thus (17) holds
and the proof of (19) is complete.
To complete the proof of the first part of (7), we have to deal with the terms
that are missing in (19).
Since Mn(β) ≥ mH
ind
n (β), λmin[Mn(β)] → ∞, as n → ∞ by condition
(D), we obtain λmin[Mnm,n(β)] → ∞, for any fixed nm as n → ∞. For a
given ε > 0 we can find n4 = n4(ε,β) > nm, such that λmin[Mnm,n(β)] ≥
ε−1λmax[Mnm−1(β)], for all n ≥ n4. Thus, for all n ≥ n4 > nm.
Mnm,n(β) ≤Mn(β) ≤ (1 + ε)Mnm,n(β)
and
detMnm,n(β) ≤ detMn(β) ≤ (1 + ε)
p detMnm,n(β). (23)
Combining (13), (18) and (21) we obtain for all n > nm
(1 + ε)−1(1− ε)2xTMnm,n(β)x ≤ x
TH∗nm,n(β)x ≤ (1 + ε)
2(1− ε)−1xTMnm,n(β)x.
These inequalities imply that λmin[H
∗
nm,n(β)]→∞. Reasoning as above, there
exists an integer n5 ≥ n4, such that, for all n ≥ n5 > nm,
detH∗nm,n(β) ≤ detH
∗
n(β) ≤ (1 + ε)
p detH∗nm,n(β), (24)
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Combining (23) and (24) gives, for n ≥ n5 > nm
1
(1 + ε)p
detH∗nm,n(β)
detMnm,n(β)
≤
detH∗n(β)
detMnm,n(β)
≤ (1 + ε)p
detH∗nm,n(β)
detMnm,n(β)
. (25)
Finally, we obtain the first part of (7) from (19) and (25). To prove
detH∗n(β, δ)
detMn(β, δ)
→
1, as n → ∞ we proceed in a similar way. We note first that, by (18),
λmin[H
∗
mn,n(β)]→∞ is equivalent to λmin[H
∗
mn,n(β, δ)]→∞, as n→∞. Then
Mmn,n(β) and H
∗
mn,n(β) can be replaced with Mmn,n(β, δ) and H
∗
mn,n(β, δ),
respectively in (23) - (25). Now the second part of (7) holds by (14). ✷
5 Strong Consistency
From here on we work on a single probability space (Ω,F, Pβ0) and all sigma-
fields are assumed to be Pβ0-complete. We consider p-dimensional random func-
tions qn(β) =
∑n
i=1 ui(β), with β ∈ T, which are continuously differentiable
with respect to β, n ≥ 1. In keeping with an established convention, we omit
writing β0 when it appears in the argument of a function, e.g., qn = qn(β0),
n ≥ 1. We assume that each qn is a square integrable martingale with 0
mean and a.s. positive definite conditional variance, Vn =
∑n
i=1 E(uiu
T
i |Fi−1),
n ≥ 1. Let
Dn(β) = −
∂qn(β)
∂βT
, β ∈ T.
First, we consider the simplest case of a longitudinal linear model with stochastic
regressors as in Example 5.1 of Xie and Yang (2003).
Example 5.1 Consider the estimating function qn(β) ∈ Hn, β ∈ T
qn(β) =
n∑
i=1
XTi Ri(α)
−1(yi −Xiβ),
where Ri(α) (which represents R
∗
i−1(β)) satisfies conditions (A) and (B), but
does not depend on β (see Xie and Yang, 2003). In our case, xij are random.
The corresponding estimating equation can be solved explicitly and the solution
is
β̂n = (
n∑
i=1
XTi Ri(α)
−1Xi)
−1(
n∑
i=1
XTi Ri(α)
−1yi).
Then, β̂n − β0 → 0, a.s. is equivalent to
(
n∑
i=1
XTi Ri(α)
−1Xi)
−1(
n∑
i=1
XTi Ri(α)
−1εi)→ 0 a.s.,
where εi = yi −Xiβ0 and so the strong consistency of β̂n is equivalent to
H−1n sn → 0 a.s.,
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whereHn =
∑n
i=1X
T
i Ri(α)
−1Xi, and sn =
∑n
i=1X
T
i Ri(α)
−1εi is a martingale.
Applying Theorem 4 of Lin (1994), withFn =
∑n
i=1X
T
i Ri(α)
−1R
(c)
i (β0)Ri(α)
−1Xi
we obtain
F−1n sn → 0 a.s. and in L2,
under the hypothesis [logλmax(Fn)]
ν = o(λmin(Fn)) for some ν > 1, together
with the assumption E[XTi Ri(α)
−1Σ
(c)
i Ri(α)
−1Xi] < ∞, for any i. This last
assumption guarantees square integrability.
If there exists a constant c > 0 such that c ≤ mini≤n λmin[Ri(α)], then the
almost sure convergence holds with the normalizer Hn in lieu of Fn.
We conclude that in this case strong consistency follows if [logλmax(Fn)]
ν =
o(λmin(Fn)) holds for some ν > 1. This result extends Corollary 3 of Lai and
Wei (1982) to the longitudinal case.
The following Lemma is an essential tool which allows us to obtain an a.s.
convergence result for a general estimating functions, with random norming.
Lemma 5.2 If λmin(Vn)→∞, then, for any δ > 0
qn
[λmax(Vn)]1/2+δ
−→ 0, a.s. and in L2.
Proof. The proof is based on a result in Theorem 4 of Lin (1994).
For any k ∈ {1, . . . p} we show that
qkn
[λmax(Vn)]1/2+δ
−→ 0, a.s. and in L2,
where qkn is the k-th component of the vector qn. If e
T
k = (0, . . . , 1, . . . , 0) is the
p-dimensional vector with the k-th component equal to 1, then qkn = e
T
k qn =∑n
i=1 e
T
k ui and v
k
n =
∑n
i=1 E(e
T
kuiu
T
i ek|Fi−1) = e
T
kVnek. Since λmin(Vn) ≤
vkn and λmin(Vn) → ∞, we have v
k
n → ∞. This together with Theorem 4, (ii)
in Lin (1994) (with α = 1/2 + δ and any ν > 1/(2δ)) implies
qkn
(vkn)
1/2+δ
−→ 0, a.s. and in L2.
The conclusion now follows, since vkn ≤ λmax(Vn).✷
With the notation Br = {β | ‖β−β0‖ ≤ r}, r > 0, we now state a (general)
strong consistency theorem.
Theorem 5.3 Assume that the following conditions hold
(I) λmin[Vn]→∞, a.s.
(S) There exist a constant δ > 0, a random variable c0 > 0 a.s.,
a random integer n1 ≥ 1, and a random number r1 > 0 a.s., such that
(i) |λTDn(β)λ| > 0, for all λ, ‖λ‖ = 1, and for all β ∈ Br1 , n ≥ n1, a.s.;
(ii) lim
r→0
lim sup
n→∞
[λmax(Vn)]
−1/2−δ sup
β∈Br
‖|Dn(β)−Dn‖| = 0 a.s.;
(iii) [λmax(Vn)]
−1/2−δ|λTDnλ| ≥ c0, for all λ, ‖λ‖ = 1, and n ≥ n1, a.s.
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Then, there exists a sequence of random variables {βˆn}n with values in T and
a random number n0 such that
(a) P (qn(βˆn) = 0, for all n ≥ n0) = 1;
(b) βˆn → β0 a.s.
Proof. The proof is similar to that of Theorem 4.2 in Balan et al. (2010).
We note that here, the normalizer αn = λmax(Vn) is random and so Lemma 5.2
should be applied to prove
[λmax(Vn)]
−1/2−δ‖qn‖ → 0, a.s.✷
We now examine the strong consistency of our GEE.
Let H′n =
∑n
i=1X
T
i AiXi and note that in the case of deterministic regres-
sors, H′n = H
ind
n .
We introduce the following assumptions
(D) λmin(H
′
n)→∞, a.s.
(E′) there exist constants 0 < K ≤ C such that
K ≤ λmin(R
∗
n) ≤ λmax(R
∗
n) ≤ C, a.s. ∀n ≥ 1,
(S′δ) there exist a random integer N ≥ 1, a constant 0 < δ ≤
1
2
and
a random number c0 > 0 such that
λmin(H
′
n) ≥ c0[λmax(H
′
n)]
1/2+δ , a.s. ∀n ≥ N.
Remark 5.4 Assumption (D) is a necessary condition (see (1.5) of Lai and
Wei, 1982 and the discussion thereafter). Condition (E′) mimics condition (H ′)
imposed on R
(c)
i , i.e., the approximating sequence R
∗
i is also asymptotically
positive definite and bounded. In the presence of (H ′) and (E′), assumptions
(I) and (D) are equivalent. Assumption (S′δ) was first introduced in Balan et al.
(2010), and is a weaker form of assumption (Sδ) of Fahrmeir and Kaufmann,
(1985). Its use in replacing assumption (S)(iii) above reflects the fact that
the leading term of the derivative comes from the generalized linear model (see
Fahrmeir and Kaufmann, 1985).
If µ is three times continuously differentiable, for any r > 0 and n ≥ 1, let
k[2]n (r) = sup
β∈Br
max
i≤n,j≤mi
∣∣∣∣∣µ′′(xTijβ)µ′(xTijβ)
∣∣∣∣∣ , k[3]n (r) = supβ∈Br maxi≤n,j≤mi
∣∣∣∣∣µ′′′(xTijβ)µ′(xTijβ)
∣∣∣∣∣ .
As in Xie and Yang, 2003 and Balan et al. (2010), condition (AH) is
(AH) there exist random variables C > 0, r0 > 0 a.s., such that, a.s.,
k[l]n (r) ≤ C for all r ≤ r0, n ≥ 1, l = 2, 3.
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For all n ≥ 1, r > 0, we define the following random variables
γ
′
n = max
i≤n,j≤mi
xTij(H
′
n)
−1xij , a
′
n = λmax(H
′
n)γ
′
n,
ηn(r) = sup
β∈Br
max
i≤n,j≤mi
∣∣∣∣∣∣
[
µ′(xTijβ
′)
µ′(xTijβ)
]1/2
− 1
∣∣∣∣∣∣ ,
pin(r) = sup
β∈Br
max
i≤n
λmax[(R
∗
i−1)
1/2
R
∗
i−1(β)
−1(R∗i−1)
1/2],
dn(r) = sup
β∈Br
max
i≤n,l≤p
max
j≤mi
∣∣∣∣λj (∂R∗i−1(β)∂βl
)∣∣∣∣ .
For 0 < δ ≤
1
2
, we introduce below a set of five conditions, which we label (C).
We note that (C′3)− (C5) compare the a.s. asymptotic behaviours of R
∗
n(β) and
H′n, as β approaches the true parameter and n converges to infinity.
(γH ′) lim sup
n→∞
(γ′n)
1/2[λmax(H
′
n)]
1−δ <∞ a.s.,
(pi) lim
r→0
lim sup
n→∞
pin(r) <∞ a.s.,
(C′3) lim
r→0
lim
n→∞
rdn(r)[λmax(H
′
n)]
1/2−δ = 0 a.s.,
(C4) lim sup
n→∞
nE[pi2n(r)a˜
′
nλmax(H
′
n)] <∞, where a˜
′
n = max{a
′
n, (a
′
n)
2},
(C5) lim sup
n→∞
nE[pi4n(r)d
2
n(r)λmax(H
′
n)] <∞, for some r > 0.
Remark 5.5 Assume that (pi) and (E′) hold. Then (C1) and (C3) of Balan et
al. (2010) simplify to (γH ′) and (C′3), respectively. Furthermore, by Taylor’s
expansion (C′3) implies (C2) of Balan et al. (2010), which can thus be replaced
by the weaker condition (pi).
The following result is not stated in Balan et al. (2010).
Proposition 5.6 If (AH), (E′) and (C) hold, then (S)(ii) holds, i.e.
lim
r→0
lim sup
n→∞
[λmax(H
′
n)]
−1/2−δ sup
β∈Br
‖|Dn(β)−Dn‖| = 0, a.s.
Proof. The conclusion follows from the proofs of Lemmas 4.6 - 4.9 in Balan et
al. (2010), under the new conditions, as shown in Remark 5.5. Note that the
normalizing factor is random, that condition (K) in Balan et al. (2010) can be
dropped and that conditions (E) and (R′) in Balan et al. (2010) are covered
here by condition (E′).
Theorem 5.7 Assume that conditions (AH), (H ′), (D), (E′) and (S′δ) hold,
along with (C).
Then there exists a sequence {β̂n}n ⊂ T and a random number n0 such that
(a) P (g∗n(β̂n) = 0, for all n ≥ n0) = 1;
(b) β̂n → β0 a.s.
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Proof. We verify the conditions of Theorem 5.3. By Remark 5.4, (I) holds.
By Proposition 5.6, S(ii) holds, S(i) and S(iii) hold as in the proof of Theorem
4.11 in Balan et al. (2010), page 109. ✷
An examination of the proof of Theorem 5.7 gives the following result for
the longitudinal generalized linear model, which corresponds to the estimating
function gindepn (β), with β ∈ T.
Example 5.8 Assume that (H ′), (D) and (S′δ) hold. Assume further that the
following condition holds
(K ′) lim
r→0
lim sup
n→∞
ηn(r) = 0.
There exists then a sequence {β̂n}n≥1 ⊂ T and a random number n0 such that
(a) P (gindepn (β̂n) = 0, for all n ≥ n0) = 1
(b) β̂n → β0 a.s.
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