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SEMICIRCLE LAW FOR RANDOM
MATRICES OF LONG-RANGE
PERCOLATION MODEL
S.Ayadi
∗
Abstrat : We study the normalized eigenvalue ounting measure dσ of
matries of long-range perolation model. These are (2n+1)×(2n+1) random
real symmetri matries H = {H(i, j)}i,j whose elements are independent
random variables taking zero value with probability 1−ψ ((i− j)/b), b ∈ R+,
where ψ is an even positive funtion ψ(t) ≤ 1 vanishing at innity. It is
shown that if the third moment of
√
bH(i, j), i ≤ j is uniformly bounded
then the measure dσ := dσn,b weakly onverges in probability in the limit
n, b → ∞, b = o(n) to the semiirle (or Wigner) distribution. The proof
uses the resolvent tehnique ombined with the umulant expansions method.
We show that the normalized trae of resolvent gn,b(z) onverges in average
and that the variane of gn,b(z) vanishes. In the seond part of the paper,
we estimate the rate of dereasing of the variane of gn,b(z), under further
onditions on the moments of
√
bH(i, j), i ≤ j.
AMS Subjet Classiations : 15A52, 45B85, 60F99.
Key Words : random matries, semiirle law, perolation model.
running title : Semiirle law for perolation model.
1 Introdution
Spetral theory of random matries is a relatively new branh of mathe-
matis that intensively develops due to its rih mathematial ontent and
aho due to numerous appliations in theoretial phisis, wireless ommuni-
ations, nanial mathematis and other elds (see reviews monographs [5℄,
[13℄, [19℄, [20℄ and referenes therein).
∗
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In theoretial physis random matries of innitely inreasing dimensions
are used to give the statistial desription of systems with large number of
degrees of freedom.
The rst appliation was in nulear physis, where E.Wigner proposed
to onsider the eigenvalues of real symmetri random matries as a model
for the energy levels of heavy atomi nulei (see the monograph [13℄). The
real symmetri random matrix An of size 2n+ 1 introdued by E. Wigner is
dened by
An(i, j) = N
−1/2a(i, j), |i|, |j| ≤ n, (1.1)
where N = 2n + 1 and {a(i, j), i ≤ j} are independent and identially
distributed random variables dened on the same probability spae (Ω,F,P)
suh that
E{a(i, j)} = 0, E{a2(i, j)} := v2, (1.2)
where E is the mathematial expetation with respet to P.
Denoting by λ
(n)
−n ≤ ... ≤ λ(n)n the eigenvalues of An, the normalized
eigenvalue ounting funtion is dened by
σn(λ,An) := N
−1♯{λ(n)j ≤ λ}. (1.3)
E.Wigner [21℄ proved that in the ase when a(i, j) has all moments nite,
the eigenvalue ounting measure dσn(λ,An) weakly onverges in average as
n→∞ to a distribution dσsc(λ), where the nondereasing funtion σsc(λ) is
dierentiable and its derivative ρsc writes as follows
ρsc(λ) = σ
′
sc(λ) =
{ √
4v2−λ2
2piv2
if |λ| ≤ 2v
0 otherwise.
(1.4)
This limiting distribution (1.4) is referred to as the Wigner distribution,
or the semiirle law.
Sine then, the onvergene to the semiirle distribution was proved
for various random matrix ensembles that generalize the Wigner ensemble
[4, 12, 16℄. Among them we ite the band and the dilute random matrix
ensembles [3, 9, 14, 15, 18℄.
In the band random matries model, the matrix elements take zero value
outside of the band of width bn along the prinipal diagonal, for some positive
sequene of real numbers. This ensemble an be obtained from An (1.1) by
multiplying eah a(i, j) by I(−1/2,1/2) ((i− j)/bn), where
IA(t) =
{
1 if t ∈ A,
0 if t ∈ R \ A
2
is the indiator funtion of the interval A. The ensemble of dilute random
matries an be obtained from An (1.1) by multiplying a(i, j) by independent
Bernoulli random variables
d̂(i, j) =
{
1 with probability pn/n,
0 with probability 1− pn/n, 0 ≤ pn ≤ n.
Assuming that b(n) = o(n) for large n, the semiirle law is observed, after
proper renormalization,for both ensembles, in the limit bn → ∞ [15℄ and
pn →∞ [9℄ as n→∞.
It should be noted that the matrix {d̂(i, j)}i,j represents the adjaeny
matrix of random Erd®s-Rényi graphs (see [6℄ for denitions and more de-
tails). Random Erd®s-Rényi graphs are extensively studied. Reent applia-
tions also involve the problems of spetral theory of random graphs models
[7℄ and referenes therein.
Our work is motivated by papers where the random graphs of ertain
perolation models are onsidered. More preisely,we are interested in a ge-
neralization of the tow ensembles mentioned above. Roughly speaking, we
onsider band random matries with a random width. To proeed, we mul-
tiply eah matrix element a(i, j) by b
−1/2
n d(i, j), where 0 < bn ≤ N is a
sequene of integers and d(i, j), |i|, |j| ≤ n is a Bernoulli random variable
with
d(i, j) =
{
1 with probability ψ( i−j
bn
),
0 with probability 1− ψ( i−j
bn
)
(1.5)
and 0 ≤ ψ(t) ≤ 1 is an even funtion vanishing as t → ∞. We assume that
Dn = {d(i, j), |i|, |j| ≤ n} is a family of independent random variables,
also independent from An = {a(i, j), |i|, |j| ≤ n}.
The family {d(i, j), |i|, |j| ≤ n} an be regarded as the adjaeny
matrix of the family of random graphs {Γn} with N = 2n + 1 verties (i, j)
suh that the average number of edges attahed to one vertex is bn. Hene,
eah edge e(i, j) of the graph is present with probability ψ ((i− j)/b) and
not present with probability 1 − ψ ((i− j)/b). Below are some well known
examples :
− In theoretial physis, the ensemble {Γn} with ψ(t) = e−|t|s is referred
to as the Long-Range Perolation Model (see for exemple [1℄ and re-
ferenes therein). Our ensemble an be regarded as a modiation of
the adjaeny matries of {Γn}. To our best knowledge, the spetral
properties of this model has not been studied yet.
− It is easy to see that if one takes bn = N and ψ ≡ 1, then one reovers
the Wigner ensemble (1.1).
3
− If one onsiders (1.5) with ψ(t) = I(−1/2,1/2)(t), one gets the band ran-
dom matrix ensemble desribed before [15℄.
The paper is organized as follows. In setion 2, we dene the random ma-
trix ensemble Hn of long-range perolation model and state our main results.
In setion 3, we use the umulant expansions method to derive relations for
E{gn(z)}, where gn(z) is the Stieltjes transform of the normalized eigenvalue
ounting measure of our random matrix ensemble. In setion 4, we show that
Var{gn(z)} vanishes and prove the semiirle law for the random matrix Hn
under the ondition that supi,j E{|a(i, j)|3} <∞. In setion 5, assuming more
onditions on the moments of a(i, j), we derive more preise and powerful
estimates for the variane Var{gn(z)}.
2 The ensemble and main results
Let us onsider a family of independent real random variables An =
{a(i, j) : |i|, |j| ≤ n} satisfying (1.2) and dened on the same probability
spae (Ω,F,P).
Let ψ(t), t ∈ R, be a real ontinuous even funtion suh that :
0 ≤ ψ(t) ≤ 1 and
∫
R
ψ(t)dt = 1. (2.1)
Introdue a family of independent Bernoulli random variables Dn =
{d(i, j) : |i|, |j| ≤ n} as in (1.5), that is independent of the family An.
We assume that An and Dn are dened on the same probability spae.
Dene a real symmetri N ×N random matrix Hn by :
Hn(i, j) = b
−1/2
n a(i, j)d(i, j), i ≤ j, |i|, |j| ≤ n, (2.2)
where 0 < bn ≤ N , N = 2n + 1. We study asymptoti spetral properties of
the ensemble {Hn} in the limit when n→∞ with
lim
n→∞
bn =∞ and lim
n→∞
bn
n
= 0. (2.3)
This limit (2.3) when 1 << bn << n is known as the limit of relativity narrow
band width.
Here and below the family {Hn} is referred to as the ensemble of random
matries of long-range perolation model.
Let us introdue
µˆr = sup
i,j
E{|a(i, j)|r}, r ∈ N, (2.4)
4
the absolute moments of a(i, j).
Our main result is as follows.
Theorem 2.1 If µˆ3 < ∞ (2.4), the normalized eigenvalue ounting
funtion σn(λ,Hn) in (1.3) for the ensemble given in (2.2) with ψ satises
(2.1), onverges in probability in the limit (2.3) to a nonrandom distribution
funtion :
p− lim
n→∞
σn(λ,Hn) = σsc(λ), (2.5)
where σsc(λ) is given by (1.4).
Let {µn}n be a sequene of probability measures that onverge weakly to
a probability measure µ. Let gn and g denote the Stieltjes transforms of µn
and µ respetively dened by
gn(z) =
∫
µn(dλ)
λ− z ; g(z) =
∫
µ(dλ)
λ− z , (2.6)
for z ∈ C \ R. Then the weak onvergene of µn is equivalent to the onver-
gene of the Stieltjes transform (in the uniform topology on ompat sets
[2℄).
Let σn(dλ,Hn) be ounting measure of the eigenvalue of Hn :
σn(dλ,Hn) =
1
N
∑
|i|≤n
δλi(dλ), (2.7)
where δλi is the Dira mass at λi. Then Theorem 2.1 is equivalent to the
following statement.
Theorem 2.2 Let gn(z) be the Stieltjes transform of the normalized ei-
genvalue ounting measure σn(dλ,Hn) (1.3). If µˆ3 < ∞ (2.4), then in the
limit (2.3), there exists a nonrandom funtion w(z) suh that for all nonreal
z
p− limn→∞ gn(z) = wsc(z), (2.8)
where wsc(z) is the Stieltjes transform of the semiirle law given by (2.5).
Remarks
1. The limiting funtion wsc(z) is the solution of equation
wsc(z) =
1
−z − v2wsc(z) (2.9)
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that maps C+ → C+ when
C
+ = {z ∈ C : Imz > 0}
and the parameter v is determined by (1.2).
2. To prove (2.8), we start by proving it for z ∈ Λη, where
Λη = {z ∈ C : η ≤ |Im(z)|} with η = 2v + 1. (2.10)
The onvergene in probability (2.8) is shown in a standard way :
rst we prove thatE{gn(z)} onverges to wsc(z) (2.9) and thatVar{gn(z)}
vanisfes. More preisely, we are going to prove the following statement.
Theorem 2.3 If µˆ3 < ∞ (2.4) and z ∈ Λη (2.10), then in the limit
n→∞ (2.3),
lim
n→∞
E{gn(z)} = wsc(z) (2.11)
and
Var{gn(z)} = O(b−1/2n ), (2.12)
where wsc(z) is given by equation (2.9).
Theorem 2.2 follows then using Thebyhev's Inequality and gives Theo-
rem 2.1.
To prove Theorem 2.3, we mainly follow papers [10, 8℄. We apply the
umulant expansions method of [8℄ and get similar relations to the ones
obtained in [10℄. So, ombining these two approahes, we develop a method
to study the resolvent of Hn. It is rather general and an be used to study
other random matrix ensemble with jointly independent entries.
It is not hard to show that the estimate (2.11) together with (2.12) imply
onvergene in probability (2.8). We give the details at the end of setion 3.
Then (2.8) implies onvergene (2.5) ( see setion 3 for the proof).
Then in setion 3, we give the limiting equation from E{gn(z)}. In setion
4, we prove Theorem 2.3 and we dedue from this the results of Theorem 2.2
and Theorem 2.1. In setion 5, we give more details on asymptoti behavior
of the variane and prove auxiliary statements.
For the sake of simpliity we omit the subsript n in bn, Gn and Hn, so
that Gn = G (2.12) is the resolvent of the matrix Hn = H (2.2).
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3 Limiting equation for E{gn(z)}
The resolvent
Gn(z) = (Hn − zI)−1, Imz 6= 0,
is widely exploited in the spetral theory of operators. Its normalized trae
oinides with the Stieltjes transform gn(z) (2.6) of the normalized eigenvalue
ounting measure σn(dλ,Hn) (1.3) ;
gn(z) =
∫
σn(dλ,Hn)
λ− z =
1
N
∑
|j|≤n
1
λ
(n)
j − z
.
Let us onsider the resolvent identity for two hermitian matries H and
H ′ :
G−G′ = G(H −H ′)G′, (3.1)
where G(z) = (H − zI)−1, G′(z) = (H ′ − zI)−1.
Regarding (3.1) with H = Hn (2.2) and H
′ = 0, we obtain relation
G(i, j) = ξδij − ξ
∑
|p|≤n
G(i, p)H(p, j), ξ ≡ −z−1, (3.2)
where δ denotes the Kroneker symbol
δij =
{
1 if i = j
0 if i 6= j,
H(i, j) = Hn(i, j), |i|, |j| ≤ n are the entries of the matrix Hn and G(i, j)
are the entries of the resolvent Gn = (Hn − zI)−1.
Relation (3.2) implies that
EG(i, i) = ξ − ξ
∑
|p|≤n
E{G(i, p)H(p, i)}. (3.3)
To ompute the mathematial expetation E{G(i, p)H(p, i)}, we use the u-
mulants expansion method proposed in [8℄.
3.1 Cumulant expansions and prinipal equation
Let us start with the desription of our basi tehnial tools.
(i). The umulant expansions formula. Let us onsider a family {Xj, j =
1, .., m} of independent real random variables dened on the same probability
spae suh that E{|Xj|q+2} < ∞ for same q ∈ N and j = 1, .., m. Then for
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any omplex-valued funtion F (t1, .., tm) of the lass C(Rm) and for all j, one
has
E[XjF (X1, .., Xm)] =
q∑
r=0
Kr+1
r!
E{∂
rF (X1, .., Xm)
∂Xrj
}+ ǫ(j)q , (3.4)
where Kr is the r-th umulant ofXj [8℄ and the remainder ǫq an be estimated
by the inequality
|ǫ(j)q | ≤ C sup
t∈Rm
|∂
q+1F (t)
∂tq+1j
|E{|Xj|q+2} (3.5)
and C is a onstant depending only on q.
Relations (3.4) and (3.5) an be proved by using the Taylor's formula (see
e.g.[8℄ for example). At the end of setion 5, we prove (3.4) in the ase of
q = 5 and give more details on the form of the remainder terms ǫjq of (3.4).
It is known that the umulants an be expressed in terms of the moments
of Xj. If we denote E(Xj) = E(X
3
j ) = E(X
5
j ) = 0 and µr = E(X
r
j ) with
j = 1, .., m, one obtains : K1 = µ1 = 0, K2 = µ2, K3 = 0, K4 = µ4 − 3µ22,
K5 = 0, K6 = µ6 − 15µ4µ2 + 30µ32, et.
(ii). IfH is a real symmetriN×N matrix with elementsH(i, j), |i|, |j| ≤
n, and G = (H − z)−1(i, j) is its resolvent, then
∂Gst
∂Hjk
=
{ −GsjGkt si j = k
−GsjGkt −GskGjt si j 6= k. (3.6)
The relation (3.6) follows from the resolvent identity (3.1).
Now, let us explain the main idea of the proof of relation (2.15). Applying
(3.4) to the resolvent identity (3.3), one gets
E{G(i, p)H(p, i)} = v
2
b
E{ ∂G(i, p)
∂H(p, i)
}ψ(p− i
b
) + ǫip.
Substituting this equality in (3.3) and using (3.6), we arrive at relation
EG(i, i) = ξ +
ξv2
b
∑
|p|≤n
E{G(i, i)G(p, p)}ψ( i− p
b
) +Rn,b(i),
where Rn,b(i) vanishes as n, b→∞ (2.3) (see subsetion 3.2 for more details).
If one assumes that the average E{G(i, i)b−1∑pG(p, p)ψ([p− i]/b)} fa-
torizes, then gn,b(i) = EG(i, i) satises equality
gn,b(i) = ξ +
ξv2
b
gn,b(i)
∑
|p|≤n
gn,b(p)ψ(
p− i
b
) +Rn,b(i).
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Assuming that the value b−1
∑
p ψ([i − p]/b)gn,b(p) does not depend on i in
the limit n, b → ∞, we get onvergene gn,b(i) → w(z), for all |i| ≤ n− bL,
where L is suiently large and w(z) is the solution of equation (.f.(2.9))
w(z) = ξ + ξv2w(z)2, ξ ≡ −z−1.
3.2 Derivation of relations for EG(i, i)
Let us onsider the average E{G(i, p)H(p, i)}. For eah pair (i, p), G(i, p)
is a smooth funtion of H(p, i). Its derivatives are bounded beause of equa-
tion (3.6) and the inequality
|G(i, p)| ≤ ||G|| ≤ 1|Imz| , (3.7)
whih holds for the resolvent of any real symmetri matrix. Here and below
we denote by ||e||22 =
∑
|i|≤n |e(i)|2 the eulidean norm of the vetor {e(i)}|i|≤n
and ||G|| = sup||e||2=1 ||Ge||2.
Inequality (3.7) implies that, |D2piGip| ≤ M |Imz|−3 where M is an abso-
lute onstant. In what follows, we use the notation Drpi = ∂
r/∂Hr(p, i).
Aording to (2.2), (1.5) and the ondition µˆ3 < ∞, the third absolute
moment of H(p, i) is of order b−3/2. Applying (3.4) to E{G(i, p)H(p, i)} with
q = 1, we get relation
E{G(i, p)H(p, i)} = K1E(G(i, p)) +K2E(D1piG(i, p)) + ǫip (3.8)
where Kr is the r-th umulant of H(p, i) and ǫip satises the estimate
|ǫip| ≤ C
b3/2
sup
i,p
|D2piG(i, p)|E{|a(p, i)|3}E{|d(p, i)|3}
≤ CM
b3/2|Imz|3E{|a(p, i)|
3}E{|d(p, i)|3}, (3.9)
for some onstants C and M .
To ompute the partial derivatives, we use (3.7). For a omplex symmetri
matrix G, one has DaiiG(i, i) = (−1)aa!G(i, i)a+1, with a = 1, 2 and
D1piG(i, p) = −G(i, p)2 −G(i, i)G(p, p), (3.10)
D2piG(i, p) = 2G(i, p)
3 + 6G(i, i)G(p, p)G(i, p), (3.11)
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for distint i and p. Using formulas (3.4) and (3.5), the umulants an be
expressed in terms of the moments. Considering X = H(p, i), we get
k1 = µ1 = E(X) =
1√
b
E{a(p, i)}E{d(p, i)} = 0, (3.12)
K2 = µ2 = E(X
2) =
v2
b
E{d(p, i)2} = v
2
b
ψ(
p− i
b
). (3.13)
Using (3.10), (3.12) and (3.13), we rewrite (3.8) in the form
E{G(i, p)H(p, i)} = −v
2
b
E{G(i, p)2 +G(i, i)G(p, p)}ψ(p− i
b
) + ǫip, p 6= i
(3.14a)
E{G(i, i)H(i, i)} = −v
2
b
E{G(i, i)2}ψ(0) + ǫii. (3.14b)
Substituting (3.14) in (3.3), we obtain equality
EG(i, i) = ξ +
ξv2
b
∑
|p|≤n, p 6=i
E{G(i, p)2}ψ(p− i
b
)
+
ξv2
b
∑
|p|≤n, p 6=i
E{G(i, i)G(p, p)}ψ(p− i
b
) +
ξv2
b
E{G(i, i)2}ψ(0)− ξ
∑
|p|≤n
ǫip.
(3.15)
Relations (3.9) and (3.11) imply the following estimate
|ǫip| ≤ 8Cµˆ3|Imz|3b3/2ψ(
p− i
b
) (3.16)
for some onstant C.
For a given a random variable, we write ζ0 for :
ζ0 = ζ −Eζ,
so that (3.15) takes the form
EG(i, i) = ξ +
ξv2
b
EG(i, i)
∑
|p|≤n
EG(p, p)ψ(
i− p
b
)
+
1
b
φ1(i) + φ2(i)− ξ
∑
|p|≤n
ǫip, (3.17)
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where
φ1(i) = ξv
2
∑
|p|≤n
E{G(i, p)2}ψ( i− p
b
)− ξv
2
b
E{G(i, i)2}ψ(0), |i| ≤ n,
(3.18)
φ2(i) =
ξv2
b
∑
|p|≤n
E{G(i, i)G0(p, p)}ψ( i− p
b
), |i| ≤ n (3.19)
where G0 = {G(i, j)− E(G(i, j))}ij and ǫip is given by (3.16). We are inter-
ested in the average value of the normalized trae of the resolvent
gn(z) = N
−1∑
|i|≤n
G(i, i),
where G(i, i), |i| ≤ n are the diagonal entries of the resolvent. Taking the
normalized sum of (3.15) and using the notation gn(z) = gn,b(z), we obtain
E{gn,b(z)} = ξ + ξv
2
N
∑
|i|,|p|≤n
EG(i, i)EG(p, p)
ψ( i−p
b
)
b
+{ 1
N
∑
|i|≤n
1
b
φ1(i)}+ { 1
N
∑
|i|≤n
φ2(i)} − ξ
N
∑
|i|,|p|≤n
ǫip. (3.20)
To prove limE{gn,b(z)} = w(z) (2.11), we need the following statement
onerning the pointwise onvergene in average of the diagonal entriesG(i, i) =
Gn,b(i, i; z), |i| ≤ n of the resolvent. Given a positive integer L, let
BL ≡ BL(n, b) = {i ∈ Z : |i| ≤ n− bL}. (3.21)
Lemma 3.1 Given ǫ > 0, there exists a positive integer L = L(ǫ) suh
that
sup
i∈BL
|E{Gn,b(i, i; z)} − w(z)| ≤ ǫ, z ∈ Λη (3.22)
for suiently large b, n satisfying (2.3).
Lemma 3.1 will be proved in the next subsetion. Let us assume that
(3.22) is true. Then regarding denition of BL, we dedue from inequality
(3.7) that
|E{gn,b(z)} − 1
N
∑
i∈BL
EG(i, i)| = | 1
N
−n+bL−1∑
i=−n
EG(i, i) +
1
N
n∑
i=n−bL+1
EG(i, i)|
11
≤ 2bL− 2
N |Imz| , z ∈ Λη. (3.23)
Now (2.11) follows from Lemma 3.1, inequality (3.23) and the limiting ondi-
tion (2.3). ⋄
3.3 Proof of Lemma 3.1
Let us have a step bak and rewrite (3.17) as
EG(i, i) = ξ + ξv2EG(i, i)EUG(i) +
1
b
φ1(i) + φ2(i)− ξ
∑
|p|≤n
ǫip, (3.24)
with
UG(i) =
1
b
∑
|p|≤n
G(p, p)ψ(
i− p
b
),
where φ1, φ2 and ǫip given by relations (3.18), (3.19) and (3.16). Let us denote
the average EG(i, i) by g(i) and rewrite (3.24) in the following form :
g(i) = ξ + ξv2g(i)Ug(i) +
1
b
φ1(i) + φ2(i)− ξ
∑
|p|≤n
ǫip. (3.25)
Let us onsider the solution {r(i), |i| ≤ n} of equation
r(i) = ξ + ξv2r(i)Ur(i), |i| ≤ n. (3.26)
Given z ∈ Λη, one an prove that the system of equation (3.26) is uniquely
solvable in the set of N-dimensional vetors {−→r } suh that
||−→r || = sup|i|≤n|r(i)| ≤ 2|Im(z)| . (3.27)
(see Lemma 6.1 of [10℄). Certainly, r(i) and g(i) (3.25) depend on partiular
values of z, n and b, so we shall use the notations r(i) = rn,b(i; z) and g(i) =
gn,b(i; z). The following statements onern the dierenes :
Dn,b(i; z) = gn,b(i; z)− rn,b(i; z), dn,b(i; z) = rn,b(i; z)− w(z),
where w(z) veries equation (2.9).
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Lemma 3.2 Given ǫ > 0, there exists a positive integer L = L(ǫ) suh
that for all suiently large b and n satisfying (2.3), inequality
sup
i∈BL
|dn,b(i; z)| ≤ ǫ, z ∈ Λη, (3.28)
holds, with BL given by (3.21).
Lemma 3.3 If z ∈ Λη and (2.3) holds, then
sup
|p|≤n
|Dn,b(i, z)| = o(1), n, b −→∞, (3.29)
Lemma 3.1 follows from (3.28) and (3.29). Under the same onditions of
Lemma 3.1, one an nd L
′ ≥ L suh that
sup
i∈B
L
′
| ξ
1− ξv2Ug(i) − w(z)| ≤ 2ǫ. (3.30)
Relation (3.30) follows from (3.22) and (3.27), a priori estimate
sup
|i|≤n
|g(i)| ≤ 1|Imz| , (3.31)
and the observation that L
′
has to satisfy ondition ψ(L− L′) ≤ ǫ.
Proof of Lemma 3.2. Let us onsider funtion wi(z) = w(z) satisfying
(2.9) that we rewrite in the following form similar to (3.26) :
wi(z) = ξ + ξv
2wi(z)
1
b
n∑
t=1
bδitwt(z), |i| ≤ n.
Subtrating this equality from (3.26) , we see that d(i) ≡ dn,b(i; z) is given
by relation
d(i) = ξv2d(i)Ur(i) + ξv
2w(z)Ud(i) + ξv
2w2(z)[Pb + T (i)], (3.32)
where
Pb =
1
b
∑
t∈Z
ψ(
t
b
)−
∫
R
ψ(s)ds (3.33)
and
Tn,b(i) ≡ T (i) = 1
b
∑
|t|≤n
ψ(
t− i
b
)− 1
b
∑
t∈Z
ψ(
t
b
). (3.34)
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It is lear that |Pb| = o(1) as b→∞. Indeed, one an hoose an even step-like
funtion ψd(t) , t ∈ R suh that
ψd(t) =
∑
k∈N
ψ(
k
b
)I(k−1
b
, k
b
)(t), t ≥ 0.
Then ψd(t) ≤ ψ(t), ψd(t) → ψ(t) as b → ∞ and the Beppo-Lévy Theorem
implies the onvergene of the orresponding integrals of (3.33).
Using equality
r(i) =
ξ
1− v2ξUr(i) ,
we obtain relation
d(i) = v2wr(i)Ud(i) + v
2w2r(i)[Pb + Tn,b(i)], |i| ≤ n, (3.35)
where we write w = w(z). This relation, together with estimates (3.27) and
|w(z)| ≤ |Imz|−1, implies that |d(i)| ≤ 2|Imz|−1 < 2.
Given ǫ > 0, let us nd a number Q that 2
∫∞
Q
ψ(t)dt < ǫ. Setting τ :=
v2η−2 < 1/4, we derive from (3.35) suh
sup
i∈BL
|d(i)| ≤ τ [ sup
i∈BL−Q
|d(i)|+ sup
i∈BL
|Tn,b(i)|+ Pb + 2ǫ+ 2
b
],
where we used the ondition (2.1) and the estimate
1
b
∑
s:|s−i|>Qb
|d(s)|ψ(s− i
b
) ≤ 4
∫ ∞
Q
ψ(t)dt+
2
b
that follows from the monotoniity of ψ(t). Now, it is easy to onlude that
sup
i∈BL
|d(i)| ≤
∑
0≤j≤L/Q
τ j [ sup
i∈BL−jQ
|Tn,b(i)|+ Pb] + τL/Q sup
|i|≤n
|d(i)|+ 4ǫ+ 4
b
.
(3.36)
Let us hoose suh M that τM < ǫ, then∑
0≤j≤L/Q
τ j sup
i∈BL−jQ
|Tn,b(i)| ≤ sup
i∈BL−MQ
|Tn,b(i)|+ 2ǫ.
Finally, observe that
sup
i∈BL−MQ
|Tn,b(i)| ≤ 2
b
∞∑
t=n−(L−MQ)b
ψ(
t
b
) ≤ 2
∫ ∞
n/b−L+MQ
ψ(s)ds+
1
b
.
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This inequality shows that (3.28) holds for suiently large L and 1 <<
b << n. ⋄
Proof of Lemma 3.3. Subtrating (3.26) from (3.25), we obtain relation
for D(i) = Dn,b(i, z),
D(i) = ξv2g(i)UD(i) + ξv
2D(i)Ur(i) +
1
b
φ1(i) + φ2(i)− ξ
∑
|p|≤n
ǫip.
This relation an be written as
~D = [I −W (g,r)]−1~θ,
where we denote by W (g,r) a linear operator ating on the vetors e =
(es)−n≤s≤n as
[W (g,r)e](i) = v2g(i)r(i)
∑
|s|≤n
e(s)u(i, s)
and
~θ
(r)
n,b(i) =
r(i)
ξ
{1
b
φ1(i) + φ2(i)− ξ
n∑
p=1
ǫip}.
It is easy to see that if z ∈ Λη, then the estimates (3.27) and (3.31) imply
||W (g,r)|| ≤ v
2
|Imz|2 <
1
2
. (3.37)
Let us aept for the moment that
sup
|i|≤n
|r(i)
ξ
{1
b
φ1(i) + φ2(i)− ξ
∑
|p|≤n
ǫip}| = o(1), z ∈ Λη (3.38)
in the limit n, b → ∞. Then, Lemma 3.3 follows from (3.37) and estimate
(3.38).
Now, let us prove (3.38). Using inequality (3.16), we obtain the rst esti-
mate onerning ǫip,
|
∑
|p|≤n
ǫip| ≤ 8cµˆ3|Imz|3√b
∑
|p|≤n
ψ( i−p
b
)
b
= O(
1√
b
), (3.39)
where we used ondition (2.1) and∑
|p|≤n
ψ( i−p
b
)
b
≤
∑
t∈Z
ψ(t)
b
≤ 2
∫ ∞
0
ψ(t)dt+
ψ(0)
b
.
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The term φ1 in (3.18) is estimated with the help of the elementary in-
equality ∑
|p|≤n
|G(i, p)|2 = ||G~ei||2 ≤ 1|Imz|2 (3.40)
whih follows from (3.7) and the inequality ||G2(z)|| ≤ |Imz|−2. Then, (3.40)
implies
|1
b
φ1(i)| ≤ |ξv
2
b
E(
∑
|p|≤n
G(i, p)2)|+ |ξv
2
b
E{G(i, p)2}ψ(0)| ≤ 2v
2
|Imz|3b. (3.41)
Using relations (2.1), (3.7) and identity
E{fg0} = E{f 0g0},
we obtain that
|φ2(i)| = |ξv
2
b
∑
|p|≤n
E{G(i, i)G0(p, p)}ψ( i− p
b
)| ≤ v
2
|Imz|E|G
0(i, i)U0G(i)|.
(3.42)
Thus, to prove (3.29), it is suient to prove inequalities (3.39), (3.41),
(3.42) and the estimate
sup
|i|≤n
E|G0(i, i)U0G(i)| = o(1), z ∈ Λη. (3.43)
We prove estimate (3.43) in setion 4. Assuming that this is done, one an
say that Lemma 3.1 and relation (2.11) are proved.
4 Proof of the main Theorems
In this setion, we study the varianeVar{gn,b(z)} and omplete the proof
of Theorem 2.3. Finally, we prove Theorem 2.2 and Theorem 2.1.
4.1 The variane and the proof of Theorem 2.1
In setion 3, we proved relation (2.11) assuming that the asymptoti re-
lation (3.43) holds. To omplete the proof of Theorem 2.3, we follow mainly
two steps. The rst step is to remark that the estimate (3.43) and (2.12) are
onsequenes of the fat that the variane of the diagonal entries G(i, i; z)
Var{G(i, i; z)} = E|G0(i, i; z)|2
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vanishes as n, b→∞. The seond step is to prove the following two relations
that onern the moments of diagonal elements of G.
Lemma 4.1. If z ∈ Λη (2.10) and µˆ3 <∞ (2.4), then the estimates
sup
|i|≤n
E|U0G(i)|2 = o(b−3/2) (4.1)
and
sup
|i|≤n
E|G0(i, i; z)|2 = o(b−1/2), (4.2)
are true in the limit n, b→∞.
It it easy to show that estimate (3.43) follows from (4.2). Finally, (2.12)
follows from (4.2) and inequalities
Var{gn(z)} = E|gn(z)−E(gn(z))|2 ≤ E{ 1
N2
∑
|s|,|p|≤n
|G0(p, p)G0(s, s)|}
≤ 1
N2
∑
|s|,|p|≤n
√
E(|G0(p, p)|2)
√
E(|G0(s, s)|2) ≤ sup
|p|≤n
E(|G0(p, p)|2). (4.3)
Theorem 2.3 is proved. ⋄
We lose this subsetion with the proof of Lemma 4.1.
Proof of Lemma 4.1. Let us denote G1 = (H − z1)−1, G2 = (H − z2)−1
with zj ∈ Λη, j = 1, 2. Regarding the average E{G01(i, i)G2(p, p)}, we apply
to G2 the resolvent identity and we use (3.2), to get
E{G01(i, i)G2(p, p)} = −ξ2
∑
|s|≤n
E{G01(i, i)G2(p, s)}.
For eah pair (s, p), expression G01(i, i)G2(p, s) represents a smooth funtion
of H(s, p) and its derivative is bounded beause of (3.6) and (3.7). In partiu-
lar |D2sp[G01(i, i)G2(p, s)]| ≤ c1(|Imz1|−1 + |Imz2|−1)4 where c1 is a onstant
and Drsp = ∂
r/∂H(s, p)r.
Aording to (2.2), (1.5) and ondition µˆ3 <∞ (2.4), the third absolute
moment ofH(s, p) is of the order b−3/2. Thus applying (3.4) toE{G01(i, i)G2(p, s)}
with q = 1, one obtains
EG01(i, i)G2(p, p) = ξ2v
2
E{G01(i, i)G2(p, p)UG2(p)}+ξ2v2
∑
|s|≤n
E{G01(i, i)G2(p, s)2u(s, p)}
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+2ξ2v
2
∑
|s|≤n
E{G1(i, s)G1(p, i)G2(p, s)u(p, s)} − ξ2v
2
b
E{G01(i, i)G2(p, p)2
+G1(i, p)
2G2(p, p)}ψ(0)− ξ2
∑
|s|≤n
τsp,
where
|τsp| ≤ c{sup |D2sp[G01(i, i)G2(p, s)]|}b−3/2E(|a(p, s)|3)E(d(p, s)3) (4.4)
with a onstant ,
u(s, p) =
ψ( s−p
b
)
b
and UG(p) =
∑
|s|≤n
G(s, s)u(s, p).
Let us introdue variables
q2(p) =
ξ2
1− ξ2v2UE(G2)(p)
, |p| ≤ n. (4.5)
Using (4.5) and identity
E{fg} = E{fg0}+ E{f}E{g}, (4.6)
we get equality
EG01(i, i)G2(p, p) = q2(p)v
2
E{G01(i, i)G2(p, p)U0G2(p)}
+q2(p)v
2
∑
|s|≤n
E{G01(i, i)G2(p, s)2u(s, p)}
+2q2(p)v
2
∑
|s|≤n
E{G1(i, s)G1(p, i)G2(p, s)u(p, s)}
−q2(p)v
2
b
E{G01(i, i)G2(p, p)2 +G1(i, p)2G2(p, p)}ψ(0)− q2(p)
∑
|s|≤n
τsp. (4.7)
Multiplying (4.7) by u(i, t) and summing over i, we get relation
EU0G1(t)G2(p, p) = q2(p)v
2
E{U0G1(t)G2(p, p)U0G2(p)}
+q2(p)v
2
∑
|s|≤n
E{U0G1(t)G2(p, s)2u(s, p)}
+2q2(p)v
2
∑
i,s
E{G1(i, s)G1(p, i)G2(p, s)u(p, s)u(i, t)}
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−q2(p)v
2
b
E{U0G1(t)G2(p, p)2}ψ(0)−
q2(p)v
2
b
E{G2(p, p)
∑
|i|≤n
G1(i, p)
2u(i, t)}ψ(0)
−
∑
i,s
q2(p)τspu(i, t). (4.8)
Regarding G1(p, .)u(., t) and G2(., s)u(s, .) as n−dimensional vetors, one
gets
|
∑
i,s
E{G1(i, s)G1(p, i)G2(p, s)}u(p, s)u(i, t)|
≤ ||G1||
√∑
|i|≤n
|G1(p, i)u(i, t)|2
√∑
|s|≤n
|G2(p, s)u(s, p)|2. (4.9)
Inequalities (3.7) and (3.40) imply that the right-hand side of (4.9) is bounded
by b−2η−3. Regarding the last term of (4.8) and using (4.4) and (3.7), we get
|
∑
|i|,|s|≤n
τspu(i, t)| ≤ cc1
16η4
√
b
µˆ3[
∑
|i|≤n
u(i, t)][
∑
|s|≤n
u(p, s)] = O(
1√
b
). (4.10)
The rst term of the right-hand side of (4.8) an be estimated by
|q2(p)v2E{U0G1(t)G2(p, p)U0G2(p)}| ≤
v2
|Imz2|2
√
sup
|i|≤n
E|U0G1(i)|2
√
sup
|i|≤n
E|U0G2(i)|2,
(4.11)
where we used estimates (3.7) and
|q2(p)| ≤ 1|Imz2| . (4.12)
Also, we use (3.40) and (4.12) to see that
|q2(p)v2
∑
|s|≤n
E{U0G1(t)G2(p, s)2u(s, p)}| ≤
v2
b|Imz2|3
√
sup
|i|≤n
{E|U0G1(i)|2}
(4.13)
and
|q2(p)v
2
b
E{U0G1(t)G2(p, p)2}ψ(0)+
q2(p)v
2
b
E{G2(p, p)
∑
|i|≤n
G1(i, p)
2u(i, t)}ψ(0)|
≤ v
2
b|Imz2|3
√
sup
|i|≤n
{E|U0G1(i)|2}+
v2
b2|Imz1|2|Imz2|2 . (4.14)
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Now, multiplying (4.8) by u(p, r) and summing over p, and taking G1 =
G¯2 and i = r, we obtain a relation that together with (4.9), (4.10), (4.11),
(4.13) and (4.14) implies the following estimate for the variable M12 =
sup|i|≤n{E|U0G1(i)|2} :
M12 ≤ v
2
|Imz2|2M12 +
A1
b
√
M12 +
A2√
b
,
with A1 and A2 are onstants. Regarding this inequality, it is easy to show
that M12 = O(b
−3/2). This proves (4.1).
In order to prove (4.2), we go bak to relation (4.7) with G1 = G¯2, p = i.
Applying (3.7) and (4.12), we obtain estimates
sup
|i|≤n
|G01(i, i)|2 ≤
v2
η3
√
E(|U0G1(i)|2) +
v2
η2b
∑
|s|≤n
|G1(i, s)|2
+
2v2
η2b
∑
|s|≤n
|G1(i, s)|2 + 3v
2
η4b
+
1
η
∑
|s|≤n
|τsi|, (4.15)
with η = 2v + 1. Regarding the last term of (4.15) and (4.4), we obtain
inequality ∑
|s|≤n
|τsi| ≤ c2√
b
∑
|s|≤n
u(s, i) = O(
1√
b
), (4.16)
where c2 is a onstant. Applying (3.40), (4.1) and (4.16) to inequality (4.15),
we obtain (4.2) and we are done. ⋄
4.2 Proof of Theorem 2.2 and Theorem 2.1
Proof of Theorem 2.2. It is easy to show that relation (2.11) together with
(2.12) implies onvergene in probability :
P − lim
n→∞
gn(z) = w(z), z ∈ Λη.
By denition (2.6), we rewrite this onvergene in the form
{
∫
R
dσn(λ,Hn)
λ− z }n→∞
P−→ {
∫
R
dσ(λ)
λ− z }, z ∈ Λη. (4.17)
Now we will prove that (4.17) is true for all non real z. Representation (4.17)
for gn(z) and w(z) implies that the funtion z 7→ gn(z)− w(z) is analyti
20
and uniformly bounded on any ompat set Γ ⊂ Λη. Thus, given ǫ > 0, there
exists a nite set z1, ..., zk ∈ Γ suh that
max
z∈Γ
|gn(z)− w(z)| ≤ ǫ+ max
j=1,..,k
|gn(zj)− w(zj)|.
Let {n1} a subsequene from {n}. We have gn1(z1) P−→ w(z1), then there
exists a subsequene {n′1} ⊆ {n1} suh that gn′
1
(z1)
a.s.−→ w(z1). Therefore,
the sequene {n′1} ontains a subsequene {n′2} where gn′
2
(z2)
a.s.−→ w(z2) and
gn′
2
(z1)
a.s.−→ w(z1). Now we see that there exist a subsequene n′ = n′k ⊆ ... ⊆
n
′
1 ommon to all z1, ..., zk suh that
max
j=1,..,k
|gn′ (zj)− w(zj)| a.s.−→ 0.
As a result, we get onsequene
lim
n′→+∞
{max
z∈Γ
|gn′(z)− w(z)|} = 0 a.s..
Now we obtain gn′ (z)
a.s.−→ w(z) with {n′} is ommon for all z ∈ Γ. Sine
gn′ (z) and w(z) are analyti funtions in C \ R, and gn′ (z) a.s.−→ w(z) for
z ∈ Γ, then this onvergene is true for all z ∈ C \ R. Thus, we rewrite (4.16)
as
{
∫
R
dσn′ ,b′ (λ,Hn′ )
λ− z }n′ ,b′→+∞
a.s.−→ {
∫
R
dσ(λ)
λ− z }, z ∈ Λ0. (4.18)
The sequene {n1} ontains a subsequene {n′} suh that (4.18) holds,
whih implies onvergene in probability (2.9) (see Lemma in paper [11℄). ⋄
Proof of Theorem 2.1. It is well known that the set of linear ombinations
of { 1
λ−zj ; zj ∈ Λ0} is dense in C0(R) (set of ounting funtions), then (4.18)
implies that
{
∫
R
ϕ(λ)dσn′ (λ,Hn′ )}n′→∞ a.s.−→ {
∫
R
ϕ(λ)dσ(λ)} (4.19)
for all ϕ ∈ C0(R).
The sequene {n1} ontains a subsequene as {n′} suh that the onver-
gene (4.19) is true. We use the same arguments as in the proof of Theorem
2.2, the onvergene in probability (2.5) gives and nishes the proof of Theo-
rem 2.1. ⋄
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5 Estimates of the Variane
In this setion, we obtain more estimates of the variane under more
restritive onditions on the moments of a(i, p) and the funtion ψ(t) given
by (2.1). Finally, we provide a proof of the umulant expansions formula.
5.1 First Estimate
Theorem 5.1. Assume that E{a2l+1(i, p)} = 0 with l = 0, 1, 2 and
E{a(i, p)2} = v2, E{a(i, p)4} = 3v4, E{a(i, p)6} = 15v6, |i|, |p| ≤ n,
µˆ7 <∞ (2.4), then the estimate
Var{gn,b(z)} = O(1
b
) (5.1)
holds for large enough n and b and for all z ∈ Λη.
Proof of Theorem 5.1. We prove Theorem 5.1 by using the following esti-
mates of the moments of the diagonal elements of the resolvent G
Lemma 5.1. Under onditions of Theorem 5.1, the estimates
sup
|i|≤n
E(|U0G(i; z)|2) = O(
1
b2
) (5.2)
and
sup
|i|≤n
E(|G(i, i; z)|2) = O(1
b
) (5.3)
hold in the limit n, b −→ ∞ and for all z ∈ Λη.
Now it is easy to show that Theorem 5.1 follows from inequality (4.3) and
estimate (5.3).
Proof of Lemma 5.1. We start with (5.2). Let us denote G1 = (H− z1)−1,
G2 = (H−z2)−1 with zj ∈ Λη, j = 1, 2. Consider the average EU0G1(t)G2(p, p)
and use (3.2) to obtain
EU0G1(t)G2(p, p) = −ξ
n∑
s=1
E{U0G1(t)G2(p, s)}.
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For eah pair (s, p) U0G1(t)G2(p, s) is a smooth funtion of H(s, p) and its
derivative is bounded beause of (3.7). In partiular |D6sp[U0G1(t)G2(p, s)]| ≤
c3(|Imz1|−1 + |Imz2|−1)8 for some onstant c3 and Drsp = ∂r/∂Hr(s, p).
Aording to (2.2), (1.5) and ondition µˆ7 < ∞ (2.4), the 7-th absolute
moment of H(s, p) is of order b−7/2. Thus, applying (3.4) to EU0G1(t)G2(p, s)
with q = 5, one obtains
E{U0G1(t)G2(p, p)} = −ξ2
∑
|s|≤n
K2E{D1sp[U0G1(t)G2(p, s)]}
−ξ2
∑
|s|≤n
K4
6
E{D3sp[U0G1(t)G2(p, s)]} − ξ2
∑
|s|≤n
K6
120
E{D5sp[U0G1(t)G2(p, s)]}
−ξ2
∑
|s|≤n
ǫ(1)sp
where
|ǫ(1)sp | ≤ c sup |D6sp[U0G1(t)G2(p, s)]|b−7/2E(|asp|7)E(d7sp). (5.4)
Regarding the terms involving the rst derivative and using (3.6), the de-
nition of K2 (3.13), we get
E{U0G1(t)G2(p, p)} = ξ2v2E{U0G1(t)G2(p, p)UG2(p)}
+ξ2v
2
∑
|s|≤n
E{U0G1(t)G2(p, s)2}u(p, s)
+2ξ2v
2
∑
s,i
E{G1(i, s)G1(p, i)G2(p, s)}u(p, s)u(i, t) +R(p),
where
R(p) = −ξ2v
2
b
E{U0G1(t)G2(p, p)2 +
∑
|i|≤n
G1(i, p)
2G2(p, p)u(i, t)}ψ(0)
−ξ2
∑
|s|≤n
K4
6
E{D3sp[U0G1(t)G2(p, s)]} − ξ2
∑
|s|≤n
K6
120
E{D5sp[U0G1(t)G2(p, s)]}
−ξ2
∑
|s|≤n
ǫ(1)sp .
This term does not ontribute to the estimate (5.1).
Applying (4.6) to the rst term and using the denition of q2(p) (4.5),
one gets
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E{U0G1(t)G2(p, p)} = q2(p)v2E{U0G1(t)G2(p, p)UoG2(p)}
+q2(p)v
2
∑
|s|≤n
E{U0G1(t)G2(p, s)2u(s, p)}
+2q2(p)v
2
∑
s,i
E{G1(i, s)G1(p, i)G2(p, s)u(p, s)u(i, t)}+ q2(p)
ξ2
R(p). (5.5)
Inequality (4.9) implies that the third term of (5.5) is of order O(b−2) as
n, b −→ ∞.
Let us estimate eah part of (5.5) with the help of U0G. Using (3.40) and
inequality (4.12), we an estimate the rst term of the right-hand side of
(5.5) by
|q2(p)v2E{U0G1(t)G2(p, p)U0G2(p)}| ≤
v2
|Imz2|2
√
sup
|i|≤n
E|U0G1(i)|2 sup|i|≤nE|U
0
G2
(i)|2.
(5.6)
Also we an write that
|q2(p)v2
∑
|s|≤n
E{U0G1(t)G2(p, s)2u(s, p)}| ≤
v2
b|Imz2|3
√
sup
|i|≤n
{E|U0G1(i)|2}.
(5.7)
If one assumes for a while that
sup
|p|≤n
|R(p)| = O{ 1
b2
+
1
b
E(|U0G1(t)|)}, (5.8)
holds, then (5.2) will follow. Indeed, multiplying (5.5) by u(p, r) and summing
over p, and taking G1 = G¯2 and i = r, we obtain a relation that together
with (4.9), (5.6), (5.7) and (5.8) imply the following estimate for variable
M12 = sup|t|≤n |U0G1(t)|2 :
M12 ≤ v
2
η2
M12 +
A3
b
√
M12 +
A4
b2
,
with A3 and A4 are onstants. Regarding this inequality, it is easy to show
that M12 = O(b
−2). This implies (5.2).
Let us prove (5.8). Using inequality (5.4), we get
|
∑
|s|≤n
ǫ(1)sp | ≤
cc3
(2η)8b5/2
∑
|s|≤n
u(s, p) = O(
1
b5/2
), (5.9)
24
for some onstants c and c3. By the denition of the umulants (see subsetion
3.1), we obtain
K4(Y ) = E(Y
4)− 3E(Y 2)2 = v
4
b2
∆sp, (5.10)
where Y = H(s, p), ∆ip = 3ψ(
s−p
b
){1− ψ( s−p
b
)} and
K6(Y ) = E(Y
6)− 15E(Y 4)E(Y 2)− 10E(Y 3)2 + 30E(Y 2)3 = v
6
b3
Θsp (5.11)
with Θip = 15ψ(
s−p
b
){1− 45
15
ψ( s−p
b
) + 30
15
ψ( s−p
b
)2}.
Using (3.6) and (3.7), we obtain that supt,s,p |Drsp[U0G1(t)G2(p, s)]| = O(1)
with r = 1, 2, ... Whih gives
|
∑
|s|≤n
K6
120
E{D5sp[U0G1(t)G2(p, s)]}| ≤
M1
b2
∑
|s|≤n
Θsp
b
≤ 15M1
b2
∑
|s|≤n
ψ( s−p
b
)
b
= O(
1
b2
) (5.12)
where M1 is a onstant.
One an estimate the terms with the third derivative by using similar
estimates in relations (4.9) and (5.6) :
−ξ2
∑
|s|≤n
K4
6
E{D3sp[U0G1(t)G2(p, s)]} = O{
1
b2
+
1
b
E(|U0G1(t)|)}. (5.13)
Indeed, E{D3sp[U0G1(t)G2(p, s)]} ontains 44 terms of the form∑
|i|≤n
E{Gγ1(α1, β1)Gγ2(α2, β2)Gγ3(α3, β3)Gγ4(α4, β4)Gγ5(α5, β5)}u(i, t),
and 3 terms of the form∑
|i|≤n
E{G01(i, i)Gγ2(α2, β2)Gγ3(α3, β3)Gγ4(α4, β4)Gγ5(α5, β5)}u(i, t),
where γj = 1 or 2 and αj ∈ {i, s, p} and βj ∈ {i, s, p}. These terms an be
gathered into three groups. In eah group the terms are estimated by the
same values with the help of the same omputations.
We give estimates for the typial ases. Using (2.1) and (3.40), we get for
the rst terms of the rst group :
|
∑
i,s
K4(H(s, p))E{G1(i, p)2G1(s, s)G1(p, s)G2(p, s)}u(i, t)|
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≤ 3
4
b2η3
∑
|i|≤n
|G1(i, p)2|
∑
|s|≤n
u(s, p) ≤ 3v
4
b2η5
. (5.14)
For the terms of the seond group, we obtain estimates
|∑i,sK4E{G1(i, s)G1(i, p)G1(p, p)G1(s, s)G2(p, s)}u(i, t)|
≤ 3v
4
bη3
∑
s,i
E{|G1(p, i)G2(p, s)|}u(p, s)u(i, t)
≤ 3v
4
b|Imz|3
√∑
|i|≤n
|G1(p, i)u(i, t)|2
√∑
|s|≤n
|G2(p, s)u(s, p)|2 = O( 1
b3
). (5.15)
Finally, for the terms of the third group, we get inequalities
|
∑
i,s
K4E{G1(i, i)0G2(p, s)2G2(p, p)G2(s, s)}u(i, t)|
≤ 3v
4
bη4
E(|U0G1(t)|){
∑
|s|≤n
u(s, p)} = O(1
b
E(|U0G1(t)|)). (5.16)
Gathering all the estimates of 47 terms, we obtain (5.13). Finally, notie
that the term
|ξ2v
2
b
E{U0G1(t)G2(p, p)2 +
∑
|i|≤n
G1(i, p)
2G2(p, p)u(i, t)}ψ(0)|
is estimated using (4.14). Then (5.8) follows from (4.14), (5.9), (5.12) and
(5.13). ⋄
Let us prove (5.3). Using (3.2), one has
EG01(i, i)G2(p, p) = −ξ2
∑
|s|≤n
E{G01(i, i)G2(p, s)}.
For eah pair (s, p) G01(i, i)G2(p, s) is a smooth funtion of H(s, p) and its de-
rivative are bounded beause of (3.6) and (3.7). In partiular |D4sp[G01(i, i)G2(p, s)]| ≤
c4(|Imz1|−1 + |Imz2|−1)6 with a onstant c4.
Aording to (2.2), (1.5) and ondition µˆ5 < ∞ (2.4), the 5-th absolute
moment ofH(s, p) is of order b−3/2. Thus applying (3.4) toE{G01(i, i)G2(p, s)}
with q = 3, one obtains
EG01(i, i)G2(p, p) = ξ2v
2
E{G01(i, i)G2(p, p)UG2(p)}
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+ξ2v
2
∑
|s|≤n
E{G01(i, i)G2(p, s)2u(s, p)}+2ξ2v2
∑
|s|≤n
E{G1(i, s)G1(p, i)G2(p, s)u(p, s)}
−ξ2
∑
|s|≤n
K4
6
E{D3sp[G01(i, i)G2(p, s)]} − ξ2
∑
|s|≤n
ǫ(2)sp
with
|ǫ(2)sp | ≤ c{sup |D4sp[G01(i, i)G2(p, s)]|}b−5/2E(|aps|5)E(d5ps).
Using the identity (4.6) and the denition of q2 (4.5), we write
EG01(i, i)G2(p, p) = q2(p)v
2
E{G01(i, i)G2(p, p)U0G2(p)}
+q2(p)v
2
∑
|s|≤n
E{G01(i, i)G2(p, s)2u(s, p)}
+2q2(p)v
2
∑
|s|≤n
E{G1(i, s)G1(p, i)G2(p, s)u(p, s)}
−q2(p)v
2
b
E{G01(i, i)G2(p, p)2 +G1(i, p)2G2(p, p)}ψ(0)
−q2(p)
∑
|s|≤n
K4
6
E{D3sp[G01(i, i)G2(p, s)]} − q2(p)
∑
|s|≤n
ǫ(2)sp . (5.17)
It is easy to show that
|
∑
|s|≤n
ǫ(2)sp | ≤
M2
b
√
b
∑
s
u(s, p) = O(
1
b
√
b
), (5.18)
with M2 some onstant. Inequality (3.7) implies that D
r
sp[G
0
1(i, i)G2(p, s)] =
O(1) with r = 1, 2, .., whene one obtains inequality
|
∑
|s|≤n
K4E{D3sp[G01(i, i)G2(p, s)]}| ≤
3v4M3
b
∑
|s|≤n
u(s, p), (5.19)
for some onstant M3. Finally, it is easy to show that (3.7) implies estimate
|q2(p)v
2
b
E{G01(i, i)G2(p, p)2 +G1(i, p)2G2(p, p)}ψ(0)| = O(
1
b
). (5.20)
Now, (5.3) follows from relation (5.17), inequality (3.40) and estimates
(5.2), (5.18), (5.19) and (5.20). The estimate (5.3) is proved, then Lemma
5.1 follows and nishes the proof of Theorem 5.1. ⋄
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5.2 Seond Estimates for the Variane
In this subsetion, we derive estimates of the variane under more strong
onditions on Hn and ψ.
Theorem 5.2. Suppose that E{a2l+1(i, p)} = 0 with l = 0, 1, 2,
E{a(i, p)2} = v2, E{a(i, p)4} = 3v4, E{a(i, p)6} = 15v6, |i|, |p| ≤ n
and
µˆ10 = sup
i,p
E|a(i, p)|10 <∞ and
∫
R
√
ψ(t)dt ≤ ∞,
then the estimates
sup
|i|≤n
|Eg0n(z)G0(i, i)| = O(
1
nb
+
1
b
√
Vargn(z)) (5.21)
and
Var{gn(z)} = O( 1
b2
) (5.22)
hold for large enough n and b and for all z ∈ Λη.
Proof of Theorem 5.2. We start with (5.21). The proof follows the lines
of the proof of (5.3). Regarding (5.17) and summing it over i and using the
notation gn(z1) = g1, we obtain that
NE{g01G2(p, p)} = Nq2(p)v2E{g01G2(p, p)U0G2(p)}
+Nq2(p)v
2
∑
|s|≤n
E{g01G2(p, s)2u(s, p)}+2q2(p)v2
∑
s,i
E{G1(i, s)G1(p, i)G2(p, s)u(p, s)}
−q2(p)v
2
b
E{Ng01G2(p, p)2 +
∑
|i|≤n
G1(i, p)
2G2(p, p)}ψ(0)
−Nq2(p)
∑
|s|≤n
K4
6
E{D3sp[g01G2(p, s)]} − q2(p)
∑
s,i
ǫ(2)sp . (5.23)
Using (5.2), (3.7), (3.40) and (4.12), it is easy to show that
Nq2(p)v
2
E{g01G2(p, p)U0G2(p)} = O(
N
b
√
Var(g1)), (5.24)
Nq2(p)v
2
∑
|s|≤n
E{g01G2(p, s)2u(s, p)} = O(
N
b
√
Var(g1)), (5.25)
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|2q2(p)v2
∑
s,i
E{G1(i, s)G1(p, i)G2(p, s)u(p, s)}|
≤ 2v|Imz1||Imz2|b
√∑
|i|≤n
|G1(p, i)|2
√∑
|s|≤n
|G2(p, s)|2 = O(1
b
) (5.26)
and
q2(p)v
2
b
E{Ng01G2(p, p)2 +
∑
|i|≤n
G1(i, p)
2G2(p, p)}ψ(0)
= O(
N
b
√
Var(g1) +
1
b
). (5.27)
Now, regarding Drsp[g
0
1G2(p, s)] with r = 1, 2, .. and (5.31) (see Lemma 5.2 at
the end of this subsetion), it is easy to see that
sup
s,p
|Drsp[g01G2(p, s)]| = O(
1
N
+ |g01|), r = 1, 2, ... (5.28)
Then we obtain
|Nq2(p)
∑
|s|≤n
K4E{D3sp[g01G2(p, s)]}| ≤
N
η
∑
|s|≤n
∆sp
b2
|E{D3sp[g01G2(p, s)]}|
= O(
N
b
[
1
N
+
√
Var(g1)]). (5.29)
Now we give more details for the remainder ǫ(2)
|ǫ(2)sp | ≤ c{K4E|H(s, p)D4sp[G01(i, i)G2(p, s)](1)|+K2E|H3(s, p)D4sp[G01(i, i)G2(p, s)](2)|
+E|H5(s, p)D4sp[G01(i, i)G2(p, s)](3)|}, (5.30a)
where for eah pair (p, s)
[G01(i, i)G2(p, s)]
(ν) = {G(ν)}0sp(i, i; z1)G(ν)sp (p, s; z2), ν = 1, 2, 3
and G
(ν)
sp (zj) = (H
(ν)
sp − zj)−1, j = 1, 2 is the resolvent of the real symmetri
matrix H
(ν)
sp :
H(ν)sp (r, i) =
{
H(r, i) if (r, i) 6= (s, p)
H(ν)(s, p) if (r, i) = (s, p)
29
with |H(ν)(s, p)| ≤ |H(s, p)|, ν = 1, 2, 3, (see Lemma 5.3 at the end of this
subsetion). Regarding (5.30a) and summing it over i and s, we obtain
∑
s,i
|ǫ(2)sp | ≤ Nc
∑
|s|≤n
{K4E|H(s, p)D4sp[g01G2(p, s)](1)|+K2E|H3(s, p)D4sp[g01G2(p, s)](2)|
+E|H5(s, p)D4sp[g01G2(p, s)](3)|} (5.30b)
Hereafter, we use the notation : for eah pair (p, s) and ν = 1, 2, 3, let
H
(ν)
sp = Hˆ be the matrix dened by
Hˆ(r, i) =
{
H(r, i) if (r, i) 6= (s, p)
Hˆ(s, p) if (r, i) = (s, p)
with |Hˆ(s, p)| ≤ |H(s, p)|, the resolvent G(ν)sp (zj) = Gˆj and its normalized
trae by gˆj, j = 1, 2. To derive estimates of ǫ
(2)
, we need the following Lemma.
Lemma 5.2. If z ∈ Λη (2.10) and for large enough n and b, the estimates
Drsp{g0n(z)} = O(
1
N
), r = 1, 2, .. (5.31)
and
Var(gˆn(z)) = O{Var(gn(z)) + 1
bN2
}, (5.32)
are true in the limit N, b −→∞.
We prove Lemma 5.2 at the end of this setion.
Keeping in mind the expression (5.30b) and using (5.28), (5.31) and (5.32),
we obtain inequalities∑
|s|≤n
E|Hˆ5(s, p)D4sp{ ̂g01G2(p, s)}| ≤
βµˆ5
Nb3/2
∑
|s|≤n
ψ( s−p
b
)
b
+ β
∑
|s|≤n
E{|Hˆ(s, p)|5|gˆ01|}
≤ βµˆ5
Nb3/2
∑
|s|≤n
ψ( s−p
b
)
b
+ β
√
Var{gˆ1}
∑
|s|≤n
√
E{|Hˆ(s, p)|10}
≤ βµˆ5
Nb3/2
∑
|s|≤n
ψ( s−p
b
)
b
+
β
√
µˆ10
b3/2
√
Var{gˆ1}
∑
|s|≤n
√
ψ( s−p
b
)
b
= O{ 1
b3/2
[
1
N
+
√
Var{g1}]}, (5.33)
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∑
|s|≤n
K4E|Hˆ(s, p)D4sp{ ̂g01G2(p, s)}|
≤ 3v
2βµˆ1
Nb3/2
∑
|s|≤n
ψ( s−p
b
)
b
+
3v2β
√
µˆ2
√
Var{gˆ1}
b3/2
∑
|s|≤n
ψ( s−p
b
)
b
= O{ 1
b
3
2
[
1
N
+
√
Var{g1}]} (5.34)
and ∑
|s|≤n
K2E|Hˆ3(s, p)D4sp{ ̂g01G2(p, s)}|
≤ 3v
2βµˆ3
Nb3/2
∑
|s|≤n
ψ( s−p
b
)
b
+
3v2β
√
µˆ6
√
Var{gˆ1}
b3/2
∑
|s|≤n
ψ( s−p
b
)
b
= O{ 1
b
3
2
[
1
N
+
√
Var{g1}]} (5.35)
with some onstant β and µˆr = supi,pE|a(i, p)|r < ∞, r = 1, .., 10. Then
(5.33), (5.34) and (5.35) imply the following estimate
|
∑
s,i
ǫ(2)sp | = O{N [
1
b
3
2
(
1
N
+
√
Var(gˆ1))]}
= O[N(
1
Nb
+
1
b
√
Var(g1))]. (5.36)
Returning to (5.23), using denition N = 2n + 1 > n and gathering
estimates (5.24), (5.25), (5.26), (5.27), (5.29) and (5.36), we get (5.21).
Now, let us prove (5.22). Regarding (5.23) and summing it over p with
G2 = G1 = G and using (5.21), we obtain estimate
Var{g(z)} ≤ A( 1
nb
+
1
b
√
Var(g(z))). (5.37)
where A is a onstant. Regarding this inequality, it is easy to show that
Var{gn(z)} = O(b−2). Relation (5.22) is then proved and ends the proof of
Theorem 5.2. ⋄
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Proof of Lemma 5.2. We start with (5.31). Consider the normalized trae
gn(z) = g(z) =
1
N
∑
|k|≤nG(k, k), with z ∈ Λη. Regarding (3.6), we obtain
D1sp{g0(z)} =
1
N
∑
|k|≤n
D(1)sp {G(k, k)} = −
2
N
∑
|k|≤n
G(k, s)G(k, p)
= − 2
N
G2(s, p).
Using (3.7), we get
|D1sp{g0(z)}| ≤
2
N |Imz|2 .
Regarding the seond derivative, one obtains
D2sp{g0(z)} =
2
N
{2G2(s, p)G(s, p) +G2(p, p)G(s, s) +G2(s, s)G(p, p)},
using (3.7), we obtain D2sp{g0(z)} = O( 1N ). Then it is easy to show that
Drsp{g0(z)} = O( 1N ), r = 1, 2... Estimate (5.31) is proved.
Now let us prove (5.32). Using the resolvent identity (3.1) for two hermi-
tian matries H and Hˆ , we obtain
gˆ = gˆn(z) =
1
N
∑
|k|≤n
Gˆ(k, k) =
1
N
∑
|k|≤n
G(k, k)+
1
N
∑
k,r,i
Gˆ(k, r)[Hˆ−H ](r, i)G(i, k)
= g +
1
N
Tr(GGˆδH) (5.38)
with
[δH ](r, i) = [Hˆ −H ](r, i) =
{
0 if (r, i) 6= (s, p),
Hˆ(s, p)−H(s, p) if (r, i) = (s, p).
Then
Tr(GGˆδH) =
∑
r,i
[GGˆ](r, i)[δH ](r, i) = [GGˆ](s, p)[Hˆ(s, p)−H(s, p)]. (5.39)
Let us return to relation (5.38). It is easy to see that
Var(gˆ) ≤ 2Var(g) + 2
N2
Var(Tr{GGˆδH}). (5.40)
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Then assuming that
Var(Tr{GGˆδH}) = O(1
b
) (5.41)
holds, (5.32) follows from (5.40) and (5.41). Let us prove (5.41). It is lear
that |Hˆsp −Hsp| ≤ 2|Hsp|. Using (3.7) and (5.39), we obtain
Var(Tr{GGˆδH}) ≤ 4|Imz|4E(|H(s, p)|+ E(|H(s, p)|))
2
≤ 4
b|Imz|4 {[E(|asp|)(1 + ψ(
s− p
b
))]2ψ(
s− p
b
) + E(|asp|)2ψ(s− p
b
)2(1− ψ(s− p
b
))}
= O(
1
b
). ⋄
Finally, we prove (5.30) for the remainder ǫ(2).
Lemma 5.3. (The umulant expansions method with q=3). Let us
onsider the family {Xj , j = 1, .., m} of independent real random variables
determined on the same probability spae suh that E{|Xj|5} < ∞, j =
1, .., m and
E(Xj) = E(X
3
j ) = 0, j = 1, .., m.
If F (t1, .., tm) is a omplex-valued funtion ating on vetors (with ompo-
nents as a real variables) in a m−dimensional spae suh that its rst 4
derivatives are ontinuous and bounded, then, for all j, we obtain (3.4) with
q = 3 and the remainder ǫ3 is given by
ǫ3 = −K4
3!
E{Xf (4)j (Y2)} −
K2
3!
E{X3f (4)j (Y1)}
+
1
4!
E{X5f (4)j (Y0)}, (5.42)
where |Yν | ≤ |Xj |, ν = 0, 1, 2, Kr is the r-th umulant of Xj and fj is a
omplex-valued funtion of one real variable suh that
fj(Y ) = F (X1, .., Xj−1, Y,Xj+1, .., Xn)
and f
(4)
j is its 4−th derivative.
The umulants an be expressed in terms of the moments. If µr = E(X
r
j )
with j = 1, .., m, one obtains : K1 = µ1 = 0, K2 = µ2, K3 = 0, K4 =
µ4 − 3µ22.
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Proof of Lemma 5.3. To simplify the notation we write X = Xj for a real
random variable suh that E{|X|5} < ∞ and E(X) = E(X3) = 0, and we
denote f = fj.
Now, onsider a funtion f of the lass C4 and apply Taylor's formula to
f , to obtain relation
f(X) =
3∑
r=0
Xr
r!
f (r)(0) +
X4
4!
f (4)(Y0), |Y0| ≤ |X|.
Multiplying this equation by X and taking the mathematial expetation of
both sides, we obtain equality
E{Xf(X)} = E(X2)E(f ′(X)) + E(X
4
3!
)f (3)(0) + E{X
5
4!
f (5)(Y0)}. (5.43)
Now we apply Taylor's formula to f
′
, and write that
f
′
(X) = f
′
(0) +Xf (2)(0) +
X2
2!
f (3)(0) +
X3
3!
f (4)(Y1),
with |Y1| ≤ |X|. Taking the mathematial expetation of both sides and
multiplying by E(X2), we obtain relation
E(X2)E{f ′(0)} = E(X2)E{f ′(X)} − [E(X
2)]2
2!
E{f (3)(0)}
−E(X2)E{X
3
3!
f (4)(Y1)}. (5.44)
Applying Taylor's formula to f (3), we see that
E{f (3)(0)} = E{f (3)(X)} −E{Xf (4)(Y2)}
with |Y2| ≤ |X|. Then we an write that
E(X4)E{f (3)(0)} = E(X4)E{f (3)(X)} −E(X4)E{Xf (4)(Y2)} (5.45)
and that
E(X2)2E{f (3)(0)} = E(X2)2E{f (3)(X)} − E(X2)2E{Xf (4)(Y2)}. (5.46)
Now, substitute (5.46) in relation (5.44) and use (5.45), to rewrite (5.43) as
E{Xf(X)} = E(X2)E(f ′(X)) + K4
3!
E{f (3)(X)}
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+
1
4!
E{X5f (4)(Y0)} − K4
3!
E{Xf (4)(Y2)} − K2
3!
E{X3f (4)(Y1)}
with K4 = [E(X
4)− 3E(X2)2] and K2 = E(X2). This gives relation (5.42).
⋄
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