Introduction {#sec1-1}
============

Cancer-related mortality rate exceeds those associated with other conditions, such as malaria and human immunodeficiency virus (HIV)\[[@ref1]\]. Radiation therapy has long been considered appropriate for treating cancers, and one radiotherapy approach uses electrons \[[@ref2],[@ref3]\]. Electron beams are advantageous, as they ensure dose monotony in the target volume and minimize the dose to deeper healthy tissues owing to the rapid dose fall-off beyond the tumor \[[@ref4]\]. MC methods have been widely used in radiotherapy \[[@ref5]-[@ref8]\].

Several MC software have been extensively used for radiotherapy simulations, such as the Electron Gamma Shower (EGS4) package, MC package, Geometry and Tracking (GEANT4) package and the PENELOPE package. One of the most popular MC software packages used in a large number of applications is the MCNPX package \[[@ref9]\]; the present study was performed using this package. Several scientists have used MC methods to simulate and specify the characteristics of electron beams in radiotherapy. Lalic *et al*. \[[@ref10]\] used MC simulations to enumerate depth dose data on central axis with energies of 6 - 12 MeV, generated by a Varian linear accelerator (linac) in water. Antolak *et al*. \[[@ref11]\] used MC calculations to study the effect of scattering foil parameters on electron beams. Kapur *et al*. \[[@ref12]\] applied the MC method to calculate and analyze the production factors of electron beams used in radiotherapy.

Nedaie *et al*. \[[@ref13]\] implemented simulations to acquire dose repartitions produced by an ELEKTA linac at beam energies of 15 MeV and 8 MeV, for applicator with dimensions 10 × 10 cm^2^. The discrepancy of the measurements and calculations was within 2%, for 8 MeV and 15 MeV electron beams. The purpose of the present research was to simulate beams with energies in the 8-14 MeV range, for a Siemens Primus linac, and to validate the simulations by comparing the results of these simulations with the measured data.

Material and Methods {#sec1-2}
====================

Simulation of Linac {#sec2-1}
-------------------

In this study, a linac installed at the Reza Radiation Oncology Center was simulated using MCNPX software. The Siemens Primus medical linac has two treatment modes: photon and electron. This machine has two photon energies: 6 MeV and 15 MeV, and works with four nominal electron energies: 8, 10, 12 and 14 MeV. In this study, electron modes of this device were simulated. The linac head geometry was modelled using MCNPX (version 2.7.0) software \[[@ref14]\]. The optimized energy of the electron spectrum was within ± 0.2 MeV energy range, compared with the manufacturer-provided spectrum. This choice was justified by the agreement between the computer-simulation-specified build-up depths and empirical measurements \[[@ref15]\].

Although many studies have been reported for linacs in the photon mode, only a few studies are performed on electron beams. Siemens Primus medical linac was selected for the present study. The schematic view of linac head is illustrated in [Figure 1](#JBPE-8-157-g001.tif){ref-type="fig"} \[[@ref16]\]. The head of the linac subtends the following components: *Y* and *X* jaws, an electron dose chamber, a primary foil, an applicator and a secondary foil. The primary foil is made of brass and Ledloy. The chamber is made of gold, air and Kapton, and the jaws is made of steel. The applicators are comprised of six parts: a tray, a scraper, a body, a collimator, a shield and a plate. The tray, the body and the plate are made of aluminum, and the shield is made of stainless steel while the collimator is made of brass \[[@ref16]\]. Complying with the task group report No. 105 (TG 105) by the American Society of Physicists, MC simulations should be performed under the same conditions as measurements \[[@ref17]\].

![Schematic view of Siemens Primus accelerator in electron mode (Y-X view) with a water phantom](JBPE-8-157-g001){#JBPE-8-157-g001.tif}

To estimate the precision of dose calculations procured by the MC model of a linear accelerator's head, measurement data have to be collected. For this purpose, empirical measurements of the profile and percentage depth dose (PDD) were done by a Scanditronix system. Measurements were carried out in a water phantom by a silicon detector. Calculations were done with energies of 8 - 14 MeV, generated by the Siemens linac. The MC simulations in the present research were run on a computer with a processor, 4.00 GHz, featuring a 64-bit operating system. Square fields were shaped for four applicator area sizes: 10 × 10 cm^2^, 15 × 15 cm^2^, 20 × 20 cm^2^ and 25 × 25 cm^2^. Benchmarking comparisons were done by comparing the simulation PDD data for four applicators listed above with the corresponding measured data. Another benchmark amounted to compare the dose profile data for different depths and energies, for two applicators (10 × 10 cm^2^ and 20 × 20 cm^2^), with the corresponding measured data.

In addition, to continue the research process, a water phantom was simulated. Phantom was considered as a 50 cm × 50 cm × 50 cm cube, the surface of which was 100 cm away from the source. Variance reduction methods included introducing an energy cut-off and cell importance. Cell importance for both electrons and photons was set as 1 for all simulation cells, while it was defined equal to 100 for tally cells in the phantom. Energy cut-off for electrons and photons was considered to be 500 keV. Each file was run for 2 × 10^8^ particle. \*F8 tally in program was used to calculate the energy deposited by electrons and the output of this calculation was divided by the mass of the tally corresponding cells to obtain the absorbed dose.

To calculate PDD, some 2-mm-tall and 1-cm-radius cylinders were selected for fields with different sizes. To compute the profile inside the phantom, cylinders with the radius of 2 mm and length of 2 mm on *X* axis direction were arrayed along *X* axis at different depths of the phantom for different field sizes, *X* axis being parallel to the surface of the phantom. PDD amounts were calculated for all four energies for four applicators listed above. Moreover, dose profiles were calculated for two depths and the four above-mentioned applicators for all energies.

Comparison of Experimental and Computational Values of the Profile and PDD by Gamma Functi {#sec2-2}
------------------------------------------------------------------------------------------

Comparison of experimental and computational values of the profile and PDD were made by computing the gamma function software. This software is beneficial for comparing two distributions of dose. This function has two criteria previously used for comparing two dose distributions: the percentage dose difference (DD) (offered in %) and the distance to settlement (DTA) (offered in mm). The gamma index (function) takes on values between 0 and 1. Gamma function values in the 0-1 range are considered as a pass, while gamma function values larger than 1 are considered a failure. Gamma software provided by DOSI soft company. DD and DTA were set 3% and 2 mm in gamma calculations, respectively \[[@ref18]-[@ref21]\].

Results and Discussion {#sec1-3}
======================

In this research, MC method was utilized to compute the distributions of dose with energies 8-14 MeV, generated by a Siemens Primus linac; characteristics such as the percentage depth dose graph on central axis and profiles were computed using MC method. The simulated PDD values for four applicators listed above were compared with those measured for electron beams with energies of 8-14 MeV; the results of this comparison are shown in [Figure 2](#JBPE-8-157-g002.tif){ref-type="fig"}. It should be mentioned that PDD values for 10, 12 and 14 MeV energy beams were multiplied by 1.1, 1.2 and 1.3, respectively, to distinguish them from the PDD for 8 MeV. The applicator with dimension10 × 10 cm^2^ was used as a reference field size to match the obtained PDD curves. Of course, the 25 × 25 cm^2^ applicator was also examined because its large field size was the most sensitive to the treatment head parameter in this step \[[@ref22]\].

![PDD values from simulations and measurements, vs. depth, for 8- 14 MeV energy. The results shown for (a) the 10 × 10 cm^2^ applicator; (b) the 15 × 15 cm^2^ applicator; (c) the 20 × 20 cm^2^ applicator; (d) the 25 × 25 cm^2^ applicator. To avoid overlapping of the curves, the PDD values for the 10, 12, and 14 MeV energies were multiplied by 1.1, 1.2, and 1.3, respectively](JBPE-8-157-g002){#JBPE-8-157-g002.tif}

All simulated PDD values were compared with those measured for energies of 8 - 14 MeV, in terms of their gamma functions. The gamma function values for PDD distributions vs. the depth of phantom (mm) are shown in [Figures 3](#JBPE-8-157-g003.tif){ref-type="fig"}[-](#JBPE-8-157-g004.tif){ref-type="fig"}[](#JBPE-8-157-g005.tif){ref-type="fig"}[6](#JBPE-8-157-g006.tif){ref-type="fig"} for various applicators and energies. The analogies were based on gamma index computations, and the gamma value was under 1 for most data points in the chart. A gamma value equal to or less than 1 implies that the two compared dose data sets are in agreement \[[@ref18]\]. Despite this agreement, there were a number of points for which the gamma value was above 1. Regarding PDD, the maximal correspondence between measured and simulated data was obtained for the 15 × 15 cm^2^ and 10 × 10 cm^2^ applicators and 12 MeV energy beams, and also for all applicators with 8 MeV energy beam. The maximal disagreement between simulated and measured data was observed for the 20 × 20 cm^2^ and 15 × 15 cm^2^ applicators in the case of 14 MeV energy beam. In the graph of the gamma index for PDD, most points are below 1, except for the tails of the curves; these points are located on the tail of the PDD graph; these points are not used in therapy. For the energy of 8 MeV, the maximal value of the MC statistical uncertainty for the PDD was 3.2% which was located at the curve's tail; the minimal value of the MC statistical uncertainty was 0.31% which was located in the build-up area and before it. For the energy of 10 MeV, the maximal value of the MC statistical uncertainty for the PDD was 2.1% which was located at the curve's tail; the minimal value of the MC statistical uncertainty was 0.4.1% that was located in the build-up region and before it. For the beam energies of 12 MeV and 14 MeV, the maximal value of the MC statistical uncertainty for the PDD was 1.2% located at the curve's tail curve; the minimal value of the MC statistical uncertainty was 0.23% located in the build-up region and before it.

![Gamma function values vs. depth in the phantom (mm), for the 8 MeV energy electron beam, for the: (a) 10 × 10 cm^2^, (b) 15 × 15 cm^2^, (c) 20 × 20 cm^2^, and (d) 25 × 25 cm^2^ applicators](JBPE-8-157-g003){#JBPE-8-157-g003.tif}

![Gamma index values vs. depth in the phantom (mm), for the 10 MeV energy electron beam, for the: (a) 10 × 10 cm^2^, (b) 15 × 15 cm^2^, (c) 20 × 20 cm^2^, and (d) 25 × 25 cm^2^ applicators](JBPE-8-157-g004){#JBPE-8-157-g004.tif}

![Gamma index values vs. depth in phantom (mm), for the 12 MeV energy electron beam, for the: (a) 10 × 10 cm^2^, (b) 15 × 15 cm^2^, (c) 20 × 20 cm^2^, and (d) 25 × 25 cm^2^ applicators](JBPE-8-157-g005){#JBPE-8-157-g005.tif}

![Gamma index values vs. depth in phantom (mm), for the 14 MeV energy electron beam, for the: (a) 10 × 10 cm^2^, (b) 15 × 15 cm^2^, (c) 20 × 20 cm^2^, and (d) 25 × 25 cm^2^ applicators](JBPE-8-157-g006){#JBPE-8-157-g006.tif}

The dose profiles for the 10 × 10 cm^2^ and 20 × 20 cm^2^ applicators for different depths were plotted and the results are shown in [Figures 7](#JBPE-8-157-g007.tif){ref-type="fig"} and [8](#JBPE-8-157-g008.tif){ref-type="fig"}. All of the simulated PDD values were compared with those measured for 8 - 14 MeV energy in terms of their gamma functions. Gamma values are shown in [Figure 9](#JBPE-8-157-g009.tif){ref-type="fig"} vs. the off-axis distance of the phantom (mm), for various applicators and energies. In the graph of the gamma index for dose profiles, most data points reveal gamma values below 1, except for the dose profile curve for the 14 MeV energy beam. For this curve, some data points have gamma index values above 1. The disagreement might stem from a small inexactitude in modelling the scattering foil which yields a wrong prediction of the scattered dose.

![Measured and calculated profiles at different depths, for different applicators and energies. The panels (a) and (b) show the results for the 8 MeV energy, the 10 × 10 cm^2^ and 20 × 20 cm^2^ applicators, respectively. The panels (c) and (d) show the results for 10 MeV energy, for the 10 × 10 cm^2^ and 20 × 20 cm^2^ applicators, respectively](JBPE-8-157-g007){#JBPE-8-157-g007.tif}

![Measured and calculated profiles at different depths, for different applicators and energies. The panels (a) and (b) show the results for the 12 MeV energy, the 10 × 10 cm^2^ and 20 × 20 cm^2^ applicators, respectively. The panels (c) and (d) show the results for the 14 MeV energy, for the 10 × 10 cm^2^ and 20 × 20 cm^2^ applicators, respectively](JBPE-8-157-g008){#JBPE-8-157-g008.tif}

![Gamma index values vs. the off-axis distance in phantom (mm), for different applicators and energies: (a) 8 MeV, 20 × 20 cm^2^; (b) 10 MeV, 20 × 20 cm^2^; (c) 12 MeV, 10 × 10 cm^2^; (d) 12 MeV, 20 × 20 cm^2^; (e) 14 MeV, 10 × 10 cm^2^; and (f) 14 MeV, 20 × 20 cm^2^](JBPE-8-157-g009){#JBPE-8-157-g009.tif}

The results indicate that simulations and measurements are in good agreement. In this work, several depth values describing the PDD chart were calculated, including R~80~, R~50~, R~90~ and Z~max~. The values of R~90~ and R~50~ for simulations and measurements and their difference are listed in [Tables 1](#T1){ref-type="table"} and [2](#T2){ref-type="table"} for the applicator with dimensions of 10 × 10 cm^2^. The simulated and measured data show good agreement. The differences between the measured and simulated Z~max~, R~90~, R~80~ and R~50~ values are negligible. The accuracy of the simulations is \~2%.

###### 

Z~max~, R~90~, R~80~, and R~50~ values computed from MC simulations and measurements, for the 10 × 10 cm^2^ applicator.

           8 MeV   10 MeV   12 MeV   14 MeV                             
  -------- ------- -------- -------- -------- ------- ------- --------- -------
  Z~max~   19.00   19.00    22.00    22.00    27.00   27.00   29.00     29.00
  R~90~    25.12   24.93    30.02    29.82    35.41   35.52   40\. 45   40.15
  R~80~    27.78   27.59    33.41    33.30    40.09   39.65   45.04     44.41
  R~50~    32.64   32.70    39.22    39.63    46.86   46.25   52.28     52.16

Z~max~: depth where the dose is maximum

R~90~: In this depth, the dose is 90% of the maximum dose

R~80~: In this depth, the dose is 80% of the maximum dose

R~50~: In this depth, the dose is 50% of the maximum dose

###### 

The results for the difference between measurements and calculations, for 8 - 14 MeV, for R~50~, R~80~, and R~90~, for the 10 × 10 cm^2^ applicator.

  Energy   Difference in R~50~ (%)   Difference in R~80~ (%)   Difference in R~90~ (%)
  -------- ------------------------- ------------------------- -------------------------
  8 MeV    0.18                      0.68                      0.75
  10 MeV   1.03                      0.32                      0.61
  12 MeV   1.30                      1.09                      0.3
  14 MeV   0.22                      1.39                      0.74

Conclusion {#sec1-4}
==========

In this study, MC technique was used to compute the dose distributions for 8-14 MeV energy generated by a Siemens linac; characteristics such as the percentage depth dose on central axis graph and profiles were computed. The purpose of this research was to determine the applicability of MC techniques to calculations and analyses of dosimetry parameters for electron beams with energies of 8-14 MeV, used in radiotherapy performed with the linac. Another goal was to validate the simulations by comparing the simulation results with the measurements. The geometrical characteristics of the accelerator were provided by the manufacturer. The dose profiles for the 10 × 10 cm^2^ and 20 × 20 cm^2^ applicators at different depths were obtained and plotted. The maximal value of the MC statistical uncertainty was 3.2% in these simulations. The results suggest a good settlement between measurements and simulations.

When gamma index was plotted against the dose profile, most gamma index values were found to be below 1, except those for the dose profile curve of the 14-MeV-energy beam. For a beam of this energy, some data points had gamma index values above 1. The disagreement might stem from a small inexactitude in modelling the scattering foil which yields a wrong prediction of the scattered dose. The differences between the measured and simulated Z~max~, R~90~, R~80~ and R~50~ values were negligible. The precision of simulations for these depths was \~2%. The difference between MC-simulated and measured values could be explained by the absence of bremsstrahlung photons.

The simulation software can be used for electron modes of Siemens Primus linac when direct experimental measurements are not feasible. The results exhibit the MC technique can be used to accurately compute electron beam data in most situations, where finite-size data sets are involved, yielding a better outcome compared with previous studies. Upon extensive literature search to compare the gamma function values in this work to those reported in other articles, the only article found was by Bahreyni *et al*. In the study by Bahreyni *et al*., only percentage depth dose values were evaluated and the doe profile were not examined. To the best of our knowledge, no study has compared dose profile data from MC calculation and measurement using gamma function in electron mode of this device (Siemens Linac)
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