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Abstract
One of the final steps in simulations of lattice Quantum Chromodynamics (QCD) or lattice pure
gauge theory is the continuum extrapolation to extract the actual continuum physics. This ex-
trapolation relies heavily on assumptions regarding the asymptotic dependence on the lattice spac-
ing a, which introduces an inherent systematic uncertainty to the continuum limit. In classi-
cal field theories the asymptotic form is a power series in the lattice spacing, where the lead-
ing power anmin , nmin ∈ N depends on the chosen lattice discretisation. The quantum nature of
lattice QCD and lattice pure gauge theory spoils this behaviour. Instead one finds for asymp-
totically free theories like QCD the leading asymptotic behaviour anmin [αR(1/a)]γ̂
(nmin)
i , where
αR(1/a) ∼ −1/ ln(aΛQCD) is the renormalised coupling, ΛQCD is the Renormalisation Group
Invariant scale and γ̂(nmin)i are real numbers. Depending on the values found for γ̂
(nmin)
i the mul-
tiplicative powers of the renormalised coupling will then improve or worsen the convergence as
a↘ 0, but impact the approach to the continuum limit for γ̂(nmin)i 6= 0 either way. A particularly
worrisome example is the non-linear O(3) model where Balog, Niedermayer and Weisz [1,2] found
min(γ̂
(2)
i ) = −3 as the leading power in the coupling, which severely worsens the convergence as
a ↘ 0. Nonetheless continuum extrapolations in lattice QCD are typically still performed using
the naive classical anmin power law, due to a lack of a theoretical prediction of these corrections
and a partial unawareness of the issue.
In this thesis the leading corrections from Wilson and Ginsparg-Wilson (GW) fermion actions
as well as pure gauge actions are determined at O(a) and O(a2) for lattice QCD as well as lat-
tice pure gauge theory. This information suffices for spectral quantities such as hadron masses,
while in general each local field involved in a vacuum expectation value will introduce an addi-
tional set of powers in the coupling that must be computed separately. Limiting considerations
to lattice artifacts originating from the lattice action, each power γ̂(nmin)i corresponds to an irrele-
vant operator of mass-dimension (nmin + 4). These irrelevant operators form a minimal operator
basis parametrising all lattice artifacts originating from the lattice action at O(anmin) in terms
of a continuum Symanzik Effective theory. The values of γ̂(nmin)i are proportional to the 1-loop
coefficients of the anomalous dimensions of the minimal operator basis and thus can be obtained
through renormalisation of the operator basis to 1-loop order in continuum QCD, here using the
MS renormalisation scheme.
The lower bound of the spectrum of leading powers in the coupling is found to be close to
zero in the case of lattice QCD with Wilson or GW quarks such that no problems with a worsened
convergence to the continuum limit as a ↘ 0 are to be expected. However, full lattice QCD at
O(a2) with Wilson or GW fermions has a dense spectrum of leading couplings. This makes finding
the operator of the minimal basis giving the dominant contributions to the lattice artifacts difficult.
Also complicated cancellations or pile-ups of lattice artifacts may occur. At the same time due to
the large number of operators relevant at O(a2) the spectrum spans a range of roughly 1 ∼ 2.5
powers in the coupling for GW and O(a) improved Wilson quarks respectively.
For lattice pure gauge theory with and without the Gradient flow only three respectively two
operators are relevant for the action with leading powers in the coupling of γ̂(2) ∈ {0, 7/11, 63/55},
where the zero only occurs for the Gradient flow.
Now the leading corrections from lattice actions with Wilson or GW quarks to classical anmin -
scaling are known and should be used when performing the continuum extrapolation both through
explicit use in the fit ansatz and as an orientation to estimate the systematic uncertainty inherent
to the continuum limit.
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Zusammenfassung
Einer der finalen Schritte in Simulationen von Gitter Quantenchromodynamik (QCD) oder Gitter-
eichtheorie ist die Kontinuumsextrapolation, um die eigentliche Kontinuumsphysik zu extrahieren.
Diese Extrapolation beruht stark auf Annahmen über die asymptotische Abhängigkeit vom Git-
terabstand a, was zu systematischen Unsicherheiten des Kontinuumslimes führt. In klassischen
Feldtheorien ist die asymptotische Form schlicht eine Potenzreihe im Gitterabstand, wobei die
führende Potenz anmin , nmin ∈ N von der gewählten Diskretisierung auf dem Gitter abhängt. Die
Quantenkorrekturen in Gitter QCD und Gittereichtheorie brechen dieses Verhalten. Für asympto-




i mit renormierter Kopplung αR(1/a) ∼ −1/ ln(aΛQCD), der Renormierungs-
gruppen Invarianten Skala ΛQCD sowie den reellen Zahlen γ̂
(nmin)
i . Abhängig von den Werten von
γ̂
(nmin)
i wird die Multiplikation mit den entsprechenden Potenzen der Kopplung die Konvergenz für
a↘ 0 beschleunigen oder verlangsamen, in jedem Fall wird für γ̂(nmin)i 6= 0 die Annäherung an den
Kontinuumslimes modifiziert. Ein besonders beunruhigendes Beispiel ist das nicht-lineare O(3)
Modell, für das Balog, Niedermayer und Weisz [1, 2] min(γ̂(2)i ) = −3 gefunden haben, wodurch
die Konvergenz a ↘ 0 stark verlangsamt wird. Dennoch wird in Gitter QCD noch immer die
Kontinuumsextrapolation mit Hilfe des naiven klassischen anmin durchgeführt, was sowohl dem
Mangel einer theoretischen Vorhersage für die führenden Korrekturen zuzuschreiben ist als auch
der teilweisen Unkenntnis der Problematik geschuldet ist.
Im Rahmen dieser Arbeit werden die führenden Korrekturen der Wilson und Ginsparg-Wilson
(GW) Fermion Wirkung sowie verschiedener Gitterwirkungen des Eichfelds auf O(a) und O(a2) für
Gitter QCD und Gittereichtheorie bestimmt. Kenntnis dieser Korrekturen ist ausreichend für spek-
trale Größen wie bespielsweise Hadronmassen, während im allgemeinen Fall jedes lokale Feld, das
Teil des Vakuumerwartungswerts ist, zusätzliche Potenzen nötig macht, welche separat bestimmt
werden müssen. Unter Beschränkung auf Gitterartefakte die von der Gitterwirkung herrühren,
kann jede Potenz γ̂(nmin)i einem irrelevanten Operator mit Massendimension (nmin + 4) zugeordnet
werden. Diese irrelevanten Operatoren formen eine minimale Basis und parametrisieren alle Git-
terartefakte der Gitterwirkung auf O(anmin) als Teil einer Symanzik Effektiven Theorie. Die Werte
der γ̂(nmin)i sind proportional zu den 1-Schleifen Koeffizienten der anomalen Dimensionen der min-
imalen Operatorbasis und können somit aus der 1-Schleifen Renormierung der Operatorbasis in
Kontinuums QCD, hier unter Verwendung des MS Renormierungsschemas, bestimmt werden.
Die untere Schranke des Spektrums der führenden Potenzen in der Kopplung liegt nahe null
für Gitter QCD mit Wilson oder GW Quarks, weshalb keine Probleme durch eine verschlechterte
Konvergenz zum Kontinuumslimes für a ↘ 0 zu erwarten sind. Allerdings ist das Spektrum der
führenden Kopplungen für O(a2) von Wilson und GW Quarks sehr dicht. Dadurch lässt sich der
Operator der minimalen Basis mit dominierendem Beitrag zu den Gitterartefakten schlecht bestim-
men und ein kompliziertes Zusammenspiel der verschiedenen Gitterartefakte durch Aufsummieren
der verschiedenen Beiträge mit gleichem oder umgekehrtem Vorzeichen ist möglich. Gleichzeitig
tragen viele verschiedene Operatoren auf O(a2) bei, sodass das Spektrum einen Bereich von 1 ∼ 2.5
Potenzen in der Kopplung für GW beziehungsweise O(a) verbesserte Wilson Quarks abdeckt.
Für Gittereichtheorie mit und ohne Verwendung des Gradient flows tragen nur drei respektive
zwei Operatoren für die Wirkung bei, was zu den führenden Potenzen γ̂(2) ∈ {0, 7/11, 63/55} in
der Kopplung führt, wobei die Null nur für den Gradient flow auftritt.
Nun, da die führenden Korrekturen der Gitterwirkungen mit Wilson und GW Quarks zur
klassischen anmin -Steigung bekannt sind, sollten diese für die Kontinuumsextrapolation genutzt
werden, sowohl für den Ansatz der Extrapolationsfunktion als auch als Orientierungshilfe, um die
inhärente systematische Unsicherheit des Kontinuumslimes abzuschätzen.
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The Standard Model (SM) of particle physics has evolved significantly from the 1950s on, where
only Quantum Electrodynamics were fully established. Generalisation to non-abelian gauge theo-
ries [6] allowed the formulation of more general SU(N) gauge symmetries needed for both the weak
and strong interactions. Firstly, the introduction of electroweak unification [7–9] in conjunction
with electroweak symmetry breaking through the Higgs mechanism [10, 11] established the elec-
troweak sector. The experimental confirmation of the predicted massive gauge bosons Z [12–14]
and W± [14–17] as well as the scalar Higgs boson [18, 19], put the electroweak sector on solid
grounds. Secondly, the existence of the Ω− and ∆++ baryon in the ordering scheme called the
“eightfold-way” [20, 21] seemingly violated the Pauli principle unless additional quantum numbers
were introduced. This lead to establish Quantum Chromodynamics (QCD) [22] as the theory of
strong interactions with SU(3) colour charged quarks [23, 24]. The discovery of asymptotic free-
dom [25–28], the experimental measurement [29] of partons [30] confirming the quark model and
the extension to six different quark flavours as well as experimental evidence of hadronic 3-jets [31]
round up today’s understanding of QCD.
Nowadays, the SM contains three of the fundamental interactions, namely the weak, electro-
magnetic (em) and strong interaction. Due to the lack of a renormalisable formulation of Quantum
Gravity, the fourth fundamental interaction is still missing, which restricts the model to special
relativity. The SM describes the interaction of fermionic matter, in form of three generations of
leptons and quarks each, through the gauge bosons, namely the W± and Z boson and the photon of
the electroweak sector and the gluons of the strong sector as well as the scalar Higgs boson. While
quarks couple to all the bosons, the leptons do not couple to gluons, i.e., they play no role in QCD.
Technically the SM is a renormalisable Quantum Field Theory (QFT), which is fully described by
the Lagrangian
LSM = Lweak + Lem + LQCD + LHiggs . (1.1)
This thesis focuses on QCD, i.e. only a fraction of the SM is covered here. For an explicit expression
of the (other) terms see e.g. [32].
The current SM is in good overall agreement with experimental observations, see e.g. [33,34].
However, there are also some inadequacies of the SM. A prominent example is dark matter, which
has been observed through gravitational effects e.g. in the Coma cluster [35] or in a galaxy cluster
merger [36], suggesting that it accounts for up to 85% of the matter in the universe, while not
being predicted by the SM. Another difficulty presents the apparent asymmetry of matter and
anti-matter in the universe while the SM is inherently symmetric. Furthermore, the SM does not
account for massive neutrinos as the electroweak symmetry breaking introduces only mass-terms
for the electrically charged leptons and quarks while neutrinos should remain massless. This is
contradicted by the observation of neutrino-oscillations [37, 38] suggesting that neutrinos in fact
have a mass. The current upper bound of the neutrino masses is < 1.1 eV [39].
To further test the SM there are ongoing searches for new physics behind the SM (BSM),
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see e.g. [32, p. 889ff.], as well as precision measurements. Two examples of such precision mea-
surements, both with some tension to the SM predictions, are the search for violations of lepton
universality, see e.g. [40,41], and the anomalous magnetic moment of the muon which has a tension
of ∼ 3.7σ with the SM prediction [42]. For the latter QCD gives a small (∼ 0.006 %) but important
contribution due to the precision at which all the other contributions are known. However, the
current most accurate values of the QCD contribution, see e.g. [43–45], are not from first principles
but use experimental data as input. To avoid experimental input one needs a first principle predic-
tion, which can be obtained from lattice QCD, see e.g. [46–48], although not yet with competitive
uncertainties (and still ∼ 2σ discrepancies between different groups).
In order to give reliable predictions for the SM all contributions as well as input parameters
must be under control. The most difficult contributions are those from QCD as it is in general a non-
perturbative theory. In particular the hadron spectra, i.e. strongly coupled bound states such as
the pions, kaons or even the neutrons, are entirely non-perturbative quantities. Thus perturbation
theory, i.e. an expansion in the coupling, cannot be applied in contrast to the electroweak sector.
This changes only in the high energy regime at energies much larger than ΛQCD ∼ 300 MeV [49],
where the coupling of QCD becomes small due to the running of the coupling towards asymptotic
freedom. Below and around such energies other approaches are required. The focus lies here on
lattice QCD as one possibility.
The general idea of lattice QCD is to discetrise the continuum Euclidean QCD onto a 4D
hypercubic lattice with lattice spacing a, where the Euclidicity ensures that the QCD Boltzmann
weight exp(−
∫
d4xLQCD(x)) in the path integral is positive and thus offers a viable probability
distribution for Monte Carlo simulations. The lattice spacing a introduces a momentum cut-
off |pµ| ≤ πa∀µ ∈ {0, 1, 2, 3} suppressing all contributions above this threshold. This introduces a
dependence on the cut-off and leads to so called lattice artifacts since higher momentum contri-
butions are neglected. Additionally lattice regularisation will inevitably break some symmetries of
the theory, such as rotation symmetry, which is then reduced to a symmetry under discrete rota-
tions of 90◦ around any spacetime axis, while gauge symmetry is kept intact. Breaking symmetries
of the continuum theory introduces new physics, i.e. new interactions, at finite lattice spacing
which allows for additional lattice artifacts. All lattice artifacts are deviations from the continuum
physics of interest and thus need to be eliminated. This can be achieved through the continuum
limit, where one extrapolates towards zero lattice spacing using numerical data at small but finite
lattice spacings. To get better control over this extrapolation an understanding of the leading
lattice artifacts is needed.
In a classical field theory one would expect for the lattice artifacts power corrections of the
form an with n ∈ N and minimal value n ≥ nmin depending on the chosen lattice discretisation.
The quantum nature of lattice QCD spoils this behaviour by introducing multiplicative correc-
tions to this naive expectation. Due to asymptotic freedom of QCD the renormalised coupling
αR(1/a) = g
2
R(1/a)/(4π) ∼ −1/ ln(aΛQCD) becomes small for decreasing lattice spacing, i.e. in-
creasing energy scale 1/a. The leading corrections are then of the form an[αR(1/a)]γ̂ , where
the number γ̂ can be extracted perturbatively from the 1-loop anomalous dimensions of higher
dimensional operators parametrising the lattice artifacts in a local effective Lagrangian of the
Symanzik effective theory (SET) [50–53], see also [54, p. 39ff.]. The canonical mass-dimension of
such operators is increased by n compared to the associated continuum quantity, i.e., for small
enough lattice spacing the leading contributions are parametrised by a minimal basis of operators
with mass-dimension increased by nmin. For the Lagrangian this means that the operators of the
leading order have canonical mass-dimension 4 + nmin. Whether the lattice spacing is in fact suf-
ficiently small must be checked empirically and is guided by the relevant scales of QCD such as
a 1/ΛQCD, 1/Mπ, . . ., where Mπ is the mass of the pion as the lowest lying bound state of QCD.
The corrections due to lattice artifacts can be quite sizeable as shown by Balog, Niedermayer
and Weisz [1, 2] for the non-linear O(3) model. Due to values of γ̂ as low as γ̂ = −3 this model
seemed to behave more like a1 power corrections rather than the naively expected a2 effects over a
large range of lattice spacings. Nonetheless the usually assumed functional dependence in contin-
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uum extrapolations of lattice QCD is just the naive power correction, due to a lack of a theoretical
prediction of these corrections and a partial unawareness of the issue. This thesis aims at com-
puting the leading corrections originating from the lattice action to the naive classical power law
in form of the γ̂ with use of SET and thus putting continuum extrapolations in lattice QCD on
more solid grounds. However, depending on the quantities of interest the lattice action is only one
possible source of lattice artifacts. While for spectral quantities such as masses other contributions
cancel out this is not in general the case and thus potentially requires additional computations
for each quantity of interest. The anomalous dimensions for contributions from the lattice action
remain the same.
The minimal basis of higher dimensional operators in the SET depends on the chosen lattice
action, i.e. the specifics of the lattice discretisation, as different continuum symmetries get broken.
To keep the minimal basis somewhat compact but allow for many different lattice actions a careful
choice of the symmetries imposed on the basis is required. Firstly, no assumptions on the masses of
the quarks are made, i.e. the basis is valid for general massive QCD, but contains also the cases of
massless and mass-degenerate QCD as subsets. Secondly, flavour violating interactions are rejected
such that so called staggered fermions [55, 56] are excluded as this enlarges the basis significantly.
The choice of the action also decides the canonical mass-dimension 4 + nmin of the leading order
operators contributing to the effective Lagrangian. In case nmin = 2 the action is referred to as
O(a)-improved, as no contributions of the form a[αR(1/a)]γ̂+l at any order l remain. Whether
this is due to symmetry reasons like in typical pure gauge actions [57] or due to non-perturbative
improvement, see e.g. for the case of Wilson QCD [58], does not matter. In contrast (nI − 1)-loop
perturbative O(a)-improved lattice actions still yield corrections of the form a[αR(1/a)]γ̂+nI with
typical values nI = 2 and nI = 1 for 1-loop or tree-level (TL) improved actions and nI = 0 for
the unimproved case. Improvement can of course also be performed at O(a2) as e.g. in the case of
perturbative improvement of pure gauge theory [57,59–62].
Instead of systematically reducing all lattice artifacts through use of SET and introducing
proper counterterms into the lattice action (and local fields) one may also individually improve
observables, see e.g. [63–68]. This approach is typically employed for short-distance observables
such as the coupling αqq(1/r) defined through the force between two static quarks separated
by distance r. In contrast to SET this keeps the leading logarithms unchanged and thus lacks
Renormalisation Group Improvement. Knowing the leading anomalous dimensions γ̂ these leading
logarithms can be eliminated as well ensuring that expectation values, which are TL-improved
and Renormalisation Group improved, have lattice artifacts of the form anmin [αR(1/a)]γ̂+1 rather
than anmin [αR(1/a)]γ̂+1 ln(a) as the name tree-level improvement suggests. For perturbative im-
provement with nI > 0 and Renormalisation Group Improvement one also needs the subleading
coefficients of the anomalous dimensions, which are beyond the scope of this thesis.
In chapter 2 the basic concepts of lattice QCD are highlighted in terms of Wilson’s lattice
QCD and the connection to continuum QCD are pointed out. General aspects of renormalisation
and the concept of the background field method for perturbative operator renormalisation with
its pros and cons are explained in chapter 3, where also the continuum limit and its connection to
asymptotic freedom are elaborated. The background field method is central to our approach on
the 1-loop renormalisation of the minimal operator basis, which then allows to obtain the 1-loop
anomalous dimensions γ̂. In chapter 4 the Symanzik Effective theory is introduced with focus
on lattice QCD again using Wilson’s lattice QCD as an example to explain the general idea of
Symanzik Effective theory. Also some ideas for matching the effective theory to the lattice theory
perturbatively are highlighted. Eventually the minimal operator basis at mass-dimensions 5 and 6
is derived in chapter 5. The minimal basis is compatible to all the symmetries of Wilson’s lattice
QCD, thus including Ginsparg-Wilson fermions with lattice chiral symmetry as a subset. Also the
connection of this minimal basis to twisted mass QCD with Wilson fermions and to static quarks
in the case of pure gauge theory is discussed. The actual renormalisation of the minimal operator
basis takes place in chapter 6 including diagonalisation of the mixing matrix to obtain the 1-loop
anomalous dimension for each element of the diagonalised minimal basis. Before discussing the
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implications of the results for the anomalous dimensions for pure gauge theory and full QCD we
take a short detour in chapter 7 to the Yang-Mills Gradient flow and compute the only additionally
missing anomalous dimension relevant at zero flow-time for the Gradient flow in pure gauge theory.
In chapter 8 the overall spectrum of anomalous dimensions is discussed in detail taking into account
the tree-level coefficients and highlighting some more elaborate applications in pure gauge theory
with and without the Gradient flow, some ideas on how to use these spectra for full QCD and an
outlook on how to treat the case of different lattice actions for separate flavours. Finally all results








tr (Fµν(x)Fµν(x)) + Ψ̄(x)[γµDµ +M ]Ψ(x) , (2.1)
where Ψ = (ψ1, . . . , ψNf ) are the quarks with Nf different flavours and the corresponding anti-
quarks Ψ̄ = (ψ̄1, . . . , ψ̄Nf ). Their masses are given by M = diag(m1, . . . ,mNf ). Every (anti-)quark
is an anticommuting spinor with 4 Dirac components, each being a colour vector of size N . The
4× 4 hermitian γ-matrices of the Euclidean Clifford algebra
{γµ, γν} = 2δµν14×4 , (2.2)
act on the spinor space while the covariant derivative Dµ = ∂µ +Aµ couples the N colour compo-
nents of the quarks to the algebra valued gluons Aµ = AaµT a ∈ su(N). Here T a are the N2 − 1
anti-hermitian generators of the su(N) algebra fulfilling[
T a, T b
]
= fabcT c , tr (T aT b) = −TFδab , (2.3)
where fabc is the fully antisymmetric structure constant and TF = 1/2 is the chosen normalisation.
For more details on the su(N) algebra see also appendix A.3. Gluodynamics, i.e. the propagation
and self-interaction of the gluons, are described by the term containing the field strength tensor
Fµν = [Dµ, Dν ]. In the absence of quarks, i.e. Nf = 0, this is usually referred to as pure gauge
theory or Yang-Mills (YM) theory.
The whole theory is invariant under local gauge transformations Ω(x) = exp(ωa(x)T a) ∈
SU(N) with ωa ∈ R
Ψ̄(x)→ Ψ̄(x)Ω†(x) , Ψ(x)→ Ω(x)Ψ(x) , Dµ → Ω(x)DµΩ†(x) , (2.4)
where Ω†(x) is the hermitian conjugate of Ω(x). This gauge symmetry is the defining property of
gauge theories.




one can define n-point functions of local fields Φi, which may be fundamental fields of the theory
or composite ones,









xi 6= xj∀i 6= j (2.6)
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acting as normalisation and the measure of the path integral DA = ∏x,µ dAµ(x), DΨ = ∏x dΨ(x)
and DΨ̄ = ∏x dΨ̄(x). Such n-point functions are the central quantities both in perturbation theory
to compute scattering amplitudes of fundamental fields and lattice QCD to extract physical matrix
elements or the spectrum of hadrons from n-point functions of composite fields with appropriate
quantum numbers.
In general the partition function and the related n-point functions are mathematically not
well-defined without the introduction of a regulator. In lattice QCD the lattice spacing a plays
this role and serves as a UV-regulator since it limits the momenta a|pµ| ≤ π in all four spacetime
directions µ ∈ {0, 1, 2, 3}. Historically, the first formulation of QCD on a lattice was Wilson’s
lattice QCD [69,70]










Re tr (1− Uµν(x)) , SWF = a4
∑
x
Ψ̄(x)[D̂W +M ]Ψ(x) , (2.8)







, r ∈]0, 1] ,
∇∗µΨ(x) =






In the original paper [69] the term with ∇∗µ∇µ was absent, which is today known as naive fermions ,
and has only later [70] been added in a similar form to the one given here. The necessity of this term
can be seen by considering the free (Uµ = 1) propagator of massless Wilson fermions [71, p. 111ff.]











4r −∑µ[r cos(apµ) + iγµ sin(apµ)][
4r − r∑µ cos(apµ)]2 +∑µ sin2(apµ) . (2.11)
One finds already in the first line that [ ˜̂DWfree(p)]
−1 has a pole at p = (0, 0, 0, 0). Since apµ ∈]− π, π]
there are additional poles if r = 0
ap ∈ {(π, 0, 0, 0), (π, π, 0, 0), (π, π, π, 0), (π, π, π, π), and permutations}. (2.12)
These additional poles are unphysical and lead to so called doublers which manifest as additional
degenerate flavours, i.e. instead of a single flavour one would simulate 16 degenerate ones. Setting
r = 1, which is our default choice, decouples the doublers in the continuum limit as their masses
scale like 1/a.
The plaquette variable is defined as




ν (x) , (2.13)
with gauge links Uµ(x) ∈ SU(N) located on the link connecting the lattice points x and x+aµ̂. In
contrast to the continuum gauge field these gauge links are elements of the gauge group rather than
the algebra. This ensures invariance of the action under the lattice gauge transformation Ω(x) ∈
SU(N)
Ψ̄(x)→ Ψ̄(x)Ω†(x) , Ψ(x)→ Ω(x)Ψ(x) , Uµ(x)→ Ω(x)Uµ(x)Ω†(x+ aµ̂) , (2.14)
6
i.e. the gauge links transform like the continuum Wilson line, see e.g. [72, p. 491],





with the path-ordered exponential Pexp increasing from the right to the left and the special choice
y = x+ aµ̂.
To give an example on how to extract e.g. the pion mass from the lattice consider the connected





























where u and d denote up and down quark flavours. Eq. (2.16) can be rewritten in operator notation
using the Transfer matrix T̂ = e−aĤ(a) [73], where Ĥ(a) is the Hamiltonian of the lattice theory,








Summing over all spatial points x projects all states annihilated at time slice x0 to p = 0, such




















where Mπ is the mass of the lowest lying bound state, here the pion, ∆E the energy gap to the
next eigenstate, |0〉 the vacuum and |A|2 the amplitude of the contribution of the pion. The pion








C0(x0 + a,x; a)
, (2.21)
where the x0 →∞ limit ensures that no heavier bound states contribute.
The example of the pion mass assumed an infinite volume. However, to compute e.g. the
2-point function in eq. (2.16) through Monte Carlo simulations of lattice QCD a finite number of
integrals is required. While discretising spacetime reduces the measure in eq. (2.7) to a countable
number of differentials, the volume must be limited as well. This is achieved by introducing a finite
box of size T × L3 with temporal extent T and spatial extent L respectively and some boundary
conditions. The simplest choice are periodic boundaries, which keep translation invariance intact.
There exist also alternative boundary conditions. An important class are non-periodic boundary
conditions in time direction while spatial boundaries remain periodic, see e.g. the Schrödinger
functional [74,75] or open boundary conditions [76]. This leads to three distinct systematic errors
contributing to lattice quantities like the pion mass:
1. Lattice artifacts are due to the non-zero lattice spacing, which corresponds to a momentum
cut-off |pµ| ≤ πa ∀µ ∈ {0, 1, 2, 3} affecting all high-momentum contributions of the theory.
Additionally the discretisation breaks symmetries of the continuum theory such as O(4)
7
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invariance, i.e. the analogue of Minkowskian Lorentz symmetry in Euclidean spacetime. This
introduces additional unphysical interactions at finite lattice spacing which are allowed due
to the less restrictive symmetries. Which symmetries apart from O(4) invariance are broken
depends on the chosen lattice formulation of QCD.
2. Finite size effects occur for spatially periodic boundary conditions (assuming for the moment
T  L) due to the self-interaction between different periods [77,78]. For QCD and sufficiently
large volumina the leading corrections are suppressed like e−MπL with Mπ being again the
pion mass as the lowest bound state of the theory [71, p. 152].
3. Boundary effects originate from the interaction of excited states on the boundary with quan-
tities on the bulk of the lattice and therefore are exponentially suppressed by the distance
towards the boundary analogously to the finite size effects. They depend on the chosen bound-
ary condition, see e.g. [79–82], and are absent for (anti-)periodic boundaries. The resulting
effects amount to both lattice artifacts from the lattice implementation of the boundary and
continuum physics as in the continuum theory the boundary persists.
While the focus of this thesis is on the lattice artifacts and therefore all computations are performed
in infinite volume the results carry over to finite volume as well as manifolds with boundaries. In
the presence of boundaries another set of operators contributes to the local effective Lagrangian
directly at the boundary. For more details we refer the reader to the discussion on the Schrödinger
functional in [3].
To better understand where additional lattice artifacts come from, we go back to the Wilson
action eq. (2.8) and its breaking of O(4) invariance. Due to the reduction of continuous rotation
symmetry to discrete rotations of 90◦ around any spacetime axis only hypercubic symmetry H4
persists. While, e.g., a 2-point function depends in the continuum theory only on the distance, it
has lattice artifacts that will depend on whether the distance is realised along any spacetime axis,
a 2-, 3- or 4-dimensional diagonal and so on as rotational symmetry is no longer realised. Other
examples of symmetries which tend to get broken apart from spacetime symmetries are global
flavour symmetries. A prominent example is the SU(Nf)L×SU(Nf)R×U(1)V flavour symmetry of
massless continuum QCD, which corresponds to the invariance under a global phase transformation
as well as the flavour rotations




Ψ , ϑaL,R ∈ R , γ5 = γ0γ1γ2γ3 , (2.22)
where ΨL,R denotes left and right-handed spinors and T aL,R ∈ su(Nf)L,R acts in flavour space on
left and right-handed spinors respectively. Each left-handed spinor transforms as a singlet under
the right-handed SU(Nf)R transformations and vice versa. For Wilson’s QCD in eq. (2.8) the term
carrying ∇∗µ∇µ breaks this symmetry explicitly and reduces it to SU(Nf)V × U(1)V symmetry,
i.e. invariance under a phase transformation as well as the transformation
Ψ̄→ Ψ̄ exp(−ϑaT a), Ψ→ exp(ϑaT a)Ψ, ϑa ∈ R , T a ∈ su(Nf) , (2.23)
which is the same symmetry one finds for mass-degenerate QCD with Wilson quarks (and in the
continuum theory for mass-degenerate quarks).
To extract continuum physics from lattice QCD the continuum limit a↘ 0 is needed to elim-
inate all lattice artifacts contributing at finite lattice spacing. For simplicity we consider for now
only hadron masses like the previously discussed pion mass, which do not require renormalisation
such that we can postpone the discussion of renormalisation to chapter 3. Since the continuum
limit is not directly accessible in numerical lattice QCD it is substituted by an extrapolation a↘ 0
of the data measured at different small lattice spacings a > 0. The different lattice spacings are
chosen by varying the bare coupling g0 in eq. (2.8), which is the only free parameter of lattice QCD
apart from the quark masses.
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To extract for example in mass-degenerate 2-flavour lattice QCD a hadron mass Mhad one
needs to determine three distinct scales, where one is the mass aMhad(a) of interest in lattice
units, which can be extracted analogously to the pion mass eq. (2.21) by choosing local fields with
the appropriate quantum numbers in the 2-point function. The other two scales, here chosen as
the pion mass aMπ(a) and neutron mass aMN(a), are needed twofold. Firstly to fix the degenerate
renormalised quark mass amR in lattice units for different lattice spacings (up to lattice artifacts)
one keeps aMN(a)aMπ(a) = fixed. Secondly to translate the lattice units into physical units one expresses
the lattice spacing in terms of e.g. the pion mass ascale = aMπ(a)
Mscaleπ
whose value is taken as input




different small lattice spacings. Since this ratio is a dimensionless quantity it is a constant up to






+ O(anmin) , (2.24)
where the O(anmin) is a sloppy notation for the leading terms of the form anmin [− ln(aΛQCD)]γ̂ ,
γ̂ ∈ R. Eventually one has Mhad in terms of the pion mass whose value is known in physical units.
Due to finite volume the dimensionless quantity MπL (or MπT ) either must remain fixed, if one





So far the discussion of the lattice regulator has been primarily focused on its use in lattice simula-
tions at finite lattice spacings. However, the effect of being an ultraviolet (UV) cutoff in momentum
space of the form |pµ| ≤ πa has a more important quantum field theoretical implication as it regu-
lates high momentum contributions which would otherwise amount to so called UV divergences or
poles . In an analytical computation like in lattice perturbation theory (LPT), see e.g. [83], these
UV poles will manifest in terms of the form 1a and ln
n(a) with n ∈ N. In order to extract the
physical and hence finite information these poles must be removed ensuring the existence of the
continuum limit.
The mapping [84, 85] of the bare expressions carrying poles to the renormalised ones having
a well defined continuum limit is referred to as renormalisation. In case such a mapping exists for
all n-point functions, the theory is renormalisable, see e.g. [86, p. 116ff.]. This property has been
proven to all orders in perturbation theory for asymptotically free theories like QCD [87] and in
particular for Wilson’s lattice QCD [88] as well as for massless Ginsparg-Wilson fermions on the
lattice [89]. The specific choice of the mapping is referred to as renormalisation scheme . To give
an example of a renormalisation scheme consider the renormalisation condition for the connected
2-point function of the composite operator O = Ψ̄Ψ





)2 〈O(xRI)O(0)〉lattice , (3.2)
where the subscript “free” denotes the leading order contribution, e.g. by setting the gauge links to
unity on the lattice, and the subscript “lattice” denotes the result obtained nonperturbatively on a
lattice with spacing a or through LPT. Eq. (3.1) defines a regulator independent (RI) scheme [90] at
renormalisation scale µ = |xRI|−1 as the equality in the second line can be given for any regulator.
Here ORI(y) = ZO(αRI; a)O(y) is the renormalised field with renormalisation factor ZO(αRI; a)
assuming no mixing with other fields under renormalisation as is the case for our example O = Ψ̄Ψ.








The physics described by renormalised n-point functions is independent of the chosen regularisation
and can always be translated into other schemes, see e.g. [86, p. 200ff.].
As the renormalisation scale µ = |xRI|−1 is chosen arbitrarily a change is always possible and
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γORI(αRI; a) 〈ORI(y)ORI(0)〉|µ= 1|xRI| , (3.4)
where γORI is the anomalous dimension of the operator O in the RI scheme







Asymptotically free theories like QCD have a coupling vanishing as [25–28]
lim
µ→∞
αS(µ) = 0 , (3.6)
where S denotes an arbitrary renormalisation scheme. Thus the coupling is small provided that
the renormalisation scale is sufficiently large, which then allows the use of perturbation theory.
The renormalisation scale dependence of the coupling is again given by its RGE, the so called
β-function, for which we give the perturbative series in the small coupling region of a Yang-Mills




= βS(αS) = −α2S(β0 + β1αS + β2;Sα2S + O(α3S)) . (3.7)
Both coefficients β0 and β1 are renormalisation scheme independent and 4πβ0 = 113 CA − 43NfTF
for QCD [26]. In general vanishing of the β-function at any coupling β(α∗S) = 0 implies that the
theory has a fixed point in the renormalisation group evolution. The special case α∗S = 0 can be
trivially identified as such a fixed point. A positive sign of β0 ensures that the theory has a UV
stable fixed point at αS(µ)→ 0 as µ→∞ [25], because in the vicinity of the fixed point αS ' α∗S
one finds β(αS) < 0. The opposite sign for β0 would yield an infrared (IR) stable fixed point at
αS(µ)→ 0 as µ→ 0, breaking asymptotic freedom. As a consequence QCD is asymptotically free
if 2Nf < 11CA.
The UV fixed point at µ→∞ is the same fixed point one is trying to reach in the continuum
limit a ↘ 0 of the lattice theory. Thus µ = 1/a is the relevant scale for lattice artifacts and
perturbation theory is applicable to describe the asymptotic lattice spacing dependence if the
lattice spacing is sufficiently small.
3.2 Perturbative renormalisation
To describe the leading lattice spacing dependence we will work in a continuum Symanzik Effective
Theory (SET) as will be explained in chapter 4 and make use of perturbation theory. This allows
us to choose another regulator. We choose dimensional regularisation [93, 94], which is commonly
used in continuum perturbation theory. There one defines the integrals in D = 4− 2ε dimensions,
which regulates both UV and IR divergences. In contrast to other regulators dimensional regulari-
sation preserves gauge and O(4) symmetries (generalised to D dimensions). This regulator usually
combined with the modified minimal subtraction (MS) renormalisation scheme [93–95], where the
occurring 1/εk poles are subtracted. In particular the renormalised coupling is defined as
αMS(µ) = µ̄
−2εZα(αMS; ε)α , Z
















where 4πµ̄2 = eγEµ2 with the Euler-Mascheroni constant γE and Zα is given for QCD [95]. The
factor µ̄−2ε is introduced in the MS scheme [95] to obtain renormalised quantities with the correct
mass dimension for ε > 0, while (4πe−γE)−2ε subtracts an overall recurring constant.
For later reference we also introduce the lattice minimal subtraction (MS lat) scheme [96], that
is typically employed with LPT. In analogy to the MS scheme, one subtracts only the poles arising
in LPT of the form ln(aµ), e.g. for the renormalised coupling in the MS lat scheme one finds
αlat(µ) = Z














+ O(α2, a2 ln(aµ)α) .
(3.9)
The coupling in the MS lat scheme gives an interesting insight into the continuum limit as setting
the scale µ = 1/a implies
αlat(1/a) = α (3.10)
and with use of the 1-loop running of the coupling this leads to
αlat(1/a) = α =
αlat(µ)




This shows how the bare coupling must be changed to approach the continuum limit on the lattice
as we stated earlier.
3.2.1 Gauge-fixing
Perturbation theory describes small perturbations in terms of the coupling from the free theory,
i.e. zero coupling, and amounts to a saddle point expansion. For gauge theories this saddle point
is severely degenerate as gauge transformations shift the saddle point without changing the action,
see e.g. [97, p. 32ff.]. To eliminate this degeneracy gauge fixing is needed which we will perform
in the continuum theory using the Faddeev-Popov method [98]. For differences in the use of the
Faddeev-Popov method for LPT see e.g. [83, 99].
Before getting started we substitute Aµ → Bµ+g0Aµ [99,100] in the partition function eq. (2.7),
where A is the “quantum field” fluctuating around the classical background field B, and drop overall




Having an additional factor of g0 in front of A is identical to the conventional substitution when
switching to perturbation theory. This substituted partition function is still invariant under the
original local gauge transformation
(B + g0A)µ(x)→ Ω(x)Dµ[B + g0A]Ω†(x) , Ψ̄(x)→ Ψ̄(x)Ω†(x) , Ψ(x)→ Ω(x)Ψ(x). (3.13)
At the level of both fields B and A this can be realised two-fold, firstly the gauge transformation
of B
Bµ(x)→ Ω(x)Dµ[B]Ω†(x), Aµ(x)→ Ω(x)Aµ(x)Ω†(x),
Ψ̄(x)→ Ψ̄(x)Ω†(x), Ψ(x)→ Ω(x)Ψ(x) (3.14)





Ψ̄(x)→ Ψ̄(x)Ω†(x), Ψ(x)→ Ω(x)Ψ(x) . (3.15)
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where ζ is an infinitesimal gauge transformation, w = w(x) is the gauge condition, Aζµ the gauge
field infinitesimally transformed under eq. (3.13)
Aζµ(x) = Aµ(x) +Dµ[A]ζ(x) , A = B + g0A , (3.17)
and G[A,B] is the unconventional BGF gauge-fixing term [99–102]
G[A,B] = Dµ[B]Aµ − ∂µBµ . (3.18)
Keep in mind that the gauge fields as well as their gauge condition are algebra valued. Inserting


















DADΨ̄DΨ δ (G[B + g0A, B]− w) det (Dµ[B]Dµ[B + g0A]) e−SQCD[B+g0A,Ψ̄,Ψ] .
(3.20)
Instead of a specific choice for the gauge condition w(x) a Gaussian average can be used




DADΨ̄DΨDw δ (G[B + g0A, B]− w) det (Dµ[B]Dµ[B + g0A])
× exp
(




















and λ is the bare gauge parameter. Note





will always cancel out of n-point functions due to the division with the partition
function as normalisation. Hence we drop this factor and use instead
Zgf [B] =
∫
DADΨ̄DΨ det (Dµ[B]Dµ[B + g0A])
× exp
(











To eliminate the occurring determinant additional anti-commuting fields in the adjoint represen-














Lgh[A, B, c̄, c] = 2 tr (c̄Dµ[B]Dµ[B + g0A]c) . (3.25)
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This concludes the Faddeev-Popov method as we have a gauge-fixed local Lagrangian. Revisiting
the two original gauge symmetry transformations eqs. (3.14) and (3.15) we notice that eq. (3.24)
is still invariant under the first transformation if the ghost fields transform as [99]
c̄(x)→ Ω(x)c̄(x)Ω†(x) , c(x)→ Ω(x)c(x)Ω†(x) . (3.26)
Thus the background field gauge transformation is still a symmetry trasnformation of the gauge-
fixed theory. Only the second symmetry transformation has to be replaced by the BRST symme-
try [103,104] transformation
Bµ(x)→ Bµ(x), Aµ(x)→ Dµ[B + g0A]c(x)ξ,
Ψ̄(x)→ Ψ̄(x){1− g0c(x)ξ}, Ψ(x)→ {1 + g0c(x)ξ}Ψ(x),
c̄(x)→ c̄(x)− λDµ[B]Aµ(x)ξ, c(x)→ c(x) + g0c2(x)ξ, (3.27)
with anticommuting parameter ξ such that {c̄, ξ} = {c, ξ} = 0. The parameter ξ mediates between
commuting and anticommuting fields which get mixed during the transformation. For an alterna-
tive approach without the use of ξ see [99]. This new transformation arises as the quantum field A
has been gauge-fixed.
3.2.2 Renormalisation of n-point functions and composite operators
Having the gauge-fixed partition function we can turn to perturbative renormalisation at the level
of n-point functions of gluons and (anti-)quarks as well as composite operators thereof. We will
start the discussion in terms of the generating functional of connected n-point functions





where S = SQCD +Sgf +Sgh is the full action of the gauge fixed theory and j, η, η̄ are the classical
sources for gluons and (anti-)quarks respectively with shorthand
j · A =
∫
dDx jaµ(x)Aaµ(x) (3.29)
and analogously for the other sources. There is also another source ̂i added for composite opera-
tors Φi that we will discuss later on. To obtain the connected (l+m+n)-point function one takes
the functional derivative, see e.g. [105, p. 27f.],











xi 6= xj∀i 6= j, (3.30)
where flavour, spacetime and colour indices were omitted for readability. The renormalisation of
this connected (l +m+ n)-point function takes the form
G(l,m,n)
MS




Ψ (αMS; ε)G(l,m,n)(. . . ;α; ε) (3.31)
with wavefunction renormalisations ZA and ZΨ of the gluons and (anit-)quarks respectively.
In case one is only interested in the different renormalisation factors the procedure can be
simplified by switching to the vertex functional
Γ[Â, Ψ̂, ˆ̄Ψ;B] = W [j, η, η̄;B]− j · Â − ˆ̄Ψ · η − η̄ · Ψ̂ (3.32)
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Functional derivatives with respect to Â, Ψ̂ and ˆ̄Ψ then yield so called vertex functions (or one-
particle irreducible (1PI) graphs)





















(l,m,n)(. . . ;α; ε). (3.35)
Taking the functional derivative with respect to ̂i before setting ̂i = 0 inserts a composite
operator Φi into both the connected and 1PI n-point functions. This complicates the renormal-
isation due to so called mixing of operators with identical symmetries and thus identical quan-
tum numbers under renormalisation. Moreover gauge-fixing breaks gauge symmetry and allows
non-gauge-invariant operators to mix as well. Eventually renormalising gauge-invariant operators
requires the contributions of three different classes of operators, which are closed under renormal-
isation [106–108]:
1. Gauge-invariant operators (O) that do not vanish according to the equations of motion (EOM)
and have the correct symmetries and mass-dimension.
2. BRST-exact operators (B), which can be obtained from the BRST-variation [86, p. 317f.],
see also [107],
Bξ = δBRST (Qµ∂µc) , (3.36)
where δBRST denotes the change under a BRST-variation as given in eq. (3.27). The resulting
operator is then BRST-invariant up to terms vanishing by the gauge-fixed EOMs. The
possible choices for Qµ are only restricted by the mass dimension and symmetries (apart
from gauge symmetry) of the operator O.
3. EOM-vanishing operators (E) with the correct mass-dimension and symmetries (apart from
gauge symmetry).













where we dropped the additional indices distinguishing different operators in each operator class
for readability. Of course contributions of the operator classes B and E vanish for physical on-shell
matrix elements, hence the triangular structure of the mixing matrix.
Due to the reduced constraints on the classes B and E there exists an impractically large
number of operator candidates for higher mass dimensions. To circumvent this difficulty we will
make use of the background field (BGF) method [99–102] and consider external background fields B
rather than gluons A, i.e. in the presence of an operator insertion Φi,
Γ̂
(l,m,n)
i (x1, ..., xl+m+n; y;α; ε) = (3.38)









where xi 6= xj∀i 6= j and y 6= xi∀i. Since these vertex functions are manifestly invariant under
gauge transformations of the background field eq. (3.14) any contributions from non gauge-invariant
operators vanish thus leaving only contributions from the class O and from the gauge-invariant
















 (. . . ; y;α; ε) (3.39)
as the background fields do not require any renormalisation (notice the relative power of g0 in the
initial substitution Aµ → Bµ + g0Aµ, unlike the original BGF method cf. [100,102]) and from the
class E only the subset of gauge-invariant EOM vanishing operators must be considered. We again
dropped operator indices and substituted them by their operator class to highlight the general
mixing structure.
This concludes the renormalisation of n-point functions with operator insertions and allows
us to extract the mixing matrix ZO from such n-point functions by including only the redundant
operators Ei. The operators Ei are redundant in the sense that they vanish for physical (“on-shell”)
matrix elements [57,109].
3.3 Renormalisation Group
The generalisation of the anomalous dimension from eq. (3.5) to operators mixing under renor-


























As indicated in eq. (3.41) the leading order coefficient γO0 is independent of the renormalisation
scheme while in general all higher order coefficients are scheme dependent [86, p. 202]. Before we
continue we make a change of basis such that the new basis B has a diagonal 1-loop anomalous












, γB0 = diag{(γB0 )1, . . . , (γB0 )n} , (3.42)
where (γB0 )i is the i-th diagonal entry corresponding to the 1-loop anomalous dimension of the i-th
operator Bi. Using this anomalous dimension one can trade the scale dependent operator Bi;S(µ)





























where the 2β0 in front of αS are the conventional normalisation. The implicitly defined WS






= O(α2S) for an operator basis mixing under
renormalisation. Bi;RGI is by construction independent of the scheme and renormalisation scale,
i.e. all scale and scheme dependence is absorbed into the prefactor. Expanding eq. (3.43) and using
WS(µ) = 1 + O(αS(µ)) then yields
Bi;S(µ) = [2β0αS(µ)]γ̂
B
i Bi;RGI × [1 + O(αS(µ))] (3.46)
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as the leading asymptotic scale dependence, which for µ = 1/a is precisely what this thesis is




When doing lattice field theory numerically one extracts dimensionless quantities Q at finite lattice





which is the usual limit for removing the regulator after the renormalisation has been performed
as discussed in the previous chapter. This limit can be approximated by measuring the same
quantity at different lattice spacings and then performing a continuum extrapolation, which can
only be attempted if the dependence on the lattice spacing is under control. Therefore we need to
understand the leading lattice artifacts at small but non-zero lattice spacing.
This can be done in terms of a continuum Symanzik effective theory (SET) [50–53], see
also [54, p. 39ff.]. Each local field as well as the lattice action involved in the computation of
the quantity Q can contribute lattice artifacts both classically and through quantum corrections
in the lattice regularised theory (LRT). Furthermore the renormalisation condition chosen on the
lattice for the local composite fields may introduce additional lattice artifacts. We will ignore such
contributions for the moment by choosing the MS lat scheme in the lattice theory, which does not
have this property, and postpone the discussion of such contributions to section 4.1.2. The leading
contributions at classical order anmin can be parametrised in the effective theory by contributions
of operators with higher mass dimension to the continuum Lagrangian LQCD
Leff = LQCD + a
nminδL + O(anmin+1) , δL = bOi (aµ, αMS)Z
O
ij (αMS; ε)Oj , (4.2)
as well as to any renormalised local field ΦMS
Φeff;MS = ΦMS + a
nminδΦ + O(anmin+1) , δΦ = cΥi (aµ, αMS)Z
Υ
ij (αMS; ε)Υj , (4.3)
where Oi and Υi are local fields with mass dimensions [Oi] = nmin + [L ] and [Υi] = nmin + [Φ]. In
the perturbative description of the SET we will stick to the MS renormalisation scheme throughout
this thesis. The coefficients bOi and cΥi can still depend logarithmically on the lattice spacing. Only
fields complying with the symmetries of their lattice counterparts are allowed to contribute, i.e.,
have coefficients bOi 6= 0 or cΥi 6= 0. Note that we introduced the coefficients already accompanied
with some mixing matrices ZO and ZΥ in the MS scheme satisfying
Oi;MS = ZOij (αMS; ε)Oj , Υi;MS = ZΥij (αMS; ε)Υj , ΦMS = ZΦ(αMS; ε)Φ , (4.4)
where we assume for simplicity no mixing of Φ under renormalisation without loss of generality. In
order to describe all deviations from the continuum theory up to O(anmin+1) we then need complete
(but minimal) bases of such operators for each quantity.
Taking again Wilson’s lattice QCD from eq. (2.8) as an example we find for the mass-
degenerate case the symmetry constraints:
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• Local SU(N) gauge symmetry,
• Parity (P),
• Euclidean time reflection (T ),
• Charge conjugation (C),
• Hypercubic symmetry H4,
• SU(Nf)V ×U(1)V flavour symmetry.
See appendix C for the behaviour of gauge and
fermion fields under these transformations.
At mass dimension 5 operators of the form Ψ̄ΓΨ, Ψ̄ΓµDµ[A]Ψ and Ψ̄ΓµνDµ[A]Dν [A]Ψ involving
two fermions are to be expected, where Γ{...} is Dirac algebra valued. Notice that this makes use
of integration by parts (IBP) to discard covariant derivatives acting on the anti-quark, e.g.
Ψ̄Γµ(
←
Dµ[A]−Dµ[A])Ψ IBP= ∂µ(Ψ̄ΓµΨ)− 2Ψ̄ΓµDµ[A]Ψ , (4.5)
where the total divergence can be dropped in the action. Due to parity, see also table 5.2 and the
accompanying discussion in section 5.2.2, one finds [112]
Γ = 1, Γµ = γµ, Γµν ∈ {δµν , iσµν}, (4.6)
where σµν = i2 [γµ, γν ]. The left over operator candidates are (adding the only purely gluonic
massive operator allowed at O(a))
O(1)1 = m2Ψ̄Ψ , O
(1)









tr (FµνFµν) , (4.7)
with bare degenerate mass m. Being only interested in physical matrix-elements allows us to make





γµDµ[A]Ψ = −MΨ, (4.9)
Ψ̄
←
Dµ[A]γµ = Ψ̄M, (4.10)
where M = m1Nf×Nf in the mass-degenerate case. This reduces the operator basis further
O(1)2
EOM













5 forming the on-shell
basis at mass-dimension 5.
4.1 Matching to the lattice theory
Until now the coefficients bOi and cΥj in eqs. (4.2) and (4.3) were kept free. Consequently the SET
defined in this way is still applicable to different choices of the lattice action complying with the
symmetries chosen for the minimal basis. In order to describe a specific choice for the LRT the
coefficients bOi and cΥj must be adjusted accordingly, which is referred to as matching .
To use the SET as an effective description of the renormalised lattice observables at small
lattice spacing a > 0, i.e. without removing the regulator, we require equivalent results from both
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Matching at some renormalisa-
tion scale µ (e.g. µ = 1/a).
Figure 4.1: Schematic of the full matching procedure between lattice theory and the Symanzik
effective theory.
the renormalised lattice and renormalised effective theory. Of course this equivalence holds only
up to a given order in the lattice spacing and coupling at which the (perturbative) matching has
been carried out.
To fix all coefficients a sufficient number of independent matching conditions is needed. Tradi-
tionally so called on-shell matching is performed, where the same physical matrix elements or spec-
tral quantities are computed in both the lattice and effective theory before being renormalised and
then matched as depicted in figure 4.1. Two such examples are the perturbative on-shell improve-
ment at O(a2) of a general pure gauge action [57,59–62] and non-perturbative O(a)-improvement
of Wilson’s lattice QCD [58]. To explain the general idea consider the connected 2-point function
of a composite field Φ (the generalisation to an n-point function with different fields is straight














DADΨ̄DΨ e−Seff [A,Ψ̄,Ψ] , Seff [A, Ψ̄,Ψ] =
∫
dDyLeff[A, Ψ̄,Ψ](y) . (4.14)
The expression in eq. (4.13) is typically not renormalisable and first must be formally expanded in
the lattice spacing, which is treated like a classical free parameter in the effective theory. Following
the formal derivation in appendix F.1, connected n-point functions in the effective theory can be
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+ O(anmin+1) , (4.17)
where only renormalised connected n-point functions in the original continuum theory remain,
i.e. all remaining terms are now renormalisable. The corresponding renormalised connected 2-
point function in the LRT, can be computed via lattice perturbation theory to (perturbatively)
















where x 6= y, 〈. . .〉con
lattice
denotes a connected n-point function at finite lattice spacing a > 0 and
%Φ(αlat, αMS) = exp










relates both the MS lat scheme and MS renormalisation scheme with anomalous dimension γΦ of
the field Φ. In case Φ is a RGI quantity, e.g. a vector current, no renormalisation of Φ is needed
as ZΦ ≡ 1 leading to %Φ(αlat, αMS) ≡ 1.
Since the matching can be performed at an arbitrary scale µ̂ [113, p. 545ff.], we choose µ̂ = 1/a
as the lattice cutoff is the relevant scale for lattice artifacts. Renormalised couplings and quark
masses on both sides of eq. (4.18) are then related via [86, p. 200ff.]




mlat(1/a) = mMS(1/a)[1 + O(αMS)] . (4.21)
In principle the matching of the coefficients bOi and cΥj can now be performed order by order
in the coupling using perturbation theory. Notice, that the tree-level coefficients bOi and cΥj are
independent of one another and can be extracted from the naive O(a) expansion [50]. For our





























+ O(αMS) , b
O
5 = O(αMS) . (4.23)
The plaquette action only yields terms at O(a2) in the naive expansion in the lattice spacing which
ensure that bO5 vanishes at tree-level, see also section 5.1.1 for the naive expansion of lattice pure
gauge actions to O(a2) in the lattice spacing.
21
Chapter 4. Symanzik Effective Theory
4.1.1 Perturbative off-shell matching with background fields
Instead of perturbative on-shell matching we want to highlight here a different strategy namely
perturbative off-shell matching at the level of 1PI graphs with external background fields rather
than gluons. For details on how to implement the background field gauge on the lattice see [99].
This alternative approach is motivated by the work of Parisi [114] pointing out that matching at
the level of connected n-point functions of fundamental fields rather than composite ones amounts
to the matching condition (both functionals are gauge-fixed)











W [j, η, η̄, 0;B; ε]− anminbi(1, αMS)Zik(αMS; ε)
∫
dDx






and thus relates the generating functional of connected graphs as defined in eq. (3.28) from the
effective theory to the lattice theory. Due to the independence of both Wlattice and Weff from
the BGF [99] we are free to choose the BGFs B identically in both theories. This matching
condition holds up to additional lattice artifacts arising from the renormalisation condition, which
we still neglect by using the MS lat scheme in the lattice theory. Notice that due to gauge-fixing
the operator basis corresponding to ̂i is enlarged as discussed in section 3.2.2 and thus includes
BRST-exact and EOM-vanishing operators.
To get back to the naive matching conditions one takes the functional derivative with respect
to the renormalised sources, e.g. jlat = j/ZA(αlat; a)
δWlattice[j, η, η̄, 0;B; a]
δjlat(x)
≡ ZA(αlat; a)











δW [j, η, η̄, 0;B; ε]
δjMS(y)
− anminbi(1, αMS)Zik(αMS; ε)
∫
dDz






≡ %A(αlat, αMS) limε↘0Z
A(αMS; ε)
{
δW [j, η, η̄, 0;B; ε]
δj(x)
− anminbi(1, αMS)Zik(αMS; ε)
∫
dDz






and so on. Finally all sources are set to zero.
A typical application of effective field theories is to “integrate out” heavy fields such that the
effective theory describes the low energy physics. In such a case the matching condition can be
stated in terms of the one-light-particle-irreducible (1LPI) graphs, i.e., the analogue of 1PI graphs
only for the light particles remaining in the effective theory [115, p. 229f.]. Since we do not integrate
out any fields the 1LPI and 1PI graphs coincide allowing us to perform the matching at the level
of vertex functions with the generating functionals
Γlattice[Âlattice, Ψ̂lattice, ˆ̄Ψlattice, 0;B; a] = lim
ε↘0
{
Γ[Â, Ψ̂, ˆ̄Ψ, 0;B; ε]
− anminbi(1, αMS)Zik(αMS; ε)
∫
dDz





+ O(anmin+1) , (4.27)
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where the vacuum expectation values are related as
Âlattice(x; a) = Aeff(x) + O(anmin+1)
=
{












= δ(x− y) + O(anmin+1) (4.29)
and analogously for Ψ̂ and ˆ̄Ψ as follows from eq. (4.25). Both generating functionals are by con-
struction invariant under gauge transformations of the background field B allowing us to perform
the matching with help of the BGF method from section 3.2.2
Γ̃
(l,m,n)














(. . . ; z;αMS; ε)
}
+ O(anmin+1) (4.30)
such that we can safely ignore all non-gauge-invariant operators during the matching by using
external background fields B rather than quantum fields A. The extension to gauge-invariant local
fields should be straight forward and still only involve 1PI graphs but we are content with matching
of the effective action.
Notice that gauge-invariant EOM-vanishing operators still contribute and thus enlarge the
minimal basis e.g. for mass-degenerate Wilson QCD
E(1)1 = mΨ̄[γµDµ +m]Ψ , E
(1)
2 = Ψ̄[γµDµ +m]
2Ψ , (4.31)









+ O(αMS) , b
O









+ O(αMS) , (4.32)
where the coefficients bO remain unchanged as they describe contributions relevant to on-shell
physics.
The next step would be to perform the 1-loop matching by computing a set of 1PI n-point
functions on the lattice in LPT and do the same in continuum perturbation theory with insertion
of each higher dimensional operator Oi (and Ej) separately. After renormalisation both results
are required to be identical to 1-loop order and leading order in the lattice spacing thus fixing the
coefficients for each operator of the minimal basis to 1-loop order. Performing the full matching to
1-loop order lies beyond the scope of this thesis as we are content with the tree-level coefficients.
Nonetheless the method presented here is viable for systematic 1-loop matching without the need
for connected on-shell graphs in LPT.
4.1.2 Lattice artifacts from the renormalisation condition on the lattice
So far we restricted ourselves to the perturbative description using the MS lat scheme on the lattice
although this is an oversimplification because the renormalisation itself will in general yield lattice
artifacts as well. To give an example on how to account for these additional contributions we
switch back to the RI scheme from chapter 3.
Using eq. (3.1) we can relate the RI scheme with the MS lat scheme




Chapter 4. Symanzik Effective Theory







This intermediate factor is now treated similarly to an observable. In case Φ mixes with other
fields under renormalisation this step becomes more complicated and involves solving the system
of equations. We will restrict considerations to the non-mixing case. Now, taking the lattice
artifacts from the renormalisation into account amounts to a change in the renormalisation scheme











(y, 0; 1/a; 0)− δΥ
j;MS
(xRI, 0; 1/a; 0)
}




(y, 0; 1/a; 0)− δO
i;MS




























for the different relative contributions of lattice artifacts. Notice that the lattice artifacts depend
on the specific choice for xRI, i.e., even for different orientations of xRI like on axis, face diagonal
etc. we expect different lattice artifacts.
Here the generalisation to different or more fields Φ, Φ′ etc. is neither straight forward nor free
of ambiguities. This can be seen by going back to eq. (3.1) to define appropriate renormalisation
factors for the additional fields. Already at the level of the 2-point function of two different fields
Φ and Φ′ there are different strategies to extract both %Φ and %Φ
′




where both strategies introduce different additional lattice artifacts. Of course this ambiguity re-
sembles the freedom one has on the lattice and the overall procedure remains the same.
Remark: Let us stress again that the computation of the full contributions to the leading lattice
artifacts can be done perturbatively in a 2-step procedure:
1. Perturbative matching of the coefficients bOi and cΥj for the operator bases from favorable
chosen matching conditions.
2. Use the perturbative result to determine lattice artifacts for the renormalisation condition
chosen during the lattice computation and combine both contributions leading to equa-
tion (4.36).
The matrix elements in step 2 do not need to be the same as the ones for the perturbative matching
in step 1 and thus can be computed entirely in the continuum effective theory.
Actually, a continuum extrapolation requires scaleless quantities, which is achieved by multi-
plying the quantity of interest with a properly chosen power of the reference scale used for scale
setting. Consequently this reference scale will introduce additional lattice artifacts that need to be
taken into account as well.
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4.2 Asymptotic behaviour of lattice artifacts
Instead of matching all the coefficients we are more interested in the lattice artifacts which may
occur and their asymptotic behaviour as a↘ 0. To extract this we first switch to the bases B and
Υ with diagonal mixing matrices at 1-loop
〈ΦRI(y)ΦRI(0)〉lattice
〈ΦRI(y)ΦRI(0)〉cont



















+ O(anmin+1) , (4.40)
where cΥ, bB are the coefficients matching the diagonal bases. Introducing now RGI quantities as
defined in eq. (3.43)
δχ
i;MS
(. . . ;µ; 0) = [2β0αMS(µ)]
γ̂χi δχi;RGI(. . .)× [1 + O(αMS)] , χ = B,Υ , (4.41)



























δBi;RGI(y, 0)− δBi;RGI(xRI, 0)
}]
×[1 + O(αMS)] + O(anmin+1), (4.42)
where cΥ(1, 0), bB(1, 0) are the tree-level coefficients.
One important feature of this equation is that the right hand side consists only of constants
w.r.t. the lattice spacing a except for the occurring powers of a and 2β0αMS(1/a) ≈ −1/ ln(aΛMS).
Thus we can distinguish the different contributions and their behaviour as a↘ 0.
In order to determine the complete asymptotic dependence on the lattice spacing one needs
to compute the leading order anomalous dimension of each quantity Φ one is interested in and
their higher dimensional corrections Υi. We will restrict ourselves to the contributions from the
action that one will face independent of the chosen quantity. As found in equation (4.42), these
contributions and their leading logarithms are independent of the anomalous dimensions of the Φ.
This analysis is sufficient for spectral quantities, such as energies, masses etc., which do not
depend on the details of the composite field, i.e., the coefficients cΥj . As an example let us consider







d3xC0(x0 + d,x; 0)
+ ln
{






(x, 0; 1/a; 0)− δB
i;MS











γ̂Bi 〈π0|Bi;RGI(0)|π0〉 × [1 + O(αMS(1/a)]
+ O(anmin+1), (4.43)
where we dropped the δΥ terms already in the first line as they cancel in the x0 → ∞ limit and
introduced the ground state |π0〉 with correct symmetries and normalisation 〈π0|π0〉 = 2L3 in case
of a finite box. The leading factor d = fixed is a small integer multiple of the lattice spacing
for on-axis distance d and should remind the reader that one would actually extract dMπ from
the lattice before setting the scale. Only then the continuum extrapolation of r0Mπ(a) can be
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performed with additional lattice artifacts from r0 or any other scale. For non-spectral quantities
additional observable-dependent anomalous dimensions are required as input.
Notice that in case of cΥi (1, 0) = 0 or b
B
i (1, 0) = 0 there are no tree-level contributions of the
corresponding term. Without further knowledge of higher order terms we will then assume the
1-loop contributions as the leading terms. These are suppressed by the previously stated factor
αMS(1/a) ≈ 1/[−2β0 ln(aΛMS)].
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Symanzik’s Effective Theory of
lattice QCD
Today’s simulations of lattice QCD typically do not use unimproved Wilson fermions from eq. (2.8)
but employ non-perturbatively O(a) improved fermions. Those fermions are either Wilson fermions
with a non-perturbatively chosen coefficient of the Sheikholeslami-Wohlert term as well as adjusted
mass and coupling renormalisation [58, 112] or completely different lattice fermion actions that
automatically satisfy O(a) improvement due to symmetry constraints.
5.1 Commonly used lattice actions
In the following we will give a short overview of the more commonly used lattice actions and what
symmetry constraints they impose on their Symanzik Effective Theory description and thus the
minimal operator basis at mass-dimension 5 and 6. In anticipation of tree-level matching we will
also perform the naive expansion in the lattice spacing of the lattice action, from which one can
read off the tree-level matching coefficients once the minimal (on-shell) basis has been worked out.
5.1.1 Gauge actions









































Uµ(x)Uν(x+ aµ̂)Uρ(x+ aµ̂+ aν̂)U
†



















ν (x+ aµ̂− aν̂)U †ρ(x+ aµ̂− aν̂ − aρ̂)U†µ(x− aν̂ − aρ̂)Uν(x− aν̂ − aρ̂)Uρ(x− aρ̂) |
µ < ν < ρ
}
1We renamed the coefficients ci → ei, cf. [57], to avoid confusion with the matching coefficients of the SET.
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(0) (1)
(2) (3)
Figure 5.1: Graphical representations [54, p. 45] of the terms Ci(x) with i ∈ {0, 1, 2, 3} contributing
to the lattice gauge action in eq. (5.1). We will refer to these shapes as plaquette, rectangle, twisted


















ν (x− aρ̂)Uρ(x+ aν̂) |µ 6= ν ∧ µ 6= ρ ∧ ν 6= ρ
}
,
where µ, ν, ρ ∈ {0, 1, 2, 3} and C0 is the set of all (oriented) Wilson plaquettes, see also figure 5.1
for the graphical representation of all Wilson loops in the different sets Ci. To make a connection
to the continuum gauge field Aµ remember the definition of the Wilson line eq. (2.15), which has






This assumes that a lattice with lattice spacing a is embedded into the continuous space-time [60].

































tr (DµFµρDνFνρ) + O(a4)
}
. (5.3)
This covers most of the common choices for the lattice gauge actions which typically have nmin = 2.
As was the case for the Wilson plaquette action, this more general ansatz for lattice gauge
actions is invariant under parity, time reversal and charge conjugation, with the transformations
listed in appendix C, but again breaks O(4) invariance down to hyper-cubic H4 symmetry.
5.1.2 Ginsparg-Wilson fermions
The Wilson term of Wilson fermions eq. (2.8) breaks chiral symmetry of massless quarks explicitly,
i.e. the Wilson action is not invariant under independent SU(Nf)L × SU(Nf)R × U(1)V × U(1)A
rotations of left- and right-handed quarks. One way out are Ginsparg-Wilson fermions [116] with
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see also [71, p. 163ff.]. Then Ginsparg-Wilson fermions transforming as








ψf , ϑ ∈ R, (5.5)
keep the lattice action invariant, which is the exact lattice chiral symmetry [117] of Ginsparg-
Wilson fermion actions. As a ↘ 0 these transformations formally reduce to the continuum chiral
rotations
ψ̄f → ψ̄f exp (iγ5ϑ) , ψf → exp (iγ5ϑ)ψf , ϑ ∈ R. (5.6)
Adding a mass term, which then breaks lattice chiral symmetry explicitly, gives the general action














A possible solution to D̂GW in eq. (5.4) are e.g. Overlap fermions [119, 120] with lattice Dirac









, A = 1− aD̂W. (5.8)























































Ψ(x) + O(a3). (5.9)
Domain-Wall fermions [122, 123] comply with eq. (5.4) in the limit of infinite extent of the auxil-
iary 5th dimension [124], while for finite extent chiral symmetry violations are only exponentially
suppressed as the extent of the 5th dimension increases.
For Ginsparg-Wilson fermions local SU(N) gauge symmetry, C-, P- and T -invariance as well as
hypercubic H4 symmetry remain the same as for Wilson fermions. Due to invariance under eq. (5.5)
of massless Ginsparg-Wilson fermions no operators are allowed in the SET that break SU(Nf)L ×
SU(Nf)R flavour symmetry unless they are explicitly mass-dependent and thus vanish as M → 0.
In particular no operators without explicit mass-dependence are allowed at mass-dimension 5 thus
excluding the Sheikholeslami-Wohlert term and setting nmin ≥ 2.
5.1.3 Twisted-mass fermions
Twisted-mass fermions [125,126] were originally introduced as an infrared regulator for two mass-
degenerate flavours, ensuring that the fermion determinant is strictly positive, which excludes
exceptional configurations having a zero eigenvalue for the lattice Dirac operator. Nowadays, there
are extensions to non mass-degenerate flavours [127] and/or higher number of flavours [128].
We will stick here to two mass-degenerate flavours in combination with the Wilson Dirac
operator eq. (2.8) (in principle one could also use another lattice Dirac operator, see e.g. [126]).
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where m is the mass of the mass-degenerate quarks, χ is a 2-flavour vector in the twisted basis

















here acting in flavour space. From the first to the second line one identifies
mq = m cos(ω), µq = m sin(ω) (5.12)
with twist angle ω. This angle ω describes a chiral rotation
Ψ̄→ χ̄eiωγ5τ3/2, Ψ→ eiωγ5τ3/2χ , (5.13)
which transforms non-twisted continuum QCD into twisted mass QCD (tmQCD). For lattice Wil-
son QCD the Wilson term removing the doublers spoils this connection. The explicit breaking
of chiral symmetry due to the Wilson term [70] is closely related to this issue such that lattice
Dirac operators preserving the lattice chiral symmetry of the action [126] can be related with their
twisted mass counterparts through eq. (5.13).
Introducing the twisted mass term breaks parity and time reversal invariance. Instead tmQCD
is invariant under the modified symmetry transformations
1. Modified parity:
Ptmj : χ̄(x0,x)→ −iχ̄(x0,−x)γ0τ j , χ(x0,x)→ iγ0τ jχ(x0,−x) , j ∈ {1, 2} ,
Ptmµq : χ̄(x0,x)→ χ̄(x0,−x)γ0 , χ(x0,x)→ γ0χ(x0,−x) , µq → −µq , (5.14)
2. Modified time reversal:
T tmj : χ̄(x0,x)→ −iχ̄(−x0,x)γ5γ0τ j , χ(x0,x)→ iγ0γ5τ jχ(−x0,x) , j ∈ {1, 2} ,
T tmµq : χ̄(x0,x)→ χ̄(−x0,x)γ5γ0 , χ(x0,x)→ γ0γ5χ(−x0,x) , µq → −µq , (5.15)
where the gauge field transforms as usual and both Ptmµq and T tmµq are spurionic symmetry trans-
formations. Invariance under charge conjugation from eq. (C.1) remains intact. In the massive
continuum theory the SU(2)V symmetry is replaced by its twisted version [129, p. 171] with cor-
responding symmetry transformation
SU(2)tw : χ̄→ χ̄eiωγ5τ
3/2Ω†e−iωγ5τ
3/2, χ→ e−iωγ5τ3/2Ωeiωγ5τ3/2χ , Ω ∈ SU(2) , (5.16)
where Ω and τ3 act in flavour space. Again tmQCD with Wilson fermions explicitly breaks this
flavour symmetry due to the Wilson term. Only invariance under the transformation
χ̄→ χ̄e−iϕτ3/2, χ→ eiϕτ3/2χ , ϕ ∈ R (5.17)
remains as a remnant of the full symmetry.
Due to modified parity and time reversal symmetries there exist additional operators necessary
for the SET of lattice tmQCD. By construction these new operators are explicitly µq dependent
operators as all others are contained within the original parity and time reversal invariant operators,
e.g. at mass-dimension 6
O = iµqχ̄γ5τ
3D2χ . (5.18)
The spurionic Ptmµq and T tmµq symmetries ensure that only operators with odd powers of µq are
truly new operators while even powers of µq only occur multiplying the already known operators
of lower mass-dimension invariant under the unmodified P and T transformations.
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Moreover in the continuum effective theory the operator O and any other truly new operator
can be obtained from the chiral rotation of a P and T even operator, e.g.
O = mΨ̄D2Ψ (5.13)−−−−→ Otw = mqχ̄D2χ+ iµqχ̄γ5τ3D2χ , (5.19)
where mqχ̄D2χ remains as a remnant of the P and T even operator. This enables us to infer the
anomalous dimension of such operators from the non-twisted operators due to [130, p. 204]






where the subscripts QCD and tmQCD denote the choice of the mass term in the action and
Oext is assumed to be invariant under chiral rotations. This equivalence holds in case a mass
independent mutliplicative renormalisation scheme S is used and the regularisation is invariant
under chiral rotations. Then the chiral rotation eq. (5.13) amounts only to a substitution in
the path integral. One possible regularisation having this property is Ginsparg-Wilson fermions.
For our previous example this ensures identical anomalous dimensions of mΨ̄D2Ψ, mqχ̄D2χ and
iµqχ̄γ5τ
3D2χ as mass-independence of the renormalisation scheme ensures independence of ZOij
from ω. Consequently all anomalous dimensions needed for tmQCD can be inferred from P and
T even lower dimensional operators in non-twisted continuum QCD and thus do not require any
additional computation. Being only interested in 1-loop anomalous dimensions, which are scheme
independent, further allows to stick to the MS renormalisation scheme in continuum perturbation
theory.
In anticipation of the discussion on the leading asymptotic behaviour of lattice artifacts we
mention another important feature of tmQCD, the so called “automatic” O(a) improvement at
maximal twist, i.e. ω = π/2. This is due to an additional discrete symmetry of the continuum
theory (or lattice theory with a chiral symmetry preserving Dirac operator) at this angle [129,131]
T1 : χ̄→ iχ̄τ1γ5 , χ→ iγ5τ1χ . (5.21)
Again this symmetry is broken by the Wilson term. Since this is only a symmetry of the continuum
theory understanding this effect is a bit more involved than having an explicit symmetry on the
lattice. Following the lines of [131] any operator can be split into a T1-even and T1-odd part, i.e.,
parts having eigenvalues ±1 under the the transformation eq. (5.21) respectively. This carries over
to n-point functions of operators which can then be split into a T1-even and T1-odd part as well,
where the T1-odd part vanishes by construction.
As we will see later on, all operators of mass-dimension 5 parametrising O(a) lattice artifacts
are T1-odd ensuring that an insertion of such operators into a T1-even n-point function vanishes
such that no O(a) corrections can occur. This does not imply that the O(a) corrections can be
ignored as they become relevant at O(a2) due to double insertions of mass-dimension 5 operators
when expanding eq. (4.17) further. Furthermore, T1-odd n-point functions have O(a) corrections,
but are known to vanish trivially in the continuum limit. This difficulty is a consequence from
being only a symmetry of the continuum theory.
5.1.4 Staggered fermions
Wilson QCD without the Wilson term has 15 doublers for each simulated quark flavour thus leading
to 16 degenerate quarks. We restrict considerations here to a single flavour. Instead of removing
the doublers systematically staggered fermions [55] make use of a spacetime dependent variable
transformation, see e.g. [71, p. 243ff.],
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η0(x) = 1 , η1(x) = (−1)x0/a, η2(x) = (−1)x0/a+x1/a, η3(x) = (−1)x0/a+x1/a+x2/a.
Since each of the four spinor components now appears in the identical way in the action one may
limit considerations to one specific component χ = ψ′α (α is the Dirac index) thus reducing the















In the massless case this action is invariant under the U(1)Ã transformation
χ̄(x)→ χ̄(x)eiϑη5(x), χ(x)→ eiϑη5(x)χ(x) , ϑ ∈ R , η5(x) = (−1)x0/a+x1/a+x2/a+x3/a, (5.25)
which is a remnant of the global chiral symmetry transformation for the case of staggered quarks.
Gauge invariance and space-time symmetries remain the same as for Wilson quarks, see e.g. [132].
Apart from the trivial global U(1)B symmetry all flavour symmetries one would typically expect
for massless or mass-degenerate quarks are broken due to so called taste breaking , i.e. the existence
of “flavour” changing interactions at finite lattice spacing. For more details see e.g. [71, p. 245ff.].
5.2 Minimal bases for the Symanzik Effective Theory
From the above discussion we infer the symmetry constraints for the SET of different lattice
discretisations regarding both spacetime and flavour symmetries. For a summary of the latter see
table 5.1. To keep the operator basis as small as possible, we exclude staggered quarks as they
allow for taste breaking, which increases the minimal basis significantly. The full set of symmetry
constraints we impose on our SET bases then reads:
• Local SU(N) gauge symmetry,
• C-, P-, T -invariance,
• Hypercubic H4 symmetry,
• SU(Nf)L × SU(Nf)R × U(1)V for chiral symmetry preserving lattice fermion actions, i.e. no
Wilson quarks,
• SU(Nf)V flavour symmetry for massless Wilson quarks.
Generalisation to massive quarks is straight forward and only requires inclusion of explicitly mass-
dependent operators such that vanishing renormalised quark masses mq
MS
→ 0 restore the symme-
tries of the massless lattice action. The relevant operators with explicit mass-dependence and their
anomalous dimensions can be inferred from operators of lower mass dimensions. Consequently we
will discard operators with explicit mass-dependence for now from the minimal basis as we are
only interested in determining the anomalous dimension matrix for a minimal massless basis from
which the full anomalous dimension matrix can be reconstructed.
As argued in section 5.1.3 we may infer the anomalous dimension of mass-dimension 5 and 6
operators of tmQCD from non-twisted continuum QCD. Thus we can limit ourselves to P and T
symmetric operators for the minimal basis to obtain all relevant 1-loop anomalous dimensions and
postpone the discussion of the tmQCD operator basis to section 5.4.
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Table 5.1: Flavour symmetries of lattice fermion actions.
fermion action massless mass-degenerate massive nmin
Continuum











staggered U(1)B ×U(1)Ã U(1)B U(1)B 2
5.2.1 Purely gluonic operators




tr (FµνFµν) . (5.26)
We introduce this operator only for convenience as it reoccurs multiplied by powers of quark masses
when going to higher mass-dimension. For example, due to parity there is no pure gauge operator




tr (M) tr (FµνFµν) = tr (M)O(0)1 (5.27)
is a valid operator compatible with the symmetry constraints as found before in chapter 4. Due
to the explicit mass-dependence this operator is only relevant if mq
MS
6= 0 for any quark flavour q.
However, multiplying an operator of lower mass-dimension by masses only affects the diagonal
entries of the mixing matrix and is otherwise fully covered by the renormalisation of the lower
dimensional operator. As mentioned earlier we thus drop explicitly mass-dependent operators
from the minimal basis to keep it small.
For mass-dimension 6 we need a systematic approach to obtain all candidates for our basis






without specifying for the moment on which field strength tensor potential derivatives in
←→
Γ act.










P−→←→Γ 0j0l , (5.28)




= 2, which rules out most monomials



















where already the cyclicity of the trace as well as the antisymmetry of the field strength tensor
















tr (DµFµνDµFµν) . (5.29)
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Again, the explicitly mass-dependent operators memfO(0)1 have been dropped from the minimal




































where /O denotes total divergence operators, which are listed in appendix C.1 and are irrelevant
operators for the action of our SET as will become clear in the introduction of chapter 6. Here BI=
denotes use of the Bianchi identity
DµFνρ +DρFµν +DνFρµ = 0 or equivalently εµνρσDµFνρ = 0 , (5.32)
where εµνρσ is the 4-dimensional fully antisymmetric Levi-Civita tensor. The purely gluonic oper-
ators without mass-dependence found for our basis are O(2)2 and O
(2)
4 identical to the ones found
in [57] and equivalent to the ones in [133].
5.2.2 Fermion bilinear operators
Since the analysis for operators involving two fermions is equivalent for mass dimension 3 to 6, we
perform it altogether here. First one needs to write down all possible contributions to our set of
operator candidates
Ψ̄ΓΨ , Ψ̄ΓµDµΨ , Ψ̄ΓµνDµDνΨ , Ψ̄ΓµνρDµDνDρΨ ,
where the possible insertions of Γ are dictated by the Clifford algebra, see also [112],
Γ ∈ {1, γ5} ,
Γµ ∈ {γµ, iγµγ5} ,
Γµν ∈ {δµν , δµνργρ, δµνγ5, δµνργργ5, iσµν , iεµνρσσρσ} ,
Γµνρ ∈ {δµνγρ, iδµνγργ5, δµνρ, δµνργ5, δµνρσγσ, iδµνρσγσγ5,
all index permutations} (5.33)
with σµν = i2 [γµ, γν ] and generalisation of the Kronecker delta as defined in eq. (A.18). Taking
now P, T and C symmetry into account yields the constraints in table 5.2, which exclude all Γ
written in blue font due to parity (P) violation. For the transformation rules see also appendix C.
As already stated in [112], parity suffices to exclude all symmetry violating Γ. This leaves us for
the operators involving two fermions with
Γ = 1 , Γµ = γµ ,
Γµν ∈ {δµν , iσµν} , Γµνρ ∈ {δµνγρ, iσµνγρ, δµνρσγσ, all index permutations} .
Starting with the trivial operators of mass-dimension 3 and 4 we have
O(−1)1 = Ψ̄Ψ, O
(0)
2 = Ψ̄γµDµΨ. (5.34)
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Table 5.2: Constraints on the Γ insertions for two fermion bilinears from equation (5.33), where
Ψ̄CΓΨC = Ψ̄ΓCΨ, Ψ̄PΓΨP = Ψ̄ΓPΨ and Ψ̄T ΓΨT = Ψ̄ΓT Ψ define ΓC , ΓP and ΓT respectively,
with transformations from eqs. (C.1), (C.2) and (C.3).
Γ ΓC ΓP ΓT
Γ (CΓC−1)T γ0Γγ0 γ5γ0Γγ0γ5
Γµ −(CΓµC−1)T −(−1)δµ0γ0Γµγ0 (−1)δµ0γ5γ0Γµγ0γ5
Γµν (CΓνµC
−1)T (−1)δµ0+δν0γ0Γµνγ0 (−1)δµ0+δν0γ5γ0Γµνγ0γ5
Γµνρ −(CΓρνµC−1)T −(−1)δµ0+δν0+δρ0γ0Γµνργ0 (−1)δµ0+δν0+δρ0γ5γ0Γµνργ0γ5
For mass-dimension 5 we find two distinct 2-fermion operators that are allowed by eq. (5.33) and
not explicitly mass-dependent, see also [112],
O(1)3 = Ψ̄D2Ψ, O
(1)
4 = iΨ̄σµνFµνΨ. (5.36)
Both operators break chiral symmetry and thus are only allowed for Wilson quarks unless they
carry an additional factor of quark masses. This set of operators can be reduced right away by






O(1)4 + Ψ̄M2Ψ, (5.37)
leaving only one operator linearly independent and without explicit mass-dependence. Hence we
keep O(1)4 in our basis and drop O
(1)
3 .
For mass dimension 6 the entire set of dimension 5 operators resurfaces multiplied by a quark
mass, but is then of course explicitly mass-dependent. These operators are accompanied by some
new operators
O(2)5 = Ψ̄γµD2DµΨ, O
(2)
6 = Ψ̄γµDµD
2Ψ, O(2)7 = Ψ̄γµDνDµDνΨ,
O(2)8 = Ψ̄γνDµFµνΨ, O
(2)








All these new operators comply with chiral symmetry and are thus also applicable to lattice fermion
actions keeping chiral symmetry intact. Again applying the fermionic EOMs (4.9) and (4.10) as




















































9 can be dropped from the basis as well.
This leaves O(2)10 as the only linearly independent operator involving two fermions in the mass-
dimension 6 basis neglecting total divergence operators and operators with explicit mass-dependence.
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5.2.3 Four fermion operators








with Γ{µ} ∈ {1, γ5, γµ, γµγ5, σµν} dictated by the Clifford algebra and the requirement of having
scalar operators. There exist 10 linearly independent operators compatible with SU(Nf)V flavour

















































where the sum over the occurring algebra index a as well as spacetime indices µ and ν is implicit.










20 break chiral symmetry. Additionally there are



























Although the operators O(2)21−25 are compatible with the symmetry constraints of general massive
quarks they do neither vanish in the limit of mass-degenerate quarks nor for vanishing quark
masses mq
MS
→ 0. Therefore they must be excluded from the minimal basis and would only
become relevant at higher mass-dimension carrying an additional explicit mass-dependence.
Note that we choose to prepend an additional factor of g20 to each 4-fermion operator motivated
by the gluonic EOM (4.8) as well as the vanishing of lower order contributions in the effective action.
The latter happens due to the absence of terms with more than one quark-anti-quark pair in the
classical expansion of the action in the lattice spacing a as discussed in [112], i.e. the tree-level
coefficients of 4-fermion operators without the factor g20 would vanish anyway.
In principle one could also expect more complicated colour, flavour and spinor structures, but










−2 −2 −1 −2 −2
−8 4 0 −4 8
−24 0 4 0 −24
−8 −4 0 4 8


































these more complicated operators can be written in terms of our minimal basis in eq. (5.45). Here
ψ and η indicate different flavours and the subscripts A, B, C, D are colour indices. The choice of
our basis in eq. (5.45) is identical to the one in [134] and, as argued there, equivalent to the basis
chosen in [112].
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5.3 Extension of pure gauge theory to static quarks







W(r, T ; a)
W(r, T − a; a) = rVqq(r; 0) + O(a
2), r = |r|, (5.50)
where we keep explicitly the dependence on the lattice spacing and direction of r for later reference.
The connection to static quarks becomes clear in the framework of Heavy Quark Effective
Theory (HQET) [135–139], where one expands around infinite quark masses, i.e. in powers of
1/mq. In quenched HQET the static quark potential corresponds to the leading order of the
potential between heavy quarks.
From this connection to quenched HQET arise some subtleties as the full action involves not
only gauge fields but also static quarks, which may introduce additional lattice artifacts. These
lattice artifacts could in principle contribute already to O(a), whose absence has been worked out
in [64] such that the leading contribution in eq. (5.50) is indeed O(a2) as in usual pure gauge








0 ψh(x)− ψ̄h̄(x)(D̂static0 )∗ψh̄(x)
]
, (5.51)
where ψh = 1+γ02 ψ and ψh̄ =
1−γ0
2 ψ are static quarks propagating forward and backward in time
respectively. The covariant derivative in time direction is defined as
aD̂static0 [U ]ψh(x) = V0[U ](x)ψh(x+ a0̂)− ψh(x), (5.52)
a(D̂static0 )
∗[U ]ψh̄(x) = ψh̄(x)− V †0 [U ](x− a0̂)ψh̄(x− a0̂), (5.53)
where the use of both forward and backward derivative ensures exact invariance under time reversal
and charge conjugation on the lattice. It does not matter whether V0(x) is chosen to be the gauge
link U0(x) pointing in time direction or some smeared version2of it with the same transformation
properties and as such we keep it general at this point.
The symmetries associated with the static quark action are then relevant for the SET of static
quarks [144]
• Local SU(N) gauge symmetry.
• C-, P-, T -symmetry.
• Spatially local flavour number conservation, i.e., invariance under
ψ̄h,h̄ → e−iηh,h̄(x)ψ̄h,h̄, ψh,h̄ → eiηh,h̄(x)ψh,h̄, ηh,h̄(x) ∈ R. (5.54)
• Heavy quarks spin symmetry for
ψ̄h,h̄ → ψ̄h,h̄e−iϕiεijkσjk , ψh,h̄ → eiϕiεijkσjkψh,h̄, ϕi ∈ R. (5.55)
• Spatial rotations by 90◦ as well as rotations by 90◦ around the time axis.
Before deriving the minimal basis we first have another look at the quenched approximation to
understand what kind of corrections are actually to be expected. The generating functional for
static quarks on the lattice (and analogously in the continuum) reads
Z[jh, j̄h, jh̄, j̄h̄] =−
∫
DUDψ̄hDψhDψ̄h̄Dψh̄









ψ̄h(x)jh(x) + j̄h(x)ψh(x) + ψ̄h̄(x)jh̄(x) + j̄h̄(x)ψh̄(x)
})
. (5.56)
2We allow here smearing techniques which keep the transformation properties of the smeared link intact and are
to some extend local. This can be for example HYP [140,141], APE [142] or Stout smearing [143].
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For vanishing static quark sources this generating functional reduces to the partition function of
lattice gauge theory, which is precisely what one expects in the quenched approximation. The
additional lattice artifacts due to static quarks may thus only affect the static propagator as well
as the coupling of static quarks to gauge fields. Consequently no new pure gauge operators will be
encountered nor does the gluonic EOM change.
The continuum Eichten-Hill Lagrangian of static quarks takes the form [136]
LEH = ψ̄γ0D0ψ = ψ̄hD0ψh − ψ̄h̄D0ψh̄ (5.57)
resulting in the continuum EOMs of static quarks
D0ψh,h̄ = 0 = ψ̄h,h̄
←
D0. (5.58)
All additional higher dimensional operators contributing to the SET of static quarks are then static
quark bilinears of the form
ψ̄h(x)Γ{µ}X{µ}(x)ψh(x)± ψ̄h̄(x)Γ{µ}X{µ}(x)ψh̄(x), (5.59)
where Γ{µ} is a constant element of the Dirac algebra while X{µ} is unity in spinor space. From
eq. (5.54) and the EOMs we learn that X{µ} carries no covariant derivatives acting on the static
quarks. Heavy quarks spin symmetry in eq. (5.55) furthermore excludes Γ{µ} ∼ γj , γ5γj , σij , σ0j







The only candidates left are Γ{µ} ∼ 1, γ0, where γ0 can always be absorbed into the projectors
1±γ0
2 . The only two operator candidates remaining at this point are
ψ̄h(x)X0(x)ψh(x)± ψ̄h̄(x)X0(x)ψh̄(x). (5.61)
The variant with a relative minus sign has to transform C-even and P-even but T -odd, i.e. like a
time component of a vector, limiting it to even mass-dimensions. The variant with a relative plus
sign has to transform C-even, P-even and T -even, i.e. like a scalar, thus limiting it to odd mass-
dimensions. We could have started from any fermion action before taking the infinite mass-limit,
also naive Wilson fermions would be a valid choice, such that terms with a relative plus sign must
be mass-dependent and thus can be dropped. This excludes all operators with odd mass-dimension
and not only O(a) effects, cf. [64]. At mass-dimension 6 we only find additional operators vanishing






An example of a non-vanishing operator can be found at mass-dimension 8
O(8) = ψ̄hD0(FµνFµν)ψh − ψ̄h̄D0(FµνFµν)ψh̄. (5.63)
This implies that no new operators contribute to O(a2) or any odd power O(a2n+1) such that the
first new contributions are of O(a4). The reasoning holds true for use of smeared links in eq. (5.52)
as long as these smeared links have the correct transformation behaviour.
5.4 Connection of the minimal basis to tmQCD
To highlight the connection between tmQCD and non-twisted QCD once more we will first dis-
cuss the academic possibility of using twisted Ginsparg-Wilson fermions and then emphasize the
complications which arise when using twisted Wilson fermions instead. Due to lattice chiral sym-
metry of the Ginsparg-Wilson Dirac operator the one-to-one correspondence between non-twisted
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mass-degenerate QCD and lattice QCD is apparent in form of the transformation in eq. (5.13).
As a consequence the SET is invariant under SU(2)tw flavour symmetry transformations and all
mass-independent operators allowed for the minimal basis must comply with chiral symmetry when
rotated back to non-twisted QCD, such that in the limit of zero renormalised mass chiral symme-
try is realised in the effective action. Since operators compatible with chiral symmetry transform













the operator basis is just the one from usual Ginsparg-Wilson fermions in the twisted basis plus ad-
ditional mass-dependent operators with now two different masses mq and µq. The mass-dependent
operators are further restricted by SU(2)tw flavour symmetry and the spurionic symmetries Ptmµq
and T tmµq .
Turning now to twisted Wilson fermions the SU(2)tw flavour symmetry gets broken and with
it the simple connection to non-twisted QCD in eq. (5.13). In the corresponding SET we thus
expect to find not only the rotated versions of the chiral symmetry violating operators
O(−1)1 = Ψ̄Ψ→ cos(ω)χ̄χ+ i sin(ω)χ̄γ5τ3χ ,
O(1)4 = iΨ̄σµνFµνΨ→ cos(ω)χ̄σµνFµνχ+ sin(ω)χ̄σµν F̃µντ3χ ,
(Ψ̄ΓΨ)2 → (cos(ω)χ̄Γχ+ i sin(ω)χ̄γ5τ3Γχ)2, Γ ∈ {1, γ5, σµν},
(Ψ̄ΓT aΨ)2 → (cos(ω)χ̄ΓT aχ+ i sin(ω)χ̄γ5τ3ΓT aχ)2, Γ ∈ {1, γ5, σµν}, (5.65)
with dual field strength tensor F̃µν = 12εµνρσFρσ, but also the “unpaired” operators
O(−1)2 = χ̄χ, O
(1)
6 = iχ̄σµνFµνχ,
O(2)26 = (χ̄χ)2, O
(2)
27 = (χ̄γ5χ)
2, O(2)28 = (χ̄σµνχ)2,
O(2)29 = (χ̄T aχ)2, O
(2)
30 = (χ̄γ5T
aχ)2, O(2)31 = (χ̄σµνT aχ)2. (5.66)
These “unpaired” operators are compatible with SU(2)V flavour symmetry of Wilson fermions in
the massless limit while the operators from eq. (5.65) or to be precise the second part with insertion
of τ3 violate this symmetry and hence may only occur with explicit mass-dependence. One may
also be tempted to include 4-fermion operators of the kind
(χ̄Γτ3χ)2 or i(χ̄Γχ)(χ̄γ5τ3Γχ), Γ ∈ {1, γ5, γµ, γµγ5, σµν , T a, γ5T a, γµT a, γµγ5T a, σµνT a}, (5.67)
but these again break SU(2)V flavour symmetry in the limit of vanishing masses. This ensures that
up to mass-dimension 6 for the mass-independent operators only the chirally symmetric operators
from non-twisted Wilson QCD and the operators from eq. (5.66) are relevant. Both operators O(−1)2
and O(1)6 are T1-odd such that no T1-even operators exist in our basis below mass-dimension 6.
When using a regulator respecting chiral symmetry, SU(2)tw is a flavour symmetry of contin-
uum tmQCD. Thus we may use all the relations in eqs. (5.64) and (5.65) obtained through the
twisted rotation from eq. (5.13) to infer the anomalous dimensions of operators in the twisted basis
from those of non-twisted Wilson QCD in our SET, see also eq. (5.20). Notice that the masses m,
mq and the twisted mass µq have the same anomalous dimension as they renormalise identically
if the regularisation does not break chiral symmetry.
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Renormalisation of the minimal
operator basis
In order to renormalise the chosen operator basis we will perform all computations in dimensional
regularisation. This means that we work in D = 4 − 2ε dimensional momentum space and
eventually use the MS renormalisation scheme. We then require our set of operators in momentum
space representation. The operators to be considered are composite operators and each contributing
term with n fundamental fields can be translated into a Feynman rule of a vertex with n legs, see
appendix D.1. Such a term with n fields has the form
O(x) = ϕ1(x) . . . ϕn(x) , (6.1)
where ϕi is any fundamental field in {A, ψ̄, ψ} or their higher order derivatives and for the moment

























with the integral conventions from eq. (A.16) and conventions for the Fourier transform eq. (A.19).
For a more complete explanation on how the Feynman rules were derived see appendix D.1.
The choice for the momentum q of the operator depends on whether the considered operator
basis is intended to parametrise lattice artifacts for a local composite field, in which case q 6= 0
is obligatory, or the action, where q = 0 would be sufficient. For q 6= 0 one has to take total
divergence operators into account, which otherwise do not contribute. This can be easily seen by




dDx e−iqx∂µO(x) = iqµÕ(q) . (6.3)
Obviously it does not matter for our reasoning, whether the index µ is free or in fact contracted
with any of the omitted space-time indices of the fields ϕi as setting qµ = 0∀µ ensures vanishing
of /̃Oµ(0) trivially.
6.1 Strategy
Starting from the minimal bases found in section 5.2, we want to obtain the corresponding mixing




























(e) ˜̂Γ(0,2,2)O|E (p1, . . . , p4; 0;α; ε)
Figure 6.1: Graphical representation of all 1PI n-point functions of fundamental quark fields or
background fields with insertion of an operator O or E considered for the renormalisation of the
basis. Here the double line indicates the momentum contribution of the inserted operator, which
may also be seen as an additional leg and is set to zero momentum. The wiggly lines are external
background fields and the straight lines carrying arrows are quarks. The graphs (a) and (b) are the
only ones required for pure gauge, while graph (e) is only needed at mass-dimension 6 to include
4-fermion operators.
n-point functions of fundamental quark and background fields with insertion of an operator of the

















 (p1, . . . , pl+m+n; q;α; ε), q = 0. (6.4)
This does not affect the previously discussed background field approach. To extract ZO we then
need a minimal basis of EOM vanishing operators E as listed in appendix C.2. Keep in mind that
these EOM vanishing operators are irrelevant for our on-shell basis and are only used to perform
an off-shell renormalisation.
Extracting ZO unambiguously forces us to consider 2- and 3-point functions of background
fields as well as fermionic 2- and 4-point functions and a 3-point function with two fermions
and one background field. All of these n-point functions are 1PI graphs with insertion of an
operator O or E . The insertions are considered at momentum q = 0 to eliminate redundant total
divergence operators. The momenta of the external fundamental fields are only constrained by
energy momentum conservation, i.e.,
∑
i pi = 0. For a graphical representation see figure 6.1. All
relevant 1PI graphs contributing to a specific n-point function were obtained using QGRAF [145,146]
in version 3.4 with the model files in appendix D.2.
Using a mass-independent renormalisation scheme like MS allows to simplify the computation
of anomalous dimensions, as e.g. done in [147], because anomalous dimensions are simply related
to counterterms renormalising ultraviolet divergences. Thus, being only interested in the 1-loop
anomalous dimensions, we can restrict attention to the 1-loop UV-divergences. Making use of so
called infrared rearrangement , see e.g. in [147,148], enables us to separate the UV-divergent part of
a 1-loop momentum integral from UV-finite but potentially IR divergent parts through the exact
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relation [147,148]
1





2 +M2 − Ω
[k2 + Ω][(k + p)2 +M2]
. (6.5)
Here k is the loop momentum, p is an external momentum, M is a mass and we choose Ω > 0 as
an arbitrary real number. It can be noticed through naive power counting, see e.g. [149, p. 315ff.],
that the second term in eq. (6.5) is one power less UV-divergent. Hence we can iterate this step n
times
1














(k + p)2 +M2
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until the (n + 1)th term is UV-finite. Being only interested in the UV-divergent part then allows
to drop the (n + 1)th term, because it does not contribute to the UV-pole structure and thus is
irrelevant for determining ZO. The generalisation to multiple denominators is straight forward.
The UV-divergent remainder are integrals of the form
∫
dDk f(k)/[k2 + Ω]l, where l ∈ N and f(k)
is a monomial of components of k. This is the most basic integral one can encounter in dimensional
regularisation and can be easily integrated using eqs. (B.1) and (B.2). As a by-product we get
a test condition, because the UV-divergences must of course be independent of Ω [147], since it
originates only from a computational trick.
As a check of our renormalisation condition we also performed an on-shell renormalisation
of the massless operator basis inserted with non-zero momentum q. The details can be found in
appendix E.2.
6.2 Renormalisation of the operator basis in pure gauge the-
ory
In pure gauge theory only two operators are present in our minimal basis plus one redundant EOM













Performing the steps described in the preceding part of this chapter we find the 1-loop anomalous













where the vertical line separates the redundant part belonging to the EOM vanishing operator and
the basis is chosen in the order {O(2)2 ,O
(2)
4 }. The triangular structure of γO0 is due to the O(4)
breaking of O(2)4 excluding any mixing contributions to O(4) invariant operators.
From eq. (6.7) we infer a change in the basis such that the non-redundant part is diagonal















≈ 0.636 , γ̂B2 =
63
55
≈ 1.145 . (6.9)
Both γ̂Bi are independent of the number of colours N . The anomalous dimension for the O(4)
invariant operator γ̂B1 agrees with results in the literature [133,150,151].
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6.3 Renormalisation of the operator basis in full QCD
Considering full QCD introduces the issue of flavour symmetries which depend on the choices for
the quark masses and of course the lattice fermion action. The different symmetry constraints
resurface in the mixing of the operators. To account for this we will order the operator bases
according to the symmetry constraints they obey and expect for operators of mass-dimension d a




























where the vertical line again separates the mixing contributions from the redundant EOM vanishing
operators. The overall superscript (d − 4) indicates the mass-dimension d of the operator basis,
where (d− 4) is the accompanying power of the lattice spacing in the SET. The other superscripts
denote sets of operators which comply with the following flavour symmetries (see also chapter 5):
• SU(Nf)L|R:
Includes operators which are invariant under SU(Nf)L × SU(Nf)R flavour rotations, i.e. sep-
arate rotations for left- and right-handed quarks.
• SU(Nf)V:
Operators which are only invariant under SU(Nf)V flavour rotations. These operators are in
general needed for massless Wilson quarks.
• massive:
These operators are lower-dimensional operators with explicit powers of masses added.
Using different lattice fermion actions for different flavours breaks flavour permutation symmetry
and is discussed in some detail in section 8.4.
Apart from the operators included in our minimal basis in section 5.2 we also need the explicitly
mass-dependent operators that we discarded earlier. In the mass-degenerate case it suffices to
multiply lower dimensional operators of our minimal basis by tr (Mn) with appropriate power
n > 0 to obtain the correct mass-dimension. Allowing for arbitrary quark masses then reduces
symmetries to the flavour permutation symmetry (and
Nf×
f=1
U(1)f ), which introduces additional
massive operators.
To keep the mixing matrix applicable to the different choices possible for the masses we will
split the massive operators into those relevant for mass-degenerate quarks, i.e., operators that only
depend on tr (M) and powers thereof, and those only relevant for the general massive case by
introducing a term of the form
∆Mn
def




such that the latter vanishes in the mass-degenerate case. Since the bases from mass-dimension 3,
4 and later on also 5 get reused for the massive operators at mass-dimensions 5 and 6 it pays out
to immediately diagonalise these bases at each mass-dimension. Then the anomalous dimension








+ 1nγm0 . (6.12)
Here #m selects the minimal power of quark masses present in the operator and ∼ accounts for
different versions of the same fermion bilinears at higher mass-dimension due to the insertion of
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either tr (M)n or ∆Mn and so on. We introduced the 1-loop coefficient of the anomalous mass





The entries γmassive,E0 are known from lower mass-dimensions and remain unchanged (up to a proper
mass prefactor for the EOM vanishing operators).
In the initial listing of massive operators only those are included which are necessary to
renormalise the mass-independent ones at a given mass-dimension. This keeps the overall mixing
matrix small by excluding unnecessary zeros. Only when listing the full diagonalised basis we
include all massive operators and write them in a form such that they vanish in the mass-degenerate
or massless case.
Mass-dimensions 3 and 4 As a preparation of the massive operators required at mass-dimensions 5
and 6 we give here the only operators relevant for the on-shell basis at mass-dimension 3 and 4.
Starting with mass-dimension 3 there is only one operator
SU(Nf)V : O(−1)1 = Ψ̄Ψ,










At mass-dimension 4 there is again only one new massless operator





E : E(0)1 = Ψ̄ (γµDµ +M) Ψ.




























= 0 . (6.15)














Ψ̄Ψ, B(0)3 = Ψ̄∆M1Ψ, (6.16)














= 0 . (6.17)
Mass-dimension 5 To renormalise the minimal basis of mass-dimension 5 operators we must
consider all graphs in figure 6.1 except figure 6.1e. The only relevant operator for massless quarks
is the Sheikholeslami-Wohlert term accompanied by an EOM vanishing operator
O(1)4 = iΨ̄σµνFµνΨ, E
(1)
2 = Ψ̄ (γµDµ +M)
2
Ψ.
For mass-degenerate quarks the lower dimensional operators reoccur multiplied by appropriate
powers of quark masses and are allowed to mix during renormalisation. Extension to arbitrary
quark masses only introduces more mass-dependent operators.
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3N − 3N 0 3N − 3N
)
, (6.18)
where the on-shell basis, ordered by symmetry constraints and accompanied by the set of EOM













E(1)2 , tr (M)E
(0)
1 , Ψ̄M(γµDµ +M)Ψ
}
.






































Ψ̄∆M1Ψ, B(1)6 = Ψ̄∆M2Ψ, (6.19)





























agrees with results found in the literature [150].
Mass-dimension 6 Due to the much larger number of operators the case of full QCD at mass-
dimension 6 is more involved. We start by considering the sector of 4-fermion operators and (for
now) set the quark masses to zero. These 4-fermion operators are the most difficult operators to
renormalise that we encountered in this thesis. We thus discuss them more extensively. Following
the literature [152, 153] we first consider single flavoured operator and 2-flavour operators, i.e. no
flavour singlets. From these we can both infer the mixing of the basis in eqs. (5.45) and (5.46)
through a change of basis and eventually check in section 6.4 the validity of our results having
multiple reference values at hand.
Single flavour operators Oq = g20(q̄Γq)2 with flavour q = u, d, s, . . . and Γ ∈ {1, γ5, γµ, γ5γµ, σµν}
are the only 4-fermion operators that require some care due to the combinatorics when having mul-
tiple identically flavoured (anti-)quarks. This is realised through the introduction of an additional
45
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scalar field acting as a mediator (here denoted by the dotted line)
B, j D, l





B, j D, l






B, j D, l














such that each of the fermion lines belonging to this operator (⊗) is always represented through
the above 3-vertex, see also appendix D.2. The mediator ensures that relative minuses due anti-
commutativity of fermions are taken care of and that any spacetime indices encapsulated in Γ are
equal at the second vertex of this kind completing the 4-fermion operator. In the same fashion one

















N + 1 1 1 −1 12
1 4N + 1 −1 1 12
4 −4 4N − 2 −2 0
−4 4 −2 4N − 2 0
















but simplify the overall renormalisation. In dimensional regularisation these Fierz identities only
hold to 1-loop order and beyond 1-loop additional terms occur leading among other things to the
presence of so called evanescent operators [154]. The simplification of the overall renormalisation
can already be seen when staying at Nf = 1 and renormalising (ūΓu)2 with the overcomplete set






au)2 +Wi1Ě1 +Wi2Ěu2 = (Xik + YijF̂jk)︸ ︷︷ ︸
=ZOik
Ouk +Wi1Ě1 +Wi2Ěu2 , (6.25)
where Ě1 = 1g20 tr (DµFµνDρFρν) and Ě
u
2 = ūγµDνFνµu are a basis for the EOM vanishing operators.
Keep in mind that Ěu1 and Ěu2 are not yet EOM vanishing and require a change of basis as will be
done later on in eq. (6.29c).
From the 1PI graphs in figure 6.1 one infers the mixing of the single flavour 4-fermion operator
basis and the Ě1, Ěq2 . As it turns out at 1-loop Ě1 does not contribute to either single flavour or
2-flavour 4-fermion operators, i.e. Wi1 = 0 in eq. (6.25), and we drop it for the 4-fermion operators.
46
6.3. Renormalisation of the operator basis in full QCD
In the case of the single flavour operators O we then find
4π(γO0 − 1β0) =

3




2 − 3N + 3N 0 0 12N − 14 − 23
3 −3 32 32 − 3N 0 − 43




N + 6 0 0 N − 1N + 3 0

, (6.26)
where the part separated by the vertical line separates the contributions of Ěu2 .
Moving on to Nf = 2 introduces the 2-flavour 4-fermion operators
Q = g20(ūΓu)(d̄Γd) , Q = g20(ūΓT au)(d̄ΓT ad) , u 6= d, (6.27)
and of course a copy of Ou→d as well as another element of the basis Ěd2 = d̄γµDνFνµd needed
to construct the EOM vanishing part. The new anomalous dimension matrix for the 2-flavour
4-fermion operators does not involve mixing with the single flavour 4-fermion operators (unless the
basis Ě is changed to the EOM vanishing operators). It takes the form
4π(γQ∪Q0 − 1β0) = (6.28)
3
N − 3N 0 0 0 0 0 0 0 0 1 0 0
0 3N − 3N 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 −6 0 0 0
0 0 0 0 0 0 0 −6 0 0 0 0
0 0 0 0 N − 1N 24 24 0 0 0 0 0
0 0 0 0 14 − 14N2 3N 0 0 0 1N − N4 0 0
0 0 0 0 14 − 14N2 0 3N 0 0 1N − N4 0 0
0 0 0 32N2 − 32 0 0 0 − 3N2 3N2 − 6N 0 23 23
0 0 32N2 − 32 0 0 0 0 3N2 − 6N − 3N2 0 0 0
6− 6N2 6− 6N2 0 0 0 24N − 6N 24N − 6N 0 0 −2N − 1N 0 0

where the part separated by the vertical line separates the contributions of Ěu2 and Ěd2 . The
extension towards Nf > 2 does not yield anything new as all mixing between different flavours is
contained inside Ěu2 , Ěd2 and their counterparts for each new flavour. Generalisation to arbitrary
number of flavours is thus straight forward.
To switch back to our original 4-fermion operator basis in eqs. (5.45) and (5.46) we use (fixed
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for a proper change of basis. The 30 left over flavoured operators are not relevant here, while some
of those are needed when using different lattice fermion actions for some flavours which breaks
flavour permutation symmetry. The full set is only used in section 6.4 as a check against the
literature while we are content here with all flavour singlets. We also need to switch to the EOM












which finally gives the full on-shell mixing and a separate contribution from EOM vanishing oper-
ators due to the chosen off-shell renormalisation.
Now reordering the operators according to their particular flavour symmetries and adding the


























3 0 0 0
3
2 − 32N2 N6 + 23N 6N − 3N2




2 − 12N2 47N240 + 1980N 2N − N2
11
60Nf − 1115Nf 157N60 − 15760N 0 18 − 18N2 3N80 − 1380N − 760Nf 12N − N8
0 0 0 β̂0 0 − 43 −6
0 0 0 0 β̂0 − 223 0
0 0 0 0 32N2 − 32 β̂0 − 3N2 − 23N + 43Nf 3N2 − 6N












N − 3N 0 0 0 0 1
0 β̂0 +
3
N − 3N 0 0 0 1
0 0 β̂0 +N − 1N 24 24 0
0 0 14 − 14N2 β̂0 + 3N 0 1N − N4
0 0 14 − 14N2 0 β̂0 + 3N 1N − N4











0 0 0 0 0 23 0
0 0 0 0 0 − 23 0
0 0 0 0 0 0 0
0 0 0 0 0 13N 0
0 0 0 0 0 − 13N 0
























0 0 0 0 8
0 0 0 0 −8
0 0 0 0 4N − 4N











0 1 0 −8 10− 8N
0 1 0 0 2
0 −4 0 0 24
0 12N 0 0
1
N −N
0 12N 0 0
1
N −N











3 0 0 0 0 0
− 23 0 0 0 0 0
0 0 0 0 0 0
1
3N 0 0 0 0 0
− 13N 0 0 0 0 0















6 − 3N2λMS 0
N
2 − 12N 32N − 3N2 0
19





















− 43 0 0 0 0 0
− 43 0 0 0 0 0
4− 23N 0 0 0 0 0


















































1 , Ψ̄M (γµDµ +M)
2
Ψ, Ψ̄M2 (γµDµ +M) Ψ
}
.
The full diagonalised on-shell basis at mass-dimension 6 is more complicated due to a severely
increased number of operators leading to complicated radicals in the analytical expressions.
Due to symmetry constraints the mass-independent operators breaking chiral symmetry do not
mix into to the ones compatible with chiral symmetry. The diagonalised basis reflects this feature
and we can give the 1-loop anomalous dimensions for both symmetry constraints separately. We
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yield the known results from pure gauge theory
in eq. (6.9) in the limit Nf = 0. Since the symbolic expressions of the diagonal basis are very compli-
cated we discard the additional massive mixing contributions, i.e., the following mass-dimension 6







































































1For a specific choice of N and Nf the proper diagonal basis can be obtained using the Mathematica notebook
holding the non-diagonalised mixing matrix. It can be found at https://zppt.desy.de/download/husung_thesis_
results.
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−4NfN + 9N2 + 2
))2 −B2−(N,Nf)






























4NfN − 9N2 − 2
) (



















































4NfN − 9N2 − 2
) (






































































−4NfN + 9N2 + 2
))2 −B2+(N,Nf)
7299072000N4 (N2 − 1)
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N2((4Nf − 9N)(8Nf − 11N) + 1570)− 1592
) (



















































4NfN − 9N2 − 2
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4N4 − 11N2 + 16
N
. (6.42)













































16N17 + 128N16 +N15(8S + 94) + 2N14(32S − 569) +N13(58S − 845)
+N12(6200− 481S) +N11(1606− 336S) +N10(2280S − 20038) +N9(422S + 4771)
+N8(40814− 6479S) +N7(3310S − 31178) + 4N6(2219S − 9544) +N5(58129− 10140S)
+N4(740− 3225S) + 92N3(145S − 511) +N2(40136− 10028S) + 4N(886S − 3503)








4N16 + 40N15 + 2N14(S + 36) +N13(20S − 109) +N12(59S − 688)
− 12N11(9S − 58) +N10(2428− 246S) +N9(348S − 2327) +N8(1031S − 5214)
+N7(8312− 1306S) +N6(3542− 1186S) + 3N5(762S − 4255) +N4(849S + 2644)










(N2 − 1)4 (N4 − 2N3 − 8N2 − 4N + 4)
N
{
(2N7 + 13N6 +N5(S − 12) +N4(2S − 33)
+N3(S + 27) +N2(54− 7S) + 4N(4S − 11)− 4(S − 5)
}{
2N7 − 13N6 +N5(S − 12)
+N4(33− 2S) +N3(S + 27) +N2(7S − 54) + 4N(4S − 11) + 4(S − 5)
}{
2N7 − 13N6
−N5(S + 12) +N4(2S + 33)−N3(S − 27)−N2(7S + 54)− 4N(4S + 11)− 4(S + 5)
}
{
4N8 + 24N7 + 2N6(S + 10) + 12N5(S − 9) + 6N4(S − 8)− 3N3(8S − 75) +N2(74− 9S)




8N15 + 58N14 +N13(4S + 13) +N12(29S − 520) + 6N11(2S + 7)
− 6N10(35S − 386)− 5N9(6S + 191) +N8(957S − 6188) +N7(6343− 566S)
+N6(6641− 1579S) + 3N5(647S − 4235) + 15N4(71S + 4)− 4N3(861S − 3254)





16N17 − 128N16 +N15(8S + 94) +N14(1138− 64S) +N13(58S − 845)
+N12(481S − 6200) +N11(1606− 336S) +N10(20038− 2280S) +N9(422S + 4771)
+N8(6479S − 40814) +N7(3310S − 31178) +N6(38176− 8876S) +N5(58129− 10140S)
+ 5N4(645S − 148) + 92N3(145S − 511) + 4N2(2507S − 10034) + 4N(886S − 3503)








4N16 − 40N15 + 2N14(S + 36) +N13(109− 20S) +N12(59S − 688) + 12N11(9S − 58)
+N10(2428− 246S) +N9(2327− 348S) +N8(1031S − 5214) + 2N7(653S − 4156)
+N6(3542− 1186S)− 3N5(762S − 4255) +N4(849S + 2644) + 4N3(771S − 3157)








(N2 − 1)4 (N4 + 2N3 − 8N2 + 4N + 4)
N
{
2N7 + 13N6 +N5(S − 12) +N4(2S − 33)
+N3(S + 27) +N2(54− 7S) + 4N(4S − 11)− 4(S − 5)
}{
2N7 − 13N6 +N5(S − 12)
+N4(33− 2S) +N3(S + 27) +N2(7S − 54) + 4N(4S − 11) + 4(S − 5)
}{
2N7 + 13N6
−N5(S + 12)−N4(2S + 33)−N3(S − 27) +N2(7S + 54)− 4N(4S + 11) + 4(S + 5)
}
{
4N8 − 24N7 + 2N6(S + 10)− 12N5(S − 9) + 6N4(S − 8) + 3N3(8S − 75) +N2(74− 9S)




8N15 − 58N14 +N13(4S + 13) +N12(520− 29S) + 6N11(2S + 7)
+ 6N10(35S − 386)− 5N9(6S + 191) +N8(6188− 957S) +N7(6343− 566S)
+N6(1579S − 6641) + 3N5(647S − 4235)− 15N4(71S + 4)− 4N3(861S − 3254)





16N17 − 128N16 +N15(94− 8S) + 2N14(32S + 569)−N13(58S + 845)
−N12(481S + 6200) + 2N11(168S + 803) +N10(2280S + 20038) +N9(4771− 422S)
−N8(6479S + 40814)− 2N7(1655S + 15589) + 4N6(2219S + 9544) +N5(10140S + 58129)
54
6.3. Renormalisation of the operator basis in full QCD
− 5N4(645S + 148)− 92N3(145S + 511)− 4N2(2507S + 10034)− 4N(886S + 3503)















(N2 − 1)4 (N4 + 2N3 − 8N2 + 4N + 4)
N
{
2N7 + 13N6 +N5(S − 12) +N4(2S − 33)
+N3(S + 27) +N2(54− 7S) + 4N(4S − 11)− 4(S − 5)
}{
2N7 − 13N6 −N5(S + 12)
+N4(2S + 33)−N3(S − 27)−N2(7S + 54)− 4N(4S + 11)− 4(S + 5)
}{
2N7 + 13N6
−N5(S + 12)−N4(2S + 33)−N3(S − 27) +N2(7S + 54)− 4N(4S + 11) + 4(S + 5)
}
{
4N8 − 24N7 − 2N6(S − 10) + 12N5(S + 9)− 6N4(S + 8)− 3N3(8S + 75)




8N15 − 58N14 +N13(13− 4S) +N12(29S + 520)− 6N11(2S − 7)
− 6N10(35S + 386) + 5N9(6S − 191) +N8(957S + 6188) +N7(566S + 6343)
−N6(1579S + 6641)− 3N5(647S + 4235) + 15N4(71S − 4) + 4N3(861S + 3254)





16N17 + 128N16 +N15(94− 8S)− 2N14(32S + 569)−N13(58S + 845)
+N12(481S + 6200) + 2N11(168S + 803)− 2N10(1140S + 10019) +N9(4771− 422S)
+N8(6479S + 40814)− 2N7(1655S + 15589)− 4N6(2219S + 9544) +N5(10140S + 58129)
+ 5N4(645S + 148)− 92N3(145S + 511) + 4N2(2507S + 10034)− 4N(886S + 3503)















(N2 − 1)4 (N4 − 2N3 − 8N2 − 4N + 4)
N
{
2N7 − 13N6 +N5(S − 12) +N4(33− 2S)
+N3(S + 27) +N2(7S − 54) + 4N(4S − 11) + 4(S − 5)
}{
2N7 − 13N6 −N5(S + 12)
+N4(2S + 33)−N3(S − 27)−N2(7S + 54)− 4N(4S + 11)− 4(S + 5)
}{
2N7 + 13N6
−N5(S + 12)−N4(2S + 33)−N3(S − 27) +N2(7S + 54)− 4N(4S + 11) + 4(S + 5)
}
{
4N8 + 24N7 − 2N6(S − 10)− 12N5(S + 9)− 6N4(S + 8) + 3N3(8S + 75)




8N15 + 58N14 +N13(13− 4S)−N12(29S + 520)− 6N11(2S − 7)
+ 6N10(35S + 386) + 5N9(6S − 191)−N8(957S + 6188) +N7(566S + 6343)
+N6(1579S + 6641)− 3N5(647S + 4235)− 15N4(71S − 4) + 4N3(861S + 3254)
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Again new shorthands have been introduced
S(N) =
√
4N4 − 11N2 + 16 , (6.49)
E±(N) = 4N
16 − 2N14(S − 36)−N12(59S + 688) +N10(246S + 2428)−N8(1031S + 5214)
+2N6(593S + 1771) +N4(2644− 849S)− 4N2(743S + 2724)− 4(41S + 160)
±
{
40N15 −N13(20S + 109) + 12N11(9S + 58)−N9(348S + 2327) + 2N7(653S + 4156)
− 3N5(762S + 4255) + 4N3(771S + 3157) + 4N(268S + 1115)
}
. (6.50)
The massive operators only mix into the mass-dimension 6 operators which simplifies the














































B(2)24 = Ψ̄∆M3Ψ (6.51)
























For completeness we also mention here the unusual case of Nf = 1. There all ∆Mn ≡ 0




16 of the “mass-degenerate” case remain. Fur-
thermore we can make use of the Fierz identities from eq. (6.24) such that only 5 linearly inde-
pendent 4-fermion operators remain in our minimal basis, whose (mass-independent) mixing is
contained within eq. (6.26). Again reconstructing the EOM vanishing mixing contributions fol-
lowing eq. (6.29), now shrunk to only one flavour, yields for the massless case (the anomalous
56
6.3. Renormalisation of the operator basis in full QCD














3 − 53N + 112 32N2 + N3 − 53N + 34
− 7N15 21N5 + 23 1160N − 11N60 73N960 − 179320N + 19160N2 + 47480 12N2 + 73N960 − 179320N + 14
11
60 − 1115 157N60 − 15760N 7N320 − 137960N − 13160N2 + 23480 18N2 + 7N320 − 27320N + 11120
0 0 0 11N3 − 23N + 76 116 − 3N
0 0 0 116 − 113N 11N3 + 76
0 0 0 13N − 16 − 16
0 0 0 16 − 13N 16
0 0 0 0 0
5N








160 − 53160N − 7120 53160N − 13N160 + 7120 0 3N80 − 1380N − 760 730
7
3 − 73 0 − 43 0


























3 − 1N + 73 0 0
0 N2 − 12N 32N − 3N2 0
11Nc















0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

, (6.53)


















1 , ūM (γµDµ +M)
2
u, ūM2 (γµDµ +M) u
}
.
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6.4 Renormalisation of the flavoured 4-fermion operator ba-
sis at Nf = 3
To further check our routines for computing the 1-loop anomalous dimensions we compute the
anomalous dimension matrix for set of single flavour and 2-flavour 4-fermion operators at Nf = 3
and compare it to the literature [152,153].
Starting from the intermediate results in eqs. (6.26) and (6.28) we make a change of basis
Eu(2)4 = Ěu2 − ūγµT au
∑
q q̄γµT
aq and analogously for all the other building blocks such that these
(flavoured) E are EOM vanishing. In general there are 5Nf single flavour and 5Nf(Nf−1) 2-flavour
4-fermion operators which are linearly independent. This amounts to a total of 5N2f 4-fermion
operators. The Nf = 3 anomalous dimension matrix of the 4-fermion operators reads
4π(γO∪Q∪Q0 − 1β0) =

A 0 0 0 0 0 B B 0 R 0 0
0 A 0 0 0 0 B 0 B 0 R 0
0 0 A 0 0 0 0 B B 0 0 R
0 0 0 C 0 0 D 0 0 0 0 0
0 0 0 0 C 0 0 D 0 0 0 0
0 0 0 0 0 C 0 0 D 0 0 0
E E 0 F 0 0 G H H S S 0
E 0 E 0 F 0 H G H S 0 S




O ∪Q ∪Q = g20{(ūΓu)2, (d̄Γd)2, (s̄Γs)2, (ūΓu)(d̄Γd), (ūΓu)(s̄Γs), (d̄Γd)(s̄Γs), (ūΓT au)(d̄ΓT ad),
(ūΓT au)(s̄ΓT as), (d̄ΓT ad)(s̄ΓT as)}.

















6 − 3N + 3N 16 − 13N 16 12N − 14
7
3 − 73 116 − 23N 116 − 3N 0









0 0 23 0 0
0 0 − 23 0 0
0 0 − 43 0 0
0 0 − 43 0 0





N − 3N 0 0 0 0
0 3N − 3N 0 0 0
0 0 0 0 0
0 0 0 0 0





0 0 0 0 1
0 0 0 0 1
0 0 0 −6 0
0 0 −6 0 0




0 0 0 0 0
0 0 0 0 0
1
3 − 13 13N − 16 − 16 0
0 0 0 0 0
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F =

0 0 0 0 14 − 14N2
0 0 0 0 14 − 14N2
0 0 0 32N2 − 32 0
0 0 32N2 − 32 0 0






N 0 0 0
1
N − N4
0 3N 0 0
1
N − N4
0 0 43 − 3N2 3N2 − 6N 0
0 0 3N2 − 6N − 3N2 0
24





0 0 0 0 0
0 0 0 0 0
0 0 23 0 0
0 0 0 0 0





















The submatrices A-E, G and H agree with the results in [153] while F is missing there. Instead
in [152] there are values for N = 3 that agree as well. In the comparison with [152,153], one should
take into account that we use anti-hermitian rather than hermitian generators T a and that the
normalisation in our conventions differs by an overall factor of 2.
For completeness we also give the full anomalous dimension matrix when using the change of
basis from eqs. (6.29)
4π(γ4-ferm0 − 1β0) =

C B′ 0 0 0 0 0 0 0 R 0 0
F I 0 0 0 0 0 0 0 T 0 0
0 B J 0 0 0 0 0 0 R 0 0
0 B/2 K A 0 0 0 B 0 R −R 0
0 B/2 K 0 A 0 0 0 B 0 R R
0 0 0 0 0 C 0 D 0 0 0 0
0 0 0 0 0 0 C 0 D 0 0 0
0 H/2 −E/2 E 0 F 0 G′ 0 S −S 0




4-ferm : g20{(Ψ̄ΓΨ)2, (Ψ̄ΓT aΨ)2,
∑
q
(q̄Γq)2, (ūΓu)2 + (s̄Γs)2, (d̄Γd)2 + (s̄Γs)2,
(ūΓu)(s̄Γs), (d̄Γd)(s̄Γs), (ūΓT au)(s̄ΓT as), (d̄ΓT ad)(s̄ΓT as)}
and additional submatrices
B′ = B +D , G′ = G−H , (6.63)
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0 3N − 13N 0 1N − N4
0 0 4− 3N2 − 23N 3N2 − 6N 0
0 0 3N2 − 203N − 3N2 0
24










2 − 3N + 3N 0 0 12N − 14
3 −3 32 32 − 3N 0









− 16 16 112 − 16N 112 0
1
6 − 16 16N − 112 − 112 0
1
3 − 13 13N − 16 − 16 0
1
3 − 13 13N − 16 − 16 0





















eq. (6.29c). The blue box in eq. (6.62) marks the part relevant for the SET compatible with
SU(Nf)V flavour symmetry, which is only a small fraction of the mixing matrix of 4-fermion




The Gradient flow (GF) has become increasingly popular in lattice QCD. Its application ranges
from scale setting [155–157] over defining a non-perturbative coupling [155, 158] to composite
operator renormalisation [159]. One particularly interesting application, from a theoretical point
of view, is the small flow-time expansion, see e.g. [160, 161]. The Yang-Mills Gradient flow is
defined through the differential equation
∂tBµ(t, x) = DνGνµ(t, x) , Bµ(0, x) = Aµ(x) , t ≥ 0 , (7.1)
where the initial condition relates the flowed field with the fundamental gauge field, and Gµν is
the flowed field strength tensor
Gµν(t, x) = ∂µBν(t, x)− ∂νBµ(t, x) + [Bµ(t, x), Bν(t, x)] . (7.2)
One remarkable property of the Yang-Mills Gradient flow is that operators formed of flowed fields
at flow-time t > 0 do not require renormalisation after the bare coupling and bare mass have
been expressed in terms of their renormalised counterparts [160]. As a consequence any lattice
artifacts originating from the flow-time integration at t > 0 can be treated classically and only
contributions from the QCD boundary at t = 0 require additional renormalisation, thus having a
non-zero anomalous dimension.
Since the Gradient flow corresponds at leading order in perturbation theory to a Gaussian
smearing [155] with radius
√
8t, flowed fields are non-local which negates the applicability of
Symanzik effective theory. To circumvent this one can switch to a 4 + 1 dimensional formulation,
where the fifth dimension is the flow-time t ∈ [0,∞[, resulting in the action [160]










Lµ(t, x) [∂tBµ(t, x)−DνGνµ(t, x)]
)
, (7.4)
where Lµ(t, x) is an algebra-valued Lagrange multiplier. When Lµ(t, x) is integrated out it enforces
that
∂tBµ(t, x)−DνGνµ(t, x) ≡ 0 ∀t ≥ 0, x , (7.5)
such that Bµ(t, x) complies with the flow equation (7.1), which acts as an additional EOM.





aΨ(x)− Laµ(0, x) . (7.6)
Furthermore there is the Lagrange multiplier Lµ with [Lµ] = 3 that can be used to build additional
operators. This requires a careful re-examination of the reduction of the operator basis in section 5.2
as well as the inclusion of some completely new operators.
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7.1 Operator basis
Since [Lµ] = 3 the number of additionally allowed operators is fairly limited. For purely gluonic
operators the list has already been worked out in pure gauge theory [162] and we give here only
the new operators with mass dimension 6 missing in eq. (5.29)
O(2)32 = g20 tr (LµLµ)|t=0 , O
(2)
33 = tr (LµDνGνµ)|t=0 ,





∂t tr (GµνGµν)|t=0 . (7.7)








Making use of the flow equation (7.1) and the initial condition at t = 0 we find
O(2)34
EOM


















∂µ tr (FµνDρFρν)− 4O(2)3 , (7.10)
O(2)36
EOM
= O(2)8 . (7.11)























Thus two additional operators (assuming mass-degenerate flavours) are needed for full QCD with
unflowed quark fields. For pure gauge theory only one additional operator is needed as has been
worked out in [162]. We limit ourselves to the case of pure gauge theory and choose O(2)3 as the
one additional operator for our minimal basis.
7.2 Strategy
To compute the missing anomalous dimension of O(2)3 and its mixing with the other operators
we have to consider a matrix element with insertion of these operators containing a quantity at
positive flow-time. Otherwise the matrix elements vanish according to the EOM of pure gauge
theory. The occurring flow-time integrals invalidate the previous implementation of collecting
only UV-poles as integrating these integrals out prematurely introduces propagators of the form
1/(kp) with loop momentum k that invalidates use of eqs. (6.5) and (6.6). We therefore switch
towards computing full 1-loop matrix elements. Combined with the contributions from the 1-loop
matching coefficients this corresponds to the 1-loop contribution in fixed order perturbation theory
to the lattice artifacts of the matrix element. For full 1-loop Renormalisation Group improvement
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one would require the 2-loop anomalous dimension. Nonetheless it is useful to compute a matrix
element of a commonly used quantity.
One particularly famous quantity in the Gradient flow is the action density
E(t, x) = −1
2
tr (Gµν(t, x)Gµν(t, x)) , (7.15)









= c , (7.16)
with typical choices of c ∈ {0.2, 0.3, 2/3} as well as to define the non-perturbative GF coupling [155]
αGF(µ) =
32πt2 〈E(t)〉
3(N2 − 1) (7.17)
with renormalisation scale µ = 1/
√
8t and continuum normalisation factor.




























Due to translational invariance the overall momentum integral in eq. (7.19) projects Ẽ(t, p) to zero
momentum and the overall computation amounts to the computation of vacuum bubbles, where
the LO contribution is a trivial 1-loop integral, but the 2-loop integrals needed at NLO are more
complicated, see figure 7.1 for some examples. In the following we will explain how to treat the
encountered integrals, first for the insertion of an O(4) invariant operator (or unity) and then for
the more complicated case of an O(4) symmetry breaking operator. At 1-loop we can reduce the
number of flow-time integrals to be evaluated to at most one through integration by parts. Each
remaining flow-time integral is kept until the momentum integrals have been computed. We then
switch to Mathematica to evaluate the flow-time integrals and perform the asymptotic expansion
in ε making use of the HypExp package [163,164] to handle the occurring hypergeometric functions.
7.2.1 Insertion of an O(4) invariant operator
For O(4) invariant operators we only encounter momentum integrals of the following form
F([a, l], [b,m], [c, n]) =
∫
p,q
[p2]l[q2]m[(p+ q)2]n exp(−ap2 − bq2 − c(p+ q)2) , l,m, n ∈ Z , (7.20)
where we use the square brackets on the left hand side to indicate that both values belong together.
The function F is then symmetric since we can always exchange p, q and (p + q) through fitting
substitutions, e.g.,





p = u+ v
q = −v
, dDu dDv = (−1)DdDp dDq . (7.21)
Before continuing with the reduction of the momentum integrals we consider the additionally
occurring flow-time integrals. Firstly, there is the iterated flow-time integral (needed for graphs
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at next-to-leading order. Filled
circles are located at flow-time zero as are the crossed dots (⊗), where the latter correspond to
vertices of an insertion of the operator Õ(0). Gluon lines with an additional arrow are the flow
propagators pointing into increasing flow-time.






































where the chosen flow-time dependence reflects, here and in the following, the only occurring cases
and B is a linear combination of p2, q2 and (p + q)2. Thus we can reduce the iterated flow-time
integral into an integral of only one flow-time without introducing any new type of denominator
like e.g. (pq). Secondly, there is the case of two independent flow-time integrals (needed for graphs






















dr r[f(r + t)− f(r)] . (7.26)
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Having now reduced all flow-time integrals to at most one single integral we come to a more general
case, which is most interesting for the momentum integrals, (needed for the simplified integrals





2−b(s)q2−c(s)(p+q)2 , l, m̃, ñ ∈ N , ∂sa(s) = const. 6= 0 .
(7.27)
The latter integral can be used to reduce the overall powers of momenta via integration by parts






δ(s− t)− δ(s)− k
s
+ ∂sb(s)q
2 + ∂sc(s)(p+ q)
2
]
× e−a(s)p2−b(s)q2−c(s)(p+q)2 , (7.28)
which can be iterated until the initial condition l, m̃, ñ ∈ N no longer applies.













, l ∈ N , (7.29)
to absorb the remaining powers of p2, q2 and (p+ q)2. Notice that for dimensional reasons we will
only encounter at most two different denominators.
In most cases the resulting Gaussian integral can be simply integrated out∫
p,q
e−ap
2−bq2−c(p+q)2 = (4π)−D[ab+ ac+ bc]−D/2 ,
(a 6= 0 ∧ b 6= 0) ∨ (a 6= 0 ∧ c 6= 0) ∨ (b 6= 0 ∧ c 6= 0) , (7.30)
whereas two of the coefficients a, b, c being zero yields scaleless integrals vanishing in dimensional



































































Γ(l +m−D/2)Γ(D/2−m)Γ(D/2− l)Γ(D − l −m+ n)
Γ(l)Γ(m)Γ(D − l −m)Γ(D/2) . (7.31)
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7.2.2 Insertion of an O(4) broken operator
The generalisation to the case of O(4) symmetry violating integrals can now be worked out through







































































































For the third relation we made explicit use of Mathematica to derive a suitable combination of
derivatives. The cases where eq. (7.30) is not applicable are scaleless integrals that vanish in
dimensional regularisation and thus can be dropped right away. The results can be generalised
straight forwardly to additional powers of p2, q2 and (p+ q)2 as well as to the replacement p↔ q.
7.3 NLO matrix elements and the 1-loop mixing matrix
To check the validity of our FORM scripts we first computed the action density itself again to NLO
as has been done before [155,165]. We find consistently (Ng = N2 − 1)




















7.3. NLO matrix elements and the 1-loop mixing matrix



















































































Introducing the renormalised coupling from eq. (3.8) allows to separate the 1-loop divergences for
the operators since E(t, x) does not require renormalisation. With use of equation (6.7) this leads








1 + 73εCAᾱ 0 − 233εCAᾱ







 + O(α2MS) , (7.39)
where 4πᾱ = αMS and we used that the renormalised operator O
(2)
3 must vanish on the t = 0
boundary due to the pure gauge EOMs, i.e., the other operators do not mix into this one.




























, γ̂3 = 0 . (7.41)
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Chapter 8
Consequences and outlook for lattice
YM theory and lattice QCD
Now that all relevant 1-loop anomalous dimensions have been computed in chapters 6 and 7 we
are able to make statements about the asymptotic lattice spacing dependence of spectral quan-
tities using eq. (4.43). The limitation to spectral quantities is due to additional lattice artifacts
originating from local fields in the more general case, which then require new operators and thus
more anomalous dimensions, see also chapter 4.
To discuss the leading power in the coupling we first take a detour to the matching coeffi-
cients bBi , which for vanishing tree-level coefficient b̄Bi , will introduce an additional power in the
coupling. Without further knowledge of matching beyond tree-level we then assume 1-loop as the
first non-vanishing order. To account for this we introduce Γ̂i as the (minimal) leading power in



















We also added the case that the lattice action is perturbatively (nI − 1)-loop improved, which
only shifts the leading powers in the coupling by the overall constant nI, and nI = 0 means no
improvement.
8.1 Lattice YM theory and lattice QCD
From 1PI matching conditions, as outlined in section 4.1.1, we can infer that (in the non-diagonal
basis Oi) no four fermion operators contribute at tree-level, because for any of the (fully O(a)




























8.1. Lattice YM theory and lattice QCD
where the zero at O(α) is due to the absence of an explict 4-fermion interaction in the lattice QCD
action. This ensures that no 4-fermion interaction can happen at the level of 1PI quark-4-point
functions in LPT below 1-loop and thus below O(α2).
Switching now to the diagonal basis allows the 4-fermion operators to contribute through
their mixing into non-4-fermion operators. Since all non-4-fermion operators allowed at mass-
dimension 6 for our minimal basis are compatible with chiral symmetry the mixing contributions are
restricted to those from 4-fermion operators also compatible with chiral symmetry. This constraint
reappears in the complicated diagonal basis at mass-dimension 6 in eq. (6.38) from which we can
infer that all 4-fermion operators compatible with chiral symmetry will contribute at tree-level





10 are absent at tree-level in the naive expansion of the lattice action, i.e. the
lattice action is additionally O(a2) improved at tree-level, such that no mixing contributions at this
order in the coupling can occur. For general pure gauge actions eq. (5.3) combined with Wilson
fermions eq. (4.22) or Overlap fermions eq. (5.9) we find that these three operators are present thus
allowing the chirally symmetric 4-fermion operators to contribute at tree-level. All other 4-fermion
operators are suppressed by at least one order in the coupling.
With these initial considerations in mind we can give the full spectrum Γ̂(d)i to be expected at
mass-dimensions 5 and 6, i.e., d = 1 for Wilson fermions and d = 2 for non-perturbatively O(a)
improved Wilson fermions and Ginsparg-Wilson fermions. We fix N = 3 as it is in QCD and use
as number of flavours Nf ∈ {0, 1, 2, 3, 4, 8}. The choices for Nf include pure gauge theory (Nf = 0)
and the common cases for full QCD with Nf = 2, Nf = 2 + 1 as well as Nf = 2 + 1 + 1, while
Nf = 8 is chosen to give an impression on getting closer to the conformal window.
The resulting spectra can be found in figure 8.1 for unimproved Wilson quarks and figure 8.2
for all other cases. We also added the mass-dependent operators, which contribute in the massive
case. Note that these additional terms are expected to be suppressed for small quark masses due
to mu,dms '
1
27  1 with typical quark masses amu;RGI ∈ [0.001, 0.002], see e.g. [166]. For increasing
numbers of flavours the additional quark masses are not small when considering physical quark



















Figure 8.1: Leading powers in the coupling for different number of flavours and N = 3 modifying
the classical a-corrections of Wilson QCD due to quantum corrections from mass-dimension 5
operators. The dash-dotted lines represent mass-dependent operators and are only relevant in the
massive case. Different colours indicate specific anomalous dimensions where black is the naive
O(a) term.
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Wilson fermions For unimproved Wilson fermions we find the spectrum in figure 8.1 affecting
the O(a) contributions, which consists of three distinct 1-loop anomalous dimensions. Only one
of these operators, namely B(1)1 , is mass-independent and thus contributes in the massless case.
For nonzero quark masses the mass-dependent operator B(1)2 contributes with a distinctly negative
1-loop anomalous dimension, which worsens the convergence as a ↘ 0. Due to a linear quark
mass dependence rather than a quadratic dependence the operator B(1)2 is also less suppressed
than B(1)3−6 for decreasing quark masses. Depending on the choice for the mass-degeneracy we find
that one (mass-degenerate case) or four (general massive case) of the operators B(1)3−6 contribute,
which results in the corresponding multiplicity of this anomalous dimension in the spectrum. Still,
for sufficiently small quark masses contributions from B(1)1 will be dominating and behave almost
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(b) Non-perturbatively O(a) improved Wilson fermions.
Figure 8.2: Leading powers in the coupling for different numbers of flavours and N = 3 modifying
the classical a2-corrections due to quantum corrections from mass-dimension 6 operators. The
dash-dotted lines represent mass-dependent operators and are only relevant in the massive case.
Different colours indicate specific anomalous dimensions where black is the naive O(a2) term.
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Improved fermions For both Ginsparg-Wilson fermions (figure 8.2a) and non-perturbatively
O(a) improved Wilson fermions (figure 8.2b) we find that the leading powers modifying naive a2
scaling are Γ̂(2)i ≥ 0 for Nf < 8 and N = 3 in the massless case. This means the leading powers
improve the convergence as a ↘ 0 in comparison to the naive a2-extrapolation which assumes
Γ̂(2) = 0. Only with non-zero quark masses the minimal power of the coupling to be expected is
reduced to Γ̂(2)i & −0.28 for Nf < 8, which is still close to the naive power law. Due to the presence
of a multitude of operators the spectrum is dense, such that deciding which contributions actually
dominate is difficult and pile-ups or cancellations can potentially occur. Due to non-perturbative
improvement of the Wilson quarks there exist no O(a) terms in the effective to any power in the
coupling and thus contact terms arising from double operator insertions integrated over spacetime
can play no role here.
For increasing numbers of flavours of massless Ginsparg-Wilson fermions the gap between the
two lowest lying powers in the coupling increases, which may allow to treat the smallest power as
the truly dominating contribution. Also the overall density of the spectrum is reduced.
To give a general idea of the deviation from the naive a2 power law we also show the leading
logarithms in figure 8.3 for fixed number of flavours Nf = 3 again with N = 3, where we assumed
identical prefactors for all operators of the minimal basis. Depending on the prefactors of the
different contributions the overall picture will of course look vastly different. We still learn that
the largest anomalous dimensions suppress contributions such that they get close to the naive a4
power-law. Especially for Wilson fermions these are almost indistinguishable from classical a4
corrections in the range of lattice spacings covered in the plot. However, for Wilson fermions the
next-to-leading order in the lattice spacing is O(a3) in contrast to Ginsparg-Wilson fermions where
it is O(a4). All contributions for Wilson fermions getting close (or below) the black dashed line
in figure 8.3 will thus be indistinguishable from O(a3) corrections in the range of lattice spacings
covered here.

























































































Figure 8.3: Different leading logarithms modifying the classical a2 power-law due to quantum
corrections from mass-dimension 6 operators at Nf = 3 and N = 3. The dash-dotted lines represent
mass-dependent operators and are only relevant in the massive case. Different colours indicate
specific anomalous dimensions. The solid black line is the naive a2 term, the dashed black line is
the naive a3 term and the dotted black line is the classical a4 correction. The brownish dotted
line is plotted to give a comparison to the O(3) model, where the smallest value encountered is
Γ̂ = −3, and has been scaled by a relative factor of 1/10 due to steepness. All other
contributions have been given the same prefactor 100. We use r0ΛNf=3MS = 0.806 from FLAG [49]
to derive αMS(1/a) from 5-loop running [167].
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Pure gauge theory and the lattice YM Gradient flow In case of pure gauge theory the
situation is much simpler compared to full QCD since no O(a) corrections occur and only two
operators need to be considered at O(a2). Assuming the O(a4) and higher order contributions are
negligible one can use both powers in the coupling in a fit ansatz or choose the dominating one
since contributions from B(2)2 are suppressed by the power ∆Γ̂ ≈ 0.509 in the coupling compared to
B(2)1 , which may allow to distinguish them. Both anomalous dimensions are larger zero improving
the convergence as a↘ 0 compared to the naive a2-extrapolation.
When extending the Symanzik effective theory to include the Yang-Mills Gradient flow only
one additional mass-dimension 6 operator O(2)3 must be taken into account. This operator is
located at the zero flow-time boundary of the 5-dimensional theory as are the other two operators.
Due to pure gauge EOMs all contributions of O(2)3 to on-shell matrix elements vanish at zero
flow-time. At positive flow-time this is no longer the case due to changed EOMs eq. (7.6) in the
5-dimensional theory. A consequence from this is that pure gauge actions, which have been on-
shell improved on the zero flow-time boundary, still contribute O(a2) terms at tree-level for matrix
elements at positive flow-time unless the additional operator is eliminated as well. As found in
chapter 7 this additional operator has a vanishing 1-loop anomalous dimension and thus does not
affect the classical a2 power-law at tree-level of the matching. Whether this holds true to all
orders in perturbation theory is unknown. The two other operators with non-vanishing 1-loop
anomalous dimensions are suppressed by powers in the coupling Γ̂(2)1 ≈ 0.636 and Γ̂
(2)
2 ≈ 1.145.
For matrix-elements entirely located at positive flow-time, contributions from the three mass-
dimension 6 operators are the only lattice artifacts to O(a2), which cannot be described classically.
All contributions of lattice artifacts from local fields at positive flow-time or the flow action can
be treated classically as only quantities at zero flow-time require renormalisation [160].
8.2 Twisted mass QCD with Wilson fermions
As pointed out in sections 5.1.3 and 5.4 we can infer the anomalous dimensions needed for twisted
mass QCD from non-twisted QCD. For simplicity we restrict considerations to the case of maximal
twist, which is also the most interesting case due to “automatic” O(a) improvement. The absence
of T1-even operators below mass-dimension 6 in our minimal basis for tmQCD ensures that T1-even
n-point functions computed on the lattice have no O(a) corrections originating from the action.
However this does not set any matching coefficients of the mass-dimension 5 operators to zero
and they become relevant at O(a2) due to the insertion of two rather than one mass-dimension 5
operator, which results again in an overall T1-even insertion. Additional powers in the coupling

























All relevant mass-dimension 5 operators have in general nonzero tree-level matching coefficients,
which one can infer again from the naive expansion of eq. (5.10) which amounts to the naive
expansion of the Wilson Dirac operator we did before just in the twisted basis. In comparison to
non-twisted O(a) improved Wilson QCD the spectrum remains almost the same. The only new
contribution due to double operator insertion not vanishing in the massless case yields Γ̂(2)1,1 ≈ 0.138
and is slightly closer to the classically expected zero than the value found in massless non-twisted
O(a) improved Wilson QCD.
Since double operator insertions of the mass-dimension 5 operators are integrated over space-
time there will in general be contact-terms, once both operators are located at the same spacetime
points. In our renormalisation strategy this effect can be checked by inserting two operators rather
than one, each at zero momentum, in eq. (6.4). Such an operator at zero momentum is equivalent
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such that contact terms will certainly occur when two operators are inserted at zero momentum.
Due to symmetry constraints all contact terms can be parametrised by operators On of our minimal





with Wilson coefficients Cn. We are only concerned about additional UV divergences arising from
these contact terms, which must be subtracted additionally during renormalisation by choosing
proper counterterms from our minimal basis. While this will keep the diagonal entries of the
anomalous dimensions unaffected to all orders, the matching coefficients of the diagonalised mass-
dimension 6 operator basis will be changed in comparison to the case where no mass-dimension 5
operators were present. So the argument, that there are no 4-fermion operators present at tree-level
that violate chiral symmetry must be revisited. Without further knowledge we cannot make that
assumption because a double insertion of the Sheikholeslami-Wohlert term may lead to a contact
terms parametrised by such 4-fermion operators in the operator product expansion and thus lead
to non-vanishing tree-level matching coefficients. This shifts the spectrum of chiral symmetry
violating operators back down by one order in the coupling such that the smallest anomalous
dimension and thus power in the coupling is Γ̂(2)10 ≈ −0.122, again ignoring operators with overall
mass-dependence. The modified spectrum for tmQCD at maximal twist can be found in figure 8.4.
The same issue occurs for perturbatively O(a) improved Wilson fermions where not only O(a)
corrections persist at higher loop order but also contact terms will affect O(a2) due to double








Figure 8.4: Leading powers in the coupling for 2-flavour
Wilson twisted mass QCD with N = 3 and maximal twist
modifying the classical a2-corrections due to quantum cor-
rections from mass-dimension 6 operators as well as double
insertions of mass-dimension 5 operators. The dash-dotted
lines represent mass-dependent operators and are only rele-
vant in the massive case. Different colours indicate specific
anomalous dimensions where black is the naive O(a2) term.
8.3 Impact of non-zero anomalous dimensions on the contin-
uum extrapolation
With all the information on the leading logarithmic corrections at hand we will now try to sketch
some possible use cases when doing the continuum extrapolation. This involves both different
strategies for improvement of the convergence and error estimates using the spectra from the
previous part as input. In order to perform perturbative improvement we will stick to pure gauge
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theory, where less operators are present and the matching coefficients are known at O(a2) at tree-
level [60–62] and to 1-loop order in the Symanzik tree-level improved case [62]. For completeness
we also list here the tree-level matching coefficients for common choices of lattice gauge actions in
















83e1(0) + 120e2(0) + e3(0)
84
, (8.7)
where we use the coefficients ei(g0) as introduced in eq. (5.3). Notice that for pure gauge theory
without the Gradient flow b̄B3 can be arbitrary as it does not affect on-shell quantities. In this case,




which amounts to a single prefactor b̄B1 of the leading order lattice artifacts for various lattice pure
gauge actions and thus allows to compare the relative sizes of the leading order lattice artifacts.
For the ones given in table 8.1 one finds the ratio
Wilson : Iwasaki : DBW2 ≈ 1 : −3 : −16 . (8.9)
Table 8.1: Tree-level matching coefficients b̄Bi for lattice pure gauge theory and lattice YM Gra-
dient flow in the diagonal basis and the tree-level coefficients ei(0) for the plaquette (i = 0),
rectangle (i = 1), twisted chair (i = 2) and chair (i = 3) as used in eq. (5.3) with normalisation
1 = e0(0) + 8e1(0) + 8e2(0) + 16e3(0).
Action b̄B1 b̄B2 b̄B3 e1(0) e2(0) e3(0)




1008 0 0 0
Iwasaki [168] −0.0619 −0.2477 −0.2447 −0.331 0 0
DBW2 [169,170] −0.3309 −1.3236 −1.3078 −1.4069 0 0
Symanzik improved [60–62] 0 0 0 − 112 0 0
8.3.1 Symanzik improvement versus improvement of an expectation value
The discussion on perturbative (tree-level) improvement follows along the lines of [3]. However we
use here the action density E(t) at small flow-time t > 0 as an example since the YM Gradient
flow offers a more diverse set of lattice artifacts. Secondly we already computed the boundary
contributions to 1-loop in fixed order perturbation theory
〈E(t; a)〉





































O(a2) discretisation errors of the





as a byproduct of the operator renormalisation in chapter 7. This result is only valid if the flow-
time t is sufficiently small with a2  8t 1/Λ2
MS
as otherwise evaluating 〈E(t)〉 at renormalisation
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scale µ = 1/a introduces severely large logarithms and the perturbative expansion in the coupling
breaks down. Notably the contribution of B(2)2 vanishes at leading order. As mentioned earlier the
additional lattice artifacts from local fields and the flow action can all be treated classically [160]
and can be computed via[
O(a2) discretisation errors of the














E(t, x; 0) tr (Lµ(s, y)δF (2)µ (s, y))
〉
〈E(t; 0)〉 , (8.11)
where δF (2)µ are the O(a2) corrections to the flow equation, i.e.,
∂tBµ(t, x) = DνGνµ(t, x) + a
2δF (2)µ (t, x) + O(a4) , (8.12)
and δE(2) are the O(a2) corrections of the action density, which of course depend on the chosen
discretisations. Being able to treat both contributions classically implies that matching of the
coefficients in δF (2)µ and δE(2) in our SET reduces to the naive expansion in the lattice spacing.
Thus using Symanzik tree-level O(a2) improved flow action and local fields at positive flow-time
leads to O(a2) improvement to all orders [162] up to the contributions on the zero flow-time





latter contributions are given to 1-loop order in eq. (8.10). In case of the flow action Symanzik
O(a2) improvement can e.g. be achieved by choosing the Zeuthen flow [162, 171], and the action
density only needs to be classically improved1.
A common technique for dimensionless short-distance observables, i.e. here small flow-time,
is to perform improvement at the level of the expectation value using perturbative results such as
eq. (8.10) as input, see e.g. [63, 64] for tree-level improvement or [65–68] for examples with higher
orders in perturbation theory and with a combination of improvement of action and observable.
For simplicity we assume for now that both the flow action and the action density are Symanzik
improved to keep the formulae compact. Tree-level improvement of 〈E(t)〉 can then be achieved
through







































but also a subtraction or similar prescriptions as well as proper combinations of different discreti-
sations of the same local field are valid. Here b̄Bi denote the 1-loop matching coefficients. After
removing (here: dividing out) the tree-level lattice artifacts the remainder in eq. (8.14) contains
a term with ln(8t/a2)αMS(1/a) at 1-loop order. Keeping the flow-time t fixed as a↘ 0 this term
shrinks slower than all the other terms and will eventually dominate the behaviour at smallest
a. This contradicts the name “tree-level improvement” which suggests that the leading term is a
constant times αMS(1/a). Such terms are known as leading logarithms (LL) and can be absorbed







= 1− β0γ̂B1 ln(8t/a2)αMS(1/a) + O(α2MS(1/a)), (8.15)
1Classical improvement means that no O(a2) terms are present in the naive lattice spacing expansion.
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remember γ̂Bi = (γ0)Bi /β0, and instead divide out













]γ̂B1 − b̄B3) (8.16)




























The result has no logarithmic dependence on the lattice spacing at 1-loop order and is thus not only
tree-level but also Renormalisation Group improved. In case the contribution from B(2)2 does not
vanish at tree-level one would only need to add a third term analogously to the one for B(2)1 . For
1-loop improvement we could have just as well divided out the entire 1-loop boundary contribution
from eq. (8.10), assuming that the 1-loop matching coefficients b̄Bi are known. In this case the
lack of Renormalisation Group Improvement only gets shifted by one loop order, i.e. we expect
next-to-leading logarithm (NLL) contributions of the form lnn(8t/a2)α2
MS
(1/a) with n = 1, 2 which
are again troublesome for a↘ 0 at fixed t. All these issues stem from dividing out lattice artifacts
a posteriori and can be avoided by using a (perturbatively) Symanzik on-shell improved action,
which automatically ensures Renormalisation Group Improvement. On the other hand performing
both tree-level and Renormalisation Group improvement a posteriori should yield a comparable
reduction of lattice artifacts compared to Symanzik improvement with slightly differing 1-loop and
higher order coefficients for the O(a2) lattice artifacts. These corrections then depend on the chosen
improvement stategy, i.e. dividing out, subtraction etc. of O(a2) lattice artifacts to LL order.
For lattice artifacts from the flow action or local fields at positive flow-time Symanzik im-
provement is even more advantageous compared to tree-level improvement at the level of the
flowed quantity. The latter only removes all tree-level corrections at O(a2) for the flowed quantity
as discussed earlier but keeps all lattice artifacts at higher loop order in O(a2) and thus also con-
tributions from the flow action and local fields. At first this may seem counter-intuitive as vertices
parametrising lattice artifacts from the flow action or the local fields can only occur in so called
“tree-graphs” [155, 160], but this refers only to contributions at positive flow time and makes no
statement on the zero flow-time boundary where all loop corrections are located. Then performing
tree-level improvement at the level of a flowed quantity only ensures that the linear combination of
all tree-level corrections vanishes while Symanzik improvement systematically removes all vertices
parametrising the O(a2) corrections of both flow action and local fields at positive flow-time. Of
course this is only true because the matching coefficients of the flow action and local fields are
identical to the tree-level coefficients. For all lattice artifacts originating from the zero flow-time
boundary Symanzik (nI − 1)-loop improvement only sets the first nI matching coefficients to zero.
Practical example t2 〈E(t; a)〉 To highlight some details of tree-level improvement at the level
of the expectation value we consider here results for the action density in the pure gauge ensembles
sftn with n ∈ {2, 3, 4, 5, 6}.2 These configurations are at very small lattice spacings and the corre-
sponding MS couplings reached are αMS(1/a) ∈ {0.176(1), 0.1530(8), 0.1405(6), 0.1261(5), 0.1175(5)}
according to 5-loop running [167] in continuum pure gauge theory using
√
8t0ΛMS = 0.6227(94) [158]
as input. So we are well within the perturbative region for αMS(1/a). Unfortunately these ensem-
bles did not use the Lüscher-Weisz action nor the Zeuthen flow but the Wilson action and Wilson
flow, i.e. no Symanzik improved action or flow. For the discretisation of the action density a linear
2These ensembles use spatially periodic boundary conditions and open boundary conditions in time direction
with large volumina, such that translational invariance is approximately restored sufficiently off the time boundary
with x0 &
√
20t0 [82]. The bare couplings β = 6g20
∈ {6.2556, 6.5619, 6.7859, 7.1146, 7.36} translate roughly into the
lattice spacings 100a ∈ {6.2, 4.2, 3.1, 2.1, 1.6}fm for the ensembles used here.
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combination of the plaquette and clover discretisation with weights ξ and (1 − ξ) respectively is




























Gρσ(t, x)δµνσ . (8.19)
The additional total divergences, here called ∂µKµ, in δE(2) can be dropped in anticipation of
translational invariance of the vacuum expectation value 〈E(t, x)〉 in infinite volume. The leading
































+ O(αMS(1/a)) . (8.21)
With this input we already know that tree-level O(a2) improvement of the vacuum expectation
value 〈E(t)〉 can be achieved by the choice ξ = 1/4, which ensures that all O(a2) effects from the
zero flow-time boundary, flow action and observable cancel out at tree-level. As already discussed,
this does not ensure absence of the LL corrections occurring in eq. (8.10), which can be eliminated
additionally. In case of the Wilson action these LL are




































where the subleading a2-terms are indicated in the O(. . .) with their respective leading powers in
the coupling.
Before we can attempt a continuum extrapolation we first need to discuss another contribution
of lattice artifacts due to scale setting. This is needed to fix the flow-time t in units of a scale, here





We discuss the two cases c ∈ {0.085, 0.3}, which we identify with the scales τ0 ≡ t0.085 and
t0 ≡ t0.3, where t0 and t0/τ0 are needed for continuum running of the coupling to obtain αMS(1/a)
and αMS(1/
√
8t) while τ0 is used to actually fix the flow-time at finite lattice spacing. We know







The value of c or equivalently tc determines whether the LL of the additional lattice artifacts can
be described perturbatively, i.e. αMS(1/
√
8tc) is sufficiently small or not. For τ0/t0 this is not
the case because t0 is too large and we cannot perform Renormalisation Group Improvement by
dividing out the LL. So we have to extrapolate in plain a2, which is then the leading order due to
zero 1-loop anomalous dimension, see figure 8.5.
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Figure 8.5: Continuum extrapolation of τ0/t0. A plain a2-extrapolation was used due to t0 being
in the non-perturbative region and leading anomalous dimension being zero.
Table 8.2: Continuum extrapolated values of tree-level improved t2 〈E(t; a)〉 at small flow-times
with and without the leading logarithmic corrections divided out.
t/t0 [10
−2] 5.02(1) 6.03(1) 10.02(3) 11.02(3)
t2 〈E(t)〉TL [10−2] 6.1833(19) 6.5001(19) 7.6079(11) 7.8624(9)
t2 〈E(t)〉TL,RG [10−2] 6.1843(18) 6.5008(17) 7.6083(10) 7.8627(8)
For the continuum extrapolation of the action density we then consider the dimensionless
































Dividing out this leading term ensures Renormalisation Group improvement such that the leading
order corrections are O(a2αMS(1/a)) without additional logarithms. Although the overall pre-
factor of the LL correction in case of the Wilson plaquette action is fairly small, we still find
a non-negligible effect in figure 8.6 when dividing out the LL corrections. Both cases without
and with LL corrections divided out have been continuum extrapolated with an a2 ansatz and
an a2αMS(1/a) ansatz respectively, where the three or four of the smallest lattice spacings were
included, which corresponds roughly to a2/t . 2/3. The results at the four different flow-times
are listed in table 8.2. Both extrapolations yield the same result well within the uncertainties
but the Renormalisation Group improved expectation value of the action density has a less steep
dependence on the lattice spacing amounting to a reduction of O(20 ∼ 30%) of the lattice artifacts
at the flow-times and largest lattice spacing included in the extrapolations.
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(a) t/t0 ∈ {0.0502(1), 0.0603(1)} from bottom to top









(b) t/t0 ∈ {0.1002(3), 0.1102(3)} from bottom to top
Figure 8.6: Continuum extrapolation of the action density 〈E(t)〉 using the linear combination
(plaquette, clover) = (1/4, 3/4) to achieve tree-level O(a2) improvement in combination with the
Wilson action and Wilson flow (×). As a second step, the leading logarithm from the operator at
zero flow-time is divided out (+). The dotted line is a naive a2 extrapolation while the dashed line
makes use of the known leading power in the coupling a2αMS(1/a), where the coupling has been
obtained from 5-loop running [167] using
√
8t0ΛMS = 0.6227(94) [158] as input. The continuum
extrapolated value of the Renormalisation Group improved case has been shifted to the left for
readability.
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O2,O4
T, 0 T, r
0, 0 0, r
Figure 8.7: Feynman graph relevant to compute the O(a2) corrections
of the static quark potential Vqq(r) at tree-level in Symanzik effective
theory.
Static quark coupling αqq Another example for improvement of short-distance observables
has been discussed in [3] for the force between static quarks separated by spatial distance r or







, r = |r|, (8.27)
associated with the force. The static quark potential Vqq has been introduced in eq. (5.50) and we
give here only its tree-level result including O(a2) effects for small distance r






+ a2 {δV2(r) + δV4(r)}+ O(a2g20 , a4)
)
. (8.28)
The two contributions δV2(r) and δV4(r) can be obtained by computing the graph depicted in
figure 8.7 with insertion of the operators O(2)2 and O
(2)
4 respectively in momentum space and then




























































j . Since we are only interested in |r| > 0 the operator insertion of O
(2)
2 does not
contribute at tree-level. The contribution of the other operator O(2)4 depends on the chosen di-
rection of r due to broken O(4) symmetry. To compare different directions we choose the three


































8.3. Impact of non-zero anomalous dimensions on the continuum extrapolation
where we normalised the chosen r to ensure comparability while on the lattice one must of course
choose integer valued multiple of the lattice spacing. In this example the smallest lattice artifacts
are found for the face diagonal. To continue the discussion we choose the on-axis direction as
it offers the minimum distance available on the lattice. Assuming the lattice derivative ∂lattr in
eq. (8.27) is chosen as
∂lattr f(r + a/2) =
9
8
f(r + a)− f(r)
a
− f(r + 2a)− f(r − a)
24a
= ∂rf(r + a/2) + O(a
4) (8.34)
ensures that no additional O(a2) effects arise from the discretised lattice derivative. Then the








4, a2αMS(1/a)) , (8.35)
where we switched to the diagonal basis which does not change anything here since the contribution
of the second operator vanishes to the given order. From Symanzik Effective theory we thus know
that the tree-level and Renormalisation Group improved coupling is











and the leading lattice artifacts are then expected to be of the form











In case the tree-level improvement is performed to all orders in the lattice spacing, see e.g. [64] where
an improved distance rI is defined such that all tree-level lattice artifacts of the force are eliminated,
the Renormalisation Group improvement at O(a2) can still be established by additionally dividing
out












For the improved force a modified version of the improved distance rI must be used to ensure
absence of TL lattice artifacts to all orders in the lattice spacing. The benefit of using an improved
derivative is that the different couplings αMS(1/rI) and αMS(1/a) do not get mixed in the O(a
2)
lattice artifacts. On the other hand the use of an improved derivative limits the available short
distance region further and it may be beneficial to use an unimproved derivative instead, for which
the prescription of Renormalisation Group Improvement in eq. (8.38) remains unchanged.
The generalisation to arbitrary short-distance observables as well as different tree-level im-
provement strategies is straight forward. It requires only the tree-level O(anmin) contributions of
the minimal basis computable in Symanzik Effective theory.
8.3.2 Using Γ̂i for an error estimate
We can only speculate on how the leading anomalous dimensions will be used in the future. Espe-
cially for full lattice QCD the large number of anomalous dimensions and dense spectrum thereof
will make an explicit use difficult due to various contributions competing as the leading ones. In-
stead the uncertainty stated for the continuum extrapolation should incorporate the various possi-
bilities for leading powers in the coupling and of course take into account that the next-to-leading
order lattice artifacts, i.e. anmin+1, are not necessarily subleading depending on the considered
range of lattice spacings. The latter should be done anyway by now. It is also important to keep
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in mind that the spectra in figure 8.2 have a broad range of values such that the subleading powers
in the coupling for the smallest Γ̂i will be as important as the larger Γ̂i or even dominant over the
larger Γ̂i when considering non-perturbatively O(a) improved Wilson quarks.
To get an idea what might happen due to the various powers in the coupling we consider
massless Ginsparg-Wilson fermions with several choices for the O(a2) coefficients corresponding
to each leading power in the coupling, i.e. we neglect subleading powers both in the coupling and
in the lattice spacing. Firstly we consider the case with identical leading order contributions for
each power in the coupling. Since this will not reflect the typical lattice data – in general we
expect accidental cancellations and pile-ups of lattice artifacts – we also give three examples of
coefficients chosen with a Gaussian distribution3 around zero which may cover some more realistic
scenarios. According to any of these coefficients we may now generate dummy data lying on our
theoretical curve with equally sized dummy uncertainties. Keep in mind that we neglect here the
statistical fluctuations of the central values which one would of course encounter for statistical
estimates extracted from lattice data. We also use a larger number of data points than what is
usually available.
Using the dummy data we may then use fit ansätze guided by our results but also some typical
choices in the literature and compare the deviation from the true continuum value as has been done
in figure 8.8. Depending on the chosen coefficients (and of course also on the somewhat arbitrary
uncertainties, here chosen to be 2.5 % of the difference between the minimum and maximum value
of the predicted curve in the considered range of lattice spacings), we find that the naive a2-
extrapolation can deviate up to 3 standard deviations from the correct continuum value for data
points that seem indistinguishable from a straight line in the considered range of lattice spacings
and also the ansatz a2[αMS(1/a)]
min(Γ̂i) does not improve the situation by much, while the ansatz
a2[αMS(1/a)]
¯̂
Γ with ¯̂Γ = 17
∑
i Γ̂i sometimes overcompensates. A special case is figure 8.8d, which
at least hints at the fact that a straight line of the last three points may be a bad choice for
an extrapolation due to its curvature. It also shows how problematic pile-ups and cancellations
can be already for the limited dense spectrum of Ginsparg-Wilson fermions. In all four cases the
three parameter extrapolations both with naive a2 plus naive a4 term and with guided choice




which are at least closer to the correct continuum value. Again, keep in mind that we neglected
a4 or higher order corrections entirely. Instead the three parameter extrapolations may serve




Γ by comparing the central values and more generally whether a two parameter
ansatz of a2 accompanied by some power in the coupling is reasonable. The three parameter




Γ, which should be taken into account somehow.
The samples are used here only to highlight the main issues arising from the various con-
tributions to O(a2). There are certainly much more thoughts required on how to make proper
error estimates as well as on how to treat data that is curved as in figure 8.8d. At least now we
know the leading powers in the coupling for each contribution. For pure gauge theory all of this
will be less difficult due to having to deal with only two (or three for Gradient flow) anomalous
dimensions instead of 7 for massless Ginsparg-Wilson fermions or even more for non-perturbatively
O(a) improved Wilson fermions.
3The coefficients were chosen from O(25) different samples, where cases like figure 8.8d occurred roughly three
times. We make no claim on representativeness of the chosen number of cases.
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(a) d = (1, 1, 1, 1, 1, 1, 1)/7




















(b) d ≈ (0.18,−0.16, 0.14, 0.26,−0.20, 0.01,−0.06)
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(c) d ≈ (−0.01, 0.10,−0.03,−0.02, 0.21, 0.20, 0.20)






















(d) d ≈ (−0.20,−0.28, 0.06, 0.06, 0.01, 0.07, 0.15)
Figure 8.8: Examples for continuum extrapolations with dummy data using our results for




Γ̂i with coefficients di, chosen to be identical (top left) or Gaussian dis-
tributed (others), and Γ̂ ≈ (1, 1.64, 0.76, 0.25, 0.67, 1.14, 1.49). For better readability the different
extrapolation attempts have been shifted to the left. All ansätze used can be found in the legend
of the plot at the bottom, where ¯̂Γ = 17
∑
i Γ̂i is the average power in the coupling.
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8.4 Using multiple lattice fermion actions
As mentioned earlier the use of more than one lattice discretisation for different flavours inevitably
breaks flavour permutation symmetry. Nonetheless the symmetry constraints for the subsets of
flavours simulated with either discretisation do not change.
To understand the implications let us assume for now only two different lattice discretisations















f = 1 or N
Q
f = 1 as in this
case less operators would contribute due to Fierz identites. While the overall flavour symmetries
such as SU(Nf)V and even flavour permutation symmetry are broken, the symmetry constraints for
the subsets q and Q remain intact, i.e. here SU(Nqf )L×SU(N
q
f )R×U(1)V for the set q and SU(N
Q
f )V
for the set Q. Other symmetries like H4 symmetry, gauge symmetry or C, P, T invariance remain
intact as well. Consequently our considerations for the minimal basis remain the same and we
expect only more combinations in flavour space.
For our specific example the minimal basis at mass-dimension 6 (we assume here O(a) improved

























Γ = {1, γ5, γµ, γµγ5, σµν}, Γchiral = {γµ, γµγ5}. (8.39)
The only truly new operators are (q̄Γchiralq)(Q̄ΓchiralQ) and (q̄ΓchiralT aq)(Q̄ΓchiralT aQ) while the
others were to be expected due to the symmetry constraints on the flavour subsets. Notice that
operators from both sets of flavours are allowed to mix as they transform trivially under one
another’s flavour symmetry transformations. Operators with explicit mass-dependence have been
discarded again but we expect an increased number of such operators as well.
While the absence of 4-fermion operators that break chiral symmetry and mix the flavour
subsets is due to symmetry constraints it reveals something about the mixing between differently
flavoured 4-fermion operators in eq. (6.55), in particular the subblocks B and H in eqs. (6.57)
and (6.61). There one finds that only operators invariant under chiral rotations are allowed to
mix into differently flavoured 4-fermion operators. If this was not the case our minimal basis in
eq. (8.39) would be incomplete.
All information on the mixing of the operators in eq. (8.39) is actually contained in the mixing
of the single flavour bilinears as well as single flavour and 2-flavour 4-fermion operators (plus some
redundant part, see e.g. section 6.4). For the 4-fermion operators the relevant information can be
found in eqs. (6.26) and (6.28), while their contributions to the pure gauge operators and fermion
bilinears have been given only for flavour singlets so far. To give the reader all results necessary
to cover the cases discussed here we also give the fully flavoured mixing matrix that we obtained
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−2δj,11 + 2δj,12 + N−2N δj,13 + δj,14
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160N (δj,11 − δj,12) δfe
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(me′MS)3Of ′(−1)1 , (8.41)
where again 4πᾱ = αMS,
∑
f ′ denotes the summation over all flavours f
′ and for multiple indices
in a Kronecker delta applies the rule from eq. (A.18). The generalisation to more/different actions
with flavour subsets compatible to our symmetry constraints is thus straight forward but requires
a specific choice of the Nq,Q,...f . In particular the extension to N
q
f = 1 or N
Q
f = 1 is of course
possible. For each choice the renormalisation of the proper minimal basis can be reconstructed
from the fully flavoured mixing but depends on the Nq,Q,...f , which makes a general statement




We started the analysis of the leading logarithmic corrections to lattice artifacts from the action
of lattice pure gauge theory and lattice QCD at O(a) and O(a2) under the impression of the
O(3) model, where such corrections a2[αMS(1/a)]
Γ̂(2) can be as problematic as Γ̂(2) = −3 [1, 2].
Contributions from the action are the only relevant ones for spectral quantities and we will limit
the discussion here to such quantities unless mentioned otherwise. For both, lattice pure gauge
theory and lattice QCD with Wilson, twisted Wilson or Ginpsarg-Wilson quarks we do not find such
problematic behaviour. Lattice pure gauge theory has only two operators at mass-dimension 6 with
leading powers in the coupling Γ̂(2) ∈ {0.636, 1.145} parametrising all lattice artifacts relevant for
spectral quantities, thus improving the convergence as a↘ 0 compared to classical a2 behaviour.
Generalisation of pure gauge theory to static quarks does not introduce any new operators to the
minimal basis at O(a2) nor does the use of smeared gauge links in the static quark action change
the tree-level matching coefficients and we expect precisely the same behaviour of the leading
lattice artifacts. The situation for lattice QCD is more difficult.
Firstly, there are O(a) corrections for unimproved Wilson quarks, which introduce one mass-
independent mass-dimension 5 operator, the so called Sheikholeslami-Wohlert term, and several
mass-dependent operators. While the Sheikholeslami-Wohlert term again improves convergence
due to Γ̂(1)1 =
2
33−6Nf at N = 3, the mass-dependent operators have only Γ̂
(1) & −0.6 for Nf ≤ 8
and thus worsen the convergence as a ↘ 0. This may not be an issue for sufficiently small quark
masses, e.g. Nf < 4 for physical quark masses, since the additional mass-dependence is expected
to suppress the contributions. However, the fact that such contributions are present should be
kept in mind and the impact thereof should be checked if possible. Assuming Γ̂(1)1 is in fact the




1 rather than the classical a, but this is not expected to have a large impact as
e.g. for Nf = 3 we find Γ̂
(1)
1 ≈ 0.133 rather close to zero. For incompletely O(a) improved Wilson
quarks, i.e. perturbatively (nI−1)-loop improved Wilson quarks, not only some (depending on nI)
severely suppressed O(a) effects remain as the overall spectrum is shifted by Γ̂(1)→ Γ̂(1) + nI but
also additional contact terms contribute to O(a2) due to the double insertions of the remaining
mass-dimension 5 operators and have to be taken into account in the perturbative matching of
SET and the underlying lattice theory.
In the case of non-perturbatively O(a) improved Wilson quarks or Ginsparg-Wilson quarks
the impact of massive operators is less severe and one finds Γ̂(2) & −0.28 for Nf ≤ 8. For Nf < 8 all
leading powers in the coupling from operators persistent in the zero mass limit improve convergence,
but the smallest power is Γ̂(2)4 & 0.005, which is much closer to zero than in the case of pure
gauge theory. A more troubling feature of the spectra for both Wilson and Ginsparg-Wilson
fermions is the presence of 4-fermion operators which leads to a very dense spectrum of several
Γ̂(2) such that no contribution clearly dominates. This will in general lead to cancellations and pile-
ups amounting to complicated lattice artifacts. While Ginsparg-Wilson fermions have only seven
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operators contributing in the massless case, improved Wilson fermions have already 13 different
ones. The range of leading powers in the coupling goes (at Nf = 3) up to Γ̂
(2)
2 ≈ 1.6 for Ginsparg-
Wilson fermions and up to Γ̂(2)13 ≈ 2.7 for improved Wilson fermions, which will yield contributions
indistinguishable from a3 or maybe even a4-corrections for the latter at small lattice spacings. Due
to the wide spread of the leading powers in the coupling the subleading corrections of the mass-
dimension 6 operators with smallest leading powers may still be larger than the leading corrections
of mass-dimension 6 operators with largest leading powers.
When considering two maximally twisted Wilson quarks the overall spectrum to be expected is
almost the same as for non-perturbatively O(a) improved Wilson quarks but with three additional
leading powers in the coupling due to double insertions of mass-dimension 5 operators. These
double insertions also lead to contact terms that affects the matching coefficients at O(a2) and thus
may invalidate the vanishing of the tree-level matching coefficients for chiral symmetry violating 4-
fermion operators. This reduces the corresponding leading powers in the coupling by one compared
to non-perturbatively O(a) improved Wilson quarks. The minimal power for operators present in
the massless limit is then Γ̂(2) ≈ −0.122 or if the tree-level matching coefficients still vanishes
despite of contact terms Γ̂(2)1,1 ≈ 0.138. In both cases the leading powers are very close to zero
and thus do not impact the classical a2 behaviour particularly. For (nI − 1)-loop perturbative
O(a) improved twisted Wilson quarks the leading power is at least shifted up by one, while Γ̂(2)1,1 is
even shifted by 2nI. In the case of non-perturbative O(a) improvement Γ̂
(2)
1,1 and any other leading
powers due to double insertions of mass-dimension 5 operators are absent, which yields exactly the
same spectrum as for untwisted non-perturbatively O(a) improved Wilson quarks.
The generalisation of our results to two or more different lattice discretisations for separate
flavours does not yield anything new except a few more operators in the minimal basis due to broken
flavour permutation symmetry. The overall spectrum then depends on the specific discretisation
choices for different flavours and can be obtained from the flavour dependent mixing given in
section 8.4.
A special case is the Yang-Mills Gradient flow as local fields at positive flow-time do not in-
troduce additional non-zero anomalous dimensions and can be treated fully classically. At zero
flow-time this would not be the case, which is the reason we limited ourselves to spectral quantities
so far as anomalous dimensions would depend on the local fields involved. Hence for the Yang-
Mills Gradient flow corrections from local fields at positive flow time can be easily worked into the
SET by doing the naive expansion in the lattice spacing to obtain tree-level matching coefficients.
Alternatively one can immediately choose classically improved local fields, which then limits con-
tributions of leading order lattice artifacts to the action at zero flow-time or the flow action unless
the latter is classically improved as well. This fact also allows to severely limit all contributions
relevant to O(a2) by classically improving all flow quantities as well as the flow action, which then
only leaves the anomalous dimensions (and contributions) from the mass-dimension 6 operators of
the pure gauge action at zero flow-time and any local fields also present at zero flow-time. Due
to modified EOMs in the 4+1-dimensional theory of the Yang-Mills Gradient flow one additional
operator is needed to parametrise all lattice artifacts from the action to O(a2). As it turns out this
operator has a vanishing 1-loop anomalous dimension and thus behaves classically to that order
(and tree-level contributions can be easily divided out without leaving large leading logarithms
at O[a2αMS(1/a)]). Whether this is by accident or holds true to all orders by some symmetry
argument is unknown and needs additional insight. If contributions of this third operator are
not removed it dominates the leading lattice artifacts together with any lattice artifacts from any
unimproved flow quantities, which all give naive a2 corrections while the other two operators at
zero flow time again introduce leading powers in the coupling Γ̂(2) ∈ {0.636, 1.145} as in the case
of pure gauge theory without the flow.
What we can learn from this is fourfold. Firstly, as mentioned before, the approach of the
continuum limit as a ↘ 0 is in all considered lattice theories expected to be well-behaving, i.e.,
no significantly negative powers in the coupling such that the leading logarithms either worsen the
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naive an (n = 1, 2) power-law only slightly or even improve convergence.
Secondly, we have now the leading logarithmic corrections an[αMS(1/a)]
Γ̂(n) to the an power-law,
which should be used in continuum extrapolations as a proper ansatz rather than the naive an.
However, for full QCD and O(a2) corrections this will likely not be very effective due to the dense
spectrum such that one should refrain from using one (or multiple) explicit Γ̂ and instead modify
the Γ̂ in the range of powers predicted by the SET to get a better handle on the overall systematic
uncertainty of the continuum extrapolation. How this can be done in practice remains to be seen.
Thirdly, aside the observation that SET can give helpful insight into the small lattice spacing depen-
dence, we find that perturbative Symanzik improvement will significantly improve the convergence
when tree-level improvement is carried out. Especially for non-perturbatively O(a) improved Wil-
son and Ginsparg-Wilson fermions we find that removing only the three operators O(2)2 , O
(2)
4 and
O(2)10 of the non-diagonal basis (apart from massive operators) at tree-level will roughly increase
the minimum of the spectrum by 1 and thus do the same for the leading powers in the coupling.
Since all three operators preserve chiral symmetry, the shift in the spectrum applies only to all
chirally symmetric elements of our minimal basis, while the spectrum of operators violating chiral
symmetry remains unaffected, which is only relevant for the Wilson case, while for Ginsparg-
Wilson fermions the entire spectrum gets shifted. For twisted mass QCD at maximal twist also
the mass-dimension 5 operators would need perturbative (nI − 1)-loop improvement to shift their
contributions through double operator insertions, which also introduce contact terms modifying
the tree-level matching coefficients. Perturbative O(a) improvement of maximally twisted QCD
then immediately shifts all these contributions to the spectrum at O(a2) by 2nI. The benefit of
Symanzik improvement becomes even more apparent for the Yang-Mills Gradient flow, where one
can remove all contributions at O(a2) to all orders in perturbation theory that do not originate
from the zero flow-time boundary [162].
Fourthly, short-distance observables with distance r, which have been tree-level improved at the
level of expectation values, suffer from leading logarithmic corrections O(an ln(a/r)αMS(1/a)) that
remain. These ln(a/r) can be taken care of by Renormalisation Group improvement, which requires
exactly the anomalous dimensions computed here (plus additional anomalous dimensions for each
local field for non-spectral quantities). Upon removal of the leading logarithms the remainder is
finally of O(anαMS(1/a)) without any logarithms of the lattice spacing at 1-loop. For higher order
perturbative improvement with Renormalisation Group Improvement the anomalous dimensions
are also needed to higher loop orders.
So far we focused on parts which are contained within the results of this thesis – probably
requiring some effort to extract the desired information. There are, however, topics we did not
consider or explicitly excluded from the beginning. We give here only an overview of some aspects
that should be done making no claim to be exhaustive.
Staggered quarks Due to reduced symmetry constraints for staggered quarks the minimal basis
of operators at mass-dimension 6 has to be derived. We only know that the entire minimal basis of
Ginsparg-Wilson fermions will be present as a subset due to less restrictive symmetry constraints.
Thus the minimal spread of the anomalous dimensions as well as both lower and upper bounds for
the maximum and minimum values of Γ̂ are known. Whether the additional operators introduce
additional anomalous dimensions within these bounds is unknown and should be checked. This
is particularly important because of the prominent position staggered fermions have in lattice
QCD simulations due to low computational cost. Two things should also be established alongside
these leading logarithms. Firstly a proof of renormalisability of staggered quarks to all orders in
perturbation theory as has been done for Wilson [88] and Ginsparg-Wilson fermions [89], using the
power counting theorem for staggered quarks [172]. Secondly a proof that rooted staggered quarks
give in fact the correct continuum physics as a↘ 0, see e.g. [173]. Both are needed to ensure that
SET with QCD as the continuum action is applicable.
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Chapter 9. Discussion
Gradient flow for full QCD In this thesis we only computed the anomalous dimensions needed
for the Yang-Mills Gradient flow, i.e. pure gauge theory. In the presence of quarks there is also an
additional fermion bilinear needed for the minimal basis at the zero flow-time boundary as derived
in section 7.1. To distinguish the mixing of these operators one then needs a second renormalisation
condition because we would have now two different mixing contributions mixing among each other
and into the full QCD on-shell basis that are not available from QCD at zero flow-time. Since
the additional fermion bilinear vanishes at tree-level when inserted into the vacuum expectation
value of the action density E(t) or any other operator at positive flow-time without fermions one
likely must go to higher loop orders to obtain the 1-loop mixing of this operator. In case also the
quark fields are flowed, see e.g. [174, 175], multiple new operators will become relevant including
new O(a) terms for Wilson quarks and local fields at positive flow-time involving quark fields or
the associated Lagrange multipliers require renormalisation [174]. This complicates the situation
as composite operators at positive flow-time now carry anomalous dimensions, which are known,
if quark fields are present.
Corrections from local fields Except for the Yang-Mills Gradient flow all considerations have
been limited to spectral quantities like masses of hadrons. In case one is interested in non-spectral
quantities like e.g. matrix elements also the contributions from local fields used to extract the
desired matrix element from the lattice need to be taken into account. For spectral quantities
these additional contributions cancel out. Each local field then has its own minimal basis of higher
dimensional operators constrained by the transformation properties of the local field, where each
element of the basis contributes an additional anomalous dimension. Apart from total divergence
operators, which now need to be kept in the basis for the local fields, the entire analysis can
proceed as for the minimal basis of the action and then be used in eq. (4.42) generalised to n-point
functions. One example of such anomalous dimensions has been briefly discussed in [3] for the O(a)
corrections of the non-singlet vector and axial vector current for Wilson quarks following [176]
V r,sµ (x) = ψr(x)γµψs(x) + a c
V ∂νT
r,s
µν (x) , (9.1)
Ar,sµ (x) = ψr(x)γµγ5ψs(x) + a c
A ∂µP
r,s(x) . (9.2)
The additional anomalous dimensions for the non-singlet tensor current T r,sµν (x) and the pseudo








, γ̂P = −3 γ̂T . (9.3)
The tree-level matching coefficients cV,A are zero due to vanishing of the O(a) terms in the naive
expansion in the lattice spacing of both vector and axial vector currents, i.e. Γ̂ ∈ {1 + γ̂V , 1 + γ̂P }.
Again both leading powers in the coupling modifying the classical a power-law are larger zero (for
Nf < 11) and thus improve convergence. However there is no guarantee that this will always be the
case for other local fields and their additional anomalous dimensions. The only way to be certain
is to compute all the relevant 1-loop anomalous dimensions. For fermion bilinear operators with
Wilson fermions the necessary O(a) improvement coefficients (and thus the corresponding minimal
operator basis) have been worked out in [176,179,180].
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EOM equation of motion
GW Ginsparg-Wilson
HQET Heavy Quark Effective Theory




LPT lattice perturbation theory
LRT lattice regularised theory
MS modified minimal subtraction
MS lat lattice minimal subtraction
QCD Quantum Chromodynamics
QFT Quantum Field Theory
RGE Renormalisation Group Equation
RGI Renormalisation Group Invariant
RI regulator independent
SET Symanzik effective theory
SM Standard Model




Unless mentioned otherwise indices occurring exactly twice imply summation based on the Einstein
summation convention. The occurring indices are distinguished in the following way:
• Space-time components:
Lower-case Greek indices as subscripts run over all dimensions, e.g. pµ with µ ∈ {0, 1, ..., (D−
1)} denotes any component of a vector.
• Purely space components:
Lower-case Latin indices as subscripts run over all dimensions except time, e.g. pj with
j ∈ {1, 2, ..., (D − 1)} denotes any component of a vector excluding time. There are excep-
tions from this rule:
– Indices numbering our operators of mass dimension 5 and 6 and the corresponding
renormalisation factors as well as coefficients,
– Indices numbering external fields in a Green’s function.
• Colour components in the adjoint representation:
Lower-case Latin indices as superscripts run over all generators of the su(N) algebra, e.g. φa
with a ∈ {1, 2, ..., (N2 − 1)} is the component of the field φ = φaT a corresponding to the
generator T a labelled by the index a.
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A.3. su(N) algebra
• Colour components in the fundamental representation:
Upper-case Latin indices as subscripts run over all colours, e.g. ψA with A ∈ {1, 2, ..., N} is
the fermionic field with colour A.
A.3 su(N) algebra





= −TFδab . (A.1)
They obey the commutation relations [
T a, T b
]
= fabcT c , (A.2)
with the totally antisymmetric structure constants fabc, which fulfil
fabcfabd = CAδ
cd , fadefabc = faebfacd + facefabd , (A.3)




a ∈ su(N) , Aaµ(x) ∈ R . (A.4)
From these gauge fields one can construct the field strength tensor
Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ] ≡ [Dµ, Dν ] , (A.5)





where Dµ is the covariant derivative. In the fundamental representation the covariant derivative
takes the following form




∂ µ −Aµ , (A.7)




The generators fulfil the identity [181, p. 141ff.]
T aABT
a
CD = α (δADδBC − βδABδCD) ,
with free coefficients α, β. Contracting the above relation on both sides with δAB or T bBA yields




−TFT bCD = αT bCD ⇒ α = −TF .





















































For the gamma matrices we use the hermitian Euclidean set fulfilling the Clifford algebra, see
e.g. [71, p. 330f.],
{γµ, γν} = 2δµν14×4 . (A.11)
These matrices are connected to the ones in Minkowski space as γ0 = γM0 and γj = −iγMj for
j = 1, 2, 3. Additionally we define















where σµν = i2 [γµ, γν ]. The γ-matrices form a complete orthonormal basis Γ{µ} of the hermitian
4× 4 matrices with scalar product







, Γ{µ} ∈ {1, γµ, γ5, iγµγ5, σµν/
√
2}, (A.15)
where tr 4 denotes the trace on 4× 4 matrices.

















, where {p} = {p1, . . . , pn} . (A.16)






pnµ , n ∈ N \ {1} , p ∈ R4 , (A.17)
where all cases n > 2 imply broken O(4) symmetry. For broken O(4) symmetry we use a generali-
sation of the Kronecker delta
δµ1...µn =
{
1 if µi = µj∀i, j = 1, . . . , n
0 else.
(A.18)



































In case we can substitute the momentum to be integrated over in such a way that the denominator
only depends on its squared value, all momenta with free indices to be integrated over can be
replaced by, see e.g. [149, p. 806f.],∫
p
f(p2)pα1 . . . pα2n =
Γ(D/2)
2nΓ(D/2 + n)




where δ(α1α2 . . . δα2n−1α2n) denotes the sum of products of Kronecker deltas δµν symmetric under









, m, n ∈ N . (B.2)
Integrals of this form where Ω = 0 are called scaleless and vanish in dimensional regularisation due
to a cancellation of the UV- and IR-poles. When collecting all UV-poles this rule cannot be used.
B.1 Useful integrals



















































Appendix B. Dimensional regularisation: rules and tools



















Reduction of the operator basis
The discrete transformations used in section 5.2 are, see e.g. [71],
• Charge conjugation (C):
ψ̄
C−→ −ψTC , ψ C−→ C−1ψ̄T , Aµ C−→ −ATµ , CγµC−1 = −γTµ , (C.1)
• Parity transformation (P):
ψ̄(x0,x)
P−→ ψ̄(x0,−x)γ0 , ψ(x0,x) P−→ γ0ψ(x0,−x) ,
A0(x0,x)
P−→ A0(x0,−x) , Ai(x0,x) P−→ −Ai(x0,−x) , i = 1, 2, 3 , (C.2)
• (Euclidean) Time reflection (T ):
ψ̄(x0,x)
T−→ ψ̄(−x0,x)γ5γ0 , ψ(x0,x) T−→ γ0γ5ψ(−x0,x)
A0(x0,x)
T−→ −A0(−x0,x) , Ai(x0,x) T−→ Ai(−x0,x) , i = 1, 2, 3 . (C.3)
For multiple occurrences of the dual field strength tensor one finds
F̃µν . . . F̃νρ =
δµρ
2
Fνσ . . . Fσν − Fρν . . . Fνµ . (C.4)
As pre-considerations we also look at the parity transformation of the field strength tensor
Fµν
P−→ [δµiδνjFij − δµ0δνjF0j − δµiδν0Fi0] (x0,−x) , (C.5)
FµαFαν





ενµρσ[(δρmδσnFmn − δρ0δσnF0n − δρmδσ0Fm0)
(δµiδνjFiαFαj − δµ0δνjF0αFαj − δµiδν0FiαFα0)](x0,−x)
=− [F̃j0F0αFαj + F̃0jFjαFα0 + F̃jiFiαFαj ](x0,−x)
=− [F̃νµFµαFαν ](x0,−x) , (C.7)
FνµFµαFαν
P−→[FνµFµαFαν ](x0,−x) . (C.8)
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Appendix C. Reduction of the operator basis
C.1 Total divergence operators
As mentioned in [151], there is a useful relation for fields X and Y in the adjoint representation
for covariant derivatives and total divergences
∂µ tr (XY ) = tr (XDµY ) + tr (Y DµX) , (C.9)
which of course can be easily extended to derivatives of higher order, e.g. the only other for us
relevant case
∂µ∂ν tr (XY ) = tr (Y DµDνX) + tr (XDµDνY ) + tr (DµXDνY ) + tr (DνXDµY ) . (C.10)







DµXψ + ψ̄DµXψ + ψ̄XDµψ . (C.11)
With this input it is possible to reduce the basis into a minimal basis of linearly independent
operators and some total divergence operators. The latter are irrelevant for the minimal basis
used in the effective action (unless the theory has boundaries). Nonetheless they can be used to
renormalise the minimal on-shell basis at nonzero momentum which serves as a test of the FORM
scripts and is discussed briefly in appendix E.2.
Of course the same symmetries as for the on-shell basis have to apply to this set of total
divergence operators. Thus we can use the Γ{µ} from (5.33) derived for the on-shell basis and find








































































































































































= O(2)6 + Ψ̄MD2Ψ , (C.21)
and O(4) symmetry broken operators for which equation (C.11) suffices.
The minimal basis of total divergence operators complying with the symmetry constraints of the









































∂µ tr (FµνDµFµν) .
(C.22)
C.2 Equation of motion vanishing operators
During the reduction of the desired on-shell bases in the sections 5.2.1–5.2.3 we dropped several
operators due to the EOMs, denoted by EOM= . Here we collect the corresponding minimal set of
EOM vanishing operators (E) but omit total divergence operators
E(0)1 = Ψ̄[γµDµ +M]Ψ ,
E(1)2 = Ψ̄[γµDµ +M]2Ψ ,


















νµ − g20Ψ̄γµT aΨ
)
. (C.23)
These operators are required for off-shell renormalisation of the minimal basis for the effective
action with the background field method. Again we drop operators with overall powers of masses.
Up to mass-dimension 6 there are no O(4) symmetry breaking EOM vanishing operators.
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Appendix D
Implementation of the FORM scripts
In the following the general steps are explained according to their order in which they are performed
in the script(s).
D.1 Obtain Feynman rules from the operator basis
For the operators considered here, each order in the coupling corresponds to a different number of
fields {ψ̄, ψ,Aµ, . . .} contributing to “legs” in a Feynman rule. At fixed order of the coupling one
now has to perform the following steps for each of these field types:
1. Collect all fields of the current field type.
2. Label all collected fields with distinct identifiers.
3. Generate all possible permutations of the current field type with regard to its statistics,
i.e. fermions require additional relative minuses, see e.g. [182].
4. Apply the values (indices, momenta etc.) reserved for each leg to the corresponding field
determined by the identifier and let FORM handle the indices, i.e. combining all occurrences
that are identical due to (anti-)symmetric tensors in the expressions left over.
Eventually one is able to remove all fields, which leaves over free indices for all legs of the Feynman
rule. These reserved indices and momenta can now be used in a typical id statement in the main
program applying the Feynman rules obtained here, see also the section D.3. The full FORM script
is given in listing D.1 with operator prototypes in D.2.
Listing D.1: FORM script “feynmanRulesFull.frm” to generate Feynman rules from a prototype
from listing D.2. The current prototype must be chosen by the command line argument -D op=...
according to the names found in listing D.2.
∗∗∗∗∗ Usage : form −D op = . . . −D POW=n feynmanRulesFull
∗∗ where n i s the power o f the coup l ing g^n .
#de f i n e s i gn "(+1) " ;
#de f i n e c f cn t "10" ;
#de f i n e ccnt "30" ;
#de f i n e i c n t "1" ;
#de f i n e f cn t "1" ;
∗∗#de f i n e bgFie ld "1" ;
Symbol CF,M,CA,TF, xi , Nc ;
Autodec lare Index spt , co , c f , ind , f l ;
CTensor FC( ant isymmetr ic ) ,DC( symmetric ) ,TC, Trtemp , Tr ( cyc lesymmetr ic ) ;
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D.1. Obtain Feynman rules from the operator basis
CFunction DO4v( symmetric ) ,MOMENTA,COLs, CFs , SPTs , FLs , o rde r ing ( ant isymmetr ic ) ,
DUMMY, vert , L ;
CFunction Bbuffer , Abuffer , Ps iba rbu f f e r , Ps ibu f f e r , Psib , Psibarb ,Bb ,Ab;
CFunction OPF,FL ;
∗∗ F = [D,D]/ g
NFunction Psibar , Psi ,A,F , Cbar ,C,B;
∗∗∗∗∗
∗∗ Der i va t i v e s :
∗∗ D( spt ) : : \ pa r t i a l_spt
∗∗ Dcovf : : Dcovf = D + g A
∗∗ Dcova : : Dcova∗ = D∗ + g [A, ∗ ]
∗∗ BLOB : : D BLOB = 0 , BLOB = 1 , can be used to stop product r u l e from
inc lud ing f o l l ow i ng e lements
∗∗∗∗∗
Nfunction D, Dcova , Dcovf ,BLOB;
NFunction GAMMA,GAMMA5, sigma ,FIELDS ;
Symbol g ;
∗∗ ex t e rna l p a r t i c l e s
Index alpha , beta , gamma, de l ta ,mu, nu ;
Autodec lare Vector imp ;
Vector p , q , r , s , t , u ;
Index b , c , d , e , f , h ;
Local r u l e s =
#inc lude rawOps # ‘op ’
;
∗∗ r ep l a c e f i e l d s t r ength tenso r
#do dummy=1,1
id , once F( imp1 ? , imp2 ? , spt1 ? , spt2 ? , c o l ?) = ‘ s ign ’ ∗ i_∗ imp1 ( spt1 ) ∗A( spt2 ,
imp1 , c o l ) −‘ s ign ’∗ i_∗ imp1 ( spt2 ) ∗A( spt1 , imp1 , c o l )+FC( co l , co l ‘ ccnt ’ , c o l { ‘
ccnt ’+1})∗A( spt1 , imp1 , co l ‘ ccnt ’ ) ∗A( spt2 , imp2 , c o l { ‘ ccnt ’+1}) ;
r e d e f i n e ccnt "{ ‘ ccnt ’+2}";
i f ( count (F , 1 ) >0) r e d e f i n e dummy "0" ;
. s o r t ;
#enddo
∗∗ switch to pe r tu rba t i v e d e s c r i p t i o n A −> g∗A
id A(? args ) = g∗A(? args ) ;
∗∗ Handle covar i ant d e r i v a t i v e s
#do dummy=1,1
id , once Dcovf ( imp? , spt ? , c f 1 ? , c f 2 ?) = DO4v( cf1 , c f 2 ) ∗D( spt )+g∗TC( col ‘ ccnt ’ ,
c f1 , c f 2 ) ∗A( spt , imp , co l ‘ ccnt ’ ) ;
r e d e f i n e ccnt "{ ‘ ccnt ’+1}";
i f ( count ( Dcovf , 1 ) >0) r e d e f i n e dummy "0" ;
. s o r t ;
#enddo
#do dummy=1,1
id , once Dcova ( imp? , spt ? , co l 1 ? , co l 2 ?) = DO4v( col1 , c o l 2 ) ∗D( spt )+g∗FC( col1 ,
co l ‘ ccnt ’ , c o l 2 ) ∗A( spt , imp , co l ‘ ccnt ’ ) ;
r e d e f i n e ccnt "{ ‘ ccnt ’+1}";
i f ( count (Dcova , 1 ) >0) r e d e f i n e dummy "0" ;
. s o r t ;
#enddo
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#i f d e f ‘ bgField ’
id A(? args ) = A(? args )+B(? args ) ;
∗∗ make sure to add BGF gauge−f i x i n g term to the QCD act i on − i s postponed
a f t e r the s ub s t i t u t i o n A −> A+B
#i f ( ‘ op’==QCD)
. s o r t ;
Local r u l e s 2 = ru l e s −1/x i ∗(D( spt0 ) ∗A( spt1 , imp1 , co l 1 )+g∗FC( col1 , co l2 , c o l 3
) ∗B( spt0 , imp2 , co l 2 ) ∗A( spt1 , imp3 , co l 3 ) ) ∗BLOB∗(D( spt2 ) ∗A( spt3 , imp1 , co l 4 )
+g∗FC( col4 , co l5 , c o l 6 ) ∗B( spt2 , imp2 , co l 5 ) ∗A( spt3 , imp3 , co l 6 ) ) ∗TC( col1 , c f0




∗∗ Handle d e r i v a t i v e s
repeat ;
id , once D( spt1 ?) ∗A( spt2 ? , imp? , c o l ?) = ‘ s ign ’ ∗ i_∗ imp( spt1 ) ∗A( spt2 , imp , c o l )
+A( spt2 , imp , c o l ) ∗D( spt1 ) ;
id , once D( spt1 ?) ∗Psi ( f l ? , imp? , c f ?) = ‘ s ign ’∗ i_∗ imp( spt1 ) ∗Psi ( f l , imp , c f ) ;
id , once D( spt1 ?) ∗Psibar ( f l ? , imp? , c f ?) = ‘ s ign ’ ∗ i_∗ imp( spt1 ) ∗Psibar ( f l , imp
, c f )+Psibar ( f l , imp , c f ) ∗D( spt1 ) ;
id , once D( spt ?) ∗Cbar ( imp? , c o l ?) = ‘ s ign ’ ∗ i_∗ imp( spt ) ∗Cbar ( imp , c o l )+Cbar (
imp , c o l ) ∗D( spt ) ;
id , once D( spt ?) ∗C( imp? , c o l ?) = ‘ s ign ’∗ i_∗ imp( spt ) ∗C( imp , c o l )+C( imp , c o l ) ∗D
( spt ) ;
id D( spt1 ?) ∗GAMMA( f l ? , spt2 ?) = GAMMA( f l , spt2 ) ∗D( spt1 ) ;
id D( spt1 ?) ∗ sigma ( f l ? , spt2 ? , spt3 ?) = sigma ( f l , spt2 , spt3 ) ∗D( spt1 ) ;
id D( spt ?) ∗BLOB = 0 ;
endrepeat ;
id BLOB = 1 ;
id D( spt ?) = 0 ;
∗∗ c o l l e c t only de s i r ed power in the coup l ing
i f ( count (g , 1 ) != ‘POW’ ) d i s ca rd ;
∗∗ t r a n s l a t e in to usua l index and momenta notat ion
#do dummy=1,1
id , once Ps ibar ( f l ? , imp? , c f ?) = Ps iba rbu f f e r ( ind ‘ i cnt ’ , f l , imp , c f ) ∗Psibar (
ind ‘ i cnt ’ ) ;
r e d e f i n e i c n t "{ ‘ i cnt ’+1}";
i f (match ( Ps ibar ( f l ? , imp? , c f ?) )>0) r e d e f i n e dummy "0" ;
. s o r t ;
#enddo
#do dummy=1,1
id , once Psi ( f l ? , imp? , c f ?) = Ps i bu f f e r ( ind ‘ i cnt ’ , f l , imp , c f ) ∗Psi ( ind ‘ i cnt ’ )
;
r e d e f i n e i c n t "{ ‘ i cnt ’+1}";
i f (match ( Psi ( f l ? , imp? , c f ?) )>0) r e d e f i n e dummy "0" ;
. s o r t ;
#enddo
#do dummy=1,1
id , once A( spt ? , imp? , c o l ?) = Abuffer ( ind ‘ i cnt ’ , spt , imp , c o l ) ∗A( ind ‘ i cnt ’ ) ;
r e d e f i n e i c n t "{ ‘ i cnt ’+1}";
i f (match (A( spt ? , imp? , c o l ?) )>0) r e d e f i n e dummy "0" ;
. s o r t ;
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#enddo
#do dummy=1,1
id , once B( spt ? , imp? , c o l ?) = Bbuf fer ( ind ‘ i cnt ’ , spt , imp , c o l ) ∗B( ind ‘ i cnt ’ ) ;
r e d e f i n e i c n t "{ ‘ i cnt ’+1}";
i f (match (B( spt ? , imp? , c o l ?) )>0) r e d e f i n e dummy "0" ;
. s o r t ;
#enddo
∗∗ cons t ruc t a l l p o s s i b l e permutat ions o f ex t e rna l f i e l d s ( cu r r en t l y
fe rmions and gauge bosons )
repeat ;
id A?{Psi ,A,B,GAMMA,GAMMA5, sigma }(? args ) ∗Psibar (? args2 ) = Psibar (? args2 ) ∗A(?
args ) ;
id A?{A,B,GAMMA,GAMMA5, sigma }(? args ) ∗Psi (? args2 ) = Psi (? args2 ) ∗A(? args ) ;
id Psi ?{B,GAMMA,GAMMA5, sigma }(? args ) ∗A(? args2 ) = A(? args2 ) ∗Psi (? args ) ;
id Psi ?{GAMMA,GAMMA5, sigma }(? args ) ∗B(? args2 ) = B(? args2 ) ∗Psi (? args ) ;
endrepeat ;
cha in in Psibar ;
id Ps ibar (? args ) = perm_(1 , Psibar , ? args ) ;
cha in in Psi ;
id Psi (? args ) = perm_(1 , Psi , ? args ) ;
cha in in A;
id A(? args ) = perm_(A, ? args ) ;
cha in in B;
id B(? args ) = perm_(B, ? args ) ;
id Psi (? args ) = Psib (? args ) ;
id Ps ibar (? args ) = Psibarb (? args ) ;
id A(? args ) = Ab(? args ) ;
id B(? args ) = Bb(? args ) ;
i f ( count ( Psibarb , 1 )==0) mult ip ly Psibarb ;
i f ( count ( Psib , 1 )==0) mult ip ly Psib ;
i f ( count (Ab, 1 )==0) mult ip ly Ab;
i f ( count (Bb , 1 )==0) mult ip ly Bb ;
id Psibarb (? args1 ) ∗Ab(? args2 ) ∗Bb(? args4 ) ∗Psib (? args3 ) = FIELDS(? args1 , ? args3
, ? args2 , ? args4 ) ;
mul t ip ly MOMENTA(p , q , r , s , t , u ) ∗COLs(b , c , d , e , f , h ) ∗CFs( cfp1 , . . . , c fp6 ) ∗SPTs(
sptp1 , . . . , sptp6 ) ∗FLs ( f lp1 , . . . , f l p 6 ) ;
#do dummy=1,1
id FIELDS( ind ? ,? args ) ∗ Ps iba rbu f f e r ( ind ? , f l ? , imp? , c f ?) ∗MOMENTA( imp2 ? ,?
args2 ) ∗SPTs( spt ? ,? args6 ) ∗CFs( c f 2 ? ,? args3 ) ∗FLs ( f l 2 ? ,? args4 ) = FIELDS(?
args ) ∗MOMENTA(? args2 ) ∗SPTs(? args6 ) ∗CFs(? args3 ) ∗FLs (? args4 ) ∗ replace_ (
imp , imp2 , c f , c f2 , f l , f l 2 ) ∗ ver t ( Ps ibar ( imp2 , c f2 , f l 2 ) ) ;
id FIELDS( ind ? ,? args ) ∗ Ps i bu f f e r ( ind ? , f l ? , imp? , c f ?) ∗MOMENTA( imp2 ? ,? args2 ) ∗
SPTs( spt ? ,? args6 ) ∗CFs( c f 2 ? ,? args3 ) ∗FLs ( f l 2 ? ,? args4 ) = FIELDS(? args ) ∗
MOMENTA(? args2 ) ∗SPTs(? args6 ) ∗CFs(? args3 ) ∗FLs (? args4 ) ∗ replace_ ( imp , imp2
, c f , c f2 , f l , f l 2 ) ∗ ver t ( Ps i ( imp2 , c f2 , f l 2 ) ) ;
id FIELDS( ind ? ,? args ) ∗Abuffer ( ind ? , spt ? , imp? , c o l ?) ∗MOMENTA( imp2 ? ,? args2 ) ∗
COLs( co l 2 ? ,? args3 ) ∗SPTs( spt2 ? ,? args4 ) = FIELDS(? args ) ∗MOMENTA(? args2 ) ∗
COLs(? args3 ) ∗SPTs(? args4 ) ∗ replace_ ( imp , imp2 , co l , co l2 , spt , spt2 ) ∗ ver t (A(
imp2 , spt2 , co l 2 ) ) ;
i f ( count ( Ps ibu f f e r , 1 , Abuffer , 1 , Ps iba rbu f f e r , 1 ) >0) r e d e f i n e dummy "0" ;
id FIELDS( ind ? ,? args ) ∗ Bbuf fer ( ind ? , spt ? , imp? , c o l ?) ∗MOMENTA( imp2 ? ,? args2 ) ∗
COLs( co l 2 ? ,? args3 ) ∗SPTs( spt2 ? ,? args4 ) = FIELDS(? args ) ∗MOMENTA(? args2 ) ∗
COLs(? args3 ) ∗SPTs(? args4 ) ∗ replace_ ( imp , imp2 , co l , co l2 , spt , spt2 ) ∗ ver t (B(
imp2 , spt2 , co l 2 ) ) ;
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i f ( count ( Ps ibu f f e r , 1 , Abuffer , 1 , Bbuffer , 1 , Ps iba rbu f f e r , 1 ) >0) r e d e f i n e
dummy "0" ;
. s o r t ;
#enddo
id FIELDS?{FIELDS ,MOMENTA,COLs , CFs , SPTs , FLs}(? args ) = 1 ;
cha in in ve r t ;
id sigma ( f l ? , spt1 ? , spt2 ?) = i_/2∗(GAMMA( f l , spt1 ) ∗GAMMA( f l , spt2 )−GAMMA( f l ,
spt2 ) ∗GAMMA( f l , spt1 ) ) ;
id DO4v( spt1 ? , spt2 ?) = d_( spt1 , spt2 ) ;
#do dummy=0 , ‘ ccnt ’
sum cf ‘dummy’ ;
#enddo
id TC( co l 1 ? , c f 1 ? , c f 2 ?) ∗TC( co l 2 ? , c f 2 ? , c f 1 ?) = TF∗d_( col1 , c o l 2 ) ;
id TF = −1/2;
mul t ip ly replace_ ( cfp1 , c f1 , cfp2 , c f2 , cfp3 , c f3 , cfp4 , c f4 , sptp1 , spt1 , sptp2 , spt2 ,
sptp3 , spt3 , sptp4 , spt4 , f lp1 , f l 1 , f lp2 , f l 2 , f lp3 , f l 3 , f lp4 , f l 4 ) ;
. s o r t ;
id ve r t (? args ) = 1 ;
Pr int "%t " ;
. end ;
Listing D.2: FORM script “rawOps” containing the operator prototypes.
∗∗∗∗∗ pure gauge ∗∗∗∗∗
∗−−#[ DFDF_O4:
− Dcova ( imp0 , spt0 , co l0 , c o l 1 ) ∗F( imp1 , imp2 , spt1 , spt2 , c o l 2 ) ∗BLOB∗Dcova ( imp3 ,
spt3 , co l3 , c o l 4 ) ∗F( imp4 , imp5 , spt4 , spt5 , c o l 5 ) ∗DO4v( col1 , c o l 2 ) ∗DO4v( col0 ,




F( imp0 , imp1 , spt0 , spt1 , c o l 0 ) ∗F( imp2 , imp3 , spt2 , spt3 , c o l 1 ) ∗F( imp4 , imp5 , spt4 ,
spt5 , co l 2 ) ∗TC( col0 , c f0 , c f 1 ) ∗TC( col1 , c f1 , c f 2 ) ∗TC( col2 , c f2 , c f 0 ) /g^2∗DO4v(
spt1 , spt2 ) ∗DO4v( spt3 , spt4 ) ∗DO4v( spt5 , spt0 )
∗−−#] F3 :
∗−−#[ F2 :
F( imp0 , imp1 , spt0 , spt1 , c o l 0 ) ∗F( imp2 , imp3 , spt2 , spt3 , c o l 1 ) ∗TC( col0 , c f0 , c f 2 ) ∗TC(
col1 , c f2 , c f 0 ) /g^2∗DO4v( spt1 , spt2 ) ∗DO4v( spt3 , spt0 )
∗−−#] F2 :
∗−−#[ DFDF:
− Dcova ( imp0 , spt0 , co l0 , c o l 1 ) ∗F( imp1 , imp2 , spt1 , spt2 , c o l 2 ) ∗BLOB∗Dcova ( imp3 ,
spt3 , co l3 , c o l 4 ) ∗F( imp4 , imp5 , spt4 , spt5 , c o l 5 ) ∗DO4v( col1 , c o l 2 ) ∗DO4v( col0 ,
c o l 3 ) /2∗DO4v( spt0 , spt3 , spt1 , spt4 ) ∗DO4v( spt5 , spt2 ) ∗DO4v( col4 , c o l 5 ) /g^2
∗−−#] DFDF:
∗∗∗∗∗ f e rm ion i c ∗∗∗∗∗
∗−−#[ PsiSigmaFPsi :
i_∗Psibar ( f l 0 , imp0 , co l 0 ) ∗ sigma ( f l c 0 , spt3 , spt4 ) ∗F( imp1 , imp2 , spt1 , spt2 , c o l 1 ) ∗
Psi ( f l 1 , imp3 , co l 3 ) ∗TC( col1 , co l0 , c o l 3 ) ∗DO4v( spt1 , spt3 ) ∗DO4v( spt2 , spt4 ) ∗FL(
f l 0 , f l c 0 , f l 1 ) ∗OPF( f l c 0 )
∗−−#] PsiSigmaFPsi :
∗−−#[ PsiGammaFDPsi :
Ps ibar ( f l 0 , imp0 , c f 0 ) ∗GAMMA( f l c 0 , spt0 ) ∗TC( col0 , c f0 , c f 1 ) ∗F( imp1 , imp2 , spt1 , spt2
, co l 1 ) ∗Dcovf ( imp3 , spt3 , c f1 , c f 2 ) ∗Psi ( f l 1 , imp4 , c f 2 ) ∗DO4v( spt0 , spt1 ) ∗DO4v(
spt2 , spt3 ) ∗DO4v( col0 , c o l 1 ) ∗FL( f l 0 , f l c 0 , f l 1 ) ∗OPF( f l c 0 )
∗−−#] PsiGammaFDPsi :
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∗−−#[ PsiGammaD3Psi :
Ps ibar ( f l 0 , imp0 , c f 0 ) ∗GAMMA( f l c 0 , spt0 ) ∗DO4v( spt0 , spt1 , spt2 , spt3 ) ∗Dcovf ( imp1 ,
spt1 , c f1 , c f 2 ) ∗Dcovf ( imp2 , spt2 , c f3 , c f 4 ) ∗Dcovf ( imp3 , spt3 , c f5 , c f 6 ) ∗Psi ( f l 1 ,
imp4 , c f 7 ) ∗DO4v( cf0 , c f 1 ) ∗DO4v( cf2 , c f 3 ) ∗DO4v( cf4 , c f 5 ) ∗DO4v( cf6 , c f 7 ) ∗FL( f l 0 ,
f l c 0 , f l 1 ) ∗OPF( f l c 0 )
∗−−#] PsiGammaD3Psi :
∗∗∗∗∗ bu i l d i ng b locks f o r EOM vani sh ing ope ra to r s ∗∗∗∗∗
∗−−#[ DF2_O4:
− Dcova ( imp0 , spt0 , co l0 , c o l 1 ) ∗F( imp1 , imp2 , spt1 , spt2 , c o l 2 ) ∗BLOB∗Dcova ( imp3 ,
spt3 , co l3 , c o l 4 ) ∗F( imp4 , imp5 , spt4 , spt5 , c o l 5 ) ∗DO4v( col1 , c o l 2 ) ∗DO4v( col0 ,
c o l 3 ) /2∗DO4v( spt0 , spt1 ) ∗DO4v( spt3 , spt4 ) ∗DO4v( spt5 , spt2 ) ∗DO4v( col4 , c o l 5 ) /g
^2
∗−−#] DF2_O4:
∗−−#[ Psi [ DslashD2 ] Psi :
Ps ibar ( f l 0 , imp0 , c f 0 ) ∗GAMMA( f l c 0 , spt0 ) ∗( Dcovf ( imp1 , spt1 , c f0 , c f 1 ) ∗Dcovf ( imp2 ,
spt2 , c f1 , c f 2 ) ∗Dcovf ( imp3 , spt3 , c f2 , c f 3 )−Dcovf ( imp2 , spt2 , c f0 , c f 1 ) ∗Dcovf (
imp3 , spt3 , c f1 , c f 2 ) ∗Dcovf ( imp1 , spt1 , c f2 , c f 3 ) ) ∗Psi ( f l 1 , imp4 , c f 3 ) ∗DO4v( spt0 ,
spt1 ) ∗DO4v( spt2 , spt3 ) ∗FL( f l 0 , f l c 0 , f l 1 ) ∗OPF( f l c 0 )
∗−−#] Psi [ DslashD2 ] Psi :
∗−−#[ PsiD0Psi :
Ps ibar ( f l 0 , imp0 , c f 0 ) ∗(GAMMA( f l c 0 , spt0 ) ∗DO4v( spt0 , spt1 ) ∗Dcovf ( imp1 , spt1 , c f0 ,
c f 1 )+M∗DO4v( cf0 , c f 1 ) ) ∗Psi ( f l 1 , imp4 , c f 1 ) ∗FL( f l 0 , f l c 0 , f l 1 ) ∗OPF( f l c 0 )
∗−−#] PsiD0Psi :
∗−−#[ PsiD02Psi :
Ps ibar ( f l 0 , imp0 , c f 0 ) ∗(GAMMA( f l c 0 , spt0 ) ∗Dcovf ( imp1 , spt1 , c f0 , c f 1 ) ∗DO4v( spt0 ,
spt1 )+M∗DO4v( cf0 , c f 1 ) ) ∗(GAMMA( f l c 0 , spt2 ) ∗Dcovf ( imp2 , spt3 , c f1 , c f 2 ) ∗DO4v(
spt2 , spt3 )+M∗DO4v( cf1 , c f 2 ) ) ∗
Psi ( f l 1 , imp4 , c f 2 ) ∗FL( f l 0 , f l c 0 , f l 1 ) ∗OPF( f l c 0 )
∗−−#] PsiD02Psi :
∗−−#[ PsiD03Psi :
Ps ibar ( f l 0 , imp0 , c f 0 ) ∗(GAMMA( f l c 0 , spt0 ) ∗Dcovf ( imp1 , spt1 , c f0 , c f 1 ) ∗DO4v( spt0 ,
spt1 )+M∗DO4v( cf0 , c f 1 ) ) ∗(GAMMA( f l c 0 , spt2 ) ∗Dcovf ( imp2 , spt3 , c f1 , c f 2 ) ∗DO4v(
spt2 , spt3 )+M∗DO4v( cf1 , c f 2 ) ) ∗
(GAMMA( f l c 0 , spt4 ) ∗Dcovf ( imp3 , spt5 , c f2 , c f 3 ) ∗DO4v( spt4 , spt5 )+M∗DO4v( cf2 , c f 3 ) ) ∗
Psi ( f l 1 , imp4 , c f 3 ) ∗FL( f l 0 , f l c 0 , f l 1 ) ∗OPF( f l c 0 )
∗−−#] PsiD03Psi :
∗−−#[ PsiD2D0Psi :
Ps ibar ( f l 0 , imp0 , c f 0 ) ∗Dcovf ( imp2 , spt2 , c f0 , c f 1 ) ∗Dcovf ( imp3 , spt3 , c f1 , c f 2 ) ∗(
GAMMA( f l c 0 , spt0 ) ∗DO4v( spt0 , spt1 ) ∗Dcovf ( imp1 , spt1 , c f2 , c f 3 )+M∗DO4v( cf2 , c f 3 )
) ∗Psi ( f l 1 , imp4 , c f 3 ) ∗FL( f l 0 , f l c 0 , f l 1 ) ∗OPF( f l c 0 ) ∗DO4v( spt2 , spt3 )
∗−−#] PsiD2D0Psi :
∗−−#[ PsiGammaDFPsi :
Ps ibar ( f l 0 , imp0 , c f 0 ) ∗GAMMA( f l c 0 , spt0 ) ∗TC( col0 , c f0 , c f 1 ) ∗Dcova ( imp1 , spt1 , co l2 ,
c o l 1 ) ∗F( imp2 , imp3 , spt2 , spt3 , c o l 3 ) ∗BLOB∗Psi ( f l 1 , imp4 , c f 1 ) ∗DO4v( spt0 , spt3 ) ∗
DO4v( spt2 , spt1 ) ∗FL( f l 0 , f l c 0 , f l 1 ) ∗OPF( f l c 0 ) ∗DO4v( col0 , c o l 2 ) ∗DO4v( col1 , c o l 3
)
∗−−#] PsiGammaDFPsi :
∗∗∗∗∗ 4− fermion ope ra to r s ∗∗∗∗∗
∗−−#[ Ps iPs i2 :
Ps ibar ( f l 0 , imp0 , c f 0 ) ∗Psi ( f l 1 , imp1 , c f 1 ) ∗Psibar ( f l 2 , imp2 , c f 2 ) ∗Psi ( f l 3 , imp3 , c f 3
) ∗DO4v( cf0 , c f 1 ) ∗DO4v( cf2 , c f 3 ) ∗FL( f l 0 , f l c 0 , f l 1 ) ∗FL( f l 2 , f l c 1 , f l 3 ) ∗OPF( f l c 0 ,
f l c 1 )
∗−−#] Ps iPs i2 :
∗−−#[ PsiTPsi2 :
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Psibar ( f l 0 , imp0 , c f 0 ) ∗TC( col0 , c f0 , c f 1 ) ∗Psi ( f l 1 , imp1 , c f 1 ) ∗Psibar ( f l 2 , imp2 , c f 2 )
∗TC( col0 , c f2 , c f 3 ) ∗Psi ( f l 3 , imp3 , c f 3 ) ∗FL( f l 0 , f l c 0 , f l 1 ) ∗FL( f l 2 , f l c 1 , f l 3 ) ∗OPF
( f l c 0 , f l c 1 )
∗−−#] PsiTPsi2 :
∗−−#[ PsiGammaPsi2 :
Ps ibar ( f l 0 , imp0 , c f 0 ) ∗GAMMA( f l c 0 , spt0 ) ∗Psi ( f l 1 , imp1 , c f 1 ) ∗Psibar ( f l 2 , imp2 , c f 2 )
∗GAMMA( f l c 1 , spt0 ) ∗Psi ( f l 3 , imp3 , c f 3 ) ∗DO4v( cf0 , c f 1 ) ∗DO4v( cf2 , c f 3 ) ∗FL( f l 0 ,
f l c 0 , f l 1 ) ∗FL( f l 2 , f l c 1 , f l 3 ) ∗OPF( f l c 0 , f l c 1 )
∗−−#] PsiGammaPsi2 :
∗−−#[ PsiGammaTPsi2 :
Ps ibar ( f l 0 , imp0 , c f 0 ) ∗TC( col0 , c f0 , c f 1 ) ∗GAMMA( f l c 0 , spt0 ) ∗Psi ( f l 1 , imp1 , c f 1 ) ∗
Psibar ( f l 2 , imp2 , c f 2 ) ∗TC( col0 , c f2 , c f 3 ) ∗GAMMA( f l c 1 , spt0 ) ∗Psi ( f l 3 , imp3 , c f 3 ) ∗
FL( f l 0 , f l c 0 , f l 1 ) ∗FL( f l 2 , f l c 1 , f l 3 ) ∗OPF( f l c 0 , f l c 1 )
∗−−#] PsiGammaTPsi2 :
∗−−#[ PsiGammaGamma5Psi2 :
Ps ibar ( f l 0 , imp0 , c f 0 ) ∗GAMMA( f l c 0 , spt0 ) ∗GAMMA5( f l c 0 ) ∗Psi ( f l 1 , imp1 , c f 1 ) ∗Psibar (
f l 2 , imp2 , c f 2 ) ∗GAMMA( f l c 1 , spt0 ) ∗GAMMA5( f l c 1 ) ∗Psi ( f l 3 , imp3 , c f 3 ) ∗DO4v( cf0 ,
c f 1 ) ∗DO4v( cf2 , c f 3 ) ∗FL( f l 0 , f l c 0 , f l 1 ) ∗FL( f l 2 , f l c 1 , f l 3 ) ∗OPF( f l c 0 , f l c 1 )
∗−−#] PsiGammaGamma5Psi2 :
∗−−#[ PsiGammaGamma5TPsi2 :
Ps ibar ( f l 0 , imp0 , c f 0 ) ∗TC( col0 , c f0 , c f 1 ) ∗GAMMA( f l c 0 , spt0 ) ∗GAMMA5( f l c 0 ) ∗Psi ( f l 1 ,
imp1 , c f 1 ) ∗Psibar ( f l 2 , imp2 , c f 2 ) ∗TC( col0 , c f2 , c f 3 ) ∗GAMMA( f l c 1 , spt0 ) ∗GAMMA5(
f l c 1 ) ∗Psi ( f l 3 , imp3 , c f 3 ) ∗FL( f l 0 , f l c 0 , f l 1 ) ∗FL( f l 2 , f l c 1 , f l 3 ) ∗OPF( f l c 0 , f l c 1 )
∗−−#] PsiGammaGamma5TPsi2 :
∗−−#[ PsiSigmaPsi2 :
Ps ibar ( f l 0 , imp0 , c f 0 ) ∗ sigma ( f l c 0 , spt0 , spt1 ) ∗Psi ( f l 1 , imp1 , c f 1 ) ∗Psibar ( f l 2 , imp2
, c f 2 ) ∗ sigma ( f l c 1 , spt0 , spt1 ) ∗Psi ( f l 3 , imp3 , c f 3 ) ∗DO4v( cf0 , c f 1 ) ∗DO4v( cf2 , c f 3 )
∗FL( f l 0 , f l c 0 , f l 1 ) ∗FL( f l 2 , f l c 1 , f l 3 ) ∗OPF( f l c 0 , f l c 1 )
∗−−#] PsiSigmaPsi2 :
∗−−#[ PsiSigmaTPsi2 :
Ps ibar ( f l 0 , imp0 , c f 0 ) ∗TC( col0 , c f0 , c f 1 ) ∗ sigma ( f l c 0 , spt0 , spt1 ) ∗Psi ( f l 1 , imp1 , c f 1
) ∗Psibar ( f l 2 , imp2 , c f 2 ) ∗TC( col0 , c f2 , c f 3 ) ∗ sigma ( f l c 1 , spt0 , spt1 ) ∗Psi ( f l 3 ,
imp3 , c f 3 ) ∗FL( f l 0 , f l c 0 , f l 1 ) ∗FL( f l 2 , f l c 1 , f l 3 ) ∗OPF( f l c 0 , f l c 1 )
∗−−#] PsiSigmaTPsi2 :
∗∗∗∗∗ othe r s ∗∗∗∗∗
∗−−#[ GradFlow :
−g∗L( spt0 , co l 0 ) ∗(
+ Dcova ( imp1 , spt1 , co l1 , c o l 2 ) ∗F( imp2 , imp3 , spt2 , spt3 , c o l 3 ) ∗DO4v( col0 , c o l 1 ) ∗
DO4v( col2 , c o l 3 ) ∗DO4v( spt0 , spt3 ) ∗DO4v( spt1 , spt2 )
+ x i ∗Dcova ( imp1 , spt1 , co l1 , c o l 2 ) ∗D( spt2 ) ∗A( spt3 , imp2 , co l 3 ) ∗DO4v( col0 , c o l 1 ) ∗
DO4v( col2 , c o l 3 ) ∗DO4v( spt2 , spt3 ) ∗DO4v( spt1 , spt0 ) ) /g^2
∗−−#] GradFlow :
D.2 Determine contributing Feynman graphs (QGRAF)
To obtain all Feynman graphs contributing to the desired n-point function at 1-loop order we use
QGRAF [145, 146] in version 3.4. We start by listing all propagators and vertices to be considered
and specify whether we have fermions or bosons at hand. For the vertices one only has to specify
the particles at in-/out-going legs. The used model files are given in listings D.3, D.4 and D.5.
As suggested in [183] we also introduce additional (scalar) fields, called “anchor”, to be able to
insert operators into our n-point functions by defining new vertices with one additional external
scalar field, whose momentum is set to the overall momentum of the operator.
After specifying the desired n-point function and some options, QGRAF produces the desired
106
D.2. Determine contributing Feynman graphs (QGRAF)
set of graphs already combined with symmetry factors and minuses for closed fermion loops. The
options chosen here are either onepi for all operator insertions but the 1-flavour 4-fermion opera-
tors. The latter are implemented through another scalar mediator field as highlighted in eq. (6.22)
to obtain all possible combinations of the quarks lines, which leads to discarding the onepi option
in favour of
t rue = iprop [ mediator , 2 , 2 ] ;
t rue = br idge [ gluon , 0 , 0 ] ;
t rue = br idge [ quark , 0 , 0 ] ;
which avoids graphs which can be split into two graphs by cutting either a gluon or quark propa-
gator. The output can be modified such that one directly obtains FORM compatible code snippets.
Listing D.3: QGRAF model file containing all propagators and vertices for Nf ≥ 2 Symanzik
Effective theory and considered 1-loop n-point functions from figure 6.1. Only 1-flavoured 4-
fermion operators are missing. anchor denotes the insertion of an operator, bgf are background
fields, while the other field names should be self-explanatory.
% propagators (QCD)
[ gluon , gluon , +, notadpole ]
[ ghost , aghost , −, notadpole ]
[ quark , aquark , − ]
[ quark2 , aquark2 , − ]
[ anchor , anchor , +, ex t e rna l ]
[ bgf , bgf , +, ex t e rna l ]
% pure gauge v e r t i c e s (QCD)
[ gluon , gluon , gluon ]
[ gluon , gluon , bgf ]
[ gluon , bgf , bgf ]
[ bgf , bgf , bgf ]
[ gluon , gluon , gluon , gluon ]
[ gluon , gluon , gluon , bgf ]
[ gluon , gluon , bgf , bgf ]
[ gluon , bgf , bgf , bgf ]
[ bgf , bgf , bgf , bgf ]
[ aghost , ghost , gluon ]
[ aghost , ghost , bgf ]
[ aghost , ghost , gluon , bgf ]
[ aghost , ghost , bgf , bgf ]
% f e rm ion i c v e r t i c e s (QCD)
[ aquark , quark , gluon ]
[ aquark , quark , bgf ]
[ aquark2 , quark2 , gluon ]
[ aquark2 , quark2 , bgf ]
% gauge v e r t i c e s ( e f f . th . , mass dim . 6)
[ gluon , gluon , anchor ]
[ gluon , bgf , anchor ]
[ bgf , bgf , anchor ]
[ gluon , gluon , gluon , anchor ]
[ gluon , gluon , bgf , anchor ]
[ gluon , bgf , bgf , anchor ]
[ bgf , bgf , bgf , anchor ]
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[ gluon , gluon , gluon , gluon , anchor ]
[ gluon , gluon , gluon , bgf , anchor ]
[ gluon , gluon , bgf , bgf , anchor ]
[ gluon , bgf , bgf , bgf , anchor ]
[ gluon , gluon , gluon , gluon , gluon , anchor ]
[ gluon , gluon , gluon , gluon , bgf , anchor ]
[ gluon , gluon , gluon , bgf , bgf , anchor ]
[ gluon , gluon , bgf , bgf , bgf , anchor ]
[ gluon , gluon , gluon , gluon , gluon , gluon , anchor ]
[ gluon , gluon , gluon , gluon , gluon , bgf , anchor ]
[ gluon , gluon , gluon , gluon , bgf , bgf , anchor ]
[ gluon , gluon , gluon , bgf , bgf , bgf , anchor ]
% and so on . . .
% ferm . v e r t i c e s ( e f f . th . )
[ aquark , quark , anchor ]
[ aquark , quark , gluon , anchor ]
[ aquark , quark , bgf , anchor ]
[ aquark , quark , gluon , gluon , anchor ]
[ aquark , quark , gluon , bgf , anchor ]
[ aquark , quark , bgf , bgf , anchor ]
[ aquark , quark , gluon , gluon , gluon , anchor ]
[ aquark , quark , gluon , gluon , bgf , anchor ]
[ aquark , quark , gluon , bgf , bgf , anchor ]
[ aquark , quark , bgf , bgf , bgf , anchor ]
[ aquark2 , quark2 , anchor ]
[ aquark2 , quark2 , gluon , anchor ]
[ aquark2 , quark2 , bgf , anchor ]
[ aquark2 , quark2 , gluon , gluon , anchor ]
[ aquark2 , quark2 , gluon , bgf , anchor ]
[ aquark2 , quark2 , bgf , bgf , anchor ]
[ aquark2 , quark2 , gluon , gluon , gluon , anchor ]
[ aquark2 , quark2 , gluon , gluon , bgf , anchor ]
[ aquark2 , quark2 , gluon , bgf , bgf , anchor ]
[ aquark2 , quark2 , bgf , bgf , bgf , anchor ]
% 4− fermion ver tex o f 2 d i f f e r e n t f l a v ou r s
[ aquark , quark , aquark2 , quark2 , anchor ]
Listing D.4: QGRAF model file containing all propagators and vertices for Nf ≥ 2 Symanzik
Effective theory and considered 1-loop n-point functions from figure 6.1. anchor denotes here
the insertion of a 1-flavour 4-fermion operator, mediator is scalar field to properly implement two
quark lines of the same flavour, bgf are background fields, while the other field names should be
self-explanatory.
% propagators (QCD)
[ gluon , gluon , +, notadpole ]
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[ ghost , aghost , −, notadpole ]
[ quark , aquark , − ]
[ quark2 , aquark2 , − ]
[ anchor , anchor , +, ex t e rna l ]
[ mediator , mediator , + ]
% [ src , src , +, ex t e rna l ]
[ bgf , bgf , +, ex t e rna l ]
% pure gauge v e r t i c e s (QCD)
[ gluon , gluon , gluon ]
[ gluon , gluon , bgf ]
[ gluon , bgf , bgf ]
[ bgf , bgf , bgf ]
[ gluon , gluon , gluon , gluon ]
[ gluon , gluon , gluon , bgf ]
[ gluon , gluon , bgf , bgf ]
[ gluon , bgf , bgf , bgf ]
[ bgf , bgf , bgf , bgf ]
[ aghost , ghost , gluon ]
[ aghost , ghost , bgf ]
[ aghost , ghost , gluon , bgf ]
[ aghost , ghost , bgf , bgf ]
% f e rm ion i c v e r t i c e s (QCD)
[ aquark , quark , gluon ]
[ aquark , quark , bgf ]
[ aquark2 , quark2 , gluon ]
[ aquark2 , quark2 , bgf ]
% 4− fermion ver tex
[ aquark , quark , mediator ]
[ mediator , mediator , anchor ]
Listing D.5: QGRAF model file containing all propagators and vertices relevant for Yang-Mills
Gradient flow. anchor denotes the insertion of an operator of the minimal on-shell basis, src
corresponds to Ẽ(t, p), src2 is used when Ẽ(t, p) or equivalently δẼ(2)(t, p) are to be computed
without additional operator insertions, frc amounts to the insertion of a correction to the flow
equation due to lattice artifacts, while the other field names should be self-explanatory.
% propagators (QCD)
[ gluon , gluon , + ]
[ L , B, +, notadpole ]
[ ghost , aghost , − ]
[ quark , aquark , − ]
[ anchor , anchor , +, ex t e rna l ]
[ s rc , s rc , +, ex t e rna l ]
[ s rc2 , src2 , +, ex t e rna l ]
[ f r c , f r c , +, ex t e rna l ]
% pure gauge v e r t i c e s (QCD)
[ gluon , gluon , gluon ]
[ gluon , gluon , gluon , gluon ]
[ aghost , ghost , gluon ]
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% flow v e r t i c e s ( Harlander et a l . )
[ B, L , L ]
[ B, L , gluon ]
[ B, gluon , gluon ]
[ B, L , L , L ]
[ B, L , L , gluon ]
[ B, L , gluon , gluon ]
[ B, gluon , gluon , gluon ]
% gauge v e r t i c e s ( e f f . th . , mass dim . 6)
[ gluon , gluon , anchor ]
[ gluon , gluon , gluon , anchor ]
[ gluon , gluon , gluon , gluon , anchor ]
[ gluon , gluon , gluon , gluon , gluon , anchor ]
[ gluon , gluon , gluon , gluon , gluon , gluon , anchor ]
% source s con t r i bu t i ng to the ac t i on dens i ty
[ gluon , gluon , s r c ]
[ gluon , gluon , gluon , s r c ]
[ gluon , gluon , gluon , gluon , s r c ]
[ L , gluon , s r c ]
[ L , gluon , gluon , s r c ]
[ L , gluon , gluon , gluon , s r c ]
[ L , L , s r c ]
[ L , L , gluon , s r c ]
[ L , L , gluon , gluon , s r c ]
[ L , L , L , s r c ]
[ L , L , L , gluon , s r c ]
[ L , L , L , L , s r c ]
% source s con t r i bu t i ng to the ac t i on dens i ty (w/o add i t i o na l operator i n s e r t i o n )
[ gluon , gluon , src2 , s r c2 ]
[ gluon , gluon , gluon , src2 , s r c2 ]
[ gluon , gluon , gluon , gluon , src2 , s r c2 ]
[ L , gluon , src2 , s r c2 ]
[ L , gluon , gluon , src2 , s r c2 ]
[ L , gluon , gluon , gluon , src2 , s r c2 ]
[ L , L , src2 , s r c2 ]
[ L , L , gluon , src2 , s r c2 ]
[ L , L , gluon , gluon , src2 , s r c2 ]
[ L , L , L , src2 , s r c2 ]
[ L , L , L , gluon , src2 , s r c2 ]
[ L , L , L , L , src2 , s r c2 ]
% source s con t r i bu t i ng to c o r r e c t i o n s o f the f low equat ion
[ B, gluon , f r c ]
[ B, L , f r c ]
[ B, gluon , gluon , f r c ]
[ B, L , gluon , f r c ]
[ B, L , L , f r c ]
[ B, gluon , gluon , gluon , f r c ]
[ B, L , gluon , gluon , f r c ]
[ B, L , L , gluon , f r c ]
[ B, L , L , L , f r c ]
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D.3 Apply Feynman rules
The output of QGRAF contains a set of propagator and vertex expressions, which carry the
information what particles they belong to accompanied by momenta, distinct indices for space-
time, colour etc. Hence we only need to replace propagator with the appropriate mathematical
expression and do the same for vertex, where we additionally have to read out what particles
are present as legs to determine which vertex it is. One difficulty is to ensure that expressions
containing γ-matrices are inserted in the correct ordering.
D.4 Use of dimensional regularisation
The general rules of dimensional regularisation are listed in appendix B. Since we are only interested
in the 1-loop UV divergences we can evaluate the traces of γ matrices in four dimensions
trD(γµ1 . . . γµN ) = tr 4(γµ1 . . . γµN ) + O(ε) , (D.1)
which is expected to yield an error of O(ε) and thus affects only 1-loop finite terms.
How to extract only the 1-loop UV-poles has been explained in section 6.1.
Once the loop momenta have been integrated out, we are left with a set of Γ functions of the
















2 + O(ε3) (D.3)
































+ O(ε) , ∀n ∈ N. (D.6)
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Listing of checks and reference values
To ensure validity of the obtained anomalous dimension matrix we performed the following con-
sistency checks:
1. Gauge-invariance of physical on-shell quantities, i.e. independence of the final result from
the gauge-fixing parameter. In off-shell renormalisation this ensures independence of the
mixing matrix from the gauge-fixing parameter for all entries except those of EOM vanishing
operators. Also the contraction of matrix elements with the momenta of external gluons
must vanish, see e.g. [72, p. 118ff.].
2. Cross-check of already known results:
• Euclidean Feynman rules from the continuum Lagrangian density, cf. [184],
• Wave-function and coupling renormalisation, see e.g. [72, p. 521ff.],
• Operator renormalisation, which will be done in section E.1.
3. Green’s functions with inserted total divergence operators vanish at zero momentum of the
operator.
4. Validity of full QCD −→
Nf→0
pure gauge for purely gluonic operators.
5. Consistency between both on-shell and BGF approach as will be explained in section E.2.
E.1 Reference values
Since operators of higher mass-dimension are often used for effective field theories, e.g. for BSM
physics [133], multiple results aready exist. We will give here a listing of existing (on-shell) re-
sults. We provide the replacement rule required on our results to arrive at the reference paper’s
conventions. In case identical symbols as ours are used we introduce a hat for the translated
symbols.
1. Jamin et al. (1985, 2015) [152,153]:
• Available operators: One and two flavour 4-fermion operators as discussed in section 6.4.
2. Alonso et al. (2013) [133]:
• Available operators: O(2)1 = 1g20 tr (FµνFνρFρµ) and in principle some 4-fermion operators
(not checked because choice of 4-fermion operator basis is very different from ours).
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• Conversion: ĊG/CG/g23 = 2(γ0)1 − 4πβ0
Notice that there is a single additional coupling g present in our conventions due to a
different normalisation of the operator.
3. Lüscher and Weisz (2011) [160]:
• Available results: poles of 1-loop Gradient flow vertex functions ΓAA, ΓLA, ΓLB and
ΓLL.
4. Lüscher (2010) [155] and Harlander (2016) [165]
• Available results: action density E(t) to NLO order and beyond, some Feynman rules
for flowed fields.
5. Gracey (2002, Erratum: 2004) [151]
• Available operators: O(2)1 = 1g20 tr (FµνFνρFρµ), and pure gauge total divergence opera-
tors.







Caveat: The stated definition of the anomalous dimension there lacks a factor 2 as can
be seen when looking at γ62(a) = − 113 Na, which they claim to be the 1-loop coefficient
of the beta-function.
6. Narrison and Tarrach (1983) [150]:





tr (FµνFνρFρµ) (, O(2)11 but not in
agreement).
• Conversion: (D − 4)/2 = −ε→ ε̂, Nf → 1 and drop EOM-vanishing parts.
Something is wrong with their renormalisation of the 4-fermion operator (ūu)2. It seems that
they lost a combinatorial factor 2 for the 4-fermion operators in the EOM vanishing operator,
which then correctly reproduces the off-diagonal entries but does not fix the diagonal entry.
Their result not only disagrees with ours but also with the one found in [152,153].
E.2 On-shell renormalisation of the minimal basis at non-zero
momentum
Apart from the literature values we also checked the results from the off-shell renormalisation with
the BGF method as explained in section 6.1 against an on-shell renormalisation strategy that uses
connected graphs rather than 1PI ones.
For the on-shell renormalisation we choose the simpler Faddeev-Popov gauge-fixing without the
background field and enforce the on-shell condition (pi)20 = −(pi)2 on external legs corresponding
to gluons or massless quarks. For each gluon we also multiply with the polarisation ηi and enforce
pi · ηi =
∑
µ(pi)µ(ηi)µ = 0. Due to momentum conservation, this would exclude connected 3-point
functions of fundamental fields with an operator insertion at zero momentum as a renormalisation
condition. To avoid the cumbersome gluonic 4-point function we therefore insert the operators of
the minimal basis at nonzero momentum following [151], which then requires the inclusion of total
divergence operators irrelevant for our on-shell basis for the effective action as argued in chapter 6.
The complete basis of total divergence operators is listed in appendix C.1. Instead the insertion of
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EOM vanishing operators (or any other only BRST-invariant operators) yields vanishing on-shell













 (p1, . . . , pl+m+n; q;α; ε). (E.2)
Again the triangular mixing matrix allows to extract ZO easily. In the massless case we find the
same operator mixing from the on-shell renormalisation condition as from the off-shell renormali-
sation condition with background fields using the 2-, 3- and 4-point functions with insertion of an




F.1 Expansion of connected graphs yields connected graphs
From a graph theoretical point of view it should be obvious that an expansion of connected graphs
stays connected. Nonetheless, let us consider two partition functions with fundamental fields φ
Zeff [̂] =
∫
Dφ exp (−S[φ]−∆S[ε, φ] + ̂ · O[φ]) , Z[̂] =
∫
Dφ exp (−S[φ] + ̂ · O[φ]) , (F.1)
where ̂i is a source of the local field Oi, S is the action and, if ε is small, ∆S is a small deviation










Here ∆Sk is a deviation of order εk
def
= zk. As usual we can obtain the connected graphs in the
“effective” theory via the generating functional, see e.g. [105, p. 26ff.],











, xi 6= xk∀i 6= k . (F.3)
Splitting now the exponential of the effective partition function into two parts yields













where 〈. . .〉 [̂] denotes the expectation value in the unperturbed theory but without setting the
sources to zero. While ln(Z) is just the generating functional of connected graphs in the unper-
turbed theory the other logarithm is the one in question. Expanding now this logarithm in the
























where nk ∈ N ∪ {0}. Since the zero order contribution vanishes and Z is a constant w.r.t. zk we




















lnZeff [̂]|→z=0 . (F.6)
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Noting that the latter expression is analogous to a generating functional of connected graphs with





















Applying now the constraint
∑



































where we used that the inner sum in the first line is just the multinomial formula. At this point we
only need to remember that a derivative of a connected graph with respect to a source yields again
a connected graph and so on, which is the basis of the generating functional in equation (F.3).
Thus we find




O1(x1) . . .On(xn)e−∆S[ε,φ]
〉
con
, xi 6= xk ∀i 6= k . (F.10)
F.2 Conversion between α, g2 etc.
To ease comparison between different conventions in the literature we give here some rudimentary
relations of the coupling and β-function. We start with the case of the conversion of the coupling




































For the β-function multiple conventions can be found in the literature. We will list here the




















































Consequently we find µk → µ yields a global factor 1/k and α → cα yields a factor cn+1 for the
n-th coefficient of the β-function.
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