I. INTRODUCTION
A classical problem in statistics and information theory is the binary hypothesis testing problem where two distributions, P and Q, are given. For each test, we have two types of errors, namely the miss-detection (type I) and the false-alarm (type II) errors. According to the Neyman-Pearson lemma, the optimal test is based on thresholding the likelihood ratio between P and Q. The behavior of the optimal tradeoff between the two types of errors has been studied both in the asymptotic and non-asymptotic regimes, and in the central limit regime and large deviation regime. Knowledge of the optimal tradeoff turns out to be useful for recent studies in finite block-length information theory, e.g., in channel coding [1, Section III.E], [2] in data compression [3] and more.
Consider two probability measures P and Q on a sample space W 1 . This paper provides two variational formulas for the power (or the optimal tradeoff) of the binary hypothesis problem between P and Q. The first is given as the Legandere transform of the convex function (of λ):
f (λ) = λ − w∈W min (Q(w), λP (w)) and the second, derived from the first, is given as a function of the CDF of the log-likelihood ratio between P and Q with respect to P .
We use the first formula to derive a general upper bound on the power of any binary hypothesis testing problem in terms of the Rényi divergence between P and Q. The second formula leads to a general framework for proving asymptotic and non-asymptotic bounds on the power of the binary hypothesis testing problem by plugging-in any approximation for the CDF of the log-likelihood ratio. The error term in the CDF approximation leads to a corresponding error term in the power of the binary hypothesis problem. Specifically, by using the Berry-Esséen theorem we get an approximation of the CDF up to an additive term, which results in an additive error term in the corresponding type I error. By using a large deviation approximation of the CDF, we get an approximation within a multiplicative term which results in a multiplicative error term in the corresponding type I error.
II. VARIATIONAL FORMULA'S FOR THE BINARY HYPOTHESIS TESTING PROBLEM
Recall some general (and standard) definitions for the optimal performance of a binary hypothesis testing between two probability measures P and Q on W :
w∈W P (w)P Z|W (1|w)≥α w∈W
where P Z|W : W → {0, 1} is any randomized test. The minimum is guaranteed to be achieved by the Neyman-Pearson lemma. Thus, β α (P, Q) gives the minimum probability of error under hypothesis Q given that the probability of error under hypothesis P is not larger than 1 − α. The quantity β denotes the power of the test at significance level 1 − α.
1 throughout this paper we assume discrete probability measure
Recall that the optimal test is:
where λ, δ are tuned so that w∈W P (w)P Z|W (1|w) = α Lemma 1. The following variational formula holds:
Moreover,
If and only if:
The next lemma presents another variational formula, where the power of the binary hypothesis testing problem is expressed in terms of the CDF of the log-likelihood ratio.
Lemma 2. Let F (z) = P r P log P (w) Q(w) ≤ z denote the CDF of the log-likelihood ratio with respect to the distribution P . Then:
The proof of Lemmas 1 and 2 appears in Appendix A.
The following equality may facilitate the expression in (5)
This relation follows by using integration in parts and the Riemann-Stieltjes integral, and it holds for both discrete and continuous distributions. Its proof is straight-forward and omitted due to lack of space. It is interesting to note that for R such that F (R) = α, (6), (7) and (8) imply:
which gives an intuition and serves as a sanity check for the proposed formulas.
III. APPLICATIONS
A. An upper bound on β 1−α (P, Q) in terms of the Rényi divergence Let:
and:
Taking the log:
where (a) follows by an elementary calculus 2 . Note that
is the Rényi divergence. Taking α = e −r , and optimize for s:
we get the bound on the error exponents.
B. Normal approximations
Let G(z) be another CDF (e.g. Gaussian), approximating F (z) with an additive approximation error, i.e.
for all z. Denote by
the power of the binary hypothesis testing in terms of the CDF of the log-likelihood ratio. Then:
And similarly:
is the standard binary entropy function in nats, ie:
Let G be now a CDF of a Gaussian distribution approximating F . In this case β 1−α (G) can be evaluated explicitly. Specifically, let L(w) = log P (w) Q(w) and assume L ∼ N (D, V ) under P , i.e., the likelihood ratio is distributed normally, then:
2 /2 dt. The optimal R = R α is given by equation (7):
We can use (9):
where Φ C (x) = 1 − Φ(x) 3 . Plugging (12) into (13) we get:
Using the following approximation of Φ C (t), [4, Formula 7.1.13]:
we get for t >> 0 (e.g. when V >> 0):
and so:
where ≈ denote equality up to a multiplicative constant term.
For the block memoryless hypothesis testing problem, the CDF of the log-likelihood ratio can be approximated via the Berry-Esséen theorem [5, Theorem 1.2] . In this paper we omit the details and refer the interested reader to the monograph [5] . Note also that the results above strengthen the existing results on the finite block length source coding problem as it is an instance of the binary hypothesis testing problem [5, 3.2] .
C. Large deviation regime
In this section we outline the application of the variational formula (5) to the analysis of the large deviation regime of the binary hypothesis testing problem. This might simplify the proof of the formula for the error exponent of the power of the binary hypothesis testing problem with general sources [6, Theorem 2.1].
The setting is as follow. A sequence of distributions P n , Q n is given and the limit (if exists) of:
is of interest. Let:
and assume that we have a large deviation approximation of F n (z), i.e.:
The sequences δ l n , δ h n → n→∞ 0 represent the multiplicative approximation error. We refer the reader to [7] for the theorems of Cramér and Ellis-Gärtner showing when such approximations exist.
Let:
Then:
where (a) comes from a change of variables z = nz ′ . The lower bound also follows:
Combining (21), (19) and (20):
So the analysis of E 2,n (r) is of interest. Differentiating f n (r, R) with respect to R:
where (a) follows by differentiation under the integral sign 4 [8] . The optimal R satisfy:
The asymptotic analysis of E 2,n (r) can be carried out using the Laplace method of integration which leads to the asymptotic behavior of E n (r). We omit the details due to space limitations.
IV. SUMMARY
Two variational formulas for the power of the binary hypothesis testing problem were derived. The formulas can provide tighter bounds on the power of the test, e.g., in terms of the Rényi divergence. Furthermore, a framework for approximating the power of the optimal test is proposed. Any approximation of the CDF of the log-likelihood ratio will result in an approximation to power of the binary hypothesis testing problem. The approximating CDF should be simple enough to allow the calculation of an approximated (or exact) power of the approximating problem. Specifically, we have shown that for the Gaussian approximation, the exact power of the test can be calculated. In the large deviation regime, the power of the binary hypothesis problem can also be approximated using the proposed framework by utilizing the Laplace's method of integration.
APPENDIX A PROOFS
Proof of lemma 1:: Proof of (3) Let λ, δ be the thresholds for the optimal test, and let:
And:
Multiply (24) by λ, subtract (25) and use Q(B) = λP (B):
On the other hand:
Proof of the sup formula (smaller λ): Note that the optimal λ satisfies the following:
w∈W :λP (w)≤Q(w)
where (a) follow from: λ 1 P (w) − Q(w) < 0, (b) follow from λ 1 − λ < 0 and P w :
Rearranging the terms:
If λ 1 does not satisfy the condition (4), then:
• If P w :
Q(w) P (w) < λ , then we are finished because there exist w 0 with P (w 0 ) > 0, Q(w0) P (w0) < λ, and Q(w0) P (w0) > λ 1 , which gives strict inequality in (a) above.
Q(w) P (w) ≤ λ 1 < α and we have strict inequality P w : Q(w) P (w) < λ < α, which leads to a strict inequality in (b) above. Proof of the sup formula (greater λ): For λ 1 > λ we have:
where (a) follow upper bounding Q(w) with λ 1 P (w).
Since λ 1 − λ > 0 and P {w : Q(w) ≥ λP (w)} ≤ 1 − α, we have:
If λ 1 does not satisfy the condition (4), then P w : Q(w) P (w) < λ < P w : Q(w) P (w) < λ 1 and we are finished because there exist w 0 with P (w 0 ) > 0, Q(w0) P (w0) ≥ λ, and Q(w0) P (w0) < λ 1 , which gives strict inequality in (a) above.
Proof of lemma 2::
w∈W min (Q(w), λP (w)) = w∈W λP (w) min Q(w) λP (w) , 1 = λE P min Q(w) λP (w) , 1
where we take c 0 = ∞ for c ≥ 0 and 0 · ∞ = 0 in order to handle the case P (w) = 0 as well. In [2, Lemma 2] we proved that for any positive random variable U :
where: F (z) = P r {− log U ≤ z}
Here we define U as U (w) = Q(w) P (w) and we get:
where:
F (z) = P r P z : − log Q(w) P (w) ≤ z = P r P z : log P (w) Q(w) ≤ z
Taking λ = e −R we get:
w∈W min (Q(w), λP (w)) = λE P min Q λP , 1 = e −R · E P min e R Q P , 1
Plugging back in (3) and writing for 1 − α instead of α: The optimal λ satisfy (4). Rewriting the condition in terms of R after some algebra we get:
P w : log P (w) Q(w) < R ≤ α ≤ P w : log P (w) Q(w) ≤ R
