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Abstract-New oscillation criteria of Yan type are established for the linear Hamiltonian system 
X’ = A(t)X + B(t)Y, 
Y’ = C(t)X - A*(t)Y, 
t 2 to, 
where A(t), B(t), and C(t) are continuous TX x n-matrix valued functions with B*(t) = B(t) > 0, 
C*(t) = C(t). The criteria obtained generalize and improve some previous results for the second-order 
linear matrix differential systems in literature. @ 2003 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
In this paper, we consider oscillation of the linear Hamiltonian system 
X’ = A(t)X + B(t)Y, 
Y’ = C(t)X - A*(t)Y, 
t 2t0, (1) 
where X(t), Y(t), A(t), B(t), and C(t) are 7~ x n-matrix valued functions, B, C are symmetric, 
and B is positive definite. For any two solutions (Xl, Yl) and (X2, Yz) of system (l), the Wronsky 
matrix Xf(t)Yz(t) - Y;(t)Xz(t) is a constant matrix. In particular, for every solution (X, Y) of 
system (l), X*(t)Y(t) - Y*(t)X(t) is a constant matrix. 
A solution (X(t),Y(t)) of system (1) is said to be nontrivial, if det X(t) # 0 at least at some 
t 1 to. A nontrivial solution (X(t), Y(t)) of system (1) is said to be prepared, if 
x*(t)Y(t) - Y*(t)X(t) E 0, t > to. _
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A nontrivial prepared solution (X(t), Y(t)) f y t o s s em (1) is said to be oscillatory if det X(t) has 
arbitrarily large zeros. By the Sturm separation theorem, we know that all prepared solutions of 
system (1) are’either oscillatory or nonoscillatory, and we can then call system (1) oscillatory or 
nonoscillatory, respectively. 
If A(t) E 0, then the Hamiltonian system (1) reduces to the second-order self-adjoint matrix 
differential equation 
(P(t)X’)’ + Q(t)X = 0, t>to, (2) 
with P(t) = B-‘(t), Q(t) = -C(t). Numerous oscillation criteria of systems (l),(2), and various 
special cases have been obtained. Many of these criteria involve integrals of the coefficients 
modeled on the criteria either due to Wintner [l] or due to Kamenev [2]. 
In [3], Yan obtained an oscillation criterion involving a Kamenev-type condition for the second- 
order scalar differential equation 
t 1 to, (3) 
where p(t) and q(t) are continuous functions on [to, co) with p(t) > 0. A special case of Yan’s 
theorem is that if there exist a continuous function II, on [to, oo) and a constant (Y > 1 such that 
lipzp d /‘(t - s)OLq(s) ds < 00 
-+ to 
and 
l\m Ef b t -+ S[ T 
ct _ s)“q(s) - a2(t ;s)a-2~(s)] ds 2 IlrtT) 
for every T > to, then equation (3) is oscillatory provided 
s O” +:(‘) & = o. to P(S) ’ where q+(t) = max{$(t), 0). 
The result of Yan has been extended to linear matrix differential systems (see [4-71) and 
nonlinear differential equations (see [S]). For oscillation of linear Hamiltonian systems, we refer 
to the recent papers [9,10]. In this paper, we will establish oscillation criteria of Yan type for 
the linear Hamiltonian system (l), which extend and improve some previous results mentioned 
above. 
2. MAIN RESULTS 
For every symmetric n x n-matrix A, its eigenvalues, denoted as &(A), k = 1,2,. . . , n, are 
real numbers and arranged in the order 
X1(A) z X2(A) 2 . . . 2 MA). 
The trace of A is denoted by tr A and tr A = C;=, &(A). 
For convenience, we state a lemma involving traces of certain matrices. 
LEMMA 2.1. Suppose A, B, and C are n x n-matrices, B is semipositive definite, and C is 
symmetric. Then 
(1) tr(A*BA) 2 X,(B) tr(A*A), 
(2) (trA)2 5 ntr(A*A), 
(3) tr(A*A) 2 tr(A2), and 
(4) Xl(C)” 5 X1(C2) 5 tr(C2). 
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In the sequel, we say that a function H = H(t,s) belongs to a function class Z, denoted by 
H E E, if H E C(R,R+) with R = {(t,s) : t 2 s 2 to}, H(t, t) = 0, H(t, s) > 0 for t > s 2 to. 
Furthermore, H has a continuous and nonpositive derivative on R with respect to the second 
variable such that for all (t, s) E s1, 
-;H(t, s) = h(t, s)dm 
and 
liminf - m 3) < o. 1 t+oo H(t,to) - ’ 
Some typical functions in Z are (t - s)~ with o > 1 and log(t/s). For simplicity, we set 
D(t) = -c(t) - (A*B-‘A) (t), K(t) = ; (A*B-1 + B-lA) (t). 
THEOREM 2.2. Suppose that there exist H E E and 1(, E C[to,co) such that 
1 
lim inf - 1” [H(t,s)trD(s) - h(t,s)dmtrK(s)] ds > -co, 
t-co W, to> to 
1 t lim sup - 
J 
h2(t,s) & < o. 
t-co H(t,to) to Aa( ’ 
and 
1 t liy:Oup H(t, T) xl {J [ W, sP(s) - h(t, s)mWs) T 
forallT>to. If 
- $t,s)B-l(s)] ds} 2 $(T), 
J 






then (1) is oscillatory 
PROOF. Suppose to the contrary that there is a nontrivial prepared solution (X(t), Y(t)) of (1) 
such that X(t) is nonsingular for ‘all sufficiently large t. Without loss of generality, we may 
assume that det X(t) # 0 for t > to. Set 
(4) 
(5) 
W(t) = Y(t)X-l(t), t >to. 
Then, W(t) satisfies the Riccati equation 
W’(t) + W(t)A(t) + A*(t)W(t) + W(t)B(t)W(t) - C(t) = 0. (10) 
Since B(t) > 0, we may define R(t) = B1j2(t). Let V(t) = W(t) + B-l(t)A(t). Then, from (10) 
and the definition of D(t), we have 
f (V(t) + v*(t)) = W(t) + K(t), 
V*(t)B(t)V(t) = (WA + A*W + WBW + A*B-lA) (t) = -W’(t) - D(t). 
Set 
Q(t, s) = djR(s)V(s)R(s) + $(t, s)L. 
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Then, from (4), 
R-‘(s)Q*(t, s)Q(t, s)R-l(s) = H(t, s) (V*BV) (s) 
+ qt, s)J~(W + K)(s) + +, sp-l(s) 
= -&(t; s)W(s)) - qt, s)D(s) 
(11) 
+ qt, s)JmK(s) + ;h2(t, s)P(s). 
Integrating from T (T 2 to) t? t > T yields t 
SC H(t, s)D(s) - h(t, s)dmK(s) - ;h2(t,s)B-l(s)) ds 
= El;, T)W(T) - Lt 
(12) 
R-l(s)Q*(t, s)Q(t, s)R-l(s) ds I H(t, T)W(T). 
Ram (12) and condition (8), we obtain 
+P’) L hW(T)), T 2 to. (13) 
On the other hand, from (ll), we also have 
as) (v*BV) (s) + qt, s)mGKW + K)(s) 
= --&qt, s)W(s)) - hT(t, s)D(s) + qt, S)JmK(s). 
If we let 
(14) 
PI(t) = --A-- 
J 
t 
Nt7to) to H(t, s) tr (V*BV) (s) ds, 




4 s)dmtr{Ws) + K(s)) ds, 
then from (14) and (6), 
1 t 
limsup(Fl(t) + G(t)) = trW(to) - liminf - 
t+cc SC t+fx q&to) to
H(t, s) tr D(s) 
(15) 
- h(t, s)dmtr K(s)) ds < 00. 
By Lemma 2.1, we obtain 
l?(t) = -L 
J 
t 
H(4 to) to H(t, s)X,(B(s)) tr (V*V) (s) ds I Fl(t), (16) 
and so, from (15) and (16), 
limsup {F(t) + G(t)} < 00. 
t-+02 
(17) 
Now, we claim that 
I 
w 
A,(B(s)) tr (V*V) (s) ds < 03. (18) 
to 
From (5), there exists E > 0 such that 
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If (18) is not true, then, for every p > 0, there exists tr > to such that 
J t [X,(B) tr (V’V)] (s) ds > F, t 1 t1. to 
From (19), there exists t2 > tl such that for t > t2, H(t, tl)/H(t, to) > 5 and 
F(t) = 1 J t aH(t, s) -- W9to)  as IS ’ &(B(T)) tr (V*V) (7) d7 ds to > 
1 t aH(t,s) 
>- -- J H(t,to) t1 as {J a X,(B(T)) tr (V’V) (T) dr to > ds t aH(t,s) 
2 EdLo) t1 J #at, t1> -- as ds = gqt, to) ’ p. 
Therefore, 
Jimim F(t) = 00. 
Let {tk} c [to, oo) be a sequence such that tk + co as k -+ co and 
(20) 
ii%[F(tk) + G(h)] = v$p[F(t) + G(t)]. (21) 
F’rom (17), (20), (21), we have 
. G2(tk) 
kk F(tk) ,= O”. (22) 
Moreover, for tr V(t) = tr(W: -C K)(t), by the Schwarz inequality and Lemma 2.1, we have 








‘j { H(t:,to) l; $:;) ds} 
I n 
H(tk, to> {J H(tk, s)&@(s)) tr(V*V)(s)ds to 
=nF(tk){ :’ J 
} { H(t:,to) 1; $&)) ds} 
tk h2(tk, s) 
H(tk,to) to k@(s)) ds 
But this is impossible because of (7). Thus, (18) is true and Lemma 2.1 leads us to 
J a X,(B(s)) tr (V(S)~) ds < co. to 
Therefore, from ( 18), 
J tom [X,(B) tr(W + K)~] (s) ds = i Jm {X,(B) tr (v* + v,“} (s) ds to 
1 O” J 
(23) 
=- 2 {X,(B) [tr (V’) + tr (V*V)]} (s) ds < 00. to 
Now, from (13), we have 
ti(t) + wqt)) I h(wt>) + MW)) L ~lww + K(t)). 
This, together with (23), gives 
Jm ~ws)) w(s) +WW)I: ds I Jm MB(~)) [xlw(s> + JW)I~ ds to to 
J 
00 5 X,(B(s)) tr [W(s) + K(.s)]~ ds < co, 
to 
which contradicts hypothesis (9). The proof of Theorem 1 is complete. 
In the special case where B(t) s In, D(t) = -C(t) - A*(t)A(t), and K(t) = (A*(t) + A(t))/2, 
we have the following consequences. 
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COROLLARY 2.3. Suppose that B(t) = I, and there exist a function $ E C[to, co) and a constant 
a: > 1 such that 
’ lim inf - 
J 
’ [(t - s)atrD(s) - cr(t - s)~-I trA(s)] ds > -co, 
t+cc tff to 
limsup IX, t 
t-+m ta 1s [ T 
(t - s)~D(s) - a(t - s)“-%(s) - ;(t - s)-~I~] ds} 2 $(T) 
for all T 2 to. Then system (1) is oscillatory provided that 
J tom W(s) + MK(4)12, ds =00. (24) 
COROLLARY 2.4. Suppose that B(t) E I, and there exist functions II, E C[to,oo) and p E 
Cr(O,oo) with p’(t) > 0 fort > 0 and p(O) = 0 such that 
lim inf -J- 
J 
t 
t+ca P(t) to 
[p(t - s) tr D(s) - p’(t - s) tr K(s)] ds > -00, 
,o(t - s)D(s) - p’(t - s)K(s) - ;;it” 1;; In] ds} 2 $(T) 
for all T 2 to. Then system (1) is oscillatory provided that (24) is valid. 
For illustration, we consider the following example. 
EXAMPLE 2.5. Consider the four-dimensional system (l), where 
B(t) = I2, C(t) = t 2 to. 
Then, 
Take cy = 2,. Then 
lim sup $Xr 
t-m {J 
t: [(t - s)~D(s) - 2(t - s)K(s) - Is] ds} = -sinte + f < co, 
and we see that Theorem 2.3 in [lo] does not apply. Nevertheless, since 
litm zf f t - ) + J t: K s 2 tr D(s) - 2(t - s) trA(s)] ds = -2sin to > -00, 
lim sup $Xr 
t-+ca {J Tt [(t - S)~II(S) - 2(t - s)K(s) - 121 ds} = -sinT + i = $(T), 
for all T 2 to, and 
J t0m [q(s) + X,(K(s))]: ds = 10m(-sins)ids = 00, 
we obtain oscillation of the system by Corollary 2.3. 
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COROLLARY 2.6. In Theorem 2.2, if K(t) is semipositive definite and hypothesis (9) is replaced 
with 
J 
m JL(W)lCtf(4 ds = 00, (25) 
to 
then (1) is oscillatory. 
PROOF. The semipositive definiteness of K(t) implies X,(K(t)) 2 0 and 
+:@I I W(t) + WWI: 
This, with (25) implies (9), and Corollary 2.6 follows immediately from Theorem 2.2. , 
Next, if we replace condition (6) with a weaker one and (8) with a stronger one, then the 
conclusion of Theorem 2.2 is still true. 
THEOREM 2.7. Suppose that there exist H E S and $ E C[to, 00) such that (7) and (9) hold. 
Then (1) is oscillatory provided that 
1 
lim sup - /’ [H(t, s) tr D(s) - dmh(t, 3) tr K(s)] ds > --00 





{J [ t-.m H(t,T) T 
H(t, sP(s) - d%?W, SW(s) 
- +h’(t, s)K1(s)] ds} 1 e(T), t 2to. 
Finally, using two functions $1 and $2, we may fine-tune the conditions in Theorem 2.2 to 
preserve oscillation. 




liE:’ H(t, T) x1 
h’(t, s)B-l(s) ds I &l(T), 
T > 
1 
“z:’ H(t, T) xl { Jt [Wt, sP(s) - d%-+(t, W(s)] ds} 2 $2(~), T 
for alI T 2 to, then system (1) is oscillatory provided that 
Jm MB(~)) [$2(s) - ftids, + &z(K(s))] 2 ds = 00. 
to + 
Proofs of Theorems 2.7 and 2.8 are similar to that of Theorem 2.2 and therefore omitted. 
REMARK 2.9. The results in Theorems 2.2, 2.7, and 2.8 can be improved by using a modified 
Riccati transformation 
Iv(t) = Q(t)Y(t)X-l(t), t 1 to, 
where a E C’[to, W) is a carefully chosen function. Here we omit the details. 
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