Let {Xj} ∞ j=1 be a stationary Gaussian sequence of random vectors with mean zero. We study the convergence in distribution of a
Introduction and main results
A common situation in many statistical applications is the dependence between observations. An usual type of dependence is the long-range dependence. Let {X j } Depending on how strong the dependence between the r.v's is, we may have a behavior similar to the Gaussian case (short range dependence) or a di erent behavior (long-range dependence). Long-range dependence appears in several ÿelds (see for example Beran, 1994) . In this case, the dependence of the data increases the rate of growth of the variance of the sample mean, thus decreasing its rate to convergence. In the one-dimensional case, this phenomenon has been studied when
where ¿ 1 and L(k) is a slowly varying function. We will see that even if this stringent condition is not satisÿed, the dependence of the data could decrease the rate of convergence of the sample mean. If (1.2) holds for some 1 ¿ ¿ 0, we have short-range dependence: there is convergence to a normal limit with rate n 1=2 . Besides the order in the growth E[X 1 X k+1 ], it is possible to di erentiate between short-and long-range dependence by looking at the spectral density (see for example Rosenblatt, 1984) . If the spectral density is absolutely continuous we have short-range dependence. If the spectral density has a discontinuity of the form |x| −1 for some 0 ¡ ¡ 1 in a neighborhood of zero, then (1.2) holds. Our results apply to other types of irregularities of the spectral density (see Propositions 13 and the remarks after this proposition).
To elucidate our results, we recall the main work in this area in the one-dimensional case. One of the main limit theorems dealing with (1.1) is Theorem 1 in Sun (1965) . He showed that if Basically, previous theorem says that if the sequence {X j } is close enough to be independent, we have a central limit theorem. Although the variance of the limit distribution is di erent from the usual one. Taqqu (1975) considered the case when the dependence is high. Taqqu (1975, Theorem 5:1) converges in distribution to a normal random variable. Observe that the order of n H (L(H )) 1=2 is between n 1=2 (the order of the normalizing constant in the central limit theorem) and n (the order for the normalizing constant in the law of the large numbers). The e ect of long-range dependence is to decrease the rate of convergence of the sample mean. Taqqu's theorem depends on the Fourier expansion of G(X 1 ) in Hermite polynomials. We must recall that the Hermite polynomials H n (x) are deÿned by e ux−2 −1 u 2 = ∞ n=0 (u n =n!)H n (x). They form an orthogonal system of L 2 (R) with respect to the measure (2 ) −1=2 e 2 −1 x 2 d x. We have that E[H n (X )H m (X )] = n! if n = m, and
where the convergence is in L 2 and
where
This means that the terms in (1.1) coming from the terms of order greater than one in the Fourier expansion of G(x) vanish. Observe that
−1=2 n j=1 c 1 X j has a normal distribution with mean zero and variance c 2 1 . In this case, the asymptotic distribution of (1.1) reduces to that of the ÿrst term in the Hermite expansion. We present the following theorem: 
and lim n→∞ B n; k for each k¿2, where
Then,
converges in distribution to an r.v. . Moreover, 
where A k := lim n→∞ A n; k , B k := lim n→∞ B n; k and
for a neighborhood of zero, Observe how di erent the limit distribution is in the two parts in the previous theorem. In part (i), the limit is normal and every c l contributes to the limit. In this case A k = B k = 0 for k¿3. In part (ii), the limit could be nonnormal. Only c 1 and c 2 contribute to the limit. Here, any A k and any B k could be di erent from zero.
Part (i) in the previous theorem is just Theorem 1 in Sun (1965) . Part (ii) recovers Taqqu's theorem allowing the sequence r(n) to be not necessarily neither slowly varying nor eventually nonnegative. There are possible stationary sequences {X j } such that the corresponding r(n) has alternative signs (see Proposition 10). Taqqu's result do not apply to this example, but Theorem 1 does. It is quite interesting that in part (ii) of Theorem 1, both terms c 1 H 1 (x) and 2 −1 c 2 H 2 (x) have a contribution to the limit, which is not necessarily normal (see Proposition 11).
In case (ii), the contribution to the limit comes from
So, this distribution can be represented as a quadratic (possibly linear) polynomial over a sequence of i.i.d. normal r.v.'s. It follows from Arcones (1999) that the limit distribution of this sequence of r.v.'s can also be represented as a quadratic (possibly linear) polynomial over a sequence of i.i.d. normal r.v.'s. A n; k and B n; k are related with moments. We have that A n; 2 = E[ 
We present the following theorem:
be a stationary Gaussian sequence of random vectors with mean zero and E[X 1 ]= p; q ; for each 16p; q6d. Let G be a real function with E[G 2 (X 1 )] ¡ ∞. Let {a n } be a sequence of real numbers. We deÿne 
Then;
converges in distribution to an r.v. . Moreover:
then is a normal r.v. with mean zero and variance 
Observe how in the second part of the previous theorem only the linear and quadratic terms in the expansion of G(x) contribute to the limit.
Conditions (ii) and (iii) in Theorem 1 hold if A n; k (p 1 ; : : : ; p 2k−2 ) and B n; k (p 1 ; : : : ; p 2k ) converge for each p 1 ; : : : ; p 2k . But, we are assuming conditions that seem weaker than those conditions. Observe that condition (iii) is equivalent to lim n→∞ ∈S k B n; k (p 2 (1) ; p 2 (2)−1 ; p 2 (2) ; : : : ; p 2 (k)−1 ; p 2 (k) ; p 2 (1)−1 );
exists, for each 16p 1 ; : : : ; p 2k 6d where S k is the set of permutations of {1; : : : ; k}.
We also have that condition (ii) is equivalent to
for each 16p 1 ; : : : ; p 2k−2 6d: Next, we recall an expression for the limit variance in case ( 
( 1.13) (see the proof of Lemma 1 in Arcones, 1994) . Hence, if
converges for each function G(x) with ÿnite second moment, then
converge for each 16p 1 ; p 2 ; p 3 ; p 4 6d. In this situation (a n = n 1=2 ), the conditions in Theorem 2 simplify:
|k|+1+k ] for −∞ ¡ k ¡ ∞ and 16p; q6d. Suppose that for each 16p 1 ; p 2 ; p 3 ; p 4 6d; the following limit exists:
and
converges in distribution to a normal r.v. with mean zero and variance
Previous theorem is Theorem 2 in Arcones (1994) . There is an oversight in the statement of that theorem. Condition (2:15) in Theorem 2 in Arcones (1994) should be condition (1.15), as it is obvious from the proof.
The conditions in Theorem 2 are necessary in the following sense:
be a stationary Gaussian sequence of r.v.'s with mean zero and
j ] = p; q ; for each 16p; q6d. Let {a n } be a sequence of real numbers converging to inÿnity. Suppose that lim n→∞ r (p; q) (n) = 0 for each 16p; q6d. Then; the following conditions are equivalent:
(iii) For each polynomial G(x) of degree two and each positive integer k, We may have that a
is not zero. A trivial example is the following. Let X j = g, for each j¿1, where g is a standard normal random variable.
and r(n) = 1 for each n¿0. Several authors (Taqqu, 1975 (Taqqu, , 1979 Dobrushin and Major, 1979; and Breuer and Major, 1983) have considered the case when the function G(x) has a Fourier expansion with c 1 = · · · = c −1 = 0, for some ¿2. Taqqu (1975) deÿned the rank of a function
In particular, Breuer and Major (1983, Theorem 1) showed that if
where Dobrushin and Major (1979) proved that if G has a rank greater or equal than and there exists a slowly varying function L(k) and 0 ¡ ¡ 1= such that
converges in distribution, where a n =n
We will see that even if (1.20) does not hold it is possible to get distributional limit theorems (see Proposition 13).
In the multivariate case, assuming that E[X (p) X (q) ] = p; q , where p; q is the Kronecker delta, the Hermite rank of G is deÿned by
where the inÿmum of the empty set is inÿnity. 
converges in distribution to an r.v. . Moreover;
1 ] for p = q and c p;
Theorem 6. With the previous notation; under the condition lim n→∞ r (p1;p2) (n) = 0; for each 16p 1 ; p 2 6d; the following are equivalent:
(iii) For each positive integer k¿2 and each z p; q for 16p; q6d, E[( In Section 2, we present the proofs of previous theorems. In Section 3, we give some examples of stationary Gaussian sequences of r.v.'s that satisfy the assumptions in previous theorems. These conditions are given in terms of the sequence of covariances. We also see that these conditions appear when the spectral density has some irregularity. In particular, our conditions apply when the spectral density has an irregularity of the form |x − x 0 | −1 in a neighborhood of x 0 .
Proofs
We will need the diagram formula for expectations of products of Hermite polynomials over a Gaussian vector (see Breuer and Major, 1983, p. 433; or Taqqu, 1977, Lemma 3:2) . A diagram G of order (l 1 ; : : : ; l p ) is a set of points {(j; l): 16j6p; 16 l6l j }, called vertices, and a set pair of these points {((j; l); (k; m)): 16j ¡ k6p; 16l6l j ; 16m6l k }, called edges, such that every vertex appears exactly in two edges, and for each edge w = ((j; l); (k; m)), j = k. We denote by (l 1 ; : : : ; l p ) the set of diagrams of order (l 1 ; : : : ; l p ). We will denote the set of edges of the diagram G by E(G). We will also need the following lemma:
Given a edge
Lemma 7. Suppose that the covariance of X 1 is the identity matrix and G is a function with E[G 2 (X 1 )] ¡ ∞ and rank . Let
Let b be a positive number such that sup j¿b (j)61. Then;
Proof. Without loss of generality, we may assume that E[G(X j )] = 0. By Lemma 1 in Arcones (1994) ,
We also have that 16k; l61+(n−j)=b
So, (2.2) follows.
We will also need the following lemma:
Lemma 8. Suppose that G is a function with E[G 2 (X 1 )] ¡ ∞ and rank +1. Let a n be a sequence of real numbers such that na −2 n → 0. Suppose that for each 16p 1 ; p 2 6d; lim |l|→∞ r (p1;p2) (l) = 0; and
Then, where R is the matrix (r j; k ) and
We also must recall that if R is a symmetric matrix, then there are matrices P and such that R = P P ; P P = I and is a diagonal matrix, where I is the n × n identity matrix. It is easy to see that if 1 ; : : : ; n be the elements in the diagonal of , then the trace of R k is n j=1 k j . We will need the following lemma whose proof is omitted.
Lemma 9. Let Y 1 ; : : : ; Y n be i.i.d.r.v.'s with standard normal distribution. Let R be a symmetric matrix. Let v be an n-dimensional vector. Then;
Usually, we will use (2.3) for 2|s|(trace(R 2 )) 1=2 ¡ 1. Observe that
Proof of Theorem 2. Condition (ii) implies that lim n→∞ (A n; 2 (p 1 ; p 2 ) + A n; 2 (p 2 ; p 1 )) converges for each 16p 1 ; p 2 6d. By interchanging l 1 and l 2 and using that r (p1;p2) (k) = r (p2;p1) (−k), we get that We have that
has a normal distribution. So, part (i) follows. Now, assume that
So, lim n→∞ a where 
It is easy to see that
c p1 c p2;p3 c p4;p5 · · · c p 2k−4 ;p 2k−3 × c p 2k−2 (t (p1) ) R n e (p2;p3) R n e (p3;p4) · · · R n t where 1 is the n dimensional vector 
We also have that So, (2.4) follows for 2|t|max(|c p1;p2 |; |c p |) 0 ¡ 1. In order to take limits in (2.4), we need to show that the series in the left part of (2.4) converges uniformly in a neighborhood of zero. Let r(k) = sup 16p; q6d |r (p; q) (k)|. Let S be an n × n matrix determined by S(j; k) = r(k − j) for 16j; k6n. Then,
where n; 1 (S); : : : ; n; n (S) are the eigenvalues of S. By deÿnition,
For k¿3, we have that
We have that
The claim follows taking limits in (2.4) for 2d 2 |t|max(|c p1;p2 |; |c p |) 0 ¡ 1.
Proof of Theorem 4. Trivially, (i) implies (ii). Assume (ii). We have
c p; q (p; q) n; 2 converges in distribution. By Proposition 6:5:1 in KwapieÃ n and WoyczyÃ nski (1992),
for any 2 ¡ p ¡ ∞. Given p ¿ 2, take ¿ 0 such that
for each n¿1. From previous inequality, (2.5) and the H older's inequality,
Hence, E[K 2 n ]62 2 and
Therefore, by uniform integrability we have convergence of moments, i.e. (iii) follows.
(iii) implies (iv) by the representation of the characteristic function of K n obtained in the proof of Theorem 2.
By Theorem 2, (iv) implies (i).
The proofs of Theorems 5 and 6 follow similar to those of Theorems 2 and 4 and they are omitted.
Examples
Here, we consider previous theorems for particular types of Gaussian sequences. We only consider the one-dimensional case.
−a for some a ¿ 0. Then; there exists a stationary Gaussian sequence of r.v.'s {X j } with mean zero such that E[X 1 X 1+|k| ] = (−1) k (1 + k 2 ) −a ; for each integer k. Moreover:
; Theorem 1 applies with a n = n 1=2 and A 2 = 1 + 2
; Theorem 1 applies with a n =(n log n) 1=2 ; A k =0; for k¿2; B 2 =2; and B k = 0; for k¿3. (iii) If 1 4 ¿a¿0; Theorem 1 applies with a n =n 1−2a ; A k =0; for each k ¿2;
Proof. c will designate a ÿnite constant that may vary from line to line. Let 1 and let 2 be two independent r.v.'s with density f(x) = x a−1 e −x = (a). Let = 1 − 2 + . Then, the characteristic function of is '(t) := e i t (1+t 2 ) −a . Since ' is a characteristic function, there exists a stationary Gaussian process (n log n)
and (n log n)
n; 2 ], for k¿3, where
So, (3.1) and (3.2) imply that E[ 2 n; 1 ] → 0 and E[ 2 n; 2 ] → 2. Thus, A n; k → 0, for k¿3. We have that B n; k 6 c(n log n) −k=2 n l1;:::;l k =1
(
We have
By the change of variables x = l 1 + (l 3 − l 1 )y,
Similarly,
Hence, B n; k 6 cn −k=2 (log n)
1−(k=2) n l1; l3;:::;l k =1
Finally, using that sup 16a6n
1=2 , for l j = 3; : : : ; k,
So, Theorem 1 applies.
The sequence considered in Proposition 10 is not varying regularly.
−2a for some a ¿ 0. Then; there exists a stationary Gaussian sequence of r.v.'s {X j } with mean zero such that r(k) = E[X 1 X 1+|k| ]; for each integer k. Moreover:
(i) If a ¿ 1=4; Theorem 1 applies with a n =n 1=2 and A 2 =1+2
2 ) and A k = B k = 0; for each k¿3.
(ii) If a =1=4; Theorem 1 applies with a n =(n log n) 1=2 ; A 2 =1; A k =0; for k¿3; B 2 = 2 −1 ; and B k = 0; for k¿3. (iii) If 1=4 ¿ a ¿ 0; Theorem 1 applies with a n = n 1−2a ; A 2 = 2
Proof. By Proposition 10, there are two independent stationary Gaussian processes
Then, {X j } has the announced covariance. Case (i) follows from Theorem 1 in Sun (1965) . If a = 1=4,
Taking variances, it is easy to see that
We also have that
Again taking variances, we have that
Hence,
n; 2 ]. Since, the terms in n; 1 and n; 2 which do not vanish are independent, lim n→∞ A n; k = 0. By (2.12) and a previous estimation, lim n→∞ B n; k only has the covariance coming from H 2 (Z j ), i.e. (
From this and the proof of Proposition 10, lim n→∞ B n; 2 = 1=2 and lim n→∞ B n; k = 0, for k¿3. In the case 0 ¡ a ¡ 1=4, we have that
A k = 0, for k¿3,
The rest of the proof in this case is similar to that of the previous case and it is omitted.
Observe that in Proposition 11, the limit distribution depends on both the linear and quadratic terms on the expansion of G in (1.7), i.e. the limit distribution depends on c 1 and c 2 . If a¿1=4 in Proposition 11, the limit distribution is normal. If 0 ¡ a ¡ 1=4 in Proposition 11, the limit distribution is that of a quadratic polynomial over a sequence of normal r.v.'s.
Proposition 12. Given a ¿ 0; let r(2k) = (−1) k (1 + (2k) 2 ) −a and r(k) = 0 if k is an odd number. Then; there exists a stationary Gaussian sequence of r.v.'s {X j } with mean zero such that r(k) = E[X 1 X 1+|k| ]; for each integer k. Moreover:
(i) If a ¿ 1=4; Theorem 1 applies with a n = n 1=2 and A 2 = 1 + 2
2 ) −a ; B 2 = 1 + 2 ∞ k=1 (1 + 4k 2 ) −2a and A k = B k = 0; for each k¿3. (ii) If a=1=4; Theorem 1 applies with a n =(n log n) 1=2 ; A k =2; B 2 =2 −1 and A k =B k =0 for k¿3. (iii) If 1=4 ¿ a ¿ 0; Theorem 1 applies with a n = n 1−2a ; A k = 0 for k¿2; and Sequences of covariances satisfying the conditions in previous propositions appear naturally when the spectral density of the covariance sequence {r(k)} has some discontinuity. It is easy that if f(x) is an integrable positive even function, then there exists a stationary sequence of r.v.'s with covariance r(k) = − e ikx f(x) dx. If f ∈ L 2 ((− ; ); d x) and lim n→∞ (1=2 n) − sin 2 (2 −1 nx) sin 2 (2 −1 x) f(x) dx exists, then by Theorem 1 in Sun (1965) , then for each G with E[G 2 (X )] ¡ ∞,
converges in distribution to a normal r.v. So, we will restrict to spectral densities with f ∈ L 2 ((− The pathology considered in the previous proposition is similar to that in Proposition 10. Theorem 1 applies to a sequence of r.v.'s having the density described in Proposition 13 giving a result similar to that of Proposition 10.
Obviously, in the previous proposition, we need a regularity condition in the spectral density outside . For this and other reasons, Theorem 2:1 in Beran (1994) is wrong.
We also have that the spectral density f The asymptotics of a stationary sequence of Gaussian r.v.'s with the previous spectral density are similar to those of that in Proposition 12.
