Abstract. In this paper we investigate the behavior of numerical ODE methods for the solution of systems of differential equations coupled with algebraic constraints. Systems of this form arise frequently in the modelling of problems from physics and engineering; we study some particular examples from fluid dynamics and constrained mechanical systems. We investigate some of the practical difficulties of implementing variable-stepsize backward differentiation formulas for the solution of these equations, showing how to overcome problems of matrix ill-conditioning, and giving convergence tests and error tests which are supported by theory.
1. Introduction. In this paper we investigate some of the practical difficulties involved with implementing backward differentiation formulas (BDF) for the solution of differential/algebraic equations (DAE) of the form (1.1) 0= Fl(X x', y, t), 0= FE(X, y, t)
where the initial values of x and y are given at 0 and OF1/Ox' is nonsingular. Systems of this form arise frequently in the modelling of engineering problems, for example the simulation of electrical networks and mechanical systems, and the solution of the equations of fluid dynamics. In an earlier paper [1] we showed that for the systems under consideration (certain restrictive assumptions must be placed on (1.1); these assumptions are satisfied in many practical applications) the k-step constant stepsize BDF method converges to order of accuracy O(hk), where h is the stepsize. Here we are concerned with the practical difficulties such as varying the stepsize and dealing with ill-conditioned matrices which arise in implementing BDF methods for the solution of (1.1). Recently, similar systems of equations have been studied also by Brenan [2] .
The idea of using BDF methods for systems of this type was introduced by Gear [3] and consists of replacing x' in (1.1) by a difference approximation, and then solving the resulting equations for approximations to x and y. Let F (F1, F2)r. This system has a unique solution [4] if the inverse of the scaled Jacobian matrix cF OF10F\
(1. 4) hJ,, The types of equations that we consider here arise commonly in several areas of application, which are discussed in more detail in [5] . For example, the flow of an incompressible, viscous fluid is described by the Navier-Stokes equations (1 5a) Ou +(u" V)u -Vp+ ]/V2u, ot (1.5b) V. u=0 where u is the velocity in two or three dimensions, p is the pressure, and y is the kinematic viscosity. After spatial discretization of (1.5) with a finite difference or finite element method, the vectors U and P, approximating u and p, satisfy [6] (1.6a) M(J+(K+N(U))U+CP=f(U,P), (1.6b) cTu=o which has the form (1.1). The mass matrix M is the identity matrix (finite differences) or a symmetric positive definite matrix (finite elements). The discretization of the operator X7 is C and the forcing function f emanates from the boundary conditions.
Another application which fits into this general framework is the simulation of mechanical systems of rigid bodies interconnected directly by joints or via other components such as springs and dampers. The vector q of coordinates of the bodies satisfies the following equations ['7] (1.Ta) M(q)q"= f(q, q', t)+ G(q)A, (1.7b) (q) =0. To state our results, we must first introduce the concept of the index of a DAE system. The index is a measure of the singularity of a system. Standard form ODEs, y'=f(t,y), have index zero, the fluid flow system (1.6) has index two, and the constrained mechanical system (1.7) has index three. In general, the higher the index, the more severe the numerical difficulties that we can expect. For the purposes of this paper we will simply define the index as the number of times the constraints of the system must be differentiated in order to obtain a standard form ODE system. This definition is compatible with previous definitions, for the systems considered here [8] .
To illustrate the idea of index, we compute the index of the mechanical system (1.7 GT(q)q'=O.
If (qo) =0, q= q'(0) and Gr(qo)q'o=O then the condition (1.9) is equivalent to its derivative, d
(
We obtain a system of linear equations satisfied by h by introducing q" from (1.7a) into the expression above and solving for A,
This condition replaces (1.9). Finally, if ho, qo, q satisfy (1.11) at 0 we can differentiate (1.11) once more and the resulting equation, coupled with (1.7a), form a standardform ODE system. The index of the original system (1.7) is three, because the constraint was differentiated three times to obtain a standard form ODE system. Similarly, it is easy to verify that the index of the equivalent system (1.Ta, 1.9) is two, and that the index of the fluid dynamics system (1.6) is two [5] .
In (1) The index is less than or equal to one, or (2) the index is equal to two and OF./Oy =-0, or (3) the index is equal to three and the system has the form (1.7). As an example, let us consider some different ways to solve the constrained mechanical system (1.7). First of all, we can attempt to solve the system in its original, index-three form, using an implicit numerical method such as BDF. This technique is actually used in some codes [10] , [11] for solving mechanical systems. Solving the problem in this way has the advantages that it is easy to formulate the system (we do not have to differentiate the constraints or rewrite the system in any way), the sparsity of the system is preserved, and the constraints are satisfied exactly on every step.
However, there are several difficulties in using a variable-stepsize BDF code for solving systems in this form. First, the iteration matrix that the code uses at each time step is very ill-conditioned for small stepsizes. This can cause severe difficulties with the Newton iteration and with stepsize selection in the code. This difficulty can be partially remedied via the scaling techniques considered in 3. Secondly, error estimation and stepsize selection algorithms that are normally used in variable-stepsize codes fail for this type of problem (see 4 and 5) . One way to overcome this difficulty is to base the error control and stepsize selection strategies only on the vector q, and not on the velocities q' or the Lagrange multipliers &. We can use the theory developed in 1] to show that the constant-stepsize BDF converges for problems written in this form, but this says nothing about what will happen when there are errors, for example, in the initial velocities. We have found from experiment that a variable-stepsize code which bases its stepsize selection and order control strategies only on q can obtain completely wrong answers when the initial velocities fail to satisfy the condition that the derivative Of the constraint should be zero. Thus, we must be very careful that the initial conditions are consistent in the sense that not only the constraint, but also the derivative of the constraint, is zero at the initial time. Unfortunately, all of the techniques for solving mechanical systems that we discuss in this section experience some type of serious difficulty when the initial conditions to the original problem are not chosen to be consistent. For this reason, we do not reject this method (of solving the original index-three problem with variable-stepsize BDF) entirely, but we do doubt its reliability when the initial conditions are inconsistent, or in situations where there are steep gradients or discontinuities in the velocities. It may be possible to reliably solve systems in the index-three form with methods other than BDF, such as extrapolation [8] or defect correction, by controlling errors on the velocities as well as the positions, but we will not take up this subject further in this paper.
A second way of solving (1.7) is to differentiate the constraint and solve the system (1.7a), (1.9). This approach produces a poorly conditioned iteration matrix (though not as poorly conditioned as solving the system in its original form), but we can again eliminate most of these difficulties by scaling the problem as described in 3. Stepsize selection and error control strategies for variable-stepsize BDF codes fail for these problems, unless we somehow exclude the Lagrange multipliers , from the error control decisions. In contrast to the error control strategies proposed in the previous paragraph, there is some justification (see 5) for excluding from the error control decisions. In this approach, it is a simple task to verify that the initial conditions q' (0) on the velocity satisfy the algebraic constraint (1.9). If However, now we must be careful that the constraint itself is satisfied at the initial time. An initial error in the constraint will contaminate the solution in the whole time interval of interest. There are, though, reasons to believe [5] that any system which does not satisfy the constraint initially is not a good physical model. The main difficulty with solving (1.7a), (1.9) is that of "drifting off" the original constraint. (Note that this is not a problem for solving the Navier-Stokes equations (1.6), which are essentially the same form as (1.7a), (1.9) because there the constraint that we are using is the original constraint of the system.) This formulation of the problem does not force the constraint to be satisfied on every step, and there may be a tendency for the amount by which the constraint is not satisfied to increase from step to step. By using small stepsizes (in an automatic code, by keeping the error tolerances fairly stringent), we can keep small these errors in the amount by which the constraint is not satisfied. Whether this is a serious problem or not depends on the application, although clearly it could be troublesome if the solution is desired over a long interval in time.
A third strategy, which is used in some codes for solving mechanical systems [10] , is to eliminate the Lagrange multipliers analytically by means of methods in analytical mechanics to obtain a standard form ODE system. The system of.ODEs is assembled from a data structure describing the mechanical system. If the resulting problem is not stiff, this approach has the advantage that the system can be solved by an explicit numerical method. The number of unknowns after this type of transformation usually is smaller, but the sparsity of the system has decreased, which is an important consideration if the problem happens to be stiff. Again, we must be very careful that the initial conditions satisfy that both the constraint and the derivative of the constraint are zero, or we will obviously obtain a solution which is nonsense. A constraint corresponding to an eliminated Lagrange multiplier is automatically satisfied in the chosen representation of the mechanical system. Consider the pendulum (1. 8 [14] .
While all of these techniques have their shortcomings, we have attempted here to put them on a firmer foundation, and to suggest some ways to implement them more effectively. All of these techniques experience serious difficulties when the initial conditions are not consistent. For now, we merely note that the effect of the proposed scaling is to control the size of the roundoff errors in x which are introduced in solving the linear system. At the same time, the "algebraic" variables y may contain errors proportional to u/h. However, since the values of y do not affect the state of the system directly (that is, how the system will respond at future times), we may be willing to tolerate much larger errors in y than in x. In any case, this scaling is a significant improvement over the original scaling (3.5) . For the scaled system, the errors are considerably diminished, and the largest errors are confined to the variables which are in some sense the least important.
Painter [15] describes difficulties due to ill-conditioning for solving incompressible Navier-Stokes equations of the form (1.6), and employs essentially the same scaling that we have suggested here to solve the problem. These difficulties are most severe when an automatic code is using a very small stepsize, as in starting a problem or passing over a discontinuity in some derivative.
We further note that if we are using Gaussian elimination with partial pivoting, we do not need any column scaling. The solution will be the same without this scaling, because it does not affect the choice of pivots [16] . What the analysis shows is that the errors which are due to ill-conditioning are concentrated in the "algebraic" variables of the system and not in the "differential" variables. Thus, we must be particularly careful about using the "algebraic" variables in other tests in the code which might be sensitive to the errors in these variables.
Case III. For this case, we will work with systems of the form [18] (for solving systems of the form F(t, y, y')=0), there is a subroutine which the user writes for computing the residual F(t, y, y') A, given (t, y, y'). The user can scale A inside this subroutine, and according to our guidelines, if we pass the stepsize h in the argument list to this subroutine. This way, the scaling costs virtually nothing.
An alternative idea is to provide an option to automatically do row equilibration, or to use linear system solvers which perform row scaling, as suggested in Shampine 17] . 4 . Tests for terminating the corrector iteration. In the last section we saw that for high index systems, even with scaling, there are rel.atively large errors in some of the variables. For the most part, these variables do not determine the state of the system, so these errors are in some sense tolerable. However, from the point of view of an automatic code where we must have some criterion for deciding when to terminate the corrector iteration, the errors in these variables are still a source of difficulties.. Our objective in this section is to show that, from the point of view of propagation of errors in the state variables of a system, it is sufficient to terminate the Newton iteration based on the errors in the scaled variables, where the variables are scaled by powers of the stepsize as in the previous section. This eliminates troubles due to ill conditioning in the corrector iteration part of a code.
We will examine the propagation of errors caused by the interruption of the Newton iterations for a BDF method, for systems of the form (1.1) of index one, two and three.
For these purposes, let (x,, y,) be the computed solution (where the corrector iteration has not necessarily been solved exactly), and let (,, 37,) be the true solution to the difference equation. Then .= x. + , 37. y.+ ty., where '. and BY. are the errors in x. and y. due to terminating the Newton iteration early. Let e eY. y. -y(t.) be the global errors and let -. be the local truncation error. Then we have O= F(., p;./ h, y,,, F(x. + , p(x. + )/h, y. + 8Y., t.) F(x(t.) + e + , p(x(t.) + e + ')/h, y(t.) + eY. + 8Y., t.) F(x(t.), x'(t.), y(t.), t.)+(e. + ') In general, variables should never be totally excluded from the test for convergence of the corrector iteration. Even if a variable occurs linearly, as for example in Brown and Gear 19] , it is a mistake to exclude it from the convergence test in an automatic code. The reason for this is that codes are so often using Jacobians which were calculated on previous steps and possibly even based on different stepsizes that in general we cannot count on the Newton iteration to converge in one step.
5. Error tests. In this section we will examine the reasons why some variables should be excluded from the error test in an automatic code.
It follows from (4.1) and (4.2) that the errors in the "algebraic" variable y on previous time steps, e y, < n, do not directly influence the errors in any of the variables at the current time t, for systems of index one and two satisfying Assumption 1.1 since they do not appear in (4.1). Therefore, we can consider deleting these variables from the error estimate. This could be advantageous for the smooth operation of a code. Consider first the case of solving index one systems. Suppose, for example, that on one step we make a fairly large mistake by terminating the Newton iteration before it has really converged, and that on this step the value of y that should have been computed has a large error in it, but that based on the incorrect value it passes the error test anyway. If we base the error test on y, then on the next step this could cause a big problem, because the new value of y does not approach the old (incorrect) value of y, so that their difference, and hence the error estimate, does not approach zero as h-0. Because of this, we feel that in this case it is probably wise to leave y out of the error control decisions. The main drawback in this strategy is that if we would like to know the values of y at interpolated points (between mesh points) then the stepsize should be based in part on the values of y. For index two systems, the stepsize control strategy in an automatic BDF code will fail, for reasons explained in Petzold [9] , unless the "algebraic" variables y are excluded from the error test. For Navier-Stokes systems, this means that the pressure should be excluded from the error test, and for constrained mechanical systems (1.7a), (1.9) where the constraint has been differentiated once, it means that the Lagrange multipliers should be excluded from the error test.
Another possible error estimate is based on the observation that the part of the error in x and y due to the truncation error hzn in (4.2) [20] for constant-coefficient DAE.systems (see also Petzold [9] ). If A4 0 and the index is two, we find from (3.6) that e x. h'r, h k+l as we would expect but that e y k
For the index three mechanical systems, the situation is almost as simple. According to (3.10) the leading term in the contribution from the discretization error h, to the errors e and e is e. ao -P/y (I-P)S -1 hThe next term of higher order in the lower left-hand block is of O(y). The lower left part of the first matrix above is of O(h-1). In general we have Pr' 0 and the order of the asymptotic behavior of e. is one less than what we can expect for differentiated variables from index one or two systems. What we would ideally like to control is e Tn and the truncation error in the components of the velocity vector v which are in allowable directions (which would not cause u to violate the constraint). Stepsize control strategies used in BDF codes will fail [9] if we base the strategy on the values of v and/or A. One way to solve this problem using a general purpose BDF code is to base the error control and stepsize selection strategies solely on u. This is actually done in a production code [10] , [11] 
