Abstract. Complex arrays with good aperiodic properties are characterised and it is shown how the joining of dimensions can generate sequences which retain the aperiodic properties of the parent array. For the case of 2 × 2 × . . . × 2 arrays we define two new notions of aperiodicity by exploiting a unitary matrix represention. In particular, we apply unitary rotations by members of a size-3 cyclic subgroup of the local Clifford group to the aperiodic description. It is shown how the three notions of aperiodicity relate naturally to the autocorrelations described by the action of the Heisenberg-Weyl group. Finally, after providing some cryptographic motivation for two of the three aperiodic descriptions, we devise new constructions for complementary pairs of Boolean functions of three different kinds, and give explicit examples for each.
Introduction
Boolean functions with desirable properties are required in many fields, and are used, in particular, as components in both cryptosystems and communications systems [17] . In the former, one typically requires the Boolean function to be robust to linear and differential approximations [8] , and in the latter, one requires the one-dimensional sequences derived from Boolean functions, to have an 'evenly-spread' Fourier spectrum and low magnitude out-of-phase autocorrelation sidelobes [21] . Such technical demands are often met by Boolean functions and sequences which are spectrally optimal in a periodic sense, that is they have Fourier spectra which are well-controlled at certain spectral points. However, at least for sequences for communications, one often requires an evenly-spread Fourier spectrum over a continuum of points [10] . This translates into a requirement for low magnitude out-of-phase aperiodic autocorrelation sidelobes [12] .
Constructions of Boolean functions with good aperiodic properties is not a welldeveloped area of research in cryptography [12, 9] .
In this paper we start by considering the problem of designing bipolar sequences with good aperiodic properties. We then extend this problem to the design of bipolar arrays with good aperiodic properties and show how, for 'perfect' arrays, their aperiodic properties can be carried over to related sequences, where the sequences are obtained from the arrays by recursive joining of dimensions [22, 23, 13] We also show how to interpret this relationship in the Fourier domain.
We then focus on the construction of bipolar arrays in C n 2 , which can be described by generalised Boolean functions, where these functions have good aperiodic properties [9] . By re-expressing the autocorrelation and Fourier properties of these functions using unitary matrix terminology, we view our problem within a wider context, where the multidimensional continuous discrete Fourier transform is a tensor product of members of an infinite-size set of 2 × 2 unitary matrices [25, 19, 28] . We call this set of 2 × 2 unitaries the type-I set. We then identify a size-3 cyclic subgroup, T, of the local Clifford group, comprising 2 × 2 unitaries, where T = {I, λ, λ 2 }, and, by right-multiplication (rotation) of each member of the type-I set by λ, the generator of T, and by λ 2 , we generate two more infinite-size sets of 2 × 2 unitary matrices, respectively, namely the type-II and type-III sets. The problem of constructing arrays in C n 2 (generalised Boolean functions) with good aperiodic autocorrelation properties is related to the flatness of the spectrum resulting from the multiplicative left-action of any matrix which is a tensor product of type-I unitaries on the array. Further, the type-II and type-III matrix sets highlight new 'aperiodic' questions for the array. Therefore we consider three different kinds of aperiodic property of a Boolean function, where the 'type-I' kind relates to conventional aperiodicity.
Having characterised type-I, type-II, and type-III aperiodicity, we then give some cryptographic meaning to the properties possessed by Boolean functions which are type-I or type-II optimal. We also place the three kinds of array into a more general context by considering arrays which are optimal, in some sense, with respect to the action of the Heisenberg-Weyl (or Pauli) group [11] . Type-I, II, and III properties relate to the action of the Heisenberg-Weyl group under some restrictions. Moreover, those quadratic Boolean functions which represent one-dimensional quantum codes with good distance [9, 4] also have good properties with respect to the action of the Heisenberg-Weyl group.
We would particularly like to construct Boolean functions with perfect aperiodic properties (i.e. whose aperiodic autocorrelation sidelobes are of zero magnitude), as applying the joining described above would preserve these perfect properties, but such functions do not exist, so we therefore propose to construct pairs of Boolean functions whose out-of-phase aperiodic sidelobes sum to zero. These are, by definition, Golay complementary array pairs. A construction exists for complementary sequences, as proposed by Golay [14, 15] , and Shapiro-Rudin [31] , and later generalised by Turyn [30] . Pairs of Boolean functions constructed via an array form of the Golay-Turyn [24, 23, 13] construction have optimised type-I properties. We call such a pair a type-I pair. By rotating a type-I pair by λ and by λ 2 , respectively, we obtain a type-II pair, and a type-III pair, respectively. But a more general result can be obtained by rotating the Golay-Turyn construction itself. By rotating the Golay-Turyn construction by λ and by λ 2 we obtain two 'new' constructions which we call type-II and type-III complementary constructions, respectively. In particular, in addition to the type-I complementary pairs, this allows us to construct, directly, pairs of Boolean functions which are type-II and type-III complementary, respectively.
We finish by presenting some open problems arising from the paper.
Aperiodic autocorrelation and the continuous Fourier transform
LetÃ ∈ C N = (Ã 0 ,Ã 1 , . . . ,Ã N −1 ) be a finite sequence of N complex numbers, where we take the convention that neither of the two end elements,Ã 0 andÃ N −1 , are zero. We represent the sequenceÃ by the polynomialÃ(y) =Ã 0 +Ã 1 y +. . .+ A N −1 y N −1 . The aperiodic autocorrelation ofÃ is then given by the coefficients of KÃ(y) = KÃ
, where
, and x means x with complex-conjugated coefficients. We desire all out-of-phase sidelobes of the aperiodic autocorrelation ofÃ to be of low magnitude, which means that we want KÃ j to have low magnitude ∀j = 0. Ideally we would like all KÃ j = 0 for j = 0, in which case KÃ(y) = 1 is called a δ-function, independent of y, but this is impossible for N ≥ 2. We later discuss how to obtain an ideal (δ-function) response for the sum of the aperiodic autocorrelations of a pair of sequences.
The continuous Fourier power spectrum ofÃ is the set of evaluations of KÃ(y) on the unit circle and is summarised by
IfÃ had a perfect response then F(Ã) = {1}, i.e. the Fourier power spectrum would be flat. More realistically, ifÃ has a near-perfect aperiodic autocorrelation response then, loosely, its Fourier power spectrum is near-flat. We later discuss how to obtain a flat power spectrum for the sum of the Fourier power spectra of a pair of sequences, implying that the power spectrum for each member of the pair is near-flat.
Aperiodic autocorrelation of arrays and the multi-dimensional continuous Fourier transform
Let A ∈ C N0 ×C N1 ×. . .×C Nn−1 be an n-dimensional array with n−1 j=0 N j complex elements where, to avoid degeneracy, we take the convention that no 'surface' of the array can have elements which are all zero, i.e. for each dimension index, h, the set of elements {A 0,...,0,k,0,...,0 | ∀k} and {A N0−1,...,N h−1 −1,k,N h+1 −1,...,Nn−1−1 | ∀k} must each include at least one nonzero entry. The aperiodic autocorrelation, K A (z), of A is given by
where
n−1 ), and the coefficients of A(z) are the array elements of A, i.e.
We desire all out-of-phase sidelobes of the aperiodic autocorrelation of A to be of low magnitude, which means that we want K Aj to have low magnitude ∀j ∈ Z N0 × Z N1 × . . . × Z Nn−1 , j = 0. Ideally we would like all K Aj = 0 for j = 0, in which case
is a δ-function, independent of z, but, as with the sequence case, this is impossible. We later discuss how to obtain an ideal (δ-function) response for the sum of the aperiodic autocorrelations of a pair of arrays.
The continuous Fourier power spectrum of the array A is given by the set of evaluations of K A (z) on the multi-unit circle, and is summarised by
where υ = (υ 0 , υ 1 , . . . , υ n−1 ). If A had a perfect response then F(A) = {1}, i.e. the Fourier power spectrum would be flat everywhere. More realistically, if A has a near-perfect aperiodic autocorrelation then, loosely, its Fourier power spectrum is near-flat. We later discuss how to obtain a flat power spectrum for the sum of the Fourier power spectra of a pair of Golay complementary arrays.
Sequences obtained by joining array dimensions
Let A be a N = N 0 × N 1 × . . . × N n−1 complex array of n dimensions, as represented by the polynomial A(z) = A(z 0 , z 1 , . . . , z n−1 ). Then, by substituting into A(z) the variables z 0 = y, and z k = z
we obtain the univariate polynomialÃ(y) whose coefficients represent a sequence of length N . The important point about these substitutions is that they ensure that the elements of both the array, A, and derived sequence,Ã, are taken from the same alphabet * . We refer to this series of substitutions as the joining of dimensions [13] . By an identical series of substitutions in K A (z), which is the aperiodic autocorrelation of the array A(z), one obtains the aperiodic autocorrelation, KÃ(y), of the sequence,Ã(y). This is not the only possible substitution for A(z) and K A (z), as, at the array level, the ordering of variables z 0 , z 1 , . . . etc, is arbitrary. Thus, more generally, one can apply the series of substitutions z π(0) = y, and z π(k) = z
π(k−1) , ∀k, 1 ≤ k < n, where π ∈ S n is any permutation of {0, 1, . . . , n − 1}. Moreover the ordering of coefficients in one or more dimensions, j, may be reversed and/or multiplied by a unit phase, α, |α| = 1, without changing the aperiodic coefficient magnitudes, and these symmetries can be expressed by replacing z j by α j z ±1 j for all dimensions to be reversed and/or phase-shifted. Thus, each array, A(z), can generate a family of sequences
, |α k | = 1, 1 ≤ k < n, ∀π ∈ S n }, each with the same aperiodic autocorrelation, KÃ, where the number of distinct sequences in the family depends on internal symmetries of the specific array.
All sequences in family {Ã} have an aperiodic autocorrelation, given by KÃ, where the coefficients of KÃ are a relatively straightforward combination of the coefficients of K A . In particular, if we had an array, A, with perfect (δ-function) aperiodic autocorrelation, then all sequences in {Ã} would also have a perfect δ-function response. Although such ideal arrays do not exist, there are pairs of Golay complementary arrays whose aperiodic autocorrelations sum to a δ-function and, by joining, one can extract from such array pairs a family of sequence pairs whose aperiodic autocorrelations sum to a δ-function.
The continuous Fourier power spectrum of A is summarised by (2) . Likewise, the continuous Fourier power spectrum ofÃ is summarised by,
By comparing right-hand sides of (2) and (3) one concludes that
Let P (A) be the maximum value in F(A), i.e.
We refer to P (A) as the peak-to-average power ration (PAPR) of A. If, for a particular array, A, one has an upper bound, P, on P (A), then, from (4), P is also an upper bound on P (Ã). If A had a perfect aperiodic autocorrelation then F(Ã) = F(A) = {1}, i.e. the Fourier power spectrum of the sequence obtained by joining is flat everywhere, implying that P (A) = P (Ã) = 1. Although such perfect arrays are impossible, we can obtain a near-flat Fourier power spectrum forÃ andB by constructing a pair of Golay complementary arrays, (A, B), such that P (A) =
, leading to P (Ã) ≤ P (A) and P (B) ≤ P (B) for all possible sequences in families {Ã} and {B}, respectively.
Three kinds of aperiodicity for generalised Boolean functions
We now focus our discussion on characterisation and construction of aperiodic Boolean functions. We here consider an n-variable generalised Boolean function, A : F n 2 → C, which is a 2 × 2 × . . . × 2 n-dimensional array, where the kth entry in the array, k ∈ F n 2 , is given by A(k) ∈ C. In other words A ∈ C n We characterise the aperiodicity of a generalised Boolean function using unitary matrices. Let
be an infinite-size class of 2 × 2 unitary matrices. Then, from (2),
2 }, where we now refer to F(A) as F I (A) to indicate that all transforms are taken with respect to unitaries from V ⊗n I . In other words, the set of points comprising the continuous Fourier transform of A is equal to the union of the set of squaredmagnitudes of the array elements ofÂ U , taken over all possible 2 n × 2 n matrices U in V ⊗n I , whereÂ U is the unitary transform of A with respect to U . From the previous section we see that aperiodicity of A can be assessed by examining the 'flatness' of F I (A) and, from (5), one measure of this flatness is P (A), the PAPR of A, which from now on we refer to as P I (A).
The complete class of 2 × 2 unitary matrices can be given by
where ∆ is any diagonal or anti-diagonal unitary 2 × 2 matrix. V I is only a subclass of V . Are there are any other infinite-size unitary matrix subclasses over which another type of aperiodicity of A could be assessed? We therefore consider aperiodicity of an n-variable generalised Boolean function, A, with respect to V 
We refer to these three types of aperiodicity as type-I, type-II, and type-III aperiodicity, as characterised by the spectral sets F I , F II , and F III , where
We define the generalised Boolean function, A, to have optimal type-I, type-II, or type-III aperiodic properties if P I (A), P II (A), or P III (A) is as small as possible, respectively.
The relationship between V I , V II , and V III is via the multiplicative action on V I of a cyclic group, T = {I, λ, λ 2 }, of order 3, where
is a generator of T of order 3, ω is a primitive eighth root of one, and I is the 2 × 2 identity matrix. Specifically,
where ∆, ∆ , and ∆ are diagonal and/or anti-diagonal 2 × 2 unitaries. The action of λ rotates V I to V II , V II to V III , and V III to V I , all modulo the group of diagonal/anti-diagonal matrices {∆}. The reason that we choose to rotate by λ is because we consider T to be important -the local Clifford group, C, for 2 × 2 unitaries, splits as D × T, where D is a subgroup comprising 64 diagonal and anti-diagonal 2 × 2 unitaries, and the local Clifford group, C, is defined to be the group of 192 matrices that stabilizes the Pauli group, P, otherwise known as the discrete Heisenberg-Weyl group. For 2 × 2 unitaries, P comprises {I, X, Z, Y }, where
The term 'stabilizes' means that U W U −1 = W , ∀U ∈ C, ∀W, W ∈ P. We have introduced three types of aperiodicity in spectral ('frequency' or 'residue') terms by means of the rotation action of T on the infinite-size set of transforms, V I , over which conventional aperiodicity is defined. We now give the polynomial equations which reflect the 'time' ('non-residue') viewpoint for this aperiodicity. Specifically, given an n-variable generalised Boolean function, A, and associated multivariate polynomial A(z) = A(z 0 , z 1 , . . . , z n−1 ),
Lemma 1
Type-I aperiodic properties of A are expressed by
, Type-III aperiodic properties of A are expressed by
.
A is a perfect generalised Boolean function of type-I, II, or III if
Proof. Let υ = (υ 0 , υ 1 , . . . , υ n−1 ), and let R and I be the sets of real and imaginary values, respectively. One can verify that the sets of spectral power values F I (A), F II (A), and F III (A) can be obtained via the following evaluations of certain equations in A(z) over the unit circle, real axis, and imaginary axis, respectively,
A is a perfect aperiodic generalised Boolean function of type-I, II, or III, if P I (A) = 1, P II (A) = 1, or P III (A) = 1, respectively, which occurs when F I (A) = {1}, F II (A) = {1}, or F III (A) = {1}, respectively, and this is only possible when the conditions of the lemma are satisfied. QED.
We now apply dimension joining to the Boolean array, A, to obtain two new types of aperiodic sequence action. From the array A(z 0 , z 1 , . . . , z n−1 ), via the substitution z 0 = y, z k = z Each array generates a family of type-I sequences, which we shall now call {Ã I }, each member of which generates the same aperiodic autocorrelation, which we shall now call K Ĩ A (y). Likewise, each array, A(z), can also generate a family of type-II and type-III sequences, {Ã} II , and {Ã} III , respectively, where each member of , and where each member of {Ã} III = {A(z) | z π(0) = y, z π(k) = α k z ±2 π(k−1) , α k ∈ R, 1 ≤ k < n, ∀π ∈ S n }, has the same type-III aperiodic profile, K IIĨ A .
Some cryptographic interpretations and context for type-I, II, and III aperiodicity
Let a(x) be a Boolean function in n variables, where
cryptographic motivation
Having characterised three types of aperiodicity for a generalised Boolean function we now provide some cryptographic motivation as to the relevance of these characterisations for Boolean functions of types I and II.
-The conventional differential properties of a are measured by the closeness of a(x) to a(x + s), s ∈ F n 2 , i.e. by the maximum magnitude of σ s = x∈F n 2 (−1) a(x)+a(x+s) , ∀s = 0 [8] . A differentially perfect function will be * The type-III description in lemma 2 corrects a previous error contained in the published version of this paper.
maximally distant from its differential, for all values of s = 0, i.e. ideally σ s = 0, ∀s = 0, in which case the differential a(x) + a(x + s) remains completely unbiased ∀s = 0, on the assumption that x is not known. But type-I aperiodicity measures the biasedness of a(x) + a(x + s) on the assumption that x j is known for each s j = 1, and a perfect type-I aperiodic function would remain completely unbiased for all s = 0 even under this assumption [9] . -The conventional linear properties of a are measured by the closeness of a(x) to an affine function, t · z, t ∈ F n 2 , i.e. by the maximum magnitude of
a(x)+t·x , ∀t [8] . A linearly perfect function will be maximally distant from all affine functions, i.e.â will have magnitude 2 n/2 , ∀t, in which case a(x) + t · x is minimally biased ∀t. There is an implicit assumption that each of the input variables x 0 , x 1 , . . . , x n−1 is '0' with probability 1 2 . But type-II aperiodicity measures the biasedness of a(x) + t · x, ∀t, where no assumption is made on the input probability of x j = 0, ∀j.
wider context
The autocorrelation action of the Heisenberg-Weyl (HW) group [11] on an nvariable Boolean function, a, can be described by,
There are 4 n coefficients, H s,t (a). The Boolean function, a, (array A), can be considered to be a good HW function if all magnitudes |H s,t (a)| are small ∀s and t = 0. A perfect HW Boolean function would have H s,t (a) = 0 for all ∀s and t = 0, but this is impossible. Let s = (s 0 , s 1 , . . . , s n−1 ) ∈ F n 2 lets = (s 0 + 1, s 1 + 1, . . . , s n−1 + 1).
- [9] Type-I aperiodicity is measured by the coefficients H s,t (a) where t s.
A perfect type-I function would have H s,t (a) = 0, ∀s and t = 0, t s. -Type-II aperiodicity is measured by the coefficients H s,t (a) where t s. A perfect type-II function would have H s,t (a) = 0, ∀s and t = 0, t s. -Type-III aperiodicity is measured by the coefficients H s,t (a) where s t. A perfect type-III function would have H s,t (a) = 0, ∀s and t = 0, s t.
Each of type-I, II, III identifies 3 n of the 4 n HW coefficients. For the 3 n type-I coefficients and the 4 n HW coefficents we know the following identities.
Moyal's identity [11] .
The impossibility of perfect type-I, II, or III functions implies the impossiblity of a perfect HW function. But, in the next section, we identify perfect pairs of type-I, II, and III functions which are also constructible, whereas the far stricter HW criteria does not appear to allow such pairs. However, recent activity [18, 16] has identified N -element sequences and (one) array which realise the value of |H s,t (a)| 2 = 1 N +1 everywhere, which is the theoretical min-max. Such objects are called equiangular lines and, in the context of quantum tomography, are known as SIC-POVMs. Whilst a number of SIC-POVM sequences have been found over unwieldy alphabets, only one 2 × 2 × 2 SIC-POVM array has been found (the Hoggar lines), and this is not over the alphabet {1, −1} [16] . Moreover, [16] has shown that SIC-POVM arrays in C n 2 do not exist for n > 3. When viewing the n-variable Boolean function, a, as a quantum state of n qubits, as described by pure-state vector |A >= 2 −n/2 A, then the action of the HW group on |A > identifies the qubit bit-flip, phase-flip, and combined phase-flip then bit-flip errors on |A > (the action of unitaries X, Z, and XZ), respectively. Those Boolean functions, a, for which H s,t (a) = 0 when wt(s) + wt(t) − wt(s + t) < 2d ('wt' means Hamming weight) represent onedimensional quantum codes of distance d [6, 4] , and include highly-entangled graph states, which have been proposed as a resource for measurement-based quantum computing [20] . This quantum condition on the H s,t (a) coefficients is conveniently expressed by the fixed-aperiodic autocorrelation of Boolean functions, as proposed and investigated in [9] , this comprising the union of coefficients arising from the aperiodic autocorrelation of a, with those from the aperiodic autocorrelation of any function, a ↓ , obtained by fixing one or more of the input variables of a to '0' or '1' -a total of 5 n coefficients. Related to these 5 n fixedaperiodic autocorrelation coefficients we have the following conjectured identity.
where e s,t = n − wt(s + t + s · t), and V is the set of all 2 × 2 unitaries, as defined in (6).
Complementary and near-complementary pairs and their construction
Conventional (type-I) Golay complementary sequence pairs, (Ã,B), satisfy the property, K
In other words (Ã,B) are ideal as a pair of type-I sequences. But, as shown recently [13] , the Golay property is often, primarily, an array property, and a pair of (type-I) Golay arrays, (A, B), satisfy,
where z = (z 0 , z 1 , . . . , z n−1 ), in which case (A, B) are ideal as a pair of type-I arrays. Let {(Ã,B)} be a family of sequence pairs obtained from (A, B) by joining. It follows from the ideal properties of the array pair that,
In particular, if ||A|| 2 = ||B|| 2 , which is the case for Boolean arrays
It follows from (4) that,
So, if (A, B) is type-I complementary, then so is (Ã,B) for all (Ã,B) ∈ {(Ã,B)}.
Complementary array properties imply complementary sequence properties, but a complementary pair of sequences is not necessarily derived from a pair of higher-dimensional arrays. For instance, the length-10 (type-I) complementary pair of sequences over the alphabet {1, −1} is not derived from a 2 × 5 twodimensional (type-I) complementary array pair over the alphabet {1, −1} [23] .
We further extend our definition of PAPR to array or sequence pairs. Specifically, let,
and
is similarly defined, where
The type-I PAPR of the array pair, (A, B) , and sequence pair, (Ã,B), are given by,
The (type-I) Golay construction for sequence pairs [14, 15] was generalised by Turyn [30] , further generalised by Borwein and Ferguson [5] , and has recently been generalised to arrays [13] . We here give a further generalisation to near-complementary pairs [27, 29] , building on the notation of [5] . Let x = (z 0 , z 1 , . . . , z n−1 ), y = (z n , z n+1 , . . . , z n+m−1 ), and z = (z 0 , z 1 , . . . , z n+m−1 ). Let (A(x), B(x)), (C(y), D(y)), and (F (z), G(z)) be three pairs of polynomials of n, m, and n + m variables, respectively.
Lemma 3 Let
Then,
In particular, if (A, B) and (C, D) are both (type-I) Golay complementary pairs then, by definition, P I (A, B) = P I (C, D) = 1 and, therefore, as P I (F, G) = 1, then (F, G) is a (type-I) Golay complementary pair.
From lemma 3 one can derive a similar construction for sequence pairs. We call the construction of lemma 3 a type-I construction. If P I (A, B) = 1 + and P I (C, D) = 1 + , then P I (F, G) = 1 + , where is small if and are small, in which case we have a construction for near-complementary pairs.
Previously we showed that, for arrays in C n 2 , one can rotate the concept of aperiodicity by successive multiplications of the transform kernel by λ. This also implies a rotated concept of complementarity and we now define type-II and type-III complementarity for arrays in C , (A, B) , satisfy the property,
Type-III complementary array pairs, (A, B), satisfy the property,
By means of unitary rotation by λ, as described in section 5, we can not only rotate the set of transforms over which aperiodicity and complementarity is determined, but also rotate the (type-I) Turyn construction itself. We obtain the following type-II and type-III constructions for (near-)complementary pairs, where the meanings of P II (A, B) and P III (A, B) , . . . etc, follow in exactly the same way as for type-I.
Lemma 4 Let
In particular, if (A, B) and (C, D) are both type-II complementary pairs then, by definition, P II (A, B) = P II (C, D) = 1 and, therefore, as P II (F, G) = 1, then (F, G) is a type-II complementary pair.
Lemma 5 Let
In particular, if (A, B) and (C, D) are both type-III complementary pairs then, by definition, P III (A, B) = P III (C, D) = 1 and, therefore, as P III (F, G) = 1, then (F, G) is a type-III complementary pair.
The construction of lemma 3 is valid for arrays of all dimensions, and the constructions of lemmas 4 and 5 are at least valid for arrays in C → F 2 . By P I (a, b) we mean P I (A, B) . Let ← − a (x 0 , x 1 , . . . , x n−1 ) = a(x 0 + 1, x 1 + 1, . . . , x n−1 + 1).
Lemma 8 Let (c, d) be defined over the m binary variables, (x 0 , x 1 , . . . , x m−1 ).
It is interesting to note that the type-II Boolean construction is identical to a certain construction for bent functions [2, 8, 7] , which states that, if a, b, c, and d are bent, then f is bent. Moreover, if a and b are t resilient, and c and d are u resilient, then f is t + u + 1 resilient. Finally, if a, b, c, and d are self-dual bent, then f is self-dual bent, and if a and b are bent duals, c is self-dual bent, and d is anti-self-dual bent, then f is self-dual bent [3] .
Explicit examples of type-I, II, and III complementary pairs of Boolean functions
For type-I there is, to within symmetries discussed previously, only one known [10] class of complementary pairs of Boolean functions, (f, g), as given by,
By interpreting the quadratic terms of f as edges of a simple graph we see that f represents the path graph of n vertices.
For type-II we have found, to within symmetries discussed previously, only one class of complementary pairs of Boolean functions, (f, g), as given by,
f represents the complete graph of n vertices.
Some type-III pairs were identified by Abdelraheem in [1] , as follows. For type-III there is an infinite number of classes of complementary pairs of quadratic or affine Boolean functions, (f, g). To begin with, (f, g) are type-III complementary for any affine f and g. By passing these into the input of the type-III construction of lemma 5, an infinite number of classes of type-III complementary pairs of quadratic Boolean functions arise at the output. However, one particularly interesting class is
For this particular class, f represents the star graph of n vertices. Although we have focused on Boolean complementary pairs we observe that type-I, II, and III pairs from the alphabet {1, −1} can be rotated round to type-II, III, and I pairs from the alphabet {0, 1, i, −1, −i}, respectively, by the multiplicative action of λ on each of the pairs, and round to type-III, I, and II pairs from the alphabet {0, 1, i, −1, −i}, respectively, by the multiplicative action of λ 2 . In particular, this allows us to generate new Golay (type-I) complementary pairs which are defined, indirectly, using type-II or type-III Boolean functions.
Conclusion and open problems
The purpose of this paper was, first, to show how aperiodic arrays can be used to generate aperiodic sequences and, secondly, to present a wider notion of aperiodicity for arrays in C n 2 . Three different notions of aperiodicity were defined by exploiting the action of a size-3 cyclic subgroup of the local Clifford group on the aperiodic description. The three types of aperiodicity related to the autocorrelations generated by the Heisenberg-Weyl group. The three aperiodic types also lead to three types of construction for complementary pairs of arrays. Explicit examples of complementary pairs of Boolean functions were given for each of the three types.
We identify some open problems.
-Does another class of complementary {1, −1} sequences exist of length 2 n other than the 'path graph' class described in this paper? One can generalise this question to ask whether (type-I) complementary Boolean functions other than the path graph class exist. -We only know of one class of type-II complementary Boolean function pair, namely that described by the 'complete graph'. As with type-I, it is an open problem as to whether another class of type-II complementary Boolean function pair exists. -We know of no complementary pair of Boolean functions of types I, II or III whose component functions have degree greater than 2. Can one prove that higher-degree complementary pairs of Boolean functions do not exist? -The complementary Boolean functions described in this paper are of algebraic degree ≤ 2. But, for cryptographic purposes, it is usually desirable to construct high-degree Boolean functions. Assuming that complementary pairs of Boolean functions of degree greater than 2 do not exist, how close to complementarity can one get for a pair of Boolean functions of degree d, and how does one construct and/or bound such a pair? -Is it possible to effectively combine two or more of the type-I, II, or III constructions? Observe that the type-I and type-II constructions differ only in the application of ← − * to c and d for type-I. Thus, if we can find a pair of Boolean functions (c, d) that satisfy the conditions c = ← − c and d = ← − d , then we can apply type-I and type-II constructions simultaneously. Unfortunately we do not know of a pair (c, d) which is simultaneously both type-I and type-II complementary (and we do not expect that such a pair exists), but it is possible to find near-complementary pairs that satisfy the conditions. -It is reasonable to expect that there are no pairs of Boolean functions which are complementary with respect to the Heisenberg-Weyl group. Can this be proved? If we can't find pairs, then what is the smallest size set of Boolean functions which are complementary with respect to the Heisenberg-Weyl group for a non-trivial number of variables, n? Note that it is possible to extract complementary sets from quantum codes, however the size of these sets grows exponentially with the number of binary variables, so they are of little interest. -Are there any other interesting types of aperiodicity? For instance, the three types of aperiodicity describes herein are for arrays in C n 2 . One expects that more interesting types may turn up as the size of array dimension increases.
