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THE AUTOCORRELATION OF THE MO¨BIUS FUNCTION
AND CHOWLA’S CONJECTURE FOR THE RATIONAL
FUNCTION FIELD IN CHARACTERISTIC 2
DAN CARMON
Abstract. We prove a function field version of Chowla’s conjecture on
the autocorrelation of the Mo¨bius function in the limit of a large finite
field of characteristic 2.
1. Introduction
Let Fq be a finite field of q elements, and let Fq[x] be the polynomial
ring over Fq. The Mo¨bius function of a non-zero polynomial F ∈ Fq[x] is
defined to be µ(F ) = (−1)r if F = cP1 . . . Pr with 0 6= c ∈ Fq and P1, . . . , Pr
are distinct monic irreducible polynomials, and µ(F ) = 0 otherwise. Let
Mn ⊂ Fq[x] be the set of monic polynomials of degree n over Fq, which is of
size #Mn = q
n.
For r > 0, distinct polynomials α1, . . . , αr ∈ Fq[x] with degαj < n, and
ǫi ∈ {1, 2}, not all even, set
(1.1) C(α1, . . . , αr;n) :=
∑
F∈Mn
µ(F + α1)
ǫ1 . . . µ(F + αr)
ǫr
In [5], an upper bound on |C(α1, . . . , αr;n)| was established for fields of
odd characteristic, demonstrating that for any fixed n > 1, r > 1, we have
limq→∞ 1#Mn
∑
F∈Mn C(α1, . . . , αr;n) = 0. This is analogous to Chowla’s
conjecture over function fields, in the limit of a large finite field.
This result has since found further applications. In [2], Bary-Soroker
utilizes a result similar to a part of the proof, named square independence,
and computes a certain Galois group to be Srn. This computation then
implies many equidistribution and independence results, proving function
field analogues, in the limit of a large base field, to myriad classical problems,
such as the Hardy-Littlewood conjecture, and the additive and Titchmarsh
divisor problems. See [1] for more details and examples. We stress that
Bary-Soroker’s computation, and any implications thereof, were only valid
in odd characteristic, due to square independence having been established
only in odd characteristic.
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In this paper, we shall provide a bound on |C(α1, . . . , αr;n)| in the case of
characteristic 2, yielding the analogue to Chowla’s conjecture in this setting.
We shall also verify square independence in characteristic 2, thus extending
the validity of Bary-Soroker’s computation, and all its implications.
Henceforth, we shall assume that q is even. As in odd characteristic, for
r = 1 and n > 1, we have
∑
F∈Mn µ(F ) = 0. For n = 1 we have µ(F ) ≡ −1
and the sum equals (−1)
∑
ǫjq. The case n = 2 is a new special case in
characteristic 2, and will be handled separately, in section 5. For n > 2,
r > 1 we show:
Theorem 1.1. Fix r > 1 and assume that n > 2 and that q is even. Then
for any choice of distinct polynomials α1, . . . , αr ∈ Fq[x] with maxdegαj <
n, and ǫi ∈ {1, 2}, not all even,
(1.2) |C(α1, . . . , αr;n)| ≤ rnqn−
1
2 +
3
4
(r + 3)n2qn−1
2. Analogues in Characteristic 2
The starting point in [5] was Pellet’s formula, expressing the Mo¨bius func-
tion in terms of the quadratic character of the discriminant:
µ(F ) = (−1)deg Fχ2(discF )
For even q, Pellet’s formula does not hold; indeed, even the usual quadratic
character χ2 itself is meaningless, as every element of Fq is the square of
another. There is, however, a similar formula, which utilises Berlekamp’s
discriminant (first defined in [4]). We shall repeat here the definitions and
required properties of Berlekamp’s discriminant.
2.1. Definition of Berlekamp’s discriminant. Given a polynomial
F (x) = anx
n + an−1xn−1 + · · · + a0, an 6= 0 with coefficients in Fq, let
r1, . . . , rn be its roots in some algebraic extension of Fq. The Berlekamp
discriminant of F is defined in terms of its roots as
(2.1) Berl(F ) =
∑
i<j
rirj
r2i + r
2
j
The expression Berl(F ) is symmetric in the roots of F , hence it is in Fq
and its value is independent of the extension used. Furthermore, taking a
common denominator, we may write
(2.2) Berl(F ) =
a2n−2n
∑
i<j
(
rirj
∏
i′<j′
(i′,j′)6=(i,j)
(r2i′ + r
2
j′)
)
a2n−2n
∏
i<j
(r2i + r
2
j )
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Note that both the denominator and the numerator are symmetric polyno-
mials in the roots of F . Hence, they are homogeneous polynomials1 (over F2)
in the coefficients of F of degree 2n − 2, and furthermore the denominator
is in fact the discriminant of F , for in characteristic 2, r2i + r
2
j = (ri − rj)2.
Following Berlekamp, we denote the numerator of Berl(F ) by ξ(F ), that is,
(2.3) Berl(F ) =
ξ(F )
discF
Note also that in characteristic 2, discF = δ(F )2 where
δ(F ) = an−1n
∏
i<j
(ri + rj)
is a polynomial in the coefficients of F with total degree n − 1, and degree
at most d(n) = ⌊n−12 ⌋ in a0 – its leading term, as a polynomial in a0, is
a
n−1
2
n a
n−1
2
0 for odd n, and a
n
2
n−1a
n−2
2
0 for even n. The formulae for Berlekamp’s
discriminant for degrees up to 3 are:
Berl(ax+ b) = 01
Berl(ax2 + bx+ c) =
ac
b2
Berl(ax3 + bx2 + cx+ d) =
a2d2 + abcd+ b3d+ ac3
(ad+ bc)2
2.2. Effective computation of Berlekamp’s discriminant. The formu-
lae above do not lend themselves immediately to computations of Berl(F )
or ξ(F ) in terms of the coefficients of F . A computational method can be
obtained by first lifting the coefficients of F from Fq to a field with charac-
teristic 0. To do so, choose an algebraic extension K of the rationals that
becomes isomorphic to Fq when reduced modulo 2, and choose any lifting
F0(x) = a0,nx
n + a0,n−1xn−1 + · · · + a0,0 with coefficients in K such that
F0 ≡ F (mod 2). If the roots of F0 in the algebraic closure are r0,1, . . . , r0,n
(such that r0,i ≡ ri (mod 2)) we have discF0 = a2n−20,n
∏
i<j(r0,i− r0,j)2. We
define similarly disc+ F0 = a
2n−2
0,n
∏
i<j(r0,i + r0,j)
2. Note that disc+ F0 is a
symmetric polynomial in the roots of F0, and thus is an integral polynomial
in the coefficients of F0 – in fact, it is the square of such a polynomial.
Furthermore, it is clear that discF0 ≡ disc+ F0 (mod 4), as polynomials.
Therefore the expression ξ0(F0) =
disc+ F0−discF0
4 is also an integral polyno-
mial in the coefficients of F0. It is now easy to verify that when ξ0 is reduced
modulo 2, the obtained polynomial must indeed be equal to ξ(F ), as given
by the numerator of formula (2.2). In particular, the result of this process
is independent of the lifting.
1 It is perhaps not trivial that they are indeed polynomials, rather than rational func-
tions with a power of an in their denominators. We will see they are indeed polynomials
as a by-product of their computation. Furthermore, in all of our applications, F will be
monic.
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In fact, in our computations we will use a simpler lifting. We shall always
compute the discriminants in general settings, where all of the coefficients
of F are either 0, 1 or a symbol from a set of variables V , never any explicit
value in Fq. Thus we need only to lift the coefficients from F2[V ] to Z[V ],
which can be done, for example, by lifting 0, 1 ∈ F2 to 0, 1 ∈ Z. The discrim-
inants computed in this manner will surely yield the correct polynomials in
F2[V ], and hence the same formulae will also be valid for any substitution
of values from Fq into the variables of V .
Finally, we note that disc+(F0), like the discriminant, can be expressed
as a resultant, and is therefore easily computable:
(2.4)
disc+(f(x)) =
Res(f(x), f(−x))
2na0an
= Res
(
f(x)− f(−x)
2x
,
f(x) + f(−x)
2
)
Splitting f into its even and odd part as f(x) = g(x2) + xh(x2), we may
rewrite formula (2.4) as
(2.5) disc+(f(x)) = Res(h(x
2), g(x2)) = Res(h(x), g(x))2
Using these methods, we show that for any n > 2, the degree of ξ(F )
in a0 is at most 2d(n); this will be important later on. For all n, both
disc(F0),disc+(F0) have degree at most n−1 in a0. For odd n, 2d(n) = n−1,
and we are done. For even n, 2d(n) = n − 2, and so we must check that
the coefficients of an−10 in ξ(F ) vanish. And indeed, disc+(F0) is a square,
hence its degree in a0 must be even, and therefore less than n − 1. On the
other hand, the leading coefficient of disc(F0) is known to be ±nnan−1n an−10 ,
which is clearly 0 mod 8 for any n > 2. Note that this is false for n = 2,
and indeed we find that ξ(F ) = a2a0 while 2d(2) = 0.
2.3. An analogue to Pellet’s formula. The main theorem in [4] provides
an analogue to Pellet’s formula in characteristic 2. We restate it here in
more familiar terms. Let χ2 : Fq → {±1} be defined by χ2(x) = 1 iff
x = y2 + y for some y ∈ Fq, and χ2(x) = −1 otherwise. Note that the map
y 7→ y2 + y is linear over F2, and its kernel is the set {0, 1}. Therefore its
image is a F2-linear subspace of Fq with codimension 1, and thus χ2 is a
group homomorphism, i.e. χ2(x + y) = χ2(x)χ2(y). We are interested in
evaluating χ2(BerlF ). From (2.1) we may write BerlF = β
2 + β, where
β =
∑
i<j
ri
ri+rj
∈ Fq2 , so we need only determine whether β ∈ Fq. Note
that any odd permutation of the roots ri changes β to β + 1, and that β
is fixed under any even permutation. As β ∈ Fq iff β is fixed under the
Frobenius endomorphism, the value of χ2 is determined by the sign of the
permutation on ri given by the Frobenius endomorphism. The following
analogue to Pellet’s formula is now immediate:
(2.6) µ(F ) = (−1)deg Fχ2(Berl(F ))
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Note that the formula is only true whenever F is squarefree. Indeed, other-
wise discF = 0, in which case Berl(F ) is not even properly defined. Some-
what informally, we may correct this by assigning χ2(∞) = 0. However,
this difficulty is more easily avoided by assuming that disc(F + αi) 6= 0 for
all i. Indeed, as there are exactly qn−1 polynomials in Mn with discF = 0,
this assumption fails for at most rqn−1 n-tuples a0, . . . , an−1. This negligible
error will be collected into the 34(r + 3)n
2qn−1 term further along. We may
henceforth assume that all ǫi = 1, as terms with ǫi = 2 do not affect the
remaining non-vanishing summands at all.
3. Reduction to a counting problem
Continuing analogously to [5], we may write
(3.1) C(α1, . . . , αr;n) = (−1)nr
∑
F∈Mn
χ2
(
Berl(F +α1)+ · · ·+Berl(F +αr)
)
We single out the constant term t := F (0) of F ∈ Mn and write F (x) =
f(x) + t, with
(3.2) f(x) = xn + an−1xn−1 + · · · + a1x
and set
(3.3) Bf (t) := Berl(f(x) + t) =
ξ(f(x) + t)
disc(f(x) + t)
=
ξf (t)
Df (t)
=
ξf (t)
δ2f (t)
which is a rational function of height2 at most n− 1 in t. Therefore we have
(3.4) |C(α1, . . . , αr;n)| ≤
∑
a∈Fn−1q
∣∣∣∣∣∣
∑
t∈Fq
χ2
(
Bf+α1(t) + · · · +Bf+αr (t)
)∣∣∣∣∣∣
In order to bound the character sum, we apply Weil’s theorem to the
appropriate Artin-Schreier curve. See [6, Theorem 1] for the general claim
and proof; we state it here for characteristic 2.
Theorem 3.1. Let Fq be a field of characteristic 2, and let p ∈ Fq(t) be a ra-
tional function which is not of the form H2(t)+H(t)+c for any H(t) ∈ Fq(t),
c ∈ Fq. Starting with the projective curve y2 + y = p(t), using translations
of the variable y by appropriate rational functions in Fq(t), we may obtain
an isomorphic curve y2 + y = p˜(t), satisfying:
(1) p˜(t) = p(t) + Q2(t) + Q(t) for some rational function Q(t) ∈ Fq(t)
with ht(Q) ≤ 12 ht(p)
(2) The poles P0, . . . , Ps of p˜ are all poles of p
(3) The order di of the pole Pi in p˜ is less than or equal to its order in p
(4) The orders di are all odd.
2 The height ht(p) of a rational function is the maximum of the degrees of its numerator
and denominator. It is equal to the total order of its poles (resp. zeros), including poles
(resp. zeros) at infinity.
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The following bound then holds:
(3.5)
∣∣∣∣∣∣
∑
t∈Fq
χ2(p˜(t))
∣∣∣∣∣∣ ≤ 2gq1/2 + 1
Where g is the genus of the (isomorphic) curves, given by
(3.6) g =
∑s
i=0(di + 1)− 2
2
Note that the condition p 6= H2(t)+H(t)+c was necessary (and sufficient)
in order to ensure that p˜ is not a constant function.
In our case, we want a bound for the character sum of p, not of p˜. Note
that χ2(Q
2(t) + Q(t)) = 1 whenever t is not a pole of Q, and equals 0 at
poles. Therefore χ2(p˜(t)) and χ2(p(t)) may differ only at the poles of Q,
and if they do, they differ by at most 1. Thus
(3.7)
∣∣∣∣∣∣
∑
t∈Fq
χ2(p(t))
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
∑
t∈Fq
χ2(p˜(t))
∣∣∣∣∣∣ + ht(Q(t))
We will use the following easy corollary of (3.6) to estimate the genus:
Corollary 3.2. Let Fq be a field of characteristic 2, and let p ∈ Fq(t) be a
rational function not of the form H2(t) +H(t) + c. Suppose that the order
of p in all of its poles is even, except in at most one pole. Then g ≤ ht(p)−12 ,
where g is the genus of the curve y2 + y = p(t).
For us, the relevant rational function is p(t) = Bf+α1(t)+ · · ·+Bf+αr (t),
which has height at most r(n−1). The denominator of p is (δf+α1 . . . δf+αr)2,
which indeed shows that all its poles have even order, with the sole possible
exception of a pole at infinity. Hence p satisfies the conditions of Corollary
3.2, provided p(t) 6= H2(t)+H(t)+ c. Combining (3.5), (3.7) and Corollary
3.2, we obtain
(3.8)
∣∣∣∣∣∣
∑
t∈Fq
χ2(p(t))
∣∣∣∣∣∣ ≤ 2gq1/2 + 1 + ht(Q) < ht(p)q1/2 + ht(p)2 + 1 < rnq1/2
which, when applied to (3.4), provides the major term in (1.2).
We need now only find a way to bound the size of the set Gcn of “bad”
a’s where p(t) = H2(t)+H(t)+ c. As in odd characteristic, we cover Gcn by
simpler, algebraic varieties.
3.1. Covering Gcn. Suppose WLOG that α1 = 0.
Proposition 3.3. We can write Gcn ⊂ An ∪Bn ∪ Cn where:
• An is the set of those a ∈ Fn−1q for which deg δf = d(n) and δf is
not coprime to ξfδ
′2
f − ξ′2f , that is
(3.9) An = {a ∈ Fn−1q : deg δf = d(n),Res(δf , ξfδ′2f − ξ′2f ) = 0}
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• Bn = ∪j 6=1B(j) where B(j) is the set of those a ∈ Fn−1q for which
deg δf = deg δf+αj = d(n) and δf (t) and δf+αj (t) have a common
zero, that is
(3.10)
B(j) = {a ∈ Fn−1q : deg δf = deg δf+αj = d(n),Res(δf (t), δf+αj (t)) = 0}
• Cn = ∪jC(j) where
(3.11) C(j) = {a ∈ Fn−1q : deg δf+αj < d(n)}
Henceforth, let us denote Ξf = ξf δ
′2
f − ξ′2f .
Proof. We will assume a ∈ Gcn \ (Bn ∪ Cn), and show that a ∈ An. By
a 6∈ B(j) ∪ C(j) ∪ C(1), δf is coprime to δf+αj for all j 6= 1. From a ∈ Gcn
we obtain
(3.12) p(t) =
ξf+α1(t)
Df+α1(t)
+ · · ·+ ξf+αr(t)
Df+αr (t)
= H2(t) +H(t) + c.
Note that from a 6∈ C(1) we have degDf = 2d(n) ≥ deg ξf . Consider a root
of δf with multiplicity m. Then it is a pole of p with multiplicity at most
2m. Hence it is a pole of H with multiplicity at most m, its multiplicity
in δf . As this is true for every root of δf , it follows that we may write
H = H1δfHd whereH1,Hd are polynomials andHd is coprime to δf . Thus there
exists a unique polynomial HD with degHD < deg δf such that HD ≡ H1Hd
(mod δf ). We may then write H1 = HDHd+H2δf for some polynomial H2,
or equivalently, H = HDδf +
H2
Hd
. Substituting this relation in (3.12), we obtain
from degHD < deg δf and deg ξf ≤ degDf , as well as δf being coprime to
Df+αj and Hd, that
(3.13)
ξf (t)
δ2f (t)
=
(
HD
δf
)2
+
HD
δf
+ c2.
Multiplying by δ2f , we obtain
(3.14) ξf = H
2
D + δfHD + c2δ
2
f
Differentiating the last formula, we get
(3.15) ξ′f = δ
′
fHD + δfH
′
D
Reducing equations (3.14) and (3.15) modulo δf , we find
ξf ≡ H2D (mod δf )(3.16)
ξ′f ≡ δ′fHD (mod δf )(3.17)
From which we easily derive
(3.18) ξ′2f ≡ δ′2f H2D ≡ δ′2f ξf (mod δf )
Congruence (3.18) states that δf must divide Ξf = ξfδ
′2
f − ξ′2f . a 6∈ C(1)
implies in particular that δf is not constant, and therefore δf and Ξf are
not coprime – thus a ∈ An by definition. 
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3.2. Bounding degrees and sizes. In order to complete the proof we need
to provide bounds for the degrees of the polynomials defining An and Bn,
and to show that these polynomials are not identically zero. We must also
bound the size of Cn. We shall first obtain the bound on the degrees and
the sizes of An, Bn, assuming the relevant polynomials do not vanish. We
begin with the following lemma.
Lemma 3.4. Let A = A′ ∪ {t} be a set of variables. Let f, g ∈ Fq[A] be
homogeneous polynomials in the variables A of degrees df , dg respectively.
Let nf , ng be their respective degrees as polynomials in the variable t with
coefficients in Fq[A
′]. Set R = Rest(f, g) ∈ Fq[A′]. Then R is a homogeneous
polynomial in the variables A′ of degree dfng + nfdg − nfng.
Proof. Write f =
∑nf
k=0 akt
k, g =
∑ng
k=0 bkt
k, where ak, bk are homogeneous
polynomials in the variables A′ of degrees df − k, dg − k, respectively. Let∏
arkk
∏
bskk be any arbitrary monomial appearing in R. By well known
properties of the resultant, we have∑
rk = ng,
∑
sk = nf ,
∑
k(rk + sk) = nfng.
It follows that the total degree of the monomial in the variables A′ is∑
(df − k)rk +
∑
(dg − k)sk =
df
∑
rk + dg
∑
sk −
∑
k(rk + sk) = dfng + nfdg − nfng
as claimed. 
In order to obtain bounds on the sizes of An, Bn from the degrees of their
defining polynomials, we will use of the following elementary lemma ([7, §4,
Lemma 3.1]):
Lemma 3.5. Let h(X1, . . . ,Xm) ∈ Fq[X1, . . . ,Xm] be a non-zero polynomial
of total degree at most d. Then the number of zeros of h(X1, . . . ,Xm) in F
m
q
is at most
(3.19) #{x ∈ Fmq : h(x) = 0} ≤ dqm−1.
3.3. Bounding Cn. We note that for odd n > 2, δf+αj (t) is always of
degree exactly (n − 1)/2. For even n > 2, deg δf+αj (t) = (n − 2)/2 iff the
coefficient of xn−1 in f + αj is non-zero. This is true simultaneously for
every j for all but at most rqn−2 tuples a where an−1 ∈ {αj,n−1}. Hence
#Cn < rq
n−2. This contribution will be merged into the Bn bound.
3.4. Bounding Bn. δf (t), δf+αj (t) have total degree n−1 in an−1, . . . , a1, t,
and by definition of B(j), they have degree d(n) as polynomials in t. Hence
by Lemma 3.4, Res(δf (t), δf+αj (t)) has total degree 2(n− 1)d(n)− d(n)2 in
the coefficients an−1, . . . , a1, which equals 34 (n−1)2 for odd n and (3n−2)(n−2)4
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for even n; in either case, we may round this up to 34n
2 and obtain3
(3.20) #Bn <
3
4
(r − 1)n2qn−2
3.5. Bounding An. We have seen that the degree of ξf in t is at most 2d(n)
and that the total degree of ξf in an, an−1, . . . , a1, t is 2(n− 1). δf has total
degree n− 1 and degree d(n) in t. Thus we find that the degree of Ξf in t is
at most 4d(n)− 2 (i.e. 2n− 4 for odd n and 2n− 6 for even n), and its total
degree in an, an−1, . . . , a1, t is exactly 4n−6. As the degree of δf is constant,
we may assume that the polynomial given by Res(δf ,Ξf ) is fixed by always
assuming Ξf is of degree exactly 4d(n)− 2. This is valid, as adding leading
zeros to only one of the polynomials multiplies the resultant by a non-zero
factor. We now have
degt δf = d(n), tot.deg δf = n− 1
degt Ξf = 4d(n) − 2, tot.deg Ξf = 4n− 6
Hence by Lemma 3.4, the degree of Res(δf ,Ξf ) in an−1, . . . , a1 is
(n − 1)(4d(n) − 2) + d(n)(4n − 6) − d(n)(4d(n) − 2), which is equal to
(n − 1)(3n − 5) for odd n and 3n2 − 10n + 6 for even n. In either case,
we may round this up to 3n2 and obtain
(3.21) #An < 3n
2qn−2
and combining this with (3.20) we get
(3.22) #Gcn <
3
4
(r + 3)n2qn−2
proving theorem (1.1).
4. Non-vanishing of the resultants
4.1. Non-vanishing of the polynomials defining Bn.
Proposition 4.1. Given a non-zero polynomial α ∈ Fq[x] with degα < n,
the function a 7→ Res(δf (t), δf+α(t)) is not the zero polynomial, that is, the
polynomial function
(4.1) R(a) := Rest(δf (t), δf+α(t)) ∈ F2[~a]
is not identically zero.
We note that the proof of the analogous proposition in odd character-
istic [5, Proposition 3.1] did not in fact rely on the characteristic being
odd. We may follow the same arguments to see again that R(a) can-
not be identically zero. More accurately, the proof in [5] referred to the
polynomial Rest(Df (t),Df+α(t)) which, in characteristic 2, is equivalent to
3 Note that, as n ≥ 3, the process of rounding up to 3
4
n2 adds at least 15
4
> 2. This,
together with the rounding of the bound on #An, covers the two instances where we
neglected an error of rqn−1: The first in the assumption that δ(F + αj) 6= 0, the second
in bounding Cn.
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Rest(δ
2
f (t), δ
2
f+α(t)) = R(a)
4. The main observation behind the proof was
that the roots of Df (t), which are the same as the roots of δf (t), are exactly
those t for which there exists some ρ (in some fixed algebraic closure of Fq)
that satisfies f ′(ρ) = 0 and t = −f(ρ). This observation is just as valid in
characteristic 2, as are the calculations that followed. This completes the
proof of inequality (3.20).
4.2. Non-vanishing of the polynomials defining An. We wish to show
that the algebraic condition for being in An, i.e. Res(δf ,Ξf ) = 0, is not
always satisfied. We will demonstrate this by giving explicit examples of f
that do not satisfy the equation.4 We will construct two generic examples,
depending on the parity of n. The relevant computations are given in more
detail in section 7.
Consider first n ≥ 3 odd, and take f + t = xn + ax2 + t. An easy
computation then yields
δf = t
n−1
2
ξf =
(−1)n−12 nn − 1
4
tn−1 + ant
ξ′f = a
n
Note that the only root of δf is at t = 0, and also ξf (0) = 0, ξ
′2
f (0) = a
2n.
Hence the value of Ξf = ξf δ
′2
f − ξ′2f at t = 0 is a2n. Hence for any a 6= 0,
it is clear that this polynomial cannot have common roots with δf , hence
Res(δf ,Ξf ) 6= 0.
For the case of n ≥ 4 even, we will consider the polynomial f + t =
xn+axn−1+bx+t, with a, b 6= 0. Let us write n = 2m. An easy computation
yields δf (t) = a
mtm−1 + bm and δ′f (t) = (m − 1)amtm−2, and a longer
computation yields
ξf =
{
0 m ≡ 0, 1 (mod 4)
δ2f m ≡ 2, 3 (mod 4)
+
{
am+1bm+1tm−2 m ≡ 0, 2 (mod 4)
am−1bm−1tm m ≡ 1, 3 (mod 4)
And hence
Ξf = ξfδ
′2
f − ξ′2f =


a3m+1bm+1t3m−6 m ≡ 0 (mod 4)
a3m+1bm+1t3m−6 + antn−4δ2f m ≡ 2 (mod 4)
an−2bn−2tn−2 m ≡ 1 (mod 2)
As b 6= 0, clearly t = 0 is not a root of δf , but in all cases above, it is either
the sole root of Ξf or of a combination of Ξf and δf . Either way, it is clear
4 A different approach was used in the case of odd characteristic. The approach used
here could have been applied there partially. For example, the polynomial f+t = xn+ax+t
yields Df (t) = (−1)
(n−1)n
2 (nntn−1+(1−n)n−1an), which satisfies disct(Df (t)) 6= 0 given
gcd(q, n(n − 1)) = 1, a 6= 0. While this covers many cases, the remaining cases are not
as easily dealt with. The algebraic approach managed to avoid this division into cases
completely.
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that Ξf and δf can have no common roots, and Res(δf ,Ξf ) 6= 0. Thus we
have shown inequality (3.21).
5. The case n = 2
For n = 2, the inequality (1.2) is not always valid – sometimes there are
correlations in the Mo¨bius function. The following proposition covers all
cases where n = 2:
Proposition 5.1. Let α1, . . . , αr ∈ Fq[x] be distinct linear polynomials αi =
aix+ bi, and let ǫ1, . . . , ǫr ∈ {1, 2}. Set
A = {ai : 1 ≤ i ≤ r},
ba =
∑
i: ai=a
ǫibi, Ab = {a ∈ A : ba 6= 0},
γa =
∑
i: ai=a
ǫi mod2, Aγ = {a ∈ A : γa 6= 0}
One of the following relations then holds:
(5.1)


|C(α1, . . . , αr; 2)| < rq Aγ 6= ∅
|C(α1, . . . , αr; 2)| < rq 32 Aγ = ∅, Ab 6= ∅
C(α1, . . . , αr; 2) ≥ q2 − rq Aγ = ∅, Ab = ∅
Proof. One may easily see that for a quadratic polynomial,
(5.2) Berl(x2 + ax+ b) =
b
a2
In particular, µ(x2 + ax+ b) = 0 ⇐⇒ a = 0, and otherwise
(5.3) µ(x2 + ax+ b) = χ2
( b
a2
)
.
Clearly for f = x2 + sx+ t,
∏
i µ(f +αi)
ǫi = 0 ⇐⇒ s ∈ A, so we may take
our sum only over s 6∈ A. There is no further contribution to the product
from αi where ǫi = 2. We compute:
C(α1, . . . , αr; 2) =
∑
f∈M2
∏
i
µ(f + αi)
ǫi =
∑
s 6∈A
∑
t∈Fq
χ2
(∑
i
ǫi(bi + t)
(s + ai)2
)
=
∑
s 6∈A
∑
t∈Fq
χ2
(∑
a∈A
ba + γat
s2 + a2
)
=
∑
s 6∈A
∑
t∈Fq
χ2
(∑
a∈A
ba
s2 + a2
)
χ2
(∑
a∈A
γa
s2 + a2
t
)
=
∑
s 6∈A
χ2
( ∑
a∈Ab
ba
s2 + a2
)(∑
t∈Fq
χ2
(( ∑
a∈Aγ
1
s2 + a2
)
t
))
(5.4)
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Note that for any constant c,
∑
t∈Fq
χ2
(
ct
)
=
{
0 c 6= 0
q c = 0
We now have two cases. If Aγ 6= ∅, then
∑
a∈Aγ
1
s2+a2
= 0 for at most
#Aγ − 1 < r values of s. Hence in this case we have
(5.5) |C(α1, . . . , αr; 2)| ≤ (#Aγ − 1)q < rq
which is the first case of proposition 5.1. If on the other hand Aγ is empty,
then (5.4) becomes
(5.6) C(α1, . . . , αr; 2) = q
∑
s 6∈A
χ2
( ∑
a∈Ab
ba
s2 + a2
)
Once again, we have two cases. If Ab = ∅, then clearly
(5.7) C(α1, . . . , αr; 2) = q(q −#A) ≥ q2 − rq
i.e., there is full correlation - every term in the sum is either 0 or 1. This
is the third case of proposition 5.1. Finally, we are left with the case Ab 6=
∅. By the change of variables y ← y +∑a∈Ab √bas+a , we see that the curve
y2 + y =
∑
a∈Ab
ba
s2+a2 is equivalent to the curve y
2 + y =
∑
a∈Ab
√
ba
s+a . The
rational function
∑
a∈Ab
√
ba
s+a has exactly #Ab distinct simple poles, hence
by Theorem 3.1, the genus of these curves is exactly #Ab − 1. Note that
Ab ≤ r2 : indeed, Aγ = ∅ implies that each a ∈ Ab is represented at least
twice in the sequence {ai}. Applying Theorem 3.1 to equation (5.6) then
yields
(5.8) |C(α1, . . . , αr; 2)| ≤ (2(#Ab − 1)q
1
2 + 1)q < rq
3
2
Completing the proof of proposition 5.1. 
6. Square Independence
In [2, Proposition 3.1], Bary-Soroker computes the following Galois group:
Proposition 6.1 (Bary-Soroker). Let q be an odd prime power, let n, r
be positive integers, let α = (α1, . . . , αr) ∈ Fq[x]r be an r-tuple of distinct
polynomials each of degree < n, let U = (U0, . . . , Un−1) be an n-tuple of
variables over Fq, and let F = xn + Un−1xn−1 + · · · + U0 ∈ Fq[U, x]. For
each i = 1, . . . , r, let Fi = F + αi. Let F˜q be an algebraic closure of Fq,
let E = F˜q(U), let Fi be the splitting field of Fi over E, and let F be the
splitting field of
∏r
i=1Fi over E. Then Gal(F/E) ∼= Srn.
We wish to extend this computation to even q as well. The reliance on
odd q lies in the following lemma ([2, Lemma 3.3]):
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Lemma 6.2. For a separable polynomial f ∈ E[x], denote by δx(f) the
square class of its discriminant discx(f) in the F2-vector space E
×/(E×)2.
The square classes δx(F1), . . . , δx(Fr) are linearly independent.
The lemma is proven using some of the arguments from [5]. It then sets
the ground for the application of a final lemma ([3, Lemma 3.4]):
Lemma 6.3. If the square classes δx(F1), . . . , δx(Fr) are linearly indepen-
dent, then F1, . . . , Fr are linearly disjoint over E.
Lemma 6.3, together with F being the compositum of F1, . . . , Fr and with
the classical fact that Gal(Fi/E) ∼= Sn, easily yields Proposition 6.1; see [2,
Section 3] for the full details.
We note that Lemma 6.3 was proven in [3] also in characteristic 2. In
this case, δx(f) needs to be defined in terms of Berlekamp’s discriminant, as
the residue class [Berl(f)] in E/℘(E), where ℘(y) = y2 + y. We shall prove
Lemma 6.2 in this context, for n > 2, in analogy to the proof in [2]. This is
the last required piece in the proof of Proposition 6.1 for characteristic 2.
Proof. Consider an arbitrary extension Fqe , write t = U0, and consider spe-
cializations (U1, . . . , Un−1) 7→ a = (a1, . . . , an−1) ∈ Fn−1qe . The specialization
of the polynomial F is f = xn + an−1xn−1 + · · · + a1x + t ∈ Fqe [x, t].
E/℘(E) is specialized into Fqe(t)/℘(Fqe(t)), and we shall work in this quo-
tient. Examine the proof of Proposition 3.3. In its course we have in fact
shown that if [Berl(f + α1)] 6= 0 (i.e. a 6∈ An ∪ C(1)), and discx(f + α1)
is coprime to discx(f + αj) for each j 6= 1 (i.e. a 6∈ Bn ∪ Cn), then
[Berl(f +α1)] + · · ·+ [Berl(f +αr)] 6= 0 (i.e. a ∈ Gn). We have also demon-
strated that this must be the case for all but at most 34 (r + 3)n
2qe(n−2)
specializations. The same arguments imply that if we further require that
[Berl(f + αi)] 6= 0 for each i = 1, . . . , r, and that discx(f + αi) is co-
prime to discx(f + αj) for all j 6= i, then for any non-empty set of indices
I ⊂ {1, . . . , r}, we have ∑i∈I [Berl(f + αi)] 6= 0, which is equivalent to
stating that [Berl(f + α1)], . . . , [Berl(f + αr)] are linearly independent in
Fqe(t)/℘(Fqe(t)). Furthermore, this must be the case for all but at most
3
4r(r + 3)n
2qe(n−2) of the qe(n−1) specializations a ∈ Fn−1qe . In particular,
for large enough exponent e, it is clear that there must exist at least one
such specialization. But since a linear dependence in E/℘(E) would survive
specialization, it follows that the set of δx(Fi) = [Berl(F +αi)] must indeed
be linearly independent in E/℘(E). 
Remark. Lemma 6.2 is not true in general for n = 2, where linear dependence
of the classes is possible, as demonstrated in the third case of Proposition
5.1. The result is still valid under more specific conditions, that rule out the
possibility of dependence occurring in any subset of α1, . . . , αr. Specifically,
we require that there is no non-empty subset S ⊂ {1, . . . , r} such that
{αi : i ∈ S} all share the same linear term and
∑
i∈S(x
2 + αi) = 0.
7
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7. Computations
In this section we calculate δ(f), ξ(f) for the polynomials f = xn+ax2+t
with n odd, and f = xn + axn−1 + bx + t with n even. To do so, we will
compute disc(f) and disc+(f). Writing f(x) = g(x
2) + xh(x2), we see from
(2.5), that (working modulo 2),
(7.1) δ2(f) = disc(f) = disc+(f) = Res(h(x), g(x))
2
Hence δ(f) = Res(h(x), g(x)). The formula for resultants of binomials is
well known (see [8, Lemma 3]) and we obtain
δ(xn + ax2 + t) = Res(x
n−1
2 , ax+ t) = t
n−1
2
δ(xn + axn−1 + bx+ t) = Res(ax
n
2
−1 + b, x
n
2 + t) = a
n
2 t
n
2
−1 + b
n
2
Note that the above computations for the resultants are valid also in char-
acteristic 0, so we have also computed disc+(f):
disc+(x
n + ax2 + t) = Res(x
n−1
2 , ax+ t)2 = tn−1
disc+(x
n + axn−1 + bx+ t) = Res(ax
n
2
−1 + b, x
n
2 + t)2
= antn−2 + bn + 2a
n
2 b
n
2 t
n
2
−1
We now need to compute disc(f) in characteristic 0.
For odd n, we apply the general formula for trinomial discriminants ([8,
Theorem 2]) and obtain
disc(xn + ax2 + t) = (−1)n−12 (nntn−1 + 4(n − 2)n−2ant)
It is now immediate to compute
ξ(xn + ax2 + t) =
disc+− disc
4
mod 2 =
(−1)n−12 nn − 1
4
tn−1 + ant.
The computation for even n is somewhat longer and more complicated:
disc(xn + axn−1 + bx+ t)
= (−1) (n−1)n2 Res(xn + axn−1 + bx+ t, nxn−1 + (n− 1)axn−2 + b)
= (−1)n2 1t Res(xn + axn−1 + bx+ t, nxn + (n− 1)axn−1 + bx)
= (−1)n2 1t Res(xn + axn−1 + bx+ t, axn−1 + (n− 1)bx+ nt)
= (−1)n2 1t Res(xn + (2− n)bx+ (1− n)t, axn−1 + (n− 1)bx+ nt)
= (−1)n2 +1 1t anRes(−xn + (n− 2)bx+ (n− 1)t, xn−1 + (n−1)ba x+ nta )
= (−1)n2 +1 1t anRes
( (n−1)b
a x
2 + ((n− 2)b+ nta )x+ (n− 1)t,
xn−1 + (n−1)ba x+
nt
a
)
= (−1)n2 +1 1
(n−1)t2 a
nRes
( (n−1)b
a x
2 + ((n− 2)b+ nta )x+ (n − 1)t,
xn − (n− 2)bx− (n− 1)t)
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= (−1)n2 +1 1
(n−1)t2 Res((n− 1)bx2 + ((n− 2)ab+ nt)x+ (n− 1)ta,
xn − (n− 2)bx− (n− 1)t)
= (−1)n2 +1 1
(n−1)t2 Res(αx
2 + βx+ γ, xn − ux− v)
where α = (n− 1)b, β = ((n− 2)ab+ nt), γ = (n− 1)ta, u = (n− 2)b, and
v = (n − 1)t are defined by the last equivalence. Note that α, γ, v are odd
and β, u are even. The number of terms in the last resultant is unbounded
as n increases. However, we are only interested in disc(f) mod 8, and as β is
even, only finitely many of the terms will be non-zero modulo 8. Therefore
we will continue our computation modulo 8.
Let r1,2 =
−β±
√
β2−4αγ
2α be the roots of αx
2+βx+γ. Let Rk = α
k(rk1+r
k
2).
It is easy to see that
R0 = 2, R1 = −β, ∀k ≥ 2, Rk = −βRk−1 − αγRk−2
Thus for all k, Rk is a polynomial in β, αγ. Using the recursion formula,
one may show by induction that
(7.2) Rk =
∑
0≤l≤k/2
(−1)k−l((k−ll )+ (k−l−1l−1 ))(αγ)lβk−2l
As we are only interested in Rk mod 8, we may discard all monomials
containing powers of β greater than 3, and obtain:
(7.3) Rk modβ
3 =
{
(−1)m(2(αγ)m −m2(αγ)m−1β2) k = 2m even
(−1)mk(αγ)m−1β k = 2m− 1 odd
We now compute:
Res(αx2 + βx+ γ, xn − ux− v) = αn(rn1 − ur1 − v)(rn2 − ur2 − v)
= αn
(
(r1r2)
n + u2r1r2 + v
2 − ur1r2(rn−11 + rn−12 )− v(rn1 + rn2 ) + uv(r1 + r2)
)
= γn + u2αn−1γ + v2αn − uγRn−1 − vRn − uvαn−1β
We can now replace α, β, γ, u, v,Rn−1, Rn by their actual values. We first
expand the part of the expression not involving Rn−1, Rn:
γn + u2αn−1γ + v2αn − uvαn−1β = γn + αn−1(u2γ + v2α− uvβ) =
(n− 1)n(antn + bn−1((n− 2)2ab2t+ (n− 1)2bt2 − (n− 2)bt((n − 2)ab+ nt))) =
(n− 1)n(antn + bnt2)
Next, set n = 2m, and expand
(−1)m(uγRn−1 + vRn) =
(n− 1)uαm−1γmβ + 2vαmγm −m2vαm−1γm−1β2 ≡
(αγ)m−1(uγβ + 2vαγ −m2vβ2) =
(n− 1)n−1(abt)m−1((n− 2)(n − 1)abtβ + 2(n − 1)2abt2 −m2tβ2) ≡
2(n− 1)ambmtm+1 + (n− 2)2am+1bm+1tm −m2n2am−1bm−1tm+2 (mod 8)
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where the cancellations in the last congruence are due to identities such as
(n− 1)2 ≡ 1 (mod 8), n(n− 2) ≡ 0 (mod 8) and ax ≡ a (mod 8) when a is
divisible by 4 and x is odd. Note that of the last two terms, exactly one has
coefficient ≡ 0 (mod 8), and the other coefficient ≡ 4 (mod 8), determined
by the parity of m.
Combining all expansions, we obtain
disc(xn + axn−1 + bx+ t)
= (−1)n2+1 1
(n−1)t2 Res(αx
2 + βx+ γ, xn − ux− v)
≡ (−1)m+1(n − 1)n−1(antn−2 + bn) + 2ambmtm−1
+ 4
{
am+1bm+1tm−2 m ≡ 0 (mod 2)
am−1bm−1tm m ≡ 1 (mod 2)
Noting also that antn−2 + bn = δ2f and
(7.4) (−1)m+1(n− 1)n−1 mod8 =
{
1 m ≡ 0, 1 (mod 4)
5 m ≡ 2, 3 (mod 4)
we can now calculate
ξ(xn + axn−1 + bx+ t) =
disc+− disc
4
mod 2 ={
0 m ≡ 0, 1 (mod 4)
δ2f m ≡ 2, 3 (mod 4)
+
{
am+1bm+1tm−2 m ≡ 0, 2 (mod 4)
am−1bm−1tm m ≡ 1, 3 (mod 4)
as claimed. 
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