Abstract-In cognitive radio (CR) networks, cooperative relaying is emerging as a key technology to improve the performance of secondary users (SUs), while ensuring the quality of service of primary transmissions. Most previous work in CR relay networks concentrates on maximizing physical layer data rate as a design criterion. However, the end-to-end Transmission Control Protocol (TCP) performance perceived by SUs is largely ignored. In this paper, we take a cross-layer approach to jointly consider bestrelay selection, power allocation, adaptive modulation and coding and data-link layer frame size to maximize the TCP throughput over CR relay networks based on the underlay paradigm, while guaranteeing that the primary link is provided with a minimumrate for a certain percentage of time. Specifically, we formulate the CR relay network as a restless bandit system. The objective is to maximize TCP throughput as well as prolong network lifetime. Simulation results are presented to demonstrate the effectiveness of the proposed scheme.
is that intermediate relay nodes act as a virtual distributed antenna array to help the source node forward its information to the destination node. Several cooperative relaying protocols have been proposed in the literature, e.g., decode-and-forward (DF), amplify-and-forward (AF) and compressed-and-forward (CF) [3] .
Motivated by these two promising techniques, cooperative communications in CR networks have raised great research interest [4] , [5] . In [6] , an opportunistic cooperation protocol has been presented for supervised spectrum access in CR networks, where PUs and SUs are only allowed to have orthogonal access to the spectrum and cannot coexist concurrently. The authors in [7] have proposed a distributed transmit power allocation scheme in relay-assisted CR systems to maximize the signal-to-interference-and-noise-ratio (SINR) at secondary destinations, while limiting the interference to PUs. H. Xu et al. [8] studied multi-channel cooperative CR networks and proposed a flexible channel cooperation design allowing SUs to customize the use of leased resources based on Nash bargaining solutions. L. Ruan et al. [9] derived an opportunistic decentralized dynamic hop selection and power control polices to maximize the average end-to-end throughput in cognitive multi-hop relay systems. Y. Zou et al. [10] investigated a selective relay spectrum sensing and best-relay data transmission scheme for multi-relay CR networks.
Although some work has been conducted for cooperative transmissions in CR relay networks, most of the previous work considers optimizing the performance in the physical layer, e.g., spectral efficiency and data rate, as the design criterion. To the best of our knowledge, the end-to-end performance of Transmission Control Protocol (TCP) over CR relay systems and the effect of cooperative relay selection strategies on TCP throughput have so far been largely ignored. However, TCP is by far the dominant transport protocol used by contemporary multimedia applications over the Internet [11] . Increasing physical layer data rate may bring about high packet losses in the upper layer, and thus degrade the TCP performance, which directly affects the user application. Besides, TCP is known to suffer from severe performance degradations in wireless environments due to its inability to distinguish packet losses caused by transmission errors from those caused by network congestion. This problem will become more serious in CR networks since SUs would have a strictly lower quality of service (QoS) than those who enjoy guaranteed spectrum access [12] . Therefore, if TCP is not carefully considered in CR systems, the TCP performance degradation perceived by SUs may impede the success of CR technologies.
In this paper, we investigate TCP performance optimization in energy-constrained CR relay networks, while guaranteeing that the primary transmission is provided with a minimum-rate for a certain percentage of the time. We formulate the CR relay network as a restless bandit system [13] . The optimal policy has an indexability property that can dramatically reduce the on-line computation and implementation complexity. Besides, to maximize TCP throughput, we propose a cross-layer design approach without modifying standard TCP, where physical layer adaptive modulation and coding (AMC) and data-link layer adaptive frame size (AFS) are jointly considered together with best-relay selection and power allocation.
The remainder of this paper is organized as follows. In Section II, the TCP throughput and system models are described. In Section III, the interference-power constraint is provided in closed-form. Section IV formulates the problem in CR relay networks as a restless bandit problem. In Section V, we describe the distributed best-relay selection and power allocation process. Simulation results are presented and discussed in Section VI, followed by conclusions in Section VII.
II. TCP Throughput in Cognitive Radio Relay Networks
As shown in Fig. 1(a) , we consider an underlay CR system with the coexistence of primary and secondary networks. In the primary network, a primary transmitter (P T ) sends data to a primary receiver (P R ). Meanwhile, in the secondary network, a secondary source (S) communicates with a secondary destination (D) assisted by the best relay node chosen from the candidate relay set, R c = R n | n ∈ N = {1, 2, · · · , N} , over the same spectrum band that is licensed to the primary network. A large data file is transferred from S to the fixed peer host (PH) through a single TCP connection. We assume that D and PH are connected via a wired path, and there is no congestion or packet losses in the wired path.
Throughout this paper, we consider Rayleigh block-fading channels, such that the channel condition remains unchanged during the transmission of one data block. We consider the decode and forward (DF) relaying strategy with a two-timephase implementation (see Fig 1(b) ). In the first phase, S sends (broadcasts) its signal to all relay nodes, and then R n , n ∈ N, attempts to decode it. In the second phase, the bestrelay chosen from R c will forward the re-encoded signal to D. Assume that S and D have perfect knowledge of the complex channel gains h SR n and h R n D associated with the source-relay link S-R n and the relay-destination link R n -D, respectively. The receiver noise is assumed to be additive white Gaussian noise with zero mean and power spectral density N 0 .
The transmission time for a large data file is partitioned into T time slots with equal length, i.e., T = {0, 1, · · · , T − 1}. At the beginning of each slot, spectrum sensing and access decision is executed by S. For simplicity, we assume that the sensed outcome is the same within the coverage area of the secondary network. Besides, we denote the action of each relay node R n in time slot t as a n (t) = {a S n (t), a P n (t)}, where a S n (t) ∈ A = {0, 1}, in which 0 means passive and 1 means active for the corresponding relay node. When it is active, the transmit power of R n is a P n (t), which must satisfy the interference-power constraint (see Section III). When a spectrum hole is detected, a single relay node will be selected to assist data transmission, i.e., 
A. TCP Throughput Model
Assume that each TCP packet with length L P is divided into N f r link-layer frames, and the length of each frame is assumed to be L f r bits long. We apply TCP Reno as the transport layer protocol, and use the analytical model for TCP throughput in [14] , given by
where W m is the maximum congestion window size, RTT is the round trip time, b is the number of packets acknowledged by a received ACK, p is the packet loss probability, and T 0 is the time-out. We adopt the closed-form expression of biterror ratio (BER) under AMC strategy [15, Eq. (1) ]. Denote by P b (E SR n ) and P b (E R n D ), respectively, the BER at R n for transmissions from S and the BER at D for transmissions from R n . We can obtain the average BER over the two-hop DF relaying links, denoted by
. Then, we can derive the frame error probability F e as follows assuming bit errors occur independently:
Let N re denote the maximum retransmission number for the link layer automatic repeat request (ARQ) mechanism. Therefore, we can derive the packet loss probability p as
Based on above analytical model, RTT can be approximately expressed as
where T w is the delay over the wired path, L ack is the length of an ACK frame, r denotes the data rate in the wireless sourcerelay-destination link S-R n -D, andN re represents the average number of frame retransmissions until a frame is correctly received, which is given bȳ
B. Spectrum Occupancy Model
Let ω(t) ∈ Ω = {0(Busy), 1(Idle)} be the availability state of the spectrum licensed to the primary network in time slot t, where ω(t) = 0 if the spectrum is in use by PUs, while ω(t) = 1 if the spectrum is idle from PU activity. For analytical tractability and presentation clarity, we assume that sensing errors are negligible. The process of primary traffic is specified by the statistical behavior P 01 and P 10 , where P 01 is the probability the PU becomes inactive in the next time slot, given that it is active in the current slot, and P 10 is the probability that PU becomes active in the next time slot, given that it is inactive in the current slot. The stationary probabilities of the spectrum being idle and busy due to PU activities are π 0 = P 10 P 01 +P 10 and π 1 = P 01 P 01 +P 10 , respectively.
C. Wireless Channel Model
In this paper, the finite-state Markov chain (FSMC) model is constructed to represent the time-varying behavior of the Rayleigh block-fading channel by partitioning the average channel gain into discrete levels, each associated with a state in the Markov chain. Specifically, for each of the links S-R n , R n -D, S-P R and R n -P R under consideration, the average channel gain,σ ij (t) = E[h ij (t)], is modeled as a random variable evolving according to an L-state Markov chain, which has a finite state space denoted by
and L is the number of states. For simplicity, we assume that the state transitions only occur between adjacent FSMC states. Let φ g n g n (t) be the probability thatσ ij (t) transits from state g n to g n at epoch t, i.e.,
D. Energy Model
In order to prolong the network lifetime, the energy consumption and residual energy state should be taken as important factors when selecting the active cooperative relay node. However, due to dynamic operations of such devices caused by multimedia applications and wireless transmissions, the energy consumption changes dynamically over time. As a result, the residual energy of relay node can be modeled as a random variable e n . For simplicity, the continuous battery residual energy represented by e n can be divided into discrete levels, denoted by E = E 1 , · · · , E J , where J is the number of total available energy states. Let E n (t) be the residual energy state of R n in time slot t. The authors in [16] modeled the transition of residual energy levels as a Markov chain. We adopt this model and define the energy state transition probability of R n taking action a as
E. Adaptive Modulation and Coding Model
The SU channel employs M-ary quadrature amplitude modulation (M-QAM) with R=1/2 and R=3/4 Turbo code. Provided that the average received signal-to-noise ratio (SNR) is divided into K regions, we assign constellation size M k to the k-th region, where k ∈ {0, 1, · · · , K −1} and M k = 2 k . Given the target BER, i.e., BER 0 , the SNR thresholds for different boundaries can be calculated by Eq. (1) in [17] 
Let γ t be the minimum of the combined average SNRs over the two hops between S and D, i.e.,
) belongs to the k-th region, and the corresponding constellation size is M k .
III. Interference-Power Constraint
To guarantee the QoS of PUs, the transmit powers of S and R n are limited such that primary link is provided with a minimum-rate R min for a certain percentage of time, i.e.,
where R P is the data rate of primary link P T -P R , and P out denotes the percentage of time during which R P is lower than R min . For notational convenience, let P out Pri represent the primary outage probability. Thus, we can calculate (9) as follows:
Assume that the random variables h P T P R and h SP R have exponential distributions with parameters 1 σ P T P R and 1 σ SP R , respectively, whereσ P T P R andσ SP R denote the fading variances of the link from P T to P R and that from S to P R , respectively. Therefore, we can calculate (10) using the joint probability density function of h P T P R and h SP R and derive
Pri from the preceding equation into (10) yields
By the same token, we can deduce the power constraint of R n ,
For notational convenience, letσ
Hereafter, we assume that S utilizes the maximum power allowed to transmit its data, while satisfying the above interference-power constraints. Since the candidate relay nodes are battery-powered with limited energy, P R n should be adaptively adjusted to prolong the average network lifetime. Denote by P max S and P max R n the maximum transmit power levels for S and R n , respectively, without considering any interference to the primary network. Based on the sensed spectrum occupancy state, we have
if the channel is "Idle"
, if the channel is "Busy"
, if the channel is "Busy" (14) IV. Problem Formulation
A. State Space and Transition Probabilities
In time slot t ∈ T, the state of candidate relay node R n , denoted as s n (t), is characterized by the S-R n channel stateσ SR n (t), R n -D channel stateσ R n D (t), S-P R channel statē σ SP R (t), R n -P R channel stateσ R n P R (t), and the residual energy state E n (t). Thus, s n (t) can be expressed as the combination
Sinceσ SR n (t),σ R n D (t),σ SP R (t),σ R n P R (t) and E n (t) are independent with each other, s n (t) will evolve in a Markov fashion.
The corresponding finite-state space is represented as S n , s n (t) ∈ S n , with the following transition probability matrix
where φ(t) and ψ(t) are defined in (6) and (7), respectively. g n , g n , h n , h n , v n , v n , x n , x n ∈ C, y n , y n ∈ E and H = |L| 4 × J. The element of P a n (t) is p a s n s n (t), which denotes the probability that the state of R n changes from s n to s n , where s n , s n ∈ S n .
B. Expected System Reward
Since the objective is to maximize the average TCP throughput in the energy-constrained CR relay networks, we first define the immediate reward of R n as follows:
where |c 1 | + |c 2 | = 1, c 1 and c 2 are positive and negative weights, respectively. The first term represents the gain in TCP throughput. The second term denotes the energy cost, which is the function of energy consumption J n (P R n , L P , r) and residual energy E n (t). J n depends on the transmit power P R n , packet length L P and data rate r. By adjusting the weights c 1 and c 2 adaptively, the balance of TCP throughput and network lifetime can be achieved. The immediate reward R a n (t) s n (t) is earned when R n with state s n (t) takes action a n (t) in time slot t. For a stochastic process, a maximum immediate value is not equivalent to the maximum expected long-term accumulated value. Let 0 < β < 1 be the discount factor. The goal of the optimization problem is to find an optimal policy u * that maximizes the total expected discounted reward during the whole TCP packet transmission period, which can be expressed as
C. Solution to the Restless Bandit Problem 1) Linear Programming (LP) Relaxation:
To formulate the restless bandit problem mathematically, we first introduce the performance measure, x a n s n (u) = E u T −1 t=0 I a n s n (t)β T −t−1 , representing the total expected discounted time when R n in state s n selects an action a n from a finite set, A s , under Markovian policy u, where I a n s n (t) = 1 if action a n is taken at epoch t and I a n s n (t) = 0 otherwise. Further, let X denote the performance region spanned by vector x= x a n s n (u) s n ∈S n ,a n ∈A s under all admissible policies, i.e.,
Since the restless bandit problem is naturally modeled as a discounted Markov decision chain (MDC), x a n s n (u) can be decomposed into two admissible actions, i.e., x 
subject to
where Q 1 n is precisely the projection of the restless bandit polytope, denoted as P, over the space of variable xˆa n i n for R n . This first-order linear program (LP 1 ) has O(N|S max |) variables and constraints, where |S max | = max n∈{1,2,··· ,N} |S n |, and its size is polynomial in the problem dimensions.
2) Primal-Dual Priority-Index Heuristic: Under some mixing assumptions on active and passive transition probabilities, the primal-dual heuristic is interpreted as a priority-index heuristic. The dual of linear program (LP 1 ) is
We denote by {xˆa n s n } and {λ s n ,λ} the optimal primal and dual solution pair to the first-order relaxation (LP 1 
The priority-index rule is to select the relay node from candidate relay set R c with the smallest index to be active.
V. The Process of Indexable Best-Relay Selection

A. Candidate Relay Set
Assume that the SNR of source-destination link S-D, γ SD = P SσSD N 0 B , is much less than the decoding SNR threshold γ th (i.e., γ SD < γ th ), such that the received signal at D through direct transmissions cannot be decoded successfully. The intermediate relay nodes assist S in forwarding its information to D to improve the performance of the secondary network. We further assume that N cognitive relay nodes depicted in Fig. 1(a) constitute the candidate relay set, denoted by R c = R n | n ∈ N = {1, 2, · · · , N} , R c ∅, and each relay node R n (n ∈ N) in set R c satisfies the following criteria:
• R n can successfully decode both Request To Send (RTS) and Clear To Send (CTS) packets exchanged between S and D; • The estimated average channel gain in direct link S-D is less than the minimum of the average channel gains in the two-hop relaying links S-R n and R n -D, i.e.,σ SD < min{σ SR n ,σ R n D }.
B. Best-Relay Selection and Power Allocation Process
After exchanging the RTS/CTS handshake packets, each candidate relay node R n (n ∈ N) in set R c can obtain the current state s n (t), and then calculate its index δ s n together with the corresponding transmit power. Specifically, the indices can be computed off-line for each available state of each relay node and stored in an index-table before data transmission. In the on-line stage, it is only needed to look up the table to get the current index according to the state.
The off-line computation is described as follows:
• According to the spectrum occupancy, wireless channel and residual energy states, the transition probability matrices and state space under different actions are determined; • Before any data transmission is started, input the state transition probability p a n s n s n , the reward R a n s n , the discount factor β and the initial state probability vector α, and then off-line compute the priority-indices {δ s 1 , δ s 2 , · · · , δ s N } according to Subsection IV-C; • Each node stores its available indices in an index-table. Based on the off-line initialization, at epoch t, the on-line selection proceeds as follows:
• At epoch t, each candidate relay node R n ∈ R c looks up the index-table to find out the corresponding index δ s n together with power allocation a P n ; • The relay nodes share their indices by transmitting a short priority-index (PI) packet over a dedicated channel (also called common control channel), which only contains the information of node's ID and the index δ s n , in a distributed and cooperative way; • After receiving the PI packets from other nodes, R n arranges the list of indices {δ s 1 , δ s 2 , · · · , δ s N } from the lowest to the highest. The relay node is set to be active (i.e., the best relay) if its index is in the first place, and the corresponding optimal power allocation is obtained. In order to avoid collision between PI packets, the candidate relay nodes can access the common control channel using time division multiple access (TDMA).
VI. Simulation Results and Discussions
In this section, we present some simulation results to evaluate the performance of our proposed TCP optimization scheme. Without loss of generality, we set the propagation delay of the wired path to be T w = 15 ms. The TCP packet size is L P = 1500 bytes, the maximum congestion window size is W m = 10 packets, the initial time-out is T 0 = 2 seconds, and the length of each ACK frame is L ack = 20 bits. To guarantee a small buffer size and a low delay, we assume the maximum number of frame retransmissions is N re = 5. Besides, the battery capacity of each cognitive RN is set to be 1000 mAh with the output voltage 1 Volt, and P max S = P max R n = 100mW. Furthermore, we assume each time slot lasts for 1 seconds and the discount factor β = 0.8.
For ease of implementation, we assume that the channel states of links S-R n , R n -D, S-P R and R n -P R can be "Bad" (d0), "Good" (d1) or "Better" (d2). The channel state transition probabilities can be represented by φ n = [φ 01 , φ 10 , φ 12 
. All SU channels have the same statistical behavior and the same interference power constraints. Besides, the residual energy state of each candidate relay node is assumed to be "Dead" (b0), "Low" (b1) or "High" (b2). The corresponding energy state transition probabilities are ψ Fig. 2 plots the interference power threshold (i.e., IPT) versus the minimum-rate R min required by primary transmissions for various outage probabilities when the sensed spectrum outcome is "Busy". The transmit power of the primary transmitter P P T is set to 200 mW, and the corresponding transmit SNR at P T is set to γ P T = P P T N 0 B = 25dB. For the sake of simplicity, we assume that link S-P R and link R n -P R have the same fading variancesσ SP R =σ R n P R = 0.2. According to (12) and (13), S and R n have the same IPT, denoted as P th . It can be observed from Fig. 2 that beyond certain thresholds for R min , P th decreases rapidly as R min increases or the outage probability P out decreases.
A. Interference-Power Constraint
B. TCP Throughput Performance Improvement
In this subsection, we illustrate the TCP throughput improvements of our proposed scheme without consideration of energy consumption and residual energy of cognitive nodes. Thus, we can specify the weights as c 1 = 1 and c 2 = 0.
1) Effects of Cross-Layer Design Parameters:
To highlight the effects of cross-layer design parameters on TCP performance, we consider two other schemes for comparisons. The first one is "Optimal Relaying + AMC, w/o AFC consideration" scheme, in which the priority-indexable optimal relaying policy and AMC strategy in physical layer are employed, but without AFS consideration in data-link layer. The second one is "Optimal Relaying, w/o TCP Performance Consideration" scheme, in which the priority-indexable optimal relaying policy is adopted, but neither physical nor data-link layers parameters are adaptively adjusted according to TCP performance. In the second scheme, a high modulation mode will be used to maximize physical-layer data rate. Fig. 3 shows the average TCP throughput over increasing simulation time. We set N = 4, ω s = [0. 4, 0.7] , and P th = 35 mW. It can be seen that the system only takes a few time slots to reach the steady state. In the steady state, our proposed scheme can obtain the highest average TCP throughput. The scheme without considering TCP optimization has the worst performance, for the main reason that without AMC in the physical layer or AFS in the data-link layer, high packet losses could result in the upper layer, which degrade the TCP throughput dramatically.
In Fig. 4 , the average TCP throughput under different interference power threshold P th is plotted. The simulation parameters are set to be N = 4 and ω s = [0. 4, 0.7] . We can observe that the average TCP throughput of all schemes keeps nearly constant when P th ≥ 20 dBm (i.e., 100 mW), and decreases rapidly with the decrease of P th when P th < 20 dBm. The reason is that when the spectrum is sensed to be "Busy", R n 's transmit power directly depends on P th to guarantee the QoS of primary transmissions. Figs. 3 and 4 indicate the need to jointly consider design parameters in different layers for improving TCP performance over CR relay networks.
2) Effects of Different Relaying Scheme: In Figs. 5 and 6, we compare our proposed TCP optimization scheme with the "Arbitrary Relay Selection" method and an existing "Memoryless Relay Selection" method [18] , in which the best relay node is selected for the subsequent frame transmission based on the currently observed channel conditions. For fair comparisons, the latter two schemes are revised by adding physical layer AMC and data-link layer AFS. Fig. 5 shows that the average TCP throughput increases as the number of candidate relay nodes increases, and the proposed scheme always has the best performance. Here, we assume ω s = [0.4, 0.7] and P th = 35 mW. It can be observed that when N is bigger than 6, the TCP throughput almost reaches the steady state due to a high probability of choosing a relay node with the "Better" (d2) channel state. Average TCP throughput vs. the probability of spectrum state changing from "Idle" to "Busy" for various relaying schemes. Fig. 6 demonstrates that the average TCP throughput decreases with the increase of the probability of spectrum state changing from "Idle" to "Busy" (i.e., P 10 = Pr{ω t+1 = 0(Busy) | ω t = 1(Idle)}). This is because when the spectrum is occupied by PUs, the transmit power levels at S and R n are constrained by the interference power threshold P th . As P 10 increases, S and R n transmit data with a lower power for a higher fraction of the time, and thus the TCP throughput is degraded. Again, our proposed scheme outperforms the other two schemes. In this figure, we set N = 4, P th = 35 mW, and P 01 = Pr{ω t+1 = 1(Idle) | ω t = 0(Busy)} = 0.4.
C. Effects of Energy State on Network Lifetime
In this subsection, we demonstrate the effects of energy state on the average network lifetime. We set the weights as c 1 = 0.5 and c 2 = −0.5. The definition of network lifetime used in this paper is that the number of dead relay nodes reaches a threshold, N thr , such that the considered network can no longer achieve the required performance. For fair comparisons, the existing "Memoryless Relay Selection" method is revised to select the relay with the highest residual energy, while the "Arbitrary Relay Selection" method randomly selects a relay from those still alive. In Figs. 7 and 8 , we show the results obtained from running the simulations for 2000 slots, with N = 10, ω s = [0. 4, 0.7] , and P th = 35 mW. Fig. 7 shows that the average network lifetime of all methods increases with N thr , and our proposed optimization scheme with energy consideration always has the best performance. In addition, the "Memoryless Relay Selection" scheme has higher network lifetime than the proposed scheme without energy consideration, for the main reason that the former considers residual energy of candidate relay nodes, while the latter just considers channel states when selecting the best one from R c . Fig. 8 illustrates the effects of energy state on average TCP throughput. We can observe that the average TCP throughput of all schemes declines with the increase of simulation time. This is because more and more relay nodes run out of energy after FTP data transmissions for some time slots. In the figure, the scheme without energy consideration has a better performance than our scheme with energy consideration before 1100 seconds (slots). However, the former has worse performance in the next 900 seconds due to the lack of energy in some relay nodes. In addition, the average TCP throughput of all methods drop to nearly zero at 2000 seconds; i.e., hardly any relay nodes remain alive at that time.
VII. Conclusions
In this paper, we have proposed a cross-layer design for TCP performance optimization over underlay CR relay networks, while guaranteeing that the primary transmission is provided with a minimum-rate for a certain percentage of time. Link layer ARQ, AMC at the physical layer and AFS at the datalink layer are jointly considered in the process of best relay selection and power allocation. Specifically, we model the CR relay network as a restless bandit system, where the wireless channel and residual energy state transitions are characterized by FSMCs. Simulation results demonstrate that the proposed scheme can effectively improve TCP throughput, as well as prolong the average network lifetime.
