We discuss the properties of matrix-valued continued fractions based on Samelson inverse. We begin to establish a recurrence relation for the approximants of matrix-valued continued fractions. Using this recurrence relation, we obtain a formula for the difference between mth and nth approximants of matrix-valued continued fractions. Based on this formula, we give some necessary and sufficient conditions for the convergence of matrix-valued continued fractions, and at the same time, we give the estimate of the rate of convergence. This paper shows that some famous results in the scalar case can be generalized to the matrix case, even some of them are exact generalizations of the scalar results. r 2002 Elsevier Science (USA). All rights reserved.
Introduction
A continued fraction is an expression of the form where the a i and b i are real (or complex) numbers or functions, and the theories and properties of continued fractions are well known in the scalar case. But more general forms of continued fraction (1.1) where a i and b i are no longer real or complex numbers are possible. They may be vectors, matrixes or the elements of some Banach algebra. There clearly exists some interest in extending these kinds of theories and properties to the vector or matrix case, and these extensions occur in computations of various mathematical, physical and control problems [see [2, 5, [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] 23, 25, 30, 31] ]. For example, in control theory for expansion of the transfer function of multivariate control systems, in theoretical physics for investigations of the Brownian motion and of the an harmonic oscillator eigenvalues, in perturbation theory, as well as in rational interpolation and approximation. Here, we especially refer to the works of Wynn et al. In 1963, Wynn used continued fractions and generalized inverses for the reciprocals of vector-valued quantities, and proposed a method of rational interpolation of vector-valued quantities given on a set of distinct interpolation points [see [32, 33] ]. In [7] [8] [9] [10] [11] [12] [13] 25, 30] , Graves-Morris, etc., showed that the generalized (Samelson) inverse of vector can be used to define vector-valued Thiele type rational interpolations and vector Pade´approximants, and indicated that generalized inverse vector rational interpolations had wide applications in the modal analysis of vibrating structures and the solution of integral equations. In [14, 15, 17, 18, 34, 35] , Zhu Gong-qin and C.Q. Gu, etc., introduced the generalized inverse vector continued fraction approximation of vector-valued functions and indicated that the generalized inverse vector rational interpolant can be extended to the bivariate and the matrix case. In [35] , by defining a kind of transformation from matrix to vector, some results on vector-valued continued fraction can be transferred to those corresponding to matrix-valued continued fraction, but, as we know, vector-valued continued fraction is obviously special case of matrix-valued continued fraction. Therefore, in this paper, we restrict our considerations to the matrix case. Here, we should point out that a different matrix inverse can give the different definition of a matrix continued fraction, so we can extend definition from the scalar case to the matrix case in the following three ways. In [1, 2, 19, 23, 24, 26] , the fraction of matrix is AB À1 with the classical inverse matrix, and in [3, 6, 28, 29, 31] , the inverse of matrix is a partial inverse, namely, if the matrix B ¼ ðb ij Þ mÂn ; then the partial inverse of matrix B is
here,
Therefore, for convenience the above matrix continued fractions defined by the classical matrix inverse or partial matrix inverse are called the classical inverse matrix continued fractions or the partial inverse matrix continued fractions, respectively, and they are both examples of noncommutative continued fractions in Banach spaces. In our case, the evaluation process is based on the use of the generalized inverse for matrix [see Section 2 or [14, 16, 35] ], so the considered continued fractions which can be named matrix-valued continued fractions or generalized inverse matrix continued fractions in this paper, is not the same as these in [1] [2] [3] 5, 19, 23, 24, [26] [27] [28] 31] . In [16] , it is shown that the generalized inverse is efficient in matrix continued fraction interpolation problems as compared with classical matrix inverse, and as compared to the existing matrix Pade´approximants, the generalized inverse matrix Pade´approximation has a lot of advantages. For example, first, it does not need multiplication of matrices in the construction process, hence, we do not have to define left-and right-handed approximants, and it may be useful in the noncommutativity problems of the matrix multiplication. Second, the generalized inverse matrix Pade´approximation can be applied to singular or rectangle matrices.
For the classical inverse or partial inverse matrix continued fractions, some properties about them are obtained [see [1, 3, 5, 24, 27, 28, 31] ], But in our case, not much are known, and many problems are not still answered. For example, can the classical three term recurrence relation be generalized in a practical way to our case? How to get the properties of the approximants of MVCF? In particular, the applications of continued fractions are often tied to their possible convergence, therefore, the convergence criteria are important in the theory of matrix-valued continued fractions. But up to now, the convergence property for MVCF has not been reported. In scalar case, the main methods we use to derive the convergence criteria for continued fractions are based upon three term recurrence relation or some very nice mapping properties of linear fractional transformations or value regions techniques for continued fractions. However, in more general case, such as in our case, it should be noted that it appear difficult to find recurrence relations similar to the famous three-term recurrence relation which can be used to derive surprisingly good results in the convergence theory for continued fractions. Therefore, those methods cannot be used in the proofs of the convergence criteria for MVCF. In [34] , using a particular technique, a simple Pringsheim convergence theorem was proven for vector-valued continued fraction of the form K½1=b b k ; but it may be difficult or even impossible to prove best known and(or) the widest applicable classical convergence theorems for MVCF directly using the method introduced in [3, 5, 11, [20] [21] [22] 24, 27, 28, 31, 34] . In this paper, we answer some of these questions. We firstly establish a recurrence relation for MVCF, and using this recurrence, we construct a formula for the difference between mth and nth approximants of MVCF. Based on this formula, we give a approach to prove the convergence properties of MVCF. This paper shows that some famous results in the scalar case are similar to those in the matrix case, even some of them are exact generalizations or improvement of the scalar results.
Recurrence relation
By a matrix-valued continued fraction, we mean an expression of the form
where B i AC kÂl ; a i AC; for i ¼ 0; 1; 2; y: The above evaluation process is based on the use of the generalized (Samelson) inverse for matrix:
where % A denotes the complex conjugate of matrix A and
where ð % AÞ T denotes the complex conjugate transpose of matrix A and ja ij j is the modulus of a ij : Making use of the above generalized inverse for matrix, matrixvalued continued fractions have been discussed in [14, 17, 18] . Similar to the scalar case, the nth approximant of MVCF is defined as
Clearly, R n is a rational expression
where P n and Q n are, respectively, called the nth numerator and denominator of (2.3a), and they are actually defined later as P 0
þ ? þ a n j jB n ðn ¼ 0; 1; y:; k ¼ 0; 1; y; nÞ ð 2:3bÞ is called the kth tail of the nth approximant of MVCF (2.1). Similarly, R k n is a rational expression
where P k n and Q k n ; are, respectively, called the kth numerator and denominator of (2.3b).
Clearly, we have
Now, we want to establish a recurrence relation for P k n and Q k n : Namely, we have Theorem 1. For any positive integer n, let ði ¼ n; n À 1; y; 1Þ; ð2:8Þ
ði ¼ n; n À 1; y; 1; 0Þ: ð2:9Þ
Proof. The proof is performed by induction.
(1) For any kpn; from (2.6), we have
which completes the proof of relation (2.7). (2) For i ¼ n , equality (2.8) is immediate from relation (2.4). Now, let us assume that for i ¼ k; 1pkon; equality (2.8) is true. We shall prove it for i ¼ k À 1: It follows from (2.5), (2.6) and by the induction hypothesis
n Q kÀ2 n which implies equality (2.8) is valid.
(3) When i ¼ n; from (2.4), formula (2.9) is obviously true. Next, let equality (2.9) hold for i ¼ k: Then when i ¼ k À 1; from (2.5), (2.8) and by the induction hypothesis, we have
which completes the proof of (2.9) &
Approximants formulae
In this section, we give a formula for the difference between mth and nth approximants of matrix-valued continued fractions. In general, those formulae are important for truncation error estimate and convergence theory of MVCF.
Theorem 2. The formula
p for any n; mAN ð3:1Þ
holds true for two convergents P nþm =Q nþm and P n =Q n of matrix-valued continued fraction (2.1).
Proof. Let
where
Using relation (2.5), we get
From this it follows that
Therefore, we obtain
Continuing the above process, it follows that where
Hence, we have Consequently, according to (3.2), we conclude that
In particular, for k ¼ 0; it follows that
holds true for two approximants P nþ1 =Q nþ1 and P n =Q n of matrix-valued continued fraction (2.1), and the formula
holds true for two approximants P nþ2 =Q nþ2 and P n =Q n of matrix-valued continued fraction (2.1).
In the scalar case, namely k ¼ 1 and l ¼ 1; B n ðn ¼ 0; 1; 2; yÞ are scalars. Using the same idea in Theorem 2, we can prove the following theorem.
Theorem 3. The formula P nþm Q nþm À P n Q n ¼ ðÀ1Þ n a 1 ?a nþ1 ð % P Obviously, Formula (3.5) is different from the following formula [see [22] ]:
where f
n ðNÞ for n ¼ 0; 1; 2; y; m ¼ 1; 2; y; n and where S 0 ðwÞ ¼ s 0 ðwÞ; S n ðwÞ ¼ S nÀ1 ðs n ðwÞÞ n ¼ 1; 2; y s 0 ðwÞ ¼ b 0 þ w; s n ðwÞ ¼ a n b n þ w n ¼ 1; 2; y:
Convergence theorems and truncation error
The applications of MVCF (2.1) are often tied to their possible convergence. It is therefore important to have convergence criteria that are easy to check and cover large classes of MVCFs. In this section, we will show that relation (3.1) has wide applications in the convergence of MVCF.
A nonterminating matrix-valued continued fraction (2.1) is called convergent if the sequence fR n g of approximants is convergent, that is
and the matrix R is taken as the value of the matrix-valued continued fraction. But if no limit exists, then matrix-valued continued fraction (2.1) is called divergent and no matrix value is assigned to it. Clearly, according to the Cauchy criterion for convergence, the above statements are equivalent to the following:
The value of the matrix-valued continued fraction exists if conditions (a) and (b) below are satisfied: Next, Using Theorem 2, we give a necessary condition for the convergence of MVCF.
Theorem 4. The matrix-valued continued fraction (2.1) with all a n ¼ 1 diverges if
Proof. First, the following inequalities are easily proved by induction on k; ffiffiffiffiffiffi Q k n q pð1 þ jjB n jjÞð1 þ jjB nÀ1 jjÞ?ð1 þ jjB kþ1 jjÞ for all nA N; and 0pkon: ð4:2Þ
In fact, it follows from Q nÀ1 n ¼ jjB n jj 2 in (2.4) that ffiffiffiffiffiffiffiffiffiffi Q nÀ1 n q pð1 þ jjB n jjÞ which proves (4.2) for k ¼ n À 1: Next, assume that for all k not exceeding n Q k n pð1 þ jjB n jjÞð1 þ jjB nÀ1 jjÞ?ð1 þ jjB kþ1 jjÞ then from relation (2.6), we have ffiffiffiffiffiffiffiffiffiffi ffi
Hence, by induction on k; it follows that ffiffiffiffiffiffiffiffiffiffi ffi
ð1 þ jjB i jjÞ þ ð1 þ jjB n jjÞð1 þ jjB nÀ1 jjÞ?ð1 þ jjB kþ2 jjÞ p ð1 þ jjB n jjÞð1 þ jjB nÀ1 jjÞ?ð1 þ jjB kþ2 jjÞðjjB k jjð1 þ jjB kþ1 jjÞ þ 1Þ p ð1 þ jjB n jjÞð1 þ jjB nÀ1 jjÞ?ð1 þ jjB kþ2 jjÞð1 þ jjB kþ1 jjÞð1 þ jjB k jjÞ which proves (4.2). Moreover, by (4.2) with k ¼ 0; it follows in particular that ffiffiffiffiffiffi Q 0 n q pð1 þ jjB n jjÞð1 þ jjB nÀ1 jjÞ?ð1 þ jjB 1 jjÞ and ffiffiffiffiffiffiffiffiffiffi Q 0 nþ1 q pð1 þ jjB nþ1 jjÞð1 þ jjB n jjÞ?ð1 þ jjB 1 jjÞ: Now, assume that the continued fraction B 0 þ Kð1=B n Þ converges, then from (3.4), it follows that
But from (4.3) and (4.4), we get 1
Hence the continued fraction B 0 þ Kð1=B n Þ diverges. & Theorem 5. Let all the elements of B n ðn ¼ 1; 2; yÞ be positive, namely B n are positive matrices for all n; then the matrix-valued continued fraction Kð1=B n Þ converges if and only if P N n¼1 jjB n jj ¼ N:
To prove the convergence of Kð1=B n Þ; it suffices to prove that the sequence
of approximants is a Cauchy sequence, namely, we need to prove, for any mAN;
is true. Since the B n ðn ¼ 0; 1; yÞ are positive matrices, it follows from (2.5) that also P k n are positive matrices for all nAN; and 0pkon: Hence, it follows from (2.4) and (2.6) that
Clearly, the above inequalities imply that
2n ¼ 1 and
On the other hand, if we let B i ðs; tÞ; P iþ1 n ðs; tÞ denote the elements from the sth row and tth column of the matrix B i and P iþ1 n ; respectively, it follows from (2.5) that P ð4:6Þ
In the same way, one can prove that
ðs; tÞ4B 1 ðs; tÞ þ B 3 ðs; tÞ þ ? þ B 2nþ1 ðs; tÞ: ð4:7Þ Since P N n¼1 jjB n jj ¼ N; then using a proof by contradiction, at least there exists some s 0 ; t 0 ð1ps 0 pk; 1pt 0 plÞ such that P N n¼1 jB n ðs 0 ; t 0 Þj ¼ N: From (4.6) and (4.7), we have 
q -0 ðn-NÞ: ð4:12Þ
Hence, from (4.11) and (4.12), we complete the proof of (4.5), namely, the sequence f hold true, then matrix-valued continued fraction (2.1) converges to matrix value R and the truncation error jR À R n jpð
Proof. First, we can prove the following inequality by induction on k:
for 8n and k ¼ 0; 1; y; n À 1; ð4:14Þ when k ¼ n À 1; inequality (4.14) is immediate from relation (2.4). Now, let formula (4.14) be true for all the natural number k þ 1 not exceeding n; then from relation (2.6) and by the induction hypothesis, we obtain ffiffiffiffiffiffi
which completes the proof of (4.14).
In particular, from (4.16) and (4.13), we get ffiffiffiffiffiffi Q 0 n q Xja 1 jja 2 j?ja n jðjjB n jj À 1ÞXja 1 jja 2 j?ja nþ1 j: ð4:17Þ It would be desirable to extend the theorem to the case d ¼ 1 so as to get a S´leszyn´ski-Pringsheim-like theorem, But it appears that it will require a proof of a different type than that above. Here, we need to point out Theorem 6 is a bit different from the S´leszyn´ski-Pringsheim Theorem. The S´leszyn´ski-Pringsheim Theorem for continued fractions
where a n ; b n AC with all a n a0; says that Kða n =b n Þ converges to a value f if jb n jX1 þ ja n j for all n: ð4:22Þ But in our case, the condition of theorem is jb n jXd þ ja nþ1 j; d41: In addition, as we know, by means of (4.22) and equivalence transformation of CF, it can give new convergence criteria, but it appears improbable to get Theorem 6 by this method. Therefore, we can say that Theorem 6 appears a new convergence criteria for continued fraction (4.21) .
Proceeding with the similar method in Theorems 5 and 6, we can prove the following conclusions. Here, we only give a sketch of the proofs of these theorems, we leave the details to the reader. Theorem 7 (Worpitzky-like theorem). Let jjB n jj ¼ 2; ja n jp1 for all n; then MCVF Kð 1 B n Þ converges, and if lim n-N R n ¼ R; one gets jjR n À Rjjp ja 1 a 2 ?a n j 2 þ P n i¼2 ja i ?a n j :
Moreover, if P k ja 1 ?a k j ¼ a; then jjR n À Rjjp a n 2 :
Proof. As we saw previously in the proof of Theorem 6, paying attention to jjB n jj ¼ 2 in ( Proof. Paying attention to jjB n jjX2 and ja n j ¼ 1 for all n in (4.16), we get ffiffiffiffiffiffi [4, 6] ].
