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ABSTRACT
After a brief review of spin networks and their interpretation as wave functions for the (space)
geometry, we discuss the renormalisation of the area operator in loop quantum gravity. In such
a background independent framework, we propose to probe the structure of a surface through
the analysis of the coarse-graining and renormalisation flow(s) of its area. We further introduce
a procedure to coarse-grain spin network states and we quantitatively study the decrease in the
number of degrees of freedom during this process. Finally, we use these coarse-graining tools to
define the correlation and entanglement between parts of a spin network and discuss their potential
interpretation as a natural measure of distance in such a state of quantum geometry.
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2I. INTRODUCTION
Loop Quantum Gravity (LQG) proposes a background independent framework for a theory of quantum general
relativity [1]. It realizes a canonical quantization of general relativity in 3+1 space-time dimensions and defines
the Hilbert space of quantum states of 3d space geometry and their dynamics (through a Hamiltonian constraint).
Background independence means that there is no assumed background metric at all and that the quantum state of
geometry describes the whole metric of space(-time) and not simply the perturbations of the metric field around a
fixed background metric. The whole geometry of the space(-time) needs to be reconstructed from the quantum state:
all geometric notions, such as the distance, need to be constructed from scratch since you can not rely on a background
geometry to define, for instance, a reference notion of distance that you could use to describe the metric perturbations.
The states of 3d space geometry are (superpositions) of spin networks. These are equivalence classes of labelled
graphs under spatial diffeomorphism. The labels come from the representation theory of the gauge group SU(2),
representation labels on the edges and invariant tensors (or singlet states) at the vertices. These spin networks thus
contained both algebraic (or combinatorial) data and topological data such as winding numbers of the edges of the
graph. In the present paper, we will neglect this topological information and work with abstract spin networks which
are purely algebraic objects. This erases all traces of the topology of the original 3d space manifold which we quantize.
This is an open issue in LQG: whether the quantum states of geometry describe both the metric and topology of space
or whether they should only describe the metric state in some fixed background (space) topology. The standard LQG
framework fixes the background topology, uses embedded spin networks and thus forbids topology changes, whereas
the more recent spin foam framework (see for example [2]), which proposes a path integral formalism for LQG, uses
abstract spin networks and allows transitions between different spatial topologies. More generally, it seems possible
to extract some topological information from the algebraic data encoded in the spin network (see for example [3]).
However, on the other hand, the topological degrees of freedom allowed in spin networks leads to interesting proposals,
such as a possible inclusion of the standard model for particles in LQG [4].
It is essential to better understand the quantum geometry defined by spin networks and how a classical metric can
emerge. A first step would be to develop the concept of distance on a spin network. Since we are in a completely
background independent context and that the spin network ought to define the (quantum) state of geometry, the
algebraic and combinatorial structures of the spin networks must induce a (natural) notion of distance on the “quantum
manifold” defined by the spin network. Moreover, since there is no background metric defining a reference frame, there
is no concept of the “position” of a part of the spin network and we have to deal with relations between parts of the
spin network. It is therefore natural to try to reconstruct a notion of distance between two parts of the spin network
as a function of the correlations between these parts, as suggested in [3].
Developing a notion of distance, close and far, is a necessary tool to defining a proper coarse-graining procedure of
the spin network, which would not rely on an assumed embedding of the spin network in a fixed background manifold
but solely on the spin network state itself. The goal is not to assume but to derive the embedding of the spin network
into a classical manifold, which would define its semi-classical limit. Such coarse-graining would thus allow to study
the emergence of a classical metric in LQG and the semi-classical dynamics of the theory.
In the next section, we introduce the mathematics of the spin networks and we describe the quantum states of
geometry defined by LQG. We insist that the spin networks are wave functions of the geometry/metric and we remind
their interpretation as probability amplitudes.
In section III, we remind the definition of surfaces in LQG and describe the (quantum) surface states. Surfaces
can be thought as made of elementary quantum surfaces patched up together. We define a coarse-graining of these
quantum surfaces in the spirit of the area renormalisation introduced in [5]. We explain how renormalisation flow
reflects the structure of surface i.e how the elementary surfaces are patched together to form the big surface.
In section IV, we introduce a notion of coarse-grained state of a bounded region of the spin network and we discuss the
properties of the coarse-grained state. More details on the relation between the coarse-graining and the usual operation
of partial tracing is presented in appendix. In section V, we use that tool in order to define the entanglement and
correlation between two parts of the spin network. Finally in section VI, we argue that these correlations define a
natural notion of distance between parts of the spin network. This distance would be determined solely from the
algebraic structure of the spin network and would not rely on any background structure. Such a relationship between
geometrical quantities (such as the distance or the metric) and informational concepts (such correlations) supports
the growing link between (loop) quantum gravity and quantum information [3, 5, 6, 7].
3II. SPIN NETWORKS ET CETERA
A. Quantum states of geometry and intertwiner space
Loop quantum gravity is a canonical formulation of general relativity, describing the (quantum) evolution of the
3d metric hij(x) on a spatial slice Σ of space-time. The Ashtekar-Barbero variables describing the 3d geometry are a
SU(2)-connection Aai (x) and a triad E
a
i (x) (su(2)-valued 1-form) which is its canonical momentum. The connection
A describes the parallel transport in the 3d space, while E defines the 3d metric via hij = E
a
i E
a
j . In these variables,
general relativity becomes a SU(2) gauge theory, with Gauss constraints insuring the SU(2) gauge invariance and other
constraints implementing the invariance under (space-time) diffeomorphisms.
Loop quantum gravity chooses the A-polarization. We define wave functions ψ(A) and E acts as a derivation
operator. We select cylindrical functions, which depend on the field A through a finite number of parameters. A
cylindrical function is defined with respect to an oriented (closed) graph Γ (embedded in Σ). Let us construct the
holonomies Ue[A] ∈ SU(2) of the connection A along the edges e of Γ. A cylindrical function on Γ is defined as a
function of these holonomies:
ψΓ(A) = ψ(Ue[A]), e ∈ Γ.
Moreover, we require that these functions are SU(2) gauge invariant i.e invariant under gauge transformations of the
connection A → g−1Ag + g−1dg for g(x) ∈ SU(2). This translates into the requirement of SU(2) invariance at every
vertex v of the graph Γ:
ψ(Ue[A]) = ψ(g
−1
s(e)Ue[A]gt(e)), ∀gv ∈ SU(2), (1)
where s(e) and t(e) denote the source and target vertices of the edge e. Therefore, for a fixed graph Γ, we are looking
at the space of functions over SU(2)E/SU(2)V where E and V are the number of edges and vertices of Γ respectively.
This space is provided with the Haar measure on SU(2)E , which defines the kinematical1 scalar product of LQG. This
measure defines a Hilbert spaceHΓ = L
2(SU(2)E/SU(2)V ) of wave functions associated to the graph Γ. The invariance
of the theory under spatial diffeomorphisms is taken into account by considering equivalence classes of graphs on Σ
under diffeomorphisms. The (kinematical) Hilbert space of LQG, Hkin, is then constructed as the projective limit of
the L2 spaces associated to each (equivalence class of) graph, which implements a sum over all possible graphs. For
more details, the interested reader can refer to [1].
A basis of HΓ = L
2(SU(2)E/SU(2)V ) is provided by the so-called spin network functionals. These are constructed
as follows. To each edge e ∈ Γ, we associate a SU(2) representation labelled by a half-integer je ∈ N/2 called spin.
The representation (Hilbert) space is denoted V je and has a dimension dje = 2je + 1. To each vertex v, we attach
an intertwiner Iv, which is SU(2)-invariant map between the representation spaces V je associated to all the edges e
meeting at the vertex v:
Iv :
⊗
e ingoing
Vje →
⊗
e outgoing
Vje .
Since the conjugate representation Vj is isomorphic to the original Vj , we can alternatively consider Iv as a map from⊗
e∋v V
je to C ∼= V 0. Then one can also call the intertwiner Iv an invariant tensor or a singlet state. Once the je’s
are fixed, the intertwiners at the vertex v actually form a Hilbert space, which we will call Intv ≡ Int(
⊗
e∋v Vje → C).
Moreover, considering the decomposition into irreducible representations of the tensor product
⊗
e Vje ,⊗
e∋v
Vje =
⊕
j
α
{je}
j V
j ,
1 The physical scalar product should take into account the Hamiltonian constraint, which generates diffeomorphisms along the time
direction and dictates the dynamics of the theory.
4where the αj are degeneracy coefficients depending on the je’s, we call Hjv the subspace corresponding to the spin j
component of the tensor decomposition. Then Intv is actually the space of singlets H0v corresponding to the spin j = 0
component.
A spin network state |Γ, {je}, {Iv}〉 is defined as the assignment of representation labels je to each edge and the
choice of a vector |{Iv}〉 ∈
⊗
v Intv for the vertices. To shorten the expressions, we may omit the indices and use
vectorial notations, |Γ, ~, ~I〉. The spin network state defines a wave function on the space of discrete connections
SU(2)E/SU(2)V ,
φ~,~I [ge] = 〈ge|Iv〉 ≡ tr
⊗
e
Dje(ge)⊗
⊗
v
Iv, (2)
where we contract the intertwiners Iv with the (Wigner) representation matrices of the group elements ge in the chosen
representations je. Using the orthogonality of the representation matrices for the Haar measure,∫
SU(2)
dg Djab(g)D
k
cd(g) =
δjk
dj
δacδbd,
we can directly compute the scalar product between two spin network states:
〈Γ, ~k, ~J |Γ, ~, ~I〉 =
∏
e
δjeke
dje
∏
v
〈Jv|Iv〉. (3)
Therefore, upon choosing a basis of intertwiners for every assignment of representations {je}, the spin networks provide
a basis of the space HΓ = L
2(SU(2)E/SU(2)V ). Summing over all graphs Γ, we then define the spin network basis of
LQG.
Considering that the triad E allows to reconstruct the metric g ∼ E2 and implementing E as a derivation operator
on the wave functions, one can compute the action of geometrical operators such as the area and the volume on the
spin network basis.
For instance, considering a graph Γ and a spin network state |Γ, ~, ~I〉, the area of an elementary surface Se transversal
to a given edge e (and not intersecting any other edges of the graph) will have a quantized spectrum:
ÂSe |Γ, ~, ~I〉 = l2PS(je)|Γ, ~, ~I〉, (4)
where S(j) =
√
j(j + 1) or S˜(j) = j upon a choice of ordering in the quantization. Note that S(j) =
√
j(j + 1) is the
value of the Casimir operator
√
~J2 in the representation V j , while S˜(j) = j =
√
~J2 + 14 − 12 . One can also investigate
the action of the volume operator and it would be seen to act only at the vertices of the graph and depend on the
intertwiners Iv. To sum up the situation, the representation labels can be considered as the quantum numbers for
the area while the intertwiners would be the quantum numbers for the (3d) volume. This provides the spin network
states with an interpretation as discrete geometries.
We conclude this review section with a few points on the representation theory of SU(2). For a given representation
V j , the trace of the representation matrices D(g) defines the character χj : SU(2)→ C,
χj(g) = tr j
(
Dj(g)
)
=
sin(2j + 1)θ
sin θ
,
where g = exp(iθuˆ.~σ) = cos θ 1 + i sin θ uˆ.~σ, θ ∈ [0, 2π] is half the angle of the rotation, uˆ ∈ S2 is a unit vector on
the 2-sphere indicating the axis of the rotation and ~σ are the standard Pauli matrices. We will write in the following
g = (θ, uˆ). Note that the χj ’s are invariant under conjugation g → h−1gh.
5In these variables, the normalized Haar measure on SU(2) reads2:∫
SU(2)
dg f(g) =
1
2π2
∫ π
0
sin2 θ dθ
∫
S2
d2uˆ f(θ, uˆ).
Note that g(θ, uˆ) = g(−θ,−uˆ) and that the angle θ is defined modulo 2π.
Finally, we remark that the following operator is actually the identity on the intertwiner space Int(j1 ⊗ ..⊗ jn):∫
SU(2)
dg
n⊗
i=1
Dji(g) = 1. (5)
This defines the maximally mixed state on the singlet space Int(j1 ⊗ ..⊗ jn) up to a normalization factor.
B. Spin networks as probability amplitudes
Even though spin network states diagonalize geometrical operators such as areas and volumes, one must not forget
their definition as wave functions: they define probability distributions on the space on (discrete) connections. More
precisely, a normalized cylindrical function ψΓ defines a probability measure on SU(2)
E/SU(2)V :
p({ge, e ∈ Γ})
∏
e
dge ≡ |ψΓ(ge)|2
∏
e
dge,
∫
SU(2)E
∏
e
dge |ψΓ(ge)|2 = 1. (6)
This way, spin networks also contain information about the parallel transport on the 3d manifold.
We give two simple examples to illustrate the use of the spin network as a probability amplitude.
Example 1. Consider the simplest spin network graph based on a single closed loop (with a single vertex). The spin
network wave function is labelled by a single representation label j (and no intertwiner is needed) and is defined as:
Wj(g) = D
j
mn(g)δmn = χj(g). (7)
Wj(g) is invariant under conjugation and the only gauge invariant data is the angle θ of the rotation defined by g.
Actually Wj is the usual Wilson loop.
The character is already normalized
∫
dg |χj(g)|2 = 1 so that Wj define the following probability distribution:
p(θ) dθ = sin2 θ |χj(θ)|2 = sin2(2j + 1)θ, (8)
where the sin2 θ factor comes from the Haar measure. This probability distribution is π-periodic. Its maxima -the
most probable parallel transport along the loop- are given by θ = (π/2 + nπ)/dj , n ∈ Z. On the other hand, p(θ)
vanishes for θ = nπ/dj and in particular for the flat connection θ = 0.
The states Wj diagonalize the area of an elementary surface transversal to the loop. The area spectrum is S(j) l
2
P
as states above. These states are in a sense completely delocalized in θ. On the other hand, one can write states δθ(g)
localizing the rotation angle of the holonomy g defined as the following distributions:∫
dg δθ(g)f(g) =
1
4π
∫
S2
d2uˆf((θ, uˆ)).
We can decompose these states in the Wj basis:
δθ(g) =
∑
j∈N/2
χj(θ)χj(g). (9)
2 The Haar measure on SU(2) is actually the usual Lebesgue measure on the 3-sphere S3. Indeed with the parametrization g = pi01+ipiiσi,
we have:
dg = d4piµ δ(piµpi
µ − 1).
6They have an infinite expansion in the spin network basis and are not normalisable. One could write normalized states
defined by Gaussian packets centered around fixed values of θ to smooth out the state or by adding some regularization
factors like exp(−κdj), and study their j-average and their properties, but this is not the purpose of the present paper.
Example 2. The Θ diagram has a more interesting structure of maxima. Its has two vertices linked by three edges.
Its spin network wave functional is determined by three representation labels j1, j2, j3 and is defined as:
Θj1,j2,j3(g1, g2, g3) ≡
√
dj1dj2dj3 C
j1j2j3
m1m2m3C
j1j2j3
n1n2n3
3∏
i=1
Djimini(gi), (10)
where the C’s are the (normalized) Clebsh-Gordan coefficients of the recoupling theory of SU(2) representations. We
can re-write this expression in terms of the characters3:
Θj1,j2,j3(g1, g2, g3) =
√
dj1dj2dj3
∫
SU(2)
dh
3∏
i=1
χji(gih). (11)
It is straightforward to check that the norm of Θ is ||Θji ||2 =
∫
dh
∏
i χji(h), which is either 1 is the ji’s satisfy the
triangular inequality (so that Cj1j2j3 6= 0) or 0 otherwise.
Θ is invariant under diagonal (left and right) SU(2) multiplication:
Θ(g1, g2, g3) = Θ(hg1, hg2, hg3) = Θ(g1h, g2h, g3h), ∀h.
Using this SU(2) gauge invariance, we can define the loop variables g˜1,2 = g1,2g
−1
3 and we have:
Θ(g1, g2, g3) = Θ(g˜1, g˜2,1) =
√
dj1dj2dj3
∫
SU(2)
dhχj1(g˜1h)χj2(g˜2h)χj3(h).
Writing g˜1 = (θ1, uˆ1) and g˜2 = (θ2, uˆ2), it is easy
4to notice that the previous expression only depends on θ1, θ2 and the
angle ϕ between uˆ1 and uˆ2. The angles (θ1, θ2, ϕ) represent all the gauge-invariant data for the discrete connections
(g1, g2, g3) defined on the Θ-graph. Taking into account the Haar measure and the measure on S2, the probability
distribution on the gauge-invariant space is:
p(θ1, θ2, ϕ) dθ1dθ2dϕ =
1
8π2
|Θ(g˜1, g˜2,1)|2 sin2 θ1 sin2 θ2 sinϕdθ1dθ2dϕ. (12)
The resulting probability distributions in the case of j1 = j2 = j3 = 2, 3, 4, 6 are shown on figs. 1-3.
In general, more complicated spin networks will have more complex probability graphs. A generic feature though
is that the flat connection ∀e ∈ Γ, ge = 1 will have a vanishing probability (density). Nevertheless, when the spins je
grows to ∞, it is likely that we obtain maxima arbitrarily close to the flat configuration (like in the case of a single
Wilson loop).
Let us emphasize that these are only “kinematical” probabilities, based on the kinematical scalar product. “Physical”
probabilities would be based on the physical scalar product taken into account the projection onto the kernel of the
Hamiltonian constraint. The kinematical probabilities describe the unconstrained 3d space geometry, whereas the
3 We use the following integral definition of the Clebsh-Gordan coefficients:∫
dh
3∏
i=1
Djimini (h) = C
j1j2j3
m1m2m3
Cj1j2j3n1n2n3 .
This follows directly from eqn.(5) for a 3-valent vertex, since the space of 3-valent intertwiners is actually one-dimensional.
4 Since χj3 (h) is invariant under conjugation h→ k−1hk, we can do a change of variables on h to rotate g˜1 = (θ1, uˆ1) to G1 = kg˜1k−1 =
(θ1, uˆ0) where uˆ0 = (0, 0, 1) marks the north pole on the 2-sphere. k is actually defined up to a rotation r around the z-axis, k → rk.
We can use this final ambiguity to rotate g˜2 = (θ2, uˆ2) to G2 = rkg˜2(rk)−1 = (θ2, vˆ2) with (vˆ2)y = 0, vˆ2 = (sinϕ, 0, cosϕ).
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FIG. 1: Probability distribution p(θ1, θ2, ϕ = pi/2) and p(θ1, θ2, ϕ = pi/21) for j1 = j2 = j3 = 2.
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FIG. 2: Probability distribution p(θ1, θ2, ϕ = pi/2) and p(θ1, θ2, ϕ = pi/21) for j1 = j2 = j3 = 3.
physical probabilities should implement the canonical constraints imposed by general relativity on the 3d geometry
and should reflect the dynamical transition amplitudes induced by the Hamiltonian constraint.
In the present work, we aim to understand the geometry and structure of the quantum 3d geometry states, or spin
networks, at the kinematical level. Indeed, before implementing the Hamiltonian constraints or the Einstein equations
at the classical level, we first have to grasp the notion of metric. Here, we would like to understand the notion of
quantum metric, before studying the solutions to the quantum constraint which should implement quantum gravity.
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FIG. 3: Probability distribution p(θ1, θ2, ϕ = pi/2) for j1 = j2 = j3 = 4 and j1 = j2 = j3 = 6.
III. SURFACE STATES AND AREA RENORMALISATION
Let us consider a surface S in the 3d space Σ and a spin network state |Γ, ~, ~I〉 based on the graph Γ considered as
embedded in Σ. The surface intersects the graph5 at a certain number of points S ∩ Γ = {P1, .., Pn} belonging to the
graph edges Pi ∈ ei. We then cut the surface S in elementary patches Si intersecting Γ at the points Pi: S =
∐
i Si
with Si ∩ Γ = Pi. The area (operator) of S is defined as the sum of the areas (operators) of the elementary patches:
ÂS |Γ, ~, ~I〉 ≡ l2P
∑
i
S(jei ) |Γ, ~, ~I〉. (13)
This simple definition of the area operator of a surface S in LQG raises two natural issues, due to the background
independence of the theory. The first question is the definition of the surface itself in the diffeomorphism-invariant
framework of LQG. Indeed, forgetting about the embedding of S and Γ in the space manifold Σ, the surface S is
defined on the spin network state |Γ, ~, ~I〉 only through its intersections Pi with the graph Γ. Starting with a quantum
geometry defined solely from the state |Γ, ~, ~I〉, independently from any metric or embedding or reference to Σ, one
can define a (quantum) surface as a set of edges e1, .., en of the graph Γ: the surface is then defined
6as the union of
elementary patches Si transversal to each edge ei. However, how can we know that these patches are close to each
over and that they do form a smooth continuous surface? The second question is related and concerns the semi-
classical limit of such a quantum surface. More precisely, we would like to know how the surface is folded, i.e how
the elementary patches are organized with respect to each other. Since these elementary patches might be crumpled
giving a fractal-like structure to the surface, we would like to be able to coarse-grain the surface, define its macroscopic
structure and its macroscopic area.
Following the preliminary ideas in [5], we will propose a framework of area renormalisation to address these issues
and we will define coarse-grain area operators to probe the quantum structure of a surface.
5 Here we restrict ourselves to a simpler generic situation when the surface S does not intersect the graph Γ at any vertex. Considering
that case would not complicate the mathematics but only the notations.
6 Here, we consider the case of a fixed graph Γ. States in LQG are actually defined as a vector in the projective limit of the Hilbert spaces
attached to all possible graphs Γ. In some sense, a state |ϕ〉 is defined as a family of “compatible” states {ϕΓ} ∈ ×
Γ
HΓ, such that ϕΓ1
is (more or less) identified to ϕΓ2 through a certain natural projection if Γ2 is included in the graph Γ1. A surface (and more generally
a region of space) should be defined within this framework as “consistent” assignments of edges on all possible graphs Γ, in such a way
that it is made compatible with the projective structure.
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FIG. 4: Considering a surface S = {e1, e2} made of two spin network edges labelled by spins j1 = 1000 and j2 = 1007, the
microscopic area is S(1000) + S(1007) while the coarse-grained area S(12) is much smaller and takes into account the nearby
intertwiner describing the coupling between the two representations j1 and j2.
Let us fix a graph Γ and an arbitrary quantum state defined as the cylindrical function ψΓ(ge). Let us consider the
quantum surface defined as the set of edges {e1, .., en}. The area operator Âi of the elementary surface Si transversal
to the edge ei is defined as the Casimir operator of the following SU(2) action on ψΓ(ge):
(gei , ge6=ei) −→
g∈ SU(2)
(ggei , ge6=ei). (14)
In this simple case, it doesn’t matter whether we act by left or right multiplication. It is natural to generalize this
area operator to collections of elementary surfaces. Indeed, let us group together the edges e1 and e2. We define the
coarse-grained area operator Â(12) as the Casimir operator of the diagonal SU(2) action:
(ge1 , ge2 , ge6=e1,e2) −→
g∈ SU(2)
(gge1 , gge2 , ge). (15)
This is easily generalized to any collection of edges. For example, the complete coarse-grained area operator Â1..n of
the surface S is defined as the Casimir operator of the diagonal SU(2) action:
(ge1 , ge2 , .., gen , ge6=e1,..,en) −→
g∈ SU(2)
(gge1 , gge2 , .., ggen , ge). (16)
It is now necessary to distinguish the left and right multiplication. We actually define 2n different operators. Not only
we can define the two operators, Â(L)(12) and Â
(R)
(12), corresponding to the actions (g1, g2) → (gg1, gg2) and (g1, g2) →
(g1g, g2g), but we must also consider the two other actions (g1, g2)→ (gg1, g2g−1) and (g1, g2)→ (g1g−1, gg2).
The key point is that Â(12) ψΓ 6=
(
Â1 + Â2
)
ψΓ and this results in a non-trivial flow of the area of a surface
under coarse-graining. Let us consider the simple example of a spin network state with the edges e1,2 labelled
with the representations j1 = 1000 and j2 = 1007. The microscopic area of the surface S ≡ {e1, e2} is Amicro =
S(1000) + S(1007) in Planck unit. Now assuming that these two edges meet at a 3-valent vertex as in fig. 4 and
that the third edge is labelled with the representation j = 12, then the macroscopic (coarse-grained) area of the same
surface S will be Amacro = S(12) which is substantially different.
We propose to use the coarse-graining flow, or renormalisation flow, of the surface area to probe the structure of
the surface. A possible coarse-graining of the surface S = {e1, .., en} is summarized by a tree T which describes how
we group the edges together: each level of the tree defines a partition of {e1, .., en} which is coarser than the previous
level, from the initial point with individual edges to the final point when all the edges are grouped together. The
coarse-grained area (operator) of the surface S at each level depends on the partition and is defined as the sum of the
area operators of each collection of edges of the given partition. Then each tree T describes a possible coarse-graining
of the surface S from the microscopic realm to the macroscopic level. Given a state of geometry ψΓ, we can analyze
the renormalisation flow of the expectation value of the area for each coarse-graining tree T .
For some trees the flow may be smooth, meaning that transitions from a level to a neighboring lead to small changes
in area in Planck units, while it might be jumpy for the other trees. We expect that if there does not exist any tree
with smooth flow, then the set of chosen edges can not describe a true surface in the macroscopic limit and that
these edges are likely to be far from each other in the geometry defined by the state ψΓ. On the other hand, a tree
with a smooth flow should give us the right way to put the elementary surfaces together grouping them by closest
neighbors. Moreover, we expect that such a (smooth) area flow tells us more about the properties of the surface such
as its curvature. For example, a (nearly) flat surface should have a almost trivial constant area flow.
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FIG. 5: Considering a surface S = {e1, e2, e3} made of three spin network edges labelled by representations j1,2,3, the surface
state relevant for the (coarse-grained) area expectation values is the mixed state on the Hilbert space V j1 ⊗ V j2 ⊗ V j3 defined
by the density matrix ρaibi = IA
a1a2αIb1b2αA IB
a3βγIb3βγB . It depends on the intertwiners living at the vertices A and B at the
source of the edges e1,2,3.
This proposes an explicit relationship between the geometry of a spin network state and its renormalisation prop-
erties. This will be investigated in more details through specific examples in future work [8]. A similar analysis of the
volume renormalisation flow should carry even more information about the geometry of the quantum state ψΓ.
This is to be compared with theories on the lattice. Renormalisation a` la Wilson is defined through coarse-graining
the lattice and deriving the flow of the Hamiltonian and of the various observables under that coarse-graining operation.
Usually, the lattice is embedded in flat space and the coarse-graining defined through the resulting notion of nearest
neighbor. In our quantum gravity context, spin networks can be thought as a lattice. However, there are provided
without any embedding into a space manifold. Our proposal is to consider all the possible renormalisation flow
of geometrical observables (such as the area) and to reconstruct a “correct” embedding by identifying the “good”
renormalisation flow(s). The whole issue is then to define what we mean by “good”. The simplest criteria is the
smoothness of the flow. However, this should be studied in more details.
In the case of a (pure) spin network state ψΓ = |Γ, ~, ~I〉, we can give a simple expression of the expectation value
of a coarse-grained area operator. Let us consider the collection of edges {e1, .., en} and the Casimir operator of the
diagonal SU(2) action (ge1 , ge2 , .., gen)→ (gge1 , gge2 , .., ggen) where we act at the source vertex of all edges. Considering
the action where g sometimes acts at the target vertex would not change much to the following.
Using the kinematical scalar product on the spin networks defined by the integration with the Haar measure, we
show that the area expectation value is given by:
〈Â(e1,..,en)〉ψ =
tr ~J2 ρ
tr ρ
, (17)
where ρ is a density matrix describing the state of the surface e1, .., en in the Hilbert space ⊗iV jei . ρ is defined in
terms of the intertwiners Iv of the spin network at the vertices where we act with g, i.e v = s(e1), .., s(en):
ρa1..anb1..bn ≡
∏
i
tr
[Iv=s(ei)ai Iv=s(ei)bi] , (18)
where ai, bi label a basis of the representation space V
jei . The trace is over the representation space associated to the
edges e not belonging to the surface {e1, .., en}. An example is given in fig. 5. ρ is hermitian and generically represents
a mixed state.
From the above expression for the surface state, it is clear that the coarse-graining procedure probes the structure
of the spin network around the considered surface, for instance the intertwiners attached to the vertex adjacent to
the surface. These intertwiners describe how the surface is folded, i.e the ”position” of the elementary patches with
respect to each other. If we were to use a more complicated scalar product between spin network states, taking into
account some dynamical effect and propagation of the geometry degrees of freedom, it is likely that the coarse-grained
area expectation value would involve intertwiners attached to further vertices and would depend in a more complex
way on the spin network geometry.
We conclude this section with a simple example of area renormalisation. We consider three edges e1,2,3 all labelled
by the fundamental representation j = 12 . The representation space V
1/2 is two-dimensional and we write the two
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basis vector of maximal and minimal weights as | ↑〉, | ↓〉. Let us consider the surface state defined as the pure state
ρ = | ↑↑↓〉〈↑↑↓ |. Then the microscopic area in Planck unit is obviously:
〈Â123〉 = 3S
(
1
2
)
∼ 2.598,
where the numerical value is computed using the spectrum S(j) =
√
j(j + 1). The coarse-grained areas, the one
grouping the edges 1,2 together and the other grouping the edges 2,3 together are easily computed7:
〈Â(12)3〉 = S(1) + S
(
1
2
)
∼ 2.280,
〈Â1(23)〉 = S
(
1
2
)
+
1
2
(
S(1) + S
(
1
2
))
∼ 2.006.
Finally the totally coarse-grained area grouping all three edges 1,2,3 together is given by:
〈Â(123)〉 =
1
3
S
(
1
2
)
+
2
3
S
(
1
2
)
∼ 1.223.
We can not really introduce a notion of smooth flow for such a small surface with so few edges. We would need a much
larger surface, for which the state ρ would inevitably be much more complicated and analytical computations more
involved [8]. Nevertheless, there is one state which can easily studied. It is the pure state for n edges, ρ = | ↑ .. ↑〉〈↑ .. ↑ |.
Its renormalisation flow is practically constant. If we partition/group the set of n edges into packets of size αi,∑
i αi = n, then the corresponding coarse-grained area is:
〈Â{αi}〉 =
∑
i
S
(αi
2
)
.
The microscopic area is 〈Âmicro〉 = nS(12 ) while the macroscopic area is 〈Âmicro〉 = S(n2 ). If we use the simpler
spectrum S˜(j) = j, the renormalisation is actually exactly constant.
IV. COARSE-GRAINING: FROM BULK TO BOUNDARY
Considering a bounded region A of a spin network state, we are interested by the boundary state(s) on ∂A induced
by the quantum state of geometry of the bulk of A (or by the region outside the region A). We will see the boundary
state can be considered as a coarse-graining of the geometry state of A and be constructed from partial tracing of the
bulk degrees of freedom.
A. Coarse-graining: definition
Let us consider quantum states based on a fixed given graph Γ, which we assume closed and connected, and a
bounded connected region A of this spin network which we define as a set of vertices in Γ.
7 We would like to decompose the space V 1/2 ⊗ V 1/2 into irreducible representations of (the diagonal action of) SU(2). It is well-known
that V 1/2 ⊗ V 1/2 = V 0 ⊕ V 1 with:
|j = 0〉 = 1√
2
(| ↑↓〉 − | ↓↑〉) , |j = 1,m = 1〉 = | ↑↑〉, |j = 1, m = 0〉 = 1√
2
(| ↑↓〉 + | ↓↑〉) , |j = 1, m = −1〉 = | ↓↓〉.
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FIG. 6: Coarse-graining the region A to a single vertex: from the graph Γ to the reduced graph Γ[A].
An edge e is considered in A if both its source and target vertices are in A, s(e), t(e) ∈ A. We define the boundary
∂A of the region A as the set of edges with one vertex in A and one vertex outside A. For every couple of vertices
v1, v2 in A there exists a path of edges in A linking them. Moreover, if one cuts in two all the edges in the boundary
∂A, then one cuts the graph Γ in two connected open graphs. We will call ΓA the connected open graph with all the
vertices in A and ending at the boundary ∂A. Finally, we call A˘ the exterior of A i.e the set of vertices and edges who
do not belong to A and its boundary ∂A.
For the sake of the simplicity of the notations, we assume in the following that all the edges e ∈ ∂A on the boundary
are identically oriented outward, with s(e) ∈ A and t(e) /∈ A.
The boundary state of A is the state of the edges e ∈ ∂A irrespectively of the details of the structure of the graph
ΓA inside the region A. We can therefore think about it as the coarse-grained state of A once we coarse-grain the
whole interior graph of A to a single vertex. Let us thus define the graph Γ[A] where we have removes the whole graph
ΓA from Γ and replaced it by a single vertex, as in Fig.6. We then define the following coarse-graining map.
Definition 1. We define a coarse-graining map Θ : HΓ → HΓ[A] taking cylindrical functions defined on the full graph
Γ to cylindrical functions defined on the reduced graph Γ[A]:
(Θψ)({ge, e ∈ Γ[A]}) ≡
∫
SU(2)
dg ψ({ge∈A˘, gge∈∂A, g(0)e∈A}). (19)
The integration over g is to ensure the proper gauge invariance of the resulting functional. The map Θ actually
depends on the group elements g
(0)
e∈A ∈ SU(2), which need to be fixed. We call them the coarse-graining data. We call
the trivial or canonical coarse-graining map the one defined by g
(0)
e∈A = 1. For this canonical choice, the integration
over SU(2) is irrelevant and we can drop it.
Due to the gauge invariance of the initial functional ψ, the coarse-graining data g
(0)
e∈A is actually defined up
to SU(2) actions at each vertex of A. As a result, the coarse-graining data lives in the quotient space XA ≡
SU(2)EA/SU(2)WA+1, where WA is the number of vertices in A who do not have any edge on the boundary.
It is useful to look at this coarse-graining procedure in the case of a (pure) spin network state. The spin network
state labels each edge e of the graph with a (irreducible) representation je. The state of the bulk of the region A is
given by the intertwiners attached to the vertices of A, and lives in the Hilbert space HA ≡ ⊗v∈AIntv. The state of
the boundary ∂A lives in the tensor product ⊗e∈∂AV je . We require it to be SU(2) invariant so that the boundary
Hilbert space is H∂A ≡ Int(⊗e∈∂Aje). The coarse-graining is a map from HA to H∂A: we glue the intertwiners
inside A together in order to obtain an intertwiner solely between the edges on the boundary of A. This procedure is
equivalent to the construction described above and effectively reduces the whole interior graph of A to a single vertex.
More precisely, given some fixed holonomies along the edges of A, we can define the coarse-grained intertwiner as
follow.
Definition 2. Given the coarse-graining data {g(0)e∈A}, and intertwiners Iv∈A ∈ HA, we define the following coarse-
grained intertwiner in H∂A:
IA[g(0)e∈A] ≡
∫
SU(2)
dg tr e∈A
[⊗
e∈∂A
Dje(g)
⊗
e∈A
Dje(g(0)e )
⊗
v∈A
Iv.
]
(20)
The integration over SU(2) is to impose SU(2) invariance and obtain an intertwiner at the end of the day. The
canonical choice {g(0)e∈A = 1} amounts to straightforwardly gluing the intertwiners. In that case, we automatically
respect gauge invariance and we obtain an intertwiner without having to integrate over SU(2).
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More details on the motivation for this definition of coarse-graining from the point of view of partial tracing and
the uniqueness of the procedure are given in appendix.
Due to the gauge invariance, the coarse-grained intertwiner actually depends only on the orbit of {g(0)e∈A} under
SU(2) transformations: it is defined in terms of x ∈ XA = SU(2)EA/SU(2)WA+1.
Example 3. Let us explain the simple example of a 4-punctured boundary Vj1 ⊗ Vj2 → Vj3 ⊗ Vj4 with the internal
graph being made of two 3-valent vertices and a single internal edge labelled with a fixed spin j. The two intertwiners
attached to the two 3-valent vertices are unique and given by the usual Clebsh-Gordan coefficients. Coarse-graining
means assigning a group element to the internal edge and integrating over an orbit under the adjoint action Ad(SU(2)).
An orbit in SU(2)/Ad(SU(2)) is defined by an angle θ ∈] − π, π] and is the equivalence class of the group element
hθ ≡ exp(iθJz). The corresponding coarse-grained intertwiner Iθ : Vj1 ⊗ Vj2 → Vj3 ⊗ Vj4 becomes
Iθm1m2m3m4 =
∫
SU(2)
dg Cj3j4jm3m4nD
j
mn(ghθg
−1)Cj1j2jm1m2m. (21)
We can evaluate exactly the integral over g:∫
SU(2)
dg Djmn(ghθg
−1) = δmn
χj(θ)
2j + 1
. (22)
We obtain that Iθ = I0 χj(θ)/(2j + 1) always leads to the same intertwiner defined at θ = 0 up to a normalization
factor: the coarse-graining procedure is trivial in this simple setting. If the Clebsh-Gordan coefficients are normalized,
then the norm of Iθ=0 is 1. As we will see later, the reason why the coarse-graining procedure is trivial is that the
topology of the interior graph (here a single edge) is trivial. Coarse-graining will give a non-trivial result only when
the interior graph has a non-trivial topology and contains at least one loop.
We now would like to extend these intertwiner definitions from a (pure) spin network state to an arbitrary cylindrical
function. We need to decompose the cylindrical function onto the spin network basis, coarse-grain each spin network
component separately, and then sum the coarse-grained components back to obtain the coarse-grained cylindrical
function. This is equivalent to the definition def.1 of coarse-graining, since the procedure is a linear functional only
involving integrating over part of the degrees of freedom of the wave-function (the holonomies on the edges of A).
Nevertheless, we ought to consider the same coarse-graining data for all the spin network components of the initial
functional. However, it might happen that it seems more suited to consider different data for each component,
depending on the structure of each spin network state.
B. The most probable coarse-graining?
The natural issue following the previous definition is how to choose the coarse-graining data. Indeed a priori, the
coarse-grained state is a mixed state reflecting all the possible coarse-grainings given by the density matrix:
ρA ≡
∫
XA
dµ(x) |IA[x]〉〈IA[x]|. (23)
A priori the measure µ(x) is simply the Haar measure on XA = SU(2)
EA/SU(2)WA+1. This density matrix comes
explicitly from tracing out the holonomies along the edges within the region A.
A first remark is that this density matrix is in general not the totally mixed state 1∂A/dimH∂A . Therefore, our
coarse-graining procedure does not erase all the information about the internal state of the region A. Obtaining the
totally mixed state by averaging over all possible ways of coarse-graining would thus require a special quantum state.
We expect this to be related to quantum black holes [5].
The second remark is that the coarse-grained procedure does not provide us with normalized intertwiners ||IA[x]|| 6=
1. Following the interpretation of the spin network functional as a wave function defining a probability amplitude on
the holonomies, this norm ||IA[x]||2 actually provides us with a measure of the probability on the space of possible
coarse-grainings XA. Indeed, the coarse grained intertwiner IA[x], or equivalently the coarse grained state defined
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in def.1, are defined simply by evaluating the initial spin network on the holonomies x = {g(0)e∈A}. This means that,
although it seems more natural to coarse-grain using the canonical choice x = 1, that might not be the most probable
holonomies inside the region A.
To summarize the situation, let us assume that we work with normalized spin network functionals i.e that all the
intertwiners Iv are normalized, ||Iv|| = 1. Now the density matrix describing the coarse-grained geometry of the
region A is:
ρA =
∫
XA
dµ(x) |IA[x]〉〈IA[x]| =
∫
XA
||IA[x]||2 dµ(x) |I˜A[x]〉〈I˜A[x]|,
where I˜A[x] is now the normalized intertwiner describing the geometry of the region A reduced to a single vertex.
Clearly the probability distribution on this intertwiner is given by the measure ||IA[x]||2 dµ(x).
We can finally generalize these considerations to an arbitrary cylindrical function. The coarse-grained state will
similarly be described by the density matrix,
ρA(ψ) ≡
∫
dx|Θxψ〉〈Θxψ|,
and the most probable coarse-grainings will be defined as the maxima of the norm of the coarse-grained functional
||Θxψ||2.
C. Coarse-graining data, gauge fixing and non-trivial topology
To understand the structure and relevance (or irrelevance) of the coarse-graining data, it is useful to explicitly
gauge-fix the initial functional ϕ. This is he simplest way to see how the whole graph inside A gets reduced to a single
vertex.
Indeed, following [9], we choose a (reference) vertex v0 in A and a maximal tree T . T is a set of edges in A going
through all vertices of A without ever making any loop. It has |T | = VA − 1 elements. If |T | = EA, this means that
the interior graph ΓA has no loop and has a trivial topology. EA − |T | counts the number of non-trivial loops of ΓA.
We know that we can use the gauge invariance to fix to the identity the group elements on the edges belonging to the
tree, ge∈T = 1,
ψ({ge∈A˘, ge∈∂A, ge∈A}) = ψ({ge∈A˘, Hege∈∂A,1e∈T , Ge∈A\T }).
To define G and H , we define for every vertex v ∈ A the unique path Lv along T from v0 to v. Then we define the
group element:
Hv ≡
−−→∏
e∈Lv
ge.
Finally, He∈∂A ≡ Hs(e) and Ge∈A\T ≡ Hs(e)geH−1t(e).
The He∈∂A can be considered as irrelevant for the coarse-graining since that they can be re-absorbed in the redef-
inition of the holonomies ge∈∂A on the boundary of A. On the other hand, the group elements Ge∈A\T can not be
forgotten and actually represent the holonomies around each (non-contractible) loop of the interior graph ΓA. They
therefore reflect the non-trivial topology8of the quantum state of geometry of A.
Having set the maximal number of holonomies to the identity inside A, we have effectively reduced the whole graph
ΓA to a single vertex (the vertex v0) with n open edges (with n = |∂A| is the number of edges in the boundary) and LA
loops. The number of loops is simply LA = EA−VA+1. See fig.7 for an example with two loops. Contracting all the
vertices of A to a single one, and gluing all the corresponding intertwiners together putting the identity on the edges of
8 Let us point out that the link between the topology of the graph underlying the spin network state with the topology of the actual
manifold in a semi-classical limit is not clear. See [3] for example.
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FIG. 7: Gauge-Fixing of a region with two loops: the graph has |∂A| = 4 external edges, EA = 7 internal edges, VA = 6
vertices, LA = EA − VA + 1 = 2 loops. We gauge fix along the tree T in bold and contract the whole internal graph to a single
vertex. That vertex defines an intertwiner V j1 ⊗ · · · ⊗ V j4 ⊗ (V ja)⊗2 ⊗ (V jb )⊗2 → C. The coarse-graining data is then the
holonomies around the two loops La,Lb.
the tree T , lead a single intertwiner I : V ⊗n ⊗ V ⊗2LA → C. Here we write V to refer to which ever representation V j
lives on the considered edge (or loop). The region A is then described by the contraction of this single intertwiner with
the holonomies Ge∈A\T along the loops. Labelling the loops by i = 1..LA and noting the corresponding holonomies
Gi, the functional reads:
Iα1..αn a1b1..aLAbLA
LA∏
i
Daibi(Gi). (24)
Coarse-graining this structure amounts to reduce the whole graph to a single vertex without any loop. From this
point of view, it is clear that a non-trivial coarse-graining of the region A corresponds to a non-trivial topology of the
graph ΓA inside the region A. The relevant coarse-graining data is an element of the group SU(2)
LA = SU(2)EA−VA+1
i.e one holonomy for each loop9in A. When EA = VA − 1, there is no loop in A and we are left with the trivial
coarse-graining setting all holonomies on the edges in A to the identity. Coarse-graining thus amounts to erase any
non-trivial topology of the graph of the geometry state of A.
We coarse-grain by averaging over the loop holonomies with an arbitrary function Φ(G1, .., GLA) ∈ L2(SU(2)LA):∫ ∏
i
dGi Φ(G1, .., GLA)Iα1..αn a1b1..aLAbLA
LA∏
i
Daibi(Gi). (25)
We require that the result after integration is still an intertwiner V ⊗n → C, i.e invariant under (the diagonal action
of) SU(2) (on α1..αn). This imposes that Φ(G1, .., GLA) be invariant under the adjoint action of SU(2),
Φ(G1, .., GLA) = Φ(gG1g
−1, .., gGLAg
−1).
This means that Φ is a spin network functional on the flower graph with LA petals -see fig.7 for an example with a
two-petal flower.
Now, one could look for coarse-graining data which maximizes the (norm of the) coarse-grained intertwiner, either
directly as (an orbit) Ad(SU(2)).(G
(0)
1 , .., G
(0)
LA
), or equivalently as a Ad(SU(2))-invariant functional Φ. If we do not
consider Ad(SU(2))-invariant coarse-graining data, we will not obtain an intertwiner as result of the coarse-graining,
but more generally a vector in the tensor product V ⊗n.
An alternative to imposing by hand to obtain an intertwiner after coarse-graining would to look for maxima among
all coarse-graining data (G
(0)
1 , .., G
(0)
LA
), possibly non-invariant. If the most probable holonomies along the loops are
actually the identity (or at least very close to it), then we get simply set them to 1 in the coarse-graining procedure
9 We can remark that if the functional initial ϕ does not actually depend on a group element ge∈A\T , it corresponds to having a spin
network state with that edge labelled with the trivial representation j = 0. Such an edge labelled with j = 0 is equivalent to removing
that edge in LQG. Removing that edge would actually destroy the corresponding loop.
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and erase the non-trivial topology of the graph. If the probability is actually peaked around non-trivial values of
the holonomies, this could mean that the non-trivial topology of the graph truly reflect a non-trivial topology of the
region A and that we should not neglect the contribution/couplings of the loops to the intertwiner. In that case, our
coarse-graining procedure, which erases the non-trivial topology, might not reflect the true geometry of the region A.
At the end of the day, we have seen how the coarse-graining procedure can be understood as “erasing” the non-trivial
topology of the region A (more precisely, the topology of the graph underlying the quantum state of geometry of the
region A) through integrating over the degrees of freedom attached to the internal edges of the region A.
D. Inside state vs. outside state
Considering a pure spin network state |Γ, ~, ~I〉 and given a region A of that spin network and an assignment x ∈ XA
of groups elements to each internal edge, we have seen to define a boundary state IA(x) ∈ H∂A. Since we are studying
a spin network state based on a closed graph, the exterior of A defines a (complementary) region of the spin network
with the same boundary. Defining the quotient space YA ≡ XA˘ of all possible coarse-grainings of the exterior of A,
each element y ∈ YA induces a boundary state IextA (y) ∈ H∂A, which is a priori arbitrarily different from the states
I intA (x) obtained by coarse-graining the interior of A. Let us point out that IextA (y) is actually in H∂A (because of the
reverse orientation of the edges), which is nevertheless isomorphic to H∂A since we work with SU(2).
At the intuitive level, one can see the boundary state I intA (x) as the state of ∂A induced by the (quantum) metric
inside A while IextA (y) is the boundary state induced by the outside (quantum) metric. Then we can look for transition
functions (or transition amplitudes) allowing to go from I intA (x) to IextA (y). More precisely, we would like to identify
a function ϕx,y({ge, e ∈ ∂A}) such that:
IextA (y) =
∫
SU(2)|∂A|
∏
e∈∂A
dge ϕx,y({ge, e ∈ ∂A})
⊗
e∈∂A
Dje(ge). I intA (x). (26)
This makes sense since I intA (x) ∈ H∂A = H0(
⊗
e∈∂A Vje) lives in the tensor product
⊗
e∈∂A Vje . Actually to be
rigorous, we should write IextA (y).
Such a transition amplitude ϕx,y({ge, e ∈ ∂A}) would reflect the curvature at the level of the surface ∂A, between
the inside and the outside of A. Indeed it describes the parallel transport when crossing the surface ∂A.
A solution is actually given by the spin network functional itself φ(Γ,je,Iv)[g]. Indeed a straightforward calculation
gives that a suitable function for x = {Ge, e ∈ A} and y = {Ge, e ∈ A˘} is defined as:
ϕx,y({ge, e ∈ ∂A}) ≡ 1‖I intA (x)‖2
φ (ge∈∂A, Ge∈A, Ge∈A˘). (27)
Since the spin network functional is actually the wave-function defining the probability amplitude for the connec-
tion and holonomies, this result fits with the intuition that the “transition function” ϕx,y({ge, e ∈ ∂A}) defines the
probability amplitude for the curvature at the level of the surface ∂A.
E. Coarse-graining of the Hilbert space: counting the degrees of freedom
We have seen previously that the coarse-graining of a region of a spin network is non-trivial only when the topology
of the graph is non-trivial. We propose to look at this from the perspective of the dimension of the Hilbert space and
see how the number of degrees of freedom get coarse-grained. More precisely, we investigate the dimensionality of the
Hilbert space of bulk states once the structure of the boundary is fixed.
Considering the bounded region A of the spin network, we look at the topology of the open graph ΓA inside A. If
the graph ΓA is a single vertex, then the Hilbert space is simply the space of intertwiners between the representations
V je attached to the edges on the boundary e ∈ ∂A:
HAvertex = Int(
⊗
e∈∂A
V je).
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FIG. 8: The two examples of 1-loop spin networks, with 2n external edges and the loop labelled by the representation j.
If ΓA is more complicated and consists of many vertices and internal edges, a basis of the Hilbert space is given by
a choice of representation labels for the internal edges e ∈ A and of (orthogonal) intertwiner states for the internal
vertices. This existence of intertwiners at the vertices imposes some restrictions on the possible representation labels
(such as the triangular inequalities for trivalent vertices).
When ΓA has a trivial topology, i.e has no loops, then the Hilbert space is actually still isomorphic to the same
intertwiner space:
HAtrivial = Int(
⊗
e∈∂A
V je).
Using a tree decomposition of a vertex is actually a standard way of constructing a basis of the intertwiner space.
As soon as ΓA has a non-trivial topology, i.e contains loops, the Hilbert space is a priori infinite-dimensional.
Indeed, one can attach to each loop L with an un-constrained representation label jL. This is similar to the freedom of
associating an arbitrary holonomy along each loop in the previous coarse-graining procedure. Since jL is an arbitrary
integer, the resulting Hilbert space has an infinite dimension. Thus one needs to gauge fix this freedom and fix the
representation jL -the flux around the loop- for each loop. Then the Hilbert space becomes finite-dimensional but still
has a larger dimension than the intertwiner space.
Let us look at this in details in a simple example. We consider a region A whose boundary comprises of 2n edges
labelled with the fundamental representation V 1/2. It is rather straightforward to show that (see [5] for example):
(V 1/2)⊗2n =
n⊕
k=0
(Cn+k2n − Cn+k+12n )V k, (28)
where the C’s are the binomial coefficients. The dimension of the intertwiner space is the degeneracy of the spin-0
space:
dimH(2n)trivial = Cn2n − Cn+12n =
1
n+ 1
Cn2n. (29)
Let us now look at the one-loop case. We consider a loop to which the 2n edges are attached, as shown in Fig.8, so
that all vertices are 3-valent. Since all vertices are 3-valent, there is no freedom in the choice of intertwiners. All the
freedom resides in the choice of representation label for the (internal) edges on the loop. Let us consider one of these
edge. We are free to label it with an arbitrary representation j ∈ N. Indeed, one can then find consistent labels on
the remaining internal edges, for example alternating j, j + 12 , j, j +
1
2 , j, . . . on the 2n edges on the loop. Since j has
no constraint, we conclude that the one-loop Hilbert space has a priori an infinite dimension. However, we can gauge
fix this infinity.
Indeed, starting with a given consistent labelling {je, e ∈ L} of the edges of the loop, the freedom is actually to
add a spin kto all the labels. Then the labelling {(je + k), e ∈ L} provides a new consistent labelling and thus a new
orthogonal spin network. To gauge fix this freedom, we need to fix the spin je on a single edge on the loop (we do not
fix the labels on all the edges on the loop, that would be too much).
This action by arbitrary shift of the spins je → je + k along the loop is actually equivalent to the action on
the spin network state of the holonomy operator along that loop. Indeed acting with the operator multiplication
by the character χk(g) of the k-representation amounts to tensor all the representations V je along the loop by the
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representation V k. Therefore, we are gauge fixing the action of the (gauge invariant) holonomy operators on loops
inside the regionA. Since the action of the Hamiltonian constraints is intimately intertwined to the holonomy operators
(see for example [1]), at the end of the day, our gauge fixing could be related to gauge fixing the Hamiltonian and
therefore counting the number of physical degrees of freedom. Actually, we already know that the gauge fixings of the
holonomy operators and of the Hamiltonian constraints are closely related for a topological BF-type theory. However,
we expect the situation to be more subtle in 3+1 gravity.
Back to our dimension counting, we fix the spin to j on a given edge on the loop and we know count the exact
number of consistent labelling of the other internal edges. We notice that from one edge to the next, we can only move
from a representation k to k± 12 . Then along the loop, we start at j and we move by ± 12 steps to finally come back to
j. Thus the dimension of the one-loop Hilbert space is given by the number of returns (to 0) of a random walk after
2n steps:
dimH(2n)1−loop = Cn2n. (30)
This actually works only if j ≥ n/2, else the random walk could possibly reach the trivial representation k = 0. Since
the representation labels are positive, the dimension of the Hilbert space would be smaller.
Another possible one-loop configuration is a single vertex with the 2n edges sticking out and one loop (or petal)
going from the vertex to itself, as shown on Fig.8. It is clear that the loop can carry whatever representation j ∈ N
we want. Once again, to avoid an infinite number of degrees of freedom, we fix the spin j on the loop. We then need
to count the number of intertwiners Int(V j ⊗ V j ⊗ (V 1/2)⊗2n). Taking into account that V j ⊗ V j = ⊕2jk=0V k, the
dimension of the (extended) intertwiner space is straightforward to compute:
dimH(2n)1−loop =
min(2j,n)∑
k=0
(
Cn+k2n − Cn+k+12n
)
= Cn2n − Cn+min(2j,n)+12n , (31)
which is always larger than Cn2n − Cn+12n . As soon as 2j ≥ n, we recover the previous result, dimH(2n)1−loop = Cn2n.
We can then compare the number of degrees of freedom for a trivial graph topology to the one-loop case:
log dimH(2n)trivial ∼ 2n log 2−
3
2
log n < log dimH(2n)1−loop ∼ 2n log 2−
1
2
logn.
We further expect the number of degrees of freedom to increase with the number of loops on the graph inside the
considered region A. These extra degrees of freedom are erased as we coarse-grain the region A and fix the holonomies
around the non-trivial loops of the graph to finally reduce the whole region A to a single vertex.
V. ENTANGLEMENT WITHIN THE SPIN NETWORK
A. Correlations and entanglement: definitions
Let us start by recalling definition of correlations and entanglement between two quantum systems [12].
Definition 3. Let us consider a possibly mixed state on H = HA ⊗ HB defined by the density matrix ρ, ρ† = ρ,
ρ ≥ 0, tr ρ = 1. We define the reduced density matrices obtained by partial tracing:
ρA = trBρ, ρB = trAρ.
The entropy of the state ρ is S[ρ] = −tr ρ log ρ. Then we define the quantum mutual information as:
I(A|B, ρ) ≡ S[ρA] + S[ρB]− S[ρ].
Note that when we have a pure state ρ = |ψ〉〈ψ|, then the entropies of reduced density matrices are equal, S[ρA] =
S[ρB].
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Definition 4. For a pure state ρ = |ψ〉〈ψ|, we define the entanglement between A and B as the entropy of the reduced
density matrices:
E(A|B, |ψ〉〈ψ|) ≡ S[ρA] = S[ρB]. (32)
Note that since S[ρ] = 0, we have I(A|B) = 2E(A|B).
For a generic mixed state ρ, we define the entanglement (of formation) as the minimal entanglement over all possible
pure state decompositions of ρ. More precisely, we diagonalize ρ =
∑
i ωi|ψi〉〈ψi|. This decomposition is not necessarily
unique and we define:
E(A|B, ρ) ≡ min
{|ψi〉}
∑
i
ωi E(A|B, |ψi〉〈ψi|). (33)
The minimization is necessary in order to obtain a meaningful result.
Other measures of entanglement are used in the literature and reflect different aspects of entanglement manipulations.
The quantum mutual information I(A|B) quantifies the total amount of (classical and quantum) correlations between
A and B. The entanglement E(A|B) defines a measure of purely quantum correlations between the two systems A
and B. One can quantify the classical amount of correlations as the difference I(A|B) − E(A|B).
B. Correlations between two parts of the spin network
Let us consider a quantum state ψΓ defined on the (closed and connected) graph Γ, and two small
10 regions A and
B of that graph. Let us first assume that A and B are totally disjoint, i.e., that there is no edge directly linking a
vertex of A to a vertex of B. We are interested in the correlations between these two subsystems. We could consider
the correlations between the intertwiners and edges in A and the ones in B. However, there is no reason that they be
correlated. For instance, they are totally uncorrelated on a pure spin network state. It is actually more interesting to
look at the correlations between A and B induced by the spin network state outside A and B. Intuitively, we would be
looking at the correlations between A and B due to the space metric (outside A and B). Such a notion of correlation
should be related to the concept of proximity/distance between A and B in the geometry defined by the spin network
state.
We call C the region exterior to A and B. Its boundary is the union of the boundaries of A and B, ∂C = ∂A∪ ∂B
(with opposite orientation). We define the mixed state of the regions A,B induced by the spin network state in the
C region through a coarse-graining of C:
ρ(g, g′) ≡
∫
dµ(g
(0)
e∈C)Θψ({ge∈Γ[C]})Θψ({g′e∈Γ[C]}),
where we recall that Γ[C] = A ∪ B ∪ ∂A ∪ ∂B. The coarse-graining map Θ was defined in the definition 1. The
integration over g
(0)
e∈C averages over the coarse-graining data. We integrate using the Haar measure, but we could
integrate using a different measure on the space of holonomies (on the edges of C) up to gauge transformations. If we
were to select a single orbit, i.e. a single choice of coarse-graining data {g(0)e , e ∈ C}, we would work with the pure
coarse-grained state |Ψ[g(0)e∈C ] 〉.
Explicitly, the state reads:
ρAB ≡
∫
dµ(g
(0)
e∈C)
∣∣∣∣∫ dg ψΓ(g(0)e∈C , gge∈∂C , ge∈A, ge∈B)∣∣∣∣2 |ge∈A∪∂A ge∈B∪∂B〉〈ge∈A∪∂A ge∈B∪∂B|,
where the integration over g ensures gauge invariance on the closed boundary ∂C. This state is generally a mixed
state which correlates/entangles the regions A and B. Indeed, a generic state ψΓ would very unlikely lead to a simple
tensor product state ρAB.
10 We mean that the number of vertices in A and B is small compared to the total number of vertices of the graph.
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FIG. 9: Considering two regions A and B, and C being the rest of the spin network, we coarse-grain C to derive the state
induced on the boundary ∂C = ∂A∪ ∂B. Finally, separating ∂A and ∂B, the resulting intertwiner state can be decomposed in
a basis labelled by a spin j living on an “internal”/fictitous link between A and B.
The important point is that from the point of view of C and ∂C, the two regions A and B are behind the same
boundary ∂C and nothing says that they are indeed separated. If we were given a particular state ψΓ, we could now
compute the correlation/entanglement between A and B. Then we could define a notion of distance such that the two
regions were close or far away from each other depending whether the correlation in ρAB was strong or weak.
Let us see how this works on a pure spin network state |ψΓ〉 = |Γ, ~, ~I〉. The state of the region C is defined by
the intertwiners outside A and B,
⊗
v∈C Iv. We coarse-grain the whole region C to obtain the boundary state on
∂C = ∂A ∪ ∂B. For a given set of holonomies {g(0)e , e ∈ C} on the edges of C, the resulting intertwiner on ∂C is:
I[g(0)e∈C ] ≡
∫
SU(2)
dg tr e∈C
[⊗
v∈C
Iv
⊗
e∈C
Dje(g(0)e )
⊗
e∈∂C
Dje(g)
]
. (34)
The coarse-grained state is then the mixed state given by the density matrix:
ρAB ≡ ρ∂C =
∫ ∏
e∈C
dg
(0)
e∈C
∣∣∣I[g(0)e∈C ]〉〈I[g(0)e∈C ]∣∣∣ , (35)
where we integrate using the Haar measure. We could integrate using a different measure on the space of holonomies
(on the edges of C) up to gauge transformations. If we were to select a single orbit, i.e a single choice of coarse-graining
data {g(0)e , e ∈ C}, we would work with the pure state |I[g(0)e∈C ] 〉.
This boundary state lives in the space of intertwiners on ∂C, H∂C = Int
(⊗e∈∂CV je). If we were looking at the
boundary states of the two separated regions A and B, we would naturally write a state in H∂A⊗H∂B. The key point
here is that the space of intertwiners on ∂A∪ ∂B is actually not the tensor product of the space of intertwiners on ∂A
with the space of intertwiners on ∂B, but is strictly larger:
H∂A ⊗H∂B ⊂ H∂C .
Intuitively, one could say that the outside metric described by the state of the region C leads to correlations between
the two regions A and B. For instance, it is the metric in the outside region C which defines the relative position of
A and B and not the metric inside the regions A and B themselves.
Mathematically, Int(⊗e∈∂CVje) can be decomposed as the direct sum:
Int(⊗e∈∂CVje ) =
⊕
j
Int(Vj ⊗
⊗
e∈∂A
Vje)⊗ Int(Vj ⊗
⊗
e∈∂B
Vje) (36)
≡
⊕
j
Hj∂A ⊗Hj∂B ≡
⊕
j
HjAB.
This decomposition can be easily described pictorially, as shown in fig.9, with a fictitious new edge linking A and B
and carrying the representation j. This corresponds to unfolding the intertwiner in Int(⊗e∈∂CV je) on a graph with
two vertices corresponding to ∂A and ∂B but with an edge linking these two vertices. This edge/link is required by the
SU(2) invariance of the original intertwiner. The Hilbert space H∂A⊗H∂B only corresponds to the subspace H0A⊗H0B
with the internal link labelled by the trivial representation j = 0. In general, the boundary state IAB = I[g(0)e∈C ] will
not belong to that particular subspace, but will expand on all possible j’s.
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In [5], we studied the case where the state on ∂C was the totally mixed state, the density matrix ρ∂C being
proportional to the identity 1 on H∂C . From these results, we expect the correlations between A and B to heavily
depend on the dominant value of the internal link j. More precisely, we expect the correlations to increase with j. We
will study the precise behavior in the next section.
We would like to stress once more that we are looking at the correlations and entanglement between A and B as
induced by the outside metric i.e the complementary region C to A ∪ B in the graph Γ. Indeed, depending on the
values of its coefficients, the spin network state |ψΓ〉 =
∑
~I c~I |Iv∈AIv∈BIv∈C〉 may or may not entangled the regions
A and B i.e be entangled across the Hilbert space ⊗v∈AIntv ⊗ ⊗v∈BIntv. This is not the correlation/entanglement
which we are investigating: we are looking at the correlations between A and B induced by the intertwiners ⊗v∈CIv.
We expect these latter correlations to be related to the distance between the regions A and B. This will be discussed
in more details in the final section.
This provides a concrete basis for the ideas underlined in [10] that two regions of the spin network close to each
other in some given embedding of the spin network graph into R3 are not necessarily close in the real physical space.
Reversely, two regions of the spin network far to each other in some given embedding could be strongly correlated and
entangled, which would indicate that that given embedding does not reflect the structure of the true physical space.
We can similarly consider two regions A and B which are linked by a single edge e0 labelled by a representation j0.
That edge will be inside the region A ∪ B. Therefore, the value of the spin j0 will not enter the computation of the
global state |IAB 〉 = |I[g(0)e∈C ] 〉: the spin j of the internal/fictitious link between A and B is completely independent
of the spin j0. Intuitively, one could say that the link j0 reflects the correlations between A and B as seen from the
inside geometry of A ∪ B, while the link j describes the correlations between A and B as induced by the outside
geometry (as seen by an observer outside A and B). These considerations can be generalized to the situation where
A and B are directly linked through several edges.
C. Bounds on entanglement
As we have shown above, all correlation and entanglement calculations within a spin network can be reduced to the
following simple set-up. We consider the two systems A and B. The Hilbert space attached to A is the tensor product
of the representation spaces Vji , i ∈ A, technically corresponding to all edges in the boundary of the region A. We
similarly define the Hilbert space attached to the system B:
HA =
⊗
i∈A
V ji , HB =
⊗
i∈B
V ji .
Our state is an intertwiner in the full tensor product
⊗
i∈A,B V
ji i.e a singlet or spin-0 state in HA ⊗ HB. More
precisely, we can decompose the tensor products in direct sums of irreducible representations:
HX =
⊗
i∈X
V ji =
⊕
k
V k ⊗DXk ,
for both systems X = A,B. The space DXk is the degeneracy space of states with spin k. We label the basis vectors
of DAk as |αk〉, with αk running from 1 to dAk = dimDAk . Similarly we introduce a basis |βk〉 of the degeneracy space
DBk .
This decomposition provides us directly with a basis of the intertwiner space Int(⊗i∈A,BV ji). Indeed, we have
HA ⊗HB =
⊕
k,l
(
V k ⊗ V l) ⊗ (DAk ⊗DBl ) .
Spin-0 states are necessarily states with the spins k and l of the systems A and B are equal: k = l. Therefore, we get:
H0AB ≡ Int(⊗i∈A,BV ji) =
⊕
j
(
DAj ⊗DBj
)
. (37)
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A basis of the intertwiner space is thus given by the vectors |j, αj , βj〉. The representation label j is the same one
as in the previous section and is attached to the fictitous/internal link between the regions A and B. It carries the
correlation and entanglement between A and B. Explicitly, these basis states read:
|j, αj , βj〉 = |j〉V j
A
⊗V j
B
⊗ |αj〉DAj ⊗ |βj〉DBj =
1√
2j + 1
j∑
m=−j
(−1)j−m|j,−m,αj〉A ⊗ |j,m, βj〉B .
It was shown in [5] that for a state of the following type,
ρ =
∑
j
∑
aj ,bj
ω
(j)
αjβj
|j〉〈j| ⊗ |αj〉〈αj |DAj ⊗ |βj〉〈βj |DBj ,
∑
j,αj ,βj
ω
(j)
αjβj
= 1,
the entanglement between A and B is:
Eρ(A|B) =
∑
j
log(2j + 1)
∑
αj ,βj
ω
(j)
αjβj
. (38)
In words, we compute the average of log(2j + 1) over the probability distribution of the spin j in the state ρ.
In particular, [5] considered the totally mixed state,
ρ0 =
1
N
∑
j
∑
aj ,bj
|j〉〈j| ⊗ |αj〉〈αj |DAj ⊗ |βj〉〈βj |DBj ,
with N = dimH0AB =
∑
j d
A
j d
B
j . For this special state, the entanglement takes the simple form:
Eρ0(A|B) =
∑
j d
A
j d
B
j log(2j + 1)∑
j d
A
j d
B
j
,
that is the average of log(2j + 1) over the intertwiner space H0AB .
Let us now analyze more carefully the case where the spin j takes a single fixed value. Then states of the previous
type,
ρ =
∑
aj ,bj
ωαjβj |αj〉〈αj |DAj ⊗ |βj〉〈βj |DBj ,
are states that do not carry any entanglement across the degeneracy spaces. All the entanglement is contained in the
spin j. Indeed applying the previous formula, we find exactly:
Eρ(A|B) = log(2j + 1).
If we look allow for arbitrary pure states possibly entangling the degeneracy spaces,
|ψ〉 =
∑
αjβj
cαjβj |j, αj , βj〉,
then the entanglement is obviously bounded by:
Eψ(A|B) ≤ log(2j + 1) + log(dj), dj = min(dAj , dBj ),
where the extra term dj accounts for the contribution from the degeneracy spaces.
Finally, we allow for arbitrary pure states with possible superpositions of different values of the spin j,
|ψ〉 =
∑
j
∑
αjβj
cj,αjβj |j, αj , βj〉.
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The entanglement is then bounded by
Eψ(A|B) ≤ log d, d =
∑
j
(2j + 1)dj . (39)
It is easy to see that d ≤ √N , where N = dimH0AB .
The definition of the entanglement ensures that in all cases the maximal possible entanglement is contained in
pure states, so that the bounds derived above hold for arbitrary statistical mixtures. All these bounds can actually
be saturated by pure states. Moreover, for higher dimension (of the degeneracy spaces), random pure states are in
average nearly maximally entangled [13].
VI. CORRELATIONS AND DISTANCES: A RELATIONAL RECONSTRUCTION OF THE SPACE
GEOMETRY?
Our goal is to understand the (quantum) metric defined by a spin network state, without referring to any assumed
embedding of the spin network in a (background) manifold. We support the basic proposal that a natural notion of
distance between two vertices (or more generally two regions) of that spin network is provided by the correlations
between the two vertices induced by the algebraic structure of the spin network state. Two parts of the spin network
would be close if they are strongly correlated and would get far from each other as the correlations weaken.
Our set-up is as follows. We consider two (small) regions, A and B, of the spin network. The distance between them
should be given by the (quantum) metric outside these two regions. Thus we define the correlations (and entanglement)
between A and B induced by the rest of the spin network. This should be naturally related to the (geodesic) distance
between A and B.
A first inspiration is quantum field theory on a fixed background. Considering a (scalar) field φ for example, the
correlation 〈φ(x)φ(y)〉 between two points x and y in the vacuum state depends (only) on the distance d(x, y) and
actually decreases as 1/d(x, y)2 in the flat four-dimensional Minkowski space-time. Reversing the logic, one could
measure the correlation 〈φ(x)φ(y)〉 between the value of a certain field φ at two different space-time points and define
the distance in term of that correlation.
Indeed just as the correlations in QFT contain all the information about the theory and describes the dynamics of
the matter degrees of freedom, we expect in a quantum gravity theory that the correlations contained in a quantum
state to fully describe the geometry of the quantum space-time defined by that state.
Another inspiration is the study of spin systems, in condensed matter physics and quantum information [14, 15, 21].
Such spin systems are very close mathematically and physically to the spin networks of LQG. The key difference is
that spin systems are physical systems embedded in a fixed given background metric (usually the flat one) while spin
networks are supposed to define that background metric themselves.
Looking at spin systems, we notice that the (total) correlation between two spins usually obey a power law with
respect to the distance between these two spins. We would like to inverse this relation in the context of LQG: using
a similar power law, we could reconstruct the distance between two “points” in term of a well-defined correlation
between the corresponding parts of the spin network.
The entanglement is trickier to deal with. The entanglement between two spins usually decreases with the distance,
but it would (almost) vanish beyond the few nearest neighbors. This is due to monogamy of entanglement [11]: if two
systems are strongly entangled, then none of of them can be strongly correlated with any other system11.
11 Moreover, a state may be entangled, while any (or some) pair of its subsystems are only correlated, but not entangled. It can be seen
easily in the following two examples. Consider the state of three qubits (the so-called GHZ state, [12, 20])
|GHZ〉 = |000〉+ |111〉, (40)
where we use the conventional 0, 1 basis and ignored the normalization factors. This is one of the inequivalent maximally entangled
states of three qubits [22], but it is easy to check that no two subsystems are entangled (even if they are maximally correlated in the 0, 1
basis). On the other hand,
|w〉 = |0〉|0〉|0〉 + |1〉(α|0〉|1〉 + β|1〉|0〉), (41)
is unentangled across the subsystems 2 and 3, but the two other pairs are entangled.
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Interest in the role of entanglement in quantum phase transitions [21], which are characterized by non-analyticity in
various quantities at certain values of externally-varied parameters at zero temperature, was one of the driving forces
behind the investigations of entanglement in many-body systems. The most popular models are Hamiltonian lattice
spin systems in one, two and three spatial dimensions. Recently it was shown in various models that quantum phase
transitions of both first and second kinds are signalled by a non-analyticity of the entanglement measures [14, 15].
While the states considered are most typically the ground or thermal states of the lattice Hamiltonian operator,
some of the results may be usefully applied to the attempts to reconstruct geometry from the spin networks. Those
states typically are multipartite entangled states. One of the results that are relevant to us is that the two-qubit
entanglement measures vanish very rapidly with the distance: they may become zero at the distance of four or five
sites, and sometimes even the third-nearest neighbors entanglement may be zero. At the same time, the correlations
may be strong, and at the critical point the correlation length may actually diverge. On the other hand, the overall
state is typically entangled, so it is the multipartite entanglement [23] that becomes dominant.
Thus, it is likely that the entanglement between two parts of the spin networks could only be a good notion of
distance when the two systems are very close. Anyway, we only expect the entanglement on a spin network to be of
the same order as the classical correlation for a pure spin network state with few vertices. We expect that as soon as
we need to coarse-grain over large number of vertices and edges or if we work on superpositions of spin network states
(weave states), then the classical correlation would be much larger than the bipartite entanglement12.
An obvious criticism to the proposal of reconstructing the distance from correlations and entanglement is the
existence of EPR pairs: two systems far from each other can still be strongly entangled. Let us first remind that
typical states in quantum field theories, including the vacuum state, are entangled [18]. Any two points would be
naturally entangled in the vacuum state with the correlation depending on the distance. An EPR pair would correspond
to the creation an anomalously strong entanglement between two given (space) points. Nevertheless, is that we are
building a statistical notion of distance, which would only hold in average and in a semi-classical setting. A small
quantum effect like an EPR pair would be averaged out.
A second comment is that EPR pairs concern correlations between matter degrees of freedom evolving in an already
defined geometry while we are interested of correlations between the degrees of freedom of the (quantum) geometry.
These correlations are supposed to fully describe the geometry at the quantum level. The equivalent of an EPR
pair in our context would be that the geometry at two points apparently far from each other could be strongly
entangled/correlated. This would actually look as if there was a wormhole connecting these two points. This is very
close to the idea of the creation of “non-local links” in a spin network state as proposed by Markopoulou and Smolin
[17], which could explain some features of dark matter in LQG. Indeed, taking a spin network based on a regular 3d
lattice, one can create a “non-local” link, labelled with some representation j, between two points far from each other
on the lattice. There is no argument based on locality forbidding the creation of such a link since the spin network
is defined without any reference of a background metric: the regular lattice is simply a particular embedding of the
spin network into flat space and there exists other embeddings for which the two chosen points are arbitrary close
to each other. Nevertheless, this “non-local” link will create some strong entanglement/correlation (especially as j
grows) between the two points despite their distance on the lattice: there will effectively be close as if related by a
wormhole.
Finally, one can argue that the creation of entanglement is always local: two systems are entangled if and only if
they were close at some point in time. Therefore, the correlation/entanglement is actually still related to a notion of
distance, although it seems more likely to reflect the possibility of being close (or having been close).
Finally, our “close/correlated” point of view have some simple implications for LQG, which could be (easily) checked
through analytical or numerical computations. A first lesson is that a low spin on an edge between two vertices does not
necessarily mean that these two vertices are close, since low spins tend to lead to small correlations. Reversely, having
no direct link between two vertices does not necessarily mean that these vertices are far, since the coarse-graining of
the rest of the spin network will create a link between these two vertices which may carry strong correlations.
12 A suitable bipartite measure of entanglement that reflects its multipartite nature is localizable entanglement (LE) [16], which as the
maximal amount of entanglement that may be contained in the bipartite subsystems, on average, by doing local measurements on other
subsystems. For example, the LE between any two pairs of qubits in the GHZ state is maximal. The LE leads to the definition of the
entanglement length, which sets a typical scale of its decay. Its behavior closely resembles the behavior of two-point correlation functions.
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The basic set-up for the simplest explicit calculations consists of two vertices A and B linked by a single edge (our
internal/fictitious link). We fix the spins on all the edges coming out of A and B and we also fix the internal edge
label to a given spin j. The state of the vertex A is defined as an intertwiner state in Int(V j ⊗⊗e∈∂A V je) while
the vertex B is described by an intertwiner in Int(V j ⊗⊗e∈∂B V je). Following section VC, we can compute the
entanglement and total correlation between A and B. They tend to grow as the spin j increases, but the exact value
heavily depends on the choice of intertwiners. Then to reconstruct the distance between A and B, it might be more
relevant to compute the ratio of the actual correlation with the maximal correlation between A and B (to normalize
and get rid of possible dje factors). On the other hand, we could compute the average volume corresponding to the
intertwiner states in A and B. Then, since the spin j is the area of the cross-section between the two boundary
surfaces dual to the vertices A and B, we should be able to reconstruct a measure of distance from a certain ratio of
VAVB by the area A ∼ j. At the end of the day, we could compare this two notions of distance, hoping a close match.
We could start by checking a first expectation: assuming that the je’s are more or less all equal, the vertices A and B
would be close if j is large while they get further away from each other as j decreases. Moreover, if the spins je are
large compared to j, we expect the vertices to be far. This should hold for both notions of distance, the “information
distance” constructed from the correlation (correlations grow with j) and the “geometric distance” constructed from
the volumes and areas (the cross-section j should grow as the vertices get closer).
A close relationship between these information distance and geometric distance would strongly support the idea
that quantum information tools should be useful to understand and probe the quantum structure of the space(-time)
geometry in (loop) quantum gravity.
APPENDIX A: COARSE-GRAINING AND PARTIAL TRACING OPERATIONS
In this Appendix we show how the coarse-graining relates to the partial tracing and fill the missing details that were
alluded to in the different places above.
First let us recall the standard definition of a reduced density operator [19, 20]. To simplify the notations, we
consider two subsystems A and B, with Hilbert spaces HA and HB, respectively. Let ψ(x) be a wave function on
HA, 〈x|a〉 = φa(x) label its basis, and 〈y|b〉 = ϕb(y) label the basis of HB. The combined system has a Hilbert space
H = HA ⊗ HB, with the direct product basis |ab〉 ≡ |a〉A ⊗ |b〉B. A generic state Ψ(x, y) ∈ H is given by a linear
combination |Ψ〉 =∑a,b cab|a〉|b〉. If the matrix elements of the operator O are
〈ab|O|a′b′〉 =
∑
a,a′,b,b′
obb′δaa′ , (A1)
then its expectation value is given by
〈Ψ|O|Ψ〉 =
∑
a,b,b′
obb′cabc¯ab′ = tr (oρ
B
Ψ), (A2)
where the reduced density operator ρBΨ ≡ trBρΨ is obtained by tracing out the subsystem A, ρBbb′ = ρab,ab′ . In the
coordinate basis the operator O is given by
O(x, y;x′, y′) = o(y, y′)δ(x− x′), (A3)
so thanks to the orthonormality of the functions φa the reduced density operator is
ρBΨ(y, y
′) =
∫
dxdx′Ψ(x, y)Ψ(x′, y′)δ(x − x′) = cabcab′ϕb(y)ϕ¯b′ (y′), (A4)
and
〈Ψ|O|Ψ〉 =
∫
dydy′o(y, y′)ρBΨ(y, y
′). (A5)
In the language of the intertwiners a partial tracing does not present any new features. Taking an intertwiner
|~I〉 = ⊗v∈Γ|Iv〉 and tracing out A produces a basis state of B = A˘, |~IB〉 = ⊗v∈B|Iv〉 ∈ H0B ≡ ⊗v∈BIntv, with a
corresponding expressions for the reduced density matrices of general states.
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Expectation values of the operators that depend only on the region B are calculated according to Eq. (A2). For
example, the volume operator [1] is a sum of vertex operators, with each vertex operator being a function of the self-
adjoint right-invariant vector fields. The isomorphism between the spin network states and zero-angular momentum
states of the corresponding abstract spin system leads to the form of its matrix elements that is analogous to Eq. (A1)
and an expectation value of the form of Eq. (A2). In particular, if B contains a single vertex v = 1 and the operator’s
matrix elements are (O1)~I ~J = o(I1,J1)
∏V
v=2 δIiJi , then for a generic pure state |Ψ〉 =
∑
~I s~I |~I〉 ∈ H0Γ
〈Ψ|O1|Ψ〉 =
∑
~I,J1
o(I1,J1)sI1I2...IV s¯J1I2...IV . (A6)
Coarse-grained intertwiners have an obvious relation with partially traced ones. The total coarse-graining of A is
given by
IA = tr v∈A
⊗
e∈int(A)
Dje(1) ·
⊗
v∈A
Iv ∈ H∂A, (A7)
where tr v∈A denotes the summation over pairs of indices pertaining to the vertices in the region A. It turns a
normalized basis state |~IA〉 ⊗ |~IB〉 ∈ H0Γ = ⊗v∈ΓIntv into a non-normalized state (see Sec. IVB for a discussion)
|IA〉 ⊗ |~IB〉 ∈ H0Γ[A] = H∂A ⊗H0B. It can be decomposed as
|IA〉 =
∑
α
c
~IA
α |IαA〉, (A8)
where the intertwiners IαA, α = 1, . . . , dimH∂A, form the orthonormal basis of H∂A. A general coarse-graining
procedure of Eq. (2) leads to the same equation, but with the coefficients depending on the holonomies {ge}e∈int(A).
A normalized pure state |Ψ〉 =∑~I s~I |~I〉 ∈ H0Γ becomes a normalized pure state
|Ψ[A]〉 =
∑
~IA,~IB ,α
s~IA~IBc
~IA
α |IαA〉|~IB〉/
√
‖IA‖ =
∑
~I
s~I |I˜A〉|~IB〉 ∈ H∂A ⊗H0B. (A9)
Cylindrical functions do not allow a natural separation of variables in O1(g, g
′) that is analogous to Eq. (A3),
since there is no relation between the number of the intertwiners Iv, v = 1, . . . , |V |, that define the tensor product
structure of H0Γ, and the number of edges, that define the structure of HΓ = L2(SU(2)E/SU(2)V ). To obtain a
wave functional that corresponds to |~IA˘〉 one needs to contract with the representations Dje that corresponds to all
the edges of Γ[A]. Hence the coarse-graining procedures that were described above allow to introduce the reduced
subsystems in the language of cylindrical functions. From the Definition 1 a total coarse-graining of a spin network
state φ~I(g) = 〈g|Γ, ~, ~I〉 over a region A results in φ~I[A](g) ≡ 〈g|I˜A~IB〉, where |~IB〉 = ⊗v∈A˘ |Iv〉 ∈ H0B. It is given
explicitly by
φ~I[A](g) = tr
⊗
e/∈int(A)
Dje(ge) · M, M = tr v∈A
⊗
e∈int(A)
Dje(1) ·
⊗
v∈Γ
Iv/
√
‖IA‖ = I˜A ⊗ ~IB. (A10)
Consider for simplicity a pure state |Ψ〉 ∈ H0Γ. Mixed states are treated analogously. The following lemma establishes
that the coarse-grained states φ~I[A](g) play a role of the basis wave functions ϕb(g) in the standard partial tracing.
Lemma 1. A “coordinate” expression of the reduced density matrix (ρBΨ)~IB ~JB =
∑
~IA
s~IA~IB s¯~IA ~JB is given by
ρBΨ(g, g
′) =
∑
~I, ~J
s~IA~IBs~IA ~JB
∫
(dg)EA(dg′)EA
∏
e∈int(A)
δ(ge, g
′
e)φ~I(g)φ ~J (g
′)/‖IA‖ =
∑
~I, ~J
s~IA~IBs~IA ~JBφ~I[A](g)φ ~J [A](g
′),
(A11)
where |~I〉 = |~IA ⊗ ~IB〉, and | ~J 〉 = |~IA〉 ⊗ | ~JB〉.
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We give a proof for B = A˘ containing a single vertex v = 1. What is needed to be shown is that the expectation
value of the vertex operator O1 is indeed given by the formula analogous to Eq. (A4) and that that Eq. (A11) holds.
The total coarse-graining over A = ext(v1) leads to φ~I[A](g)with
M = tr
⊗
e∈int(A)
Dje(1) ·
⊗
v∈A
Iv ∈ H∂A. (A12)
The functional matrix elements of (O1)~I ~J = o(I1,J1)
∏V
v=2 δIiJi are
O1(g, g
′) ≡ 〈g|~I〉〈~I |O1| ~J 〉〈 ~J |g′〉 =
∑
~I,J1
〈g|I1I2 . . . IV 〉o(I1,J1)〈J1I2 . . . IV |g′〉, (A13)
and the totally coarse-grained over A matrix elements can be defined as
OB1 (g, g
′) =
∑
~I,J1
φ~I[A](g)o(I1,J1)φ ~J [A](g′), (A14)
where | ~J 〉 ≡ |J1I2 . . . IV 〉. Hence to get the expectation value 〈O1〉Ψ of Eq. (A6) the reduced density matrix should
be defined as
ρBΨ(g, g
′) =
∑
~I, ~J
s~IA~IBs~IA ~JBφ~I[A](g)φ ~J [A](g
′), (A15)
and this expression equals the first formula on the lhs of Eq. (A11) due to Eq. (3).
The states |~I 〉 are the eigenstates of the area operators [1] with the eigenvalues that depend only on the representation
labels je of the edges that are cut by the surface. Hence if the region A is defined as an interior of some closed surface
S, the above definition of the reduced operators is consistent with the expectation values of this operator that are
taken on a full state.
Another family of operators that may be of interest is given by their functional representation as
F (g, g′) =
∏
e∈EA
Dje(ge)D
je(g′e) ·M
∏
eˇ∈ext(A)
δ(geˇ, g
′
eˇ) ≡ FB(g, g′)
∏
eˇ∈ext(A)
δ(geˇ, g
′
eˇ). (A16)
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