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SUMMARY 
The purpose of this thesis is threefold. First, the 
proper definition for the mixture kinematic viscosity, v m , 
will be developed for stratified, horizontal flow systems. 
Secondly, using this definition for vm, an appropriate 
expression for the two-phase Reynolds number will be derived 
which is used as the similarity parameter for modeling the 
friction factor in two-phase, separated flow. And thirdly, 
a correlation is presented for predicting the volumetric 
concentration in separated, two-phase flow. 
The results of this analysis will show that the 
two-phase friction factor reduces to the well-known pressure 
drop correlation applicable to single-phase flow in terms of 
the Moody friction factor and the Reynolds number defined in 
this analysis. In addition, the author's void fraction 
correlation will show that Hewitt's "triangular" relation-
ship for the volume flow rates, overall pressure drop, and 
the void fraction, does not hold for laminar, horizontal, 
stratified flows. 
The three separated flow systems analyzed are: (1) 
flow between wide, horizontal parallel plates; (2) flow 
through horizontal, rectangular ducts; and (3) flow through 
horizontal, circular pipes. In all three cases, the drift 
or diffusion flow model is used to establish the correct 
xi .v 
expression for the mixture viscosity. Experimental data 
are used to test the validity of this analysis for predicting 
the frictional pressure drop and void fraction. Excellent 




1.1 Significance of the Problem  
The frequent occurrence of two-phase, single- and/or 
two-component flow in pipelines is characteristic of many 
modern petroleum, chemical, and nuclear systems. Two current 
problem areas are the ability to accurately predict the 
pressure losses and the volumetric concentration in these 
pipelines. One of the flow regimes frequently observed is 
stratified flow. This type of two-phase flow has been 
demonstrated experimentally by several investigators [4,5,28, 
33J and it is the subject of this work. 
1.2 Review of the Literature  
A literature search with respect to horizontal, two-
phase flow in conduits revealed that a logical and general 
method for accurately predicting the frictional pressure 
drop and volumetric concentration does not exist. Numerous 
good references [3,10,14,19,29,31] containing discussions of 
horizontal flow correlations point out that most of these 
correlations are empirical; therefore, they are subject to 
the limitations of their own data. 
Many investigators seem to rely on the work of 
Lockhart and Martinelli [21] and Martinelli et al. [23] as 
2 
the classical approach to this problem. The correlation of 
the latter was established by performing numerous experi-
ments in horizontal, circular pipes covering a wide range of 
flow rates at atmospheric pressures. The experimental data 
were separated into four basic groups depending on whether 
each phase was flowing in the laminar or turbulent state. 
The parameters (1) 1, and (D G , defined in the Nomenclature, were 
determined and plotted against the Martinelli parameter, X, 
which is a function of input system quantities and fluid 
properties only. The Martinelli parameter for laminar-laminar 
flow , Xvv' is also defined in the Nomenclature. Their corre-
lations for predicting the frictional pressure drop and the 
void fraction are shown in Figure 1. Although the Lockhart-
Martinelli correlation gives good agreement in a number of 
cases, it has been shown to be quite inaccurate in the case 
of stratified fluid flow [2,5,8,11]. 
Another and more commonly used approach is to treat 
the two fluids as if they were a homogeneous mixture with 
appropriately defined mixture properties (i.e. mixture 
density and mixture viscosity). Herein lies the major 
problem. How does one define these mixture properties? 
Many investigators [1,2,7,9,12,16,18,22,24,25,26] 
have tried to establish a frictional pressure drop corre-
lation similar to that obtained in single-phase flow (in 
terms of the Moody friction factor and the fluid Reynolds 
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Figure 1. Lockhart-Martinelli Correlation 
4 
for the mixture viscosity to use in the definition of the 
Reynolds number. Numerous definitions for this two-phase 
viscosity are found in the literature and the researchers 
all claim that their expressions are the proper definition 
to use. Seven of the most publicized definitions plus a 
Russian definition are presented below to illustrate the 
wide variety from which one has had to choose. They are: 
(1) Pm = P i 	 , (Owens [26], 1962) 
(2) 1 - 1x 4. _x , (Isbin et al. [18], 1957 and 
Pm 	U l 	U 2 	McAddams et al. [24], 1962) 
(3) pm = (1-x)p 1 +xp 2 	, (Cicchitti et al. [7], 1960) 
(4) pm = pllXp2X 	(Hagendorn [16], 1965) 
(5) pm = (1-(i)p 1 +01p 2 	, (Bankoff [1], 1960) 
(6) pm = (1-011 1 +Bp 2 C 2 , (Dukler et al. [12], 1954 and 
Ngyuen and Spedding [25], 1973) 
(7)
_-R  4. B , (Mamaev et al. [22], 1969) 
1m 	vl 	v2 
v 
 li(8) Pm = P 1 [ 1 +X- a] 	, (Davidson [9], 1948) 
where the mass quality, x, the volumetric flux concentration, 
B, and the void fraction, CT, are defined in the Nomenclature. 
The parameter C 2 is defined in equation (16). 
Notice that in every expression but (8), the mixture 
viscosity reduces to the correct result at the extremes; 
that is, when 
X ÷ 0 
Pm=P 1 
13 -)- o 	= 







X ÷ 1 
1 
Pm=P 2 








Three of the previous expressions for the mixture viscosity 
are plotted versus the quality in Figure 2 to point out the 
large differences one could encounter during any analysis 
involving a definition for the viscosity depending on his 
choice of equations (1) through (8). It is easily seen in 
Figure 2 that the values can differ by a factor of 5 in the 
worst case! 
An entirely different and novel approach to the problem 
of predicting the frictional pressure drop was undertaken by 
Dukler, Wicks, and Cleveland [12] in 1964 and rederived by 
Ngyuen and Spedding [25] in 1973. Dukler et al. introduced 
and developed a correlation through similarity analysis. 
Their resulting expressions for the Euler number and the 
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1 - x X 
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Figure 2. Non-Dimensional Viscosity Ratio 
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4P. L(17 ) 	1 NEuTP E 2fM - {  -- If 0 (1 - p 1 1- 13p 2 C 1 1 
g c k 
7 
(12) 
As a consequence of this approach, the mixture density, 
pTP' was defined as 
PTP = (1 - 010 1 fl3P 2 C 1 
and the mixture viscosity, 1 Tp' as 
.°TP = (1- " 1-1 1"11 2 C 2 
where the constants C 1 and C 2 are given by 
vL 2 





(1 5 ) 
d 2 vG 




G d vLGRL 
4317 
Dukler et al. considered four special cases and made 
various assumptions in each case to evaluate C 1 and C 2 . The 
two more important cases of interest are the case of flow 
without "slip" and the case of flow with "slip". In both 
cases, C 1 and C 2 were assumed to be equal to one. 
In Chapter II a brief discussion on the separated 
flow models (i.e. the two-fluid model and the diffusion or 
drift model) will show why Dukler's et al. method, as well 
as the methods of many other investigators who used the 
homogeneous model approach, are not consistent with these 
models. 
In 1967, Yu [33] did analytical and experimental 
research on the two-phase frictional pressure drop in laminar, 
stratified flow in horizontal conduits of varying cross 
section. In his analysis he introduces the concept of an 
apparent mixture viscosity which is very similar to the 
author's expression for flow in rectangular ducts in Chapter 
IV. However, he did not use this definition to propose a 
correlation for predicting the frictional pressure drop, nor 




1.3 Purpose  
The purpose of this thesis is threefold: (1) to 
develop the correct definition for the mixture kinematic 
viscosity, vm , for stratified flow systems; (2) to derive 
an appropriate expression for the mixture Reynolds number 
which can be used as a similarity parameter for modeling 
the friction factor in two-phase flow; and (3) to present a 
correlation for predicting the void fraction in horizontal, 
separated flow. 
The results of this analysis will show that when the 
Reynolds number similarity group defined in this analysis 
is used, the two-phase friction factor reduces to the well-
known Moody friction factor applicable to single-phase flow 
systems. Thus, the Moody friction factor in both two-phase 
and single-phase flow can be correlated on the same diagram. 
This confirms that the Reynolds number, as defined in this 
analysis, is the correct similarity group to be used in 
frictional pressure drop models. 
Furthermore, the void fraction correlation as a 
result of this analysis will show that the "triangular" 
relationship claimed by Hewitt [17] does not hold for 
separated, two-phase flow. Hewitt bases his "triangular" 
relationship on three parameters: the individual volume 
flow rates, the overall pressure drop, and the void fraction. 
He claims that in order to calculate the void fraction, a 
knowledge of both the volume flow rates and the overall 
1 0 
pressure drop must be known. In other words, according to 
Hewitt, to predict any one of the three previously mentioned 
parameters, one must know the other two parameters. 
Experimental data are used to check the validity of 
both the pressure drop and void fraction correlations. 
CHAPTER II 
FLOW MODEL FORMULATION 
2.1 General 
The numerous analyses based on the area-averaged 
separated flow model can be divided into two basic groups. 
One is the two-fluid model which is formulated by considering 
each phase separately, whereas the second is the diffusion 
or drift model which is formulated by considering the entire  
mixture. It is this latter flow model which will be the 
basis of the analyses in Chapters III, IV, and V to develop 
pressure drop and void fraction correlations for horizontal, 
separated flow. 
Before discussing the drift model, a brief discussion 
of the two-fluid model is included to point out the major 
differences in these two models. 
2.2 Two-Fluid Model  
The two-fluid model is formulated by considering each 
phase separately. Therefore, this formulation is expressed 
in terms of six field equations: two continuity equations, 
two momentum equations, and two energy equations. 
This model will yield satisfactory results whenever 
the two mixture components are weakly coupled, that is when 
equalization of velocities does not occur [20]. This can be 
11 
12 
expected whenever there is a large difference between the 
densities and the velocities of the two components. 
Thus, the model will be applicable to problems con-
cerned with the dynamics of the interface and other inter- 
actions between the two phases. Since any formulation based 
on this model is represented in terms of six field equations, 
a mathematical analysis may be quite difficult; thus, it is 
not an effective model for system dynamics analyses or for 
determining mixture properties. 
2.3 Diffusion or Drift Model  
In contrast to the two-fluid model, the diffusion or 
drift model is formulated by considering the entire mixture. 
Therefore, the resulting formulation is expressed in terms 
of four field equations: three for the mixture plus the 
void propagation equation for one of the phases [34]. As 
pointed out by [20] the drift model follows the similar well- 
established approach used to analyze the dynamic behavior of 
chemically reacting binary mixtures. It is therefore 
applicable whenever the two mixture components are closely  
coupled, that is, whenever they interact so that their 
differences between the velocities and the other properties 
are small. Hence, attention is focused on the relative 
motion rather than the motion of the individual phases. And 
the field equations must be based on the baricenter, or 
center of mass, of the mixture. 
13 
This last requirement that the conservation equations 
be expressed in terms of the baricenter is where so many 
investigators' formulations have been wrong. Although the 
many traditional formulations were based on the three conser-
vation equations, they did not express these equations in 
terms of the baricenter. Thus, one important consequence 
from this is that the mixture properties were not properly 
defined! In fact, various authors were forced to introduce 
no less than four definitions for the mixture density [20]. 
And note that there are many more expressions for the mixture 
viscosity similar to the eight expressions in Chapter I. 
Therefore, in the following chapters, the author will 
show the correct and consistent approach to use in developing 
a pressure drop correlation based on this drift model. 
CHAPTER III 
STRATIFIED, LAMINAR FLOW BETWEEN WIDE, 
HORIZONTAL PARALLEL PLATES 
3.1 Governing Equations  
The two-phase frictional pressure drop will be 
analyzed analytically for the case of stratified, laminar 
flow between wide, horizontal parallel plates. The flow 
model is depicted in Figure 3. The basic differential 
equation governing the laminar, horizontal, fully-developed 
flow of an incompressible Newtonian fluid is 
0=- 	+u ( ) 
dy 
Thus, for phase 1 and phase 2, respectively, one has 
d2v1, 0 = - 	+ cs1 pz  
dy 
and 
d 2v 2  0 = - 	( 	) ai 2 dy  
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Figure 3. Separated Flow Model for Wide, Horizontal 
Parallel Plates 
1 2 - 	k 
dy 2 p 1 
and 
d2 v
2 	2 k - _2. .. 
dy P 2 
where 
k E l(R-) 	. (6) 
The solutions to equations (4) and (5) yield the 
velocity distribution for each phase, respectively [2,22,32]. 
Note that the velocity distribution for phase 1 in Whitaker 
[32] contains an error. The area-averaged velocity for each 
phase is obtained by integrating the solutions to equations 
(4) and (5) over their respective depths, h l and h 2 . Thus, 
the average velocities for phase 1 and phase 2, respectively, 
become [22]: 
2 ci  
i 
,r( 1-670 + V 	h k(1-a)[ t3111 	
(1-)11216T111 
2 1 = -  ( 7 ) 
and 





-1-7 . _ h 2k3 	Ft' 	(1-a)  2 
	
T- [77- - +- (1- a 	
+a 	 ( 8 ) 
where a is defined to be the area-averaged void fraction per 
unit depth; i.e. 
-c  -t = 
 
h 2  
h ' 
1-a = 1 _ E— . 
3.2 Velocity for the Center of Volume, j  
The superficial velocity for phase 1 and phase 2, 
respectively, is defined as 
j l E (1-a)T11 , j2 E a 72 • 
Substitution of equation (9) into equation (10) gives 
h 2 (1-a) 2 k(1-,3)  
2 3u1 	(1-a)p2+ap1 
and 
h 2a2 kr  a + (1,7)  





The velocity for the center of volume, j, is obtained 
by adding the superficial velocity for phase 1 and the 
superficial velocity for phase 2; thus, j becomes 
h 2 k (1- a) 3 	(1.3 3a(1-3)  
= 	 u J l 
	
2 	(1-a)p 2 +ap l 
or substituting for k defined in equation (6), one gets 
J 
h 2 dp (1-CT) 3 	a-3 	 
= 	(u-D[ IT  11 1 	11 2 	(1-(-)7)11 2 4-ap 1 
3.3 Relative Velocity, vr 
The relative velocity, vr , is defined as the differ-
ence between the average velocity for phase 2 and the 
average velocity for phase 1; i.e. 
v r 1. V2 - • 
Substitution for V2 and ir defined in equations (7) and 
(8) into equation (15) gives 
h2 a2 (1-a") 2 ] vr = --AL-- 6 	p 2 	111 





h 2 	 ,a 	(1- -ci) 2 vr = - 12 P 2 	11 1 	• 
3.4 Velocity for the Center of Mass, vm 
Zuber and Dougherty [34] have shown that the velocity 






Therefore, the defining equation for vm becomes 
p v m m 
h 2 dD 	(1- -c--4 ) 3 4. CT3 4. 3(3(1-(74)Pm 	3 
- 12( a; 1 	v 2 	(1-CT)112+a'll1 
(19) 
after substituting equations (14) and (17) into equation (18). 
Notice that in equation (19) the expression inside the 
brackets must have the units of a kinematic viscosity. Hence, 
one can define the mixture kinematic viscosity based on the 
diffusion model, v m , as 








Equation (20) can be expressed as 





where the function, I, which accounts for the interaction 
between the two phases, becomes 
I = - 7t(1+c7)1  _ 	IL 
(1-a)p2+ap, 	v1 	v2 ' 
c1 (1-(7) (2o7- 1 )(p l -p 2 ) 
( 1 - C)1_1 2 +El-1 1 
The absolute mixture viscosity, pm , can then be 
computed from 
pm E Pmvm 
where the mixture density, p m , is defined as 
pm E (1-a)p 1 +ap 2 • 
From an electrical analog, the kinematic mixture 
viscosity defined in equations (21) and (22) can be thought 
of as the sum of two "resistances" acting in parallel (i.e. 
	 and 2—) plus an interaction term, I, due to both v 1 	v 2 
"resistances." It is important to note that in all other 
expressions for the mixture viscosity [1,2,7,9,12,16,18,22,24, 
25,26] this interaction term has not been included. It is 
readily seen in equation (22) that the interaction expression 






to zero or one, and whenever the difference between the 
absolute viscosities of the two fluids is small. All other 
cases must be determined from experiment. 
3.5 Moody Friction Factor, fm 
By considering a force balance on the flow system, 
one can always write 




( per TW 	L j w 
where P w is the wetted perimeter. By definition, the wall 
shear stress, T w , can be expressed in terms of the Moody 
friction factor, fM' as 
TW -g-PMVM 
Substitution of equation (27) into equation (26) 
gives 
A 
fM 	p 	2 w m M 
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vm fm = 2q) ' h w m 
(29) 
Multiplication of the RHS of equation (30) by one 
(i.e. DH/DH, where DH is the hydraulic diameter defined to 
be equal four times the cross-sectional area divided by the 
wetted perimeter) results in the following expression: 
384 Ac 2 1 
fM --2-(7 ) ReH  • h w  
From Figure 3, one can write 
Ac = bh, Pw = 2b 
and substituting equation (32) into equation (31) gives the 
following expression for the two-phase Moody friction factor, 
f 	• M'' 
fm = 96/ReH 	 (33) 
where the mixture Reynolds number based on the hydraulic 






Re = m 	" . H m 
Notice that equation (33) is identical to the equation 
used for the case of single-phase flow through wide, hori-
zontal parallel plates when correlating the single-phase 
friction factor with the fluid Reynolds number. Thus, by 
appropriately defining the two-phase mixture kinematic 
viscosity as in equation (16), the two-phase flow problem 
reduces to a "pseudo-homogeneous" flow with constant 
properties. 
3.6 Void Fraction Correlation  
Recalling the definition of 	and j 2 in equations 
(11) and (12), respectively, one can form the ratio, 
j2/j1; i.e. 
2 1. eT 	(1-Ft) 	3 
j2 _ Q2 /Ac 	Q2 _ 	-47 ' 3.1 2 (1-7)11 2 +7p 1 
 
TT 	Q1/Ac Q1 	(1-F) 2 [11-al+ 	ct 	3 
(1-a)p 2 + -Eu l 
(32) 
or, in terms of the "slip", v 2 /v 1 , one obtains 
23 
(34) 
E-t r a-4 	4. 	 ( 1-F4)  
v 	
I L 3 11 
2 
S E 2 j2/a  -  	
(1-E)112+6411 
- 
vl 	j1/ (1-a) 	(1-e7) [ ( 31:5) + 	a--  
1 (1-E)p 2 +E4-11 1 
or, in terms of the "flowing" volumetric concentration, 8, 
one gets the following expression: 
—2 Y 	(1-(7)  
a [.K 	4- 	_ 
-11 2 (1-a)11 2 +a1.1 1 Q2 	j 2 a = 	- . 	. - 	  
Ql +Q2 3 1 +3 2 (1-«) 3 4. a3 + ii(1-E)  
31'1 317i (1-E)11 2 4-(76 1 
(35)  
After algebraically manipulating equations (35), (36), 
and (37), an expression of the following form can be obtained: 
A 0 +A 1 ci+A 2a
-2 +A 3 -CT
3 +A46 E 0 	
(38) 
where the coefficients, A i is, are given in equations (39), 
(40), and (41) corresponding to the previous three different 
ratios, j 2 /j 1 , '17 2 /V1 ; and 8. They are: 
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1-1 	Q2 	„   
A 3 = - { 2 (-) [2 (-
2 
 ) - 11 - 0 
F
2 	2 
1-1 1 	1 1 1 
P 2 A = (-)S 0 	il l 
A
l 
P 2 = {S[4-3(-)P-3) 
11 1 




3 = f1+S[1- (-)]--} 
1121 P12 
A
4 = 0 




= - {3(3[(-) - 2]} 
/121 















It is clearly seen from equations (39), (40), and 
(41) that the void fraction, el, can be computed solely from 
the input volumetric flow rates for each phase and their 
respective properties. The void fraction does not depend on 
a knowledge of the pressure drop. Therefore, the "triangular" 
relationship as claimed by Hewitt [17] does not exists 
CHAPTER IV 
STRATIFIED, LAMINAR FLOW THROUGH HORIZONTAL, 
RECTANGULAR DUCTS 
4.1 General  
The two-phase frictional pressure drop for stratified, 
laminar flow through horizontal, rectangular ducts will be 
analyzed analytically and then tested with the available 
experimental data. The flow model is depicted in Figure 4. 
The exact analytical solution for the velocity distribution 
for each phase and their subsequent volume flow rates have 
been derived by Charles and Lilleleht [5] and Yu [33]. It 
should be noted that the Fourier coefficients A# n  and Binn  in i 
Yu's analysis are incorrectly printed. 
4.2 Velocity for the Center of Mass, vm 
The theoretical volume flow rates for phase 1 and 
phase 2, respectively, have been derived by [5] and are 
presented in Appendix A, equations (35) and (36). They are: 
12 4 co 
Q1 	
8a 	E ( 2i+
1  1 )5 [A'(n){1-ch(nb 1  )}+V(1 n)sh(nb 1  )] 5 i=o 
(1) 















Figure 4. Separated Flow Model for Horizontal, 
Rectangular Ducts 
29 
128a4 00 1 	, 
	
5 	. E (-21.7T) 5  [ 2 (n){h(nb 2 )-1)-+B(n)sh(nb 2 )] Q2 = 
7 	10 
(2) 
-4 3 2 a3b  2 • 
Equations (1) and (2) can be rewritten as 
0, 	f (n) 2 	a 2 	1 - 3k l ab {(13) 2(1-a) 	2  3  E [---5- k )1 	(3) 	t a b n n 1 1 
and 
2 1, 1,3 1- ( a ) 2,— 	 E 	1 	f 2 (n)  Q 2 = - 	 2 3 [ 5 k 
a b n n 2 
where the functions f 1 (n) and f 2 (n) are defined to be 
f 1 (n) E Ai(n){1-ch(nb i )}+Bi(n)sh(nb i ) 	 (5) 
and 
f 2 (n) E _yn)[ch(nb 2 )-1]+B(n)sh(nb 2 ) . 	(6) 
The functions Al(n), A(n), Bi(n), and B2(n) are defined in 
Appendix A, equations (26), (27), (28), and (29), respectively. 





 = 2b(1-3) , b 2 = 2bEt' 	 ( 7 ) 
and dividing the expressions defined in equations (1) and 
(2) by the cross-sectional area, A c , which is equal to 4ab, 




j i E 
Al 
	1 	a = - 3k l b 2  [(E) 2  (1-a) E 	f1  (n)1 	(8) 2 s —5- c ab nn 
and 
Q2 	1 	a 2– 3 	c° j 2 = = - Tk 2 b 2  {(F) 	 1 E –Tf 2 (n)} . 
c ab nn 
(9) 
The defining equation for the velocity for the center 
of mass can be obtained from 
G E pmvm = G 1 +G 2 = p i j i +P 2 j 2 • 	 (10) 
Thus, after substitution of equations (8) and (9) into 
equation (10), one obtains 
p 
m v 
 m = 
F' F' 1 	dn 2 1 
-gc (aV b [ N5 4.7-2] 1 2 
where the functions F'1  and F2 are defined to be 
c° 1 Fi E (t-) 2 (1—F) ; 3 E —3-fl (n) 
ab nn 
and 
a 2— 3 	1 E ( E.) a- 73 E sf2 (n) 	. 
ab nn 
From equations (12) and (13) it is seen that the 
functions Fi and 9 depend on both the void fraction, a, and 
the aspect ratio, a/b. The author chooses to express the 
functions defined in equations (12) and (13) as 
F l = F F 1  
and 
F2 = F F 2 
where the function F (see Appendix A, equation (31)) is 
defined to be 
F E 1 — 192b 	 1 [-7tanh(Eit)] 5 a n=1,3,5... n 







1 p m vm 	3gc 
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b 2 [— +- 
v l v 2 
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( 17 ) 
one can choose to define the mixture kinematic viscosity for 







= 	T)--- 	• m 1 2 
Equation (18) is in a deceivingly compact form, and 
it appears as though no interaction term results similar to 
that obtained in Chapter III for the case of flow through 
horizontal parallel plates. However, this is not the case. 
An expression for the mixture kinematic viscosity, y in , can 
be obtained after some lengthy algebraic manipulations in a 
form similar to the one for parallel plates. The result is 
1_ 	a' 3 	1 1 f l f 2 
- 	 —5[ —v+ —v3) . in 1 2 a b -m n n 	1 2 
As before, the mixture kinematic viscosity can be thought 
of as the sum of two "resistances" acting in parallel plus 
an interaction term. 
4.3 Moody Friction Factor, fm 
Recall from Chapter III, equation (28) that the Moody 
(18) 
(19) 
friction factor is defined as 
E 	
8 	Ap_ A f 2 ( 
 L) (Pc) 
	• p v m m 




	3pmvmvm _ LE 
c z F b 2 	- L 
(21) 
and substituting equation (21) into equation (20) results in 
	
= 
24 1 Ac vm 	 (22) 
b 	-w m 
Similarly, by multiplying the RHS of equation (22) by 
one (i.e. DH/DH) and simplifying, one obtains fm as 
96 Ac 2 1 	1 
fM = —F (15—) (-2-) Re w b H 
where the mixture Reynolds number based on the hydraulic 
diameter, ReH , is 
vmDH ReH E V
m 
Now, from Figure 4, one can write 
(23) 
(24) 
Ac = 4ab, P m 
= 4(a+b) 
and substitution of equation (25) into equation (23) gives 
c a l 








where a/b is the aspect ratio. Equation (26) will be checked 
with experimental data in Section 4.5. 
4.4 Void Fraction Correlation  
Due to the nature of the expressions defined in 
equations (1) and (2), one cannot explicitly solve for the 
void fraction, TX, by forming any of the ratios (j2/j1), 
(72 /Vi), or R. Although the problem is complicated by the 
fact that the volume flow rates for each phase are dependent 
on the system geometry and the void fraction, the infinite 
series in equations (1) and (2) are in no way a deterrent to 
the practical use of these theoretical expressions. These 
series converge very rapidly; hence, only 4-10 terms were 
needed to obtain an answer accurate to within 1/10,000th 
absolute error. All machine computations were done on the 
UNIVAC 1108 at the Rich Computer Center on the Georgia Tech 
campus. 
One simple but effective method which was used by 




The functions F 1  and F 2 are computed as a function of the 
void fraction, a , for a particular aspect ratio, alb, and 
for constant fluid properties. The void fraction is incre-
mented in steps of 0.05 covering the range from zero to one. 
Then, the ratio R , which is the "flowing" volumetric 
concentration defined to be equal to Q 2 /(Q 1 4-Q 2 ), is formed 







Q1 +Q2 F l / Pl +F 2 /11 2 
or rearranging, one gets 
B (a) 
F 2 (a) 
( 11
P1
2)F,(a)+F 2 (a) 
Therefore, for any selected aspect ratio, a/b, and 
constant viscosity ratio, (p 2 /11 1 ), the void fraction, a, can 
be determined from equation (28) by knowing the input 
volume flow rates for each phase and then computing the 
"flowing" volumetric concentration, f3. It does not require 
a knowledge of the pressure drop; therefore, as before, the 
"triangular" relationship claimed by Hewitt does not exist! 
The author has chosen to correlate CT versus a because 




see that its value ranges from zero to infinity (or infinity 
to zero). This is not a physically appealing nor a 
convenient range over which to interpolate any function. 
The increment on the void fraction of 0.05 is small enough 
so that interpolation using equation (28) is good to four 
decimal places. 
4.5 Experimental Verification  
A search through the two-phase literature for complete 
sets of experimental data subject to the earlier assumptions 
of Section 4.1 yielded only the one data set of Hao-Sheng Yu 
[33] with which to test the validity of this analysis. 
Yu performed experiments with a light paraffin oil 
and water in a 25 foot long rectangular duct of a/b = 2.0. 
Measurements were made on the local pressure, interface 
shape, flow rates, and fluid temperatures. With this data, 
the Moody friction factor defined in equation (20) was 
plotted versus the two-phase mixture Reynolds number defined 
in equation (24). The result is shown in Figure 5. The 
solid line in this figure is the theoretical result predicted 
by equation (23); that is, 
-1 
fm L.- 62.19213 ReH 
	 (29) 
where the function F is equal to 0.68605 for an a/b = 2.0. 
As before, notice that equation (29) is identical to 
1 2 	3 7 8 9 10 
theory (fm="62.2Re -1 ) 
o experimental data 
Re x10 -2 
37 
Figure 5. Two-Phase Moody Friction Factor 
versus Mixture Reynolds Number 
for Horizontal, Rectangular Ducts 
of a/b = 2.0 
38 
the single-phase expression for predicting the friction 
factor as a function of the Reynolds number. Thus, by 
appropriately defining the two-phase mixture kinematic 
viscosity in equation (18), the two-phase flow problem 
reduces to a "pseudo-homogeneous" single-phase flow one. 
Figure 6 is a plot of the predicted void fraction, 
versus the "flowing" volumetric concentration, $, defined in 
equation (28) for an a/b = 2.0 by the author's theory 
(solid line) and by the Lockhart-Martinelli correlation 
(dotted line). Notice that the experimental data are in 
excellent agreement with the author's theory. 
Figure 7 is a plot of the two-phase Moody friction 
factor, fm , versus the mixture Reynolds number using the 
author's theoretical value for 3 from Figure 6 to evaluate the 
kinematic mixture viscosity, v m , instead of Yu's experi-
mentally determined value. Notice that the resulting pressure 
drop correlation in Figure 7 is better than the one in 
Figure 6. 














Figure 6. Void Fraction versus "Flowing" 
Volumetric Concentration for 
Horizontal, Rectangular Ducts 
of a/b = 2.0 and (1 2 /p 1 ) = 28.8 
7 8 9 10 
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40 
Figure 7. Two-Phase Moody Friction Factor 
versus Mixture Reynolds Number 
for Horizontal, Rectangular Ducts 
of a/b = 2.0 with a Theoretical 
Value for a 
CHAPTER V 
STRATIFIED, LAMINAR FLOW THROUGH HORIZONTAL, 
CIRCULAR PIPES 
5.1 General  
The two-phase frictional pressure drop for stratified, 
laminar flow through horizontal, circular pipes will be 
analyzed analytically and then tested with the available 
experimental data. The flow model is shown in Figure 8. The 
exact analytical solution for the velocity distribution for 
the two phases and their corresponding volume flow rates has 
been derived by Mamaev et al. [22]. Their analysis is 
presented in Appendix B for reference. 
5.2 Velocity for the Center of Volume, j 
The theoretical volume flow rates for the two phases 
have been derived by [22] and are presented in Appendix B, 
equations (54) and (55). They are 
= - 7R4 (  dp )F 





Figure 8. Separated Flow Model for 
Horizontal, Circular Pipes 
42 
43 
where the functions F 1 and F 2, defined in Appendix B, 
equations (56) and (57), are 
1 
F1 - 	Tr  - 
1  —{01  --6 (3+2sin
2 02 )sin20 2 }-2sin
4 02 x 
co 	 mAl  (m) x I [ctgei sh(m01 )-mch(me..)]7Td sh mR m 
and 
1 	1 F 2 E ;JO 2 --6 (3+2sin
2 0 2 )sin20 2
j+2sin 4 0 2 x 
00 	 mA2 (m) 
x o f [ctge 2 ch(m0 2 )-msh(m0 2 )4FTETJam • 
The functions A 1 (m) and A 2 (m), also defined in Appendix B, 
equations (36) and (37), are 
A (m) - 	 
8 [mch(m0 2 )(u 2 -i 2 )-ctge 2 sh(m0 2 )(1-k 2 ) ) 
 1 	sh(mR) (1-;1 2 )sh[m(R-20 2 )]-(1+1:1 2 )sh(mff) 
and 






Adding equations (1) and (2) and then dividing by the 
cross-sectional area, A c , gives an expression for the 







2 sin202 1 1 
Q 1 +Q 2 
 j = j + j = l 	Ac 	8 3 2 n P1 P2 	 (UT—T:2) 
( 7 ) 
I, I, 
+ 
11 1. u 2 
where the integral terms, I l and 1 2 , are defined to be 
4 mA 1  (m) I 1  = - 2sin 0 2. [ctgoi sh(m01 ) - mch(me..)]-----sh ,d - 	 m 	(8) 
and 
4 mA 2  (m) 
z I 2 E 2sin 0 2. f [ctge2ch(m02)-msh(m0-)] 	 sh(mff) dm • 	( 9 ) 
Rewriting j in terms of the functions F 1 and F 2 , one obtains 
j = 	 1- + 	• 
R (ji) F, F 2 2 dp 
8 	p i, p 2 
(1 0) 
5.3 Relative Velocity, vr 
The average velocity for each phase can be computed as 
2 ciR 	. 2 	. 
	
Q i 	R (dz) [1+
sin 02sin202+ I/ 
ir- = A
l 	8 




) sin 2 02 sin202 1 2 
-ir- 	= = - 
R2 
[1- 	 + 	j 2 - 
Q2 
 A2 8p2 3nT( Ci 
or expressing the average velocities in terms of F 1 and F 2 , 




(dz ) F 1  




 dp  
R 	z ) F 2 	. 
2 8P 2 a 
Thus, the relative velocity, v r , is obtained by 








v =v 	--, r 	2 - v l 8 
1 sin 20 2 sin20 2 	 1 
	( 
1 + 	) + 
37 (1-a)p 1 ap 2 
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1 2 	I l  
 _ 
ap 2 	(1-T)11 / 
46 
or using the definitions in equations (13) and (14), one gets 
= r 
R2r4P) 	Fi `dz' r 
8 L— 	(1-TO Pi a l-1 2 
5.4 Velocity for the Center of Mass, vm 
As in Chapter III, the defining equation for the 
velocity for the center of mass, vm , is 
P -P 
= .-a(1-a)(  1 	2  vm - j 	 )v Pm r 
Substitution of equations (7) and (15) into equation (17) 
results in 
D2  	 2 r4P, _ _ sin0 2 sin202 1 1 vm = - 	 
" 1.11-1-a,a 





'm 1 2 
I 12 
(--+--)] 





2 stp. R ( d  ) 1 FF21 z 	) [ 7:7_ vm 	- 	8 Pm '1 2 
(19) 
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after substituting equations (10) and (16) into equation (17). 
It is readily seen from equations (18) and (19) that 
the expression inside the brackets has the units of a kine-
matic viscosity. Therefore, one can define the two-phase 
mixture kinematic viscosity, vm , as 
. 	2 . 
1 	.-c-42111 02 	sin2e2 1 1 	I 1 I 2 -  	 ( vm 	vl v2 37T v l v 2 v l v 2 








As with the other two stratified flow cases, the 
kinematic mixture viscosity can be thought of as the sum of 
two "resistances" acting in parallel plus an interaction 
term, I, where this interaction term for horizontal, circular 
pipes becomes 
. sin2 0 2 	sin20 2( 1 1)4. I 1 I 2 I 
	




J `-1.) 1 + v 2 ' 	• 37 
(22) 
5.5 Moody Friction Factor, fm 





8 	410 c 
2 ( L )(P fM pmvm 
or (expressing it in terms of the hydraulic diameter) as 
f - 	2  (A)D M 	p 2 L H 
m m 
Rewriting equation (19) as 
dp  = 8Pmvmvm - AP 
dz 	R2 	L 
and substituting equation (24) into equation (23) yields the 






But, the hydraulic diameter for a circular pipe is 
identical to the pipe diameter; thus, equation (26) becomes 
64v 





16vmH - 16vmH (26) 
(27) 
49 
This resulting equation is seen to be identical to the 
equation used in single-phase flow. Therefore, by appro- 
priately defining the two-phase mixture kinematic viscosity, 
vm , once again, the two-phase flow problem reduces to a 
"pseudo-homogeneous" single-phase problem. The validity of 
this analysis and equation (27) is checked with experimental 
data in Section 5.7. 
5.6 Void Fraction Correlation  
The procedure for predicting the void fraction, a, 
in stratified flow through horizontal, circular pipes is the 
same that was used in Chapter IV. It is not repeated here. 
This method for predicting the void fraction is tested with 
experimental data in Section 5.7. 
5.7 Experimental Verification  
The only available set of experimental data subject 
to the author's previous assumptions is that of Russell, 
Hodson, and Govier [28]. Russell et al. performed experi-
ments with a fairly viscous oil and water in a 0.806 inch 
I.D. horizontal, circular pipe. The Moody friction factor 
was plotted versus the two-phase mixture Reynolds number. 
The result is shown in Figure 9. The solid line in this 
figure is the theoretical result predicted by equation (27). 
The limited experimental data are in fair agreement with the 
author's theory. 
Figure 10 is a plot of the predicted void fraction 
.04 
1 
• ' " ' 	Re x10 2 2 	3 	4 	5 6 7 8 9 10 
theory (fm=64Re -1 ) 
0 	0 
0 


















Figure 9. Two-Phase Moody Friction Factor 
versus Mixture Reynolds Number 















o experimental data 
a 
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Figure 10. Void Fraction versus "Flowing" 
Volumetric Concentration for 
Horizontal, Circular Pipes with 
(p
2
/p 1 ) = 20.1 
5 1 
52 
versus the "flowing" volumetric concentration by the author's 
theory (solid line) and by the Lockhart-Martinelli corre-
lation (dotted line). Notice again that the experimental 
are in better agreement with the author's correlation. Using 
the author's correlation for a in the expression for the 
mixture kinematic viscosity defined in equation (21), a 
plot of f versus the Re was obtained. The result is shown 
in Figure 11. 
Figure 12 shows the effect of this interaction term, 
I, in the expression for v m . Notice the significant differ-
ences between the curves for the second and third definitions 
in this figure. In the worst case, they can differ by as 
much as a factor of 5! 
Figure 13 is a plot of the average void fraction, 
versus 13 for various viscosity ratios (11 2 /11 1 ) ranging from 
0.001 to 1000. This plot clearly shows that a: can be 
determined solely from a knowledge of input system quantities 
and fluid properties. 
Figure 14 is a plot of the functions used in computing 
vm , F l (a) and F 2 (a) versus the void fraction for selected 
constant viscosity ratios, p 2 . These functions are defined 
in equations (3) and (4) of Section 5.2. The experimental 
data used correspond to a ;1 2 	20.1. 
theory (fm=64Re -1 ) 
.2 
A experimental data 
.04 
• 111 	Re x10 -2 

















Figure 11. Two-Phase Moody Friction Factor 
versus Mixture Reynolds Number 
for Horizontal, Circular Pipes 
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Figure 12. Non-Dimensional Kinematic Mixture 
Viscosity versus Void Fraction 
for Horizontal, Circular Pipes with 
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Figure 13. Average Void Fraction versus 
"Flowing" Volumetric Concentration 
for Horizontal, Circular Pipes 
for Various Viscosity Ratios, 
(p
2
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Figure 14. Functions F and 	versus the Void 
Fraction . fof Selected Constant Viscosity 
Ratios, 0 2 
CHAPTER VI 
CONCLUSIONS 
The following conclusions are made by the author as 
a result of the previous analyses: 
(1) The diffusion or drift flow model is the proper 
model to use for predicting the two-phase, 
frictional pressure drop for the horizontal, 
stratified flow of two Newtonian fluids with a 
flat interface. 
(2) As a direct consequence from using the drift 
model, the velocity for the two-phase mixture 
must he defined in terms of the baricenter 
instead of the center of volume; this results in 
the proper definition for the mixture kinematic 
viscosity. 
(3) The mixture kinematic viscosity, vm , can be 
thought of as the sum of two "resistances" 
acting in parallel plus an interaction term 
which can be neglected under special conditions. 
(4) The mixture kinematic viscosity together with the 
baricenter velocity and the hydraulic diameter 




(5) Using this Reynolds number as a similarity 
parameter, the frictional pressure drop for 
separated, two-phase flow can be correlated in 
terms of the standard Moody friction factor. 
(6) Thus, the results of this analysis show that the 
correlation for frictional pressure drop in 
single- and two-phase flow are identical if the 
two-phase Reynolds number, defined in this 
analysis, is used as the similarity parameter. 
(7) In addition to the frictional pressure drop 
correlation, the analysis developed in this 
thesis yields an expression for the void fraction 
in terms of known input parameters, that is, 
flow rates, duct geometry, and fluid properties. 
(8) And finally, as a result of the author's analysis, 
it can be concluded that the "triangular" 
relationship claimed by Hewitt [17] does not hold 
since both the frictional pressure drop and the 
void fraction can be computed simultaneously  
given the input parameters (i.e., flow rates, 
duct geometry, and fluid properties of the 




SEPARATED FLOW IN A RECTANGULAR CONDUIT [5] 
Charles and Lilleleht [5] have derived expressions 
for both the velocity distribution and the volumetric flow 
rates for the co-current laminar, stratified flow of two 
immiscible, Newtonian fluids in horizontal, rectangular 
conduits. Their analysis is presented in this Appendix. 
The flow model is depicted in Figure 4. The flow is 
assumed to he fully developed and the interface between the 
fluid layers is assumed to be smooth and horizontal. The 
conduit is represented by ABCD and the interface by EF. 
Fluid 2 flows above fluid 1, the depth being b / and b 2 , 
respectively. The width of the duct is 2a. The (x,y,z) 
coordinate system has the origin at 0 with the x-axis 
coincident with the interface and the flow in the z-direction. 
The basic differential equation governing the flow of 
both phases is 
3 2 v 	@ 2 V
g 
= Cil)ay 2 	1.0.3zi ox 
(1) 
which may be written for each phase as 
60 
61 
3 2 v. 	2v. 	g 	B 
2 3 
 + 3y2 
- c(
3 
 P), j=1,2 
z 3x 	 113 
where v is the local velocity which is a function of both x 
and y. The boundary conditions, which are similar to those 
used in the previous studies [6,8] of stratified flow in a 
circular pipe, are: 
v 1 =0 when x=ta, -b 1 fy<0 
v 1 =0 when -afx<a, y=-13 1 
 v2 =0 when x=!a, 0<y<h 2 
 v2 =0 when -a<x<a, y=b 2
v1 =V 2 	 when -a<x<a — —
av 	3v 








P2 m = — 
u 1  















= V. 	_1 (x 2 -a 2 ) 
J 2' 
then substitution for v. into the differential equation (2) 
gives 
D 2V. 	D 2V. 
J J = f) 
Dx 2 Dy 2  
The boundary conditions defined in equations (3) through (8) 
now become 
V 1 =0 when x=+a, -b l <y<0 
k1 2 V1 =--7(x -a 2  ) when -a<x<a, y=-b 1 
V 2 =0 when x=+a, 0<y<b 2 
 V2  =--2 (x
2 -a 2 ) when -a<x<a, y=b 2 
1 V 2 -V 1 = 
2 (k 1 )(x
2 -a 2 ) -a<x<a 
(12) 
DV 1 m
ay By —Dy 
0 y=0 	 (18) 
Boundary conditions (13) and (15) give Vj = 0 when 
x = +a and are satisfied by terms of the form 
Y. cos [ (2i+1)ff/ 
3 	 2a 	' 
where Y. is a function of y only and i is an integer. Let 
_ (2i+1)Tr  n = 2a 
and substitute 
V. = Y. cos(nx) 
3 
into equation (12); thus one gets 
2 Y. 
---/ - n 2Y. = 0 
ay 2 
from which it follows that 
Y.=A.
J 
 (n)sh(ny)-1-B.(n)ch(ny) 	 (23) 
in which A.(n) and B.(n) are functions of n and, therefore, 
of i but not of x and y. The solution may therefore be 
written in the form 
CO 
V. = E 	[A.(n)sh(ny)+B.(n)ch(ny)lcos(nx) 	(24) 






A2(n) -  ch(nbi)sh(nb 2 )+msh(nych(nb 2 ) 
k 2ch(ny-k ich(nb 2 )+(k 1 -k 2 )ch(nych(nb 2 ) 
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which may be considered as a cosine Fourier series, the two 
coefficients being functions of y. Two of the six boundary 
conditions have been used. Four remain, therefore, for the 
evaluation of .A. (n) and B.(n), j = 1,2. 
Hence, by using the boundary conditions defined in 
equations (14), (16), (17) and (18) in conjunction with 
equation (24), the velocity distribution is obtained as 
(-1) i 16a2 co v. = 	3 	. E 	3 [A!(n)sh(ny)+B1(n)ch(ny)]cos(nx) + 
	
7 1=o (2i+1) 	3 
k. 
_1 (x2-a2) 2' 
where the coefficients A(n) and B!(n) for j = 1,2 become 




k i sh(nb 2 )+mk 2 sh(ny+m(ki -k 2 )sh(nych(nb 2 ) 
B1(n) - 	   ch(nb1)sh(nb2)+msh(nych(nb2) 	(28) 
and 
Bt (n) = mk2sh(ny+kish(nb2)-(kl-k2)sh(nb2)ch(nbi) 
2 	 ch(nbi)sh(nb2)+msh(nych(nb2) 	(29) 
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A limiting case is of interest: if m = 1 and, 
therefore, k l = k 2 , then the fluids 1 and 2 are identical as 
far as the problem is concerned. If, in addition, b 1 = b 2 = 
b, then the x-axis lies equidistant between the top and bottom 
of the conduit. With these substitutions, equation (25) 
reduces to the expression derived by Cornish (8) for the 





v = - 	e0) 	E 	32 	nffa  ncos(nN) - 
73p n 	ch( 2b ) 
2 2 
- 2 c (----3z )(b - Y ) 
and for the volumetric flux, Q, as 
3 4 abgc 4 	192b  = 
3 	p ( Dz )0 -  	
E 	[ 1 c tanh( 11 )1} 
7-1
5  a n=1,3...n -' 
Q 
4 a 3b gc 3 
3 	(121Z )F. • 
Cornish considered a conduit of width 2a and depth 2b and he 
located the origin of his coordinates at the axis of the 
conduit, with the x-axis horizontal, the y-axis vertical, 
and the flow in the z-direction. 






by evaluating the integrals 
	
o 	+a 
Q, - I I v i dxdy 
-1) 1 -a 
and 
b 2 +a 
Q 2 E I 	I 	v 2 dxdy 0 -a 
Substitution for v
1 
and v 2 from equation (25) into equations 
(33) and (34), respectively, gives 
Q 1 	5 





1 (n)(1-ch(nb 1 1V1  ))+(n)sh(nb 1 )] - . 
7 	1=0 
- 2 1 a b 1 
3 	 (35) 
and 









1 +15 . 	) [A'(n)(ch(nb 2 )-1)+B(n)sh(nb 2 )] - ' =
2 
- 4 a
3b 3 2 	2 (36) 






Expressions have been derived in open form for the 
velocity distribution and the volumetric flow rates for the 
stratified, laminar flow of two immiscible fluids in a 
closed rectangular conduit. It is seen from the analysis 
that the velocity distribution and flow rates can, there- 
fore, be calculated from a knowledge of the physical dimen-
sions of the conduit, the fluid properties, the pressure 
gradient, and the position of the interface. 
APPENDIX B 
SEPARATED FLOW IN THE LAMINAR REGIME 
THROUGH A HORIZONTAL, CIRCULAR PIPE* [22] 
The system for the separated flow of two immiscible 
fluids with a flat interface is shown in Figure 8. Fluid 1 
forms the upper layer and has a density less than that of 
fluid 2. The flow is also assumed to be isothermal, fully 
developed, with incompressible, Newtonian fluids of constant 
viscosities flowing in a constant cross-sectional pipe. 
The basic differential equation governing this type of flow 
has the same form in both phases; thus, for phase 1 and phase 
2, respectively, in rectangular Cartesian coordinates, it 
becomes 
a 2v 1 	a
2vl _ 2k 1 
axay 	P1 
and 
a 2 v 2 	a
2v 2 	2k2  
aX ay 
It was discovered while examining the original work 
that many typographical errors were present in the equations. 
The author, together with his advisor, Dr. Novak Zuber, trans-
lated and verified their analysis, and corrected the 
expressions containing the errors. Their analysis with 





The quantities k l and k 2 are defined as 
k 1  = 1 ( 313 
-gp i cosy) - 2 Dx 
and 
k2 	2 E 1 ( -gp 2  cosy) Dx 
where the angle y is the pipe inclination angle as measured 
from the vertical axis. Hence, for horizontal flow, 
(y = 2), the effects due to gravity forces on the flow are 
zero. 
Since the rectangular coordinate system is not a very 
convenient system to use with this type of flow system 
geometry, equations (1) and (2) are transformed to the bi- 
polar coordinate system, (E,0). Referring to Figure 8, 
the bi-polar coordinate 6 is defined to be 6 = ln(r i /r 2 ), 
and thus, (x,y) can be expressed in terms of (6,0) as 
a sh(e) 	_  a sine  
x - ch(c)+cose' y 	ch(E)+cos0 ( 5 ) 








( 3 ) 
(4) 
(k)i)0.1 )_()(2.1L) 
Dv 	36 DO 	DO a6  s 
equations (1) and (2) can be expressed in terms of (6,0) as 
D 2 v 1 4. D
2 v 1 	2k 1 a
2 
ac t 	DO2 p i [ch(6)+cos0] 2 
and 
D 2 v 2 4. D2v 2 _ 	2k2 a
2 
D6 2 	DO2 2 [ch(6)+cose]
2 
The solutions to equations (8) and (9) yield the 
local velocity distribution for each phase, respectively. 
Thus, one obtains 
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( 7 ) 
(8) 
(9)  















where the terms 	 and p 1Ich(E)+cos01 1.1 2 [ch(c)+cos0] 
are the particular solutions to equations (8) and (9), 
respectively, and the functions E l (E,O) and 2 (E,O) are 





l  = 0 	 (12) 
3E 2 DO 2 
and 
	
a 2 2 	3
2
2  
3E 2 30 2 
E o . 	 (13) 
The functions 	and 2 can be expressed in terms of 
Fourier Integrals as 
00 
E 1 (c,0) = o f fA 1 (m)sh[m(0-0 1 )]+8 1 (m)sh(m0)}cos(mOdm 	(14) 
and 
00 
E 2 (6 1 0) = O f {A 2 (m)sh[m(0-0 2 )]+8 2 (m)sh(m0)}cos(mOdm 	(15) 
where Al' B 1,  A2, and B 2 are functions of m and are evaluated 
from the following four boundary conditions: 
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(i) on the boundary wetted by phase 1, the velocity 
of phase 1 must be zero; v i (e,0) = 0; 
(ii) on the boundary (0 = 0 = constant) wetted by 
phase 2, the velocity of phase 2 must be zero; 
v 2 (e , 0) = 0; 
(iii) on the interface (0 = 0), there must be 
equality of velocities; thus, v i (e,0) = v 2 (e,0); 
(iv) on the interface, there must also be equality 
of shear stress; thus, 	3v1 Dv
2) 
11 1 ( 3y ) 0=0 = 11 2'.
(
Dy '0=0 
Applying the first two boundary conditions to equations 
(10) and (11) and (14) and (15), one can obtain 
00 
B (m)sh(m0 )cos(me)dm = - 0 	1 	1 	 ch(e)+cos0 1 
and 
2cos0 2 
0 1* B 2 (m)sh(m0 2 )cos(me)dm - ch(e)+coso 2 
where the right hand side (RHS) of equations (16) and (17), 
respectively, can be expressed as 
2cos0 1 (16) 
(17) 
2cos0 1  - 
- ch(e)+cos0 1 
4ctgo l f 
sh(m0 1 )cos(me)dm 
sh(m7r) (18) 
and 
2cos0 2  
ch(c)+cos0 2 
sh(m0 2 )cos(me)dm 
4ctg0 f 	  2. 	sh(m7) • (19) 
7 3 
Substituting equations (18) and (19) into equations (16) and 
(17), respectively, one obtains 
sh(mycos(me)dm 
B 1 (m)sfi(m0 1 )cos(me)dm = - 4ctg0 1. 1  	(20) sh(m'rr) 
and 
o f B 2 (m)sh(m0 2 )cos(mc)dm = - 4ctg0 20 .1 
sh(m0 2 )cos(mE)dm 
(21) sh(mr) 
and from equations (20) and (21), the functions B 1 (m) and 
B 2 (m) are determined to be 
4ctg0 1 
B 1 (m)= 	sh(m7T) 
and 
4ctg0 2 
B 2 (m) = 	sh(mrr) 
From the third boundary condition requiring equality 
of velocities on the interface, one can obtain 
CO 
ti 1
[ l+ch(E) 	.  
1 	2 - I A1  (m)sh(m0 1 )cos(me)dm] = 
k 	2  
p22[ 1-1-ch(E) 	. 






Rewriting the first term inside the brackets on the LHS of 
equation (24) as 
2- 4 I m cos(me) dm  l+ch(e) 	0 	sh(m7) 
(25) 
and substituting the RHS of equation (25) back into equation 
(24), one can obtain the following: 
i k 	 4m  
--{ I cos 
(mc)L r sh(m7r) 	
A1 (m)sh(m01 )]dm = 
1 0 
k 
2{ r 	 4m  cos e (m )rsh(mff) 	A2 (m)sh(m0 2 )]dm . 1.1 2 o
J 
 
Thus, from equation (26), the following relationship between 
A1 (m) and A 2 (m) becomes 
l 	4m 
 
4m Am)  (sh(Me )1 - - p 1 ish(w) - 1' 	1 	p
k2r
2 sh(mff) 	A2 (m)sh(m02)] • 	(27) 
To explicitly solve for A 1 (m) and A 2 (m), one must apply the 
remaining boundary condition requiring equality of shear 
stress on the interface; thus, transforming this boundary 
condition from rectangular Cartesian coordinates to the 
bi-polar coordinates results in 
(26) 
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Dv 	 Dv , 1, 2 
	
11155.) 0=0 = 	
, 	
,= ° (28) 
where from equation (5) it is seen that 
0, (a) 0=0 = 1 . 	 (29) 
Performing the partial differentiation indicated in 
equation (28) on equations (10) and (11) and evaluating 
at the interface, one finds that 
Dv 1 	a
2k 
u i ( —7 ) 0=0 = 	
1 	1 
( 2 DO )  0=0 
and 
Dv
21 	a2k2( DE 21 
11 2'
( 
 ao/o=o 	2 	90) 0=0 • 
Now, substituting equations (30) and (31) into equation (28) 
yields 
k 1 (  96)0=0 - k 2 ( —T5) 0 . 0  
a l 	 a 2 	 (32) 
Similarly, performing the partial differentiation 
indicated in equation (32) on the functions C i and 2 




evaluating at the interface, one can obtain 
ail 	
0 




(T5) 0=0 	o f [A 2 (m)ch(m0 2 )+B 2 (m)]mcos(me)dm . 	(34) 
Substituting for the integrals involving B 1 (m) and B 2 (m) 
from equations (20) and (21), respectively, into equations 
(33) and (34), and then substituting this result into 
equation (32), one gets 
4ctge 1 	 4ctg0 2 
k1 [A 1 (m)ch(m0 ) 	
= k2[A2(m)ch(m02) 
1 sn(m7 ) sh(m7) ) • 	(35) 
By solving equations (27) and (35) simultaneously, 
the following expressions for the coefficients A 1 (m) and 
A 2 (m) are obtained: 
8 	 mch(m02)612-k2)-ctgO2sh(m02)(1-k2) A1 (m) - 	[ 	(36) sh(m7r) (1-p 2 )sh[m(ff-20 2 )]-(1+11 2 )sh(mff) 
and 
8 	mch(m01)(ici-;11)-ctg02sh(m01)(ki-1) A2 (m) = sh(mw) [ • 	 • 	
(37) 
(p1-1)sh[m(71-202)]-(1+pi)sh(mn) 
where, for convenience, one can define 
• _ 	1 	• 	_ 	2 
P 1 = p 2 ' P 2 = p 1 
and 
k 1 	k2 k = 	k = 1 = R- ' 2 = k 1 
• 
Notice for horizontal flow that k 1 = k 2 = 1.0. 
Substituting for A 1 (m), A 2 (m), B i (m), and B 2 (m) from 
equations (36), (37), (20), and (21), respectively, the 








]dm }  
[(1-P 2 )sh[m(7-20 2 )]-(1+11 2 )sh(m7)]sh(m) 
and 
a 2 k 2 	sin(0 2 -8) v 2 (c,0) = - p 2 









Equations (40) and (41) are valid for all 10I<R. 
From the local velocity distributions defined in 
equations (40) and (41), one can derive the volumetric 
fluxes for each phase by integrating over an elementary 
area. The elementary area in bi-polar coordinates is defined 
as 
dAc E (dk) e (dk) c 	 (42) 
where (dk) 0  and (dk) can be written in terms of (x,y) and 
(c,a) as 
(doe = [ 02 02 3 1/2 de 
and 
ax 2 	,3y2-1 1/2de 
(GIJO C = [(70 (3 0 ) J 
Thus, substituting for the elementary, dA c , from 
equation (42) and performing the indicated differentiation 
in equations (43) and (44), one obtains Q 1 and Q 2 as 
v1 (0 ' c)de 




a 2 fde (45) 
a 4 k 1 
P 1 	 [ch(E)+cose] 2 
1 { 
dE I cos0d0 I 
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0 2 	0. v2 (0,0de Q 2 = a 2 o f dO I 	 (46) 
-0. [ch(E)+cos0] 2 
After substituting for the local velocity distributions 
defined in equations (40) and (41), one obtains the following 
expressions: 
co 
- ct gO lo f sin0d0 	/ 	dE  
[ch(E)+cos0] 3 
1 
+ -f f Al (m)dm I sh[m(0-0 1 )NO I 
c'' cos(mE)(1E  
0 	 [ch(E)+cos0]2 
0 2 a 4 k 2 { I 	cos0d0 I 	dE 
112 ° [ch(E)+cos0] 2 
0 2 	 00 
- ctgO 2o f sin0d0 I 	  
-0. [ch(E)+cos0] 3 
1 	 cos(mO 
+ -2- f A2 (m)dm o f
co 








Now, integrating equations (47) and (48) with respect 




de ctg°1.f [0(3-2sin 2 0)-3sinecos0]---— + 
sin 0 
A1  (m) 	
o1 sh[m(0-0 1 )] 
1.1
0 	sh(m7)
dm. f 	 [mch(m0)sine-sh(m0)cosejd0l . 3 sin 0 
and 
4 a k2 	 EaLLdo 
0  
{ f [0(3-2sin 2 0)-3sinOcos0] 
ctg0 2 I [0(3-2sin 2 0-3sinecos0] 





A2 (m)dm 0 2 sh[m(0-0 2
)]  [mch(m0)sine-sh(m0)cosON01 +
0
f... sh(m.7). f sin 3  0 
Integrating these equations with respect to the variable 0 
yields the following expressions for the volumetric fluxes, 
Q l and Q 2 , respectively, as 
Q - 	
0I 	2 	 cos0 { 	 ----f [0(3-2sin 0)-3sinOcose]—do - o 




Q2 = 	112 . sin 5 0 
Ql 
0 (1-3ctg 2 e l ) 
2 
	  + ctg0 1 (1+3ctg 200] - 
sin 0 1 
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ctg01 	 1 
2 	(1-0 1  ctg01 	3 ) + —ctg0 I  + sin 0 1 
Al (m) 
20 1 sh(mn) 
	[msh(m01)ctg01-m2 ch(m01)]dml 
and 
a4k 2 1 0 2 (1-3ctg
2 02) 	 2 
Q2 = p2 
{ 4 [ 	2 	+ ctg0 2 (1+3ctg 0 2 )] - sin  0 2 
ctg0 2 1 - T-2---(1-0 2 ctg0 2 ) + 3ctg0 2 + 
sin 0 2 
n 	A2 (m) 
20 1 sh(mn) 
	[nish(m0 2 )ctg0 2 -m 2 ch(m0 2 )]dml . 
From Figure 8, one can write 
a = Rsin0 2 
and substituting for k 1 and k 2 from equations (3) and (4) 
into equations (51) and (52), respectively, one can express 




4 71I f dp - gp cosy}F 8p 	'd 	 1 1 
and 
7R f 4 aTc 
 - Q2 = 	811 
2a 	
gp2cosy}F2 
where the functions F 1  and F 2 are expressed as follows: 
1 	1 F 1 
 E - 7 [0
1 --6-{3+2sin
2 0 2 }sin20,]-2sin










F2 	IT 1[02 T -
1 3+2sin 2 0 2 }sin20 2 +2sin
4 0 2 x 
00 	 mA2  (m) - x f [ctg0 2 sh(m0 2 )-mch(m0 2 )1-s-ETITITT m . 
From the system geometry, the ratio of the area 
occupied by phase 1 to the total area of the pipe and the 
ratio of the area occupied by phase 2 to the total area of 
the pipe can be written as 
(56) 
(57) 
11 E (1 --CT) = - -27420 1 -sin20 
and 
A _ 	1 A2 = a = .17 [20 2 -sin20 2 ] 
Consider the following special cases: 
(1) When a = 0, 0 1 = - 7, 0 2 = 0; then 
F 1  = 1.0, F 2 = 0 	
(60) 
(ii) When a = 1, 0 1 = 0, 0 2 = 7; then 
F 1 	0, F 2 = 1.0 	
(61) 
(iii) When a = 0.5, 0 1 = 0 2 = - 7/2; then 
(F 1 )_ 
a=.5 
m 3ch 2 ( 1-112)dm 






1 	32(k 2 -1:1,) 	co m
3  ch 2  (-2--)dm 
= -2-[1 -   	 ] . 	(63) 





Evaluating the integral terms in equations (62) and 
(63), one obtains 




(F 2 )_ 
a=.5 
1 	(k 2 	) 	16- 2 
= 241 - 	 ( 27 )] 
k 2 (14 .1 2 ) 
(65) 
Therefore, when the flow is horizontal (k 1 = k 2 = 1.0), one 
gets the following result which is valid for all viscosity 
• 
ratios, p • 
2 . 
(F I ) 	+ (F,) 	= 1 	 (66) 
a..s 4 z-t..s 
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cp 	specific heat at constant pressure 
inside pipe diameter 
G mass flux (Rim V1m) 
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I.E. 	interfacial energy term due to surface tension 
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	volumetric flux of the mixture weighed by the total cross 
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SUMMARY 
The problem of wave propagation and choking has been examined 
analytically for gas-liquid flows. A drift-flux (mixture) model is 
employed and the solution is provided by the method of characteristics. 
The main thrust of the research is to produce a model which can 
predict the critical flux in two-component gas-liquid flows in conduits. 
The characteristics of the set of equations are examined and compared 
with speed of sound data and conclusions are drawn between the conditions 
at the critical point and the speed of pressure pulses in the system. 
While the main emphasis of the research is on two-component flows some 




The purpose of this research is to produce a unified approach to 
wave propagation and choking in two-phase (gas-liquid) flow using a diffu-
sional or drift model. The solution of the equations is by the method of 
characteristics with the main emphasis on two-component mixtures. 
1. Significance of the Problem  
Transient phenomena are often observed both in nature and in en-
gineering systems. In many cases a knowledge of how rapidly pulses travel 
through the system is a prerequisite to being able to describe the transient 
behavior of the system. Thus in fluid flows a knowledge of the propagation 
of pressure pulses in the fluid is often required. 
Additionally, in some flow systems, it is observed that lowering 
the downstream back pressure does not increase the flow rate through the 
systems. This is referred to as choking and is very important for the de-
sign of nuclear reactor safety systems, refrigeration devices, chemical 
process units, pipe lines, etc. 
The relationship between longitudinal pressure pulge propagation 
and choking is well understood in single phase flow [1] since choking occurs 
when some point in the flow is at the sonic speed and pressure pulses are 
unable to propagate further upstream. The situation is not so clearly de-
fined in two-phase flow. 
Unfortunately, most analyses of choking in two-phase flow have 
1 
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attempted to draw no parallels with wave propagation. This is due both to 
the incompleteness and incorrectness of the governing differential equations 
used to describe the phenomenon as well as the inadequacy of the mathemat-
ical method of attack. 
It is therefore very important that a consistent and complete model 
be constructed which can describe both wave propagation and choking in two-
phase flow. This is important not only to provide the predictive power so 
necessary for flow system analysis, but also to establish correctly the 
connection between wave propagation and choking. This investigation con-
cerns itself with the development of such a model. 




The present investigation has the following thesis objectives: 
1. 	To apply a consistent one-dimensional mixture model for two- 
phase choking flows and wave propagation with an emphasis on two-component 
mixtures. 
r- 
2. To compare solutions provided by the model in order to estab- 	 t.) 
lish connections between choking and wave propagation in two-phase flows. 
3. To compare the results predicted by the model to available data. 
3 
CHAPTER II 
STATE OF THE ART 
In single phase flow a direct connection can be made between the 
classical one-dimensional analyses for wave propagation and steady-state 
choking (i.e., the choking point occurs when the mean mass velocity. equals 
the velocity of propagation of pressure pulses). In multiphase flow the 
investigators of choking flows have often not attempted to connect the two 
phenomena, which is a consequence of the various methods of attack adopted 
	 c) 
by the investigators. The literature on each subject will therefore be 
	 0 
C) 
reviewed separately, drawing parallels where possible. 
1. Categories of Models 	
C) 
Field Equations  
r 
In order to describe a two-phase flow system by a one-dimensional 
analysis, three broad approaches may be used. The first is to describe the 	rr 
system as a homogeneous single phase analogue with one overall continuity 
equation, one momentum equation, and one energy or entropy equation. 
The second approach is to write a two-fluid model using separate 
continuity, momentum, and energy equations for each phase [2]. The jump 
conditions at the interface are also required to define the system properly. 
It must be noted that some authors use a hybrid model combining, for ex-
ample, one continuity equation, two momentum equations, and one energy 














of the variety of equation groupings used by investigators is found in [4]. 
The third approach is to use the drift-flux model in which one over-
all continuity equation, one overall momentum equation, one overall energy 
equation, and an additional continuity equation for one of the phases, all 
of which are written with respect to the center of mass of the mixture are 
employed. This is the approach outlined in this thesis. 
Once the field equations have been established, thermodynamic, 
thermal, interphase transfers, and mechanical constitutive equations are 
needed to effect closure or, at least, assumptions about those equations. 
As in the case of field equations, a large variety of different sets of 
constitutive equations have been used by investigators. One comment should 
be made; many authors refer to their assumptions of flow evolution as in 




 were evaluated 
by  
along the saturation line. In fact, a two-phase flow system can only be 
in thermodynamic equilibrium if not only the pressure and temperature are 
equal, but if the kinetic and potential energies and surface forces are 
equal across the interface [5]. This essentially never occurs in practice. 
2. Methods of Solution for the Choking Problem 
There are four general strategies that have been used in an attempt 
to solve the choking problem. These are the experimental correlation, di-
rect assumptions about the choking condition, the wave front model, and the 
determinant method. Each will be covered separately. 
Empirical Correlations  
This is the oldest method and, of course, does not require the 
establishment of the proper field equations. Burnell [6] developed an 
5 
equation for predicting the critical discharge through square-edge orifices: 
GCitinc41- 	 2 ,C" (PUPSTREAM — (-1 —Cd "SAT) 
where C
1 
 is an empirical constant. Zaloudek [7] examined choking flow in 
short pipes and found a correlation in the form: 
Gc.12MCA1-= 	
cpupgroe(„44 — PsAr) 
C
2 
was a correlation constant. 
A number of other correlations exist [8,9], but all suffer from the 
defect inherent in a model which does not utilize proper field equations; 
that is, a question of the utility of the correlations for other fluids 
and flow conditions. 
Direct Assumptions About Choking  
This is a large category embracing quite a varied group of litera-
ture. The formulations begin with a highly simplified set of field equa-
tions which are often incomplete or incorrect and assumptions about the 
conditions at the choking point are then made which allow a solution to 
be found. The difficulty with these approaches is incompleteness and ar-
bitrariness. Full sets of equations are not easily handled by these methods, 
which often impose arbitrary choking conditions. This raises serious 
questions about the applicability of the results. 
The simplest model is the homogeneous equilibrium model (no slip, 






The derivatives of P with respect to v are then evaluated along the 
saturation curve for single component media or isentropically or isotherm-
ally for two-component flows. Unfortunately, while the procedure is simple 
it is inaccurate, always underestimating the observed critical mass flux. 
It has been used as a reference for correlations [9]. Reference [10] in-
cludes a section on making the necessary calculations. 
Many authors have arrived at a similar form for the choking mass 
flux, i.e.: 
4;) P G 2 
CRITIC/IL 	 Zr/ 
The differences in the models of this form involve the definition of v and 
the assumptions used in evaluating the partial derivatives. Seldom do the 
authors try to connect their (a) with the speed of sound (squared) because 
of the lack of a formal consistent approach. 
Isbin3 et al. [9] used a relation 












and the Lockhart-Martinelli correlation for the void fraction to evaluate 
the choking conditions. Massena [11] employed the modified Armand correla-
tion for void fraction. Both assumed thermodynamic equilibrium. It must 
be noted that v is not the proper mixture specific volume [2]. 
Faletti and Moulton [12] used a homogeneous approach and supplied 
a direct functional correlation based on steam table correlations. An in-
teresting part of their experimental work was the use of a surface active 
agent (detergent) to reduce the surface tension. They noted no significant 
change in the value of the choking mass flux, although the static pressure 
at the choking point changed. 
Moody [13] wrote energy and continuity equations and claimed at the 	'‘) 
aG choking point that (—)
p 
 and (—aG )S  = 0. This assumed among other things bS  
that the slip ratio S and the pressure are independent which they are not. 
Moody arrived at an expression for the slip ratio which is identical to 	 -i kr 	 in v Zivi's [14], i.e., S = 3 -1 . He was then able to solve the equations using 	C) vi,  
the upstream stagnation conditions for the critical mass flux. In a later r- 
paper Moody [15] used momentum and energy equations as well as a friction 	 D  
factor to extend this idea. Moody's most recent work is discussed under 	 ', > 0
;..< 
the wave front model. Unfortunately in no instance does the author present 
a complete set of mixture field equations as a solid basis from which to 
start. 
Cruver and Moulton [16] wrote overall mass, momentum, mechanical, 
and total energy equations, and then defined four specific volumes: 
Area specific volume: 
11(i 	 S e A rc A rc d }1 
8 
Momentum specific volume: 
_1_ 	( 
G a AT ) PIP" CIA c- Arc 
Kinetic energy specific volume: 
VICE 
	
GArc. Arc v 3dd 11' 
Velocity-weighed specific volume: 
-tyc = GArc jArc 
d A 
They also assumed that the change in mixture entropy (incorrectly 
defined) was equal to zero. 
Fauske [10] using simple momentum and continuity equations and the 
bG condition (—) = 0 arrived at a formulation which included a fixed slip 
bp 
ratio of 	. This form corresponded with the experimental data better 
vL 
than most of the past analyses. But Cruver and Moulton [16] showed that 
this slip ratio did not produce the maximum Fauske thought it did. Fauske 
in conjunction with Henry [17] later modified his analysis to include in-
terphase transfers and for one component flows at higher pressures a no 
slip condition at the critical point. Additional assumptions of somewhat 
dubious accuracy were also needed to effect closure. 
Levy [18] evaluated 01 ) such that ds = 0 at the choking point. bvm 






A vapor choking model was used by R. V. Smith [19] to obtain a 
relation for the critical mass flux. He assumed the choking condition oc-
curred when the vapor velocity was at its local sonic value. This completely 
arbitrary supposition is made less realistic by several of the experimental 
speed of sound investigations for annular dispersed flow [26] which recorded 
lower velocities than the speed of sound of the gas. 
Wave Front Models  
Several models have been formulated which assume a wave front at 
the critical point. Conservation equations are written across the front 
and the choking condition is determined. 
Moody [21] derived overall continuity, momentum, and energy balances 
across the wave face along with four mixture specific volumes: 
17c.. 	4i/( 	/510 
= 	 ) 
" 	1 :5/ 
where 
and two mixture enthalpies: 
10 
=- 	+ Q 
+ 0-x) is. 




is not the true mixture specific volume. He assumed frozen condi- 
tions and either an isentropic change for each phase or homogeneous flow. 
Moody's results were in reasonable agreement with the data used. 
Another wave front model was proposed by D'Arcy [22]. After writing 	;;/  
continuity and simplified momentum equations for each phase across the wave, 
the equations were solved assuming an isentropic change for each phase and 	 ri 
frozen flow (no mass transfer). D'Arcy employed the empirical void frac- 
tion correlation of Semenov and Kosterin [35] to complete his set of equa-
tions. His results showed only fair correspondence with the data. 
Determinant Method  
Several recent investigators have begun examining choking in two-
phase flow by the necessary condition that the determinant of the coeffi-
cients of the partial derivatives of the field equations goes to zero at 
the critical point. Mathematically this is an offshoot of the method of 
characteristics [23]. The advantages of the procedure are twofold: it is 
a degenerate case of the wave propagation situation and hence the two phe-












which allows difficult sets of equations to be handled simultaneously and 
with relative facility. 
Giot and Fritte [24] proposed a two-fluid model (six field equa-
tions) and investigated the choking condition. Numerical integration of 
the equation for several interfacial shear expressions showed only fair 
agreement with the data. The authors also proposed a mixture model which 
was not written with respect to the center of mass. 
Katto's [25] model included an overall continuity equation, separate 
momentum equations for each phase, an overall energy equation and an energy 
equation for the vapor phase. Thermodynamic equilibrium was assumed. The 
results of the analysis showed fair agreement with data from Faletti, 
Zaloudek, Fauske, and Moy. This "mixture" model is however not consistent [2] 
and cannot properly account for nonequilibrium effects. 
Ogoasawara [3] wrote an overall continuity equation, two momentum 
equations, and a total energy equation. This model like Katto's is not 
complete in the sense that nonequilibrium between the phases cannot be prop-
erly accounted for, and in fact, thermodynamic equilibrium was assumed. In 
addition the equations were not written in a properly integrated mixture 
form. 
Boure, et al. [4] examined a two-fluid model including the appropri-
ate jump conditions. The authors imply that a mixture model is, of necess-
ity, incomplete; which is not true if all of the proper constitutive equa-
tions are known. In fact fewer constitutive equations are required for a 
mixture model than for a two-fluid model, presumably making it easier to use. 
An examination is made by the authors into the consequences of 
12 
assuming different forms for some of the constitutive equations. A very 
good discussion of single phase choking is presented with some interesting 
ideas that tend to dispel earlier ideas on isentropic evolution. 
3. Methods of Solution of the Wave Propagation Problem 
It must be mentioned that the problem of interest is the determina-
tion of average wave speeds and not such effects as scattering. Four methods 
cover the majority of approaches in the literature; the single equation 
"thermodynamic" model, the wave front model, the linearized plane wave model, 
and the method of characteristics. 
Single Equation "Thermodynamic" Model  
Writing a continuity equation and simplified momentum equation for 
	 0 
the mixture and assuming a mixture equation of state of the form 
P = P(, )%) 
	 H 
with constant q, yields upon a small amount of manipulation, 
-2 
c- = \I (
p 
ap„„ 
with q normally being the entropy s. The form of the equation is identical 
to the single phase case, as well it should be, due to the obvious and un-
fortunately incorrect [2] similarities between the single phase and two 
phase sets of equations used in the derivation. The differences between 
analyses of this type center on the evaluation of (a) and, except for the 
case of a quiescent mixture, which is essentially impossible to obtain, the 
13 
analyses fail to mention what this velocity is with respect to. This is 
a serious defect when high speed flows with the possibility of choking occur. 
The simplest formulation for this model is the homogeneous assump-
tion utilizing an equation of mixture specific volume of the form 
irn = 1-4) 
and either thermodynamic equilibrium or an isentropic assumption ds = 0 
and an equation of mixture entropy of the form 
,<L, .1: - ) 4s + X 
Karplus' report [26] is typical of this analysis and his agreement with the 
data appears reasonable largely because of the large scatter in the data. 	 -4  
The homogeneous assumption (i.e., Vg  = V? is never found in practice and 
will only approximate real behavior in the case of low void fraction bubbly 	r 
flows. 
Grolmes and Fauske [27] employed the correct definition of the mix- 	10 
ture density, but then made a homogeneous assumption with either frozen or 
equilibrium evolution. The frozen, homogeneous model showed good agreement 
with their data. 
Henry, et al. [28] incorporated the slip ratio into the evaluation 
but since the original equation 
=f":7)- 
 is not derived from a complete, con- 
sistent set of equations and since the wrong mixture density was used, the 
results must be viewed with skepticism. 
14 
Radovsky [29] considered a phenomenological relationship for the 
non-equilibrium thermodynamics of a multiphase mixture experiencing a pres-
sure transient, and was able to provide results analogous to the frozen 
and equilibrium sound speeds of a reacting mixture of gases, including the 
effects of dispersion. 
The Wave Front Model 
The basis for the model is the concept of a linear velocity trans-
formation equal in magnitude to the speed of the traveling wave superimposed 
on the system so that the wave is effectively frozen. As a minimum, con-
tinuity and momentum equations are written across the interface and either 
a differential (wave) or a finite (shock) change in the variables is con-
sidered. 
Henry-l et al. [28] is typical of the formulation using both mixture 
and separated flow models to describe the flow. Unfortunately, as pointed 
out in [2], the equations as written are not sufficient to encompass thermal 
non-equilibrium effects and do not form a properly integrated, properly 
averaged set of equations. Their formulations however do take into account 
the various flow regimes and show reasonable correspondence with the data. 
D'Arcy [22] used a separated flow model employing continuity and 
momentum equations for each phase and solved the set by establishing the 
compatibility condition that the determinant of the coefficients is equal 
to zero. Except at very low void fractions (< .1) and for stratified flow, 
correspondence with the data was not good. D'Arcy did however indicate 
reference velocities for the wave motion. 
The Linearized Plane Wave Model  
This model proceeds by writing separate continuity, momentum, and 
15 
energy equations (two-fluid model) for each phase along with assumptions 
about the interphase energy and momentum transport and then linearizing the 
equations. The standard acoustic assumption that the perturbations can be 
expressed in the form 
e L (cot 
 - icz.) 
is applied to the equations and a speed of sound, including dispersive ef-
fects, is the result. 
The advantages to the method lie in establishing the speed of sound 
as a function of frequency (dispersion). 	The disadvantages are that small 
perturbations only may be considered and explicit relations for the inter-
phase transport normally used only apply to small bubbles. In addition in 




over the phases with the associated jump conditions at the interface [2]. 0 
Mecredy, et al. [30] calculated the dispersion effects for small 
bubbles with a low relative velocity or slip (stokes flow). Their high 
frequency limit corresponded reasonably well with established data. 
Hsieh, et al. [31] considered only homogeneous flow and defined an 
average mixture specific heat and coefficient of heat conduction of dubious 
accuracy. No comparison with available data was made. 
The Method of Characteristics  
The method of characteristics is a powerful mathematical tool which 
is used in the solution of hyperbolic differential equations. To apply the 
method to two-phase flow wave propagation either a diffusional (mixture) 
16 
model or separated flow (two-fluid) model is established with the appropri-
ate constitutive conditions and equations of variation. The necessary con-
dition, that the determinant of the coefficients of the partial derivatives 
is zero is formed, and the characteristic velocities are obtained. 
The advantages are that complex sets of equations may be solved 
simultaneously (albeit numerically), the technique is a direct extension 
of single phase experience without the necessity to make too many debili-
tating assumptions, and both the propagation velocities and the velocities 
with which the wave motion is referenced are obtained. 
Several European investigations [4,323 have been published on the 
method as applied to a separated model. The equations used by Boure, et al. 
[323 are exact integrated formulations with the appropriate interfacial 
jump conditions. The work is still in progress and no published comparisons 
with data exist at present. 
It is the purpose of this investigation to apply the method to a 
diffusional model proposed by Zuber and Koca [23. Their diffusional model 
is mathematically less complex than the separated flow system (four equa-
tions vs. six) and internally includes the explicit effects of interphase 
momentum transport and heat transfer. 
4. Conclusions  
A few final observations should be made on the state of the art of 
two-phase flow wave propagation and choking. The approach to these problems 
has often been haphazard and interconnections tenuous. In the case of wave 
propagation seldom is a flow velocity given as a reference for the propa-
gation. This is a consequence of the fact that the majority of the 
17 
investigators have not used the method of characteristics as the solution 
tool. When the method of characteristics was used, it was either with a 
two fluid model or with an improperly formulated "mixture" model. It is 
felt that a properly derived set of mixture field equations coupled with 
a solution by the method of characteristics would provide an advancement 
in the understanding of the complex phenomena of wave propagation and 
choking in gas-liquid flow. 
18 
CHAPTER III 
ANALYSIS: FORMULATION OF THE PROBLEM 
The purpose of the analysis is to apply a consistent mixture model 
to the problems of both choking and wave propagation in gas-liquid mixtures. 
This chapter discussed the governing set of equations, the assumptions made, 
and the solution technique by the method of characteristics. 
In the present analysis the two-phase flow is represented by a set 
of four one-dimensional mixture field equations derived by Zuber [33] and 
Kocamustafaogullari [2]. These equations are time smoothed and space aver-
aged and are written with regard to the true center of mass of the flowing 
mixture. Reference [2] contains an excellent discussion of the advantages 
of using such a formulation to describe the system dynamics. This formu-
lation has been successfully applied by Ishii [34] and Saha [35] to the 
problem of flow stability in a duct with boiling. 
The equations in general form (with the assumption of no suction 
or injection at the flow boundaries) are as follows: 
Overall conservation of mass: 
at 4- Q2,. 
 re. (1) 
Void propagation: (conservation of mass for the vapor phase) 
-71 dA d 
-I- 	S vl ft 5 cov(evv.0~- r) 4). 
w * 4.11<ti 
where 
Cali )4 otQ- rre 
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Momentum equation for the mixture: 
D,„.,„„,, 	c)Ptr.t. 	
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Energy equation for the mixture: 
(4) 
[ 	Ec --co es iyf ¢ a( pa. L a_ vd ,„%j 
Pmv, v.+11, — EC 1-00 Ps Vs., ►, 4- 00)3_ V emj 
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K fitw 
It must be noted that these equations are written th terms of the 
true velocity of the center of mass 
-- 	Ps vs, 4- 13 p 
- d) P3:. toc Pg_ 
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We will now simplify the equations by assuming: 
(a) The velocity, temperature, and pressure profiles are suffi-
ciently flat across each phase (turbulent flow) so that the covariant terms 
are zero. This may not be a good assumption for choking flows in sharp 
edge orifices [50] or converging-diverging nozzles [47,48] with a small 
radius of curvature in the axial direction at the throat. The possibility 
of using a covariant correlation term to correct for the two-dimensionality 
of the flow is discussed in the next chapter. 
(b) The interfacial source terms are negligible. This implies 





(c) Axial conduction is negligible. This means: 
eal.• 
000 0 








(e) A uniform pressure exists at any cross section, therefore: 
This is a good assumption if the surface tension effects are small, the 
amplitude of the pressure pulses is small, and the flow geometry is such 
that the flow is substantially one-dimensional. 
In addition, to effect closure, the following equations are needed. `.7) 
These are 
The definition of the mixture density 11 
C) 
font,. -.7:- 	— 	 of 	 (5) 
with a thermal equation of state for each phase 
and 
(P) (6) 
Ps- 	(P, Ts- ) 
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The definition of the mixture enthalpy 
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(8) 
with a caloric equation of state for each phase 




Constitutive equation for phase change 
= 
In the case of a two-component flow f l = 0, which neglects the effect of 
dissolved gases in the liquid phase. For one-component flow, one possible 
model for Fg  is discussed in Appendix A. 
KinematicconstitutiveequationforV
gJ 
 .x.thich depends on the flow 
regime 
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An equation for the wall shear 
The relation between V f, Vm, and V gi 
Vs. = V — 
The relation between V
g , Vm, and V . gJ 
(19) 
(20) 




Geometrical equations defining 
d A = 
and (for circular geometry) 
( A 	 2 a De 
s"44.97-c) 	De "ay 
with De a known function of z. 
After the initial simplifications, twenty-four variables remain, 





, Vf , Vg , Vm, Vgj , Vfm, Vgm , P, Tf , Tg , a 	T 
-w 2 ' dz' 	dz 
CD 
Twenty-three equations (four field, nineteen other) have been 
enumerated although the specific forms of f 2 , f3 , Vg ., or S have not been ri 
(-`) 
given yet. In addition to the aforementioned quantities an equation of 
thermodynamic constraint is needed to complete our system. 
Two cases are considered: thermal equilibrium 
Ts- =T AND 	- LTA t) 	- 	3, 
and the polytropic case 
P i, 7: Caws T4N r 
where n may vary between 1 and k. The effect of these constraints is dis-
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Since the method of characteristics is to be used as the solution 
tool, we do not have to specify the exact relation for the wall shear or 




Rather, since the available data are for 
essentially adiabatic systems, we may neglect the wall heat transfer, 
i.e., f4 = 0. 
The wall shear determines the axial location of the choking point, 
but if the equation for the wall shear has no partial derivatives in it, 
it does not determine the conditions at the choking point since the method 
of characteristics examines the requirements for discontinuities of deriva-
tives. Therefore, we need only specify that £ 3 have no partial derivatives 
in it, i.e.: 
) 




We are still left with the determination of the slip function or 
Vgi . It has been mentioned [45] that a two-fluid model is inherently 
superior to a diffusion model because the additional two field equations 
do not require the assumption of a specific slip function (or a function 
of V
gi 
 ) or an equation for the thermodynamic evolution of one phase. This 
is misleading, because two additional constitutive equations, one for the 
interfacial shear and one for the interfacial heat transfer i-are required 
to complete a two-fluid formulation. 
It is felt that it is both easy and reasonable to specify the 
thermodynamic constraint as opposed to the actual interfacial heat transfer. 




.(in vertical flow) or the slip function (in horizontal 
flow) is known with better accuracy than the actual interfacial shear. 
In fact in the same paper [45] that advocated the superiority of the two 
fluid model over mixture models, three undefined functions existed in the 
interfacial shear term with an additional two in the interfacial heat 
transfer relations. 
For low velocity bubbly flow in a vertical column, Zuber, et al. [46] 
showed that the correlation 
crit-C4-4)  
(27) 
provided a good fit for the data. Since most of the speed of sound data 
available in bubbly flow were taken at low mass fluxes in a vertical chan-
nel, Equating 27 was employed under these conditions in the model. 
The majority of the critical flow data involves a type of bubbly 
flow [50] in horizontal tubes. As the void fraction increases, a transi-
tion to an annual wave and annular mist.flow develops [49], but at no time 
has pure annular flow with a flat interface been observed. 
For these conditions a slip correlation based on Zuber and Findlay's 
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The effect of 	 has been shown to be small at high values of the < > 
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volumetric flux j [46] and this term is therefore neglected. Co will be a 
function of the flow regime and pressure at the choking point, but a value 
in the range 1.1 s Co A 1.2 was shown in the paper by Zuber and Findlay to 
provide good correspondence with data in bubbly flow. 
One difficulty with this correlation is that for a given value of 
Co there is some value of the void fraction at which the slip ratio becomes 
infinite. From a physical standpoint C o will be a function of void fraction 
and changes in Co will occur with flow regime changes. To simplify the 
computation of the slip ratio the slip was allowed to vary as Equation (28) 
demands with a given fixed C o until a value of eighty or ninety percent 
of this cutoff void fraction was reached. Then the slip condition was 
frozen at that value for the remainder of the range of void fraction. This 
procedure provided reasonable agreement with Henry's [50] air-water critical 
flow-data as shown in Figure 1. 
After substitution of the Equations (5-11 and 13-23) back into the 
field equations, our reduction is complete with the exception of the spe-
cific form of Vgj and the specific thermodynamic relation between P, T f' 
and T . Recognizing that these two relations will be inserted at the time 
of calculation in the computer program, the equations then have dependent 
variables Vm , a, P, Tf' and are as follows: 
Void propagation equation: 
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fo 
 are any representative velocity, density, 
length, and temperatures, respectively. 
The following dimensionless numbers may be defined: 
The dimensionless expanded field equations are: 
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The specific form for V and the thermodynamic constraint have of 
course not been included and are left as separate entities for flexibility. 
Equations (33-36) may be simplified in various ways which depend 
on the fluid properties at the point of interest, the range of void frac-
tion of interest, arid the type of phenomena considered (i.e., wave propa- 
gation is a transient phenomenon which may occur at low mass fluxes, while 
the critical flux phenomenon occurs at relatively high mass fluxes). For 
example, the compressibility of the liquid may be neglected under most 
conditions, but if alpha is very small (a -) 0) the compressibility becomes 
important. The complete equations were used for the numerical computation 
of the choking mass flux and propagation velocities, but a highly simpli-
fied analysis of the choking phenomenon will be considered in the next 
chapter. This was obtained by considering only the first order terms in 
the void propagation, continuity, and momentum equations. 
The formulation of the problem is now complete. The next section 
considers the solution technique; the method of characteristics. 
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CHAPTER IV 
METHOD OF SOLUTION 
The formulation to the problem using the mixture model resulted 
in a set of four first order differential equations. The solution pro- 
cedure to determine the local critical conditions and the average propaga-
tion speeds will be the method of characteristics. 
1. The Method of Characteristics  
If a differential equation or set of differential equations with 
the appropriate boundary conditions is solved, the solution takes the form 
of an integral surface or series of integral surfaces in .a space formed by 
the variables. If the solution is everywhere analytic, then the Taylor's 
theorem may be used to extend the solution in a process referred to as 
analytic continuation. If however, the derivatives are discontinuous, the 
solution may not be extended across the discontinuities by Taylor's theorem 
and the solution space is not everywhere analytic. 
Strictly analytic integral surfaces are characteristic of steady 
state equilibrium problems (elliptic differential equations) while those 
involving propagation phenomena (hyperbolic equations) possess discontin-
uities in the derivatives. It is to this latter group of problems that 
attention is now devoted. 
The equations which evolve under the conditions described in the 
preceding chapter are of the first order and it is therefore the conditions 
41 
under which discontinuities in first derivatives arise which is of interest. 
The following sections will examine a formal method for determining the 
characteristics, the application of this procedure to single phase wave 
propagation and choking, and finally the application to the present 
problem. 
Matrix Method: Consider a set of n first order differential equa-
tions with two independent variables z, t 
G4-11 ---- f ail_ t f 
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The equations do not need to be linear, but it is assumed that the a. 's 
1j 
are not a function of partial derivatives. Then we may write the system 
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The second set of n equations represent the equations of variation 
for the dependent variables and express the fact that 
axA, 	x dt ck)- 
To attempt to solve the set of equations for the values of the 
partial derivatives at a point in space and in time, Cramer's rule could 
be used. For example: 












where. Det aiji = the determinant of the coefficients of the partial deriva- 
ax 	bx 





 --- and ---'s 
are indeterminant and this condition represents the necessary condition 
for the propagation of discontinuities in the first derivatives (zeroth 
order discontinuities). 
In order for the derivatives to have a relationship to one another 
along the propagation paths it is necessary and sufficient that the de-
terminant representing the numerator also be equal to zero. This holds 
dx. 1 	?Ixi 
true for the entire set of partial derivatives --- 
az at and 	. The expan- 
sion of the numerators yields sets of ordinary differential equations 
valid along the characteristic paths. 
,:d6te 	YAiti-1204A 
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2. Single Phase Flow: Wave Propagation and Choking  
In single phase flow the wave is considered to be a small pressure 
perturbation which is mathematically represented as a discontinuity in the 
first derivatives of the dependent variables. Abbott [23] has a good 
discussion both of the method of characteristics in general and this prob-
lem in particular. 
The one-dimensional continuity and momentum equations for a pure 
fluid (in the absence of body forces and shear terms) may be written: 
PAnt 	fe 
+" V + ° 
ev aV 	P „, 
at 	i'sr. = 
In addition an equation of state is required, 
P 	 (39) 
and the assumption that the process is isentropic 
Expanding (39) 
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may be written in matrix form 
MOS 
v 	1 	('' 	0 
14) 0 ev e N.ae .4 
az- 	at 	0 
0 	0 az dt 
If the determinant of the left hand array is set equal to zero and 
expanded the characteristic directions 
are obtained. Boure, et al. [4] showed that the isentropic assumption is 
not required per se, and in fact, that the overall flow may not be isen-
tropic to allow the propagation of the discontinuities to be an isentropic 
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evolution. It is also possible to write the continuity, momentum, and 
energy equations for single phase flow and if internal shear stresses and 
conduction are ignored, the same result [8) is obtained without the ne-
cessity of formally assuming an isentropic process. 
The critical condition for single phase flow occurs when the fluid 
at some point reaches the sonic velocity and pressure pulses can no longer 
propagate upstream to affect the flow. This may be examined for the steady 
state case by considering the condition that 
v 	r 
ez) ev 4 
or 
—?— VC.R IT MAL 	 \a t 
Thus, the method of characteristics provides a bridge between the examina-
tion of pressure pulses and critical flow. This technique, well proven 
in single phase flow, can be extended to the more complex two-phase flow 
situation. 
3. Two-Phase Flow: Wave Propagation and Choking  
The employment of the mixture or diffusional model to two-phase 
flow problems results in a sygtem of fdur field equations. Four variables: 


























































































The problem then assumes the form 
4.6 
where the a id 's are listed in Appendix B and 
F = 1 
Yft ckw 411: 2-D4. elpicil,* - et  
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If the determinant of the coefficient array in (45) is expanded 
z* 
about the last four rows a quartic equation in 
d 
 --- results. The coeffi- 
dt* 
cientsofthequarticexpressionareofcoursefunctionsofthea l s 
The roots of the fourth order polynomial are obtained numerically and 
represent the characteristic directions for the mixture model. 
Steady state choking conditions were obtained by considering the 
reduced array of the coefficients of the spacial derivatives. 
a
12 a 14 a16 a l8 
a
22 a24 a26 a28 
= 0 




The mixture mass velocity V
m 
was iterated for a given set of condi- 
, 
tions (pressure, temperature, and void fraction) until condition (46) was 
satisfied. 
Although other values of Vim might satisfy (46) (the trivial solution 
Vm 
= 0 exists if the slip function is used to provide a value of V
gi 




procedure used provides the value of Vm and hence G (i.e., pm m)most 
representative of the critical condition. 
The range of hyperbolicity was also determined by an iteration 
technique to determine (for a given set of conditions) at what mass flux 
the characteristic directions became complex. This information is needed 
if the equations are to be integrated by the method of characteristics 
since the roots must be real for the method to apply. 
4. Program Wave  
The determination of the critical mass flux, the characteristic 
directions, and the range of hyperbolicity was accomplished by a computer 
program written in Fortran IV for use on a Univac 1108. The program is 
straightforward and a copy appears in Appendix C. The rather lengthy 
nature of the main body of Wave was dictated by the desire to incorporate 
several slip models and thermodynamic constraints into the program. The 
subroutine Deter generated the values of the four by four determinants 
needed in the expansion of (45) and (46) and the subroutine Dat provided 
the thermodynamic information needed. The ideal gas equation of state 
was used for the calculation of the vapor properties for two-component 
(air-water) flow. The effect of relative humidity in the gaseous phase 
was considered. Since single-component (steam-water) flow was to be exam-
ined in Appendix A, the properties of steam were included in subroutine 
Dat. The equations of state for steam and for the liquid were calculated 
on the basis of the equations appearing in Keenan and Keyes Steam Tables [53]. 
The actual solution for the roots of the quartic equation, necessary 
to determine the characteristic directions, was provided by a packaged 
root finding subroutine which is a part of the computer library for the 
Univac 1108. This obviated the need to write a separate subroutine to 
perform this function. 
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CHAPTER V 
RESULTS AND CONCLUSIONS 
The results of the analysis are presented in separate sections for 
wave propagation, choking, and the range of hyperbolicity for two-component 
(air-water) flow. The section on the results for critical flow also in-
cludes a discussion on the relationship between critical flow and pressure 
pulse propagation in two-component flows. 
1. Pressure Pulse Propagation in Two-Component Flow  
a. Bubbly Flow  
Henry, et al. [28] have taken data on pressure pulse propagation 
in vertical tubes under bubbly flow conditions. The speeds recorded repre-
sent leading edge data and the results presented in this section ignore 
such effects as dispersion and scattering. 
UsingEquation(27)forV. g], the four roots representing the char- 
acteristic directions are always real under the conditions tested (0 < a < 1, 
25 psia P 65 psia, T = 70°F) even when the mass flux inputed is in-
creased well beyond the expected critical flux for a given value of void 
fraction and pressure. 
One root was always the mass averaged velocity of the liquid V f and 
one was always the mass averaged velocity of the gas V g . The other two 
roots were assumed, from the single phase analogue to represent V -C and 
V +C, respectively, where V is the velocity relative to which the waves 
were propagating. C would therefore be the speed of sound. 
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It was mentioned in the literature review that many of the models 
used to predict the speed of pressure pulse propagation do not indicate 
what the fluid reference velocity is. This could prove to be a major flaw 
if anything other than very low fluid velocities are considered. 
ForthespecifiefunctionofVused in this model (Equation 27) 
gJ 
V was exactly (within the accuracy of the root finding program) V
m, the 
velocity of the center of mass of the mixture. This was true even at low 
values of V
m 
and relatively high values of the void fraction where the 
predicted slip ratio might rise to a value of two, and where Vf << Vm 
so that a clear determination of V could be made. In addition the prop-
agation velocity C was independent of Vim . 
It must be stated, however, that the model does not require this 
particularfunctionforV. gJ to prove effective. If one assumes homogeneous 
flow (S = 1) or the Armand slip model (with 1 < Co < 1.2), the propagation 
speed results reproduce those obtained with Equation (27) within 4 percent 
for the range of pressure and void fractions (a < .5) tested. 
In any event it was determined that the best results over the widest 
range of a occurred when an isentropic evolution (polytropic exponent 
n= k = 1.4) was assumed for the gaseous phase. Figures 2 through 5 show 
the correspondence of this drift flux model with the data. 
	
6T 	bTf 
If either a complete thermal equilibrium model (T 	T , 	= 
at 	at
aT bT, 	 g- f bz 6z 
and --I= --= ) or an isothermal model (n = 1) is assumed, the predicted 
velocities are somewhat below the isentropic values and most of the data 
(see Tables 1 and 2). However, the advantage of the isentropic condition 
over the isothermal becomes less apparent at low values of the void frac-
tion and in fact as the bubble size decreases (a < .05), the isothermal 
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Air-Water Bubbly Flow Data from Ref. (28) 
p = 25 psia) 
Author's Model 
fi 
Figure 2. Two-Component Pressure Pulse Speed 
Air-Water Bubbly Flow Data from Ref. (28). 








Figure 3. Two -Component Pressure Pulse Speed 
Air-Water Bubbly Flow Data from Ref. (28) 
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Figure 4. Two-Component Pressure Pulse Speed 
Air-Water Bubbly Flow Data from Ref. (28) 
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Figure 5. Two-Component Pressure Pulse Speed 
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limit appears to be more appropriate since the thermal response of the 
vapor should become more pronounced. Presumably a continuous transition 
exists between the polytropic exponent of 1. (a a 0) and the isentropic 
exponent (a .4 .1). Sufficient scatter existed in the data to obscure the 
exact functional form of n(a) so no attempt was made to provide one. This 
same'effect was noted in reference [28] for example. 
The thermal equilibrium model provides values essentially identical 
to those produced by the isothermal assumption. This occurs because the 
liquid acts as a large thermal reservoir and hence the gas temperature 
varies little when complete thermal equilibrium is used as the thermo-
dynamic constraint. 
For all of the results presented, the thermal approximation T f = Tg  
was employed for the purpose of calculating the property values of the 
components. The small degree of static temperature nonequilibrium (a few 
degrees F) which may exist in the actual system does not affect either the 
thermodynamic quantities or the results very much (on the order of 1 per-
cent, see reference [24]), and since the actual amount of thermal nonequi-
librium is not known this assumption is almost a requisite. The assump-
tion of the particular thermodynamic evolution does however affect the 
results and the isentropic assumption may be thought of in the same sense 
that simple heating or cooling results are used in 1-D Fanno line flow [1]. 
This implies that whatever heat transfer does occur through the passage 
of the wave front velocity which is the measured quantity. This is analo-
gous to the concept of frozen wave speeds in combustion processes with 
the bulk of the wave traveling at a speed more in line with the equilibrium 
(thermal) velocity. 
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The effect of static values of relative humidity on the predicted 
wave speeds was expected to be small. In fact the variation in predicted 
propagation velocities at low pressure with a variation of relative humid-
ity from 07. to 957. was smaller than the tolerance of the root finding 
program. 
Since the exact slip relationship (or relation for V
gi 
 ) does not 
affect the predicted velocity of sound propagation very much at low mass 
fluxes as long as the value of the slip ratio remains in a range' reasonable 
for bubbly flow at low void fractions (S s 1.2), it would appear that the 
non-dimensional field equations could be reduced to provide a simple ap-
proximate relationship for the speed of sound. 
If we limit our attention to relatively low mass velocities and 
use the isothermal speed of sound as our reference velocity Vo , we may 
simplify Equations (33)-(35). If we consider only the highest order terms 
the equations become: 
Void propagation  
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Actually the terms involving the temperature are of order (6), but 
it should be recognized that under our isentropic assumption the tempera-
ture terms combine with the pressure terms in Equations (47) and (48) to 
yield the isentropic speed of sound of the gas rather than the isothermal 
speed of sound as a reference. Also, the highest order liquid compressi-
bility terms were included so the result remains finite as a -> 0. 
The energy equation is not needed for this simplified analysis be-
cause we are specifying the thermodynamic constraint on the gaseous phase 
and the liquid temperature does not appear in the reduced equations. This 
is similar to the situation in single phase flow when 
P = - p) 
is used rather than the more general form 
(IL') ct? 	of -r 
along with the energy equation. 
Combining (47) and (48) and invoking the isentropic condition we 
may examine the characteristics of the system by writing the resulting 
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the characteristic directions are (returning to a dimensional form) 
to_ jej) cl..(1-0(A4)(114  
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This result is identical to the standard homogeneous form used in the 
literature. For example, Henry, et al. [28] provide a form under the 
same general assumptions 
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(53) 
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Equation (52) is exactly equivalent to (53) as a simple expansion of the 
terms in (52) will show. 
Tables 1 and 2 show a comparison of the full drift flux model with 
the simplified analysis. It is evident that the results of Equation (52) 
(or 53) correspond almost exactly with the more detailed analysis. Under 
these circumstances it would appear that the simplified model can success-
fully calculate wave propagation speeds at low mass fluxes. 
Experience with the full drift flux model suggests that the appro-
priate fluid reference velocity for either Equation (52) or (53) is V
m
, 
the velocity of the center of mass of the system. 
However, this is true only at relatively low mass velocities. If 
the modified Armand correlation is used, as the assumed mass flux increases 
V deviates more and more from V
m 
and the speed of sound C becomes a weak 
function of V. This suggests that simplified relations such as (52) and 
(53) will deviate (as in fact the assumptions used to produce their deriva-
tions imply) more and more from the data as the fluid velocities increase. 
To the author's knowledge no pressure pulse data have been taken in high 
speed bubbly flow so that this remains an area largely unexplored at 
present. 
b. Separated and Mist Flow  
While the correspondence of the drift-flux model with wave speeds 
Table 1. Air-Water Bubbly Flow 




























P = 25 psia 
T = 70°F 
The speed of sound C is in FPS 
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Table 2. Air-Water Bubbly Flow 





Equation (52) or (53) 
.005 1136.4 962.3 1144.2 
.05 367.7 318.2 367.7 
. 1 274.0 231.4 273.9 
.2 205.6 173.6 205.4 
.3 179.4 151.5 179.3 
.4 167.7 141.6 167.6 
.5 164.2 138.7 164.1 
2 
P = 65 psia 
T= 70°F 
The speed of sound C is in FPS 
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in bubbly flow is good, success was not achieved in providing pulse propa-
gation speeds for separated or mist flows. In these cases, experimenters 
[28] have recorded single speeds of sound either at exactly the isentropic 
sonic velocity.of the gas phase (purely separated) or just under the gas 
sonic velocity (in mist flows). This has been noted even though in sep-
arated flow the existence of a continuous liquid layer suggests that two 
speeds of sound should be observed with one representing propagation at 
the speed of sound of the liquid. 
In any event the drift-flux model seriously underpredicted the 
propagation speeds when Equation (28) was used for the slip function with 
various values of Co . 
Since neither a good dynamic relationship for V or the slip exists 
in separated or annular mist flow, it remains to be seen whether the de-
velopment of such a function would improve the results. It is possible 
that the mathematical coupling inherent in the drift flux model (both Vm 
 and V 
gJ 
 . are functions of both V g  and Vf) is responsible for the poor 
agreement since the successful analytic predictions in this type of flow 
topology have all resulted from two fluid models which essentially un-
coupled [28] or lightly coupled [30] the interphase momentum exchange dur-
ing the wave passage. Fortunately, however, this problem is not signifi- 
cant with regard to critical flow results for reasons to be explained later. 
2. Choking in Two-Component Flow  
Henry [50] has taken data on air-water critical flow in a straight 
duct with a slightly flared end. The critical pressure was 17 psia and 
the void fraction was measured by gamma-ray attenuation. In order to 
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accurately check any properly formulated critical flow model, accurate data 
on the void fraction at the choking point are necessary. This is true 
because the mass flux (pmVm), which is the predicted quantity, is a strong 
function of a over most of the void fraction range, especially at low 
pressures where the density difference between the phases is large. If 
only the quality X is measured, a reasonable uncertainty in the value of 
a exists since the slip ratio S is not accurately known. This occurs 





Gamma ray attenuation provides a reasonably accurate means of measuring 
the void fraction and the data by Henry are therefore probably quite good. 
An isentropic evolution was used for the model along with the Armand 
correlation for the slip ratio (Co = 1.15) which was depicted in Figure 1. 
The results of the analysis are shown in Figure 6. Table 3 lists the 
actual data along with the predictions and relative error. It may be 
seen that quite good agreement exists between the model and the.data with 
the error increasing slightly at higher void fractions. 
If the mass flux predictions for a given a are used as an input to 
determine the characteristic directions, one root approaches zero. This 
indicates that from the standpoint of the model the rarefaction waves no 
longer propagate upstream at the critical point. This is mathematically 
analogous to the single phase critical condition and indicates that the 










Drift Flux Model 
Co = 1.15 
.1 	.2. .4 	.5 	 .7 	.8 	.9 	1. 
Air-Water Data from Ref. (50) 
(p = 17 psia) 
Figure 6. Two-Component Critical Flow 













.277 4500 4382 - 	2.6 4235 - 	5.9 
.336 4000 3860 - 	3.5 3685 - 	7.9 
.405 3300 3353 + 	1.6 3178 - 	3.7 
.474 3100 2969 - 	4.2 2763 - 10.9 
.528 2800 2720 - 	2.9 2480 - 	11.4 
.558 2600 2603 + 	.1 2335 - 10.2 
.689 2100 2151 + 	2.4 1764 - 16 
.768 1800 2014 + 11.9 1444 - 19.8 
.817 1600 1733 + 	8.3 1244 - 22.3 
.860 1450 1409 - 	2.8 1061 - 26.8 
.913 1100 989 - 10.1 815 - 25.9 
.964 640 552 - 13.8 516 - 19.4 
P = 17 psia 
T = 70°F 
100 
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directions and the latent roots of the steady state system (see Abbott [23] 
for example). 
At low to moderate values of the void fraction the same drift-flux 
model predicts both wave propagation speeds and choking conditions ac-
curately. This suggests physically that the mechanism for choking is 
identical for bubbly flow to the single phase analogue. 
At high values of a where an annular mist condition probably exists 
the drift flux model predicts the critical condition with reasonable ac-
curacy, but not the corresponding wave speeds. However, if the air-water 
choking data by Henry are analyzed in the high void fraction range, they 
indicate that the speed of the gas in what should be a mist or annular 
mist regime is less than the speed of sound information indicates for wave 
propagation results. For example, at a void fraction of .964, the recorded 







or significantly less than the sonic velocity of the gas. If these data 
are accurate, specifically, if the measured void fraction is accurate, 
then the choking mechanism which is mathematically related in the drift 
flux model to wave propagation may not however be physically related to 
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measured wave propagation results under stratified or annular mist condi-
tions. 
Several researchers [19,22] have tried to connect speed of sound 
information with the critical conditions at high values of the void frac-
tion, but Henry's experimental evidence suggests that this is in error. 
More good data in which both void fraction and quality are accurately 
measured may be needed to clarify this point. 
It does, therefore, appear that the single phase analogy between 
wave propagation and choking holds for at least the bubbly flow regime in 
two-component flow. The one-component situation is somewhat more compli-
cate'd, however, due to the relative importance of flashing. This point 
is discussed in more detail in Appendix A. 
In order to formulate a simplified model to predict choking in two-
component flow, the non-dimensional equations (33-35) were again examined, 
this time using Vm as the reference velocity Vo . After some rearrangement, 
a form identical to Equation (52) was derived for Vm 	and the results 
crit 
tabulated in Table 3. It may be noted that in this case, at high mass 
velocities, the effect of slip becomes more pronounced than in the low 
speed wave propagation case, and hence the more complete drift-flux model 
provides a much better fit of the data. 
If the same model is applied to Vogrin's [49] air-water critical 
flow data, a large overprediction of the mass flux results. Vogrin took 
his data in a converging-diverging nozzle using gamma-ray attenuation to 
measure the void fraction. However, the scale drawing of the nozzle in-
dicates a very small axial radius of curvature at the throat of the nozzle. 
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This suggests that two-dimensional effects may play a significant role in 
the flow field in the vicinity of the critical point. This same phenomenon 
has been noted in single phase flaw in converging-diverging nozzles [47,48] 
where the two-dimensional aspects of the flow became important if the ratio 
of the axial radius of curvature at the throat to the throat diameter was 
less than 1. As this ratio decreased, so did the ratio of the actual 
single phase mass flux to the mass flux prediction, based on a one-dimen-
sional analysis [47]. 
This suggests that the inclusion of a covariant term to account 
for the two-dimensionality of the velocity profile in the vicinity of the 
critical point might be useful in correlating not only Vogrin's data, but 
also critical flows in sharp edged orifices. It is assumed that the most 
significant covariant term is the one appearing in the momentum equation 
(Equation (3)) since this term accounts for the main effect of the two-
dimensionality in the velocity profile. In fact, the assumption of a 
uniform pressure across the cross section would also break down, but this 
would require at least one additional constitutive equation for the pres- 
sure variation along with at least one more covariant term. This informa-
tion is not presently available. 
The additional term in the momentum equation is 
a. 
CD%) C "NNtrYOL ) 
but 
cov (New.crvr. T) 	0-00 es. coy 	vs-) •- ok Pg. Co v Vo • Vp 
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The individual covariance terms represent the difference between 
the average of the velocity squared and the square of the mass averaged 
velocity (a positive quantity in cocurrent flow) 
co ./ 	v4 
These terms may be approximated as some constant b times the mass averaged 
velocity squared or 
coy 	VK = b k. < vk> = 
(In laminar single phase fully developed flow, b would equal 1/3. Of 
course, in fully developed flow which is not our condition here, 
6
6
z cov (mom T) = 0 by definition.) If in addition, it is assumed that 
the primary regime of interest is a turbulent bubbly flow at intermediate 
values of the void fraction, we should be able to use a single constant 
to describe both covariant terms. Therefore 




a3 LCO V (Is oetv4 TO 7" 
	 bq 
4. cg, ("3 b 
If these additional terms are added to the momentum equation with b = .8, 
significantly improved correspondence exists with Vogrin's data. What 
this implies is that as the critical point is approached the velocity pro-
files become more irregular, which would appear to be a reasonable assump-
tion. Table 4 lists the results of the original choking model (isentropic 
flow, Armand correlation),_the improved model (inclusion of covariant term), 
and some predictions Vogrin included in his report. 
While it must be noted that the correspondence of the modified pre-
diction is still far from excellent, it is clearly better than either the 
original drift-flux model or the two predictions included in Vogrin's re-
port. It would be expected that a better fit of the data would occur if 
b were assumed to be a function of void fraction and pressure, or possibly 
simply pm. However, the purpose of this is to show that for a given ori-
fice or nozzle a covariant correlation coefficient may prove (in the same 
sense that nozzle discharge coefficients are used) to be useful in accommo- - 
 dating the two-dimensional aspects of the flow. 
It should also be pointed out that the insertion of the covariant 
term is related to the inclusion of partial derivatives in the interfacial 
shear stress relationship used by some investigators [45] with a two-fluid 
model. However, it is felt that the formulation suggested in the preceding 
section is more representative of the correct reason for the inclusion of 
the derivative term than that advanced by Boure, et al. [45]. 
Table 4. Vogrin's Air-Water Critical Flow Data 
throat p 	
- 	 • 
sia athroat 	Gdata 	Gpl 	Gp2 	
Gp2




19.9 	 .473 	2119 	3232 	2410 	+ 13.7 	 990 
	
4400 
33.8 	 .640 	2140 	3255 	2422 	+ 13.2 	 1200 
52.8 	 .698 	2119 	3734 	2784 	+ 31.4 	 1380 
	
6950 
31.6 	 .568 	2960 	3494 	2602 	- 12.1 	 1546 
28.4 	 .839 	1280 	2000 	1492 	+ 16.6 	 710 
	
2380 
46.8 	 .878 	1305 	2025 	1510 	+ 15.7 	 876 
31.5 	 .540 	2960 	3632 	2712 	- 8.4 	 1500 
	
4690 
T = 700F 
G in lbm/ft 2-sec 
Gpl was calculated on the basis of an isentropic assumption with the Armand correlation 
Gp2 same as G with covariant coefficient of .8 




3. Range of Hyperbolicity  
For a given set of pressure, temperature, fluid constituents, and 
void fraction, an iterative procedure (starting at G = 0) was used to 
determine the range of mass flux over which the characteristic directions 
were real. This establishes the extent of the region over which the method 
of characteristics can be applied and also seems related to the stability 
of the solution obtained when other methods of finite difference integra-
tion are employed. 
For two-component air water flows at low pressures the roots were 
alwaysrealwhenEquationaDwasusedforir. g3 even when the mass flux 
was increased to twice the value of the critical condition for the given 
situation. If the Armand correlation was used (Co = 1.15), the absolute 
range of hyperbolicity was reduced to less than the critical value of the 
mass flux as low a's, but the value of the imaginary part of the roots was 
on the order of 10 -7 . Under these conditions the complex roots were also 
not conjugate and due to the small magnitude of the imaginary part (much 
smaller than the accuracy of the root finding subroutine) it is suggested 
that this represents a numerical aberration in the root solution. If a 
value of 10
-5 
for example is established as the minimum magnitude of the 
imaginary part of the characteristics for the purpose of determining the 
range of hyperbolicity, then the required mass flux is much larger than 
the predicted critical flux for the given set of conditions. 
This indicates that the drift-flux model may be successfully used 
in the numerical integration of two-component flow problems up to and in-
cluding the critical condition. Some investigators have had difficulty 
with specific two-fluid models due to a limited range of hyperbolicity. 
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4. Conclusions  
The following conclusions may be drawn from the present investiga- 
tion. 
1. The drift-flux model can successfully predict leading edge 
pressure pulse velocities in bubbly - two-component flow. At low mass 
fluxes the simplified form (Equation (52)) is very accurate and may be 
substituted for the full model. At higher mass fluxes then it would be 
expected that more and more deviation from Equation (52) would result 
although no data exist to support this conclusion. 
2. At low mass fluxes in bubbly blow Vm is the appropriate refer-
ence velocity for the pulse propagation. As the mass flux increases, the 
model suggests that the propagation reference velocity may deviate from 
V. Again, data taken at high mass fluxes are needed to verify this 
assumption. 
3. The drift-flux model will not provide the measured propagation 
velocities in separated or annular mist flow. This may result from the 
lackofagooddynamicexpressionforV.or the slip under these condi- 
g3 
tions. 
4. The model does provide good agreement with the critical flux 
in straignt pipes for two-component flow. The correspondence of the model 
with both critical flow and wave propagation in bubbly flow indicates that 
the Reynolds mechanism for - choking occurs - in bubbly flow. -- In annular flow 
the choking mechanism is suggested by the Reynolds mechanism with the 
sonic condition of the mist being the criteria, but more good two-component 
data are needed to clarify this point. 
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5. The two-dimensional aspects of a flow in sharp edged orifices 
and nozzles can be successfully handled by a covariant correlation. 
6. The range of hyperbolicity appears sufficient to allow the 






WAVE PROPAGATION AND CHOKING IN ONE-COMPONENT FLOW 
If the model employed for two-component flow is applied to one-
component (steam-water) wave propagation in a bubbly mixture, the picture 
becomes less clear. The frozen isentropic model corresponds reasonably 
well to data taken by Karplus [26] and Henry, et al. [28] (see Figures 7 
and 8), but the large amount of scatter makes it difficult to conceive of 
any sort of model making accurate predictions. If the same formulation is 
used on data by DeJong, et al. [44], the model seriously underpredicts their 
results, except at very low a, even though the regime should clearly be 
bubbly flow. The effect of non-equilibrium may account for the discrep-
ancies and large scatter, although this is still to be determined. 
If the same frozen isentropic model is applied to the critical flow 
situation the results consistently overpredict by wide margins the avail-
able data (see Figures 9-11). This suggests that the effect of the flash-- 
ing present in critical flow contributes significantly to the conditions 
at the critical point. In general, it appears that while the wave front 
in one-component wave propagation travels in a substantially frozen manner, 
the critical condition is representative of non-equilibrium flashing even 
though, as previously mentioned, the large degree of scatter and inability 
of a frozen model to predict some of the available wave propagation data 
leave some room for doubt. This difference between wave propagation and . 








100 I 8 
.5 	. 
Steam-Water Data from Ref. (26) 
(p = 10 psia) 
Author's Frozen Model 
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.1 	.2 	.3 
a 
.4 	.5 
Steam-Water Data from Ref. (28) 
(p = 40 psia) 
Author's Frozen Model 
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Figure 8. One-Component Pressure Pulse Speed 
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represents the leading edge of the pressure pulse in a mathematical sense 
although in actual fact some effect of the pulse may be felt ahead of what 
the 1-D model predicts as the wave front, due to the fact that the isen-
tropic speed of sound of both vapor and liquid are higher than the observed 
and predicted average velocities of the pressure pulse (except at high a's 
and as a -) 0). In the case of critical flow the observed choking point 
however is situated near the center of a region in which there is a large 
pressure drop. This suggests that in the case of one-component choking 
the concept of frozen equilibrium cannot be supported as indeed the data 
indicate. Numerous authors (for example [51]) have suggested that such 
non-equilibriuM effects are important. 
In order to account for the effect of flashing in one-component 
flow, J. Boure, et al. [45] have suggested a constitutive equation of the 
form 
ott4 
to 	s 	c44,. 	f `'" 	 ci (Al) 
where 
(P) 5,) 4- L a 	p) 
is. 	is (PI Ts.) f 1:5-4a-E CP) 
However, no mention of the functional form of C 1 or C2 was made nor were 
any results presented. If elementary kinetic theory is examined, a simpli-
fied more explicit form of Al may be deduced. The net vaporization flux 
in evaporization from reference [52] is 
otV (PsAr P)/2. irmt kV"' 
where
v 
is an evaporization coefficient 1. However A2 is derived on 
the assumption that the external pressure field has no steep pressure 
gradients in the region of interest. If we define 
AP 	P PsAr 
and consider a region where such steep pressure gradients exist, but where 
variation in T 2 is small compared to this pressure variation, then from 
a first order Taylor approximation 
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If we assume in the vicinity of the critical point that 
bz constant, then A3 may be rewritten as 
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If we assume further that the pressure non-equilibrium AP is small 
and consider the isothermal process (almost isentropic) at T g  between sat 
and P then 
rek,v = 
	-L dP e.e.1ii.. —1- AP N o 
or AP p g  Ah where p g  is assumed to vary less than Ah. 
Since 
1
— 	dA should be a strong function of the void fraction 
ATc § s 
we have upon conversion to British engineering units 
c.v 	(e't) PI. a  
LRT) (AS) 
where Cv is a constant for a given critical pressure. 
This is of course a highly simplified analysis, but if 
Flg) ".7-' 	C - of) 
	
(A6) 
and Cv is allowed to be a function of the pressure at the critical point, 
reasonable correspondence with the data is shown (Figures 9, 10, and 11). 
Of course, only the second part of Equation A5 enters into the determinant 
which provides a prediction of the conditions at the critical point. 
For the model displayed in Figures 9-11, a value of C o = 1.1 was 
used with a cutoff alpha of 807. of the value at which the slip ratio be-
comes infinite. The reason that the reduced cutoff was used (rather than 
the 907. used previously) was because a slight hook occurred in the predicted 
Figure 9. One-Component Critical Flow 
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Steam-Water Data from Ref. (50) 
p = (100 psis) 
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Figure 11. One-Component Critical Flow 
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curve in the vicinity of the cutoff alpha if the 90% figure was used. In 
addition, a Co of 1.1 provided a slightly better fit of the data than the 
Co of 1.15 used earlier and, of course, provides a slip ratio in the same 
range as that suggested by Henry, et al. [50]. While a more complex func-
tion of a might provide a somewhat better fit of the data, it was felt 
that the simplicity of A6 outweighed any gain in accuracy achieved through 
greater complexity. Also, if more good data were available (where a is 
measured directly) at varying pressures, then a functional relationship 
could be derived for C
v 
and of course provide a better test for what is 
admittedly a highly simplified model of a complex phenomenon. 
The suggestion here is that in single component flow wave propaga-
tion information may not be directly related to the critical condition 
as it apparently can in two-component bubbly flow. In single component 
flow, the critical mass velocity is smaller (except as a -) 0, 1) than that 
predicted by the sort of frozen model which may be used to predict wave 
speeds in most of the available data. This shows the importance of flash-
ing in critical flow although from the standpoint of the model, the Rey-
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APPENDIX C 
• PROGRAM WAVE 
DIMENSICN 	I0).1111 ICI 'GC ICI ',At 51.I141 
DIMENSICN ALL t 401 
DIMENSICN ABI151 
DIM EN SI CH XV 5051. 	5251 
DIM ES SI ON C14,81, Et 61, Bt 4, 41 
DIM ENSIGN XII 41 
CMFLEX Aix 
REAL K I 
EPS•••0:0001 
11 AX=20::: 
C 	IkeisAIR 	NE) STEAM 
WRITE( 6,4771 
477 ECRMATt 1Ht 23HIPPAKK.IZ.IKKr IT. BRUM 	) 
PEAD(599981IPPolglatIZ*IKK.ITIRNUM 
RHUM•LT•0•0)GC TO 6780 
IA=1 
GC TO 6790 
6'780 	IA-2 
6790 I Ft 316777. 667716777 
6677 WRITE( 6,99001 
990: 	FCR.MATI IR* 251.1 RTPERBCLICITT TOLERANCE 
REA Dt 51 9981 EPZ 
0777 	CONTINUE 
998 FCRMATI 1 
WRITE) 6.78001 
7800 	FCRMAT( IR. 15H CON, CO. CUTCFF 
READ) 5,9981 CCN, ALBs CCFF 
IF) CCN*LT•3• /GC TO 6700 
IJK=1 
IT=2 
GO TO swa 
6700 CONTINUE 
CONTINUE 
2 FORMAT (8F10.3) 
WRITE( 6.47031 
4700 FCRMATI 113•9i1 GAS EX P 
READ) 5.998)KI 
IF) UK •GT• 1 /GC TC 476 
WAITE( 61)475/ 
475 FCRM 	1H ir 5FISIGM A ) 
READ15.996)50 
476 D1*• 1E67 
WRITEI 6,89C0I 
8900 	FORMAT( 11102E41 CM. CFatiG/DP. AL***AL I** 
REA Dt 5t 998 / SC21 AA 121 TTT3. TEAL, TEAL 1 
T1T2,--C• 
TTT4=C•C 
IF( IKK • EO• 11 GC TO 345 
WEI TE) 6.4791 
92 
1 
479 FORMAT( 10 o 411ROIN 1 
READ1509981 RCM 
345 I Ft IPP•GTo 11GO TO 4000 
WRITE( 6, 4=11 
	
4001 	FORMAT( 1 Rs 8H Po T1 T2 1 
READ1519981 Po T1 or T2 
4000 	DC 1000 K.7,21 
I Ft I PP* GT*1 / GO TO 4005 
I F1 I PP. I0.1 MC TO 1234 
- FIKJ•GT•11GO TO 1556 
DC 1444 I=tol(KI 
1444 	READ( tn..21ALLIII 
1556 AL=ALLt ICJ 1 
CC TO 4006 
1234 	READ15. 21AL 
GC TO 4006 
4005 WRITE( 6.40071 
4007 	FORMA TIIN .811 P. 'NAL i 
READ1 5,9981Po T11 AL 
4006 CONTINUE 
CALL DAT( HUN. Po T1. T2o 
CTI=ABI 1/ 	• 
ROTI=A fit 21 











AAAt=R0244 CT2,11, • 51 
KJI=1 
I/C.1=2 
IY•NE•1) GO TO 177 
IQ IstAL 
AL".• 0001 
177 	I F1 IKE • EU. 1 • OR•I Z• EU• 3/GO It 544 
GC TO 161 
544 RCIN=10. 
164 G C=32.174 
IF( 	•GT ■ 2) GC TO 175 
IIIIJK•E0.11GC: TO 171 
I Ft CCN•GT•1.011.O TO 803 
WRI TEl 6o8:011 CON 
801 FORMAT( IR. //20X1 SLIP.4 RC' /11021** 	F3.21 
GC TO 175 
8:03 I Ft CON *GT* 2.1 GO TO 804 
WRITE16.8021 
802 FORMAT( Mt //2C1191111 01 MUCUS FLOW 
CO TO 175 . 
804 	AL CUT=CC.FF/ALB 
WRI T E16, 8051 AL Bo CUP. ALCUT 
a...;5 	AT( 1!! /111.7.X4H CO- F4•2o 5X1111 CUTOFF 7i woo F4. 2o 5X3HAL=t 75.31 
GC TO 175 
93 
94 
171 WRITE 16,3461 
346 FCRNATt 1f1C635X15HB1JBBLY FLCW 	1 
175 CCRTI RUE 
11=4 











IF IJK • E0•1 /GC TC ED 
AL3=AL**.5 
AL4=AL3/11.+AL31 
IF( Cal-GT•10GC TC 156 
SL-( (RC! /RC21**CCO 
SLIL=:.;•C 
SLRC1=- CCN* SL /RC! 
SLRC2=C01*t - SL /RC21 
CC TC 15? 




GC TC 15? 
159 ALC=CCFF/AL 
AL•GT•ALC1GC Tts. 2CCC 
SL=AL1/t1./ALB-AL ) 
SLAL=- SL /ALI+ SL*AL Bit 1.-AL/01AL  
CC TC CC- 
2CCC 	SL=11.-ALC) ft 1. /AL D-ALC1 
SLAL=-SL /I 1.-ALC)+ Si/PALb/111•-111141ALC/ 
3CCC 	SI, Rf,.1=C-• 
SLRC2=C•C 
157 S1=SL- 1 • 
D11=1•+ AL*11C2* SI /ROI 
III SI •LT•C•'''''''''''13 CC TC 154 
V2VM=ALI*S1 /DN 
V2117=1 AL1*VM*RC2*S1*S1/1 DN*DN*M411 
V2R8=1301*DN /1 RC2*S1*Sl 1-AL/SI 
12AL=1-1.*S1*V31/DN1+ V2R7*It ADP( RC2- RC1)/11C141-1.+42RB*SLAL1 
V2RCI=V2R7o1t AL*AL1 /RCM I+ Y293* SLRC11 
V2RC2=V2R744 t AL*ALIRCRI-I AL/R=1+ T2R3*SLRC21 





155 423=AL l*S14. 1111/DN 
• T4'.` 71 
69 V=t 1.41 1.1, 41GC*COPSC1**•25) 
V::J=V*( 1 RC1- RC2) It RCI*RC1111.4..25) 
2.5E-1 1st t t RCI*FiC11/1K11-RC2))**•751*Ir 




71 IF( II(J.GT.2) CC IC 176 
Fl IY•NE.II GC TC 176 
DSret i I ...la, 1 IXCII 1*1 RC2/RC1 )*S1, 
FECAL-t•/1 DS* I•1 
171=1 .41 1 • /1 t DS+ 1 .1**2. ) )*D9* SLALISL 




I Ft I Ilt •GT•2CC) GC TC 19 
I Ft AC•GT. •CS1 ) GC TC 175 
176 CCIITI NUL 
C 	MAIN RCN 
C Ifee DIFFERENTIAL TERMS FCR SHEAR STRESS 
C 	01I)- DIFFERENTIAL TERMS FCR NEAT TRANSFER 
C GI I ler DIFFERENTIAL TERNS FCR MASS TRANSFER 
PerPer 44 .*GC 
V2XXer • /I CT2**-5) 
RC=1 RCM RCI*RC2)I 
TTT1=1 -AA 1 2*ARCE*11,12)/t V2XX) 
CI It 1 1=P0► Gt 1) 
Ci 1.21=R:(2)4AL*V2iii 
CI 1 3)..13OrG1 31+ 1 
Cl 1.41=104+1 RCI /11C/1)*112J-IRC*C14)+AL*V2AL 
VT2T=t AL*AL iRC2)*RCT2 
TT2I=AL*1 V2E;2*Reret ALI /RC2)*( V14+ RCl/RCIller T2JI*RCT21 
IF( IA•N E. 1 ) GC IC 654 
ETLrei(E I- 1 •C) /M*1 T2/PI 
GC IC 656 
654 EIL-I T2/1 RC2*RC2)1*1-RCT21 CP2*7713•*GC) 
656 CCNTI NUE  
irliTreAL*AL 	CT2/PCZ-CTI /RC!) 
VFX0AL*1112RCIreCT1+V2RC2*CT2141AL*AL I /RC21*( 1 N+I RC' /RCH1*Y2J1*CF2-1 
I AL*AL 1 /RC! Pet V14-1 AL De ItC2/RC(/*T2.11*CTI 
-I AL*AL 1 //1C11*RCTI 




TT1X TT I X-1 TTT2*CP1)*R778•*GC 
CTPI=ReTTTIret 1. /R024 I T2* licT2 rrl RC2*11C21 -11131 
,CTRI=CYPI+RC*TTT2*t 1 •/RC1+1 TterRCTI /1 RC l*RC I f-TTT4) 
TTTTTTZ9. 144•1778 • 
TTT4=TTT4*144•/7?8. 
IPT=TPX-C4P1 
IF tICI•CT•C•C/ GC IC 3C 
Cf I t51= 1/PT+R3eGI 5) 
CI I 6)=TPX+R3eGt 
Ct 1,71..TT T+ vT2T+110*G 7) 
Cl I 'el= VTIX4 VT2X+ P.D•Gc 8) 
GC IC 31 
Ct 1.5)=V P T+ EVL*91`214.RDPG1 5) 
CI I 61r. TPX+ ETL* V T2 X+ R0eGI 6) 
Cf 1,71-711 T+ RC*C1 7) 
CI 1.81erYTIX+RC*G191 
31 CCNTVIDE 
Cc 2, I r=',-,•,1 
CI 2, 22 . 1-h34 
96 
CI 2. 31.R C2-201 
CI 2.4)=1,0( PC2-1(CII 
CPX=VPAI AL t*CTRALsbera 
CPT•AL I *CV+ AL*CT2 
CT( 1 ,̀=AL I*RCTI 
CT I X=1/14*AL I *RC?' 
CT2T.41.*ROT2 
CT2X= 1/14*AL*IIC72 
I 11 K I •GT ..14.1 GC TC 32 
Ct 2. 51=CPT 
CI 2. 61mCPI 
CI 2.71 .CT I CT2T 
CI 2.131+2CTI X.CT2X 
GC TC 33 
32 C12. 5I CPT. EVL*CT2T 
C(2. 61= CRT+ EVIAcT2I 
CI 2.71=CTI T 
C(2•8)=CTIX 
33 CONTINUE 
V.) J -2 V2 Jit CI • fSe2i24) 
C-22 (AL/ ALO*2. KAU J /R 
V14SCX VAti4104*$ 
s (4) = VASCA C1  2-R43.)_ 
SC4) %S (4)4-PE /4. 
Sca)r-SC7)*Drisi. 
C 	) c:441M+ 4.o/DE) *SCI! 
cc3, 2) =RdAt* VA+ C o/DE)x-stz)+C3z*V2vA( 
GO) ) 	/DE) * SC3) 
CAOlic CA LD/ R4 ) IfVJ 34442. 31((1 • C41-*AL-L)- C CR4 2-R#.1)//24 ) +C.32.10/2AL. 
c.c3,  
CAP 1. 4- LA L Di RO)4(
D E) 
VaJiE(V2.71 	/ 	 *Cr 1 4 V2 ,7*(1. . 	- A L/R4 
.1)14Cr2+2.* V2 /014 CT14 2. IF VICO 2 * CT2) 
cropx= Cl/PK+ VAS Cis C4 1.* CT2.+A LI*Cr ti ) 
GAIT I Xs CAL /)/R.0)1(.VJ J* V.2.74 1./R4.i.41.1 ■7440 kr- crs.+2 * vu.4.1* ex-4) 
= CALD/R.61) V.14,1.0/2.31$41.1 P.4 2-A .1RiA)4CT2 s2. vartsivecri) 
c/o/X_ cmri x+vmc..bil-14-84r1 
egrig .cm.ru+ VALICIVALM1Z0 T. 
1 FCjCZ. &T.o .o) GO TO ..34. 
CC-2, 6 ) cmPAr+ C4. /Pe) 4-3C6) 
C 8)r-cAt72.K+cAtT2x-)-(4./DE))E3C8) 
GO TO 3.S" 
CC3 .)=CMP*4•CATV kW& + (4. /DE)*..s C 
0) e) =curl ,e+ /oar s CS) 
3S CU35)zC4.0/D6)*(SC5) 
C 7.) 7-"C*. IDE)*M.7) 	• 
rruEr 
HI ttN 14078 .*Ge, 
1416/42*778 • *Se... 
CP C.P.1.4 7 713. X-64. 
cpx.= CP 2.01,170 . *GC. 
DN=112- NS  
C42 =A L A 14(i2cI21ci4 /Rom 
PP/T: (124.1.-202)/CR4viii2413 
C(4,d)= C4 ./oE)ittpC1) 
C 4, 2) rA14-4.-P4d44114-4Lit Rt) 2 ,04 2-Jr (4. /r)a)41-9 	C42*V2014. 
cc ch 	Pib PIN 2 -Ri) dliN.1+ C44 /DE) fl - 9(3) 
C (4, 4)=. C-V2.7.4-472/ C11011RO•i())1(j)//tVAK, 	2Alt 2 -44*./41)+ 4.* s C41/DE • C424x V.2A 
EA1Pr. ALIA 	IVR41, 1 	T./ +11_1.ircT.1 )4.ALA (.5.„ i•er2/4 V*4 ra,+14 z+crz) 
EA px ?WA* (A IAA. (CTIIR41,)kkeirl-fN,V4 Crd) +AL- ccri/pc2,*.i4rz+fl 24-C-1.2) )41- (AL 
97 
d* v2.%1A0m) *- C Cr21,RrIz/P41)01202-Cti1k4)2/04.0)1R014.0HrALle R¢2.0fROZAta4i R 
24)mt DUO Liai * Rol* C.T.2/R.0") + (AL t PR AO) if 012041 crl -i-vz.ROVien) 
Ci414-c1,14-ici*P.0Tt ) 
ENT! g= YMI+Eld T T + CAL* V2.)"/ ROA) at,  C-RO1*Re24cP1-441*.AL*RgSz40446z*RITIA.0")+ 
1AL* PH *V2kg.*R01114 
EArrzr=Atii U424 cP 2-4-142.0407-23 
tivr 2x x Vim-ENT-2T* (ALitv LT/ RON* C./244*)20.4e-p2.+Du*ALdifRitd NROix 14 124440+ 
.3A LAM* ihRtz* 120 -211Z 
ENTiXr. EN ri rrrattp z*PP 9 
Efiri KTENT x+ TIT2sfec P swP P9 
EtiPXzEriPX+C-ViliitPP 9/4) 
FCRI 	0.0) Gio 	jg 
C C4i =r-t4Pr4-C4,/re)ifrits, 
C.C.4,6)zErIP44-(4. /DEN‘pC.4) 
tt..4) 7):: ENT TtEN 72 (4,/ot)*9 (7) 
CC.4; 	ENT/ x +ENT2X-PCiiti PC49 tit) 
GO 37 
36 C 	= 	 (4,11,t),* GT) 
.(A5 6 ) = ENP4+ EVL-ii EN T 	iDE)Y-9 (6) 
cceo )17 E. lin r+c4./pov-9c7) 
cxxpi 8 ) =ENT! X t 0.4./0E) )4-9 C g) 
37 CtOKTINtig 
C 	MI COMPLETES ME CAL t'.11Lr1r, of ctsix) 
p2p/ 	Gel 
42421(778..460.C.) 
CP1j-C.- Pl/ C778.4 GcA 
CP 2,7 CP2/C778. 
	
Palti K. 	 T-46 I be) 
IF z-Gr.±.) 	Tg) 6-se 
VaRI r>= C6, la) 
38 FORMAT Ci}10i 44C9: toti C LZ) 
095 3? ral , 4 
37 WIZ' TEC4, 41.1) CC Cri 44K) K-K=1, 
41 FORM'!" ( 1140/WO P8510. 2) 
The NEXT P4/21" CALCULATES THE VALUES OF THE 16 DETERNIWANTS 
5$8 Cepp1T I Nur 
P4 100 22-1, sb 
BC.EI1)=4 C(.7) 
21= CCrj 3 ) 
Eta) 3-) (Xis) 
100 8 (-1344)=ctsj 7) 
CALL Den-72(8)0 
ACS) CA4pLA (1)1 oj 0) 
DO zoi Ts it 
 201 B Crj3 c(r, 
CALL 0 EnR(c3.,D) 
DO 302 rzt j ik 
13( 2.)=cc1 
2A 2 13(..Ti 3) 7- Gay.") 
CALL. r) ETER U31 D) 
ZC2.):=-D 
I 2 3 
El(r...2)=-- ccr,3) 
203 8cz,43.-ccr,2) 
CALL DETER c8, D) 
E(3)=-D 
DO 204 E=1,4 
204 e( L. 4)=C(1,7) 
98 
CALL. 0ETERC Orb) 
EC4)-.-D 
Y20.0 
PO SO r=1. 4 
so v110(4E11) 
A( 4)=Ct4PLXVI 0 ■ 0) 
PO .Ufl Zor3,4 
BCC, 4)=CCi a 
8(r,2) wC.Cri 43 
301 8Cra3) cCCIA 6) 
CALL DE TERCB D) 
C t)uP 
gQl 31:12 rrt • 
13(743).*C(1,5) 









DI 304 T,E1, 4 
scr,t)T:Lccri 2) 
scr,2).c.ct,3) 
304 EICT 4)4CCtil) 
CALL DETFRces0 
Eli)) alt> 
pc! 3oS Twt #4 
8Ct,3)ticcr,3) 
54)3* BC1-.4) 0 ecra?) 
CALL PEITR(134D) 
E (5) (t) 






pc 6 St 1'211)6 
Si Y=V4-E Cr) 
A(3) =CKPLXCY, 0, 0) 
DO 401 talt4 
401 act, 3) *Ce.,,r, 6) 
CALL LtEreie 6, D) 
E(A)=-0 





041 403 rel 14 
3(1,2).-Ctr,31 
403 ect, 317--CCr) 
CALL DETERCH ■ P) 
E(3)'•-0 






D9S S2. 1=1 4 
S2 YNY 	L) 
AC2.3.,CMPLXCA, 0.0) 




IFC.17-.Eq•WC0 TO .59q 
CO 'T(1) 161 
160 C01471141 





CALL PETERCO 3 9) 
TF(Ike5(0).1-T.0.001) 00 Tlei 163 
IC(IKJ.0, .505) 00 10 19 
V111 1•1( I K3) evil 
xycilti)q) 
xYC1)=XYcs) 
trocjr.r0.2) G$ 	t: 
zsxycrili)/xI(111J-1) 
GO TO U. 
11 Z.cXYCIIK..1•/XYCIKJ-2.) 
lz tc(Z.LT.0-0)00 To 11 
Sit 	IFc1tJI.GT.1)GO TO r 
I F( TR.. GT.s05)Gc1 TO 19 
VMQVK+ 10 • 
gOVI1=R014,1V1i 
110=Xt(J4 I 
605 TO 115 
11 tr(KJr•Gr•1)60 TO 18 
VM11 (N1.1 1.41( IK.T-1))+1. 
Vt4VP1( 	.7) 0.41 
1:101/14• gr01.1*Vq 
KJtaKJE+1 
LK :4  
(KV. GT . 1 0, 64 •t tcl 
est 7/5 115 
It VKVH(SiC.7) +WI 
Ift1Z.NE•3)G3 CO 572 
IFIKJI.E0.2)6q TO 573 
v4=ovnicria-i) 
Go TO 15 
513 VlieVYWK(IKJ.■2) 
Go TO 15 
572 	CONTINUE 
IF (11•7i.E4a.2.) GO TO 14 
VIAR(VM-VtiVIACriu-1))4(--xlCru.J-1))/ (1) -XY C 11.c.J- 1) ) 40-1Vvit( CK.) - 
WRITE(6,41)O,XY(TKJ-1) 
GO 10 15 
14 1/11•0111••V14 1/140TIC.1-2))41.C...XYCIKJ-.2))/tp-xi(ots-2..1)1IMIPESKS' -2) 
WEICTEt 6, 41 )Ddf( TiV-2) 
IS Ri5111111R7)14INli 
IFCIZ,EQ*2)Ce TO 161 
GO TO I 63 
tct WRtrE(6,20) 
IF(1z-E0 - 3160 V0 1000 
20 FORHATc tH,51iAI30RT) 
163 CONTI NuE 
vRITE(6,166) 1KJ 
166 F0R1iATC/t H,20X23t;NUtiBER 	rIERATIONS z 	• 14) 
Wr4 1TE C 6,144) 1A-1, R150-1 
144 F0 R1-11% 11-1,20X241.4C1414SIMB NASi VELOCITY * 	J FIO.4,/20X2OHC ►1Wk ING  




555 WHAT CTH 	ALPHA 	TEMPI 	1E02 PRESSW1E 	MASS FLUX 
1 
WRITE (6,2) KL I TI,T2,PAROM 
IF(TZ.GT.1) GO TO 445? 
IF(IKK.GT.1) GO TO 556 
PO 301 r41,4 
301 WRITE(6,4 1 ) CS(r,KL),KL=1,4) 
556 	WR TE ( 6., 146) 
666 FORMNT (iti,stH Wri 	ROI 	vXA 	ENTHALP72 EN1HALPY1 ) 





FORMhIcii4,4214 	CPI 	CP2 	GAS VIP 	SIORA 	) 
WRITEC6,2)Crl,CP2,KI,..1 6 
WatTE(E/11 2 ) 






111) V2JVR01,1/2R011V2ALIV2 VM 
w(61111 ROT/ 
WR1TCC6,261) 
257 FORNNT(/10,3714 RIPA 	VIA 	1,O1 	ROI 
WRITE(6,2)ROVIPV1,R0I,R01 


















333 FORMAT Clt14,12H 	Vt . 	 Vrt 	 VI 
ILIP 
WRITE (6,334) VIIVH,012 7 SLIP,VJ 
334flPRMAT(IW6F14.3) 
IF(TZ.GT.t) 60 TO 551 
WRITEC6, 135) 








339 PORMATUIH,25X10HQUALITY 	,F1*4) 
EFCIKJ.GT.2) GP pp moo 
511 	coo1 iN0E 
A(4) ,,A(4)/(gEALCWI)) 
A((3)=A(3)/(RCALCAL51)I 
A( 2 )=A(2)/CREALLA(5))) 
100 
5X31.01.Fs F7 , 2) 
101 
Act)v-AC 1)/(REA , Lcm5)); 
A,(5)‘:.- cmet.xc 1 - ,0.0) 
C 	1141S .5ECIION CALCULATES THE vELOc.ITSES of pRopAeATtora 
CALL ROOTCP (A,MIERS,KMAX,X,J,594) 
C 	A:4441 ELEMEWIS R£4'RESENT1N6 Ger,. F POLY/Mit kt. 
DEGREE. 9F ?CIL TI40141 AL 
C 	MI* rme DIFFUEOCe BET11EE4 SOC63SIVE AffROXII4A1101 ,33 fiF A ROT 
liA( NO 9P Ilf RAT tea S 
X=Roors t1SF P 13g. Oil AL 
C 	J= RooT WWVERGENCE 1101CATOR 
C JoN if ALL ROOTS CONVERGE 
C. 	IF s is LESS T 
F" J 1S LESS T tiAI tJ ThEIJ ..)Ytt Reor FAILED TED COW/CR C.F. 
ir J Is LESS now I3 TKIJ 4-rtt ReeT fAiL.E0 To CothleReE 
C 	FCX)= AO AIX 4' 1 • *. Ap(**4 
TFCs7..14e.3)Go To 99 
DO 668 1=t,,i 
DDL=AB s(ivv4A GCx CI))) 
568 Tr (DDZ. 61.ETZ)GO TO 
Vti4i(1KJ) ,t*1 
GO TO 57 
9i WRITE (6,2s) J 
sv FORMAT (IDOI2OXI4/614R0OTS 
PO 18 
XX(I) ---.CABScX(I)) 
98 %ATTE (6/911 I / X(1)AXCI) 




EQ. 1)Ge "re .519 
O2r:XX(2.) -VI - VJI /AL. 
WRI TE(6/384) 
3gq FoRKAi (Jim ? loXFCX-I 	ROOTI-V1 ROoT2-V1-.31/AL 
1 	 SPEED oF SOUND 
GO TO 221. 
5I9 XX2)OCC.2)-V2. 
WRITE(6,399) 
391 roRmAT 	14, I OSOW 	RO0T1 	 RVOT2 VZ 
SPEED OF 50V4D. 






SOBROUT( .NE DETER CD ID ) 
D1MENS I ON t4 p 
01=8C I )41 C8C2,2,IACBI31314113(4,4) -4(3 04)48( 4/ 3))••11(3,2,)*(8(2, WEI C4 
----- 114)-•811,414131 4,3 / 1+8 (4,2)F(8 ( 2 3)*9(3,4 ).•9(2 3404E1(3 )3) )) 
	 attea • 3.) (....43 p2 44.8 C3 13)*DIA 	3 g_t1 "13 (4)3 )1+8( 31_,2 	Cit3)43(-. -- 
124)-$ (1 1 4)(3 (4.,3))••43(4,21*(B 0103 ) 418(3,4)"8(14)1113 13 
03%8 (3 r1) (13(112)11 03 (2/3)*3 C4/4 )"•11CZA)/t8(41)3 3 ) .43 (2 ) 23*(13(1 ,3)118 " 
)--13t 	)I}ES (4,B) )+13 (4/ 24114.2 LI/ 3 3*BC2., 4)".8(1/4)IID(143 ) )) 
P443( 411)41 C•9(142)*LB1233)413(3744-13 (2,0*I3 (3 y3)) +13(242.)*(.0(1)3)ifi34 _ _ 
4.3p4 )•••8(114)*8 (3,13) )••D 0)21 *CB Ili 3)*B (2, 4 ) -131114) sik8 (2.0 )) ) 
B=D1 4024.0311/4 
TURN 	 - - 
END 
5013RCoT1nr 'BAT( Rt1L1P, ri 1 .ra, 49) 
F(.00 4.7.o.o) Go 10 /SW 
14:1 
GO 10 "Goo 
7500 
Woo. 	coreolue 
PI 	ofe XIXAS) 
I F C11.6?. G60. ) Go Yo 6110 
1111:.‘196,4xCli-493,4 
op1 .61.9 
22.2.4 ram -42a .) 
GO To 600 
Stito I Fen -6.7.760.) GO 7.4 
ix. .01 6.(T1 -GO 4+167.9y 
• J•oz 
H2t..33SPICTS -06044 1+5.9 
Go To Goo 
591 i FC.71 *1'. 860. ) 60 TO .722. 
i= t-0:12411-1•40.)+2.131..ri 
CP 2 .0.7' 
2: 3 gert..7604+ 1,714 
GO TO 600 
5$2. I Feri 41:910 .) Go 710 043 
• i 10340 I i-41.4.1+2.74.97 
CPC: hi 
14 22.06*{ 1.1 -860 ..)44101. 
G 'P0 6.00 
533 t 	.6%960.) 60 TO 481 
1 Setil -2 I 0 4) 44)40. f 
oPt=1•I 3'  
til•- .06vCr 1- $ 0.1+17.0+4 
G o To 670 




HLTsSiarbY1X-(T 1-9724 /1004 
U12 .0000537iti y1-146044.67 
tK- (3' I-492 000.4. 
PR= PiI4. 
TC.2.374. 
VX t2.- 141+540t( Tea* 313)-.00125.13741r1c+(7411709E-18)* Mai+) 
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