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Abstract
Large “correlation”-type networks have applications in machine learning, data mining and
analysis of large biological networks. These networks contain short length-k (on the order of thousands) feature vectors for every node in the network that describe the characteristic or behavior
of that node. Edges between nodes are expressed as correlations, partial correlations or coherence
between the corresponding feature vectors. If the number of nodes n is too large (on the order of
millions), then the dense correlation network with size n×n is computationally infeasible even to explicitly store in memory, let alone to use for computation of standard network analytics like clustering
or centrality. In this dissertation, we provide an algorithmic framework to analyze large correlation
networks efficiently in an implicit fashion, without writing down every entry of the network.
Our framework allows us to compute various network analytics like clustering and centrality
using spectral techniques (based on linear algebra). It can accommodate several more sophisticated
edge weight measurements beyond just correlation, including partial correlation and coherence. Since
correlation networks can contain negative edge weights, one of the main innovations of our work is
a collection of transformations that re-map node feature vectors so as to produce a non-negative
network in which edge weights are approximately the squares of the original weights. We also develop
a number of other useful algorithmic tools (e.g., implicit calculation of shrinkage estimators) that
play an important role along our implicit computational pipeline.
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Chapter 1

Introduction
In this dissertation, we study network analytics on certain types of similarity networks that
are too large to store explicitly in memory. We develop a framework in which we can compute several
analytics on these networks in an implicit fashion, without even writing down all the entries of the
network. Such analysis is vital in biomedical fields and in other areas dealing with large similarity
networks, such as in data mining and machine learning.
Similarity networks are usually derived from vectors of “features” associated with every node
in the network, that represent some aspect of its nature or characteristic. Edges between nodes are
weighted by a similarity function on the corresponding feature vectors. For example, in social
networks, individuals might each provide a feature vector of desirability of presidential candidates,
where the similarity between individuals is determined by the correlation of the corresponding feature
vectors. In functional magnetic resonance imaging (fMRI) networks, each region of the brain is
associated with a feature vector in the form of a time series measuring blood oxygen consumption
over a period of time, which detects neural activations during an experiment. The correlation or
coherence between corresponding time series determines the functional connectivity between regions.
In these cases and many others, an edge exists between every pair of nodes in the network. For a
network with, say, 100, 000 nodes or more, it is computationally stressful even to represent all the
pairwise similarities in memory explicitly, let alone run algorithms to compute analytics. Specifically
in the field of fMRI coherence analysis, the author of the book “Statistical Analysis of fMRI Data”
[12] notes that “The exorbitant computing time this would require makes such calculations highly
impractical, but even if all these coherence values were computed, Herculean efforts would be required
1

to sift through them all and interpret the results. For these reasons, current applications do not
attempt to compute all possible coherence values”. The current practice in fMRI analysis is to
completely evade this issue and only look at coherence or correlations between a few regions of
interest. This leads to an important question: can we realistically perform coherence analysis on
all the nodes of a large fMRI network without compromising on computational resources? A muchneeded improvement in theory is required to tackle this issue, which we address by providing an
algorithmic framework to compute several network analytics efficiently, without even expressing the
entire network in memory.
We achieve this feat by storing only an “implicit representation” of the network based on a
minimal set of data that can be used to derive the contents of the entire network. In particular, we
show that certain types of large similarity networks can be expressed as matrix products of smaller
matrices, through which it is possible to obtain the eigensystem of the corresponding similarity
matrix. The eigensystem can be explicitly stored in memory, since the corresponding similarity
matrix is symmetric and highly rank deficient. This allows us to then use spectral techniques
(techniques based on eigenvectors and eigenvalues) to compute various network analytics. It is very
interesting to work in this space as linear algebraic methods for solving combinatorial problems are
becoming increasingly popular. For example, with improvements in solving linear systems [102, 69,
70, 66], Kelner et al. gave the fastest known algorithm for computing approximate maximum s-t
flows [30, 65]. Harvey [54] showed how to solve matchings and other related problems using algebraic
techniques.
The rest of the chapter is organized as follows: We begin with a very informal discussion
of some of the common network analytics. We define them formally and discuss them in detail
in Chapters 3 and 4. Note that we discuss results from the relevant literature “along the way”
instead of in a dedicated Chapter, as they are easier to explain along with appropriate surrounding
mathematical context. We then discuss dot product networks and show how a correlation network
can be expressed as a dot product network. We briefly show how to store these large correlation
networks implicitly and give a general framework for computing analytics on them. We motivate
the importance of studying implicit networks with its applications primarily in biomedical fields.
We conclude with a summary of our major results and a road-map for the rest of this document.
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1.1

Network Analytics
Network analysis is a field of science that analyzes large volumes of data from network

structures, and determines useful and interesting properties of the network. For instance, finding
the best search results in the Internet consists of identifying the most important or influential nodes
in a network, or document classification in the world wide web involves clustering or grouping
of well-related documents. The field of network analysis uses many statistical and computational
techniques, to analyze many different types of networks, for example those found in bioinformatics,
social networks, financial and transportation networks. For general references on network analytics,
see [84, 41, 15]. We study the following analytics that are widely used in practice in network analysis.
1. Centrality: These are metrics measured at individual nodes that determine “centrality” or
importance within the network. For example, a rumor in a social network might spread more
rapidly from a source node having high centrality. Most of the definitions provided in this
section assume that the network weights are non-negative. The correlation networks we study
(see Section 1.2.1) consist of negative edges, and we typically deal with them by transforming
the network into another that approximates the absolute values or squares of the edge weights
in expectation. We discuss this in detail in Chapter 5. We consider the following commonly
used centrality measurements.
• Degree Centrality: This is a quantitative measure that describes the strength of a
node’s connection to its neighbors. The degree centrality of each node is the sum of the
weights of all its incident edges. That is, if W is the weight matrix of the network, then
the degree centrality of a node i, also known as node strength, is given by

cstrength (i) = s(i) =

X

wij .

j

Using the adjacency matrix A gives the number of connections to a node i, which is called
node degree

cdegree (i) = d(i) =

X
j

3

aij .

We consider complete graphs in this thesis, for which the degree centrality does not
provide useful information, since an edge exists between every pair of nodes. One can
also look at various statistical properties of the weight distribution of a node’s incident
edges. We discuss this in detail in Chapter 3.
• Eigenvector Centrality: This measure is similar to degree centrality, but also looks at
quality of neighbors. The eigenvector centrality [19] gives high values not only to nodes
that have a large strength, but also to nodes that are connected to important or influential
nodes. The eigenvector centrality of a node i is given by

ceig (i) = α

X

wij ceig (j)

j

where α is a constant of proportionality that will be related to an eigenvalue of W . For
non-negative weighted matrices, the well-known Perron-Frobenius theorem states that the
leading eigenvector (eigenvector associated with the largest eigenvalue) is non-negative,
and therefore provides a good solution to the vector of centralities1 .
There are two other common variations of the eigenvector centrality that can be considered when every node contains a minimum amount of centrality. If we bias the eigenvector
centrality with a positive constant α, and we force that each node’s centrality to be at
least a positive constant β, then the Katz centrality [64] is given by

cKatz (i) = α

X

wij cKatz (j) + β

j

and the widely-known PageRank centrality [21] is given by

cPageRank (i) = α

X
j

wij

cPageRank (j)
+ β.
s(j)

PageRank centrality normalizes the contribution of a neighbor by its strength. The
difference between these measures is in the computation of the leading eigenvector of
different matrices. We discuss these in detail in Chapter 3 and show how they all can be
computed in our implicit framework.
1 We assume that the largest eigenvalue is unique, which is typically satisfied under reasonable mathematical
constraints.
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• Clustering Coefficient: This measures the extent to which nodes in a graph cluster
together. A node has high clustering coefficient if it is connected to a large number of
neighbors that are themselves connected to each other. In unweighted networks, the
clustering coefficient of a node is defined as the ratio of the total number of triangles
containing the current node over the total number of possible triangles that can be formed
with it. In other words, it is the ratio of the number of pairs of neighbors that are
connected, to the total number of pairs of neighbors. The clustering coefficient of a node
i is given by
X
cWatts (i) =

aij ajq aqi

j6=q

d(i)(d(i) − 1)

.

The above definition of clustering coefficient was proposed by Watts and Strogatz [112].
We discuss some generalizations [119, 32] for signed and weighted networks in Chapter 3.
2. Clustering and Cuts: Clustering and cuts provide measurements of whole-network connectivity. Clustering algorithms provide reasonable ways to partition the entire network into
smaller communities or clusters. Cuts provide a partition of the network into two disjoint
pieces or clusters. A global minimum cut is a cut that minimizes the sum of the edge weights
between two clusters among all possible such partitions in the network.
• Ratio and Normalized Cuts: The global minimum cut is sometimes very trivial; that
is, it puts a single node on one side of the cut and the rest of the graph on the other
side. The ratio and normalized cut objectives try to find more balanced splits, to prevent
such trivial solutions by minimizing the value of a cut relative to the size (number of
nodes in each piece of the partition) or volume (sum of node strengths in each piece of
the partition) respectively among all cuts in the graph. For a partition of the network
into two disjoint sets of nodes C and C, the value of the cut is given by cut(C, C) =
X
cut(C, C)
cut(C, C)
wij , its ratio cut, rcut(C, C) =
+
, and its normalized cut,
|C|
|C|

i∈C,j∈C

X
cut(C, C)
cut(C, C)
+
, where |C| is the size of C, vol(C) =
s(i) is
vol(C)
vol(C)
i∈C
the volume of C and s(i) is the node strength defined earlier. The ratio and normalized

ncut(C, C) =

cut objectives find optimal partitions by minimizing the respective cuts over all possible
5

partitions in a network:





cut(C, C) cut(C, C)
+
|C|
|C|





cut(C, C) cut(C, C)
+
vol(C)
vol(C)



min rcut(C, C) = min
C

C


min ncut(C, C) = min
C

C

.

Finding optimal ratio and normalized cuts is NP-Hard. Therefore, we show well-known
spectral relaxations of both the ratio and normalized cut objectives in Chapter 4, and
show how these can be computed in our implicit framework, giving an effective heuristic
to obtain reasonable solutions.
• Modularity: This measures the ability of a network to decompose into smaller clusters.
In the unweighted case, it tries to find an optimal partition of the network that maximizes
the fraction of edges within clusters minus the expected such fraction in a null model in
which edges are placed at random so as to preserve the degree or strength of each node
in expectation. The modularity of the network [83] is given by

modularity =



1 X
d(i)d(j)
aij −
[Ci = Cj ]
2m ij
2m

where m is the number of edges, Ci is the cluster that node i belongs to, and [Ci = Cj ] is
an “indicator” function that evaluates to 1 if the predicate Ci = Cj is true, 0 otherwise.
This can be easily generalized to weighted networks by using W in the definition above:

modularity =

where sum(W ) =

X


X
1
s(i)s(j)
wij −
[Ci = Cj ]
2sum(W ) ij
2sum(W )

wij is the sum of the weights of all the edges in the network. A

i,j

partition of the network that has positive modularity is a prospective choice for clustering
into two pieces, since the number of edges within clusters exceeds the expected number of
edges just on the basis of random chance. Negative values of modularity for every partition
indicates the inability of the network to break down into any number of communities.
Modularity can also be used as a measure of “connectedness” of the network, that is,
how well the nodes in the network are connected with each other. Finding an optimal
partition that maximizes modularity is NP-Hard. We therefore discuss heuristics based
6

on well-known spectral relaxations in detail in Chapter 4.
• Global Clustering Coefficient: This also measures the ability of a network to decompose into smaller clusters. It is often defined as the average of the local clustering
coefficients of all the nodes, though other types of aggregation, such as taking the mediant
may also be used. The aggregation is normalized so that the value of global clustering
coefficient lies in the range [0, 1]. In unweighted networks, a value of 1 indicates that the
network is a complete graph; that is, every node is connected to every other node. Using
the mediant of local clustering coefficients, the global clustering coefficient is defined as
the ratio of three times the number of triangles in a network to the total number of pairs
of nodes adjacent to each other
3

X

aij ajq aqi

i6=j6=q

gcc =

X d(i)
i

.

2

Just like local clustering coefficient, this can also be generalized to weighted and signed
networks and is discussed in Chapter 3.
• Eigen Gap: This is related to a well-studied measure called conductance, which measures how closely nodes are connected in a network, and is also related to the ratio and
normalized cut objectives. The conductance φ of a cut is the ratio of the value of the cut
over the minimum volume of the clusters formed between the cut. It is defined as

φ(C, C) =

cut(C, C)
.
min vol(C), vol(C)


The conductance of a cut gives the probability of a random walk to transition from the
small side of the cut to the other side in a single step. The conductance of the entire
graph φG is the minimum conductance over all possible cuts;


φG = min φ(C, C)
C

and measures the tendency of a random walk to stay within one side of the cut. In
other words, a graph has high conductance if a random walk tends to jump very often

7

between clusters, and small conductance if it is more likely to stay trapped within some
cluster. The walk matrix of a network provides a probability distribution of taking a single
step in a random walk, and can be derived from the weight matrix as W D−1 , where D
is a diagonal matrix with dii = s(i). Then the eigen gap is defined as the difference
between the largest and the second largest eigenvalues in magnitude of the walk matrix.
Computing φG is NP-Hard, and the eigen gap provides a suitable approximation (see
Section 4.1.4). The eigen gap also relates to the mixing time of a Markov chain, which
refers to the rate at which a Markov chain converges to its steady state distribution. The
larger the value of the eigen gap, the faster the convergence.

1.2

Dot Product Networks
A similarity network G = (V, E, f ) is a graph with node set V , edge set E, and symmetric

similarity function f : V × V → R. Let the number of nodes n = |V |. Each edge eij ∈ E also has a
weight wij that is given by f (i, j). The n × n matrix W contains all the pairwise edge weights.
The similarity function often operates on feature vectors associated with each node in the
network. For length-k feature vectors bi and bj associated with nodes i and j respectively, the dot
k
X
product bi ·bj , defined as
bi (l)bj (l), where bi (l) is the lth entry of bi , offers a measure of similarity.
l=1

A dot product network is a similarity network in which f is a dot product of the corresponding feature
vectors. Note that a dot product network is symmetric, i.e. f (i, j) = f (j, i). Also note that a dot
product can be negative. If all edge weights in W are non-negative, then we say it is a non-negative
dot product network. Dot product networks are common in many settings. For example, in a social
network, a feature vector of an individual might represent the extent of his or her opinions on k
issues, and the dot product gives the degree to which two individuals agree.
If B is a matrix with feature vectors along its rows (i.e., row i is the feature vector bi of i),
then W can be expressed as a simple matrix product W = BB T , since wij = bi · bj . For a large
network (e.g., with n ≈ 100, 000 and k ≈ 1000) the matrix W has size n2 and can be computationally
stressful to store in memory explicitly. It also takes Θ(n2 k) time to compute all the entries of W
in the most straightforward fashion. However, matrix B with dimensions n × k is a substantially
smaller matrix that implicitly encodes all the information of W .
Dot product networks were studied as a model for social networks [97, 117, 118, 86, 59].
8

Bailey [13] showed how dot product networks can be used in several applications in ecology. Several
graph-theoretic results on structural properties of such networks were obtained by [92, 93, 42, 63,
74, 11].

1.2.1

Correlation Networks
Correlations measure the extent to which two feature vectors fluctuate together. In this

section, we discuss correlation networks and show how to express them as dot product networks.
Statistical covariance measures the linear dependence of two random variables. For random
variables I and J that represent an underlying probability distribution, the covariance between I
and J is given as

cov(I, J) = E[(I − E[I])(J − E[J])]

where E[I] is the expected value of I. Sometimes we acquire only k independently drawn samples
or observations of the probability distribution represented by the random variable I. If the feature
vector bi contains these k samples, then the sample mean is given by

bi =

k
1X
bi (l)
k
l=1

and the sample covariance2
k

sij =

X
1
(bi (l) − bi )(bj (l) − bj ).
(k − 1)
l=1

If both bi and bj are normalized so that they are centered to mean zero, then

sij =

bi · bj
.
(k − 1)

If matrix B contains all the rows normalized to mean zero, then the covariance matrix S =

BB T
(k − 1)

becomes a dot product network.
Positive values of covariance indicate that the two vectors peak and dip at about the same
2 The normalizing factor k − 1, sometimes known as Bessel’s correction, is used in the denominator instead of k as
this gives an unbiased estimate of the covariance when the actual mean is unknown.
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time, and negative values indicate that while one peaks, the other dips. The magnitude of covariance
gives a reasonable measure of the degree of this linear relationship between the two variables. As
this magnitude approaches zero, the random variables tend to be linearly independent, but could
still be dependent through a non-linear process.
Note that the unit of covariance is the product of the units of I and J. This is a bit
cumbersome in comparing covariances that have different units. Also, the range of covariance is
in (−∞, +∞). To reduce the range of these values and to make it unit-less for the purposes of
comparison, we define Pearson’s correlation as normalized covariance
cov(I, J)
.
σi σj

corr(I, J) =

Here σi is the standard deviation of I, defined as σi =

p
E[(I − E[I])2 ]. The sample correlation

between I and J provides a good estimate of the correlation between I and J and is given as

wij =

sij
σi σj
s

Pk

2
l=1 (bi (l) − bi )
where σi is the sample standard deviation of I, defined as
. If bi is normalized
k−1
v
u k
uX
u
bi (l)2
u
t l=1
|bi |
to mean zero, then σi =
, where |bi | is the Euclidean length of the vector bi .
= √
k−1
k−1
The sample correlation then becomes

sij
(k − 1)
|bi ||bj |
bi · bj
=
.
|bi ||bj |

wij =

If vectors bi and bj are normalized to mean zero and unit variance, then wij = bi · bj . If the
matrix B contains all rows normalized to mean zero and unit variance (e.g., bi = 0, |bi | = 1), then
the correlation matrix is simply given by W = BB T . A correlation network is then defined as
a dot-product network, where f (i, j) is the sample correlation between nodes i and j. Pearson’s
correlation is unit-less and is in the range [−1, +1]. The magnitude and sign of the correlation
reflects the behavior of covariance.
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Note that the correlation network is a signed weighted network. Most of the current algorithms to compute analytics are defined mainly for non-negative networks. In situations where only
non-negative weights are allowed, many approaches have been used to make correlation networks
non-negative, including squaring or taking absolute values of edge weights or zeroing negative edge
weights. While the latter approach completely disregards negative correlations, the former two approaches treat both negative and positive correlations equally. This captures trends between feature
vectors that are slightly out of phase with each other. We show in Chapter 5 how to transform a
correlation network into another dot product network that preserves the absolute values or squares
of corresponding correlations in expectation. This non-negative dot product network can then be
used in our implicit computations.
Another approach is to use 1 + corr(·). This approach simply moves the range [−1, +1]
to the range [0, 2], and therefore treats negative correlations as less important. This can be easily
achieved in our dot product framework by appending a 1 to the end of each feature vector.
Analysis of networks is also studied using partial correlations, which measure similarities
between two variables while controlling for a third variable. Sample partial correlations find correlations between two vectors after first subtracting out projections of other vectors. It is also
interesting to look at correlations in the frequency domain by considering coherence between two
time series signals. Coherence measures the consistency in phase difference at a given frequency
between the corresponding time-series signals. We discuss these similarity measurements in detail
in later chapters.

1.3

Applications
Dot product networks are used extensively in data mining and machine learning. Such

analysis has applications in machine learning classification, learning, prediction and recommendation. Dot product networks also occur naturally in many social and biological contexts. Below, we
discuss briefly their applications in computational neuroscience and genomics, and also the general
applicability of converting many other similarity networks into dot product networks through the
technique of locality sensitive hashing.
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1.3.1

Computational Neuroscience
An fMRI experiment studies neural activations in the brain, through excitation of the re-

sponse of a subject to several types of tests, such as touching of the arm, flashing of lights or even
under a steady resting state. The neural activations correspond to increase in blood flow though
that region. Each region of the brain emits a time series of the amount of oxygen consumption during that period. By taking correlations of the time series data, we obtain a functional connectivity
network.
At high resolutions where each region is a voxel of size 3 x 3mm, there could be of the order
of 100, 000 nodes in an entire brain. The entire weighted correlation matrix would be extremely
large to store in memory explicitly, and very expensive to compute. The current practice is to
analyze (using either correlations or coherence) only small regions of interest, and therefore improving
the efficiency of computing various analytics is required. Computing analytics like centrality and
clustering measurements on functional brain networks of patients that have autism and comparing
them against a control group of non-autistic patients could provide insight into regions of the brain
that are highly active for autistic patients. This could lead to a better understanding and treatment
of autistic patients.

1.3.2

Genomics
Correlation networks are widely used in computing similarities between genes in a gene-

gene interaction network. A high-throughput experiment over a gene micro-array can measure the
expressions of n genes in a cell. The number of human genes n in a cell is approximately 21, 000. If
k observations are made on the genes over a period of time, or if k different experiments are made
on the cell (say, subjecting to different environmental factors or experimental conditions), then each
gene can be represented by a length-k feature vector of expressions. The correlation between two
genes now gives a similarity measurement, sometimes called the co-expression relationship. Studying
network analytics in such gene-gene interaction networks could lead to useful biological insights on
how gene function changes with disease.
We can also measure the genotype of k individuals with a specific disease, and compare
them against k 0 healthy individuals who act as a control group, to determine the genomic origin of
the disease. Measurements are made at n different SNPs (single nucleotide polymorphisms), which

12

are specific sites in the genome where there is substantial genetic variation (n can be in the order
of millions). A SNP network is essentially a dot product network formed between n nodes that
represent different SNPs and length k feature vectors of measurements of those SNPs on k different
individuals. Analytic properties that change between a SNP network computed from the cases and
a network computed from the controls might illustrate SNPs associated with the disease in question.

1.3.3

Locality Sensitive Hashing
A locality-sensitive hash function hashes input elements into “buckets” (often just the set

of two values {−1, +1} or {0, 1}) such that similar elements often end up in the same bucket. It is
usually used to reduce the dimensionality of high-dimensional data, and has applications in various
clustering algorithms, data mining, machine learning, and audio and video fingerprinting.
Suppose objects such as strings, audio, video, etc. admit a locality-sensitive hash function.
That is, it is possible to hash objects to elements to {−1, +1}, such that Pr[h(i) = h(j)] ≈ wij , where
wij ∈ [0, 1] is the similarity between objects i and j, and h is a randomly-parameterized function.
By selecting a set of locality-sensitive hash functions h1 . . . hk , we can form a new feature vector
bi = [h1 (i) . . . hk (i)], such that E[bi · bj ] = 2kwij − k. Thus, domains supporting locality-sensitive
hash functions can be easily converted into the familiar framework of a dot product network. In
Chapter 5, we use locality-sensitive hashing to transform any negative correlation network into
another dot product network that approximately preserves the absolute values or squares of the
corresponding correlations in expectation. This allows us to compute several analytics that are
solely defined for non-negative networks in an implicit fashion.

1.3.4

Other Applications
Analysis of dot product networks is also used in other engineering and science domains. For

example, in civil engineering, vibrational data emits a time series signal which can be used to analyze
and assess earthquakes. In chemistry, oscillation patterns of chemical molecules and atoms can be
used in the study and analysis of the phase consistency between them by looking at a coherence
network.
Another interesting application is to analyze large time-series data at different window intervals. Given a long time series or feature vector data, we have n different length-k snippets or
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windows of the time series data. If each of these snippets form the rows of a matrix B, then the
correlation network W = BB T gives the similarity between two different time series windows. Analyzing such networks may be useful in identifying motifs that show up as clusters in the correlation
network.

1.4

Results
This thesis makes the following contributions.

1. Large correlation-type networks can be implicitly represented as dot product networks W =
BB T , where B is a data matrix of size n × k with n > k. Typically n and k are in the order
of millions and thousands respectively. They are symmetric and highly rank deficient, and
k
X
λi ui uTi , where
therefore can be expressed using their singular value decomposition W =
i

the λi s are the eigenvalues of W , and the ui s are the corresponding eigenvectors of W . The
entire spectrum can be computed in only O(nk ω−1 ) time, where ω is the exponent of matrix
multiplication.
2. The power method can be used to compute the top few eigenvalues or eigenvectors of W and
other matrices that can be derived from the spectrum of W . This allows us to compute various
analytics either precisely or approximately, like eigenvector, Katz and PageRank centralities,
clustering coefficient, ratio and normalized cuts, modularity and eigengap. For correlation
networks that contain negative edges, we give a generalization of the degree centrality that can
be computed implicitly. Also, we show how principal component analysis and its mathematical
equivalent, correlation clustering can both be computed implicitly.
3. We show how other similarity measurements can be expressed implicitly. Specifically, the
optimal value of a shrinkage estimator γ for several popular targets T can be computed in only
O(nk ω−1 ) time. This can then be used to obtain the spectrum of the biased correlation matrix
W ∗ = γT + (1 − γ)W . Partial correlations and partial coherence can also be expressed as a
sum of a diagonal matrix and a matrix for which the spectrum can be computed in O(nk ω−1 )
time. The matrix of all pairwise coherence for a specific frequency can also be expressed as a
dot product network. The power method can then be used to compute various analytics.
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4. Using mathematical manipulation similar to that found in a common “kernel trick”, we show
how to obtain a non-negative dot product network in O(k 2 ) dimensions that preserves the
squares of correlations exactly. This new network can be used to compute various analytics
which are exclusively defined for non-negative networks. This also allows us to express a matrix
of pairwise magnitude squared coherence implicitly.
5. By reducing dimensionality using random projections, we show how to use locality sensitive
hashing to not only reduce dimensionality, but also to produce a non-negative dot product
network that approximately preserves squares of dot products in expectation. The absolute
values of the dot products can also be similarly preserved. The error between the actual values
and the expected values after the mapping can be reduced by using more dimensions.

1.5

Roadmap
We provide all the necessary mathematical foundations in Chapter 2. Specifically, we show

how to multiply a dot product network implicitly with another vector or matrix. We show how
to obtain the singular value decomposition of the weight matrix in O(nk ω−1 ) time. We discuss the
power method for computing the top few eigenvalues and eigenvectors in an implicit fashion. We also
discuss how to express both the biased correlation estimate using a shrinkage parameter, and partial
correlations as dot product networks. We conclude Chapter 2 with a discussion of dimensionality
reduction via random projections. We discuss various centrality measures for both negative and nonnegative dot product networks in Chapter 3. We discuss degree centrality, eigenvector centrality and
clustering coefficients for non-negative networks and some generalizations for negative networks.
In Chapter 4, we discuss various clustering and cut algorithms that can be computed implicitly.
Specifically, we discuss ratio and normalized cuts, and modularity for non-negative dot product
networks. We also discuss two mathematically equivalent measures – correlation clustering and
principal component analysis in our implicit setting. In Chapter 5, we show how to obtain a nonnegative dot product network that preserves squares of correlations exactly. We also show how to
get a mapping using locality sensitive hash functions that allows us to get another non-negative
dot product network in fewer dimensions that approximately preserves squares of correlations in
expectation. We also discuss how a coherence or partial coherence network can be expressed as
a dot product network, which provides an alternative way to represent edge weights. We finally
15

provide our conclusions and discuss future work in Chapter 6.
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Chapter 2

Preliminaries
2.1

Notation
As is the general convention, small letters refer to column vectors, and capital letters to

matrices. We use B to refer to a data matrix where each row bi is a feature vector (expressed as a
column vector if referred to individually), W the weight matrix of a network and A the adjacency
matrix. We however, for the sake of presentation, reserve the notation ui or vi as column vectors of
matrices U and V that are the singular value decompositions of W = BB T and B T B respectively.
The element at the ith row and j th column of B is written bij or Bij . The transpose of B is written
B T and the inverse B −1 . B is an orthonormal matrix if BB T = B T B = I, the identity matrix. B k
denotes multiplying a square matrix B with itself k times, and B (k) denotes the element-wise power
operation, raising each element in B to the power k.
If the rows of B have mean zero and unit variance (bi = 0, |bi | = 1), then W = BB T is a
k
correlation network. We use wij
to refer to the k th power of wij , and (wk )ij or Wijk to the element

in row i and column j of wk . Note that a correlation network is likely to have negative edge weights.

2.2

Block Multiplication
Matrix multiplication is a basic building block in our algorithms. Multiplying two k × k

matrices takes O(k ω ) time, where ω is defined as the best exponent for matrix multiplication. The
most recent value ω = 2.3728639, is due to Le Gall [44] and any improvement in this value also
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improves the efficiency of our algorithms. The result of the matrix product B T B is a k × k matrix
that takes O(nk 2 ) time to compute in a straightforward fashion. However, we can improve the speed
by performing “block” multiplication: divide B into

n
k

blocks B1 . . . B nk , each of size k × k. We can

compute BxT Bx for any block x = 1 . . . nk in O(k ω ) time, and then add all the results together. The
n
total time for computing B T B is then O( k ω ) = O(nk ω−1 ).
k
Using a similar approach, the multiplication of a large n × n matrix W with a smaller n × k
matrix B can be computed by dividing the rows of W into k × n blocks, multiplying each block with
n
B in O(nk ω−1 ) time, to each form a k × k block of the resulting matrix. Since there are
such
k
blocks, the total time is O(n2 k ω−2 ).
According to well-known block decomposition methods, solving an n × n linear system or
inverting an n × n matrix both can be done in O(nω ) time.

2.2.1

Multiplying by a vector
It is easy to multiply the weighted correlation matrix W = BB T by a length n vector x,

by multiplying the two n × k matrices from the inside out. That is, we parenthesize the expression
W x = (BB T )x = (B(B T x)) so as to only multiply a smaller n × k matrix by a vector, instead of
computing the large BB T matrix. The total time to compute W x is therefore only O(nk).

2.3

The Singular Value Decomposition
An eigenvector v of an n × n matrix W satisfies the equation W v = λv, where λ is called

its corresponding eigenvalue. The set of all eigenvectors along with their eigenvalues is called an
eigensystem. Although we rarely use this approach, it is worth noting that the eigenvalues can be
computed by finding roots of the characteristic polynomial det(W − λI) = 0. The eigenvectors
would then be the solutions to the characteristic equation (W − λI)x = 0. Though the problem
of polynomial root finding cannot be solved within any fixed running time as a function of n,
modern eigensystem solvers use sophisticated numerical techniques to iteratively converge to an
approximation, and typically compute the complete set of eigenvalues and eigenvectors in O(n3 )
time. For more information on linear system solvers, refer to textbooks on linear algebra and
numerical analysis [105, 37].
The singular value decomposition (SVD) allows us to represent an n × k matrix B as a
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product of three other matrices U ΣV T , where each column ui of the n×n matrix U is an eigenvector
of W = BB T , each column vi of the k × k matrix V is an eigenvector of B T B, and Σ is a n × k
diagonal matrix with singular values σ1 . . . σk . Since BB T and B T B are real symmetric matrices,
the ui s and the vi s are all real and orthonormal, and are called the left and right singular vectors of
B respectively.
We often write a matrix as a sum of outer products of rank-1 matrices using its eigendecomposition:

B=

k
X

σi ui viT

i=1

and

W = BB T = (U ΣV T )(U ΣV T )T = U ΣV T V ΣT U T = U ΣIΣU T = U Σ2 U T =

k
X

σi2 ui uTi .

i=1

Similarly

BT B =

k
X

σi2 vi viT .

i=1

Note that BB T and B T B share the same eigenvalues σ12 . . . σk2 . Since O(n3 ) is not a reasonable
time to compute the eigensystem of a large n × n matrix W = BB T , we compute the SVD of W as
follows:
1. Compute B T B in O(nk ω−1 ) time.
2. Compute the eigensystem of B T B in O(k 3 ) time, which gives both Σ and V .
3. From the SVD, we know that BV = U Σ, therefore we can compute BV in O(nk ω−1 ) time,
and then rescale its columns according to Σ−1 to obtain U = BV Σ−1 .
As long as n > k 4−ω (a reasonable assumption), the entire process is not bottlenecked by
the time to compute the eigensystem of B T B in Step 2, and therefore takes O(nk ω−1 ) total time
and O(nk) space.
Note that any individual entry of W = BB T can still be computed by taking the dot
product of corresponding feature vectors bi · bj . Another way to compute an entry of W is using
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its eigendecomposition
wxy in W is

k
X

k
X

σi2 ui uTi (each column ui is a singular vector of B, see above). The entry

i=1!

σi2 ui uTi

i=1

=
xy

k
X

σi2 ui (x)uTi (y). It takes O(k) time to compute an individual

i=1

entry of W in both cases. The eigendecomposition technique to compute individual entries becomes
particularly useful when computing entries of W n , for some power n, or W −1 . Since we spend
at least O(k 3 ) time to compute the SVD of W , we do not compromise the running time of our
algorithms when we explicitly compute at most O(k 2 ) of the entries in W or any other matrix that
can be derived from the eigendecomposition of W .
k
X

It is !also easy to multiply W by a vector x using the eigendecomposition, since W =
k
X

σi2 ui uTi x =
σi2 ui uTi x . Each parenthesized dot product takes O(n) time and therefore

i=1

i=1

the total time to compute W x is O(nk) time, matching the time via parenthezation B(B T x). The
matrix product W X, where X is a n × k matrix can be computed in O(nk 2 ) time, since each column
of the resultant matrix takes O(nk) time to compute.
We now list some of the important properties of an eigensystem of a n×n real and symmetric
matrix W = BB T without proof. The proof can be found in any introductory textbook on linear
algebra [105, 37].
1. W is rank deficient and therefore singular. Its rank is k and it contains only k non-zero
eigenvalues.
2. The eigenvectors of W are linearly independent.
3. If λ is an eigenvalue of W , then αλ is an eigenvalue of αW .
4. If λ is an eigenvalue of W , then λ + α is the eigenvalue of W + αI.
5. If λ is an eigenvalue of W , then λα is an eigenvalue of W α .
6. If λ is an eigenvalue of W , then λ−1 is an eigenvalue of W −1 .
7. The trace of W , written trace(W ), defined as the sum of its main diagonal, is equal to the
sum of the eigenvalues.
8. The product of the eigenvalues is equal to the determinant of W , which is 0 since W is singular.
9. The principal eigenvector of a matrix is the eigenvector associated with the eigenvalue with the
largest magnitude. This eigenvalue is sometimes called the dominant or principal eigenvalue.
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10. For all unit-length vectors x, the
 eigenvectorassociated with the largest eigenvalue is the
X


wij xi xj = max xT W x . Similarly the eigenvector
solution to quadratic form max

|x|=1
|x|=1 
i,j

associated with the smallest eigenvalue is the solution to min xT W x .
|x|=1

2.3.1

The Power Method
The power method [80] finds an approximation of the the dominant eigenvalue and its corre-

sponding eigenvector. Though the SVD algorithm above computes all eigenvalues and eigenvectors,
the power method is a very common technique in linear algebra, that is widely used in many applications such as Google’s Pagerank [89], Twitter’s “who to follow” system [51], and many other
advanced iterative linear algebra algorithms, such as inverse iteration [90] and Arnoldi iteration [7].
We start with an initial guess v0 for the eigenvector, and in every iteration improve it by
computing

vi+1 =

W vi
.
|W vi |

The above process converges to an eigenvector associated with the dominant (largest magnitude)
eigenvalue if vo contains a non-zero component in the direction of the eigenvector associated with
the dominant eigenvalue, which is almost surely true if v0 is chosen randomly.
Since W = BB T , the above multiplication W vi can be easily computed by parenthezation
B(B T vi )). This allows us to run the power method in an implicit fashion, even without writing
down all the entries of W .
To compute the eigenvector associated with the second dominant eigenvalue, the power
method can be continued with the projection of the principal eigenvector subtracted from the computation above. The new computation converges to the eigenvector associated with the second
dominant value. This process can be further continued to find all eigenvectors, by simply subtracting the projections of each successively dominant eigenvector found. However, it is not good at
finding higher-order eigenvectors due to numerical instability.
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2.4

Locality Sensitive Hashing
Locality sensitive hashing (LSH) is a technique that hashes similar objects together. This

technique was proposed by Indyk and Motwani [57] and has become a basic primitive in large
scale data processing. There are many applications of this technique in databases [46], information
retrieval, pattern recognition, dynamic closest pairs [57], fast clustering [55], finding approximate
neighbors [57, 6] and computational biology [23, 24]. The general idea is to hash objects using several
hash functions, such that there are likely to be collisions between objects that are highly similar.
Formally, a family of hash functions H is a locality sensitive hash function if Pr [h(U ) = h(V )] ≈
h∈H

f (u, v) for objects U and V and for the similarity function f . The codomain of the hash functions
is often just {0, 1}. A similar definition found in [57, 46] is that a (r, R, p, P )-LSH for a similarity
function f is a probability distribution over a set H of hash functions such that
• f (u, v) ≥ R ⇒ Pr [h(u) = h(v)] ≥ P
h∈H

• f (u, v) < r ⇒ Pr [h(u) = h(v)] < p
h∈H

To illustrate this idea, consider points in Hamming space {0, 1}d . The similarity function
f is defined in terms of the Hamming distance, which is the fraction of positions in which the two
d
1X
points differ. Formally, f (u, v) = 1 −
|(u(i) − v(i))|. A family of hash functions H can be
d i=1
selected, where h(u) is a projection of u along one of the coordinate axis, i.e., h(u) = u(i), for a
randomly selected dimension i ∈ {1, . . . , d}. Let D be a uniform random variable associated with
choosing a dimension, so D = i is the event that the random variable takes the value i, or the event
that we pick the ith dimension. Then

Pr [h(u) 6= h(v)] =

h∈H

d
X

Pr[hi (u) 6= hi (v)|D = i] Pr[D = i]

i=1

=

d
X

Pr[hi (u) 6= hi (v)|D = i]

i=1

1
d

d

=

1X
|u(i) − v(i)|
d i=1

= 1 − f (u, v).

As another example, consider the Jaccard similarity (see [22, 23]) for computing the simi22

larity between sets. The Jaccard similarity between two sets U, V ⊆ S is defined as

J(U, V ) =

|U ∩ V |
.
|U ∪ V |

A family of hash function can be selected by taking the minimum of a set from a random permutation
of all the elements in S, i.e., hπ (U ) = {min π(u) | u ∈ U }. It can be easily seen that Pr[h(U ) = h(V )]
is the Jaccard similarity, since any element in U ∪ V has an equally likely chance to be the minimum,
and hπ (u) = hπ (v) only for the elements in U ∩ V .
We will revisit this topic in Chapter 5 when we design such functions to obtain a nonnegative dot product network that approximates the absolute values or squares of the correlations
in expectation.

2.5

Other Edge Weight Representations
In this section, we look at shrinkage estimators, which offer better estimates to the true

values of covariance and correlation between random variables. We also look at partial correlation
between random variables as a means of expressing relationships between nodes, and show how we
can express them implicitly as dot product networks. Later, in Chapter 5, we show how to express
coherence as a dot product network.

2.5.1

Shrinkage Estimators for Correlations
In Chapter 1 we saw that Pearson’s correlation measures linear relationships between ran-

dom variables. As mentioned earlier, we acquire only k independent samples of the probability
distribution represented by a random variable. With only these k samples, we need to estimate
mean and standard deviations that are close to their true values, and hence estimate correlations
between random variables close to their true values. Shrinkage estimators offer a way to parameterize
the data in order to reduce the mean squared error of the estimated values.
The sample covariance or correlation matrix offers very little structure for “large n and
small k data”. It is for one thing highly rank deficient, and though it produces better estimates
as k tends to infinity, it is unsuitable for small values of k (see [96] for further elaboration). A
solution to this called shrinkage [103] involves taking a weighted average of a high-structured and
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less variable estimate called a target, and the raw sample covariance or correlation matrix. For a
sample covariance or correlation matrix W and a target matrix T , the shrinkage estimator is given
by

W ∗ = γT + (1 − γ)W

where γ ∈ [0, 1] is called a shrinkage parameter and allows us to control the amount of structure
we introduce. When γ = 1, the shrinkage estimator equals the target matrix, and when γ = 0,
it equals the unrestricted sample covariance matrix. For γ > 0, the resulting estimate is typically
invertible, well-conditioned (the difference between the largest and smallest eigenvalue is small) and
positive-definite (all eigenvalues are positive).
A big advantage of the shrinkage method is that it can be completely data-driven. Ledoit
and Wolf [71] showed how to analytically obtain the optimal value of γ by minimizing a risk function
giving squared estimation error. Schäffer and Strimmer [96] provide optimal values of γ for a set of
commonly used targets. For the sample correlation matrix W = BB T and sample covariance matrix
BB T
S=
, and for the use of the identity matrix as a target, they give the optimal value of γ to
(k − 1)
be
X
γ=X

zij +

X

zii

i

i6=j

s2ij +

X

(sii − 1)2

i

i6=j

where

zij =

k
X
k
2
((bil bjl )2 + wij
− 2bil bjl wij ).
(k − 1)3
l=1

24

(2.1)

The last two terms in the sum give
k
X

2
2
(wij
− 2bil bjl wij ) = kwij
−

l=1

k
X

2bil bjl wij

l=1
2
= kwij
− 2wij

k
X

bil bjl

l=1
2
= kwij
− 2wij (bi · bj )
2
2
= kwij
− 2wij
2
= (k − 2)wij
.

The first term can be expressed as another matrix W 0 = B (2) B (2)T , since
k
X

2

(bil bjl ) =

l=1

k
X

b2il b2jl

l=1
(2)

= Bi

(2)

· Bj

0
= wij
.

Hence we get

zij =


k
0
2
wij
+ (k − 2)wij
.
3
(k − 1)

To compute the optimal γ, the numerator of Equation 2.1 can be simplified to
X
i,j

Let c1 =

X

k
0
2
wij
+ (k − 2)wij
(k − 1)3 i,j




X
X
k(k
−
2)
k
2


w0  +
wij
.
=
(k − 1)3 i,j ij
(k − 1)3
i,j

zij =

k
and c2 = c1 (k − 2), the above equation further simplifies to
(k − 1)3
X
i,j

The term

X

zij = c1

X

0
wij
+ c2

i,j

X
i,j

2
wij
can be computed from W 2 , where Wii2 =

i,j

2
wij
.

X
j
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2
wij
. The trace of W 2 gives the

required sum, and this can be easily computed implicitly by noting that the trace of a matrix
X
X
2
is the sum of its eigenvalues, so
wij
= trace(W 2 ) =
λ2i , where λ is an eigenvalue of W .
i,j

The term

X

0
wij

i
T

can be computed from 1 B

(2)

B

(2)T

1 (written sum(W 0 )) easily by parenthezation

i,j

1T (B (2) (B (2)T 1)) in only O(nk) time.
The denominator in the computation of the optimal shrinkage γ can also be expressed
implicitly:
X
i6=j

s2ij +

X

(sii − 1)2 =

i

X

s2ij +

s2ii − 2

X

i

i6=j

=

X

X
i,j

s2ij − 2

sii +

X

i

X

1

i

sii + n

i

= trace(S 2 ) − 2trace(S) + n

Note that trace(S 2 ) and trace(S) can be easily computed from the eigenvalues of W , since S =
(k − 1)W . Therefore the optimal value of γ can be computed implicitly as:

γ=

c1 sum(W (2) ) + c2 trace(W 2 )
trace(S 2 ) − 2trace(S) + n

In Table 2.1 we have shown how to implicitly compute the value of γ for four of the most
widely used targets as described in [96]. Target A is one of the most widely used targets, which is just
the identity matrix. The spectrum of W ∗ = γI + (1 − γ)W using Target A can be easily computed
from the spectrum of W , which contains the same set of eigenvectors with eigenvalues appropriately
shifted. For these reasons, we typically stick with Target A, since we can implicitly compute and
store the spectrum of the resulting biased correlation estimate W ∗ . In most cases (especially with
partial correlations), the spectrum is all we need to run the power method to compute the top few
eigenvectors and eigenvalues. Other targets are not as suited to our implicit framework.

2.5.2

Partial Correlation
Sometimes it is necessary to measure the dependence of two random variables by remov-

ing the association of a set of controlling variables. Standard correlation does not capture this
and gives high correlation between two random variables that are simultaneously influenced by a
third variable. A well-known statistical quantity called the partial correlation measures correlations
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Targets

Optimal γ

Target A
(
1 if i = j
Tij =
0 if i 6= j

X

Tij =

Tij =

v = avg(sii )
c = avg(sij )

X

(sii − 1)2

zij +

X

zii

i6=j

i=j

s2ij

X
+
(sii − v)2

c1 sum(W 0 ) + c2 trace(W 2 )
trace(S 2 ) − 2vtrace(S) + nv 2

i=j

i6=j

X
if i = j
if i =
6 j

X

c1 sum(W 0 ) + c2 trace(W 2 )
trace(S 2 ) − 2trace(S) + n

i=j

X

v = avg(sii ) if i = j
0
if i =
6 j

zii

i=j

s2ij +

i6=j

Target C
(

X

i6=j

X

Target B
(

zij +

Implicit Equation for γ

zij +

X

zii

i=j

i6=j

c1 sum(W 0 ) + c2 trace(W 2 )
dC

X
X
(sij − c)2 +
(sii − v)2
i=j

i6=j

Target D
(
sii if i = j
Tij =
0
if i 6= j

X

zij

i6=j

X

nD
trace(S 2 ) − trace(S)

s2ij

i6=j

Table 2.1: Table of implicit calculation of optimal value of the shrinkage parameter γ for four of the
2
+nv 2
common targets provided in [96], where dC = trace(S 2 )−2csum(S)+2(c−v)trace(S)+ n(n−1)c
2
0
2
0
and nD = c1 sum(W ) + c2 trace(W ) − c1 trace(W2 ) − c2 trace(W ).
between two random variables by controlling for a set of other random variables. The partial correlation par(U, V |Z) between random variables U and V while controlling for a third variable Z is
the correlation between the residuals RU and RV , where RU is the linear regression of U with Z:

par(U, V |Z) = p

corr(U, V ) − corr(U, Z)corr(V, Z)
(1 − corr(U, Z)2 )((1 − corr(V, Z)2 ))

.

If vectors ai , av and az contain samples of the probability distribution given by the random
variables U , V and Z respectively, then the sample partial correlation estimate is given by
wuv − wuz wvz
puv = p
.
2 )(1 − w 2 )
(1 − wuz
vz
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For a population of variables, it will also be interesting to look at partial correlations while controlling
for all other variables. Interestingly, the inverse of the correlation matrix W −1 provides an easy way
to calculate all the pairwise partial correlations while controlling for all other variables. The partial
correlation estimate between random variables U and V is

puv


w−1 uv
p
=−
(w−1 )uu (w−1 )vv

As a matrix formula, the partial correlation matrix can be computed by

P = −DW −1 D

where D is a diagonal matrix with dii = √

1
.
(w−1 )ii

(2.2)

If n > k, then the matrix W does not have full

rank, and is not invertible. We typically use the shrinkage estimator from the previous section (with
Target A) to compute a better estimate of correlations W ∗ = γI + (1 − γ)W that is invertible. Using
X
the eigendecomposition of W =
λi ui uTi , we can determine the spectrum of (W ∗ )−1 :
i

(W ∗ )−1 =

k
X
i=1

=

k
X
i=1

n
X
1
1
ui uTi +
ui uTi
((1 − γ)λi + γ)
γ
i=k+1

n
k
k
X
X
X
1
1
1
1
ui uTi +
ui uTi +
ui uTi −
ui uTi
((1 − γ)λi + γ)
γ
γ
γ
i=1
i=1
i=k+1

k

k
X

X1
1
1
ui uTi + I −
ui uTi
((1
−
γ)λ
+
γ)
γ
γ
i
i=1
i=1


k
X
1
1
1
= I+
−
ui uTi
γ
((1
−
γ)λ
+
γ)
γ
i
i=1
=

=

1
I +Y
γ

where Y is a matrix whose SVD can be expressed as

k 
X
i=1

1
1
−
((1 − γ)λi + γ) γ



ui uTi . Y can be

written as a dot product network for some data matrix E, that is, Y = EE T . Note that Y shares
1
1
the same set of eigenvectors as W with eigenvalues ηi =
− . It can be easily shown
((1 − γ)λi + γ) γ
that E shares the same singular vectors of B with singular values ηi , and can be explicitly computed:
X
E=
ηi ui viT , where vi ’s are the eigenvectors of B T B. Rewriting Equation 2.2, we get the matrix
i
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of partial correlations to be

P = −D

1
I −Y
γ


D

1
= − D2 − DY D
γ
1
= − D2 − DEE T D
γ
1
= − D2 − DE(DT E)T
γ
1
= − D2 − (DE)(DE)T
γ
1
= − D2 − F F T
γ
1
= − D2 − Z
γ
for some matrix F = DE and Z = F F T . Once E is computed using its SVD, F can also be
computed and explicitly stored. This then allows to compute the spectrum of Z. Thus the partial
correlation matrix can be expressed implicitly as a diagonal matrix whose entries can be determined
in O(nk) time, and a correlation matrix whose spectrum can be easily computed in O(nk ω−1 ) time,
which is the same time required to compute the spectrum of the original correlation matrix BB T .
It is also easy to multiply P with a vector x using the spectral decomposition of Z (see
Section 2.3). Also note that we can always multiply a diagonal matrix1 D with a vector x implicitly,
since the ith term is just dii x(i). This then allows us to use the power method to find the top few
eigenvectors and eigenvalues of P . It should be noted that we can also compute any individual entry
in P in only O(nk) time after computing the spectrum of Z (see Section 2.3). Also, we can compute
the matrix product P X , where X is an n × k matrix in only O(nk ω−1 ) time.
In Chapter 5, we will discuss the coherence matrix, another useful metric to represent
relationships between random variables. We also show how to express a coherence network as a dot
product network.
1 The

diagonal matrix is stored only as a vector d, where d(i) = dii .
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2.6

Dimensionality Reduction via Random Projection
In many situations we do not have feature vectors in the framework of “large n small k”

data. Instead the number of features expressed by an individual node could be extremely large. For
example, in text mining, there could be a feature for every phrase of three words (so feature vectors
are very large but sparse). If the feature vectors are sparse, then matrix-vector multiplication can be
performed extremely fast by just multiplying the corresponding non-zero entries. The power method
can then be easily used to compute the top few eigenvectors which are solutions to various cut and
centrality measurements. However, for measurements that require the entire spectrum, it may be
required to reduce the set of features into a manageable set so that analysis of such networks can
be performed efficiently. This is true especially in expressing edge weights as partial correlations.
One of the most common linear transformation techniques to reduce dimensions is to use
principal component analysis (PCA), which seeks to preserve as much of the variance of the original data as possible. PCA accomplishes this by projecting each feature vector into a set of top
eigenvectors of the covariance matrix. For an n × k data matrix B, we get the transformation

B 0 = EB
1
BB T
(k − 1)
along its rows normalized to unit length. The above transformation requires computing the partial
where the d × n matrix E contains the top d eigenvectors of the covariance matrix S =

spectrum of a matrix, which could be computationally expensive especially if the number of original
dimensions k is too high.
Another common method is based on random projections. A random projection is given by a
function f : Rk → Rd that maps a length-k feature vector u into f (u) = Gu with reduced dimension
d. The d × k matrix G contains elements independently chosen from a Gaussian distribution with
1
1
mean 0 and standard deviation √ ; i.e., gij ∼ N (0, √ ). For any two feature vectors u and v, we
d
d
have







E [f (u) · f (v)] = E [Gu · Gv] = E (Gu)T Gv = E uT GT Gv = uT E GT G v.

The expected value of a matrix is the expected value of its individual entries. Each entry in GT G
is a dot product of two columns of G. Let Gi be the ith column of G. Then the expected value
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of the dot product between two different columns Gi · Gj is 0 since they are products and sums of
independent Gaussian random variables each with mean 0, and Gi · Gi is chi-squared distributed


with expected value2 1. We therefore have E GT G = I. Substituting in the above equation, we
have

E [f (u) · f (v)] = u · v.



The expected squared length of u after applying the mapping is E ||f (u)||2 = E [f (u) · f (u)] =
u · u = ||u||2 . Hence, f preserves both squared lengths and dot products in expectation.
A worst case bound on the distribution of lengths (or dot products) can be accomplished
using the Johnson-Lindenstrauss lemma [60], which states that for a set of points x1 . . . xn in Rk ,
there exists a function f : Rk → Rd such that

(1 − )||xi − xj || < ||f (xi ) − f (xj )|| < (1 + )||xi − xj ||

for any error bound  > 0. As a corollary, due to the law of cosines, the dot products between all
pair of points are also approximately preserved. The number of dimensions d we need to preserve
all pairwise distances and dot products is at least O(−2 log n). This is very surprising, since the
number of dimensions is only dependent on the number of points n and not on either k or d. For
n ≈ 100000 points, the number of dimensions we need would be in the thousands in order to preserve
all pairwise dot products within an error bound of 0.1. We are, however, content to have weaker
guarantees that will in turn allow us to reduce to even fewer dimensions. Even though both lengths
and dot products are preserved in expectation under f , there could be large variance if the number
of dimensions d is small. Therefore to provide a threshold of the number of dimensions we need,
it is required to compute the variance of the resulting dot product. Due to rotational symmetry of
f , without loss of generality let u = [1, 0, 0, . . . , 0] and v = [cos φ, sin φ, 0, 0, . . . , 0] where φ is the
angle between u and v. Let X = f (u) · f (v) be a random variable. Then the variance var[X] is the
expected squared deviation from the mean:

var[X] = E[X 2 ] − E[X]2 = E[X 2 ] − cos2 φ.

(2.3)

2 If Z is chi-squared distributed, being a sum of squares of d independent Gaussians with mean 0 and standard
deviation σ, then Z has expected value dσ 2 .
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Now
h
i
2
E[X 2 ] = E (Gu · Gv)
h
i
2
= E (G1 · (G1 cos φ + G2 sin φ))
h
i
2
= E ((G1 · G1 ) cos φ + (G1 · G2 ) sin φ)


= E (G1 · G1 )2 cos2 φ + (G1 · G2 )2 sin2 φ + 2 cos φ(G1 · G1 )(G1 · G2 ) sin φ


= cos2 φ + E (G1 · G2 )2 sin2 φ + E [(G1 · G1 )(G1 · G2 )] 2 cos φ sin φ




= E (G1 · G1 )2 cos2 φ + E (G1 · G2 )2 sin2 φ + E [(G1 · G1 )] E [(G1 · G2 )] 2 cos φ sin φ




= E (G1 · G1 )2 cos2 φ + E (G1 · G2 )2 (1 − cos2 φ)
(2.4)

since G1 · G2 is adding up products of independent Gaussians with mean 0, so E[(G1 · G2 )] = 0.
Expanding E[(G1 · G1 )2 ], we get

!2 
d
X


E (G1 · G1 )2 = E 
G2r1 
r=1

= E

" d
X



#

G4r1 + E 

d
X

G2r1 G2r0 1 

r6=r 0

r=1

=


X


 X  2 2 
E G4r1 +
E Gr1 Gr0 1 .
r6=r 0

r=1

Since Gr1 and Gr0 1 are independent, we have
d
X



 X  2   2 
E (G1 · G1 )2 =
E G4r1 +
E Gr1 E Gr0 1 .
r6=r 0

r=1

1
The variables G2r1 and G2r0 1 are chi-squared distributed with mean . Also, G4r1 is the fourth moment
d

4
1
3
of a Gaussian random variable, which has mean3 3 √
= 2 . Putting all these together, we
d
d
have
d
X 1

 X
3
1
2
3
+
= d 2 + (d2 − d) 2 = 1 + .
E (G1 · G1 )2 =
2
2
d
d
d
d
d
0
r=1
r6=r

3 If

Z ∼ N (0, σ) is a Gaussian random variable, then E[Z 4 ] = 3σ 4 .
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(2.5)



Similarly, expanding E (G1 · G2 )2 in (2.4), we get

E[(G1 · G2 )2 ] = E 

d
X

!2 
Gr1 Gr2



r=1

"
= E

d
X



#

G2r1 G2r2 + E 

=

G2r1 G2r0 2 

r6=r 0

r=1
d
X


X

E[G2r1 G2r2 ] +

X

E[G2r1 G2r0 2 ].

r6=r 0

r=1






 

G2r1 and G2r0 2 are independent. Therefore E G2r1 G2r0 2 = 0. Also, E G2r1 G2r2 = E G2r1 E G2r2 =


1
1
since E G2r1 is the expected value of the second moment of a Gaussian which is its variance .
2
d
d
Combining these in the equation above, we get
d

 X
1
1
= .
E (G1 · G2 )2 =
2
d
d
r=1

(2.6)

Substituting values obtained in (2.5) and (2.6) in (2.4), we get
2
1
E[X 2 ] = (1 + ) cos2 φ + (1 − cos2 φ)
d
d
1
1
= + (1 + ) cos2 φ
d
d

(2.7)

Substituting this in (2.3), we get
1
1
+ (1 + ) cos2 φ − cos2 φ
d
d
1 1
= + cos2 φ
d d
1 1
= + |u · v|2 .
d d

var[X] =



2

1 2
,
d d

(2.8)



Since |u · v| takes values in [0, 1], the variance lies in
and the standard deviation in
"r r #
1
2
,
. If we need the standard deviation in our estimate of dot products to be about 0.1, then
d
d
we would therefore need to map to 200 dimensions. Note that this is independent of the number of
initial dimensions k.
The random projection technique discussed above involves n matrix-vector multiplications,
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each of which take O(kd) time to compute in a straightforward fashion. Ailon et al. [1, 2] showed
how to speed it up by modifying the distribution of G. Another approach is to use a distribution
over sparse matrices [34, 62].
As a small caveat, the above projection does not preserve non-negativity, and is undesirable
with dot product networks that are already non-negative because it can actually introduce negativity
where there was none before. In Chapter 5, we introduce a different mapping that preserves nonnegativity by approximating the absolute value or squares of the original correlations in expectation.
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Chapter 3

Centrality
In this chapter, we study centrality measures in the context of implicit correlation networks.
Centrality measures the influence or importance of individual nodes. There are many definitions of
centrality in the literature. We look at three ways to define centrality – degree centrality, eigenvector
centrality, and clustering coefficient – and show how we can compute these measures in our implicit
framework.
It should be noted that most of the definitions in the literature are expressed in the context
of non-negative networks. These definitions do not often work for correlation networks of the form
W = BB T . A common practice in correlation network analysis is to take the absolute values or
squares of the correlations, since both highly positive and negative correlations must often be treated
equally as they still provide linear relationships between the respective random variables. We attack
this issue by converting the correlation network into another non-negative dot product network that
approximately preserves the absolute values or squares of the original correlations. One of the major
novel ideas of this thesis is in the usage of locality sensitive hash (LSH) functions in performing this
conversion (discussed in Chapter 5). Using this transformation, definitions of centrality and cuts
defined exclusively for non-negative networks can be used. We use this approach in this chapter for
both eigenvector centrality and clustering coefficients, and in many clustering and cut algorithms
discussed in Chapter 4.
We begin this chapter with a discussion of centrality in the context of non-negative networks.
We provide definitions of degree centrality, eigenvector centrality and clustering coefficient found in
the literature for non-negative networks and show how they can be computed implicitly for non35

negative dot product networks. Then, we discuss a generalization of degree centrality and clustering
coefficient for correlation networks that contain negative edge weights.

3.1

Non-negative Dot Product Networks
In this section, we provide some common definitions of degree centrality, eigenvector central-

ity and clustering coefficient for non-negative networks. We show how they can be computed in our
implicit dot product framework. To use these with negative correlation networks, one would need
to first convert to another dot product network that is non-negative using an LSH transformation,
a method that is discussed in Chapter 5.

3.1.1

Degree Centrality
As mentioned in Chapter 1, the node degree of a node i is the number of edge connections it

has and does not provide useful information in the context of dot product networks, since d(i) = n−1
for all nodes i (one can include the self loop wii = 1, in which case d(i) = n). We therefore use node
X
strength s(i) =
wij . The vector of node strengths can be computed implicitly by paranthezation:
j

cstrength = W 1
= B(B T 1).

For negative correlation networks, node strength cannot be used, since both highly positive
and negative correlations provide linear relationships between the random variables. A node should
have high centrality if it contains an equal distribution of highly positive and negative edge weights,
but could end up with low node strength. In Section 3.2.1, we discuss several statistical properties
of the weight distribution of a node among its neighbors, which provide an extension of the node
strength to negative networks.
If edge weights are expressed as squared correlations, we can apply the LSH transformation
discussed in Chapter 5. But a simpler approach can be used to compute the node strengths without
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requiring to perform the LSH transformation. In this case the node strength of a node i is

s(i) = (W 2 )ii

since (W 2 )ii =

X

2
wij
. The diagonal entries of W 2 can be computed in only O(nk) time after

j

computing the spectrum of W , which takes O(nk ω−1 ) time. An even simpler method is to multiply
by parenthezation (W 2 )ii = (B((B T B)B T ))ii . The diagonal element (W 2 )ii is the dot product
between bi and the ith column of (B T B)B T . It takes only O(nk) time to compute all the diagonal
elements.

3.1.2

Eigenvector Centrality
As mentioned in Chapter 1, eigenvector centrality can be seen as an extension of node degree

(for unweighted networks) and node strength (for weighted networks). Extending the definition of
Bonacich’s [?] formalization to non-negative dot product networks W = BB T , we see that the
centrality of a node i should satisfy

ceig (i) = α

X

wij ceig (j)

j

where α is a constant of proportionality that will end up being related to the largest eigenvalue of
W . In matrix form, we are looking for a vector ceig that satisfies

ceig = αW ceig .

So clearly ceig must be an eigenvector of W , and moreover, we get maximum “reinforcement” by
1
taking α =
, where λ1 is the largest eigenvalue of W . That is, the vector of centralities ceig
λ1
satisfies W ceig = λ1 ceig , and therefore is the principal eigenvector of W . The entire spectrum of W
can be computed in only O(nk ω−1 ) time, but it is typically much faster to use the power method
(and for partial correlations, this is the only option!).
For negative correlation networks, the eigenvector centrality could contain negative elements
and hence cannot easily be interpreted as giving centrality measurements any more. The interpretation of these elements can be understood from the context of clustering in principal component

37

analysis, which we discuss in Chapter 4.
Two other generalizations of the eigenvector centrality, known as Katz centrality [64] and
PageRank centrality [21] require that a minimum amount of “free centrality” be added to every
node in the network. Formalizing this notion, we have

cKatz (i) = α

X

wij cKatz (j) + β

(3.1)

cKatz (j)
+β
s(j)

(3.2)

j

cPageRank (i) = α

X
j

wij

where α is a positive constant that introduces a bias for the centrality term, and β is a positive
constant that gives an amount of minimum centrality to all nodes. The above centralities can be
expressed in matrix form as

cKatz = αW cKatz + β1
cPageRank = αW D−1 cPageRank + β1

(3.3)

where D is a diagonal matrix with dii = s(i). It can be observed by rearranging the terms and solving
for respective centralities, that β only multiplies every centrality by a constant, and therefore we
can set β = 1. Putting all these together, we get

cKatz = (I − αW )−1 1
cPageRank = D(D − αW )−1 1.

To find Katz and PageRank centralities, it is required to set α. When α is set to 0, only the
constant β term remains in Equation 3.3. When α is increased, the centralities also increase until they
reach a point where they diverge. For Katz centrality, it can be seen that this happens at the point
where det |A − α−1 I| is 0. Thus, the value of α−1 is the largest root of the characteristic equation
and is equal to the largest eigenvalue λ1 of W . To give the maximum weight to the eigenvector
centralities, α is chosen to be slightly less than

1
λ1 .

Using the same analogy for PageRank centrality,

we see that α−1 should be set slightly less than the largest eigenvalue of W D−1 . The matrix W D−1
is also called a walk matrix, in which all the columns are normalized to add to 1. In such a matrix,
the largest eigenvalue is 1.
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Katz centrality can also be computed implicitly from the SVD of W =

X

λi ui uTi , since

i

1
.
(1 − αλi )
For PageRank centrality, one could use the power method in Equation 3.3 and compute cPageRank

the matrix (I − αW )−1 contains the same set of eigenvectors as W with eigenvalues

implicitly. We could also expand equation 3.3 to bring it into a familiar form for the power method:

x = αW D−1 x + β1
= αW D−1 x + β1n×n x

= αW D−1 + β1n×n x

where 1n×n is n × n matrix with all ones. It therefore follows that PageRank centrality is the

principal eigenvector of αW D−1 + β1n×n .

3.1.3

Clustering Coefficient
As mentioned in Chapter 1, the local clustering coefficient of a node i in unweighted networks

is the fraction of the number of triangles containing i to the total number of possible triangles that
can be formed with it. This definition is due to Watts and Strogatz [112]:
X

aij ajq aqi

j6=q

cWatts (i) =

d(i)(d(i) − 1)

.

Among several generalizations [16, 76, 87, 95, 61, 77, 119] of the clustering coefficient to
weighted networks, Zhang and Horvath [119] studied them in the context of gene co-expression
networks which follow our model of large n small k dot product networks. The nodes in the network correspond to genes, and the edges correspond to the similarity (mostly Pearson’s correlation)
between the expressions of the corresponding genes. They define clustering coefficient as
X

wji wiq wjq

j,q

cZhang (i) =

.

!2
X

wiq

q

−

X

2
wiq

q

It can be easily seen that the numerator is a generalization of cWatts . The denominator, which
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simplifies to

X

wji wiq , is a normalizing term that keeps the value of CZhang (i) in [0, 1]. The above

j6=q

definition can easily be computed implicitly

w3 ii
cZhang (i) =
.
(W 1)(i)2 − (w2 )ii
The term in the numerator denotes the sum of all cycles of length 3 that start and finish at node i.

As seen earlier, any single entry of wl ii can be computed in only O(k) time from the eigendecom
position of W . In the denominator, (W 1)(i) denotes the node strength of i, and subtracting w2 ii
from the square of node strength gives the required sum. This computation takes O(nk) time in
total for computing cZhang for all the nodes.
The above definition was used to analyze the correlation network of gene co-expressions,
where Zhang and Horvath [119] preprocessed the network to make it non-negative by taking absolute
values. Taking absolute values of individual entries in W is difficult in our implicit framework. We
tackle this issue by approximating the absolute values by using a family of LSH functions, discussed
in Chapter 5. In Section 3.2.2, we discuss generalization of clustering coefficient for the negative
edge weight case by Constantini and Perugini [32].

3.2

Negative Dot Product Networks
For both eigenvector centrality and clustering coefficient, we use an LSH transformation to

convert a correlation network into another non-negative dot product network that approximately
preserves the absolute values or squares of the correlations in expectation (see Chapter 5). Here we
extend the notion of the degree centrality to negative weighted networks.

3.2.1

Generalization of the Degree Centrality
Node strength s(i) cannot effectively be applied to signed weighted networks, since a node

can have zero strength if all its edge weights are evenly distributed between positive and negative. In
correlation networks of the form W = BB T , both highly positive and negative values indicate that
there are linear relationships between the corresponding random variables, and hence both often
need to be considered as important. Therefore, we may consider looking at second order (or higher)
distributions of weights around a node.
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The first moment or the mean of the weight distribution around a node i is the ratio of
s(i)
. The mean indicates how much the node strength is
node strength to degree cmean (i) =
(n − 1)
shared across individual links. The first moment is just normalized node strength and still does
not eliminate the issue of a node having a large number of equally distributed positive and negative
edges. The second moment, on the other hand, distinguishes these cases. The second central moment
is defined as
X
csecond (i) =

2
wij

j6=i

(n − 1)

.

Note that this measure is non negative, and deals with negative edges in a very natural fashion. An
edge with weight −10 contributes more to the centrality than an edge that is −1, but just as much
as an edge weight of +10. One can also consider the second moment about the mean, also called
variance
X
cvariance (i) =

(wij − cmean (i))2

j6=i

.

(n − 1)

The variance of a probability distribution measures the variability or the amount of deviation from
the mean. If the variance is small, then all the edges are closely packed around the mean. If the
variance is large, then the edges are widely spread out from the mean. Note that this is also a
non-negative quantity, and very closely related to csecond . Expanding the above formula, we get:

cvariance (i) =

1
n−1






X


j6=i


= csecond (i) +

= csecond (i) +

2
wij
−2

X

wij cmean (i) + (n − 1)cmean (i)2 

j6=i

1
n−1



1
n−1




−2cmean (i)


X

wij + (n − 1)cmean (i)2 

j6=i

−2(n − 1)cmean (i)2 + (n − 1)cmean (i)2



= csecond (i) − cmean (i)2

The quantities cmean (i) and csecond (i) (and thus cvariance (i)) can be easily computed implic-
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itly using the following formulas:
W1
n 
w2 ii
.
csecond (i) =
n−2
cmean (i) =

The term w2


ii

can be computed implicitly from the singular value decomposition (SVD) of W ,

since the SVD of W 2 contains the same eigenvectors of W with corresponding eigenvalues squared.
That is, if λ1 , . . . , λk are the eigenvalues1 of W with eigenvectors u1 , . . . , uk , then

W2 =

k
X

λ2 ui uTi .

l

Any individual entry of W 2 can be computed in O(k) time. Therefore in only O(nk) time, all the
diagonal entries of W 2 can be computed.
Degree centrality can now be expressed as a triple (cmean (i), csecond (i), cvariance (i)) to convey
more information that captures well the high-level characteristics of the weight distribution. Higher
order moments and other statistical properties can also be added into the triple. If only one value is
required for the purposes of comparing the degree centralities of two nodes in the network, then we
can have a convex combination of all the entries in the triple, determined completely by the user.
For example, the user could be interested in the dispersion of the weight distribution of a node, and
variance can be weighted more than the mean.

3.2.2

Clustering Coefficient For Negative Networks
In Section 3.1.3, we discussed clustering coefficient in the context of non-negative dot product

networks. In this section, we discuss a generalization of clustering coefficient to negative correlation
networks by Constantini and Perugini [32].
The intuition behind their generalization is as follows. Consider a node i connected to nodes
j and q. If i has a positive (negative) relationship with each of j and q, then it is more likely that
j and q also have a positive relationship with each other. On the other hand, if i has a mixed
relationship between j and q (that is, one of the edges is positive and the other is negative), then
1 Please note the slight notational difference of using λ instead of σ 2 for the eigenvalues of a matrix W = BB T ,
where σ were the singular values of B.
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the two nodes are more likely to also have a negative relationship with each other. In other words,
if the sign of a triangle is the product of the signs of its edges, then a positive triangle around a
node i contributes positively to the clustering coefficient index, and a negative triangle around i
contributes negatively to the clustering coefficient index. Thus, the signed clustering coefficient of
a node i is high if the number of negative edges in the triangle (i, j, q) is 2 or 0. It is low if the
number of negative edges in the triangle is 1 or 3. So i has high local clustering coefficient, if it
is connected to j and q with same (opposite) signs, and the direct edge (j, q) is more likely to be
positive (negative).
It is to be noted that the signed clustering coefficient is more robust than its unsigned
counterpart in the presence of noise. If the pairwise correlations are drawn from a small sample size,
then they could be unreliable estimates [99] of the overall population. This could result in a large
number of small triangles that are equally distributed between negative and positive cycles. All these
triangles cancel out each other in the signed clustering coefficient index, whereas they contribute to
the unsigned clustering coefficient index. This is also one of the reasons to use shrinkage estimators,
to get more reliable estimates of the actual correlations between two stochastic processes.
Constantini and Perugini [32] provide a generalization of the unsigned clustering coefficient
of Zhang and Hovrath [119]
P
cCP (i) =

Pj,q

wij wiq wjq

j6=q

|wij wiq |

(3.4)

Note that signed weights are used in the numerator, but absolute values are used in the denominator.
The denominator can be considered as a normalizing term, and use of negative quantities could affect
the overall index. Also note that this definition is equivalent to cZhang if the network is non-negative.
The above definition of clustering coefficient was extensively tested by Constantino and
Pergini [32] against simulated networks, and an actual personality psychology network. Though the

numerator can be computed implicitly ( w3 ii ), the absolute values in the denominator are problematic, since they requires modification of individual entries of W , which never exists in explicit
form. We use LSH functions to transform the correlation network into a non-negative dot product network that approximately preserves the absolute values of the correlations. In the new dot
product network, the unsigned clustering coefficient cZhang can be computed implicitly, and also the
denominator in Equation 3.4.
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Taking an aggregate of the local clustering coefficient of all the nodes, we get the global
clustering coefficient of a network, which provides a measurement of how well all the nodes are
connected in the network. In fact, any of the centrality measures can be aggregated to get a global
network measurement. There are other definitions of global clustering coefficient which do not take
a mean of the local clustering coefficients. One such definition for signed weighted networks given
by Constantini and Perugini [32] takes the mediant of the local clustering coefficients
XX
i

gcc = X X
i

wij wjq wqi

j,q

|wij wiq | +

XX
i

j6=q

2
wij

.

j

Though the numerator can be computed implicitly (trace(W 3 )), the denominator again contains
absolute values and is difficult to compute implicitly. In Chapter 5, we use locality sensitive hashing
to transform a negative correlation network into a non-negative dot product network that approximately preserves the squares or absolute values of the correlations in expectation. This would allows
us to implicitly compute both local and global clustering coefficients that are defined exclusively for
non-negative networks.
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Chapter 4

Clustering and Cuts
In this chapter, we study clustering and cut algorithms, which provide information of the
global structure of the network. One obtain several such global properties by taking an aggregate of
centrality measures discussed in the last chapter, just like for clustering coefficient (see Section 3.2.2).
Both clustering and cut algorithms provide ways to decompose a graph into smaller communities
(usually two, for cut algorithms). We start this chapter with a discussion of cut and clustering
algorithms that are defined for non-negative networks. We can apply the locality sensitive hashing
transformation discussed in Chapter 5 to convert any correlation network into another non-negative
dot product network that approximately preserves the absolute values or squares of the correlations.
We show how well-known spectral relaxations of the ratio and normalized cut objectives can be
computed in our implicit framework. Next, we discuss modularity, which can be viewed from both
cut and clustering perspectives. We also briefly discuss eigen gap which measure how well nodes in
the network are connected. For correlation networks that contain negative edge weights, we draw
insights from principal component analysis and correlation clustering, and show how they can be
addressed in our implicit setting.

4.1

Non-Negative Dot Product Networks
For all algorithms in this section, we assume that the dot product network W = BB T is

non-negative. A cut (C, C) of a network is a partition of the node set V of the network into two
disjoint pieces C ⊆ V and C = V − C. The value of the cut, written cut(C, C) (sometimes just
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cut(C)), is the sum of the weights of edges that cross the cut. That is,
X

cut(C) =

wij .

i∈C,j∈C

The global minimum cut of a graph is the minimum value of a cut among all possible cuts in the
graph. That is, the global minimum cut is the solution to

min {cut(C)} = min
C

C


 X


i∈C,j∈C

wij




.



Though the global minimum cut can be computed in polynomial time [81, 104], most networks yield
a very trivial solution: a single node on one side of the cut and everything else on the other side.
In the next two sections, we discuss ratio and normalized cuts that are designed to produce more
balanced partitions, and show how they can be computed for non-negative dot product networks.

4.1.1

Ratio Cuts
The ratio cut objective was proposed by Wei and Cheng [113, 114], and independently by

Leighton and Rao [73]. It has its applications in VLSI design [52, 114], especially in layout design,
testing and hardware simulations, clustering in machine learning, and partitioning the background
from an image in image segmentation [111]. A ratio cut is a cut that minimizes the value of the cut
proportional to its size (the number of nodes). Formally, it is the solution to

min {rcut(C)} = min
C

C

cut(C, C) cut(C, C)
+
|C|
|C|



Unfortunately, finding a cut that minimizes the above objective is NP-Hard by a reduction from
Bounded Min-Cut Graph Partition [45] (also see [109] for a discussion). Therefore, we discuss a well
known spectral relaxation of the problem that was developed by Hagen and Kahng [52]. Before we
discuss this, we briefly review the Laplacian matrix of a weighted graph.
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4.1.1.1

Laplacian Matrix
The Laplacian matrix L for a symmetric non-negative weighted network W = BB T is

defined as

L=D−W

where D is the diagonal matrix with dii =

X

wij . The Laplacian matrix satisfies the following

j

properties.
1. For any vector x ∈ Rn , xT Lx =

1X
wij (x(i) − x(j))2 . This can be seen from the following
2 i,j

derivation:

xT Lx = xT Dx − xT W x
X
X
=
di x(i)2 −
wij x(i)x(j)
i

i,j



X
X
1 X
di x(i)2 − 2
wij x(i)x(j) +
dj x(j)2 
=
2
i
i,j
j


X
X
1 X
=
wij x(i)2 − 2
wij x(i)x(j) +
wij x(j)2 
2 i,j
i,j
i,j


1 X
2
=
wij (x(i) − x(j))  .
2 i,j
2. L is symmetric, since both W and D are symmetric.
3. L is positive semi-definite, 
so all eigenvalues are 
non-negative. This can be seen from the
X
1
2
equation above: xT Lx = 
wij (x(i) − x(j))  ≥ 0.
2 i,j
4. L is singular. Since v = 1 is an eigenvector associated with the
 eigenvalue 0 and L is
positive
1 X
2
semi-definite. This can be seen from the fact that v T Lv = 
wij (v(i) − v(j))  = 0.
2 i,j
5. L has real eigenvalues, since it is symmetric.
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4.1.1.2

Ratio Cut Clustering
We first present the well known linear algebraic formulation of the ratio cut objective. Next,

we show how to relax the constraints so as to get an approximate solution to the ratio cut problem.
We then show how this can be computed in our implicit framework.
Let x = [x(1), . . . , x(n)] be an indicator vector with
r
c



0
nc
r
x(i) =
0


− c
nc

, if i ∈ C
, if i ∈ C

where c = |C| and c0 = |C| = n − c. We have



xT Lx =

=

=

=

=
=
=
=
=

1
2
wij (x(i) − x(j)) 
2 i,j


X

1
wij x(i)2 − 2x(i)x(j) + x(j)2 
2 i,j


 0

2
c0
2
c
1 X
c
1 X
c
wij
+ +
wij
+ +
+
2
nc0
n nc
2
nc n nc0
i∈C,j∈C
i∈C,j∈C
 0

X
c
2
c
wij
+ + 0
nc n nc
i∈C,j∈C
 0

c
2
c
+ + 0
cut(C, C)
nc n nc
 0

c
cc0
cc0
c
cut(C, C)
+
+
+
nc ncc0
ncc0
n2 c0
 0

0
c +c c +c
+
cut(C, C)
nc
nc0
n

n
cut(C, C)
+ 0
nc nc

1
1
+ 0
cut(C, C)
c c
X

cut(C, C) cut(C, C)
+
c
c0
cut(C, C) cut(C, C)
=
+
.
|C|
|C|
=





T

This means that the value of min x Lx = min
x

C

cut(C, C) cut(C, C)
+
|C|
|C|
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over all indicator vectors

x gives the optimal ratio cut. Also note that
r
X

x(i) =

i

X
i∈C

r
r
r
r
r
X
c0
c
c0
c
cc0
cc0
0
−
=
c
=
+
−
c
−
=0
nc
nc0
nc
nc0
n
n
i∈C

and

||x||2 =

X
i

x(i)2 =

X c0
cc0
c0
c
cc0
c
c + c0
n
+ 0 =
+ 0 = + =
= = 1.
nc nc
nc
nc
n
n
n
n
i∈C

Thus the vector x has zero mean and unit variance. Hence, the ratio cut problem can be re-written
as

min{rcut(C, C)} =
C

min
2



xT Lx

||x|| =1
x·1=0

where x is also constrained to be an indicator vector as above. As mentioned earlier, finding the
optimal value of the indicator vector x that solves the above optimization problem is NP-Hard. If
we relax the constraint that x must be an indicator vector, and instead find a solution for any vector
x ∈ Rn , then the relaxed ratio cut objective becomes

min

||x||2 =1
x·1=0
x∈Rn

 T
x Lx .

The solution to the above relaxed optimization problem is the eigenvector associated with the second
smallest eigenvalue of L. Note that the eigenvector v = 1 associated with the smallest eigenvalue 0
does not satisfy the constraint v · 1 = 0. The second smallest eigenvector being perpendicular to v
satisfies all the constraints and minimizes the relaxed ratio cut objective.
Note that the Laplacian matrix L of a correlation network W = BB T has the same size as
W , and therefore we do not have the luxury to store L explicitly. To find the eigenvector associated
with the second smallest eigenvalue, we typically find the eigenvector associated with the second
largest eigenvalue of (L + I)−1 , where  is a small value that makes L + I non-singular. Note that
1
the matrices L and (L + I)−1 share the same set of eigenvectors and λ0 =
, where λ and λ0
(λ + )
are eigenvalues of L and (L + I)−1 respectively.
We now show how one can use the power method to find the largest few eigenvalues of
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(L + I)−1 . Note that the power method starts with an initial guess v0 , and in every iteration refines
the guess by computing

vi+1 =

(L + I)−1 vi
.
|(L + I)−1 vi |

Since it may be difficult to solve a linear system (L + I)vi+1 = vi implicitly, or to compute the
inverse of the matrix (L+I) implicitly, we can compute the largest eigenvalue and its corresponding
eigenvector of λ1 I − (L + I), where λ1 is the largest eigenvalue of L. Doing the above shift ensures
that the smallest eigenvalue of L is the largest in magnitude and the power method finds this. Note
that λ1 can be computed implicitly using the power method, since it is easy to multiply L with a
guess vector v;

Lv = (D − W )vi = Dv − W v.

As was shown in Chapter 2, one can easily compute the matrix vector product W v implicitly, using
parenthezation W v = B(B T v) in only O(nk) time. The diagonal elements of D can also be computed
implicitly as dii = (W 1)(i).
After we obtain the solution x that solves the relaxed cut objective, we can partition the
nodes in the network into two clusters – elements with x(i) < d in one cluster and elements with
x(i) ≥ d in another, for some constant d. A solution to the original objective can thus be obtained
by using an indicator vector y with
r
c



nc0
r
y(i) =
0


− c
nc

if x(i) ≥ d
if x(i) < d.

Recall that c = |C| and c0 = |C| are the number of nodes on each side of the cut. We often get
a reasonable partition if we choose d = 0. However, there are n − 1 different cut-off points; each
that puts the first i nodes into one cluster and the remaining n − i into another. Recomputing the
ratio cut objective each time takes O(nk) time. But we can do better by calculating these objectives
iteratively; we start from a cutting point with the smallest x(i) and iteratively include the next
smallest node into the cluster. For brevity, we only show how to recompute y T W y. This can be
easily extended for the Laplacian matrix (which includes D) and other matrices that are obtained
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from the spectrum of W .
Suppose that we compute y 0T W y 0 for some indicator vector y 0 based on some cut-off point
described above. Let us move the cut-off point to include a node i into the set C and obtain
another indicator vector y. We can easily compute the value y T W y quickly by subtracting out the
contribution of the ith node in y 0T W y and adding it to y T W y, and re-normalizing the terms. That
is,




 y 0T W y 0 − y 0 (i)bi · y 0 (i)bi



y W y = (y B)(B y) = 
+ y(i)bi · y(i)bi 


1
1
+ 0
0
|C | |C |



1
1
= y 0T W y 0 − y 0 (i)2 ||bi ||2 τ + y(i)2 ||bi ||2
+
|C| |C|


T

T

T



1
1
+
|C| |C|




1
1
+
 |C| |C| 
 renormalizes the terms. Note that if |C| = c, then |C| = n−c, |C 0 | = c−1
where τ = 
 1
1 
+
|C 0 | |C 0 |
and |C 0 | = n − c + 1. The above method takes only O(k) time per iteration, so O(nk) time to try


all cut-off points and choose the best one.

4.1.2

Normalized Cuts
Another balanced partition can be obtained by using normalized cuts, proposed by Shi and

Malik [100]. These have widespread applications in image segmentation [100, 29, 40, 25, 26, 107],
and also in graph clustering algorithms. Normalized cut partitions a graph into two disjoint sets
much like ratio cut, only instead of normalizing by |C|, it uses the volume of the sets. The volume
X
of a set C is defined as vol(C) =
s(i), where s(i) is the strength of node i. This gives the total
i∈C

weight of edges associated with all the nodes in the set C, counting all edge weights within C twice
and edge weights that form cut(C, C) once. The normalized cut is the solution to

min
C

cut(C, C) cut(C, C)
+
vol(C)
vol(C)
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.

Shi and Malik [100] showed that this is equivalent to

min
C

cut(C, C) cut(C, C)
+
vol(C)
vol(C)




=

min

y∈{1,−b}n
y T D1=0

y T (D − W )y
y T Dy


(4.1)

where y is an indicator vector




1

 X
y(i) =
s(i)



i∈C

− P
i s(i)

, if i ∈ C

, if i ∈ C

P
i∈C s(i)
P
s(i)
Pi
. Finding an indicator vector y that solves the above minimization problem
and b =
i∈C s(i)
P
1−
i s(i)
is NP-Hard. As with ratio cuts, we can relax the above problem to find a vector y ∈ Rn

minn

y∈R
y D1=0

y T (D − W )y
y T Dy


.

T

To understand the above objective, we need to understand the generalized eigenvalue problem. The
generalized eigenvalue problem finds eigenvectors x and corresponding eigenvalues λ that satisfy the
following equation for matrices A and B

Ax = λBx.

If B is non-singular, then the generalized eigenvalue problem is the same as a standard eigenvalue
problem

B −1 Ax = λx.

Note that if B is the identity matrix, then the above equation solves an ordinary eigenvalue problem
Ax = λx. The Rayleigh quotient of a vector is very closely related with the generalized eigenvalue
problem. For any vector x, and symmetric real matrices A and B, the Rayleigh quotient r(x) is
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defined as

r(x) =

xT Ax
.
xT Bx

Determining the extremum points, we solve 5r(x) = 0:

5r(x) =

2Ax(xT Bx) − 2(xT Ax)Bx
= 0.
(xT Bx)2

Solving the above equation, we get the generalized eigenvalue problem Ax = r(x)Bx. That is, the
extremum points of the Rayleigh quotient are the eigenvalues of the generalized eigenvalue problem.
From (4.1), it can be seen that the normalized cut objective can be solved by a generalized
eigenvalue problem

(D − W )y = λDy.

(4.2)

1

For a vector z = D 2 y, the above equation can be reduced to the standard eigenvalue problem
1

1

D− 2 (D − W )D− 2 z = λz.
1

1

Note that the matrix D− 2 (D − W )D− 2 is positive semi-definite, since the Laplacian matrix L =
D − W is positive semi-definite. Once the eigenvector-eigenvalue pair (z, λ) of the above matrix
1

is found, one can find the corresponding vector y = D− 2 z. Suppose that the vectors y1 . . . yn are
associated with eigenvectors z1 . . . zn corresponding to eigenvalues λ1 ≤ λ2 ≤ . . . ≤ λn . Note that
1

1

1

1

1

y1 = 1 is associated with λ1 = 0, since we have D− 2 (D − W )D− 2 z1 = D− 2 (D − W )D− 2 D 2 1 =
1

D− 2 (D − W )1, and (D − W )1 is the sum of the value of the Laplacian matrix which is 0. Also, all
the eigenvectors z are orthonormal. The second eigenvector z2 satisfies the equation z2T z1 = 0 and
therefore satisfies the constraint y2T D1 = 0. Thus z2 is the solution to the relaxed normalized cut
minimization problem.
1

1

The second smallest eigenvector z2 of D− 2 (D − W )D− 2 can be computed implicitly using
the power method, since multiplying this matrix with another guess vector x can be performed
1

1

implicitly by parenthezation D− 2 ((D − W )(D− 2 x)). As discussed in the previous section, we can
multiply the Laplacian matrix D − W with another vector implicitly.
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As with ratio cuts, we can partition the network into two sets based on a cut-off point d,
and we can minimize the normalized cut objective over all the n − 1 cut-off points, which can all be
computed in only O(nk) time (see Section 4.1.1.2).

4.1.3

Modularity
In this section, we discuss modularity, a measure for detecting and characterizing community

structures in networks. A community structure is a division of the network into sets of nodes or
clusters such that the connection within each cluster is dense and the connections between clusters
is sparse. This is slightly different than a cut. While cut objectives minimize the edge weights
crossing the cut, community structures are based on characterizing denseness of connections within
clusters and sparseness of connections between clusters. One application is to reveal topically related
documents among thousands of documents in the world-wide web [43]. Other applications are in
sociological and biological networks [47, 116, 56, 91, 18].
Modularity was first proposed by Newman and Girvan [85], based on the notion that a
community structure or a cluster is one that contains more connections within the cluster than
expected in a corresponding null model of the network. A null model is another network that
preserves the weight distribution of the edges around nodes, and one in which edges are placed at
random. We produce a common derivation of modularity for weighted networks.
Let Ci be a cluster to which node i belongs to. Let

[Ci = Cj ] =




1

if Ci = Cj



0

otherwise.

Using the above predicate, we can express the total fraction of weights within a cluster as
1X
wij [Ci = Cj ].
2 i,j

(4.3)

We divide the sum by 2 to remove double counting of edges. For unweighted networks, a null
model is formed by repeatedly adding an edge between two randomly chosen nodes with probability
proportional to their degree. Extending this to weighted networks, we add a small weight  between
two randomly chosen nodes i and j proportional to their strengths. Suppose we do this process T
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times. Let Rt be a random variable that describes the total weight of edges between nodes i and j.

E[Xij ] =

T
X

E[Rt ]

t

where

Rt =






with probability



0

otherwise.

s(i)s(j)
4sum(W )2

One typically stops the above random process when the total weight of all edges equals sum(W ). So
s(i)s(j)
4sum(W )2
s(i)s(j)
=
.
4sum(W )

E[Xij ] = sum(W )

If s is a vector of node strengths, then the right hand side of the above expression can be written in
1
matrix form as
ssT . We can now formulate the expected number of edges within a cluster
4sum(W )
as
1 X s(i)s(j)
[Ci = Cj ].
2 i,j 2sum(W )
Subtracting this from (4.3), we get the formula for modularity as
1X
1 X s(i)s(j)
wij [Ci = Cj ] −
[Ci = Cj ]
2 i,j
2 i,j 2sum(W )


s(i)s(j)
1X
wij −
[Ci = Cj ].
=
2 i,j
2sum(W )

modularity =

We can normalize the modularity by the total weight of all the edges

modularity =


X
s(i)s(j)
1
wij −
[Ci = Cj ].
2sum(W ) i,j
2sum(W )

(4.4)

A partition of the network that has positive modularity is a prospective choice for a good pairwise
clustering, since the number of edges within clusters exceeds the expected number of edges just on
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the basis of random chance. Subsequently, negative values of modularity for every partition indicates
the inability of the network to break down into any number of communities. Finding an optimal
partition that maximizes modularity is NP-Hard [20]. Some of the combinatorial methods in the
literature look for partitions with positive modularity [50, 33]. Others have used different heuristic
approaches [82, 38, 3, 31, 28, 110]. Newman [83] gave a fast heuristic based on spectral methods by
defining a modularity matrix M , where

mij = wij −

s(i)s(j)
.
2sum(W )

1
ssT . Let x ∈ {−1, +1}n be an indicator vector where x(i) = 1
2sum(W )
node belongs to cluster C and −1 otherwise. Observe that [Ci = Cj ] =

In matrix form, M = W −

indicates that the ith
1
(xi xj + 1). The formula for modularity can be rewritten as
2
modularity =

One can easily show that

X

X
1
mij (xi xj + 1).
4sum(W ) i,j

mij = 0. Therefore, modularity can be expressed in matrix form as

i,j

1
xT M x.
4sum(W )

modularity =

The denominator 4sum(W ) is a normalizing term. Therefore, finding the partition that maximizes
modularity is the solution to

max
x∈{−1,+1}

 T
x Mx .
n

Recall that the above optimization problem is NP-Hard. However, we get a reasonable heuristic if
we relax the constraint that x ∈ Rn and ||x|| = 1. We then get the relaxed problem

max

x∈Rn
||x||=1

 T
x Mx .

The solution is to find the eigenvector corresponding to the largest eigenvalue of the modularity
matrix. This can be computed implicitly using the power method, since we can easily multiply the
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modularity matrix by any vector x, by multiplying each of the components W x and

s(i)s(j)
x=
2sum(W )

1
ssT x separately. After the solution x is obtained, it is required to interpret the vector as an
2sum(W )
approximate solution to the original modularity problem, which also provides a means to partition
the nodes into two clusters. Nodes that have positive values in x can be put into one cluster, and
negative values in another. One can also use different cut-off points as discussed in Section 4.1.1.2
and take the partition for which modularity is the largest.
Newman [83] also proposed a hierarchical clustering algorithm based on repeatedly partitioning a subgraph G of a network into two pieces based on the modularity of the subgraph. It is not
enough to simply remove the edges that cross the partition and treat either subgraph as independent
from each other since this changes the node strengths of each node as given in (4.4). Let B [G] be
the data matrix with feature vectors of nodes only in n[G] × n[G] subgraph W [G] = B [G] B [G]T . The
modularity of the subgraph is
[G]

Mij

[G]

= Wij −



s(i)s(j)
sum(W [G] )
− [i = j] s[G] (i) − s(i)
2sum(W )
2sum(W )

where s[G] (i) is the node strength of i in W [G] . Note that sum(W [G] ) =

X

s[G] (i). The subgraph

i

W [G] can be stored implicitly the same way as W , and all other quantities in the above equation
can be computed implicitly. The modularity of the subgraph is then xT M [G] x. As long as the
modularity of the subgraph is greater than 0, then we have a subgraph that contains more than
expected edges in a null model, and can be further subdivided.
Gomez et al. [49] generalized modularity for negative correlation networks by looking at
positive and negative edges separately. This, however, is not possible in our implicit setting because
it is difficult to find the strengths of positive or negative edges for each node without storing the
entire weight matrix explicitly.

4.1.4

Eigen Gap
This is very closely related to ratio and normalized cut objectives, and to a well-studied

problem called conductance. Conductance was first introduced by Jerrum and Sinclair [58] and is
used to bound the convergence rate of a Markov chain [58, 79, 68]. The conductance of a cut gives
the probability of a random walk to transition from the small side of the cut to the other side, and
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is defined as

φ(C, C) =

cut(C, C)
min{vol(C), vol(C)}

If the conductance of a cut is small, then it provides a possible partition of the network into two
clusters, and if it is large, then the graph is well connected between the two sides of the cut. The
conductance of the entire graph is the minimum conductance over all possible cuts

φG = min{cut(C, C)}.
C

A graph has high conductance if a random walk tends to jump very often between clusters, and small
conductance if it is more likely to stay trapped within some cluster. Computing the optimal value of
conductance of a graph is NP-Hard [45] and several approximation algorithms exist [8, 9, 88, 10, 67].
Using Cheeger’s inequality, we can get a bound on φG (see [5, 4, 79, 108]);

2φG ≥ 1 − λ2 ≥ 1 −

q
φ2
1 − φ2G ≥ G .
2

where λ2 is the second largest eigenvalue of the walk matrix W D−1 , which is a matrix that describes
the transition probabilities of a single step in a random walk. Note that the largest eigenvalue of
the walk matrix is 1, and the quantity 1 − λ2 is called the eigengap. Therefore, the eigengap can be
used as an approximate solution to the conductance of a graph. Using the power method, λ2 can
be computed implicitly.
The eigengap is also very closely related to the mixing time of a Markov chain [101], which
is the time it takes for a Markov chain to converge to its steady state distribution. If the eigengap is
small, then a random walk is more likely to be trapped within a small subset of nodes and therefore
has slower mixing time. On the other hand, if eigengap is large, then a random walk moves freely
between many nodes in the graph which results in faster mixing time. In fact, a Markov Chain has
1
rapid mixing time if and only if φG ≥
(see [101]).
poly(n)
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4.2

Negative Dot Product Networks
In this section, we discuss two clustering algorithms that are essentially equivalent. We start

with a discussion on correlation clustering which tries to find clusters in correlated data and then
show how it is mathematically equivalent to principal component analysis (PCA). PCA is used to
reduce the dimensionality of a data set by projecting into a set of orthonormal principal components
that maximizes the variance of the original data.

4.2.1

Correlation Clustering and Principal Component Analysis
Introduced by Bansal et al. [14], correlation clustering tries to cluster nodes based on a

similarity function f where nodes in clusters are highly similar with each other. This can be viewed
as either a maximization problem: maximize the total weight of positive edges within clusters and
the total weight of absolute values of negative edges between clusters, or as a minimization problem:
minimize the total weight of positive edges between clusters and the absolute value of the negative
edge within clusters. Though some of the well-known clustering algorithms require the number of
clusters as input, correlation clustering conveniently does not [14]. This problem was shown to be
NP-Hard [14] and several approximation algorithms exist [14, 48, 36, 39, 106, 35].
Formalizing the above maximization objective, we would like to find a partition of the graph
into two clusters so as to solve

max
C


X


i,j

wij [Ci = Cj ] −

X
i,j





X

|wij |[Ci 6= Cj ] =
max n
wij xi xj
 x∈{−1,+1} 

i,j

where x is an indicator vector where x(i) = +1 if node i ∈ C, −1 otherwise. The above optimization
problem can be expressed in matrix quadratic form

max



x∈{−1,+1}n

xT W x .

This contributes +wij if both i and j are in the same cluster, and −wi,j if they are in different
clusters. The above objective gives credit for high positive edges within clusters and high negative
edges between clusters. Since solving for the optimal vector x is NP-Hard, we can relax the problem
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to

max

x∈Rn
||x||=1



xT W x .

As seen before, the solution to the relaxed objective is the largest eigenvector of W , which can be
easily computed implicitly. To form the actual clusters, we could use a cut-off point of 0 and put
elements less than zero in one cluster and elements bigger in another cluster, or use the other n − 1
cut-off points discussed in Section 4.1.1.2.
The largest eigenvector of W has a nice interpretation from a one-dimensional embedding
of a network using principal component analysis (PCA). As briefly discussed in Chapter 2, the data
BB T
matrix B can be projected onto a set of top eigenvectors of the covariance matrix S =
using
(n − 1)
the transformation

B 0 = EB

where the d × k matrix E contains the top d eigenvectors of S along its rows. Implicitly, we can
obtain E after computing the spectrum of W = BB T in O(nk ω−1 ) time. If we we only project to the
largest eigenvector of W , which can be computed using the power method, we get a one-dimensional

e1

e2

Figure 4.1: Principal component interpretation of the largest eigenvector of a negative correlation
network.
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embedding of the data set. In Chapter 3, we saw how the largest eigenvector gives us a measure
of centrality for non-negative dot product networks. We now give an interpretation of the largest
eigenvector of in terms of clustering for negative correlation networks.
Figure 4.1 gives a set of points in 2-dimensional space. The principal components e1 and
e2 are shown. The largest eigenvector e1 can be considered as the axis along which the points
“stretch” the maximum. Note that the projection of points onto e1 divides the point set into two
clusters – nodes with positive projection in one set, and nodes with negative projection in another
set. In Euclidean space, if we consider points that are very close to each other “similar” in some way,
then each cluster contains points that are similar or well correlated with each other, while points in
different clusters are dissimilar or anti-correlated.
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Chapter 5

Locality Sensitive Hashing
In the preceding chapters, we saw how various centrality and cut algorithms can be computed
implicitly in a dot product network. One of the main challenges in applying these techniques is that
most centrality and cut metrics are defined only for non-negative networks. Correlation networks
may contain negative edges, and there are many ways to handle them. Negative edges may be
eliminated by zeroing them out completely, or zeroing edges that are less than a particular threshold.
This is difficult to do in our implicit setting, as it changes the spectrum of the weight matrix
unpredictably besides requiring to have an explicit representation to perform the thresholding. If
negative edges are not interesting, we can translate the range of correlations from [−1, +1] to the
range [0, 2] by the function 1 + corr(.). This is very trivially accomplished implicitly by adding
an extra column to the data matrix B with all ones. The new dot product b0i · b0j then becomes
k
X
b0i (l)b0j (l) =
b0i (l)b0j (l) + 1 = corr(bi , bj ) + 1. However, the fact that zero becomes one distorts

k+1
X
l=1

l=1

many common metrics, and this approach is not widely used.
In most correlation analysis, it is preferred to treat both highly correlated and highly anticorrelated edges equally, since this still provides a measure of linear dependence between the random
variables. In such situations, analysis is performed with either absolute values or squares of the
correlations. In this chapter, we first show how a non-negative dot product network can be obtained
with squares of correlations using analysis mathematically similar to a well-known “kernel trick”.
Though this approach preserves squares of original correlations exactly, it maps all feature vectors to
O(k 2 ) dimensions. We then show how a family of locality sensitive hash (LSH) functions can be used
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to acquire a mapping that approximately preserves the squares of the correlations in expectation,
which can potentially allow us to reduce the number of dimensions significantly, albeit with a slight
increase in computational time. The LSH transformation can be similarly applied to approximately
preserve in expectation the absolute values of correlations or actual correlations for non-negative
networks. Recall that we can use the dimensionality reduction using random projections discussed
in Chapter 2 if we need a dot product network that preserves correlations in expectation. However,
this might yield negative numbers, even if the original network was non-negative, while the output
of our LSH approach is non-negative.
Finally, we look at how to express edge weights as coherence. The coherence between two
random variables may be thought of as correlations in the frequency domain and gives the amount
of phase consistency that exists between the corresponding time signals. We show how to express a
coherence network as a dot product network.

5.1

Exact Mapping For Squared Correlations
A technique found in machine learning and other related areas, known as the “kernel trick”,

is used to implicitly operate on dot products of feature vectors after mapping the vectors to higher
dimensions. This is usually done to transform a possibly non-linear relationship in data into a linear
relationship in higher dimensions. For example, Figure 5.1(a) contains points in two dimensions that
are linearly inseparable. A machine learning classifier like the support vector machine may not be
able to classify the points accurately, since there is no linear boundary that separates the dataset.
However, if the data points are projected to three dimensions along a paraboloid (Figure 5.1(b)),
we find that there is enough gap between the two datasets to perform binary classification. Kernels
are functions that compute dot products implicitly in higher dimensions without having to explicitly
perform the higher dimensional transformation. Formally, for feature vectors u and v and function
f : Rk → Rd , a kernel is a function j : Rk × Rk → R that implicitly computes the dot products
between two feature vectors in higher dimensions; that is, j(u, v) = f (u) · f (v). Among many kernel
p

functions, the polynomial kernel is widely used, and is defined as j(u, v) = (α(u · v) + β) where α
and β are constant parameters of the function and p is the degree of the polynomial. Note that
polynomial kernels operate on feature vectors in d = O(k p ) dimensions, and thus are particularly
useful in situations when such an explicit transformation is intractable. A small caveat is that

63

Figure 5.1: (a) A two dimensional linearly inseparable dataset. (b) The dataset projected into three
dimensions along a paraboloid z = x2 + y 2 becomes linearly separable.
it may not be easy to fine-tune the parameters α and β for a specific function f (see [98]). We
show a mapping f that transforms feature vectors in k dimensions to O(k 2 ) dimensions that exactly
preserves the squares of the correlations. Normally, this mapping would be done implicitly; however,
we need the feature vectors expressed explicitly to compute various analytics.
For any length-k feature vector u, the mapping f : Rk → RO(k

2

)

is defined as

√
√
f (u) = [u(1)2 , u(2)2 , . . . , u(k)2 , 2u(1)u(2), 2u(1)u(3), . . .].


The mapping f (u) is a length O(k 2 ) feature vector with the first k terms u(i)2 and the next k2
√
terms the pairwise products 2u(i)u(j), for i 6= j and 1 ≤ i, j ≤ k. For any two feature vectors u
and v and a polynomial kernel j, we have the squares of the correlation to be
!2
2

j(u, v) = (u · v) =

X
i

u(i)v(i)

=

X

u(i)2 v(i)2 + 2

i

X

u(i)2 v(j)2 = f (u) · f (v).

i,j

Thus, the mapping f preserves the squares of the correlations exactly. If D is an n × O(k 2 ) matrix
with feature vectors of the mapping f (u) along its rows, then the dot product network V = DDT
is non-negative, and represents the squares of the correlations W = BB T . Equivalently V = W (2) ,
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but we cannot store this explicitly. Storing D allows us to perform the power method implicitly in
O(nk 2 ) time per iteration. It takes O(nk 2(ω−1) +k 6 ) time to compute the entire spectrum of V , since
it takes O(nk 2(ω−1) ) time to compute DT D and then O(k 6 ) time to compute its entire spectrum (see
Section 2.3). If k gets too large, the O(k 6 ) part becomes an issue, and therefore the above approach
can only be efficiently used for about k ≤ 30 in practice. We could use random projections discussed
in Section 2.6 to reduce the number of dimensions to a more manageable level. This however, does
not preserve non-negativity. It is possible to reduce the number of dimensions to d by applying
an LSH transformation very similar to the one described in the next section, which approximately
preserves the dot products in expectation and which preserves non-negativity. The computing time
to make the transformation is O(nk ω−1 d) time using block multiplication discussed in Section 2.2,
which can be performed even without having to store D explicitly, since the dot product between a
length-k 2 random vector r with r(i) ∼ N (0, 1) and f (u) can be performed without generating f (u)
– by computing uT Ru where R is a k × k matrix that contains all the elements of r.

5.2

Approximate Mapping Using LSH
In the last section, we saw how to preserve squares of correlations exactly. A only drawback

is that we are mapping the feature vectors to O(k 2 ) dimensions. In this section, we use another
approach using a family of LSH functions to reduce the feature vectors to d dimensions that allows
us to create a non-negative dot product network that approximately preserves the squares of the
dot products in expectation. The absolute values of dot products (actual dot products in case of
non-negative dot product networks) can also be approximately preserved using a similar approach.
Let f be a single variable non-negative-valued function. A family of locality sensitive hash
functions H can be defined by


u·r
f
||u||
h(u) = p
E [f (x)2 ]

(5.1)

where h ∈ H, h : Rk → R, u is a length-k feature vector, x ∼ N (0, 1) is normally distributed and
r is a length-k random vector with r(i) ∼ N (0, 1). The denominator is used for normalization,
while the numerator is a random projection of u onto a random vector1 r which is then fed into
1 We

√
u·r
get similar results when we normalize r and use f ( k ||u||||r||
), where in the limit as k → ∞, the quantity
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√
k
||r||

Figure 5.2: (a) The regions for which the hash function h(u) = ξ for a specific random vector rb. (b)
The area of the two spherical caps gives the probability that the hashes of both vectors u and v are
ξ.
f . To get good approximations of (u · v)2 , we require that f is symmetric about f (x) = 0. For
example, if f is the step function, which takes a value ξ if the absolute value of x is greater than a
specified threshold, the output of h(u) is ξ if the angle between u and r lies in the shaded region
of Figure 5.2(a). Two feature vectors u and v collide if r is chosen to be in the intersection of
the two arcs shown in Figure 5.2 (b). Using d of these hash functions, we can obtain a feature
vector u0 = [h1 (u), h2 (u), . . . , hd (u)]. We would like the dot product d1 u0 · v 0 to have expected value
d
1X
hi (u)hi (v). Therefore, it is enough if we show each of the
approximately (u·v)2 . Now, d1 u0 ·v 0 =
d i=1
hashes hi preserves the squares of the dot products in expectation2 , that is, E [h(u) · h(v)] ≈ (u · v)2 .
In Figure 5.4, we have plotted several examples of E [h(u) · h(v)] verses u · v. This “LSH curve”
should ideally be as close as possible to the plot of (u · v)2 .
First, we show that the expected value at the top of the curve is 1, that is, if (u · v) = 1,
then E [h(u) · h(v)] = 1. Since h is rotationally symmetric, without loss of generality we can assume
u = [1, 0, . . . , 0] and v = [1, 0, . . . , 0]. We have


E f (r(1))2
E [h(u) · h(v)] =
=1
E [f (x)2 ]
approaches one. This can be seen from

||r||2
k

=

1
k

X

r(i)2 which is an average of identically distributed (chi-squared

i

in this case) random variables. According to the central limit theorem, this average approaches a normal distribution
with variance 0, as k → ∞. Though this approach matches in the limit as k → ∞, for small k it can give a good
approximation but needs to be corrected by a multiplicative factor related to the marginal distribution of a spherical
distribution, which can be cumbersome to estimate. So this is a plausible approach, but takes more care to ensure
that it works properly.
2 For the sake of presentation, we use the notation h instead of h .
i
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since both r(1) and x are normally distributed with variance 1. At the bottom of the curve (u·v = 0),
we get a slight baseline shift δ, that is, if u and v are orthogonal with each other, we get a slight shift
of δ in the expected value. We can easily obtain a formula for the baseline shift. By assuming (again,
without loss of generality, due to rotational symmetry) u = [1, 0, 0, . . . , 0] and v = [0, 1, 0, 0, . . . , 0],
we get
1
E [f (r(1)f (r(2)))]
E [f (x)2 ]
E [f (r(1))] E [f (r(2))]
=
E [f (x)2 ]

E [h(u) · h(v)] =

2

=

E [f (x)]
E [f (x)2 ]

(5.2)

since all the variables r(1), r(2) and x are normally distributed with mean 0 and variance 1, we have
E[f (r(1)] = E[f (x)].
We now compute the variance at the top of the LSH curve. Recall that u = v = [1, 0, 0, . . . , 0].
We have


2
var(h(u) · h(v)) = E (h(u) · h(v))2 − E [h(u) · h(v)]
h
i
2
E (f (r(1))f (r(1)))
=
−1
2
E [f (x)2 ]


E f (x)4
=
2 − 1.
E [f (x)2 ]

(5.3)

At the bottom of the LSH curve, recall u = [1, 0, 0, . . . , 0] and v = [0, 1, 0, 0, . . . , 0]. We have
h
i
2
E (f (r(1))f (r(2)))
var(h(u) · h(v)) =

−
2
E [f (x)2 ]


 
E f (r(1))2 E f (r(2))2

−
2
E [f (x)2 ]
!

2
2 2
E f (x)2
E [f (x)]
=
2 −
E [f (x)2 ]
E [f (x)2 ]
!
2 2
E [f (x)]
=1−
.
E [f (x)2 ]
=

2

E [f (x)]
E [f (x)2 ]

!2

2

E [f (x)]
E [f (x)2 ]

!2

Thus we have generic formulas for the baseline shift, and the mean and variance at both the top
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and bottom of the LSH curve. To get a generic formula for the equation of the curve, we set
u = [1, 0, . . . , 0] and v = [cos φ, sin φ, 0, . . . , 0] (again, due to rotational symmetry of h). We get

E [h(u) · h(v)] =

E [f (r(1))f (r(1) cos φ + r(2) sin φ)]
.
E [f (x)2 ]

(5.4)

To get good approximations of (u · v)2 , we can make use of a number of non-negative functions f .
We discuss three of these functions that give good approximations.
1. f (x) is a step function that we define by

x=




ξ

if |x| ≥ ρ



0

otherwise

where ρ is a constant that can be used to parameterize the function, and ξ is a constant
that depends on ρ which we discuss below. Note that, while computing the hash function
u·r
. This can be interpreted for two
in Equation (5.1), we will evaluate x at the point
||u||
dimensions from Figure 5.2(a), where for a specific random unit vector3 rb, the function f takes
the value ξ if the angle between u and r is within the shaded region. For two vectors u and v,
the expected dot product of the hashes is

E [h(u)h(v)] = ξ 2 Pr [h(u) = ξ & h(v) = ξ] .

The above probability is the length of the intersection of the two arcs shown in Figure 5.2(b).
In higher dimensions, these probabilities can be obtained using complicated formulas for computing surface areas of two spherical caps as given in [72, 75], or through simulation. Using a
similar proof to the one shown above, we can also obtain closed form formulas for the baseline
shift δ, which is Pr [r(1) ≥ ξ] = 1 − cdf(ξ), where cdf is the Gaussian cumulative distribution
 
1 + erf √x2
function which can be expressed in terms of the Gaussian error function cdf(x) =
.
2
Z x
2
2
Note that the error function is defined as erf(x) = √
e−t dt. Using this, we can obtain
π 0
r
1
1
2
an expression for ξ in terms of erf, ξ = p
= p
=
. The
1
−
erf(ρ)
Pr [r(1) ≥ ρ]
1 − cdf(ρ)
LSH curve (expected value of h(u) · h(v)) at any point x can also be obtained, but this involves
3 The

above interpretation can be extended for any random vector r.
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integrating Gaussians in polar coordinates,
E [h(u) · h(v)] = Pr [(r1 , r2 ) ∈ {Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4 }]
Z π
Z α
2
B2
B2
A2
−
−e 2 cos2 (θ−φ) dθ
=
−e− 2 cos2 θ dθ +
2π θ=α
θ=φ− π
2

π
Z β
Z
2 +φ
B2
B2
−
+
−e− 2 cos2 θ dθ +
−e 2 cos2 (θ−φ) dθ
θ= π
2

θ=β

which is the integral of a 2D Gaussian over the area of the shaded region {Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4 }




1 − cos φ
1 + cos θ
given in Figure 5.3, and where α = tan−1
, β = tan−1
and φ is the
sin φ
sin θ
angle whose cosine is u · v.
Figure 5.4(a) shows the actual squared correlations curve in red and the LSH approximation
√
2
2
2 , 2 ],

√

curve in blue. In Figure 5.4(d), for a specific hash vector r = [

the white region is the

Figure 5.3: The probability determined by the area of the shaded region gives the equation of the
LSH curve.
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space in which any vector u in the two dimensional plane has a non-zero value for h(u). We
can see that two vectors u and v will have the same hash output with r only if they both lie
in the white region. Using many of these hash functions, vectors that are highly correlated
or anti-correlated with each other are more likely to have a large dot product h(u) · h(v) in
expectation, while two vectors that are uncorrelated are more likely to have a small dot product
in expectation. The best baseline shift we get is for δ = 0.147, since lowering δ produces a
shape that doesn’t exactly match the actual curve and gives us greater error, where error is
defined as the maximum of the absolute difference of (u · v)2 and E [h(u) · h(v)] over all values
of (u · v). Performing a numerical analysis, we find that the standard deviation at the top of
the curve is about 1.85. To bring this down to 0.1, which is a reduction of 18.4%, we would
require 18.42 = 339 dimensions.
2. f (x) = xp for p even. We can obtain all the required formulas – standard deviation at the
top, the baseline shift, and the equation of the curve, since we are only taking higher order
moments of a Gaussian. For example, if p = 4, from (5.2), we get the baseline shift to be
 2
E x4
9
δ=
=
= 0.086
E [x8 ]
105
and from (5.3), we get the standard deviation at the top of the curve to be
s  
E x16
2
E [x8 ]

r
−1=

2027025
− 1 = 13.5.
1052

We can derive the equation of the LSH curve from (5.4);
E [h(u) · h(v)] =
=
=
=
+

1
E [f (r1 )f (r1 cos φ + r2 sin φ)]
E [f (x)2 ]
h
i
1
4
4
E
r
(r
cos
φ
+
r
sin
φ)
1
2
1
E [x8 ]
h
2 i
1
E r14 r12 cos2 φ + r22 sin2 φ + 2r1 r2 cos φ sin φ
105  
1
E r14 r14 cos4 φ + r24 sin4 φ + 6r1 r2 cos2 φ sin2 φ
105

4r13 r2 cos3 φ sin φ + 4r1 r23 cos φ sin3 φ .

The last two terms contain products of independent odd moments of Gaussian random vari-
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Figure 5.4: Squares of correlations in the range [0, 1] described by the curve in red, and the LSH
curve defined by E [h(u) · h(v)] in blue using functions (a) f (x), a step function; (b) f (x) = x4 ; and
(c) f (x) = erf( √x2 )18 . We also show f (x) = tanh( √x2 )18 in green that approximates erf. For a hash
√

√

vector r = [ 22 , 22 ], the regions in white show positive admissions with the hash function using (d)
f (x), a step function; (e) f (x) = x4 ; and (f ) f (x) = erf( √x2 )18 .
ables, which is 0 in expectation. The above equation can be simplified as

1  4 4
E r1 r1 cos4 φ + r24 (1 − cos2 φ)2 + 6r1 r2 cos2 φ(1 − cos2 φ)
105  

1
4
4
4
2 2
4
2 2
4
2
4
=
E r1 (r1 + r2 − 6r1 r2 ) cos φ + (6r1 r2 − 2r2 ) cos φ + r2
105




 
1
=
E r18 + r14 r24 − 6r16 r22 cos4 φ + E 6r16 r22 − 2r24 cos2 φ + E r24 .
105

E [h(u) · h(v)] =

Using linearity of expectations and the fact that the expectation of product of independent
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random variables is the product of their expectations, we get

1
(105 + 9 − 6(15)(1)) cos4 φ + (6(15)(1) − 2(9)) cos2 φ + 9
105

1
=
24(u · v)4 + 72(u · v)2 + 9
105

E [h(u) · h(v)] =

where cos φ = (u · v). Though the baseline shift is small, the standard deviation at the top of
the curve is huge. It requires 1352 = 18825 dimensions
 2 to reduce the standard deviation to 0.1.
E x2
Using p = 2 gives a worse baseline shift δ =
= 0.3333. The standard deviation at the
E [x4 ]
s  
E x8
top of the curve is
2 − 1 = 0.54. We note that using p = 6 doesn’t seem to approximate
E [x4 ]
the curve well. Figure 5.4(b) shows the LSH approximation curve (blue) along with the curve
that represents actual squared correlations (red). In Figure 5.4(e), we can see that vectors
√

that have high projection along r = [

√
2
2
2 , 2 ]

are further magnified by the polynomial function

f . Therefore, two vectors that are highly correlated or anti-correlated have high dot products
in expectation.
The case f (x) = x2 leads to some interesting analytical results aside from the drawback of
having a huge baseline shift. Suppose that the vector u is normalized to unit length, we get
the hash function h(u) = (r · u)2 , where r is a random vector with ri ∼ N (0, 1). Note that
 
E [ri ] = 0 and E ri2 = 1. We have

E [h(u) · h(v)] = E 
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X
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ui uj vp vq E [ri rj rp rq ] .

The second and the third terms are 0 since we have products of two independent random
variables, each with expectation 0. Expanding the first term, we get


X
X
X
E [h(u) · h(v)] = E 
u2i vi2 ri4 +
u2i vp2 ri2 rp2  +
ui uj vp vq E [ri rj rp rq ]
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Note that since r’s components are Gaussian distributed, E ri4 = 3 and the last two terms


1
h(u) · h(v)
= (u · v)2 + . This is interesting because the
cancel each other, giving E
2
2
expected dot products of the hashes h(u) and h(v) is exactly the squares of the corresponding
correlations (u · v)2 with a slight baseline shift. The above derivation is interesting for another
fact – r’s components may also be chosen randomly from {−1, +1}. In this case, we have


 4
h(u) · h(v)
1 X 2 2
E ri = 1, giving E
= (u · v)2 + −
ui vi . The last term can be removed
2
2
i
by using d extra dimensions for each feature vector u with components u2i , . . . , u2d . In both
cases, the baseline shift is

1
2

multiply the hash output by

and the value of E [h(u) · h(v)] is in the range [ 12 , 32 ]. We can
2
3

to get values in the range [ 13 , 1], which gives a baseline shift of
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Figure 5.5: (a) Shapes of the Gaussian error function erf( √x2 ) in red and the hyperbolic tangent
tanh( √x2 ) in blue. (b) Shapes of functions erf( √x2 )18 in blue and tanh( √x2 )18 in red. The hyperbolic
tangent approximates the Gaussian error function.
1
3.

We could also subtract the hash output by 12 , which matches with the (u·v)2 in expectation,

although the randomness could introduce some negative values, for example, if the hash output
lies in the range [0, 12 ). As a follow-up work, it will be interesting to see how these negative
edges impact the various cut and centrality measurements. As another future work, it will be
interesting to see what the baseline shifts do to the various analytics computations. Centrality
measures like eigenvector centrality emphasizes each edge more due to the baseline shift. But
cut metrics like ratio and normalized cuts and modularity, the effect of baseline shift needs to
be quantified since it could affect the optimal partition of the cuts.
3. f (x) = erf( √x2 )p for p even. Recall that the Gaussian error function erf is defined as erf(x) =
Z x
2
2
√
e−t dt, which is a sigmoid shaped function that generalizes the step function (see
π 0
Figure 5.5(a)). When we raise this function to an even power, say p = 18, we get a function
that is symmetric about f (x) = 0 (see Figure 5.5(b)). The expectation for higher moments of
Z ∞
f can be computed using the formula E[f (x)p ] =
xp f (x) dx. The cumulative distribution
−∞

1
1 + erf( √x2 ) .
function of a Gaussian can be expressed as an error function, cdf(x) =
2
Taking the derivative on both sides, we observe that g(x) = 21 erf 0 ( √x2 ), where g is a Gaussian.
Z
g(x)p+1
Using the identity that g 0 (x)(g(x))p dx =
, we can calculate the expectation of any
p+1
even moment of erf,

 
p 
p


Z
x
x
1 ∞
1 erf(∞)p+1
erf(−∞)p+1
1
√
√
E erf
=
erf
−
=
.
g(x) dx =
2 −∞
2
p+1
p+1
p+1
2
2
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2p + 1
and the standard deviation at
(p + 1)2

Using (5.2) and (5.3), we get the baseline shift to be

2p
. However, getting the entire analytic description for the
4p + 1
LSH curve may be more involved. Even numerically, it may be computationally expensive to
the top of the curve to be √

evaluate Gaussian integrals to compute this LSH function. We can therefore use hyperbolic
1 − e−2x
tangents tanh(x) =
, which are sigmoid-shaped functions that are easier to compute
1 + e−2x
that approximate erf(x) (see Figure 5.5). In Figure 5.4(c), we show an approximation of
squared dot products (red) with both erf( √x2 )18 (blue) and tanh( √x2 )18 (green). Figure 5.4(f)
√

shows the effect of using f and a vector r = [

√
2
2
2 , 2 ].

We can see that vectors that have high

projection along r are more pronounced, which more likely gives high dot products between
two vectors that are highly correlated or anti-correlated. Using hyperbolic tangents for p = 18,
we get a baseline shift of 0.086 and a standard deviation at the top of the curve to be 5.3.
The number of hash functions we will need is in the early thousands, which is slightly more
reasonable than using f (x) = x4 .

5.3

Estimation of Coherence
Coherence provides linear relationships between two random variables in the frequency do-

main, and can be interpreted as the amount of phase consistency between the corresponding time
signals. A signal in time domain can be converted to frequency domain by taking its Fourier transform, which re-expresses the signal as a linear combination of cosine waves where each frequency is
represented as a complex number that determines its amplitude and phase. For a specific frequency
ω, the coherence between feature vectors bi and bj is defined as
2

cohij (ω) =

[Pij (ω)]
Pi (ω)Pj (ω)

where the cross-power spectrum Pij is the Fourier transform of the cross-correlation function Rij
and the power spectrum Pi is the Fourier transform of the auto-correlation function Ri . The autocorrelation function Ri at a specific time point is defined as Ri (t) = E [bi [t] · bi ] where bi [t] is the
feature vector bi shifted by t time points. If bi and bj are normalized to mean zero and unit
variance, then Ri (t) = corr (bi [t], bi ). The cross-correlation function can be similarly defined as
Rij (t) = corr (bi [t], bj ). Note that since the power spectrum is based on the Fourier transform of the
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cross-correlation function, which is equivalent to taking the convolution of the corresponding time
signals, gives the correlations between the two signals over all possible time shifts.
Among different ways to compute magnitude squared coherence [27, 17, 94], Welch’s method
[27, 115] of averaging periodograms is very popular. Specifically, we take the Fourier transform of
the original time-series signal modulated by a window function at d different equally-spaced window
positions. Window functions, like the Hanning window function, are primarily used to make the
frequency components in the middle of the window more pronounced and to reduce noise. For a
survey of different window functions, see [53]. The frequency component (amplitude and phase) of
a specific frequency ω is extracted out from each of the d windows and put into a length-d feature
vector ci . Sample coherence between nodes i and j can now be obtained by taking corr(ci , cj ). If
the n × d complex matrix C contains these features along its rows normalized to mean zero and unit
variance, then we get the coherence network Y = CC H , where C H is a matrix that contains the
∗
element-wise complex conjugates of C T . The matrix Y is a Hermitian matrix where yij = yji
, and

can be expressed using its singular value decomposition

Y =

k
X

λi ui u∗T
i

i

where λi s are the singular values of Y and ui s are its singular vectors. Hermitian matrices are a
generalization of real symmetric matrices, and their spectra can be computed in O(nk ω−1 ) time
using the algorithm described in Section 2.3.
For a specific frequency ω, the magnitude squared coherence network Z between all pairs
of nodes is defined as the element-wise squares of Y , that is, zij = |yij |2 = (ci · c∗j ). Using the exact
mapping described in Section 5.1, we can express Z as a dot product network. Though we can use
the power method to compute analytics implicitly in only O(nk 2(ω−1) ) time, we need O(k 6 ) time if
we need the entire spectrum, in which case we can use the above mapping only for small values of
k. The next natural question is to apply the technique described in the previous section, and design
functions f that operate on complex vectors to produce non-negative dot product networks with
reduced dimensionality that approximately preserves the squares of the dot products in expectation.
These functions could also generalize the non-negative mapping described for negative correlation
networks. We have reasons to believe these approaches do not generalize well, but leave this problem
open.
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In many situations, it is desirable to analyze coherence network across a range of frequencies.
A common approach is to average the coherence network across the desired frequencies. For instance,
if Z1 and Z2 are magnitude squared coherence networks at two different frequencies, then we can
form one coherence network that is representative of both frequencies by taking the average Z =
1
2 (Z1 +Z2 ).

Since we can express both Z1 and Z2 implicitly, we can run the power method effectively.

However, it is difficult to compute the entire spectrum of the resulting Z.
We can also represent edge weights in partial coherence, which is an expression of the
partial correlation between two time signals in the frequency domain. Using the definitions of
partial correlation given in Section 2.5.2, we can obtain an expression which estimates the partial
coherence matrix for a given frequency ω (see [78] for a discussion),

P = −DZ −1 D

where D is a diagonal matrix with dii = q

1

. As mentioned in Section 2.5.2, we can express P
−1
zii
as an addition of a diagonal matrix and a matrix for which the spectrum is known. Thus, partial
coherence can also be used as edge weights to compute analytics implicitly. However, if we need
to obtain a partial coherence network that is the average of many frequencies, we can only use the
power method to compute analytics that are dependent on the top few eigenvectors. Computing the
entire spectrum in this case is difficult.
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Chapter 6

Conclusions
In this dissertation, we have shown how to express a correlation network implicitly as a
dot product network. One can use the power method to compute the top few eigenvalues and
eigenvectors, and also compute the entire spectrum of a correlation network using its singular value
decomposition. We showed how to compute a shrinkage parameter implicitly, and use this parameter to compute the spectrum of a matrix of biased correlation estimates, which can then be used to
compute various analytics implicitly. We also showed how to express edge weights as partial correlations, coherence and partial coherence. Partial correlations and partial coherence can be expressed
as a sum of a diagonal matrix and a matrix for which the spectrum can be computed. Correlation
type networks are represented as W = BB T , where data is represented in only one matrix B. It
will be interesting to see other similarity functions that can be expressed as dot product of two
different matrices W = BC or dot products of more than two matrices W = BCD . . .. A matrix of
magnitude squared coherence can also be expressed as a dot product network using a mapping that
preserves squares of correlations exactly. This however, requires O(k 2 ) dimensions. An approximate
mapping which requires relatively less dimensions can be obtained using locality sensitive hashing
(LSH) that preserves the squares of correlations in expectation. We saw how different functions
affect this approximate mapping. To obtain magnitude squared coherence, we however need a mapping that works on complex vectors. One future work of this dissertation is to design functions that
can produce non-negative dot product networks that work on complex feature vectors. This can be
seen as a generalization of the methods discussed in this thesis that eliminate negativity.
We showed how several analytics can be computed on dot product networks. Specifically,
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node strength can be computed using matrix vector multiplication, and the eigenvector centrality and
eigengap can be computed using the power method. The Katz, PageRank centralities and clustering
coefficient can be computed implicitly after computing the spectrum of the dot product network.
Other metrics that can be computed after computing the spectrum of the correlation network include
ratio cuts, normalized cuts and modularity. One can also perform principal component analysis and
correlation clustering implicitly. It will be interesting to see other metrics that can be computed in
our dot product implicit model.
The approximate mapping discussed in this dissertation produces a non-negative dot-product
network. As future work, it would be useful to know how this approximate mapping affect the various
analytics mentioned. It is the hope that using a good choice of function f in our LSH functions would
not affect the analytics too much. Another experimental analysis is to compare the efficiencies of
our algorithms with current state-of-the-art explicit algorithms for computing various analytics. Our
algorithms are also easily parallelize-able, and a parallel implementation and performance analysis
can also be performed.
For big data that comes from biological applications, especially from fMRI, it will also be
interesting to see how analytics effect with different resolutions. Such analysis can now be performed
efficiently using our implicit algorithms.
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