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ABSTRACT 
Design optimisation of electromagnetic and electromechanical devices is usually aided 
by numerical simulations, such as the finite element method, which often carry high 
computational  costs,  especially  if  three-dimensional  transient  modelling  is  required. 
Thus in addition to the task of finding the global optimum, while avoiding local minima 
traps, there is the additional requirement of achieving the final solution efficiently with 
as few objective function evaluations as possible. With this in mind several surrogate 
modelling techniques have been developed to replace, under controlled environment, 
the computationally expensive accurate field modelling by fast approximate substitutes. 
This thesis looks at a particular technique known as kriging, which in other applications 
has  been  demonstrated  to  provide  accurate  representations,  even  of  complicated 
responses, based on a limited set of observations whilst providing an error estimate of 
the  predictions  and  hence  increasing  the  confidence  in  the  answer.  In  the  iterative 
optimisation process the critical issue is where to position the next point for evaluation 
to find a sensible compromise between conflicting goals to explore the search space 
thoroughly  but  at  the  same  time  exploit  information  already  available.  This  thesis 
proposes several novel  algorithms based on reinforcement learning theory using the 
concept  of  rewards  for  balancing  exploration  and  exploitation  automatically  and 
adaptively. The performance of these algorithms has been assessed comprehensively 
using  carefully  selected  test  functions  and  real  engineering  problems  (taken  from 
TEAM workshops) and compared with the results published in literature. The kriging 
approach has generally been found to outperform significantly other available methods. 
One of the practical limitations, however, was found to be large-scale multi-dimensional 
or multi-objective tasks because of the need to create special correlation matrices for the 
kriging predictions to work. Several techniques have been developed and implemented 
to alleviate such problems and control the memory space occupied by such matrices. 
Finally, in practical design problems, the issue of robustness of the design has to be 
considered  –  related  to  manufacturing  tolerances,  material  variability,  etc  –  which 
requires the designer not only to find the theoretical optimum but also assess its quality 
(sensitivity) within specified uncertainties of variables. Several strategies for evaluation 
of  design  robustness  assisted  by  kriging  modelling  have  been  developed  and 
implemented  in  combination  with  commercial  electromagnetic  design  software. 
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Chapter 1 Introduction 
1.1.   Research Background 
1.1.1.  Research Motivation 
Electromagnetic designs almost always carry a heavy burden of high computational cost, 
with very few exceptions when very simplistic analytical, empirical or equivalent circuit 
based models are found to be adequate for performance prediction. Most of the time 
throughout the design process, or at least at later stages, numerical models are required 
to provide necessary accuracy, typically employing 3D simulations using finite element 
or related technique. In the optimisation part of the design routine a single objective 
function evaluation may require a full field solution of the entire complicated model, 
often transient, or even several solutions (if averaged values are needed), which may be 
very ‘expensive’ in terms of computing times involved. Thus it is not enough to have 
confidence that the algorithm finds the global optimum; for practical purposes it must 
do  so  with  as  few  objective  function  calls  as  possible.  Thus  within  the  context  of 
searching for the optimum (usually minimum) of a particular objective function (or 
functions  in  multiobjective  problems,  e.g.  best  performance  and  simultaneously 
minimum cost), another minimum is being sought, that is looking for a strategy which 
finds the optimum with a minimum use of the computationally expensive performance 
predicting software. To complicate things further, the issue of robustness of the design 
comes into consideration – related to manufacturing tolerances, material variability, etc 
– which requires the designer not only to find the optimum design but also know more 
about  its  ‘quality’,  in  other  words  the  ‘shape’  of  the  objective  function  must  be 
estimated. In the context of stochastic optimisation this is usually expressed in terms of 
a compromise between  exploration (searching the  uncharted space)  and exploitation 
(using  information  already  provided)  and  is  often  supplemented  and  supported  by 
various types of surrogate models. This thesis investigates these issues and uses ‘kriging’ 
as the main technique for constructing the surrogate model. Chapter 1 Introduction                                                                                                                                        
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1.1.2.  Electromagnetic Design Problem 
Electromagnetic design problems (as with all engineering design problems), may be 
categorised as two types [1]: 
Direct  problems,  in  which  given  the  input  or  the  cause  of  a  phenomenon  or  of  a 
process in a device, the purpose is that of finding the output or the effect [2]. 
Inverse problems, in which a design is sought which produces a specific effect, which 
may be measured or assumed. If the effect is measured, the problem is defined as an 
identification  problem.  But  if  the  effect  is  assumed,  the  problem  can  be  seen  as  a 
synthesis problem, to which a solution may not exist in practice [2].  
To  solve  the  direct  problems  in  electromagnetics,  various  numerical  methods  are 
available, such as Finite Difference Method (FDM), Finite Element Method (FEM), 
Boundary Element Analysis (BEA) and so forth. However, normally these numerical 
algorithms can be computationally expensive (i.e. time-consuming), depending on the 
complexity of the design.  
The solution of the inverse problem, and in particular the optimal design problem, is an 
active area of research in all branches of engineering such as mathematics, numerical 
analysis, software development and engineering design. The optimal design problem 
expresses the effects as objectives, which must be maximized or minimized, and thus is 
a synthesis problem. Normally it can only be achieved by solving the direct problem 
multiple times, which will cause higher computational cost than direct problems.  
1.1.2 Solving Inverse Problems in Electromagnetic Design 
It is natural to ask the question whether there is the best evolutionary algorithm that will 
always outperform all other methods regardless of the given optimization problem. The 
‘No Free Lunch’ (NFL) theorem [3, 4] of optimization denies the possibility of the 
existence of such best-performed optimization algorithm and argues that, averaged over 
all  types  of  problems,  every  algorithm  performs  the  same  [5].  However,  the  NFL 
theorem also states that it is possible to identify an algorithm which outperforms others Chapter 1 Introduction                                                                                                                                        
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over  a  particular  domain  of  interest  [6]  (and  conversely  this  algorithm  may  be 
outperformed by other algorithms on the problems outside this domain). 
There is a wide range of algorithms which now exist for solving optimization problems. 
They may be categorized in different ways, for example as single-objective or multi-
objective;  deterministic  or  stochastic,  greedy  or  cost  effective  and  so  forth. 
Electromagnetic design does not fall neatly into any of the above mentioned categories; 
moreover, depending on the complexity of the objective function, a single evaluation of 
objective function may take a couple of seconds or several days.  
In practice, the electromagnetic design with a heavy burden of high computational cost 
is one of the most common challenges in modern electromagnetic designs. Most of the 
time during the design  process,  or at  least  at later stages,  numerical  algorithms  are 
required to construct the model to provide necessary accuracy, typically employing 3D 
simulation  using finite element  or related technique.  In the optimisation part of the 
design routine a single objective function evaluation may require a full field solution of 
the  entire  complicated  model,  often  even  several  solutions  (if  averaged  values  are 
needed), which may be ‘expensive’(time-consuming) as presented in the outer loop of 
the Figure 1.1. Thus it is not enough to have confidence that the global optimum of 
objective function is found by the algorithm; for practical purpose it has to do so with as 
few objective function calls as possible. Thus we are looking for a strategy that can find 
the optimum with minimum use of the computationally expensive modelling tools (such 
as FEM) for finding the objective function.  
An alternative technique called “surrogate modelling” [7] uses a cheaper model of the 
true  problem  which  is  evaluated  by  the  global  optimiser.  This  surrogate  model  is 
constructed from an initial design of experiments based sampling of the problem and 
attempts to model the response of the objective function as shown in the nested loop of 
the Figure 1.1. The prediction of the objective function from this model is considerably 
cheaper than the evaluation of the true objective through, for example, a Finite Element 
simulation. This surrogate model is however an approximation to the true response and 
as such requires constant updating in regions of interest, but on the whole, considerably 
fewer evaluations of the true objective function are required to achieve the optimum. Chapter 1 Introduction                                                                                                                                        
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As  one  of  regression  models,  kriging  surrogate  modelling  is  able  to  approximate 
complex multi-dimensional functions based only on limited information and estimate 
the accuracy of this approximation indirectly based on the mean square error produced 
by the surrogate model itself, which is helpful in assisting the main decision of the 
optimisation process to locate to the global optimum in design space [8]. The flowchart 
presented below focuses specifically on the use of kriging surrogate modelling with 
applications in electromagnetic design. 
Initial design
New Design
Solver
Objective Function Value
End
Optimum 
Found
Optimization 
routine
New Design Variables
Surrogate 
Model
  
Figure 1.1: The usage of surrogate model in optimization process. 
 
1.2 Research Objectives and Aims  
The objectives of this research were four-fold:  
1.  to construct the kriging surrogate model;  
2.  to maintain good balance between exploration and exploitation throughout the 
process of searching for the updated sampling points for further evaluation;  
3.  to attempt to mitigate the data storage burden caused by correlation matrices in 
the kriging model, especially when solving highly dimensional problems;  Chapter 1 Introduction                                                                                                                                        
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4.  to consider the robustness of optimal solutions achieved by the kriging model. 
There is a strong correlation and even overlap between these targets. 
In order to reduce the high computational cost associated with electromagnetic designs, 
we are looking for a surrogate model which is able to find the optimum with a minimum 
use of computationally expensive performance prediction software. With the help of this 
surrogate model, a reduction in construction effort allows designers to reallocate time to 
evaluate the true objective function rather than only applying the costly high fidelity 
simulation.  The  initial  focus  of  this  research  was  to  construct  the  kriging  surrogate 
model which could seamlessly link with commercial electromagnetic design software, 
and expand on the existing utility functions to assist the kriging surrogate model in 
updating the sampling points for further evaluation. The feasibility of different utility 
functions needs to be verified and compared with each other in terms of their capability 
to converge to the global optimum of the objective function. 
The existing utility  functions  do not  have the  flexibility to  balance exploration and 
exploitation;  this  impacts  the  effectiveness  and  efficiency  of  locating  the  global 
optimum throughout the optimisation process. If placing emphasis on exploitation, it 
may  be  helpful  to  accelerate  the  process  of  converging  to  the  existing  minimum. 
However it might also be risky that the kriging model is trapped by certain sub-optimal 
area or local minima rather than the true global minimum. If too much emphasis is on 
exploration, it might cause the efficiency of searching global optimum to decline. Thus 
a  novel  strategy  that  is  able  to  balance  exploration  and  exploitation  adaptively  and 
automatically along with the optimization process is essential and this was one of the 
aims of this project. 
Within the optimization process, the response surface produced by the kriging surrogate 
model is updated successively in the term of updating sampling points following with 
certain guidance. With the sampling points increasing, the data size of the correlation 
matrices  enlarges  considerably  especially  when  coping  with  the  high-dimensional 
optimization tasks. As a critical bottleneck, the difficulty of maintaining the data of the 
correlation matrices to a manageable level has to be overcome. 
The final part of research mainly concerns the robust design of electromagnetic devices 
under the inevitable perturbation produced by various elements in practical situations. Chapter 1 Introduction                                                                                                                                        
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The uncertainty existing in design variables causes that in addition to pursuing the best-
performed solution the robustness of solution needs to be considered as well. A reliable 
methodology  of  robustness  evaluation,  which  is  able  to  cooperate  with  the  kriging 
surrogate  model  without  wasting  valuable  function  evaluations  is  explored  and 
introduced. 
1.3 Thesis Overview 
The  thesis  commences  with  a  review  of  the  existing  optimisation  techniques.  The 
concept of the optimization and a set of related generic terms will be reviewed. These 
concepts include the single-objective and multi-objective optimization, as well as the 
Pareto-optimality.  
A review of the general definition of surrogate modelling and a set of frequently used 
basis functions forming the surrogated model are presented. The formulation process of 
the kriging surrogate model is explained and its mean square error is emphasised, which 
can be involved to inform the model where to select the next updated sampling points 
for further evaluate in order to locate the global optimum as well as to improve the 
current response.  
The  implementation  of  the  kriging  surrogate  model  assisted  by  one  utility  function 
called  the  Expected  Improvement  (EI)  to  find  the  global  optimum  of  the  objective 
function is then introduced. The exploration and exploitation terms composing the EI 
are  tested  respectively,  and  then  either  of  the  effects  will  be  analysed.  Finally,  the 
importance of balancing these two terms when attempting to find the global optimum 
with minimum use of information from objective function is discussed. 
Furthermore,  two  currently  existing  methods,  named  the  Weighted  Expected 
Improvement and Generalized Expected Improvement, respectively, developed from the 
Expected  Improvement  utility  function,  but  with  their  own  tuneable  weighting 
parameters  for  pre-distributing  certain  weights  on  exploration  and  exploitation 
respectively  are  verified  into  numerical  tests.  Different  setting  of  the  values  of  the 
tuneable parameter is taken to observe the difference of their performance and compare 
their efficiency.  Chapter 1 Introduction                                                                                                                                        
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Having  determined  the  impact  brought  from  different  weights  on  exploration  and 
exploitation throughout the optimisation process, new algorithms are then considered. 
Ideas  from  reinforcement  learning  were  used  in  combination  with  the  weighted 
expected improvement method in order to automate the process of tuning the weights 
put on exploration and exploitation using a response from a pre-test. As the response, 
the reward obtained via the calculation of the variation of mean square error determines 
how to redistribute the weights on exploration and exploitation. Two novel algorithms 
possessing the ability of tuning weights on exploration and exploitation adaptively are 
presented and their application is demonstrated.  
A three dimensional electromagnetic design problem called TEAM benchmark problem 
22 is employed within this study and provides an excellent opportunity to demonstrate 
the effect of increasing dimensionality on the performance of an optimization, including 
the impact on data storage requirements. The increasing size of the correlation matrices, 
while  the  optimization  is  progressing,  may  result  in  a  ‘combinatorial  explosion’, 
especially  when  dealing  with  high-dimensional  optimization.  Thus  to  mitigate  the 
burden of storing massive data, a scheme of partitioning the correlation matrices to 
manageable size adaptively has been considered. Then with the strategy of partitioning 
correlation matrices the modified kriging model can attempt to cope with the task with 
large-scale  data  especially  the  multi-dimensional  problem  as  the  issue of  constantly 
accumulating data can be solved to some extent. 
In practical electromagnetic designs, uncertainties existing in the design variables are 
normally inevitable; hence in addition to the optimal value of the objective function the 
robustness  of  the  optimal  solutions  have  to  be  considered.  In  Chapter  10  the 
conventional optimization process is transformed into a multi-objective optimization by 
concurrently maximizing the robustness of solutions. One popular methodology, called 
the ‘Gradient Index (GI)’, is used but then, due to certain limitations of this method, an 
improved version is proposed and implemented.  
Furthermore,  the  Worst  Case  Optimisation  method  (WCO)  is  another  popular 
methodology to solve robust optimization problems. As an approach for evaluating the 
reliability of design solutions, the WCO has the ability of predicting the worst case 
which  might  happen  within  the  uncertain  range  of  variables  and  then,  through Chapter 1 Introduction                                                                                                                                        
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comparison,  the  relatively  robust  solution  could  be  picked  out;  the  use  of  kriging 
surrogate model might be beneficial here to save computing time. 
Moreover, the worst case algorithm can be improved further by considering average 
performance within the uncertain range. As shown in this thesis this will transform the 
problem into three-objective optimisation task. 
Finally,  the  techniques  developed  throughout  the  course  of  this  research  work  are 
combined and implemented for solving practical electromagnetic optimisation problems. 
The last chapter summarises the performance gains achieved by the presented research 
and  an  overview  of  the  research  followed  by  suggestions  for  the  future  work.Chapter 2 A Review of Existing Optimisation Techniques and Robust Design Optimization                                                                                                                                        
 
9 
 
Chapter 2 A Review of Existing Optimisation 
Techniques and Robust Design Optimization 
2.1 Single-Objective Optimization 
The Single-Objective Optimization Problem (SOOP) may be stated as follows: 
                                       
                                                                                            
                                                                                                               (2.1) 
      
             
                                       
 
This problem is said to be unconstrained if          ; otherwise it is constrained. Each 
design variable has been restricted in a range, which has a lower and an upper bound 
varying continuously (however normally the design variable may only be allowed to 
vary discretely [9]). Therefore in order to be feasible, a design vector needs to satisfy 
the   inequality and   equality constraints. This gives rise to the feasible region S which 
is a subset of the decision variable space    [10], 
                            {                                         }                                (2.2) 
and  corresponding  to  the  feasible  region  the  feasible  objective  space  Z which  is  a 
subset of the objective space  R , 
                                                 {                           }                                      (2.3) Chapter 2 A Review of Existing Optimisation Techniques and Robust Design Optimization                                                                                                                                        
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2.2 Multi-Objective Optimization 
The typical Multi-objective optimization problem with aim of minimizing an objective 
function () m fx , subject to a set of constrains () j gx , is expressed as 
 Minimize   () m fx           1,2,..., ; mM   
                                 Subject to  ( ) 0 j gx      1,2,..., ; jJ                            (2.4) 
() U
i x 1,2,..., ; kK   
( ) ( ) LU
i i i x x x    1,2,..., . id   
In order to make  () m fx  feasible, the design vector must satisfy the J inequality and K 
equality  constraints.  The  values 
() L
i x and 
() U
i x denote  the  lower  and  upper  bounds  of 
design  variable  vector,  respectively.  An  example  of  a  feasible  region  and  feasible 
objective space Z is presented for a two-dimensional problem in Figure 2.1 [11]. This 
graphical illustration is only available when the number of objectives or dimension of 
the design vector is less than or equal to three, however, if d>3 such representation 
becomes impossible. 
 
Figure 2.1: Example of a feasible region and a feasible objective space in two dimensions Chapter 2 A Review of Existing Optimisation Techniques and Robust Design Optimization                                                                                                                                        
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2.3 The Essential Features of Test Objective Function 
It is essential to test an optimization algorithm well before it is used in real optimisation 
problems; hence the choice of an appropriate testing objective function becomes very 
important. Five important features of such a function have been identified in [11] and 
are described in the following paragraphs.  
First, an important property affecting the difficulty of a global optimization problem is 
the degree of modality of the objective function f, which is the number of local minima 
of the objective function. For instant, the global minimum of a unimodal function can be 
detected by a single run of a local search routine, whereas highly multimodal functions 
provide a more difficult test to the optimization routine [12]. The examples of unimodal 
function and multimodal function are presented respectively in Figure 2.2 and Figure 
2.3. The global minimum of a unimodal function with only one minimum (without other 
local minima) is easier to be found than the multimodal with multiple local minima.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.2: An example of a unimodal function 
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Figure 2.3: An example of a multimodal function (One-dimensional Rastrigin function) 
 
The difficulty of a global optimization problem does not only depend on the number of 
local minima, but also on how they are distributed in the search place. For example, 
functions like the Rastrigin function in Figure 2.3 appear to be easier to optimize than 
the  Schwefel  in  Figure  2.4,  in  spite  of  the  fact  that  all  of  these  functions  have  a 
comparable number of local minima. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.4: An example of a multimodal function (One-dimensional Schwefel function) 
 
Besides the degree of modality of the objective function, there are still several elements 
required to consider such as the size of basins of attraction of local minimum, the size of 
improving regions (and the magnitude of oscillations), the degree of randomness in Chapter 2 A Review of Existing Optimisation Techniques and Robust Design Optimization                                                                                                                                        
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positions of the minima and the dimension of the search space, which are demonstrated 
in [12] explicitly. 
It has to be mentioned here that in many electromagnetic optimisation problems there is 
no a priori knowledge on the shape of the objective function; hence the problem of 
choosing the right algorithm is more difficult. 
The efficiency of our model which will be illustrated later has been tested with the 
Schwefel Test Function. The above figure shows the one-dimensional Schwefel Test 
Function. As can been seen, it includes one global minimum and several local minima, 
which are distributed irregularly. This function provides a stern test to  optimization 
algorithms and it has been used by many authors in testing the efficiency and robustness 
of their algorithms. 
2.4 An Overview of Optimisation Methodologies 
In general, the optimisation of any engineering design task usually commences with 
certain initial design solution, which could be the result of previous design process or 
the culmination of engineers’ test experience of what should constitute a good design. 
Then, based on this given information, designers would attempt to constantly improve 
an objective function by altering relevant parameters.This results in a gradual descent 
towards an optimum; however this so-called optimum is usually only local in the whole 
design space and while the objective function may be smaller than all other points in the 
vicinity,  it  may  not  be  the  global  optimum.  Thus  local  optimisation  techniques  are 
unlikely to find out the global optimum unless fortunately the initial sampling points are 
in the region of the global optimum, or the objective function is unimodal in nature. But 
even  with  such  limited  capability,  local  optimisation  techniques  are  still  a  popular 
optimisation tool in engineering design, as they require relatively few objective function 
calls compared to global stochastic optimisation methods and can make effective use of 
gradient or curvature information existing between existing design points. 
There are various kinds of local optimisation techniques throughout the literature like 
Nelder-  Mead  simplex  algorithm  [13],  conjugate  gradient  methods,  pure  Newton 
methods[14]. quasi-Newton methods [15], and so forth, each of which are frequently 
used by many authors in engineering design or mathematic area.  Chapter 2 A Review of Existing Optimisation Techniques and Robust Design Optimization                                                                                                                                        
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Compared with local optimisation methodologies, the stochastic optimisation methods 
are  normally  used  as  global  optimisers  that  are  applicable  to  nonlinear  and 
unconstrained optimisation problem. The genetic algorithm (GA) is one of the most 
popular  stochastic  optimisation  methodologies  at  present,  developed  by  [16].  This 
algorithm is inspired by the Darwinian theory of natural selection, whereby desirable or 
beneficial  traits  become  more  common  as  a  reproducing  population,  whereas 
undesirable or disadvantageous traits would be abandoned. Like most other stochastic 
optimisation methodologies, it employs a population that gradually evolves through a 
number of generations. The evolution process employed by this method mainly contains 
three elements, “selection”, “crossover” and “mutation”, which attempt to move the 
members of population gradually to the desirable regions of a design space and then 
converge  to  a  global  optimum.  But  the  third  procedure,  “mutation”,  involves  the 
alternation of a randomly selected variable by certain proportion of the offspring and in 
other word it requires a random walk through the design space to guide the optimiser 
escape the regions containing local optimum to do some exploration. But this process is 
controlled  by  four  important  tuneable  parameters:  the  size  of  the  population,  the 
probability of cross-over, the probability of mutation and the number of generations. 
And any of them greatly affects the effectiveness and efficiency of a global optimisation; 
unfortunately  in  order  to  achieve  the  best-performed  values  of  these  parameters 
considerable time and effort are necessary [17], [18]. 
In addition, the particle swarm is also one of the most popular stochastic optimisation 
methods developed by [19]. Like the genetic method, the particle swarm is also inspired 
by nature, which endeavours to model the social behaviour of a population of animals. 
In the process of simulation every member of the population is able to remember its best 
performance so far, moreover each member could know the global best performance 
that another member of the population had found. Like the genetic method, particle 
swarm do suffer from the exploitative deficiencies. They are capable of finding the 
region  containing  an  optimum  but  not  the  precise  position  of  the  global  optimum. 
Besides these two typical algorithms, there still are a number of other methods and the 
hybrid methods derived from them. As a whole, stochastic methods can be relied upon 
to search a global optimum; however they typically require a very large number of 
objective function calls. This may not be an issue when testing the simple analytical 
functions or fast low fidelity computational simulations, but in electromagnetic design Chapter 2 A Review of Existing Optimisation Techniques and Robust Design Optimization                                                                                                                                        
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the calculation of finite element models normally are time-consuming. Thus the time for 
global optimisation cost by a stochastic method can be extremely significant. So a cheap 
surrogate model which can utilize very limited given information to find out the global 
optimum precisely and efficiently is essential and this technique is demonstrated from 
next chapter. 
2.5 Robust Design Optimization 
For  an  electromagnetic  design  problem,  uncertainties  in  design  variable  such  as 
manufacturing tolerance, variation of material properties from their nominal values are 
inevitable,  so  an  optimal  solution  must  consider  the  robustness  of  the  design.  Our 
research does not only aim to utilize the surrogate modelling techniques to solve the 
global  optimisation  problem  but  exploring  deign  characteristics  influenced  by 
uncertainties in design variables also needs to be considered. 
An  illustration  of  one  analytic  example  to  be  minimized  is  shown  in  Figure  2.5, 
meanwhile the global minimum A and two local minima B and C have been labelled. 
Obviously the best-performed point A can be selected as the global optimum; however 
the uncertainty in variable x may result in a large variation of the objective function. 
Thus the theoretical best performance A is not a robust design and points B or C might 
be preferred.  
 
 
 
 
 
 
 
 
 
 
 
Figure 2.5: Objective function and the global and local minima, where the grey region 
represents variation of design variables. Chapter 2 A Review of Existing Optimisation Techniques and Robust Design Optimization                                                                                                                                        
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To deal with the impact produced by uncertainties in design variables, there are various 
kinds of techniques [20]-[31] applicable. In the local sensitivity analysis method [20], 
after achieving the deterministic optimum via the optimization run, the sensitivity of the 
objective  function  with  respect  to  the  optimal  design  in  the  neighbourhood  of  the 
optimum is calculated. But this procedure may be inefficient that if the optimum is not 
satisfying,  and  then  a  new  optimization  run  has  to  be  implemented.  The  statistical 
information based approach, the ‘six sigma method’, attempts to optimize both the mean 
value and variance of performance in order to evaluate the robustness and the average 
performance of designs [21]-[24]. The worst-case method (WCO) and the worst-vertex-
based  WCO  tries  to  optimize  the  worst  performance  in  terms  of  the  value  of  both 
objective  function  and  constraints  under  uncertainty  [25]-[29].  The  gradient  index 
technique  [30]-[31]  transforms  an  optimisation  problem  into  a  multi-objective 
optimisation  by  concurrently  minimising  the  objective  function  value  and  the 
corresponding gradient index (the maximum gradient of objective function with respect 
to  design  variables  subject  to  specific  uncertainties)  [30]-[31].  Among  these 
methodologies,  the  gradient  index  method  and  the  worst-case  scenario  optimization 
method are chosen as our research targets. To reduce computing times when searching 
for the robust solution the surrogate modelling techniques are used again in the context 
of the robust design. Chapter 3 Surrogate Modelling 
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Chapter 3 Surrogate Modelling 
3.1 Introduction 
Generally many stochastic methods are able to be relied upon to reach a global optimum, 
but they typically require enormous amount of information from the objective function 
to do so. This might not be a serious issue when addressing simple analytical functions 
or  problems  that  require  computationally  simple  models  to  be  solved  for  objective 
function evaluation. However, when it comes to the highly expensive simulation, the 
time required by an optimizer using a stochastic method is a critical element which 
needs to be considered. Even with the help of the parallel computation techniques to 
calculate  the  objective  function  value  it  may  be  infeasible  and  unreliable  to  use  a 
stochastic method of optimisation for some complicated problems.  
In general, the problem of estimating dependencies using a set of limited observations is 
known as machine learning [32, 33]. This is a broad realm, which encompasses the 
problem  of  regression,  where  the  inputs  are  mapped  to  a  continuous  function, 
classification and discrete categories [10]. Due to the general character, methods such as 
machine  learning  are  used  extensively  in  wide  range  of  areas  such  as  science, 
engineering and so forth. 
Electromagnetic design almost always carries a heavy burden of high computational 
cost, with very few exceptions when a very simplistic analytical, empirical or equivalent 
circuit based model is found to be adequate for performance prediction. Most of the 
time throughout the design process, or at least at later stages, numerical models are 
required to provide necessary accuracy, typically employing 3D simulation using finite 
element or related techniques. In the optimisation part of the design routine a single 
objective function evaluation may require a full field solution of the entire complicated 
model, often transient, or even several solutions (if averaged values are needed), which 
may be very “expensive” in terms of computing times involved. It is not enough to have 
confidence that the algorithm finds the global optimum; for practical purpose it must do 
so with as few objective function calls as possible. Thus, within the context of searching 
for the optimum (usually minimum) of a particular objective function (or functions in Chapter 3 Surrogate Modelling                                                                                                                                        
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multiobjective  problems,  e.g.  best  performance  and  simultaneously  minimum  cost), 
another  minimum  is  being  sought,  that  is  looking  for  a  strategy  which  finds  the 
optimum with a minimum use of the computationally expensive performance predicting 
software. To complicate things further, the issue of robustness of the design comes into 
consideration – related to manufacturing tolerances, material variability, etc. – which 
requires the designer not only to find the optimum design but also know more about its 
“quality”, in other words the “shape” of the objective function must be estimated. In the 
context of stochastic optimisation this is usually expressed in terms of a compromise 
between  exploration  (searching  the  unexplored  space)  and  exploitation  (using 
information  already  provided)  and  is  often  supplemented  and  supported  by  various 
types of surrogate modelling. This chapter mainly illustrates the theory of surrogate 
modelling, using the polynomial fitting as a start for further use of kriging surrogate 
model. 
3.2 General Theory of Surrogate Modelling 
3.2.1 Polynomial Models 
To create a surrogate model the data from either physical or numerical experiments has 
to be fitted in some way using a mathematical description. Although there are many 
possible  mathematical  models  and  functions  that  could  fit  the  available  data  the 
discussion in this chapter will be limited mostly to polynomial models.  
The  polynomial  function  is  the  simplest  type  of  the  surrogate  model.  The  model 
involves only variables of the following form   ̂           ∑         
      
    
    , where  
∑               
 
     are the  components  of  the d-dimensional  design  vector x and 
where ∑         
    ,   being the order of the polynomial. For instance, the predicted 
value  ˆ y using a first order polynomial model is as follow: 
                                                  ̂           ∑     
 
                                                      (3.1) 
Whilst using a second order polynomial model is given by 
                              ̂           ∑         
    ∑ ∑             
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where the value of the coefficients  i  are to be determined. In general, denoting a basis 
of the set of all polynomials in x of degree G by {                  }, the prediction 
made by a polynomial model may be written as  
                                                  ̂      ∑           
                                                       (3.3) 
where the value of  k   should be determined by fitting a polynomial such is minimizing 
an error function based on the observed data. One popular error function is the sum of 
the squares between the prediction  ˆ() k yx  and practical observations  () k yx  
                                                         
 
 ∑    ̂                
                                      
 
(3.4) 
Minimization  of  the  above  function  is  known  as  least-squares  fitting.  Nevertheless, 
interpolation can only be achieved when the number of coefficients {              }
 
being  fit,  m,  is  equal  to  the  number  of  observations,  N.  When  polynomial  models 
interpolate based on the observations, the over-fitting is always appearing:  polynomial 
models are fit to the data as a result of the i  , which minimize the error, being very 
large in magnitude. For alleviating this adverse factor, a penalty term is added to the 
error function in order to prevent a large magnitude of  i   : 
                                           ̃     
 
 ∑    ̂                

 
 
    ‖ ‖                       (3.5) 
This technique is universal in the surrogate modelling literature, however, it should be 
noted that although this technique can avoid the adverse case of over-fitting, a new 
problem  is  introduced  namely  how  to  find  a  suitable  value  for  new  parameter  . 
Furthermore, in fact through adding the penalty element for error function the model 
only can be interpolated for a particular number of observations. 
3.2.2 Basis Functions 
In order to generate a surrogate model that can be interpolated the use of additional 
basis function centred on one of the sample points is essential. Therefore the prediction 
of the surrogate model may be written as follow: Chapter 3 Surrogate Modelling                                                                                                                                        
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                                    ̂      ∑            ∑    (      )   
   
 
                                        (3.6) 
There are several options for  :                           
                                                     (Gaussian)                                                 (3.7) 
                                                  (Linear)                                                                             (3.8) 
                                                          
  (Cubic)                                                              (3.9)  
                                              √              (Multiquadric)                                   (3.10)  
                                                            (Thin plate spline)                                          (3. 11) 
                                                ∑   
 
                (Kriging)                                             (3. 12) 
where     ‖      ‖, γ     in  the  multiquadric  case,  and       ,           in  the 
kriging case. The functions (3.7 to 3.12) belong to a class of functions known as radial 
basis functions, which will be briefly discussed in next section. 
3.3Kriging-Assisted Single-Objective Optimization 
3.3.1 Background 
In the 1960s, the French mathematician Georges Matheron, on the Master’s thesis of D. 
G. Krige, developed a statistical method named ‘kriging’ to interpolate the value of a 
random  field  for  making  predictions  of  unobserved  location  based  only  on  limited 
observations.  In  general,  kriging  is  combined  with  two  different  approaches:  the 
geostatistical one and the maximum likelihood estimate (MLE) [34], both of them are 
based on random functions [13]. In this research, the MLE is used as it is more suitable 
for  the  design  and  analysis  of  computer  experiments  (DACE)  [35].  The  following 
section  will  present  the  main  DACE  equations,  necessary  for  the  optimizers  which 
follow in later chapters. Chapter 3 Surrogate Modelling                                                                                                                                        
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3.4 Design and Analysis of Computer Experiments 
3.4.1 Maximum Likelihood Estimate Approach 
In this approach, firstly based on the initial samples it is possible to “control” some key 
parameters of the correlation function, and use the revised parameters to construct the 
kriging model.  
The kriging as a standard regression model is defined as follows: 
                                               ̂      ∑                    
                                         (3.13) 
The sum ∑            
     including the linear combination of the value of initial sampled 
points  i x  is viewed as a global approximation to the true function. The coefficients    
are  regression  parameters,  and ε is  an  additive  Gaussian  noise,  representing  our 
uncertainty.  
By considering two design vectors xi, xj, quite close to each other in design variable 
space, it can be expected that the corresponding objective function value for both of 
them is similar as well. The kriging model is modelled statistically by assuming that the 
errors ε(xi) and ε(xj) are correlated as follow: 
                                            (      (  ))   ∏     |     |
    
   
                             
(3.14) 
where  
1) |       |
 is the distance between    and    on k-direction 
2)    and    determine how fast the correlation between design vectors drops away and 
the smoothness of the function in      coordinate direction, respectively.  There are 
several optional models of R, but normally the Gaussian model (      ) is selected 
because of its good performance in many circumstances.  
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The kriging model may be simplified further by replacing the polynomial in Equation 
(3.13) by a constant term.  
                                                               ̂                                                          (3.15) 
In  doing  so,  kriging  model  then  becomes  a  probabilistic  model  which  has  2d+2 
parameters:                      . These parameters are  chosen to  maximize the 
likelihood of the observations, which for this model is given by 
                                    
 
                          
                 
                                          (3.16) 
where R is the correlation matrix, which represents the correlation between each pair of 
evaluated design vectors, defined as the n×n matrix whose         entry is         ,  y 
is the n×1 vector of observed objective function values, 
                                   [ (    )  (    )    (    )]
 
                                            (3.17) 
where 1 means n×1 vector filled with ones. In order to obtain the optimal value of 
parameter  θ,  it  is  more  common  to  maximize  the  log  of  Equation  3.16,  which  is 
(ignoring constant terms) 
                            
 
          
 
           
      ̂           ̂ 
                                       (3.18)
 
Based on the information provided by the sampled values,   are fixed meanwhile   and 
   have an explicit expression. The estimated global model   is 
                                                           ̂  
      
                                                               (3.19) 
The variance    is 
                                            ̂      
      ̂          ̂ 
                                                     (3.20) 
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By substituting Equation 3.19 and Equation 3.20 into Equation 3.18, the following log-
likelihood function is obtained.                            
                                               
 
   (  ̂    )  
 
                                                     (3.21) 
By maximizing this log-likelihood function, the optimal value of   can be found. 
3.4.2 The Kriging Prediction Formula 
After achieving the updated value of   and p, an unevaluated vector    needs to be 
considered, assuming that    is an estimate of the function value for   .  The optimal 
value of    is obtained by maximizing the likelihood (for the observations) as explained 
in  the  former  section,  the  ‘augmented’  log-likelihood  function  can  be  obtained  by 
adding the predicted values (  ,   ) to the observations. In fact with the tuneable model 
parameter θ fixed, the augmented log-likelihood function is a function of   . As     
varies,  its  value  is  a  measure  of  how  consistent  the  estimate  (  ,   )    is  with  the 
description of variation, as determined by the observed samples. In order to achieve a 
good prediction of the objective function, maximizing the augmented log-likelihood is 
essential. 
To derive the expression for   ̂ (the optimal predicted value), it is essential to set the 
derivative  of  the  augmented  log-likelihood  equal  to  zero  with  respect  to   .  Let 
  ̃   （     ）
 
 be the vector of function values composed of the observed values, 
  ̂ the  estimated  value,  and  r  the  correlation  vector,  which  expresses  the  correlation 
between an unevaluated design vector x and the n evaluated design vectors, defined as 
[10]  
                                   (      )  (      )              .                               (3.22) 
The correlation matrix for the augmented set as   ̃ 
                                                     ̃   (   
    
)                                                           (3.23) 
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The part of the augmented likelihood based on    is 
                                           
   ̃    ̂   ̃     ̃    ̂ 
   ̂   .                                                  (3.24) 
Substituting in for   ̃ and   ̃, the above formula becomes 
                               
(
     ̂
     ̂)
 
(    
    
)
  
(
     ̂
     ̂)
   ̂                                                   (3.25) 
The following identity for the inverse of a partitioned matrix has to be mentioned for 
deriving the augmented log-likelihood formula 
                                     (   
    
)
  
  (         
                      )               (3.26) 
where 
                                                                           ,                                    (3.27) 
and the matrix may be written as 
                        (
                                                 
                                  )     (3.28)  
Substituting into Equation 3.24, the partial terms of the augmented log-likelihood based 
on   are 
                                   [
  
    ̂           ]       ̂      
           ̂ 
  ̂                   ̂ .              (3.29) 
As mentioned at the outset, the expression for    is found by setting the derivative of 
the augmented likelihood equal to zero with respect to    as follow: 
                                            [
  
  ̂           ]       ̂    [
           ̂ 
  ̂           ]                       (3.30) 
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This derives  
                                                         ̂        ̂               ̂ ,                             (3.31) 
This formula is the general expression for the kriging predictor. 
As a final note, it should be explained that Equation 3.31 is combined with the general 
surrogate  model  equation,  Equation  3.6.  The  polynomial  terms  in  Equation  3.6  is 
substituted by  , and    is replaced by the    element of           ̂ . Then the kriging 
predictor becomes a linear combination of polynomial terms and a set of basis functions.  
3.4.3 The Standard Error Formula 
As  shall  be  emphasised  in  the  following  chapters,  a  potential  error  in  the  kriging 
prediction  is  extremely  helpful  for  deciding  where  to  evaluate  next  in  the  design 
variable space. Although this potential error is not the real error between the prediction 
produced  by  kriging  model  and  the  real  objective  function  value,  it  is  useful  in 
quantifying uncertainty in kriging predictions.  
Mathematically,  the  curvature  of  the  augmented  log-likelihood  function  is  inversely 
related  to  our  estimate  of  the  potential  error  in  the  prediction.  For  example  if  the 
curvature of the augmented log-likelihood function is small, it corresponds to a low 
confidence  in  the  prediction.  Conversely,  if  the  augmented  log-likelihood  function 
varies rapidly, it indicates the prediction with a high confidence. 
The full derivation of the Mean Squared Error (MSE) is given in [34] and may be 
summarised by the following equation 
                 ̂  [            
          
       ]        (     is the standard error)             (3.32) 
The notion of the mean squared error and the standard error s(x)  play a critical role in 
quantifying  uncertainty  in  kriging  predictions,  as  shall  be  illustrated  further  in  the 
following chapters. 
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Chapter 4 Kriging –Assisted Single-Objective 
Optimization  
4.1 Introduction   
As one kind of the regression models, the kriging surrogate model can produce response 
surface for predicting objective function only based on extremely limited information. 
The accuracy of the kriging prediction is  also  available therefore the quality of the 
surrogate model can be quantified.  Normally the values of the objective function are 
obtained via time-consuming  Finite Element  (FEM) model computation, therefore a 
budget of function evaluation should be enforced to minimise the computational time 
necessary for the optimization process.  
How to utilize the ‘Mean Square Error (MSE)’ in selecting design vectors successively 
for  further  prediction  throughout  the  iterative  process  is  discussed  in  the  chapter. 
Several kinds of ‘utility functions’ including mean square error have been created to 
assist the model in selecting the new vectors that will be used in updating the prediction. 
With the guidance provided by the utility function, the kriging model can improve the 
approximation via consistently updating the sampling points with the optimization aim 
of finding the global optimum. In addition to ensuring that the global optimum of the 
objective function can be found successfully the efficiency of the optimizer is another 
critical  factor  which  has  to  be  considered.  As  mentioned  earlier  in  practical 
electromagnetic  design  each  sampling  point’s  value  is  calculated  by  calling  time-
consuming FEM models, therefore a minimum number of FEM calls are also pursued. 
4.2 Schwefel test function 
In  accordance  with  the  fundamental  demands  of  choosing  analytic  functions  to 
numerically  verify  the  feasibility  of  surrogate  models  described  in  Chapter  2,  the 
Schwefel function is an appropriate example meeting all requirements and providing a 
stern  test  for  our  algorithms.  The  Schwefel  function  is  deceptive  in  that  the  global 
minimum is geometrically distant, over the parameter space, from the next best local 
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wrong direction. Because of these properties the Schwefel function has been a popular 
choice in testing the robustness of optimisation algorithms. While testing using a single 
function  may  not  be  conclusive,  the  Schwefel  function  has  in  the  past  been  found 
helpful when validating similar algorithms [36]-[38]; testing under practical conditions 
will  obviously  continue  after  the  algorithm  has  been  fully  integrated  into  an 
electromagnetic design system. 
The multimodal Schwefel test function is as follow [39]: 
                                                       ∑          √       
                                             (4.1) 
Firstly the single-variable Schwefel  function (d=1) in  the interval  x  ϵ [-500 500] is 
selected as the objective function to verify the feasibility of the kriging surrogate model.  
4.3 Expected Improvement 
The  prediction  made  by  the  kriging  surrogate  model  can  be  viewed  as  a  Gaussian 
process γ, while a number of updating schemes can be adopted in this process. This 
allows  for  the  concept  of  improvement  to  be  defined:  for  a  single  objective  to  be 
minimized, the improvement may be measured by comparing the value realized by the 
objective function with the current minimum of prediction. This is written as [40]: 
                                                                                                                   (4.2) 
The expectation of improvement normally called the expected improvement (EI) may 
be found by integrating it over the likelihood of achieving it given by the normal density 
function: 
                                               ∫ {
 
√             
          ̂     
        }  
∞
                      (4.3) 
which is written as [2]: 
          {
(          ̂   ) (
       ̂   
     )        (
       ̂   
     )                         
                                                                                                                     
 (4.4) Chapter 4 Kriging –Assisted Single-Objective Optimization                                                                                                                                        
 
28 
 
where   ̂    is  the predicted  value of objective function  by kriging model,  given by 
Equation 3.31,       is the minimum value of  y  at the observed sample points. Besides, 
     is  the  root  mean  squared  error  (standard  error)  in  this  prediction,  given  by 
Equation  3.32,   and    are  the  normal  density  and  normal  distribution  functions 
respectively. 
If         ,  the  EI  utility  function  contains  two  independent  components:  the  first 
component in Equation 4.4 is large when the kriging prediction is lower than the current 
minimum,  and  so  favours  searching  promising  area  with  high  confidence  of  design 
variable space, whilst the second component in Equation 4.4 is large when the potential 
error  produced  by  kriging  model  is  large,  thus  favours  searching  regions  with  high 
uncertainty.  The  EI  function  can  be  viewed  as  the  fixed  compromise  between 
exploration and exploitation. 
In Figure 4.1, a set of continuous snapshots througout the whole iterative process of the 
kriging model assisted by EI in terms of the iteration number are presented, with the six 
initial  sample  points  (                                                    
                                                                        
            ) plotted as the black points in the following graphs.  
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(b) Iteration 2 
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(d) Iteration 4 
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(f) Iteration 6 
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(h) Iteration 8 
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(j) Iteration 10 
 
(k) Iteration 11 
 
Figure 4.1: Iterations of the expected improvement approach on the Schwefel test function. 
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The maximum of the value of EI (the green curve lays on the bottom of coordinates in 
the above graphs) indicates the place where to select the updated sampling points. The 
history of selecting the updated sampling points each iteration is highlighted. It can be 
seen  that  the  kriging  model  with  EI  requires  11  iterations  to  find  out  the  global 
minimum of the objective function. Among these 11 iterations, at the 1
st, 3
rd, 4
th, 8
th, 9
th, 
10
th and 11
th the kriging model tends to searching the region around the minimum of 
existing  sampling  points,  whereas  at  the  2
nd,  5
th,  6
th and  7
th  iteration  the  place  for 
selecting updated sampling points tends to be near the unsampled region. Although the 
global minimum (                     ) is found ultimately, the approximation of 
the shape of the objective function is not quite ideal in certain region. In order to verify 
the reliability of the kriging model with EI and the feature of the two components in EI, 
some extreme cases need to be involved. Here the termination criterion of the kriging 
model is formulated as: if the repeated sampling point is chosen as the updated sampling 
points  for  further  evaluation  (within  certain  tolerance),  the  kriging  model  will  be 
stopped.  
4.3.1 Latin Hypercube 
The principle of kriging is based on the correlation between the known sampling points 
and all other design vectors in the design space, thus a certain number of sampling 
points are indispensable before a kriging model can even be constructed. In this section, 
one ubiquitously used methodology of sampling, namely the Latin Hypercube [40], [41], 
is discussed and the concept is presented as below. 
The  Latin  Hypercube  method  is  able  to  maintain  the  selected  sample  points  to  be 
distributed in a relatively average fashion in the searching space. As shown in Figure 
4.2, a Latin square of size n may be constructed by partitioning each side into n intervals 
to create and n × n grid, and then placing a point in centre of n squares in the grid, while 
each row and each column only contains one point [40].  
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Figure 4.2: Latin hypercube, n=10 
 
4.3.2 Extreme Distribution of Initial Sample Points 
It should be noted that the increasing cost of evaluating the new sampling points via 
FEM model as updates are added to the model might be mitigated through the proper 
setting of initial sampling points. This section mainly aims to observe the impact of the 
optimization efficiency by using different distribution of initial sampling points. As an 
extreme case, Figure 4.3 helps to demonstrate the reliable performance of the kriging 
model  under  the  extreme  distribution  of  the  initial  sampling  points.  To  verify  the 
reliability of the kriging model, only one sampling point (x=0, y=0) is chosen as the 
initial setting, which is extremely limited for the prediction process. The difficulty in the 
setting of initial sampling points is created deliberately to examine whether the global 
minimum  could  be  located  precisely  by  the  kriging  model  and  the  convergence 
efficiency  would  be  impacted  due  to  this  extreme  case.  Fortunately  excluding  the 
unique sampling point there are 16 additional sampling points necessary to find the 
global minimum successfully (the number of sampling points is 17). To compare with 
the previous test requiring 6 initial sampling points mentioned above, the total number 
of sampling points used by the kriging model is the same at 17, which indicates that the 
distribution and the number of initial sampling points might not affect the outcome of 
the approximation.  Chapter 4 Kriging –Assisted Single-Objective Optimization                                                                                                                                        
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Figure 4.3: The performance of Kriging surrogate model with EI based on only one initial 
sample point. 
In  order  to  understand  further  the  principle  of  initializing  sampling  points,  a  new 
analytic  function  is  used  to  observe  the  outcome  of  approximation  under  different 
distribution of initial sampling points. This analytic function is defined as follow: 
               ∑ [
   
           
   
                
   
             ]  
                                   (4.5) 
The profile of the two-variable (n = 2) version Schwefel function is plotted in Figure 4.4 
(a) and will be taken as the objective function to compare the approximation outcome 
with different distribution of sampling points. 
The first test is initialized as the seven sampling points which are chosen arbitrarily; the 
second one only selects two sampling points from the first setup; two special points are 
pre-set  as  the initial  sampling points  of the third test  (Table 4.1(a)-(c)). Except  the 
different setting of initial sampling points, other elements are all set to be the same in 
these three tests. The tuning range of hyper-parameter   in the kriging model is set as 
(             ); the step size of these following tests is set as 0.1, while the data size 
of the task becomes          ; the scheme of updating the sampling points is chosen 
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The setting of seven initial sampling points 
x1  10  10  5.7  13  20  7  25 
x2  7  10  10  7  7  13  20 
y  7.9966  8.1913  6.4292  7.0688  7.6024  7.0688  7.2927 
 (a) 
The setting of two initial sampling points selected among the above 
initial sampling points 
x1  20  27 
x2  7  27 
y  9.4336  7.5822 
 (b) 
The special setting of two special initial sampling points 
x1  0  27 
x2  0  27 
y  9.4336  7.5822 
 (c) 
Table 4.1: (a) The setting of seven initial sampling points (b) The setting of two initial sampling 
points selected from the first initial setup (c) The setting of two special initial sampling points. 
The  corresponding  response  surfaces  produced  by  the  kriging  surrogate  model  with 
different setting of initial sampling points at the final iteration of finding out the global 
minimum are shown in Figure 4.4 (b)-(d). The case with seven initial sampling points 
listed in Table 4.1 (a) and based on this initial sampling setup the kriging model takes 
324 iterations (331 sampling points) to converge to the global minimum of the objective 
function;  while  the  second  case  (Table  4.1(b))  spends  309  iterations  (311  sampling 
points) finding out the global minimum which shown in Figure 4.4 (c); the third test 
with two special sampling points (Table 4.1 (c)) requires 322 iterations (324 sampling 
points) to find out the global minimum shown in Figure 4.4 (d). In addition to the 
efficiency  of  optimization,  the  quality  of  response  surface  produced  by  the  kriging 
surrogate model when finding the global optimum is also one of elements needs to be 
researched, especially when considering the robustness of practical designs. The total Chapter 4 Kriging –Assisted Single-Objective Optimization                                                                                                                                        
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absolute error  between  the approximation and the real  objective function value that 
indicates the accuracy of approximating the shape of the objective function is measured:  
over the full design space the total error of these three cases is 6514.3, 7064.8 and 
6724.2 respectively. From the above results, it can be found that although the first case 
owns more sampling points than other two cases, the efficiency of convergence is not 
the highest; but the accuracy of the first case is higher than the other two. The number 
of initial sampling points does not affect the efficiency of converging to the global 
optimum directly, whereas the number and the position of initial sampling points may 
affect the accuracy of predicting the shape of objective function. 
 
 
 
 
 
 
 
 
 (a)                                                                                     (b)                                        
 
 
 
 
 
 
 
 
 
                               (c)                                                                                        (d) 
Figure 4.4: (a) The objective function (                       ); (b) The prediction 
performance of kriging model with seven initial sampling points; (c) The prediction 
performance of kriging model with only the two initial sampling points selected from the above 
seven sampling points; (d) The prediction performance of kriging model with two special initial 
sampling points. Chapter 4 Kriging –Assisted Single-Objective Optimization                                                                                                                                        
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4.4 Exploration and Exploitation 
As mentioned in previous section, the expected improvement utility function contains 
the two components favouring exploration and exploitation respectively. In order to 
observe the diference between these two independent components’ performance, the 
same  objective  function  and  initial  sampling  points(                          
                                                                       
                                  ) are used to test them separately. 
No of 
iterations 
The updated sampling 
points 
No of 
iterations 
The updated sampling points 
1           x=278, y=228.5880  10            x=-361, y=54.1057 
2           x=77, y= -46.5879  11            x=-294, y=-291.4295 
3           x=-93, y=-20.1930  12            x=394, y=-331.5134 
4           x=119, y=118.5514  13            x=423, y=-418.4620  
5           x=-135, y=-109.6082  14            x=412, y=-408.9091 
6           x=43, y=-11.6456  15            x=-500, y=-180.5892 
7           x=197, y=-195.9861  16            x=418, y=-417.8725 
8           x=217, y=-179.8598 
 
17 
x=423, y=-418.4620 
(the repeated sampling points with 
the one at 13
th iteration) 
9           x=-330, y=-208.4379 
Table 4.2: The performance of the component favouring exploration  
No of 
iterations 
The updated sampling 
points 
No of 
iterations 
The updated sampling points 
1  x=-120, y=-119.8985  7         x=-489, y=-59.6052 
2       x=-105, y=-76.9258  8         x=18, y=16.0503 
3       x=-124, y=-122.7876  9   x=-500, y=-180.5892 
4       x=-125, y= -122.8724  10   x=-499, y=-169.7738 
5       x=-465, y=192.6987 
11 
 x=-499, y=-169.7738 
(the repeated sampling points 
with the one at10
th iteration) 
6       x=-478, y=60.9874 
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The global minimum of the Schwefel test function is: 
Min(f(x)) = - 418.9828, when  x=421. 
The history of selecting the updated sampling points at each iteration is presented in 
Table 4.2 and 4.3. From the results shown in Table 4.2 and 4.4, neither the exploration 
or exploitation component can guide the kriging model converge to the global optimum 
precisely. But the best-performed solution in the test of the exploration component is 
much better than the one obtained from testing exploitation. The exploration component 
is more likely to misguide the model to converge at one of the local optima. Although 
any of these two independent components can hardly guide the model locate the global 
optimum precisely, the combination of them, the expected improvement utility function, 
can complete the task of finding the global optimum. Therefore the trade-off between 
exploration and exploitation seems critical to find the global optimum successfully and 
efficiently. 
4.5 Conclusion 
In this section one popular utility function, the Expected Improvement (EI), that is able 
to guide the kriging surrogate model to select updated sampling points for converging to 
the global optimum and evolving approximation, is introduced and verified by a series 
of numerical tests under different initial setting. The EI utility function contains two 
components favouring exploration and exploitation respectively. Through exploring the 
feature of these two independent components, it can be summarised as: the component 
favouring exploitation is helpful to guide the optimiser converge to the minimum among 
the existing sampling points, thus it might cause the optimiser to be trapped by a very 
deceptively positioned local minimum; the component favouring exploration tend to 
guide  the  model  to  search  the  unsampled  region,  but  if  emphasizing  it  excessively 
undoubtedly the efficiency of searching global optimum would be affected. Thus the 
importance of the trade-off between exploration and exploitation is confirmed in order 
to guarantee the model finding the global optimum successfully and efficiently. Chapter 5 Balance between Exploration and Exploitation                                                                                                                                        
 
41 
 
Chapter 5 Balance between Exploration and 
Exploitation 
5.1 Introduction                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                   
The  previous  chapter  of  this  thesis  introduces  one  typical  utility  function  named 
Expected Improvement (EI), which is able to guide the kriging surrogate model to infill 
the next updated point for searching the global optimum of objective function. The best 
currently existing solution, the mean square error, the Gaussian density function and 
Gaussian distribution function are involved to construct the EI function, which consists 
of  two  components  favouring  searching  the  regions  with  high  confidence  called 
exploitation  and  favouring  searching  the  regions  with  high  uncertainty  called 
exploitation respectively. Through a set  of practical  kriging-assisted single-objective 
tests  developed specially  to  assess  the performance of these two terms,  it has  been 
shown that the second term representing exploration performs dramatically better in 
terms of finding the global optimum of the objective function, whereas the exploitation 
often can only find the local minimum. Since EI applies equal weights to the two terms, 
it may be seen as a fixed compromise between exploration and exploitation. The trade-
off between exploration and exploitation is a critical issue when attempting to find the 
global optimum of an objective function effectively and efficiently.  
The  purpose  of  this  chapter  is  to  introduce  two  methodologies  called  Generalized 
Expected Improvement and Weighted Expected Improvement, which can both adjust 
the balance between exploration and exploitation via tuning certain relevant parameters. 
The optimal choice of these tuneable parameters, both in terms of the ability of the 
algorithm  to  achieve  the  correct  answer  (global  minimum)  and  doing  it  efficiently 
(fewer iterations required), is especially important. A series of numerical tests have been 
done for exploring the principle of how these tuneable parameters affects the efficiency 
of converging to the global optimum. Chapter 5 Balance between Exploration and Exploitation                                                                                                                                        
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5.2 Non-Target Based Tuneable Utility Function 
Non-target based tuneable utility functions are characterized by allowing the balance 
between exploration and exploitation to be tuned through a revising parameter [10]. 
Two  existing  utility  functions  both  based  on  the  Expected  Improvement  (EI)  are 
introduced: the Generalized Expected Improvement (GEI), and the Weighted Expected 
Improvement (WEI). 
5.2.1 Generalized Expected Improvement 
The Generalized Expected Improvement (GEI) utilizes one unique tuneable parameter g 
to  adjust  the  emphasis  on  exploration  or  exploitation.  By  defining  the  generalized 
improvement as   
                                        {(            )
 
  }                                                    (5.1) 
where g is an integer, the expectation value of this, known as Generalized Expected 
Improvement (GEI), can be calculated as follow [42]: 
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If applying the higher value of g, the greater level of improvement is being sought. The 
more emphasis is placed on exploring the regions close to the minimum of existing 
sampling  points  rather  than  searching  locally  [42].  When  g  =  1  the  GEI  given  by 
equation 5.2 is equivalent to EI. For comparing with the performance of the normal EI 
in previous chapter, the Schwefel test function and same initial setting is applied as 
before. The GEI method for several values of g is shown for the first iteration of the Chapter 5 Balance between Exploration and Exploitation                                                                                                                                        
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Schwefel function in Figure 5.1 to 5.3. The olive curve locating at the bottom of the 
graphs represents the value of GEI, furthermore the maximum of GEI that indicates the 
location of the updated sampling points for further evaluation. 
\ 
Figure 5.1: The performance of kriging model with GEI for g = 1 at the first iteration 
 
Figure 5.2: The performance of kriging model with GEI for g = 2 at the first iteration Chapter 5 Balance between Exploration and Exploitation                                                                                                                                        
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Figure 5.3: The performance of kriging model with GEI for g = 5 at the first iteration 
 
When  g  =  1  in  Figure  5.1,  the  location  chosen  as  the  updated  sampling  point  is 
relatively  close  to  the  minimum  of  existing  sampling  points.  With  the  value  of 
parameter g increasing, the location selected for the updated sampling point tends to 
move from the local region including the minimum of existing sampling points to the 
unsampled region, as the performance shown in Figure 5.2 and 5.3 (when g = 2 and g = 
5 respectively). This set of performances obtained by GEI can be viewed as that the 
emphasis of searching new sampling points is shifted from exploitation to exploration 
with the tuneable parameter g increasing.  
In addition to exploring the principle of the tuneable parameter g, more tests have been 
done for analysing the impact from the parameter g on the kriging model’s efficiency of 
converging to the global optimum, and the corresponding results are listed in Table 5.1. 
Through  observing  the  results  achieved  by  the  five  different  values  of  g,  the  best 
performance appears when g is set as 1; obviously the increasing value of g causes the 
optimization  efficiency  to  decline  gradually.  Due  to  the  increasing  value  of  g  the 
emphasis tends to be placed on exploration rather than exploitation, thus a scheme that 
emphasizes  exploration  at  the  beginning  of  test  to  avoid  the  kriging  model  being Chapter 5 Balance between Exploration and Exploitation                                                                                                                                        
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‘tricked’ by a particularly poor or unlucky initial sampling points or a very deceptive 
local optimum; after certain iterations the emphasis can be shifted from exploration to 
exploitation to accelerate the process of converging to the global optimum. 
g  Number of Iterations  
1(GEI is equal to EI )  11        (found the global minimum) 
2  12        (found the global minimum) 
3  14        (found the global minimum) 
4  14        (found the global minimum) 
5  16        (found the global minimum) 
 
Table 5.1: Value of g, the number of iterations of GEI on the Schwefel test function 
 
For example in [43], there is a built-up scheme presented in Table 5.2 that attempts to 
construct an optimal collocation of the different value of g with the aim of finding the 
global minimum efficiently. But unfortunately the specific setting of the combination of 
different values of g has to depend on the experience obtained by numerous tests. This 
drawback is one of the reasons prompting us to create novel algorithms to control the 
balance between exploration and exploitation automatically. 
Iteration  g  Iteration  g 
1-4 
5-9 
10-19 
20 
10 
5 
20-24 
25-34 
≥35 
2 
1 
0 
 
Table 5.2: Value of g, as used in built-up scheme in [43]. 
 
5.3 Weighted Expected Improvement 
The expected improvement utility function can be seen as the compromise between 
exploration and exploitation, as the equal weights are distributed on the two components 
favouring the exploration and the exploitation  respectively.  The Weighted Expected 
Improvement (WEI) [44] is derived from EI by adding a tuneable parameter which can 
adjust  the  weights  on  the  components  favouring  exploration  and  exploitation Chapter 5 Balance between Exploration and Exploitation                                                                                                                                        
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respectively, whilst the quality of the approximation of the objective function can be 
improved by incorporating the newly evaluated design vector at each iteration. 
The WEI utility function has been proposed in [44]: 
           {
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     )             
                                                                                                                           
 
(5.5) 
The  WEI  via  the  weighting  parameter  w  is  capable  to  adjust  the  balance  between 
exploration and exploitation mechanically for searching locally or globally [45].  
There are three representative values of the weighting parameter w need to be explained 
specifically: when w=1, that all weight is placed on the first component means heavily 
emphasizing exploitation; contrarily when w=0, it means overwhelmingly emphasizing 
exploration; when w=0.5, the WEI is equivalent to the EI.  
To find out the optimal value of the weighting parameter w, a set of values of weights 
have been tested as shown in Table 5.3. As before, the Schwefel Test Function and the 
same   initial circumstance are pre-set here. When w=0.1, 0.2, 0.3, 0.4, 0.5 the kriging 
model assisted by the WEI can find the global minimum successfully (when w=0.5, the 
WEI is same as EI). This scope of value of the weighting parameter (0<w<0.5) indicates 
that the exploration is emphasised more than exploitation; the WEI tends to search the 
area with high uncertainty rather than concentrating at the area near the best point of 
existing sample points with higher confidence. Conversely while the scope of weighting 
parameter is 0.5<w<1, the process of choosing updated sampling points could be seen 
that more emphasis is placed on exploitation than exploration. The four typical values of 
weighting parameter have been applied as w=0.6, 0.7, 0.8, 0.9, unfortunately the WEI 
fails  to  locate  the  global  minimum  and  even  lead  the  surrogate  model  trapped  in 
unacceptable plateaus due to the termination criteria (end the model running while the 
repeated sampling points appear). Because of overrated emphasis placed on exploitation 
it causes the kriging model with WEI tends to concentrate on searching the local region 
around the minimum of existing sampling points. As a case of placing more emphasis 
on  exploration  than  exploitation,  it  should  be  noted  that  when  w=0.4  the  WEI 
outperforms all of other chosen values of weighting parameter w, which only spends 7 Chapter 5 Balance between Exploration and Exploitation                                                                                                                                        
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objective function evaluations to find out the global minimum successfully since the 
normal EI requires 11 function evaluations. 
In the last section, the snapshots of the numerical tests using GEI at the first iteration 
with  several  typical  values  of  tuneable  parameter  are  presented  for  comparison  of 
different  location  of  selecting  the  updated  sampling  points.  Likewise,  three  typical 
examples applying the WEI with different values of weighting parameter w which are 
w=0.1,  w=0.5,  w=0.9  respectively  are  presented  in  Figure  5.4-5.6.  The  same  test 
function and initial setting were applied as before. The green curve in these three graphs 
represents the value of WEI utility function of which the maximum indicates the place 
to  select  the updated sampling points  for producing  response surface next  iteration. 
With the variation of the weight w, the value of the WEI varies dramatically as well, 
hence  the  location  of  the  maximum  of  the  WEI  shifts  from  the  region  nearby  the 
existing sampling points to the region containing rare sampling points (Figures 5.4 - 
5.6).   
 
Figure 5.4: The performance of kriging model with WEI for w=0.1 at the first iteration Chapter 5 Balance between Exploration and Exploitation                                                                                                                                        
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Figure 5.5: The performance of kriging model with WEI for w=0.5 at the first iteration 
 
Figure 5.6: The performance of kriging model with WEI for w=0.9 at the first iteration` Chapter 5 Balance between Exploration and Exploitation                                                                                                                                        
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Table  5.3  presents  the  specific  number  of  iterations  required  for  finding  the  global 
minimum with the weighting parameter w in the range (0 < w < 1). When the weighting 
parameter w=0.4, the kriging model assisted by WEI outperforms all of other chosen 
weights, which only takes 7 iterations to locate the global minimum. It should be noted 
that when the weighting parameter’s value is from 0.1 to 0.5 (EI), the kriging model is 
able to guarantee the global minimum can be found successfully. Whereas the kriging 
model is trapped at the unacceptable local minimum subject to the termination criteria 
mentioned before, when w is from 0.6 to 0.9. The failure of finding the global optimum 
proves that too much emphasis on exploitation is a risky strategy. However if excessive 
emphasis is placed on exploration, the efficiency of optimization would be impacted. 
When w=0.1, 0.2, 0.3 the WEI performs worse than the normal EI. Due to the important 
turning point existing around w=0.5, more detailed values of the weighting parameter 
are tested in the range (0.5 < w < 0.6). When 0< w <0.54, the global minimum can be 
found successfully. As shown in the table somewhere between 0.54 and 0.55 there is a 
changeover between a regime where only a local minimum is found and values of w 
which  allow  for  the  global  minimum  to  be  correctly  identified.  Commencing  with 
w=0.54 to w=0.1, the global minimum can be found successfully by the kriging model 
with the assistance of the WEI.  
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Value of 
weight 
Percentage of 
weights on the 
component favouring 
exploration 
Percentage of 
weights on the 
component favouring 
exploitation 
The number of iterations 
required to find the 
global minimum 
1  0  100%  Fails 
0.9  10%  90%  3 (finds LM) 
0.8  20%  80%  3 (finds LM) 
0.7  30%  70%  3 (finds LM) 
0.6  40%  60%  3 (finds LM) 
0.59  41%  59%  3 (finds LM) 
0.58  42%  58%  3 (finds LM) 
0.57  43%  57%  3 (finds LM) 
0.56  44%  56%  9 (finds LM) 
0.55  45%  55%  9 (finds LM) 
0.54  46%  54%  13 (finds GM) 
0.53  47%  53%  14 (finds GM) 
0.52  48%  52%  11 (finds GM) 
0.51  49%  51%  11 (finds GM) 
0.5  50%  50%  11 (finds GM) 
0.4  60%  40%  7 (finds GM) 
0.3  70%  30%  12 (finds GM) 
0.2  80%  20%  17 (finds GM) 
0.1  90%  10%  15 (finds GM) 
0  100%  0  Fails 
 
Table 5.3:  The efficiency of WEI for different values of w 
(GM- Global Minimum; LM-Local Minimum) 
 
The performances of three particular weights  are chosen from Table 5.3 for further 
analysis and their history of searching the global minimum during the iterative process 
is  shown in  Figure 5.7  - 5.9 respectively. The  numbered labels  used in  these three 
graphs represent the sequence of updating the sampling points throughout the whole 
optimization process. The same initial setting of sampling points is applied and labelled 
as the black dots in these graphs. When w=0.1 (Figure 5.7), 15 iterations (objective 
function  evaluation)  are  necessary  to  converge  at  the  global  minimum  of  objective Chapter 5 Balance between Exploration and Exploitation                                                                                                                                        
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function. But obviously the location of 11
th, 13
th and 14
th updated sampling points is 
already extremely close to the global minimum. Compared with the result obtained by 
the normal EI, the kriging model assisted by WEI with the weighting parameter w=0.1 
spends  4  more  iterations  exploring  the  region  with  few  sampling  points,  thus  the 
approximation of the objective function’s shape is more accurate than normal EI. When 
w=0.4 (Figure 5.8), the kriging with WEI emphases slightly more on exploration and it 
only takes 7 iterations to converge globally. But unfortunately when w=0.9 the kriging 
model is  trapped in  a local  minimum  and fails to  converge to  the global optimum. 
Although  when  w=0.4  the  WEI  can  guide  the  kriging  model  to  locate  the  global 
minimum more efficiently than normal EI, the approximation of the shape of objective 
function in Figure 5.8 is not as good as the performance of EI in Figure 4.1. The content 
about the approximation of objective function’s shape will be discussed in the robust 
optimization later.   
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Figure 5.8: Performance of kriging model with WEI when w=0.4 
 
 
Figure 5.9: Performance of kriging model with WEI when w=0.9 
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At this stage, the appropriate weight plays the important role of searching the global 
minimum  effectively  and  efficiently.  However  it  cannot  guarantee  that  the  best-
performed value of weighting parameter achieved above can outperform other weights 
when copping with any kind of cases. The manner of adjusting the weights manually 
cannot satisfy the designer’s demand, so a strategy that is able to adapt to any test 
environment is necessary.  
5.3.1 Negative Weighting Parameter  
In this section, the work is mainly the preparation for building up the novel strategy 
which is able to adjust weights automatically. In WEI the sum of the weights distributed 
on the two components favouring exploitation and exploration respectively should be 
equal to 1. However, one new algorithm that will be illustrated in the next chapter 
includes an occasional appearance of negative weights during the iterative process; thus 
in order to understand the usage of the negative weights a set of tests has been done. 
The same test function and initial setting are utilized for comparing with the previous 
results. The cases of negative weights on exploration or exploitation can be classified as 
two categories: when the weighting parameter w is set in the range w   (0, -1), which 
can be understood as excessive emphasis on exploration; whereas when w is set as w   
(1, 2) means over emphasis on exploitation. 
To verify the first one, four different negative values of the weighting parameter w are 
chosen to  test,  which is  -0.01, -0.1,  -1, -10 respectively. The negative  value of the 
weight parameter w indicates that the impact of the component favouring exploitation is 
weakened  excessively  whereas  the  impact  of  exploration  is  amplified  more.  The 
following figures (Figures 5.10 - 5.13) present the history of selecting updated sampling 
points  throughout  the  whole  iterative  process  until  the  model  is  stopped  by  the 
termination  criteria  (when  the  repeated  sampling  point  is  found,  the  model  will  be 
stopped).  Likewise,  the  sequence  of  updating  sampling  points  is  highlighted  by  the 
numbered label. By observing these four graphs, when w is set as negative number the 
shape of the objective function is approximated well by  the kriging with WEI, although 
ultimately  the  global  minimum  cannot  be  found  precisely.  But  the  best-performed 
solutions of these four cases are all particularly close to the global minimum as listed in 
Table 5.4. Because when w is set as negative value the shape of the objective function Chapter 5 Balance between Exploration and Exploitation                                                                                                                                        
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can  be  approximate  well,  probably  the  feature  might  be  used  to  provide  the 
approximation for the evaluation of robustness. 
 
Figure 5.10: Performance of kriging surrogated model using the WEI when w= −0.01 
 
Figure 5.11: Performance of kriging surrogated model using the WEI when w= −0.1 Chapter 5 Balance between Exploration and Exploitation                                                                                                                                        
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Figure 5.12: Performance of kriging surrogated model using the WEI when w= −1 
 
Figure 5.13: Performance of  kriging surrogated model using the WEI when w = −10 
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The Value of w  The Performance of WEI 
-0.01 
At 14
th iteration, the best-performed point is found 
(x= 431, y= -406.3003) 
-0.1 
At 13
th iteration, the best-performed point is found  
(x= 432, y= -403.6559) 
-1 
At 12
th iteration, the best-performed point is found  
(x= 430, y= -406.6971) 
-10 
At 12
th iteration, the best-performed point is found  
(x= 433, y= -400.7649) 
 
Table 5.4: Performance of WEI with the four typical negative weighting parameters  
5.3.1.2 Overemphasis on Exploitation 
 
Figure 5.14: Performance of WEI when w=1.1 
(the weight on the component favouring exploration is −0.1) 
 
If the value of the weighting parameter is set in the range w   (1, 2), the weight on the 
component emphasising exploration should be negative. Thus the weights are placed 
disproportionately  on  exploitation  and  exploration,  the  exploitation  is  emphasized Chapter 5 Balance between Exploration and Exploitation                                                                                                                                        
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overwhelmingly which might be risky. From the 1
st to 4
th iteration the searching region 
tends to be around the minimum of the existing sampling points, whereas from 5
th to 8
th 
iteration the updated sampling points mainly appear in the unsampled region. The final 
three updated sampling points distributed concentrated around the minimum of existing 
sampling points, ultimately the kriging model is trapped in the local minimum rather 
than the global minimum. So to some extent, over emphasis set on exploitation might be 
quite risky.  
5.4 Conclusion 
Two methodologies called Generalized Expected Improvement and Weighted Expected 
Improvement respectively which are derived from the normal Expected Improvement is 
able  to  adjust  the  trade-off  between  exploration  and  exploitation  via  tuning  the 
hyperparameters  g  and  w.  The  optimal  choice  of  these  hyperparameters  determine 
directly to the performance of the kriging optimiser, both in terms of the ability of the 
kriging model to achieve the correct answer (global minimum) and doing it efficiently 
(fewer iterations required); unfortunately the optimal choice of these hyperparameters is 
normally  problem  dependent  and  thus  numerous  test  experience  is  necessary.  A 
modified  strategy  is  required  to  make  the  method  more  intelligent  and  guide  itself 
automatically  through  the  optimisation  process.  The  extreme  setting  of  weighting 
parameter  that  might  appears  occasionally  in  the  novel  algorithms  mentioned  next 
chapter  have  been  tested  to  verify  the  feasibility  of  it.  Excessive  emphasis  on 
exploration is helpful to approximate the shape of objective function, whereas placing 
too much emphasis on exploitation may be a risky strategy. Chapter 6 Reinforcement Learning Methods                                                                                                                                        
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Chapter 6 Reinforcement Learning Methods  
6.1 Introduction 
Two types of methodologies WEI and GEI derived from normal EI are able to guide the 
kriging model to update sampling points for further evaluation throughout the whole 
iterative  process  of  searching  global  optimum  of  objective  function  meanwhile 
possessing  the  ability  of  balancing  the  exploration  and  exploitation  via  tuning 
corresponding hyperparameters. Through a series of numerical tests the feasibility of 
these two methodologies has been verified, moreover the importance of the optimal 
choice  of  the  weighting  parameter  w  and  the  tuneable  parameter  g  is  confirmed. 
Unfortunately  the  optimal  choice  of  w  is  normally  problem  dependent  and  thus  a 
modified  strategy  is  required  to  make  the  method  more  intelligent  and  guide  itself 
automatically  through  the  process.  Compared  with  the  GEI,  tuning  the  weighting 
parameter to adjust the balance between exploration and exploitation for WEI is easier 
to be observed, thus it is chosen as the foundation for building the novel algorithm.   
The  idea  of  automatically  tuning  the  weighting  parameter  w  in  response  to  the 
environment  feedback  is  considered.  As  a  goal-directed  learning  methodology, 
reinforcement learning owns the ability of determining what to do next and how to map 
the situation to actions so as to maximize a numerical reward [46]. As the kernel of 
reinforcement learning, a decision maker is capable to select the action among different 
given  options  and  then  implement  it  for  the  next  step  referring  to  the  current 
performance and reward raised by this action. The reward is classified into two kinds: 
one is current reward for short-term; whereas the other one is accumulative reward for 
long-term, which may be considered as the total reward through the whole optimization 
process.  One  intelligent  decision  maker  cannot  only  apply  the  action  searching  the 
known area, the ‘exploitation’, to earn more current reward, but more importantly it also 
takes account of the long-term accumulative reward to select the action exploring the 
area with high uncertainty. Normally via the pre-estimating the impact brought from 
different actions, the decision maker can finally find the appropriate combination of 
actions in order to maximize the total rewards rather than overemphasising the short-
term  reward  at  certain  steps.  These  following  four  elements  mainly  formulate  a Chapter 6 Reinforcement Learning Methods                                                                                                                                        
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reinforcement  learning  system:  a  policy  (the  strategy  of  choosing  exploration  and 
exploitation), a reward function (the approach to calculate reward), a value function (a 
statistical method to sum and value the reward) and a model of the environment. Figure 
6.1 illuminates the basic procedure of reinforcement learning transition. 
  
State N
Action A Action B
Action C Action D Action E Action F
State 
N+1
State 
N+2 Reward M Reward M+1
 π(i) π(i+1)
π(i+2) π(i+3) π(i+4) π(i+5)
State N+3 State N+5 State N+6 Reward M+2 Reward M+3 Reward M+4 Reward M+5 State N+4
……….. ……….. ……….. ………..
 
Figure 6.1: A transition graph of the reinforcement learning 
 
The above transition graph is a helpful way to summarize the reinforcement learning 
process. There are four kinds of sub-elements that can be seen in the transition graph. 
They include action, statement, reward (advantage after taking action), and policy π. 
Here reward and policy need to be explained more specifically. A policy defines the 
way  of  choosing  actions  learning  from  the  feedback  produced  by  environment,  for 
instance, one usually used policy called  -policy can decide the possibility of taking 
different actions based on the environment feedback at the specific statements.  
Following the strategy of selecting actions the decision maker often faces the dilemma 
of choosing exploration or exploitation. For example normally if choosing exploration Chapter 6 Reinforcement Learning Methods                                                                                                                                        
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among other actions it may not produce the best performance immediately, but probably 
might  be  beneficial  for  long-term  advantage  [47].  Different  from  the  traditional 
reinforcement, the experience owned by decision maker can be obtained from testing 
different actions and observing their impact consistently. In our research, the action is 
the calling of the time-consuming FEM model, thus  trying every optional  action to 
summarise  the  best  combination  of  actions  would  sacrifice  the  original  advantage 
brought  from the kriging surrogate model. Therefore, how to  use the reinforcement 
learning theory to balance exploration and exploitation automatically and adaptively 
without impacting the efficiency of optimization is considered.  
6.2 Using Reinforcement Learning Methods for Balancing Exploration 
and Exploitation 
The concept of the reinforcement learning and the fundamental principle of building the 
reinforcement  learning  framework  are  illustrated  in  the  last  section.  Numerous 
sequential decision-making problems can be solved by reinforcement learning methods. 
Due  to  maximizing  the  final  cumulative  reward  [48],  the  decision  maker  needs  to 
consider  both  short-term  and  long-term  impact  produced  by  actions.  The  idea  of 
reinforcement learning could be used in combination with the WEI to distribute the 
weights on exploration and exploitation properly adapting the feedback produced by 
existing actions. 
Although the WEI utility function has been discussed before, here it is a need to review 
it briefly. 
         {
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The WEI method owns a tuneable weighting parameter (0<w<1) controls the balance 
between  the  two  terms  (exploration  and  exploitation),  thus  searching  globally  and 
locally.  The  corresponding  numerical  tests  that  have  been  presented  in  Chapter  5 
confirm the importance of the optimal choice of the weights, both in terms of the ability 
of  the  algorithm  to  achieve  the  global  minimum  and  doing  this  efficiently. Chapter 6 Reinforcement Learning Methods                                                                                                                                        
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Unfortunately for obtaining optimal value of weighting parameter large numbers of tests 
needs to be done, moreover the optimal weight parameter specialized to certain task 
cannot guarantee that it can perform outstandingly in other cases. For example different 
objective  functions  or  even  same  objective  function  but  different  initial  setting  of 
sampling points may cause the optimal value of weighting parameter different, thus it is 
unrealistic to expect that one weight value would be optimal to all possible optimisation 
problems  (no  free  lunch  theorem).  Therefore  a  strategy  that  is  able  to  balance 
exploration and exploitation to find global optimum precisely and at the same time to 
make efficient use of information already found is necessary now. 
6.3 Adaptive Weighted Expected Improvement Algorithm 
In this section a novel algorithm which utilizes the idea of reinforcement learning and is 
able to tune the weighting parameter w automatically in response to the environment 
feedback  will  be  introduced.  In  particular,  the  Mean  Square  Error  (MSE)  from  the 
kriging model is used to guide the choice of the optimum weight w and the concept of 
reward is introduced. By calculating the difference of the average MSE over the full 
design  range  between  the  given  iterations,  the  rewards  from  two  different  weight 
distribution, one with emphasis whereas the other on exploration or exploitation are 
achieved. By comparing the pairs of rewards (Reward1 and Reward2) in pre-test, the 
weights are redistributed on the two terms which favour the exploration and exploitation 
respectively so that the biggest reward is achieved. The Adaptive Weighted Expected 
Improvement (AWEI) strategy is described as one of the possible algorithms in Figure 
6.2. AWEI endeavours to encourage the alternative options emphasising exploration or 
exploitation depending of the results of the initial pre-test.  Chapter 6 Reinforcement Learning Methods                                                                                                                                        
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Figure 6.2: The transition of Adaptive Weighted Expected Improvement (AWEI) 
 
Here the initial setting of critical parameters should be explained further. Before the pre-
test, at each iteration the alternative weights w1 and w2 in Figure 6.2 are calibrated as 0.5 
(the Expected Improvement), and then after comparing the rewards produced by the 
pre-test  from  separated  components  emphasising  exploration  and  exploitation 
respectively in EI utility function guide the redistribution of weights since w1
* and w2
* 
are intermediate variables. 
The following annotations explain the specific meaning of the signs and abbreviation 
used in this flowchart. Chapter 6 Reinforcement Learning Methods                                                                                                                                        
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N: the number of iterations 
AMSE 1(N): the average value of mean square error of the action 1 gained from the 
current pre-test, which emphasis on exploitation 
AMSE 2(N): the average value of mean square error of the action 2 gained from the 
current pre-test, which emphasis on exploration 
AMSE  (N-1):  the  average  value  of  mean  square  error  gained  from  the  previous 
approximation (not the pre-test) depended on the redistributed weights  
Thus, the rewards of the two pre-tests can be calculated as                   
       ??       and                                   The  estimation  of 
       and         will  be  used  to  get  the  intermediate  weight  value     and 
   assisted by the parameter β which decides the magnitude of tuning the weighting 
parameters.  
                       
          
           (N is the number of iterations)                             (6.2) 
                       
          
           (N is the number of iterations)                            (6.3) 
The Equation (6.2) and (6.3) are the approaches of calculating the intermediate weights 
      and        (not  the  final  redistributed  weights      and      at  the  Nth 
iteration), respectively. The AWEI algorithm endeavours to encourage exploration or 
exploitation depending on the results of the initial pre-test. The setting of the parameter 
β will be discussed in detail at the next section.  
       
      
                 
(N is the number of iterations)                                            (6.4) 
       
      
                 
(N is the number of iterations)                                            (6.5) 
The pair of final optimal weights       and       which consist of the intermediate 
weights       and         will be applied to the exploration and exploitation terms 
in WEI at the Nth iteration respectively. However when copping with the practical task, 
this intelligent scheme of tuning weights still needs to apply certain standby actions in Chapter 6 Reinforcement Learning Methods                                                                                                                                        
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order to prevent the test failure of any of the two optional weights during pre-test. There 
are more details about the difficulty appeared in practical experiments will be presented 
in next section. 
6.4 Practical Performance of the Adaptive Weighted Expected 
Improvement  
The rewards calculated by the variance of the average mean square error from two 
parallel actions, the ‘exploration and exploitation terms in the EI utility function’, guide 
the kriging surrogate model to put more emphasis on the term obtaining more rewards. 
However,  as  demonstrated  in  Chapter  4,  the  feature  of  the  two  terms  favouring 
exploration and exploitation in EI utility function has been analysed respectively. One 
particular  problem  was  identified  and  needed  special  attention.  The  term  which 
encourages  exploitation  can  sometimes  cause  the  kriging  model  to  stop  because  of 
choosing repeatedly the same new point for evaluation (within the specified accuracy). 
Here, in the pre-test, the alternative exploitation term may be extremely likely to cause 
the kriging model selecting the sampling points  repeatedly in  the area already  with 
abundant known information, thus fails to achieve the reward from this optional pre-test. 
Should  this  happen (or  should  – for any  other  reason  – one of  the  rewards not be 
assessed  properly  or  fail),  the  algorithm  is  effectively  reset  and  the  EI  function  is 
temporarily applied to select the next point for evaluation; in the next step the algorithm 
reverses to the AWEI. The specific process of balancing exploration and exploitation is 
shown in the following decision-making chart. Chapter 6 Reinforcement Learning Methods                                                                                                                                        
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Figure 6.3: The decision-making chart of the Adaptive Expected Improvement with the 
remedial measurement 
(the symbols in this figure represent same meaning as shown in Figure 6.2) 
In Figure 6.3, as a critical intermediate parameter, the tuneable parameter β controls the 
impact  brought  from  rewards  to  the  present  weights  balancing  exploration  and 
exploitation. The tuneable parameter β determines if the kriging surrogate model can 
finally  converge  to  the  global  optimum  successfully,  thus  in  order  to  achieve  an 
appropriate value of β a series of numerical tests needs to be done. As illustrated in the 
section 4.4 of Chapter 4, along with the iterative process going the average value of the Chapter 6 Reinforcement Learning Methods                                                                                                                                        
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MSE over all the design space might increase instead of declining consistently. If any of 
the parallel actions in the given pre-test causes the average mean square error increases 
like  (             ??           or                         ),  the  reward 
(                                   and                         
        ) obtained via observing the variation of average mean square error can be 
close to zero or even negative value. Then the unappropriated value of β may cause the 
weighting parameters w1 or w2 to be zero or even negative, moreover the occasional 
appearance  of  negative  weighting  parameter  may  affect  the  convergence  process 
negatively,  which  has  been  verified  in  Chapter  5.  We  have  used  the  Schwefel  test 
function again with the same settings of initial sampling points imposed as x= -450, -
230, -150, -40, 160, 500 and the tuneable parameter β varied in a controlled way as 
follows. 
β 
The number of iterations to find 
the global minimum of objective 
function 
β 
The number of iterations to find 
the global minimum of objective 
function 
0.001  16 iter  0.08  12 iter 
0.005  16 iter  0.1  12 iter 
0.01  16 iter  0.2  8 iter 
0.05  12 iter  0.3  8 iter 
 
Table 6.1: Performance of kriging model with AWEI for different value of tuneable parameter β 
 
In Table 6.1, when β = 0.001, 0.005, 0.01, 16, iterations are required to find a global 
minimum, thus AWEI performs slightly worse than the kriging model assisted by EI 
with the same initial setting; when β = 0.05, 0.08, 0.1 altogether 12 iterations are needed 
to find the global minimum; when β = 0.2 or 0.3 a better performance is observed with 
eight iterations needed to find the global minimum. In order to track the history of 
selecting sampling points throughout the convergence process, several tests with the 
typical value of β have been demonstrated from Figure 6.4 to Figure 6.11.    Chapter 6 Reinforcement Learning Methods                                                                                                                                        
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Figure 6.4: The Adaptive Expected Improvement for the tuneable value β = 0.001 
 (Legend: circle with a number denotes iterations where exploration term is dominant; square 
with a number denotes iterations where exploitation term is dominant.). 
Figure 6.4 shows an approximation result for the tuneable value β = 0.001; the sampling 
points  labelled  by  the  corresponding  number  demonstrates  the  history  of  infilling 
sampling points. Two distinct symbols, ‘a circle or a square’, are used to differentiate 
the action emphasising exploration or exploitation at the specific iteration. When β = 
0.001, the kriging model requires 16 iterations to converge at the global minimum and 
in  the  mean  time  the  two  local  minima  (        ,                 ;         , 
             ) are also found. It can be found that amongst the 16 actions there are 
15  of  them  encouraging  exploration  rather  than  exploitation,  since  only  in  the  last 
iteration the action favouring  exploitation  is  applied. Compared with  the previously 
described results of the kriging assisted by normal EI, the kriging model with AWEI 
when β = 0.001 emphasize more exploration. Although, except for the region (-50 ≤ x 
≤  150), in the remaining design space the quality of approximating the shape of the 
objective function is better than the prediction achieved by the kriging with EI. This 
potential  feature  may  be  utilized  for  the  robust  design  in  later  which  requires  the 
optimizer to predict the shape of the objective function as accurately as possible rather 
than only to find out the global minimum successfully.  Chapter 6 Reinforcement Learning Methods                                                                                                                                        
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Figure 6.5: The Adaptive Expected Improvement for the tuneable value β = 0.05 
(Legend: circle with a number denotes iterations where exploration term is dominant; square 
with a number denotes iterations where exploitation term is dominant.). 
 
Figure 6.6: Performance of kriging model with AWEI for β = 0.1 
(Legend: circle with a number denotes iterations where exploration term is dominant; square 
with a number denotes iterations where exploitation term is dominant.). Chapter 6 Reinforcement Learning Methods                                                                                                                                        
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Figure 6.7: Performance of the kriging model with AWEI for β = 0.3 
(Legend: circle with a number denotes iterations where exploration term is dominant; square 
with a number denotes iterations where exploitation term is dominant.). 
 
In order to observe the correlation between the tuneable parameter β and the balance 
between exploration and exploitation, the three more typical tests (β = 0.05, 0.1 and 0.3) 
have been done. When β = 0.05 and 0.1, they both take 11 iterations to locate the global 
minimum; when β = 0.3, a better performance is observed that only eight is necessary to 
find the global minimum. Along with the increasing value of β, the number of actions 
favouring exploitation also increases which indicates faster convergence.  
To  achieve  the  best  performed  value  of  β,  more  tests  are  necessary.  The  best 
performance with only five iterations needed was observed when β = 0.35 and β = 0.40, 
as  demonstrated  in  Figure  6.8  and  Figure  6.9.  Based  on  these  results,  it  can  be 
concluded roughly that in the range of β from 0.001 to 0.35 the efficiency of finding 
global minimum increases meanwhile the kriging model frequently applies the action 
favouring exploitation; when  β = 0.35 and β = 0.40 the best performance has been 
observed, since when β is from 0.4 to 2 the AWEI requires more iterations than the best 
performance to converge at the global minimum; finally until when β = 3, the AWEI 
fails  to  find  the  global  minimum.  A  summary  of  the  results  of  testing  the  kriging Chapter 6 Reinforcement Learning Methods                                                                                                                                        
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surrogate model assisted by the AWEI algorithm for different values of β is presented in 
the column chart (Figure 6.12). 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.8: The best performance of AWEI when the tuneable parameter β is equal to 0.35 
(Only require 5 iterations to find the global minimum) 
(Legend: circle with a number denotes iterations where exploration term is dominant; square 
with a number denotes iterations where exploitation term is dominant.). 
 
 
Figure 6.9: Performance of a kriging model with AWEI for β = 0.40 
(Legend: circle with a number denotes iterations where exploration term is dominant; square 
with a number denotes iterations where exploitation term is dominant.). Chapter 6 Reinforcement Learning Methods                                                                                                                                        
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Figure 6.10: Performance of a kriging model with AWEI for β = 0.6 
(Legend: circle with a number denotes iterations where exploration term is dominant; square 
with a number denotes iterations where exploitation term is dominant.). 
 
 
Figure 6.11: Performance of a kriging model with AWEI for β = 0.8 
(Legend: circle with a number denotes iterations where exploration term is dominant; square 
with a number denotes iterations where exploitation term is dominant.). Chapter 6 Reinforcement Learning Methods                                                                                                                                        
 
72 
 
0
2
4
6
8
10
12
14
16
18
 β 
The efficiency of finding global minimum using 
kriging surrogate model assisted by AWEI with 
different value of β 
β=0.001  β=0.005  β=0.01  β=0.05  β=0.08  β=0.1  β=0.2 
β=0.3  β=0.35  β=0.4  β=0.6  β=0.8  β=1  β=2 
T
h
e
 
n
u
m
b
e
r
 
o
f
 
i
t
e
r
a
t
i
o
n
s
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.12: A summary of the test results using AWEI for different values of β. 
6.5 Conclusion 
The importance of choosing proper weights distributed on exploration and exploitation 
in  WEI  has  been  confirmed  form  the  point  of  view  of  convergence  to  the  global 
optimum  effectively  and  efficiently;  however,  an  optimal  weighting  parameter  is 
difficult to be found. Even the best performing weight under certain special situation 
can hardly guarantee that it will also cope with other tasks and perform equally well. 
Thus  a  better  algorithm  is  essential  which  can  adjust  the  weighting  parameter  in 
response  to  environment  adaptively  and  automatically.  The  idea  of  reinforcement 
learning  has  been  implemented  to  construct  one  new  strategy  called  Adaptively 
Expected Improvement which can guide the kriging surrogate model how to map the 
situation  and  how  to  choose  the  next  action  so  as  to  balance  the  exploration  and 
exploitation automatically and intelligently. Through sensing the impact of the built-in 
feedback  from  the  previous  actions,  this  algorithm  can  calculate  the  reward  via 
comparing the current performance and the future performance obtained from pre-tests 
for different optional actions. The main contribution of AWEI is that through observing 
the variation of the average mean square error of the overall design space the reward is Chapter 6 Reinforcement Learning Methods                                                                                                                                        
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obtained and the pre-test involves the actions favouring exploration and exploitation 
respectively.  Via  testing  these  alternative  actions  in  advance,  the  one  with  a  better 
reward  would  be  applied  next.  In  addition,  the  setting  of  intermediate  parameter  β 
controls the magnitude of tuning the redistributed weights, hence a number of tests have 
been undertaken to achieve the optimal value for further use. Chapter 7 Surrogate Model based Weighted Expected Improvement approach with rewards                                                                                                                                        
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Chapter 7 Surrogate Model based Weighted 
Expected Improvement approach with rewards 
7.1 Introduction 
Based on the theory of reinforcement learning, the AWEI illustrated in last chapter is 
able to take account of the feedback produced by the krging model during the iterative 
process, and then guides the model itself redistribute the weights on the exploration and 
exploitation respectively [49]. The updated sampling points selected by the WEI with 
different weights in the pre-test of the prototype of AWEI need to call the real objective 
function which should be unacceptable when solving the practical problem by FEM 
modelling.  Moreover  the  pre-test  of  AWEI  only  makes  an  anticipation  of  optimal 
weight combination for next iteration in order to obtain the largest reward [48]. It may 
be viewed as an emphasis of immediate interests and may not necessarily be helpful to 
gain the long-term benefits.  
In  this  chapter,  another  new  strategy  is  developed  which  is  able  to  predict  the 
cumulative rewards likely to occur in long-term as a consequence of a particular choice 
of  actions.  This  approach  also  follows  the  ideas  of  reinforcement  learning  first 
introduced in [46] in the context of games theory to a well-known one-armed bandit 
problem [48]. Only assessing the short-term rewards may be not enough to guide the 
kriging model converge to the global optimum successfully, whilst the pre-test of AWEI 
need more information from the real objective function. But this novel strategy mainly 
focuses on collecting the long-term rewards/accumulative rewards at a given iteration 
step based on a ‘simplified surrogate model’ built especially for pre-test which only 
uses  existing  information  produced  by  the  kriging  model  itself  rather  than  the 
information from the real objective function [48]. During the pre-test process, a pair of 
weights (one emphasising exploration and the other exploitation) are chosen as two 
optional actions in parallel for determining how to redistribute the weights on these two 
alternative  terms.  As  the  most  critical  capability,  this  new  strategy  utilizes  the 
combination of the most recent prediction results and the corresponding mean square 
error  to  build  the  simplified  surrogate  model  for  testing  the  alternative  actions 
preliminarily and then the rewards achieved from the pre-test would guide the optimizer Chapter 7 Surrogate Model based Weighted Expected Improvement approach with rewards                                                                                                                                        
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to balance exploration and exploitation adaptively. If either of the optional actions in the 
pre-test fails to be tested because of the termination criteria, then the normal EI would 
be applied automatically as the standby approach for selecting the new sampling point 
for further prediction in the next iteration. The novel strategy, named the ‘Surrogate 
Model based on Weighted Expected Improvement approach with rewards (SMWEI)’ is 
fully depicted in Figure 7.1. 
 
Figure 7.1: The SMWEI for making decision based on long-term rewards for balancing 
exploration and exploitation Chapter 7 Surrogate Model based Weighted Expected Improvement approach with rewards                                                                                                                                        
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7.2 The Surrogate Model of Objective Function for ‘Forward 
Prediction’ 
In order to evaluate the long-term rewards, a cheap surrogate model only utilizing the 
existing  information  is  essential  rather  than  requiring  more  information  from  FEM 
modelling. Inevitably such a pre-test will be less reliable than using real data points 
(which  in  this  application,  as  already  stressed,  would  be  too  expensive  and  thus 
unacceptable) but may result in an overall better assessment of long-term benefits of 
different actions than a simple one-stage algorithm developed and described earlier as 
the Adaptive Weighted Expected Improvement strategy. So how to build the simplified 
surrogate model for the pre-test of observing the impact of different optional actions 
becomes a critical issue.  
There are of course many methods of constructing a surrogate model. We suggest, and 
have implemented, using the Root Mean Square Error (RMSE) already available in the 
kriging  prediction,  even  though  this  is  not  the  real  error  between  the  kriging 
approximation and the real objective function (which is of course unknown at this stage). 
A mean square error distributed randomly is added to the specific approximation and 
thus effectively we now have two kriging surrogate models simultaneously, the original 
one based on the most recent “real” data points, and a second one – used only for the 
purpose of “forward prediction” of the long-term effects of a particular action – which 
ultimately leads to an overall long-term “reward” of a particular action. As there are two 
possible actions, and they are assessed independently, we end up with two rewards; the 
better reward will identify the better cause of action, a new point is selected, the finite 
element programme executed and a new point added to the curve. This will give rise to 
a new surrogate model and a new “secondary” surrogate model (or rather a pair of 
models  as  there  are  two  parallel  actions);  the  process  will  continue  until  some 
termination criteria are met. The randomly distributed RMSE is added to the specific 
approximation  and  thus  effectively  we  now  have  two  kriging  surrogate  models 
simultaneously,  the  original  one  based  on  the  most  recent  ‘real’  data  points,  and  a 
second one – used only for the purpose of ‘forward prediction’ of the long-term effects 
of a particular action – which ultimately leads to an overall long-term ‘reward’ of a Chapter 7 Surrogate Model based Weighted Expected Improvement approach with rewards                                                                                                                                        
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particular action. The second simplified surrogate model for the pre-test is built in the 
following way: 
The Simplified Surrogate model for pre-test = The most recent kriging prediction + 
Gaussian distributed the accessary RMSE (produced by the kriging model). 
7.2.1 The Simplified Surrogate Model in Numerical Tests 
In the previous section, the process of how to construct a simplified surrogate model for 
the  pre-test  of  SMWEI  was  demonstrated.  Because  the  simplified  surrogate  model 
involves both the randomly distributed RMSE and the most recent prediction result, it is 
found that the trajectory of this data combination looks like jagged or fluctuated as 
shown in Figure 7.2(a), 7.2(c), 7.2(e). If directly utilizing this original data with drastic 
fluctuations, the roughness of the data would easily misguide the kriging model to make 
mistaken decision. Therefore a smoothing treatment is applied to smooth the shape of 
the original data. As before, the Schwefel test function is chosen as the test function 
here in order to compare to the other methods. In Figure 7.2, three pairs of the data of 
simplified surrogate model and the data with the smoothing treatment at three different 
iterations, the first, fifth and tenth iteration are listed respectively. It can be found that 
along with the ongoing iterative process the prediction results get more accurate, whilst 
due  to  obtain  more  objective  function  evaluation  the  trajectory  of  the  simplified 
surrogate model gradually  evolves to be more similar to the real objective function 
relatively. Chapter 7 Surrogate Model based Weighted Expected Improvement approach with rewards                                                                                                                                        
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(a) The simplified surrogate model for pre-test without smoothing treatment at the first iteration 
 
(b) The simplified surrogate model for pre-test with smoothing treatment at the first prediction Chapter 7 Surrogate Model based Weighted Expected Improvement approach with rewards                                                                                                                                        
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(c) The simplified surrogate model for pre-test without smoothing treatment at the fifth iteration 
 
(d) The simplified surrogate model for pre-test with smoothing treatment at the fifth prediction Chapter 7 Surrogate Model based Weighted Expected Improvement approach with rewards                                                                                                                                        
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(e) The simplified surrogate model for pre-test without smoothing treatment at the tenth 
iteration 
 
(f) The simplified surrogate model for pre-test with smoothing treatment at the tenth prediction 
Figure 7.2: The two versions of simplified surrogate model obtained by SMWEI (with 
smoothing treatment and without it) at the first, fifth, tenth iterations respectively 
(w1=0.7, w2=0.1) Chapter 7 Surrogate Model based Weighted Expected Improvement approach with rewards                                                                                                                                        
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Two weights, w1=0.7 and w2=0.1, have been chosen as alternative optional weights in 
the pre-test, favouring exploration and exploitation, respectively. During the period of 
pre-test, only the existing information has been used rather than calling the FEM model. 
Because the simplified surrogate model is computationally cheap, the observation of 
long-term rewards has been considered. Throughout the iterative process the number of 
inner  iterations  in  the  pre-test  is  set  as  ten,  rather  than  one  for  observing  the 
performance  of  the  alternative  actions  in  long-term,  which  has  been  applied  all  the 
following  tests.  The  Schwefel  test  function  and  the  same  initial  sampling  points  as 
before were used for comparison with the previous results, since in reality such initial 
sample points should be distributed randomly or chosen by a sampling strategy such as 
Latin Hypercube sampling [40]. Several pairs of specific weights were chosen to test, 
and the results are discussed below. Finally, as the “second” kriging surrogate model 
relies on a random distribution of error, all tests were conducted ten times with the same 
pair of values of w1 and w2 and the performance averaged. 
 
Figure 7.3: The performance of the kriging with SMWEI when with w1=0.7 and w2=0.3. 
(Legend: circle with a number denotes iterations where exploration term is dominant; 
square with a number denotes iterations where exploitation term is dominant.). 
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When w1=0.7 and w2=0.3 the number of iterations required to find the global minimum 
is between 9 and 16 during the ten tests and the average number of iterations for this 
case is 12. One of the results is shown in Figure 7.3 and the following comments can be 
made:  the  kriging  model  with  SMWEI  takes  11  iterations  to  find  out  the  global 
minimum; among the 11 iterations there are 6 actions emphasizing exploration and 5 
actions emphasizing exploitation; there is an interesting ‘departure’ at the tenth iteration 
to explore a remote region rather than the recently searched region. In addition to this 
setting of alternative weights, there are more tests have been done: when w1 = 0.6 and 
w2 = 0.4 the number of iterations required to find a global minimum is between 10 and 
16, for w1 = 0.8 and w2 = 0.2 it is 10-17, finally for w1 = 0.9 and w2 = 0.1 it is 11-15. 
The  average  number  of  iterations  for  the  pairs  of  values  above  is  13,  15  and  12, 
respectively, so it is quite steady and does not appear to be sensitive to the variation of 
the values. One particularly ideal performance appears when  1 0.7 w   and 2 0.1 w   as 
demonstrated by Figure 7.4. For this case only 6 iterations were required to find the 
global minimum of the objective function. 
 
Figure 7.4: The ‘best’ performance of SMWEI with w1=0.7 and w2=0.1 
(The meaning of labels is same as Figure 7.3.) 
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There  appears  to  be  little  benefit  in  applying  the  last  strategy  compared  with  the 
previous  AWEI  algorithm,  but  more  testing  is  required  to  draw  more  meaningful 
conclusions. In particular, it is interesting to notice that the SMWEI clearly makes a 
better attempt at exploring local minima – this may prove very important in the context 
of robust design where not only the value but also the shape of the minimum is of 
relevance. Thus, a strategy which explores the space more thoroughly may after all be 
preferable even if more expensive.  
7.3 The Performance of SMWEI facing an ‘Extreme case’  
To become confident about the reliability of SMWEI, the kriging model with the novel 
strategy needs to be taken into certain extreme environment to test. The above tests all 
applied the initial sampling points dispersed abundantly, however in many optimisation 
problems the searching space is not given or the initial sampling points may not be 
favourably distributed throughout the searching space. This means that the very limited 
local  information  presents  substantial  difficulty  in  the  prediction  process.  We  have 
therefore decided to assess the performance of SMWEI under an “extreme case” when 
the initial sampling points are located only in a narrow part of the searching space. 
Hypothetically, if all initial sampling points are close to the valley of a local minimum, 
the optimizer may easily  be be guided to  converge to a local minimum rather than 
finding the global one successfully under the overemphasis of exploitation.  
A set of corresponding test results are shown in Figures 7.5 - 7.8 to verify the reliability 
of SMWEI. For the first case, the initial sampling points are concentrated in the middle 
of the test range of the objective function, where there seems to be a plateau compared 
with  other  strongly  fluctuated  parts.  Two  distinct  extreme  cases  of  initial  point 
distributions were set to test the robustness of the SMWEI algorithm, while at the same 
time comparing with the performance of a kriging model assisted by EI with the same 
initial test environment. The specific test results of the first ‘extreme’ case are presented 
in  Figure  7.5  and  Figure  7.6;  they  are  the  kriging  models  with  SMWEI  and  EI, 
respectively. The initial sample points are located in a narrow region in the middle of 
the objective function. When          and         , the SMWEI performs better than 
the EI and only requires 11 iterations to find the global minimum as compared with EI 
which requires 20 iterations. In Figures 7.5 - 7.8, the unfavourable distribution of initial Chapter 7 Surrogate Model based Weighted Expected Improvement approach with rewards                                                                                                                                        
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sample points is definitely a challenging case as the initial points give very little clue as 
to the optimizer. Particularly, the distribution of initial points shown in Figures 7.7 and 
7.8 is likely to puzzle the kriging surrogate model to converge at the local minimum, 
because the initial sample points are highly concentrated on one slope of a valley of the 
local minimum and one of the initial sampling points is extremely close to the local 
minimum. Rather remarkably the SMWEI algorithm performs very robustly with only 
nine  iterations  to  find  the  global  minimum  which  includes  three  actions  favouring 
exploration, four actions favouring exploitation and two actions applying normal EI 
because of the failure of the pre-test, whereas the kriging with EI needs 12 iterations.   
 
Figure 7.5: The performance of the kriging with SMWEI when copping with an ‘extreme’ case 
(Legend: circle with a number denotes iterations where exploration term is dominant; 
square with a number denotes iterations where exploitation term is dominant.). Chapter 7 Surrogate Model based Weighted Expected Improvement approach with rewards                                                                                                                                        
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Figure 7.6: The performance of the kriging assisted by the EI when copping with an ‘extreme’ 
case 
 
Figure 7.7: The performance of the kriging with SMWEI when copping with an ‘extreme’ case 
(Legend: circle with a number denotes iterations where exploration term is dominant; 
square with a number denotes iterations where exploitation term is dominant.). 
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Figure 7.8: The performance of the kriging assisted by EI when copping with an ‘extreme’ case 
7.4 Conclusion 
In addition to AWEI, another novel algorithm called SMWEI has been proposed, also 
adopting concepts  of reinforcement  learning, in  an attempt to  automatically balance 
exploration  and  exploitation  in  computationally  expensive  electromagnetic  design 
optimization problems. It is also based on kriging surrogate modelling and uses the 
notion of rewards for selecting the best position of further evaluation. In the pre-test of 
the SMWEI method, a simplified surrogate model utilizes the combination of the most 
recent prediction result and the randomly distributed mean square error over the design 
space for test the different optional weights to achieve the best-performed one. Different 
setting  of  test  condition  has  been  tried,  and  the  SMWEI  indeed  performs  the  high 
confidence  of  converging  to  the  global  optimum  even  in  certain  very  difficult  test 
environment. From the above test results, it is found that this novel strategy with the 
capability of automatically tuning the weights on exploration and exploitation can offer 
more reliable approximation about the shape of the objective function than the currently 
existing utility function. Currently, pursuing the global optimum is the unique target of 
the model, but if the robustness of the achieved optimum requires to be considered. Chapter 7 Surrogate Model based Weighted Expected Improvement approach with rewards                                                                                                                                        
 
87 
 
Probably  this  feature  may  be  helpful  for  the  robustness  evaluation  which  will  be 
demonstrated  later,  and  this  algorithm  will  be  implemented  in  practical  design  of 
electromagnetic and electromechanical devices. Chapter 8 Strategies for balancing exploration and exploitation in electromagnetic optimisation                                                                                                                                        
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Chapter 8 Strategies for balancing exploration 
and exploitation in electromagnetic optimisation 
8.1 Introduction 
Balancing  exploration  and  exploitation  adaptively  with  automatic  response  of 
environmental feedback has been realised by using a reinforcement learning approach, 
as demonstrated before [50]-[52]. However, in practical design problems, in addition to 
finding the global optimum efficiently, the robustness of the optimal solution may also 
need  to  be  considered  due  to  the  uncertainties  existing  in  design  variables.  The 
improved kriging surrogate model with the help of the intelligent strategy of balancing 
exploration and exploitation is able to guarantee the high success rate of converging to 
the global optima as well as the relatively high accuracy of approximating the shape of 
objective functions, thus it is considered to provide the prediction for the robustness 
evaluation. The quality of the approximation of objective functions’ shape is closely 
related to the number of known sampling points and the distribution of them over the 
design space. The termination criterion of the kriging model determines the number of 
updated sampling points. The two currently used termination criteria are illustrated in 
this chapter. One two-variable numerical function including the robust and rugged area 
is especially designed for verifying the reliability of finding the global optimum and  
observing the approximation quality of the function’s shape. In addition, the specific 
weights distribution during the iterative process is exposed for better understanding the 
process of balancing the exploration and exploitation. 
8.2 Kriging with different strategies for balancing exploration and 
exploitation 
The concept of the kriging method and the currently existing methodologies for seeking 
the  new  sampling  points  was  illustrated  in  detail  in  Chapter  4.  By  comparing  the 
reliability and efficiency between different approaches of selecting sampling points, the 
WEI  method  was  found  to  perform  better  than  other  utility  functions  with  certain 
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exploitation terms in WEI separately the importance of balancing them were confirmed. 
In practical experiments, the exploration term performs dramatically better in terms of 
finding the global optimum since the exploitation tends to search the area containing the 
minimum of known sampling points.  
As suggested by previous tests in Chapter 6, the optimal choice of the weights is critical 
in terms of the ability of the algorithm to achieve the global optimum and doing it 
efficiently;  unfortunately the optimal weights  are normally hard to  find and  require 
numerous  tests.  Therefore  two  further  algorithms  using  reinforcement  learning  [46] 
called Adaptive Weighted Expected Improvement (AWEI) and Surrogate Model based 
Weighted Expected Improvement approach with rewards [48] (SMWEI) [52] have been 
proposed to make the process of tuning weights more intelligent and self-guiding. 
The Mean Square Error (MSE) produced by the kriging model is used to calculate the 
rewards as the basis of how to redistribute the weights on exploration and exploitation. 
The  AWEI  algorithm  can  tune  the  weights  automatically  based  on  the  comparison 
between  the  potential  rewards  from  two  optional  weight  combinations  emphasising 
exploitation  and  exploration,  respectively.  After  comparison,  the  best-performed 
weights  are  redistributed  on  the  two  terms  of  (1)  to  encourage  exploration  or 
exploitation depending on the results of the initial pre-test. However, AWEI only takes 
account of the short-term rewards at a given iteration step, whereas SMWEI can predict 
the cumulative rewards likely to occur in the long-term as a consequence of a particular 
choice of actions. Furthermore, SMWEI creates a surrogate model based on potential 
error and kriging prediction to use in a pre-test, rather than using the information from 
the  time-consuming  finite  element  modelling  software.  In  the  pre-test,  two  distinct 
weights  are  used  –  one  favouring  exploration  and  the  other  one  exploitation  –  and 
iterations  continue  using  the  surrogate  model  independently  in  parallel  until  overall 
rewards have been found. The optional weight with better reward of the two is then used 
to feed back – via the FEM module – into the main iterative loop of the design process. 
8.2.1 SMWEI with multi-weights in the pre-test 
In  practical  electromagnetic  problems,  the  robustness  of  the  design  is  a  significant 
requirement that needs to be considered. Through testing it has been found that the 
SMWEI algorithm with certain pairs of weights in the pre-test performs better in terms Chapter 8 Strategies for balancing exploration and exploitation in electromagnetic optimisation                                                                                                                                        
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of estimating the shape of the objective function, a feature which might be helpful when 
assessing the robustness of the design. As SMWEI is limited by the pre-set pair of 
weights in the pre-test, a number of experiments may be necessary to find the pair 
resulting in more faithful representation of the shape. As the pre-test is ‘cheap’, more 
weights  can  be  selected  to  broaden  the  base  for  comparisons.  The  new  version  of 
SMWEI with multi-weights is described in Figure 8.1. Because there is only one pair of 
weights (one emphasising exploration and the other emphasising exploitation) provided 
in the pre-test of SMWEI described previously in [52], if one of the rewards is not 
assessed properly, or fails the pre-test for some other reason, there is only one ‘back-up’ 
action  available,  that  is  apply  expected  improvement  (EI)  rather  than  continuing 
comparing  the  rewards  produced  by  the  two  weights.  Thus  applying  more  optional 
weights  in  the  pre-test  will  allow  the  comparisons  to  continue,  even  if  some 
combinations  of  weights  may  fail  in  the  pre-test.  The  target  of  selecting  the  best-
performed weight according to the feedback from the pre-test is to reduce the average 
standard error provided by kriging model itself. Whilst considering applying the kriging 
model dealing with the robust design problems, the critical prerequisite is that kriging 
can provide enough accuracy of the prediction which not only includes locating the 
global minimum precisely but fixes the shape of objective function as  well. As the 
potential  error,  the  mean  square  error,  is  able  to  indicate  the  confidence  about  the 
response surface at each point within the design range, so it is used to judge the effect of 
the predicting outcome. Always choosing the optimal weights, which can reduce the 
average mean square error fastest in the pre-test, makes the kriging model approximate 
the shape objective function as precisely as possible. The improved decision-making 
chart of the actual implementation is shown in Figure 8.1. Chapter 8 Strategies for balancing exploration and exploitation in electromagnetic optimisation                                                                                                                                        
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START
Initial set of points from 
FEM
Where to put the next 
point?
Create surrogate model based 
on existing points
Choose strategy: Surrogate 
Model based WEI with rewards
Use FEM 
to 
evaluate 
next 
design 
vector
Select next point
Termination criteria
END
Action 1
Nth iter 
w1=0.1
Calculate Reward1(N) --- Reward9(N)
Select a point for bigger Reward or use 
EI if either Reward fails
Action 2
Nth iter 
w1=0.2
………
Action 9
Nth iter 
w9=0.9
Action 10
Nth iter 
w10=1
 
Figure 8.1: The SMWEI with more optional weights in pre-test for achieving the optimal 
weights 
 
8.2.2 SMWEI with the strategy of adaptively tuning weights 
In the pre-test of SMWEI, a pair of fixed weights (one emphasising exploration and the 
other  one  exploitation)  needs  to  be  set  initially;  the  guidelines  how  to  select  such 
weights are subject to further experiments. However, the strategy of tuning the weights 
automatically and adaptively in the pre-test of AWEI can also be used in SMWEI in 
order to avoid the need for setting initial optional weights. The decision-making chart of 
the actual implementation is shown in Figure 8.2.  
Since all pre-tests in SMWEI apply a ‘cheap’ simplified surrogate model based on the 
specific  prediction  and  potential  error  produced  by  kriging,  the  Mean  Square  Error 
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Expected  Improvement.  The  simplified  surrogate  model  in  the  pre-test,  quite  rough 
initially, is increasingly becoming accurate as a result of adding objective function calls; 
therefore the MSE might guide the kriging model directly to search the regions of the 
simplified  surrogate  model  with  high  uncertainty.  Figure  8.2  demonstrates  how  this 
strategy tunes the weights adaptively throughout the whole iterative process.  
Pre-test using the idea of the pre-test of AWEI
Pre-test
START
Initial set of points from 
FEM
Where to put the next 
point?
Create surrogate model 
based on existing points
Choose strategy: Surrogate 
Model based WEI with 
rewards
Use FEM 
to 
evaluate 
next 
design 
vector
Select next point
Termination criteria
Action 1
Nth iter w1>0.5
Remaining iter use EI
Add a point
Calculate Reward1(N) and 
Reward2(N)
Select a point for bigger Reward or 
use EI if either Reward fails
Add a point
Action 2
Nth iter w2<0.5
Remaining iter use EI
End
Action 1
Nth iter Exploitation Term
Remaining iter use EI
Modify w1 and w2 according to
Adapt w1 and w2
:Re 1( ) ( 1) 1( ) Exploitation ward N AM SEN AM SE N   
Re 1( )
1*( ) 1( 1)
( 1) ()
ward N
w N w N
AMSE N
   

Re 2( )
2*( ) 2( 1)
( 1) ()
ward N
w N w N
AMSE N
   

1*( )
1( )
1*( ) 2*( )
wN
wN
w N w N


2*( )
2( )
1*( ) 2*( )
wN
wN
w N w N


1( ) 1( ) 1 2( ) 2 SMWE N w N term w N term    
Action 2
Nth iter Exploration Term
Remaining iter use EI
:Re 2( ) ( 1) 2( ) Exploration ward N AMSE N AMSE N   
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8.3 Practical performance of kriging with EI in testing the two-variable 
Schwefel function 
The efficiency and effectiveness of converging at the global optimum using the kriging 
with normal EI and with the other two novel strategies has been tested with the two-
variable Schwefel test function [39] as an objective function in the range (x1 ϵ [-500, 
500], x2 ϵ [-500, 500]). The two-variable Schwefel test function is defined as follows 
(d=2): 
                                             ∑          √       
                                                   (8.1) 
 
 
Figure 8.3: The contour of the two-variable Schwefel function in the x1 ϵ [-500, 500],                
x2 ϵ [-500, 500] and y ϵ [-500, 500] domain.  
 
Figure 8.3 shows the contour of the two-variable Schwefel Test Function including one 
global minimum and several local minima, which are distributed irregularly and even 
the value of several local minima are specially similar with the global minimum, which 
might tempt the kriging model to be trapped in the local minima. Hence this function is 
acknowledged to provide a stern test to optimization algorithms. Chapter 8 Strategies for balancing exploration and exploitation in electromagnetic optimisation                                                                                                                                        
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8.3.1 The practical performance of the kriging with normal EI 
In order to analyse and compare the effects of applying different strategies to guide the 
kriging method for searching the global optimum, the two-variable Schwefel function 
with the eight initial sampling points imposed at          ,          ;          , 
        ;          ,          ;          ,         ;        ,          ; 
        ,         ;         ,         ;       ,        were used to test the EI and 
other novel strategies with the function of tuning weighting parameter automatically.  
Figure 8.4 shows that 12 iterations are necessary to find the global minimum of the 
objective function when using expected improvement. The labels of numbers tagged on 
the  sampling  points  show  the  ‘history’  of  how  the  sampling  points  were  updated 
throughout the whole iterative process for searching the global minimum.  
 
 
 
 
 
 
 
 
 
Figure 8.4: The performance of the kriging with EI to predict the two-variable Schwefel 
function 
 
It can been seen that compared with the real objective function presented in Figure 8.3 
the predicted result by kriging with EI might not approximate the shape of the Schwefel 
function ideally when the global optimum is found out. Because here the termination 
criterion is related to the surrogate model finding the location of the global minimum 
the  surrogate  model  stops.  In  fact,  when  testing  the  practical  designs,  there  is  no 
information  to  indicate  where  the  global  minimum  of  the  objective  function  is. 
Therefore how to stop the surrogate model – the ‘termination criterion’ – is one of our Chapter 8 Strategies for balancing exploration and exploitation in electromagnetic optimisation                                                                                                                                        
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research emphasises. Currently, there are two possible approaches that could be set as 
termination criteria: one is that because the surrogate model gets a certain average mean 
square value this could be used as an indicator to halt the iterations once a small enough 
mean square error is reached; the other is that iterations are terminated when repeated 
sampling points start to appear.  
8.4 Practical performance of SMWEI with multi-weights in pre-test 
In order to determine the optimal weights throughout the iterative process, more weights 
have been set as options in the pre-test of SMWEI. In the pre-test, each optional weight 
would receive feedback and then, through comparing the rewards, the optimal weight 
holding the largest reward from the pre-test would be applied in this iteration. Figure 8.5 
shows one example applying the SMWEI with the strategy of multi-weights, and it 
takes the same number of updated sampling points as EI to find the global minimum. 
The optimal weights for each iteration are presented by different label in Table 8.1 to 
differentiate them depending on the emphasis on exploration or exploitation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.5: The performance of the kriging assisted by SMWEI with multi-weights to predict 
the two-variable Schwefel function  
(the circle with a number means more exploration at that iteration; the double square means EI; 
the square with a number means more exploitation at that iteration). 
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Iteration 
number 
           The optimal weights 
1  -280  -280  -478.7100  0.3 (Emphasis on Exploration) 
2  -300  -270  -478.5300  0.6 (Emphasis on Exploitation) 
3  -310  -300  -593.2100  0.9 (Emphasis on Exploitation) 
4  -300  -310  -593.2100  0.7 (Emphasis on Exploitation) 
5  -300  -300  -599.4800  0.7 (Emphasis on Exploitation) 
6  500  420  -238.2800  0.4 (Emphasis on Exploration) 
7  350  500  229.8700  0.3 (Emphasis on Exploration) 
8  500  500  361.1800  0.4 (Emphasis on Exploration) 
9  440  420  -792.6300  0.2 (Emphasis on Exploration) 
10  440  380  -601.9300  0.4 (Emphasis on Exploration) 
11  410  420  -822.8200  0.1 (Emphasis on Exploration) 
12  420  420  -837.7300  0.5 (EI) 
 
 
Table 8.1: The optimal weights of the kriging assisted by SMWEI with multi-weights at each 
iteration within the iterative process 
 
8.4.1 Practical performance of SMWEI with the strategy of adaptively 
tuning weights 
The performance of SMWEI with the strategy of multi-weights has been discussed in 
the previous section. Here, the SMWEI with the strategy of adaptively tuning weights is 
also tested under the same conditions (the same objective function and initial sampling 
points).  Figure  8.6  shows  the  ‘history’  of  how  the  sampling  points  are  updated 
throughout the whole iterative process when applying this novel strategy. A slightly 
better performance is observed as only 11 iterations are taken to converge to the global 
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Figure 8.6: The performance of the kriging assisted by SMWEI with adaptively tuning weights 
to predict the two-variable Schwefel function (the circle with a number means more exploration 
at that iteration; the double square means EI; the square with a number means more exploitation 
at that iteration) 
8.5 A robust design 
A design engineer is always expected to have an appreciation of how small perturbation 
in design variables will affect the device performance [53]. It may be the case, however, 
that even when an optimal design method is applied to a practical engineering problem, 
a theoretical optimum with excellent predicted performance in reality performs poorly 
when it is manufactured [54], because in real-world implementations the nominal values 
are often subject to uncertainties or tolerances existing in design variables [55]. The 
theoretical  optimum  may  also  be  affected  by  uncontrollable  external  perturbations 
which can result in considerable deterioration of the target performance compared with 
the  nominal  solution  [55].  In  order  to  improve  the  reliability  of  the  product,  it  is 
sometimes the case that the theoretically best solution, which is not robust enough, has 
to be abandoned in favour of a more robust solution, which otherwise may not perform 
as well as under ideal circumstances. Clearly the first prerequisite for providing the 
prediction results for robustness evaluation is that the surrogate model must be able to 
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precisely. The efficiency of the two proposed strategies in finding the global optimum 
has been investigated in the previous section. The new challenge is now to assess the 
quality  of  the  shape  representation  to  allow  judgements  to  be  made  regarding  the 
robustness. For this purpose a test function with two variables F(x1, x2) has been built as 
plotted in Figure 8.7. The function has a global minimum (x1=46, x2=46, y=700) and a 
local one in Region B (x1 ϵ[16, 26],  x2 ϵ[16, 26],  790 y  ). Any small departure from the 
position of the global minimum (Point A) will result in a significant increase in the 
value of the objective function (making the performance of the device unacceptable), 
whereas in Region B the objective function is far less sensitive to changes in the two 
variables  ( 1 x , 2 x ).  Thus  compared  with  the  ‘sharp’  global  minimum  (Point  A),  all 
solutions within the marked square of Region B may be considered as robust as the 
practical performance of the device will be consistent even when actual dimensions 
change due to tolerances or material properties are variable within prescribed limits. 
Thus the function of Figure 8.7 may be argued to be a possible simple representation of 
the robust optimization problem. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.7: The objective function for the robust test. 
8.5.1 Testing the algorithms for the quality of the prediction of the 
robustness 
In order to compare the predictions of different strategies, the kriging method with EI 
has been tested first. Six initial sample points have been chosen as shown in Table 8.2. Chapter 8 Strategies for balancing exploration and exploitation in electromagnetic optimisation                                                                                                                                        
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These six initial sampling points have been used throughout all the robust design tests. 
The kriging method with EI requires 177 iterations to converge to the global minimum 
finally and the approximation surface after 177 iterations is shown in Figure 8.8. The 
picture on the right hand side shows the error between the actual robust test function 
and the prediction by kriging with EI. The error is calculated as the absolute value of the 
difference between the value of the objective function and the value of the prediction of 
it. 
        Objective function value ( ) 
10  10  850 
13  12  810 
19  13  805 
10  41  1000 
41  10  1000 
46  44  840 
 
Table 8.2: Initial sampling points 
 
Figure 8.8: (a) The performance of the kriging with EI when facing the robust problem (b) The 
error between the robust test function and prediction by kriging model with EI. 
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This graphical representation of the results should aid the understanding of the quality 
of the prediction.  For example, in Figure  8.8 (b), the error around the boundary of 
Region B containing the robust solution indicates that the quality of the shape prediction 
is not that accurate at that region. The rugged shape of the prediction by EI around 
Region B is therefore likely to cause the inaccuracy of the robustness evaluation around 
these solutions.  
The  SMWEI  with  adaptively  tuning  weights  used  the  same  initial  setting  to  test. 
Compared with EI, the SMWEI method performs more efficient in finding the global 
minimum (only 85 iterations – see Figure 8.9); however, the error between the objective 
function and the predicted result is worse, which is a direct consequence of having 
fewer points available for shape representation. 
In these works the Gaussian correlation model has been applied as it outperforms most 
of other models used with kriging when objective functions with nonlinear shape such 
as  densely  distributed  valleys  and  hills  are  approximated  [50].  In  the  robust  test 
discussed here the test function is very simple: it has only two minima (one global 
optimum and one local minimum) and is flat around these two regions (Figure 8.7). 
Thus the Gaussian correlation model might not fix the shape of these linear regions 
precisely. Due to the nature of the Gaussian correlation model the error introduced in 
the approximation of the flat regions of the function with a reduced number of sampling 
points can be relatively large. Although the error is reduced dramatically, as the number 
of sampling points in the flat zones increases (Figure 8.8b), having such extra points 
might be otherwise useless as these regions are of no interest to the optimization routine.  
The advantage of SMWEI with adaptively tuning weights over the EI strategy is also 
apparent when the local minimum plateau is considered. The important areas of the 
searching  space  are  much  better  approximated  by  the  SMWEI  as  this  strategy 
concentrates  more  sampling  points  around  these  areas  (Figure  8.9(b))  whereas  EI 
distributes the sampling point more evenly throughout the searching space therefore the 
error in these regions is smaller (Figure 8.8(b)). 
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Figure 8.9: (a) The performance of the kriging assisted by SMWEI with adaptively tuning 
weights when facing the robust problem, (b) The error between the test function and the kriging 
prediction  assisted by SMWEI with adaptively tuning weights when facing the robust problem. 
 
A similar observation can be made for the kriging model using the SMWEI with multi-
weights  (Figure  8.10).  A  somewhat  better  distribution  of  sampling  points  results  in 
improved approximations of the two minima and fewer iterations for finding the global 
minimum as compared with EI, although – as mentioned before – the flat regions of the 
objective functions are not well approximated due to the Gaussian correlation model 
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Figure 8.10: (a) The performance of the kriging assisted by SMWEI with multi-weights when 
facing the robust problem, (b) The error between the robust test function and prediction by the 
kriging model assisted SMWEI with multi-weights. 
 
Figure 8.11: The detailed situation of choosing optimal weights at each iteration 
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Figure  8.11  shows  the  history  of  the  kriging  assisted  by  SMWEI  using  the  multi-
weights as options during the pre-test process. The graph describes the variation of the 
optimal weights at each iteration. Rather than applying equal weights of EI within the 
whole  predicting  process,  the  SMWEI  with  multi-weights  has  a  more  flexible  and 
adaptive approach in choosing the best-performing weights in the pre-test. This method 
makes  the  process  of  reducing  the  average  mean  square  error  more  efficiently  and 
specific to the problem being solved. 
8.6 Conclusion 
In this chapter, the preparation work for the robustness evaluation commences from 
improving the strategies which has been mentioned in Chapter 6 and Chapter 7, because 
the critical prerequisite for solving the robust problem is providing accurate prediction 
of the shape of the objective function. Two novel strategies for selecting weights in the 
pre-test  have  been  proposed  in  order  to  balance  exploration  and  exploitation.  Both 
algorithms are based on kriging surrogate modelling and use the notion of rewards from 
the kriging model itself for better prediction of the shape of the objective while finding 
the global optimum efficiently. The algorithms have been tested using a two-variable 
Schwefel  function  and  specially  devised  robust  test  function  and  shown  to  perform 
better  than  the  traditional  utility  function.  Through  analysing  the  error  between  the 
prediction  provided by  the kriging model  and the real  objective  function value, the 
predicting accuracy of the kriging locating around global minimum and local minima 
has been convinced primarily. Both of these improved strategies will be implemented in 
practical design systems, especially for the purpose of electromagnetic robust design 
optimization. More details about testing the practical problem will be provided in the 
next chapter. 
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Chapter 9 Kriging with Adaptive Weighted 
Expected Improvement with Rewards Approach 
in Electromagnetic Design 
9.1 Introduction 
The  previous  chapter  demonstrated  the  importance  of  finding  the  trade-off  between 
exploration and exploitation while utilizing the kriging model to approximate the shape 
of objective function for the further evaluation of robustness. The Adaptive Weighted 
Expected  Improvement  with  Rewards  [48]  (AWEI)  [52]  employed  to  distribute  the 
weights on exploration and exploitation is investigated further, extended to real design 
problems. In this chapter, the AWEI also applies the scheme of building the ‘cheap’ 
simplified surrogate model for pre-test during the iterative process rather than directly 
obtain the information from objective functions. The Schwefel function with different 
dimensions  and  the  TEAM  Workshop  problem  22  [56]  are  chosen  to  verify  the 
feasibility of this novel algorithm.  
9.2 Balancing Exploration and Exploitation 
Two  algorithms  inspired  by  reinforcement  learning  [46],  the  Adaptive  Weighted 
Expected  Improvement  (AWEI) and the Surrogate Model  based Weighted Expected 
Improvement approach utilizing the concept of rewards [48] (SMWEI), were proposed 
in the previous chapter to make the process of tuning the weighting parameters more 
intelligent and self-guiding. During the pre-test stage AWEI applies a ‘cheap’ simplified 
surrogate model relying on a specific prediction and the potential error produced by 
kriging  [50].  A  pair  of  fixed  weights  (one  emphasizing  exploration  and  the  other 
exploitation) are initially set at equal values. The Mean Square Error from the kriging 
model is used to calculate the rewards in the pre-test stage. After comparing the rewards 
obtained  from  the  pre-test,  the  weights  are  redistributed  on  the  terms  favouring 
exploration and exploitation respectively. The weight with a better reward of the two is 
then used to feed back – via the FEM module – into the main iterative loop of the design 
process.  Chapter 9 Kriging with Adaptive Weighted Expected Improvement with Rewards Approach in 
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Although finding the global optimum is often sufficient, this may not be enough when a 
robust design is considered under certain uncertainties of variables, as information about 
the  shape  of  the  objective  function  around  local  minima  in  addition  to  the  global 
minimum is also relevant. The quality of the approximation of the objective function is 
the  most  important  prerequisite  when  the  robustness  of  the  solution  is  based  on  a 
kriging model rather than the real function. In the next section the performance of the 
AWEI  method  will  be  assessed  in  the  context  of  finding  the  global  optimum 
concurrently with obtaining a good quality function prediction for the search space of 
interest. A two-variable analytical test function will be used for illustrative purposes, 
which has been applied by many authors to discuss robust optimization. 
9.3 Numerical Experiments 
To explain the concepts we use a simple single-variable function shown graphically in 
Figure 9.1. There are two local minima (B and C) and one global minimum (A). When 
considering practical factors such as uncertainty of the variables due to manufacturing 
tolerances, non-uniform material properties or imperfect control of operating conditions, 
the theoretically best-performing point A may not be a practical optimal solution.  The 
final judgment will be influenced by the margin of the uncertainty and by how much the 
objective function may change when the design variables assume limiting values. For a 
minor uncertainty, even under extreme (but still small) departure of the parameter from 
its nominal value, the objective function may still be acceptable – even if worse than at 
the  theoretical  ‘best’  –  and  thus  even  a  ‘sharp’  optimum  like  A  may  be  judged  as 
practical. But under increased uncertainty the confidence in the final performance may 
be assured only by a much more ‘shallow’ minimum, such as B, or even C. Thus the 
preferred practical design may be selected away from the theoretical global optimum. 
The proposed methodology of how to evaluate robustness will be explained in the next 
two chapters. 
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Figure 9.1:  The single-variable analytic function [57], [58]. 
Various methods of assessing the robustness have been proposed in literature. In [58], 
the  initial  optimization  problem  is  transformed  into  a  multi-objective  optimization 
where both the objective function and the gradient index of this function are minimised 
simultaneously. We take a similar approach; however, we calculate the gradient index 
using the predicted value of the objective function rather than the function itself. The 
motivation behind such an approach is to reduce the computational effort by avoiding 
the costly FEM (or similar) numerical solution. The specific approach of calculating the 
sensitivity of solutions based on gradient index will be presented in the next Chapter, 
this chapter mainly places emphasis on the tests about the accuracy of the prediction 
obtained by kriging model with the adaptively weighted expected improvement. For this 
methodology to work it is very important to have good prediction for the objective 
function.  The quality of the prediction will now be investigated with the aid of a test 
function defined as 
            ∑ [
   
           
   
                
   
             ]  
              (9.1) 
in the range              . The two-variables (     ) version is plotted in Figure 9.2 
and will be used to assess AWEI and compare its performance against standard EI 
method.  
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Figure 9.2: A two-variable objective function 
 
                     
10  7  7.9966  20  7  7.6024 
10  10  8.1913  7  13  7.0688 
5.7  10  6.4292  25  20  7.2927 
13  7  7.0688       
 
Table 9.1: Initial Sampling Points 
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(b) 60th iteration 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(c) 120th iteration 
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(e) 240th iteration 
 
 
 
 
 
 
 
(f) 300th iteration 
 
 
 
 
 
 
 
(g) 324th iteration 
Figure 9.3: The iterative process of Kriging assisted by EI ( prediction and error) Chapter 9 Kriging with Adaptive Weighted Expected Improvement with Rewards Approach in 
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(a) 20th iteration 
 
 
 
 
 
 
 
 
 
(b) 60th iteration 
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(d) 180th iteration 
 
 
 
 
 
 
 
 
 
 
 
(e) 211th iteration 
Figure 9.4: The iterative process of Kriging assisted by AWEI (prediction and error) 
 
For both the EI and AWEI tests, seven initial sampling points were used (as in Table 
9.1). For better observation of variation throughout the whole iterative process, while 
applying EI and AWEI respectively, several prediction results and the corresponding 
errors  between the prediction  and the real  objective function at  certain  iteration are 
presented as above. Kriging assisted EI needs 324 iterations to find the global minimum 
and the predicted shape is demonstrated in Figure 9.3, with the error calculated against Chapter 9 Kriging with Adaptive Weighted Expected Improvement with Rewards Approach in 
Electromagnetic Design                                                                                                                                        
 
112 
 
the actual objective function shown in Figure 9.4. The AWEI strategy is more efficient 
in  finding  the  global  minimum,  requiring  211  iterations  (Figure  9.4),  but  the  final 
approximation is not as good as that resulting from EI as the number of available points 
is less. Nonetheless, in some regions, e.g. 5≤x1≤27, 2.5≤ x2≤7.5 or 2.5≤x1≤7.5, 5
≤ x2≤27, AWEI outperforms EI (Figure 9.3). 
9.4 TEAM Workshop Problem 22 
The TEAM Workshop Problem 22 (superconducting magnetic energy storage system) 
in Figure 9.5 has been used to test the efficiency of the approximation model as well as 
the ability of coping with the multi-variable optimization problem which might result in 
the heavy burden of the correlation matrices with numerous data. The whole system 
including  two  concentric  coils  carrying  current  with  opposite  direction  offer  the 
opportunity to store a significant amount of energy under superconducting conditions 
while maintaining the stray field within certain limits [56]. The goal of the optimization 
task is to achieve the stored energy of Eref =180MJ with a minimal stray field Bstray (Bstray 
evaluated along 22 equidistant points along line a and line b in Figure 9.5 as small as 
possible). The objective function is defined as 
                                                
      
 
     
   
        
    
                                                        (9.2) 
where Bnorm=3μT and       
   
∑ |        |
    
   
   , subject to some geometrical and ‘quench’ 
constraints.  As  constraints,  the  superconducting  coils  should  not  violate  the  quench 
condition which links together the value of the current density and the maximum value 
of magnetic flux density as follow: 
                                                 |    |                                                     (9.3) 
The specific tests especially considering constraints will be demonstrated in Chapter 11. 
The  TEAM  22  problem  is  classified  into  the  three-parameter  case  and  the  eight-
parameter case. The dimensionality of test and the setting of step size with respect to 
each parameter are directly relevant to the data produced by the correlation matrices in 
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optimization problem, the tests specialized to the TEAM 22 problem commence from 
the tests with lower dimensionality to ones with higher dimensionality. 
 
 
 
 
 
 
 
  Figure 9.5: Configuration of TEAM Workshop Problem 22 
9.5 Results for TEAM Workshop Problem 22 
In previous chapters, the kriging surrogate model assisted by different methodologies 
for searching the global optimum of objective function has been tested by the one-
variable and two-variable numerical functions in order to verify its feasibility. As one of 
the popular electromagnetic optimisation problem that has been tested by many authors, 
the  TEAM  Workshop  Problem  22  is  chosen  to  verify  our  surrogate  models’ 
effectiveness  when  copying  with  practical  cases.  Here  the  3  parameter  TEAM 
Workshop problem 22 is tested, although initially – for the purpose of demonstrating 
typical shapes of the objective function  – one of the variables is fixed (R2=3.08m), 
while d2 and h2 varied. One of the challenges in creating the kriging correlation matrix 
is the ‘combinatorial explosion’ when many parameters are used [59] and we propose to 
use  a  successive  ‘zoom  in’  strategy  to  cope  with  this  issue;  a  two-variable  version 
implemented in the context of the TEAM Problem 22 is tried first. The initial setting of 
test range and step size is described in the following Table:  
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  The first rough stage  The second stage 
                           
Test 
range 
Min  0.408  0.1  0.464  0.3 
Max  2.2  0.4  0.576  0.4 
Step size  0.056  0.01  0.007  0.001 
 
Table 9.2: The ‘zoom in’ strategy using kriging assisted EI for TEAM 22 tests 
 
The initial sampling points would normally be selected using the Latin Hypercube [60]; 
in our tests we fixed the positions at (h2=0.744m, d2=0.13m), (h2=1.304, d2=0.22m), 
(h2=1.64m, d2=0.40m) and (h2=2.088m, d2=0.37m) to facilitate comparisons. Kriging 
with  EI  required  25  iterations  to  complete  the  first  ‘rough’  stage,  and  further  29 
iterations  to  find  the  best-performing  solution  (h2=0.478m,  d2=0.394m,  OF=0.0874 
(Figure 9.6). For kriging assisted AWEI the relevant iteration numbers are 21 and 23 
(Figure 9.7). The ‘history’ of the EI and AWEI strategies may be followed on the two 
figures. 
 
 
 
 
 
 
 
 
Figure 9.6:  The two-parameter SMES problem tested by kriging with EI. 
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Figure 9.7:  The two-parameter SMES problem tested by kriging with AWEI. 
9.5.2 The Three-Parameter TEAM Workshop Problem 22 
The initial settings for the 3 parameter test are presented in Table 9.3. For kriging with 
EI, 79 sampling points were created in the first stage, with further 132 points in the 
zoomed-in region; in the AWEI case, 156 sampling points were followed by 167 points 
in the second stage (Figure 9.8). The total numbers quoted include the initial sampling 
points needed by the kriging model. It is no longer possible to conveniently display the 
objective function itself for three parameters. 
  The first rough stage  The second stage 
                                         
Test 
range 
Min  2.6  0.408  0.1  3.0  0.408  0.3 
Max  3.4  2.2  0.4  3.2  0.744  0.4 
Step size  0.1  0.056  0.01  0.01  0.007  0.001 
 
Table 9.3: The Three-Parameter Kriging Assisted AWEI for TEAM 22 Tests 
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(a) The 20th iteration (The first stage test) 
 
 
 
 
 
 
 
 
(b) The 80
th iteration (The first stage test) 
 
 
 
 
 
 
 
 
 
(c) The 156
th iteration (The first stage test) 
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(d) The 175
th iteration (The second stage test) 
 
 
 
 
 
 
 
 
(e) The 235
th iteration (The second stage test) 
 
 
 
 
 
 
 
 
(d) The 323th iteration (The second stage test) 
Figure 9.8:  Kriging with AWEI applied to three-parameter SMES problem 
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(a) The 20th iteration (The first stage test) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(b) The 60
th iteration (The first stage test) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(c) The 132th iteration (The first stage test) 
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(d) The 152th iteration (The first stage test) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(e) The 211th iteration (The second stage test) 
Figure 9.9: Kriging with EI applied to three-parameter SMES problem. 
 
In  order  to  provide  better  clarity  of  results  and  present  the  history  of  finding  the 
optimum throughout the whole iterative process, a series of graphs in Figure 9.8 and 
Figure 9.9 present the sampling process of the kriging model assisted by EI and AWEI 
methods respectively. It can be seen that in the graphs along the left hand side the blue 
cube indicates the test range and the black star points are initial sampling points (to 
facilitate comparison both tests apply the same initial sampling points). Due to utilizing 
the zoom-in strategy, the green start points represent the sampling points selected within 
the first stage of the test while the red points represent the sampling points in the second 
stage. The bar graphs mark the best solution found at specific iteration.To demonstrate 
the advantages of the kriging assisted EI and AWEI approaches over other well-known 
stochastic optimization methods, when solving the three-parameter TEAM 22 problem, 
Table 9.4 has been compiled using available published data [67].  It is encouraging from 
this comparison that kriging assisted EI and AWEI both offer significant advantages in Chapter 9 Kriging with Adaptive Weighted Expected Improvement with Rewards Approach in 
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terms of much reduced number of computationally expensive function calls to achieve 
required level of accuracy. However, those gains are somewhat offset by the need to 
create the kriging correlation matrix. Finally, the robustness of the solution requires 
further consideration and will be studied in the following sections. 
Algorithm                             No. of Iters  
GA  3.040  0.389  0.240  0.134  2400 
HuTS  3.080  0.380  0.246  0.089  3821 
ITS  3.100  0.388  0.240  0.098  1824 
SA  3.078  0.390  0.237  0.098  5025 
NTS  3.080  0.370  0.254  0.089  1800 
PBIL  3.110  0.421  0.241  0.101  3278 
EI(Kriging)  3.090  0.394  0.236  0.0875  211 
AWEI(Kriging)  3.090  0.400  0.232  0.0875  323 
 
Table 9.4: Genetic Algorithm (GA) [61]; Tabu Search (HuTS) [62]; Improved Tabu Search (ITS) 
[63]; Simulated Annealing Algorithm (SA) [64]; New Tabu Search (NTS) [65]; Population-
based Incremental Learning (PBIL) [66]. 
9.6 Conclusion 
The balance between exploration and exploitation in the design algorithm is controlled 
via  the  kriging  model  assisted  by  the  Adaptive  Weighted  Expected  Improvement 
method utilizing the ‘rewards’ produced by the kriging model. But when solving tasks 
with the large number of points over the design space, as iterative process progresses 
the increasing number of updated sampling points may cause the size of correlation 
models increase dramatically. Thus the storage of correlation matrices may become an 
issue, especially when handling multi-parameter design problems. To avoid problems 
associated with combinatorial explosion, a ‘zoom in’ strategy is applied, which can 
maintain the size of data produced by the correlation model within an affordable range 
via redefining the test range and the test step size. But the optimal setting of step size 
and test range is often problem dependent and even inappropriate setting would cause 
the  region  containing  important  information  to  be  ignored.  Thus  more  advanced 
methods with the capability of mitigating the burden of data storage is necessary. Chapter 10 Robust Global Optimization of Electromagnetic Designs Utilizing Gradient Indices and 
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Chapter 10 Robust Global Optimization of 
Electromagnetic Designs Utilizing Gradient 
Indices and Kriging 
10.1 Introduction 
Since uncertainties in variables are unavoidable an optimal solution must consider the 
robustness of the design. The gradient index approach provides a convenient way to 
evaluate the robustness but is inconclusive when several possible solutions exist. To 
overcome this limitation a novel methodology based on the use of first and second-order 
gradient  indices  is  proposed  introducing  the  notion  of  gradient  sensitivity.  The 
sensitivity affords a measure of the change in the objective function with respect to the 
uncertainty of the variables. A kriging method assisted by algorithms exploiting the 
concept  of  rewards  is  employed  to  facilitate  function  predictions  for  the  robust 
optimisation process. The performance of the proposed algorithm is assessed through a 
series of numerical experiments. A modification to the correlation model through the 
introduction of a kriging predictor and Mean Square Error criterion allows efficient 
solution of large scale and multi-parameter problems. The three-parameter version of 
TEAM Workshop Problem 22 has been used for illustration. 
This  chapter  mainly  describes  the  process  of  formulating  the  methodology  for 
sensitivity analysis while considering uncertainty existing in design variables. First, the 
concept of the Gradient Index (GI) has been explored in [57], [68] and [69]. The method 
transforms a problem into a multi-objective optimisation by concurrently minimising 
the  function  and  its  gradient  index,  thus  forming  pareto  fronts.  This  approach  is 
promising but does not provide a clear answer how to select a preferred solution when 
the  size  of  the  uncertainty  varies.  Moreover,  the  sensitivity  computations  must  be 
incorporated into the finite element code, which may be impossible when commercial 
software is used. Here we attempt to provide significant further advances both in terms 
of  the  way  in  which  the  gradient  indices  are  used  but  also  by  improving  the 
computational efficiency of the algorithms. The notions of the gradient index sensitivity 
and the second-order gradient index are introduced and explained. It is shown that when Chapter 10 Robust Global Optimization of Electromagnetic Designs Utilizing Gradient Indices and 
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practical problems are attempted, relying solely on the first-order gradient or second-
order gradient for evaluation of robustness may not be enough, especially when several 
possible robust solutions exist which all have their first and second-order gradients zero. 
Finally, rather than calculating the objective function using computationally expensive 
finite  element  software,  a  kriging  prediction  [5]  is  employed.  In  other  words,  the 
objective function is approximated using kriging [50], assisted by algorithms balancing 
exploration and exploitation ([52], [70]) using the concept of rewards [48]. This strategy 
has been shown previously to be very efficient and has the advantage that it can be 
linked with any finite element code, including commercial software. 
10.2 Robust optimisation 
In  conventional  optimisation  the  minimum  (maximum)  of  an  objective  function  is 
sought while the search space is limited through a set of constrains. Once the global 
optimum has been found the problem is considered to have been solved. When practical 
devices are designed, however, we need to recognise that almost all parameters (design 
variables) are subject to uncertainties (manufacturing tolerances, variation of material 
properties, etc) and thus not just the value but also the shape of the optimum becomes 
relevant  in  the  neighbourhood  of  the  selected  design;  this  is  demonstrated  by  the 
examples of Figure 10.1 and 10.2. A theoretical optimum may therefore be abandoned 
in favour of a ‘worse’ but more robust design; however, the decision will depend on the 
size of the uncertainties involved. For this reason having a pareto front instead of a 
single solution may be preferable. 
10.2.1Multi-Objective Robust Optimisation using GI 
Consider a commonly used one-variable test function [57], [65] and [69] (see Figure 
10.1)  
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(c) 
Figure 10.1: Example of a robust design for a one-variable problem 
(a) Objective function, the gradient index and sensitivity, (b) First and second order gradients, (c) 
Objective function trajectory showing sensitivity and objective function values (OF). 
 
The uncertainties may be either specified directly (e.g. as machining tolerances, say Δ) 
or defined mathematically as 
                                           {                          }                                 
(10.2)  
where σ is standard deviation of uncertain variables and k is determined by a confidence 
level [65].  
One way of incorporating robustness into the mainstream optimisation process is by 
adding the gradient index [57] as a second objective and formulating the problem as 
                                      Minimise                                           
                                      Minimise                                                         (10.3)                                     
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Point  A1  in  Figure  10.1(a)  is  the  theoretical  global  optimum.  However,  any  small 
change in the variable x results in a large variation of the objective function; thus A1 is 
not a robust design and points A2 or A3 might be preferred. Importantly, it can be seen 
that both the values of the first-order gradient in Figure 10.1(a) and the values of the 
second-order gradient in Figure 10.1(b), for both points A2 and A3, are very close to 
zero. Therefore considering only the first-order gradient or the second-order gradient to 
evaluate robustness of solutions might not be reliable for such cases. The final decision, 
however, is not straightforward and is influenced by the size of the uncertainty. The 
sensitivity of the gradient may thus be defined as the difference between the largest and 
the smallest value of the GI within the uncertainty range; as shown in Figure 10.1(a) the 
shape  of  this  sensitivity  carries  useful  information.  The  trajectory  of  the  objective 
function  in  terms  of  sensitivity  and  objective  function  values  is  plotted  in  Figure 
10.1(c).  It  can  be  seen  that  the  traditional  optimisation  task  of  minimising  a  single 
objective  function  is  transferred  into  a  two-objective  optimisation  involving 
minimisation of the objective function and the sensitivity based on the gradient index. 
The  theoretical  most  optimal  solution  and  several  critical  local  minima  (A1-A3), 
together with the corresponding range restricted by specific uncertainties (U1-U5), have 
been outlined in Figures 10.1(a)-(c). Although A1 appears to offer a better objective 
function value, its sensitivity is relatively poor as compared with the other two local 
minima  A2  and  A3.  The  second-order  gradient  of  the  function  may  also  be  useful 
(Figure 10.1b).  
Another example (Figure 10.2) shows ‘sharp’ global and ‘shallow’ local minima with a 
‘plateau’  with  associated  sensitivities  and  second-order  gradient  indices.  Strictly 
speaking  A2 is  not  a  ‘minimum’, but  nevertheless a possible design  with  attractive 
spread of values. Using the first-order gradient and/or the second-order gradient on their 
own will not identify A2 as a potential solution, whereas the use of sensitivity – as 
shown in Figure 10.2(b) – allows proper judgement to be made regarding the robustness 
of this particular design. Table 10.1 shows that the sensitivity values for A2 and A3 are 
smaller, and thus better, than for A1. The choice between A2 and A3 will then be 
guided by the shape of the trajectory of Figure 10.2(b). 
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Coordinates on 
x axis 
Objective 
function value 
Second 
gradient value 
Sensitivity 
A1  5  3.21628  6.702025  2.2634 
A2  7.8  6.735  0.5  1.47 
A3  15.1  7.48699  0.42475  0.4618 
 
Table 10.1: Values of the objective function, second-gradient and sensitivity for the three design 
points A1, A2 and A3 (Figure 10.2). 
 
 
(a) 
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(b) 
Figure 10.2: Two minima and a plateau (a) Objective function, the first-order gradient index (GI) 
and the second-order gradient index (GI’), (b) Objective function trajectory showing sensitivity, 
the second-order gradient index (GI’) and objective function values (OF). 
 
10.3 Robust optimisation based on kriging modelling 
10.3.1Kriging 
As a type of regression model, kriging [50] is able to predict the shape of the objective 
function  through  exploiting  the  spatial  correlation  of  data  based  only  on  limited 
information. The accuracy of this prediction can be estimated by kriging, which may be 
extremely helpful when making a decision where to place the next evaluation point at 
any stage of the optimisation process. To accomplish this aim kriging needs to exploit 
the spatial correlation between the known points (vectors) of the objective function and 
all the unknown points, as well as the correlation between the known points (newly 
found points and initial sampling points), in order to build a correct surrogate model of Chapter 10 Robust Global Optimization of Electromagnetic Designs Utilizing Gradient Indices and 
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the real objective function through interpolation. This relies on the linear regression 
model 
                                         ̂      ∑      
 
                                        (10.4) 
and the Gaussian correlation model 
                                                   ( (  )  (  ))   ∏  
   |  
     
 |
  
 
                     (10.5) 
where  the  global  function ∑      
 
        and  an  additive  Gaussian  noise  ε(x)  are 
integrated to the predicted value   ̂    of the objective function; the hyperparameter θk is 
the correlation amongst the data in k-direction and pk determines the ‘smoothness’ of 
(5). The most popular correlation function is given by the Gaussian model where the 
value  of  pk  is  simply  taken  as  equal  to  2.  For  a  given  set  of  data,  the  maximum 
likelihood estimation optimizes the value of θ and then the correlation model is brought 
into the regression model to evaluate the function with the best linear unbiased predictor 
[50], [71]. 
Along with the increase in the number of sampling points selected by kriging during the 
iterations,  the  amount  of  data  produced  by  the  correlation  matrices  accumulates 
constantly  throughout  the  optimisation  process,  which  may  become  problematic 
especially  when  dealing  with  large-scale  multi-parameter  problems,  leading  to  a 
‘combinatorial  explosion’.  In  [72]  we  proposed  a  successive  ‘zoom  in’  strategy  to 
alleviate the problem, where – in order to reduce the amount of data storage and utilize 
the installed physical memory capacity efficiently – the step sizes of design vectors 
were increased while the test range reduced. However, the optimal step size is often 
problem dependent, thus if the ‘roughness’ of the initial test is set inappropriately, it is 
possible  that  certain  regions  of  the  search  space  containing  important  information 
(including the optimum) might be missed. Hence what appears to be the best point 
found in such a search may in fact misguide the algorithm leading to erroneous results. 
To address this issue an alternative strategy is pursued here, where rather than reducing 
the size of the problem a more efficient handling of relevant matrices is proposed. This 
methodology divides the correlation matrices in an adaptive manner so that the physical 
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10.3.2 Partitioning of Correlation Matrices 
In  general,  the  known  sampling  points  selected  throughout  the  iterative  process  of 
prediction only take account of a very limited part of the full design vectors; hence the 
correlation  matrix  between  the  existing  sampling  points  only  is  unlikely  to  cause 
memory problems. On the other hand, the correlation matrix between the known points 
and all the design vectors may be very large and keeps growing with the increasing 
number of updated sampling points as iterations progress. For problems with several 
variables and a large number of potential design vectors the correlation matrix can grow 
uncontrollably and may result in ‘combinatorial explosion’. Should this happen, a part 
of data might need to be transferred to a hard disk, which could cause the iterative 
process to slow down considerably. Therefore a strategy of partitioning the correlation 
matrices into manageable size is proposed and illustrated in the flowchart sketched in 
Figure 10.3; it should be noted, however, that unordered (or random) splitting could 
cause unnecessary  calling of the correlation model  subprogram  leading  to  increased 
computing times, hence the need for a ‘strategy’. The scheme proposed here adjusts the 
size of the sub-elements into which the correlation matrices are split adaptively in order 
to make full use of the available memory while minimising the number of calls of the 
correlation model. Two schemes have been implemented and operate throughout the 
process as explained in Figure 10.3, either partitioning in terms of the sampling points 
or via the design vectors – the choice is governed by considerations of optimal memory 
management  and  will  depend  on  the  physical  size  of  the  memory  available.  Two 
alternative switching criteria have been implemented. The first is memory related: if the 
memory  occupied  by  the  predictor  involving  the  correlation  matrices  exceeds  the 
available memory of a specific computer, a modified strategy of partitioning matrices is 
applied instead of the original method of producing correlation matrices. However, as 
other background processes may simultaneously be taking place the available memory 
is never fixed. Consequently, another criterion has also been implemented related to the 
average time taken by a single iteration; should this time suddenly start to increase the 
switching  is  triggered  and  the  partitioning  matrices  scheme  is  activated;  it  then 
continues throughout the remaining iterations. Chapter 10 Robust Global Optimization of Electromagnetic Designs Utilizing Gradient Indices and 
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A careful balance is therefore maintained between preventing the correlation matrices 
from  growing  uncontrollably  while  monitoring  simultaneously  the  computing  times. 
The operation of the scheme is problem related but also depends on the actual computer 
used,  so  it  is  impossible  to  provide  strict  guidelines  regarding  memory  limits.  The 
example of Figure 10.9, however, does show some quantitative details for a specific 
case and particular computer implementation. 
 
 
 
 
 
                    (a)                                                                         (b) 
Figure 10.3: The correlation matrices partitioned by: (a) sampling points, (b) design vectors 
(where S1, S2, … , Sn: sampling points). 
START
Find a new sampling point
END
Termination criteria
Initial designs
Optimize hyperparameter θ using 
the maximum likelihood estimation 
Predictor 1 
(input the optimal value of  θ 
into the correlation model )
Switch criterion
Time 
limitation 
Memory 
limitation  
The size of correlation matrices 
increases and may exceed the 
limitation of physical memory of the 
computer: ‘Combinatorial explosion’
The size of correlation matrices 
increases and may exceed the 
limitation of physical memory of the 
computer: ‘Combinatorial explosion’
Predictor 2 
with
Correlation 
matrices 
partitioning
No No
Yes Yes
 
Figure 10.4: The flowchart of the adaptive division of correlation matrices. Chapter 10 Robust Global Optimization of Electromagnetic Designs Utilizing Gradient Indices and 
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To verify the viability of the proposed methodology, the TEAM problem 22 has been 
attempted [56]. Without the strategy of Figure 10.4, the kriging algorithm faces a new 
problem that the accumulating data in correlation matrices along with the increase of 
sampling points is easy to cause our personal computers’ physical memory to explode 
especially when copying with the large-scale multi-variable task. 
10.4 Application in electromagnetic design 
10.4.1 The Test Results of two-parameter TEAM 22 problem 
In  last  chapter,  the  addressing  the  three  parameter  problem,  for  the  purpose  of 
demonstrating typical shapes of the objective function, one of the variables has been 
fixed (D2=0.394m), while R2 and h2 are varied. Usually the initial sampling points are 
selected using Latin Hypercube [60]; however, for this test eight initial sampling points 
were  used  as  shown  in  Table  10.2.  Table  10.3  compares  one  typical  result  from 
literature  with  our  AWEI  algorithm  (kriging  with  Adaptive  Weighted  Expected 
Improvement) [52], [70], while Figure 10.5 demonstrates the convergence process of 
AWEI. 
R2  2.7  2.9  3.0  3.3  2.6  3.4  2.6  3.4 
h2  0.744  1.304  1.64  2.088  0.408  0.408  2.2  2.2 
 
Table 10.2: The setting of initial sampling points. 
Algorithm  R2(m)  h2/2(m)  Best OF  Iterations 
RBF  3.06  0.236  0.088  240 
AWEI (Kriging)  3.08  0.239  0.089  38 
 
Table 10.3: Performance comparison of algorithms. 
Radial basis functions (RBF) [11]; AWEI (Kriging) [70]. 
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(c) 
Figure 10.5: TEAM Workshop Problem 22 
(a) Prediction by kriging with AWEI 
(b) Sensitivity with respect to R2 and H2, 
(c) Objective function trajectory showing sensitivity and objective   function values (OF). 
(3 ≤ R2 ≤ 3.3, 0.408 ≤ h2 ≤ 0.5, D2=0.394, other parameters fixed) 
 
The  uncertainties  are  predefined  as                                ,            
                 , whilst the increments with respect to R2 and h2  for calculating 
first-order gradients are set as               ,              .  
10.4.2 Three-parameter Test Results 
The full 3 parameter TEAM 22 problem [56] is potentially a challenge to the kriging 
method  because  of  the  ‘combinatorial  explosion’  associated  with  setting  up  the 
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the computationally expensive finite element simulations may be lost, or even overtaken, 
by the excessive time required by the model if a less powerful computer (with small 
physical memory space) or a laptop is used for simulation. The previously reported 
‘zoom-in’ strategy [72] to deal with this issue has some drawbacks and could result in 
loss of accuracy. This was the motivation behind the new approach based on adaptive 
correlation matrices division described in Section 10. 3. The initial sampling points are 
set as in Table 10.4, more information provided in Table 10.5. 
  R2 (m)  h2 (m)  d2 (m) 
Sample 1  3.1  0.576  0.32 
Sample 2  3  0.408  0.3 
Sample 3  3.2  0.744  0.4 
 
Table 10.4: The setting of initial sampling points. 
  R2 (m)  h2 (m)  d2 (m) 
Test range  [2.6  3.4]  [0.408  2.2]  [0.1  0.4] 
Step size  0.01  0.014  0.003 
Number of steps  81  129  101 
 
Table 10.5: The specific definition of test. 
 
A comparison between the results obtained with the ‘zoom in’ strategy and results using 
‘the adaptive correlation matrices division’ for this example are presented in Figure 10.6. 
With the ‘zoom in’ strategy, the kriging assisted by EI and AWEI took 211 iterations 
and 323 iterations, respectively. However, the number of iterations is not uniform as it 
depends on the choice of the specific range of each test stage. Via applying the scheme 
of  partitioning  the  correlation  matrices,  the  issue  of  combinatorial  explosion  is 
overcome throughout the process of infilling the sampling points. With the help of this 
scheme, the kriging with EI needed 276 iterations to find the global optimum. Although 
it  has  been  noted  that  kriging  with  EI  performs  slightly  worse  than  the  ‘zoom  in’ 
strategy, the entire design space has now been explored. The AWEI using the novel 
scheme performs better, as it took 242 iterations rather than 323 to find the optimum 
(Figure  10.6b).  But  the  main  benefit  of  the  modified  correlation  model  is  that  the Chapter 10 Robust Global Optimization of Electromagnetic Designs Utilizing Gradient Indices and 
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kriging model is now able to cope with problems that theoretically could be of any size 
without the complications brought about by the ‘combinatorial explosion’. 
 
 
 
 
 
 
 
 
(a) 
 
 
 
 
 
 
 
 
(b) 
Figure 10.6: The 3 parameter TEAM 22 problem (a) EI, (b) AWEI. 
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(a) 
 
(b) 
Figure 10.7: Objective function trajectory showing sensitivity and objective function values (OF) 
(a) EI, (b) AWEI. 
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The uncertainties for R2, h2 and d2 have been pre-set as                         
    ,                                ,                                .  The 
differences  d(x)  required  by  the  gradient  calculation  with  respect  to  these  three 
parameters were set as their relevant step sizes. The objective function trajectory in 
terms of sensitivity and objective function values (OF) obtained using kriging with EI 
and AWEI are presented in Figures 10.7a and 10.7b, respectively. Both best solutions, 
in terms of the objective function value and the sensitivity, are shown in Figure 10.7. 
The graphs focus around the optimum values of the function. It can be seen that both EI 
and AWEI produce similar results and for the given set of uncertainties the ‘less optimal’ 
solution seems to be more robust than the optimum one.   
 
Figure 10.8: The specific parameter setting and transient process of testing the TEAM 22 
problem with the help of the novel partitioning scheme. 
 
 
 Chapter 10 Robust Global Optimization of Electromagnetic Designs Utilizing Gradient Indices and 
Kriging                                                                                                                                        
 
137 
 
 
 
 
 
 
 
 
 
(a) 
 
 
 
 
 
 
 
(b) 
Figure 10.9: Monitoring of computing times and memory requirements; 
(a) computing time of each iteration, (b) memory requirements. 
 
In order to demonstrate the performance of the proposed partitioning scheme, two tests 
– both applying EI and AWEI – have been undertaken and the results of the monitoring 
of  memory  savings  and  associated  computing  times  for  a  specific  computer  are 
presented in Figure 10.9. The size of the full correlation matrix, the reduced size using 
the idea of a standard sub-matrix, and the joint usage of the sub-matrix and matrix 
partitioning are described in Figure 10.8. The decision if the correlation matrix needs to Chapter 10 Robust Global Optimization of Electromagnetic Designs Utilizing Gradient Indices and 
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be  partitioned  follows  from  two  considerations:  limiting  memory  occupied  by  the 
optimiser or limiting the time spent on each iteration. When one of the limitations is 
exceeded,  the  normal  method  of  producing  correlation  matrices  is  replaced  by  the 
modified scheme of partitioning matrices. In the particular case, the testing environment 
provided approximately 11 GB available memory, which was set as the triggering value. 
However,  due  to  other  simultaneous  processes,  the  effective  available  memory  was 
smaller,  although  difficult  to  predict.  Thus  the  time  for  a  single  iteration  was  also 
monitored and – as shown in Figure 10.9 – at some point a marked increase could be 
observed when the 11GB memory limit had not yet been reached; in this particular case 
the actual memory usage was around 9.6 GB. Thus in cases when background (or other) 
processes may be memory ‘hungry’ this additional iteration time constraint is clearly 
helpful. Overall, setting the memory limit somewhat below the ‘theoretical maximum’ 
might be advisable, but monitoring the computing times also useful.  
10.5. Conclusion 
Finding  the  global  optimum  of  an  objective  function  may  not  be  sufficient;  the 
robustness of the design is also an important consideration in practical electromagnetic 
optimization problems. As the uncertainties of design variables are given, the difference 
between the highest and the lowest gradient within the corresponding uncertain range of 
each solution can be used to evaluate the sensitivity of the solution during the process of 
searching robust optimum. Because based on very limited information from objective 
function  the  improved  kriging  surrogate  model  can  approximate  the  shape  of  the 
objective function relatively accurately, the prediction produced by the kriging model is 
used to provide the information for further robustness evaluation. But when copping 
with the large-scale multi-variable task, the classic kriging model can be inefficient due 
to  the  dramatically  increasing  data  in  correlation  matrices.  The  strategy  of  splitting 
correlation matrices can mitigate the burden of data storage to some extent. Instead of 
storing the full-version correlation matrices, the split sub-matrix with affordable data 
size is used as substitute. It makes that the kriging model can take the challenge of 
dealing with larger scale multi-variable electromagnetic design problems via adjusting 
the size of sub-matrix. Chapter 11 Further Considerations of Uncertainty in Robust Optimization of Electromagnetic Devices 
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Chapter 11 Further Considerations of 
Uncertainty in Robust Optimization of 
Electromagnetic Devices 
11.1 Introduction 
In this chapter, the worst-case optimisation (WCO) and the worst-vertex-based WCO 
are  proposed  to  evaluate  the  robustness  of  both  performance  and  constraints  under 
uncertainty. The worst-case optimization (WCO) method has been selected to evaluate 
the accuracy of the prediction of the objective function provided by an improved kriging 
model, implemented for the sake of reducing computational effort associated with direct 
application  of  information  produced  by  a  time-consuming  Finite  Element  Method 
(FEM). However, in applying this approach, some shortcomings of the WCO approach 
have been identified associated with the inability to assess the performance variation 
under  conditions  of  uncertainty.  Therefore  the  concept  of  average  performance 
evaluation has been suggested as an improved measure of robustness. 
11.2 Robust Optimization Algorithms exploiting Kriging Modelling 
When  designing  real  devices,  many  design  variables  have  to  be  subject  to  specific 
uncertainties. Hence the assessment of the influence caused by these uncertainties on 
the performance becomes essential in practical problems. Algorithms applying different 
strategies to evaluate robustness, such as the sensitivity analysis [74], the worst-case 
optimization  method  [20],  [55],  [75]-[77],  and  the  mean  value  and  variance  of 
performance [21], [78]-[79], have been developed to assist in the design tasks. In [80] a 
multi-objective optimization method, which included sensitivity analysis using gradient 
index, was developed and demonstrated.  
A widely used approach to evaluate the reliability of a robust solution is the worst-case 
method. This technique can maintain a certain level of robustness by avoiding solutions 
that may push the function into unfeasible region when searching for the optimum, as 
shown  in  Figure  11.1(a).  A  set  of  typical  examples  is  shown  in  Figure  11.1(a)  to Chapter 11 Further Considerations of Uncertainty in Robust Optimization of Electromagnetic Devices                                                                                                                                        
 
140 
 
illustrate  the  principle  of  the  worst-case  optimization  technique.  The  theoretical 
optimum A, for example, may be abandoned in favour of a ‘worse’ solution B because 
the actual design A’, which accounts for the uncertainties of the variables, might violate 
constraints  and  enter  unfeasible  area.  The  uncertainties  have  been  defined 
mathematically in equation (10.2) [68]. The uncertainties may also be specified directly 
(e.g. as machining tolerances, say Δ). As an algorithm which can predict the worst 
scenario considering the uncertainties, as well as constraints with respect to specific 
designs, the worst case optimization (WCO) method [55], [76] and [77] may be applied 
to analyse the reliability of the solution as follows    
Minimize                         
                                 Subject to                                                 (11.1) 
The worst values of the objective function and the i-th constraint function are chosen to 
substitute the original values of the nominal design x.  
 
                                                                                             
 
 
 
 
 
 
 
 
 
 
 
 (a) 
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(b) 
 
 
 
 
 
 
  
 
 
 
 
 
(c) 
Figure 11.1: (a) The constrained optimization problem, (b) The worst case optimization (WCO), 
(c) The worst-vertex-based WCO. 
 
Numerical methods, such as finite elements, are often used when searching for the worst 
objective function value under imposed constraints which may be an extremely time-
consuming process. Compare with the worst case optimization, the worst-vertex-based 
WCO (W-WCO) [55] require fewer FEM callings; this algorithm only needs to observe 
the vertices within the region restricted by uncertainties rather than evaluating every 
design value. For example in the problem illustrated in Figure 11.1(b), in addition to x 
there are 8 more points evaluation (4 points located at the vertices and the other 4 points 
located at the middle of the four edges of the square) required, located at the corners and 
the middle of the specified boundary. However, in certain cases assessing only these 8 
points might still not be sufficient. Figure 11.1(c) illustrates such a case were a large 
variation of the function will not be identified by the W-WCO method. But the WCO Chapter 11 Further Considerations of Uncertainty in Robust Optimization of Electromagnetic Devices                                                                                                                                        
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requires evaluating numerous sampling points’ objective function value in the uncertain 
range of each solution, which undoubtedly is a heavy computational burden. 
One of the possibilities is to employ the improved kriging method, assisted by a set of 
strategies capable of balancing exploration and exploitation [52], [72] using the concept 
of rewards [48],  which can be used to predict the objective function value instead of 
directly calculating it using computationally expensive FEM models. Based on such a 
kriging prediction, the worst-case method can be directly implemented.  In other words, 
the WCO method uses the predicted information rather than the expensive FEM models. 
The accuracy of the predicted objective function using the improved kriging model has 
been considered in [80]. Hence here the suitability of directly using WCO with the 
predicted function model is discussed and demonstrated. 
11.3 The Prediction of Kriging surrogate model 
Both  the  worst  case  and  the  worst-vertex-based  WCO  methods  for  robustness 
evaluation, introduced in the last section, would involve unreasonable calculation cost if 
based  entirely  on  simulation  results  from  FEM  models.  Especially  the  worst  case 
approach  needs  all  information  in  the  uncertain  region  restricted  by  the  given 
uncertainties with respect to each solution in the design space. On the other hand, the 
cost of the worst-vertex-based WCO is comparatively cheaper, with only the 9 vertices 
and the solution itself which is under test necessary instead of the full information with 
respect to each solution’s uncertain region. Thus to solve the difficulty of the excessive 
calculation cost, the prediction provided by the kriging surrogate model is employed. 
But  when  solving  large  multi-parameter  optimization  problems,  kriging  has  some 
inherent limitations making the implementation difficult due to the data space occupied 
by  correlation  matrices.  In  particular,  for  multi-parameter  problems,  the  correlation 
model built by the kriging algorithm can grow very fast resulting in a ‘combinatorial 
explosion’ of correlation data filling very quickly the memory of standard computer 
workstations. As a result the process can become slow and inefficient.  To solve this 
issue a scheme that adaptively partitions the correlation matrices has been developed. 
Using this approach the size of the data is managed to use efficiently the available 
memory throughout the iterative process of kriging. The scheme mentioned above has Chapter 11 Further Considerations of Uncertainty in Robust Optimization of Electromagnetic Devices                                                                                                                                        
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another advantage as the kriging predictor and Mean Squared Error are being calculated 
at the same time hence more computational time is saved in the process of building the 
kriging model. Therefore this modification makes kriking suitable for solving multi-
parameter optimization problems and could be linked with WCO which needs detailed 
data to work effectively.  
11.4 Average performance 
As explained in the previous sections, the WCO method can be used to find robust 
solutions  for  a  particular  problem  once  the  constraints  and  the  uncertainties  of  the 
variables have been defined.  In this  section, however, we  address  the  extreme case 
depicted in Figure 11.2; it is argued that WCO on its own is not sufficient to find a 
reliable and robust solution. To deal with such a situation the concept of an average 
performance has been suggested and will now be explained. Figures 11.2(a) and 11.2(b) 
show two similar functions, otherwise identical, except the region around the points A2 
and  A4,  respectively.  If  WCO  is  used  to  find  a  robust  solution  using  the  same 
uncertainties Δ for the case depicted in Figure 11.2(a), point A2 will be found, whereas 
for  the  case  shown  in  Figure  11.2(b)  point  A4  is  likely  to  be  returned  as  a  robust 
solution. Apparently it can be seen that in Figure 11.2 with the same uncertainty of 
variable x the worst case values of points A2, A4 and A6 are identical, but the variation 
of the objective function in these region is different. Presumably if the uncertainty of 
variable satisfies the normal distribution as presented in formula (10.2), the point A2 is 
more robust than the other two. Thus only comparing the worst case a solution might 
not be enough to determine that a solution is robust or non-robust. To resolve such 
problems the concept of average performance within the uncertainty range is introduced.  
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(c) 
Figure 11.2: (a) The objective function including a smoothly shaped local minimum, (b) the 
objective function including a local minimum with ripples,(c) the objective function including a 
non-robust local minimum with nearby‘peak’. 
(subject to uncertainty Δ) 
The initial idea of evaluating average performance was to simply calculate the average 
value of all the potential perturbed values in the uncertain region with respect to the 
solution. This, however, proved infeasible, as although the shape of the two objective 
functions is clearly different, they share some common characteristics as explained in 
Table 11.1: 
  
Global 
minimum 
(A1, A3) 
Local 
minimum 
 (A2, A4) 
Uncertainty 
Δ 
Worst case 
(A1, A3) 
Worst case 
(A2, A4) 
Average 
value   
(A2, A4) 
x=18, 
y=1.0216 
x=55, 
y=2.12657 
15 
x=3, 
y=6.557 
x=55, 
y=2.12657 
2.9556 
 
Table 11.1: The common features of the two functions 
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By visual inspection we can see that the variation around the solution A4 is much more 
intense than around A2, but the average values within the shaded areas with middle-
points A2 and A4 for the given uncertainty are the same and equal to 2.9556. This 
means that the average value criterion may not be useful in assessing the variation of the 
function close to the point of interest. As another particulate case, likewise the Figure 
11.2 (c) shows the objective function which is similar to the above two functions except 
the uncertain region around A6. Obviously the worst case value of A6 is worse than the 
two forward cases; however the average in the uncertain scope of A6 is exactly same as 
the  two  ones.  It  proves  that  the  average  value  criterion  is  unable  to  inform  us  the 
robustness of solution. Hence an average value of the gradient index (GI) [58] has been 
introduced as an alternative way of assessing the average performance. The average 
value of the gradient index is calculated as: 
    Minimize                        ∑       |
     
   
|  
     
     
                     (11.2) 
where        (              ) is the i-dimensional design variable vector with lower 
and upper bounds    and   , respectively, and n is the sum of the design vectors. The 
sum of the maximum gradients is divided by the total number of design vectors as 
shown in the Formula (11.3). The average value of Gradient Index for the first case is 
0.0594; while in the second case it is 0.1416 and three times larger than the first one. 
Therefore  the  average  gradient  index  could  be  used  as  a  more  reliable  criterion  to 
evaluate the average performance. This criterion can therefore be combined with the 
WCO method to resolve difficult problems such as the one described by Figure 11.2(b).  
By generalizing this methodology it can be argued that a robust optimization problem 
can be transformed into a three-objective optimization problem defined as 
Minimize       
Minimize                        
                                   Subject to                                                           (11.3) 
Minimize                        ∑       |
     
   
|  
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11.5 Robust Optimization Algorithms exploiting Kriging Modelling 
In [80] the robustness of an optimal solution was evaluated using the gradient index, 
where the task of robust optimization was transformed to a two-objective optimization. 
One objective was to minimize the difference between the absolute value of the largest 
and the smallest  gradients  within the uncertain range, called the ‘sensitivity’, while 
minimizing  the  objective  function  that  was  the  second  objective.  Although  the 
sensitivity calculated by the gradient index method is able to provide information on the 
rate of change of the objective function, the WCO method can also be employed to 
obtain  similar  information.  However,  as  shown  in  the  previous  section,  the  WCO 
method has some limitations; especially for extreme cases (Figure 11.2(b)). The average 
performance assessment described above can thus be added to the WCO method to 
improve the overall reliability of the result. To verify the concept and to analyse further 
the average performance criterion, two problems have been tested and the results are 
reported below. 
 
 
 
 
 
 
 
 
 
(a) 
 
 
 
 
 Chapter 11 Further Considerations of Uncertainty in Robust Optimization of Electromagnetic Devices                                                                                                                                        
 
148 
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(d) 
 Chapter 11 Further Considerations of Uncertainty in Robust Optimization of Electromagnetic Devices                                                                                                                                        
 
149 
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(f) 
Figure 11.3: (a) Analytic function (b) The kriging prediction (c) The performance of the WCO 
method (d) Average performance (e) The full-field solution for three objectives (f) The zoomed-
in optimal part. 
 
First, the two-variable analytic function (8) depicted in Figure 11.3(a), which was also 
used to assess the accuracy of the improved kriging model, has been tested.    
             ∑ [
   
           
   
                
   
             ]  
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Kriging with adaptive weighted expected improvement (AWEI) [72] has provided an 
approximation of this analytic function with a test step size of 0.1. Within 85 iterations, 
the kriging model can find the global minimum successfully; however – for a better 
approximation of the shape of the objective function – the model continued to run until 
the 285
th iteration (Figure 11.3(b)).  
 
The uncertainty with respect to variables is set as U(x1, x2) = 0.5, and the WCO method 
is used to obtain the surface of the worst case for each solution as shown in Figure 
11.3(c). For this case the ‘best’ solution shifts from the theoretical optimum (x1=5, x2=3, 
y=2.443) to the location (x1=5.1, x2=5.1, y(worst case)=3.7639) which provides a more 
robust result, for the given conditions. If the values of the uncertainties were to keep 
increasing, up to a certain extent, ultimately the robust optimum would thoroughly shift 
from  the  sharp  global  minimum  to  one  of  the  preferable  local  minima  with  higher 
robustness.    Figure  11.4(d)  depicts  the  average  gradient  index  values  in  the  search 
space.  Finally,  the  full-scale  (             )  optimal  solutions  including  all  three 
objectives have been presented in Figure 11.3(e). For clearer presentation of the pareto 
front, the full-scale version is zoomed in Figure 11.3(f). Two typical pareto solutions are 
labelled  in  the  zoomed-in  graph:  solution  N1  delivers  a  more  optimal  value  of  the 
prediction  of  the  objective  value,  while  N2  offers  a  relatively  better  average 
performance.  
11.6 Application in Electromagnetic Design 
In addition to the numerical test above, the proposed WCO procedure was tested using a 
practical electromagnetic optimisation problem, namely, a multi-objective version of the 
TEAM 22 benchmark problem [56]. The specific description of TEAM 22 benchmark 
problem has been presented in the Chapter 9. The approach taken here combines WCO 
method with kriging and commercially available FEM based software. A 2D model of 
the TEAM 22 problems is solved throughout this procedure. The three parameter case 
of TEAM 22, which includes three geometric variables R2, H2 and D2, while R1, H1 and 
D1 are fixed, has been tried under different settings of uncertainties. The uncertainties 
are assumed to exist in the current densities J (J1, J2) of the two coils, because normally 
they  are  limited  within  certain  range  by  a  current  controller  for  compensating 
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the  quench  condition  which  links  together  the  value  of  the  current  density  and  the 
maximum value of magnetic flux density as follows 
                                                          |    |                                      (11. 9)  
Three different tests were performed for this 3-parameter TEAM 22 problem. The initial 
data set-up of step size, the number of steps and the test range, for the three tests are 
listed in Table 11.2 respectively. One of the differences between the three sets is the 
size of the uncertainty existing in the current densities J (J1, J2); the first set had the 
uncertainty set as 0.1, the second test 0.2, while in the third test 0.35 was used. Another 
difference was in the number of iterations that were used to approximate the objective 
function by the kriging model with AWEI [80]. For the first data set (uncertainty 0.1) 
kriging generated 185 sampling points, for the second case (uncertainty 0.2) kriging 
produced 257 sampling points, while for the third set (uncertainty 0.35) only 188 points 
were necessary. The results returned by the WCO, coupled with kriging, for these three 
cases are summarised in Tables 11.3 to 11.5. Figures 11.4, 11.5 and 11.6 show both the 
full scale and zoomed-in versions of the pareto fronts obtained for the three cases. In the 
figures and tables, solutions P1, P4 and P7 refer to the global optimum; P3 and P6 have 
the  largest  value  of  ‘worst  case’  performance;  while  P2,  P5  and  P8  describe  the 
solutions with the best value of average gradient index. 
  Three variables  Uncertainties 
  R2 (m)  h2 /2(m)  d2 (m) 
U(J1, J2=0.1) 
(MA/m
2) 
U(J1, J2=0.2) 
(MA/m
2) 
U(J1, J2=0.35) 
(MA/m
2) 
Lower 
bound 
3.03  0.211  0.367 
J1: 22.4 
J2:-22.6 
J1: 22.3 
J2:-22.7 
J1: 22.15 
J2:-22.85 
Upper 
bound 
3.13  0.281  0.397 
J1: 22.6 
J2: -22.4 
J1: 22.7 
J2: -22.3 
J1: 22.85 
J2: -22.15 
Step size  0.01  0.007  0.003  0.02  0.04  0.07 
No of 
steps 
11  11  11  11  11  11 
 
Table 11.2: The initial setup of the prediction by the kriging model 
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  R2 (m)  h2 /2(m)  d2 (m) 
P1  3.04  0.492  0.397 
P2  3.09  0.464  0.382 
P3  3.03  0.562  0.397 
 
Table 11.3: Results for the case when uncertainty is 0.1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 11.4: The three objective optimization including  
(Worst case(WC), Average gradient index performance(AVGI), the prediction of objective 
functions(Ob)) (U(J1, J2)=0.1)  
 
 
 
  R2 (m)  h2 /2(m)  d2 (m) 
P4  3.11  0.492  0.376 
P5  3.09  0.478  0.385 
P6  3.03  0.562  0.397 
 
Table 11.4: Results for the case when uncertainty is 0.2 
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Figure 11.5: The three objective optimization (U(J1, J2)=0.2)       
 
  R2 (m)  h2 /2(m)  d2 (m) 
P7  3.07  0.492  0.382 
P8  3.03  0.562  0.397 
 
Table 11.5: Results for the case when uncertainty is 0.35 
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Unlike other reported work [52] that uses a stochastic optimization method to find the 
global optimum and then employs Monte Carlo method to explore the space around the 
global minimum, combined with WCO and the gradient index to judge the robustness of 
the solution,  the method introduced here takes a holistic approach and explores  the 
whole searching space. The kriging model allows comparison amongst several local 
minima (maxima) that may be more robust than the global optimum. Another major 
advantage of the procedure proposed in this work is the fact that it can be linked with 
any commercial electromagnetic design software giving more freedom to the designer. 
11.7 Conclusion 
As  the  methodologies  that  can  evaluate  the  reliability  of  solution,  the  worst-case 
optimisation (WCO) and the worst-vertex-based WCO are discussed in this chapter. 
Compared with the worst-vertex-based WCO, the WCO selected more sampling points 
within uncertain range of each solution, which consequently provides a more precise 
evaluation  of  a  solution’s  reliability.  This  is,  however,  more  time-consuming. 
Fortunately the kriging surrogate model is capable of providing prediction of objective 
function  with  relatively  high  accuracy  based  on  very  little  information  from  the 
computationally expensive finite element modelling. The kriging model is utilized to 
provide information for the further reliability assessment by the WCO method. Due to 
the  consideration  of  average  performance  of  solutions  within  their  uncertain  range 
respectively, the WCO is enhanced by cooperating with the concept of average gradient 
index  performance.  Using  this  approach  a  conventional  optimization  problem,  with 
constrains  and  uncertainties  in  variables,  has  been  transformed  into  three-objective 
optimization with a relevant pareto front. The proposed robust optimisation algorithms 
assisted by the improved kriging model have been verified by both numerical tests and a 
practical electromagnetic design problem described by TEAM 22 benchmark problem.Chapter 12 Conclusions & Recommendations for Further Work 
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Chapter 12 Conclusions & Recommendations 
for Further Work 
12.1 Conclusions 
Kriging,  an  efficient  surrogate  modelling  technique  popular  in  other  fields  and 
applications  but  not  previously used much in the context  of  electromagnetic design 
optimisation, was selected as the main topic of this thesis. The main motivation was that 
this approach can predict a response surface of the objective function on the basis of 
limited information and at the same time estimates the accuracy of this prediction. Thus 
time  consuming  function  evaluations  employing  computationally  expensive  finite 
element or similar numerical modelling can be replaced by kriging predictions in order 
to  select  the  most  promising  point  for  further  evaluation.  Such  decisions  require  a 
careful balance between exploration and exploitation. The focus of this project was to 
develop and investigate alternative approaches to this decision making process. 
The tasks were phrased as research aims and objectives specified in Section 1.2; the 
remaining  Chapters  have  demonstrated  that  all  these  objectives  have  been 
accomplished. Several novel  strategies based on reinforcement learning theory have 
been put forward, implemented and thoroughly investigated. Tests have been conducted 
using  popular  benchmark  functions  as  well  as  practical  engineering  problems  taken 
from  TEAM  workshop;  comparisons  were  made  with  the  results  of  other  methods 
published in literature. Overall, it was found that kriging offers a very efficient way of 
assisting the design process, in particular when the main modelling technique carries 
heavy  computational  burden.  In  most  cases  kriging  was  found  to  significantly 
outperform all other methods. 
However, it was found that large-scale tasks, multi-objective and dealing with many 
variables, may lead to ‘combinatorial explosion’ when necessary correlation matrices 
are established between sample points and all design vectors. In order to alleviate such 
problems two techniques have been developed: successive ‘zoom in’ and partitioning of 
the correlation matrices; both were found to be helpful in reducing the data storage 
requirements. Chapter 12 Conclusions & Recommendations for Further Work                                                                                                                                        
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Finally,  the  design  optimisation  process  was  considered  from  the  point  of  view  of 
robustness  of  the  final  solution  in  response  to  changes  in  parameters  (e.g.  due  to 
tolerances). The use of gradient indices  and the worst case methodology have been 
explored and combined with the kriging approach. 
The main contributions of the thesis can be identified as follows. 
  The  importance  of  balancing  exploration  and  exploitation  to  achieve 
convergence to the global optimum effectively has been confirmed via a series 
of tests. 
  Techniques  from  reinforcement  learning  were  employed  to  introduce  tuning 
weights to balance exploration and exploitation automatically in response to the 
feedback  produced  by  a  kriging  surrogate  model.  A  novel  method  named 
‘Adaptive Weighted  Expected  Improvement  with  Rewards’  was  shown  to  be 
able  to  learn  from  the  experience  of  trying  the  exploration  and  exploitation 
separately and then determine the distribution of weights accordingly. 
  A pre-test utilizing only a combination of predicted results and the mean square 
error, which is  computationally cheap, has  been developed and shown  to  be 
helpful also for long-term decisions. Another novel method called ‘Surrogate 
Model  based  Weighted  Expected  Improvement  approach  with  rewards’, 
applying reinforcement learning based the improved pre-test strategy, has been 
proposed;  it  attempts  to  capture  the  optimal  weights  combination  at  each 
iteration of the optimisation process. 
  To mitigate the issues caused by the accumulation of data of correlation matrices 
due  to  the  increase  of  updated  sampling  process,  a  scheme  of  adaptive 
partitioning of these matrices was introduced to the kriging surrogate model, 
especially in high-dimensional tasks. 
  Several methods have been investigated with regard to the robustness  of the 
design. First, the Gradient Index method was evaluated, but due to its limitations 
a  modified  method  has  been  developed  to  evaluate  the  sensitivity  of  each 
solution obtained by the kriging surrogate model. The Worst Case Optimisation 
method has also been explored to address with the constrained optimization task Chapter 12 Conclusions & Recommendations for Further Work                                                                                                                                        
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with uncertainties in design variables and an assessment of average performance 
added to the algorithm to make it more reliable. 
12.2 Recommendations for Further Work 
The general academic aim of this thesis was the creation of an optimization tool for 
electromagnetic design problems based on the kriging method. It has been shown that 
this  approach  is  capable  of  shortening  considerably  the  time  necessary  to  find  an 
optimum solution as the whole algorithm makes use of “surrogate” objective functions 
instead of “directly computed” values obtained from expensive FEM models.  
In  the  context  of  robust  optimisation,  the  evaluation  of  the  influences  caused  by 
uncertainties  in  variables  has  also  been  considered,  with  emphasis  on  incorporating 
kriging  predictions  into  the  process.  The  sensitivity  analysis  has  been  developed 
converting the optimization problem into a multi-objective one through adding another 
target to minimize the gradient index. The Worst Case and related methods have been 
used to optimize the reliability of designs.  
All  these  methodologies  can  be  researched  and  improved  further.  The  following 
suggestions can be put forward for future consideration: 
1. The pre-test of the SMWEI, AWEI and their derivative strategies is constructed by 
the randomly distributed mean square error and the kriging approximation. But because 
of this built-in randomness there is an element of unpredictability of the performance. 
Perhaps a better, more accurate, simplified model could be constructed to improve the 
efficiency of the kriging predictions.  
2.  When  dealing  with  multi-variable  problems,  creating  kriging  correlation  matrices 
may cause a ‘combinatorial explosion’ of associated data. Two techniques to alleviate 
this  problem  have  been  pursued  in  this  thesis,  the  ‘zoom-in’  and  ‘partitioning’,  but 
neither is completely satisfactory. There is therefore scope for further research into more 
efficient  ways  of creating  and storing the  ‘bid data’ resulting from such correlation 
matrices.  This  is  a  big  problem  in  its  own  right,  not  treated  fully  in  this  project  – 
although  it  was  identified  as  a  potential  problem  while  working  on  some  of  the 
problems reported here – and venturing into the big mathematical area of statistics. Chapter 12 Conclusions & Recommendations for Further Work                                                                                                                                        
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3. The context of robust optimisation has been covered quite thoroughly, but further 
work  is  required  to  consider  other  related  issues,  such  as  probabilistic  and  non-
probabilistic  cases,  local  versus  global  models,  but  also  matters  associated  with 
manufacturing processes. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Appendix A The Concepts of Multi-Objective Optimization 
 
159 
 
Appendix A The Concepts of Multi-Objective 
Optimization 
 
 
Figure 1: Ideal and utopian objective vector. 
Definition 1 (Ideal Objective Vector). The m-th component of the ideal objective 
vector z* is the constrained minimum solution of the following problem: 
Minimize  () m fx  
Subject to xS   
for  1,..., . mM   
Definition 2 (Utopian Objective Vector). A utopian objective vector z** has each of 
its components marginally smaller than that of the ideal objective vector: 
** * i i i zz    
with  0 i   ,  1,..., . iM   
Both of these special solutions appear in Figure 2.2. Here, it should be mentioned that 
the utopian objective vector is not a feasible solution, whereas the ideal objective vector 
is feasible. 
Definition 3 (Dominance). For any two solutions 
(1)
x and
(2)
xS  , 
(1)
x is said to 
dominate 
(2)
x if and only if both the following conditions are true: Appendix A The Concepts of Multi-Objective Optimization 
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1. 
(1) (2)
( ) ( ) ii f x f x  for all  1,2,..., iM   
2. 
(1)
() i fx <
(2)
() i fx for at least one {1,2,..., } iM   
Thus, a solution 
(1)
x  is said to dominate another solution 
(2)
x if and only if it is better in 
at least one of the objectives, and it is no worse in all other objectives. In this sense, 
(1)
x is a better solution than
(2)
x . We say that 
(1)
x is non-dominated by
(2)
x  . 
Definition 4 (Non-dominated set). Among a set of solutionsPS  , the non-dominated 
set of solutions  ' P are those that are not dominated by any member of the set P. 
Out of a set of feasible solutions P to the problem of Equation 2.4, the solutions which 
may be considered optimal from the set are those in the non-dominated set. When the 
set P of feasible solutions is the entire feasible region S, then the non-dominated set  ' P  
is called the (global) Pareto-optimal set. 
 
Definition  5  ((Global)  Pareto-optimal  set).  The  non-dominated  set  of  the  entire 
feasible 
search space S is the global Pareto-optimal set. 
The global Pareto-optimal set is not dominated by any other solutions in S, and so is the 
solution to Equation 2.4. As well as the global Pareto-optimal set, local Pareto-
optimalsets may also exist: 
Definition 6 ((Local) Pareto-optimal set). A set of solution vectors L is a local Pareto-
optimal set if    >0 such that  xL  ,  x is non-dominated in L B(x, d). 
The set of values in the objective space which correspond to the solutions in the global 
(local) Pareto-optimal set is called the global (local) Pareto-optimal front. 
Definition 7 ((Global) Pareto-optimal Front). The image of the global Pareto-optimal 
set in the feasible objective space is the global Pareto-optimal front. 
Definition 8 ((Local) Pareto-optimal Front). The image of a local Pareto-optimal set 
in the feasible objective space is a local Pareto-optimal front. 
The Pareto-optimal front for an objective space Z is highlighted in Figure 2.6 and 
includes a local Pareto-optimal front as well. Appendix A The Concepts of Multi-Objective Optimization 
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Figure 2: Global and local Pareto-optimal fronts 
Definition 9 (Strong Dominance). A solution 
(1)
x strongly dominates a solution 
(2)
x if 
(1)
() i fx <
(2)
() i fx for i = 1, . . . , M.  
Thus if a solution 
(1)
x is better than another solution 
(2)
x in all objectives, then 
(1)
x is 
called to strongly dominate
(2)
x .  
Definition 10 (Weakly non-dominated set). Among a set of solutions PS, the 
weakly non-dominated set of solutions 
'
P  are those that are not strongly dominated by 
any other member of the set P. 
When the set P of feasible solutions is the entire feasible region, then the non-
dominated set is called the weakly Pareto optimal set.Appendix B Conference Papers 
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