Consider a nearly complete, circular loop of electrically conducting material of radius R. Assume that the loop contains an insulating notch (a slot gap) of length δ. When the loop is exposed to a time varying magnetic field Be iωt , the electromotive force around the loop is
(We have neglected spatial dependence of the field assuming it to be small on the scale R.
We have also assumed that the magnetic field penetrates the biological tissue at frequencies well below 1000 Mhz, as is generally recognized to be the case, and for higher frequencies we note that the arguments presented here may apply only within a penetration depth of the surface of the organism. Unless otherwise stated, we use cgs units in which E and B have the same dimensionality, and remind the reader that in free space a 1 Gauss magnetic field has the same energy density as a 1 statvolt/cm electric field, that the statvolt/cm and Gauss have the same physical dimensionality in the primary dimensions of mass, space and time, and that 1 statvolt/cm = 300 V/cm.
If the rate of charge redistribution is larger than ω, the contribution to the integral is dominated by the gap, so that the peak electric field in the gap is
Now consider a nearly closed biological loop of connected conducting solution, e.g., a neuron of length 2πR that closes upon itself, making a synapse of width δ between its axon and one of its own dendrites. A geometric idealization is illustrated in the figure. The resistance across the synapse is probably dominated by the neuronal membrane on either side of it (i.e. where the dashed and dotted line intersect), which has a surface resistivity of order 10 4 ohms cm 2 . Because of ionic currents and polarization in the extracellular fluid at the gap, any potential difference across the synapse is likely to occur mostly in the membrane itself (where in fact its biological significance is possibly the greatest), and with this understanding we shall for brevity refer to it as the potential difference across the gap. The effective value of δ to be used in equation (2) may in fact be only twice the membrane thickness, and this reduction in δ will only serve to strengthen the arguments presented here. Assuming a length scale of order several hundred Angstroms, and the area of the synapse to be the square of that, the resistance of the synapse is then of order 10 15 ohms, and easily dominates the total resistance of the circuit. The EMF generated around the loop is then mostly in the synapse. An electric field of
is created at the synapse. Independent of the width of the synapse, a voltage of
is created across it. This is similar to the result obtained by Polk (1992) except that he assumes a loop composed of small individual cells so that there are approximately 3000 individual gap junctions in a loop of 1 cm radius. Thus, the electric fields envisioned across a self-synapse can be larger by a factor of 3000 or so than in Polk (1992) . While R is likely to be less than 1 cm for a given neuron, it is reasonable that embedded in neural nets are large loops containing N synapses in series (which I term an N-cyclic synapse sequence, N at least two), and that (
The maximum ω for which the above is valid is the inverse time scale (3), the maximum electric field is thus
The above assumes that the conducting medium of which the loop is composed is collisional,
i.e., ωτ c < 1, which is usually the case. For a dissipationless loop the right hand side of equation (5) would be replaced by (5), η is the effective ratio of cross-sectional areas between the loopover most of its length -and the gap. One expects that η is large. This allows a faster charge redistribution by a factor η. Estimates for η in various physiological networks are beyond the scope of this letter. Large neurons can have cross-sectional radii as high as 10 microns, whereas gap scales could be as small as 10 2 angstroms, so η could get as high as 10 6 . For large arteries, which have cross sectional areas as large as millimeters, η could conceivably be as high as 10 10 . Naively, this extends the validity of equations (3) and (4) to include radio and possibly microwave and IR frequencies. However, the overall resistance of the loop depends the hierarchical branching pattern of the network it is a part of, and needs to be evaluated on a case by case basis.
The radii of loops, and the effective slot gap widths δ within such loops that can It is not claimed here that even the maximal electric fields derived here are dangerous, or that various claims of carcinogenic effects can be accounted for via the electric field concentration mechanism discussed here. We also note that the estimates 1,2 on the maximum average field strength do not contradict the arguments presented here, and it is emphasized that the field attains significantly higher than average values only in small selected spots that comprise a small fraction of the total volume. It is worth noting, however, that neural network viability in theoretical models depends on sensitive balance between inhibition and excitation. Slight systematic changes in the firing rates of large numbers of neurons could qualitatively change the behavior of the net in a similar way that, say, bubble chambers and cloud chambers are affected by very weak perturbations.
In each case, arguably, the system records information by existing in a delicate state. It is also conceivable that self-synapsing neurons, because they can be efficient feedback loops, play a significant role in the "personality" of the neural net in which they are embedded.
Systematic interference in the function of self-synapsing neurons might therefore affect the global behavior of the network in addition to the chemistry of individual synapses.
In conclusion, the thermal noise limit needs to be used with caution when applied as 
