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S u m m a r y
Mobile Satellite Communication Systems are the best, and probably the only solution to a full 
‘global communication coverage’. Despite the intense scrutiny and inherent difficulties in gaining 
acceptance by the telecommunications market and the recent switch back towards GEO satellites, 
mobile satellite systems in non-geostationary LEO (500-2000km) and MEO (10000-12000km) 
constellations still remain an attractive solution in an integrated satellite/terrestrial scenario as 
they offer lower delays and lower power requirements than GEO satellites (35800km). Since 
Quality of Service (QoS) and service availability are major subscriber concerns, the investigation 
of factors which influence them are of central importance to the design of such systems. In non- 
GEO mobile satellite systems both the QoS and the service availability are very much dependant 
on the changing dynamics of the constellation and on the time varying nature of the propagation 
environment.
Motivated by the above issues, we present, analyse and evaluate the coverage and availability of 
first generation constellation proposals in terms of LOS and bit-error-rate (QoS) requirements. 
Handover management is also identified as an important issue affecting the QoS and therefore 
handover strategies and mechanisms for various satellite constellations are presented and 
analysed. Based on the statistical but predefined nature of the constellation dynamics as well as 
the influence of the propagation channel and its dependence on the constellation design we 
propose two new channel adaptive handover algorithms in an effort to reduce the handover 
signalling whilst maximising at the same time the QoS as perceived by the user in terms of 
reduced call dropping rate for a typical circuit mode telephone call. Finally, as the current trend of 
the telecommunication services is towards the provision of packet oriented services, we focus the 
final part of this study on the performance investigation, in terms of throughput versus delay 
characteristics, on the provision of GPRS-like services over mobile satellite systems and compare 
GEO and non-GEO delivery. It is concluded, based on the MAC protocol proposed in the last 
chapter, that depending on the type of traffic and on the network load, the LEO approach doesn’t 
always give superior performance in terms of delay characteristics to that of a MEO.
The results and findings presented in this thesis can be used as a reference for optimising and 
designing future mobile satellite systems.
Key words: Availability, QoS, handover, MAC protocols, satellite channel.
A c k n o w l e d g m e n t s
First my thanks to my supervisors Professor Barry Evans and Professor Rahim Tafazolli for 
giving me the opportunity to work on this project and for their patience and support.
I would not have finished this work without the financial support and the belief in me from the 
Onassis benefit Foundation board of directors, scholarship committee and administrative staff. 
Life has been made easier. I thank them very much.
I should also thank our administrative and computer support staff at CCSR without whom nothing 
would function, including Adam Kirby, Chris Clark, David Brock, Terry Roberts, Stephanie 
Evans, Hannah Morris, Anne Rubin, Emmanuelle Darut, and in times past Moira Macmillan and 
Laksmi Chennel.
I would like to acknowledge my colleague in CCSR Dr Narenthiran Kanagasabathy. The 
discussions we had, although not always helpful and sometimes confusing, are much appreciated. 
Also some of my friends from CCSR, for sharing the anxiety of the last few months, including Dr 
Safak Dogan, Dr Maria Farrugia, and Dr Klaus Moessner.
Finally, my family who have supported me during these years and allowed me to continue to 
study. This thesis is dedicated to them.
Contents
C o n t e n t s
Summary.............................................................................................................................................ii
Acknowledgments...........................................................................................................................iii
Contents.............................................................................................................................................iv
List of Figures................................................................................................................................ viii
Glossary of Terms......................................................................................................................... xiii
1 Introduction.............................................................   1
1.1 Motivation and B ackground...................................................................................................1
1.2 Thesis Structure......................................................................................................................3
1.3 Summary of main contributions .....................................................................................4
2 Non Geostationary Satellite Constellations.............................................................................. 6
2.1 GEO versus non-GEO satellite constellations.......................................................................6
2.2 LEO/MEO constellations.....................................................................................................10
2.2.1 Polar ‘street of coverage’ constellations: the Iridium constellation.............................10
2.2.2 Rosette constellations  .............................................................................................14
2.3 Cellular structuring: spotbeams............................................................................................19
2.3.1 Spotbeam distortion......................................................................................  20
2.3.2 Differential loss.............................................................................................................21
2.3.3 ‘Satellite fixed-cell’ and ‘earth fixed cell’ satellite systems..........................................22
2.4 Networking approaches........................................................................................................23
2.4.1 The ground-based constellation network......................................................................24
2.4.2 The space-based constellation network........................................................................26
2.5 Resource Management in Satellite Networks.................................................................... 27
2.6 Multiple Access Control (MAC) Protocols: A Review...................................................... 27
2.6.1 Multiple Access Classification..........................................................................   27
2.6.2 MAC Considerations For Satellite Communications  ......   28
2.6.3 Random Access (RA)............................................................................   29
2.6.4 Fixed Assignment..........................................................................................................30
2.6.5 Demand Assignment Multiple Access (DAMA)......................................................... 31
2.6.6 Free Access  .................................................   32
iv
Contents
2.6.7 Hybrid of random access and reservation.................................................................... 32
2.6.8 Adaptive Access............................................................................................................32
2.7 Summary................................................................................................................................33
3 Handover Issues........................................................................................................................... 35
3.1 Introduction........................................................................................................................... 35
3.2 Handover.............................................   35
3.2.1 Handover problems and performance criteria............................................................. 36
3.2.2 Handover initiation based on signal strength criteria...................................................38
3.2.3 Handover statistics........................................................................................................ 40
3.2.4 Handover priority schemes  ....................................................................................42
3.3 Strategies for handover control in LEO/MEO satellite systems................................   43
3.3.1 Inter satellite handover necessity..................................................................................43
3.3.2 Satellite visibility...........................................................................................................44
3.3.3 Handover mobility strategies and motion models........................................................ 45
3.3.4 Inter-satellite handover frequency................................................................................49
3.3.5 Mobility model..............................................................................................................51
3.3.6 Handover probabilities................................................................................................. 51
3.3.7 Optimising the ‘hold orbit strategy’ .............................................................................53
3.4 Comparison of handover strategies.......................................................................................56
4 S-PCN Channel and Satellite Availability.............................................................................. 58
4.1 Introduction............................................................................................................................58
4.2 Signal reception......................................................................................................................59
4.3 Empirical narrowband models..............................................................................................61
4.4 Statistical models.................................................................................................................. 61
4.5 Physical statistical models for built up areas........................................................................ 63
4.6 The LUTZ two state narrowband elevation-dependent channel model..............................63
4.6.1 Satellite diversity scenario............................................................................................ 66
4.6.2 Lutz correlated satellite diversity channel model......................................................... 67
4.6.3 Effect of satellite constellation design on azimuth cross correlation........................... 70
4.6.4 Measurement analysis and statistical generator........................................................... 73
4.7 Link availability analysis......................................................................................................78
4.8 Availability results and constellation performance..............................................................79
4.9 Conclusions............................................................................................................................81
5 Handover Strategies for Non-GEO Satellite Diversity Based Systems............................ 83
v
Contents
5.1 Introduction.......................................................................................................................... 83
5.2 Satellite diversity versus handover...................................................................................... 83
5.3 Approach................................................................................       .85
5.3.1 Network coverage...........................................................................................................85
5.3.2 Satellite channel model and simulation scenarios  .............................................87
5.3.3 Criteria for accepting a new call arrival.........................................................................89
5.4 Hard handover algorithm for S-PCN..............................................   94
5.5 Channel Adaptive Handover Algorithm (CASD).............................................................. 96
5.6 Performance evaluation....................................................................................................... 99
5.7 Summary.........................................   103
6 Packet Switching Services over Mobile Satellite system s................................................ 104
6.1 Introduction......................................................................   104
6.2 Packet oriented services  .............   104
6.3 Layered overview of radio interface in GPRS.........................      106
6.3.1 Radio block structure....................................................................................................108
6.3.2 GPRS model of operation.............................................................................................109
6.4 Packet Reservation Multiple Access -  PRMA..................................................................110
6.5 Simulation model and system scenarios............................................................................ 110
6.5.1 Mobility model.............................................................................................................110
6.5.2 Satellite channel...............................................................    112
6.5.3 Traffic models................        113
6.5.4 Mobile terminal state model........................................................................................ 115
6.6 Simulation parameters.................................................................................   121
6.7 Simulation results............................................................................................................... 124
6.7.1 E-mail traffic model results  .........................................     124
6.7.2 WWW traffic model Results....................................................................................... 128
6.8 Application of the MAC procedure to a GEO system (GMR-1)......................................130
6.8.1 Simulation scenario .........................................................................................  130
6.8.2 Simulation results  ...............................................................................................131
6.9 Discussion...........................................................      133
7 Conclusions and Future W ork ................................................................................................ 136
7.1 Summary and conclusions  ........................................................................................... 136
7.2 Challenges for the future....................................................................................................138
REFERENCES  .............................................................................................................. 142
Contents
8 Appendix A -  Publication L is t  ...................................................................................151
8.1 Journal papers..........................................................   151
8.2 Conference Papers.............................................................................................................. 151
9 Appendix B -  Link B udgets....................................................................................................153
9.1 B. 1 Introduction..................................................................................................................153
9.2 B.1.1 ICO System.............................   153
9.3 B.1.2 Globalstar System..............................................................................  154
10 Appendix C -  Uncoded QPSK Performance in AWGN, Ricean and Rayleigh 
C hannels  ........................................................................................................................... 155
10.1 C, 1 QPSK Performance in the AWGN Channel............................................................... 155
10.1.1 C.2 QPSK Performance in the Good Channel State......................................  155
10.1.2 B.3 QPSK Performance in the Bad Channel State.....................................................157
11 Appendix D -  The GMR-1 Air Interface..................................................................... 159
11.1 D.l Introduction....................................................................................   159
11.2 D.2 Physical channels........................................................................................................ 159
11.2.1 D.2.1 Radio Frequency Channels.......................................................     159
11.2.2 D.2.2 Timeslot and Burst Definition..................................................   160
11.2.3 D.2.3 Multiple Access and Frame structure............................................................... 161
11.3 D.3 Traffic Channels.......................................................................................................... 162
11.3.1 D.3.1 Physical-channel-relative timeslot number (PCRTN)............................   163
12 Appendix E -  Simulation Package of Orbit Constellation (SPOC+)....................... 164
12.1 E.l Constellation Modelling and Simulation.....................................................................164
12.2 E.2 Simulation Procedure................................   164
12.3 E.3 Model Input files.......................................................................................................... 164
13 Appendix F -  Simulation Validation............................................................................. 166
13.1 F .l Constellation simulation verification...........................................................................166
13.2 F.2 Satellite channel simulation verification..................................................................... 166
13.3 F.3 Traffic modelling verification......................................................................................166
vii
List o f Figures
L i s t  o f  F i g u r e s
Figure 2-1 - Satellite altitude, elevation angle and footprint size relation.................................   8
Figure 2-2 - Comparison of main properties of LEO, MEO and GEO systems................................9
Figure 2-3 - Percentage of earth’s surface covered versus satellite altitude and minimum elevation
angle...............................   9
Figure 2-4 - Representation of a Non-GEO satellite Walker constellation (Loral/Qualcom big
LEO, Globalstar)......................................................................................   10
Figure 2-5 - Polar view of a Walker star pattern...............................................................................12
Figure 2-6 - Street of Coverage design for polar constellations.......................................................12
Figure 2-7 - Iridium Coverage. Each Coverage Area supports 48 Spot beams............................... 13
Figure 2-8 - Iridium diversity statistics.......................     13
Figure 2-9 - Iridium mean and minimum elevation angles....................................... ...................... 14
Figure 2-10 - Walker’s notation and constellation definition........................................................... 15
Figure 2-11 - ICO Coverage. Each Footprint supports 163 Spot beams..........................................16
Figure 2-12 - ICO satellite diversity vs. Latitude............................................................................16
Figure2-13 - ICO mean and minimum elevation angles.....................................................     17
Figure 2-14 - Globalstar Coverage. Each Coverage Area supports 16 Spot beams........................ 17
Figure 2-15 - Globalstar satellite diversity vs. latitude.................................................................... 18
Figure 2-16 - Globalstar mean and minimum elevation angles  .............   18
Figure 2-17 - Beam formed and distorted spotbeam projection of an ICO satellite [MEEN98].... 20
Figure 2-18 - Spotbeam distortion....................................................................................................21
Figure 2-19 - Spotbeam size compensation, a4<a3<a2<al..............................................................21
Figure 2-20 - a) Satellite systems as an access network; b) as access and core networks............. 24
Figure 2-21 - Bent-pipe and ISL routing approaches [BISANTE99]............................................. 25
Figure 3-1 - Different types of inter-satellite handover processes...................................................38
Figure 3-2 - Handover initiation schemes in a terrestrial system [POL96], A terminal is handed
over from cell 1 (base station 1) to cell 2 (base station 2)................................   39
Figure 3-3 - Time notation [LIN97]....................................................................................   41
Figure 3-4 - Maximum footprint passing time for a satellite overflight of terrestrial user 44
Figure 3-5 - Satellite selection strategies..........................................................................................46
Figure 3-6 - Globalstar motion model...............................................................................................46
Figure 3-7 - Iridium satellite motion model at the equator (worst case)......................................... 47
Figure 3-8 - Handover to the highest visible satellite  .........    48
List o f Figures
Figure 3-9 - Footprint residing radius R f ...........................................................................................48
Figure 3-10 - Average Time between 2 handovers for Globalstar and ICO based on the “highest
elevation” strategy and on the ‘hold orbit’ strategy for Iridium...............................................49
Figure 3-11 - Handover frequency in a day for Globalstar and ICO based on satellite mobility
only............................................................................................................................................. 50
Figure 3-12 - Inter-satellite handover frequency in a day for Iridium .......................................... 50
Figure 3-13 - PM, Probability of at least one Handover for ICO and Globalstar (based on satellite
mobility only, channel conditions are ignored)......................................................................   53
Figure 3-14 - Average duration between two handovers for different strategies............................ 55
Figure 3-15 - Iridium. Percentage of time where we communicate with the highest satellite for
different strategies..................................................................................................................... 55
Figure 3-16 - Iridium. Handover rate per day for different strategies............................................. 55
Figure 3-17 Phi, Probability of at least one Handover for 5 different Handover Control
Strategies in an Iridium-like system.......................................................................................... 55
Figure 4-1 - Propagation Model of a Mobile Satellite System....................   59
Figure 4-2 - Generative structure for analytical-statistical narrowband channel model................ 62
Figure 4-3 - Two state Lutz model of narrowband mobile-satellite fading..................................... 64
Figure 4-4 - State Transitions of LMS channel and received signal envelope................................65
Figure 4-5 - Two state Markov model for single LMS channel.......................................................65
Figure 4-6 - Satellite switched diversity scenario............................................................................ 67
Figure 4-7 - Four state Markov model for a mobile communicating with two satellite channels.. 68
Figure 4-8 - Canonical street canyon geometry..............................................   70
Figure 4-9 - Azimuth correlation example for a street canyon........................................................71
Figure 4-10 - Mean Azimuth Separation versus Latitude................................................................72
Figure 4-11 - LE048 (Globalstar-like) mean correlation coefficient vs. latitude for built up areas
.................................................................................................................................................... 73
Figure 4-12 - MEO10 (ICO-like) mean correlation coefficient vs. latitude for built up areas....... 73
Figure 4-13 - Elevation dependent channel parameters for suburban environment........................76
Figure 4-14 - Time share of shadowing in suburban environment (comparison between the
physical and the statistical model).............................................................................................77
Figure 4-15 - Time share of shadowing for different environments versus elevation................... 77
Figure 4-16 - Availability Functional Diagram................................................................................ 79
Figure 4-17 - Globalstar and ICO single visibility LOS availability results in urban, suburban and
highway environments......................................................................   80
Figure 4-18 - ICO availability results in urban, suburban and highway environments...................80
Figure 4-19 - Globalstar availability results in urban, suburban and highway environments........ 81
List o f Figures
Figure 5-1 - Coverage around an FES (0/40°N) at different latitudes.............................   86
Figure 5-2 - Globalstar diversity statistics.....................................................................   ....87
Figure 5-3 - Globalstar mean elevation angle statistics...................................................................87
Figure 5-4 - ICO diversity statistics.................................................................................................87
Figure 5-5 - ICO mean elevation angle statistics.................  87
Figure 5-6 - Approach for satellite diversity/handover simulation and performance evaluation in
terms of mean no of handovers and probability of outage (system unavailability).................89
Figure 5-7 - ICO Call blocking rate for 4 different call acceptance algorithms. User located in a 
suburban environment (a) user direction cp =-90° (b) cp =+90, call duration = 2.5 minutes... 91 
Figure 5-8 - ICO Call dropping rate for 4 different call acceptance algorithms. User located in a 
suburban environment (a) user direction (p =-90° (b) (p =+90, call duration = 2.5 minutes... 91 
Figure 5-9 - ICO Handover all dropping rate for 4 different call acceptance algorithms (dropping 
rate of calls that have been handed over at least once). User located in a suburban
environment (a) user direction (p =-90° (b) (p =+90, call duration = 2.5 minutes................... 92
Figure 5-10 - ICO Average number of handovers/call for 4 different call acceptance algorithms. 
User located in a suburban environment (a) user direction cp =-90° (b) cp =+90, call duration
= 2.5 minutes..............................................................................................................................92
Figure 5-11 - ICO Percentage of calls that will require at least one handover for 4 different call 
acceptance algorithms. User located in a suburban environment (a) user direction cp =-90° (b)
cp =+90, call duration = 2.5 minutes..........................................................................................93
Figure 5-12 - ICO Blocking rate for procedure 1. Suburban/Highway environments................... 94
Figure 5-13 - Globalstar Blocking rate for procedure 1. Suburban/Highway environments......... 94
Figure 5-14 - Globalstar, suburban environment. Dropping rate for diffeient thiesholds F*uii, Ptii2 95 
Figure 5-15 - Globalstar', suburban environment. Handover rate for different thresholds Pmi, Pui2 95 
Figure 5-16 - CASD operation: Timers Tactivate and Tdrop used in the fading processes of the two 
satellite channels. Solid lines show an active channel, whereas in dashed line periods link
capacity is saved.........................................................................................................................96
Figure 5-17 - Flow diagram for CASD connection operation..........................................................97
Figure 5-18 - Influence on selection of Tdrop timer on call dropping rate........................................ 98
Figure 5-19 - Influence on selection of T^p timer on average number of CASD requests per call
..............................................................................................   98
Figure 5-20 - Influence on selection of Tdrop timer on percentage of second satellite usage.......... 98
Figure 5-21 - Globalstar-lilce: call dropping rate for 6 different scenarios, user located in a
suburban environment..................................................................................  100
Figure 5-22 - Globalstar-like: Average number of channel requests for 6 different scenarios, user 
located in a suburban envnonment.........................................................................   100
x
List o f Figures
Figure 5-23 - ICO-Iike: call dropping rate for 6 different scenarios, user located in a suburban
environment...............................................     101
Figure 5-24 - ICO-like: Average number of chamiel requests for 6 different scenarios, user located
in a suburban environment...................................................................................................... 101
Figure 5-25 Average number of used satellites for continuous diversity and the CASD operation,
user located in a suburban environment ............................................................   101
Figure 5-26 - Call dropping rate for ICO and Globalstar for a user located in a highway/open
environment.............................................................................................................................. 102
Figure 5-27 - Average number of channel requests for ICO and Globalstar for a user located in a
highway/open environment..........................................................         102
Figure 6-1 - GPRS Mobile Terminal (MT) -  Network Reference Model [GSM 03.64]..............106
Figure 6-2 - Radio block structure for data transfer for GPRS......................................................108
Figure 6-3 - Radio block structure for control message for GPRS................................................108
Figure 6-4 - Spotbeam Mobility Model..........................................................................................111
Figure 6-5 - Two state Markov chain representing the good-bad satellite channel model 112
Figure 6-6 - Typical characteristics of a packet service session [UMTS30.03]............................ 114
Figure 6-7 - Mobile Terminal state model for non-handover calls. Dotted lines represent states
used only for the WWW browsing traffic model  ......................................................116
Figure 6-8 - Mobile Terminal state model for handover calls. Dotted lines represent states used 
only for the WWW browsing traffic model. After the end of the handover procedure, the 
handover terminal is integrated with the terminals in the beam and the state model changes
accordingly............................................................................................................................... 116
Figure 6-9 - Throughput for e-mail services with and without channel errors for LEO and MEO
...................................................................................................................................................125
Figure 6-10 - Accessing and handover delays for e-mail services with and without channel errors
for LEO and MEO  ...................................................................................   125
Figure 6-11 - Service and handover queue delays for e-mail services with and without channel
errors for LEO and M EO......................................................................  126
Figure 6-12 - Service and handover queue sizes for e-mail services with and without channel
errors for LEO and M EO........................................................................................................ 126
Figure 6-13 - Average transmission delay for e-mail services (per average call duration) with and
without channel errors (LEO and MEO)................................................................................. 127
Figure 6-14 - Contention delay for e-mail and WWW traffic services with and without channel
errors (LEO and MEO)..........................................    127
Figure 6-15 - Average number of handovers for e-mail and WWW services traffic versus average 
number of logged on users for LEO and MEO...................................................................... 128
List o f Figures
Figure 6-16 - Throughput for WWW services with and without channel errors for LEO and MEO
........................................................................................................................................   129
Figure 6-17 - Accessing and handover delays for WWW services with and without channel errors
for LEO and MEO....................................................................................................................129
Figure 6-18 - Service and handover queue delays for WWW services with and without channel
errors for LEO and M EO  ...................................   129
Figure 6-19 - Service and handover queue sizes for WWW services with and without channel
errors for LEO and M EO........................................................................................................ 129
Figure 6-20 - Average transmission delay for WWW services (per average call duration) with and
without channel errors (LEO and MEO)...................   130
Figure 6-21- Slot assignment considered in the uplink.................................................................. 131
Figure 6-22 - Comparison of throughput for e-mail (Cauchy with cut-off 500 kbytes) and e-mail
as modelled by [FUNET] with and without channel errors for GMR-1............................... 132
Figure 6-23 - Comparison of accessing delay for e-mail (Cauchy with cut-off 500 Kbytes) and e-
mail as modelled by [FUNET] with and without channel errors for GMR-1....................... 133
Figure 6-24 - Comparison of queing delay for e-mail (Cauchy with cut-off 500 kbytes) and e-mail
as modelled by [FUNET] with and without channel errors for GMR-1............................... 133
Figure 6-25 - Comparison of service queue sizes for e-mail (Cauchy with cut-off 500 kbytes) and
e-mail as modelled by [FUNET] with and without channel errors for GMR-1....................133
Figure 6-26 - Comparison of contention delay for e-mail (Cauchy with cut-off 500 kbytes) and e-
mail as modelled by [FUNET] with and without channel errors for GMR-1....................... 133
Figure C-l -  Simulation of ucoded QPSK performance in a Ricean fading channel...................160
Figure C-2 -  Simulation of uncoded QPSK performance in a Rayleigh fading channel..............160
Figure D-l - Mapping of logical channels onto physical channels, based on the physical resource
 160
Figure D-2 - Timeframe structures and timeslots.......................................................................... 162
Glossary o f Terms
G l o s s a r y  o f  T e r m s
ACIC: Acknowledgement
ARQ: Automatic Retransmission Request
BCCH: Broadcast Control Channel
BCS Block Check sequence
BEC Backward Error Correction
BS: Base Station
BSC: Base Station Controller
CAC Call Admission Control
CCH: Control Channel
CDMA: Code Division Multiple Access
CRC Cyclic Redundancy Check
CS: Control Station
ETSI European Telecommunications Standards Institute
FCCH: Frequency Correction Channel
FDMA Frequency Division Multiple Access
FES Fixed earth Station
FEC Forward Error Correction
FIFO First In First Out
FTP File Transfer Protocol
GEO Geostationary Earth Orbit
GGSN: Gateway GPRS Support Node
GMSC: Gateway Mobile Switching Centre
GoS Grade of Service
GPRS: General Packet Radio Service
Glossaly o f Terms
GPS: Global Positioning System
GSM: Global System for Mobile communications
GSN: GPRS Support Node
GW Getaway
IP: Internet Protocol
ISDN: Integrated Services Digital Network
ISL hiter-Satellite Link
LA: Location Area
LEO Low Earth Orbit
LLC Logical Link Control
LMS Land Mobile Satellite
LES Land Earth Station
LOS Line-of-sight
MAC Multiple/Medium Access Control
MES: Mobile End System
MPDCH: Master Packet Data Channel
MSS Mobile Satellite System
MSC: Mobile Switching Centre
MEO Medium Earth Orbit
MT Mobile Terminal
NACK: Negative Acknowledgement
NGEO Non-Geostationary Orbit
NLOS Non-Line-of-sight
NSS: Network and Switching Sub-system
NCC Network Control Centre
OBP On-Board Processing
PACCH: Packet Associated Control Channel
PAGCH: Packet Access Grant Channel
xiv
PBCCH: Packet Broadcast Control Channel
PDCH: Packet Data Channel
PDU: Protocol Data Unit
PPCH: Packet Paging Channel
PPRCH: Packet Paging Response Channel
PQN Packet Queueing Notification
PRACH: Packet Random Access Channel
PRMA Packet Reservation Multiple Access
PTCH: Packet Traffic Channel
QoS Quality of Service
RA: Routing Area
RAAN Right Ascension of the Ascending Node
SACCH: Slow Associated Control Channel
SCH: Synchronisation Channel
SGSN: Serving GPRS Support Node
SIM: Subscriber Identity Module
SMS: Short Message Services
SPCN Satellite Personal Communication Networks
SPDCH: Slave Packet Data Channel
TCH: Traffic Channel
TCP Transmission Control Protocol
TDMA Time Division Multiple Access
TFI: Temporary Frame Identity
TIA Telecommunications Industry Association
UMTS Universal Mobile Telecommunications System
USF: Uplink Status Flag
WIU: Wireless Terminal Interface Unit
WWW: World Wide Web
Chapter 1. Introduction
C h a p t e r  1
I n t r o d u c t i o n
1.1 Motivation and Background
Until recently satellite communications were mainly considered in the context of providing point- 
to-point trunk telephony, one way broadcasting or niche mobile communications to vehicles. 
However, at the beginning of the nineties the evolution in satellite technology allowed more ‘user 
oriented’ services -  similar to GSM -  to be supported. In an era where the main technology focus 
is the communication character of the user, the convergence of mobile satellite systems with 
terrestrial cellular systems seem is upon us. Indeed this integration may be the only way of 
achieving a truly global mobile communication system. Since these systems where designed to 
complement the existing terrestrial cellular network, their performance is of great interest 
particular to the terrestrial operators who intend to expand their coverage and roaming area by 
including a satellite component. Furthermore, Quality of service (QoS) and service availability are 
major features to which a subscriber is sensitive.
Until recently, it was anticipated that the satellite component of 3G systems (e.g. UMTS) would 
be partly based on non-geostationary constellations of satellites in Low or Medium earth orbits 
(LEO/MEO), that are characterised by lower propagation delays and losses than GEO. The QoS 
in such systems is very much dependant on the dynamics of the constellation. The time varying 
nature of the propagation environment due to multipath and shadowing, as well as the dynamics 
of the satellite constellations produces QoS variations and leads to handovers which also 
contribute to the QoS. Even though there has recently been a switch back to GEOs, these 
parameters are still apparent in determining the overall QoS that can be offered to the customer.
In addition to the QoS the ‘availability’ -the time for which the QoS can be provided to the 
customer- is an important design parameter and will be dependant upon the propagation 
characteristics as well as the terminal equipment availability. Together the QOS and the 
availability are the two most important criteria that drive the system design.
The link availability from a Non-GEO Mobile Satellite System (MSS) depends on many factors. 
These systems are designed with low link margins and as a result of this, signal quality may suffer 
from the frequent propagation impairments of shadowing and multipath fading depending on the
1
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user environment. Signal shadowing due to signal blockage by obstacles -e.g. buildings and trees- 
in the near- vicinity of the user terminal is the most significant factor in determining the service 
availability. As shown in [LUTZ91& JAHN96], shadowing is more prevalent at lower elevation 
angles. As shadowing becomes less dominant at higher elevation angles, an increase of the mean 
elevation angles of the satellite constellation will result in a decrease of signal blockage and 
substantially improve the performance of the MSS. A second approach to improve the link 
availability is the exploitation of multiple satellite visibility. When dual diversity is provided the 
probability that the mobile has line-of-sight (LOS- good channel state) to at least one satellite is 
increased.
Quality of Service for circuit mode telephony is tightly coupled to the availability and the radio 
link parameters, the most important of which is the C/(N+I) (Carrier to Noise plus Interference 
ratio). If this ratio is greater than a certain threshold (referred to as limit C/(N+I)) the target 
requirements in terms of BER are guaranteed. In the opposite case, a decrease of the C/(N+I) 
below the limit can cause a call blocking-in case of new call attempts- initiate a handover request 
or cause a call (01* information block -  in case of packet services) to be dropped. Call dropping -  
which can be caused either by propagation impairments, or handover failure - is a significant 
factor affecting the QoS of a system. Not only is forced termination a catastrophic effect for a user 
but also in the case of packet oriented services successive retransmissions add further delay to the 
service and occupy increased network resources. Satellite systems have to employ multiple access 
but have very limited capacity compared to terrestrial network nodes; however they do allow 
higher flexibility concerning topology, reconfiguration and network expansion and they can also 
offer point to multipoint and multipoint to multipoint communications. For this reason efficient 
resource management must be deployed for the provision of multimedia services to mobile users. 
Network operators can benefit from the direct satellite to the user broadband access since they can 
dynamically assign resources according to the traffic demands. Bandwidth on demand can be 
more easily deployed over radio than wired networks by aggregating more than one radio 
channels to a particular subscriber.
The work described in this thesis is aimed at the evaluation of QoS/availability parameters for 
mobile satellite communication systems. The bulk of the work concentrates on non-GEO 
constellations which were more in prominence at the start of the work and for which little 
evaluation had been completed at this time. The initial studies investigated circuit switched 
telephony services but the latter part of the work looks at QoS issues for packet oriented data 
systems. The latter became much more important as the time of the research work elapsed.
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1.2 Thesis Structure
Chapter 2 presents the rationale for using non-GEO satellites for mobile communications and a 
fundamental introduction to the basic parameters of satellite constellation design that condition 
the area coverage on the earth’s surface. Two main constellation designs that were proposed for 
use in current MSS proposals are described together with three MSS proposals whose diversity 
and elevation statistics are shown versus latitude. Chapter 2 also presents a distinction on the two 
network approaches for non-GEO mobile satellite systems and a brief literature review on MAC 
protocols proposed for satellite communications, a factor affecting network efficiency and QoS 
provision.
The satellite altitude and elevation angles have a major impact on the inter-satellite handover 
frequency, a major factor affecting QoS, this is shown in Chapter 3. Chapter 3 also gives a brief 
overview of handover issues and control for non-GEO mobile satellite communications and 
evaluates the performance of various handover strategies.
Chapter 4 gives a description of the satellite channel models described in the literature and an 
initial approach to predict the offered service availability of first generation satellite systems. This 
approach calculates the satellite availability in various user environments as a function of the 
power available to the user and the channel encountered by the user. The two statistical models 
developed by Lutz in [LUTZ91] and [LUTZ96] describing the states of the satellite fading 
channel are also presented since the availability results are based on the extracted statistical 
channel data. In the case of dual satellite visibility provision, ‘continuing’ diversity is considered. 
‘Continuing’ refers to the fact that both channels are always used when the geometrical visibility 
allows it.
Chapter 5 investigates the trade of between switched and ‘continuing’ satellite diversity and 
estimates the service availability as the probability that a user can successfully complete a call 
lasting N minutes. The impact on the QoS of additional performance factors, such as average call 
duration, call blocking and dropping probabilities, and handover rates, given a particular satellite 
constellation and a particular user environment is investigated. In an effort to decrease the call 
dropping probability as well as the channel set up rate (associated with handover signalling) two 
alternative handover schemes are proposed; one for hard and one for soft operation, called 
channel adaptive diversity (CASD). In the latter case, not only can the handover delay be avoided, 
but also a diversity combining gain can be produced. The chapter concludes that the objectives 
behind the handover algorithm to be selected may be a trade-off between service quality and 
network efficiency. It has also been shown that a handover algorithm whose protocol solely 
selects a second satellite whenever the current one becomes unavailable, not only increases the 
signalling overhead but also may lead from the short-time ‘best’ satellite to a non optimal one.
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Chapter 6 studies the effect of the handover rate in LEO and MEO systems on data packet 
services. In par ticular, a MAC protocol based on Packet Reservation Multiple Access (PRMA) is 
introduced that gives resource priority to handover calls in a satellite beam. Despite the fact that 
many MAC protocols for use in satellite communications are described in the literature the effect 
of mobility has rarely been assessed. The performance of the suggested MAC protocol is 
investigated under ideal and under bursty error conditions. It is concluded throughout this initial 
study that the beam residence time has a great influence on traffic and network dimensioning. The 
results presented in this chapter are of central importance to network designers and give rise to 
further technical issues that a satellite network designer should take into consideration.
Finally, Chapter 7 summarizes the conclusions of the work presented and provides some possible 
future research issues (directions).
1.3 Summary of main contributions
The main contributions that are reported in this thesis may be summarised as follows:
• Solutions for mitigating the handover rate in polar orbit designs while at the same time 
maximising the time that the highest satellite is the one used for the communication 
session.
• A detailed model of the satellite channel based on a combination of statistical models 
proposed in literature [LUTZ91, LUTZ96, TZA98] has been tested, and simulated.
• A detailed simulation model encompassing the satellite orbital motion, and the channel 
encountered by the mobile user in a particular* environment has been created which is able 
not only to calculate the LOS availability but also to calculate the availability as a 
percentage of time the link requirements are satisfied under a predefined BER constraint.
• Two handover algorithms are proposed; one for hard handover operation and one for soft 
handover operation. The novelty of both suggested algorithms relies on the usage of two 
different power thresholds for the adding/dropping of a satellite involved in the handover 
process. Both algorithms have optimised performance in terms of reduced signalling and 
call dropping rate.
• The proposal of a MAC protocol that integrates both beam and handover data traffic in a 
satellite beam. Despite the fact that the protocol uses very simple scheduling and 
queueing policies, this initial work depicts how the beam residence time influences 
various types of traffic, an important consideration for network design.
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• As a result of the work completed in this thesis the papers listed in Appendix A have been 
published.
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C h a p t e r  2
N o n  G e o s t a t i o n a r y  S a t e l l i t e  C o n s t e l l a t i o n s
2.1 GEO versus non-GEO satellite constellations
Satellite-based mobile communications have been going through an evolutionary change in the 
past 15 years, starting with an Inmarsat-type of mobile communications with the satellites in 
GEOs (Geo stationary orbits) where initially global beams were used to provide service to ships at 
sea. In 1996, Inmarsat launched two (of five) Inmarsat 3 satellites, which produced global beams 
(footprints) where the earth’s surface is divided into large coverage areas serviced by individual 
spot beams. For the same satellite transmitted power, the spotbeams provide considerably greater 
effective isotropic radiated power (EIRP) than global beams. This clearly relaxes the design 
burden on the ground terminals since they see a larger antenna gain divided by system noise 
temperature (G/Ts) (larger satellite receive antenna) and a greater downlink EIRP [PAT98]. This 
era was followed by satellites in GEO providing several spotbeam type services to terrestrial 
mobile units, either in vehicles or personal suitcase size earth terminals. With the higher EIRP 
provided by the satellite, the mobiles can use medium gain antennas (directional) for both data 
reception and voice service. However, it is not possible to supply service to smaller handheld 
tranceivers.
GEO satellites are positioned at 35800 km above the earth’s surface and orbit the earth at the 
same rate at which the earth rotates. This results in the satellites appearing in a fixed position with 
the sky relative to a point on the earth’s surface. This unique property makes these satellites ideal 
for wide area broadcast communications due to the very large coverage area (typically 30% of the 
earth’s surface) and simple design of terminal receive antennas required. Communication 
satellites in geostationary orbits still remain the most popular for communications and represent 
probably more attractive solutions from the business point of view, as they require the lowest 
upfront investments. However, there were reasons for investigating the use of Non-GEO1 
satellites in the early days of satellite systems.
1 The ITU has designated satellites which are not in geostationary orbits as non-GEO or (non-GSO). This 
includes low earth orbit (LEO) satellites (up to 2000 km altitude -  lying below the peaks of the inner Van 
Allen radiation belt), medium earth orbit (MEO) satellites (up to about 12000 km altitude -  between the
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Satellites in low and medium earth orbits (LEO and MEO) have been rediscovered for use in 
telecommunication services in recent years. The early venture into communications satellites 
proposed satellites in low earth orbit. Clearly, there were reasons for this mode of operation. First, 
the booster technology was not available to launch satellites into a higher orbit. Second, the 
satellite technology was not sufficiently mature enough to realize higher performance such as 
power generation and signal bandwidth. Also, there was a problem with reliability since operating 
in a hostile space environment was mostly unknown.
It is appreciated that non geostationary LEO (500-2000km) and MEO (10000-12000km) satellite 
constellations have some advantages for use in mobile satellite systems (MSS) as they have much 
smaller delays and lower terminal power requirements than GEO based (35800 km) systems. 
Mobile users require hand-held telephone devices with omni-directional antennas that are easily 
portable and can provide instant access to a global communications system. Furthermore, 
interactive application users desire ‘fiber like quality’ transmissions. In GEO systems, long 
propagation delays and high signal attenuation due to free space loss are unavoidable. LEO 
systems have round trip delays in the order of 10-40 ms compared to GEO systems were the delay 
is lower bounded by 250 ms. For interactive applications, such as telephony or telnet, where a 
user is expecting a prompt response from the other side of the connection, LEO systems are 
certainly a more attractive solution in terms of the delay requirements. For telephony, it is not the 
delay performance that is the problem but the increased delay makes it more difficult to count for 
the echoes produced by the terrestrial telephone network missmatching. Concerning the power 
requirements, if we consider a signal of 2GHz for a user situated in the spotbeam centre, the free 
space loss (FSL) is 161 dB for a LEO satellite at 1400 km altitude and 190 dB for a GEO satellite. 
In addition, as GEO satellites are located above the equator, visibility to a satellite decreases at 
higher latitudes. Satellites in LEO and MEO can provide (almost) global coverage with large 
probability of multiple satellite visibility.
inner and outer Van Allen belts), and highly elliptical orbits (HEOs) with apogees up to 40000 km and 
beyond.
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a -nad ir angle
P = 1/2 central angle
0 = elevation angle
R e = 6378 km earth mean radius
0 + a  + p = 7 i / 2
h = satellite constellation altitude
S= slant range
Figure 2-1 - Satellite altitude, elevation angle and footprint size relation
By using LEO/MEO satellites and selecting an appropriate inclination angle these orbits can offer 
much higher minimum elevation angles over high latitude regions. The main drawback of these 
constellations is the increased number of satellites required to cover the earth above a given 
minimum elevation angle 0 as shown in Figure 2-1. A further complication in system design is 
caused by the fact that LEO and MEO satellites move relative to the surface of the earth, which 
leads to more sophisticated terminal antennas and satellite handovers. The lower the altitude the 
more significant the limit in the coverage spot size which causes the spot to continually move. 
This not only increases system complexity but also makes for many design challenges, from 
connection handoff to inter-satellite routing and satellite tracking. In addition, the movement of 
the non-geostationary satellites as well as the movement of the mobile user may result in variation 
of the received power with time. From the acquisition and chamiel estimation point of view, LEO 
orbits are the most demanding, and they can be considered as a benchmark [BOUR02]. Figure
2-2 summarises the basic properties of LEO, MEO and GEO satellite systems.
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LEO MEO GEO
 ►
LOWER Propagation delay HIGHER
< ----------------------------------------------------------------------
HIGHER Link budget efficiency LOWER
 ►
LOWER Beam coverage area HIGHER
< ----------------------------------------------------------------------
HIGHER System complexity LOWER
Figure 2-2 - Comparison of main properties of LEO, MEO and GEO systems
Due to the increase in system cost with increasing satellite numbers, a significant amount of 
research has been devoted to constellation design methods that cover the earth using the minimum 
number of satellites. In addition, two other factors come into play: the altitude of the satellites in 
the constellation and the minimum usable elevation angle of the antenna beam of the terrestrial 
transceiver. Both the altitude of operation and the elevation angle have impact on the number of 
satellites required. Intuitively, one can see that the higher the orbital altitude (within limits), the 
greater the viewing area (see Figure 2-3) and the fewer the number of satellites needed to cover 
the earth on a continuous basis. Similarly, the higher the elevation angle to reduce the shadowing 
and blocking losses, the greater the number of satellites required. More satellites are packed into 
the orbits since their viewing angles have been restricted to satisfy minimum elevation angles.
Figure 2-3 - Percentage of earth’s surface covered versus satellite altitude and minimum elevation
angle
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Figure 2-4 - Representation of a Non-GEO satellite Walker constellation (Loral/Qualcom big LEO,
Globalstar)
Two schools of thought have evolved in constellation design for LEO’s and MEO’s. Both studies 
divide the satellites up into separate orbital planes containing equal number of satellites. One is 
deploying satellites in multiple polar orbits (i = 90°) or near polar orbit. Research in this area has 
been performed by several investigators (Beste, Adams, and Rider). The other approach has 
considered satellites in several planes but in inclined orbits (see Figure 2-4). These studies have 
been completed by Ballard and Walker1. The constellation designs have been most tractable with 
satellites in circular orbits to avoid orbit dynamic problems which accompany elliptical orbits. 
Circular orbits do not manifest the regression of the line of apsides (rotation of orbital plane), as 
would occur for elliptical orbits if the inclination were not 63.4° or 116.6°. However, circular 
orbits demonstrate nodal regression and the amount depends on the inclination and altitude of the 
satellite(s) [PAT98].
2.2 LEO/MEO constellations
2.2.1 Polar ‘street of coverage’ constellations: the Irid ium  constellation
In polar orbit constellations, a number of satellites are launched into circular orbits with an equal 
number (Sn) in each plane. The satellites in a single orbit plane are distributed regularly around 
the plane such that the phase between adjacent co-plane satellites is 27t/Sn. The orbits are of 
sufficient altitude to mitigate the air drag effects and low enough to avoid the exposure of the 
inner Van Allen radiation belt. The satellites pass over the poles or have inclinations close to 90°.
1 W alker’s, Ballard’s and R ider’s work are discussed very briefly in this thesis, see [B AL80], [RID85], 
[RID86] and [WAL77] for further details.
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The Iridium LEO constellation design [LE091] is a polar orbit design based on the analysis of the 
paper by Adams and Rider [ADAM87]. The constellation design of Iridium ensures that minimal 
footprint overlap occurs in the Equatorial region and satellites are placed in orbit such that no 
gaps between satellites occur. The constellation design is based around the idea of co-rotating 
planes, slightly offset to provide full overlap. These planes provide ‘streets of coverage’, where 
satellites hand over communications to following satellites [WOOD99]. This was proposed in 
[LUD61] and discussed further in [RID95].
However, in this method of design satellites are concentrated in extremely high latitudes where 
very little potential traffic exists. In polar orbit constellation designs, the overlapping of satellite 
footprints at the poles will lead to multiple coverage and signal interference for simple frequency 
allocation schemes, resulting in a need for some footprints or spotbeams to be disabled. (Iridium 
disables spot beams near the poles to reduce this multiple coverage to single coverage with 
minimal overlap [JAN93]).
Generally, a polar constellation is composed of p polar or near polar orbit planes whose RAANs 
(Right Ascension of the Ascending Node) are distributed regularly around a single hemisphere, 
this ensures that satellites in the hemisphere are all ascending from north to south. Satellites in the 
opposite hemisphere will all be descending from north to south. The intersection between the 
ascending and the descending satellite hemispheres is referred to as ‘seam’. This is shown in 
Figure 2-5. The hemispheres are bordered by two seams where satellites in orbit planes either side 
of the seams are moving in opposite directions. Near* polar constellations with an orbital seam 
between the ascending and descending planes are also called Walker star patterns [WALK84],
Since satellites in one hemisphere are all ascending or descending, one can see intuitively, that 
because the satellites’ orbits have the same period and eccentricity then the distances and velocity 
vectors between the satellites are relatively stable and slow moving, until high latitudes where the 
planes coalesce. This slow moving dynamic, between the adjacent satellites in different planes 
makes this constellation design very suitable for the adoption of cross-plane ISLs. However, the 
combined velocity on opposite sides of the seam is very high and cross-plane ISLs will be 
difficult to maintain across the seams. The result is that for calls which originate and terminate 
either side of the seam region there may have to be some extra ISL routing which carries the call 
across the nearest polar region, as this is the only way to route through the constellation without 
going across the seam [SAM99]. The latter will definitely increase the propagation and processing 
delay of a call.
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Orbital seam where coverage 
overlaps even more
A l J R  . :■
m /y  1M
31
D escending satellites • Ascending satellites
(moving away from  north pole) (moving towards north pole)
Figure 2-5 - Polar view of a Walker star pattern
Figure 2-6 (a) shows the ‘street of coverage’ motion model for Iridium at the Equator (worst 
case). The Iridium system contains 66 satellites at an altitude of 780 km (LEO) which are 
distributed evenly in 6 orbital planes inclined at 86°, with an inter-plane phasing angle of -16.36°, 
resulting in a minimum elevation angle of 8.2°. In Iridium system the separation A! between the 
six orbits is Ai=p+e=31.6° or A2=2e=22° when the planes are counterrotating (P is the central 
angle and 8 is the one half width of ground swath as shown in Figure 2-6). As already mentioned 
the area between the first and last planes, where the satellites are counterrotating, is referred to as 
the counterrotating seam.
Synchronised Non-Synchronised
(a) (b)
Figure 2-6 - Street of Coverage design for polar constellations
Figure 2-7 shows a snapshot of the Iridium constellation coverage. Every circle in the cylindrical 
projection below is the coverage area, or footprint of an Iridium satellite flying overhead at the 
centre of the circle and looking down for signals. The earth is completely covered (100% single
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satellite visibility). The satellites antennas create 48 mobile beams, which permit a four-time 
frequency reuse.
Figure 2-7 - Iridium Coverage. Each Coverage Area supports 48 Spot beams
Latitude (d e g re e s )
Figure 2-8 - Iridium diversity statistics
Figure 2-8 shows the variation in satellite visibility with latitude in the Iridium system at a 
minimum elevation angle of 8.2°. As can be seen, the number of satellites visible above the 
minimum elevation angle increases with latitude. This is due to the fact that the distance between 
orbits reduces with increasing latitude resulting in dramatically varying levels of satellite 
visibility.
Figure 2-9 shows the mean and minimum elevation angles of the highest and second highest 
satellite in the Iridium constellation. Due to Iridium being a polar orbit mean elevation angles 
increase with latitude. This affects dramatically the availability of service in lower latitudes. This 
was also shown in [GKI99].
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Iridium mean elevation angles Iridium minimum elevation angles
Figure 2-9 - Iridium mean and minimum elevation angles
The Iridium constellation differs from other S-PCN constellation proposals in that it implements 
inter-satellite links. The feeder links and the satellite cross links operate at Ka band (19.4 to 
19.6/29.1 to 29.3 GHz for uplink/downlink transmission and 23.18 to 23.38 GHz respectively) 
and the mobile link for both transmission and reception at 1.616 to 1.625 GHz.
2.2.2 Rosette constellations
Rosette constellations use inclined orbits and are designed to give full global coverage with a 
minimal number of satellites. Comparatively to polar orbits that have a greater concentration of 
satellites near the poles, the inclined orbit approaches tend to give a more uniform distribution 
globally. They can also be used to offer high diversity global coverage with a trade-off between 
diversity and satellite numbers or minimum elevation angle. These constellations were initially 
described by Walker [WALK77] and further investigated by Ballard [BAL80], who described a 
set of optimal constellation configurations which give 100% single satellite coverage for minimal 
satellite numbers. This design approach was used by Loral in their Globalstar LEO system, by 
Inmarsat in their ICO (Intermediate Circular Orbit) and TRW in their Odyssey MEO system 
(Odyssey is now merged with ICO). The ICO and the Globalstar constellations are described later 
in this section.
The main characteristic of these constellations is that the footprints of adjacent co-plane satellites 
do not overlap, continuous coverage is provided by the dynamic overlap between satellites in 
different planes. The resulting connectivity sequences experienced by users is more unpredictable 
than the polar ‘streets of coverage’ designs [SAM99].
The constellation consists of a total of T satellites with Sn satellites evenly distribured among P 
planes. All planes have the same direct inclination (i < 90°) and altitude, and all undergo the same
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nodal regression. The ascending nodes of the P planes are evenly distributed around the equator at 
intervals of (3607P). In each plane, the satellites are uniformly distributed at intervals of 360°/Sn. 
There is also a phasing requirement of satellites in adjacent planes given by 360°F/T: where F is 
the phasing parameter. The above relationships are depicted in Figure 2-10. A Walker 
constellation is usually designated by the symbolism:
i - . T / P / F  M
Where, i—inclination o f circular orbits
T-total number of satellites divided equally among planes 
P=total number of orbital planes with the same inclination
F-phasing factor, 0 < F  < P  — 1. The phasing difference between satellites in adjacent 
360°
planes is F  X— (see Figure 2-10)
The number of satellites Sn is evenly deployed or evenly phased. Any disparity in phasing can be 
corrected by using a small amount of onboard fuel to raise2 or lower the altitude of the 
satellite[PAR98].
Figure 2-10 - Walker’s notation and constellation definition.
2 By Keplers’ third law of planetary motion, raising the satellite altitude will reduce its velocity and will 
drift backward with respect to the satellite in a lower orbit. This will increase the distance from the satellite 
ahead of it in a lower orbit.
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2.2.2.1 ICO constellation (MEO)
The ICO constellation is a MEO Walker constellation at an altitude of 10355 km and contains 10 
satellites that are distributed evenly in 2 orbital planes inclined at 45°. The inter-plane phasing 
angle is zero and the minimum elevation angle is 10°.
Figure 2-11 shows ICO’s satellite footprints at a moment in time and Figure 2-12 shows the 
variation in satellite visibility with latitude in the ICO system (at the minimum elevation angle). 
The ICO constellation provides 100% single coverage like Iridium, but also provides dual satellite 
visibility for a large percentage of time (the Iridium design does not rely on satellite diversity). 
Consequently, this results in ICO providing a higher service availability than Iridium [GKI99J.
Figure 2-11 - ICO Coverage. Each Footprint supports 163 Spot beams
The mean and the minimum elevation angle statistics of the first and second highest satellite in 
the ICO constellation are shown in Figure2-13. Due to orbit planes being inclined at 45° the 
elevation angle statistics peak around the corresponding latitude region. ICO uses 2.2 GHz for the 
down link and 1.6 GHz for the up link.
Latitude (degrees)
Figure 2-12 - ICO satellite diversity vs. Latitude
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ICO mean elevation angles ICO minimum elevation angles
Figure2-13 - ICO mean and minimum elevation angles
2.2.2.2 Globalstar constellation
The Globalstar constellation contains 48 satellites distributed evenly in 8 orbital planes each 
inclined at 52° at an altitude of 1414 km, with an inter-plane phasing angle of -7.5°. The 
minimum elevation angle is 10°. Contrary to ICO and Iridium constellations which use Time 
Division Multiple Access (TDMA), Globalstar uses Code Division Multiple Access (CDMA). 
Globalstar can be described as a Ballard or Walker constellation.
Figure 2-14 shows a snapshot of the Globalstar constellation coverage. All but the highest 
latitudes are completely covered. The Globalstar constellation is shown in Figure 2-4. Users in 
each of the contours shown in Figure 2-14 will have elevation angles greater than 15°, and the 
contours are blanked by six spotbeams.
Figure 2-14 - Globalstar Coverage. Each Coverage Area supports 16 Spot beams
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Latitude (degrees)
Figure 2-15 - Globalstar satellite diversity vs. latitude
As shown in Figure 2-15 the Globalstar constellation does not provide complete global coverage. 
The constellation offers 100% single satellite visibility between ±70° latitude and 100% dual 
satellite coverage between 25° and 50° north or south latitude. Outside of this latitude range in the 
equatorial regions, dual satellite diversity still remains high at over 83% of time. This satellite 
constellation is a good example of how an orbit can be optimised to cover areas of the globe 
where traffic is expected to be high.
Figure 2-16 shows the mean and minimum elevation angles of the highest and second highest 
satellite in the Globalstar constellation. Again the elevation angle statistics peak around the 
latitude corresponding to the inclination angle of the constellation. Globalstar uses 2.5 GHz for 
the down link and 1.6 GHz for the up link.
10 20 30 40 SO 60 70 80 90
Latitude (degrees)
Globalstar mean elevation angles
Lalitudo (dogroa)
Globalstar minimum elevation angles
Figure 2-16 - Globalstar mean and minimum elevation angles
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2.3 Cellular structuring: spotbeams
In order to provide an increased gain to the mobile terminal and to reuse frequencies on each 
satellite, increasing the overall system capacity, satellite constellations implement multi-beam 
antennas to partition the coverage area into cells namely spotbeams. A mobile user in a ‘cell’ is 
essentially fixed as the spotbeam footprints swath the earth. Therefore, the satellite operator 
knows a priori into which cell there will be a handover.
Spotbeams are normally arranged in hexagonal rings. The number of spotbeams in an array of n 
rings is given by:
N =  1 + 6 n ( n  +  l )  2 -2
The selection on the number of spotbeams is restrained by the gain required by the satellite in 
order to close the link margin to the mobile terminal. The satellite antenna beam width 0 (the 
angle across the spotbeam where the gain is 3 dB below the peak) is inversely proportional to the 
antenna diameter and can be approximated by:
B ~ 21° 2-2
3dB ~  y  . _£)
where f is the carrier frequency in GHz and D is the antenna diameter in m. For small off-axis 
angle a  the reduction from peak gain in dB is:
Lg = -1 2
3^ dB
2-4
where a  and 0 3dB are in degrees.
The gain of a circular spotbeam can be approximated by [WER99]3:
G * 44.3-101og(<93rfB2) 2.5
The gain calculated using equation 2-4 is accurate to within 25% for beam widths less than 150 
degrees [MEEN98J.
3 Assuming an antenna efficiency t} of 0.55
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Figure 2-17 - Beam formed and distorted spotbeam projection of an ICO satellite [MEEN98]
2.3.1 Spotbeam distortion
Symmetrical spot beams which typically illuminate the earth will produce distorted footprints 
rather than circular because of the earth’s curvature and slant angle. Only with the nadir beam (at 
sub-satellite point) will the footprint be circular. For the beams which progressively move away 
from the nadir point, the footprints become increasingly distorted as shown in Figure 2-17.
The slant range losses increase as the footprint moves farther from the sub-satellite point. One 
can compensate for this loss by increasing the spotbeam antenna gain as the beam moves further 
out. This is achieved by decreasing the beam width of spotbeams in the outer rings of the 
footprint.
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Figure 2-18 - Spotbeam distortion Figure 2-19 - Spotbeam size compensation,
a4<a3<a2<al
Thus by varying the beam widths of the spotbeams on the satellite, so that the size and shape of 
all spotbeams on the earth is equal, one can compensate for the additional free space loss in the 
outer spotbeams and spotbeam distortion can be corrected. This would complicate the onboard 
antenna design. Nevertheless, this compensation is employed in the Iridium and Globalstar LEO 
systems [PAT98].
2.3.2 D ifferential loss
For mobile satellites in LEO or MEO, the differential losses between the sub-satellite point and 
the limit of the coverage area are a function of the satellite altitude and elevation angles. For a 
typical LEO altitude of 1000 km and an elevation angle of 10°, the differential loss - difference in 
the free space loss between the sub-satellite point and the edge of the footprint area- is about 9 dB. 
The differential loss is given by:
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A L =  lO log
where A is the wavelength, h is the satellite altitude and S is the maximum slant range from 
satellite to ground receiver situated at the edge of the footprint, ail in meters (see Figure 2-1).
For a simple satellite antenna, the beam width is rather extreme to cover the full area. For 
example, for an altitude of 1000 km, the satellite angle (twice the nadir angle) subtends the earth 
out to the horizon by about 120°. For a single antenna, the beam is 120° wide and must be shaped 
in order to provide constant power-flux density coverage between the nadir point and the horizon. 
That is, the beam shape is concave with 9 dB less gain at nadir than at the horizon.
In an operational sense, when the coverage is cellularised, the cells located at the periphery of the 
coverage bound will receive 9 dB less power (elevation = 10°) than the cells at the sub-satellite 
point. It is therefore suggested that both the satellite antenna beams and the earth station antenna 
beam be shaped to prevent wide variations in signal levels at the receiver). Spaceborn antennas 
(arrays in particular) can be tailored to produce variable gain spot beams [PAT98].
2.3.3 ‘Satellite fixed-cell’ and ‘earth fixed cell’ satellite systems.
Unlike in the Iridium, ICO, and Globalstar systems where coverage areas are always nadir 
pointing, the satellite subpoint will not generally be centreed on-the coverage area. But, the 
composite beam will be satellite- attitude controlled (antennas fixed to the satellite bus) to remain 
on the designated service area, even though the satellite is in its orbital motion. Thus, the user and 
populated areas will remain in focus for a longer period of time. This has been referred to by 
TRW as the directed coverage [PAT98] and divides non-GEO satellite constellations into two 
categories, namely the traditional ‘satellite fixed-cells systems and the ‘earth fixed cell* systems.
Systems that belong to the first category consist of satellites that orbit the earth along with the 
cells which their multibeam antenna forms on the earth’s surface. The users of this system go 
through different types of handover. Specifically, there is the satellite handover, the beam 
handover and the channel handover. The first two are the most important ones, and they occur 
because of the satellite’s motion relative to the earth. Hence, a satellite user has to change cell 
(beam) and satellite during his usage time of the radio link very frequently in a MEO system and 
even more frequently in a LEO system. Because, of the fact that this handover type happens very
4tiS 2
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often in a satellite connection the probability of failing to assign new resources has to be kept to 
very low levels in order to meet the desired QoS.
In order to overcome the undesired consequences of handovers, the concept of the ‘earth fixed 
cell’ system was introduced. In such a system the cells are fixed regions on the earth’s surface and 
the do not move along with the satellite. Specifically, while in a ‘satellite fixed-cell’ system the 
cell always corresponds to the same beam and satellite, in an ‘earth fixed cell’ system a cell 
corresponds to a specific beam and satellite only for a fixed amount of time. This is achieved with 
multibeam antennas that are steered in the opposite direction of the satellite motion for this 
specific time interval. At the end of this interval both a satellite handover and a beam handover 
occur and the beam are assigned to new cells. Hence, the blocking probability due to satellite 
motion handover is minimised and the traffic density variations are localised in every cell and 
depend only on user mobility patterns. The only cause of an unexpected interbeam handover is 
user mobility, just as in a terrestrial system. However, in the existing satellite systems this type of 
handover is much less frequent than in terrestrial systems since the beam sizes are much greater in 
comparison to terrestrial ones. Despite all the advantages that an ‘earth fixed cell’ systems has in 
handover budget calculations, it implies a quite complicated antenna design technology. Thus it 
has not so far implemented in any communication system.
2.4 N etw orking  approaches
In addition to the classification based on their orbital altitudes, satellite systems can be grouped 
into two classes from a networking point of view:
• Bent-Pipe (BP) satellites, which is a ground based approach where all network 
functionality is entirely terrestrial
• On-Board Processing (OBP) satellites, which is a space-based approach, where the space 
segment possesses network functionality.
Figure 2-20 and Figure 2-21 show the two possible networking approaches.
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Figure 2-20 - a) Satellite systems as an access network; b) as access and core networks
2.4.1 The ground-based constellation network
Here, each satellite is a space-based retransmitter by either using -bent-pipe- frequency shifting 
and amplification, or using signal regeneration with baseband digital signal processing (DSP) -of 
traffic received from user terminals and local gateways below it on the ground, returning the 
traffic to the ground. This allows isolated user terminals to exchange traffic with nearby ground 
stations that are gateways into the terrestrial network infrastructure. The communication among 
the beams of such a system is provided by terrestrial links. The satellites provide a wireless -last 
hop- to an extensive ground network. The link budget must consider the joint effect of the Earth- 
to-satellite and satellite-to-Earth links, thus affecting the size of the antennas and the emitted 
power. From a networking viewpoint, this poses challenges in the space segment for medium 
access control (MAC), logical link control (LLC) and handover. Signal retransmission by the 
satellite has one major advantage: the signal is retransmitted transparently. Thus, the signal 
structure can be arbitrarily modified on Earth, provided that the bandwidth occupied by the signal 
will not undergo changes. In this way it is possible to implement new types of transmission 
protocols. In transparent satellite systems network functionalities are separate from the space 
segment, allowing network layer issues to be considered separately. However, as the satellite acts 
as a transponder, the ground based network is limited by the distribution of its terrestrial gateway 
stations, and satellite users must be near enough to a gateway to share a satellite footprint. The 
maximum time and length of visibility to a single satellite by a particular user is realised when the
24
Chapter 2: Non Geostationary Satellite Constellations
earth station lies on the satellite ground track. The majority of satellites currently in use as well as 
the Globalstar and ICO proposals described previously have adopted this network approach.
The topology of such a ground-based constellation network is entirely arbitrary, but is likely to be 
governed primarily by geographic, economic, political and legal considerations, which determine 
the locations of terrestrial gateway stations. It can be assumed that all satellite telemetry, tracking 
and control (TT&C) ground stations will be networked, to share information about the state of the 
constellation. However, beyond this there are a large number of networking possibilities and a 
number of different ways that the constellation gateways can be integrated with existing terrestrial 
networks, including the Internet. As a result, the design and topology of the terrestrial network 
component of a ground-based constellation is far more arbitrary than that of any space-based 
constellation whose network topology is governed by orbital geometry [WOODOl].
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Figure 2-21 - Bent-pipe and ISL routing approaches [BISANTE99]
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2.4.2 The space-based constellation network
In the space-based constellation network, each satellite has on-board processing (OBP), and is a 
network switch or router that is also able to communicate with neighbouring satellites by using 
high-frequency radio or laser intersatellite links (ISLs).
On board processing allows different levels of connectivity among the spotbeams of a satellite 
allowing the users to by-pass a large section of the potentially clogged terrestrial network 
(removes any need for multiple ground based hops for communication between distant terminals). 
Uplink access and resource allocation control functions can also be installed in the space segment, 
to reduce the two hop propagation delay between the terminal and the network control centre 
(NCC). OBP also allows demodulation, remodulation, error detection/correction, and de-couples 
uplink and downlink error statistics. With ISLs, the satellite constellation is itself a network. This 
has led to consideration of network routing for communication across a mesh of ISLs between 
multiple satellites in orbit. Satellites in such constellations must support onboard routing as well 
as onboard switching. In conjunction with its terrestrial gateway stations the satellite constellation 
forms an autonomous system (AS). This is in contrast to the ground-based approach, where it is 
possible that each terrestrial gateway can be an entirely separate entity.
For circular orbits, it is possible to use fixed ‘fore’ (ahead) and ‘after’ (behind) intersatellite link 
equipment for intra-plane communication with satellites holding stationary relative positions 
within the same plane. Fixed equipment cannot be used for the interplane communication between 
satellites in different orbits, as the line-of-sight paths between these satellites will change angle 
and length as the orbits separate and converge between crossings, resulting in high relative 
velocities between the satellites, challenges for tracking control as antennas must slew around, 
and Doppler shift. As a result, tracking is required as the relative positions of the satellites change. 
Tracking requirements for ISLs in LEO star and rosette and MEO constellations, their feasibility 
and the range of slewing angles required are discussed in [WERN95] and [WERN99][WOOD01]. 
Route changes may not be optimum and result in problems connected to flow control and delay 
variations. Attempts to apply ISLs to Geostationary satellites are also being made. Such attempts 
provide an advantageous link budget for the link connected to the terminal, but they do not solve 
the problem of serious signal delay [BEMOO].
Note that there are still many technological problems that need to be solved before the 
implementation of on-board processing. They are related not only to system complexity but also 
to network protocol scalability and reconfigurability. Despite the implementation problems, the 
advantages of on-board processing, such as propagation delay reduction, efficiency improvement 
and capacity enhancement are too important to be ignored, and ongoing research and development 
activities for the implementation of OBP is very important.
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2.5 Resource Management in Satellite Networks
Resource management (RM) in satellite networks deals with the sharing of satellite transmission 
resources among the users of the network. Broadband satellite networks require efficient and fair 
resource allocation while delivering acceptable Quality of Service (QoS) guarantees to a 
potentially very large number of terminals with diverse traffic characteristics and QoS 
requirements. Such resource management schemes must provide well-defined service segregation 
among the terminals of the satellite network, and they must be integrated with a CAC (Connection 
Admission Control) process. The task of CAC is the decision of whether to accept a new 
call/session (at its requested QoS) that arrives at the network, without violating existing QoS 
guarantees made to on-going calls/connections. In Figure 2-21 CAC is placed at the network layer 
(layer 3).
In bent-pipe satellite systems, uplink and terminal capacities comprise the overall satellite 
transmission resources, while in OBP satellite systems transmission resources are composed of 
uplink, downlink, and terminal capacities, and on-board buffer space. However, in order to 
regulate the access to the satellite uplink of a large number of scattered terminals across a satellite 
spotbeam efficient MAC (Multiple Access Control) protocols are required. From our point of 
view, MAC protocols are merely part of a larger overall resource management process that 
provides a coordinated sharing of all resource pools among the network users. MAC protocols are 
foundations in low-level network architecture and play a significant role in the performance of 
higher-level protocols such as multiservices and multimedia application protocols. A MAC 
protocol should achieve the following goals: network efficiency (maximize network resource 
usage such as bandwidth) while guaranteeing QOS provision i.e. will guarantee -by means of call 
admission control (CAC), link adaptation policies and appropriate scheduling- the (packet-level) 
QOS contract negotiated at the call (or flow) set-up time. Therefore, in certain system scenarios, 
medium access protocols play a crucial role in the network’s ability to deliver a QoS contract.
2.6 Multiple Access Control (MAC) Protocols: A Review
2.6.1 Multiple Access Classification
Multiple access protocols can be differently classified depending on various features. They can be 
classified based on their synchronization needs, where we distinguish the channel as being either 
slotted or unslotted. The first term signifies the presence of time synchronization between stations, 
while the second indicates free operation without time constraints.
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The access domain is another important aspect upon which protocol classification is based. The 
access can be shared either in the time domain time division multiple access, TDMA -  in TDMA 
the uplink capacity is mapped to the time domain, where each terminal gets hold of the total 
uplink capacity for limited time intervals- or the frequency domain frequency division multiple 
access, FDMA - FDMA maps the uplink capacity to thz frequency domain, and allocates a distinct 
frequency band to each mobile terminal. The code division multiple access (CDMA) technique 
uses sophisticated spread spectrum (SS) techniques to map the uplink capacity into the code 
domain by allowing the simultaneous use of the same time and frequency domains by different 
terminals, who are then allocated different codes.
Another classification is based upon the transmission discipline followed by each mobile terminal. 
The coordination of packet/flow transmission and the resolution of contention among terminals 
during a contention period is the responsibility of a multiple access control (MAC) protocol. 
There is a wide variety of MAC protocols for satellite communications in the literature, and these 
can be classified based on their functionality with respect to the static or dynamic nature of their 
resource allocation as follows:
• Random access protocols,
• Fixed-assignment protocols,
• Demand-assignment protocols,
i. Fixed-rate demand-assignment protocols
ii. Variable-rate demand-assignment protocols.
• Free assignment protocols.
• Hybrid of random access and reservation
• Adaptive protocols
The choice of a certain type is largely dependent on the network configuration, its dimension (in 
terms of number of terminals), and the type of the transmitted traffic.
In the following subsections, we shall mention some of the documented access protocols, 
classified according to the transmission discipline. A more exhaustive survey of some of these 
protocols can be found in [CON99, PEY99].
2.6.2 MAC Considerations For Satellite Communications
As far as MAC (Medium Access Control) protocols for satellite communications are concerned, 
the space environment possesses major constraints that eliminate a large number of conventional
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MAC protocols from consideration. First, the performance impact of the long propagation delay 
limits the applicability of some classes of MAC protocol, such as those proposed for LANs and 
WANs. Secondly, because of the difference in propagation delay in satellite and terrestrial links, 
the impact on any previously calculated performance of a MAC protocol could be significant; 
hence, these protocols need to be reevaluated for use in satellite communications. Thirdly, 
physical changes to the controllers in space are limited if not impossible, and this necessitates a 
simple control mechanism for the protocols under consideration. Finally, limitations in power 
imply stringent use of buffer memory, transponder capacity, and processing power. Fundamental 
architectural objectives and performance measures in the design of MAC protocols for satellite 
communications are high channel throughput, low transmission and access delay, channel stability 
and reconfigurability, low protocol overhead, protocol scalability, and low complexity of the 
control algorithm. The most important performance measure is the throughput versus average 
message delay trade-off characteristic often used as a performance measure in analytical studies 
of MAC protocols. Despite the fact that there is no single protocol that performs better than all 
others for different traffic scenarios and applications, some protocols have certain characteristics 
that make them more suitable for satellite communications. In general, hybrid protocols that have 
the advantage of both random access and reservation solutions have better throughput versus 
delay characteristics. They can also adapt to network dynamics such as scalability and 
reconfigurability [PEY99].
2.6.3 Random Access (RA)
The evolution of Random access protocols was started with the development of the ALOHA 
system by Abramson in the seventies [ABR70]. In random access protocols, each earth terminal 
makes its own decision regarding when to access the uplink channel. In case of collision, which is 
the event of more than one terminal transmitting at a time, the terminals that were involved in the 
collision, attempt to re-transmit at a later randomised time. The procedures proposed in the 
literature to resolve a contention are the back-off delay and the tree resolution algorithm [CAP79], 
The choice of the random back-off delays for retransmissions is quite critical for the protocol 
stability. Because they allow collisions, random access protocols are also called contention- 
oriented MAC protocols. The channel model may be continuous (pure ALOHA) or slotted 
(Slotted ALOHA) in time.
Random access protocols, are easy to implement and adaptive to varying traffic demand since 
they involve no control. In fact they have been very popular in the early implementations of 
packet satellite systems. However, due to packet collisions, random access MAC protocols have a 
low maximum throughput since they become unstable due to collisions. Indeed, it is not difficult 
to show that the maximum throughput that can be achieved by pure ALOHA is only 18 % of the
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total uplink capacity. Many variations of ALOHA have been proposed to achieve increased 
throughput and reduced packet delays.
An enhancement of pure ALOHA is the Selective Reject ALOHA (SREJ ALOHA) that has been 
designed to avoid total destruction of a packet in case of collision. In SREJ ALOHA, each 
terminal divides large packets into smaller fragments each with its own header before 
transmission. While increasing the overhead and complexity, SREJ ALOHA reduces the amount 
of data that has to be re-transmitted in case of packet collision and has a maximum theoretical 
throughput of 36.8%. Slotted ALOHA (S-ALOHA) with TDMA imposes terminals to 
synchronise their packet transmissions into fixed-length time slots, and increases the maximum 
throughput to 37 %. S-ALOHA with MF-TDMA can provide further improvement by allowing 
terminals to hop through many carrier frequencies during the transmission of long packets, and 
hence reduce the probability of packet collision [AQAR02], In ALOHA with CDMA, due to the 
uncorrelated nature of spreading codes, packet collisions do not necessarily result in fatal 
corruption, and several packets may be handled simultaneously over a single channel [MOD95].
Numerous other variations of ALOHA protocols have been studied in the literature. However, 
note that these variations improve the performance of ALOHA protocols at the expense of 
increased complexity in the terminal.
Although they perform well in lightly loaded networks, random access protocols are highly 
inefficient under higher network loads due to many uncoordinated collisions. In addition these 
protocols cannot guarantee QoS. At the other extreme are the Fixed Bandwidth Allocation (FBA) 
protocols described below.
2.6.4 Fixed Assignment
In this access scheme, channels are permanently allocated to users during the subscription time in 
the network, regardless of their periods of activity or silence. Terminals do not need coordination 
or synchronisation since they use a dedicated part of the uplink capacity. A well known protocol 
of this family is the single channel per carrier FDMA technique (SCPC/FDMA) commonly 
applied in satellite networks. Each terminal is assigned a sub-band of the available transponder 
bandwidth. Fixed assignment is also applicable in TDMA techniques, where the channel is 
usually structured in the form of periodic frames, which are divided into a number of 
synchronized time slots. Codes can also be allocated on a permanent basis in CDMA, using the 
spread- spectrum techniques, allowing all stations to make simultaneous use of the whole 
available bandwidth.
The fixed assignment approach is more convenient for small user populations having generally 
continuous traffic, since it can guarantee zero access delay. It is not however efficient in terms of
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channel utilization, since the resources are permanently allocated to a limited number of users, 
irrespective of their traffic requirements. Hence, these protocols can be very inefficient when 
traffic is bursty.
2.6.5 Demand Assignment Multiple Access (DAMA)
In situations where the traffic pattern is random and unpredictable, fixed allocation of channel 
bandwidth leads to inefficient use of transponder capacity. Demand-assignment MAC protocols, 
also known as reservation protocols, perform dynamic capacity allocation based on the resource 
request of each terminal. Dynamic allocation using reservation based on demand increases 
transmission throughput. While fixed-rate demand-assignment protocols perform resource 
allocation at every new connection set-up, variable-rate demand-assignment protocols may update 
the amount of resources allocated to each connection in a time scale that is much shorter than the 
connection’s life-time. Bandwidth-on-Demand (BoD) is an essential feature of the resource 
management schemes proposed for broadband multimedia networks [AQAR02].
Actually, DAMA is a two level procedure when a reservation is made after an access procedure. 
A reservation request for a time slot, for example, is made using a fraction of the channel time or 
a separate signalling channel (in band or out-of band signalling management) [AQAR02].
In out-of -band signalling, a fraction of the overall uplink capacity is reserved for request 
signalling purposes. In the context of TDMA a number of time slots in each TDMA frame are 
reserved for terminals to signal then requests. The access to this subset of the TDMA frame by 
terminals could be either random access, or fixed-assignment access. While random access allows 
for accommodation of a large number of terminals with a small number of signalling time slots, 
the reservation process is subject to instability problems generally encountered in ALOHA-type 
protocols (because of the random request collisions at high loads). On the other hand, while fixed- 
assignment access provides a signalling time slot for each terminal at all times, it may be 
prohibitively inefficient, if not impossible, to dedicate a signalling time slot for each active 
terminal. The boundary between the control and data subframes can be movable, which expands 
the control subframe to fill unused frame time, reducing actual contention for the control slots 
[PAY99]. Depending on the data rate and timeslot sizes the allocation of an entire slot for 
signalling can be also a waste of capacity. This problem can be solved by minislotting request 
slots. However, if minislots are too small timing synchronisation can become a serious problem in 
the up-link.
Piggybacking (or in-band signalling) is a solution of providing efficiently uplink resources by 
allocating bandwidth to signalling active terminals. However, it can not be a stand alone solution 
for the requests’ signalling since only active terminals can sent a piggybacked request. Hence,
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terminals that are just accessing the network after an idle/silent period, or during initial log-in 
access, are always served by out -o f -band signalling channels.
DAMA-based systems can have a central or a distributed control [TOB80]. If the control is 
centralized in the FES (sometimes also denoted network control centre, NCC), an additional 
propagation delay is encountered, due to the reservation access level. A reservation request is first 
sent to the NCC, while the terminal has to wait for the reply before starting to transmit its 
message. This reservation delay is largely reduced in centrally-controlled meshed networks, 
when satellites with on-board control and scheduling are employed. In meshed systems with a 
distributed control feature, each terminal will be continuously monitoring the channel and 
executing the same access procedures, thus also eliminating part of the reservation propagation 
delay.
DAMA techniques provide better protocol efficiency and throughput, at the cost of increased 
terminal complexity and larger access delay, due to the reservation phase. Some examples of 
DAMA access protocols is the Reservation-ALOHA, the First In First Out (FIFO) and the round- 
robin reservation schemes [RUB79, TOB80, TOB84].
2.6.6 Free Access
Most free assignment protocols rely on a class of algorithms that attempt to predict the resource 
requirement of the terminals. These algorithms can he as simple as a round-robin allocation 
scheme, and as complicated as predictors based on fractal traffic models. The complexity of such 
algorithms can be a problem if the central controller is to be placed on board the satellite where 
space, power, and weight budgets are limited. Free assignment protocols have usually been 
employed with other protocols to allocate excess uplink capacity.
2.6.7 Hybrid of random access and reservation
Hybrid schemes combine a random access phase with a slot reservation scheme. After a 
successful contention period terminals are allocated resources in a dedicated manner. Hybrid 
protocols have better throughput versus delay characteristics and for this reason they are a good 
candidate for satellite packet switching networks. Packet reservation Multiple Access [PRMA], an 
adaptation of the R-ALOPIA, is a widely known hybrid protocol.
2.6.8 Adaptive Access
MAC protocols can also be classified according to their adaptivity to the current network load, as 
adaptive and non-adaptive. Traditional MAC protocols have been non-adaptive in the sense that 
their basic functionalities (i.e., their operating principles) were independent of the current network
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load. For example, combining random contention at low loads, with DAMA access at higher 
loads, allows the system to benefit from the low access delay of contention protocols, with the 
higher stability of DAMA ones. At low loading conditions, terminals can access the channel in a 
contention mode, to avoid the round-trip propagation delay of sending a reservation request. 
However, as the load starts to increase, collisions due to the random access also increase, and the 
access scheme then switches to the DAMA mode.
In adaptive protocols either the number of contenders is controlled by an adaptive scheme or the 
channel switches dynamically from access to reservation mode (e.g. in hybrid protocols when the 
number of slots allocated for traffic and contention changes with traffic). However, as in all MAC 
schemes adaptive access should be combined with a fair CAC and scheduling policy. Adaptivity 
by dynamically varying the access helps optimising the performance in a mixed traffic scenario 
by making use of the advantages of each access scheme. Examples of adaptive protocols are the 
Movable Boundary Random/DAMA Access, which is presented in [NGU90], the FIFO Ordered 
Demand-assignment-TDMA (FODA-TDMA) [CEL91]. Anticipated Reservation Protocol 
[ZEIN92], the Combined Free/demand Assignment (CFDAMA) [NGON96] and many 
combinations and modifications of these.
2.7 Summary
This section has presented the reasoning behind the use of non-GEO satellites for personal 
communications. Despite the intense scrutiny and inherent difficulties in gaining acceptance by 
the telecommunications market, satellite networks remain the best solution to the ‘global 
coverage’ multimedia services provision. They can also complement terrestrial services where 
traffic density is high.
Three ‘narrow-band’ satellite systems -Iridium, ICO and Globalstar- were briefly described and 
their coverage characteristics were also shown. In developing and accessing satellite systems in 
non-GEO orbits a great variety of issues has to be considered. A fundamental choice is the 
selection of the satellite constellation, influencing the whole system design. Because of the strictly 
limited terminal and satellite power, signal propagation characteristics are very important in the 
satellite environment, and various measures have to be taken into account to guarantee reliable 
transmission. Satellite diversity, error control and other means may be used. The elevation angles 
of the constellation and the availability of satellite diversity impact the handover frequency rate 
and affect the quality of satellite services, this is shown in Chapter 3 and Chapter 4 respectively. 
Regarding service availability the higher the mean elevation angles over a given latitude region 
result in a higher availability of service. However, the most important factor affecting the 
handover frequency (ignoring channel conditions) is the satellite altitude. In contrast to terrestrial
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systems, in satellite networks, the cells are in motion, and the user is relatively fixed compared to 
the movement of the spotbeams.
Chapter 2 also provided some background on MAC protocols found in the literature for the better 
understanding of the protocol introduced in Chapter 6. The multi-service nature of todays’ 
telecommunication market needs has driven the research to consider hybrids of random access, 
demand/fixed assignment and free assignment protocols that may also be adaptive with traffic. 
However, since most of the protocols proposed for satellite communications have considered 
satellites in GEO constellations, the implications of mobility and hence of the handover rate 
arising in non-GEO satellites in the MAC protocol performance has rarely been investigated. In 
Chapter 6 we consider this problem by proposing a modified version of the PRMA protocol 
[NAN91, BENOO] to support data applications.
Both Iridium and Globalstar systems were launched and are operating today. Both systems were 
technical success and operated as planned although QoS may not have met all initial expectations 
in all areas of coverage. Both systems have failed commercially in that they have entered earlier 
in bankruptcy and this is due to the high up front investments needed, the time lag delay with 
terrestrial systems, and the fact that penetration has increased substantially whilst the financial 
market required a much earlier entry on capital investments. Both systems have been finally 
initiated and are still operating on a global basis, but with very low customer uptakes. ICO only 
launched one satellite and is now in the process of rearranging its business and moving towards 
multimedia/IP delivery.
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C h a p t e r  3
H a n d o v e r  I s s u e s
3.1 Introduction
There are several factors affecting the service quality and availability of a system. In fact, the term 
‘Quality of Service’ (QoS) represents measurable aspects of the subjective ‘perceived user 
quality’ and network efficiency taking into account concepts such as service availability, integrity, 
transmission characteristics and network architecture issues. For a simple telephony service, QoS 
as perceived by a user is related not only to the BER (bit-error-rate) but also to the call dropping 
and blocking rates.
In general QoS is affected by many different network design parameters (technical issues such as 
routing, switching, handover etc) and is determined by what the end user requires in statistical 
terms. QoS can be negotiable in a system but should definitely be well justified in terms of 
efficiency versus complexity and relevant system costs (the latter will be depicted in the offered 
subscribers’ services).
In a wireless environment, service availability and quality of service may vary significantly with 
time and this is directly related to the system dynamics and user mobility. One of the most 
important factors affecting the QoS is handover. For this reason this chapter provides a brief 
overview of handover issues in circuit telephony and their control in mobile satellite 
communication systems.
3.2 Handover
Handover (often referred to as handoff) is a well documented operation for terrestrial mobile 
cellular networks. In mobile systems a handover occurs when a mobile terminal needs, for reasons 
that may vary in each case, to use a different channel than the current used. The new channel may 
be selected from a set of channels assigned to the moving cell in the area in which the mobile 
resides. However, the more usual case is when the new channel belongs to a neighbouring cell, 
towards which the mobile terminal approaches. In fact, handover is often considered to occur as a 
result of degradation in communications quality, stemming from the mobility of the users inside
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the network. Once a terminal reaches the cell boundaries, signal quality deteriorates or 
interference builds up so as to require initiation of a new link. Reasonably large amounts of 
signalling and control information needs to be exchanged within the network, as well as between 
the network and the mobile terminal. If the result of this exchange is positive, the handover is 
completed. A new path is established between the two communicating ends, new resources are 
allocated and old ones are de-allocated.
In contrast to terrestrial systems where handover is a result of the user mobility, in satellite 
systems a handover is the result of both the satellite motion and the user mobility. Based on 
statistical criteria of cell residing times the handover rate is mostly a factor of the satellite system 
mobility as defined by the constellation altitude rather than the user mobility, which in most cases 
can be considered negligible. However, the latter is not always the case as user mobility affects 
the channel encountered by the user, this is amplified in Chapter 4. User mobility will not affect 
the beam handover rate as much as the intersatellite handover rate when visibility to more than 
one satellite is possible.
3.2.1 Handover problems and performance criteria
Handover strategies within the satellite mobile coverage are of major importance and their 
performance needs to be investigated since their reliability impacts heavily on the successful 
exploitation of the integrated system. Different handover types within the satellite network may 
require different handover controlling schemes (Mobile/Network assisted or Control which result 
in different handover durations), different connection transference schemes (see Figure 3-1) and 
different signalling connection schemes (backward or forward) [ERICD1]. In addition, given a 
particular handover strategy, different initialisation and execution steps have different impact on 
its performance. The initialisation phase must prevent an unnecessary request, whilst at the same 
time, be prompt in issuing those necessary requests. The time spent in making the correct decision 
has a fundamental impact on the probability of successful handover. The handover execution 
phase depends on channel assignment strategies and on techniques aimed at reducing the 
probability of forced termination.
In non-GEO satellite systems, the handover rate is mainly conditioned by the satellite velocity 
(and therefore by the satellite constellation altitude) and not by that of the user on the earth’s 
surface. Thus, calls will experience both beam handovers, satellite handovers and inter-FES 
handovers, regardless of whether the users are fixed or mobile. The handover may fail as a result 
of the incoming cell having no idle/available channel. Such a handover failure results in a forced 
termination of the ongoing call. Forced termination of an ongoing call is perceived by the user as 
an annoying effect and it is the aim of the system designer to avoid such situations. LEO systems
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are characterised by a higher handover rate than MEO systems and therefore are more sensitive to 
handover failure. Minimising the handover rate minimises the switching load. Another concern is 
delay. If handover does not occur quickly, the QoS may degenerate below an acceptable level. 
Minimising delay also minimises co-channel interference. All of these issues provide further 
challenges to system designers. In addition to satellite handover, intersegment handover between 
the terrestrial and the satellite system requires careful design because the two systems may not be 
compatible; the difference between the propagation delays and radio interface characteristics of 
the respective segments (satellite or terrestrial) must be taken into account. Much effort is being 
extended to study existing handover schemes, and to create new ones that meet these challenges. 
It has been concluded [ZHA97] that a properly designed handover strategy reduces the 
unnecessary handover rate or the total number of handovers, and at the same time, keeps the 
probability of call dropping to a reasonably low level.
The performance metrics that have been used to evaluate handover algorithms so far are [POL96]:
Call blocking probability', the probability of a new call attempt being blocked.
Handover blocking probability, the probability of a handover attempt being blocked.
Handover probability', the probability that, while communicating with a particular 
cell/beam/satellite, an ongoing call requires a handover before the call terminates. This metric 
translates to average number of handovers per call.
Call dropping probability: The probability that a call terminates due to handover failure. This 
metric can be derived by the handover blocking probability and the handover probability.
Probability o f unnecessary handover, the probability that a handover is stimulated when the 
existing radio link is still adequate.
Rate o f handovers'. The number of handovers per unit time. Combined with the average call 
duration, it is possible to determine the average number of handovers per call and thus the 
handover probability.
Duration o f interruption: the length of time during a handover for which the mobile terminal is in 
communication with neither base station/satellite. This metric is heavily dependent on the 
particular network topology and the scope of the handover.
Delay: the distance the mobile moves from the point at which the handover should occur to the 
point at which it does.
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(3) Before handover (4) After handover
 ► bard handover ► switched diversity handover--> contiined diversity handover
Figure 3-1 - Different types of inter-satellite handover processes
Generally, the optimum handover procedure should minimise the probability of unnecessary 
handover, on one side, and the probability of handover failure (resulting in a call drop), on the 
other. The handover failure rate is affected by the delay in the handover initialisation process. 
However, it also depends on the availability of free channels to be assigned to handover requests.
3.2.2 Handover initiation based on signal strength criteria
Handover initiation is a research topic, which is important for both packet and circuit switched 
cellular systems. Three connection strategies exist in existing systems to detect the need for 
handover [ERICD1]. In Mobile-terminal control handover (as in DECT, Digital European 
Cordless Telephone and PACS, Personal Access Communication System), the mobile phone 
continuously monitors the signal from surrounding base stations and initiates handover when 
specified criteria are met. In Network-controlled handover (as in the AMPS, Advanced Mobile 
Phone System) the surrounding base stations measure the signal from the mobile phone and 
initiate handover when the criteria are met. In Mobile-assisted handover, (as in GSM) the mobile 
phone measures the received signal quality from the surrounding base stations and reports those 
measurements back to the network infrastructure.
Figure 3-2 shows the average signal strength received by a mobile station in a terrestrial cell, as it 
moves from cell 1 (base station 1) to cell 2 (base station 2). The signal strength from the former 
decreases whilst the signal strength from the latter increases [POL96]. The various approaches 
that exist are explained below:
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Relative Signal Strength. The strongest received base station signal is chosen. Decision is based 
on averaged measurements of the received signal. As shown in Figure 3-2 the handover will 
therefore occur at position A. This method can cause many unnecessary handovers, since a 
handover is initiated even if the strength of the received signal is adequate.
Relative signal strength with threshold. Handover occurs if the received signal is below a certain 
threshold. The handover should then be initiated to a base station with better signal quality. The 
performance of this algorithm depends on the choice of the position of the threshold relative to the 
signal strengths of the two base stations at the point at which they are equal. If it is above that 
point (i.e. Ti) then the threshold has no effect and the algorithm performs exactly as in the 
previous case. If the threshold is lower than this value, say T2, handover is delayed until the signal 
falls below that value. If the threshold is even lower, as in T3, the handover will be considerably 
delayed and the mobile station will enter into the new cell. This will cause reduction in the quality 
of the communication link and may even result in a dropped call. In addition, interference is 
caused to co-channel users in other cells. A threshold is not used alone in practice, since prior 
knowledge of the crossover signal strength is not possible.
Base 1 Base 2
Figure 3-2 - Handover initiation schemes in a terrestrial system [POL96]. A terminal is handed over 
from cell 1 (base station 1) to cell 2 (base station 2)
Relative signal strength with hysteresis. The handover occurs only if the new base station signal is 
stronger than the current signal, by a hysteresis margin, h. In this case, handover will occur at 
point C. This technique prevents the ping-pong effect, which happens when the relative signal 
strength from two base stations fluctuates, causing a series of unnecessary handovers. The ping- 
pong effect is usually observed close to the boundaries of two cells. With this technique, however, 
a handover may occur when the current signal strength is adequate.
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Relative signal strength with hysteresis and threshold. A handover occurs if the signal is below a 
threshold and the candidate base station has a signal stronger than the received one by a hysteresis 
margin. In Figure 3-2, a handover will occur at point C if the threshold is either Tj or T2 and it 
will occur at point D if the threshold is T3.
Prediction techniques. The handover decision is based on the expected future value of the 
received signal strength.
Handover initiation criteria seem to be based essentially on four variables: Averaging window 
length and shape, threshold level, and hysteresis margin. As the hysteresis margin is increased, the 
mean number of handovers decreases as the expected delay increases, if we consider the 
averaging window length constant. Decreasing the threshold value has the same effect. When the 
hysteresis level is small, the choice of a threshold value is a dominant parameter that affects the 
expected number of handovers and the crossover point. This is related to which trigger (hysteresis 
or threshold) occurs first. In addition to the above the hysteresis margin and the duration of 
averaging can be used to trade off the mean number of handovers against the delay in handover, 
while long windows reduce the number of handovers but increases delay [POL96]. Finally, for 
GSM, a handover margin parameter is used as the hysteresis margin. In addition, there is a 
temporary offset controlled by a timer, to favour intracell handovers over intercell handovers 
whenever possible.
3.2.3 Handover statistics
One of the parameters that will affect the mean number of handovers is the mean cell residence 
time, i.e. the mean time that a terminal spends in a cell. The cell residence time is expected to be a 
complicated function of the size of the cell, the user’s speed and mobility pattern, the radio 
propagation environment, the existence of overlapping areas among neighbouring cells and 
possibly of other parameters. It has been considered to follow Weibull, log-normal, exponential or 
gama distributions [LIN97].
Let tc be the call holding time of the terminal, tmJ be the residence time of the handset in cell i, tc>i 
be the time left for the call to be completed from the moment that the terminal is handed over to 
cell i (known as the excess life of /c), and Tm>0 be the time that the terminal holds the channel of 
the cell where the call was initiated. Let us also assume that the probability density function of tc
is f c(tc) with a mean E \tc] = — whilst the probability density function of t„hi is f m(tmi) and the
M
mean value is £1 tm = —. The notation described above is depicted in Figure 3-3.TI
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Figure 3-3 - Time notation [LIN97]
Assuming Poissonian arrivals and call durations of new calls in the cell, because of the random
observer property of this distribution [LIN94], the probability density function of Tm>o , rm (?) can
be calculated as:
rm (f) = » f , fm ( ' r f  = «& -  Fm (')] 3-1vT=i
where Fm(t) is the cumulative distribution function of the residence time.
The probability that a call generated in a cell will be handed over to a new cell can be then 
calculated as follows:
= / 4  ~ (m) = —[ ! - / '» ( /< ) ]  3-2.bc=0 R  L J
where,
(0 *  3-3
is the Laplace transform for the distribution f m (t) and
r*m=L e~s‘r' ^ dt 3-4
is the Laplace transform for the distribution rm (?).
Similarly, the probability that a handed over call will be handed over to a new cell, can be 
calculated as follows:
f . X ’1. J m k m ^ ' ^ d t ^ d t ^
Jtc, 1=0 Jim, i=0
3-5
= f ' M
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Finally, if tdo is the channel holding time of a new call and tdh is the channel holding time of a 
handover call, it can be proven that [LIN97]:
d r j = 7 - 4 l 1 - / ' ± ) 1  3-6fit j l
3 ' 7
t*
For non exponential call durations the general formula that describes the probability distribution 
function of the time spend by a connection in a cell is simply computed by [RAM99]:
1 -  (1 -  Fc (f ))(1 -  Rm (t)) 3-8
where Fc(t) is the probability distribution function of the duration of class c connection and Rm(t) 
is the probability distribution function of the unencumbered cell residence time of a class c 
connection.
3.2.4 Handover priority schemes
Several schemes have been proposed in the literature to facilitate the completion of a handover 
[DELRE95, LIN97, MAR98]. The simplest of all is the one where a handover call is treated in 
exactly the same way as a call generated inside the ceil. Obviously, such treatment will cause 
some of the handover calls to be blocked, when there are no resources available, i.e. when the 
network has to cope with a large load. This scheme is referred to as the non-prioritised scheme. A 
variation is the guard channel scheme, where handover calls are treated in the same way as intra­
cell calls, but there are some traffic channels reserved from the network for serving hand-off calls. 
For overlapping cells, a different approach, known as the first-in-first-out scheme, exists. For 
mobile initiated handover, when the terminal enters an overlapping area between two cells, it 
searches for resources in the new cell and makes use of them, if they are available. Otherwise, it 
accesses the network, if provision for this is made, and the network places the call in an access 
queue. When resources become available, the call is removed, according to the queueing policy, 
which is FIFO in this case. Finally, a similar scheme to first-in-first-out scheme is the measured- 
based priority scheme. In this scheme a handover queue exists just like the previous case, but the 
queueing policy is different. Here, handoff calls waiting in the queue are prioritised according to 
the quality of the signal that the target base station receives. The worse the quality the higher the 
priority. When a channel becomes available, terminals are removed according to their priority.
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3.3 Strategies for handover control in LEO/MEO satellite systems.
It is anticipated that the inter-beam handover can be seamless to the user which means the user 
may not detect any severe degradation during a call. The basic problem that is faced in the 
interbeam handover is to find an available traffic channel in the next beam. Handover channel 
allocation and guaranteed handover control strategies have been investigated by various authors in 
the literature [DELRE95, DELREOO, MAR98, MAR99, KREW99].
Compared with the beam handover the satellite handover has more difficulties. It produces longer 
interruption time, more service degradation and higher implementation complexity. For this 
reason the investigation of inter-satellite handover is of higher importance. Nevertheless inter 
beam handover is more easily predictable.
3.3.1 In ter satellite handover necessity
In terrestrial cellular systems, handovers are caused by user mobility. In non-geostationary 
satellite systems handovers arise because a satellite can be seen by a user for only a limited time 
period. In general the footprints of LEO/MEO satellites move very fast over the surface of the 
earth, with velocities (at the subsatellite point) roughly between 24400 and 6700 km/hr for some 
envisaged systems (approximately 700-11000 km orbit height). From the (mobile) user point of 
view, the satellites are coming up and going down within a prescribed time, and with regard to the 
continuity of existing connections this may result in the requirement for inter-satellite handovers. 
However, the concrete handover requirements are strongly dependent on characteristic satellite 
visibility times within a system and on the kind of system to be provided. As far as the latter is 
concerned, in this chapter, we will concentrate on a mobile telephone service, with the call 
duration being the major parameter. MEO satellites are visible for approximately 2 hours, a period 
which is much longer than a typical telephone call. LEO satellites, on the other hand, may be 
visible for less than 10 minutes, therefore, handover of a call to another satellite will be necessaiy 
with a high probability. Due to overlapping coverage areas of the satellite footprints, a user may at 
least for part of the time choose from several satellites within sight for connection. In non 
geostationary satellite networks the user movement can be neglected compared to the satellite 
velocity.
A first impression of the importance and the requirement for inter satellite handover is given by 
the curves in Figure 3-4. The maximum viewing time (footprint passing) as a function of the 
satellite altitude is given for minimum elevation angles of 10°, 20° and 30°. It should be noted 
that the maximum viewing time is achieved assuming that the user is located on the subsatellite 
track and that the user movement and earth rotation are negligible compared to the satellite 
velocity. It is quite obvious that the larger the minimum elevation angle the lower will be the
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maximum footprint passing time. Here a general trade-off between service quality (by providing 
optimum instantaneous elevation angle) and network complexity (handover frequency, signalling 
etc.) will have to be faced.
Satellite altitude in km
Figure 3-4 - Maximum footprint passing time for a satellite overflight of terrestrial user
Two possible inter-satellite handover strategies applied to the three aforementioned system 
scenarios will be discussed which are based on two basic orbit designs namely inclined and polar 
orbit. The first strategy will be applied to the inclined ICO and Globalstar systems.
3.3.2 Satellite visibility
The possibility to perform handovers in an optimised manner (with respect to system and service) 
basically presupposes some degree of multiple satellite visibility , thus enabling a choice of the 
satellite actually providing service for a single user. One important parameter directly coupled 
with this selection is the instantaneous elevation angle (angle between the horizon and the satellite 
as seen from the user on the earth). Moreover, the instantaneous elevation angle may serve as a 
basic criterion for the satellite selection. From a macroscopic point of view -neglecting 
‘microscopic5 environmental effects like shadowing, a higher elevation angle will generally 
provide a better channel behaviour' and therefore, a better quality of service for the user [GKI99].
Thus a first step towards the investigation of handover is the evaluation of the elevation angles 
that can be achieved. Based on the instantaneous satellite visibility and elevation, the time share 
of the maximum achievable elevation angle can be evaluated for a specific satellite constellation 
and for a specific geographic latitude (the dependency on the longitude is marginal) [WER95]. 
From Chapter 2 where the mean elevation angles were presented for the three mentioned
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constellations, it was clear that ICO and Globalstar constellations provide better elevation angles, 
especially at moderate latitudes, than Iridium. In addition, ICO and Globalstar differ from Iridium 
in such a way that they provide the user with multiple satellite visibility. The use of path diversity 
not only improves the quality of a call but also improves the performance of satellite handover. 
The Iridium constellation doesn’t exploit multiple satellite diversity and the main reason for this is 
that the constellation is in a near polar orbit (and not an inclined orbit as the other two 
constellations). The Iridium strategy was to provide a full global coverage including the polar 
regions which are important for defence applications. On the other hand ICO/Globalstar strategies 
aimed more commercially at providing good quality at mid latitude regions where the majority of 
traffic was to be found. Due to this fact, as Iridium satellites move from the Earth’s equator to the 
pole the actual distance between the satellites decreases near the poles, and then increases to 
thousands kilometres as the satellites again approach the equator (that is why Iridium can offer 
multiple satellite visibility -due to footprint convergence and beam overlapping - only in high 
latitudes >60°). As already mentioned in Chapter 2, to eliminate the beam overlap and to avoid 
radio interference, outer beams (near the edges of the satellites field of coverage) are turned off as 
the satellite approaches a pole and then turned on again as it moves towards the equator. Due to 
the beam switch on/off and the different constellation design the handover strategy for Iridium 
should be different from the inclined ICO and Globalstar systems.
3.3.3 Handover mobility strategies and motion models
As mentioned in the previous sections non-geostationary satellites have varying elevation angles 
and their visibility is limited in time. Therefore, in order to guarantee continuous communications, 
a non-geostationary satellite system must perform inter-satellite handovers. Since for a part of the 
time more than one satellite is visible to the user, the selection of the satellite to be used and the 
strategy for performing the handovers gives a degree of freedom that can be used to optimise the 
quality of service.
Under ideal line-of sight conditions, the criteria for initiating a handover could be based on 
deterministic geometric properties. Since the satellite footprints overlap, different handover 
strategies exist [WER95], [KRE99]:
(a) always the satellite with the highest elevation is used.
(b) at call set-up the highest satellite is retained; this satellite is kept throughout the call duration 
while maintaining a selected minimum elevation angle until another satellite in the same plane 
comes into view (the selected minimum elevation should be greater than the required minimum 
elevation so as to allow handover initiation and execution).
c) the satellite with the longest remaining visibility time is selected [KREW99]
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The first two strategies [WERN95] are shown in Figure 3-5. It is obvious that the first strategy 
needs more handovers but yields better channel characteristics.
Highest Elevation Hold Orbit
Figure 3-5 - Satellite selection strategies
1. The first strategy is called ‘highest elevation’; its goal is for a user to always choose 
from amongst the visible satellites, the satellite with the highest elevation. This 
strategy hands over the call as soon as the user reaches the middle of the overlapped 
area between the two satellite footprints as shown in Figure 3-8. This strategy seems 
to be applicable to Globalstar and ICO constellations. For the Globalstar system the 
second highest satellite always belongs to a different plane. The Globalstar motion 
model is shown in Figure 3-6.
a azimuth angle
Y angle position of UT from the target satellite (2] <J) = ^ \JJ constant
^ angle position of UT from the current satellite! 1) P angle distance of the two satellites
Figure 3-6 - Globalstar motion model
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2. The second strategy is called ‘hold orbit’ and tries to prevent the user from switching 
amongst satellites between different orbit planes because of higher elevation (superior 
transmission conditions). This strategy will be applied to the Iridium system. Maybe it is not 
worthwhile trying to maximise the instantaneous elevation angle for Iridium, especially for low 
and moderate latitudes due to Iridium being a polar* orbit system. Iridium doesn’t exploit satellite 
diversity at moderate latitudes and so the overlap area between two satellite footprints is small. As 
seen in the Iridium satellite motion model in Figure 3-7 (a) if a user is located near the edge of the 
footprint of a satellite in plane 1, as the satellite moves, the call will be handed over to the satellite 
belonging to plane 2 and then again to the satellite belonging to plane 1. Such situations would 
result in a very large number of handovers throughout Iridium’s coverage. Nevertheless, due to 
beam switch off at higher latitudes, a handover strategy selecting the highest satellite would result 
in misleading results (because the beams of the highest satellite may be switched off)- In this case 
Iridium handover modelling becomes more complicated. The simplest scenario is to assume that 
in the Iridium case the satellite handover occurs mostly between two adjacent satellites within the 
same plane as in [RUIZ98].
A user on the dashed 
line is handed over to a 
satellite belonging to 
plane 2 and then again 
to the satellite 
belonging to plane 1
Synchronised Non-Synchronised 
Plane 1 Plane 2
Figure 3-7 - Iridium satellite motion model at the equator (worst case)
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Figure 3-8 - Handover to the highest visible satellite
Since multiple satellite visibility times and elevation angles vary with latitude the concept of 
strategy 1 implies that the overlap area between two satellite footprints varies with latitude. The 
larger the overlap area (=handover area) for a specific constellation the more frequent the 
handovers will occur. By simulating the constellation motion between 0°-70° latitude we find the 
average footprint length - for every latitude- along the satellite track where no handovers due to 
satellite motion occur. This non-handover area could be modelled as a rectangle bounded by the 
segments joining the intersections of the circular boundaries of the footprints as in [MAR98]. The 
difference is that in [MAR98] the street of coverage concept is applied to the satellite coverage 
and all the modelled cells which represent the satellite beams are the same size, whilst in our case 
every rectangle has a different size for different latitudes. Since we simulate the whole 
constellation for more than 24 hours we could represent the non-handover area of a footprint as a 
circlular area with an average value of radius called Footprint Residing Radius at latitude i, Rf(i), 
as shown in Figure 3-9. Since circular areas of radius Rf(i) cannot be overlaid upon without 
leaving gaps the rectangular shape is a more appropriate approximation.
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The time interval to cross the non-handover area from border to border represents the maximum 
amount o f time that a mobile user can remain in a given satellite footprint and can be referred to 
as the user residing time Ts in a footprint and is given by:
T,(i) = 2-Rf W V M  3.9
where Rf(i) is half the mean length along the subsatellite point trace of different users path in a 
footprint, defined as Footprint Residing radius at latitude i, and is the satellite ground track 
velocity.
L a titu d e (d e g re e s )
Figure 3-10 - Average Time between 2 handovers for Globalstar and ICO based on the “highest 
elevation” strategy and on the ‘hold orbit’ strategy for Iridium.
3.3.4 Inter-satellite handover frequency
The handover frequency for Globalstar and ICO systems based on the first motion strategy 
(highest elevation) is shown in Figure 3-11. As expected the LEO/Globalstar system is 
characterised by a higher handover rate than the ICO system and therefore is more sensitive to 
handover failures. In Globalstar and ICO the highest elevation satellite is always selected for 
handover. It should be noted once more that the cause of these handovers is the satellite motion 
itself. In [WER95] another handover strategy is introduced for MEO systems: a satellite can be 
selected for a connection such that no inter-satellite handover at all has to be performed and a 
sufficient call duration can be guaranteed for a high percentage of connections.
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Figure 3-11 - Handover frequency in a day for Globalstar and ICO based on satellite mobility only
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Figure 3-12 - Inter-satellite handover frequency in a day for Iridium
Figure 3-12 shows the handover frequency for Iridium if the highest elevation angle criterion was 
used. The handover frequency increases with latitude because satellite visibility and mean 
elevation angle increase with latitude. Since Iridium doesn’t rely on diversity unlike ICO and 
Globalstar and dual satellite visibility is very low at 0° latitude we can see that the ‘hold orbit’ 
criterion gives almost the same results as the 1st strategy at latitude 0°. Consequently, for this 
reason the average time between 2 handovers is found to be around 7.5 minutes. We observe that 
the handover frequency for Globalstar at mid latitudes is higher than the value we derived for 
Iridium, despite the fact that Iridium is at a lower altitude and one would expect more frequent 
handovers. This happens because for Globalstar we switch satellite according to the higher 
elevation strategy (superior transmission conditions). The higher service availability being aimed 
for Globalstar is achieved at the cost of higher handover rates.
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3.3.5 Mobility model
With the residing footprint area configuration of Figure 3-9, we have applied a similar mobility 
model as that proposed in [DELRE94]. This model is valid as the following assumptions are met:
1. The user crosses the residing area boundaries at a constant velocity aligned and opposite 
to the satellite ground track velocity Vtrack. This assumption holds as long as the user 
speed is negligible with respect to the ground track velocity. When the handover occurs 
the destination footprint is the adjacent footprint in the direction of the subsatellite point.
2. From call set-up, an active user travels a distance which is:
• uniformly distributed between zero and 2Rf for the source footprint, which is that 
at the call set-up.
• deterministically equal to 2Rf for any transit footprint reached after call set-up by 
the considered active user during the call lifetime.
A handover procedure is initiated as soon as a user with a call in progress reaches the boundary of 
the footprint residing area.
When the footprint size increases (and the residing footprint area) or the velocity of the satellite 
decreases, the chance of handover of a call decreases as the mobility of the user(~2Rs/vtrack) 
decreases. This fact explains the handover frequency for the three constellations presented in 
Figure 3-11.
3.3.5.1 User mobility
The user mobility can be characterised by a parameter y which is the inverse of parameter a  
introduced in [DELRE94]:
Y — TcaU/Ts, 3-10
where Tcan is the mean call duration and Ts is the mean residing time in a footprint given in 
equation 3-10.
3.3.6 Handover probabilities
The handover probability depends on the parameter y. This probability is different for the first and 
the subsequent handovers, because of the different distances covered by the user in the source and 
transit satellite footprints. Let us define as Phi the probability of the first handover of a call and Ph2 
as the probability for a subsequent handover. Assuming that the mean call duration Tcall follows a 
negative exponential distribution Phi and Ph2 are given by [MAR98]:
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Phl=Y(l-exp(-l/y)) 3-11
Ph2 = exp(-l/y) 3-12
On the basis of [DELRE94], y represents the average number of handover requests per call under 
the condition that there is no blocking. As y increases, handover probabilities increase (mobility 
increases). In other words the parameter y indicates that the footprint Residing Radius Rs, the 
satellite speed, and the average call duration have a closely related effect on the distribution of the 
number of handoffs through which a call will go. Tins result can be used in practice when 
dimensioning systems based on cellular architectures [GUER88] and allows comparisons between 
different satellite systems.
From equations 3-11 and 3-12 one can note that for a telephone call service the handover request 
generation is memoryless. Taking into account the following:
Pb, blocking probability of new call attempts
Phf, handover failure probability
Qk, probability that a call lasts so as to produce at least k handovers (k=l,2...), defined as
n  = p  P k~l 3-13
>Zk * h i*  h2
1. Vk, probability that a call attempt is served and has k successful handovers, defined as
v l = ( i - p hy i ( i - p b) 3-14
2. Bk, probability that a served call is dropped to the kUl handover, defined as
B k = a - p v y-'p„f  3-is
the mean number of times that a newly arriving call is successfully handed over during its lifetime 
can be derived as in [DELRE95]:
n_ y  ~k0 v  _ U ~ 3'16
* L t  2 *  * ! _ (1 - P v ) P h2
The probability that a call in progress is dropped due to handover failure is the probability that the 
call succeeds in the first (k-1) attempts which it requires but fails in the k* and is given by:
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p  p  3-17
P = Y  °° O B fdrop Z jk^k k
and the probability that a call is cleared because it is initially blocked or because it is dropped due 
to an unsuccessful handover P,* is given by:
p„ = pb + ( i - p b)pdrop 3-18
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Figure 3-13 - Phi, Probability of at least one Handover for ICO and Globalstar (based on satellite 
mobility only, channel conditions are ignored)
In Figure 3-13 we show the probability that a new call which is non-blocked will require at least 1 
handover before completion in the ICO and Globalstar constellations for call duration of 2 and 3 
minutes.
3.3.7 Optimising the ‘hold orbit strategy’
The problem with the ‘hold orbit’ control strategy is that since we retain the existing satellite as 
long as possible we do not communicate with the highest satellite for such a long period of time. 
Another problem is handover execution duration. If the elevation angle for handover initiation is 
equal to the minimum elevation of the constellation there will be situations for which there is 
insufficient time to execute the handover procedure and the call will be dropped. For the above 
reasons we propose a variation of the ‘hold orbit’ strategy as ‘an academic exercise’ which 
controls the number of handovers in an optimised manner. We believe that this second strategy 
we introduce, tries to reduce the number of unnecessary handovers and at the same time will not
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delay the handover initiation as much as the pure hold orbit criterion. Table 3-1 displays the four 
initiation position control handover procedures that will be used for comparison.
All the strategies are compared in terms of handover rates per day and of percentage of time that 
the highest satellite is used for the communication. The constellation used for the comparison is 
an Iridium-like one.
Handover Control Strategy Handover initiation procedure
1. Highest elevation Handover to a satellite as soon as the MT reaches the middle of 
the overlap area of the 2 satellites. More handovers, better link 
quality.
2. Hold Orbit. Use the original satellite as long as possible while maintaining 
minimum elevation. Less handovers worse link quality.
3. Hold Orbit with 
Handover elevation 
threshold Emin+Aei0 and 
AE <6°
Use the original satellite as long as possible while maintaining 
an elevation of 10° AND keep the original satellite until its 
elevation is 6° smaller than the highest elevation satellite.
4. Sophisticated Hold Orbit 
with Handover threshold 
Emin+A£2° elevation and
AE <2° if El<15°
Or AE<6° if El>15°
Use original satellite as long as possible while maintaining an 
elevation of 8.4° degrees AND keep the original satellite until its 
elevation is 2° degrees smaller than the highest elevation 
satellite if El<15°. In the case that the highest satellite elevation 
El>15° don’t handover until E1-E2 >6°.
Ernin=min. elevation 
AE=E1-E2
E2=2nd highest satellite elevation El=highest satellite elevation 
Emin+A£2° =8.4°, Emin+ASi°=10O
The selection of AE was such that the orbit is hold until a point 
where the communicating satellite has a significant lower 
elevation angle that the highest ascending satellite.
Table 3-1: Startegies for Handover Control in LEO66 (Iridium-like) polar orbit
As seen from Figure 3-16 for latitudes lower than 30°, the hold orbit criterion with 10° elevation 
threshold (strategy 3 in Table 3-1) produces more handovers than the second strategy. Although 
this strategy allows enough time for handover execution it suffers -for low latitudes- from the 
initial problem of the highest elevation strategy; it may produce undesirable handovers (handover 
to a satellite for less than 30 seconds). In percentage terms the highest satellite used for the 
communication, shows better behaviour than the hold orbit criterion and almost the same 
performance for high latitudes with the last strategy shown in Table 3-1. This happens because at 
high latitudes the mean elevation angle of Iridium is greater than 15° and both strategies handover 
to the highest satellite when the highest satellite elevation angle is 6° larger than the 2nd highest 
satellite elevation angle (this is the actual hold orbit threshold).
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So, we conclude that Strategy 4 is a more optimised strategy for the Iridium design which avoids 
the unnecessary handovers at low latitudes by not letting the user handover to the highest satellite 
if its elevation is not 2° higher than the source satellite (which is second) and allows some time 
for handover execution from handover initiation (almost 10 seconds in the extreme case of 
handing over when the source satellite elevation is 8.4°). As soon as the elevation of the source 
satellite becomes 2° smaller than the highest satellite elevation a handover to the highest satellite 
is initiated.
Aw rage lime between 2 handovers for dflerent strateges
Figure 3-14 - Average duration between two 
handovers for different strategies.
Figure 3-15 - Iridium. Percentage of time where we 
communicate with the highest satellite for different 
strategies
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The fact that strategy 4 may initiate a handover before the lowest acceptable elevation (under the 
constraints mentioned in Table 3-1) explains the highest percentage of highest satellite usage in 
communication compared to strategies 2 and 3 in Figure 3-15. It is obvious however, from Figure
3-15, that as the latitude increases the percentage of time we use the highest satellite for 
communication decreases. This happens because at high latitudes the instantaneous elevation 
angle of the highest satellite is greater than 15° for more than 80% of the time and so in order to 
initiate a handover the difference between the elevation angles of the two highest satellites has to 
be more than 6° (keeping the 2nd satellite for a longer period). Although the period of time that we 
communicate with the highest satellite decreases with latitude we can claim that the link may not 
deteriorate because at higher latitudes the instantaneous satellite elevation angles are quite high, 
resulting in a better service availability [GKI99]. All the elevation constraints that are used above 
can be changed according to the constellation orbital design. In Figure 3-17 the probability of at 
least one handover for the 4 different handover control strategies shown in Table 3-1 is shown for 
a 2 minute call. However, all of these strategies shown ignore the QoS aspect of call dropping due 
to the unavailability of the candidate satellite (or even the unavailability of a free channel at the 
candidate satellite). Therefore, the answer as to which strategy is better is a function of many 
different performance parameters.
3.4 Comparison of handover strategies
Since the majority of satellite systems suggested for mobile communications is based on 
constellations whose coverage geometry and movement is predefined, it is assumed, given the 
satellite deterministic trajectory, that handover events or footprint/beam crossing instances can 
normally be predicted. It is obvious, however, that in a real system, handovers (especially inter­
satellite ones) will be more a function of the signal quality perceived at the mobile terminal and/or 
the satellite.
The handover rates and probabilities that have been evaluated have taken into consideration only 
the satellite movement because the satellite operating environment was assumed to serve 
predominately open areas. In a more realistic scenario, where the operating environment has some 
obstacles in the propagation path between the satellite and the mobile user, the handover process 
should take into consideration the impact of the satellite channel. Although, by taking as a 
criterion to initiate the handover the elevation angle (position criterion), the radio link quality is 
considered indirectly (the higher the elevation the better the channel encountered by the user) 
there is a high probability that a user may request a handover due to service unavailability 
(shadowing). In systems that exploit satellite diversity the call may be rescued and not dropped 
and the quality of service optimised. Optimising the quality of service, would produce a larger
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number of handovers, corresponding to a high signalling load overhead in the network. It is 
obvious, that as the user environment becomes increasingly shadowed and handover requests 
become relatively frequent the handover algorithm design should be such as to preclude 
excessively frequent handovers, which might be initiated by channel fading. These issues are 
investigated in Chapter 5 where two handover strategies are proposed which attempt to reduce the 
call dropping rate whilst maintaining signalling exchanges at reasonable levels. Nevertheless, the 
results presented here give a first impression on the handover frequency in the mobile satellite 
systems.
The average number of handoffs in terms of known system parameters can be used to estimate the 
additional load created by handoffs on the system control channel. This in turn helps establish 
how many control channels are needed in the system to efficiently carry all set-up and handover 
commands.
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C h a p t e r  4
S - P C N  C h a n n e l  a n d  S a t e l l i t e  A v a i l a b i l i t y
4.1 Introduction
In any form of wireless communication the channel between the receiver and the transmitter is far 
from ideal. Satellite communications suffer from strong variations of the received signal power 
due to the motion of the user through the surrounding environment, of the (non-geostationary) 
satellite or of reflecting objects. The variations in the signal power are determined by two 
processes: multipath (fast fading) and shadowing (slow fading). Shadowing of the satellite signal 
by obstacles in the propagation path (buildings, trees, bridges, etc.) results in attenuation over the 
total signal bandwidth. For low satellite elevation the shadowed areas are larger than for high 
elevation. Multipath fading occurs because the satellite signal is received not only via the direct 
path (satellite-mobile user) but also after being reflected from objects in the surroundings. Due to 
their different propagation distances, multipath signals can add destructively, resulting in a deep 
fade [LUTZ91], The total power of the reflected echo components depends on the type of user 
environment (rural, urban, etc.) and on the antenna characteristics of the user terminal. Thus, we 
can claim that the performance of any land mobile system depends heavily on the reliability of the 
link between the satellite and the mobile terminal.
Numerous attempts have been made in recent years in order to model the non-stationary 
narrowband Mobile Satellite channel. A significant contribution was made by Lutz in [LUTZ91] 
where satellite channel measurements were carried out in different fading environments at 
elevation angles ranging from 13-43 degrees. Lutz developed a statistical model from assumptions 
made as to the statistical distributions of the channel, the coefficients of which fit the measured 
data. This channel model will be used to evaluate and compare the performance of ICO and 
Globalstar constellations.
A description of the above MS-channel model as well as of a combined model for two channels 
which will be used to calculate the availability of service of the above constellations in the case of 
dual satellite diversity is presented in the first sections of this chapter. In order to fully 
characterise the channel and to produce a more general model the statistical coefficients used as 
parameters, except from the Lutz campaign [LUTZ91], are based on two other measurement
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complementary campaigns [JAHN96, PAR93], covering elevation angles [15°-55°] and [60°-80°] 
respectively.
4.2 Signal reception
Although satellite systems operate in a very different way to terrestrial cellular systems, satellite- 
mobile propagation occurs as a result of the same basic mechanisms.
Similar to the terrestrial case, in satellite based mobile systems the signals reaching the receiver 
originate from different directions even though the transmitter is a single source. A diagram 
depicting the components of the signal reaching the receiver is shown in Figure 4-1. The signal is 
the sum of several signals coming from different directions. In the simplest situation, a signal such 
as rj is a direct wave with no intervening obstacles.
rx : direct component of wave (LOS)
r2, r3 : indirect components of wave (NLOS)
r2 : specularly reflected wave (generally r 2 < r j )
rx, r2: together generally referred to as coherent components
r3 : diffused random component, Rayleigh statistics
rx + r2 : mixture Rayleigh +dominant = Rician statistics
r (  : If r { is shadowed , lognormal statistics
AWGN : Additive White Gaussian Noise is ubiquitous.
Figure 4-1 - Propagation Model of a Mobile Satellite System
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The Ionospheric and Tropospheric effects are not discussed here, as they are each a subject in 
their own right. Nevertheless, the Tropospheric effects which are predominantly due to rain, 
clouds and gases are not considered a serious problem for mobile systems operating at VHF or at 
the lower microwave frequencies and up to about 4 GHz - Tropospheric attenuation increases 
with frequency. In addition, the Faraday rotation - rotation of the electric vectors as they 
propagate through the ionosphere causing depolarisation axis rotation which is inversely 
proportional to the frequency squared- is avoided by the use of circular polarisation for most 
mobile satellite systems.
The transmission basically follows the Free Space Law relationship where the signal is attenuated 
by the 11R 2 factor, where R is the range between the satellite and the user terminal. Considering 
a signal at 2GHz of a user situated in the spotbeam centre , the Free Space Loss (FSL) is 161 dB 
for a satellite at 1400 km altitude. The direct wave is deterministic (implying no random 
components) and coherent.
The r2 wave results from a specular reflection from buildings or the earth’s surface, which 
eventually reaches the receiver along with the direct wave and can be in phase or in antiphase 
with the direct wave. The reflected signal is actually a delayed and shifted replica of the direct 
wave and generally of considerably lower power than the direct wave. Nevertheless it is desirable 
to suppress it as much as possible since it can add or subtract to the direct component. The 
multipath can lead to wideband fading if the differential path lengths are sufficiently large. 
Another mitigating factor is that the reflected wave illuminates the receive antemia beam in its 
low gain region (low elevation angles). In addition, the rays do not go through the phase centre of 
the antenna beam. Multiple scattering processes (when the signal is reflected by two or more 
scatterers) are attenuated by more than one reflection coefficients and are therefore unlikely to be 
significant. Thus usually, contributions to the signal received are therefore usually neglected 
[PAT98].
The diffuse fading (diffracted) component and the shadowing component (blocked received 
signal) i'i in contrast to terrestrial systems, only the clutters closest to the mobile are significant. 
With the movement of the mobile along the communication environment, the obstacles 
contributing to these processes change rapidly, resulting in an alternation of the shadowing 
attenuation at a relatively high rate. This effect brings on rapid and frequent transitions between 
LOS and NLOS states, causing rapid variations in the statistics of fast fading which are related to 
the shadowing process. Due to this fact, it is most convenient to treat the shadowing and fast 
fading for satellite-mobile systems as a single, closely coupled process in which the parameters of 
the fading (e.g. local mean signal power) are time varying. The fade depths are much greater 
during the obstructed periods, whilst the signal attenuation varies strongly with frequency and
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path length [SAU98]. In the subsequent section we briefly mention a number of models that can 
be found in the literature to predict these effects. The LUTZ model used for our simulations will 
be discussed in detail.
4.3 Empirical narrowband models
Models for narrowband propagation in mobile satellite systems are different from those used in 
terrestrial systems in two key ways; first they include the excess path loss and shadowing effects 
as dynamic processes, along with the fast fading. Secondly, they are rarely used in direct 
deterministic calculation of physical effects, since this is not practical for predicting satellite 
coverage of areas exceeding tens of thousand square kilometres. Instead, they use statistical 
methods; although these may be based on either empirical or physical descriptions of the channel.
Empirical models, particularly the Empirical Roadside Tree (ERS) model have been constructed 
for satellite systems operated in rural areas. The ERS [ITU, 681] model can calculate the fade 
depth exceeded for P percent of the distance travelled [decibels] given a particular satellite 
elevation angle in degrees and applies only to propagation at L-Band (1.5 GHz), elevation angles 
from 20° to 60° and at fade exceedance percentages from 1% to 20% [SAU99].
Foliage effects can also be modelled empirically using a model which was developed from mobile 
measurements taken in Austin, Texas [GOLD92].
4.4 Statistical models
Statistical models give an explicit representation of the channel statistics in terms of parametric 
distributions, which are a mixture of Rice, Rayleigh and lognoitnal components. Such models use 
statistical theory to derive a reasonable analytical form for the distribution of the narrowband 
fading signal and then use measurements to find appropriate values of the parameters in the 
distribution. These models all have in common an assumption that the total narrowband fading 
signal in mobile-satellite environments can be decomposed into two parts; a coherent part, usually 
associated with the direct path between the satellite and mobile, and a diffuse part arising from a 
large number of multipath components of differing phases. The magnitude of the latter part is 
assumed to have a Rayleigh distribution.
Thus, the generic multiplicative complex channel, a, used in all such models can be expressed as:
a -  AcsceJ<? + rsde jm<p) (4_1)
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where Ac, is the coherent part, sc, and sd are the shadowing components associated with the 
coherent and diffuse parts, respectively, and r has complex gaussian distribution (i.e. its 
magnitude is Rayleigh distributed).
The simplest model of this form is the Rice distribution [RICE48] which assumes that both 
components of the signal have constant mean power. More recent work, such as that by Loo in 
[L0085], Corazza in [COR94], and Hwang in [HWA97] have generalised this model to account 
for the rapidly changing conditions associated with attenuation and shadowing of both the 
coherent and diffuse components which arise from the mobile motion. The models are 
summarized in [SAU99]. Note that, as with terrestrial shadowing, the distribution of the mean 
power arising from sc, and sd is widely assumed to be lognormal. These models can all be 
implemented within the structure shown in Figure 4-2.
If the parameters of these models are appropriately chosen, they can provide a good fit to 
measured distributions over a wide range of environment and operating conditions, although the 
Loo model is only really applicable to moderate rural situations. The Hwang model has been 
shown [HWA97] to include the Rice, Loo and Corazza models as special cases [SAU99].
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4.5 Physical statistical models for built up areas
Physical statistical modelling is a hybrid approach, which builds on the advantages of both 
empirical and statistical models while avoiding many of their disadvantages. Physical models 
derive fading distributions directly from distributions of physical parameters using simple 
electromagnetic theory. However, one key difficulty with applying parametric-analytic 
distributions is the availability of suitable parameters for these models. In physical statistical 
modelling -as in the physical model case- the input knowledge consists of electromagnetic theory 
and sound physical understanding. However, this knowledge is used to analyse a statistical input 
data set, yielding a distribution of the output predictions. The predictions are no longer linked to 
specific locations. For example a physical statistical model can predict the distribution of 
shadowing, avoiding the errors inherent in the empirical approach, although it does not predict 
what the shadowing value will be at that particular location. Physical-statistical models require 
simple input data such as input distribution parameters (e.g. mean building height, building height 
variance) and are based on sound physical principles, so they are applicable over very wide 
parameter ranges. The interested reader is referred to [SAU99] for a detailed description of two 
physical statistical models for operation is built up areas [SAU96, TZA98A]. The model 
described in [SAU96] can estimate the time share of shadowing in built-up areas without 
requiring empirical input data. Another model described in [TZA98B] can calculate the 
shadowing correlation between two satellites (in the case of diversity) based on a canonical 
geometry for a mobile operated in a street canyon composed of buildings on both sides of the 
street in which the mobile is located. The calculation of the correlation coefficient for the 
availability calculations in built-up areas in the latter sections of this chapter uses the method 
described in the [TZA98B] model.
4.6 The LUTZ two state narrowband elevation-dependent channel 
model
A significant contribution in modelling the non-stationary characteristics of the M-S channel is 
this made by Lutz in [LUTZ91], where satellite channel measurements were made in different 
fading environments at elevation angles ranging from 13-43 degrees, using L and S band signals 
from the MARECS satellite. Lutz proposed a two state model, where the fading process a(t) is 
switched between a Ricean process, (good channel state) and Rayleigh/lognormal process (bad 
channel state) - (see Figure 4-3). Li this model the channel is considered to be in either a ‘good’ 
(high received signal power) or ‘bad’ state (low power level), corresponding roughly to line-of- 
sight (LOS) and non-line-of-sight (NLOS) situations respectively. In both of these cases, the 
satellite signal is reflected from a large number of scatterers.
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Figure 4-3 - Two state Lutz model of narrowband mobile-satellite fading
Based on the filtered Rayleigh process, the Ricean fading is generated by attenuating the Rayleigh 
process to power of 1/c and adding a value of unity to represent the direct satellite signal 
component. The Rayleigh/Lognormal fading is produced by multiplying the Rayleigh process 
with a slow lognormal shadowing process. The transition from LOS to NLOS situations is 
instantaneous. State transitions are driven by a two-state Markov chain.
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Figure 4-4 - State Transitions of LMS channel and received signal envelope
Figure 4-4 shows the state transitions and how the received signal envelope should appear. In the
two-state Markov model, the problem is that the signal level change is sudden when the state 
changes from one to another. However, in practice the assumed instantaneous transitions are not
particularly at lower frequencies. One way of overcoming this is to introduce extra states, which 
represent intermediate levels of shadowing with smaller Rice-factors than the good (LOS) state. 
In [KARA94] general fading conditions are classified into three states, namely, LOS -state A, 
slightly blocked by trees or small obstacles -state B, and fully shadowed -state C. Alternatively, 
the sharp transitions between states can be smoothed by filtering. Linear interpolation is one way 
to smooth the state transitions between the two states when generating them by simulation. The 
distance for the averaging window however, should be no longer than the minimum state 
transition.
The two state Markov model describing the state transitions for a single M-S channel is shown in 
Figure 4-5. The two state Markov chain based model approximation tries to account for different 
signal levels. The state transitions are considered to be long term variations of the received signal.
encountered. In real life transitions are smooth due to the diffraction and reflection effects,
Figure 4-5 - Two state Markov model for single LMS channel
The above system is characterized by the following state transition probabilities:
• Probability of transition from good state to good state: Pgg
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• Probability of transition from good state to bad state: Pgb
• Probability of transition from bad state to bad state: Pbb
• Probability of transition from bad state to good state: Pbg
The transition probabilities Pbg and Pgb are derived from the mean number of bit durations spent in 
each of the states and vary depending on the operating environment and elevation angle of the 
satellite and are given by:
p. -  x  = ——  P . = b ~  ——  (4‘2)
“  8 RD b ' *  RDa
v -  Velocity of the mobile terminal 
Db -Bad duration in meters 
Dg -Good duration in meters 
R -  Update rate
Finally, the time share of shadowing A (the proportion of time for which the channel is in the bad 
state) is related to the durations DB and DG by:
D B (4-3)
D b + D g
4.6.1 Satellite diversity scenario
In hostile propagation environments, where the mobile becomes shadowed to the current satellite, 
it may experience an abrupt degradation in performance and the call may be lost before another 
satellite takes over the communication. In addition, large link margins may be required to provide 
reliable communications even in the good state. To avoid such situations, satellite diversity, i.e. 
the simultaneous communication to a user via two satellites, or handover to an alternative satellite 
could retain a communication session. With dual satellite visibility provision, if one of these 
satellites is shadowed, there is some chance for another satellite to be still in view of the user and 
maintain the service (switched diversity -  see Figure 4-6). The situation in which the mobile user 
loses clear line-of-sight to both satellites simultaneously, is an event with a smaller probability. In . 
this way service availability can be substantially improved. To this end, a combined 4-state 
Markov model derived by [LUTZ96] which takes into account the cross correlation of the two 
satellite channels monitored by the mobile terminal will be used for predicting the state 
transitions. The 4-state channel model is described in the following section.
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Figure 4-6 - Satellite switched diversity scenario
4.6.2 Lutz correlated satellite diversity channel model
The exploitation of multiple satellite visibility to reduce the probability of complete blockage will 
only produce a gain increase in the service availability if the two considered satellite channels 
behave differently. If the two satellites are totally correlated, then when one is blocked the other 
will also be blocked. Thus, any dependency between the channels influences the benefit of 
satellite diversity. The ideal scenario for satellite diversity occurs when the two satellite channels 
are negatively correlated, so when one is blocked the other satellite will be providing clear line- 
of- sight.
Therefore, for the investigation of satellite diversity, the correlation of two channels is important. 
The correlation can be derived using fish-eye lens photographs at particular locations [MEEN98], 
circular flight path measurements at constant elevation angles [ROB92] or using physical 
expressions [TZA98B]. In all cases the effective correlation is highly dependant on the elevation 
and azimuth separation of the two satellites with respect to the user and the environment in which 
the user is located. In [TZA98B] and [ROB92] it was shown that the correlation decreases with 
increasing azimuth separation and is smaller if the satellites are seen at different elevation angles. 
For the estimation of the mean azimuth correlation of the considered constellations for built-up 
areas the physical statistical model of [TZA98B] is used since it provides a more general and 
consistent method for predicting the cross correlation. The methods given in [MEEN98] and 
[ROB92] assume a fixed user position and a specific environment, while the physical model
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considers a canonical geometry for a mobile operated in a street canyon and allows the building 
height and street width to vary. The correlation coefficient calculations based on the model of 
[TZA98B] are well justified by the propagation theory and system geometry. The effect of the 
satellite constellation design on the shadow cross correlation is discussed in the next section 
(§ 4.6.3) in more detail.
To model the combined shadowing behaviour of two satellite channels, Lutz proposed a four state 
Markov model in [LUTZ96] which is shown in Figure 4-7. This model includes the correlation 
between the two channels. The channel states 1, 2 and 3 correspond to a good channel, where at 
least one satellite is available; the bad channel state 0, represents a situation where the signals 
from both satellites are blocked by an obstacle (or obstacles) in the propagation path.
Figure 4-7 - Four state Markov model for a mobile communicating with two satellite channels
This model is the same as the two state Markov models for each of the two separated channels, 
taking into account the correlation between the channels. Note that the model can be established 
for any pair of separate channels. The reader is referred to [LUTZ96] for the transition probability 
matrix and the equilibrium state probability matrix. The four state model allows the investigation 
of handovers and is suitable for the investigation of diversity on the basis of analogue models 
[BISC96].
For the definition of the correlation coefficient in [LUTZ96] the channel amplitude e f t )  of 
channel i = 1,2 was considered as a stochastic process which is 0 for the shadowed channel state 
and 1 for the line-of-sight condition:
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fO bad channel state (4.4)
11 good channel state
The mean value and the variance of the channel amplitude are:
E  =  {c. ( 0 }  =  c, =  1 -  A  =  — ^ ----- (4-5)
Dg + D b
E = { ( c , ( f ) - ? , ) 2}=<T,2 =  A - ( 1 - A ,■) =  ; - —  <4-«)
\ D g  +  D b  )
The time share of state 0, p0, represents the probability of service unavailability (both satellites are 
in the bad state); as shown from the following equation p0 is linearly dependent on the correlation 
coefficient p between the channels:
Po =  P ’ m (72 +  A x • A 2 =>
(4-7)
Po = P ■ V A  * ~ - 1^) * V A  ’ ~ A )  + A  * A
where Ai and A2 are the time share of shadowing for channel 1 and 2 respectively.
The timeshare of each of the other three states are therefore given by:
Pi ~ A  “  Po (4-8)
Pi = A  “  Po (4‘9)
Pi = 1  + P o - A “ A  (4‘10)
The probability p3( in (4-10) gives the probability that the two satellites are both in good state and 
thus can be used to calculate the diversity gain, which varies with the user location. The 
probability of service availability is simply given by l~  p 0. It is obvious from (4-7) that a 
negative correlation between the two channels decreases in a significant extent the probability of 
signal shadowing.
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4.6.3 Effect of satellite constellation design on azimuth cross correlation
In the following section the effect of the satellite constellation design on cross correlation is 
discussed for a Globalstar-like constellation, namely LE048, and an ICO-like constellation 
namely MEO 10. The mean correlation coefficient for both constellations is presented versus 
latitude for an urban and a suburban environment and has been evaluated by simulating the orbital 
parameters of the two constellations (as discussed in Chapter 2) and the user location. As 
discussed in Chapter 2 each constellation offers varying levels of dual satellite visibility and 
different mean elevation angles depending on the latitude considered. When two satellites are 
visible, their locations are defined by two pairs of elevation and azimuth angles (0i,cpi) and (02,cp2) 
which are used as an input together with the environment parameters for the calculation of the 
mean correlation coefficient of each constellation.
The suburban and urban environments considered for the correlation coefficient results shown in 
this section are characterised by the building heights, which are generated randomly with mean 
and standard deviation parameters measured in real environments [SAU99]. Therefore, p  = 7.1m 
and ab = 0.27 for the suburban and p  = 20.6m and crb = 0.44 for the urban. The street width W is 
set to 15m for the urban and 17m for the suburban and the user position is in the middle of the 
street or at a distance d of 8m from the nearest building (suburban only).
building face
satellite
Figure 4-8 - Canonical street canyon geometry
According to the street canyon cross correlation estimation model of [TZA98B], for azimuth 
separations of between 30° to 140°, significant negative correlation should be observed, with a 
peak at around the 90° region. This corresponds to the situation when one path is often over a 
building whilst the other is roughly aligned with the direction of the street canyon. Of course the 
correlation also depends on the elevation angle difference between the two highest satellites (see
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Chapter 2). For azimuth correlations less than 30°, significant positive correlation occurs due to 
the fact that both satellites tend to be blocked or unblocked by the same building or open space 
respectively [MEEN98]. The latter conclusion is valid for all possible clutter geometries. Figure 
4-9 shows how the correlation coefficient of two visible satellites at specific elevation angles may 
vary with their azimuth separation.
Figure 4-9 - Azimuth correlation example for a street canyon
The mean azimuth separation versus latitude of the two highest satellites for the Globalstar-like 
and the ICO-like constellations is shown in Figure 4-10.
The mean correlation coefficient statistics for the two environments (urban and suburban) 
considered and the two constellations are shown in Figure 4-11 and Figure 4-12 respectively. 
Generally, the correlation encountered in built up areas diminishes rapidly with increasing 
azimuth separation. Negative correlations are possible when the environment has a particular 
geometrical structure and the elevation angles of the two highest satellites are different. However, 
the absolute value of this dependency tends to be smaller for larger differences.
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Figure 4-10 - Mean Azimuth Separation versus Latitude
In general, for both constellations the percentage of time versus latitude that the correlation is 
negative is larger in the urban environment for all latitudes when compared with the suburban; 
despite the fact that the mean correlation coefficient may be smaller for the suburban 
environment. This means that the diversity gain in general is larger in hostile environments. In 
addition the LE048 constellation (Globalstar-like) has a negative correlation for a larger 
percentage of time for most of the latitude range. Although the correlation is not directly 
dependant on the azimuth separation, the LE048 results show a high correlation with the azimuth 
separation of the two highest satellites. This happens because the mean difference of the highest 
satellite elevations doesn’t vary much with latitude and mainly lies between 15°and 25° degrees 
for latitudes between 0°-60°. For higher latitudes (> 75°) the correlation is not defined because 
there are no visible satellites. The large variations in the correlation coefficient for the Globastar- 
like system are due to the very different mean azimuth separation angle between the satellites in 
this system over the latitude range.
Figure 4-12 shows the same statistics for the MEO constellation. At 90° latitude the user sees two 
satellites separated in azimuth by 180° at almost the same mean elevation. If the user is positioned 
in the middle of the street the correlation is 1. If the user is closest to one building there is a little 
chance of seeing one of the two visible satellites.
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Urban 
—  Suburban
' 0 10 20 30 40 50 6Q 70 60 90
Latitude (degrees)
Figure 4-11 - LE048 (Globalstar-like) mean 
correlation coefficient vs. latitude for built up 
areas
Figure 4-12 - MEOIO (ICO-like) mean 
correlation coefficient vs. latitude for built up 
areas
4.6.4 Measurement analysis and statistical generator
The statistical generator is based on an attempt to reproduce the state change in the signal level as 
perceived by a mobile receiver.
In order to fully characterise the channel and to produce a more general model the statistical 
coefficients used as parameters for the signal generator, except from the Lutz campaign, are based 
on two other measurement complementary campaigns [JAHN96,PARK96], covering elevation 
angles [15°-55°], [30o-60°-70o-80°] respectively. All the available measured data were subject to 
curve fitting with respect to the elevation angle. The parameters fitted are: good and bad 
durations, Time-share of shadowing, Rayleigh mean, Rice factor and standard deviation of the 
shadowing lognormal process. Table 4-1 shows the parameters considered.
The parameters for the state change are the good and bad durations in meters and the mobile 
speed. From the measurements the minimum state length in the bad duration is defined. The 
minimum state bin represents the shortest shadowing event found, for example the signal 
blockage by a single tree. The smallest unit time representing a state transition is essential in order 
to update the Markov process. In order to use the transition matrix of the state Markov model we 
must pursue the state transition for a sufficiently short period. This has an effect on the simulation 
time step for the signal generation and the update rate used in the Markov process.
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Elevation
angle
(deg)
lOlogc
(dB)
Mean
(dB)
Std.
Deviation
(dB)
Time
Share
A
Duration of 
good state 
Da (m)
Duration of 
bad state 
DB(m)
Environment
LUTZ PARAMETERS [LUTZ91]
13 3.9 -11.5 2.0 0.89 9 70 City
13 10.2 -8.9 5.1 0.24 90 29 Highway
18 6.4 -11.8 4.0 0.80 8 32 City
24 6.0 -10.8 2.8 0.66 27 52 City
24 11.9 -7.7 6.0 0.25 188 62 Highway
34 6.0 -10.6 2.6 0.58 24 33 City
34 11.7 -8.8 3.8 0.008 1500 12 Highway
43 5.5 -13.6 3.8 0.54 42 49 City
43 14.8 -12.0 2.9 0.002 8300 17 Highway
DLR Campaign [.JAHN96]
15 - -15.2 5.2 0.97 City
15 - -12.6 4.8 0.77 Suburban
15 9.5 -9.3 5.6 0.24 Highway
15 7 -11.4 1.1 0.99 Rural
15 6 - - 0 Open
25 3.2 -12.1 6.3 0.79 City
25 4.7 -6 3.5 0.59 Suburban
25 8.4 -5.8 1.7 0.19 Highway
25 10.8 -9.9 3.3 0.96 Rural
25 10.3 - - 0 Open
35 4.8 -4.4 5.1 0.6 City
35 10.7 -7.6 3.2 0.54 Suburban
35 8.5 -5 3.3 0.01 Highway
35 4.8 -6.2 3.9 0.83 Rural
35 12 - - 0 Open
45 8.5 -3 2.7 0.56 City
45 4 -7.2 3.2 0.43 Suburban
45 7.8 -1.8 1.2 0 Highway
45 4.7 -5.4 2.3 0.79 Rural
45 10.4 - - 0 Open
55 6 - - 0.3 City
55 11.8 -7.7 2.6 0.35 Suburban
55 9 - - 0 Highway
55 4.8 -7.2 3.9 0.93 Rural
55 9 - - 0 Open
University of Surrey Campaign [PARKS]
60 13.23 -6.1 2.8 0.224 Suburban
60 10.58 -6.3 2.5 0.655 Wooded
70 14.68 -6.1 2.2 0.03 Suburban
70 13.95 -6.9 5.1 0.378 Wooded
80 17.7 6.4 3.2 0.007 Suburban
80 10.84 -5.1 3.1 0.077 Wooded
Table 4-1 Channel model parameters from three measurement campaigns
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Considering the mean duration D of each state (in meters -  see Table 4-1 and Figure 4-13) we 
calculate the average time spent in each state. The time duration is a function of the average 
values of line of sight and non line of sight durations in meters for the good and the bad time 
duration calculations, respectively, and a function of the mobile speed. The average time duration 
T spent in either state (good or bad) for a mobile travelling with a speed u is:
f =  D ^  (4-11)
u (m ls)
The durations DG and DB evaluated by the curve fitting usually do not satisfy (4-3) exactly. The 
time share of shadowing, A, is a parameter that strongly describes the propagation environment as 
it represents the probability of signal blockage. Nevertheless, despite some differences in the 
measured data of different campaigns, A appeal's to have almost the same values with respect to 
elevation for all campaigns. Also A can be calculated by physical statistical models as in [SAU96] 
or from fish eye images taken at a particular environment [MEEN98] Therefore, the mean values 
for Dg and Dbthat are used for the simulation are computed according to:
1 - A _ 1 (4-12>
d g + zx
Dr
1 - A
(4-13)
From the calculated good and bad durations, one can calculate the transition probabilities between 
the states. Using the transition probabilities and a random variable generator, the next channel 
state is decided for a given sample interval. Each state decision in a sample interval takes into 
account only the previous state and the transition probability matrix of the Markov process. The 
input parameters required by the statistical generator are the average fade durations and the cross 
correlation coefficient between the two satellite channels.
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Figure 4-13 - Elevation dependent channel parameters for suburban environment
As already mentioned, the effective correlation for urban type environments is calculated using 
the physical model of [TZA98B] that considers a canonical geometry for a mobile operated in a 
street canyon and allowing the building height and street width to vary. The parameters for the 
urban environments such as mean building height and standard deviation and street width w were 
measured in real environments and were given in §4.6.3. In open environments the effective 
correlation is for most of the time negative (unless the satellites are seen at identical elevation 
angles and have a very small azimuth difference). However, because of the lack of any cross 
correlation data for the open environment the cross correlation was assumed to be zero. 
Theoretically, when the correlation factor p is close to zero, the two satellites considered in the 
process suffer simultaneous fading only rarely.
As shown from Figure 4-15 the time-share of shadowing, and hence the probability of blockage, 
reduces as the elevation angle increases. This general trend does not strictly apply for the wooded 
environment, where the amount of shadowing through a single free is determined by the height of 
the free canopy in relation to the elevation. The other statistical parameters of the model, are
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shown in shown Figure 4-13. The Rice-factor, which represents the carrier to multipath ratio in 
the LOS state, increases with the elevation except for elevations around 45° (due to the 
illumination of more scatterers at this elevation). At low elevation angles in the hostile urban and 
wooded environments the values of Rice-factor are significantly small and even in the good 
channel state greater fade margins would be required to maintain low BER. In such situations the 
Rice-factor becomes a significant element in determining the performance of a MSS [GKI99B].
Concluding, we shortly recall the most important characteristics of the simulation model, since it 
is helpful for the understanding of the availability calculations and the understanding of the 
CASD handover scheme presented in Chapter 5.
The model takes into account the following three main characteristics of the non-geostationary 
LMS channel.
1. The channel is closely associated to the propagation environment and some statistical 
properties (time spent in a channel state) also depend on the user velocity.
2. The channel depends on the time varying elevation angle. For low satellite elevation the 
shadowed areas are larger than for high elevation.
3. Channels from the user to different satellites are correlated with respect to their azimuth 
angle difference.
Overall this model facilitates the statistical computation of non-GEO mobile satellite systems 
performance over different environments.
Figure 4-14 - Time share of shadowing in 
suburban environment (comparison between the 
physical and the statistical model)
Elevation Angle (deg) XXX Measured Data City 
— —  Least-squnres fit City 
+ + + Measured Dnta English City 
*—  Lcnst-squarcs Fit English City 
000 Measured Data Suburban
  Lcast-squarcs Suburban
□ □ □ Measured Data Highway
 Least-squares Fit Highway
0 Measured data Wooded 
  Least Curve Fit Wooded
Figure 4-15 - Time share of shadowing for 
different environments versus elevation
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4 .7  L in k  a v a i la b i l i ty  a n a ly s is
To have sufficient link quality, a user should have adequate power to overcome the path loss and, 
other physical impairments. The channel a user encounters is a function of a number of variables 
such as the number of visible satellites, the elevation angle at which each satellite is seen, and 
blockage due to foliage or buildings in the path to the satellite.
Using the statistical channel model already described for the channel encountered by the user, we 
can quantify the percentage of time a user at a certain location on the earth can expect to 
communicate reliably in the system, which gives the availability of the system.
In the performance analysis that follows we distinguish between the LOS availability and service 
availability. We define as LOS availability the percentage of time that at least one satellite is 
available (unblocked) to a user, whilst service availability is the percentage of time that some 
quality criteria are met. The quality criterion that we consider in the simulations is that of a BER 
of 10‘3 or lower. In order to calculate the BER for the satellite systems considered we computed 
their link budget calculations, using the available system provider data. The link budgets are 
shown in Appendix B. The modulation scheme considered is QPSK. The QPSK performance in a 
Ricean and Rayleigh fading channels is shown in Appendix C. As can be concluded from 
Appendices B and C, even in the good channel state, higher link margins might be required in 
some cases (when the Rice factors are low) in order to retain a BER lower than 10 3. In fact in 
[MAK98] the authors mention that the BER requirement on voice channel is 4 percent (4*1 O'2) for 
the ICO satellite system. While in the bad state reliable communication cannot be relied upon. 
The constellation statistics as well as the channel model are updated every 5 seconds. This time 
interval could be quite large if we calculate the signal level, but is sufficiently small for the 
availability calculations. Since in this section we are not considering any handover processes (and 
thus decisions) taking place by assuming an ideal switched diversity or continuous diversity 
scenario, also the smoothing filter for the state change is not required.
In Figure 4-16 the method followed for the availability analysis is shown as a functional diagram. 
The LOS availability could also be calculated by considering only the blockage probability and 
the correlation coefficient between the two channels considered [GKI99B]. In this case the LOS 
availability is simply given by (1 -  unavailability), where the unavailability can be calculated 
from equation 4-7. However, for the service availability calculations the state occupancy and thus 
the full simulation and update of the four state Markov process are required.
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Figure 4-16 - Availability Functional Diagram
4 .8  A v a ila b il i ty  r e s u l t s  a n d  c o n s te l la t io n  p e r f o r m a n c e
Figure 4-17 represents the LOS and service availability from the two highest satellites in the 
Globalstar and the ICO systems and represents the LOS availability if a mobile user were allowed 
to communicate only with the highest satellite. When this figure is compared with Figure 4-18 
and Figure 4-19 one can see that by exploiting satellite diversity the service availability can be 
substantially improved providing that the satellite channels are uncorrelated and that they are not 
seen at low elevation angles. For the single satellite visibility scenario the results depend only on 
the mean elevation angle statistics of the highest available satellite.
It has been concluded during the availability analysis that the performance improvement due to 
diversity is quite significant in the suburban and urban environments. The smaller diversity gain is 
seen for the highway environment since in an open environment the probability of blockage is low. 
even in the single satellite visibility scenario. The urban environment availability is quite low 
even in the dual diversity scenario. Nevertheless, the urban environment is not the main operation 
environment of mobile satellite systems.
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Figure 4-17 - Globalstar and ICO single visibility LOS availability results in urban, suburban and
highway environments
Figure 4-18 shows the availability results for an ICO-like system. When this is compared with the 
ICO mean elevation angle and diversity statistics (see Chapter 2), there is clearly a much higher 
correlation with the elevation statistics than with the satellite diversity graph. This indicates that 
the potential decrease in the availability of service due to the satellite diversity decrease in the mid 
latitude region (30°-40°) is more than compensated for by the increase in the elevation angle 
statistics. The above fact also explains the potential increase of the Globalstar availability results, 
shown in Figure 4-19, at about 50° latitude.
Urban LOS Availability 
-  -  Urban Sen/ice Availability 
-® - Suburban LOS Availability 
—i™ Suburban Service Availability 
  Highway LOS Availability
40 50
Latitude (degrees)
Figure 4-18 - ICO availability results in urban, suburban and highway environments
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Figure 4-19 - Globalstar availability results in urban, suburban and highway environments
In general, the Globalstar* system has lower mean elevation angles than the ICO system. This 
explains the lower availability of service in all environments. However, at around 50° latitude, 
Globalstar outperforms ICO due to its increased mean elevation angle and improved satellite 
diversity at this latitude.
4 .9  C o n c lu s io n s
In this chapter the mobile satellite channel has been presented. The statistical coefficients for the 
channel model considered were based on three measurements campaigns. The most important 
factor in determining the channel quality is the probability of blockage. It is quite clear that the 
systems considered may not function reliably when the path between the mobile user and the 
satellite is blocked. Furthermore, even in the LOS case, large link margins may be required to 
achieve a reasonable BER. Significant improvement in the performance of a mobile satellite 
system can be obtained by exploiting multiple satellite diversity. The availability results presented 
herein, have been performed from a user’s point of view and to a large extent have been shown to 
depend on the elevation angle statistics of each constellation. An increase of the mean elevation 
angles of the non-GEO constellation will result in a decrease of signal blockage and substantially 
improve its performance. Significant improvement in the performance can also be obtained by 
exploiting multiple satellite diversity. However, the availability results indicated that there is a 
much higher correlation with the mean elevation angle statistics than the diversity statistics. In 
addition, satellite diversity might be useless in the case of a small difference in the azimuth angles 
of the corresponding satellites.
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The results presented are quite justified as the proposed MSS were not designed to replace the 
terrestrial systems but to complement them. It is true that availability as we defined and evaluated, 
is distinct from the probability of successful call completion which must take into account the 
probability that the circuit quality remains good for the call duration. But nevertheless, due to the 
greater dependence of the availability results on the elevation angle statistics, the results can be 
considered as an upper bound to the performance. In the following chapter handover mechanisms 
for systems that exploit satellite diversity are discussed and two new schemes based on the 
channel time series are proposed. The call dropping probability for calls having a certain duration 
is also being evaluated.
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C hap ter 5 
H andover Strategies fo r Non-G EO  Satellite 
D iversity Based Systems
5 .1  I n t r o d u c t io n
The objective in this chapter is to analyse the impact of different handover strategies on the 
service quality and network efficiency of non-GEO mobile satellite systems. To this end we 
present a quantitative analysis by computer simulation of different handover algorithms for 
mobile satellite diversity based systems. The statistical, but predefined nature of the constellation 
dynamics as well as the influence of the propagation channel in the handover mechanism enables 
the assessment of different levels of power and time hysteresis for different satellites within the 
network. Based on the above, two new handover algorithms are proposed for different modes of 
handover operation and compared with some known handover schemes by means of case studies 
in suburban environments for a LEO and a MEO satellite constellation which have the same 
orbital parameters as Globalstar and ICO, respectively.
5 .2  S a te l l i te  d iv e rs i ty  v e r s u s  h a n d o v e r
The provision of satellite communication services is a trade-off between service quality and 
availability on the one hand, and the efficient use of the network resources on the other. The 
simultaneous coverage by several satellites, namely multiple satellite visibility, is a solution to 
achieve such a trade-off.
Under ideal operating conditions, the criteria for initiating a handover request would be based on 
the deterministic properties of the network and a simple elevation constraint will suffice. 
However, propagation studies [LUTZ91] (see also Chapter 4) have shown that the LMS 
environment is characterised by LOS path blockages that can attenuate the signal by more than 
15 dB in some cases. Both satellite diversity -simultaneous communication with two satellite 
channels -and handover are effective means for reducing possible service impairments. Assuming 
an ‘on-off channel behaviour, the concept of satellite diversity is equivalent to a system initiating 
a seamless satellite handover each time the link is shadowed (ideal switched diversity). However,
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if realistic implementations are considered the simple selection process of switched diversity, 
where the channel with the highest link gain is always selected, not only isn’t seamless but could 
also result in large levels of redundant handover signalling within the network due to the frequent 
fading of the satellite channel. In a hard handover system whose protocol selects the satellite with 
the strongest signal or switches to another satellite whenever the signal drops below a minimum 
required power level, many handovers would be initiated. The subsequent increase in the level of 
signalling within the network would reduce the terminal’s battery lifetime. In addition the 
signalling between the mobile and the Fixed Earth Station (FES) is limited by the relatively long 
time delays (~ 28 ms (LEO) - 80 ms (MEO) round trip), which will be experienced as a 
communication gap during a typical telephone call. On the other hand, handover is less bandwidth 
consuming than satellite diversity, in which bandwidth is allocated for every involved satellite.
Therefore, an efficient handover algorithm should try to minimise the signalling overhead as well 
as to maximise the QOS perceived by the user. Previous authors [CAR95, ZHA98] have 
introduced a power hysteresis threshold to reduce excess signalling. But in this work we propose a 
hard mobile assisted handover algorithm with different thresholds as a means of reducing the 
signalling overhead. The scheme uses different thresholds for adding the two visible satellites and 
not only has a reduced handover rate when compared with a ‘pure’ satellite handover that 
switches satellite whenever the current signal drops below the fade margin but also better 
performance in terms of call dropping rate. The thresholds selected are based on the fade variation 
experienced in suburban environments with the satellite moving.
Using the two threshold-bound handover concept a combined scheme is also proposed that 
attempts to work as an adaptation of diversity only during critical channel conditions. Considering 
a situation where both diversity satellites are typically unshadowed for long time periods (as in a 
highway environment) one can easily claim that a straightforward approach is to release the 
second satellite channel since it does not affect the service availability unduly. This scheme 
depends critically on the environment and it might not be used in harsh environments such as 
urban. The algorithm uses a timer as described in [BISC97] to decide if one or both satellites 
should be used. The major difference with [BISC97] is that in this hybrid scheme both power and 
time hysteresis are applied for the connection/release process of the satellite channel; at the same 
time it can work as a ‘make-before-break’ or soft handover whereas in [BISC97] the user always 
experiences a handover break before the activation of the second satellite channel. The 
performance of both described algorithms is investigated herein in terms of call dropping rate, 
signalling and bandwidth consumption.
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5 .3  A p p r o a c h
5.3.1 N e tw o rk  coverage
In order to investigate the impact of the handover process on the performance of LEO and MEO 
LMS systems, it is necessary to outline a suitable mechanism which can select one or more 
satellites channels, according to some minimum criteria, from those that are visible. Previous 
authors [WIL93] have evaluated an Active Set Update (ASU) Algorithm operating in a DS- 
CDMA terrestrial cellular system. In this case, the ASU algorithm initiates handover requests 
based on pilot signals received from several base stations. A parallel scenario also exists in a 
LEO/MEO system when the mobile has visibility of more than one satellite. The ASU algorithm 
is generic in that it can operate in hard and soft handovers (switched diversity), and with 
combined diversity. The degradation experienced in terrestrial systems in the latter case is 
exacerbated in LMS systems due to the longer propagation delays limiting the amount of 
handshaking between the mobile and the fixed earth station (FES).
In general, for the systems that exploit satellite diversity (e.g. Globalstar) most of the time two 
satellites are always visible to the Mobile terminal, and they will define the candidate set (CS) of 
satellites that are monitored. The CS in a LMS system may not be constant for the duration of a 
subscriber call (especially if we are considering a LEO constellation), and continuously change as 
the constellation precesses around the earth. Consequently the mobile terminal should be updated 
periodically by a FES with the list of satellites within the CS. The relative positions of the 
satellites are assumed to be deterministic, and if the location of the mobile is known the CS can be 
identified by the network. A scenario of a FES selecting the two satellites with the highest 
elevation angle for potential dual diversity operation by the mobile user is considered.
The FES is well sited and all the links to the satellites are assumed unobstructed. The 
communication requires that both the FES and the mobile see the same satellites. This routing 
scenario relies on the mutual visibility properties of the network. Consequently, as the distance 
between the FES and the mobile increases the network coverage is characterised by different 
levels of satellite visibility and elevation angles. Since the channel parameters vary continuously 
as a function of the constellation dynamics the user terminal operational environment and location 
(latitude) the performance results also vary with time.
Both mobile-to-satellite elevation angle and diversity are important variables in the handover 
process. At low elevation angles, shadowing is prominent and it is reasonable to expect frequent 
LOS blockages and hence handover requests. If multiple uncorrelated channels can be provided to 
a user terminal, service quality can be improved. A measure of the statistical behaviour of the
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network coverage is therefore essential in the design of a handover scheme. It might be concluded 
in the analysis that the improvement is constellation dependent.
The handover/diversity performance results for both LEO and MEO constellations have been 
evaluated for simulations of one day and for a number of user positions uniformly distributed in a 
circle around a FES sited at 0740°N‘ forming its service area as shown in Figure 5-1. This time is 
considered to be sufficient since the constellation period is 6 hours and 12 hours for the LEO 
constellation (Globalstar-like) and the MEO constellation (ICO-like) respectively. The 
constellation parameters can be found in Chapter 2. The minimum required elevation angle 
between the FES and the satellite is 5° and between the mobile user and the satellite is 10° for 
both considered constellations.
Figure 5-1 - Coverage around an FES (0/40°N) at different latitudes
In Figures 5-2 - 5-5 the statistics of the two investigated systems, Globalstar and ICO are shown 
for two user location movement (latitude) scenarios; the user is moving away from the FES 
location with a direction cp of +90° or -90°. For Globalstar the latitude range is between 30° (cp =- 
90°) and 50° (cp =+90°) and for ICO between 17° and 63°.
1 The location o f a FES at 40° N  latitude is com m only used in literature because it represents a location in 
the central area o f  North America.
86
Chapter 5: Handover Strategies for Non-GEO Satellite Diversity Based Systems
LE048 Diversity statistics
Figure 5-2 - Globalstar diversity statistics
LE048 moan olovation angle
Figure 5-3 - Globalstar mean elevation angle 
statistics
—t- Highoat salollito <>=-90 dog.
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Figure 5-4 - ICO diversity statistics Figure 5-5 - ICO mean elevation angle statistics
5.3.2 S ate llite  c h an n e l m o d e l a n d  s im u la tio n  scen ario s
In order to simulate and compare the signals from the satellites that constitute the candidate set 
(CS), the four state correlated statistical channel model for two channels described in Chapter 4 
was used. Briefly recalling that each satellite channel is switched between a good and a bad state 
driven by a Markov chain and that the statistical parameters of the channel model are closely 
associated to the propagation environment, the time varying elevation angles, and the user 
velocity (time spent in a channel state). For the case when a satellite channel is in the bad state 
during a call, diversity or handover to an alternative satellite could retain the call. The more
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uncorrelated the two channels are, the higher the chance that a call will be retained. The Markov 
process for the channel state change is updated every second. Whilst in the bad state, however, 
the blocking element is sampled every 0.1 seconds.
After extensive simulations it is appreciated that it is not wise to connect a call to a satellite if the 
power loss experienced by the user is near to the unavailability threshold criteria. Nevertheless, if 
the call is accepted to the second satellite even if the satellite is under LOS conditions the 
probability that the call will soon require a handover due to the satellite soon being blocked or 
disappearing -especially in a LEO case- is very high. For this reason in the simulations a new 
call may be accepted only to the highest satellite and only if the fade experienced is not greater 
than 3 dB. An extra 1 dB loss is accepted if the highest satellite is ascending and its elevation is 
bigger than 50° since it is appreciated from the channel model that at high elevations the 
probability of a satellite being blocked for a long time period is low. In the next section four call 
admission procedures are compared in terms of call dropping rate that justify the above call 
admission scenario.
In the analysis the handover performance is measured over a typical exponentially distributed 2.5 
minute call. The call arrival interval per FES is assumed to be 0.5 call/sec (Poisson). The user is 
set in a suburban-like area (see Chapter 4) and has a velocity of 30 km/h. A 7 dB fade margin at 
the spotbeam edge is assumed for the Globalstar-like constellation (LE048) and 7.5 dB for the 
ICO-like constellation (MEO 10) respectively (see Appendix A and [MAK98, BISC97]), in order 
to achieve successful communications. When the fade experienced is larger than the margin the 
channel is considered unavailable. A speech user is dropped if the fade lasts for more than a 5 
second period or when the total fade break is bigger than 90% of the session time. Figure 5-6 
represents the whole simulation process.
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Figure 5-6 - Approach for satellite diversity/handover simulation and performance evaluation in 
terms of mean no of handovers and probability of outage (system unavailability)
5.3.3 C r ite r ia  fo r  accep tin g  a  new  call a r r iv a l
The call admission algorithms should use the signal reception quality predictions and the position 
of the user within the satellite coverage. To this end 4 admission algorithms are introduced and 
compared in terms of call blocking, call dropping, and average handover rate. It is appreciated 
that call dropping is much more important than call blocking, since it is much more annoying to 
lose an existing connection than fail to initiate it. In addition, the reset-up of the call imposes the 
use of further non-chargeable network capacity. It is appreciated that it is not wise to connect a 
call to a satellite if the power loss experienced by the user is near to the unavailability threshold 
criteria. Nevertheless, if the call is accepted to the second satellite even if the satellite is under 
LOS conditions the probability that the call will soon require a handover due to the satellite soon 
becoming blocked or disappearing -especially in a LEO case- is very high. The four call 
admission algorithms are described below.
• Procedure 1
In procedure 1 a call may be accepted only to the highest satellite and only if its power doesn’t 
drop below -3 dB. An extra 1 dB loss is accepted if the highest satellite is ascending and its 
elevation is larger than 50°, since it is appreciated from the channel model that at high elevations 
the probability of a satellite being blocked for a long time period is low. For other cases the call is
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being blocked. This procedure has larger blocking rates but also the lowest handover and 
dropping rates. The reason for using a 3 dB power drop below the mean power threshold and not 
higher (or lower) relies on the fact that a 3dB power loss may happen while the mobile is in the 
good state and the Rice factors are low, but it rarely happens when the mobile is in the bad state, 
since in the bad state the mean shadowing depth is higher (see Chapter 4). However, for higher 
elevations and for suburban or open areas the shadowing depth may sometimes be below 5 dB, 
while the duration of a fade may be less than a second for a mobile travelling at 50 km/h. This is 
the reason as to why an extra 1 dB loss is allowed for higher elevations.
• Procedure 2
In this procedure a call may be accepted to the fir st satellite if the power and position criteria of 
procedure 1 are met. If not, the call is not blocked if the second satellite is visible and the user is 
not located on the outer ring of the second highest satellite.
• Procedure 3
Procedure 3 has the same criteria for accepting a new call to the first satellite as in procedure 1. 
Additionally it may accept a call at the second satellite providing that the user is not located at the 
outer ring of the second highest satellite and the satellite is not descending. The power criterion 
for accepting the call to the second satellite is that the loss experienced is not larger than -3 dB 
providing that the satellite is ascending and providing that there is a power hysteresis of at least 
3 dB between the highest and second highest satellite power levels. If the second highest satellite 
is descending it should be available for the call to connect to, and of course not in the outer ring as 
mentioned above. These criteria give slightly larger blocking rates than procedure 2 but lowest 
handover and dropping rates.
• Procedure 4
This admission procedure may accept a call at either of the highest two visible satellites that 
define the (CS) if their signal power (downlink) doesn’t drop below the fade margin threshold 
(-7 dB and-7.5 dB for Globalstar and ICO respectively). Priority is given to the highest satellite. If 
the highest satellite is unavailable according to the above criterion the second satellite is 
examined. The call is blocked if both satellites are unavailable. This procedure has the lowest 
blocking probability of all the procedures and the higher dropping and handover rate.
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user direction $=-90 degress user direction $=90 degress
Figure 5-7 - ICO Call blocking rate for 4 different call acceptance algorithms. User located in a 
suburban environment (a) user direction (p =-90° (b) cp =+90, call duration = 2.5 minutes.
user direction $=-90 degress user direction $=90 degress
Figure 5-8 - ICO Call dropping rate for 4 different call acceptance algorithms. User located in a 
suburban environment (a) user direction cp =-90° (b) cp =+90, call duration = 2.5 minutes.
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user direction $=-90 degress user direction $=90 degress
Figure 5-9 - ICO Handover all dropping rate for 4 different call acceptance algorithms (dropping 
rate of calls that have been handed over at least once). User located in a suburban environment (a) 
user direction cp =-90° (b) cp =+90, call duration = 2.5 minutes.
user direction 4>=—90 degress user direction $=90 degress
Figure 5-10 - ICO Average number of handovers/call for 4 different call acceptance algorithms. User 
located in a suburban environment (a) user direction <p =-90° (b) cp =+90, call duration = 2.5 minutes.
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user direction $=-90 degress user direction $=90 degress
Figure 5-11 - ICO Percentage of calls that will require at least one handover for 4 different call 
acceptance algorithms. User located in a suburban environment (a) user direction (p =-90° (b) cp =+90,
call duration = 2.5 minutes.
The comparison of the four call admission procedures has been evaluated for a user located in a 
suburban environment. A hard handover scheme was assumed that required a handover to another 
satellite when the communicating one becomes unavailable. Nevertheless, all the comparison 
measures showed the same trend even when a diversity scheme was used. The results are shown 
for the ICO constellation and for a user located at a direction of +90° and -90° from the FES. 
Although procedure 1 has the largest blocking rate (Figure 5-7), it has the lowest call dropping 
rate (Figure 5-8) and handover dropping rate (Figure 5-9) and the lowest average number of 
handover requests per system call (Figure 5-10).
Since call dropping is more important than call blocking (in some studies it is appreciated that the 
call dropping rate affects the Grade of a service with a 10 times larger weighting factor than call 
blocking [DIM00]) we conclude that a new call arrival should be accepted only to the highest 
satellite and not under heavy shadowing conditions. Even when a user is located in a highway 
environment it may not be wise to accept the traffic to the second satellite if the highest one is 
blocked, because soon the highest one will come out of the shadow, whereas the second one may 
disappear (LEO case) and the connected call will request a handover. Only if the highest satellite 
cannot provide communications for traffic load reasons should such a scenario be considered 
providing that the user is located in a non-hostile environment, and that a second satellite is going 
to be visible for a reasonable time.
All the following handover mechanism results that are presented herein have assumed a call 
acceptance algorithm according to procedure 1. The call blocking probabilities in the system 
scenarios concerned are shown in Figure 5-12 and Figure 5-13 for ICO and Globalstar 
respectively. Based on these call blocking rates and on the call dropping rates introduced by the
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different handover mechanisms presented in this draft, one can calculate the GoS offered for all 
investigated scenarios and handover strategies.
Uniformly distributed users around the FES
Figure 5-12 - ICO Blocking rate for procedure 1. 
Suburban/Highway environments
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Figure 5-13 - Globalstar Blocking rate for 
procedure 1. Suburban/Highway environments
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5 .4  H a r d  h a n d o v e r  a lg o r i th m  f o r  S -P C N
In a satellite handover protocol where a handover request is sent to the network whenever a 
satellite becomes unavailable could lead from the short-time ‘best’ satellite to a non optimal one. 
In such a case not only is the signalling traffic increased but the user is subject to continuous 
handover breaks during a call. In addition, even for the case when a satellite becomes unavailable 
for a long time period a handover to another satellite whose signal is not very strong would result 
in call dropping. This scenario not only doesn’t rescue the call (since it drops it) but also increases 
the signalling overhead. Consequently, a handover to another satellite should impose a minimum 
signal level for that satellite. An hysteresis threshold introduced in the signal level of the 
candidate satellite when compared to the signal level of the communicating satellite [CAR95, 
ZHA98] wouldn’t solve the problem. For this reason we introduce a new concept of hard 
handover that tries to delay the handover for as long as possible and at the same time has a 
reduced call dropping rate when compared to the ‘pure’ hard switch type handover described 
above. The handover algorithm uses two different power thresholds, Pthl and Pth2, to decide 
whether to handover to satellite (1 = highest) or satellite (2= second highest) when satellite (2) or 
satellite (1) become unavailable (signal level below the fade margin -this holds one satellite as 
long as possible). If PL = |-fade margin| is the normalised lowest acceptable received signal level 
then the power thresholds are given by:
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|Po»l = I P l| - |HJ, th2 (5-1)
where Ht is a power hysteresis introduced to the signal level of the candidate satellite when 
compared to the lowest acceptable signal level for communications of a system. Consequently, if 
a user communicates with satellite (i) and its signal level drops below the fade margin, a handover 
request to the second visible satellite (j) (if any) would be initiated, only if the signal at (j) doesn’t 
experience a fade larger than P^.
Based on the channel time series the effect of different handover initiation thresholds is evaluated. 
Figure 5-14 and Figure 5-15 show the effect of different thresholds P^i and Ptia2 on two quality 
measures: dropping rate and handover rate respectively, for the Globalstar constellation in a 
suburban environment. Since the link fade margin is different for ICO and Globalstar (see §5.3.2), 
for the same values of one should use a different power hysteresis Hi.
| — Suburban any., user distance from FES=100to^1
 i : •; i j ; \:■ ! t J... : \ "s..
Figure 5-14 - Globalstar, suburban environment. Figure 5-15 - Globalstar, suburban environment. 
Dropping rate for different thresholds PtM, Ptii2 Handover rate for different thresholds Pthi, Ptb2
The reason for using different thresholds to add the highest and the second highest satellites is 
because these satellites are seen at different elevation angles. If the second satellite experiences a 
fade the probability that it stays in a shadowing state is high. Since the second satellite is seen at 
lower elevation angles when faded the margin will not combat shadowing for most of the time. 
On the contrary, when the highest satellite experiences a fade the probability that the fade will 
reach the fade margin is lower. This is especially true when operating in a less hostile 
environment such as in the suburban environment. The performance of the scheme described is 
shown in section 5.6.
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5 .5  C h a n n e l  A d a p t iv e  H a n d o v e r  A lg o r i th m  (C A S D )
Based on the hard handover double threshold concept a ‘make-before break’ handover scheme is 
also proposed that can be viewed as an adaptation of the full diversity solution. The handover 
algorithm described in this section is a hybrid scheme and uses satellite diversity only under 
critical channel conditions.
Previous authors have evaluated such a scheme, called channel adaptive satellite diversity 
(CASD) [BISC97]; whenever two satellites are visible, an additional logic is introduced that 
decides if one or both of the corresponding channels are activated. The decision for the activation 
and release process is derived from the channel conditions and is driven by two timers Tactivate and 
Tdrop, which are implemented in the receiving branches of the user terminals.
In this work the CASD algorithm has been modified to include two different thresholds for 
adding/dropping two different satellite channels. At the same time this hybrid scheme can also 
work as a ‘make-before-break’ handover whereas in [BISC97] the user always experiences a 
handover break before the activation of the second satellite channel, since the command to add a 
second channel operates only when the current satellite signal experiences a fade below the set 
fade margin. In addition, in the case of a CDMA operating system during the hybrid process the 
two satellite signals involved in the process can be combined to form a diversity gain. Figure 5-16 
shows a graphical representation of the CASD operation. The process is described above.
Threshold Tt
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Limit Threshold for 
successful 
communications
Threshold T2 
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Time
Figure 5-16 - CASD operation: Timers TactiVate and Tdrop used in the fading processes of the two 
satellite channels. Solid lines show an active channel, whereas in dashed line periods link capacity is 
saved
The SNR values of the two highest satellites are monitored by the mobile terminal. The actual 
number of satellites in the active set is determined by two thresholds, Pf/„- and Pthj, which 
correspond to the adding/dropping thresholds for satellites (i) and (j), respectively. The starting
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point is when only one channel is active, say that of satellite (j). An inactive satellite (i) is added 
to the (CS) only if its SNR level is above Pthi and only if the SNR level of the active satellite (j) is 
below Puij for more than Tactivatc = 0.3 sec. The Tactivate time hysteresis is introduced for the case 
where the mobile is operating in a less hostile environment and the obstacle causing the fade is a 
single tree (estimated fade duration for a mobile travelling at 75km/h is 0.3 s.) The above concept 
proposes a ‘make before break’ handover since it adds the second channel before the 
communicating one drops below the fade margin. If the SNR level of the active satellite (j), drops 
below that acceptable for communications before the signalling completion to add the other 
satellite, the handover is ‘hard’. The Tdwp timer is initiated for both processes when both channels 
are in use. If one of the channels experiences a time out while staying above the corresponding 
threshold for the whole timer period, the partner chamiel is released. Figure 5-17 shows the flow 
diagram for the CASD connection process.
Figure 5-17 - Flow diagram for CASD connection operation
It is obvious that by setting the power thresholds to the lowest required level for communications, 
and the timers, Tdrop -  0 and Tactivate = (handover delay) the scheme acts as a ‘pure’ hard satellite 
handover. The longer that one holds both satellites the fewer the channel requests will be. Note 
that the selection of the value of Tdrop timer is a trade off between signalling requirements and 
decreased call dropping rate on the one hand and capacity savings on the other. This is shown in 
Figure 5-18 to Figure 5-20 for both the ICO-like and the Globalstar-like systems. However from 
Figure 5-18 the decrease in call dropping is not significant for the ICO-like constellation with 
varying T^p. On the contrary, the improvement for the Globalstar-like constellation is more 
obvious due to Globalstar using CDMA. However, the diversity gain introduced under critical 
channel conditions was no more than 0.2 dB on top of the fade margin.
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MEOIO Suburban Environment (2.5 min call) LE048 Suburban Environment (2.5 min call)
Figure 5-18 - Influence on selection of Tdrop timer on call dropping rate
MEOI 0 Suburban Environment (2.5 min call) LE048 Suburban Environment (2.5 min call)
Figure 5-19 - Influence on selection of Tdrop timer on average number of CASD requests per call
ME010 Suburban Environment (2.5 min. call) LE048 Suburban Environment (2.5 min. call)
Figure 5-20 - Influence on selection of Tdrop timer on percentage of second satellite usage
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5 .6  P e r f o r m a n c e  e v a lu a t io n
The performance comparison of (i) the two proposed schemes, of (ii) a hard handover operation 
that is triggered due to the unavailability of the communicating satellite, of (iii) continuous 
diversity and of (iv) the CASD scheme of [BISC97] (noted in Figures 5-21 - 5-25 as [3]) is shown 
for the MEOIO (ICO-like) and the LE048 (Globalstar-like) constellations in Figures 5-21 - 5-25 
in a suburban environment, in terms of call dropping rate, average handover rate (channel set-up 
requirements per call), and average number of occupied satellites per call (reflecting the 
bandwidth demand). The power thresholds for the hard handover proposed scheme were set to 
Pthi=-5 dB and Ptil2=-1 dB (since this set of values has both a lower call dropping rate as well as a 
lower handover rate as shown in Figure 5-14 and 5-15, respectively, for a suburban environment), 
while for the hybrid CASD scheme two scenarios are examined:
[1]- Pthi=-5 dB and Pth2=-1 dB and
[2]. P(hi=-(| PL\ + |spotbeam_gain\) - |/7[ , and Pth2=-1 dB
where H  = 0 dB power hysteresis and | PL\ is the set fade margin at the spotbeam edge.
From Figure 5-21 and Figure 5-23 it is obvious that the first scenario of the hybrid CASD scheme 
shows an improved reduction in call dropping rate over all other schemes (except diversity). 
However, the bandwidth savings versus continuing diversity (Figure 5-25) and signalling 
reduction versus a hard handover scheme are comparable with the method of [BISC97] only for 
the Globalstar-like constellation (Figure 5-22). For the MEO constellation it produces more 
channel requests per call than the two-threshold scheme and the CASD scheme of [BISC97] 
which has the best performance of all algorithms in terms of signalling reduction, this is shown in 
Figure 5-24.
For this reason a second scenario of the CASD double threshold concept was investigated, where 
fewer channel activations may be triggered. This is because the second scenario doesn’t have a 
fixed ‘low’ Pthi but a threshold varying with the user position in the satellite coverage. As the user 
is located near to the spotbeam edge the add/drop threshold for the first satellite should reduce so 
as to avoid a hard handover due to the low received power at the edge of coverage (this scenario 
implies that the location of the user is known with good accuracy, which may not be true in a real 
scenario if the user terminal does not have a GPS receiver, but is used herein to show the effect of 
the position on handover signalling). However, for the first scenario the user may experience to 
some extent better signal quality because of the larger percentage of users that experience a ‘make 
before break’ handover operation. The second CASD scenario has a slightly better performance 
than the CASD scheme of [BISC97] in terms of call dropping rate. This is more obvious for the 
LEO constellation (Figure 5-21). At the same time for the LEO constellation it even produces less
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channel requests than the CASD scheme of [BISC97] where both power thresholds are equal to 
the lowest acceptable.
An increase in the Tdrop timer will reduce the signalling overhead even more, but would also 
increase the number of satellites involved and hence would be more bandwidth consuming. This 
feature could be utilised in an implementation of the scheme by introducing another level of 
adaptivity: the Tdrop timers could adapt to different environments and traffic load situations. It is 
understandable that under heavy load scenarios the CASD scheme should operate as the two 
threshold hard handover algorithm with T^p = 0 and Tact= handover delay for Globalstar and ICO 
respectively. In addition the reduction in call dropping is much more apparent with the CASD 
operation for Globalstar because we not only achieve a ‘make before break’ handover but we can 
combine the two satellite signals to form a diversity gain.
- t — HO due to channel condition 
HO Pth1=-5dB P th2=-1dB  
CASDTdrop=8secTact=0.3sec[3] 
CASDTdrop=8secTact=0.3sec, Scenario 2 
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Figure 5-21 - Globalstar-like: call dropping rate for 6 different scenarios, user located in a suburban
environment
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Figure 5-22 - Globalstar-like: Average number of channel requests for 6 different scenarios, user
located in a suburban environment
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Figure 5-23 - ICO-like: call dropping rate for 6 different scenarios, user located in a suburban
environment
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Figure 5-24 - ICO-like: Average number of channel requests for 6 different scenarios, user located in
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Figure 5-25 Average number of used satellites for continuous diversity and the CASD operation, user
located in a suburban environment
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Figure 5-26 - Call dropping rate for ICO and Globalstar for a user located in a liighway/open
environment
LE048/ME010 Highway environment (2.5 min call)
Figure 5-27 - Average number of channel requests for ICO and Globalstar for a user located in a
highway/open environment
Figure 5-26 and Figure 5-27 compare the performance of the CASD scheme (scenario 1), of the 
two threshold handover algorithm, of the switch handover and diversity for LEO and MEO 
systems in a highway environment. It can be seen that the CASD algorithm provides a significant 
improvement in terms of signalling when compared to all other algorithms and this is more 
pronounced for the LEO constellation whilst at the same time has almost the same performance in 
terms of call dropping with diversity. In an open environment full diversity is a superfluous 
scheme. For the LEO case where the second satellite rate change is rapid, the number of channel 
requests for full diversity is significantly higher than a handover scheme during a typical 
telephone call. Observe also that in an open environment the two threshold hard handover 
algorithm may result in worse results than the switch handover case in terms of call dropping. 
This may happen because fade durations in open environments are very small and the threshold
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decision may exclude a satellite that will soon come out of the fade from handover. However, the 
dropping rate is so low in an open environment that the basic criterion for a handover scheme 
should be based on the signalling overhead produced. Observe also that for both the LEO and the 
MEO systems and for all scenarios the number of channel requests does not become smaller as 
the mobile distance from the FES increases (as in the suburban environment). This happens 
because in an open environment all possible visible satellites are available with a higher 
probability. The ‘increased’ number of channel requests is due to the higher percentage of 
successful handovers and this fact explains also the decrease observed in the call dropping rate 
curves for the LEO system at a distance of 500-700 km from the FES.
5 .7  S u m m a r y
The impact of five main handover procedures on the service quality and network efficiency of 
non-GEO mobile satellite systems has been analysed. The main performance parameters were the 
call dropping rate, signalling overhead, and bandwidth efficiency. It has been shown that in a non 
open environment a handover operation whose protocol solely selects a second satellite whenever 
the current one becomes unavailable not only increases the signalling overhead but also may lead 
from the short-time ‘best’ satellite to a non-optimal one. To this end two new handover 
mechanisms were proposed: (i) a hard handover scheme with different thresholds for 
adding/dropping the satellites involved in the handover process and a (ii) hybrid channel adaptive 
selective scheme -CASD- which uses the two-threshold concept of the hard operation and at the 
same time is generic as it can operate in hard or soft handover. In the later case not only can the 
handover delay be avoided but also a diversity combining gain can be produced. It is also 
concluded that the improvement in the service quality measures is constellation and environment 
dependant. For the Globalstar-like constellation the CASD scheme shows better performance 
regarding signalling and availability requirements whilst for the ICO-like it produces more 
channels requests than the method of [BISC97] due to the frequent addition of the second satellite 
under critical channel conditions. However, for an open environment, the CASD scheme appears 
to be the best scheme for both systems in terms of signalling requests. A delayed activation of the 
second channel during a call in fade could limit the number of channel requests in a medium 
hostile environment (e.g. suburban) or result in a hard handover operation if the mobile operates 
in a hostile environment and is subject to longer fade durations. A control on the number of 
handovers which a call may experience could also limit the average network signalling 
requirements. Finally, an extension of the CASD scheme could be its adaptation to different 
traffic load situations. Service availability, signalling overhead and bandwidth savings are 
parameters that can be further traded-off.
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C hap ter 6 
Packet Switching Services over M obile 
Satellite systems
6 .1  I n t r o d u c t io n
In this chapter we consider the effects of handover in LEO and MEO systems on data packet 
services. In particular, we introduce a MAC protocol based on Packet Reservation Multiple 
Access (PRMA) that handles both beam originated and handover traffic in a LEO and a MEO 
satellite beam and evaluate its performance by simulation for e-mail and WWW traffic. The 
reason for selecting PRMA as a base protocol relies on the fact that PRMA is a hybrid protocol 
that has the advantage of both random access and reservation solutions. In the protocol under 
consideration none of the calls is blocked. Instead, both beam originated and handover traffic are 
put into two separate virtual queues respectively at the Network Control Centre (NCC) when they 
have completed then signalling with the network and are awaiting resources to be allocated. 
Handover terminals in a beam are assumed to have higher priority than beam originated traffic in 
resource allocation. The communication channel is considered as non ideal and channel errors are 
controlled by means of a Selective Request (SR) algorithm that retransmits a whole radio block. 
Finally, the last section applies the MAC algorithm to a GEO mobile satellite standard. The air- 
interface of this system has been standardised jointly by ETSI and TIA as GEO Mobile Radio-1 
(GMR-1). The results shown herein indicate that when designing a satellite network to offer data 
packet services there are several considerations such as delay and throughput that must be 
evaluated.
6 .2  P a c k e t  o r ie n te d  se rv ic e s
The demand for packet-oriented services over the next few years will continue to grow and in 
time are expected to compete with voice services not only in traffic volume terms but also in the 
share of the service providers’ revenue. The challenge of future mobile multimedia networks is to 
provide worldwide communication services. Mobile satellite communication systems can help 
meet these challenges. Currently satellite communications are not keeping pace with the 
developments witnessed in terrestrial networks, however in all packet oriented services they can
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developments witnessed in terrestrial networks, however in all packet oriented services they can 
easily facilitate early deployment of the service to many users currently out of reach of terrestrial 
services. Deployment of such packet-oriented services in the satellite segment however requires, 
examination for the suitability of the existing protocols and algorithms, and possible replacement 
or modification by more efficient algorithms taking into account satellite specific characteristics, 
while meeting QoS requirements.
Mobile satellite networks in LEO or MEO (Low or Medium Earth Orbit) experience much larger 
propagation delays than terrestrial systems (although smaller than a GEO network) and many 
more handovers with respect to GEO networks where beam handovers may hardly ever occur. 
Handover is a major issue in any network that needs to provide GoS/QoS guarantees in terms of 
blocking and dropping rates, accessing delays and throughput requirements. A handover operation 
should maintain connectivity and make sure that the quality of service is retained at an acceptable 
level. With respect to the latter, it should be noted that packet communications provide the 
flexibility of choosing between a scheme where very little control information exchange is 
performed at the cost of lost, misordered or duplicated packets, to a scheme that involves more 
signalling but provides more secure conditions in terms of packet loss and false ordering. The 
handover algorithm assumed in this work assures no packet losses at the expense of additional 
signalling.
Non real-time services are less sensitive to handover delays with respect to interactive 
applications and this is a major advantage for satellite systems where propagation delays add to 
the network’s infrastructure delays. Propagation delays in a satellite system vary according to the 
satellite constellation design -onboard/bent pipe transponder type- and constellation altitude. 
Generally LEO constellations with onboard processing offer lower delay services since the 
controller on board satellite can act as a scheduler aimed to improve dynamic resource allocation 
and flexibility. In this work we consider only bent-pipe satellites, where the scheduler is on the 
ground. In this case the minimum time interval from the requesting to receiving instants (at the 
mobile terminal side) is in the order of two round trip delays (2*RTD)\
This chapter deals with the effect of the handover rate and bursty errors on the MAC protocol 
design. The chapter is organized as follows: Sections 6.3 - 6.4 present a brief description of the 
GPRS model of operation and a short description of PRMA. Section 6.5 describes the simulation 
model and the modifications in the typical PRMA protocol in order to handle both beam and 
handover data traffic within a satellite beam. Section 6.7 evaluates the performance of the 
proposed scheme for LEO and MEO satellite networks via simulation for e-mail and WWW
1 The RTD is defined as a two hop delay (mobile-satellite-mobile for onboard processing and mobile- 
satellite-ground station for bent pipe satellite systems).
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traffic. Section 6.8 applies the model to a known GEO network, the air interface of which has 
been standardised by ETSI. Finally section 6.9 provides the summary and conclusions.
6 .3  L a y e r e d  o v e rv ie w  o f  r a d io  in te r f a c e  in  G P R S
This section presents some background information relevant to the research presented in this 
chapter. Specifically a part of the GPRS radio interface [GSM 03.64] with more detailed 
information on the radio access part is presented.
The GPRS data communication architecture adheres to the well-known principle of protocol 
layering and distinguishes between two protocol planes. The signalling plane consists of protocols 
that control and support the transmission of user information. GPRS-relevant functions are 
connection control, routing, and mobility management, already touched upon. The transmission 
plane covers the protocols for user information transmission and associated control procedures 
like flow control or error handling.
The GPRS radio interface (Um) can be modelled as a hierarchy of logical layers with specific 
functions. An example of such layering is shown in Figure 6-1. The various layers are briefly 
described.
SN D C P S N D C P
LLC LLC
RLC RLC
M AC M AC
Phys. Link Phys. Link
Phys. RF Phys. R F
Scope of [GSM 03.60] 
Scope of [GSM 03.64]
MT Um Network
Figure 6-1 - GPRS Mobile Terminal (MT) -  Network Reference Model [GSM 03.64]
Radio communication between the MS and the GPRS network covers physical and data link layer 
functionality. According to the standard proposal, the physical layer is split up into two sub­
layers: a Physical Link Layer (PLL) and a Physical RF Layer (RFL). The RFL conforms to the 
GSM 05 series recommendations, and performs the modulation of the physical waveforms based 
on the sequence of bits received from the Physical Link Layer and demodulation of the received 
waveforms into a sequence of bits which are transferred to the Physical Link Layer for 
interpretation. The carrier frequencies, radio channel structures, and raw channel data rates are 
specified, as well as transmitter and receiver characteristics and performance requirements.
106
Chapter 6. Packet Switching Services over Mobile Satellite Systems
The PLL provides services for information transfer over a physical channel between the MS and 
the network. These functions include data unit framing, data coding, interleaving, power control 
and synchronisation procedures, and the detection and correction of physical medium 
transmission errors.
The data link layer has been separated into two distinct sub-layers. The Radio Link 
Control/Medium Access Control (RLC/MAC) layer and the Logical Link Control (LLC) layer. 
The latter uses the services of the RLC/MAC layer on the radio interface (provides the logical link 
between the MT and the Serving GPRS Support Node (SGSN)). The LLC is independent of the 
RLC/MAC protocol allowing the introduction of alternative radio solutions without major 
alternations at the Network and Switching Subsystem (NSS).
The (RLC/MAC) layer provides services for information transfer over the physical layer of the 
GPRS radio interface encompassing the efficient multiplexing of data and signalling information 
and performing contention resolution, QoS control and error handling.
Specifically, the MAC function defines the procedures that enable multiple MTs to share a 
common transmission medium, which may consist of several physical channels. The MAC 
function provides arbitration between multiple MTs attempting to transmit simultaneously and 
provides collision avoidance, detection and recovery procedures. It may also provide queueing of 
packet accesses as well as priority handling. The MAC itself is derived from a sloted reservation 
ALOHA protocol. On the downlink, multiplexing is controlled by a scheduling mechanism. On 
the uplink, multiplexing is controlled by medium allocation to individual users (e.g., in response 
to service request). All control resides on the network side. The operations of the MAC function 
may allow a single MT to use several physical channels in parallel.
The RLC function defines the procedures for a bitmap selective retransmission of unsuccessfully 
delivered RLC Data Blocks. Analytically, the GPRS RLC function is responsible for:
-Interface primitives allowing the transfer of Logical Link Control layer Protocol Data Units 
(LLC-PDU) between the LLC layer and the MAC function.
-Segmentation and re-assembly of LLC-PDUs into RLC Data Blocks.
-Backward Error Correction (BEC) procedures enabling the selective retransmission of 
uncorrectable code words2.
-Transmission of code words according to the channel conditions, i.e. link adaptation.
Table 6-1 lists the service primitives provided by the RLC/MAC layer to the upper layers.
2 The Block Check Sequence for error detection is provided by the Physical Link Layer. In EGPRS 
incremental redundancy (IR) mode, the RLC function is also responsible for storing soft values of the 
erroneous RLC data blocks and combining them with the retransmitted RLC data blocks.
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Name request indication response confirm comments
RLC/MAC-
DATA
X X Used for the transfer of upper layer 
PDUs. Acknowledged mode of operation 
in RLC is used. The upper layer shall be 
able to request high transmission quality 
via a primitive parameter.
RLC/MAC-
UNITDATA
X X Used for the transfer of upper layer 
PDUs. Unacknowledged mode of 
operation in RLC is used.
RLC/MAC-
STATUS
X Used to indicate that an error has 
occurred on the radio interface. The 
cause for the failure is indicated.
Table 6-1 - Service primitives provided by the RLC/MAC layer to the upper layers [GSM 03.64]
6.3.1 R ad io  b lo ck  s tru c tu re
In GPRS two different Radio Block structures for data transfer and control message transfer 
purposes are defined. These are shown in Figure 6-2 and Figure 6-3, respectively. For detailed 
definition of radio block structure, see [GSM 04.60].
For GPRS, a Radio Block for data transfer consists of one MAC Header, one RLC header and one 
RLC Data Block. It is always carried by four normal bursts.
Radio Block
MAC header RLC header RLC data BCS
Figure 6-2 - Radio block structure for data transfer for GPRS
The MAC header contains control fields, which are different for uplink and downlink directions. 
The MAC header has constant length, 8 bits. The RLC header contains control fields, which are 
different for uplink and downlink directions. The RLC header has variable length. The RLC data 
field contains octets from one or more LLC PDUs. The Block Check Sequence (BCS) is used for 
error detection.
The Radio Block for control message transfer consists of one MAC header and one RLC/MAC 
Control Block. It is always carried by four normal bursts.
Radio Block
MAC header RLC/MAC Control Message BCS
Figure 6-3 - Radio block structure for control message for GPRS
The MAC header contains control fields which are different for uplink and downlink directions. 
The MAC header has constant length, 8 bits. The Block Check Sequence (BCS) is used for error
detection. The RLC/MAC Control message field contains one RLC/MAC control message.
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6.3.2 G P R S  m o d e l o f o p e ra tio n
An LLC Protocol Data Unit (PDU) to be transferred over the radio interface is segmented into one 
or more RLC frames, which are handed over to the MAC layer. Each MAC frame is transmitted 
as one block of four consecutive TDMA frames (namely radio block).
A selective ARQ mechanism controls retransmission of erroneous or missing blocks by use of a 
temporary frame identity (TFI). The TFI further contains a job identification in order to allow 
multiplexing several jobs onto one Packet Traffic Channel (PTCH). The organization of slot 
assignment to the different MTs is done centrally by the Base Station (BS). The channel 
reservation includes the time slot number and an uplink status flag (USF) coded by 3 bits. Thus, 
this USF can be used to multiplex np to eight different MTs onto one slave channel. A MT 
monitors the USF and starts transmission depending on its assigned USF value. The USF is 
transmitted at the beginning of each RLC block. Provided the MT is multislot-capable, blocks of 
one MAC frame can be sent on different SPDCHs (Slave Packet Data Channels)3 simultaneously. 
By this multislot reservation, the packet delay can be reduced and the bandwidth assigned to one 
MT can be varied dynamically. Thus, the status flags not only result in a highly dynamic 
reservation but also allow transmission to be interrupted in favour of pending or high-priority 
messages. Medium access is based on a slotted ALOHA reservation protocol; that is, there are 
three phases on the uplink:
• Contention phase - A slotted-ALOHA random access technique is used to transmit 
reservation requests.
• Notification - The BTS transmits a notification to the MT indicating the channel 
allocation for a pending uplink transmission.
• Transmission - The data transfer occurs without contention.
On the downlink, there are two phases:
• Notification - The BSS transmits a notification to the MT indicating the channel 
allocation for a pending downlink transmission.
• Transfer -  The MT monitors the indicated channels, and the transfer proceeds without 
contention.
3 In GPRS the data channels are grouped into master and slave channels. SPDCHs represent the channels on 
which data and dedicated signalling is transferred, while MDPCHs accommodate common control 
signalling and signalling information required to initiate a packet transfer.
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6 .4  P a c k e t  R e s e r v a t io n  M u lt ip le  A ccess  -  P R M A
PRMA was the first TDMA4 based hybrid protocol proposed for micro-cellular networks 
[GOOD90] and is an adaptation to the cellular environment of the Reservation ALOHA, 
originally conceived for satellite systems [CROW73]. In conventional PRMA [NAN91, 
GOOD91], slots are either available for contention or reserved for the information transfer of a 
particular terminal. After a succesful random access phase, a mobile terminal (MT) is allocated a 
reservation slot in the next frame and in the subsequent ones until transmission completion. 
PRMA supports both voice and data, and enables more users than time slots to be supported by 
using the silent/idle period characteristics to serve intermittent data traffic. The main limiting 
factor for the use of PRMA in LEO/MEO mobile satellite systems is the high round trip 
propagation delay (RTD) that prevents the terminals knowing immediately the outcome of their 
transmission attempts. In the case of collisions during contention periods the colliding terminals 
know that they must reschedule their retransmission only after RTD (assuming on board 
processing). This delay is particularly significant for voice services. In [BENOO] it is suggested 
that the frame duration should be at least equal or greater to RTDnjax. Consequently, when the 
terminal attempts to transmit on a given slot, it receives the outcome of its attempt before the 
beginning of the next frame. Although this scenario is effective, it may only be applicable to LEO 
satellites with onboard processing capabilities. In all other cases, if the frame is too long, the 
traffic may not be supported efficiently. Considering the case of a whole RLC (Radio Link 
Control) block being retransmitted due to channel errors and with the RLC block consisting of 
more than one ‘long’ traffic burst, the delay for the retransmission adds further delay in the 
service. If only one frame can be fitted into one RLC block the system again becomes inefficient 
because one has to subtract the same amount of header bits and therefore the transmission rate is 
reduced. The suggested protocol described in the next section is based on the PRMA concept, but 
is only applicable to data packet services and cannot support packet voice with a low call 
dropping rates. Nevertheless, it is appreciated that for the orbital parameters and the frame 
durations chosen, high quality voice could only be supported in circuit switched/dedicated mode.
6 .5  S im u la t io n  m o d e l a n d  s y s te m  s c e n a r io s
6.5.1 M ob ility  m odel
The simulation model developed is based on the cell concept shown in Figure 6-4. The average 
spotbeam size is calculated via simulation for both LEO and MEO constellations. The
4 A jo in t CDM A/PRM A is also possible and has been investigated in literature [BRA96]
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constellation parameters are given in Table I. The average spotbeam radius Rsp, often called beam 
residing radius [MAR98], represents the area where no interbeam handovers occur. Considering 
that the user speed is negligible with respect to the ground track velocity, Vtrack, the mean time 
interval to cross the non-handover area from border to border, referred to as user residing time Tsp 
in a spotbeam is given by:
Tsp (0 = 2 * Rsp (0  /  ytrack (6-1)
The simulation area consists of 3 beams as shown in Figure 6-4. Handover initiation is based on 
statistical criteria rather than on simulation of the user signal strength, as would be calculated 
from a propagation model. In fact a beam residence time counter with negative exponential 
distribution is generated for each terminal. A handover occurs when the timer expires. The above 
concept relies on the assumption that the probability distribution function of the unencumbered 
cell residence time Pk(t) (i.e. residence time in a beam of a connection with infinite duration) is 
exponentially distributed [RAM99] i.e.:
t
Pk (t) = 1 - e  (6-2)
Note that smaller cell residence times than these considered in Table 6-2 would cause diversion 
from the exponential model describing the handover rate. However for the residence time values 
corresponding to the simulated LEO and MEO systems, the exponential approximation is quite 
precise. It is assumed that the terminal has sufficient time to perform the necessary measurements 
and the Broadcast Control Channel (BCCH) reception is available for handover initiation.
Vtrack
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The total number of users that are logged on in all beams is initialised to the same value. The 
advantage of such an arrangement is related to the fact that calls leaving one beam are continued 
in the next beam after the handover procedures, maintaining their status from the previous beam. 
Therefore, a stand-by user continues to be stand-by after the handover is executed, whilst for an 
active user the remaining call duration is not reinitialised, but the correct value is used. This is 
important for non-poissonian call durations where the memoryless property may not apply.
6.5.2 S a te llite  ch an n e l
The satellite channel is switched between areas with high received signal power (GOOD channel 
state) and areas with low received signal power (.BAD channel state). While in the GOOD state 
reliable communications are guaranteed, whereas in BAD state errors occur with probability be. 
The transitions between the two states are driven by a Markov chain with transition matrix Mc:
= P 88 P gb 1 P gg
Pbg = 1— Pbb Pbb
(6-3)
where pgg and pbg are the probabilities that the burst transmission is successful given that the 
(j-1 ju, data burst transmission was successful or unsuccessful, respectively. It is assumed that the 
channel doesn’t change during the burst duration Ts. The channel variation of each terminal is 
assumed to be independent and determined by p%% and phb which in turn depend on be, the average 
error probability Pe and the mean error length Le. The fraction of time spent in the BAD state is 
P(B) -  Pe I be [GIL63],
P g g
Figure 6-5 - Two state Markov chain representing the good-bad satellite channel model
This is not an exact simulation of the satellite environment but is sufficient to represent the bursty 
errors in the overall performance. It has been assumed that acknowledgements sent during the 
communicating session are heavily protected against channel errors. Therefore, they are always 
correctly received. Random access bursts, however, as with normal bursts can encounter channel 
errors. If two MTs try to access the channel at the same time, then collision will typically occur. If 
one of the MTs experiences severe fading then the remaining MT’s access request may succeed 
due to the other message experiencing a deep fade. This is known as the capture effect [ZOR94]. 
For this reason, while in the BAD state, access bursts are assumed not to have been sent, whilst for
112
C h a p te r  6 . P a c k e t  S w itc h in g  S e r v ic e s  o v e r  M o b i le  S a te l l i te  S y s te m s
normal bursts carrying user information, a Selective Request (SR) scheme retransmits the whole 
RLC block containing the erroneous burst. We recall that the RLC layer is responsible for the 
retransmission of data blocks across the air interface and the error correction procedures 
consisting of selective retransmissions of uncorrectable blocks.
6.5.3 T ra ffic  m odels
6.5.3.1 E -m ail tra ffic
E-mail traffic follows a Cauchy distribution as in the FUNET model [BRA97]. However, in 
contrast with the truncated Cauchy distribution in [BRA97] which has a maximum size of 10 
kbytes herein we consider a maximum allowable message size of 500 kbytes and a minimum 
allowable size of 350 bytes due to the amount of header information required in an e-mail 
message. Choosing the median and the scale parameters of the Cauchy distribution to be a = 0.8 
and 0  = 1 respectively, the mean message size produced (by averaging 200000 samples) is around 
3.8 kbytes. The equivalent average size given by simulation for the FUNET model was around 1.8 
kbytes. Note that the considered distribution has heavier tails than the FUNET distribution 
resulting in a higher degree of congestion (measured by the ratio of the average queue sizes and 
available network resources). The inverse distribution function of a Cauchy distribution is given 
by:
Cauchy (a, /?) = «  + /?* [tan ft (a -  0.5)] (6-4)
The call interarrival time for e-mail traffic is 10 s. This value is probably higher than the actual 
value encountered in a real system but it was chosen so that in the simulation there would be 
many handovers available -active terminals- allowing averaging yielding reasonably accurate 
values for the handover delay calculations.
6.5.3.2 W W W  brow sing  tra ffic
The traffic produced by a WWW browsing MT is modelled according to [UMTS30.03]. A 
browsing session consists of a number of WWW pages, NpCi referred to as packet calls, following 
a Geometric distribution with a mean value of packet calls JUNpc — 5 . As a WWW page contains
several in line images, when a MT requests a page the browser program automatically generates a 
series of additional requests to download these images. Accordingly, each packet call consists of a 
bursty sequence of packets/datagrams, Nd geometrically distributed with an average number of 
packets JUNj = 25. The packet/datagram interarrival time, Dd) is also geometrically distributed. In
a wireless network the average interarrival time between packets could be much larger than these
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encountered in a typical Ethernet. In [BARF98] they assume that the silence period between
packet call is f iDd =0.375 seconds while the threshold value for the silence period is set to 2
seconds since the bit rates considered are considerably smaller than [BARF98] and we have 
mobile browsers instead of desktops as in [BARF98]. In addition in [UMTS30.03] they assume 
that for a source rate of 8kbps and 16 kbps the mean silence period is equal to juD[ =0.5 s and
jUDd =0.25 s respectively. After the user’s associated requests are completed, the user will
typically take some time, referred to as reading time, Dpc, to absorb the information just received 
before initiating the next request. The reading time between two packet calls (namely inactive off 
or idle period) is also a geometrically distributed random variable and has a mean value of 
u n =83 seconds.
Finally, the size of the packets is Pareto distributed with a minimum value of k = 81.5 bytes, scale 
parameter a -  1.1, and a maximum allowable size of m = 66666 bytes. The truncated Pareto pdf is 
given by Equation (6-5). The mean message length, E(packet_size) of the pareto distributed 
datagram size is 480 bytes giving an average WWW page size of 
juN/ * E(packet „  size) = 25 * 480 ~ 12kbytes.
bursts of packets (namely active off period by the authors) is always smaller than a threshold 
value of 1 second. In our simulations the average interarrival time between the datagrams within a
pc
(6-5)
where «(.) the unitary step function and S the Dirac delta function..
Instants of packet arrivals 
to the NCC buffer
Packet call
i— i
+ » M t m W « H H f time
“ V —
A Packet 
session
First packet arrival Last packet arrival
Figure 6-6 - Typical characteristics of a packet service session [UMTS30.03]
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6.5.4 M o b ile  te rm in a l s ta te  m odel
In principle, a user may be OFF, i.e. powered down, without exchanging any information with the 
network, IDLE, i.e. registered with the network without having a communicating session or 
LOGGED-ON. LOGGED-ON users have initialised a communicating session with the network 
and can be either STAND-BY when there is no incoming or out-going call, or ACTIVE in the 
opposite case. A session consists of calls arriving with particular interarrival times and having a 
particular call holding time. There will be a contention phase, when the terminal attempts to 
access the network for outgoing calls. As in S-ALOHA, a contending data terminal transmits a 
packet in a slot when it has ‘permission’. Permission in PRMA-like protocols occurs at each 
terminal with a fixed probability as determined by a pseudo random generator. For large values of 
data permission probability, data terminals are permitted to contend more frequently, therefore 
many collisions will take place as the number of active users (traffic load) increase -  this in turn 
will result in large contention delays. Small values of data terminal permission probabilities, p, 
lead to exclusively large access delays under light load conditions. Consequently the system has 
two steady state conditions. Theoretical work reveals that in common with conventional ALOHA 
systems [CAR75], PRMA encounters ‘stability’ problems for high values of p. To avoid such 
unstable conditions, we have adopted, for the performance evaluations reported in the following 
sessions the permission probability near to the range that leads to maximum efficiency (in terms 
of delay and throughput).
For simulation purposes, it has been assumed that all terminals participating in the simulation are 
LOGGED-ON for all time. This is an assumption based on the expectation that the number of 
sessions terminated per unit time is equal to the number of sessions initiated per unit time, thus 
leaving the total number of LOGGED-ON users constant. In a real system, there will be more 
random access attempts than in the one simulated, as a result of the initial log-on and the location 
updates of non logged-on users, which have been ignored here. It has also been assumed that a 
terminal may generate a new call only after the current one has been served. Therefore, only 
STAND-BY terminals may generate a new call.
Concerning the operation model, the protocol that will be described below, has many similarities 
and features of GPRS. However, in GPRS R-ALOHA is used instead of PRMA, scheduling and 
CAC policies may be different and also both data and control blocks are sent in RLC blocks that 
contain the same number of bursts. In this work we have assumed that control blocks may carry 
only one burst (instead of two that the data RLC block carries -see Table 6-2) and that 
acknowledgments can be piggybacked with any downlink message. We have also minislotted the 
contention slot to increase the number of contention attempts within a frame.
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The simulation is for the uplink only. The assumption that downlink performance will be similar 
to uplink, with additional paging delay but no contention delay is made as in [ARG98]. The states 
that the mobile terminal (MT) may take in the simulation (state transitions occur at the end of a 
slot) for the two traffic models considered are presented in Figure 6-7 and Figure 6-8.
Packet call Access Access Signalling Resources
arrival Request Granted Completed Allocated
finished
Figure 6-7 - Mobile Terminal state model for non-handover calls. Dotted lines represent states used
only for the WWW browsing traffic model.
Packet call 
end
Figure 6-8 - Mobile Terminal state model for handover calls. Dotted lines represent states used only 
for the WWW browsing traffic model. After the end of the handover procedure, the handover 
terminal is integrated with the terminals in the beam and the state model changes accordingly
When a terminal generates a message, it segments it into slots and enters the ACCESSING state. 
For handover terminals that try to access the PRACH in the new beam the corresponding MT 
state is labeled as H_ACCESSING. A terminal in the ACCESSING/H_ACCESSING state can 
access the PRACH in the first slot of a frame, which is allocated for contention. Contention slots 
are distinct from information slots and minislotted to increase the number of successful requests
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per frame. It is therefore assumed that access requests are sent in a minislot by means of a 
minipacket of 60 bits. According to Table 6-2, three minipackets can fit into the first LEO or 
MEO slot. The MT will not be allowed to contend again in the next xt timeslots, regardless of 
whether there are C,- minislots in this period. The choice of the backoff time (see Table 6-2) is 
influenced by the processing and propagation delays, the structure of the downlink channel and 
the type of traffic. The minipacket will contain the MT identity (ID), service description and 
output MT queue size (indicating the call duration for slot allocation). Upon correct receipt of the 
access request, the NCC broadcasts a packet queueing notification (PQN) command message in a 
downlink control minislot (or concatenated with the channel reservation message to another MT) 
including information that the Packet Channel Request message is correctly received and Packet 
Uplink Resource Assignment (PRA) may be transmitted later. At this stage the MT is passed to 
the SIGNALLING/H_SIGNALLING state whilst the NCC processes the reservation command in 
order to update its look up tables (LUTs).
After the network information exchange for call setup/handover is completed the MT is passed to 
the QUEUEING/HO_QUEUEING state. Note that in reality the terminal does not perceive the 
distinction between the SIGNALLING and QUEUEING states (the MT only senses that it has to 
wait for the PRA command after a PQN). The two states are used for simulation purposes. The 
model suggests that the NCC has two LUTs, each associated with a queue, one for beam 
originated traffic reservation and one for handover data traffic reservation. Terminals that have 
completed the signalling exchange and are ready to be allocated resources are placed in the 
service or handover queue depending on their status to await for further notice of bandwidth 
becoming available. This prevents calls from being blocked after they have accessed the network. 
The reservation tables contain the (ID) of the requesting MTs and their corresponding number of 
requested slots. This protocol was chosen for its simplicity in bandwidth assignment and its 
simple approach. For different classes of traffic the protocol can be modified to give different 
priorities. Resources are allocated to the requests based on an ‘unlimited’ time basis. Alternatively 
the PRA for each assignment could be limited to a number of radio blocks (in order to offer a 
fairer access to the medium size messages at higher loads -  the MT assigned a limited number of 
resources would be placed at the bottom of the queue after the assignment). The service queue is 
assumed to have an infinite length, however close observation of the simulation revealed that the 
length of the queue has never become unacceptably large for the traffic loads applied. The service 
queue is served only in a FIFO manner when the handover queue is empty; otherwise resources 
are allocated to the handover calls. The handover queue is a prioritised FIFO queue. It is generally 
considered that delays and perturbations caused to the service of calls that have already been 
initiated have a more severe impact on the Quality of Service than delays on calls that are in the 
initialization phase. This is one reason as to why the scheme was chosen.
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The processing time at the NCC side to decode the bandwidth request and to send a reservation 
message is set to one and two frames for beam originated and handover data traffic respectively. 
The difference of one frame for the two types of traffic relies on the assumption that an extra time 
is required at the NCC side to terminate the old connection and check which was the last packet 
received from the handed-over MT whilst in the previous beam. Since the blocks are sent in 
descending order the NCC always knows how many blocks are still to he received and may adjust 
its reservation scheduling. It is considered that packet scheduling at the NCC side accounts for the 
propagation delay of the transmitting and receiving instants between the NCC and the MT side. 
All control messages can be transmitted in minipackets each occupying one minislot in the 
downlink minislotted slot allocated for signalling purposes or even piggybacked in the header of 
downlink messages. After the PRA reception, the MT begins transmission in the allocated slot 
and enters the RESERVING state.
When a MT radio block arrives at the NCC, the NCC uses the block check sequence (BCS) to 
verify the integrity of the block. A block found to contain any error is discarded. If the frame is 
error-free, then the receiver generates an acknowledgement. If the frame’s sequence number is 
within the receiver’s window of sequence numbers for frames to be accepted (which in our 
simulations is an infinite number) the frame is stored in a buffer. If all earlier frames have been 
received successfully, and so their corresponding packets have been released to a higher-level 
consuming process, the information packet of the new block is released as well. Receiver buffer 
space is reclaimed as frames are removed from the buffer and their corresponding packets are 
released to the higher-level consuming process.
The BCS protects not only the information packet, but the frame header (which comprises only a 
sequence number in this treatment) as well. Hence, if a frame is received with any error, then no 
part of the frame is useful -since the CRC does not indicate error positions- and so the entire 
frame is immediately discarded. The receiver’s error detection process is assumed to be perfect: 
an error-free frame is never rejected, and an errored frame is never accepted. Not only is this a 
common assumption in the literature, it reflects the strength of CRCs in detecting errors in frames 
they protect. Although CRC-based algorithms can fail to detect some errors, the probability of 
such failures is so small that it is deemed negligible for the purposes of this work [WICK95].
We assume that acknowledgment messages are generated each time a block is received and are 
periodically sent (every block) and concatenated with downlink messages. With erroneous blocks, 
a negative ACK (NACK) is sent, and only those blocks listed as erroneous are retransmitted. For 
e-mail traffic the NACK directly includes an appropriate channel reservation. This implies that 
the NCC directly recognizes missing MT data retransmission on the first prereserved time slots. If 
the remaining call duration is larger than the time required for the MT to receive the NACK from 
the network then the MT will receive the request to send the erroneous packets before the end of
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the call. Otherwise it will be reassigned bandwidth by the NCC to transmit the erroneous blocks in 
the same slot number as used to transmit later in time after an integer number of blocks 
(accounting for 2*RTD). If the slot is allocated to a new MT, the new MT will be interrupted and 
put into the first position of the service/handover queue (depending on what queue it left before 
entering the RESERVING state) unless there is a free slot in the subsequent frame. This scheme 
was chosen so as to mitigate the transmission delay of MTs that encounter errors to an additional 
delay equal to the number of blocks accounting for 2*RTD. When all frames are acknowledged 
the e-mail MT can return to the STAND-BY mode. For WWW services traffic the MT can return 
to the SILENT state without having all packets acknowledged from the NCC. In the WWW 
services traffic, NACK directly includes a channel reservation only if the remaining call duration 
is larger than RTD. In the opposite case if a WWW-traffic MT is informed of the need of a block 
retransmission after a packet datagram is terminated, it will send the erroneous blocks together 
with the new datagram within a packet call. Consequently, when the WWW-MT sends a new 
access request for a new datagram it will request extra bandwidth to transmit the erroneous blocks 
belonging to a previous datagram. However, if the MT does not have any more datagrams to 
transmit (the erroneous block was within the last datagram transmission and the MT is informed 
after RTD about its retransmission) only then will it make a new access request to transmit the 
erroneous RLC block(s). This occurrence has a small probability so the RACH should not be 
congested. When all packets of a packet call are acknowledged then the WWW-MT can return to 
the IDLE state.
Note that the SR sliding window is assumed to have an infinite size for reasons of simplicity. 
Since in the simulation we are not generating extremely large messages, a sequence field of 14 
bits is more than enough for numbering all blocks of the largest generated message. The sequence 
field is assumed to be included in the RLC header (see Table 6-2). In reality the sliding window 
has a finite size of an integer number of blocks but it should be large enough to allow a frame to 
be initially transmitted as well as retransmitted some number of times, without being exhausted. 
The drawback of a huge window is principally the cost of additional memory required, and 
possibly secondary costs such as faster computing hardware and a larger space for sequence 
numbering. It is assumed that once a block is acknowledged at the transmitter side it can be 
discarded from the transmitter waiting block list. However, the MT has to wait for an ACK for a 
minimum of 2*RTD after the window size is filled and cannot send any more frames. This is not 
desirable when noise is low and not many retransmissions are required. However in case of a 
limited bandwidth PRA command the ARQ window size could be adjusted to include the same 
number of frames (or more). Note also that if the channel is not utilized when the MT awaits for 
the RTD to pass in the case of a limited window ARQ SR, throughput is wasted. The bigger the 
RTD the less efficient the protocol will be. A possible solution to the aforementioned problem is
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to allow waiting MTs to transmit data in the unused number of slots; a waiting MT could always 
be assigned a temporary sequence of blocks (should be at least equal to a number of blocks 
accounting for the propagation delay). However, the latter concept gives rise to further 
complications in the simulation scenario and on the fairness of the protocol and implies the 
existence of more queues at the NCC side for each priority class. In real life different priorities 
could be used among users considering a mixed traffic scenario with different priority classes. 
These scenarios are of interest to the network designers since the success of next generation 
communication systems depends on their ability to efficiently accommodate integrated traffic and 
service a variety of applications with different Quality of Service requirements.
The signalling delay and the handover signalling delay have been arbitrarily initialised for every 
constellation according to the system design and altitude and are shown in Table 6-2. They 
include the propagation delay, the delay caused by signalling exchange on the ail' interface and the 
delay caused by information exchange in the network’s infrastructure. The actual signalling delay 
is a quantity that can be accurately estimated after the exact channel mapping, signalling 
exchange, coding schemes and length of messages.
The performance measures of the simulator are:
i. The system’s throughput.
ii. The total accessing delay, which consists of the sum of the contention delay, signalling 
delay and queueing delay. The different components of the accessing delay are also 
output separately. In practice the mean accessing delay is given by:
D = D C+ D s + D pr+ Dq + D p (6_6)
where Dc is the mean contention delay, Ds is the mean signalling delay ( on the air 
interface and on the network’s infrastructure), Dpr is the propagation delay, Dq is the 
mean queueing delay in the service queue and Dp is the mean paging delay, as the 
terminal needs to be notified about when to leave the service queue.
iii. The total handover delay, which is calculated in a similar way to the accessing delay.
iv. The total transmission delay, which is the time from the message generation at the source 
until the complete message arrival at the receiver (includes accessing and handover 
accessing delays a call will encounter).
120
Chapter 6. Packet Switching Services over Mobile Satellite Systems
6 .6  S im u la t io n  p a r a m e te r s
The simulation parameters are presented in Table 6-2. The simulation model was built in C. The 
number of channels simulated is equal to the number of slots within a frame. A packet fits into 
one slot. In order to provide a framework for a fair comparison we have considered common 
parameters for both systems in terms of channel bandwidth and transmission data rate. However, 
one could claim that the LEO system might need more bandwidth in terms of out-of band 
signalling for the downlink transmission of handover control messages. As already mentioned the 
simulation is for the uplink only. Over the duration of a frame 7} s the channel carries 
[(coded _ bits _ in _ RLC_ block) i N RLC -v H ■ 1 / r] - A? bits, where NRLC is the number of bursts in a 
radio block, N  the number of slots in a frame, r the coding rate and H are the overhead bits in a 
slot. A radio block has a duration of 2 frames and includes the information and header bits 
associated with the RLC/MAC layer. The choice of the frame and slot durations was based on the 
concept that given a slot carries one packet plus the guard bits, the frame should be large enough 
to span the propagation delay and small enough to support traffic efficiently. We recall that the 
block and slot sizes directly influence the performance of a MAC protocol, hi case of 
retransmissions a Selective Request algorithm retransmits the whole radio block. Although the 
throughput versus delay characteristics of some MAC protocols can be performed analytically, the 
selection of the optimal packet size typically requires simulation [PEY99]. Generally, it is 
advisable to make slots as long as possible (smaller packets reduce the throughput due to the 
constant overheads), provided that there are not too many short messages.
As already mentioned the permission probabilities chosen are near the range of probabilities that 
lead to maximum efficiency -  in terms of delay and throughput. Observe in Table 6-2 that the 
permission probabilities as well as the backoff times for unsuccessful retransmission of contention 
attempts are different for the two traffic models and for the systems considered. Unsuccessful e- 
mail traffic contention attempts can be rescheduled after a backoff time of T0 = 2 • RTD + X 
(where X  is a processing delay equal to 2 slots) since the MTs have to wait for the ACK from the 
network. For the LEO system the RTD value is significantly lower than that of the MEO system. 
This is the reason why the permission probability of a LEO MT is lower than that of a MEO MT. 
Nevertheless, contention is not a major problem in the e-mail model where message sizes are 
quite large and contention attempts are low. For the WWW traffic however, contention is an issue 
due to the higher degree of burstiness. The delay in the acknowledgment message imposes some 
control on contention. For this reason a MT in a MEO system is allowed to contend also while 
waiting for the reception of a previous attempt. The backoff time in the later case is set to 
RTD+X. If the previous attempt has been unsuccessful, this modification permits a faster access 
scheme. Otherwise, these further attempts may hinder the accesses of other MTs. From a
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signalling delay point of view, the performance of a channel degrades more as the channel load 
increases. In the extreme case, if only one channel access is made, then the channel throughput is 
very low whilst, since no collisions occur, the delay performance is very good.
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C h a p te r  6. P a c k e t  S w itc h in g  S e r v ic e s  o v e r  M o b i le  S a te l l i te  S y s te m s
SIMULATION PARAMETERS MEO LEO
CONSTELLATION CONSTELLATION
Orbit Height (km) 10355 1410
Elevation angle (deg) 40 40
Max speed relevant to MT (km/h) 5132.63 16164.47
Spot-beam diameter (km) 668.37 496.25
Beam Residing time (sec) 468.79 110.52
Type of handover synch. synch.
Frame duration, Tf (ms) 20 20
Number of slots in frame, N 13 13
Number of bursts in a radio block5, Nrlc 2 2
RLC header (bits) 24 24
MAC header (bits) 8 8
BCS (bits) 24 24
Burst payload RsTf 192 192
MAC payload (includes RLC header and data 408 408
RLC/MAC coded bits with x-Vi code rate 880 880
Overhead bits in a slot6 (coded) 48 48
Channel rate (coded) (bps) 317200 317200
Minimum call length for signal monitoring 3 ! 3
Channel parameters be -  0.2, Pe = 0.01, Le = 2 s
Permission prob. for e-mail rcs II o bs p=0.5
Permission prob. for WWW p=0.4 p=0.1
Back-off for e-mail (slots) 2RTD+2 2RTD+2
Back-off for WWW traffic (slots) RTD+2 2RTD+2
RTD (slots) 52 9
Signalling delay (slots) 2RTD+2frames 2RTD+2frames
Handover Signalling delay (slots) 2RTD+3frames 2RTD+3frames
Table 6-2 - Simulation Parameters
5 Each radio block consists of a MAC header, an RLC data block, and a block check sequence (BCS).
6 The overhead bits in a slot include the training sequence, head and tail bits, guard time bits, in band 
signalling flags, terminal circuit ID and all other bits than the payload bits.
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6 .7  S im u la t io n  r e s u l t s
The simulation results presented below correspond to average values, as calculated from the 
corresponding values for each considered LEO or MEO satellite beam. The data throughput 
calculations in Figure 6-9 and Figure 6-16 correspond to the amount of user data that has been 
successfully transmitted over the air interface, while the input load indicates the amount of 
generated data. Throughput is related to the generation rate Sg via S -  Ss*Ps, where P5 is the 
success rate. It is to be noted that the additional overhead introduced by the contention slots is not 
counted in the data throughput calculations as we only consider the throughput of the data slots. 
The actual throughput is lower than that measured by the value of the overhead.
Given the data traffic burstiness which is characterized by the mean packet sizes and mean silence 
periods the delay results are presented as a function of the normalized throughput (normalized to 
the total channel rate Rc). This has two added benefits: it allows comparison of the delay 
characteristics for different traffic models and for mixed traffic (a presentation of the delay versus 
total number of active users would be meaningful in the latter case); furthermore, it allows 
comparison between systems with different frame structures and data rates and consequently 
different channel throughput (in Kbytes/s) and (channel) rates. In the second case the delay results 
can be compared in terms of the required bandwidth given a particular modulation and coding 
scheme.
6.7.1 E -m a il tra f f ic  m odel re su lts
It can be seen that even though channel errors are not severe (from the satellite channel point of 
view), they have an impact on the network’s performance. Throughput without channel errors 
(Figure 6-9) is quite high, as the system that is being simulated is a system where anything that 
gets through to the network via the PRACH is never lost. Instead, it is queued and waiting for its 
turn to be served. For the e-mail model the call holding time tends to be quite large. For high 
loads, users get through to the network faster than other users are being served. Therefore, they 
find the traffic channels full and they have to wait for their turn in the queue. While the PRACH is 
not congested, users will always find their way to the service queue, thus increasing throughput 
and bringing it close to unity. Channel errors decrease throughput, as they trigger retransmissions 
of erroneous blocks that are not counted in the calculation. In addition to this, they increase the 
channel holding time and thus the queueing delay of the users waiting to be served. The effect of 
channel errors is present in contention delays, as well, because of the re-transmissions triggered. 
This is translated into larger accessing and handover delays. However, although for high loads the 
contention delay may increase (Figure 6-14), the rapid increase in the total accessing and 
handover delays (Figure 6-10) with increasing channel load is due to the increase in the mean
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service queue delay and mean handover queue delay, respectively as shown in Figure 6-11. In fact 
the contention delays for the e-mail traffic model are quite low because we have minislotted the 
first contention slot giving the terminals more opportunities for access. The increase in accessing 
delay is even more severe for high loads in the LEO constellation. Although for low loads the 
LEO constellation has better performance in terms of accessing delay (due to the lower 
propagation delay and contention delay) for high loads the delays encountered in the service 
queue are dramatic resulting in both LEO and MEO systems having almost the same performance 
in terms of accessing delay. This happens because, as LEO beams are smaller than MEO beams, 
more handovers are encountered and we have chosen a priority scheme that serves firstly the calls 
that are in the handover queue. If the handover queue is empty then bandwidth is allocated to the 
calls waiting in the service queue.
The handover delay also increases with channel load, since the number of available channels 
decreases and handover calls have to wait in the handover queue to be served. The increase in the 
handover queue is higher for the LEO system for the reasons mentioned. Observe that the slope of 
the MEO handover curve delays in Figure 6-10 becomes smaller near the saturation point.
Figure 6-9 - Throughput for e-mail services with Figure 6-10 - Accessing and handover delays for 
and without channel errors for LEO and MEO e-mail services with and without channel errors
for LEO and MEO
The main component of the handover delay is the handover queueing delay, which in turn is 
dependant on the mean handover queue size and on the availability of the traffic channels. When 
throughput is saturated, the availability of the channels remains constant for the handover calls, as 
they are put in a prioritised queue. As for the mean handover queue size, it would affect the delay 
if it were close to unity or larger. However, the simulation reveals that it is a lot smaller than one 
for both cell residence times considered. Therefore, it is highly unlikely that there will be more 
than one terminal in the handover queue, thus leaving the handover delay almost constant.
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Figure 6-11 - Service and handover queue delays 
for e-mail services with and without channel 
errors for LEO and MEO
Figure 6-12 - Service and handover queue sizes 
for e-mail services with and without channel 
errors for LEO and MEO
Figure 6-15 shows the average number of handovers and beam shifts per minute. The term beam 
shifts refers to the total number of silent and active terminals that change beam while the 
handover number refers only to terminals changing beam whilst in the active state. One would 
expect the handover rate to increase linearly with the number of logged on users in the beam. In 
fact this would be the case if the call activity factor remained constant regardless of the number of 
the average number of logged on terminals in the beam. However, in Figure 6-15 the handover 
curve delays are linear in the beginning but then become exponential. This is a result of the 
increase in the activity factor as the accessing delay of each active terminal increases (MTs stay 
longer in the active state).
In [XIE93] the handover rate (dNrfdt) increases linearly with the number of users in the beam and 
is given by:
dNH _ p cLu ^_7)
dt n
where p c = ap is the call density per unit area which is the product of the call activity 
factor a  and the terminal density per unit area, p  X , which increases linearly with the
R
number of logged-on terminals in the cell Ni, L  is the perimeter of the cell and Ti is the 
mean speed of the terminals.
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Finally, the average transmission delay per average e-mail call is shown in Figure 6-13. At 
high loads a LEO MT experiences severe transmission delays because the probability that 
a call will encounter a handover (also while waiting at the service queue) is quite high.
Figure 6-13 - Average transmission delay for e-mail services (per average call duration) with and
without channel errors (LEO and MEO).
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Figure 6-14 - Contention delay for e-mail and WWW traffic services with and without channel errors
(LEO and MEO)
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Figure 6-15 - Average number of handovers for e-mail and WWW services traffic versus average 
number of logged on users for LEO and MEO
6.7.2 WWW traffic model Results
The World Wide Web traffic model is a little different than the e-mail services traffic model 
already examined. A typical packet data user session consists of several packet calls -separated by 
(inactive off) idle periods-; which in turn consist of several bursts of packets, interspaced by silent 
periods -active off-. When traffic is generated, however, it can be quite dense. The effect of this 
observation on the delay components is shown in Figures 6-17-6-19.
For low loads the contention delay appears to be dominant in this model as shown in Figure 6-14. 
For higher loads however (data throughput > 0.6), the queueing delay is rising fast and becomes 
the main component of the total accessing delay as in the e-mail model traffic scenario. Observe 
also the drastic effect of bursty errors on the delay and throughput calculations (Figure 6-16 and 
6-20). Throughput in this model is lower than that observed in the e-mail-traffic scenario and this 
is due to the smaller message sizes and the high contention rate. We observe, also that the WWW 
traffic throughput under bad channel conditions decreases when the input load approaches its 
maximum theoretical value. For the same load the error-free WWW services throughput 
converges to a constant value (system is stable). The main reason for the system being unstable 
under bursty error conditions is mainly due to the large accessing delays (and consequently high 
frame transmission times in a high noise environment) and not because of the high contention 
rate. Also, the normalised throughput with channel errors versus the input load is slightly lower 
for the MEO systems for the same number of logged on users. This is attributed to the higher 
RTD values of the MEO system and again to the smaller message sizes. A MEO MT remains idle 
for a longer time while waiting for the last packet call ACK/NACK. The latter seemed to have no 
observable effect for the e-mail call inter-arrival times. However, in WWW traffic, inter-arrival
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Figure 6-16 - Throughput for WWW services 
with and without channel errors for LEO and 
MEO
Figure 6-17 - Accessing and handover delays for 
WWW services with and without channel errors
for LEO and MEO
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Figure 6-18 - Service and handover queue delays 
for WWW services with and without channel
Figure 6-19 - Service and handover queue sizes 
for WWW services with and without channel
errors for LEO and MEO errors for LEO and MEO
times are much sorter and are not poissonian. In addition, in case of a packet error at the last 
packet call a WWW MT may have to contend again for a single block.
A difference can be seen in the handover delay in Figure 6-17 for the two different cell residence 
times. In the e-mail model the difference in the handover delay between the LEO and the MEO 
beam was becoming smaller with the user load, something that is not that apparent with the 
WWW traffic model. In the e-mail model the handover delay was increasing more rapidly for the 
LEO system with the number of active users and this was a direct effect of the handover queueing 
delay. In the WWW model case the handover queueing delay (Figure 6-18) as well as the 
handover queue sizes (Figure 6-19) are much smaller for the equivalent loads and the main
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component that adds to the handover signalling delay is the contention delay as shown in Figure 
6-14. Note that the handover accessing delays follow exactly the contention delay curves.
In addition, the percentage of handovers with respect to the total number of cell shifts is smaller 
than in the e-mail model, this is shown in Figure 6-15. This can be attributed to the burstiness of 
the WWW sources. However, for the MEO system the difference in the WWW user handover 
number and delays is not that apparent from the e-mail model and this is due to the very small 
number of handovers encountered. The slope of the handover curve delays has decreased and is 
almost zero for MTs in both systems for the same reasons mentioned in the e-mail model. Finally, 
Figure 6-20 shows the average transmission delay per WWW datagram. We observe that with the 
WWW services traffic the transmission delays for the LEO system are lower than these in a MEO 
network when throughput is not saturated.
Figure 6-20 - Average transmission delay for WWW services (per average call duration) with and 
without channel errors (LEO and MEO).
6.8 Application of the MAC procedure to a GEO system (GMR-1)
This section applies the MAC algorithm described in section 6.5.4 to an already designed GEO 
mobile satellite system. The air-interface of this system is being standardised jointly by ETSI and 
TIA as GEO Mobile Radio-1 (GMR-1). The GMR-1 air interfaced will be used in the Thuraya 
mobile satellite program and in the Inmarsat IV program.
6.8.1 Simulation scenario
The simulation scenario for the GMR-1 system is a little different than that considered already for 
the non-GEO networks. For the simulation purposes the following scenario is considered; each 
user has an information rate of 4800 bps and is therefore assigned 6 contiguous timeslots (see 
Appendix D). Since the 40 ms frame has 24 slots, 4 users can fit into one physical channel (Figure
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6-21). The RACH burst occurs every 120 ms (once in every 3 frames), reducing further the user 
rate at around 4300 bps.
Since the RACH occurs only every 8.33 times per minute, WWW traffic cannot be supported 
efficiently due to the large number of requests initiated for every single object in a WWW page. 
The results presented below correspond to e-mail data traffic as described in § 6.5.3, and to e-mail 
traffic as described by the FUNET model [BRA97]. Both e-mail-traffic models considered are 
described by a Cauchy(0.8,l) distribution, however, the FUNET model generates samples that 
give almost the half average message size than the Cauchy distribution with a cut-off of 500 
kbytes. For that reason for the e-mail FUNET model the interarrival rate is 5 s whereas for the e- 
mail model in § 6.6.3 the interarrival is 10 s. We show the results for two cases of message sizes 
just to show the effect of the message sizes on congestion.
The beam residing time is assumed to be 480 minutes (200 km spotbeam diameter and MT 
velocity of 25 km/h). The results presented below show the mean accessing and queueing delays a 
MT will encounter. However, for the handover delays the simulation results are not accurate 
enough due to the very small number of handovers encountered. Since there are not many 
handovers available averaging may not yield accurate values for the handover delay calculations. 
Nevertheless, because of the extremely small number of handovers, there is no direct effect of the 
handover calls delaying normal calls to access the network.
The simulation time was 8 hyperframes. Given that the round trip delay is around 250 ms (for an 
elevation = 40°) the values for the signalling and the handover signalling delay were set to 540 ms 
(2RTD+40 ms) and 560 ms respectively. We assume similar delays for the information signalling 
exchange as in the LEO/MEO network scenario (see Table 6-2).
+ ---------------------------------------------  2 4 -S lo t  T D M A  F ra m e   ►
12 13 14 15 16 17 18 19 20 21 22 23
TC6 TC6 TC6 TC6
Figure 6-21- Slot assignment considered in the uplink
6.8.2 Simulation results
Figures 6-23 - 6-26 show the delays experienced in a GEO network with the GMR interface. All 
users have the same rate. Since GEO MTs have lower transmission rates and since the channel 
rate for GMR-1 is considerably lower than that considered for the MEO and LEO systems in the 
previous sections the number of terminals that can be supported in a single physical channel is 
obviously lower. Observe in Figure 6-26 the contention delays encountered. They are 
considerably higher than these in the MEO and LEO networks. This is not only an effect of the 
RACH occurring once every three frames but also (and mainly) because in the case of an
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unsuccessful access request the MT can contend again after 500 ms (back-off time ~2*RTD 
accounting for the propagation delay). Terminals described by the e-mail-FUNET model 
experience higher contention delays (Figure 6-26) as they have the half inteararrival time than e- 
mail users. However, FUNET-e-mail traffic users experience much lower accessing delays as 
shown in Figure 6-23 and this is a direct effect of the service queueing delays. We recall that in 
the GEO network the extremely low number of handovers doesn’t have any effect on the resource 
allocation of normal users. The large accessing delays experienced by the terminals in the GEO 
network are related to the propagation delays and the considerably lower channel rate. However, 
because the delay results are shown in terms of the normalized throughput (normalized to the total 
channel rate) one can see that even for the FUNET model terminals in the GEO network 
experience much larger accessing delays than e-mail terminals in the LEO and MEO networks for 
the same values of normalized throughput. Nevertheless, the GMR-1 air interface as described in 
[GMR-1 5.002] is not supposed to support e-mail traffic and it can only support SMS traffic 
services.
Figure 6-22 - Comparison of throughput for e-mail (Cauchy with cut-off 500 kbytes) and e-mail as 
modelled by [FUNET] with and without channel errors for GMR-1
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Figure 6-23 - Comparison of accessing delay for 
e-mail (Cauchy with cut-off 500 Kbytes) and e- 
mail as modelled by [FUNET] with and without 
channel errors for GMR-1
Figure 6-24 - Comparison of queing delay for e- 
mail (Cauchy with cut-off 500 kbytes) and e-mail 
as modelled by [FUNET] with and without 
channel errors for GMR-1
Normalized throughput
Figure 6-25 - Comparison of service queue sizes 
for e-mail (Cauchy with cut-off 500 kbytes) and 
e-mail as modelled by [FUNET] with and 
without channel errors for GMR-1
Figure 6-26 - Comparison of contention delay for 
e-mail (Cauchy with cut-off 500 kbytes) and e- 
mail as modelled by [FUNET] with and without 
channel errors for GMR-1
6.9 Discussion
Packet systems, present additional implementation difficulties over a mobile satellite network. 
These difficulties are related to the various different requirements of the services that can be 
implemented, the ability to accommodate integrated traffic, the discontinuous nature of 
transmission, the dynamic resource allocation and the short call durations. The nature of the 
mobile communication channel, which is quite hostile with time varying characteristics and 
multipath signal components, the need of a fan* link adaptation and CAC policies, the need for
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quality of service, the requirement for high capacity, and the characteristics of the satellite system 
add to the previous difficulties.
In this work we studied the impact of the handover rate and bursty errors on the MAC protocol 
design of mobile satellite systems. We have implemented a simulation model in C encompassing 
beam mobility, a two state channel model and a mobile terminal state model in order to evaluate 
the performance of a MAC protocol based on the PRMA concept that integrates both beam 
originated and handover data traffic. In the protocol under consideration two queues have been 
created for users that have accessed the network. One FIFO handover queue, and one service 
queue that is served only in a FIFO manner when the handover queue is empty, so that the 
handover calls are served first. In our simulations none of the data calls are blocked or dropped. 
They all access the network after a contention period and then wait in the service/handover queue 
to be allocated resources.
Good handover performance delays were observed for both LEO and MEO networks. Generally, 
handover operations in a LEO system have faster execution times due to the smaller propagation 
delays encountered. However, close observation of the results showed that the difference between 
the handover delays experienced in a LEO and a MEO network may decrease with channel load. 
Nevertheless, the relatively small handover delays in both networks have to be compensated by 
the noticeably increased accessing delays that new calls will suffer when the traffic load increases. 
These delays are quite large for the e-mail model and for high loads and consecutively high 
throughput values. The channel errors produced caused some packet retransmissions but 
nevertheless did not deteriorate severely the throughput performance. Part of the price one pays 
for the gain in channel throughput by using contention-oriented reservation protocols is the 
increase in message delay. The minimum delay incurred by a message, excluding message 
transmission time, varies according to the accessing delay -which is a factor of the contention 
delay, the signalling delay and the queueing delay- the link quality, and the number of handovers 
a call during its lifetime will encounter. This is an important consideration for satellite channels 
especially when the control is not on-board satellite but at the gateway side.
Generally speaking for WWW services and real time applications LEO systems look more 
attractive due to the lower propagation delays that characterizes them. However, the orbital height 
and the fast movement of a satellite in LEO has many system challenges from connection 
handover to intersatellite routing (when intersatellite links are used). Despite the fact that 
handover operations in a LEO system have faster execution times due to the smaller propagation 
delays, the high probability of a mobile terminal in a LEO system experiencing a handover while 
active may result in a higher message transmission delay than this a mobile terminal in a MEO 
system will encounter. The latter indication depends on the message size generated and on the 
network input load. Finally, when we applied the MAC algorithm to a GEO system with the
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GMR-1 interface we observed much higher accessing delays experienced by the terminals. This is 
related to the fact the GEO network has a much lower channel rate. Nevertheless, the GMR-1 
interface is supposed to support only small text messages (such as SMS) with reasonable 
accessing delays. However, in a GEO network the propagation delays add on the accessing 
delays. Generally, for bulk transfers, such as e-mail applications, where the total amount of 
information to be sent is known a priori, GEO systems represent a more economic solution. 
However, for interactive applications, such as packet voice and telnet, GEO systems are the least 
attractive of all due to the high propagation delays encountered.
Scheduling and admission control policies are two features that are also fundamental in 
maximizing the system throughput. The scheduling policy dictates the way in which users are 
served and can range from a simple FIFO to more sophisticated algorithms such as earliest 
deadline first (EDF). This is a subject in its own right and for simplicity the results here were 
implemented using the FIFO policy. As already mentioned the protocol can be modified to 
include different priority classes for a fairer access of medium messages at high loads. Admission 
control determines which users should be admitted to the system. A modification of the protocol 
could be the blocking of some calls or even the dropping of calls that experience bad channel 
conditions for an average faster service time for the remaining calls. However, the latter is the role 
of the link adaptation policy to be adopted.
Since these results have not shown a clear-cut winner, further comparative studies are required in 
order to identify the most appropriate solution for applications supporting global mobile 
multimedia communication via LEO, MEO or GEO satellite networks. However, it is suggested 
that network dimensioning has to be carried out on a per beam basis as the residence time has a 
great influence on traffic. The application and comparison of other MAC protocols such as C- 
FDAMA [NGOC98] would also be of practical interest in future work. The model is built in such 
a manner that it can be used for the performance investigation of both bent-pipe and onboard 
satellite control networks since the signalling delays encountered are user defined. Nevertheless, 
the results show that when designing a satellite network to offer packet data traffic, there are 
several considerations that should be kept in mind.
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C h a p t e r  7
C o n c l u s i o n s  a n d  F u t u r e  W o r k
7.1 Summary and conclusions
Despite the fact that there is still a debate as to whether non-GEO satellites will become the 
satellite component of UMTS, several different systems have already launched their satellites, 
claiming to offer lower propagation delay services than GEO satellites to mobile users. Globalstar 
and Iridium have both launched their satellites and operate normally, but with very low customer 
uptakes. ICO has launched one satellite and is now in the process of rearranging its business 
towards multimedia services provision.
The prominent feature of non-geostationary constellations is the satellite movement. This leads to 
the movement of the spotbeams, which are analogous to the cells in terrestrial systems, and the 
rapid change of the satellite elevation angle as seen by a particular* terminal. These two problems 
have driven the two main research issues in this thesis, handover control- and satellite link«' V *
modelling. Both handover as well as the time varying satellite channel affect the service 
availability and the QoS of mobile satellite systems. Some of the issues have been investigated 
and the performance of various QoS metrics has been evaluated in statistical terms.
In Chapter 2 the features of different satellite constellation are explained since the constellation 
parameters have a great influence on the link availability to be provided and the QoS that a user in 
the moving satellite non-GEO environment will experience in terms of call dropping (for 
telephony) or average transmission delay (for packet oriented data communications). Chapter 3 
explained why handover is an important QoS measure in all mobile systems, and the differences 
in satellite cellular communications with respect to terrestrial cells and evaluated the performance 
of various ‘motion’ based strategies for controlling intersatellite handover.
In Chapter 4 a simulation model encompassing the satellite orbital dynamics as well as the time 
varying propagation channel experienced by the user, was developed which was able to calculate 
the link availability as a percentage of time that some link quality based constraints were met. It 
was proven in Chapter 4 that these systems may not function reliably when the communication 
path between the mobile and the satellite is blocked. These systems were designed with low link 
margins and as a result signal quality suffers from propagation impan*ments. An increase of the
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mean elevation angles of the satellite constellation will result in a decrease in both signal blockage 
and multipath (however the latter is not always true as for hostile environments it was observed 
that the Rice factor although increasing with elevation angle faces a sudden reduction at 
elevations around 45°). By exploiting dual satellite visibility the link availability can also be 
improved. However, the satellite channels involved in the diversity process should be 
uncorrelated in azimuth. The results showed that there is a much higher correlation of the 
availability results with the mean elevation angle statistics than the diversity statistics. The results 
were justified since these systems were not designed to work solely in urban environments. It is 
appreciated however, that efficient modulation, coding and FEC schemes should be incorporated 
in order to protect the information during a satellite lossy link. Recent suggestions of truly 
integrated satellite/cellular systems involving gap fillers in urban areas (SATIN) could possible be 
a solution for 3G services.
In open environments satellite services can work quite reliably. As shown in Chapter 5, for a 
typical telephone call, the call dropping rate is quite low. For a suburban-like environment 
however, call dropping is much higher. However, with the ‘two power threshold’ based handover 
algorithms proposed, call dropping as well as handover signalling are substantially reduced for 
both constellations considered in the simulation. The decision to use the two different thresholds 
for the connection/disconnection of the two visible satellites (if any) relies on the fact that these 
satellites are seen under different elevation angles. It is appreciated that the second algorithm 
introduced, namely CASD, is a good compromise between full diversity and handover. A similar 
procedure with CASD could be used in an integrated satellite-terrestrial scenario. In the latter case 
the threshold selection should be different so as to minimize the handover signalling and possible 
ping-pong of a call between the two systems, whilst maximising QoS in terms of a reduced call 
dropping rate. However, for simultaneous communication with both satellite and terrestrial 
systems a dual parallel mode receiver design is mandatory. The latter, may increase the terminal 
cost, however, in future multimedia systems service provision can also be used for the coexistence 
and provision of more than one service at a time. The integration between satellite and terrestrial 
systems can actually be achieved in three different levels: the provided services level, the network 
level and the terminal level, each one implying a respective close co-operation with the terrestrial 
component.
All simulations in Chapter 4 and 5 included the constellation movement and were implemented by 
generating extensions and appropriate functions to the SPOC+ program (Simulation Package o f 
Orbit Constellation) developed at the University of Surrey (Appendix E).
Finally, in the sixth chapter a detailed simulation was developed in C encompassing beam 
mobility, the satellite channel and packet data services over satellite. Particularly, we studied the 
impact of the beam handover rate and bursty errors on the performance of a modified PRMA
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protocol that gives priority to handover calls in resource allocation. The selection of a PRMA 
hybrid protocol was based on the fact that hybrid protocols have better throughput versus delay 
characteristics. However, the gain in channel throughput results in an increased accessing delay. 
The handover algorithm considered, assumed no packet losses at the expense of additional 
signalling. Despite the fact that handover operations in a LEO system have faster execution times 
due to the lower propagation delays, the high probability of a mobile terminal in a LEO system 
experiencing a handover while active may result in a higher message transmission delay than a 
mobile terminal in a MEO system will encounter. The latter depends on the message size 
generated and on the network input load. It is also concluded in Chapter 6 that scheduling and 
admission policies are also features that are fundamental in maximizing the system throughput.
Also the classification of services into different classes with different priorities and the allocation 
of bandwidth on demand (BoD) could result in a better service for some classes. The link 
adaptation policy to be adopted and call admission control are also major features in the MAC 
protocol performance.
The MAC protocol performance is coupled with the QoS in terms of the average transmission 
delay versus throughput performance. Systems that do not justify relevant system cost and 
complexity (of the control algorithm) with QoS provisioning at the user level, have little chances 
of surviving competition in the telecommunications market. Whatever the case, the basic 
conclusion of the work evaluated in Chapter 6 is that network dimensioning has to be carried out 
on a per beam basis since the beam residence counter has a great influence on traffic. LEO 
systems are definitely more attractive for interactive data applications, however at high network 
loads, a MEO solution could have almost the same performance in terms of throughput versus 
average transmission delay. It is generally considered that smaller packets and busty traffic suffer 
more from latency. For packet voice LEO systems, onboard processing may be the only solution 
to obtain a guaranteed low call dropping rate. Concerning large packet sizes and bulky transfers, 
bandwidth becomes more important than delay. In case of bulky transfers (such as e-mail) a GEO 
solution could be cheaper in terms of market aspects. However, delay and terminal size still 
remain an issue.
7.2 Challenges for the future
In Chapter 4 it has been shown that the channel statistical coefficients giving the general trend of 
the channel behaviour in the various environmental categories covered, have been collected 
during three different measurements campaigns. The evaluation of the link availability analysis 
with physical statistical time series channel models could also be of practical interest. However,
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the general conclusions about the dependence of satellite availability with the constellation mean 
elevation angles remains a valid issue.
An extension of both handover algorithms proposed in Chapter 5 could include not only channel 
adaptivity, but also traffic adaptivity.
As concerns the work presented in Chapter 6, the performance evaluation of GPRS services and 
multimedia traffic is still a challenging area for research and some parts of the work presented in 
this thesis can be extended. The MAC protocol considered has assumed very simple scheduling 
and queueing policies in our initial attempt to integrate both beam and handover data traffic in a 
satellite beam. The MAC protocol can be extended to include more sophisticated scheduling and 
fairer queueing policies and possibly for different types of traffic (e.g. voice and e-mail) can be 
extended to include different service classes by integrating CAC and link adaptation policies on 
top of MAC. Although higher data rates than those considered in Chapter 6 will definitely 
improve the delay performance in a single user setting, the resource allocation issues that arise in 
a multiplexed content remain extremely challenging. Generally, with a higher rate, throughput 
would be increased, since more bits are assigned to the user. However, the assignment of high 
rates renders transmitted bursts vulnerable to channel errors. Thus more retransmissions may be 
required, in order for a burst to be successfully delivered. From this point of view, high data rates 
do not contribute to throughput enhancement, since throughput is reduced due to retransmissions. 
Clearly, there exists a trade-off between attainable transmission rate and retransmissions. Thus a 
measure that could capture this trade-off could be the throughput efficiency, for a particular rate q 
and particular link conditions.
As compared with voice, data traffic is typically more bursty, while the users are less sensitive to 
delays (this is not true for some services such as video or telnet). These characteristics require 
resource allocation strategies to operate in a fundamentally different manner in order to achieve 
efficient spectrum utilisation. In particular, the allocation of dedicated bandwidth to data 
applications is less reasonable. If a low bandwidth connection is provided, then the delay and loss 
of packets will be excessive because of the burstiness. If a high bandwidth connection is 
established then the delay and loss will be serious but the utilisation will be poor. The delay 
tolerance of data applications however allows for the possibility of coordinating packet 
transmissions so as to limit delay. Thus, the efficient operation of high speed data wireless 
applications requires the use of dynamic bandwidth allocation algorithms on MAC [ROS98, 
AQAR02].
The exploitation of the buffer content knowledge of each individual user can also be used as 
information in resource allocation to achieve high throughput while maintaining fairness by 
providing quality of service to individual users.
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It is also appreciated that future packet oriented systems should adopt hybrid adaptive protocols 
that will adapt according to the traffic service and the network load. The interaction of the adopted 
MAC protocol with higher layer protocols such as UDP and TCP is also quite an attractive topic 
for further research. It should be noted that TCP can guarantee delivery, however certain 
applications such as TFTP, or real time video (teleconferencing), may not need a strictly reliable 
protocol, but rather a simple one with minimal delay and overhead. The latter applications use 
UDP, which is a protocol that may not provide any protection against loss but it does not have the 
overhead of retransmission allowing it to provide a fast, ‘best effort’ delivery. An adaptive 
multimedia protocol that can provide a balance between TCP and the loss of UDP, by executing 
selective retransmissions depending on several QoS factors including current loss, latency, round 
trip delay, network congestion, service class and type of traffic and its interaction with MAC 
would also be of practical interest in the multimedia services provision.
A number of retransmission techniques, such as link ARQ, can be used by link protocol designers 
to counter the effects of errors in the satellite link in any transport protocol. However, the 
persistence of the ARQ scheme as well as the number of ARQ links across the communication 
path should depend on the traffic type.
Since satellite networks are bandwidth limited systems resource management in the MAC layer, 
error handling, and the interaction of the physical layer, the MAC and the upper layers should be 
estimated in advance before satellites are launched into space (specially when they have onboard 
processing capabilities). The choice for potential schemes may include adapting data rate, 
adapting the signal bandwidth (this is relatively easy in wireless networks by allocating more than 
one slot in a frame to a single user), adapting the transmission power, adaptive modulation and 
information redundancy/ FEC (depending on link losses), and interleaving.
Approaches like this will emerge in the very near future not only on satellite but in most wireless 
networks. However, because of the higher propagation delay and increased mobility (in case of 
non-GEO constellations) that characterizes satellite systems some additional problems have to be 
faced in the satellite context.
Finally, summarizing for someone who wants to investigate and evaluate the performance of a 
MAC protocol for multimedia service provision, and its interaction with the physical and 
transport layer protocols the issues that should be carefully considered are:
• Adequate knowledge of the characteristics of all layer protocols and how they can 
interact.
• Satellite mobility (beam handover) if any, on network dimensioning, and its impact on 
MAC, TCP/UDP (additional signalling maybe required in order to avoid false ordering 
and retransmissions).
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• Signalling and connection establishment issues.
• Number of services and classes to be supported (they may change dynamically with 
traffic load).
• Fairness to the majority of services (by CAC, fail* scheduling). WBoD [AQAR02] could 
be a possible solution.
• Link adaptation policies and fair scheduling.
• Error control techniques in various paths of the link.
• Adaptive modulation and coding depending on service and error rates.
• Buffering requirements in case of on-board processing.
• Assessment of effects of different traffic models.
• Burst and RLC frame sizes (should frame sizes be adaptive according to traffic and link 
errors?)
• Protocol efficiency, scalability and flexibility
There is a need for research to more clearly identify the importance of and trade-offs between the 
above issues over various types of link. It would be useful if researchers and implementers clearly 
indicated some QoS requirements and describe and share then* experiences. Not surprisingly, 
there should be a trade-off between the throughput and delay performance and the computational 
and communication overhead involved in any selection. Since in practice the available resources 
for these tasks are limited, the theoretical optimum strategies are not necessarily the most 
adequate algorithms from a practical perspective. Solutions may vary with conditions. However, 
what the customer pays for a service should reflect the service quality offered in terms of 
successful connection, bandwidth allocation, error rate, delay statistics, and even security level for 
some services.
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A p p e n d i x  B
L i n k  B u d g e t s
B.l Introduction
This Appendix gives an example of up and down link budget calculation for the ICO and 
Globalstar systems. At the final value of Eb/N0 a coding gain of 3.8dB (coding gain for soft 
decision V2 rate, k=7 of QPSK at BER=10‘3) has been added. The mobile terminal is assumed to 
have an omnidirectional antenna (0 dBi). A 7.5dB fade margin is assumed for ICO, and 7 dB for 
Globalstar.
B.1.1 ICO System
Down Link Up Link
Parameter Value Parameter Value
Carrier Frequency 2.2 (GHz) Carrier Frequency 2 (GHz)
Satellite EIRP (max) 42 (dBW) Terminal EIRP (max) 6.8 (dBW)
Free Space Loss 
(at 20° elevation)
-182 (dB) Free Space Loss -181 (dB)
Boltzman’s constant -228.6 (dBW/HzK) Boltzman’s constant -228.6 (dBW/HzK)
Terminal antenna G/T -24 (dB/K) Satellite antenna G/T 6.7 (dB/K)
Other losses -0.5 (dB) Other losses -0.5 (dB)
C/N„ 64.1 (dBHz) C/N„ 60.6 (dBHz)
Data rate -45.56 dBbps 
(36kbps)
Data rate -45.56 dBbps (36kbps)
Eh/N„ (uncoded) 18.54 (dB) Ej/N,, (uncoded) 15.04 (dB)
Et/N0 (coded)
% Viterbi, K=7 (voice)
21.14 (dB) Eh/N„ (coded) 17.64 (dB)
Ei/N,, at spotbeam edge 
(-3dB)
18.1 (dB) Eh/N0 at spotbeam edge 
(-3dB)
14.64(dB)
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B.1.2 Globalstar System
Down Link Up Link
Parameter " y a j u e ...... .......... Value
Carrier Frequency 2.495 (GHz) Carrier Frequency 1.625 (GHz)
Satellite EIRP 20.1 (dBW) Terminal EIRP 4.77 (dBW)
Free Space Loss 
(at 20° elevation)
-169.2 (dB) Free Space Loss 
(at 20° elevation)
-165.5 (dB)
Boltzman’s constant -228.6 (dBW/HzK) Boltzman’s constant -228.6 (dBW/HzK)
Terminal antenna G/T -24.16 (dB/K) Satellite G/T -12.03 dB/K
Other losses -0.5 (dB) Other losses -0.5 (dB)
Noise Density N0 -204.4 (dBW/Hz) Noise Density N0 -202 (dBW/Hz)
C/N0 54.84 (dBHz) C/N0 55.34 (dBHz)
Data rate -39.83 dBbps (9600 
bps)
Data rate -39.83 dBbps 
(9600 bps)
Et/N0 (uncoded) 15.01 (dB) Ei/N0 (uncoded) 15.51 (dB)
Ei/N0 (coded) 
>/2 Viterbi, K=7
18.81 (dB) Eb/N0 (coded) Vi 
Viterbi, K=7
19.31 (dB)
Interference Density L -205.6 (dBW/Hz) Interference Density IQ -203.5 (dBW/Hz)
Eb/(N0+Io) (coded) 16.36 (dB) Eb/(N0+Io) 17.01. (dB)
Coherent Comb. Gain 3 (dB) Rake Receiver Gain 1 (dB)
Eb/N0 at spotbeam edge 
(-3dB)
16.36 (dB) Thermal Noise Margin 1 (dB)
Eb/N0 at spotbeam edge 
(-3dB)
16.01 (dB)
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A p p e n d i x  C  
U n c o d e d  Q P S K  P e r f o r m a n c e  i n  A W G N ,  
R i c e a n  a n d  R a y l e i g h  C h a n n e l s
C .l QPSK Performance in the AWGN Channel
QPSK is a very popular modulation scheme in satellite mobile communications due to its 
relatively simple implementation and good performance. Assuming coherent detection of QPSK 
signal in a Gaussian channel, the probability of bit error is given by [PR095]:
an Eb/N0 of at least 6.8 dB is required. The rapid decrease in error rate as Et/N0 increases is 
characteristic of an AWGN channel. This decrease is the fastest that would be encountered.
C.2 QPSK Performance in the Good Channel State
In the good state, fast-fading is assumed to have a Ricean distribution, with a Rice factor c 
depending on the satellite elevation angle and the carrier frequency, so that the pdf of the signal 
amplitude S is given by p(S)good = p(S)Rice. The Ricean distribution arises from the fact that the 
user terminal receives not only the direct LOS signal from the satellite but also a multipath 
component from reflections from nearby obstacles. The Rice factor c denotes the carrier to 
multipath ratio.
The Ricean distribution is described by:
where I0 is the modified Bessel function of zero order.
The mean received power in the good state (the power of the unfaded satellite link normalised to 
unity) is given by:
(C-l)
As it is shown from to achieve a bit error rate of at least 10'3 (99% reliability for a given system)
PRice(S)= ce'c(S+1) I0(2c Vs ) (C-2)
155
Appendix C
E(S/Good Channel) =1 +l/c (C-3)
The performance of QPSK modulation in a Ricean fading channel is analysed in [LIN64]. The 
probability of bit error is given by:
P . = Q ( U , V ) - | 1 +
d + 1
I 0(u-v)
(C-4)
where Q(u,v) is the two dimensional Marcum’s Q function [PR095] :
k=0
■Ik(ab)
and u and v are given by :
(0 5 )
u =
Ic(l + 2d -  2^/d(d + 1)) 
2(l +d)
(C-6)
fc(l + 2d + 2^d(d + 1)) 
2(1 + d)
(C-7)
and d N,
(C-8)
Figure C-l shows the variation in BER of uncoded QPSK modulation in a Ricean fading channel. 
It can be seen from the graph that as the Rice-factor c increases the channel becomes increasingly 
more Gaussian (Large values of c indicate low multipath fading - c —> for the Gaussian 
channel).
156
Appendix C
—  Gaussian
■ • * Sim. c=5 dB
• • Sim. c=10 dB
—  Sim, c=15 dB
■ — Sim, c=20 dB
Figure C-l - Simulation of uncoded QPSK performance in a Ricean fading channel
B .3  Q P S K  Perform ance in  the B a d  C h a n n e l State
I n  t h e  b a d  s t a t e  ( N L O S  c a s e ) ,  t h e  f a d i n g  s t a t i s t i c s  o f  t h e  s i g n a l  a m p l i t u d e  S  a r e  a s s u m e d  t o  b e  
R a y l e i g h  w i t h  a  m e a n  p o w e r  S o = 2 c r ,  w h i c h  v a r i e s  w i t h  t i m e ,  s o  t h e  p d f  o f  S  i s  s p e c i f i e d  a s  :
PRayleigh(S/So) — e
(C-9)
^ o
S o  v a r i e s  s l o w l y  w i t h  a  l o g n o r m a l  d i s t r i b u t i o n ,  p m  ( S 0)  r e p r e s e n t i n g  t h e  v a r y i n g  e f f e c t s  
s h a d o w i n g  i n  t h e  N L O S  s i t u a t i o n .  T h u s  t h e  o v e r a l l  p d f  i n  t h e  b a d  s t a t e  i s  g i v e n  b y :
7 (C-10)Pbad(S)= J pRayl ( S / S J  P L N ( S 0) d S 0
T h e  p r o b a b i l i t y  o f  b i t  e r r o r  f o r  t h e  R a y l e i g h  c h a n n e l  is  d e r i v e d  i n  [ P R 0 9 5 ] ,  a n d  is  g i v e n  b y :
P =
/ d ^
1 - J -----
V V d+1
(C-ll)
w h e r e  d  =  M e a n  R e c e i v e d  P o w e r  A t t e n u a t i o n  * — —
N
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Figure C-2 shows the performance of uncoded QPSK modulation in a Rayleigh fading channel. 
Extremely high link margins are required to achieve a BER of 10'3 even for low drops in the 
signal power.
  Sim 0 dB
* * * ■ Sim. -5 dB
 Sim. -10 dB
 Sim. -15 dB
Figure C-2 - Simulation of uncoded QPSK performance in a Rayleigh fading channel
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A p p e n d i x  D
T h e  G M R - 1  A i r  I n t e r f a c e
D .l Introduction
In this section we provide some information from [GMR-1 05.002] concerning the structure of the 
frames and the timing concepts of timeslots and traffic bursts for the radio subsystem in the 
GMR-1. A full description of the logical-physical channel mapping and channel operation can be 
found in [GMR-1 05.002].
GMR stands for GEO (Geostationary Earth Orbit) Mobile Radio interface, which is used for 
mobile satellite services (MSS) utilising geostationary satellite(s). GMR is derived from the 
terrestrial digital cellular standard GSM and supports access to GSM core networks.
Due to the differences between terrestrial and satellite channels, some modifications to the GSM 
standard are necessary. Some GSM specifications are directly applicable, whereas others are 
applicable with modifications. Similarly, some GSM specifications do not apply, while some 
GMR specifications have no corresponding GSM specification.
D.2 Physical channels 
D.2.1 Radio Frequency Channels
Operational frequencies in the mobile band may be anywhere within the 34 MHz L-band 
1.525 GHz-1.559 GHz (downlink) and 1.6265 GHz-1.6605 GHz (uplink); each carrier will be 
centered on an integer multiple of 31.25 kHz. L-band RF carriers are configured for each spot 
beam, depending on traffic demand, frequency reuse considerations, and available spectrum as a 
result of coordination with other systems using the same spectrum.
In the Frequency Division Multiplexing (FDM) scheme, L-band downlink (forward) radio 
frequency (RF) carriers in the satellite-to-MES (Mobile Earth Station) direction are always paired 
with L-band uplink (return) RF carriers in the MES-to-satellite direction at a frequency offset of
101.5 MHz.
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The 34 MHz operating frequency band is divided into 1.087 paired carriers, with carrier spacing 
of 31.250 kHz. When assigning carriers to spot beams, the smallest addressable unit is a subband. 
A subband is the combination of five carriers. Any subband can be assigned to any spot beam, 
regardless of the location of the spot beam.
In addition to carrying traffic, a subset of RF carriers is assigned to control channels. A carrier can 
be either dedicated to a control channel or shared by both traffic and control channels.
D.2.2 Timeslot and Burst Definition
A physical channel uses time division multiplexing and is defined as a sequence of timeslots on a 
single radio frequency (RF) channel. The transmissions within these timeslots are known as 
bursts.
A burst is a single unit of transmission on the radio path defined in terms of RF channel, RF 
power profile, and modulation symbols. Bursts are sent in a defined time and frequency window 
where the time window is defined by a range of contiguous timeslot numbers, and the frequency 
window is defined by the carrier number. Therefore, a burst represents the physical content of one 
or more contiguous timeslots.
The types of bursts and their duration in bits can be found in [GMR-1-05.002].
Figure D-l - Mapping of logical channels onto physical channels, based on the physical resource
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D.2.3 Multiple Access and Frame structure
The GMR-1 satellite system is a Time Division Multiple Access (TDMA) system. Timing 
configuration in the system is composed of hyperframe, superframe, multiframe, frame, and 
timeslot.
A timeslot has a duration of approximately 1.67 msec. Twenty-four timeslots form a TDMA 
frame, 40 msec in duration.
The timeslots within a TDMA frame will be numbered from 0 to 23, and a particular timeslot will 
be referred to by its timeslot number (TN).
TDMA frames will be numbered by a frame number (FN). The frame number will be cyclic and 
have a range of 0 to FN_MAX = (16 X 4 X 4896) -  1 = 313,343 as defined in GMR-1 05.010 [18]. 
The frame number will be incremented at the end of each TDMA frame. The complete cycle of 
TDMA frame numbers from 0 to FNJVLAX is defined as a hyperframe. The need for a 
hyperframe arises from the requirements of the encryption process, which uses FN as an input 
parameter.
Other combinations of frames include:
Multiframes. A multiflame consists of 16 TDMA frames. Multiframes are aligned so that the FN 
of the first frame in a multiframe, modulo 16, is always 0.
Superframes. A superframe consists of four* multiframes. Superframes are aligned so that the FN 
of the first frame in a superframe, modulo 64, is always 0.
System information cycle. The system information cycle has the same duration as a superframe. 
However, the first frame of the system information cycle is delayed an integer number of frames 
(0-15) from the start of a superframe. (The actual delay is intentionally varied from spot beam to 
spot beam to reduce the satellite’s peak power requirements.) The FCCH and BCCH are used to 
achieve system information cycle synchronization at the MT.
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* 1 hyperframe = 4,896 superframes = 19,584 multiframes = 313,344 TD M A  frames (3h28mn 53 s 760ms)
| 0  | 1 | 2 | 3 1 | 4892 1 4893 | 4894 | 4895~
1- superframe = 4 multiframes = 64 TD M A  frames (2.56 s)
mI ■ I r f r i
1 multiframe = 16 T D M A  frames (640 ms)
| 0  1 1 | 2 | 3 | 4  | 5 | 6 | 7 j 8 | 9 | 10 | 11 | 12 1 13 | 14 | 1 5 ~ j
1 TD M A  frame = 24 timeslots (40 ms)-
51 e l  71 s| 9 l  lo| 111 I3| is[ 16| 17) igj 19j 2p| 2l| 2^  23|
1 timeslot = 78 bit durations (5/3 ms)
 .  ______
(1 bit duration = 5/234 ms)
Figure D-2 - Timeframe structures and timeslots
At the satellite, the TDMA frames on all of the radio frequencies in the downlink of each spot 
beam will be aligned. The same also applies to the uplink.
At the MT, the start of a TDMA frame on the uplink is delayed by a variable amount from the 
start of the TDMA frame on the downlink. This delay is variable to allow for signal propagation 
delay. The process of adjusting this delay is detailed in [GMR-1 05.010].
D.3 Traffic Channels
The channel rate supported for the GMR-1 described system is around 50 kbps. This is coded 
information (traffic) along with the required signaling (control).
In GMR-1 three types of traffic channels are described:
TCH3: This channel carries information (not including guard time, unique word, or power control 
bits) at a gross rate of 5.20 kbps. (Encoded speech).
TCH6: This channel carries information (not including guard time, unique word, or power control 
bits) at a gross rate of 10.75 kbps. (Traffic channel for 4.8 kbps user data (TCH6))
TCH9: This channel carries information (not including guard time, unique word, or power control 
bits) at a gross rate of 16.45 kbps. (Traffic channel for 9.6 kbps user data (TCH9))
All traffic channels are bidirectional.
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Channel Type User Information 
Capability
Timeslots per 
Burst
Gross Data 
Transmission Rate
TCH3 Encoded speech 3 5.85 kbps
TCH6 User data: 4.8 kbps 
Fax: 2.4 or 4.8 kbps
6 11.70 kbps
TCH9 User data: 9.6 kbps 
Fax: 2.4, 4.8, or 9.6 kbps
9 17.55 kbps
Table D-l -  Traffic channels
D.3.1 Physical-channel-relative timeslot number (PCRTN)
A PCRTN ranges from 0 to N-l, where N is the number of timeslots in the physical channel per 
TDMA frame. For instance, a TC6d would have PCRTN ranging from 0 to 5. The Table below 
gives an example of the PCRTN for a TC6d that starts at TN 4.
TDMA FRAME = 24 TIMESLOTS
TN: 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
PCRTN: 0 1 2 3 4 5
Table D-2 PCRTN for a TC6d starting at TN 4
In this table, the numbers from 0 to 23 in the shaded area represent the 24 timeslots of a TDMA 
frame. The double-outlined lighter portion represents the six timeslots of a TC6 within the larger 
TDMA frame. The TC6d starts at TN=4. Relative to the start of the physical channel, however, 
TN4 is the same as PCRTNO.
163
Appendix E
A p p e n d i x  E  
S i m u l a t i o n  P a c k a g e  o f  O r b i t  C o n s t e l l a t i o n  
( S P O C + )
E .l Constellation Modelling and Simulation.
All the elevation, diversity, and handover statistics produced in this thesis were produced using 
the SPOC+ program developed at the University of Surrey.
SPOC+ is written in C++ programming language. It therefore supports a class hierarchy in C++. 
SPOC+ consists of 3 basic C program files and their associated header files and constellation 
classes. Each constellation is modelled by including the relevant orbit parameters in an input file 
and by specifying the desired simulation time, the user location parameters, together with the 
output statistics which are required.
With these fundamental files one can simulate the orbit constellation movement and write his own 
functions and code to calculate any parameter that can be associated with the satellite motion.
E.2 Simulation Procedure
For the inclined systems, Globalstar and ICO, the satellite coverage is assumed to be constant 
with varying longitude, and symmetrical about the equator. The diversity and elevation statistics 
were measured at the 0° longitude meridian between 0°-90° latitude. The Iridium system uses near 
polar orbits which follow the meridians of longitude so a single set of measurements with a 
constant longitude value would give a misleading result. These sets of measurements, 
corresponding in latitude to those mentioned above, were taken from 0° to 15° longitude at steps 
of 7.5°. The mean result was calculated and used as a singular representative of results. The 15° 
longitude range was chosen as the spacing between Iridium planes is 30°.
E.3 Model Input files
The models of each system are listed below for the reader’s information.
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Constellation Input Parameters
Number of planes :
Constellation start year :
Constellation start month :
Constellation start day :
Constellation start hour :
Constellation start minute : 
Constellation start second : 
Constellation start seclOO : 
Simulation start year :
Simulation start month :
Simulation start day :
Simulation start hour :
Simulation start minute :
Simulation start second :
Simulation start seclOO :
Simulation step minutes :
Simulation step seconds :
Simulation step seclOO :
Number of satellite/plane :
Inclination of the plane :
Orbit period :
RAAN :
Exccentricity :
Perigee :
Anormaly :
Number of Tiers :
Minimum elevation  angle :
Globalstar ICO Iridium
8 8 6
1994 1994 1994
1 1 1  
1 1 1  
0 0 0
0 0 0
0 0 0
0 0 0
1994 1994 1994
1 1 1  
1 1 1  
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
1 1 1  
0 0 0
6 5 6
52.0 44.4 86.0
114.088333 359.13333 100.45
45.0 180.0 30.0
0. 0 0. 0 0. 0
0. 0 0. 0 0. 0
7.5 0.0 16.364
2 7 4
10 10 8.2
165
Appendix F
A p p e n d i x  F
S i m u l a t i o n  V a l i d a t i o n
In order to test and validate that our simulation runs correctly, we have been testing each part 
separately and comparing the isolated results with results found either in literature or results found 
by analytical solutions (where applicable).
F .l Constellation simulation verification.
The validation of the SPOC+ simulator was achieved by plotting the mean elevation and diversity 
angle statistics for a set of latitudes. The statistics calculated show a perfect match with results 
presented in literature [KREW98].
F.2 Satellite channel simulation verification
The satellite channel model was tested based on the availability calculations derived. The results 
were compared to the availability results corresponding to fish-eye images [MEEN98] and the 
availability results in [GKI99] where the shadowing probabilities are directly derived from the 
time share of shadowing. The agreement between our LOS availability results and the results in 
[MEEN98] and [GKI99] indicate that the simulation of the four state Markov model produces the 
correct results.
F.3 Traffic modelling verification
In order to test that the functions generating the traffic traces are correct we have plotted the 
traces. The simulation products have the pdf of the generation function.
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