Abstract. Many large-scale problems in dynamic and stochastic optimization can be modeled with extended linear-quadratic programming, which admits penalty terms and treats them through duality. In general the objective functions in such problems are only piecewise smooth and must be minimized or maximized relative to polyhedral sets of high dimensionality. This paper proposes a new class of numerical methods for "fully quadratic" problems within this framework, which exhibit second-order nonsmoothness. These methods, combining the idea of finite-envelope representation with that of modified gradient projection, work with local structure in the primal and dual problems simultaneously, feeding information back and forth to trigger advantageous restarts.
1. Introduction. A number of recent papers have described "extended linearquadratic programming" as a modeling scheme that is much more flexible for problems of optimization than conventional quadratic programming and seems especially suited to large-scale applications, in particular because of way penalty terms can be incorporated. Rockafellar and Wets in [1] , [2] , first used the concept in two-stage stochastic programming, where the primal dimension is low but the dual dimension is high. It was developed further in its own right in Rockafellar [3] , [4] , and carried in the latter paper to the context of continuous-time optimal control. Discrete-time problems of optimal control, both deterministic and stochastic (i.e., multistage stochastic programming) were analyzed as extended linear-quadratic programming problems in Rockafellar and Wets [5] and shown to have a remarkable property of Lagrangian decomposability in the primal and dual arguments, both of which can be high dimensional. These models raise new computational challenges and possibilities.
A foundation for numerical schemes in large-scale extended linear-quadratic programming has been laid in Rockafellar [6] and elaborated for problems in multistage format in Rockafellar [7] . The emphasis in [6] is on basic finite-envelope methods, which use duality in generating envelope approximations to the primal and dual objective functions through a finite sequence of separate minimizations or maximizations of the Lagrangian. These methods generalize the one originally proposed in [1] for two-stage stochastic programming and implemented by King [8] and Wagner [9] . They center on the "fully quadratic" case, where strong convexity is present in both the primal and dual objectives, relying on exterior schemes such as the proximal point algorithm to create such strong convexity iteratively when it might otherwise be lacking.
Here we propose new algorithms which for fully quadratic problems combine the idea of finite-envelope representation with that of nonlinear gradient projection. In these methods the envelope approximations are utilized in a sort of steepest descent format or conjugate gradient format in the primal and dual problems simultaneously. A type of feedback is introduced between primal and dual that takes advantage of information jointly uncovered in computations, which in practice greatly speeds convergence. Both algorithms fit into a fundamental scheme for which global convergence is established. Under a weak geometric assumption akin to strict complementary slackness at optimality, the steepest descent version is shown to converge at a linear rate, while the conjugate gradient version has a finite termination property.
Both versions differ significantly from their traditional namesakes not only through the incorporation of a primal-dual scheme of gradient projection, but also in handling objective functions that generally could involve a complicated polyhedral "cell" structure not conducive to explicit description by linear equations and inequalities. They treat the underlying constraints without resorting to an active set strategy, which would not be suitable for problems having high dimensionality in both primal and dual.
An important feature is that the computations are not carried out in terms of a large, sparse matrix, such as might in principle serve in part to specify the two problems, but through subroutines for separate minimization and maximization of the Lagrangian in its primal and dual arguments. This framework appears much better adapted to the special structure available in dynamic and stochastic applications, and it supports extensive parallelization. To make this point clearer, and to introduce facts and notation that will later be needed, we discuss briefly the nature of extended linearquadratic programming and the way it differs from ordinary quadratic programming.
From the Lagrangian point of view, extended linear-quadratic programming is directed toward finding a saddle point (ū,v) of a function where U and V are nonempty polyhedral (convex) sets in lR n and lR m respectively, and the matrices P ∈ lR n×n and Q ∈ lR m×m are symmetric and positive semidefinite. (One has p ∈ lR n , q ∈ lR m , and R ∈ lR m×n .) Associated with L, U and V are the primal and dual problems minimize f (u) over all u ∈ U, where f (u) := sup We speak of the fully quadratic case of (P) and (Q) when both of the matrices P and Q are actually positive definite.
Standard quadratic programming would correspond to Q = 0 and V = lR m1 + × lR m2 . Then f would consist of a quadratic function plus the indicator of a system of m 1 linear inequality constraints and m 2 linear equations, the indicator being the function which assigns an infinite penalty whenever these constraints are violated. Other choices of Q and V yield finite penalty expressions of various kinds. This is explained in [4, Secs. 2 and 3] with many examples. For sound modeling in large-scale applications with dynamics and stochastics such as in [1] , [2] and [5] , it appears wise to use finite rather than infinite penalties whenever constraints are "soft." Extended linear-quadratic programming makes this option conveniently available. To the extent that constraints in the primal problem are "hard," they can be handled either by placing them in the definition of the polyhedron U or through an augmented Lagrangian technique which corresponds to an exterior scheme of iterations of the proximal point algorithm, as already mentioned.
Theorem 1.1. [4] (Properties of the objective functions.) The objective functions f in (P) and g in (Q) are piecewise linear-quadratic: in each case the space can be partitioned in principle into a finite collection of polyhedral cells, relative to which the function has a linear or quadratic formula. Moreover, f is convex while g is concave.
In the fully quadratic case of (P) and (Q), f is strongly convex and g is strongly concave, both functions having continuous first derivatives.
Theorem 1.2.
[4], [1] (Duality and optimality.) (a) If either of the optimal values inf(P) or sup(Q) is finite, then both are finite and equal, in which event optimal solutionsū andv exist for the two problems. In the fully quadratic case in particular, the optimal values inf(P) and sup(Q) are finite and equal; then, moreover, the optimal solutionsū andv are unique.
(b) A pair (ū,v) is a saddle point of L(u, v) over U × V if and only ifū solves (P) andv solves (Q), or equivalently, f (ū) = g (v) .
Current numerical methods in standard quadratic programming, and the somewhat more general area of linear complementarity problems [10] , where U = lR n + , V = lR m + , and Q is not necessarily the zero matrix, are surveyed by Lin and Pang [11] . Other efforts in recent times have been made by Ye and Tse [12] , Monteiro and Adler [13] , Goldfarb and Liu [14] .
None of these approaches is consonant with the large-scale applications that attract our interest, because the structure in such applications is not well served by the wholesale reformulations that would be required when penalty expressions are much involved. Although any problem of extended linear-quadratic programming can in principle be recast as a standard problem in quadratic programming, as established in [1, Theorem 1] , there is a substantial price to be paid in dimensionality and loss of symmetry, as well as in potential ill-conditioning. If the original problem had n primal and m dual variables, and the expression of U and V involved m and n constraints beyond nonnegavity of variables, then the reformulated problem in standard format would generally have n + n + m primal and m + m dual variables, and its full constraint system would tend to degeneracy (see [1, proof of Theorem 1]). The dual problem would be quite different in its theoretical properties from the primal problem, so that computational ideas developed for the one could not be applied to the other.
Any problem of extended linear-quadratic programming can alternatively be posed in terms of solving a certain linear variational inequality (generalized equation) as explained in [6, Theorem 2.3] , and from that one could pass to a linear complementarity model. Symmetry and the meaningful representation of dynamic and stochastic structure could be maintained to a larger extent in this manner. But linear complementarity algorithms tend to be less robust than methods utilizing objective function values, and an increase in dimensionality would still be required in handling constraints, even if these are simply upper and lower bounds on the variables. Furthermore, such algorithms typically have to be carried to completion. They do not generate sequences of primal-feasible and dual-feasible solutions along with estimates of how far these are from being optimal, as is highly desirable when problem size borders on the difficult.
While much could be said about the special problem structure in dynamic and stochastic applications [5] , [7] , it can be summarized for present purposes in the assertion that such problems, when formulated with care, satisfy the double decomposability assumption [6] . This means that for any fixed u ∈ U it is relatively easy to maximize L(u, v) over v ∈ V , and likewise, for any fixed v ∈ V it is relatively easy to minimize L(u, v) over u ∈ U , usually because of separability when either of the Lagrangian arguments is considered by itself. These subproblems of maximization and minimization calculate not only the objective values f (u) and g(v) but also, in the fully quadratic case where L is strongly convex-concave, the uniquely determined vectors
The issue is how to make use of such information in the design of numerical methods. Some proposals have already been made in Rockafellar [6] . Other ideas, which involve splitting algorithms, have been explored by Tseng [15] , [16] . Here we aim at adapting classical descent algorithms with help from convex analysis [17] .
In this paper we make the blanket assumption of double decomposability, taking it as license also for exact line searchability [6] : the supposition that it is possible to minimize f (u) over any line segment joining two points in U , and likewise, to maximize g(v) over any line segment joining two points in V . We focus on the fully quadratic case, even though standard quadratic programming is thereby excluded and a direct comparison with other computational approaches, apart from the finite-envelope methods in [6] , becomes difficult. Our attention to that case is justified by its own potential in mathematical modeling (cf. [2] , [4] ) and because strong convexity-concavity of the Lagrangian can be created, if need be, through some outer implementation of the proximal point algorithm [18] , [19] , as carried out in [1] and [8] . The questions concerning such an outer algorithm are best handled elsewhere, since they have a different character and relate to a host of primal-dual procedures in extended linearquadratic programming besides the ones developed here, cf. [1] , [2] , [6] . In particular, such questions are taken up in Zhu [20] .
The supposition that line searches can be carried out exactly is an expedient to allow us to concentrate on more important matters for now. It is also in keeping with the exploration of finite termination properties of the kind usually associated with conjugate gradient-like algorithms, which is part of our agenda. One may observe also that because of the piecewise linear-quadratic nature of the objective functions in Theorem 1.1, line searches in our context are of a special kind where "exactness" is not far-fetched.
A common sort of problem structure which fits with double decomposability is the box-diagonal case, where P and Q are diagonal matrices,
the entries α j and β i being positive (for fully quadratic problems), while U and V are boxes representing upper and lower bounds (not necessarily finite) on the components of u = (u 1 , . . . , u n ) and v = (v 1 , . . . , v m ):
In this case, we have for each u ∈ U that the problem of maximizing L(u, v) over v ∈ V to obtain f (u) and F (u) decomposes into separate one-dimensional subproblems in the individual coordinates: for i = 1, . . . , m
Likewise, the problem of minimizing L(u, v) over u ∈ U for given v ∈ V , so as to calculate g(v) and G(v), reduces to the separate problems
Clearly, there exist very simple closed-form solutions to these one-dimensional subproblems. No actual minimization or maximization routine needs to be invoked. Often there are ways also of obtaining the answers without explicitly introducing the r ij 's. In notation, we shall refer consistently to (1.7)ū = the unique optimal solution to (P), v = the unique optimal solution to (Q), these properties meaning by Theorem 1.2 that
or equivalently in terms of the mappings F and G that
Furthermore, we shall write
2 , w, u P = w·P u and z, v Q = z·Qv for the norms and inner products corresponding to the positive definite matrices P and Q. It is these norms and inner products, rather than the canonical ones, that intrinsically underlie the analysis of our problems, and it is well to bear this in mind. Just as the function f , if it is C 2 around a point u, can be expanded as
it can also be expanded as
for a certain vector ∇ P f (u) and a certain matrix ∇ 2 P f (u); similarly for g in terms of
In appealing to this symbolism we shall better be able to bring out the basic structure and convergence properties of the proposed algorithms. We cite now from [6] several fundamental properties on which the algorithmic developments in this paper will depend. Proposition 1.3. [6, p. 459] (Optimality estimates.) Supposeû andv are elements of U and V satisfying f (û)−g(v) ≤ ε, where ε ≥ 0. Thenû andv are ε-optimal in the sense that |f (û) − f (ū)| ≤ ε and |g(v) − g(v)| ≤ ε. Moreover, û −ū P ≤ √ 2ε and v −v Q ≤ √ 2ε. Proposition 1.4. [6, pp. 438, 469] (Regularity properties.) The functions f and g are continuously differentiable everywhere, and the mappings F and G are Lipschitz continuous:
where in terms of the constant
one has (1.14)
The finite-envelope idea enters through repeated application of the mappings F and G. The rationale is discussed at length in [6] , but the main facts needed here are in the next two propositions. Proposition 1.5. [6, p. 460] (Envelope properties.) For arbitrary u 0 ∈ U and
while in the dual problem
so from the definition of u 2 and v 2 one has that
Proof. The first equation in (1.17) expands L(·, v 1 ) at u 0 in accordance with (1.15) , and the rest of (1.17) re-expresses this via (1.10) and (1.11). Since u 2 := argmin u∈U L(u, v 1 ), u 2 is thus the · P -nearest point of U to u 0 −∇ P f (u 0 ), so u 2 −u 0 is the · P -projection of −∇ P f (u 0 ) on U − u 0 . The assertions in the v-argument are verified similarly.
The formulas in (1.19) give the precise form of (nonlinear) gradient projection that is available through our assumed ability to calculate F (u) and G(v) whenever we please. It is this form, therefore, that we shall incorporate in our algorithms. The reader should note this carefully, or a crucial feature of our approach, in its applicability to large-scale problems, will be missed. Although the gradients of f and g exist and are expressed by the formulas in Proposition 1.4, we do not have to calculate them through these formulas, much less apply a subroutine for gradient projection. In particular, it is not necessary to generate or store the potentially huge or dense matrix R. To execute our algorithms, one only needs to be able to generate the points u 1 , u 2 , v 1 and v 2 from a given pair u 0 and v 0 . As explained, this can be done through subroutines which minimize or maximize the Lagrangian individually in the primal or dual argument, cf. (1.2). For multistage, possibly stochastic, optimization problems expressed in the format of [1] , [2] , and [6] , such subroutines can easily be written in terms of the underlying data structure (without ever introducing R!).
In obtaining our results about local rates of convergence, a mild condition on the optimal solutionsū andv will eventually be required. To formulate it, we introduce the sets
which are called the critical faces of U and V in (P) and (Q) [6] . They are closed faces of the polyhedral sets U and V , and they contain the optimal solutionsū and v, respectively, by virtue of the elementary conditions for the minimum of a smooth convex function (or the maximum of a smooth concave function). Definition 1.7. (Critical face condition.) The critical face condition will be said to be satisfied at the optimal solutionsū andv ifū ∈ ri U 0 andv ∈ ri V 0 (where "ri" denotes relative interior in the sense of convex analysis).
We do not add this condition as a standing assumption, but it will be invoked several times in connection with the following property of the envelope mappings F and G, which is implicit in [6, Theorem 5.4] in its proof, but is stated here explicitly. Proposition 1.8. (Envelope behavior near the critical faces.) There exist neighborhoods ofū andv with the property that if the points u 0 ∈ U and v 0 ∈ V belong to these neighborhoods, then the points
will be such that u 1 and u 2 belong to the primal critical face U 0 , while v 1 and v 2 belong to the dual critical face V 0 . Under the critical face condition, the neighborhoods can be chosen so that u 1 and u 2 actually belong to ri U 0 , while v 1 and v 2 belong to ri V 0 .
Proof. We adapt the argument given for [6, Theorem 5.4] . From (1.9) and the continuity of F and G in Proposition 1.4, we know that by making u 0 and v 0 close tō u andv we will make u 1 and u 2 close toū and v 1 and v 2 close tov. For each vector w ∈ lR n , let M (w) be the closed face of the polyhedron U on which the function u → w·u achieves its minimum. This could be empty for some choices of w, but in the case ofw = ∇ u L(ū,v) it is U 0 , which containsū. The graph of M as a setvalued mapping is closed (as can be verified directly or through the observation that M is the subdifferential of the support function of U , cf. [17, Secs. 13, 23] ), and M has only finitely many values (since U has only finitely many faces). It follows that M (w) ⊂ M (w) = U 0 when w is in some neighborhood ofw. We can apply this in particular to w = ∇ u L(u 1 , v 0 ), noting that this vector will be close tow when u 0 and v 0 are sufficiently close toū andv. The point u 1 minimizes L(u, v 0 ) over u ∈ U and therefore has the property that ∇ u L(u 1 , v 0 )·(u − u 1 ) ≤ 0 for all u ∈ U , which means u 1 ∈ M (w). Therefore u 1 ∈ U 0 when u 0 and v 0 are sufficiently close toū andv.
Parallel reasoning demonstrates that v 1 ∈ V 0 under such circumstances. If the critical face condition holds, then as u 1 and v 1 approachū andv they must actually enter the relative interiors ri U 0 and ri V 0 . The same argument can be applied now to reach these conclusions for u 2 and v 2 .
2. Formulation of the Algorithms. The new methods for the fully quadratic case of problems (P) and (Q) will be formulated as conceptual algorithms involving line search. The convergence analysis will be undertaken in Sections 3, 4, and 5, and the numerical test results will be given in Section 6 .
In what follows, we use [w 1 , w 2 ] to denote the line segment between two points w 1 and w 2 , and we use ν as the running index for iterations.
The main characteristic of the new methods is the coupling of line search procedures in the primal and dual problems with interactive restarts. To assist the reader in understanding this, we first formulate the method analogous to steepest descent, where there are fewer parameters and the algorithmic logic is simpler. Step 0 (initialization). Choose a real value for the parameter ε ≥ 0 (optimality threshold). Set ν := 0 (iteration counter). Specify starting pointsû 0 0 ∈ U andv 0 0 ∈ V for the sequences {û ν 0 } ⊂ U and {v ν 0 } ⊂ V that will be generated along with {u ν 0 } and {v ν 0 }.
Step 1 (evaluation). Calculate
Step 2 (interactive restarts). Take
(In an interactive primal restart, the calculation of G(v ν 1 ) yields the new g(v ν 1 ). Likewise, in an interactive dual restart, the calculation of F (u ν 1 ) yields the new f (u ν 1 ).)
Step 3 (optimality test). Let
≤ ε, terminate withû andv being ε-optimal solutions to (P) and (Q).
Step 4 (line segment search). Search for
.
Return then to
Step 1 with the counter ν increased by 1. Basically, the idea in this method is that if the pointû ν 1 calculated as a by-product of finding the projected gradient (1.19) in the dual problem gives a better value to the objective in the primal problem than does the current primal pointû ν 0 , we take it instead as the current primal point (and accordingly recalculate the projected gradient in the primal problem). Likewise, if the pointv ν 1 calculated as a by-product of finding the projected gradient (1.19) in the primal problem happens to give a better value to the objective in the primal problem than the current dual pointv ν 0 , we take it instead as the current dual point (and accordingly recalculate the projected gradient in the dual problem). Here it may be recalled thatû ν 1 minimizes over U the convex quadratic function L(·,v ν 0 ), which is a lower approximant to the objective function f in (P) that would have the same minimum value as f over U ifv ν 0 were dual optimal. By the same token,v ν 1 maximizes over V the concave quadratic function L(û ν 0 , ·), which is an upper approximant to the objective function g in (Q) that would have the same maximum value as g over V isû ν 0 were primal optimal. Once the issue of triggering a primal or dual interactive restart (or both) settles down in a given iteration, we perform line searches in the directions indicated by the projected gradients in the two problems. If U were the whole space lR n , the primal search direction would be the true direction of steepest descent for f (relative to the geometry induced by the Euclidean norm · P on lR n ). Similarly, if V were the whole space lR m , the dual search direction would be the true direction of steepest ascent for g (relative to the geometry of the Euclidean norm · Q on lR m ). However, even in this unconstrained case there would be a difference in the way the searches are carried out, in comparison with classical steepest descent, because instead of looking along an entire half-line we only optimize along a line segment whose length is that of the gradient, i.e., we restrict the step size to be at most 1. (Also, we call for an "exact" optimum because the objective is piecewise strictly quadratic with only finitely many pieces. Clearly, this requirement could be loosened, but the issue is minor and we do not wish to be distracted by it here.)
The restriction to a line segment instead of a half-line is motivated in part by the fact that the line segment is known to lie entirely in the feasible set. A search over a half-line would have to cope with detecting the feasibility boundary in the search parameter, which could be a disadvantage in a high-dimensional setting, although this topic could be explored further. Heuristic motivation for the restriction comes also from evidence of second-order effects induced by the primal-dual feedback, as discussed below. It turns out that under mild assumptions the optimal step sizes along a half-line would eventually be no greater than 1 anyway.
The interactive restarts may seem like a merely opportunistic feature of Algorithm 1, but they have a marked effect, as the numerical tests in Section 6 will reveal. When interactive restarts are blocked, so that the algorithm reverts to two independent procedures in the primal and dual settings (through a sort of computational "lobotomy"), the performance is slowed down to what one might expect from a steepest-descent-like algorithm. On the other hand, when the interactions are permitted the performance in practice is quite comparable to that of more complicated procedures which attempt to exploit second-order properties. The feedback between primal and dual appears able to supply some such information to the calculations.
In order to develop a broader range of interactive-restart methods, analogous not only to steepest descent but to conjugate gradients, we next formulate as Algorithm 0 a bare-bones procedure which will serve in establishing convergence properties of such methods, including Algorithm 1. The chief complication in Algorithm 0 beyond what has already been seen in Algorithm 1 comes through the introduction of cycles for primal and dual restarts. With respect to these cycles an additional threshold parameter is introduced as a technical safeguard against interactive restarts being triggered too freely, without assurance of adequate progress.
Algorithm 0. (General Primal-Dual Projected Gradient Algorithm, PDPG.) Construct primal and dual sequences {u ν 0 } ⊂ U and {v ν 0 } ⊂ V as follows.
Step 0 (initialization). Choose an integer value for the parameter k > 0 (cycle size) and real values for the parameters ε ≥ 0 (optimality threshold) and δ > 0 (progress threshold). Set ν := 0 (iteration counter), k p := 0 (primal restart counter), and k d := 0 (dual restart counter). Specify starting pointsû 0 0 ∈ U andv 0 0 ∈ V for the sequences {û ν 0 } ⊂ U and {v ν 0 } ⊂ V that will be generated along with {u ν 0 } and {v ν 0 }.
(In an interactive primal restart the calculation of G(v ν 1 ) yields the new g(v ν 1 ). Likewise, in an interactive dual restart the calculation of F (u ν 1 ) yields the new f (u ν 1 ).) Set k p := 0 if an interactive primal restart occurred in this step, k d := 0 if an interactive dual restart occurred in this step.
Step 4 (search endpoint generation). Take
, u ν e ∈ U according to an auxiliary rule otherwise.
e ∈ V according an auxiliary rule otherwise.
Step 5 (line segment search). Search for
g(v).
Step 1 with the counters ν, k p and k d increased by 1. By specifying the auxiliary rules in Step 4 for generating the search interval endpoints u ν e and v ν e in iterations where k p or k d is not a multiple of k, we obtain particular realizations of Algorithm 0. An attractive case in which these rules correspond to a "conjugate gradient" approach with cycle size k will be developed presently as Algorithm 2. Before proceeding, however, we want to emphasize for theoretical purposes that Algorithm 1 is itself a particular realization of Algorithm 0.
Proposition 2.1. Algorithm 0 reduces to Algorithm 1 when the cycle size is k = 1 (except for a slight difference in iteration ν = 0).
Proof. In returning from
Step 4 of Algorithm 0 to Step 1, the counters k p and k d are always at least 1. It follows that if k = 1 the condition in Step 2 with progress threshold δ will never come into play after such a return. Thus, the only possible effect of this threshold will be in iteration ν = 0, where a restart will be avoided unless it improves the objective by at least δ. In Step 4, k p and k d will always be multiples of k, so we will always have u ν e = u ν 2 and v ν e = v ν 2 . Thus the counters k p and k d become redundant and the auxiliary rules moot.
In Algorithm 0 in general, k p counts iterations in the primal problem from the start or the most recent interactive primal restart. An iteration that begins with k p being a positive multiple of k is said to be one in which an ordinary primal restart takes place (whether or not an interactive primal restart also takes place), because it marks the completion of a cycle of k iterations not cut short by an interactive primal restart. Every iteration involving an ordinary or interactive primal restart ends by searching the line segment [u ν 0 , u ν 2 ], where u ν 2 −u ν 0 is the negative of the current projected gradient of f in (1.19). The dual situation is parallel in terms of the counter k d and the notion of an ordinary dual restart.
The role of the parameter δ > 0 is to control the extent to which the algorithm forgoes interactive restarts and insists on waiting for ordinary restarts. Interactive restarts are always accepted if they improve the corresponding objective value by the amount δ or more, but there can only be finitely many iterations with this size of improvement, due to the finiteness of the joint optimal value in (P) and (Q) (Theorem 1.1). When such improvement is no longer possible, interactive restarts are blocked in the primal until an ordinary restart has again intervened, unless one is already occurring in the same iteration; the same holds in the dual. This feature ensures that full cycles of k iterations will continue to be performed in the primal and dual as long as the algorithm keeps running, which is important in establishing certain properties of convergence.
Recall that the point u ν 2 minimizes over U the lower envelope function
. Even apart from the projected gradient interpretation, therefore, there is motivation in searching the line segment [u ν 0 , u ν 2 ] in order to reduce the objective value f (u) in primal. The same motivation exists for searching [v ν 0 , v ν 2 ] in the dual. As a matter of fact, we shall prove in Proposition 5.1 that on exiting from Step 5 (line segment search) of Algorithm 0, the pointû
) will be the minimum point relative to U for the envelope function
When the algorithm reaches Step 2 in the iteration, it will compare the pointû ν+1 0
resulting from the just-completed line search in the primal with the pointû ν+1 1 resulting from minimizing the lower envelope function f ν (u), and it will take the "better" of the two as the next primal iterate. In the dual procedure there are corresponding comparisons betweenv
We focus now on a specialization of Algorithm 0 in which, in contrast to Algorithm 1, the cycle provisions are crucial and the auxiliary rules nontrivial. The rules emulate those of the classical conjugate gradient method (Hestenes-Stiefel).
Algorithm 2. (Primal-Dual Conjugate Gradient Method, PDCG.) In the implementation of Algorithm 0, choose a cycle size k > 1 and use the following auxiliary rules to get the search intervals in Step 4. Unless k p ≡ 0(mod k), set
where
Q . Note that because the auxiliary rules are never invoked in iteration ν = 0 (where k p = 0 and k d = 0), the points indexed with ν − 1 in the statement of Algorithm 2 are all well defined. Another thing to observe is the fact that in (2.2) and (2.6) we actually have
These inequalities follow from (2.1) and (2.5) and the monotonicity of gradient mappings of convex functions. In Proposition 4.4 we shall prove that under the critical face condition the inequalities in (2.9) hold strictly in a vicinity of the optimal solution if the critical faces are reached by the corresponding iterates. On the other hand, it is apparent from (2.3) and (2.7) that (2.10)
and
Hence, the search direction vector in the primal is, in fact, a convex combination of the P -projection of −∇ P f (u 0 ) and the search direction vector in the previous primal iteration. Similarly, the search direction vector in the dual is a convex combination of the Q-projection of ∇ Q g(v 0 ) and the search direction vector in the previous dual iteration. We shall prove in Theorem 4.5 that under the critical face condition, the primal iterations in Algorithm 2 reduce in a vicinity of the optimal solution to (P) to the execution of the Hestenes-Stiefel conjugate gradient method if the critical face U 0 is eventually reached by the primal iterates, and similarly for the dual iterations. From this we will obtain a termination property for Algorithm 2, which will be invoked by an interactive restart of the algorithm.
Algorithm 2 departs a bit from the philosophy of Algorithm 1 in utilizing unprojected gradients in (2.1) and (2.5) instead of just projected gradients. These unprojected gradients are available through (1.11) and (1.12) (also (1.15) or (1.16)), and for multistage optimization problems in the pattern laid out in [7] they can still be calculated without having to invoke the gigantic R matrix. An earlier version of Algorithm 2 that we worked with did use the projected gradients exclusively, and it performed similarly, but there were technical difficulties in establishing a finite termination property. Future research may shed more light on this issue. The same can be said of another small departure in Algorithm 2 from the philosophy one might hope maintain in a "conjugate gradient" method: the introduction on occasion of step sizes possibly greater than 1 relative to
) through the second alternatives in (2.4) or (2.8).
3. Global Convergence and Local Quadratic Structure. This section establishes some basic convergence properties of Algorithms 0, 1 and 2. It also reveals the special quadratic structure in (P) and (Q) around the optimal solutionsū andv in the case where the critical face condition is satisfied, which will be utilized in further convergence analysis in Section 5. −u ν 0 )·∇f (u ν 0 ) ≤ 0 through the line search. (Note that we get this inequality instead of an equation because the search is over a segment rather than a half-line; the minimizing point could be at the end of the segment.) Hence
Therefore where B : U → → U is the point-to-set mapping B(u) = {u ∈ U | f (u ) ≤ f (u)}. Note that the sequence {f (u ν 0 )} is nonincreasing. Now let K p be the sequence consists of the indices of those iterations in which a line search on [u ν 0 , u ν 2 ] is performed for the primal objective function. Then K p is an infinite subsequence of {ν} unless the procedure happens to terminate with the exact optimal solutionsū andv in a finite number of iterations. Let ν and ν be two consecutive elements in K p with ν > ν . Then we can write u ν 0 ∈ A(u ν 0 ). By Proposition 3.1, moreover, the vector u 2 − u 0 is a descent direction for the primal objective f (u) at u 0 unless u 0 is already optimal. Since we are in the fully quadratic case, the set {u ∈ lR n | f (u) ≤ f (u 0 0 )} is compact, and the optimal solutionū for problem (P) is unique. It follows then that 
0 ∈ V 0 for all sufficiently large ν. Proof. We prove the primal part. The proof of the dual part is similar. Observe thatv ν 0 →v as v ν 0 →v in the algorithm. Hence by Proposition 1.8, we haveû ν 1 ∈ U 0 as well as u ν 2 ∈ U 0 for sufficiently large ν. Then in Algorithm 1 we have
is defined either asû . From this it is apparent that our assertion is valid in the case of sequences generated by Algorithm 1.
For Algorithm 2, we claim that for sufficiently large ν we have u ν e ∈ U 0 when u ν 0 ∈ U 0 . For if u ν e = u ν 2 , we certainly have u ν e = u ν 2 ∈ U 0 . If u ν e = u ν 2 , then u ν cg is a convex combination of u ν−1 e and u ν 2 ∈ U 0 , and there is no interactive restart in iteration ν, i.e.,û ν 0 = u ν 0 ∈ U 0 . Nowû ν 0 = u 
], which also implies u ν−1 e ∈ U 0 since U 0 is a face of U . Then u ν cg ∈ U 0 , and by the definition of u ν e in the algorithm we have u ν e ∈ U 0 . Therefore
for sufficiently large ν. Thus, our assertion is valid also in the case of sequences generated by Algorithm 2.
Remark. With the aid of the concept of an ultimate quadratic region introduced later in Definition 3.7, it will be seen that when the critical face condition is satisfied, the assertion of the proposition can be written as follows: after the sequences {u ν 0 } and {v ν 0 } have entered an ultimate quadratic region, once u ν 0 ∈ U 0 for some ν , then u ν 0 ∈ U 0 for all ν ≥ ν ; and similarly once v ν 0 ∈ V 0 for some ν , then v ν 0 ∈ V 0 for all ν ≥ ν .
For Algorithm 2, broader results on finite termination than the one in Corollary 3.4 will be obtained when the critical face condition is satisfied through reduction to a simpler quadratic structure which is identified as governing in a neighborhood of the solution. This local structure will also be the basis for developing convergence rates for Algorithms 1 and 2 in cases without finite termination. In developing it in the next theorem, we recall the notion of the affine hull aff C of a convex set C: this is the smallest affine set that includes C, or equivalently, the intersection of all the hyperplanes that include C [17] . Theorem 3.6. (Quadratic structure near optimality.) Suppose the critical face condition is satisfied. Then f is quadratic in some neighborhood ofū, while g is quadratic in some neighborhood ofv. Furthermore, for points u 0 ∈ U and v 0 ∈ V sufficiently close toū andv, the P -projection of −∇ P f (u 0 ) on U − u 0 is the same as that on aff U 0 − u 0 , while the Q-projection of ∇ Q g(v 0 ) on V − v 0 is the same as that on aff V 0 − v 0 .
Proof. Since by Proposition 1.8 the point v 1 = F (u 0 ) lies in the critical face V 0 when u 0 is sufficiently close toū, we have Locally, therefore,
Similarly, for v in some neighborhood ofv we have
The set aff V 0 , because it is affine and containsv, has the formv + S for a certain subspace S of lR m , which in turn can be written as the set of all vectors of the form v = Dw for a certain m × d matrix D of rank d (the dimension of S). In substituting v =v + Dw in (3.2) and taking the maximum instead over all w ∈ lR d , we see through elementary calculus and linear algebra that the maximum value is a quadratic function of u. This establishes that f (u) is quadratic in u on a neighborhood ofū. The same argument can be pursued in (3.3) to verify that g(v) is quadratic aroundv.
Next we consider the projected gradients. According to Proposition 1.6, the Pprojection of −∇ P f (u 0 ) on U − u 0 is the vector u 2 − u 0 , where u 2 = G F (u 0 ) . When u 0 is close enough toū in U , u 2 belongs by Proposition 1.8 to ri U 0 , which is the interior of U 0 relative to aff U 0 . Thus, for u 0 in some neighborhood ofū in U 0 the P -projection of −∇ P f (u 0 ) on U − u 0 belongs to the relatively open convex subset ri U 0 − u 0 of U − u 0 and must be the same as the projection on this subset or on U 0 − u 0 itself. When the nearest point of a convex set C belongs to ri C, it is the same the nearest point of aff C. The P -projection of −∇ P f (u 0 ) on U − u 0 is therefore the same as the P -projection of
Theorem 3.6 together with Proposition 1.8 makes it possible for us to concentrate our analysis of the terminal behavior of our algorithms, in the case of optimality threshold ε = 0, on regions around (ū,v) of the following special kind.
Definition 3.7. (Ultimate quadratic regions.) By an ultimate quadratic region for problems (P) and (Q) when the critical face condition is satisfied, we shall mean an open convex neighborhood U * × V * of (ū,v) with the properties that (a) U * ∩ U 0 = U * ∩ ri U 0 and V * ∩ V 0 = V * ∩ ri V 0 , (b) f is quadratic on U * and g is quadratic on V * , (c) for all u 0 ∈ U * ∩ U the P -projection of −∇ P f (u 0 ) on U − u 0 is that on (aff
and v 2 = F (u 1 ) are such that u 1 and u 2 belong to ri U 0 , while v 1 and v 2 belong to ri V 0 .
Here we recognize that the affine sets aff U 0 and aff V 0 are translates of certain subspaces, which in fact are the sets (aff U 0 ) −ū and (aff V 0 ) −v. The projections in (c) of this definition can be described also in terms of these subspaces. Let (3.4)
The mapping S ⊥ p projects onto the subspace of lR n that is orthogonally complementary to (aff U 0 ) −ū with respect to the P -inner product in (1.10), while the mapping S ⊥ d projects onto the subspace of lR m that is orthogonally complementary to (aff V 0 ) −v with respect to the Q-inner product. All these projections are linear transformations, of course.
Proposition 3.8. (Projection decomposition.) For (u 0 , v 0 ) in an ultimate quadratic region U * × V * , one has for u 2 := G(F (u 0 )) and v 2 := F (G(v 0 )) that
Proof. The P -projection of −∇ P f (u 0 ) on (aff U 0 ) − u 0 can be realized by taking the P -projection of −∇ P f (u 0 ) + (u 0 −ū) on the set (aff U 0 ) − u 0 + (u 0 −ū) and then subtracting (u 0 −ū). Therefore, in a region with property (c) of Definition 3.7 we have by (1.17) in Proposition 1.6 that
which is the first equality asserted. The second equality comes from having ∇ P f (u 0 ) = ∇ P f (ū) + ∇ 2 P f (ū)(u 0 −ū) (since f is quadratic in the region in question), and S p ∇ P f (ū) = 0 by the optimality ofū. The proof of the dual equalities is along the same lines.
Rate of Convergence.
In taking advantage of the existence of an ultimate quadratic region, we shall utilize in our technical arguments a change of variables that will make a number of basic properties clearer. This change of variables amounts to the introduction of orthonormal coordinate systems relative to the inner products naturally associated with our problems, namely ·, · P on lR n and ·, · Q on lR m , as given in (1.10). The coordinate systems are introduced in such a way that the subspaces (aff U 0 ) −ū and (aff V 0 ) −v for the projections in (3.4) and Proposition 3.8 take a very simple form.
Let W be an n × n orthogonal matrix and Z an m × m orthogonal matrix. Our shift will be from u and v toũ = W P The optimal solutionsū andū to (P) and (Q) translate into optimal solutionsū and v to (P) and (Q), namely (Here u f is the "free" part ofũ, relative to (aff U 0 ) −ū being the subspace that indicates the remaining degrees of freedom in the tail of our convergence analysis when the critical face condition is satisfied, whereas u r is the "restricted" part ofũ.) The projection mappings S p , S ⊥ p , S d , and S ⊥ d reduce in this way to the simple projections
We partition the columns of the matrixR in accordance withũ and the rows in accordance withṽ. Thus,
In this notation the primal objective function in the transformed problem (P) takes, in an ultimate quadratic region, the simple form 
In fact, in the notation (4.5) and withŨ 0 andṼ 0 denoting the critical faces W P 
It will be helpful to write the Hessian matrices A and B in (4.9) and (4.10) as (4.13)
A crucial property of our change of variablesũ = W P 
The following result is a strengthening of Proposition 3.1 in the sense that it gives a quantitative estimate for the relationship between u 0 − u 2 P and u 0 −ū P in primal, and between v 0 − v 2 Q and v 0 −v Q in the dual.
Proposition 4.1. (Norm estimates.) Suppose the critical face condition is satisfied. Then for u 0 and v 0 in an ultimate quadratic region for problems (P) and (Q), and with u 2 := G(F (u 0 )) and v 2 := F (G(v 0 )), one has
Proof. In the transformed coordinates the first equation in Proposition 3.8 gives
In the notation (4.13) for ∇ 2 f (ū) this gives
This gives the right half of (4.15). To get the left half, decomposeũ 0 −ū into µ 1 ξ +µ 2 η, where ξ is a unit vector in the null space of (A f f A f r ) while η is a unit vector in the orthogonal complement of that null space, and the direction of η is so chosen that µ 2 > 0. Partition ξ and η as well:
It follows from (
because the smallest eigenvalue of A f f is no less than 1. Therefore
Denote ũ 0 −ū by κ. We get
Recalling that all the eigenvalues of A f f are no less than 1, we obtain
But the term (κ 2 − µ 2 2 ) 1/2 (1 + A 2 ) −1/2 − µ 2 decreases monotonically as µ 2 increases from 0. This term equalsμ 2 := (5+4 A 2 ) −1/2 κ when µ 2 =μ 2 . Therefore ũ 0 −ũ 2 2 ≥ (μ 2 ) 2 , from which the left half of (4.15) follows. The proof of (4.16) is similar. Unless the algorithm actually terminates in a finite number of iterations with (û,v) = (ū,v), the sequences {f (u ν 0 )} and {g(v ν 0 )} generated by it converge linearly to the common optimal value f (ū) = g(v) in the sense that
≤ c 1 .
Moreover letν be an iteration number such that for ν ≥ν all the points u ν 0 , u ν 2 and v ν 0 , v ν 2 are in an ultimate quadratic region in Definition 3.7. Then once u ν 0 ∈ U 0 for some ν ≥ν (as is sure to happen in an interactive primal restart at that stage) one has
and similarly, once v ν 0 ∈ V 0 for some ν ≥ν (as is sure to happen in an interactive dual restart at that stage) one has
≤ c 2 ∀ν ≥ ν .
Proof. Under the assumption that the algorithm does not terminate after a finite number of iterations at (ū,v), neither u ν 0 nor v ν 0 is optimal, as we have shown in the proof of Proposition 3.1(b).
Again we work in the transformed coordinates. Consider ν ≥ν, i.e., the sequences {ũ ν 0 }, {ũ ν 2 } and {ṽ ν 0 }, {ṽ ν 2 } have entered the ultimate quadratic region. With respect to the direction vector d ν :=ũ ν 2 −ũ ν 0 , the optimal step lengthλ ν forũ =ũ ν 0 + λd ν to minimize the quadratic form (4.9) over all λ ∈ [0, ∞) can be written as
In the following, we first show thatλ ν ≤ 1. Then the search on [
Step 5 of the algorithm is equivalent to a search on the corresponding half-line (or is "perfect," for short), and there exist easy ways to estimate progress in the line search step. By Proposition 3.5 (cf. also the remark afterward), we have Case 1: there exists some ν ≥ν such thatũ ν 0 ∈Ũ 0 for all ν ≥ ν , or Case 2:ũ ν 0 ∈Ũ 0 for all ν ≥ν. In Case 1 the equationS ⊥ p (ũ ν 0 −ū) = 0 holds for all ν ≥ ν . Then it follows from (4.22) that
because all the eigenvalues of A are at least 1. Now
Step 5 of the algorithm must coincide with the steepest descent method forf on affŨ 0 with "perfect" line search, since [ũ ν 0 ,ũ ν 2 ] is in an ultimate quadratic region of the problem. Note that all the eigenvalues of the Hessian matrix A f f are in the interval [ 
Hence by using the expression off in (4.11), we have [22] 
) in the algorithm. In Case 2 we haveλ ν < 1 for all ν ≥ν, since otherwiseũ ν 2 would be taken as the next pointũ ν+1 0 and the iteration would be on the critical faceŨ 0 thereafter. Hence the line search restricted to [ũ ν 0 ,ũ ν 2 ] is again "perfect." On exiting from the line search in Step 5, we havẽ
), we obtain from the equationS p A(ū −ũ * ) = 0 (which is based on the optimality ofû) that
. By Theorem 3.2 the algorithm converges, hence for arbitrarily chosenε > 0, we have
where ∇f (ū) = 0, for otherwiseŨ 0 =Ũ and thenũ ν 0 ∈Ũ 0 in contradiction to our assumption in Case 2.
, we obtain from (4.15) that
, and theñ
by (4.24). Thus, we have
, which can be written as
Noting that A = 1 + (R f fRf r ) 2 ≤ 1 + R 2 = 1 + γ 2 , we get the first inequality in (4.19), which is also true for Case 1 in view of (4.20) since c 2 < c 1 . The dual part has a parallel argument. Observe that the rates in (4.20) and (4.21) are much better than the ones in (4.19). The former will be effective if any interactive restarts occur for ν ≥ν, as indicated in the theorem. This partially explains the effects of interactive restarts on the algorithm as observed in our numerical tests.
The role of the constant γ = γ(P, Q, R) in the convergence rate in Theorem 4.2 has been borne out in our numerical tests, although because of the interactive restarts the method appears to work much better than one might expect from "steepest descent." We have definitely observed in small-scale problems where some idea of the size of γ is available that the convergence is faster with low γ than with high γ.
Although Theorem 4.2 centers on the specialization of Algorithm 0 to Algorithm 1, the argument has content also for Algorithm 2. Recall from the discussion after the statement of Algorithm 0 in Section 2 that in every k iterations of Algorithm 0 (when implemented with cycle size k > 1) there is at least one primal line search on [u ν 0 , u ν 2 ] and at least one dual line search on [v ν 0 , v ν 2 ]. This gives us the following result about Algorithm 2, which will be complemented by a finite termination result in Theorem 4.5.
Corollary 4.3. (Rate of convergence of PDCG.) Suppose the critical face condition is satisfied. Then Algorithm 2 with ε = 0 converges at least k-step linearly in the sense that
where c 1 is the value defined in (4.17), unless the algorithm terminates after a finite number of iterations with (û,v) = (ū,v).
To derive a special finite termination property of Algorithm 2, we need the following.
Proposition 4.4. (inequalities in PDCG.) Suppose the critical face condition is satisfied. Letν be an iteration number such that for ν ≥ν, all the points u ν 0 , u ν 2 and v ν 0 , v ν 2 are in an ultimate quadratic region U * × V * in Definition 3.7, where U * is contained in the · P -ball aroundū of radius for ν > ν . According to Proposition 3.5 (cf. also the remark after it), one hasũ ν 0 ∈Ũ 0 for all ν ≥ ν . We partition all vectors in conformity with the scheme in (4.6). Thenũ ν 0,r =ū r andũ ν 2,r =ū r . If the (ν −1)th iteration with ν > ν is the first iteration of a primal cycle, then the line search is performed on [ũ
, the optimal step lengthλ ν forũ =ũ ν 0 + λd ν to minimize the quadratic form (4.9) over all λ ∈ [0, ∞) can be derived from the expression in (4.11) as Proof. We concentrate on the primal part; the proof of the dual part is parallel. In the transformed variables, where we place the argument once more,k is the rank of the submatrixR f f ofR in (4.8) . Note that for ν ≥ν the process is in an quadratic region of the problem as specified in Observe there is no interactive primal restart in the first k − 1 iterations of a full primal cycle, i.e.,û ν 0 =ũ ν 0 for these iterations. We claim now that the search direction vectorsũ ν e −ũ ν 0 andṽ ν e −ṽ ν 0 are the same as the ones that would be generated by a conjugate gradient algorithm onf relative to affŨ 0 . The finite termination property will be a consequence of observing that the Hessians off in an quadratic region of the problem (cf. (4.11)) have at most k + 1 different eigenvalues.
The proof of the claim will go by induction. We know from Proposition 3.8 that the claim is true for the first iteration of the full primal cycle in question. Suppose it is true for the (ν − 1)th iteration generatingũ ν 0 in that cycle, butũ ν 0 =ū. Then by (4.27) in Proposition 4.4, the first alternative of (2.2) will be used to generate β ν p . Hence it follows from (2.1)-(2.3) and Proposition 3.8 that (4.29)
where all the pointsũ ν−1 e ,ũ ν 0 andũ ν 2 are on the critical faceŨ 0 . By the induction hypothesis, the directions of line search are the same as the ones generated by the conjugate gradient algorithm in all the previous iterations of the cycle. Hence , we obtain
Comparing (4.29) and (4.30) with the conjugate gradient formulas of Hestenes and Stiefel [22] , we see that the vectorũ ν cg −ũ ν 0 is equivalent to the search direction vector in a standard conjugate gradient algorithm forf relative to the free variables, i.e., over affŨ 0 .
Observe that the rank of linear transformation in Theorem 4.5 is bounded above by the ranks of the projection mappings S p and S d , which are dim U 0 and dim V 0 . Hencek
Therefore, even in the case that the original problems (P) and (Q) are of high dimension, the optimal solution can still be reached in a relatively short cycle after entering an ultimate quadratic regions for the problem if merely one of the critical faces U 0 and V 0 happens to be of low dimension, provided that at least one of the critical faces is eventually reached by the corresponding iterates. This condition will certainly be satisfied if any interactive restarts occur for ν ≥ν, since all pointsû ν 1 andv ν 1 will be on the critical faces U 0 and V 0 by Proposition 1.8, and once u ν 0 or v ν 0 are on the critical faces, they will stay there (Proposition 3.5).
There are ways to force this condition to be satisfied, such as to insert at the beginning of each primal cycle a line search in the direction of the projection of −∇f (u ν 0 ) on the tangent cone to U at u ν 0 , and similarly in the dual. (See Burke and Moré [23] .) But even without such remedies, we often find in our test problems that the critical faces are identified in the tail of iteration, and that restarts do occur in most cases, after which the iteration terminates at the optimal solution in a few steps. ) that will be calculated on return to Step 1 will be such that the pair (û
will be the unique minimizing point relative to U for the envelope function
will be the unique maximizing point relative to V for the envelope function
Proof. Recall that because we are in the fully quadratic case, L(u, v) and f (u) are strictly convex in u, while L(u, v) and g(v) are strictly concave in v. In particular, u ) that will be calculated on return to
Step 1 will be such that (û ) is the unique saddle point of L(u, v) on U ν × V , where
and one will have g ν+1 ≤ g ν in that primal cycle. Moreover, for ν = r + d 1 − 1 with d 1 := dim U 0 , it will be true that g ν = g in an ultimate quadratic region for the problem, and also thatv ) that will be calculated on return to Step 1 will be such that
and one will have f ν+1 ≥ f ν in that dual cycle. Moreover, for ν = s + d 2 − 1 with d 2 := dim V 0 , it will be true that f ν = f in an ultimate quadratic region for the problem, and also thatû ν+1 1 =ū, as long as the algorithm does not terminate earlier.
Proof. We concentrate on the primal part; the proof of the dual part is parallel. The argument is similar to the one given for Proposition 5.1, but with the segment [u ν 0 , u ν 2 ] replaced by U ν . Recall from the proof of Theorem 4.5 that for ν ≥ r, the primal procedure is equivalent to the conjugate gradient algorithm on the restriction of f to the affine hull aff U 0 of the critical face U 0 . Therefore the vectors u r e − u r 0 , · · · , u ν e − u ν 0 are linearly independent, andû ν+1 0 minimizes f (u) over u ∈ U ν . The inequality g ν+1 ≤ g ν follows from the inclusion
and then U ν = U 0 . From the fact that (3.3) holds inṼ * (cf. the derivation of this relation in the proof of Theorem 3.6) we get g ν = g in an ultimate quadratic region. This result tells us that on entering an ultimate quadratic region, the primal iterations in Algorithm 2 produce an improving envelope for the dual objective function which approaches that function, whereas the dual iterations produce an improving envelope for the primal objectives which approaches that function. To some extent this explains the phenomenon we have observed in our numerical experiments that restarts often incur fast termination, or at least bring significant progress in the next few iterations.
6. Numerical Tests. Numerical tests of Algorithm 1, the Primal-Dual Steepest Descent Algorithm (PDSD), and Algorithm 2, the Primal-Dual Conjugate Gradient Algorithm (PDCG), have been conducted on a DECstation 3100 with double precision on some medium to large-sized problems. For comparisons we have used the Basic Finite Envelope Method (BFEM) of [6] and the Stanford LSSOL code of Gill, Hammarling, Murray, Saunders and Wright [24] for quadratic programming. To enhance the performance of LSSOL in this situation, we tailored its Cholesky factorization subroutine to take advantage of the special structure of the P and Q matrices in our examples.
Comparisons with LSSOL are based on the fact that any extended-linear-quadratic programming problem can be converted into a standard quadratic programming problem by introducing auxiliary variables and additional constraints [1, Theorem 1] . It must be kept in mind, however, that such a transformation not only increases the dimension substantially but disrupts much of the large-scale structure that might be put to use. A fundamental difficulty with any comparisons with available QP methods, therefore, is that such methods are not really designed to handle the kinds of problems we wish to tackle, which stem from [1] , [2] and [6] . They typically require setting up and working with the huge R matrix, and trying to exploit any sparsity patterns that might be present in it, whereas we never need this matrix but work with decomposition in the calculation of the F and G, as explained in Section 1, after Proposition 1.6.
The integer recorded as the "size" of each problem is the number of primal variables and also the number of dual variables. (The two would not have to be the same.) Thus, size = 100 means that problem (P) is an extended linear-quadratic programming problem on lR 100 for which the dual (D) is likewise such a problem on lR 100 , while the associated Lagrangian saddle point problem concerns a quadratic convex-concave function on a product of polyhedral sets in lR 100 × lR 100 . In order to solve such a problem using LSSOL, it must be reformulated as a primal problem in 400 variables with 100 general equality constraints and 200 lower bounds on the auxiliary variables, in addition to having the original polyhedral constraints on the 100 primal variables.
In all the tests of PDCG and PDSD we have taken δ = 10 −2 as the progress threshold and ε = 10 −8 as the optimality threshold. For PDCG we have taken k = 5 as the cycle size parameter (whereas PDSD always has k = 1 by definition). We have run BFEM with "mode=1," which means that in each iteration a quadratic saddle point subproblem is solved over a product of two triangles. For the sake of expediency in solving this small subproblem we have set it up as a standard QP problem in the manner of [1, Theorem 1] and have applied LSSOL. No doubt the CPU time could be improved by using a customized procedure within BFEM instead of this heavy-handed approach.
The generation of test problems of large size raises serious questions about the representative nature of such problems. It does not make sense to think of a large problem simply in terms of a large matrix, the elements of which are all random. Rather, a certain amount of structure must be respected. As an attempt to address this issue, we have taken all our problems to have the (deterministic) dynamical structure described in Rockafellar and Wets [5] . Only the parameters natural to this structure have been randomized. The dynamical structure enables us to use special routines in calculating f (u) and F (u), and on the other hand g(v) and G(v) [7] . For this purpose, and in implementing BFEM, we rely on code written by S. E. Wright [25] at the University of Washington. The problems have been obtained as discretized versions of certain continuoustime problems of extended linear-quadratic optimal control of the kind developed in Rockafellar [4] . The first digit of the problem number corresponds to different continuous-time problems and the second digit corresponds to different discretization levels, i.e., the number of subintervals into which the fixed time interval has been partitioned, which determines the size of the discretized problem. Hence, e.g., the problems 0.1, 1.1, ..., 9.1 are the discretization of 10 different continuous-time problems with the same discretization level (a transverse family of test problems), and the problems 1.0, 1.1, ..., 1.7 are the discretization of one continuous-time problem with 8 different discretization levels (a vertical family of test problems). Only the data values in the continuous-time model have been generated randomly, and in each vertical family these are the same for all the problems. By increasing the number of subintervals, one can get larger and larger problems which remain stable with respect to the numerical scaling. The test results in Tables 1, 2 and 3 concern transverse families of size 100, 340 and 5140 respectively. The problems in the first family are small enough for the LSSOL approach to be viable as a comparison. But for the second and third families, our DECstation 3100 falls short of having enough memory for the LSSOL approach.
Here we see that PDCG and PDSD are in the leading positions with BFEM not very far behind in terms of CPU times.
The notation * * for the iterations of BFEM on problem 8.1 signifies that the method failed to terminate with optimality in 100 iterations. The corresponding figure for CPU time is preceded by * since it only indicates how long the first 100 iterations took. (The same conventions are adopted in all other tables.) The test results in Tables 4, 5 and 6 refer to vertical families based on the first three continuous-time problems. They cover sizes that are generally too large for the LSSOL approach to be workable. The aim in this case is to examine the effects of increasing size in a context where these effects can be isolated from other aspects of the testing.
In these results the stability of the scaling is reflected by the way the optimal value settles down and converges. Much to be noted is the fact that, although the CPU time goes up as the problem size becomes larger, the number of iterations remains almost constant once the approximation is close. This suggests that the methods are able fairly quickly to identify the general location of the primal and dual optimal solutions, and that they accomplish this in a manner that is relatively insensitive to the number of variables and constraints. Quite the opposite behavior would be expected, of course, from an active-set QP method. The increase in CPU time seems mainly due to the increase in overhead in setting up the line searches as well as in the evaluations of f (u), F (u), g(v) and G(v) when the dimension is high. Tables 7, 8 and 9 test the importance of the interactive restarts in PDCG and PDSD. The problems in this case are the same as in Tables 4, 5 and 6 correspondingly. For each problem, the methods were applied in the proposed form, allowing interactive restarts (the yes case), but then also in the modified form in which all such restarts are suppressed (the no case). The difference that this makes is evident. Interactive restarts have a big effect on the performance, and in the case of PDSD even dictate whether the method is successful or not, in the sense of terminating within 100 iterations. The tables also furnish information on the number of interactive restarts that occurred. For instance, for problem 0.5 under the interactive version of the PDSD method one reads that termination came in 32 iterations, and that in the course of these there were 7 interactive primal restarts and 6 interactive dual restarts. The noninteractive version took 89 iterations.
Another fact to be observed in these large problems is that the simplicity of PDSD sometimes overtakes the carefully designed properties of PDCG in CPU time. An interpretation is that when the dimension is very high, but PDCG is not yet near to the solutions and is anyway just using cycle size k = 5, the conjugate-gradientlike features do not always provide a gain that offsets the extra overhead. While the number of iterations in PDCG remains less, the time it takes, in comparison to PDSD, can be more. Perhaps the greatest advantage of these methods comes therefore from the information feedback involved in the interactive restarts, rather than from the attention paid to the choice of the descent (or ascent) direction. 
