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We investigate the thermodynamic equation of state of isospin-symmetric nuclear matter with mi-
croscopic nuclear forces derived within the framework of chiral effective field theory. Two- and
three-body nuclear interactions constructed at low resolution scales form the basis for a perturba-
tive calculation of the finite-temperature equation of state. The nuclear force models and many-body
methods are benchmarked against bulk properties of isospin-symmetric nuclear matter at zero tem-
perature, which are found to be well reproduced when chiral nuclear interactions constructed at the
lowest resolution scales are employed. The calculations are then extended to finite temperatures,
where we focus on the liquid-gas phase transition and the associated critical point. The Maxwell
construction is applied to construct the physical equation of state, and the value of the critical
temperature is determined to be Tc = 17.2− 19.1 MeV, in good agreement with the value extracted
from multifragmentation reactions of heavy ions.
I. INTRODUCTION
The equation of state (EoS) of nuclear matter is of fundamental importance for heavy-ion collisions
and for a range of astrophysical phenomena, including neutron star structure and evolution, nucleosyn-
thesis, as well as the dynamics of core-collapse supernovae and binary neutron star mergers. The recent
observation of two-solar-mass neutron stars [1, 2] places strong constraints on the neutron matter EoS. To
support neutron stars of such mass, the EoS has to be comparatively stiff, which at first glance appears
to favor neutron star models with primarily nucleonic degrees of freedom and challenges models that
include exotic condensates or deconfined quark matter [1, 3, 4]. The interpretation of expected obser-
vations of gravitational waveforms linked to binary neutron star (or neutron star—black hole) mergers
provides further motivation for calculations of the dense nucleonic matter equation of state with reliable
uncertainty estimates. Such astrophysical applications require a realistic EoS for neutron matter with a
small admixture of protons. As a prerequisite for any such discussion, an essential condition is to have
an EoS for isospin-symmetric nuclear matter that is consistent with empirical constraints provided by
nuclear thermodynamics. The present work focuses on this issue.
With the development of chiral effective field theory (χEFT), high-precision two- and many-nucleon
forces constrained by the symmetry breaking pattern of QCD provide the foundation for systematic
studies of low-energy nuclear structure and reactions. Once the low-energy constants that parametrize
unresolved short-distance nuclear dynamics are fixed by fits to few-nucleon observables (as a function
of the chosen resolution scale), nuclear many-body properties result as pure predictions. Empirical
properties of infinite homogeneous nuclear matter, such as the saturation point and compressibility of
isospin-symmetric nuclear matter at zero temperature as well as the first-order transition from a liquid
to a vapor phase at finite temperature, are then nontrivial tests of the many-body methods and nuclear
force models. Particularly the critical point of the liquid-gas phase transition is essential in constraining
the finite-temperature domain of the nuclear EoS. Estimates for this point have been obtained through
the analysis of data from multifragmentation, fission and compound nuclear decay experiments [5, 6].
The critical temperature Tc in particular was located at approximately 18 MeV.
In recent years, various aspects of the zero-temperature nuclear EoS from χEFT have been studied in
detail by numerous authors within widely different many-body frameworks [7–21]. The picture that arises
is that low-momentum microscopic nuclear interactions associated with a resolution scale around 400−450
MeV facilitate the convergence of the EoS in many-body perturbation theory at and near nuclear matter
saturation density (ρ0 ' 0.17 fm−3), while an accurate treatment of very low-density matter must account
for nuclear clustering and nonperturbative features of the nucleon-nucleon interactions associated with the
physics of large scattering lengths. The thermodynamic properties of neutron matter have been studied
in Ref. [22], while in-medium chiral perturbation theory at finite temperature was used to explore isospin-
asymmetric nuclear matter over a range of proton fractions and densities [23]. For an earlier study of
nuclear matter at finite temperatures using phenomenological Skyrme forces, see Ref. [24]. In the present
work we take the initial steps toward a complementary microscopic study of nuclear thermodynamics
across the densities and isospin asymmetries relevant for astrophysical simulations of supernovae and
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2neutron stars. We compute the thermodynamic equation of state of isospin-symmetric nuclear matter
from several sets of chiral low-momentum interactions and investigate their thermodynamic consistency.
The paper is organized as follows. In Sec. II we provide details of the different two- and three-body
potentials that specify the microscopic input for the subsequent calculations. In Sec. III we proceed
with a discussion of many-body perturbation theory generalized to finite temperatures. The use of a
temperature- and density-dependent effective two-nucleon potential [8, 9, 25, 26] to approximate the
second-order three-body contributions is discussed in detail, as well as the temperature-dependent self-
energy corrections to the single-nucleon energies. In Sec. IV we examine our results for the thermo-
dynamic EoS of isospin-symmetric nuclear matter. Finally, in Sec. V we give a summary of the main
results and an outlook for future investigations of the nuclear many-body problem with the use of chiral
low-momentum interactions.
II. CHIRAL LOW-MOMENTUM TWO- AND THREE-BODY INTERACTIONS
The modern theory of nuclear forces is based on chiral effective field theory [27, 28], the low-energy
realization of quantum chromodynamics. Its regime of applicability is governed by a separation of scales,
where the hard scale is given by the chiral symmetry breaking scale Λχ ∼ 1 GeV, and the soft scale is
associated with small nucleon momenta Q that for many phenomena of interest are of the same order of
magnitude as the pion mass mpi. The Feynman diagrams contributing to interactions between nucleons
are then organized in an expansion in powers of the parameter Q/Λχ. Short-distance dynamics associated
with the length scale 1/Λχ is parametrized by low-energy constants (LECs) that are generally fixed by
fitting to two-nucleon scattering phase shifts and in the case of nuclear three-body forces to properties of
3H and 3He. The results of these fitting procedures are not unique, and there exist various sets of LECs
in the literature (e.g., [28–31]), all of which lead (by construction) to consistent results in the few-body
sector.
Because of the limited energy regime accessible to χEFT, chiral nuclear interactions are typically
regulated at a scale Λ lying between the low- and high-energy regimes: Q < Λ < Λχ. Regarding two-
body forces, a common way to enforce such a restriction is to multiply the nucleon-nucleon potential VNN
with a smooth regulator function of the form
f(p, p′) = exp
[−(p/Λ)2n − (p′/Λ)2n] , (1)
where p and p′ are the absolute values of the relative momenta of the two nucleons before and after
the collision1. In the following, we employ two-nucleon potentials constructed at the resolution scales
Λ = 414, 450, 500 MeV (see Refs. [12, 19, 32, 33] for additional details). In each case, we employ as
well the respective next-to-next-to-leading order (N2LO) chiral three-body interaction (depending on
the parameters cE , cD and c1,3,4). The implementation of consistent N3LO chiral many-nucleon forces
remains a challenge in contemporary nuclear structure theory, but progress toward this end is being
achieved [10]. We hereafter denote these three sets of chiral two- and three-body potentials by n3lo414,
n3lo450 and n3lo500. Because of the different regulating functions used in the respective potentials,
different values of LECs emerge from fits to few-body observables. The resulting values for the five LECs
that appear in the leading-order three-body diagrams are given in the first three rows of Table I.
As the cutoff scale is reduced below 500 MeV in the construction of chiral nuclear interactions, precision
fits to nucleon-nucleon scattering phase shifts deteriorate [34, 35]. An alternative scheme for obtaining
low-momentum nuclear interactions is to employ renormalization group (RG) techniques [34, 36] that by
construction leave low-energy observables invariant. In the case of an evolution of the NN potential based
on half-on-shell K-matrix equivalence the resulting potential is usually denoted by Vlow-k(Λ), with Λ being
a sharp cutoff in momentum space [37]. For cutoffs in the range Λ ' 2.1 fm−1, the RG evolved potential
is universal, i.e., independent of the input potential. This method has the advantage of producing low-
momentum NN potentials directly through the evolution of partial-wave matrix elements, however, the
inclusion of induced many-nucleon forces is crucial. In view of this, Nogga et al. [38] have used the leading-
order 3N forces with the values of the c1,3,4 constants equal to the ones extracted by the Nijmegen group
in an analysis of NN scattering data [31] and determined cE and cD by fitting to the binding energies of
3H, 3He and 4He. The resulting LECs for two different Vlow-k potentials (both constructed by evolving
the n3lo500 NN potential) can be found in the last two rows of Table I.
1 To be precise, p (and similarly p′) is defined as half of the relative momentum of the two nucleons, i.e., p = |~k1 − ~k2|/2.
3Λ [fm−1] n cE cD c1 [GeV−1] c3 [GeV−1] c4 [GeV−1]
n3lo500 2.5 2 -0.205 -0.20 -0.81 -3.2 5.4
n3lo450 2.3 3 -0.106 -0.24 -0.81 -3.4 3.4
n3lo414 2.1 10 -0.072 -0.4 -0.81 -3.0 3.4
VLK23 2.3 ∞ -0.822 -2.785 -0.76 -4.78 3.96
VLK21 2.1 ∞ -0.625 -2.062 -0.76 -4.78 3.96
TABLE I: The different sets of chiral low-momentum two- and three-body interactions used in this
work. For the n3lo NN potentials relative momenta are restricted by a smooth regulator with cutoff
scale Λ and steepness parameter n, whereas in the case of the VLK two-body potentials there is
a sharp cutoff. With the cutoff scale and the regulator width taken from the respective two-body
regulator the different three-body potentials are completely determined by the values of cE , cD and
c1,3,4.
To summarize, we will analyze nuclear thermodynamics through five different sets of two- and three-
body potentials. These can be used to probe a variety of aspects associated with the choice of resolution
scale and low-energy constants. Of particular interest will be the comparison of nuclear potentials defined
at the same resolution scale but constructed via RG methods or by refitting LECs.
III. MANY-BODY PERTURBATION THEORY FOR NUCLEAR MATTER
With the use of low-momentum interactions, many-body perturbation theory (MBPT) becomes ap-
plicable for the investigation of the nuclear many-body system [39]. In the present section we recall the
main aspects of this framework, and give analytical expressions for the different terms contributing to
the free energy density, both in the case of zero as well as finite temperatures. We begin by summarizing
the main results for a free Fermi gas. The interacting many-nucleon system is then introduced and we
present the general perturbation series for the energy density (zero temperature) and the grand canonical
potential density (finite temperature), and discuss the relationship between both series, which motivates
the Kohn-Luttinger-Ward formalism. Explicit expressions for the different contributions at first and sec-
ond order in MBPT are then given in terms of partial-wave amplitudes. Following this, we compute the
temperature- and density-dependent effective NN potential from the leading-order chiral three-nucleon
force. We then examine the anomalous contributions which arise in the case of finite temperatures, and
finally we calculate the temperature-dependent self-energy corrections to the single-nucleon energies.
A. Free Fermi gas
Although the free Fermi gas can easily be treated fully relativistically, we give here the expressions
for the energy density and grand canonical potential density for a nonrelativistic Fermi gas and include
relativistic effects by a correction term. The single-particle energies are given by the formula εp = p
2/2M .
Zero temperature. The particle density of the system in the ground state depends only on the
Fermi momentum kF , which signifies the highest occupied energy level. The density is given by
ρ(kF ) =
2k3F
3pi2
. (2)
This expression is exact both for a relativistic and a nonrelativistic Fermi gas. The energy per particle,
including the first relativistic correction, is given by
E¯0(kF ) =
3k2F
10M
− 3k
4
F
56M3
. (3)
4Finite temperatures. The grand canonical potential density (with the relativistic correction con-
structed in Ref. [40]) is given by
Ω0(µ0, T ) = − 2
3pi2
∞∫
0
dp
p4
M
np − 1
4pi2
∞∫
0
dp
p6
M3
np, (4)
where µ0 is the (nonrelativistic) chemical potential, β = 1/T is the inverse temperature and np =
1/[1 + exp(β(εp − µ0))] is the Fermi-Dirac distribution function. The particle density then follows from
a standard thermodynamic relation, i.e.,
ρ(µ0, T ) = −∂Ω0
∂µ0
=
2
pi2
∞∫
0
dp p2 np = −
√
2
(
M
βpi
) 3
2
Li3/2
(− exp(βµ0)), (5)
where Liν(x) =
∑∞
k=1 k
−νxk is the poly-logarithmic function of index ν. Because for the free Fermi gas
the pressure isotherms P0(µ0) = −Ω0(µ0) are strictly convex, the above relation is invertible with respect
to µ0(ρ, T ). For densities ρ < −
√
2 [M/(βpi)]
3/2
Li3/2(−1) ' 0.000727 (T/MeV)3/2 fm−3 the chemical
potential is negative, and its behavior in the limit of vanishing densities is given by
µ0(ρ, T )
ρ→0−−−→ 1
β
ln
(
ρ√
2
(
βpi
M
) 3
2
)
, (6)
which, using Liν(x)
x→0−−−→ x, follows from inverting Eq. (5) in the limit µ0 → −∞.
From Eqs. (4) and (5) one can calculate the free energy density, F0(µ0, T ) = µ0ρ(µ0, T ) + Ω0(µ0, T ),
which reproduces the energy density E0(kF ) = ρ(kF )E¯0(kF ) in the zero-temperature limit:
F0(µ0, T )
T→0−−−→ E0(kF )
∣∣∣
ρ fixed
, where µ0
T→0−−−→ k
2
F
2M
∣∣∣
ρ fixed
. (7)
B. Many-body perturbation series: general discussion
Zero temperature. The energy density E = 〈Ψ0|H|Ψ0〉 / 〈Ψ0|Ψ0〉 of the interacting many-nucleon
system with Hamiltonian H = H0 + λV is given by the following perturbation series (known as the
Brueckner-Goldstone formula [41, 42]):
E(kF ) = E0(kF ) + λE1(kF ) + λ
2E2(kF ) +O(λ3), (8)
where |Ψ0〉 is the exact ground state of the interacting system,H0 is the Hamiltonian of the non-interacting
system, V = VNN + V3N is the interaction part of the Hamiltonian, and λ is a counting parameter
(introduced only for book keeping reasons). In Eq. (8), E0(kF ) corresponds to the energy density of
a non-interacting nucleon gas. The different contributions contained in E1 and E2 are given in terms
of expectation values with respect to the non-interacting ground state |Φ0〉, which is characterized by
the occupation of all energy levels below the Fermi energy εF = k
2
F /2M (where M ' 938.9 MeV is the
average nucleon mass). Hence, all terms in Eq. (8) are parametrized by kF , which is related to the
nucleon density via Eq. (2). From the perspective of statistical mechanics Eq. (8) therefore amounts to
a calculation in the canonical ensemble, with the free energy density given by F (ρ, T = 0) = E(kF ).
Finite temperatures. The imaginary-time (Matsubara) formalism leads to the following perturba-
tion series for the grand canonical potential density Ω, or the negative pressure P :
Ω(µ, T ) = −P (µ, T ) = Ω0(µ, T ) + λΩ1(µ, T ) + λ2Ω2(µ, T ) +O(λ3). (9)
In contrast to the zero-temperature perturbation series, all terms in the above expression are functions
of the chemical potential µ of the interacting system (in addition to temperature T ), corresponding to
the grand canonical ensemble. Moreover, compared to Eq. (8) there are additional terms (beginning at
order λ2), the so-called anomalous contributions. Apart from these differences, the explicit form of the
different terms in Eq. (9) is the same as in the zero-temperature case, except one has finite-temperature
Fermi-Dirac distributions instead of step functions.
5Kohn-Luttinger-Ward formalism. The zero-temperature limit of the thermodynamic equation of
state calculated using Eq. (9) does not reproduce the equation of state obtained from the Brueckner-
Goldstone formula. In the case of realistic two- and three-body forces the Brueckner-Goldstone formula
is known to produce the desired van der Waals type EoS of isospin-symmetric nuclear matter. This
result cannot be obtained from Eq. (9) because in the part of the liquid-gas coexistence region where
the (analytical) free energy density F (ρ, T ) is nonconvex (with respect to ρ), the corresponding pressure
isotherms (as functions of chemical potential) P (µ, T ) are multivalued. It is impossible to obtain such a
feature in a grand canonical calculation; or more generally, in the case of a system that is unstable with
respect to phase mixing, the canonical and the grand canonical descriptions are not equivalent, and the
Legendre transformation between both is not invertible [43].
For a consistent continuation of the Brueckner-Goldstone formula to finite temperatures, one should
use a perturbation series for the free energy density F (ρ, T ), i.e., employ a calculation in the canonical
ensemble. The method for constructing such a perturbation series for F (ρ, T ), based on the grand
canonical one, Eq. (9), was introduced by Kohn and Luttinger [44] and elaborated by Luttinger and
Ward [45]. This method, which was used also by other authors (e.g., [22, 23, 40]), works as follows.
Instead of calculating F (ρ, T ) directly from Eq. (9) via ρ = −∂Ω/∂µ and F = Ω+µρ, one constructs an
expansion about the non-interacting system (free Fermi gas) with (formally) the same density:
ρ(µ0, T ) = −∂Ω0(µ0, T )
∂µ0
≡ −∂Ω(µ, T )
∂µ
= ρ(µ, T ). (10)
The chemical potential is then formally expanded in terms of the counting parameter, µ = µ0 + λµ1 +
λ2µ2+O(λ3). Expanding each term ∂Ωi(µ, T )/∂µ around µ0 and solving Eq. (10) iteratively for increasing
powers of λ gives expressions for the µi, i ≥ 1, as functions of µ0, e.g.,
µ1(µ0, T ) = − ∂Ω1/∂µ
∂2Ω0/∂µ2
∣∣∣∣
µ0
. (11)
Finally, expanding each term Ωi(µ, T ) in the defining relation for the free energy density, F = Ω + µρ,
around µ0 leads to the following expression for F (µ0, T ):
F (µ0, T ) = F0(µ0, T ) + λΩ1(µ0, T ) + λ
2
(
Ω2(µ0, T )− 1
2
(∂Ω1/∂µ0)
2
∂2Ω0/∂µ20
)
+O(λ3). (12)
Note that all terms in this equation are evaluated at µ0, which is in one-to-one correspondence with the
nucleon density ρ as specified by Eq. (5). Moreover, it can be verified that for spherically symmetric Fermi
surfaces and rotationally invariant as well as isospin-symmetric interactions the additional derivative term
at order λ2, which is hereafter referred to as the second-order anomalous derivative term (ADT), cancels
the second-order anomalous contribution in the zero-temperature limit. Therefore, the above expression
for the free energy density satisfies the desired consistency relation
F (µ0, T )
T→0−−−→ E(kF )
∣∣∣
ρ fixed
, where µ0
T→0−−−→ k
2
F
2M
∣∣∣
ρ fixed
. (13)
The EoS obtained with Eq. (12) can then of course not be the same as the one resulting from the
grand canonical expression, Eq. (9). The deviations between them are from the truncation of the Taylor
expansions of Ω(µ, T ) and ∂Ω(µ, T )/∂µ around µ0 at order λ
2.
C. Many-body perturbation series: contributions
We now give the explicit form of the first- and second-order contributions in the Kohn-Luttinger-Ward
formula, Eq. (12). For reasons of clarity we use antisymmetrized interactions, i.e., V˜NN = ANNVNN and
V˜3N = A3NV3N, with antisymmetrization operators ANN = 1− P12 and A3N = (1− P12)(1− P13 − P23).
Up to second order in V˜NN and first order in V˜3N there are then four different contributions
2, represented
diagrammatically in Fig. 1.
2 The second-order anomalous derivative term is not counted here; it follows immediately from Ω0 and Ω1,NN.
6k1 k2
(a) (1,NN)
k1 k3
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(d) (2,anomalous)
FIG. 1: Antisymmetrized Goldstone diagrams representing the (a) first-order NN, (b) first-order 3N, (c) second-
order normal NN, and (d) second-order anomalous NN contributions. Wavy lines represent interactions mediated
by V˜NN; double-wavy lines symbolize V˜3N.
Two-nucleon force. The first-order and the second-order normal contribution to the grand canonical
potential density are given by
Ω1,NN(µ0, T ) =
1
2
trσ1,τ1 trσ2,τ2
∫
d3k1
(2pi)3
∫
d3k2
(2pi)3
nk1nk2 〈12 |(1− P12)VNN|12〉 , (14)
Ω2,normal(µ0, T ) =− 1
8
(
4∏
i=1
trσi,τi
∫
d3ki
(2pi)
3
)
(2pi)
3
δ(~k1 + ~k2 − ~k3 − ~k4)
× nk1nk2 n¯k3 n¯k4 − n¯k1 n¯k2nk3nk4
ε3 + ε4 − ε1 − ε2 |〈12 |(1− P12)VNN|34〉|
2
, (15)
where n¯k = 1− nk. The second-order anomalous contribution is given by
Ω2,anomalous(µ0, T ) =− β
2
(
3∏
i=1
trσi,τi
∫
d3ki
(2pi)
3
)
nk1nk2 n¯k2nk3
× 〈12 |(1− P12)VNN|12〉 〈23 |(1− P12)VNN|23〉 . (16)
Three-nucleon force. There are three different contributions to the N2LO three-nucleon force in
χEFT: a three-nucleon contact diagram (proportional to the low-energy constant cE), a one-pion exchange
diagram (proportional to cD), and a two-pion exchange diagram (with low-energy constants c1, c3 and
c4). The first-order many-body contribution arising from these diagrams can be written in the compact
form
Ω1,3N(µ0, T ) =
∞∫
0
dk1
k1
2pi2
∞∫
0
dk2
k2
2pi2
∞∫
0
dk3
k3
2pi2
K3 nk1nk2nk3 , (17)
where K3 = K(cE)3 + K(cD)3 + K(Hartree)3 + K(Fock)3 . The many-body diagrams associated with these four
different kernels K(i)3 are depicted in Fig. 2.
7(a) cE (b) cD (c) Hartree (d) Fock
FIG. 2: Contributions to Ω1,3N from chiral 3N forces at N2LO. Dashed lines represent pions.
When used in combination with low-momentum two-nucleon interactions, the three-body potential is
usually multiplied with a smooth regulator in terms of Jacobi momenta P and Q [9]. Concerning the
first-order 3N contributions we have found the effect of this regulator to be negligible over the range of
considered densities and temperatures. Leaving out the regulator, the kernels can be simplified to the
following expressions (where gA ' 1.29 is the axial-vector strength, fpi ' 92.4 MeV is the pion decay
constant, Λχ ' 700 MeV, and mpi ' 138 MeV is the average pion mass):
K(cE)3 = −
12cE
f4piΛχ
k1k2k3, (18)
K(cD)3 =
3gAcD
f4piΛχ
k3
(
k1k2 − m
2
pi
4
ln
m2pi + (k1 + k2)
2
m2pi + (k1 − k2)2
)
, (19)
K(Hartree)3 =
3g2A
f4pi
k3
[
2 (c3 − c1)m2pi ln
m2pi + (k1 + k2)
2
m2pi + (k1 − k2)2
− 4c3k1k2
+ (c3 − 2c1)m4pi
(
1
m2pi + (k1 + k2)
2 −
1
m2pi + (k1 − k2)2
)]
, (20)
K(Fock)3 =
g2A
f4pik3
[
3c1m
2
piH(k1)H(k2) +
(c3
2
− c4
)
X(k1)X(k2) + (c3 + c4)Y (k1)Y (k2)
]
. (21)
The functions H(ki), X(ki) and Y (ki) in the Fock-contribution are:
H(ki) = ki +
k23 − k2i −m2pi
4k3
ln
m2pi + (ki + k3)
2
m2pi + (ki − k3)2
, (22)
X(ki) = 2kik3 − m
2
pi
2
ln
m2pi + (ki + k3)
2
m2pi + (ki − k3)2
, (23)
Y (ki) =
ki
4k3
(
5k23 − 3k2i − 3m2pi
)
+
3
(
k2i − k23 +m2pi
)2
+ 4m2pik
2
3
16k23
ln
m2pi + (ki + k3)
2
m2pi + (ki − k3)2
. (24)
D. Partial-wave representation of two-body contributions
The two-nucleon interaction V˜NN is usually given in terms of partial-wave matrix elements. In this
section we give the partial-wave expanded form of the two-body contributions presented in the previous
section, both for zero and for finite temperatures, as well as the expressions needed to calculate the
second-order anomalous derivative term.
First-order contribution. The partial-wave expansion of the matrix elements in Eq. (14) results
in the following expression:
Ω1,NN(µ0, T ) =
2
pi3
∞∫
0
dp p2
∞∫
0
dKK2F(p,K)
∑
J,`,S
(2J + 1)(2T + 1) 〈p|V˜ J,`,`,S,TNN |p〉 . (25)
8Here, V˜ J,`1,`2,S,TNN are the matrix elements of the antisymmetrized two-body potential with respect to
total angular momentum states |J`iST 〉, and ~K is half the total momentum of the two nucleons. The
function F(p,K) is given by
F(p,K) =
1∫
−1
d cos θK n| ~K−~p |n| ~K+~p | =
ln(1 + eη+2x)− ln (e2x + eη)
x (e2η −1) , (26)
where θK is the angle between ~K and ~p, x = β
Kp
2M and η = β
(
K2+p2
2M − µ0
)
.
The expression for the corresponding zero-temperature contribution to the energy per nucleon E¯ can
be simplified further. It is given by
E¯1,NN(kF ) =
2
pi
kF∫
0
dp p2
(
1− 3p
2kF
+
p3
2k3F
)∑
J,`,S
(2J + 1)(2T + 1) 〈p|V˜ J,`,`,S,TNN |p〉 . (27)
Second-order normal contribution. The partial-wave representation of the second-order normal
contribution is given by
Ω2,normal(µ0, T ) =− 8
pi2
M
∞∫
0
dp1 p
2
1
1∫
−1
d cos θ1
∞∫
0
dp2 p
2
2
1∫
−1
d cos θ2
∞∫
0
dKK2
F(p1, p2,K, θ1, θ2)
p22 − p21
×
∑
S
∑
J,`1,`2
∑
J′,`′1,`
′
2
i`2−`1i`
′
1−`′2 〈p1|V˜ J,`1,`2,S,TNN |p2〉 〈p2|V˜ J
′,`′2,`
′
1,S,T
NN |p1〉
× (2T + 1)
∑
M,m,m′
C(θ1, θ2). (28)
The function C(θ1, θ2) collects spherical harmonics and Clebsch-Gordan coefficients:
C(θ1, θ2) =Y`1,(M−m)(θ1)Y`2,(M−m′)(θ2)Y`′2,(M−m′)(θ2)Y`′1,(M−m)(θ1)
× 〈`1(M −m)Sm|JM`1S〉 〈JM`2S|`2(M −m′)Sm′〉
× 〈`′2(M −m′)Sm′|J ′M`′2S〉 〈J ′M`′1S|`′1(M −m)Sm〉 . (29)
Here, Y`,m(θ) denotes the spherical harmonics without the azimuthal part eimφ. The other function
F(p1, p2,K, θ1, θ2) is given by
F(p1, p2,K, θ1, θ2) = n| ~K+~p1|n| ~K−~p1|n¯| ~K+~p2|n¯| ~K−~p2| − n¯| ~K+~p1|n¯| ~K−~p1|n| ~K+~p2|n| ~K−~p2|, (30)
where the angles θ1,2 are measured with respect to (half) the total momentum ~K. Note that the integrand
in Eq. (28) is non-singular at p1 = p2.
To obtain the zero-temperature expression for the second-order normal contribution the Fermi-Dirac
distributions in Eq. (30) have to be substituted with Heavyside step functions. The inequalities associated
with these step functions can be absorbed into the boundaries of the integrals, which then results in the
following expression:
E¯2,normal(kF ) =− 24
k3F
M
kF∫
0
dKK2
√
k2F−K2∫
0
dp1 p
2
1
∞∫
√
k2F−K2
dp2 p
2
2
min(α1 , 1)∫
−min(α1 , 1)
d cos θ1
min(−α2 , 1)∫
−min(−α2 , 1)
d cos θ2
1
p22 − p21
×
∑
S
∑
J,`1,`2
∑
J′,`′1,`
′
2
i`2−`1i`
′
1−`′2 〈p1|V˜ J,`1,`2,S,TNN |p2〉 〈p2|V˜ J
′,`′2,`
′
1,S,T
NN |p1〉
× (2T + 1)
∑
M,m,m′
C(θ1, θ2), (31)
where αi = (k
2
F −K2 − p2i )/(2Kpi).
9Second-order anomalous contribution. Expanding the matrix elements in Eq. (16) in terms of
partial waves one arrives at
Ω2,anomalous(µ0, T ) =− 16
pi2
β
∞∫
0
dk k2nkn¯k
 ∞∫
0
dp p2
∑
J,`,`′,S
i`−`
′ 〈p
2
∣∣∣ V˜ J,`,`′,S,TNN ∣∣∣ p2〉
×
1∫
−1
d cos θp n|~p+~k|
∑
Mmstz
C′(θp)
2 ,
(32)
where θp is the angle between ~p and ~k, and
C′(θp) =Y`,(M−ms)(θp)Y`′,(M−ms)(θp) 〈`(M −ms)Sms|JM`S〉 〈JM`′S|`′(M −ms)Sms〉
× |〈Sms | (ms − 1/2) 1/2〉|2 |〈T tz | (tz − 1/2) 1/2〉|2 . (33)
Second-order anomalous derivative term. The numerator and denominator of the ADT contri-
bution in Eq. (12) can be evaluated separately. From Eq. (5) it follows immediately that
∂2Ω0(µ0, T )
∂µ20
= −2M
pi2
∞∫
0
dp np, (34)
and from Eq. (25) one gets
Ω1,NN(µ0, T )
∂µ0
=
2
pi3
∞∫
0
dp p2
∞∫
0
dKK2
∂F(p,K)
∂µ0
∑
J,`,S
(2J + 1)(2T + 1) 〈p|V˜ J,`,`,S,TNN |p〉 . (35)
Here, the µ0 derivative of F(p,K) is given by
∂F(p,K)
∂µ0
=
β
x
(
2
ln(1 + eη+2x)− ln (e2x + eη)
(eη − e−η)2 +
eη
(
1− e4x)
(e2η −1) (eη + e2x) (1 + eη+2x)
)
, (36)
where x and η are the same as in Eq. (26).
The numerical evaluation of the partial-wave representations of the second-order contributions
at finite T was tested with model interactions of the one-boson exchange type [11]. With such a simple
form of the interactions a semi-analytical treatment at second order is possible.
E. Temperature- and density-dependent NN interaction
Up to now only the NN potential was considered in the second-order contributions. With three-
nucleon forces included, the expressions for the second-order normal and anomalous contributions become
somewhat involved. In zero-temperature many-body calculations it is common practice to approximate
three-nucleon interactions at higher orders in perturbation theory by using a density-dependent effective
two-nucleon (DDNN) potential [8, 9, 25, 26]. This potential is constructed from the genuine three-
body force by integrating out one nucleon line by summing over occupied states in the Fermi sea. For
details regarding the construction we refer to Ref. [26]. Generalizing to finite temperatures, the following
replacements have to be made in Eqs. (11,12,17–25), of Sec. III A in Ref. [26]:
k3f
3
→
∫ ∞
0
dk k2
[
1 + exp
k2/2M − µ0
T
]−1
= −
√
pi
2
(MT )3/2Li3/2(−eµ0/T ) = pi
2
2
ρ(µ0, T ). (37)
The integrals over one pion propagator become
Γ0(p) =
1
2p
∫ ∞
0
dk k
[
1 + exp
k2/2M − µ0
T
]−1
ln
m2pi + (p+ k)
2
m2pi + (p− k)2
, (38)
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Γ1(p) =
1
4p3
∫ ∞
0
dk k
{
4pk − (m2pi + p2 + k2) ln
m2pi + (p+ k)
2
m2pi + (p− k)2
}[
1 + exp
k2/2M − µ0
T
]−1
, (39)
Γ2(p) =
1
16p3
∫ ∞
0
dk k
{
4pk(m2pi + p
2 + k2)−
[
m2pi + (p+ k)
2
][
m2pi + (p− k)2
]
× ln m
2
pi + (p+ k)
2
m2pi + (p− k)2
}[
1 + exp
k2/2M − µ0
T
]−1
, (40)
Γ3(p) =
1
16p5
∫ ∞
0
dk k
{
− 12pk(m2pi + p2 + k2) +
[
3(m2pi + p
2 + k2)2 − 4p2k2
]
× ln m
2
pi + (p+ k)
2
m2pi + (p− k)2
}[
1 + exp
k2/2M − µ0
T
]−1
, (41)
while the integrals over the product of two different pion propagators are now given by
G0,∗,∗∗(p, q) =
2
q
∫ ∞
0
dk
{k, k3, k5}√
A(p) + q2k2
[
1 + exp
k2/2M − µ0
T
]−1
ln
qk +
√
A(p) + q2k2√
A(p)
, (42)
with A(p) = [m2pi + (p + k)
2][m2pi + (p − k)2]. Note that Eqs. (19–22) in Ref. [26] which were set up to
obtain the functions G1,2,3(p, q) remain valid.
In this approximation three-nucleon forces are included at second order by substituting for V˜NN in
Eqs. (28,31,32,35) the quantity V˜DDNN(ρ, T ) (the antisymmetrized temperature-dependent DDNN po-
tential). When used in combination with Vlow-k(Λ) (i.e., in the VLK potential sets) the DDNN potential
is constructed using the same sharp relative-momentum cutoff Λ, whereas when it is combined with the
regularized chiral N3LO potentials (i.e., in the n3lo sets) the smooth regulator given in Eq. (1) is used.
The diagrammatic representations of the additional second-order normal and anomalous contributions
arising from V˜DDNN(ρ, T ) are depicted in Fig. 3.
k1 k2
(a) (1,NN)[DDNN]
k2k1 k3 k4
(b) (2,normal)[mixed]
k2k1 k3 k4
(c) (2,normal)[DDNN]
k1
k3
k2
(d) (2,anomalous)[mixed]
k1
k3
k2
(e) (2,anomalous)[DDNN]
FIG. 3: Antisymmetrized Goldstone diagrams representing the (a) first-order, (b-c)second-order normal, and (d-e)
second-order anomalous contributions associated with the DDNN potential (represented by zigzag lines). The
NN potential is symbolized by wavy lines. Diagram (a) carries an additional symmetry factor of 1/3, diagram (d)
one of 1/2, and diagram (e) one of 1/4.
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To test the quality of the DDNN approximation we compare in Figs. 4(a) and 4(b) the results for
the first-order three-body contribution calculated with genuine 3N forces with the results obtained using
V˜DDNN(ρ, T ) in the first-order NN contribution, Eq. (27). The quantity shown is the free energy per
nucleon F¯ (ρ, T ) = ρ−1F (ρ, T ) as a function of density for temperatures T = 0, 25 MeV. The insets
magnify the behavior in the low- and the high-density region, respectively. Incidentally one sees that the
Nijmegen LECs used in the interaction sets involving Vlow-k potentials [Fig. 4(a)] lead to considerably
larger 3N contributions at first order in MBPT. For sharp regulators the T dependence of the first-order
DDNN contributions is similar to the results obtained with genuine 3N forces. For the relatively soft
n = 2 regulator this is not the case in the high-density region, as can be seen in Fig. 4b where the
results for n3lo500 are shown. Nevertheless, the deviations are in all cases small enough to justify using
V˜DDNN(ρ, T ) instead of the genuine three-body potential at second order.
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FIG. 4: (Color online) First-order three-body contribution to the free energy per nucleon calculated with genuine
3N forces, F¯3N, and with the temperature- and density-dependent effective nucleon-nucleon (DDNN) potential,
F¯NN[DDNN]. In Fig. (a) we show also the results when a Jacobi momentum regulator with Λ3N = 2.1 fm
−1 is used
for the genuine 3N contribution2. At zero temperature the results for F¯3N(Λ3N = ∞) and F¯3N(Λ3N = 2.1 fm−1)
overlap.
Figs. 5(a) to 5(d) show the results for the different second-order normal contribution arising from
V˜NN and V˜DDNN(ρ, T ). Here, F¯2,normal[NN] denotes the contribution where both interactions are V˜NN,
F¯2,normal[mixed] is the case where one interactions is given by V˜NN and other one by V˜DDNN(ρ, T ), and
F¯2,normal[DDNN] denotes the case where both interactions are V˜DDNN(ρ, T ). Furthermore, we define
F¯2,normal[total] = F¯2,normal[NN] + F¯2,normal[mixed] + F¯2,normal[DDNN].
One sees that the size of the two-body contribution F¯2,normal[NN] increases with the resolution scale.
Among the different NN potentials, n3lo500 gives rise to the largest second-order normal contribution.
For n3lo450 and VLK23 (not shown) as well as for n3lo414 and VLK21 the results for F¯2,normal[NN]
are almost the same and feature non-monotonic behavior as the density and temperature increase. In
contrast, similar to the first-order 3N contributions, the pure DDNN contributions F¯2,normal[DDNN]
exhibit a continuous increase in magnitude with density as well as with temperature. The size of the
F¯2,normal[DDNN] contribution is noticeably larger for VLK21 (and for VLK23). The size of the sum of the
total additional DDNN contributions, F¯2,normal[mixed]+ F¯2,normal[DDNN], is then also the largest in that
case. In the other cases F¯2,normal[DDNN] is of comparable size. In the case of n3lo500 it is additionally
suppressed by the mixed contribution F¯2,normal[mixed], leading to an overall relatively small modification
of the second-order normal contribution when three-body forces are included. The different sizes of the
additional DDNN contributions at second order for different potentials underlie most of the discussion in
Sec. IV A.
3 To be precise, the regulator used to calculate the brown curves is given by f(a, b) = exp[−(a2 + 3
4
b2)2/Λ43N], where
a = 1
2
|k1 − k2| and b = 23 |k3 − 12 (k1 + k2)|. As this regulator is more restrictive than the usual one where a and b are
given by absolute values of (proper) Jacobi momenta, i.e., a = |~P | and b = | ~Q|, the effects of the latter are even smaller.
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FIG. 5: (Color online) Second-order normal contributions from different potential sets. The insets show the
contributions which arise from the temperature- and density-dependent NN interactions.
F. Results for anomalous contributions
With V˜DDNN(ρ, T ) included there are three different second-order anomalous contributions. The one
where both interactions are V˜NN is denoted by F¯2,anomalous[NN], the one with two V˜DDNN(ρ, T ) type
interactions is denoted by F¯2,anomalous[DDNN], and the case where one interaction is given by V˜NN and
the other one by V˜DDNN(ρ, T ) is denoted by F¯2,anomalous[mixed]. As can be seen in Fig. 6, the size of
these contributions is relatively large; in fact, in the high-density domain these are, together with the
respective anomalous derivative terms, the largest contributions in the Kohn-Luttinger-Ward formula,
Eq. (12). However, the total anomalous contributions, i.e., F¯totanom[. . .] = F¯2,anomalous[. . .] + F¯ADT[. . .],
are relatively small in size and (as expected) decrease with temperature.
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FIG. 6: (Color online) Second-order anomalous contributions arising from V˜NN and V˜DDNN(ρ, T ), and the corre-
sponding contributions when the respective anomalous derivative terms are added, calculated using n3lo450.
G. Self-energy contributions to the single-nucleon energies
The single-nucleon energies εk appear explicitly in the second-order normal contributions, Eq. (15).
The exact propagator G(k, ω) is defined by the self-consistent Dyson equation, which can be resummed
as a geometric series:
G(k, ω) = G0(k, ω) +G0(k, ω)Σ(k, ω)G(k, ω) =
[
ω − k
2
2M
−Σ(k, ω)
]−1
. (43)
Using the temperature-dependent DDNN potential approximation for three-body forces, the first-order
contribution to the proper self-energy (expanded in partial waves) reads
Σ1(k;µ0, T ) =
1
4pi
∞∫
0
dq q2 nq
1∫
−1
d cos θq
∑
J,`,S
(2J + 1)(2T + 1)
〈
|~k − ~q |
2
∣∣∣∣∣ V˜ J,`,`,S,TNN + 12 V˜ J,`,`,S,TDDNN
∣∣∣∣∣ |~k − ~q |2
〉
,
(44)
where θq is the angle between ~q and ~k. The DDNN interaction carries an additional symmetry factor of
1/2. Nucleon self-energies can be easily included using the effective-mass approximation:
ε(k; ρ, T ) =
k2
2M
+Σ(k; ρ, T ) ' k
2
2M∗(ρ, T )
+ U0(ρ, T ), (45)
where M∗(ρ, T ) is called the (density- and temperature-dependent) effective mass. The momentum
independent parts U0(ρ, T ) of the single-nucleon energies cancel in Eq. (15), and therefore it suffices
to multiply the partial-wave expanded expressions in Eqs. (28) and (31) with a factor M∗(ρ, T )/M to
incorporate self-energy effects. We show the size of this effective-mass factor for different temperatures and
interactions in Fig. 7. One sees that M∗(ρ, T )/M decreases with density and increases with temperature
and that M∗/M ≤ 1. Hence, including the effective-mass factors leads to a reduction of the different
second-order normal contributions. When represented as a function of the one-body chemical potential
µ0 the M
∗(µ0, T )/M curves all cross at approximately the same point for each set of two- and three-
body potentials, which is not directly apparent from Eqs. (44) and (45). Higher-order contributions to
the nucleon single-particle energies at or near zero temperature have been calculated from chiral nuclear
interactions in Refs. [8, 14, 46, 47]. Extending these calculations to the temperature region T ≤ 25 MeV
considered in this work will be the subject of future research.
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FIG. 7: (Color online) Effective-mass ratio M∗/M from n3lo414 (solid lines) and n3lo450 (dashed lines) as a
function of the nucleon density ρ and the one-body chemical potential µ0, respectively, for different temperatures.
IV. RESULTS
In this section we examine the results for the thermodynamic equation of state of isospin-symmetric
nuclear matter, calculated using all of the different contributions presented in the previous section. The
convergence behavior of the many-body perturbation series and the model-dependence of the different
contributions is investigated, and we then examine the (physical) equations of state resulting from the
n3lo500, n3lo450 and n3lo414 potential sets.
A. Convergence of the perturbation series
In Fig. 8 we examine the convergence behavior of the zero- and finite-temperature perturbation series
for the different potential sets listed in Table I. Figs. 8(a) and 8(b) show the results for the free energy
per nucleon F¯ (ρ, T ) for the case when only two-body forces are considered. While the first-order results
from n3lo450 and VLK23 as well as the ones from n3lo414 and VLK21 are of similar size, the free
energy per nucleon calculated from n3lo500 is significantly smaller in magnitude. In fact, for n3lo500
the first- and the second-order NN contributions are of comparable size, which points to the decreased
pertubative quality of this two-body potential [19]. Even so, at second order (with NN forces only) the
scale-dependence is significantly reduced, and similar results are obtained with all five interactions sets.
The results deviate again when three-nucleon forces are included at first order, as can be seen in Fig.
8c, which is entirely from the deviating values of the five low-energy constants that parametrize the 3N
potential. The deviations among the n3lo results (and similarly among the VLK results) are visible,
but significantly smaller than the difference between VLK and n3lo results (particularly the VLK results
at zero-temperature are almost identical at this order). Finally, in Fig. 8d the second-order DDNN
contributions are included. Here the results become again more model-independent, but only in the
case of zero temperature. At finite T the curves for F¯ (ρ, T ) are now considerably flatter in the case
of VLK21 and especially VLK23 as compared to the n3lo results. The reason for this behavior is the
different size of the total second-order normal three-body contribution F¯2,normal[mixed]+F¯2,normal[DDNN]
in each case, cf. Figs. 5(a) to 5(d). This contribution is much larger for the VLK potential sets. At zero
temperature it balances the large first-order 3N contribution caused by the Nijmegen LECs, leading to
results similar to those of the n3lo LECs. Because of the much more pronounced temperature-dependence
of the second-order DDNN contributions (as compared to the first-order three-body contribution) there
is overcompensation at finite T, leading to the observed flattening of the F¯ (ρ, T ) curves with increasing
temperature. A similar (but more moderate) flattening occurs also in the high-density domain of the
results obtained from n3lo450 and n3lo414. It is entirely absent in the case of n3lo500, where the respective
contribution is small (and has opposite sign). Because the pressure is defined as P (ρ, T ) = ρ2∂F¯ (ρ, T )/∂ρ,
the flattening present in the VLK results leads to crossing pressure isotherms. Ultimately, the origin of
this behavior lies in the large values of the Nijmegen LECs.
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FIG. 8: (Color online) Free energy per nucleon F¯ (ρ, T ) at different stages in MBPT, calculated using different low-
momentum interactions. The blue triangle marks the empirical saturation point E¯0 ' −16 MeV, ρ0 ' 0.17 fm−3.
In Fig. 9 we show the second-order results with the effective-mass factors M∗/M included. The
flatness problem of the finite temperature VLK curves is no longer present, and at T = 25 MeV the VLK
results and the ones obtained from n3lo450 and n3lo414 are in close agreement. At zero-temperature
nuclear matter is under-bound with the VLK21 potential (E¯0 = −12.73 MeV), the saturation density is
somewhat small (ρ0 = 0.136 fm
−3), and the compressibility is K = 200 MeV. For VLK23 the saturation
point is close to the empirical value, i.e., E¯0 = −15.66 MeV and ρ0 = 0.152 fm−3, and the compressibility
K = 260 MeV is in agreement with empirical constaints (see Sec. IV B). However, for both VLK21 and
VLK23 the zero-temperature curves are now somewhat steep for densities just above saturation density,
and the crossing of the pressure isotherms is therefore still present as can be seen in the second plot
in Fig. 94. From ∂P/∂T = α/κT (where κT ≥ 0 is the isothermal compressibility) it follows that this
crossing implies a large negative coefficient of thermal expansion α, i.e., there would be a large decrease
in pressure when the temperature is increased at fixed density. In the case of n3lo450 and n3lo414 the
pure second-order calculation resulted in nuclear matter that was over-bound at low temperatures. The
first-order corrections to the single-particle energies reduces the strong attraction in the second-order
normal diagram and improves the description of nuclear matter at zero temperature for the n3lo414
and n3lo450 potentials. By contrast, with n3lo500 the saturation point is only reproduced in the pure
second-order calculation (without the effective-mass corrections). The agreement is likely coincidental,
and higher-order perturbative contributions should be included [19].
4 A fully consistent RG treatment including induced many-nucleon forces may help cure this feature. See Refs. [39, 48, 49]
for additional details.
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FIG. 9: (Color online) Free energy per nucleon F¯ (ρ, T ) and pressure isotherms P (ρ, T ) for isospin-symmetric
nuclear matter at second order in MBPT, with the effective-mass factors M∗/M included. Only the pressure
isotherms from VLK21 and the ones from VLK23 (green and purple curves) cross each other.
B. Equation of state of isospin-symmetric nuclear matter
In the following we examine the properties of the nuclear matter equations of state that result from
the chiral nuclear interactions n3lo414, n3lo450 and n3lo500. Both the n3lo414 and n3lo450 potentials
are well converged at second order in perturbation theory with self-consistent single-particle energies [19],
while higher-order contributions to the free energy per particle are required to achieve convergence with
the n3lo500 two-body potential. For comparison, we compute the thermodynamics of nuclear matter from
n3lo500 without effective-mass contributions only to study whether universal features at finite temperature
can arise starting from realistic zero-temperature equations of state.
From the free energy per nucleon F¯ (ρ, T ) all other thermodynamic quantities follow by standard ther-
modynamic relations. The pressure P (ρ, T ) and the (nonrelativistic) chemical potential µ(ρ, T ) for in-
stance are given by
P (ρ, T ) =ρ2
∂F¯ (ρ, T )
∂ρ
, (46)
µ(ρ, T ) =F¯ (ρ, T ) + ρ
∂F¯ (ρ, T )
∂ρ
. (47)
The numerical results for F¯ (ρ, T ) and P (ρ, T ) are shown in Fig. 10 for densities ρ < 0.35 fm−3 and
temperatures in the region T = 0− 25 MeV for all three n3lo potential sets. Additional derived thermo-
dynamic quantities are shown for n3lo414 in Fig. 11, i.e., free energy density F (ρ, T ), chemical potential
µ(ρ, T ), and pressure P (µ, T ).
Liquid-gas phase transition. For temperatures below a critical value Tc the analytical free energy
density at fixed temperature F (ρ, T ) = ρF¯ (ρ, T ) exhibits a mechanically unstable region of negative
curvature5, which signifies the presence of a first-order phase transition. The physical equation of state
inside the transition region is obtained by performing the Maxwell construction. In the following we
briefly recall the properties of the equation of state associated with this method.
5 Nonconvexity of F (ρ, T ) with respect to ρ implies a negative isothermal compressibility κT , which violates the stability
relation κT ≥ 0.
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FIG. 10: (Color online) Free energy per nucleon F¯ (ρ, T ) and pressure P (ρ, T ) for isospin-symmetric nuclear
matter, calculated with the n3lo potential sets. The dashed lines show the analytical results, the solid lines the
physical equations of state (obtained with the Maxwell construction). The blue triangle marks the empirical
saturation point, and the black dot the critical point resulting from the respective potential sets.
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From the nonconvexity of the free energy density F (ρ, T ) it follows that the chemical potential and
pressure isotherms are nonmonotonic (as functions of ρ). This implies that for temperatures T < Tc
there exist points (ρa(T ), Fa(T )) and (ρb(T ), Fb(T )) which have matching values of these quantities
[denoted by µm(T ) and Pm(T )] and therefore represent systems that can coexist in mutual thermodynamic
equilibrium. These points delineate the region in which the low density, the gaslike (in analogy to classical
gases described by the van der Waals equation of state), and the high density, the liquidlike phase, mix.
In the regions adjacent to (ρa, Fa) and (ρb, Fb) where the free energy density is still convex the system
is mechanically metastable, i.e., a finite disturbance is needed to induce phase separation, whereas in the
inner region of thermodynamic instability the system separates spontaneously.
The values of µm(T ) and Pm(T ) are obtained by constructing double tangents in the F¯ (ν, T ) plots
(where ν = 1/ρ is the volume per nucleon), i.e., for fixed temperature T < Tc one finds values νa and νb
(where νa > νb) for which
F¯ (νa, T )− F¯ (νb, T ) = −Pm(T )(νa − νb), (48)
∂F¯ (ν, T )
∂ν
∣∣∣
νa,νb
= −Pm(T ). (49)
The points specified by these equations are identical to the ones with equal values of pressure and
chemical potential. The free energy per nucleon of the liquid-gas mixture is then given by substituting
the analytical results with the double tangents,6 i.e., for ρ ∈ [ρa(T ), ρb(T )] and T < Tc it is
F¯ (ρ, T ) = µm(T )− Pm(T )
ρ
. (50)
The physical equations of state resulting from this construction are given by the solid lines in Figs. 10
and 11. Since the Maxwell construction does not preserve the curvature of F¯ (ρ, T ) at the boundaries
{ρa(T ), ρb(T )} of the transition regions, both P (ρ, T ) and µ(ρ, T ) are not differentiable at these points.
For ρ ∈ [ρa(T ), ρb(T )] the chemical potential and the pressure are constant and their values given by
µm(T ) and Pm(T ), respectively. Hence, in the physical P (µ, T ) diagrams the regions of phase coexis-
tence collapse to single points with coordinates (Pm(T ), µm(T )). The different parts of the region of
thermodynamic instability are particularly exposed in the analytical P (µ, T ) curves. Here, the transition
from mechanical metastability to the unstable region with nonconvex free energy density is marked out
by sharp bends and for T < Tc the analytical P (µ, T ) diagrams become triple-valued (double valued at
zero temperature). The regions of phase coexistence terminate at the critical point (Pc, ρc, Tc) where
both derivatives of the pressure vanish (signifying a second-order transition point):
∂P (ρ, T )
∂ρ
∣∣∣
T=Tc, ρ=ρc
=
∂2P (ρ, T )
∂ρ2
∣∣∣
T=Tc, ρ=ρc
= 0. (51)
For pressures above the critical value Pc there is no phase transition from a dense liquidlike to a low
density gaslike phase; nuclear matter instead behaves as a fluid whose properties vary continuously with
temperature.
Zero-density limit. In the limit of vanishing density the interactions between nucleons vanish and
F¯0 = µ0 +Ω0/ρ gives the dominant contribution to the free energy per nucleon. The singular behavior of
the F¯ (ρ, T ) curves for ρ→ 0 at non-zero temperature is therefore entirely caused by the non-interacting
contribution F¯0. The leading term in Eq. (4) can be written as
Ω0(µ0, T ) =
√
2T
(
M
βpi
) 3
2
Li5/2
(− exp(βµ0)) . (52)
6 The concentrations of the liquid and the gas part in the phase separated system are given by cliquid(ν) =
ν−νb
νa−νb and
cgas(ν) =
νa−ν
νa−νb , respectively, so the free energy per nucleon of the mixture coincides with the one given by the double
tangents, cliquid(ν)F¯ (νa, T ) + cgas(ν)F¯ (νb, T ) = F¯ (νb, T ) − Pm(T )(ν − νb). Note that negative curvature of F (ρ, T )
corresponds to concavity of F¯ (ν, T ) (at fixed T ), so the double tangents lie underneath the analytical results and the free
energy density of the mixture is smaller than that of the unseparated system.
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With the corresponding expression for ρ(µ0, T ) in Eq. (5) and µ0
ρ→0−−−→ −∞ it follows that
F¯0(µ0, T ) = µ0 − T
Li5/2
(− exp(βµ0))
Li3/2
(− exp(βµ0)) µ0→−∞−−−−−→ µ0 − T. (53)
Returning to Eq. (6) this shows that the singularity of the free energy per nucleon is logarithmic, ∼ ln ρ.
Hence, despite the divergent behaviour of F¯ (ρ, T ), the free energy density F (ρ, T ) = ρF¯ (ρ, T ) vanishes
in the ρ → 0 limit (cf. Fig. 11). Furthermore, the limiting behavior of the entropy per nucleon is given
by
S¯(ρ, T ) = −∂F¯ (ρ, T )
∂T
ρ→0−−−→ 5
2
− µ0(ρ, T )
T
. (54)
This shows that the total internal energy per nucleon E¯ = F¯ + T S¯ approaches the value 3T/2 for ρ→ 0,
which corresponds to the equation of state of a classical ideal gas.
It should be noted here that in the low density region the picture of nuclear matter as a homogeneous
system is incomplete. This follows from the fact that at densities well below saturation density few-body
correlations as well as Coulomb repulsion of protons are important. Light clusters such as deuterons,
tritons and α particles are formed. Because of the Pauli principle these clusters dissolve at higher densities,
yet they can still be expected to play a role when it comes to the liquid-gas phase transition. A detailed
study of cluster formation and its effects on the nuclear EoS was provided by Typel et al. [50]. Their
results suggest only modest changes regarding the position of the critical point, such as a shift of Tc by
less then 10% from nucleonic clustering.
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FIG. 11: (Color online) Free energy density F (ρ, T ), chemical potential µ(ρ, T ) and pressure as function of
chemical potential P (µ, T ) from n3lo414, as well as the T − ρ phase diagram from n3lo500, n3lo450 and n3lo414.
In the first three plots the dashed lines show the analytical results and the solid lines the physical equation of
state. The blue triangle and the (black) dot(s) mark the empirical saturation point and the determined critical
point(s), respectively.
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Nuclear bulk properties and thermodynamic observables. In Table II we give the values of
several key quantities that characterize the obtained equations of state. The empirical saturation point
(E¯0, ρ0) ' (−16 MeV, 0.17 fm−3) is best reproduced by n3lo414, but all potential sets lead to acceptable
agreement. Also the empirical value of the compressibility [51–53]
K = 9ρ20
∂2E¯(ρ)
∂ρ2
∣∣∣
ρ=ρ0
= 250± 25 MeV (55)
comes out correctly for all sets of potentials. The critical point lies higher for n3lo500, and is very similar
for the n3lo450 and n3lo414 results. The most recent empirical values for its coordinates have been
obtained by the study of data from multifragmentation and compound nuclear decay experiments by
Elliot et al. [5]; their values Tc = 17.9± 0.4 MeV, ρc = 0.06± 0.02 fm−3, Pc = 0.31± 0.07 MeV fm−3 are
in agreement with previous studies by Karnaukhov et al. [6], and agree more closely with the n3lo450
and n3lo414 results.
E¯0 [MeV] ρ0 [fm
−3] K [MeV] Tc [MeV] ρc [fm−3] Pc [MeV fm−3]
n3lo500 (no M∗/M) -16.51 0.174 250 19.1 0.072 0.42
n3lo450 (M∗/M) -15.50 0.161 244 17.2 0.064 0.32
n3lo414 (M∗/M) -15.79 0.171 223 17.4 0.066 0.33
TABLE II: Saturation point (E¯0, ρ0), compressibility K, and critical values of temperature Tc,
density ρc and pressure Pc resulting from the equations of state obtained with the n3lo potentials.
Phase diagram. In Fig. 11 we show the T − ρ phase diagrams resulting from n3lo500, n3lo450 and
n3lo414. As a consequence of the third law of thermodynamics, the boundaries of the coexistence region
(ρa(T ), ρb(T )) must approach the ρ-axis with infinite slope. At zero temperature there is no pure gas
phase, and the boundary points are given by (0, ρ0). Above the critical temperature there is only the
gaslike phase.
C. Discussion of results
We have seen that the differences in the results obtained from different potential sets are predominantly
from the contributions associated with the three-body interactions, which depend sensitively on the choice
of low-energy constants cE , cD and c1,3,4. The dominant three-body contributions are the ones which are
proportional to c3, and the crossing of pressure isotherm present in the VLK21 and VLK23 results can
be linked mainly to the large value of this low-energy constant in the Nijmegen LECs.
It should be stressed that in our calculation we have used leading-order (with respect to the chiral
expansion) three-body forces only. The subleading (N3LO) 3N forces and the leading 4N forces have
so far been fully included only in neutron matter calculations [10, 13] at zero temperature. In nuclear
matter already the leading-order 3N force is more intricate; in addition to the vanishing of all contributions
proportional to cE , cD and c4, in pure neutron matter the two-pion exchange kernels given in Eqs. (20)
and (21) are decreased by factors 1/12 and 1/6, respectively7. Initial investigations have shown that chiral
four-body forces can give contributions to the nuclear equation of state of considerable size, but substantial
cancellations among the contributions from N3LO many-nucleon forces have been conjectured [54]. It
remains a future task to fully include higher-order many-nucleon forces in nuclear matter calculations.
The potentials considered in the present work that best reproduce bulk properties of symmetric nuclear
matter at zero temperature also give comparable results at finite temperature. In Fig. 12 uncertainty
estimates derived from variations in the cutoff scale and nuclear contact terms are shown. For densities
ρ & ρ0 the deviations increase, and are (surprisingly) larger between n3lo450 and n3lo414 as compared
to n3lo500 and n3lo414. Fig. 12 also shows the effect of varying the width of the DDNN regulator
independently (with respect to the NN regulator). One sees that moderate variations have no large
impact on the results. In particular, the effect is almost identical for different temperatures.
7 These reduced isospin factors follow from the absence of proton lines in the Hartree- and Fock-diagrams in Fig. 2.
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FIG. 12: (Color online) Uncertainty bands in the results for the free energy per nucleon F¯ (ρ, T ) resulting from the
different n3lo potential sets, i.e., from differently regularized chiral interactions, and from independently varying
the DDNN regulator. The curves in the second plot have been calculated using n3lo414 and show the results
without the Maxwell construction applied. The blue triangle marks the empirical saturation point.
V. SUMMARY
We have calculated the thermodynamic equation of state of isospin-symmetric nuclear matter using
nuclear potentials derived within the framework of chiral effective field theory. The dependence of nuclear
matter properties on both the choice of the cutoff scale in the regulating function as well as the values of
the low-energy constants associated with the N2LO chiral three-nucleon force were studied. Thermody-
namically consistent results have been obtained with chiral nuclear potentials whose two-body low-energy
constants have been fit to NN scattering phase shifts at the cutoff scales 414, 450, 500 MeV and whose
three-nucleon contact terms were fit to the triton binding energy and lifetime. The results presented
in this work (particularly for the critical temperature, critical density, and critical pressure) therefore
represent genuine predictions of nuclear many-body dynamics with constraints coming only from nuclear
few-body systems. In the cases considered, good reproduction of the zero-temperature saturation point
and compressibility led to consistent thermodynamics, and in particular a narrow range for the critical
temperature Tc = 17.2− 19.1 MeV of the liquid-gas phase transition.
In future work we plan to extend our calculations to the case of isospin-asymmetric nuclear matter, with
pure neutron matter as a limiting case. This will allow for the comparison of additional observables such
as the symmetry energy and the isobaric compressibility. Such calculations will be key to constructing
microscopic equations of state for use in numerically intense simulations of astrophysical phenomena.
Additionally, from the quark-mass dependence of the chiral potentials it will be possible to determine
the thermodynamic properties of the in-medium chiral condensate related to spontaneous symmetry
breaking. Including the effects of subleading many-nucleon forces as well as explicit ∆(1232)-isobar
degrees of freedom represent future challenges.
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