Solution of Initial Value Problem
We consider the mth order linear homogeneous differential equation L m.t x(t) := p 0 (t)ẋ (m) (t) + p 1 (t)ẋ (m−1) (t) + · · · + p m (t)x(t) = 0
subject to the initial conditions x(t 0 ) = α 1 ,ẋ(t 0 ) = α 2 , . . . ,ẋ (m−1) (t 0 ) = α m , where p 0 (t) > 0 for all t ∈ I, andẋ (i) represents the ith derivative d i x(t)/dt i with respect to t. The VIM constructs the correction functional in the following form
where x n (t) is named as the nth order approximation and λ(s; t) is the so-called Lagrange multiplier. An easy calculation shows that
subject to the conditions
Here, L † m,s represents the adjoint linear differential (operator) expression
On the other hand, one can rewrite (1) aṡ
where
. .
In this case, the correction functional is
Here, Λ(s; t) is an m × m matrix-valued Lagrange multiplier, unlike the scalar multiplier λ(s; t). From [1] , we have
where Ψ(s) represents the fundamental matrix of the adjoint equation for (5):
Furthermore, it can easily be shown that
which provides us with a new method for finding the Lagrange multiplier. By using the properties of Λ(s; t), it turns out that L m,t λ(s; t) = 0,
Note that the derivatives are with respect to t, but not s. Hence, we may state and prove the following theorem.
and the initial conditions be
Then, for any sufficiently smooth x 0 that satisfies the initial conditions,
is the unique solution of (12).
The question is that 'Can the same idea be applied to the boundary value problems?'

Solution of Boundary Value Problems
Consider
where the operator S is defined by the linear differential expression
on the space of functions C m (I, R) satisfying
Equivalently, we write (15) as
has only the trivial solution: x ≡ 0. So, the unique solution of (13) can be written in the form
where G(t, s) denotes the Green's function of the operator S. Thus, application of VIM yields the following theorem.
Theorem 3.1. Let x 0 ∈ C(I, R) satisfy the boundary conditions given in (15), then
solves the boundary value problem (13), wherẽ
and y 1 is any function that satisfies L m,t y 1 = 0, and U (y 1 ) = U (x 1 ).
Application and Conclusion
To put all these in practice and for practical work, we modify the VIM according to the theorems above: we applied the VIM to initial and boundary value problems arising from different applications. Theoretical results are also validated by numerical computations. Furthermore, we propose a new algorithm, based on the theorems above, especially for nonlinear boundary value problems.
