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Abstract
We are interested in the study of quasistatic visco-plastic flows with thermal effects. The fluid motion is
governed by the incompressible Norton–Hoff model coupled with the time-dependent heat equation where
the dissipated mechanical power is the source term. The viscosity of the fluid is modeled by the non-linear
Arrhenius law. The well-posedness of each decoupled system is given. The optimal regularities of the heat
solution and of the scale factor are supplied. A non-linear operator describing the stand coupling is provided.
The existence of a solution to the considered problem is established. We prove the compactness result of
the set solutions.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The principal aim of this work is to prove an existence result to a coupled system of non-linear
partial differential equations linked to a quasi-static visco-plastic flow with thermal effects. The
governing equations of the fluid flow are the Norton–Hoff system, whereas the thermal effects
are modeled by the time-dependent heat equations. This study has never been undertaken before,
at least from a theoretical point of view.
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occupying a three-dimensional regular domain D. Its exponent p belongs to ]1,2[. We suppose
at the instant t < 0, the structure being in its natural state without stress nor strain. At the in-
stant t = 0, we apply on the structure an exterior exertion defined by a volumic distribution f in
the domain D and a surfacic distribution of a heat flux q on a part of the boundary. The rate of
the heat is adiabatic on the boundary left over, then the material is transformed in a visco-plastic
fluid. The fluid motion is governed by the incompressible Norton–Hoff model coupled with the
time-dependent heat equation within the time dependent dissipated mechanical power as a vol-
ume source term (see [18]). The viscosity of the fluid is modeled by the Arrhenius law coming
from metallurgy (see [17,18]), such law having a phenomenologic and describing fundamentally
the plastic behavior of the material. In other respects, we impose homogeneous Dirichlet condi-
tions on the whole of the boundary for all t in the time interval I . We assume that the mapping of
the exterior exertion is sufficiently slow in order to neglect the inert effects. Then, the evolution
is quasi-static. Then the full system of equations modeling the motion of the fluid and the heat
effects is:⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
K
∣∣ε(u)∣∣p−2ε(u)+ P Id = σ in I × D,
−div(σ ) = f in I × D,
div(u) = 0 in I × D,
K = K(t, x) = Kc exp
(
γ
θ + θ0
)
in I × D,
∂tθ − div(λ∇θ) = K
∣∣ε(u)∣∣ in I × D,
(1)
with the boundary conditions:{
u = 0 on I × ∂D,
∂θ
∂n
= q on I × ∂D, (2)
and let us consider the following initial condition:
θ(0, .) = 0 in D, (3)
where K and Kc are the viscosity and the consistency of the material, σ is the Cauchy stress
tensor, ε(u) = 12 (D(u) + D(u)∗) is the linearized strain velocity tensor, D is the differential
operator, p is the exponent of the material; 1 < p < 2: it is the sensibility coefficient of the
material to the strain velocity tensor, P is the hydrostatic pressure, Id is the identity tensor,
f is the density of the gravitation acting on the fluid, γ is the thermodependence coefficient,
θ0 is a strict non-negative function, λ is the diffusion coefficient, K|ε(u)| is compatible to the
dissipated mechanical power coming from Joule’s effect, ∂D is the boundary of the domain D,
I × ∂D = Σ¯1 ∪ Σ¯2 and q is a heat flux where its support is included in Σ¯2.
In the above system the unknowns are the velocity field u(t, x) of the flow and the temperature
function θ(t, x) defined on D.
The main difficulties in the analysis of (1)–(3) are:
1. The coupling between the velocity and the temperature is extremely non-linear which in-
volves many technical difficulties.
2. The regularity of the source term of the heat equation is rather Lp; 1 < p < 2. As far as we
know, this case has never been studied before.
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Norton–Hoff model.
Many authors are interested in the Norton–Hoff law. It was introduced by Norton [16] in order
to describe the uni-dimensional creep of steel at high temperature, and extended by Hoff [12] to
the multi-dimensional solicitations. Friaa [4] has generalized the Norton–Hoff law in plasticity
and visco-plasticity. Temam [17] has proved that the Prandtl–Reuss law of plasticity is derived
from the Norton–Hoff law when the exponent of the material tends to one and Zolésio [11]
has studied a free-boundary problem for two non-Newtonian fluids. Notice here that the natural
coupling between the Norton–Hoff law and the thermal effect has never been studied before at
least from a theoretical point of view. The existence of a solution to the Norton–Hoff model has
been treated in [7,8,10] without taking into account the thermal effects induced by Joule’s law.
The paper is organized as follows: in Section 2 we provide the corresponding framework.
In Section 3, we study the evolutive heat equation with Lp-space regularity of the source term.
Then the Sobolev interpolation allows us to supply the optimal regularity of the heat solution. In
Section 4, we establish the optimal regularity of the scale factor, linked to the Arrhenius law, by
introducing an implicit scheme and by using the maximum principle. In Section 5, the existence
result to the considered problem is provided. It is based on the Schauder fixed point theorem
applied to an established iterative process describing the stand coupling. We end by proving the
compactness of the solutions set.
2. Framework
2.1. Hypothesis
(i) The domain D is locally in one side of its boundary ∂D which is twice continuously differ-
entiable.
(ii) Assume that λ belongs to L∞(I,W 1,∞(D)) and let minλ(t, x) = μ > 0 for all (t, x) ∈
I × D.
(iii) Because of technical difficulties, it would be nice to cover the range 1 < p = 65 < 2.
2.2. Functional setting
We denote by
W = W 1,p0
(
D,R3
)= {v ∈ W 1,p(D) s.t. v = 0 on ∂D},
and
Wdiv = {v ∈W s.t. divv = 0 in D},
which are the natural spaces involved in the study of a quasi-static Norton–Hoff problem
(see [8]).
The following proposition provides a Banach space structure for the above spaces.
Proposition 2.1. Since the expression of ε(v) is linear in the first derivative of v, the mapping
‖.‖ defined from W to R+ by
‖v‖ =
(∫
D
∣∣ε(v)∣∣p)1/p,
is a norm on W , equivalent to the norm induced by the canonical one of W 1,p(D).
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denoted by ‖.‖ for shortness (see [10]).
Further we introduce the following set:
H
1
2
00(Σ2) =
{
ϕ ∈ H 12 (I × ∂D); ϕ = 0 a.e. on I × ∂D \Σ2
}
.
Then, the set of admissible heat fluxes q is the topological dual space of H
1
2
00(Σ2) denoted by
H
−1
2
00 (Σ2).
Remark 2.1. We shall notice that the optimum space-regularity of the heat equation source term
is Lp(D). As far as we know, this case has never been studied before.
In a first main step, we investigate the evolutive heat equation with non-smooth datum (with
H−1 space-regularity of the source terms). In order to prove the corresponding existence and
uniqueness result we use the Galerkin method via a mere change of functions.
3. Heat equation with Lp source term
3.1. Existence and uniqueness
Let D and I = (0, τ ) be the considered domain and the time interval with ∂D = Γ 1 ∪ Γ 2 in
which we formulate the following evolutive heat equations with given data g and q:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂t θ − div(λ∇θ) = g in I ×D,
θ = 0 on Σ1 = I × Γ1,
∂θ
∂n
= q on Σ2 = I × Γ2,
θ(0, x) = 0 in D.
(4)
Then, we have the hereafter theorem which proves the well-posedness of the previous system.
Theorem 3.1. Let (g, q) be in L2(0, τ ;Lp(D)) × L2(0, τ ;Lp(Σ2)). Then, the evolutive heat
system (4) has a unique solution θ in the space
Q= H 1(0, τ ;H−1(D))∩L2(0, τ ;H 1(D)).
We shall assume that the open set Σ1 may be empty. As a consequence we are not able to use
the term (
∫
D
|∇θ |2 dx)1/2 as a norm. We proceed as follows. Let us consider the following mere
change of functions, for each constant a > 0 we stand:
ψ(t, x) = e−at θ(t, x),
then the problem (4) can be rewritten as follows⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂tψ + aψ − div(λ∇ψ) = ga in I ×D,
ψ = 0 on Σ1,
∂ψ
∂n
= qa on Σ2,
(5)ψ(0) = ψ0 in D,
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ga = e−atg ∈ L2(0, τ,Lp(D)) and qa = e−at q ∈ L2(0, τ,Lp(Σ2)). (6)
We use the Galerkin method (see [14]) in order to get an existence and uniqueness result to the
last system.
Assume that both ga and qa are in L2(I,E) where E is a Banach space of distributions (re-
spectively E = H−1(D) and E = H−1(Σ2)). Then by referring to [14] we obtain the following
result.
Proposition 3.1. For any gμ,qμ satisfying the previous H−1-assumptions we get a unique solu-
tion ψ in L∞(0, τ,L2(D))∩ L2(0, τ,H 1(D)) to system (5).
By setting a = μ we get
‖ψ‖L2(0,τ,H 1(D)) 
1
μ
( τ∫
0
(∥∥gμ∥∥
H−1
D¯
(RN )
+CΣ2
∥∥qμ∥∥
H
−1/2
00 (Σ2)
)2
dt
)1/2
, (7)
and then, we assume in short that ψ0 = 0,
1
2
‖ψ‖2
L∞(0,τ,L2(D)) 
1
μ
τ∫
0
(∥∥gμ∥∥
H−1
D¯
(RN )
+CΣ2
∥∥qμ∥∥
H
−1/2
00 (Σ2)
)2
dt, (8)
where the constant CΣ2 is related to the continuity of the trace operator on Σ2.
Lemma 3.1. From the equation itself we get
∂tψ = −μψ + div(λ∇ψ).
Since λ ∈ L∞(0, τ,L∞(D)) as assumed, it yields
ψ ∈ H 1(0, τ,H−1(D)).
Lemma 3.2. As a consequence we get an isomorphism
ζ :
(
gμ,qμ
)→ ψ
from L2(I,H−1(D¯))× L2(I,H−1/200 (Σ2)) onto Q= H 1(I,H−1(D)) ∩L2(I,H 1(D)).
Hence, from the previous proposition we get an existence and uniqueness result to the evo-
lutive heat equation with the H−1-assumption. Thus, the result can be extended to our case
where the data belong to L2(0, τ ;Lp(D))×L2(0, τ ;Lp(Σ2)), which provides the proof of The-
orem 3.1.
In the sequel we establish an abstract result providing the optimal regularity of the solution of
the heat equation with Lp space-regularity of the source term. For this, we treat the problem with
more regular data (L2 space-regularity) and thereafter we use the Sobolev interpolation (see [1])
in order to recover the expected result.
3.2. Optimal regularity of the heat equation with Lp source term
3.2.1. An abstract result
We establish the expected optimal regularity result of the considered heat equation in an ab-
stract framework.
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L2(I,Lp(D)). Let ϕ0(x) be in H 1(D).⎧⎪⎨
⎪⎩
∂t θ − div(λ∇θ) = h in I ×D,
∂θ
∂n
= q on I × ∂D,
θ(0, x) = 0 in D.
(9)
Then, θ lies in L2(I, W 2−ε,2(D)) for such an ε that 0 < ε < 1.
Basically the proof is split into two steps. The first one consists of treating the problem with
more regular source data. The second step is devoted to the Sobolev interpolation.
We start by studying the regularity of θ where the second term h belongs to L2(I,L2(D)).
Lemma 3.3. Under the previous hypothesis made on the data h and q , there exists a unique
solution R in L2(I,H 2(D))/R to the following elliptic system{−div(λ∇R) = h in I × D,
∂R
∂n
= q on I × ∂D. (10)
Proposition 3.2. Let Φ = θ − R, then there exists a unique solution in L2(I ;H 2(D)) to the
system⎧⎪⎨
⎪⎩
∂tΦ − div(λ∇Φ) = −∂tR in I ×D,
∂Φ
∂n
= 0 on I × ∂D,
Φ(0, x) = 0 in D.
(11)
Proof. As Φ belongs to L2(D) and by referring to [15], it will be enough to prove that Φ lies
in L2(D). Let us multiply the continuous equation of the system (11) by (−Φ), it follows for
all t in I that:
1
2
τ∫
0
∫
D
∂t |∇Φ|2 +
τ∫
0
∫
D
λ|Φ|2 =
τ∫
0
∫
D
(∂tR)Φ −
τ∫
0
∫
D
(∇λ∇Φ)Φ.
Hence, the regularity of λ and the Cauchy–Schwartz inequality (see [3]) recover the desired
estimate. It exists a constant c such that
‖Φ‖L2(D)  c,
which involves the result. 
3.2.2. Sobolev interpolation
We have seen in the previous results that if the right-hand side of the heat equation belongs
to H−1(D) (respectively in L2(D)) the corresponding solution is in H 1(D) (respectively in
H 2(D)). This allows us to use the linear Sobolev-spaces interpolation (see [1]) in order to obtain
the proof of Theorem 3.2.
Proof of Theorem 3.2. The source term of the heat equation belongs to Lp(D). It also lies in
the Sobolev space H−ε(D) for such parameter ε which belongs to ]0,1[. The space H−ε(D) is
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s in ]0,1[ such that −ε = (−1)s + 0(1 − s). Consequently the space H 2−ε(D) is a linear in-
terpolated Sobolev-space of (H 1,H 2). Hence, by Hunt’s interpolation (see [2, p. 31]) the heat
solution lies in W 2−ε,2(D).
Thus, the announced result is supplied. 
The second important difficulty in this study is generated by the fact that the scale factor
associated to the Arrhenius law has to be uniformly bounded in space and in time.
4. Regularity of the Arrhenius law
Theorem 4.1. Let K = Kc exp( γ(θ0+θ) ) be the scale factor associated to the Norton–Hoff law,
where Kc is the consistency of the material, θ is the solution of the heat equation and θ0 is a
strictly non-negative function. Then
K belongs to L∞
(
I ;L∞(D)).
The following technical result is crucial for the proof of the last theorem.
4.1. The implicit scheme
We consider the following implicit scheme: let I = (0, τ ) = ⋃m−1j=0 (jρm, (j + 1)ρm) where
ρm = τm is a sub-division of the time interval (0, τ ).
For all m ∈ N, we stand a sequence θm = (θm0 , θm1 , . . . , θmm )∗ which belongs to H 1(D)m+1.
Then the sequence θm satisfies the following implicit scheme in time⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
θmj+1 − θmj
ρm
− div(λ∇θmj+1)= g in D,
∂θmj+1
∂n
= 0 on Γ1,
∂θmj+1
∂n
= q on Γ2,
j = 1, . . . ,m,
(12)
where g is equal to K|ε(u)|.
We adopt the maximum principle (see [3]) in order to prove a positivity result to each solution
of the implicit scheme.
4.2. The maximum principle
Lemma 4.1. According the maximum principle and an inductive proof, we get:
if θmj  0 then we get θmj+1  0.
Proof. The θmj satisfies the hereafter optimization problem:
Φ
(
θmj+1
)= min
1
Φ(ϕ),ϕ∈H
104 J. Ferchichi, J.P. Zolésio / J. Math. Anal. Appl. 334 (2007) 97–113where Φ is a convex, l.s.c. (lower semi-continuous) mapping and Gateaux differentiable given
by
Φ(ϕ) =
∫
D
1
2
(
ϕ2 + 1
2
ρmλ|∇ϕ|2 − θmj ϕ − ρmgϕ − λρmqϕ
)
.
Since q > 0 and g > 0, then if θmj  0 we come to
Φ
(
θmj+1
)
Φ
(∣∣θmj+1∣∣).
Accordingly, by the uniqueness of the minimum of the mapping Φ we deduce that
θmj+1 =
∣∣θmj+1∣∣. 
We introduce a parameter family of interpolated functions related to each solution of the
discretized problem given by the last system.
4.3. The interpolation method
Let θ¯m be a piecewise interpolation of θm in L2((0, τ ),H 1(D)) carrying out the assumption
below (see [14]):
for all t ∈ [jρm, (j + 1)ρm[, θ¯m(t) = θmj .
The following lemma comes in consequence.
Lemma 4.2. It yields that:
θ¯m  0, ∀m,
and ∀t ∈ (0, τ ),⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
θ¯m(t + ρm)− θ¯m(t)
ρm
− div(λ∇(θ¯m(t + ρm)) = g(t) in D,
∂θ¯m
∂n
= 0 on Γ1,
∂θ¯m
∂n
= q on Γ2.
(13)
We establish an a priori estimate in order to provide a convergence result to the family of the
interpolated functions with respect to the parameter m.
Lemma 4.3. There exists a constant c > 0 such that∥∥θ¯m∥∥
L2(0,τ ;H 1(D))  c.
Proof. Let us assume that (θmj , θ
m
j+1)L2,L2,D = 0. By Green’s formula we obtain∫ ∣∣θmj+1∣∣2 + ρm
∫
λ
∣∣∇θmj+1∣∣2 = ρm〈g, θmj+1〉D + ρm〈λq, θmj+1〉−12 , 12 ,Γ2 .D D
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H 1(D) max
(
1
μ
,τ
)(
‖f ‖H−1(D) + c′‖q‖H−1/200
)
and ∥∥θ¯m∥∥
L2(0,τ ;H 1(D)) = ρm
∥∥θm∥∥
H 1(D).
By compactness argument, we can extract a subsequence of θ¯m which converges weakly in
L2(0, τ ;H 1(D)) and strongly in L2(0, τ ;L2(D)) to a function π . Let us denote the subsequence
by θ¯m itself. 
In order to study the sign of the limit function π , we may use the Banach–Zucks theorem
(see [5]).
Theorem 4.2. Let H be a Hilbert space and (em)m∈N a sequence which converges weakly to-
wards e in H . Then, there exists a family of constant λm such that
0 λm, 1 i  nm, Σλm = 1,
and also
hm = Σλmem → e, strongly in H.
As a consequence we get the following lemma.
Lemma 4.4. Since θ¯m  0 in I × D then hm  0 in I × D. Thus π  0 in I ×D.
Moreover we deduce the hereafter result.
Proposition 4.1. The limit function π is a solution of the heat equation, furthermore
π = θ.
Proof. We have, for all ϕ in C∞c (D) (the set of all C∞-functions with compact support),
τ∫
0
∫
D
θ¯m(t + ρm)− θ¯m(t)
ρm
ϕ(t) =
τ∫
0
∫
D
θ¯m(t)
ϕ(t − ρm)− ϕ(t)
ρm
,
it follows that
τ∫
0
∫
D
θ¯m(t)
ϕ(t − ρm)− ϕ(t)
ρm
→
τ∫
0
∫
D
π(−ϕ)t , m ↑ ∞,
and
τ∫
0
∫
D
λ∇ θ¯m(t)∇ϕ(t − ρm) →
τ∫
0
∫
D
−div(λ∇ϕ)π, m ↑ ∞.
Hence one can easily check that π is a solution of the heat equation with the same limit and
initial conditions as given in (2), (3). Then by uniqueness we see that π = θ .
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θ(t, x) 0, for all (t, x) ∈ I ×D. 
4.4. Proof of Theorem 4.1
Proof. Since Kc lies in L∞(D), θ(t, x) 0 in I ×D and θ0 > 0 then the proof is obvious. 
5. Existence result
We can now state and prove the main result of this work.
Theorem 5.1. The Norton–Hoff heat problem (1)–(3) has at least a solution (u, θ) in the space
W ×Q.
In order to obtain the existence of a solution to the Norton–Hoff heat problem, the main idea
consists of adapting the Schauder fixed-point theorem which requires an extension of a compact
operator defined in a particular convex subset of a Banach-space. Such a result allows us to prove
that an established iterative process undertaking the stand coupling between the velocity of the
flow and its temperature should have at least one fixed point.
5.1. Process
Let ϕn be a given temperatures sequence then the Arrhenius law provides the viscos-
ity Kϕn = Kn+1. By resolving the Norton–Hoff equation we recover the fluid’s velocity uϕn =
un+1. Hence by the Joule effect (see [18]) we get the dissipated mechanical power Kn+1|ε(un+1)|
which allows us to solve the heat equation and to obtain the temperatures sequence θϕ
n
un , and the
process continues:
ϕn given Viscosity−−−−−→ Kϕn = Kn+1 Norton−Hoff−−−−−−−→ uϕn = un+1
θn+1 = θϕn
un+1
heat equation←−−−−−−− Kn+1∣∣ε(un+1)∣∣ Joule effects↓ .
The couple (un+1, θn+1) satisfies the hereafter system with the same boundary and initial condi-
tions (2) and (3).
P(un, θn)
⎧⎪⎨
⎪⎩
−div(Kn+1∣∣ε(un+1)∣∣p−2ε(un+1))+ ∇P = f in I × D,
div
(
un+1
)= 0 in I × D,(
θn+1
)
t
− div(λ∇θn+1)= Kn+1∣∣ε(un+1)∣∣ in I × D.
(14)
Remark 5.1. We shall notice here that the heat equation is linear with respect to θn+1.
Let us recall the Schauder fixed point theorem.
Theorem 5.2. Let M be a non-empty, closed, bounded, convex subset of a Banach-space X, and
suppose T :M → M is a compact operator. Then T has a fixed point (see [13,19]).
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G : (V ,ϕ) → (uϕ, θϕV ),
in such a way that it takes value into the closed, bounded, convex ball B included in W ×Q.
Let B = Bu × Bθ , where Bu and Bθ are the closed balls of V and Q whose radius will be given
subsequently.
The fixed-point will depend on the continuity and the compactness of the extended mapping.
5.2. Strong continuity
Proposition 5.1. Let (Vn,ϕn)n∈N be a sequence in Wdiv × Q such that (Vn,ϕn) converges
strongly in Wdiv × Q towards (V∗, ϕ∗). Then, the sequence (uϕn, θϕnVn ) solution of P(Vn,ϕn)
converges strongly in Wdiv × Q towards (uϕ∗ , θϕ∗V∗ ) solution of P(V∗, ϕ∗) with the initial and
boundary conditions (2) and (3).
The proof of Proposition 5.1 can be split into three steps. We provide a priori estimates linked
to the velocity u solution of the Norton–Hoff equation and to the temperature θ solution of the
heat system. Then we prove the weak continuity of the extended mapping in the second step. In
the third one, we derive the strong continuity through the continuity of the dissipated mechanical
power.
5.2.1. A priori estimate
Lemma 5.1. There exists a constant c such that if u is the solution of the Norton–Hoff system
then:
‖u‖L2(0,τ ;W) 
c
Kc
‖f ‖
1
p−1
L∞(0,τ ;Lp′ ).
The radius of the above mentioned ball Bu is equal to cKc ‖f ‖
1
p−1
L∞(0,τ ;Lp′ ).
Proof. Since K belongs to L∞(I ×D), then the Cauchy–Schwartz inequality supplies that:∫
D
K
∣∣ε(u)∣∣p  ‖f ‖
Lp
′
(D)
‖u‖Lp(D).
Poincaré’s inequality provides:
Kc‖u‖W  c‖f ‖
1
p−1
Lp
′ ∀t ∈ I,
then
‖u‖W  c
Kc
‖f ‖
1
p−1
L∞(0,τ ;Lp′ ) ∀t ∈ I,
moreover
‖u‖L∞(0,τ ;W)  c
Kc
‖f ‖
1
p−1
L∞(0,τ ;Lp′ ).
Since L∞ is continuously embedded in L2, it follows:
‖u‖L2(0,τ ;W) 
c′
Kc
‖f ‖
1
p−1
L∞(0,τ ;Lp′ )
and the proof is achieved. 
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Lemma 5.2. We have∫
D
σ(u) · · · ε(u) c‖f ‖
p
p−1
L∞(0,τ ;Lp′ ),
and so, also
‖g‖
H−1D (RN)
 c‖f ‖
p
p−1
L∞(0,τ ;Lp′ ).
Lemma 5.3. There exists a constant c such that if θ is the solution of the heat system, we get
‖θ‖L2(0,τ,H 1(D)) 
1
μ
( τ∫
0
(
c‖f ‖
p
p−1
L∞(0,τ ;Lp′ ) +CΣ2 ‖q‖H−1/200 (Σ2)
)2
dt
)1/2
= R1,
and then
‖θ‖L∞(0,τ,L2(D)) 
(
2
μ
τ∫
0
(
c‖f ‖
p
p−1
L∞(0,τ ;Lp′ ) +CΣ2‖q‖H−1/200 (Σ2)
)2
dt
)1/2
= R2,
where CΣ2 is the constant coming from the continuity of the trace operator on the boundary Σ2.
Let the min(R1,R2) be the radius of the above mentioned ball Bθ .
5.2.2. Weak continuity
We denote:
(un, θn) =
(
uϕn, θ
ϕn
Vn
)
and Kn = Kϕn.
Under the previous Lemma 5.1, the sequence (un)n∈N is bounded in the reflexive Banach space
Wdiv and thus one can extract a subsequence (unk )k∈N which converges weakly in Wdiv. Let u∗
be this weak limit, and assume that (un)n∈N itself converges weakly towards u∗. Then, the heat
system yields that the sequence θn is bounded in L2(I,H 1(D)) which is compactly embedded
in L2(I,L2(D)). Hence θn converges a.e. to a function ϕ∗ in L∞. Let K∗ = Kϕ∗ .
Proposition 5.2. The vector u∗ is the solution to the Norton–Hoff equations, moreover
u∗ = uϕ∗ .
Proof. Since the Norton–Hoff model is variational (i.e. the solution realizes the minimum of the
associated energy), it is easy to check the following inequality, for any n ∈N:∫
D
Kn
p
∣∣ε(un)∣∣p −
∫
D
fun 
∫
D
Kn
p
∣∣ε(v)∣∣p − ∫
D
f v = Φn(v) ∀v ∈Wdiv,
where Φn is a convex and Gateaux differentiable mapping.
It yields:
lim inf
n↑∞
( ∫
Kn
p
∣∣ε(un)∣∣p −
∫
f un
)

∫
K∗
p
∣∣ε(v)∣∣p − ∫ f v ∀v ∈Wdiv,
D D D D
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lim inf
n↑∞
∫
D
Kn
p
∣∣ε(un)∣∣p + lim inf
n↑∞
(
−
∫
D
f un
)

∫
D
K∗
p
∣∣ε(v)∣∣p − ∫
D
f v ∀v ∈Wdiv,
which involves
lim inf
n↑∞
( ∫
D
Kn
p
∣∣ε(un)∣∣p
)
−
∫
D
f u∗ 
∫
D
K∗
p
∣∣ε(v)∣∣p − ∫
D
f v ∀v ∈Wdiv,
and so∫
D
Kn
p
∣∣ε(un)∣∣p =
∥∥∥∥
(
Kn
p
)1/p
ε(un)
∥∥∥∥
p
Lp(D)
,
whereas the mapping v → ‖(Kn
p
)1/pε(v)‖Lp(D) is weakly lower semi-continuous and convex
onto Wdiv.
Since (Kn
p
)1/pε(un) ⇀ (
K∗
p
)1/pε(u∗), n ↑ ∞ in Lp(D), whence∫
D
K∗
p
∣∣ε(u∗)∣∣p  lim inf
n↑∞
∫
D
Kn
p
∣∣ε(un)∣∣p,
it follows∫
D
K∗
p
∣∣ε(u∗)∣∣p −
∫
D
f u∗ 
∫
D
K∗
p
∣∣ε(v)∣∣p − ∫
D
f v = Φ∗(v) ∀v ∈Wdiv.
Thus, u∗ realizes the minimum of Φ∗, by uniqueness u∗ = uϕ∗ (see [10]) and so the proof is
provided. 
5.2.3. Strong continuity
We begin by giving this fundamental lemma.
Lemma 5.4. The sequence (σ (un) · · · ε(un))n∈N converges strongly towards σ(u∗) · · · ε(u∗) in
L1(D) when n ↑ ∞.
Proof. In vertu of Green’s formula, we briefly have∫
D
Kn
∣∣ε(un)∣∣p =
∫
D
f un,
whereas,∫
D
fun →
∫
D
f u∗ when n ↑ ∞.
As
∫
D
f u∗ is equal to
∫
D
K∗|ε(u∗)|p , whence∫
Kn
∣∣ε(un)∣∣p →
∫
K∗
∣∣ε(u∗)∣∣p, n ↑ ∞,
D D
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Thus the lemma is proved. 
Corollary 5.1. Since the Banach space W is uniformly convex and moreover:
lim sup
n↑∞
‖un‖W  ‖u∗‖W ,
then, we deduce the strong convergence of un to u∗ in Wdiv (see [3]).
Proposition 5.3. The limit function θ∗ is a solution of the heat system, furthermore θ∗ = θϕ∗ .
Proof. Let us denote by gn the associated sequence of the dissipated mechanical power
K|ε(un)|. Since
‖θn‖L2(0,τ,H 1(D)) 
1
μ
( τ∫
0
(‖gn‖H−1
D¯
(RN )
+CΣ2‖q‖H−1/200 (Σ2)
)2
dt
)1/2
,
and then
‖θn‖L∞(0,τ,L2(D)) 
2
μ
τ∫
0
(‖gn‖H−1
D¯
(RN )
+ CΣ2‖q‖H−1/200 (Σ2)
)2
dt,
also we have∫
D
σ(un) · · · ε(un) c‖f ‖
p
p−1
L∞(0,τ ;Lp′ ),
then
‖gn‖H−1
D¯
(RN )
 c‖f ‖
p
p−1
L∞(0,τ ;Lp′ ).
Hence by compactness argument, one can extract a subsequence (θnk , gnk )k∈N which converges
weakly towards (θ∗, g∗) in Q × L∞(I,H−1(D)). We can assume that (θn, gn)n∈N itself con-
verges weakly towards (θ∗, g∗).
Let us apply Green’s formula in order to get the weak formulation related to the heat equation
whose θn is a solution.
τ∫
0
∫
D
(
∂θn
∂t
)
ψ +
τ∫
0
∫
D
λ∇θn∇ψ =
τ∫
0
(〈gn,ψ〉−1,1,D + 〈λq,ψ〉−1
2 ,
1
2 ,Σ2
)
, ∀ψ ∈Q.
Under the previous weak convergence and since elements of the set {θ ∈ L2(I,H 1(D));
θt ∈ L2(I,H−1)} can be identified with elements in C(I,L2(D)) up to a set of measure zero
in the time interval I , we deduce:
τ∫ ∫ (
∂θ∗
∂t
)
ψ +
τ∫ ∫
λ∇θ∗∇ψ =
τ∫ (〈g∗,ψ〉−1,1,D + 〈λq,ψ〉−1
2 ,
1
2 ,Σ2
) ∀ψ ∈Q,
0 D 0 D 0
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∂θ∗
∂n
= q on I × ∂D, and θ∗(0, .) = 0 in D.
Whence θ∗ is a solution of the heat system and thanks to the uniqueness argument we
get θ∗ = θϕ∗ .
On the other hand, we must prove that θn converges strongly towards θ∗.
Green’s formula yields:
τ∫
0
∫
D
(
∂
∂t
θn
)
θn +
τ∫
0
∫
D
λ|∇θn|2 =
τ∫
0
(〈gn, θn〉−1,1,D + 〈λq, θn〉−1
2 ,
1
2 ,Σ2
)
,
while θn converges weakly towards θ∗ in L2(I,H 1(D)) and due to the theorem supplied in [15]
the sequence θn converges strongly towards θ∗ in L2(I,L2(D)), it follows that:
‖θn‖L2(I,L2(D)) → ‖θ∗‖L2(I,L2(D)) when n ↑ ∞,
〈λq, θn〉Σ2 → 〈λq, θ∗〉Σ2, when n ↑ ∞,
and ∥∥θn(τ )∥∥2L2(D) → ∥∥θ∗(τ )∥∥2L2(D) when n ↑ ∞.
As gn converges strongly to g∗ in L2(I,H−1(D)), then
τ∫
0
〈gn, θn〉D →
τ∫
0
〈g∗, θ∗〉D when n ↑ ∞.
Since θ∗ is the solution of the heat equation, one can check:
τ∫
0
∫
D
λ|∇θn|2 →
τ∫
0
∫
D
λ|∇θ∗|2 when n ↑ ∞,
hence we get the norm’s convergence
‖θn‖L2(I,H 1(D)) → ‖θn‖L2(I,H 1(D)) when n ↑ ∞.
We deduce that θn converges strongly towards θ∗ in the Hilbert space L2(I, H 1(D)). 
Thus, Propositions 5.2 and 5.3 provide the strong continuity result of the operator G.
It remains to supply the strong compactness result to the extended operator.
5.3. Strong compactness
In order to prove that the operator G is compact, it is enough to check that the set G(B) is
strongly relatively-compact in Wdiv ×Q.
Proposition 5.4. For any integer n ∈ N we denote by (Vn+1, θn+1)n∈N = G(Vn, θn) a sequence
of G(B) ⊂Wdiv ×Q. From such a sequence we can extract a subsequence (Vnk , θnk )k∈N which
converges strongly in G(B).
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where c is a constant independent on n.
Compactness argument, supplied by the considered Sobolev space W ×Q, yields to an ex-
tracted subsequence (Vnk , θnk )k∈N which converges weakly to (V∗, θ∗) in Wdiv ×Q.
We deduce by Proposition 5.1 that (uθnk , θθnkVnk ) converges strongly towards (u
θ∗ , θθ∗V∗) in B ⊂
Wdiv ×Q and accordingly (Vnk , θnk )k∈N converges strongly to (V∗, θ∗). Whereas
(V∗, θ∗) : t →
(
uθ∗ , θθ∗V∗
)
.
Furthermore, strong continuity of the operator G yields that (V∗, θ∗) belongs to G(B).
Whence the strong compactness result of the operator G is supplied. 
Thus, the Schauder fixed-point theorem provides an existence result for the Norton–Hoff heat
problem (1)–(3).
5.4. Compactness of the solutions set
Theorem 5.3. Let S be the set of solutions of the Norton–Hoff heat problem, (1)–(3).
S = {(u, θ) ∈Wdiv ×Q s.t. (u, θ) is a solution of P}.
Then, S is compact for the strong topology induced from Wdiv ×Q.
Proof of Theorem 5.3. We use the same setting as before, let (un, θn) be any subsequence
that belongs to S. Then, under the above Lemmas 5.1 and 5.3, the couple (un, θn) belongs to
the closed bounded ball B ⊂Wdiv ×Q. Therefore, by compactness argument one can extract a
subsequence, also denoted by (un, θn), which converges weakly towards (u∗, θ∗) in Wdiv ×Q.
Moreover, Propositions 5.2, 5.3, Lemma 5.4 and Corollary 5.1 provide that, on the one hand,
(un, θn) converges strongly to (u∗, θ∗) and, on the other hand, (u∗, θ∗) is a solution of the system
(1)–(3). Accordingly, (u∗, θ∗) belongs to S.
Thus, S is a compact subset of Wdiv ×Q. 
6. Conclusion
We have studied the non-linear Norton–Hoff model coupled with the time-dependent heat
equation. The existence result is established by using the Schauder fixed point. The compactness
of the solutions set is supplied. As for the uniqueness question, as far as we know, it is always
opened. The results that were obtained encourage further analysis of the proposed techniques
including identification of free boundaries and interfaces.
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