Abstract. In this note, we use a result of Osserman and Schiffer [13] to give a variational characterization of the catenoid. Namely, we show that subsets of the catenoid minimize area within a geometrically natural class of minimal annuli. To the best of our knowledge, this fact has gone unremarked upon in the literature. As an application of the techniques, we give a sharp condition on the lengths of a pair of connected, simple closed curves σ 1 and σ 2 lying in parallel planes that precludes the existence of a connected minimal surface Σ with ∂Σ = σ 1 ∪ σ 2 .
Introduction
Recall that the catenoid is the minimal surface of revolution surface given by
The catenoid was discovered by Euler in 1744 and is one of the classic examples in the theory of minimal surfaces and, more broadly, in the calculus of variations. For instance, a sequence of homothetic blow-downs of Cat provides the simplest model of the failure of smooth convergence for a sequence of minimal surfaces. Due to the invariance of the minimal surface equation under rigid motions and homotheties of R 3 , Cat sits within a six dimensional family of catenoids which we henceforth denote by C. In other words, C ∈ C if C can be obtained from Cat by a rigid motion composed with a homothety.
The catenoid (or rather C) has been characterized in many ways. We list some notable results: In the spirit of Euler, O. Bonnet, in the mid-nineteenth century, showed that the catenoid and plane are the only minimal surfaces of revolution. More recently, in [16] , R. Schoen showed that the catenoid is the unique complete, embedded, minimal surface with finite total curvature and two ends. In a similar vein, but by very different techniques, F. J. López and A. Ros showed that the catenoid and plane are the unique complete, embedded minimal surfaces of finite total curvature and genus-zero [12] . Additionally, building on work of D. FischerColbrie [6] , López and Ros characterized the catenoid as the unique complete, embedded minimal surface in R 3 of Morse index one -see [11] . Finally, we note that in [15] pieces of the catenoid are shown to be the only minimal annuli in a slab that meet the boundary of the slab in a constant contact angle -a fact that will be relevent in this note. It bears mentioning that work of P. Collin [4] and T.H. Colding and W. P. Minicozzi [3] allows one to replace the geometric assumption of finite total curvature in [12] and [16] with the weaker topological assumption that the surfaces are of finite topology -that is, diffeomorphic to finitely punctured compact surfaces.
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In this note, we characterize the catenoid as the unique minimal surface which minimizes area within a geometrically natural class of minimal annuli. This turns out to be a simple consequence of the proof due to R. Osserman and M. Schiffer [13] of the isoperimetric inequality for minimal annuli in R 3 . Let us now describe in what sense the catenoid minimizes area. Fix two parallel planes P − , P + ⊂ R 3 with P − = P + and denote by Ω the open slab between them. We remark that for any plane P ⊂ Ω, P must be parallel to P − . Let us denote by M(Ω) the class of smooth minimal surfaces spanning P − and P + . That is, Σ ∈ M(Ω) if Σ ⊂ Ω may be parameterized by a conformal, harmonic immersion F : M → R 3 so that bΣ := Σ\Σ ⊂ ∂Ω = P + ∪ P − . Here M is an open orientable surface. Notice that an element Σ ∈ M(Ω) may have arbitrarily bad behavior as one approaches ∂Ω; however, if Σ has the structure of a surface with boundary then ∂Σ = bΣ. The class M(Ω) is too broad for our methods and so we will restrict attention to the subclass A(Ω) ⊂ M(Ω) consisting of embedded annuli. Precisely, Σ ∈ A(Ω) if, in addition to lying in M(Ω), Σ may be parameterized by an annulus; i.e. there is a smooth embedding F : (0, 1) × S → R 3 with image Σ. It bears mentioning that in [8] , by using global analysis techniques, W. Meeks and B. White have shown that the subset of A(Ω) consisting of surfaces with bΣ a pair of C 2,α (planar) convex curves has the structure of a contractible Banach manifold.
Recall that given a pair of connected, simple closed curves σ + ∈ P + and σ − ∈ P − there need not exist Σ ∈ M(Ω) with ∂Σ = σ + ∪ σ − . Indeed, for σ ± of sufficiently small length relative to the size of the slab, the existence of such a surface would violate the isoperimetric inequality for minimal surfaces. In Theorem 4 of [13] , Osserman and Schiffer give a sharp condition on the lengths of the σ ± that precludes the existence of a minimal annulus spanning the σ ± . In Section 4, we refine their result and show that their condition actually precludes the existence of any connected minimal surface spanning the curves and prove, in addition, an interesting rigidity result.
It is important to emphasize that our class of surfaces consists of minimal surfaces. If one were to consider classes of arbitrary surfaces spanning P − and P + then the infimum of area would be zero -as can be seen by considering thin cylinders. Similarly, the surfaces in M(Ω) are, in general, not stationary for area with respect to variations moving their boundary. In particular, we are not considering the free boundary problem as usually formulated for minimal surfaces.
We claim that for some C ∈ C, C ∩Ω ∈ A(Ω) has less area than any other surface in A(Ω). More precisely, denote by:
the maximally symmetric marginally stable piece of the catenoid. That is Cat MS is stable but any domain in Cat strictly containing Cat MS is unstable. Recall a minimal surface is stable if no compactly supported infinitesimal deformation decreases area; it is unstable if there is a compactly supported infinitesimal deformation decreasing area. Marginally stable surfaces are on the boundary between these two classes. We show that Cat MS provides the model for least area surfaces in A(Ω).
Theorem 1.1. Let P − and P + be distinct parallel planes in R 3 and let Ω be the open slab between them. Let C MS ∈ A(Ω) be the (unique up to translations parallel to P ± ) minimal surface in A(Ω) obtained from rigid motions and homotheties of Cat MS . Then for any Σ ∈ A(Ω):
with equality if and only if Σ is a translate of C MS .
Here H k denotes k-dimensional Hausdorff measure. We point out that the two disks
. That is C MS is not an area minimizer with respect to its boundary even though it does minimize area in the class of spanning minimal annuli A(Ω).
The restriction to A(Ω) in Theorem 1.1 rather than M(Ω) is necessitated by our argument. However, it seems reasonable to believe that an area minimizer, Σ 0 ∈ M(Ω) should have bΣ 0 rather nice -for instance consisting of convex planar curves. Hence, in light of the embeddedness results of T. Ekholm, B. White and D. Wienholtz [5] and a long standing conjecture of W. Meeks on the non-existence of postive genus surfaces in M(Ω) bounded by convex curves (see Conjecture 3.10 of [7] ), it is natural to conjecture: Conjecture 1.2. Let P − and P + be distinct parallel planes in R 3 and let Ω be the open slab between them. Let C MS ∈ M(Ω) be the (unique up to translations parallel to P ± ) minimal surface in M(Ω) obtained from rigid motions and homotheties of Cat MS . Then for any Σ ∈ M(Ω):
Returning to the more restricted setting of A(Ω), we note that Theorem 1.1 is a simple consequence of a more general area minimization property of the catenoid. Indeed, minimal annuli have a natural scale which may be computed as the length of the flux vector associated to the generator of the homology group -we refer to Section 2.1 for precise definitions. Normalizing with respect to this scale gives an area lower bound: Theorem 1.3. Let P − = {x 3 = h − } and P + = {x 3 = h + } be distinct parallel planes in R 3 with h − < h + and let Ω be the open slab between them. Fix Σ ∈ A(Ω). Let P 0 = {x 3 = h 0 } ⊂Ω denote the plane that satisfies:
Here Σ t = Σ ∩ {x 3 = t} and H 1 (Σ ∩ P + ) is defined as lim inf tրh+ H 1 (Σ t ) and likewise for H 1 (Σ ∩ P − ). Let F 3 denote the vertical component of F lux(Σ). If C is the vertical catenoid with F lux(C) = (0, 0, F 3 ) and symmetric with respect to reflection through the plane P 0 then:
with equality if and only if Σ is a translate of C ∩ Ω.
The proof of Theorem 1.3 will comprise the bulk of this note. Let us first use it to prove Theorem 1.1:
Proof. By Theorem 1.3, the least area surface must be a piece of a catenoid. Up to a rescaling and rigid motion we may take Ω = {−1 < x 3 < 1} and so may restrict attention to subsets of vertical catenoids. The space of these catenoids are parameterized by λ > 0 and t where Cat λ,t = λCat + te 3 .
Set
A(λ, t) = H 2 (Cat λ,t ∩ Ω).
We will check that this value is minimized at λ 0 , t 0 chosen so Cat λ0,t0 ∩ Ω = λ 0 Cat MS . Let us parameterize a scale λ vertical catenoid by
Then we have by the area formula:
It is elementary to check that A(λ, t) → ∞ as |(ln λ, t)| → ∞, so in order to find the least area catenoid we look for critical points of A. We expect these to occur for catenoids that are symmetric about the plane {x 3 = 0}. Indeed, ∂ t A = 2πλ sinh 2t λ sinh 2 λ and this equals zero if and only if t = 0 and hence t 0 = 0. Thus, we need only find λ so
Using cosh x = 1 + sinh 2 x, this equation is equivalent to solving:
which has a unique solution λ = λ 0 ≈ 0.833 determined by
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Convexity of the length of level sets
Before we proceed with the proof of Theorem 1.3 we must recall some important definitions. We also state the result of Osserman and Schiffer regarding the convexity of the length of certain families of curves in minimal annuli in R 3 .
2.1. The Flux Vector. For the purposes of this discussion we assume that Σ ∈ A(Ω) for some Ω. Fix an orientation of Σ and let γ ⊂ Σ be a simple C 1 closed curve in Σ on which we also fix an orientation. Our choices of orientation give rise to a normal vector field in Σ along γ which we denote by ν. We always think of the vectors ν as vectors in R 3 . The flux of γ is defined to be the vector:
As ν · e i = ν · ∇ Σ x i and on a minimal surface ∆ Σ x i = 0, the divergence theorem implies that the flux of a curve depends only on its homology class. In particular, for a minimal annulus, Σ, we may associate a vector F lux(Σ), by choosing γ so that [γ] is a generator of H 1 (Σ) and setting F lux(Σ) = F lux(γ); up to a reflection through the origin, F lux(Σ) is independent of the choice of orientation of Σ and of γ. In the sequel, we will consider
the vertical component of the flux of the minimal annulus Σ. We always choose orientations so that F 3 ≥ 0. An important property of the flux is that it sets a natural scale for a minimal annulus. Namely, suppose that Σ is a minimal annulus and Σ ′ = λΣ is the annulus obtained by homothetically scaling Σ by λ > 0. Then one computes F lux(Σ ′ ) = λF lux(Σ). In particular, the flux allows one to distinguish between catenoids of differing scales. A more subtle property of the flux is that it also helps to set a natural conformal scale for elements of A(Ω). More precisely consider Σ ∈ A(Ω). By the uniformization theorem there is a conformal diffeomorphism ψ between Σ and a flat open cylinder, (h − , h + ) × µS where here (h − , h + ) denotes a (possibly infinite) interval and µS denotes the circle of radius µ. Moreover, the ratio between |h + − h − | and µ is determined by Σ. We claim this ratio is actually determined only by Ω and F lux(Σ).
In order to show this we first need the following fact:
Lemma 2.1. Let Σ ∈ A(Ω) and suppose thatΣ has the structure of a surface with boundary and that ∂Σ is smooth. Then for any plane P ⊂Ω, P meets Σ transversally.
Proof. Using an ambient rigid motion and homothety, we take Ω = {−1 < x 3 < 1}.
As ∂Σ is smooth, standard boundary regularity results imply that Σ may be viewed as a smooth surface with boundary. We first show that Σ meets the planes P 1 = {x 3 = 1} and P 2 = {x 3 = −1} transversally. To that end we note that as ∂Σ is smooth there is a uniform constant r 0 > 0 so that for any point p ∈ ∂Σ, the inner and outer osculating circles have radius greater than r 0 . Moreover, there is a uniform bound on the ratio between intrinsic and extrinsic distance between points of ∂Σ. Hence, there exists r 1 with 0 < r 1 < r 0 so for any p ∈ P 1 ∩ ∂Σ the following holds: there are circles in P 1 denoted by C in (p) and C out (p), both of radius r 1 , such that C in (p) lies within ∂Σ ∩ P 1 (thought of as a plane curve in P 1 ) while C out (p) lies outside ∂Σ ∩ P 1 . Moreover, both circles C in (p), C out (p) meet ∂Σ only at p. A similar result holds for p ∈ ∂Σ ∩ P 2 . Without loss of generality we consider only
Denote by Cat in (p) the set obtained from Cat + by translations and homotheties so that ∂Cat in (p) = C in (p) and let Cat out (p) be defined in an analogous manner; notice that both Cat in (p) and Cat out (p) are disjoint from Ω. Denote by Cat 
is disjoint from Σ; and the same for λ out (p) with respect to λCat ′′ out (p). As a consequence, λ in (p)Cat ′′ in (p) is disjoint from Σ\∂Σ but meets ∂Σ and it must do so precisely at p and the same is true for λ out (p)Cat ′′ out (p). By the boundary maximum principle we then see that the normal to Σ at p cannot be orthogonal to P 1 and hence P 1 meets Σ transversally as do all planes {x 3 = t} for 1 − ǫ < t ≤ 1. A similar result holds for P 2 . Thus, for all planes P ⊂ Ω near P 1 or P 2 , P ∩ Σ consists of a single smooth simple closed curve.
Now let f = x 3 be the function whose level sets are planes in Ω. As Σ is minimal f is a harmonic function on Σ and so has no local maxima or minima. In particular, at any critical points of f the vector field ∇f has negative index. By our previous discussion f has no critical points near ∂Σ and, moreover, ∇f is transverse to ∂Σ. As Σ is an annulus, the Hopf index theorem then implies that f has no critical points.
As a consequence, F lux(Σ) and Ω determine the cylinder with which Σ is conformally equivalent:
Proof. Let J be the almost-complex structure on Σ arising from the metric and some choice of orientation. As x 3 is a harmonic function, dx 3 is a harmonic one form. Moreover, dx * 3 = dx 3 • J, the conjugate differential, is also harmonic. In general, dx * 3 , while closed, will never be exact. Indeed, for a general closed curve γ in Σ:
Thus, integrating dx * 3 gives a map x *
We will see that we must have F 3 > 0 and so R/F 3 Z = µS. As dx 3 and dx * 3 have the same length and are orthogonal, if we set ψ = (x 3 , x * 3 ) then ψ is a conformal map. By Sard's theorem, for each ǫ > 0 there is an 0 < ǫ ′ < ǫ so that both {x 3 = h − + ǫ ′ } and {x 3 = h + − ǫ ′ } meet Σ transversally. Moreover, as bΣ ⊂ ∂Ω, each of the finitely many components of {h − + ǫ ′ ≤ x 3 ≤ h − − ǫ ′ } ∩ Σ has the structure of a surface with boundary. By the convex hull property of minimal surfaces there is exactly one such component Σ ǫ ′ and it is an annulus. Lemma 2.1 implies that for h − + ǫ ′ < t < h + − ǫ ′ , each plane {x 3 = t} meets Σ ǫ ′ , and hence Σ, transversally. In particular, dx 3 does not vanish on Σ ǫ ′ and hence ψ restricted to Σ ǫ ′ is a local diffeomorphism. As each level set of x 3 = t for h − + ǫ ′ ≤ t ≤ h + − ǫ ′ is connected and dx * 3 does not vanish, ψ is injective on these level sets and hence the restriction of ψ to Σ ǫ ′ is injective. In addition, it is then clear that F 3 = 0. Taken together it follows that ψ restricts to a conformal diffeomorphism between Σ ǫ ′ and (h − +ǫ ′ , h + −ǫ ′ )×µS. As ǫ may be taken as small as we like, the result is shown.
2.2.
Osserman and Schiffer's Result. We now record the convexity result of Osserman and Schiffer from [13] that we will use. This result was a key step in their proof -also in [13] -of the sharp isoperimetric inequality for doubly connected minimal surfaces in R 3 . We point out that the restriction to R 3 comes from their use of the Weierstrass representation in order to prove the convexity result. Roughly speaking, Osserman and Schiffer show that when a minimal annulus Σ ⊂ R 3 is conformally parametrized by an annulus A in the complex plane, then the length of the images in Σ of the circles foliating A satisfy a convexity condition that is sharp on catenoids and planar annuli. Precisely, Lemma 2.3. Let A r,R = {z : r < |z| < R} ⊂ C and suppose that F : A r,R → R 3 is a conformal harmonic immersion (so in particular the image of F is a minimal surface). If we let σ ρ be the image of |z| = ρ under F and define:
with equality if and only if F maps into a planar annulus or into a piece of a catenoid bounded by coaxial circles in parallel planes.
For the sake of completeness we sketch Osserman and Schiffer's proof in Appendix A. Rather than using Lemma 2.3 directly we use the following corollary:
Corollary 2.4. Suppose that Ω = {h − < x 3 < h + } and Σ ∈ A(Ω). Set Σ t = Σ ∩ {x 3 = t}. Then for t ∈ (h − , h + ):
with equality if and only if Σ is a piece of a vertical catenoid C.
Proof. By Corollary 2.2, F 3 = 0 and there is a conformal diffeomorphism
with image Σ and so that Σ t is the image of (t, ·) under ψ. Here µ = 1 2π F 3 . One verifies that the map:
is a conformal diffeomorphism. Here A R−,R+ = {R − < |z| < R + } with R − = e h − µ and R + = e h + µ . As a consequence, we obtain a conformal diffeomorphism:
as in Lemma 2.3. We check that Σ t = F(|z| = e t µ ) and so
The corollary then follows immediately from Lemma 2.3 and the fact that
Remark 2.5. We give an alternate approach to Corollary 2.4 in Appendix B. While this approach avoids the use of the Weierstrass representation and gives a sharper conclusion, it requires a certain geometric estimate that is still conjectural.
The Area Bound
In order to prove Theorem 1.3 we use Corollary 2.4 to obtain a bound for the lengths of level sets: Proposition 3.1. Let P − = {x 3 = h − } and P + = {x 3 = h + } be distinct parallel planes in R 3 with h − < h + and let Ω be the open slab between them. Fix Σ ∈ A(Ω). Let P 0 = {x 3 = h 0 } ⊂Ω denote the plane that satisfies:
Here Σ t = Σ ∩ {x 3 = t} and H 1 (Σ ∩ P + ) is defined as lim inf tրh+ H 1 (Σ t ) and likewise for H 1 (Σ ∩ P − ). Let C denote the vertical catenoid with F lux(C) = (0, 0, F 3 (Σ)), symmetric with respect to reflection through the plane P 0 . If
Equality can hold when t = h 0 if and only if Σ is a translate of C ∩ Ω.
Proof. Set L Σ (t) = H 1 (Σ t ) for t ∈ (h − , h + ). By Lemma 2.1, L Σ (t) depends smoothly on t and by Lemma 2.4 one has:
with equality if and only if Σ is piece of a catenoid. Notice that L Σ is a convex function on (
we may think of L Σ as a function on [h − , h + ] but possibly taking the value ∞ at the end points. The convexity ensures these limits exist.
For C as in the statement of the theorem, C ∩ Ω ∈ A(Ω). Set L C (t) = H 1 (C t ). As F lux(C) · e 3 = F 3 (Σ) = F 3 by assumption, Corollary 2.4 implies:
Notice that L C is smooth on [h − , h + ] and the symmetry about
with equality if and only if Σ t is a geodesic in Σ. Similarly, if t = h − then
and the corresponding result holds when t = h + . As C h0 is a geodesic in C,
with equality holding for any t = h 0 if and only if Σ is a piece of a catenoid and Σ h0 is a geodesic in Σ. Thus, equality holds for any t = h 0 , if and only if Σ is equal (up to a translation) to C ∩ Ω.
When h 0 = h − we argue as follows:
Equality can hold if and only if Σ is equal (up to a translation) to C ∩ Ω. An identical argument applies when h 0 = h + .
Remark 3.2. Proposition 3.1 fails if Σ were taken in the larger class of embedded elements of M(Ω). Indeed, normalizing as in the proposition, it can be verified that (a suitably modified) version of Corollary 2.4 continues to hold for Σ at t so that {x 3 = t} meets Σ transversally. In particular, a modified version of Proposition 3.1 holds between critical values of x 3 . However, it can be verified that while the length of level sets is continuous across critical values of x 3 , the rate of change of the length of these level sets becomes infinite at a critical value. In particular, there is never convexity across critical levels.
Let us now use Proposition 3.1 to prove Theorem 1.3:
Proof. We have verified:
with equality for all t if and only if Σ is equal (up to a translation) to C ∩ Ω. Fix h * ∈ (h − , h + ) and define the function A Σ,h * (t) on [h * , h + ) by
and the function A C,h * similarly. The co-area formula implies that
Applying the Cauchy-Schwarz inequality yields:
Notice that one has equality if and only if 1 |∇Σx3| and |∇ Σ x 3 | are linearly dependent, in other words are both constant. This is readily checked to be the case on C and so using the above estimate for length:
Integrating implies A Σ,h * (t) ≥ A C,h * (t) for t ∈ [h * , h + ) with equality if and only if Σ is a piece of of C. Letting h * → h − proves the theorem.
Sharp non-existence result
As discussed in the introduction, given an open slab Ω with ∂Ω = P + ∪ P − and connected, simple closed curves σ ± ⊂ P ± there need not be a surface Σ ∈ M(Ω) with ∂Σ = σ + ∪ σ − . For instance, if the curves σ ± are too short relative to the height of the slab then there cannot be a connected minimal surface Σ ∈ M(Ω) spanning σ ± . Indeed, the monotonicity formula gives a lower bound on the area of such a Σ in terms of the distance between the planes, while the isoperimetric inequality gives an upper bound in terms of the lengths of the curves (for surfaces in M(Ω) with two boundary components the isoperimetric inequality with sharp constant is known to hold -see [14] ). Alternatively, if the σ ± are well separated, barrier arguments can be used to rule out the existence of such Σ. Using Proposition 3.1, we are able to give a sharp condition (see also Theorem 6 of [13] for a related result):
Fix Ω an open slab with ∂Ω = P − ∪ P + the union of two parallel planes. Let σ ± ⊂ P ± be a pair of connected simple closed curves. Let C MS be the unique (up to translations parallel to P ± ) minimal surface in A(Ω) obtained via rigid motions and homotheties from Cat MS . If we define L crit (Ω) := H 1 (∂C MS ) and
then there is no surface Σ ∈ M(Ω) with ∂Σ = σ + ∪ σ − . Moreover, if Σ ∈ M(Ω) is a smooth minimal surface with ∂Σ = σ − ∪ σ + and In order to prove this theorem, we first prove a more general result. Namely, we will show the existence of a Σ ∈ M(Ω) with ∂Σ = σ − ∪ σ + is precluded if one boundary curve is too short as determined by an explicit function of the length of the other boundary curve. Roughly speaking, the existence of such a Σ relies on the existence of a vertical catenoid C so that H 1 (C ∩ P ± ) = H 1 (σ + ∪ σ − ). We point out that Theorem 4 of [13] gives the same result when one considers only Σ ∈ A(Ω). As in the case for area bounds, a marginally stable piece of a catenoid will serve as the model. However, here the marginally stable pieces are generally not obtained from rigid motions and homotheties of Cat MS .
We begin by describing the general class of marginally stable pieces of Cat we will need. First note that the rotational symmetry and convexity of the function cosh t imply that for each point p = ze 3 on the x 3 -axis, there are unique cones over p that intersect Cat tangentially. Precisely, there exist values t + = t + (p) > 0 and t − = t − (p) < 0 with the following property: the cones
Cat only at Cat t+(p) (resp. Cat t−(p) ). We observe also that t + is an increasing and continuous function of z with range (0, ∞); similarly, t − is increasing and continuous with range (−∞, 0). Notice that Cat must be tangential to C ± (p) at Cat t±(p) . We refer the reader to Figure 1 .
Let Cat MS (p) be the bounded component of Cat\ (C + (p) ∪ C − (p)). One verifies that Cat MS = Cat MS (0) and that as p → (0, 0, ∞), Cat MS (p) converges to Cat ∩ {x 3 > 0}. We claim that Cat MS (p) is marginally stable for each p. This follows from the observation that for λ > 0 the surfaces Cat
. Moreover, as Cat meets C(p) = ∂C(p) tangentially, the motion of ∂Cat λ MS (p) at λ = 1 is tangential to Cat MS (p). As a consequence, the normal variation at λ = 1 gives a positive Jacobi field on Cat MS (p) vanishing on ∂Cat MS (p). One also verifies that if C 0 = Cat ∩ {h − < x 3 < h + } is marginally stable then C 0 = Cat MS (p) for exactly one value p.
Using these marginally stable pieces, we now determine the explicit function of interest:
Lemma 4.2. Fix Ω 0 = {−1 < x 3 < 1} and ∂Ω 0 = P − ∪ P + . There exist two well-defined functions C MS : R + → A(Ω 0 ) and F Ω0 : R + → R + determined in the following way: For each L − > 0 let C MS (L − ) denote the unique (up to translations parallel to P ± ) marginally stable piece of a vertical catenoid with
Furthermore, F Ω0 has the following properties:
Remark 4.3. We note that for other slabs Ω it is straightforward to determine F Ω in terms of F Ω0 . Indeed, rigid motions leave the function invariant and
Proof. We claim that given any L − > 0 there is a marginally stable piece of a vertical catenoid
Rather than prove this by direct computation, we use global arguments. Set
By domain monotonicity for eigenvalues, C 0 is strictly stable because C ∩ {x 3 ≥ −1} is stable. Consider now the following smooth family of coaxial circles in P ± : for t > 0 set σ t − = σ 0 − and σ t + = t(σ 0 + − e 1 ) + e 1 . By [8] and a barrier argument, there is a 1 > T crit > 0 so that for each t ∈ (T crit , 1] there are C t , strictly stable minimal annuli smoothly depending on t, with ∂C t = σ t − ∪ σ t + and for t = T crit there is a marginally stable annulus, C Tcrit , with ∂C Tcrit = σ
. As the boundaries consist of coaxial circles, the proof of [16] implies that each C t is a piece of a catenoid. In fact, for all t ∈ (T crit , ∞) there is a strictly stable minimal annulus C t with ∂C t = σ t − ∪ σ t + . To verify the claim, it suffices to consider t ∈ (1, ∞) and in this range the C t are obtained from appropriate rescalings and translations of subsets of C.
We claim that C Tcrit is the desired C MS (L − ) and gives F Ω0 as outlined. We first note that by the uniqueness of the sets Cat MS (p) there are p, λ and h so that
That is, C Tcrit is, up to a vertical translation, a rescaling of one of the marginally stable pieces described previously.
For the same p as before, we may write
We claim ∆h ≤ 0. This follows by noting that as Cat MS (p) meets C(p) tangentially (λ ′ (Cat − p) + p + he 3 ) ∩ P − has length greater than L − . An upward translation only increases the length further and so one must translate downward, i.e. take ∆h ≤ 0. By a similar reasoning, one concludes that
). As σ . By the preceeding paragraph we then see that ∂C ′ 0 bounds a strictly stable annulus and so, by [8] , C ′ 0 cannot be marginally stable. This proves the claimed uniqueness. Clearly, (1) is an immediate consequence of the preceeding argument. Furthermore, if (2) failed to hold for a vertical catenoid C ′ then it could be used as a barrier allowing one to construct a piece of a vertical catenoid violating (1) (see the proof of Proposition 4.4 for a detailed argument). Finally, by [8] , as C Tcrit is marginally stable there is no other minimal surface C As a consequence we may prove the following general proposition giving sharp conditions for the non-existence of minimal surfaces spanning a given pair of curves:
Fix Ω an open slab with ∂Ω = P − ∪ P + the union of two parallel planes and let C MS : R + → A(Ω), F Ω : R + → R + be the functions given by Lemma 4.2. Let σ ± ⊂ P ± be a pair of connected, simple closed curves. If
then there is no surface Σ ∈ M(Ω) with ∂Σ = σ + ∪ σ − . Moreover, if Σ ∈ M(Ω) is a smooth minimal surface with ∂Σ = σ − ∪ σ + such that
be the set of all Σ ∈ M(Ω) with bΣ = ∂Σ consisting of exactly two connected boundary components. If one considers Ψ Ω :
then the proposition says that the image of Ψ is an unbounded region in the first quadrant of the plane whose boundary consists of the images of marginally stable pieces of catenoids and is explicitly given as the graph of the function F Ω .
Proof. Up to a rescaling and rigid motion we may take Ω = {−1 < x 3 < 1}. Suppose that Σ ∈ M(Ω) has the structure of a smooth manifold with boundary and that ∂Σ is embedded and consists of two connected components σ ± ⊂ P ± . By assumption, the σ ± are connected, simple closed curves in P + and P − . It will suffice to show that
. Note that Σ is allowed to be immersed and have arbitrary genus, however it may still be used as a barrier to construct an embedded annulus with the same boundary. Indeed, while Ω\Σ may have more than 2 components, only one of these, Ω ′ , is unbounded. Clearly, σ + and σ − are homotopic inΩ ′ but are not null homotopic inΩ ′ . In particular, there is an annulus A in Ω ′ with ∂A = σ + ∪σ − but no disk D in Ω ′ with ∂D = σ + or ∂D = σ − Finally, we point out thatΩ ′ is mean convex in the sense of Meeks and Yau [9] . As a consequence, by [9] there is an embedded minimal annulus Γ ⊂ Ω ′ with ∂Γ = σ + ∪ σ − . By Proposition 3.1, there is a vertical catenoid C so that if we write ∂(C ∩ Ω) = γ + ∪ γ − where γ ± ⊂ P ± then H 1 (σ ± ) ≥ H 1 (γ ± ). Moreover the inequality is strict unless C ∩ Ω and Γ agree up to a translation parallel to P ± . As
Finally, by Lemma 4.2 and Proposition 3.1 equality is only achieved if Γ is a horizontal translate of C MS (H 1 (σ − )). In this case, σ + ∪ σ − = ∂Γ consist of coaxial circles in parallel planes. Hence, the proof of [16] implies the σ ± can bound only pieces of a catenoid; that is, Σ is a horizontal translate of C MS (H 1 (σ − )).
We now prove Theorem 4.1:
Proof. Up to a rescaling and rigid motion we may take Ω = {−1 < x 3 < 1}. By Proposition 4.4 we need only verify the theorem for vertical catenoids. The space of vertical catenoids is parameterized by λ > 0 and t where
Just as in the proof of Theorem 1.1 where we saw C MS minimized area among all vertical catenoid pieces in Ω, we now show C MS minimizes boundary length in this same class. Setting
As L(λ, t) → ∞ when |(ln λ, t)| → ∞, it suffices to find critical points of L. 
Appendix A. Two Lemmas of Osserman and Schiffer
For the sake of completeness, we present here a proof of Lemma 2.3. The argument is that given by Osserman and Schiffer in [13] though we have updated the notation where appropriate and omitted some details. The argument makes crucial use of the Weierstrass representation and so we first discuss this fundamental connection between minimal surfaces in R 3 and complex analysis. Consider as in Lemma 2.3 the following conformal, harmonic immersion:
Here A r,R = {r < |z| < R} ⊂ C. In particular, the image Σ of F is minimal. Denote by dh = h(z)dz the holomorphic one form on A r,R whose real part is F * dx 3 and by g the function on A r,R given by the stereographic projection of the normal of Σ. Here z is the coordinate on A r,R induced from C. It is a standard exercise to see that the minimality of the image Σ implies that g is meromorphic. The Weierstrass representation allows one to recover F (up to a translation) from the data dh and g. Indeed, one has:
We point out that g and dh are not arbitrary. Indeed, it is straightforward to compute:
Hence, as F is an immersion, hg and hg −1 are both holomorphic and cannot vanish simultaneously. Additionally, as closed curves in A r,R should map to closed curves in Σ, the Weierstrass data must satisfy the following period conditions:
for any closed curve γ in A r,R . Finally, the Weierstrass data can be used to compute F lux(F(γ)) for a curve γ ⊂ A r,R :
Lemma 2.3 is a simple consequence of the following (also reproduced from [13] ):
Lemma A.1. Let F be a holomorphic function on the annulus A r,R . If F has no zeros on {|z| = ρ} ⊂ A r,R and satisfies |z|=ρ F (z)
with equality if and only if F = az or F = az −1 .
Proof. Let G be an arbitrary holomorphic function on the annulus A r ′ ,R ′ and set a 0 = |z|=ρ G dz z . As G is holomorphic:
Thus, the Cauchy-Riemann equations and the Wirtinger inequality imply:
As F is non-vanishing on |z| = ρ there are r < r ′ < R ′ < R so that r ′ < ρ < R ′ and F is non-vanishing on A r ′ ,R ′ . In particular, the winding number of the map F : A r ′ ,R ′ → C\ {0} is a well-defined integer k with
If k is even then there is holomorphic function G on A r ′ ,R ′ so that F = G 2 , while if k is odd there is holomorphic function G on A r ′ ,R ′ so that F = zG 2 . In both cases expand G in a Laurent series as
We treat the two cases separately: Case 1: When k is even, the constant term in the Laurent expansion of F is given (in terms of (A.5)) by:
here the condition that F dz z integrate to 0 on |z| = ρ is used. Hence,
where the last equality follows from the fact that F is holomorphic. To see that the equality holds if and only if F = az or F = a z we refer the reader to [13] .
as zhg and zhg −1 cannot simultaneously vanish L ′′ (t) is continuous in t. Indeed, this is clear once one notes:
and that |z| > 0. As L(t) is then also continuous, the result holds for all t. For the case of equality we refer to [13] .
Remark B.4. The term A(ν, E 2 ) at a point p ∈ Σ measures the rate of change at p of the "contact angle" between Σ and the plane P = {x 3 = x 3 (p)} along the curve Σ ∩ P . Recall the contact angle at p is the angle between n(p), the normal to Σ at p, and the plane P . In particular, this term vanishes identically on a vertical catenoid. Indeed, the everywhere vanishing of such a term characterizes the vertical catenoid -see [15] .
Before proving the proposition we do a slightly more general computation:
Lemma B.5. Consider Σ a minimal hypersurface in R n+1 . Suppose that {x n+1 = t} meets Σ transversely for all −ǫ < t < ǫ and that the intersection Σ t is a closed manifold. Then
Here H Σt is the mean curvature of Σ t as a codimension two surface in R n+1 and H Σ Σt is the mean curvature of Σ t as a hypersurface in Σ. Similarly, A Σ Σt is the second fundamental form of Σ t as a hypersurface in Σ. Finally,
where A is the second fundamental form of Σ, ν is a vector field on Σ so E 2 , . . . E n are an orthormal frame on Σ t and ν is normal in Σ to Σ t .
Proof. The lemma will follow from the second variation formula for area. For t ∈ (−ǫ, ǫ), let φ t : R n+1 → R n+1 denote a smooth family of C 1 diffeomorphisms of R n+1 with φ 0 (x) = x and φ t equal to the identity outside of a compact set. Then we may write φ t (x) = x + tX(x) + 1 2 t 2 Z(x) + O(t 3 ) where X, Z are compactly supported vector fields. Fixing M ⊂ R n+1 a k-dimensional compact surface and letting M t = φ t (M ) the second variation formula (see [17] ) gives: (B.3)
We claim the lemma is a simple consequence of this formula. Indeed, for fixed t 0 ∈ (−ǫ, ǫ) let X, Z be vector fields normal to Σ t0 given by
Here n is the normal to Σ, ν is the conormal to Σ t0 in Σ and N is the outward normal to Σ t0 as a hypersurface in {x n+1 = t 0 }. Using these vector fields, given a parameterization F 0 of Σ t0 if we set F(·, t) = F 0 (·) + (t − t 0 )X(·) + 1 2 (t − t 0 ) 2 Z(·) + G(·, t)
then F(·, t) is a parameterization of Σ t for t near t 0 with G(·, t) = O(|t − t 0 | 3 ).
In particular, (B.2) will follow from (B.3) by using these vector fields. It remains to evaluate the various terms in (B.3). We first compute:
where the last equality follows from the minimality of Σ. One also computes: Proof. Set Σ t = Σ ∩ {x 3 = t}. By Lemma 2.1 all the Σ t are smooth curves. As Σ t is a curve, H Σt = κ Σt , the geodesic curvature, and |A Σ Σt | 2 = (H Σ Σt ) 2 . Thus, Lemma B.5 gives:
Here the inequality used Conjecture B.1. Set
where the second inequality follows from the Cauchy-Schwarz inequality and the last equality uses the fact that e 3 · ν = e 3 · ∇Σx3 |∇Σx3| = |∇ Σ x 3 |. Note that one has equality if and only if |∇ Σ x 3 | is constant on Σ t . Then on Σ t :
