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Abstract
In that paper, we provide a new characterization of the solutions of
specific reflected backward stochastic differential equations (or RBSDEs)
whose driver g is convex and has quadratic growth in its second vari-
able: this is done by introducing the extended notion of g-Snell enveloppe.
Then, in a second step, we relate this representation to a specific class of
dynamic monetary concave functionals already introduced in a discrete
time setting. This connection implies that the solution, characterized by
means of non linear expectations, has again the time consistency property.
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1 Motivation
In that paper, we consider a specific form of reflected backward stochastic dif-
ferential equations (RBSDEs in short) which are defined on a finite time horizon
T . Some particular RBSDEs are studied, for instance, in [EPK97] in connection
with PDE obstacle problems or also in [EQ97], in connection with the problem
of pricing an American contingent claim. We consider here, in a brownian set-
ting, a class of reflected BSDEs (those can be viewed as a kind of generalized
BSDEs). In this brownian setting and denoting by F the brownian filtration,
a solution of the RBSDE with parameters (g, B, U) is a triple of F -adapted
processes (Y, Z,K). In all that paper, the notation g refers to the driver, B
refers to the terminal condition (this is a FT -measurable random variable) and
the process U refers to the upper constraint. Compared with usual BSDEs, the
difference is the presence of an additional constraint on the solution: this implies
the presence of the increasing process K, whose aim is to force the solution to
satisfy this constraint.
Our objective is twofolds: we first characterize, by means of non linear expec-
tations, the unique solution of a class of RBSDEs having a driver with quadratic
growth. Under this last condition on the driver, existence for minimal and
maximal solutions of such RBSDEs has been established in [KLQT02]: in the
aforementionned paper, the authors refer to the results and methods employed
in [KOB00]: the originality of the present study is not the result in itself but
consists rather in proving the existence of a non linear Doob-Meyer’s decomposi-
tion. As in [KLQT02], we rely on already established existence, uniqueness and
comparison results for solution of quadratic BSDEs and also on fine properties
of the driver g. In a second step and using the characterization obtained, we
provide a connection with one specific dynamic concave utility functional (also
denoted by DMCUF in the sequel) or equivalently, up to a minus sign, with one
dynamic convex risk functional: this specific DMCUF is discussed in a discrete
time setting in [CD2006] and in a continuous setting in the more recent study
[BN07]: in the first aforementionned reference, it is constructed from a given
time consistent DMCUF and it is proved, in particular, that the extension is
again time consistent. Besides, this construction extends to the non subaddi-
tive case the pricing rule introduced in [EQ97]. Some other major references are
[KS07], [BEK06], [RG06] and [BBHPS03]. In [KS07], the authors study some
properties of these DMCUF, especially the inf-convolution procedure of these
functionals and they provide links with utility indifference valuation. The se-
cond reference [BEK06] deals with a general review of the links between dynamic
risk measures and BSDEs and they look at their respective properties and rep-
resentations: this is done by studying the connection with hedging problems of
interest in finance. The two last papers give further analysis of both conditional
dynamic risk measures and solutions of some particular BSDEs, the so-called
conditional g-expectations.
The present paper is structured as follows: in a first section, we give pre-
liminary notations and results about quadratic BSDEs and we introduce the
specific class of RBSDEs we are interested in. Then, to characterize the solu-
tion of these RBSDEs, we prove the existence of an extended decomposition of
Doob-Meyer’s type for non linear expectations, which is the main ingredient to
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achieve the representation of the solution. The last section provides both the
connection with one specific DMCUF and the link with the forward price for the
American claim obtained via utility maximization (analogously to [EKR00]).
2 Theoretical study of the quadratic RBSDE
2.1 Notations and preliminaries
We consider a probability space (Ω,F,P), on which is defined a d-dimensional
brownian motion W and we denote by F the natural filtration generated by W
and completed by N consisting in all the P-null sets. The form of the quadratic
RBSDE we are interested in is given as follows
(Eq2.1)


(i) ∀ t, Yt = B +
∫ T
t
f0(s, Zs)ds− (KT −Kt)−
∫ T
t
ZsdWs,
K is increasing and s.t.
(ii)
∫ T
0
(
Ys − Us
)
dKs = 0.
(iii) ∀ t, Yt ≤ Ut.
A solution of the RBSDE is a triple (Y, Z, K) satisfying (Eq2.1) such
that (Y, Z) is a pair of adapted processes in S∞ × H2 and K is an increasing
adapted process. S∞ denotes the set of all the continuous processes Y such
that esssup
ω,s
|Ys| <∞ and H
2 denotes the set of all the progressively measurable
processes Z such that E(
∫ T
0
|Zs|
2ds) <∞. In all that paper, Z ·W will denote
the stochastic integral of Z with respect to W . The process, denoted by U in
(Eq2.1), which stands for the upper barrier of any solution of the RBSDE, is
assumed to be in S∞. To ensure the well-posedness of the problem, we also
need to have: B ≤ UT , P-a.s.
In the sequel, B is a bounded FT -measurable random variable and the driver
f0 satisfies the standing assumptions (H0) and (H1)
(H0)


0 ≤ f0(s, z) ≤ C
(
1 + |z|2
)
,
∀ t,
(∫ t
0
f0(s, 0)ds
)
∈ L∞(Ft)
f0 is convex w.r.t. z,
f0 is independent of y.
(H1) ∃ κ ∈ BMO(W ) ∀ z, z
′ |f0(s, z)− f0(s, z
′
)|
|z − z′ |
≤ C(κ+ |z|+ |z
′
|).
This last BMO property 1 stated in (H1) is crucial in the proof of the uniqueness
result we provide in Section 2.3. We now introduce the normalized driver g
g(s, z) := f0(s, z)− f0(s, 0), (1)
1This condition on the increments of the driver w.r.t z is analogous to the one given in
[HIM05].
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which is such that: g(s, 0) ≡ 0, and for later use, we introduce the notation
Eg(B|Ft) for the unique process Y satisfying
Yt −B :=
∫ T
t
g(s, Zs)ds−
∫ T
t
ZsdWs, (2)
which is a BSDE with driver g and terminal condition B. This process corre-
sponds to the conditional non linear expectation (defined in [BBHPS03]) which
has been introduced for a driver g such that g = g(t, z) and g is lipschitz w.r.t
the variable z.
Here, using both assumption (H0) on f0 and the results on quadratic BSDEs
obtained in [KOB00], we can extend this notion of non linear expectation to the
case of a quadratic driver g defined such as in (1). Furthermore, we check that
it satisfies the same properties as the (conditional) g-expectation introduced in
[BBHPS03]
• it is translation invariant
∀ ξ ∈ L∞(FT ), η ∈ L
∞(Ft), Eg
(
ξ + η|Ft
)
= Eg
(
ξ|Ft
)
+ η.
• it is monotone
∀ ξ ∈ L∞(FT ), η ∈ L
∞(FT ), ξ ≤ η ⇒ (Eg
(
ξ|Ft
)
≤ Eg
(
η|Ft
)
)
• it is constant preserving
∀η ∈ L∞(Ft), Eg
(
η|Ft
)
= η.
• it has the strong time consistence property
∀ ξ ∈ L∞(FT ), ∀ t ≤ s, Eg(B|Ft) = Eg(Eg(B|Fs)|Ft).
The invariance by translation property results from the y-independence of f0,
the monotonicity comes from the comparison result for quadratic BSDEs and
the constant preserving property results from the fact that g(s, 0) ≡ 0. The last
property is a standard one, which is satisfied by any solution of the BSDE given
by (2).
Comments
• Some connections between properties of the driver and those of the related
conditional g-expectation have been established in [BCHM02] in the case of
particular g expectations called dominated g expectations. In particular, the
convexity property of the driver entails that the g-expectation is itself convex.
This last property is meaningful considering the connection with finance: indeed,
a proper conditional g-expectation (i.e. satisfying the four aforementionned
properties) is related to a conditional risk measure via: ρgt (ξ) := Eg(−ξ|Ft).
The financial interpretation of the convexity property is that diversification in
portfolio choice reduces the risk assessed through the risk measure.
• A largely used example of non linear expectation is provided by the choice
of the quadratic function gα(s, z) :=
α
2 |z|
2. It is well known that the unique
solution of the BSDE(gα, B) is
Egα
(
B|Ft
)
=
1
α
ln
(
E(eαB |Ft)
)
,
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and this is linked to the conditional entropic risk measure via the formula
∀ t ∈ [0, T ], ραt (B) := Egα
(
−B|Ft
)
.
2.2 The main result
Theorem 1 Let (Y, Z, K) be a solution of the RBSDE then it satisfies
Yt := ess inf
τ∈St,T
Eg
(
B1τ=T + Uτ1τ<T +
∫ τ
t
f0(s, 0)ds|Ft
)
,
where g(s, z) := f0(s, z) − f0(s, 0) and St stands for the set of all the stopping
times taking their values in [t, T ].
Besides, the process Y˜ := Y +
∫ ·
0
f0(s, 0)ds is the greatest g-submartingale for
which Y solves the RBSDE: i.e., if there exists another g-submartingale Y˜
′
:=
Y
′
+
∫ ·
0
f0(s, 0)ds with Y
′
satisfying equation (i) in (Eq2.1) and such that:
Y
′
≤ U , then Y˜
′
satisfies: Y˜
′
≤ Y˜ .
Before justifying Theorem 1, which characterizes the unique solution of (Eq2.1),
we provide some preliminary results: a major part of the proofs is standard but,
to make the presentation of this paper self contained, we give in next subsection
the outline of the proofs adapted to our setting.
2.3 Auxiliary results on quadratic BSDEs
In this part and for later use, we provide some major existence, uniqueness
and comparison results for BSDEs with a driver satisfying (H0) and (H1). We
denote here by BSDE(f0, B) the equation given by
Yt = B +
∫ T
t
f0(s, Zs)ds−
∫ T
t
ZsdWs.
Statement of the main results
Theorem 2 Under assumptions (H0) and (H1) on f0 and as soon as B is
bounded, the BSDE(f0, B) has a unique solution in S∞ ×H2.
Corollary 1 Let f and f
′
be two generators satisfying both (H0) and (H1) and
let B, B
′
be two bounded FT -measurable random variables. If besides, we have
f ≤ f
′
and B ≤ B
′
,
then, the respective solutions (Y, Z) and (Y
′
, Z
′
) of the BSDEs given by (f, B)
and (f
′
, B
′
) satisfy
P-a.s. and for all s, Ys ≤ Y
′
s .
For later use, we reestablish standard a priori estimates for any solution of
a BSDE with driver satisfying (H0). Some of the arguments and methods have
already been used in [BH06].
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Lemma 1 Considering a BSDE with parameters (f, B) with its driver f satis-
fying (H0) and its terminal condition B bounded, there exists estimates depend-
ing only on C, T (C is given in (H0) and on the terminal condition B such that,
for any solution (Y, Z) in S∞ × H2 of the BSDE(f, B) and for any stopping
time τ , we have
(i) If the process Y˜ is defined by
Y˜t := Yt +
∫ t
0
f0(s, 0)ds
(
and: B˜ := B +
∫ T
0
f0(0, s)ds
)
, (3)
then,
P-a.s. and for all t, E
(
B˜|Ft
)
≤ Y˜t ≤
1
C
ln
(
E(exp(CB˜)|Ft)
)
.
(ii) Z satisfies
|Z|BMO(W ) := sup
τ
E
(∫ T
τ
|Zs|
2ds|Fτ
)
≤ C
′
,
with C
′
depending only on T , C and |Y |S∞ .
A one-to-one correspondence result
In this step, we prove the one-to-one correspondence between the solution of
the BSDE(f0, B) and the solution of the BSDE(g, B˜), with driver g given by
(1) and terminal condition B˜ = B +
∫ T
0
f0(s, 0)ds. If we define Y , for all t by
Yt := Eg
(
B +
∫ T
t
f0(s, 0)|Ft
)
, (4)
this process solves the BSDE(f0, B). Besides and as soon as
∫ T
0
f0(s, 0)ds is
in S∞, Y is itself in S∞. Considering now the process Y˜ defined by (3) in
terms of Y (in Lemma 1), both the equality (4) and the definition of the g-
expectation imply that Y˜ solves the BSDE(g, B˜) with B˜ := B +
∫ T
0
f0(s, 0)ds,
or equivalently: Y˜t = Eg(B˜|Ft). Conversely, if Y˜ solves the BSDE(g, B˜), then,
thanks to the tranlation by invariance property of the conditional g-expectation,
it follows
Y˜t = Eg
(
B +
∫ t
0
f0(s, 0)ds+
∫ T
t
f0(s, 0)ds
∣∣Ft
)
=
∫ t
0
f0(s, 0)ds+ Eg
(
B +
∫ T
t
f0(s, 0)ds
∣∣Ft
)
,
and hence, equality (3) provides the desired one-to-one correspondence result.
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Outline of the proofs
Proof of Lemma 1 We assume here the existence of a solution (Y, Z) in
S∞ × H2 of the BSDE with parameters (f, B). Relying on the one-to-one
correspondence result (3), we get: Y˜t := Eg(B˜|Ft). Hence, assertion (i) is
checked as soon as
E
(
B˜|Ft
)
≤ Eg(B˜|Ft) ≤
1
C
lnE
(
exp(CB˜)|Ft
)
. (5)
Furthermore using that, for all t:
∫ t
0
f0(s, 0)ds ∈ L
∞(Ft), and relying on the
growth condition in (H0), we have∣∣∣∣∣
∫ T
t
f0(s, 0)ds
∣∣∣∣∣ ≤ C(T − t).
To justify the first inequality in (5), we use both the positiveness of g and the
comparison theorem provided by Corollary 1 to claim that Y˜ :=
(
Eg(B˜|Ft)
)
t
is
greater than the solution of the BSDE with parameters (0, B˜), which implies:
Y˜t ≥ E
(
B˜|Ft
)
, P-a.s. and for all s.
The other inequality in (5) results from the application of Itoˆ’s formula to eCY˜ :
this yields the following submartingale property
eCY˜t ≤ E
(
eCB˜|Ft
)
,
and hence, (5) follows.
To prove the estimate (ii), we proceed analogously as in Corollary 4 in
[BH06]. Since (Y, Z) is in S∞ × H2, we just apply Itoˆ’s formula to u(Y )
by setting: u(y) = e
2Cy−2Cy−1
(2C)2 , between an arbitrary stopping time τ and T .
u(Yτ ) = u(B) +
∫ T
τ
u
′
(Ys)f(s, Zs)ds
−
∫ T
τ
u
′
(Ys)ZsdWs −
1
2
∫ T
τ
(
u
′′
(Ys)
)
|Zs|
2ds.
We then take the conditional expectation w.r.t. Fτ : since
∫ ·
0
u
′
(Ys)ZsdWs is a
true martingale, its expectation is equal to zero. Hence, relying on the relations:
u
′′
− 2Cu
′
≡ 1 and: f(s, z) ≤ C(1 + |z|)2 (f satisfying (H0)), it implies
u(Yτ ) ≤ E
(
u(B) +
∫ T
τ
Cu
′
(Ys)ds−
1
2
∫ T
τ
|Zs|
2ds
∣∣Fτ
)
,
or also: E
(
1
2
∫ T
τ
|Zs|
2ds
∣∣Fτ
)
≤ E
(
u(|B|) +
∫ T
τ
Cu
′
(|Ys|)ds
∣∣Fτ
)
, from which
the result follows.
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Remark Without additional difficulty, we can extend these a priori estimates
by adding a linear term in z in the expression of the driver: we assume here
that the new normalized driver is: g˜(s, z) := g(s, z) + βz, and that:
∫ ·
0
βsdWs
is a BMO martingale (this notion of BMO martingale can be found in [KA94])
and we then introduce an equivalent measure Pβ by setting: dP
β
dP
:= E
(
β ·W
)
,
where E
(
β ·W
)
stands for the stochastic exponential of β · W . Under these
conditions, the Girsanov’s tranform W β := W −
∫ ·
0
βsds is again a brownian
motion under Pβ . Hence, any solution (Y˜ , Z˜) of the BSDE with driver g˜ and
terminal condition B satisfies
Y˜t := B +
∫ T
t
g(s, Z˜s)ds−
∫ T
t
Z˜sdW
β
s ,
which is a new BSDE with parameters (g,B) under Pβ. Replacing the standard
expectation by EP
β
, Y˜ satisfies the same kind of estimates as in assertion (i) of
Lemma 1. Using now the equivalence between Pβ and P, this process is bounded
P
β and P-a.s. Furthermore and thanks to theorem 3.6 in [KA94], we have that∫ ·
t
Z˜sdW
β
s is in BMO(P
β), as soon as
∫ ·
t
Z˜sdWs is in BMO(P).
Proof of theorem 2
Referring to [KOB00], the existence result in Theorem 2 for solutions of the
BSDE(f, B) follows from the growth assumption in (H0). The uniqueness result
relies mainly on assumption (H1) and on a standard linearization procedure
(as in the case when the generator is lipschitz w.r.t. z). To proceed in the
quadratic case and as in [HIM05] and assuming that (Y 1, Z1) and (Y 2, Z2) are
two solutions of the BSDE(f, B), we apply Itoˆ’s formula to Y 1,2 := Y 1 − Y 2
between t and τ ∧ T with an arbitrary stopping time τ (similarly, Z1,2 stands
for Z1 − Z2)
Y
1,2
t := Y
1,2
τ∧T +
∫ τ∧T
t
(
f0(s, Z
1
s )− f0(s, Z
2
s )
)
ds−
∫ τ∧T
t
Z1,2s dWs.
We then introduce λ such that: λ = (λs(Z
1
s , Z
2
s )) by setting

λs(Z
1
s , Z
2
s ) =
(
f0(s,Z
1
s )−f0(s,Z
2
s )
Z1s−Z
2
s
)
, if Zˆ 6= 0,
λs(Z
1
s , Z
2
s ) = 0, otherwise.
Thanks to (H1),∣∣f0(s, Z1s )− f0(s, Z2s )∣∣ = |λs(Z1s , Z2s )||Z1,2s | ≤ C(κ+ |Z1s |+ |Z2s |)|Z1,2s |.
Referring to Kazamaki’s criterion ([KA94]), the stochastic exponential of the
continuous BMOmartingale κ·W is a martingale. Besides, the a priori estimates
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of Lemma 1 entails the BMO property of both Z1 · W and Z2 · W . Hence,
setting: dP
λ
dP
:= E(λ ·W ), we define an equivalent measure denoted by Pλ. Using
Girsanov’s theorem, Y 1,2 is a local submartingale under Pλ: hence, there exists
an increasing sequence (τm) of F stopping times converging to T , taking their
values in [t, T ] and such that (Y 1,2·∧τm) is a submartingale. This means
Y
1,2
t ≤ E
P
λ(
Y
1,2
τm∧T |Ft
)
.
Thanks to the boundedness of the sequence (Y 1,2τm∧T ), the dominated convergence
theorem entails that Y 1,2 is a submartingale with terminal value equal to zero.
Reverting the roles of Y 1 and Y 2, we get: Y 1,2 ≡ 0, which ends the proof.
The proof of Corollary 1 relies on the same computations, if we apply Itoˆ’s
formula to Y − Y
′
.
2.4 Decomposition of Doob-Meyer’s type
In this paragraph, we establish the existence of a decomposition of Doob-Meyer’s
type for any g-submartingale (or supermartingale) with a generator g satisfying
both (H0) and (H1) and such that g is normalized, i.e.: g(s, 0) ≡ 0. A process
Y is called g-submartingale (resp. g-supermartingale) if it satisfies
∀ s ≤ t, Eg(Yt|Fs) ≥ Ys (resp. Eg(Yt|Fs) ≤ Ys).
This result is an extension of the decomposition obtained in theorem 4.3 in
[BBHPS03] in the case of a dominated g-expectation (in the paper [BBHPS03],
the notion of domination corresponds to the case of a driver having at most
linear growth in z). In the sequel, Y stands for a given g-submartingale with
terminal value YT = B. The aim of this section is to construct an increasing
process A such that Y −A is a g-martingale. To this end, we first introduce the
sequence of penalized BSDEs with parameters (gn, B), with gn such that
gn(s, y, z) := g(s, z)− n
(
y − Ys
)
. (6)
Hence, we have
|gn(s, y, z)| ≤ C|z|2 + n
(
|y|+ |Y |S∞
)
,
i.e. gn has linear growth w.r.t. y (it is even n-Lipschitz w.r.t y) and quadratic
growth w.r.t. z. Existence and uniqueness results for such kind of BSDEs are
given in [LSM98]. We denote by (yn, zn) the unique solution of BSDE(gn, B)
which satisfies
ynt := B +
∫ T
t
(
g(s, zns )− n(y
n
s − Ys)
)
ds−
∫
zns dWs.
Besides, it is also proved in [LSM98] that, for all n, (yn, zn) is in S∞ ×H2.
The proof of the existence of the decomposition is divided in three mains steps:
those steps consist in following the same scheme than in the proof of Theorem
4.3 in [BBHPS03] or also in [BCHM02] (for dominated g expectations). Many
computations are standard and, for sake of completeness, we provide the outline
of the proofs.
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Step 1: properties of the penalized sequence
Lemma 2 Y being a g-submartingale, the sequence of (yn, zn) of solutions of
the BSDEs(gn, B) with gn given by (6) satisfies
P-a.s. and for all n, yn ≥ yn+1 ≥ Y.
To justify that: yn ≥ Y , for all n, we also refer to the proof given in Lemma
4.11 in [BBHPS03], which holds for dominated g-expectations 2: the key idea
of this proof consists in using both the g-submartingale property of Y and the
construction of (yn) to show that for any positive δ and for each n, {yn ≤ Y −δ}
is a P-null set. Then, the monotonicity property of (yn) results from the com-
parison theorem applied here for the BSDEs given by parameters (gn, YT ) with
quadratic drivers gn := gn(s, y, z) (for these kind of drivers having linear growth
w.r.t. y, existence results are provided in [LSM98]).

Step 2: boundedness of processes
For more convenience, we first introduce the increasing process An by setting:
An· := n
∫ ·
0
(yns − Ys)ds. In the sequel, a stochastic integral Z ·W is in H
p, if:
E
( ∫ T
0
|Zs|2ds
) p
2 < ∞. Our aim is to prove the boundedness of (AnT ) and (z
n)
respectively in Lp(FT ) and in Hp for any p, p > 1.
Due to the quadratic growth w.r.t. z of the driver gn, the arguments of this
step differ from [BBHPS03]. We rely here on the estimates provided by lemma
1 on the sequences (yn) and (zn) and we follow the same scheme as the one
given in [HMPY07]. To obtain boundedness of (AnT ) in L
p(FT ), we use that:
|yn|S∞ ∨ |Y |S∞ ≤M , to get
|AnT | ≤ 2M + C
∫ T
0
|zns |
2ds+
∣∣ sup
0≤t≤T
∫ t
0
zns dWs
∣∣. (7)
Relying on the BDG inequality in Hp for the last term in (7), there exists a new
constant always denoted by C such that
E
(
|AnT |
p
)
≤ C
(
1 + E
( ∫ T
0
|zns |
2ds
)p)
.
It remains to show that: sup
n
E
(∫ T
0
|zns |
2ds
)p
< ∞, and, to achieve this, we
first apply Itoˆ’s formula to eαy
n
eαy
n
t +
α2
2
∫ T
t
eαy
n
s |zns |
2ds = eαYT +
∫ T
t
αeαy
n
s g(s, zns )ds,
−
∫ T
t
αeαy
n
s dAns −
∫ T
t
αeαy
n
s zns dWs.
2the explanation for this notion, defined in [BBHPS03], is provided at the beginning of
Section 2.4 (top of this page)
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The next step consists in taking this equation to the power p and then the
expectation: this yields the existence of C (depending only on p, α, T and
|yn|S∞) such that
E
∣∣∣∣∣eαynt +
∫ T
t
αeαy
n
s dAns +
α2
2
∫ T
0
eαy
n
s |zns |
2ds
∣∣∣∣∣
p
≤ C
(
E
∣∣∣∣∣
∫ T
0
(1 + |zns |
2)ds
∣∣∣∣∣
p
+ E
∣∣ sup
t
∫ T
t
αeαy
n
s zns dWs
∣∣p) ,
To obtain the right-hand side in the previous inequality, we rely both on the
assumption (H1) on g
n and on the boundedness of YT and we then argue that
the left-hand side is greater than E
(
α2
2
∫ T
0
eαy
n
s |zns |
2ds
∣∣p). If we fix α large
enough (i.e. α
2
2 −C ≥ 1), we rely on the boundedness of (y
n) in S∞ and on the
BDG inequality for sup
t
∣∣ ∫ T
t
αeαy
n
s zns dWs
∣∣ to claim
∃ C > 0, s.t. E
(∫ T
0
|zns |
2ds
)p
≤ C +
1
2
E
( ∫ T
0
|zns |
2ds
)p
,
which is the desired result.
Step 3: Convergence results
In this step, we justify the passage to the limit in the penalized BSDEs with
parameters (gn, B)
ynt = B +
∫ T
t
gn(s, zns )ds−
∫ T
t
zns dWs. (8)
To this end, we prove strong convergence results for both (yn), (zn) and (An).
• From step 2, we first get: E(|AnT |) <∞, implying(
E(
∫ T
0
|yns − Ys|ds) ≤
E(|AnT |)
n
)
and
(
E(|AnT |)
n
→ 0
)
, (9)
since (AnT ) is bounded in L
1(FT ). Thanks to Dini’s theorem applied to the
decreasing and bounded sequence (yn)n, both the sequences
(
sup
n
|yns − Ys|
)
and
(
sup
m≥n
(yn,ms )
)
:=
(
sup
m≥n
|yns − y
m
s |
)
converges to zero, as n goes to ∞.
• To justify that (zn) is a Cauchy sequence in H2, we apply Itoˆ’s formula to
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|yn,m|2
E
(∫ T
0
|zn,ms |
2ds
)
≤ E
(
|yn,m0 |
2
)
+ 2E
(∫ T
0
|yn,ms | (|g(s, z
n
s )− g(s, z
m
s )|ds+ dA
n
s + dA
m
s )
)
≤ E(sup
t
|yn,mt |
2) + 2

E(sup
t
|yn,mt |
2
)
E
(∫ T
0
C(1 + |zns |
2 + |zms |
2)ds+AmT +A
n
T
)2
1
2
≤ E(sup
t
|yn,mt |
2) + CE
(
sup
t
|yn,mt |
2)
) 1
2 ,
where the last constant C depends only on the estimates of (zn) in H4 and those
of (An) in L2(FT ) (for these estimates, we refer here to Step 2). (zn) being a
Cauchy sequence, it converges in H2. Then, referring to Lemma 2.5 in [KOB00],
we argue the existence of z˜ such that, at least along a sequence of integers,
z˜ := sup
m
|zm|2 ∈ H2. (10)
• To conclude, it suffices to show that (Ant ) converges in L
1(Ft) for all t.
We first claim that, between 0 and T and for any n,m, yn,m solves
y
n,m
0 =
∫ T
0
(g(s, zns )− g(s, z
m
s ))ds−
∫ T
0
zn,ms dWs −
(
AnT −A
m
T
)
. (11)
Now and for any n, m such that: n ≤ m, we introduce gn,m as follows
gn,m :=
(
g(s, zns )− g(s, z
m
s )
)
,
and we prove that (gn,m) is a Cauchy sequence in L2([0, T ],F) and hence,
strongly convergent in L2([0, T ],F)). Relying on assumption (H1), we obtain
∃ λ ∈ BMO(W ), |g(s, zns − g(s, z
m
s )| ≤ |λs(z
n
s , z
m
s )||z
n,m
s |.
Both assumption (H1) and the strong convergence of (z
n) in H2 yields that
λn,m := (λs(z
n
s , z
m
s )) is dominated uniformly in n and m by C(κ + |z˜|), which
is an integrable variable (thanks to (10)). Using that z˜ and κ are in BMO(W ),
we obtain that λ := sup
n,m
λn,m is itself in BMO(W ). Hence, duality between the
space of BMO martingales and H2 entails
∃ C > 0, E
( ∫ T
0
|g(s, zns − g(s, z
m
s )|ds
)
≤ C|λ|BMOE
(∫ T
0
|zn,ms |
2ds
) 1
2
.
Since (zn,m) is a Cauchy sequence, this implies that (gn,m) is itself a Cauchy
sequence.
We now rewrite equation (11) between 0 and t, which gives
y
n,m
0 − y
n,m
t =
∫ t
0
gn,mds−
∫ t
0
zn,ms dWs −
(
Ant −A
m
t
)
,
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and we transfer the last term An,mt into the left-hand side. Taking then succes-
sively the absolute value, the supremum over t and the expectation, we obtain
E
(
sup
t
|Ant −A
m
t |
)
≤ 2E
(
sup
t
|yn,mt |+ sup
t
|
∫ t
0
zns dWs|+
∫ T
0
|g(s, zns − g(s, z
m
s )|ds
)
.
We next rely on the BDG inequality for the square integrable martingales
zn, m ·W and on the previous results to conclude that, for all t, the sequence
of processes (An· ) is Cauchy in L
1
(
[0, T ], F
)
: we denote by K its limit, which
is increasing as limit of such processes and we denote by z the limit of (zn) in
H2. Passing to the limit in (8) as n goes to ∞, we get
Yt := YT +
∫ T
t
g(s, zs)ds− (KT −Kt)−
∫ T
t
zsdWs,
which is the desired decomposition of the g-submartingale Y .

2.5 Characterization of the solution of the RBSDE
To justify the expression of the solution given in Theorem 1, we rely both on
the results of the previous section and on the characterizations already provided
in Proposition 2.3 and Proposition 5.1 in [EPK97]. In this paper, the authors
prove that the solution (Y, Z,K) of a RBSDE with driver f := f(s, y, z), lower
obstacle S and terminal condition ξ satisfies
Yt := ess sup
τ∈St,T
E
(∫ T
t
f(s, Ys, Zs)ds+ ξ + Sτ1τ≤T |Ft
)
, (12)
where St,T stands for the set of all stopping times taking values in [t, T ]. Here,
contrary to the aforementionned paper, where the generator f := f(s, y, z) of
the RBSDE is assumed to be lipschitz both in y and z, we relax this last as-
sumption.
Hence, to characterize the solution of the RBSDE by a formula similar to (12),
we need the extension of the Doob-Meyer’s decomposition for non linear g ex-
pectations (this last one has been obtained in Section 2.4): let Y˜ be equal to
Y˜t := ess inf
τ∈St,T
Eg
(
B1τ=T + Uτ1τ<T +
∫ τ
t
f0(s, 0)ds|Ft
)
, (13)
with g satisfying both (H0) and (H1) and such that: g(s, 0) ≡ 0. Our aim is to
prove that such a process can be characterized as the largest g-submartingale
dominated by the upper obstacle U and hence that it solves the equation
(Eq2.1). To this end, we proceed by justifying the two following arguments:
• the g-submartingale property of Y˜ ,
• the optimality among the class of g submartingales (smaller than U).
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Step 1: Submartingale property We consider an arbitrary pair s, t such
that: s ≤ t. We aim at proving that the process Y˜ given by (13) satisfies:
Y˜s ≤ Eg
(
Y˜t|Fs
)
. For this and for an arbitrary stopping time τ , we set H·,τ as
follows
Ht,τ := B1τ=T + Uτ1τ<T +
∫ τ
t
f0(s, 0)ds.
Since: St,T ⊂ Ss,T , the essential infimum taken over the subset St,T is then
strictly greater than the one taken over Ss,T : hence,
Y˜s ≤ ess inf
τ∈St,T
Eg
(
Hs,τ |Fs
)
Then, using the inequality: f0 ≥ 0, we check that, for any s, t, s ≤ t and any τ
in St,T : Hs,τ ≤ Ht,τ . This yields
Y˜s ≤ ess inf
τ∈St,T
Eg
(
Ht,τ |Fs
)
,
≤ ess inf
τ∈St,T
Eg
(
Eg
(
Ht,τ |Ft
)
|Fs
)
.
The last part of the proof consists in justifying that we can reverse the roles
of the essential infimum and of the conditional g expectation Eg(·|Fs), which
means
ess inf
τ∈St,T
Eg
(
Eg
(
Ht,τ |Ft
)
|Fs
)
= Eg
((
ess inf
τ∈St,T
Eg
(
Ht,τ |Ft
))
|Fs
)
, (14)
where the right hand-side member coincide with Eg
(
Y˜t|Fs
)
. To obtain a first in-
equality, we rely on the Fatou property for the conditional g-expectation Eg(·|Fs)
to claim
ess inf
τ∈St,T
Eg
(
Eg
(
Ht,τ |Ft
)
|Fs
)
≥ Eg
(
ess inf
τ∈St,T
Eg
(
Ht,τ |Ft
)
|Fs
)
.
For the other inequality, we consider a minimizing sequence (τn) of stopping
times in St,T such that
Eg
(
Ht,τn |Ft
)
→ ess inf
τ∈St,T
Eg
(
Ht,τ |Ft
)
, as n →∞. (15)
Such a sequence (τn) exists, since the family (Zt,τ ) = (Eg
(
Ht,τ |Ft
)
)τ ∈ St,T is
stable by taking the infimum: in fact, one can check
Eg
(
Ht,τ1 |Ft
)
∧ Eg
(
Ht,τ2|Ft
)
= Eg
(
Ht,τ∗ |Ft
)
,
where the stopping time τ∗ is defined as follows:

τ∗ := τ1, if ω ∈ {Zt,τ1 ≤ Zt,τ2},
τ∗ := τ2 else.
Without loss of generality, we assume that the convergence in (15) is decreasing.
Hence, using that such conditional quadratic g-expectations satisfy a stability
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result (for a precise statement of this result, we refer to Proposition 2.4 in
[KOB00]), it yields
Eg
(
Eg
(
Ht,τn |Ft
)
|Fs
)
→ Eg
(
ess inf
τ∈St,T
Eg
(
Ht,τ |Ft
)
|Fs
)
.
To conclude, we argue that Eg
(
Eg
(
Ht,τn |Ft
)
|Fs
)
:= Eg
(
Ht,τn |Fs
)
: as a con-
sequence, its limit, as n goes to ∞, is greater than the left hand side of the
equality (14), which yields the second inequality and ends the proof of this step.
Step 2: Optimality To achieve the proof of the optimality, we just need to
show that the solution Y˜ given by (13) satisfies the condition
∫ T
0
(Y˜s − Us)dK¯s = 0, (16)
for a well chosen increasing process K¯. For this, we fix t and we introduce the
stopping time Dt
Dt := inf{u, u ≥ t, Y˜u = Uu} ∧ T.
By convention, inf{∅} = ∞. As soon as Dt < T , we get: Y˜Dt = UDt , and
defining Y¯ by: ∀ t, Y¯t = Y˜t +
∫ t
0
f0(0, s)ds, this implies
Y¯t := Eg
(
Y¯Dt |Ft
)
. (17)
Since Y˜ is a g-submartingale, there exists a g-martingale M and an increasing
process K˜ such that: Y˜ =M + K˜. It follows that
Y¯Dt − Y¯t = (MDt −Mt) + (K˜Dt − K˜t) +
∫ Dt
t
f0(0, s)ds.
We introduce K¯ as: K¯ := K˜ +
∫ ·
0
f0(s, 0)ds, which is an increasing process and
we take the conditional g-expectation Eg
(
· |Ft
)
in both sides of the previous
equality using (17): this yields
0 = Eg
(
Y¯Dt − Y¯t|Ft
)
= Eg
(
(MDt −Mt) + (K¯Dt − K¯t)|Ft
)
≥ Eg
(
MDt −Mt|Ft
)
= 0.
To justify that: Eg
(
Y¯Dt − Y¯t|Ft
)
= 0, we use the invariance by translation
property of Eg(·|Ft) (the same equality holds if we replace Y¯ by M). Then, to
prove the inequality, we use both the monotonicity of Eg(·|Ft) and the increasing
property of the process K¯. All inequalities being equalities, we finally get:
K¯t = K¯Dt . This means that, on the set {Y˜ < U}, the increasing process K¯ is
constant, which yields (16) and ends the proof.

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3 Representation of the solution as a non linear
time consistent pricing rule
Our aim is to show that the solution of the RBSDE with driver g and upper
bound the american contingent claim H , which is given by
Yt = ess sup
τ∈St,T
Eg(H |Fτ ), (18)
extends the particular dynamic concave monetary functional introduced in a
discrete time setting in Section 5.3 of the paper [CD2006] . Here, setting:
gα(s, z) :=
α
2 |z|
2 and as soon as the (normalized) driver g is dominated by gα,
the use of the comparison theorem entails that: Eg(H |Fτ ) ≤ Egα(H |Fτ ).
In the aforementionned paper [CD2006], where the authors work on a discrete
time setting, they introduce a functional, referred as the dynamic concave mon-
etary functional defined by worst stopping: this functional maps L∞(FT ) in
L∞(Ft) as follows
Ψt,T (ξ) := ess inf
τ∈St,T
Φτ,T (ξτ ), (19)
where τ runs over all stopping times taking values in [t, T ] and Φτ,T is an arbi-
trary dynamic (concave) monetary functional: it maps L∞(FT ) into L
∞(Fτ ).
Here, this definition makes sense if and only if ξτ refers to a Fτ -measurable
random variable: for instance, when ξ denotes an FT -random variable, it can
be: E(ξ|Fτ ).
We now consider the special case of the dynamic entropic risk functional denoted
by ρα and introduced at the end of section 1.1: it is given by
∀X ∈ L∞(FT ), ρ
α
t (X) =
1
α
lnE(e−αX |Ft).
(in the context of dynamic functionals defined on a finite time horizon T , ραt
stands for ραt,T ). Introducing now Φ
α by setting
∀ X ∈ L∞(FT ), Φ
α
τ,T (X) = −ρ
α
τ,T (X).
we obtain a dynamic (concave) monetary functional.
Referring to the comments given at the end of section 1.1, we deduce
∀ X ∈ L∞(FT ), −Φ
α
τ,T (−X) = Egα(X |Fτ ) = ρ
α
τ,T (−X),
where gα(z) :=
α
2 |z|
2. If Ψα is defined in terms of Φα as in (19), then it follows
−Ψαt,T (−H) = −ess inf
τ∈St,T
Φατ,T (−H) = ess sup
τ∈St,T
−Φατ,T (−H)
= ess sup
τ∈St,T
Egα(X |Fτ ).
Hence, the process given by (18) satisfies
Yt ≤ ess sup
τ∈St,T
Egα(H |Fτ ) = −Ψ
α
t,T (−H).
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Comments
• The solution of the quadratic RBSDE can be reinterpreted a valuation formula
for the American contingent claim: in fact, this valuation formula is analogous
to the one given in [EQ97] in which the authors define the price of the American
option as being the upper price of European type options. Our characterization
generalizes the representation as a Snell envelope by introducing the extented
notion of g-Snell envelope (g being a quadratic convex driver).
• A second comment is that there exists an interpretation via convex dual-
ity theory: this is already given in [EKR00], where the authors relate this price
with the exponential utility maximization problem and using dual formulations.
Dual formulation leads also more generally to the robust representation of the
dynamic concave utility functional such as the one denoted by Φα in this para-
graph (such functionals are defined in a more general setting in [KS07]).
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3.1 One financial application
As an example, we give the description of the problem in [CYZ07] and explain
both the origin and interpretation of the solution of the RBSDE they introduce.
In that paper, the authors adress the problem of defining a specific notion of op-
timal contract and they assume that the contract can be exerced at any random
time in the context of a continuous-time double agent problem. The filtration
considered is a brownian one and, for any process u such that the exponential of
the stochastic integral
∫
0
usdBs is a true martingale
3, the notation Pu stands
for the equivalent measure defined by
dPu
dP
= exp
( ∫ t
0
usdBs −
∫ t
0
1
2
|us|
2ds
)
= E(u ·B),
and the output controlled process Xu is such that
dXu = utvtdt+ vtdB
u, (21)
where u stands for the control process and Bu is the brownian motion obtained
by the usual Girsanov’s transform under Pu. If we consider a given contract, i.e.
a family of Ft-measurable random variables C = (Cτ ) standing for the random
payment and if we assume that the agent has the ability to choose the exercise
time, then the formulation of the agent’s problem having U for utility function
is
sup
u,τ
E
u
(
U(τ, Cτ )−
∫ τ
t
g(us)ds|Ft
)
, (22)
where the notation Eu stands for the expectation under Pu and the integral∫ t
0
g(us)ds describes the cumulative cost, which is due to early exercise of the
contract and that the agent has to pay. Denoting as usual by I the functional
given in terms of U by: I(·) = (U
′
)−1 4, the solution of (22) is characterized as
the unique process WA solving the RBSDE

WAt = U(t, Ct) +
∫ T
t
(
g(I(wAs ))− w
A
s I(w
A
s )
)
ds−
∫ T
t
wsdBs − (K
A
T −K
A
t )
WAt ≥ U(t, Ct) and
∫ T
0
(
WAt − U(t, Ct)
)
dKAt = 0.
Referring to the same arguments in [EPK97], the optimal exercise time τA
is: τA = inf{t, WAt = U(t, Ct)}, and the optimal control u = u
A is given in
feedback form by: ∀ s, uAs = (U
′
)−1(wAs ). Hence, if we rewrite the backward
3This condition is checked in particular under Novikov’s condition
E
„
exp
`1
2
Z
T
0
|us|
2
ds
´«
< ∞ (20)
or when the stochastic integral of u w.r.t B is in the class of BMO martingales.
4The functional I is also introduced in the optimization problem studied in [SCH03] and
it is used in the characterization of the optimal strategy in terms of the solution of the dual
control problem, which is the density of one martingale measure.
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equation under Pu
A
between t and τA, it yields
WAt = E
uA
t
(
U(τA, CτA)−
∫ τA
t
(
g(uAs )
)
ds
)
,
which implies the optimality in (22) of the control uA associated to the equiva-
lent probability measure Pu
A
.
Comments
• Analogously as in subsection 3.1 and using the expression (22) of the problem,
it follows that the solutionW of the RBSDE is related to the following DMCUF
ut(Y ) = ess inf
u,τ
E
P
u
(Yτ + αt,τ (P
u)|Ft), (23)
with αt,τ (P
u) =
∫ τA
t
g(uAs )ds. The relation between these two processes is
given for all t by
WAt = ut(−Y ), with Y such that : Y· = U(·, C·).
Besides, relation (23) coincide with the robust representation of the dynamic
utility functional u = (ut)t (or, up to a sign, to the related dynamic risk func-
tional ρ = −u): in this brownian setting, the set of martingale measures is given
by the family {E(u · B) such that (20) holds}.
• One major restriction in this example is that the agent can only act on the
drift of the output process X and hence, modulo a penalized term given ex-
plicitely in terms of the cost function g, the optimization problem reduces to a
control problem over the set of measures Pu.
• The more general control problem associated with the utility maximization
problem with random time horizon and utility function U is discussed in the
complete case in [KAW00]. Even in that case, the characterization of optimal
stopping time and optimal strategies in the following problem
V = sup
θ, τ
E
(
U(Xθτ )
)
,
whereXθ stands for the wealth process obtained by using an admissible strategy
θ, is not trivial. It is even proved that optimal strategies may not exist in general.
19
References
[BEK06] Barrieu, P. and El Karoui, N. Pricing, hedging and optimally designing
derivatives via minimization of risk measures To appear, 2007.
[BN07] Bion-Nadal, J., Bid-ask dynamic pricing in financial markets with trans-
action costs and liquidity risks, preprint CMAP, 2007.
[BH06] Briand, P. and Hu, Y., BSDE with quadratic growth and unbounded
terminal value, Probab. Theory Related Fields, 136(4) : 604–618, 2006.
[BCHM02] Coquet, F., Hu, Y., Me´min, J. and Peng, S., Filtration consistent
non linear expectations and related g-expectations, Probab. Theory Related
Fields, 123 : 1–27, 2002.
[CD2006] Cheridito, P. and Delbaen, F., Dynamic monetary risk measures for
bounded discrete time processes, Electron. J. of Probab., 11(3), 57–106, 2006.
[CYZ07] Cvitanic, J., Wan, X. and Zhang, J., Optimal contracting with random
time of payment and outside options, Submitted, 2007.
[DEL80] Dellacherie, C. and Meyer, P.-A. Probabilite´s et Potentiel. The´orie des
martingales. Chapitres V a` VIII, Hermann, 1980.
[EK79] El Karoui, N., Les aspects probabilistes du controˆle stochastique. Lecture
Notes in Math., 876 : 73–238, 1981.
[EPK97] El Karoui, N. and Kapoudjian, C. and Pardoux, E. and Peng, S. and
Quenez, M. C., Reflected solutions of backward SDE’s, and related obstacle
problems for PDE’s, Ann. Probab., 25(2) : 702–737, 1997.
[EPQ97] El Karoui, N., Pardoux, E. and Quenez, M.C. Reflected Backward
SDEs and American options, Numerical methods in finance, 1997.
[EKQ95] El Karoui, N. and Quenez, M.C., Dynamic programming and pricing
of contingent claims in an incomplete market SIAM Journal on Control
and Optimization, 33 : 29–66, 1995.
[EQ97] El Karoui, N. and Quenez, M. C., Non-linear pricing theory and back-
ward stochastic differential equations, Financial mathematics, Lecture Notes
in Math., 1656 : 191–246, Springer, Berlin, 1997.
[EKR00] El Karoui, N. and Rouge, R., Pricing via utility maximization and
entropy, Math. Finance, 10(2) : 259–276, 2000.
[HIM05] Hu, Y., Imkeller, P. and Mu¨ller, M., Utility maximization in incomplete
markets, Ann. Appl. Probab., 15(3) : 1691–1712, 2005.
[FS02] Follmer, and Schied, Convex measures of risk and trading with con-
straints, Finance Stoch., 6 : 429–447 , 2002.
[FK97] Follmer, H. and Kramkov, D. Optional decomposition under constraints
Probab. Theory Related Fields, 109 : 1–25, 1997.
20
[HMPY07] Hu, Y., Ma, J., Peng, S. and Yao, S., Representation the-
orem for quadratic F-consistent non linear expectations, Available on
arxiV:math.PR.0704.1796v1, April 2007.
[KaK04] Kallsen, Y. and Kuhn, C., Pricing derivatives of American and game
type in incomplete markets, Finance and stochastics, 8 : 261–284, 2004.
[KAW00] Karatzas, I. and Wang, H., Utility maximization with discretionary
stopping, SIAM J. Control Optim., 39(1): 306–329, 2000
[KA94] Kazamaki, N., Continuous Exponential Martingales and BMO, Lecture
Notes in Math., 1579, Springer, Berlin, 1994.
[KS07] Klo¨ppel, S. and Schweizer, M., Dynamic indifference valuation via
convex risk measures, Math. Finance, 17,(4) : 599–627, 2007.
[KOB00] Kobylanski, M., Backward stochastic differential equations and partial
differential equations with quadratic growth, Ann. Probab., 28(2) : 558–602,
2000.
[KLQT02] Kobylanski, M. and Lepeltier, J. P. and Quenez, M. C. and Torres,
S., Reflected BSDE with superlinear quadratic coefficient, Probab. Math.
Statist., 22 : 51–83, 2002.
[LSM98] Lepeltier, J. P., and San Martin, J., Existence for BSDE with
superlinear-quadratic coefficient, Stochastics Stochastics Rep., 63(3-4) : 227–
240, 1998.
[BBHPS03] Peng, S., Non linear expectations, non linear evaluations and risk
measure, Stochatic Methods in Finance, Lecture Notes in Math.,1856 : 165–
243, 2003.
[RG06] Rosazza Gianin, E., Risk measures via g-expectations, Insurance Math.
Econom., 39(1) : 19–34, 2006.
[SCH03] Kramkov, D. and Schachermayer, W., Necessary and sufficient con-
ditions in the problem of optimal investment in incomplete markets, Ann.
Appl. Probab., 13(4) : 1504–1516, 2003.
21
