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Abstract
The topic of this thesis is the design, development and deployment of a photometric
analysis suite. This includes all the steps necessary to convert a raw astronomical image
into a final differential light curve which describes the changes in intensity of a selected
target over a given time period.

This thesis discusses the development of a suite of tools with the explicit aim of
improving the quality of terrestrial based photometric measurements. This suite
includes an automated data reduction pipeline (RealPhot) and associated distributed
computing system {QuickiSHver) which have been developed to process the larger
volumes of data which are a natural consequence of high time resolution data. The
thesis also outlines the development of a novel analysis technique, LuckyPhot, which
utilizes high time resolution imaging coupled with a frame selection technique to
significantly improve the photometric precision of a given data set.

The development of each application is discussed along with the results of performance
tests. RealPhot has been shown to comply well with other standards in the field while
providing a high level data reduction pipeline. QuickiSilver is shown to display a
superlinear speedup in a test scenario developed to characterise the performance of the
system. LuckyPhot was applied to a number of data sets. Each data set was used to test
the performance of the system; the highlight of the results was a data set in which the
mean RMS error was reduced by 71.9%.

Keywords: Data reduction pipeline. Distributed computing system. Photometry, EMCCD
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1 Introduction

Overview 1.1

1.1

Overview

The key background components of this thesis are discussed in this chapter. In particular
this chapter discusses aspects related to time sampled, high-precision, differential
photometry performed on point sources in the optical wavelength in uncrowded fields
captured using a CCD imager.

Photometry is a technique used to study the flux emitted by an object and is performed
by measuring the amount and temporal variation of light from an emitting body
(Howell, 2006). Photometry is widely used to study the variability of objects over a time
frame with variability being a defining characteristic of many astronomical objects.
Effective variability measurement is largely dependent on two parameters: time
resolution and measurement precision. The time resolution required is a function of the
time scales of the varying phenomena. The actual time resolution achievable (for a given
signal-to-noise ratio) is dependent on the brightness of the target, the collecting power
of the optical train and the sensitivity of the imaging device. The photometric precision
within a given time frame similarly depends on the brightness of the source but also on
external factors including errors introduced by the imaging instrumentation (e.g. under
sampling) and the observing conditions (e.g. turbulence in the atmosphere).

The list of transient targets which can be studied is ultimately limited by technological
and atmospheric barriers which impact the photometric precision of a given data set.
The photometric precision achievable can be affected by many factors; one technique
which has been

proven to improve

photometric measurements is differential

photometry using an ensemble of comparison stars.

The focus of this thesis is to address some of the challenges and opportunities
presented by electron multiplier charge coupled device (EMCCD) technology in the field
of high precision photometry for studying transient sources. This includes the
development of (i) an automated data reduction pipeline, (ii) a distributed computing

Photometric Instrumentation 1.2

system and (iii) a new data analysis technique which shows significant potential in
significantly improving the precision of photometric data.

High time resolution photometry offers the opportunity to study faster varying
phenomena or slower phenomena with higher time resolution. High time resolution
ultimately results in higher data volumes which present certain challenges and
opportunities. The challenges come in the form of data processing and data storage.
Processing large volumes of data in a reasonable time frame significantly affects the
scientific impact of the data; extremely large volumes of data with excessively long
processing times may not be adequately analysed due to data back logs. Storage of data
will also incur a cost which may lead to raw data being discarded.
Opportunities lie with the large level of data redundancy created through over-sampling
(temporally) of a transient event. Longer integration times average the varying
atmosphere; shorter integration times offer the possibility of removing the varying
effect of the atmosphere through frame rejection.
This necessitates the development of new processing techniques and paradigms to
maximise the potential of fast imaging devices.

This study is performed with an emphasis on improving the measurement of transient
sources thus providing some empirical data from studies involving QSOs and blazars.

1.2
1.2.1

Photometric Instrumentation
Early Photometry

Early astronomers such as Nicolas Copernicus (1473-1543) and Tycho Brahe (1546-1601)
carried out naked eye observations with the objective of understanding the motion of
the stars. Galileo Galilei (1564-1642), famously, was the first astronomer to point a
refracting telescope to the sky in 1609. The use of a telescope in this way was
revolutionary as it dramatically improved the sensitivity of the human eye, facilitating
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the observation of ever more distant objects. This allowed for momentous discoveries
such as the moons of Jupiter which supported the heliocentric model of the Universe
and the measurement of the craters on the moon which proved that it was not a perfect
sphere (Carroll & Ostlie, 2007). It is important to note that at this time all astronomical
measurements were made by hand-drawn sketches.

The first known attempt to categorise the brightness of stars was carried out by Greek
astronomer Hipparchus of Rhodes (190 - 120 BC) who is believed to have compiled a
catalogue of 850 stars which he divided into 6 levels of brightness; this would provide
the basis for the magnitude system used today. Due to the fact that all of Hipparchus'
measurements were made by naked eye, later attempts made to quantify stellar
brightness required that the magnitude scale be logarithmic in order to comply with
existing observations. With the introduction of the telescope astronomers could
monitor far fainter stars which they classified by comparing them to stars of known
brightness. The main drawback of this technique was that each measurement was
subjective (based on which astronomer was making the observation); a more object
method was required for astronomical photometry to become a robust technique. The
apparent magnitude (the ratio in brightness between two stars) is given by the formula
Equation 1.

m - m = -2.5 log 10
2

2

\f\ J
Equation 1

Where m2 - mi is the apparent magnitude and f2, fi are the star fluxes of two different
sources.

1.2.2

Photographic Plates

It was not until the 19^^ century that astronomers were given the tools to capture
reliable and repeatable scientific data from a telescope. Early photographic plates such
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as those developed by Louis Jacques Mande Daguerre (1787 - 1851) used a thin film of
polished silver on a copper base, sensitised by exposing the silver face to iodine vapours
to form a thin yellow layer of silver iodide on the surface of the silver (Schirmer,
Majewski & Patterson, 2014). Photography represented a huge step forward in the field
of astronomical photometry, however, early iterations of the technology were difficult
to use with poor photosensitivity. In spite of the difficulties the technology evolved and
improved as the advantages of an accurate method of measurement provided a
platform for significant advances in the field.
Limitations in photon sensitivity (Kodak IllaJ's reached a quantum efficiency of only 3%)
(Howell, 2006) and the requirement for digitized data ultimately led to the development
of an electronic based sensors. The quantum efficiency of a photon sensing device
describes the ability to sense a photon. The QE is the fraction of photons which are
detected.
In addition to poor quantum efficiencies there are a number of other disadvantages
associated with photographic plates:
■

Hypersensitising and Developing
Hypersensitising

is

a

technique

for

increasing

the

sensitivity

of

a

photographic plate prior to exposure. The process involves baking the plate
followed by soaking the plate in Nitrogen gas and Hydrogen gas. The
development process (whereby a photographic plate is treated to produce
an image on photographic paper) is one which ideally is carried out soon
after use. Both tasks are time consuming and delicate processes which
render photographic plates difficult to use correctly.
■

Non-Linear Colour Sensitivity
Plates tend to be more sensitive to blue than red. This is particularly
important when comparing spectrally different sources. The effect can be
reduced through the use of filters.

■

Reciprocity Failure

Photometric Instrumentation 1.2

Reciprocity failure refers to the property of photographic plates which causes
the sensitivity of the plate to drop over time. For example when Imaging star
si an exposure of tl is required; when imaging star s2 which is 50% dimmer
than si the exposure time required, t2, will be greater than 2 x tl.
■

Storage
Special care Is required to store photographic plates correctly (cool, dry, dark
conditions).

Incorrect

storage

will

lead

to

the

degradation

of the

photographic plate. This limits the useful lifetime of a plate and increases
costs.
■

Digitisation
The issue of storage of photographic plates and computer analysis of the
information renders digitisation a necessary process. This process can be
time consuming and costly. Ultimately capturing the data through electronic
sensors is a simpler process.

Modern photo detecting sensors such as Photomultiplier Tubes (PMT), Avalanche Photo
Diodes (APD) and Charge Coupled Devices (CCD) have become the standard in modern
astronomical photometric instrumentation.
1.2.3

Photomultiplier Tubes (PMT)

A PMT is composed of an evacuated glass tube (Figure 1). On one end of the tube is a
photocathode (made of a thin film of a material such as indium antimonide). This
material has the property that when struck by a photon, an electron is liberated. Each
electron liberated from the cathode is directed away from the cathode by an electric
field, and is amplified into a pulse of electrons by a series of metal plates (dynodes)
supporting an electric field in the tube which accelerates the electrons. In a photon
counting mode, electronics attached to the PMT counts these pulses (Romanishin,
2006). In this way a photon incident on the PMT results in many equivalent electrons
which can easily be measured. Some PMTs provide a pulse height output which is
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equivalent to the number of photons if the flux is high; otherwise they count "single"
photons.
Gate integrator method and continuous current are two other modes of operation for
readout of a PMT.

Light Source

Incident
' Photons
Photo Cathode

Electron Multiplier

Amplifier / Discriminator

Counter / Computer Interface

To Computer

Figure 1. Photomultiplier Tube basic operational diagram. Electrons liberated by incident photons are
amplified by an electron multiplying stage to levels which can be digitised and analysed by a computer
system.

PMTs have been used extensively in areas such as astronomy, high energy physics,
biotechnology and medicine (Hamamatsu Photonics, 2006). PMTs can be employed as
photon counting devices (where using a high gain is possible) are typically used for ultralow light applications (Koren & Szawlowski, 1998). PMTs also exhibit extremely fast
response times (in the region of nanoseconds) which make them ideal for studying rapid
variability.
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There are some negative aspects associated with PMTs; PMTs are physically large,
generate heat (which requires cooling to reduce thermally generated noise artifacts),
have a limited linear response, have a narrow spectral response range and have a
relatively low quantum efficiency (<25%).
In the past PMTs were frequently used to perform photometry. However, due to their
single element configuration, observations of more than one source simultaneously
(such as is required for differential photometry) is not possible.

VSiPMTs (Vacuum Silicon Photon Multiplier Tubes) are a modern alternative to
traditional PMTs which are based on semi-conductor technology (Russo, Barbarino,
Asmundis, et ai, 2010)(Barbarino, Asmundis, Rosa, et al., 2012). While the technology is
still in development, VSiPMTs can operate with lower voltages and lower temperatures
leading to a lower noise instrument.

1.2.4

Avalanche Photo Diodes (APD)

APDs address some of the short comings of PMTs. APDs can be considered to be the
semiconductor equivalent to PMTs as they utilise the photoelectric effect as a photon
detection method. APDs are typically silicon based semi-conductors containing a p-n
junction (Figure 2). Their sensing is similar to that of a photodiode; the semi-conductor
absorbs an incident photon at a given wavelength. The absorbed photon excites an
electron and produces a single pair of charge carriers, an electron-hole pair. A large
reverse bias accelerates the electron-hole pair but the electron is much more mobile
and causes a collision with the crystalline silicon lattice. This releases additional
electrons via secondary ionisation. These secondary electrons are also accelerated In
what is termed an avalanche effect (Figure 2). The result is to Increase the level of the
output signal while still being proportional to the incident photon.
For low light applications (low numbers of photons) background noise may eliminate
any significant signal from a photodiode.

Photometric Instrumentation 1.2

APDs have reported quantum efficiencies up to 90% (Sun, Abshire & Beck, 2014), which
represents a significant improvement over PMT technology. APDs are superior to PMT
technology in a number of other areas including:
■

APDs operate at a lower bias voltage than PMTs (which allows simpler
electronics to be used).

■

APDs are sensitive to a larger spectral range.

■

APDs are more robust and physically compact.

■

APDs operate with a higher dynamic range.

■

APDs exhibit a greater linear response (Koren & Szawlowski 1998).

Depletion
Region

N- Contact
(Cathode)

a

Light
Source

Holes

P- Contact
(Anode)
-O

Electrons

Figure 2. Basic diagram of an Avalanche Photo Diode (APD). An incident photon excites an electron and
produces a single pair of charge carriers. A large reverse bias is used to accelerate electrons and cause a
collision with the crystalline silicon lattice causing an avalanche effect.
____
___

APDs have some limitations, most notably the fact that PMT's can detect lower photon
fluxes due to the higher gains achievable with PMTs. APDs are also single channel
devices removing the possibility of imaging. Differential photometry, in particular, is a
technique

which

requires

imaging to

capture the

flux from

multiple

sources

simultaneously.
Although attempts have been made to create arrays of APDs, the size of the arrays (the
resolution) are still relatively small (58x58 pixel arrays (Tok, Duan, Sun, et al., 2012)). In
the field of astronomical photometry CCDs are currently the dominating technology.
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1.3

Charge Coupled Devices (CCD)

In 1969 Boyle and Smith developed the first CCD while attempting to create a medium
for bubble memory (an early non-volatile computer memory). Early versions of the
device required charge to be manually injected. Later the photoelectric effect was
utilised to input charge and soon a prototype device containing 96-sensing elements
was developed and tested (Tompsett, Amelio, Bertram, et al., 1971). The potential for
such a device was clear to the astronomical community and in 1975 the NASA Jet
Propulsion Lab (JPL) in California Institute of Technology used a CCD to capture an image
of the planet Uranus (Howell, 2006).
A useful analogy often used to describe the operation of a CCD is that of an array of
buckets being used to measure rainfall (Figure 3). An array of buckets is evenly
distributed (in a grid formation) over a given area. Rain falling will be collected by the
buckets, providing both spatial information (due to the grid formation) about the rain
and also intensity information (due to the depth of the bucket). CCDs can provide the
same information about light (Figure 4).

Figure 3. CCD Water bucket analogy. In this example an array of buckets is used to sample the falling
rain. The intensity of the rain is sampled over a spatial grid comprised of equally spaced buckets. The
intensity of the rain is detected for each spatial location through the level of rain water in each bucket.
The levels are readout by passing the water in each bucket to a linear array of buckets which in turn is
passed to a large container. CCDs differ in that the information contained within each pixel is
maintained and can be recovered (Image Credit: (Howell, 2006)).
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CCD Photosensitive Region

Figure 4. A system view of the readout mechanism for a CCD. The photosensitive region contains the
pixels, each of which converts incident photons into charge and compartmentalises this charge. This
charge is transferred row by row into a serial readout register. This in turn passes the charge to an
output amplifier and onto camera electronics in preparation for a computer to analyse the data.

CCDs are manufactured using a single semi-conductor wafer. Silicon has a useful
photoelectric effect range of 1.1 to about 10 eV (which covers near-IR to soft X-ray
region) (Howell, 2006) making it a popular substance used in many photo sensors. This
equates to approximately a wavelength range of about 1000 nm to 100 nm. CCDs and
other silicon based photodectors all utilise the photoelectric effect; CCDs differ in their
ability to segment the silicon wafer into discrete regions commonly referred to as pixels.
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f
•
^

-Vo

Light Source

Incident
Photons

+V O
Polysilicon Gate
Si02
t

\

i 1 1J ■

Potential Well

\___

N-Type
Silicon

Figure 5. Basic composition of a CCD pixel sensing element. Incident photons are converted to electrons
via the photoelectric effect. The potential well created by the gate electrodes configuration stores the
electrons.

The pixels themselves are not fabricated on the silicon wafer. Instead the location of
pixels is defined by the location of electrodes over the surface of the wafer (Figure 5).
Each pixel has 3 gates associated with it; when a positive voltage is applied to one
electrode the positive potential attracts all negatively charged electrons close to that
electrode. Any positively charged holes will be repulsed from around the same area
creating a potential well. Electrons liberated by the incident photons will be stored here.
The amount of charge stored in each pixel is proportional to the photon flux and
integration time. The potential well has a finite size which limits the number of photons
it can store. This is known as the Full Well Capacity or Well Depth.

The readout mechanism is a unique aspect of CCD design. The readout mechanism is
often referred to as "clocking out' the data and utilises the gate configuration of the
potential well (Figure 6). CCDs utilise a "bucket brigade" technique to read out the
charge from each pixel by manipulating the potential well walls. The charge from each
pixel is sequentially passed from one pixel to its adjacent pixel and onto a serial readout
register which in turn passes the charge to an output amplifier. From there the charge is
passed onto the camera electronics which includes an analog to digital converter which
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converts the charge into an appropriate format which is readable by a computer system
for future storage and processing (Figure 4).

—1 i-------------------------- 3------------------------- E3------------------«■*
1

V2
V3

1

1 (53 II Gl II G2 ILJ r^l

Cycle 1

Gl

II

G2

II

G3

0
5

10

1

End of Exposure

Figure 6. CCD readout clocking cycle. Each pixel has associated with it 3 gates. These gates not only
create the potential well but are also used to transfer the charge to a readout register. This example
shows the transfer of charge from one pixel to another. Cycle 1 shows the state at the end of exposure.
All of the charge resides under one gate, G2, which is controlled by the high V3 line. On opposite sides
the well is maintained by lower clocking voltages of OV and 5V. In Cycle 2 the clocking voltages have
changed which forces the charge to flow from G2 to G3. In Cycle 3 the charge is transferred from G3 to
its neighbouring Gl. This effectively moves the charge to the adjacent pixel.

1.3.1

CCD Features

There a number of features associated with a CCD which characterise its operation.
These must be carefully considered when performing high precision photometry:
■

Quantum Efficiency (QE)
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QE is a property of the semiconductor which describes how efficiently a
photon is converted into an equivalent electron (as previously described in
section 1.2.2). For a CCD the effect is wavelength dependent. A typical QE
curve is presented in Figure 7. CCDs generally have higher QE's than other
sensor types (PMT and APD) and are most sensitive to red light (around
700nm). QE is generally quoted as a percentage.
Front illuminated versus back illuminated
Traditionally CCDs have been front illuminated; in such a scenario the light
must pass through the gate structures before it reaches sensing silicon. This
configuration simplifies the manufacturing process. The drawback is that the
gate structure reflects some of the incoming light which reduces the signal
that is available to be captured. A back illuminated CCD orientates the gate
structure by flipping the silicon wafer. The effect is the chance of an input
photon being captured is increased by up to 90%.
Saturation and Blooming
Saturation and blooming are effects associated with all CCDs.

Saturation

results from the collection of so many electrons that the full well capacity is
exceeded. The effect of blooming is the spilling over of electrons into
adjacent pixels. This effect can also cause streaking during CCD readout.
Some CCD manufacturers include anti-blooming drains to remove overflow
electrons (Berry & Burnell, 2000). However, to facilitate this feature
approximately 30% of the active pixel area is lost leading to reduced
sensitivity (Howell, 2006).
Digitisation
Digitisation refers to the process of converting the photoelectron values to
digital values which are then compatible with computer systems. The level of
digitisation is an important factor; most scientific based sensors will utilise
12, 14 or 16-bit digitisation resulting in 4096, 16384 or 65536 discrete levels
of brightness respectively. The level of digitisation required is dependent on
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the application, many scientific applications would choose the highest level
of digitisation, resulting in the greatest brightness resolution, however, in
other applications, such as video capture, speed is more important than
brightness levels thus using 8-bits of digitisation may to be more appropriate.
■

Gain
The gain of a CCD describes the relationship between the photoelectrons and
the digital counts in the output image. Gain is usually quoted in e'/ADU
(electrons / Analog to Digital Unit). The gain factor is used along with the
digitisation factor (bit depth) to convert the number of photons in a given
CCD pixel well into an equivalent ADU.

■

Linearity
CCD linearity refers to the relationship between the number of incoming
photons and the digitized output counts. A linear response is key to the
useful operation of a CCD. CCDs do not display a linear response across their
entire well capacity, although the response can be well defined through
calibration. A typical linear response curve is presented in Figure 8.

■

Readout Noise
Readout noise is the product of two inseparable factors, (i) The digitisation
step is not perfectly repeatable (ii) Readout electronics can add spurious
electrons to the process adding incoherent variations to the process. The
effect of the combination of these two factors is an uncertainty on each
readout measurement which is commonly known as readout noise.
Factors which affect the readout noise include:
■

The physical size of the on-chip amplifier

■

the integrated circuit construction

■

the temperature of the amplifier

■

sensitivity
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The readout speed of the CCD can cause thermal swings which also affect the
readout noise, thus slower frame rates are recommended for lower readout
noise. This has a potentially negative effect on the duty cycle of a CCD.
■

Dynamic Range
The dynamic range of a CCD refers to the difference between the brightest
and faintest regions of an image which can be captured simultaneously. The
dynamic range is given by the ratio of the well depth to the readout noise.
Dynamic range can be expressed in two ways; some prefer to quote decibels
(Equation 2) while others simply quote the ratio value.

D{dB) = 20x\og 10

^full well capacity^
read noise
Equation 2

For example the Kodak KAI-0340 CCD image sensor (Eastman Kodak
Company, 2006) has a full well capacity of 20,000e' and a readout noise of
16e’. This results in a dynamic range of 62dB.
Dark Noise
Thermal noise affects every material at a temperature above absolute zero.
For silicon, if the temperature is high enough, electrons will be freed from
the valence band. In a CCD this freed electron will be collected in the
potential well of a pixel. When the device is read out, these dark current
electrons become part of the signal, indistinguishable from astronomical
photons (Howell, 2006). Dark noise is directly correlated to temperature,
thus CCDs are commonly cooled to below -100‘’C to reduce the effect.
Flat Field
CCD sensors suffer from inhomogeneous sensitivity across a chip. This is
caused by variations in silicon thickness. There are also illumination
variations caused by the focusing optics such as vignetting and aberrations.
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The effect can largely be corrected for by utilising a flat field correction
technique. Flat field frames are captured using a flat background to achieve
an even illumination across the entire chip. This is typically achieved using a
flat sky at dusk/dawn or using in-dome artificial light sources. This frame is
then used to weight each pixel used in the raw data frame. The flat field
property of CCDs is also spectrally specific - rendering the correction process
not entirely effective, although it is still the most effective procedure
available. It is also understood that the QE within a pixel can vary significantly
(from 10% - 15% (Smith, Giltinan, O'Connor, et ai, 2008)). The effect of
variations across the silicon wafer can cause effects across pixels. Intra-pixel
variations cannot be corrected for using flat field corrections as only whole
pixel operations can be performed. Flat-field correction is also used to
correct for structure added from dust on the CCD window which causes dust
rings.

CCD QUANTUM EFFICIENCY
(KAF 1602E. U6*d in SSQ ST-8E)

Figure 7. A quantum efficiency curve of a KAF 1602E CCD image sensor, used in the SBIG ST-8E imager.
The QE defines the detection efficiency of the sensor to photons and is wavelength dependent. The QE
is generally quoted as a percentage. Image Credit (Gary, 2012).
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A key advantage of using CCDs over other photon detectors is their two dimensional
pixel structure make imaging possible. In the field of photometry this is an important
property. Utilising a large enough array, a number of sources can be imaged
simultaneously allowing for a differential brightness measurements to be made yielding,
in principle, a very high precision photometric measurement.

One of the main drawbacks associated with CCDs is the modest sampling rates
achievable for low light level applications. While CCDs can be operated at high sample
rates the penalty of high levels of readout noise significantly affect their operation while
attempting to make high precision measurements of faint objects. Recent developments
in the field of CCD detectors has seen some significant advances with respect to these
caveats.
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Figure 8. A typical CCD linearity curve. This example shows a linear operation region from 500 ADU to
26000 ADU. Also note that the slope of the ADU line Is the gain of the device (Image Credit: (Howell,
2006)).

13.2

Electron Multiplying Charge Coupled Devices

First introduced in 2001, EMCCDs or L3CCDs (Low Light Level CCD) are a relatively new
form of CCD which incorporates an on-chip pre-amplifier gain register to magnify the
signal without the penalty of also magnifying electronic camera noise (Figure 9).
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The photosensitive region of the EMCCD is identical to that of a conventional CCD. The
only structural difference is the inclusion of the gain register. The gain register is
composed of a set of masked pixels. Each pixel has an associated pair of electrodes with
a large voltage difference. This voltage difference induces a large electric field in the
small scale silicon structure. This causes electron multiplication through impact
ionization (Hirsch, Wareham, Martin-Fernandez, et ai, 2013). Each pixel in the gain
register represents a multiplication process which is known as a stage; with the entire
process known as gain (or EM gain). While the probability of impact ionization occurring
at each stage is low the use of a large number of stages allows large gains to be
achieved (Coates, 2006).

The purpose of using the gain register is to raise the signal levels far above the camera
electronic noise levels. This impacts the usage of the camera in two ways.
1.

In utilising a sufficient number of multiplication stages the relative readout noise
is effectively reduced to zero (Equation 3)(Sheehan, Lane & Butler, 2006). This
facilitates capturing higher frame rates without the penalty of readout noise.

2.

With the signal being multiplied irrespective of camera noise the camera itself is
effectively more sensitive and can

be used for low light level imaging

applications.

Effective Readout Noise =

Readout noise with gain off
Applied EMGain
Equation 3
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While EMCCDs offer significant advantages over standard CCDs in certain regards there
are a number of EMCCD operational properties which must be considered.
■

Dark current which causes dark noise is a more significant factor as it is subject
to the same multiplication process as the signal; sufficient cooling to suppress
dark current is an essential element to effective EMCCD operation.

■

The dynamic range of an EMCCD is negatively affected by the gain factor. Initially
as gain is increased to overcome readout noise the dynamic range increases. The
well capacity of the gain register is larger than that of the exposed sensor; as the
gain is increased the increase in counts is accommodated by the gain register,
when the gain register can no longer accommodate the full well capacity of the
pixel the dynamic range decreases (Coates, 2006). For example a register
designed to hold a full-well charge of 200,000 photoelectrons is used with an
EMCCD gain of 250. The gain register will become saturated whenever the
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original charge is greater than 800 photoelectrons. Dynamic range is given by
Equation 4 (Sheehan, Lane & Butler, 2006).

DR =

Sensor Wei 1 Depth
Readout Noise
Equation 4

■

Clock Induced Charge (CIC) is created during the readout process while charge is
being shifted. CIC exists in all CCDs, however, the gain multiplication process
used by EMCCDs enhances CIC to significant levels. CIC is a function of readout
rate and is dependent on many instrumental parameters, including the clocking
levels, pulse shape and width, and the operating mode of the CCD (inverted or
non-inverted) (Zhang, Neves, Lundeen, et al., 2009).

■

The term "Gain Aging" refers to the degradation of gain which EMCCDs suffer
over time. The effect is quantitatively based on the amount of charge that has
passed through the detector and has been shown to be approximately
logarithmic (Ingley, Smith &. Holland, 2009). Gain aging is an effect which can be
reduced by limiting the use of gain and the effects can be corrected for by
precise calibration of the instrument.

The number of large scale manufactures of EMCCD sensors is limited with E2V (E2V
Technologies, 2014) and Texas Instruments (Texas Instruments Inc., 2014) being the
leading developers of the technology. A number of camera manufacturing companies
utilise sensors from E2V and Tl to create their own EMCCD cameras.
To increase the duty cycle of an EMCCD a frame transfer mode is often used (Figure 10).

//
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CCD Photosensitive Region

Masked Frame Transfer Region

To Computer
------->
Serial Readout Register

EMCCDGain
Register

Output Amplifier

Figure 10. A system view of the readout mechanism for an EMCCD including the frame transfer region.
To facilitate fast readout times a masked area equal in size to the photosensitive region of the CCD
imager provides a buffer area before the charge is read out of the chip.
___________________

A frame transfer CCD is composed of two distinct areas; the photosensitive region,
where photons are converted into electrons and stored, and the masked frame transfer
region, where the electrons are temporarily stored prior to readout. The masked area is
identical in size to the photosensitive area and is covered with an opaque mask to shield
it from light. During operation the photosensitive region is exposed to light. After a
given exposure time the entire image is rapidly shifted to the masked area. While the
masked area is being readout the photosensitive area is exposed for the next image.
The technique requires two parallel register clocks which independently shift charge on
either the photosensitive region or the masked region.
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This technique is used in both CCD and EMCCD imagers to facilitate continuous
operation without a shutter.

1.3.3

Andor iXon

DU-888

An example of an EMCCD camera is the Andor iXon^'^+ DU-888 (Figure 11). Some
technical specifications are presented in Table 1.

iXon Back-illuminated EMCCD

Figure 11. The Andor iXon EMCCD camera.

The iXon utilises an E2V CCD 201-20 EMCCD sensor. The chip is back illuminated to
improve sensitivity and includes a masked area to allow for frame transfer readout. The
camera has two forms of cooling; thermoelectric cooling to -80“C at an ambient
temperature of 20‘’C and liquid cooling using a re-circulating cooler which can cool to
-95°C at an ambient temperature of 10°C.

Active Pixels

1024 X 1024

Pixel Size (W x H; pm)

13x13

Image Area (mm)

13.3 X 13.3

Active Area Pixel Well Depth (e-, typical)

80,000
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Gain Register pixel well depth (e-, typical)

730,000

Max Readout Rate (MHz)

10

Frame Rates (frames per sec)

8.9 (full frame)

Read Noise (e-)

< lto47 @ 10 MHz

Peak Quantum Efficiency (%)

92.5% @ 575 nm

Digitisation

True 14-bit at 10, 5, 3
& 1 MHz readout
Rate (16-bit at 1 MHz)

Table 1. Technical specifications for Andor iXon

+ DU-888.

The quantum efficiency curve for the iXon^'^+ DU-888 is presented in Figure 12. When
comparing Figure 12 to that of the conventional CCD (Figure 7) one can see that the
quantum efficiency of the iXon is higher while the range of wavelengths is similar for
both (as this is a property of the CCD based material - silicon). The peak at 250 nm can
be accredited to the special UVB coating which improves the quantum efficiency around
this wavelength.
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While EMCCDs offer the advantage of higher frames rates, lower noise and improved
quantum efficiencies than conventional CCDs there are some additional caveats.
EMCCD gain can affect the dynamic range of the device. The multiplication factor of the
EMCCD gain is used to increase the signal level above the noise level. At some level
increasing the gain limits the dynamic range of the sensor (Denvir & Coates, 2002). For
example a register designed to hold a full-well charge of 200,000 photoelectrons is used
with an EMCCD gain of 250. The gain register will become saturated whenever the
original charge is greater than 800 photoelectrons.
For applications which require a large dynamic range, an EMCCD imager is not the most
suitable choice.

1.4

Factors Affecting CCD Photometric Precision

There are two main properties of a photometric measurement; time resolution and
photometric precision. The time sampling required to measure the desired physical
phenomena will determine the instrument time resolution required. This is affected by
the sensitivity of the instrument, the size of the telescope aperture and the brightness
of the target.
Similarly the magnitude of the transient phenomena will determine the photometric
precision required. Ultimately it is the photometric precision achievable which defines
the observation and limits the potential scientific outcome of the observation.
There are a number of factors which limit the precision of photometry achievable with a
CCD.
1.4.1

Photon Noise

The signal-to-noise ratio (SNR) is a standard indicator of uncertainty or error on a
measurement. The sources of noise behave according to Poisson statistics. The SNR for
a CCD is often given by:
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N

^N.+n^JN, + N^ + Nl)
Equation 5

Where N* is the total number of photons measured (signal); npix is number of pixels used
for the calculation; Ns is the total number of photons, per pixel, from the sky
background; No is total number of electrons, per pixel, caused by dark current; Nr is the
total number of electrons, per pixel, caused by read noise. The formula is often referred
to as the "Standard CCD Equation" (Howell, 2006). For bright sources, the dominant
term is N*. Therefore the SNR can be reduced to:

N

^
Equation 6

For fainter sources the other terms become more significant. The relative impact of
each term is dependent on the instrument. The variation on the signal measured is
unavoidable as it a property of the signal. While in theory this is the limit to the
precision achievable in practice this level of precision is rarely observed. In laboratory
tests the level of precision achievable is close to the theoretical limit, raising the
question of why photometry on real data is some distance from this limit (Everett &
Howell, 2001). This suggests the addition of the atmosphere creates the most
immediate limit.

1.4.2

Sensor Factors

The sensor factors arise from imperfections in the devices used to capture light - in this
case CCDs. While CCD technology has steadily improved since its invention in 1969
(Smith, 2010) there are still some fundamental features of their operation and
properties which must be considered when trying to achieve high precision photometry.
Some of these factors can be calibrated and largely removed, though limitations remain.
The existence of noise (spurious readings) in CCDs leads to uncertainty in measurements
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made which in turn limits the precision achievable from a given data set. Traditionally a
CCD can be thought of as having 5 major noise types (Berry, 1992); (i) Photon Noise, (ii)
Thermal Noise, (iii) Readout Noise, (iv) Quantization Noise and (v) Sensitivity Noise. CCD
sampling is also an important factor.

1.4.2.1

Photon Noise

Photon noise, sometimes referred to as shot noise, is a result of the quantum nature of
light. The number of photons which are gathered by the CCD during a given exposure
from a stable source varies. The variation from the statistical norm is found to equal the
square root of the norm. Photon noise is unavoidable and provides the ultimate
limitation to the precision of a photometric measurement. Longer exposures limit the
effect of photon noise through the collection of a larger number of photons, but this
places limits on the temporal sampling and associated precision of the measurement.
Increasing the telescope aperture size has the effect of increasing the photons that are
collected while also decreasing the effects of photon noise.

1.4.2.2

Thermal Noise

Thermal noise, also known as dark current, is generated when the temperature of the
CCD imager is high enough that electrons are freed from the valence band of the silicon.
These thermally liberated electrons then become collected within the potential well of a
pixel. The charge is indistinguishable from electrons generated by photons. The level of
thermal noise is directly related to the temperature of the device. For astronomical data
CCD devices are generally cooled which significantly reduces the effect of thermal noise
(Howell, 2006).

1.4.2.3

Readout Noise

Readout noise refers to the electronic noise introduced by the process of reading out a
CCD. The electronics used in transferring electrons from the CCD chip to the computer
can introduce spurious electrons to the process. These unwanted electrons add random
fluctuations to the output. Readout noise is a function of the speed at which CCDs are
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read out, thus traditionally CCDs have utilised a slow readout. Readout noise also often
includes Quantization Noise.

1.4.2.4 Quantization Noise
Quantization Noise is the noise introduced into a measurement from the analog to
digital conversion (A/D) process. The noise results from the probability that conversions
of the same pixel with the same number of electrons will not always yield the same
result from the A/D process. Each A/D circuit will produce a statistical distribution about
a mean value; this variation is the quantization noise. Quantization noise is often
coupled with Readout Noise as both are apparent during the readout phase.

1.4.2.5

Sensitivity Noise

Sensitivity Noise is the noise introduced due to the non-uniformity of a CCDs' sensitivity
to light. Variations in the sensitivity can

be caused

by camera alignment or

inhomogeneous thickness of the silicon. This result is variations in the sensitivity across
the light sensitive area of the chip. Variations in sensitivity can be seen even in adjacent
pixels. The effect can largely be corrected for using a flat-field image, however, it must
be noted that the chromatic similarity of the flat-field image and the observation
targets should be matched to be most effective. Depending on the target this is not
always possible

Variations in sub-pixel sensitivity is a factor which also can contribute to sensitivity noise
(Penny & Leese, 1996) and is especially significant for spatially under sampled data
(Ingalls, Krick, Carey, etal., 2012).

1.4.2.6 Sampling
The best photometric precision is achieved through appropriate spatial sampling of a
photometric field. In theory all the light from a star could be sampled by a single pixel. It
is understood that the QE within a pixel can vary by a large amount. Variations arising
from imperfect telescope tracking and atmospheric seeing will result in variations in
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detected flux measurements. There is no way to flatfield correct (as seen in section
2.5.1.3) within a pixel, therefore it is recommended that the light from a star be spread
across a number of pixels through plate scale selection or in some cases through
purposeful defocusing (Simpson, Barros, Brown, et oi, 2010). It is recommended that
for the most reliable photometry a FWHM of a stars' PSF be greater than 2 pixels (Smith,
Giltinan, O'Connor, et al., 2008; Howell, 2006). This general rule follows Nyquist theory
of sampling.

1.4.2.7

Observation Framing

The layout of the frame can have a significant impact on the observation. Field density,
the on-chip location of objects and comparison star colours are all factors which need to
be considered.

Field density refers to the number of visible sources in a field. Ensemble photometry
relies on a number of good comparison stars. The field of view determines the number
of comparison stars which can be measured. A trade-off exists with respect to the
number of comparison stars and the distance between each star. Crowded fields
introduce issues with reliable data extraction (Smith, Giltinan, O'Connor, et al., 2008).
Crowded field photometry requires the use of a PSF fitting routine however circular
aperture photometry has been shown to be the most effective technique for high
precision photometry (Howell, 2006).

Optical train effects in the form of aberrations and CCD effects such as edge pixel
variation require that placement of the field on the CCD must be carefully considered.
Stars should be located away from the edge of the frame while maintaining the
maximum number of useable ensemble stars. This may require the rotation of the
imager in order to maximise the quality of data being captured.
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The colour of comparison stars is an important aspect when performing differential
photometry under varying atmospheric conditions and may be the ultimate limiting
factor in performing ground based photometry.

1.4.3

Atmospheric Noise Sources

The atmosphere has a significant effect on the quality of photometry which can be
performed during a given observation. Among the factors which limit photometric
precision are (i) atmospheric extinction and (ii) atmospheric scintillation (Young, Genet,
Boyd, et a!., 1991).

(i)

Atmospheric extinction is a product of:
•

Absorption caused by water molecules and ozone.

•

Rayleigh scattering caused by air molecules.

•

Aerosol scattering caused by dust, water and man-made aerosols.

The effect is wavelength dependent and results in a loss in flux from a source (Figure
13). The term atmospheric extinction can also include the effect of clouds on
photometric quality which is also known to cause inhomogeneous variations (De Kleer,
2009).
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Figure 13. Atmospheric extinction. Scattering caused by the interaction of the light from a target with
particles in the atmosphere.

(ii)

Atmospheric scintillation is a refraction effect caused by heterogeneous air
temperatures which create pockets of hot and cold air. These pockets have
different refractive indices and thus bend incident light differently (Figure 14).
The effect is closely linked to atmospheric seeing; scintillation is generally caused
by turbulence at high altitudes while seeing is caused by more local effects
originating close to the telescope (Dravins, Lindegren, Mezey, etai, 1997).

The effects manifest themselves in different ways; seeing has the effect of distorting the
point spread function (PSF) of the incoming photons without the loss of flux, while the
scintillation process precipitates the loss of detected flux (scattered from the cone of
detection), from the viewpoint of the observer. The effect of the atmosphere is
unpredictable with the timescale of variations in the order of milliseconds (Redfern,
1991) (Mackey, Thornton & Dainty, 2005). The incoherence in the variations of
atmospheric conditions has the effect of increasing the deviation in individual
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photometric

measurements,

thus

increasing

the

uncertainty

which

limits

the

photometric precision.

Figure 14. Atmospheric scintillation. Pockets of non-uniform temperature air create an inhomogeneous
refraction effect.

The Fried parameter (FRIED, 1966) (ro) is a measure of the quality of optical transmission
through the atmosphere.

n-3/5

r,. = 0.423i' jc„'{zVz'
Path

Equation 7

Where k = 2n/X, X is wavelength, z' is path of the starlight and Cn^ is the atmospheric
turbulence strength.
(Dravins, Lindegren, Mezey, et oi, 1998) derived a formula to estimate the scintillation
noise for a specific telescope size, D (cm), and exposure time, T.
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—

h

—

a = 0.Q9D Hsecz)'"exp—(27) ^

hu
Equation 8

Where h is the height of the observatory and ho is the scale height of the atmosphere.

Both effects are wavelength dependant. An important step taken by many is the use of
a colour filter to reduce the effect of the varying atmospheric on photometric
measurements. Traditionally this has been performed using standard colour filter sets
such as the Johnson (Johnson & Morgan, 1953) or Sloan (Fukugita, Ichikawa, Gunn, et
ai, 1996) colour filter sets. Narrower filters should reduce the effect of a varying
atmosphere more with the caveat of a loss of flux, however, bright targets coupled with
large telescope apertures can provide a solution (Colon, Ford, Lee, et ai, 2010).

To date the most common solution to the problem has been to reduce the amount of
atmosphere encountered by building observatories at high altitudes with telescopes
coupled with adaptive optical systems. The ultimate solution is to remove the
atmosphere entirely. Space based telescope are the optimum solution (such as Kepler
mission (Batalha, Rowe, Bryson, et ai, 2013)), however, the costs are prohibitive. The
cost associated with space operations also limits the size of the telescope which has an
effect on the scientific potential of the instrument.

1.5

Quantifying Photometric Precision

The level of photometric precision achievable impacts the conclusions that can be made
from an observation. Typically precisions are quoted as RMS values. RMS values provide
a good metric of the quality of the photometric measurement. (Tregloan-Reed &
Southworth, 2013) present precisions of 0.21 milli-magnitude. More typical values
quoted are in the range of 1-5 milli-magnitude (Mosher, Sako, Corlies, et ai, 2012).
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While the use of RMS values provides a standard for comparing photometric quality of
data the context of the results must be considered. RMS is quoted across an entire data
set however for applications such as studying Blazars this may not be the most
instructive metric. When studying short term variability the precision of single data
points may be more important than an RMS value. RMS values are generated across a
large number of data points, often from an entire nights' data. This has a large averaging
effect, suppressing small variations which may be significant for a single data point.

Regardless of the hardware setup the atmosphere still represents a limiting factor for
the precision that can be achieved. Since the atmosphere impacts on all terrestrial
based photometric measurements any technique to reduce the effect would be positive.

1.6

Photometric Science Driver

The continuing evolution of instruments and techniques to measure light has been
driven by the requirements to test and prove scientific theories. Access to higher time
resolution and higher precision data may provide the key information to understanding
the physical processes behind transient phenomena.
The motivation of this thesis is to develop new techniques to better study transient
phenomena with a particular emphasis on blazars and extrasolar planets in the optical
regime. While each field contains their own unique challenges, variability is a common
link between each of these target groups.
High precision photometry is a tool used to study the variability of these targets; the
technique can be optimised through studying targets in uncrowded fields using the
differential photometry technique.
1.6.1

Active Galactic Nuclei

The model of the accretion disc was first used to describe a phenomena discovered in
the 1960s. A series of objects were discovered which were far more distant and far
more luminous that any other known source. The sources were thought to be
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extragalactic and with very large optical components (Shields, 1999). These quasi-stellar
objects (QSO) or quasars intrigued scientists due to their exotic properties. Early
observations found star like objects with coincident radio components, strong x-ray and
ultraviolet components; broad emission lines; large redshifts; high luminosity and rapid
variability (implying a small central core). A model proposed (Salpeter, 1964) suggested
that AGN were a result of the accretion of matter into a supermassive object. This
model has since been accepted as the most probable explanation.
The standard nomenclature is that the luminous centre of the galaxy is known as the
active galactic nucleus (AGN).

Figure 15. Standard AGN model.

The standard model for an AGN is shown in Figure 15. Many of the concepts which
constitute the models which describe AGN are mature (Bianchi, Maiolino & Risaliti,
2012). Currently it is understood that at the heart of the AGN is a supermassive black
hole which powers the process. Often the central regions of an AGN are obscured by a
dust torus (Kriss, Tsvetanov & Davidsen, 1994). In about 10% of AGN studied, accretion
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of material results in the formation of a "jet" (Smith, Giltinan, O'Connor, et al., 2008).
Jets are highly collimated, narrow beams of energetic particles which are accelerated
away from close to the disk in opposite directions. The mechanism for the production of
jets is not very well understood. The collimation of jets is possibly due to the existence
of the accretion disk creating a collimating nozzle as well as some magnetic confinement
(Carroll & Ostlie, 2007). As the jet penetrates the interstellar medium it encounters
resistance which causes the direction of the jet to become disordered and create a lobe.
This lobe is most visible through radio studies (Figure 16).

Figure 16. Radio galaxy Cygnus A. Cygnus A displays strong double lobes. The centre core of the galaxy
is relatively compact with the diameter of each lobe approximately 17h'^ kpc. The distance between
each lobe is approximately lOOh'^ kpc (Carroll & Ostlie, 2007). (Image Credit: NRAO/AUI).

Observations of jets are made possible due to particle transport inefficiencies along the
jet itself. The spectra observed from the lobes and the jet follows a power law
(relationship between emission and wavelength) and has been shown to display a high
degree of linear polarization. This suggests the energy emitted (in the radio to X-ray
regime)

comes

from

synchrotron

radiation

(Carroll

&

Ostlie,

2007)(Wagner,

2001)(Kataoka, Takahashi, Wagner, et al., 2001). Synchrotron radiation is a result of
accelerating charged particles through magnetic fields at near relativistic speeds. The
radiation from a jet at higher energies (y-ray) is believed to be caused by Inverse
Compton scattering (Wagner, 2001)(Villata, Raiteri, Kurtanidze, et al., 2002). Inverse
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Compton scattering is the process whereby a photon gains energy as a result of
interaction with matter.

Models which explain the existence of jets and lobes require a steady supply of charged
particles moving at relativistic speeds (Carroll & Ostlie, 2007). High resolution radio
images acquired using the VLBI (Very Long Baseline Interferometer) show strong
evidence for material travelling at relativistic speeds by observing superluminal
velocities (Britzen, Zamaninasab, Aller, et oL, 2012)(Kataoka, Takahashi, Wagner, et al.,
2001). The existence of superluminal motion argues strongly for relativistic motion. This
has been measured in radio wavelength (Browne, 2012) but not yet in optical
wavelengths.

1.6.2

Blazars

AGN are often categorised by their orientation with respect to the observer. AGN whose
jet angle is close to the observers' line of sight are known as blazars. Relativistic jets are
known to be highly unstable which is observed through the variability of blazars.
Variability is an important characteristic of blazars and is observed throughout the
electromagnetic spectrum. Variations have been observed over timescales of months
and weeks, however, shorter time scales have also been reported in the form of
intraday variability (IDV) (Gupta, Krichbaum, Wiita, et al., 2012). The cause of variability
is not entirely understood, however, external effects such as interstellar scintillation or
microlensing may create some of the variations. Evidence of optical variability and the
duty cycle of the variability, however, suggest that external effects are not the dominant
factor (Wagner & Witzel, 1995). The evidence suggests that the dominant factor causing
variability is intrinsic to the source (Ruan, Anderson, MacLeod, et al., 2012). Multi
wavelength analysis of interday variability has revealed very similar structures. This
indicates that the structure is not determined by the acceleration or cooling times but
by geometric quantities (Wagner, 2001). Variations caused by inherent geometric
parameters can create a light-house effect (Figure 17).
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Time

Figure 17. Geometric model for AGN jet flares. The intensity plot shows the emission in blue and red
filters. The temporal profile of the intensity is symmetrical between colour bands.
_______

Evidence of even faster variations on time scales of under an hour have been discussed
(Danforth, Nalewajko, France, et al., 2013)(Shukla, Chitnis, Vishwanath, et ai, 2012) and
are typically referred to as microvariability or flaring. The existence of flares is an
indication of the presence of discrete substructure on spatial scales given by light-travel
arguments (Tanihata, Urry, Takahashi, et al., 2001). Very short time scale (minutes), low
amplitude (milli-magnitude), variations are more difficult to decouple from atmospheric
caused variations than larger time scale variations. Whether variability In different
colours is caused by processes in the source or atmospheric turbulence is also difficult
to determine.
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To further investigate and constrain microvariability, high time resolution data is
required. To make high time resolution, high precision measurements, a certain level of
flux is required. For blazars, in particular, the optical wavelengths provide the best
opportunity to perform high time resolution, high precision measurements.
The result is that optical photometry is the most appropriate method for studying these
rapid variations.

Emission

Reddening

Shock

Front

Figure 18. Shock-in-jet model for AGN jet flares. The intensity plot shows the emission in blue and red
filters. The temporal profile of the intensity between colour bands is asymmetrical.
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A counter argument to geometric effects has been proposed in the form of a shock-injet model for the creation of flares (Marscher, 1996). The model proposes shocks are
created due to variations in the jet flow velocity; models have used the example of a
fast moving gas meeting a slower moving gas. There are two possible outcomes from a
shock: (i) two shocks are produced; one forward, one reverse (ii) a single shock (in either
direction) and a rarefaction (Bicknell & Wagner, 2002) (Figure 18). The interaction
between the shock wave and the turbulent plasma inside relativistic jets has the effect
of amplifying the component which lies parallel to the shock front.

Flares in the jet caused by geometric variations are expected to be temporally
symmetrical and spectrally achromatic. However, flares caused by shocks in the jet are
expected to be temporally asymmetric and spectrally chromatic (becoming bluer)
(Smith, Giltinan, O'Connor, et ai, 2008). The crucial observation is therefore short time
scale, multicolour photometry at high precision.
A new instrument, TO(t)CAM (Two-Channel Optical Photometric Imaging Camera), has
been developed by the group at Blackrock Castle Observatory, in part, to verify whether
these rapid variations are caused by the shock-in-jet model or the geometric model.
T04)CAM utilises a dichroic beam splitter, two different passband filters along with two
EMCCD cameras to image in two colour channels simultaneously (Figure 19).

The level of time resolution required to perform this measurement presents a significant
technological challenge with respect to the data volumes it can potentially create. In its
current configuration T04)CAM utilises two Andor iXon EMCCDs (Andor, 2014a). Each
camera uses a 1024 x 1024 pixel array which can acquire at a rate of 8.9Hz in full frame
mode. Assuming continuous operation over 10 hour observation this results in 320,400
images per channel which occupies up to 1.2 TBytes of hard disk space. At the time of
development, the analysis of this quantity of data posed a significant obstacle to the
overall effectiveness of the scientific impact of TO(|)CAM.
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Figure 19. Diagram of the basic operation of TO<t>CAM. The incoming light from the telescope is
refocused using collimating optics. The light is split into two discrete colour bands using a dichroic beam
splitter. The split light is filtered and finally recorded by two EMCCDs. While my work has not dealt with
TO<|>CAM directly, the applications and methodologies I have developed will be used when T04>CAM
comes online.

By utilising T04)CAMs ability to analyse two different colour channels simultaneously
the

process

causing

rapid variability of blazars

can

be distinguished.

Current

observational techniques do not easily allow for this experiment to be conducted.
A similar project to T04)CAM uses a multi-peak interference filter to simultaneously
image three colour bands on a single CCD chip (Wu, Bottcher, Zhou, et al., 2012). The
system works well however one caveat is the extraction process is more unorthodox
than that required for TO(t)CAM.

1.6.3

Extrasolar Planets

Extrasolar planets are planets which orbit stars other than our own sun. Prior to 1992
the only planets proven to exist resided within our own solar system (Wolszczan & Frail,
1992). The search for extrasolar planets can be carried out using a number of techniques
and often a combination of techniques are required to verify a detection as well as aid in
parameterisation of the planetary system. The most common methods available for
extrasolar planet detection include Direct Imaging, Radial Velocity measurements,
Astrometry, Gravitational Microlensing, Pulsar Timing and Transit Method (Figure 20).
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Extrasolar Planet Transit Detection Methods

Radial Velocity / Astrometry:
502
Transit: 294

■ Microlensing: 18

■ Direct Imaging: 32

■ Timing: 15

Figure 20. A survey of extrasolar planet detection methods and the number of discoveries by each
method. Figures correct as of March 2013 (The Extrasolar Planets Encyclopaedia, 2014).

1.6.3.1

Transit Method

The transit method is a photometric method with utilises the variation in flux as an
indication of the presence of an extrasolar planet (Figure 21). In configurations where
the orbital plane of the planet is equal to the angle of line of sight of the observer the
transit of the planet between the star and the observer will reduce the detected flux of
the star. Time series photometric analysis of the flux from a star with an orbiting planet
reveals a characteristic dip which can be used to determine a number of properties
associated with the planet.
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lime

Figure 21. Extrasolar planet transit method. This method can be used if the orbital plane of the planet is
close to the angle of line sight of the observer. The transit method relies on the detection of a reduction
in flux from the star due to the planet passing between the star and the observer. By plotting the flux
from the star over time a characteristic "bath-tub" curve can be observed which is a classic feature of a
transiting planet._______________________________________________________________
____

The configuration required for the transit technique to be possible is not a common
occurrence (Charbonneau, Brown, Burrows, et ai, 2007). Transiting planet detection is
generally performed using one of two methodologies (i) photometric detection of a
planetary transit followed by confirmation using radial-velocity measurements (ii) radialvelocity detection followed by confirmation using photometric measurements. One
disadvantage of the second methodology is that the radial-velocity technique requires a
large amount of observing time on large telescopes (Charbonneau, Brown, Burrows, et
a!., 2007). Photometric detections can be made with comparatively smaller telescopes
while simultaneously monitoring a number of possible host stars with the caveat of a
larger number of false positives. Along with the radial velocity technique, the transit
method allows properties of the planet such as radius, mass and density of the planet to
be determined (Santos, 2008). The shape of the transit may also be used to describe the
occultation (central occupation or grazing occupation) (Moutou & Pont, 2006) (Mandel
& Agol, 2002).

Ultra high precision photometry of transiting extrasolar planets may yield further
discoveries such as:
•

secondary eclipses (de Mooij & Snellen, 2011)
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•

indications

inferring the

presence

of satellites

or additional

planetary

companions (Holman & Murray, 2005)
•

sunspot measurements from the host star (Charbonneau, Brown, Burrows, et
al., 2007)

Ground based photometry also plays an important role in follow-up observations in
conjunction with space based telescopes such as the Kepler and CoRot missions (Colon
& Ford, 2009).

The transit technique is popular and it is the technique used at Blackrock Castle
Observatory due in part to its photometric requirements. The synergies with optical
blazar monitoring are obvious; the success of both areas is dependent on the
photometric precision achievable. As with all extrasolar planet detection techniques the
ability to detect a planet is a function of the size of the planet and the size of the host
star.

The goal for extrasolar planet searches has been to detect smaller and smaller planets.
Hot Jupiters' (planets with a mass greater than that of Jupiter 1.9 x 10^^ kg) are
relatively abundant sources which are easily detectable from ground. The current drive
towards smaller planets with the goal of the discovery and study of earth sized planets is
founded by the desired to detect possible habitable planets with the necessary
ingredients for life (Koch, Borucki, Webster, et al., 1998).
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Figure 22. The photometric precision needed to detect various sized bodies in orbit around F, G, K, and
M dwarf stars. (Image Credit: (S. B Howell et al. 1999)).___________________________________________

The current limiting factor when trying to detect earth sized extrasolar planets from
terrestrial observatories is again the atmosphere. The size of the extrasolar planet
determines the depth of the transit in light curve. The photometric precision achievable
ultimately limits the size of extrasolar planet detectable (Figure 22).

Currently the Kepler mission is leading the way in the discovery of extrasolar planets
(Batalha, Rowe, Bryson, et al., 2013). Due to its location outside of the earth's
atmosphere Kepler data is not limited by many of the factors affecting terrestrial based
observatories. This allows Kepler to acquire data without a colour filter (Carini & Ryle,
2012) which would otherwise unnecessarily reduce the flux from the targets.

1.7

What is High Time Resolution?

The term high time resolution varies depending on the observational targets. Extrasolar
planet transits can be considered to not require high time resolution; sampling transits
lasting for typically hours and longer depending on the orbit of the planet.
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A good reference to the timescales at which some of varying phenomena in the universe
is provided by (Shearer, 2008). The fastest objects being pulsars which vary on the
timescale of 1 ps - 100ms. Blazars can be considered to vary (at their shortest
timescale) on the timescales of seconds to minutes. High time resolution can also refer
to turbulence timescales in the atmosphere which can vary in the range of ms (Mackay,
Basden & Bridgeland, 2004).

1.8

Data Analysis

The majority of modern photometric measurements are made with CCD imaging
instruments. All instruments produce a stream of data which is effectively useless until it
is converted into information which is human readable. The data analysis step of a
photometric system provides this conversion which takes raw data and produces
scientific information on Blazars or Extrasolar planets.

With respect to data analysis there are two important factors: (i) how the data analysis
is performed (ii) where the data analysis is performed.
1.8.1

Data Reduction Pipeline (DRP)

A data reduction pipeline (DRP) is the first step in the analysis of raw photometric data.
A DRP takes raw data, such as an image, and extracts information. In the case of
photometry using CCDs the DRP extracts star flux values from an image. While DRPs
exist for many different scientific objectives the focus of this thesis is photometric
analysis, and in particular circular aperture photometry.

One of the longest standing data reduction tools has been IRAF (Image Reduction and
Analysis Facility) (Tody, 1986)(Tody, 1993)(Massey, 1992). IRAF is a UNIX based
application and was developed in the early 1980's. It provides many functions for
performing data reduction on images. In its most basic form IRAF provides a command
line interface to manually analyse images. It also provides the facility to create
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processing scripts through an inbuilt scripting language; CL script. This allows for a
number of routines to be coupled together to form a DRP. The quality of routines, large
number of routines and almost universal usage has ensured that IRAF continues to be
the de-facto image processing tool in astronomical data reductions.

A number of newer pipelines are developed in addition to the IRAF processing engine to
enhance the existing IRAF functionality and to tailor IRAF to specific requirements
(O'Driscoll & Smith, 2004)(Reid, Sullivan & Dodd, 2001)(Ferrero, Hanlon, Felletti, et al.,
2010)(Strassmeier, Granzer, Weber, et al., 2010)(Mauro, Moni Bidin, Chene, et al.,
2013).

There are some caveats associated with IRAF:
■

IRAF has no internal error trapping ability. Errors in processing cannot be
handled correctly and can lead to total application failure.

■

IRAF is inherently a command line based application, newer applications use
graphical user interfaces (GUI) to improve user interaction with the application;
IRAF provides no such facility.

As a means of improving the IRAF infrastructure while maintaining the functionality
PyRAF was developed (Greenfield & White, 2000). PyRAF is a command language for
IRAF based on the Python scripting language that can be used in place of the existing
IRAF CL. PyRAF is an open system that can be easily extended by writing new modules in
Python, C, or FORTRAN. The use of Python leverages a high level programming language
while maintaining the functionality of IRAF (Labrie & Jedrzejewski, 2007). This has been
utilised for a number of data reduction pipelines including (Sheehan, 2008).

MIDAS (Munich Image Data Analysis System) (Banse, Grosbol & Baade, 1992) is a data
reduction facility similar to IRAF which provides a number of functions for the purpose
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of data reduction. MIDAS also provides a facility to group together functions to create a
pipeline through popular programming languages FORTAN, C and C++.
The movement of a DRP to an automated DRP is a large step and the degree of
automation varies based on the requirement of the DRP. Many have used existing tools
such as IRAF, PyRAF and MIDAS to some success. Others have developed new DRPs
tailored to their needs. Pipelines such as the ORCA data reduction pipeline (Economou,
Bridger, Wright, et al., 1998) (Jenness & Economou, 2004), TFIELI (Schirmer, 2013) along
with (Davignon, Blecha, Burki, et al., 2004) have been developed for specific science
objectives.

The development of a custom DRP allows for ultimate flexibility and customisation
which may not be catered for by existing tools.

The field of automated data reduction pipelines for astronomical data analysis is quite
large with a number of options available for effective analysis. The field has changed
somewhat, however. The emergence of high frame rate imaging devices such as EMCCD
cameras has shifted the paradigm towards large data volumes which need to be
analysed both robustly and efficiently. This presents a significant opportunity with
respect to the level of science that can be achieved but a represents a significant
challenge to current data reduction applications.

1.8.2

Distributed Computing

Traditionally data reduction was performed on a single workstation and often with a
large degree of user interaction. For most photometric data reduction analysis this is
sufficient. Larger data sets will benefit from an automated data reduction pipeline;
however, the computing power required is often modest with a single modern CPU
providing

a

sufficient

solution.

However,

larger

data

volumes

require

more

consideration. While modern imaging cameras can acquire extreme volumes of data the
success of any system is dependent on results. Considering an instrument such as
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T04)CAM, which has the potential to acquire up to 640,800 frames per night (assuming
a 10 hour observing session), estimating a processing time of 2 seconds per frame would
take more than 14 days to process. The performance of a data reduction pipeline is
dependent on the efficiency of the reduction routine and the processing power behind
it. Distributed computing provides an attractive option for improving processing
performance.

Distributed computing is a method of sharing a computing job across a number of
computers through a network. With the emergence and widespread usage of networks
(both Local Area Networks (LAN) and Wide Area Networks (WAN)) the interest in
distributed computing has in recent years, seen a resurgence. The major obstacle which
needed to be overcome for effective distributed computing was network speeds, an
issue which of late has been largely solved with gigabit rated LAN's and true broadband
internet.

Currently there are a number of options with respect to distributed computing
platforms. Broadly speaking these can be subdivided into two categories based on the
width of the communication method. The two categories can be defined as wide area
distribution and local area distribution.
Traditionally, due to speed and reliability issues local area distribution has been
preferred. Projects such as (Constantinescu, Petrovic & Pedersen, 2002)(Lifka, Walle,
Zaloj, et ol., 2002) have provided free tools for distributed computing whereas Matlabs'
Parallel Computing toolbox (The Mathworks, 2014b) and Star-P (Samsi, Gadepally &
Krishnamurthy, 2010) have provided commercial alternatives.

Although initially the less desirable option (due to limitations of speed and reliability of
networks), wide area distribution in recent years has become very popular. Condor
(Gitau, Chiang, Sayeed, et al., 2012) and BOINC (Acedo, Villanueva-Oller, Morano, et a!.,
2013) are such systems which have been developed to run over a very large network.
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These systems have been deployed over the internet to make use of vast amounts of
potential processing po\A/er.
Although Condor can be used in both modes of operation (wide area and local area) it
was initially developed as a "cycle stealing" tool (idle CPU cycles are identified and
utilised for the distributed computing job) which Is more common place in wide area
networks.

BOINC has been deployed for some very popular projects such as SETI@home (analysing
astronomical radio data in the Search for Extra Terrestrial Intelligence), Climate@home
(analysing vast amounts of data to try to predict certain climate models) and
Einstein(a)home (used to analyse astronomical data to find a certain kind of gravitational
wave). BOINC is interesting as it uses a slightly different model, it does not use a
percentage of the CPU idle time 100% of the time; instead it uses most of the CPU time
when the user is not running programs. BOINC begins the download of data and
processing when the users computer's screen saver is activated. This methodology
means that they do not interfere or impede with the user's processing which they
believe is of paramount importance in keeping the user satisfied for future processing
(Anderson, 2004).

Processing jobs which require relatively modest amounts of data with a large processing
task is most suitable for wide area distributed computing systems.

1.9

Project Description

The project described by this thesis is to create a series of tools for performing high
precision photometry on point source objects such as blazars and extrasolar planets in
the optical regime. The project provides tools to analyse data from instruments such as
T04)CAM which has the potential to capture large amounts of data. The increase in the
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volume of data creates both a challenge with respect to processing but also an
opportunity to improve previous photometric techniques.
The project can be dissected into three distinct areas:
(i) The development of a Data Reduction Pipeline,
(ii) The development of a Distributed Computing System,
(iii) The development of a Photometric Analysis Tool to improve photometric
precision.

The project also involved the testing and performance analysis of each element. The
project provides key elements in the overall photometric system being compiled at
Blackrock Castle Observatory (Figure 23).

1.10 Thesis Organisation
Chapter 1
The

chapter provides a historical review of past photometric techniques and

instruments ranging from naked eye observations to modern EMCCD imaging cameras
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outlining the benefits and drawbacks of each. A review of the scientific drivers of the
thesis (blazars and extrasolar planets) are also described in detail. A review of current
data reduction pipelines and distributed computing technology is presented. Finally a
brief overview of the project and a system perspective of the project is presented.

Chapter 2
The 2"^^ chapter describes the data reduction pipeline RealPhot. The design criteria of
RealPhot are outlined. The design of each element of RealPhot is described in detail. The
operation of RealPhot is presented along with the results from a system performance
test.

Chapter 3
The 3'^'^ chapter introduces the distributed computing system QuickiSHver. A history of
computer networking is presented. The design criteria behind the development of
QuickiSilver are outlined. The communication architecture is discussed along with the
communication protocol employed and the basic message passing methods are also
examined.
An example of a typical processing job is discussed which highlights the inner workings
of Quick:Silver. Some processing considerations are also discussed with respect to
distributed computing systems in general and how QuickiSilver is designed to contend
with each potential issue. An analysis of the performance of QuickiSilver is presented
and the results are discussed.

Chapter 4
The 4^^ chapter introduces LuckyPhot, a new technique for improving photometric
precision through frame selection. An overview of current differential photometric
analysis techniques is displayed. QVAR, an alternative method for differential analysis is
presented in detail as well as OVAR, a Matlab implementation of QVAR with some
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additional features. LuckyPhot is introduced along with the concepts behind its design
and the implementation. An analysis of the technique is followed by a discussion on the
technique and a list of future developments.

Chapter 5
The 5*^ chapter presents a number of processing examples where elements of the thesis
have been used. Data captured at Calar Alto Observatory are reduced and analysed. The
performance of the system is discussed in reference to the processing examples shown.

Chapter 6
The thesis is concluded in the 6**^ chapter. This chapter includes the key findings from
the thesis as well as discussions on each element of the thesis. Current limitations and
future work are also outlined.
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2.1

Introduction

Data reduction refers to the process of minimising raw data into a form which allows for
detailed analysis to be carried out. It is a required processing step common to most
measurement systems and is extensively used in imaging systems such as those used in
modern robotic telescope systems. Automated data reduction is a vital step in
autonomous vision systems where the volumes of data and fidelity of analysis are key
requirements and is often utilised as feedback for real-time decision making processes.
A data reduction pipeline (DRP) refers to a combination of data processing steps which
are combined to perform the entire reduction.

A simple example of how a DRP can be used is show in Figure 24. A hypothetical
situation of a conveyor belt carrying blocks is presented. The blocks are white and thus
when light is shone on a block it reflects some light. The system is required to
automatically recognise the blocks in order to count them to detect if any are missing
from the process. The system is monitored using a CCD camera which acquires images
at a set frequency.

The issue which arises is that the CCD returns an image. An image does not immediately
give a binary signal as to the existence or absence of a block which is required for this
automated system. To utilise the data from the camera, data reduction is required to
manipulate the raw data into a more useful form. In this example it is known that each
block will reflect some of the light shone on it. If the camera then captures this, the
average pixel counts recorded will increase significantly. Using this information each
image can be analysed by calculating the mean pixel value and using a simple threshold
set during system calibration, to determine whether or not a block has passed under the
camera. So instead of a matrix of pixel values, the data set has been reduced to either a

"1" or a "0". This stripping down of information is the essence of what data reduction is.
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If the process to reduce the data is complicated and requires a number of different
steps it is known as a data reduction pipeline. For example, during the conveyor belt
process if the image captured by the CCD camera is noisy, data reduction involves
introducing an averaging filter step to the processing procedure in order to remove
spurious image artifacts which could otherwise cause false positives.

Imaging
Camera

Reflective
Blocks

I

□ □ □ □ □
Conveyor Belt

I

Figure 24. Simple example of data reduction in practice. A conveyor belt is carrying blocks. In this
system a recording of the number of the blocks is required. The issue arising is that a CCD camera is in
place to take an image of the process but the information returned does not definitively confirm the
presence of a block. Data reduction is required to distil the data to leave only the important
information for this specific process.
_________

In the study of the transient nature of targets such as blazars and extra solar planets (in
the optical wavelength regime) a similar system is employed where a telescope is used
along with a CCD to record the light (flux) from a source. The use of a CCD allows both
spatial information and flux intensity to be recorded. By capturing frames over a time
period a CCD may also be used be used to create a temporal measurement of a target
object.

A well document advantage to using a CCD over alternative photometric instruments
(such as APDs and PMTs) is that along with the target object a number of reference
objects can be measured simultaneously which allows for a technique known as
differential photometry to be performed. Differential photometry calculates the
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difference between the target source and the comparison sources to provide a very high
precision differential measurement. A more precise measurement can be made using a
number of comparison sources in a technique known as ensemble photometry (Gilliland
& Brown, 1988) (which is discussed further in Section 4.2).

Before differential photometry can be performed the data captured using the CCD must
be reduced.

RealPhot (Real-Time Photometry) was developed to reduce astronomical CCD image
data (point source) in real time or near real time. RealPhot was developed to process
large volumes of data captured in studies such as the rapid variability of blazars. In order
to study these rapid events a large amount of data is required within a very short time
frame. The use of EMCCD (Electron Multiplier CCD) has facilitated this requirement.
EMCCDs can operate at very high rates without the penalty of read noise. This increase
in data volumes creates a new challenge with respect to the requirement to process the
data in an efficient way in order to fully maximise the scientific throughput of the data.

2.2

System Design Criteria

RealPhot was designed and developed with a number of specific design criteria (Error!
Reference source not found.).

■

Accuracy
o

Accuracy was the foremost important factor for the RealPhot DRP.
Achieving the levels necessary for high precision photometry requires
highly reliable extraction. When making conclusions about transient
phenomena based on photometric data it is imperative that all aspects of
the photometric system including the data reduction pipeline be reliable
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and

repeatable.

This

is

particularly

important

when

the

varying

phenomenon is stochastic in nature.
Robustness
o

The volumes of data to be processed by RealPhot require the system to
be entirely automated which makes robustness a factor. A catastrophic
failure refers to a system failure from which recovery is not possible. In
data processing a single frame failure could result in catastrophic failure
which would cause a large processing job to end prematurely. Graceful
failure modes (which take account of failures and facilitate single frame
failures) ensure processing can be complete despite unforeseen issues
while still providing an error log for future analysis.

Modularity
o

The system was designed to evolve in recognition of the area of data
reduction being an evolving one. New algorithms and techniques in the
future will improve upon current techniques to produce higher precision
photometry. With this in mind RealPhot was developed in a modular way,
so as to allow for upgrading in the future.

Strong User Interface
o

The user interface is an important factor. Controls should be simple and
intuitive in order to avoid

user created complications during the

reduction process. An intuitive user interface allows a less computerexperienced scientist to carry out high quality work (Unwin & Hofmann,

1999).
Automation
o

The integration of EMCCD instruments into time sampled photometry
has changed the role of humans in the reduction process. Standard CCDs
produce relatively small amounts of data which can be processed
manually. The era of large volumes of data have put the emphasis on
good, reliable automation to process the volumes of data.
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■

Speed.
o

Finally due to the large amount of data to be processed RealPhot needed
to be able to process in an efficient way so as to produce results in a
reasonable time frame for further analysis. Ideally processing would be
performed at real-time or near real-time rates.

2.3

Platform

A number of different platforms were considered for the development of RealPhot. A
data reduction facility exists already in the Linux domain which is used extensively
within the community. IRAF (Image Reduction and Analysis Facility) has been the defacto tool for photometric reduction. IRAF is composed of a number of packages each of
which completes a step in the data pipeline. IRAF also provides a scripting facility which
allows a user to combine a number of IRAF packages into a functioning data pipeline.
This has been completed to some success (O'Tuairisg, Golden, Butler, et ai,
2004)(Cooke & Rodgers, 2005)(Distefano, Messina, Cutispoto, et ai, 2007). There have
been concerns, however, about the robustness of IRAF with reports of insufficient error
handling mechanisms (O'Driscoll & Smith, 2004).
Many of these concerns have been addressed by the porting of IRAF to Python in the
form of PYRAF (Greenfield & White, 2000). PYRAF offers considerable advantages over
IRAF including access to a high level scripting language which has a strong user
community.

Although IRAF is largely tested and verified a decision was made during the design stage
of RealPhot to create a data reduction pipeline on a different platform. The main
rationale for developing a new pipeline was the opportunity to develop and Integrate
new features and techniques which would have been difficult to integrate into existing
platforms such as IRAF and PYRAF. Matlab was chosen as the Ideal platform for the
central processing engine for the development of RealPhot.
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Matlab (Matrix Laboratory) was developed in the late 1970's by Cleve Molar as a free
tool to aid university students with matrix calculations. The commercial potential was
realised when Steve Bangert met Cleve Molar In 1983 and together they formed
Mathworks. Since then Matlab has established itself as the de-facto standard for
engineering, technical and scientific computing in the university sector (Sowah, Mills,
Bremang, et ai, 2012). Among the features which have led to the widespread
acceptance of Matlab are its ease of use, high level of abstraction (which provides
scientists and engineers with a powerful rapid prototyping and development resource)
and its high number of quality numerical routines. Coupled with this are its many
toolboxes and functions which extend its application potential to many different areas
such as image processing.
These factors make Matlab an ideal platform for the development of an automated
DRP. One drawback to choosing Matlab is that it is a commercial product; a number of
free alternatives exist (Scilab, 2014) (Octave, 2014) however the toolboxes included in
Matlab make it the optimum choice.

2.4

Image File Format

The image file format is an important factor to be considered in acquisition, analysis and
long

term

storage

of

astronomical

data.

With

the

development

of

digital

instrumentation (such as CCDs) an issue arose concerning the storage format of the raw
data. Standard formats could no longer meet the needs of the astronomical community.

In 1981 a standard image file format was proposed to meet the growing needs of the
astronomical community (Wells, Greisen & Marten, 1981). The FITS (Flexible Image
Transport System) was proposed as a solution to some of the unique challenges
presented by digital astronomical data. A number of individual sites created file formats
to suit their own individual requirements (SBIG, 2004)(Dhillon, Marsh, Stevenson, et ol.,
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2007)(Kelly, 2004), however, this causes potential problems with respect to the transfer
of data between sites.

The rationale behind FITS was to provide a format which was wholly portable and self
describing (Howells, 2002). The FITS format was developed in the early 1980s with the
most recent version (V 3.0) released in 2008 (Pence, Chiappetti, Page, et a!., 2010)
highlighting the evolving nature and continued support of the format.
A FITS file contains a series of Header Data Units (HDU) each of which is composed of an
ASCII text header and binary data (Figure 25). The first HDU in the FITS file is referred to
as the primary HDU. A single FITS file (SIF) (also referred to as a Basic FITS file) is
composed of only a primary HDU. Stacked FITS files contain a series of HDUs (Pence,
Chiappetti, Page, etal., 2010).

The primary header of a valid FITS file is required to contain a number of keywords
(Table 2). These are the minimum required keywords; however, it is good practice to
use a larger number of keywords to describe the data. Additional headers are specific to
the requirements of the data. Information such as date and time of acquisition is
essential for time series data. Information pertaining to the telescope (location,
telescope details etc.), the acquisition method (acquisition instrument, integration time,
gain factor etc.) and the source (source name, RA - Dec etc.) may also be useful.
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Figure 25. The FITS Image format structure.

Keyword

Comment

SIMPLEX

A logical statement as to whether the file conforms to the FITS
standard. A T values indicates the file conforms to the standard (an F
indicates the converse).

BITPIX

Integer which specifies the number of bits which represent a data
value In the associated data array (Table 3).

NAXIS

Integer which specifies the number of data axis, n.

NAXISn

Integer which specifies the number of elements along axis n. A
keyword is required for each n.

Table 2. The mandatory keywords in the primary header of a FITS file. These keywords are required for
a valid FITS file.
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Value

Data Representation

8

Character or unsigned integer

16

16-bit two's compliment binary integer

32

32-bit two's compliment binary integer

64

64-bit two's compliment binary integer

-32

IEEE single precision floating point number

-64

IEEE double precision floating point number

Table 3. List of values of the BITPIX keyword for a FITS image.

Each FITS file consists of an integral number of data blocks each of which occupy 2880
bytes of memory. The fidelity of data transfer is an important feature of the FITS file
format but of equal importance is the associated descriptive information (often referred
to as metadata) which describes the data and gives essential context. Mislabelled data
may lead to inappropriate correction, or Incorrect interpretation of processed results.
The most common method of accessing FITS files is through the CFITSIO library (NASA,
2014) which provides a number of functions for reading and writing FITS files. The
CFITSIO library was developed primarily for "C" and "Fortran" programming languages,
although it has been ported to many other languages. RealPhot utilises one such port,
MFITSIO, for Matlab (Eads, 2014). The FITS file format was chosen as the primary image
file format for RealPhot, however, it can also process raw DAT files. The DAT file is a 16bit integer data file and is comprised of data only and has no header information. The
DAT file format reflects the CCD chip format, for example, with a CCD sensor of 1024 x
256 pixels the first 1024 data values in the DAT file correspond to the first row of the
CCD, the second 1024 data values correspond to the second row of the CCD and so on.

2.5

System Elements

The pipeline itself can be dissected into 5 distinct elements (Figure 26). Each element is
required to run in sequence.
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2.5.1

Image Correction

Image correction involves a number of pre-processing steps which must be carried out
before the extraction of data. These steps aim to eliminate errors arising from
instrumental effects. Image correction is composed of 3 steps: (i) zero bias correction,
(ii) dark noise correction and (iii) flat field correction.

2.5.1.1

Zero Bias Correction

The zero bias is underlying noise from the CCD itself. The zero bias noise is seen on the
CCD regardless of integration time and is caused by on-chip amplifiers. A zero bias frame
is used to reduce the effect. A zero second (or as low as possible) exposure Is taken with
the shutter closed (Figure 27, Figure 28). A number of frames ( >30 ) are taken and
averaged (to reduce random effects e.g. read noise) and then subtracted from the data
frame.

Equation 9

Where o,y is the data frame,

bn

is the bias frame and
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is the corrected frame.

System Elements 2.5

Zero Bias Frame

Figure 27. Zero Bias Frame. The frame is acquired by capturing the lowest integration time frame from a
CCD with a closed shutter.
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Figure 28. Bias frame profile. Each colour represents a row.
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2.5.1.2

Dark Noise Correction

Dark noise is an artifact caused by thermal noise (dark current) in the CCD. The effect of
dark noise can be reduced by cooling the CCD but some effects will still be evident. The
effects of dark noise can also be reduced through the correction process by using a dark
frame (Figure 29, Figure 30). A dark frame is obtained by integrating the CCD over the
same time as the frame being corrected with the shutter closed. The dark frame is then
subtracted from the data frame.
^ ij ~ ^ ij

^ ij

Equation 1C

where

Oij

is the original frame, c/,y is the dark frame and c,y is the corrected frame. As with

the bias frame, an averaging of multiple frames is advised to reduce the effects of
spurious signal.

Dark Frame

Figure 29. Dark Frame. This frame is created by acquiring an image with the same integration time as
the data frame to be corrected, from a CCD with a closed shutter.
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Dark Frame
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Figure 30. Dark frame profile. Each colour represents a row.

2.5.1.3

Flat Field Correction

Flat field correction aims to correct for the sensitivity variations on the CCD. Although
the CCD is manufactured from a single silicon wafer, each element (pixel) can have a
different sensitivity. When trying to measure small variations in the intensity of light it is
important to reduce the effects of these sensitivity variations. The method of calibration
of this variation in sensitivity is to correct the data frame using a flat field frame. The
technique requires exposing the CCD chip to a uniform light source, ideally with similar
spectral components to the target. The most effective way to do this is to expose the
CCD to a blank area of sky during twilight or dawn. During this time light from our sun is
scattered evenly across the sky which illuminates the CCD (Figure 31). In practice evenly
illumination of the CCD chip is difficult to achieve (Figure 32) depending on the
alignment of the CCD with the optical train.
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Another option is to use an in-dome simulated sky which is composed of a screen which
is illuminated by a light (Romanishin, 2006). The use of scattered solar light or a dome
flat aims to replicate spectral shape of the target. The correction procedure then
involves the division of the data frame from the normalisation of the flat frame.
O;.
C:. =

normif.j)
Equation 11

where o,y is the original frame,is the flat frame and Cij is the corrected frame. As with
both the dark correction and bias correction it is recommended to average a number of
flat field frames (greater than 10) for this correction procedure. As well as correcting for
CCD sensitivity a flat field correction will minimise the effect of dust rings which are
caused by dust particles on the telescopes mirror or on the CCD window.
Using flat field frames to correct for dust rings is not always an effective methodology;
during the course of an observation dust rings may move (due to telescope slewing or
tracking). In such instances it is not possible to correct for their effect.
Another caveat associated with flat field correction is with respect to matching the
spectra of the flat field with that of the source which is not always possible.
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Flat Frame

Figure 31. Fiat Frame. This frame is created by exposing the CCD to an evenly illuminated source such as
the sky at dusk or dawn.
X

Flat Frame

10

3.3 r

2.6

100

200

300

400

500

600

x-axis

Figure 32. Flat frame profile. A gradient is seen, this is caused by CCD chip misalignment with the optical
train.

The entire correction process can be summarised as:
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(ojj - b^j - d,j)
norm (/^)
Equation 12

Once the instrumental effects have been minimised from the data frame the flux counts
can be extracted.

2.5.2

Source Identification

Source Identification refers to the process of identifying possible sources from the
background on an astronomical image. This element is a front-end precursor to the data
reduction pipeline. The general concept behind source identification is determining
which pixels are target and which are background. A typical photometric image Is
presented in Figure 33.

By looking at the profile of the image a better understanding of the make-up of the
image is obtained (Figure 34).
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In (Figure 34) it is easy to identify the stars from the background. To automatically select
the stars from the background one can employ a thresholding technique.

Figure 35. Profile of image with a noisy background. Note that the distinction between the dimmer star
and the background is not large.
______
___________________________________________
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A static threshold value is not appropriate as background levels and target levels can
vary significantly. Using metrics such as a median value for background is sensible
whenever a frame is generally dominated by the background. Often, however, the
problem is further complicated by high amplitude and highly variable background
(Figure 35) which makes a median value less reliable.

This issue highlights the need for an optimum threshold to be found. Commonly
developers have utilised a tool known as SExtractor (Bertin & Arnouts, 1996). SExtractor
(Source Extractor), developed by Emmanuel Bertin, uses an automated thresholding
technique (based on a neural network) to extract star candidates from the background.
A caveat associated with SExtractor is that the process can be intensive and may lead to
slower processing times. Also the quality of the extraction relies heavily on a large
number of user specified parameters.

The subject of feature extraction is one commonly explored in image processing. An
issue which arises in astronomical imaging is that most standard image processing
techniques and procedures have been developed on 8-bit images. This refers to the
number of levels of intensity digitisation. With 8-bits there are 256 levels of intensity
digitisation. Often images are quoted as being 24-bit or 32-bit, this simply refers to the
channels used i.e. 24-bit = RGB[256,256,256]. These can still effectively be considered 8bit images with respect to bit-depth. In astronomical imaging, specifically in the study of
variable objects variations in intensity are the key property. To that end CCD imagers
typically capture in frames of 14-bit (16384 levels) or 16-bit (65536 levels) format. The
difference in digitisation means that many standard image processing are in some cases
not as effective. This is primarily due to the larger range of intensity values.

RealPhot uses a modified Otsu technique to determine the most appropriate threshold
to use for a given frame. Otsu (Otsu, 1979) utilises the distribution of a histogram and
the modality of an image to find an optimal threshold. In a bi-modal image (background
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and foreground) the histogram should show two distinct peaks (Figure 36). Otsu then
defines the optimum threshold to lie in the valley between the peaks.
14
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Figure 36. Bi-modal distribution example. The two peaks can be seen at approximately bin 25 and bin
225. Otsu's technique relies on finding the valley between the two peaks and defines the lowest point
of the valley to be the optimum threshold.

There is a precursor to the modified Otsu technique. Noisy data (from variable sky
conditions) as well as cosmic ray events can hamper the calculation of an optimum
threshold and can cause false positives in the end result. A simple Gaussian blur filter
with a 3

X

3 kernel is used, followed by a low pass filter. These pre-processing

techniques make several assumptions about the data. Firstly the Gaussian filter assumes
that any structure on the frame which is smaller than 3x3 pixels is a noise artifact.
Secondly, CCD noise Is of a high spatial frequency. Through testing real data sets and
experimenting with different parameters these factors were identified to work well for
this application.
The standard Otsu does not work well for in the RealPhot application; this prompted the
development of a modified Otsu technique. The failure of the standard Otsu technique
with astronomical data is largely due to the shape of the distribution. Due to a
combination of high levels of digitisation and the high background to target ratio the
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distribution does not form a typical distribution for a bimodal image. As seen in Figure
37 the peak for the background is dominant but the peak for the target is lost. So the
technique of finding the valley between background and target cannot be carried out.
The modified Otsu technique makes an assumption that any target level above
background can be considered to be target. This requires determining at which pixel
count the background ends.

18000
16000

60
Bin #

80

100

120

Figure 37. Distribution of an astronomical image with 16-bit digitisation. The peak of the background is
evident but the peak from the foreground is not evident due a combination of spreading out of values
caused by the large number of digitisation levels and the sparse level of target in comparison to the
background.

__________________________________ ______ ________________________________

As a method for determining the point at which the background ends, a function fitting
routine was used. By fitting a Gaussian distribution to the background peak the
background level is determined. An offset from the background is determined using a
simple o calculation; the 6 o point is considered to be the optimum threshold. The 6 o
point is an offset from the background only. This threshold was identified through
experimentation.
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The technique relies on correct histogram bin width sizes. A technique was developed to
ensure that the sampling of the background is sufficient for the fitting routine to work.
By ensuring that there are 100 bins sampling the background (using the median as
indicative background estimation) the Gaussian fitting routine can perform well.

The optimum threshold is applied and a resulting binary image is created (Figure 39).
This binary image effectively shows the difference between the background and
foreground. If the process has been successful only valid stars will remain. The next
issue is to identify which active pixels (pixels identified as target) compose single stars.
For this purpose a clustering algorithm from the Matlab Image Processing Toolbox (The
Mathworks, 2014a) is employed.
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Using the function bwlabel the binary image is processed to cluster together pixels and
output a labelled image which identifies each star on the frame (Figure 40).

Figure 40. Clustering Result; using the bwlabel function each individual reference star is identified from
the background.
___
________
_____
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2.5.3

Source Centering

Once the stars have been identified from the background the next step is to centre each
star. The centering is a very important step when using circular aperture source
extraction. There are a number of common techniques available such as centroid
weighting calculation and simple peak value. Through experimentation, however, it was
found that both of these techniques give sub-optimal results. This is particularly evident
for short integration time images. Turbulent atmospheric conditions can skew the PSF
(Point Spread Function) and the peak of the star would not lie in the centre of the
distribution (Figure 41). Centroid moments can be used where a set of values tend to
cluster around a particular value. Centroid moments use the sum of the integer powers
to calculate a center position (Fosu, Hein & Eissfelier, 2004).

Although through the use of centroid moments the situation can be improved, the
technique does not provide the optimal results In all situations. The technique RealPhot
uses involves function fitting to each star in two axes. Through the fitting of a Gaussian
function (which is very similar to the stars own PSF) the effect of skewing is significantly
reduced. By ensuring both axes are fit, the effect of PSF skewing is further suppressed.
The centering is then performed on the fit, which yields the centre coordinates; a similar
conclusion was made by (Stone, 1989). There are a number of caveats with the
technique which must be considered. The technique may fail when stars are located
very close to the CCD edge or if stars are faint. As a rule, it is recommended that both of
these conditions be avoided to perform high quality photometry.
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Frame #;2 x-cenier «106.52 y-center «104.17

Frame #:1 x-center «106 12 y-center-IOI

Figure 41. Four plots of a side profile of a single star. The images were captured using an Andor SCMOS
imager at Blackrock Castle Observatory. Integration times of 0.02 s were used. The plots show the
skewing effect on the PSF of short integration time images.

2.5.4

Pattern Matching

Once the stars have been identified and centered correctly the next step is a pattern
matching. In a perfect system this step is unnecessary. Telescopes which track to
counteract the rotation of the earth and should render a star field effectively static. The
use of robotic telescopes coupled with auto guiding systems should make the process of
pattern matching obsolete. Some observatories continue to rely on mechanical tracking
only which can result in imprecise tracking. A case can arise also when using a German
equatorial (GE) mount. Due to the physical constraints, GE mounts can require a
meridian flip to continue tracking an object across the night sky. On most telescopes this
is completed automatically, however, the image will be rotated by 180°. Finally some
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Alt-Az telescope systems do not include a field de-rotator so the field will naturally
rotate from frame to frame.

Some systems use a neural network for the pattern match routine. The use of neural
networks has been proven to provide an effective solution to the point pattern
matching problem (Murtagh, 1992)(Caetano, Caelli, Schuurmans, et oi, 2006), however,
a poorly trained neural network can give many false positives. A false positive for
RealPhot would be detrimental to the entire process. In situations where measuring
stochastic variability (e.g. flaring blazars) false signal introduced during the reduction
phase would be impossible to differentiate from signal and may lead to incorrect
conclusions. With a focus on robust processing it was decided to develop a simpler
system with fewer opportunities for failure.
The RealPhot pattern matching routine relies on a unique triangulation of stars within a
star field to compute an offset for all stars within the field (Figure 42). The main concept
behind the technique is that 3 stars are used to create a pattern within a frame which
can be matched in subsequent frames. By selecting 3 stars one can describe each star by
the Euclidean distance to the other two stars in the pattern. By using distances between
stars relative measurements are made which allows for pattern matching regardless of
shifts or rotations to the field relative to the pattern.
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Figure 42. Pattern matching routine. Each star within the pattern is defined by the distance to the other
two stars within the pattern. For example STl is identified by D1 and D3. ST2 by D1 and D2. STS by D2
and D3. In this way 6 values form the pattern which can be matched.

This pattern is composed of 6 distance values - two for each star. The main rationale
behind using 3 stars is that it allows each star to be correctly tagged. Through the use of
3 stars there is also higher probability of uniqueness of pattern.

The star pattern consists of 3 pixel coordinates. The choice of stars is an important step
for successful pattern matching. The stars must form a non-equatorial triangle which is
unique within the frame. Automatic pattern selection was not implemented; however, it
would be possible to automate this process in the future. Criteria such as object
brightness, location in the frame and uniqueness of pattern can be used to
automatically determine a good pattern.

Once the pattern has been created the matching process is used for each frame. No
assumptions are made as to the state of the frame, the matching processes calculates
each permutation of possible patterns. In doing this, if the pattern exists in this frame it
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will be computed. The pattern is compared to each permutation (within a pre-defined
tolerance of 10 pixels) to find the location of the 3 stars within this frame. A ranking is
computed of each possible match with the highest rank ultimately being used. Limits are
used to ensure that the pattern matching routine can fail, thus indicating the pattern is
not present in the image.

The next step is to calculate the transformation to be performed on all objects within
the frame. To do this the difference between the original pattern and the new pattern
must be calculated (Figure 43). By determining the transformation, accurate star
identification can be carried out which is essential when analysing star behaviour over a
number of frames.
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ST1

step 1; A shift is calculated
between corresponding points
representing ST1 of the pattern.
The shift may be in 2
dimensions thus an X and Y
component is necessary.
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Step 2: The shift transform is
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Step3: Once step 1 & step 2
have been carried out, step 3
tests the
transforms
for
accuracy. The outcome for this
process is a shift (AX,AY) and
rotational transform (0) which
together describe the re
mapping process. This allows
each object from the new data
set to be tagged correctly.
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Figure 43. The determining pattern matching transform. This technique calculates the transformation
needed to be performed on the data in order to tag each star within the frame correctly.

Firstly the shift transform is determined. This is completed by simply calculating the
difference in position between corresponding STl stars.
This shift transform is applied. The second part of the process is a rotational transform.
To perform this transform the angle of rotation must be determined. The angle of
rotation is calculated from the difference in angle between the original pattern and the
test data for line D3. Once this process has been completed all stars within the frame
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can be identified. This ensures that over a number of frames the evolution of a given
star's brightness can be correctly extracted.

The technique requires 2 pieces of initial user input. The user is required to provide a list
of the objects which they require to be extracted from the frame. The user is also
required to provide a star pattern. This technique is particularly appropriate for
uncrowded fields where the number of combinations is small. This technique may be
computationally inefficient for crowded fields.

RealPhot also contains two alternative pattern matching techniques which are less
computationally expensive but less fault tolerant than the main pattern matching
technique. The first technique uses a single star as a measure of the shift within the
frame (Figure 44). By assuming that a star will be the brightest object within a user
defined area the shift of the field can be determined and applied to all stars within the
field. The technique does not allow for rotational variations but is useful for well-known
data.
The second technique is to simply assume no movement. This technique uses the same
coordinates for the entire reduction process. This minimalist approach allows for the
fastest processing times, however, with the drawback that if objects move in the frame
the precision of the technique will suffer.
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Figure 44. The single star pattern match method. The assumption is that the single star will not move a
distance greater than some user defined limits (as identified by the red markers) and that it will be the
brightest object within that area. The technique is risky in its assumption of maximum drift and also
does not account for rotations. However the technique is relatively computationally inexpensive.______

2.5.5

Image Quality Analysis

The image quality analysis technique is a simplistic model which relies on source
identification, source centering and pattern matching steps to determine if the image is
of sufficient quality to be considered for the final light curve. This model for frame
rejection ensures that a certain level of quality exists. However, a higher level of analysis
is required to ensure the only the highest quality frames are used in analysis. Ideally
frames would be extracted from the process as early as possible so as not to incur time
loss on processing insufficient quality frames. If the processing time required to execute
the quality analysis routine exceeds that of the potential gain from early rejection, then
the routine should be considered ineffective.
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If the goal of the image quality analysis routine is to inform the user of the quality of the
photometric system in some way then high level analysis could be carried out at a later
stage outside of the critical path.
2.5.6

Source Extraction

The final element in the RealPhot data pipeline is the extraction of the raw flux from the
frame itself. There are a number of techniques available for this such as Point Spread
Function Fitting (PSF Fitting) (Heasley, 1999), Differential Image Analysis (DIA) (Alard,
2000b) (Alard & Lupton, 1998) (Alard, 2000a) and Deconvolution (Mangain, Courbin &
Sohy, 2006) (Gillon, Pont, Moutou, et al., 2006). The technique RealPhot uses is circular
aperture source extraction(Stetson, 1987); advantages include being computationally
light and robust due to the fact that no assumptions are made about the shape of the
point spread function. The apertures method uses a number of virtual circles placed
onto the image. The flux is then extracted based on the shape of the apertures (Figure
45).

Figure 45. Circular apertures used to estimate the light coming from a target, a - aperture, p annulus
width - width of area used for background estimation, y - distance from aperture to annulus, 6 annulus radius.
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The inner circle, the annulus, is used to estimate the flux from the object. The extraction
of flux from the frame requires the extraction of a circular shape from a grid structure.
Within the aperture full pixels are simply extracted pixel values. When extracting the
pixel values from the segments where the perimeter crosses over individual pixels an
estimation is calculated. Partial pixel analysis is required to make the estimation of the
flux as accurate as possible (Figure 46).

Figure 46. Partial Pixel Analysis. Due to the nature of the problem (extracting a circular shape from a
grid) the edges of the perimeter must be handled carefully. In this example a small subsection is
highlighted. The green segments identify pixels which can be extracted directly; red segments are
entirely outside the perimeter and thus are ignored; blue segments mark pixels which are partially
within the perimeter and partially outside the perimeter and thus partial pixel analysis is required to
estimate the fraction of the flux which exists inside and outside the perimeter.

RealPhots' partial pixel analysis calculates a simple estimation of the percentage of the
edge pixel which should be included. The first step is to calculate which pixels are partial
pixel candidates. A distance is calculated for all pixels to the center. If a pixel distance is
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greater than r - 0.5 (where r is the radius of aperture) and less than r + 0.5 then it is a
perimeter pixel. The percentage of the pixel that is within the perimeter is estimated as:

P _est = {{r + 0.5)

-

{pix _dist)) x 100
Equation 13

Where pix_dist is the distance the pixel is from the center (in pixel units). The flux is
then estimated as:

est _ flux =

pix _ flux X P_est
TOO
Equation 14

Where pix_flux is the flux from the whole pixel. This technique provides a good estimate
of the flux without being computationally expensive.

To correctly estimate the flux coming from the object alone the noise inherent in the
system must be considered. This noise comes from scatted light across the sky (sky
background). To correct for these factors an estimate is made of the background and
subtracted from the flux of the object. The background is estimated from a region as
close to the object as possible (Figure 45). The mean of the annulus area is used to
reduce the effect of the background levels on the flux from the target.

flux = sum - area x msky
Equation 15

Where sum is the sum of the flux within the aperture (including partial pixel analysis);
area is the area of the aperture and msky is the mean sky background estimation from
within the annulus. Flux measurements are often presented as magnitudes:
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mag = zmag - 2,5 x log lO(flux)
Equation 16

Where zmag is the zero point magnitude. The error is then estimated as:

error = sqrt( flux/epadu + area x stdev^ + area^ x stdev^ /nsky)
Equation 17

merr = 1.0857 x error / flux
Equation 18

Where merr is the error estimate; epadu is the electrons per analog to digital unit; area
refers to the area of the aperture; stdev is the standard deviation of the counts within
the dannulus and nsky is the number of pixels within the dannulus.
Aperture photometry performs best with spatially well sampled data in uncrowded
fields. Where this is not possible other methods may yield more precise photometry.
The focus of the work described in this thesis is on uncrowded fields.

2.6

Cosmic Ray Events

Cosmic rays are high energy particles, originating from outside our solar system and are
believed to be caused by supernovae events. Cosmic rays can impact CCDs with two
distinct signatures. Cosmic rays can often be identified as very bright single pixels or a
line of pixels. The effect can often be seen across a number of frames. Cosmic ray events
often saturate pixels and are a common event. In photometry cosmic rays have a
negative effect when they impact an area of the CCD chip which is being used to
estimate either sky background or the flux from a target. From a hardware perspective
the readout electronics cannot distinguish between counts from a target and counts
from a cosmic ray hit.
The cosmic rays impact the photometric system in two ways. The first is in the
extraction of objects. The cosmic rays can create false positives which may impede the
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pattern matching algorithm. To reduce this effect RealPhot utilises a digital filtering
technique which significantly reduces the effect of cosmic rays on the extraction
technique.

The second impact of cosmic rays is on photometric results. Pixel counts from cosmic
rays will affect the photometric results if they impact either in the annulus or dannulus
region being used to estimate the flux from a target. A number of algorithms have been
developed to correct for cosmic ray events including techniques which use a range of
images to detect noise (Pych, 2004). There is however another paradigm for dealing
with cosmic ray events in analysis (Everett & Howell, 2001). This will be further
discussed in section 4.3.11. The high frame rates achievable using EMCCD imagers
means the impact of a single data frame is reduced suggesting the impact of individual
cosmic ray events is less than traditional CCD imagers.

2.7

Graphical User Interface

The pipeline is delivered through Matlab. While Matlab is ideally suited to processing
image data, its native graphic user interface (GUI) controls lack the required
functionality. To compensate for this a unique compromise was employed whereby the
processing engine would be catered for by Matlab and the GUI was developed using C#
to provide a feature full. Intuitive Interface.

C# is a relatively modern language developed by Microsoft, which utilises the .net
framework. The high performance and high level functionality make it an attractive
choice for GUI creation. A number of options to link the processing engine (Matlab) and
the GUI (C# based) were investigated. A popular choice is the use of Matlabs' compiler
toolbox. The aim of the compiler toolbox is to convert the Matlab script file into a Cprogram which can be deployed independently of the Matlab environment (this is
negate the impact of the price of the Matlab software licence). There are, however.
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many drawbacks associated with using the compiler toolbox. Primarily difficulties arise
when compiling more complex scripts. Also utilising the Matlab compiler is not ideal;
along with the compiled program a set of libraries must be compiled to allow the
program to run successfully. A computational performance test was performed which
indicated that there was no significant performance benefit to be gained from using the
Matlab compiler (Figure 47).
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Figure 47. Results from a performance test carried out on a number of platforms. The difference in
performance between the compiled script and script run in the Matlab environment is negligible.
OPENCV shows a significant advantage over the other platforms, however, the lack of support and lack
of functionality of OPENCV make it undesirable.

In light of the deficiencies associated with the Matlab compiler an alternative solution
was investigated. It was decided to use a library known as EngMATlib to pass commands
to and from a running Matlab environment (Levebdovszky & Meszaros, 2009).
EngMATlib utilises the P/Invoke (Platform Invoke) service to communicate with Matlab
and provide seamless access to some key functionalities of Matlab.
The RealPhot GUI had design requirements independent of the data pipeline. The GUI
was required to provide for two modes of operation: in-line and off-line processing. The
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in-line processing refers to processing frames directly from the telescope. The
advantage of processing in an in-line mode is that the downtime between acquiring the
data and computing the scientific results Is minimised. Also, access to real time results
allows for certain adjustments to be made to the acquisition routine if necessary. Off
line processing refers to post acquisition processing of data. Both operating modes
contain unique features to be considered with the main being how the data Is presented
to the data reduction pipeline.

2.8

GUI Layout and Features

Due to the number of options required to be included in RealPhot an effective GUI is
essential to aid the user in effective data reduction. To this end multiple tabs are used to
group similar functions. The tabbed document interface (TDI) is a GUI tool to display
multiple GUI windows in a single window. They are commonly seen in modern web
browsers. Switching between windows is facilitated through a menu system located at
the top of the GUI. The tab headings are presented in Figure 48.

2.8.1

"Go'

The "Go" tab (Figure 49) contains the main start and stop function buttons. Once the
process has been set up and the user is ready to proceed, this is the location where the
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reduction will begin. This tab also contains a dialog box from the processing engine
(Matlab) which is a useful feature in the event of errors from processing.

Figure 49. The "Go" tab of RealPhot. This tab contains the main Start (a) and End (b) buttons for the
application. The tab also contains an error dialog box from the processing engine (c).

2.8.2

"Mode'

The "Mode" tab (Figure 50) is used to set up the data reduction process. The "Mode"
tab allows the user to determine where the data comes from and how it is to be
processed. The selection of data source is one of the features which can be tailored for
in-line processing and off-line processing.
For off-line processing the "Choose Files" option is typically used. This offers the option
of either selecting a number of FITS files directly (through a user-friendly common dialog
box) or selecting a text file which contains a list of directory paths to the desired FITS
files. Once the user has selected the image files the number of files Is displayed along
with an indication LED to signify the presence of files to be processed.
For in-line processing typically "Check Folder" will be selected. This option allows the
user to select a directory to be watched. Using the FileSystemWatcher component from
the .net framework a change to the directory will raise an event. The FileSystemWatcher
component can be customised to raise an event for specific file types only. If the
acquisition system is acquiring frames to a specific directory the user can use RealPhot
to watch that directory and process the frames as they are being created. If the frame
rate of the acquisition system is very high the user may choose the option of processing
a frame at a user defined interval.
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Figure 50. The "Mode" tab of RealPhot. This tab contains many controls which determine which data is
to be processed and how it is to be processed, (a) determines how the data is presented to the
RealPhot application. If "Choose Files" is selected then the frame (b) is made active, if the user selects
"Check Folder", (c) is made active, (d) determines the type of pattern matching to be utilised during
processing. Finally (e) can be used if an operator wishes to view image files only without processing.

The "Mode" tab also provides the user with a choice of tracking method. The default
"Pattern Matching" is advised as it provides the most robust method for tracking.
However, if the user wishes to reduce processing times they may prefer "Single Star
Tracking" or "No Tracking".

2.8.3

"Photometry Setup"

The "Photometry Setup" tab (Figure 51) is largely used for review purposes only. The
parameters are set prior to processing in a text file. The tab displays the range of
aperture sizes used (rinit, rfin and rstep); the inner radius of the annulus (annuir) and
the annulus width (dan); the zero point magnitude (zmag) which is an offset term for a
standard star within the field. The zmag is not significant for this application.

The tab also provides an interface for the user to select the aperture size which is used
for the display during real time photometry. This is displayed on the "FastCircPhot" tab.
This tab also contains details about processing a sub-section of the data image (typically
referred to as sub-windowing). By reducing the processing area of the image the
processing time can be significantly reduced for each frame. The area for processing is
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determined by the x-y coordinates (Figure 52). The parameters include the initial
starting coordinates and the end coordinates.
The bit depth of the camera is also displayed. The bit depth refers to the level of
intensity digitisation used by the camera. This information is used in the "Observing
Stats" tab when monitoring the linearity of the data being acquired.

Figure 51. The "Photometry Setup" tab. This tab contains a list of the photometry parameters used
during the data reduction process. All parameters are fixed apart from (a) which allows the user choose
the aperture size which is used to calculate a real time differential light curve. Another feature of
RealPhot is the ability to sub-window the reduction process to improve processing times. The area of
the sub window is defined by (b).

[Xinit. Yinit]

----X
[Xfin , Yfin]

Figure 52. An example of sub-windowing. By specifying the start coordinates [Xinit,Yinit] and finish
coordinates [Xfin,Yfin] an area can be extracted. The full frame is still stored but by choosing to process
only a section of the frame, the processing time can be reduced.
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2.8.4

"Observing Stats'

Figure 53. The "Observing Stats" tab. This tab contains information on the quality of the data which is
being processed. The FWHM plot (a) gives an indication of the atmospheric seeing conditions. Userdefined limits are used to aid users for comparative measures. The Peak Star Value plot (b) is used to
ensure data is being recorded on the linear region of the CCD. The limits are pre-defined by the level of
digitisation achievable with the instrument. For both graphs the same star is used which is also user
defined.

The "Observing Stats" (Figure 53) tab provides tools for monitoring the quality of image
data during the reduction process. The tab includes a display for monitoring the
atmospheric seeing. Through the measurement of the FWHM (Full Width at Half
Maximum) of the PSF of a star the relative seeing values can give an indication of the
general state of the atmosphere. To aid the observer, user-defined limits are also
plotted for comparison.

A peak star value is also plotted. The star is the same star as is chosen for the
atmospheric seeing measurement. The peak value of the star is an important metric of
the quality of observation. It Is important to monitor the number of counts for a specific
star to ensure linearity. Limits are provided to aid in the process. A single, user chosen.
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Star is used for both plots. The choice of this star is an important factor. Ideally the star
chosen would be the brightest in the field, not saturated and not suffering from non
linearity at its peak. However, often a star field will contain objects with a large variation
in brightness. In such cases it may be desirable to allow the brightest object in the field
to saturate in order to properly sample other objects. This level of decision making may
be intuitive to an astronomer but not as easily replicated by a computer system.

2.8.5

"FastCircPhot'

The "FastCircPhot" tab (Figure 54) is the main display tab for the DRP. This tab is used to
monitor, in real time, the reduction process and provides some initial processed results.
All plotting in RealPhot is facilitated through the use of a third party toolbox. There are a
number of toolboxes available for X-Y plotting in C# (ZedGraph, 2014) (National
Instruments, 2014), however, there are relatively few options for good image matrix
display. The toolbox RealPhot utilises is Plotlab by Mitov Software (Mitov, 2014). Plotlab
contains a number of plotting toolboxes which provide fast, robust and reliable data
display. The Plotlab licence is free for research purposes. There are two types of plot
used in RealPhot; a Scope, which is a simple 2D-scatter plot and a Waterfall, which
facilitates a matrix display plot.

The options associated with each plot are vital in the usage of toolbox. The main
features of waterfall plot provides are:
■

Fast matrix display.

■

Colour-map scaling (which allows for artificial colour levels to be manipulated to
display the image with better contrast).

■

Marker placement (to aid the operator by identify stars) which are integral to the
operation of RealPhot.

■

X-Y Cursor (which displays both coordinate and pixel value information).

91

GUI Layout and Features 2.8

(u)|

Sijilipli's

Differential Magnitude

100

IK

:00

2K

XO

300

40C

X Axis
.’OC

4C0

(to

»CO

IXC

1.*0C

Figure 54. The "FastCircPhot" tab. This is the main display tab used during the reduction process. This
tab presents a number of real time results during reduction, to the user, (a) displays the frame that is
currently being processed. There are 2 slide controls which can be used to set the limits for scaling the
image on a 24-bit display, (a) also displays markers (which can be toggled on and off) of selected stars
with the red cross representing the original star location and the green cross representing the new
location and centered star location, (b) displays the extracted flux of each star from each frame, (c)
displays a differential magnitude calculation on a frame by frame basis, (d) presents a basic statistic
display which simply displays the maximum, minimum and mean values from the current frame being
reduced, (e) contains a display on the current running parameters such as the name of the current
image being processed, the total number of images processed and the time to process the image.

The "FastCircPhot" tab contains 3 main plots.
•

(a) is an image display of the current frame being processed. Markers are
overlaid on the image to identify stars and slider controls are provided to allow
the user to vary the scaling of the image display for better display contrast. Two
colour-map choices are also provided; a standard grayscale and a false RGB (Red
Green Blue) colour both of which can aid users.
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•

(b) is comprised of the extracted magnitudes from the target object and each
reference star. This is an important plot as visual inspection can help identify
potential errors. Each star Is marked and can be identified by placing the cursor
over the label. There is also a facility to choose which stars are plotted.

•

(c) is a differential magnitudes plot. This plot is a real time calculation which can
provide an indication of the process. It lacks many of the techniques used when
performing detained differential photometry and thus should only be used as an
indication and not as a final light curve.

The "FastCircPhot" tab also contains a basic statistics display (d). This display can give
the user indications as to the quality of the raw image currently being processed. The
display contains the maximum pixel value, the minimum pixel value and the mean pixel
value of the frame currently being reduced.

Finally the tab contains a "Running Info" segment (e). This segment includes the
displays; Running indicator (as an indication of the current running status), Time to
process single frame (ms). Total Processing Time (s). Number of new Files Detected
(used only when the Folder Watch Mode is in operation). Current Image Process (the full
path of the image). Current Image Display (in the case where an image has not passed
the image quality test or the "Display only" option is checked the image will still be
displayed but will not be noted as processed). Number of frames Processed this Session,
Number of Frames Failed this Session and Error Message. This segment gives indications
of the current running parameters which can help in deciphering any errors which may
occur.

2.9

RealPhot Prerequisites

There are a number of prerequisite inputs required for the operation of RealPhot. These
are presented in the form of text files which are to be edited by the user. The text files
are:
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map.txt
track_star.txt
lnit_Phot_Params.txt
track_star_pattern.txt
Observer_Quality_Params.txt

2.9.1

map, txt

The format of this file is 3 columns with a tab as a delimiter. The file contains the
relative positions of the stellar objects the user wishes to perform photometry on. The
format is [x-coordinate y-coordinate stellar-number] (Figure 55). For the purpose of in
line photometry and ease of post processing photometry it is important to ensure that
the first coordinates are those of the target.

729
524
307
255
431

513
528
603
734
250

1
2
3
4
5

Figure 55. map.txt file example.

2.9.2

track star.txt

This file is used when utilising the single star method of star tracking. The general
method uses a single star and calculates the relative shift for all other objects based on
the movement of this star. Generally this method is only recommended for a data set in
which each object did not move from frame to frame as facilitated by good telescope
tracking. The format is [x-coordinate y-coordinate size-of-search-area (in pixels)] (Figure
56). Each column is tab delimited.
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729

513

100

Figure 56. Track_start.txt example file.

2.9.3

Init Phot Params.txt

The purpose of this file is to set the necessary photometry parameters. The format of
the file is a single column of values specifying:
rinit

starting radius for photometry (note photometry is performed on a range of
aperture sizes, later in the process the optimum is chosen)

rfin

finishing radius size

rstep

step size for aperture radius

dan

dannulus width

annular

inner dannulus

zmag

zero magnitude

epadu

electrons per ADD (Analog to Digital Units)

xinit

start X position for sub-windowing. One method of increasing the processing
rate is to window the processing area. These 4 parameters allow you to
specify a working processing area (if sub-windowing is not taking place simply
enter the original size of the frame here or enter -1 for each parameter)

xfinish

finish X position for sub-windowing

yinit

start y position for sub-windowing

yfinish

finish y position for sub-windowing

An example of the file is presented in (Figure 57).
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2.9.4

track star pattern.txt

The purpose of this file is to specify a set of coordinates which can be used for
comprehensive pattern matching of a star field and can compensate for field shift and
rotation. When using this method for tracking it is important to use an appropriate
pattern. The technique uses the properties of a triangle to create a shift and rotation
transform for all other stars. Thus it is important to choose coordinates which:
1. create a triangle which is unique within the field
2. create a triangle of which all sides are non-repeating (i.e. unique lengths of sides)
The format of the file is [x-coordinate y-coordinate] (Figure 58). The columns are tab
delimited.

729
431
307

513
250
603

Figure 58. Track_star_pattern.txt example file.
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2.9.5

Observer Quality Params.txt

The purpose of this file is to provide parameters for quality monitoring of the data
during the process. This is most useful during real time processing. The format of the file
is a single column with parameters:
Monitor_star_N umber

This is the star used to monitor the quality of data

F WH M_Lower_Limit

This places a red line on the FWHM plot for visual inspection
for the lower limit

FWHM_Upper_Limit

This places a red line on the FWHM plot for visual inspection
for the upper limit

Peak_Value_Lower_Limit

This places a red line on the Peak Star plot for visual
inspection

Peak_Value_Upper_Limit

This places a red line on the Peak Star plot for visual
inspection

Bit_Depth_of_Frame

The level of CCD digitisation used

An example of the file is shown in (Figure 59).

2.10 RealPhot Output
RealPhot creates a number of output files which are later used for detailed photometric
analysis. The main output file created is the test_op.txt file which contains the extracted
flux values from each frame. The layout is:

Aperture Number

|

Uncalibrated Flux \ Area \ Calibrated Flux \ Magnitude \ Error
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There is a line for each aperture size (defined by the start aperture, aperture step and
end aperture sizes) and a block of results for each star followed by the mean sky
background calculated from each star (Figure 60).

C;/Users/Adrian/Adrian/BCOIabs/ASTRO/DATA/1458/00001.fit pmage name + path]
284
APER#
1.000000
2 000000
3.000000
4.000000
5.000000
MSKY:

284

[Star Coordinate]
UFLUX
AREA
29784.326758
3 343146
113639.295404
13 111456
237785 092678
28 388070
402424.041909
50423094
599525.745646
79 126525
2990 171123 [Mean Sky Background

FLUX
19787.748875
74433.797754
152899.904870
251650.361094
362923 894230

MAG
9 259009
7 820575
7 038982
6 498006
6100461

ERR
0.098474
0.052171
0.037737
0.030980
0.027382

222
1.000000
2 000000
3 000000
4 000000
5.000000
MSKY;

364
[Star Coordinate 2]
16964.279259
3 343146
65412.076963
13111456
133540.724139
28 388070
230047.461476
50423094
348645 827799
79 126525
2879.136364

7338.906760
27662 406695
51807 598876
84872.496814
120829.771093

10 335922
8 895275
8 214016
7 678083
7 294565

0.250413
0.132411
0.105050
0.086656
0 077600

C;/Users/Adrian/Adrian/BCOIabs/ASTRO/DATA/1458/00002 fit [Image name + path 2]
280
1.000000
2.000000
3 000000
4 000000
5.000000
MSKY

285
29426 199638
117125 476263
240848 367974
401221 795854
584331.682566
2939.546791

3 343146
13 111456
28 388070
50423094
79 126525

19598 866274
78583.737318
157400.307244
253000 750488
351735 558608

9 269423
7 761668
7 007486
6 492195
6134459

0.097951
0.048694
0.036119
0.030359
0027832

Figure 60. Example of layout of test_op.txt.

Each processing session creates a new output file which has a unique name precursor;
by composing a string of the year, month, day, hour, minute, second and millisecond at
the instance of reduction a unique result file can be created which can later be re-traced
(e.g. 2009_12_19_16_14_44_939_test_op.txt).

2.11 System Performance
The performance of the system is ultimately measured by two factors, the quality of
reduction and the speed of reduction.
As RealPhot utilises the same reduction techniques as IRAF a useful test of the quality of
the reduction is to check the output from RealPhot with IRAF. A test was performed on a
data set consisting of 19 images. A single star was chosen and reduced using RealPhot
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and the IRAF Phot routine. Extracted, background corrected, magnitude results for
aperture sizes 5, 10 and 20 are shown in Figure 61. The results show that the output
from RealPhot is virtually identical with the IRAF Phot results.

The speed performance of RealPhot is dependent on a number of factors. Although In
reality each reduction process can require a unique amount of time, tests were carried
out to characterise the system to give typical performance indicators. Tests were
performed using a Hewlett Packard Pavillion dv2000 with an Intel Core 2 T5300 at
1.73GHz and 2GB of RAM, running Microsoft Windows Vista. Simulated data was
created for testing. One of the largest factors to effect processing time is the size of the
image to be processed (Figure 62). The relationship between increase in frame size and
processing time appears to be exponential. A possible reason for this is the Increase in
file read time (due to increasing file sizes) is not linear.
The effect image size has on the performance can be attributed to the physical read-in
time along with the increased processing required for any filtering steps.
Another important factor affecting the performance of RealPhot is the number of stars
in the image (Figure 63).
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The effect that increasing the number of reference stars has on the performance of
RealPhot can be attributed to the increased complexity of the pattern matching routine
as well as the increased processing required for source extraction.
A third possible effect on the performance of RealPhot is the choice of tracking method
chosen (Figure 64). The tracking method is an important choice with full pattern
matching the recommended technique, despite the increased processing overhead.

Track Method Timing Analysis
1600.
No Tracking
1500

Single Star Tracking

K

Full Pattern Match
1400
1300

•ST 1200

E

<D

I 1100
1000
900

I -

800
700
4.5

5.5

6.5

7
# Refs

7.5

8.5

9.5

Figure 64. Analysis of each tracking method. Each data bin is comprised of 20 tests for statistical fidelity.
Each image was 512 x 512 pixels in size with a range of reference stars to demonstrate the variation
between techniques.

A breakdown of each segment of RealPhot gives an indication of possible bottlenecks of
performance (Figure 65). The breakdown was performed on a 512 x 512 pixel image
with 5 stars. The test was also carried out using full pattern matching tracking as the
breakdown was intended as an indicative measurement of a typical data reduction
procedure. The dominant factor, Source Extraction is highlighted in Figure 65. Source
extraction can be computationally large due to the (potentially) large number of values
to be extracted. The goal of RealPhot is to extract data which can be used for
differential, ensemble photometry. This requires a number of reference stars along with
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a large number of aperture sizes to be extracted from each frame. Although the
individual computation is not intensive, the number of computations is.

Programming Overtieads:12%

Image Quality Analysis: 2%
Source Extraction: 30%

GUI; 20%

Source Identification; 11%
Image Read: 15%
Star Tracking: 10%

Figure 65. Breakdown of the processing time. The dominating factor “Source Extraction" is highlighted.

2.12 Summary
New developments in the area of imaging instrumentation have allowed researchers to
obtain high time resolution data on a host of physical transient phenomena including
blazars and extrasolar planets. While these developments have been welcomed as the
key to a better understanding of these phenomena they have brought with them new
challenges in how to process the data effectively in order to maximise the scientific
impact. The volumes of data being discussed have effectively ended the possibility of
human powered analysis.

RealPhot is an automated data reduction pipeline which has been developed to extract
data from raw astronomical images and provide a facility to process huge volumes of
data in an effective manner. RealPhot was designed to be accurate, robust, modular,
automated and efficient with a strong user interface.
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RealPhot was developed using Matlab as a processing engine while utilising C# as the
user interface. RealPhot utilises some traditional reduction techniques while introducing
some new methods to produce an automated system.
A number of performance tests have been carried out which detail the performance of
each element of the pipeline and the pipeline system as a whole (Chapter 5). RealPhot
has been

used for many processing applications including data which contributed

towards a whole earth 72 hour photometric study of Blazar 0716+714 in 2009 (Bhatta,
Webb, Hollingsworth, et ai, 2013).

Future development will include further refinement of the pattern matching algorithm.
Factors including a magnitude pre-filtering to aid the pattern matching algorithm would
improve

processing times through

reducing the complexity of the technique.
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3.1

Introduction

Distributed computing systems have existed for a number of years yet their application
to astronomical data processing has been used sporadically. Accessing a vastly
underused resource in the form of low cost personal computers may be the key to
processing large volumes of data. One example of which is the processing of large
volumes of data which can potentially be acquired using modern EMCCD technology.
Distributed computing is a form of parallel computing; the term parallel computing is
most commonly used to describe situations where a processing workload is split among
a number of processors within a single computer. Typically a distributed computing
system operates across a network of computers.

3.2

History

The history of distributed computing is synonymous with the history of computer
networks and the internet as a whole. A definitive timeline of the first computer to
connect to another computer is difficult to pinpoint.

Early examples in the literature

include a system from the 1950's when United States of America Air Force developed
the

Semi-Automatic

Ground

Environment

(SAGE)

(Banks,

2008)

which

created

interconnections between computers at different sites to operate a radar system.

The first signs of large scale networks can, however, be traced back to 1957, the year
the Soviet Union launched Sputnik. The launch of Sputnik made the U.S. government
realise that they had fallen behind in a technological race for supremacy (Banks, 2008).
On February 7^^ 1958 the Department of Defence (DoD) created the Advanced Research
Projects Agency (ARPA) who set about stimulating research in the United States of
America. One area of research which benefited from this new emphasis was the field of
computing. A Massachusetts Institute of Technology (MIT) graduate, Leonard Kleinrock
began looking at the theory and mathematics of "pocket networks" as part of his Ph.D.
research on computer communications. He later published his research as a book in
1964 and dealt with subjects such as "oddress routing", "distributed control", "messoge
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packetization" and a host of other terms which have become the building blocks of
modern day networking.
Around this time, also at MIT, J.C.R. Licklider had independently been working on a
concept he referred to as a "Galactic Network" which he envisaged would allow the
sharing of information over a network of computers. Licklider would later go on to lead
an ARPA's Information Processing Techniques Office (IPTO). Licklider was succeeded in
his post by another MIT researcher Ivan Sutherland who carried on the idea of a large
scale computer network. Back at MIT, Sutherland followed up on the concepts
developed by Kleinrock and his predecessor Licklider by giving Larry Roberts and
Thomas Marill an ARPA contract to get two computers to communicate. Roberts and
Marill used ARPA's Q-32 in Santa Barbara, California and MIT's TX-2 to create the
world's first Wide Area Network (WAN) at a speed of 1200 bits per second (bps). This
was merely a proof of concept and was the seed for something much bigger. It was not
until 1969 that ARPANET was up and running linking together just three universities:
University of California, Stanford University and the University of Utah. ARPANET
allowed the universities involved to easily share data and information as well as share
time on UCLA's mainframe computer.

ARPANET grew into what is now known as the internet but there was another very
significant first associated with ARPANET. In 1971 Bob Thomas created an application
called Creeper (Chen & Robert, 2004). Creeper used idle processor time to replicate
itself from one system to another. Later Thomas created Reaper, which would pass
through systems on ARPANET destroying copies of Creeper as it went along. Creeper
and Reaper were very early versions of what are now known as worms, which are
generally used to cause harm to computer systems. Although neither were malicious it
did demonstrate the very first application to siphon unused CPU time to perform useful
work across a computer network - the very concept that distributed computing is built
upon.
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Distributed computing systems are distinguished from other parallel processing
techniques as they are composed of a collection of computers that:

3.3

■

do not share common memory or a common clock.

■

communicate by messages passing over a communication network.

■

run their own independent operating system (Kshemkalyani & Singhal, 2008).

Rationale

The area of high time resolution imaging (HTRI) has increasingly become topical in the
astronomical community. The desire to study rapidly varying phenomena and to acquire
better temporal sampling to allow for better fitting routines and a greater number of
samples for greater statistical significance has driven the continued development of
imaging detectors. HTRI is also important for adaptive optics. With each new
generational iteration of detectors comes an increase in acquisition rate often coupled
with increased array size as well as decreasing noise factors.
The development of progressively faster instruments has had a resulting effect of
creating a problem uncommon to the field of high precision differential photometry large data volumes. Traditionally an astronomer would deal with hundreds of images
from a night's observation. Modern imagers such as the Andor iXon (Andor, 2014a) uses
a 1024 X 1024 pixel array which can acquire at a rate of 8.9Hz in full frame mode. A
continuous 10 hour observation will results in 320,400 images per channel which will
occupy up to 1.2 TBytes of hard disk space. This represents a significant new challenge
for data storage and data processing.

The area of storage requires serious consideration with respect to hardware and
software. Many commercially available solutions are available for mass data storage
which are scalable based on the financial resources available. Companies such as EMC
(EMC, 2014) and IBM (IBM, 2014) have a rich history of providing such solutions.
Conversely, efficient reduction and analysis of such volumes of astronomical data
remains a challenge.
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The development of the automated data reduction pipeline, RealPhot, is a significant
step in effective data reduction of large volumes of astronomical data. Performance can
be enhanced by improved hardware in areas such as CPU and RAM. However, the
process is ultimately limited by a linear processing model. It must be noted that the
Matlab version

that RealPhot was

developed

on

(R7 V14)

does

not support

multicore/multithread processing. A logical progression in the processing methodology
is the evolution from a linear processing model to a parallel one.

There are a number of different methods for performing parallel processing. Perhaps
the most desirable method available is the use of a supercomputer to parallelise the
process. Supercomputers are typically composed of arrays of processors on a single
computer system. Recent examples of such systems are IBM's Roadrunner (Baker, Davis,
Adoify, et ai, 2008) and the Cray XT5 (Ah Nam & Dean, 2009). Dedicated software is
required to manage the process in order to utilise each processor to facilitate parallel
processing. Supercomputers have been used extensively in long term, high intensity
projects

such

as

climate

prediction

(Menemenlis,

Hill,

Adcroft,

et al.,

2005),

cosmological modelling (Scannapieco, 2013) and molecular modelling (Auchus & Miller,
1999). There are a number of drawbacks to the use of a supercomputer; primarily the
fact that supercomputers are inhibitively costly which limits their availability. Where
supercomputers are available, processing time is often allocated amongst many
different groups thus limiting access time.

An alternative to the supercomputing model is the distributed computing model.
Distributed computing uses a similar concept to a supercomputer as parallelisation is
achieved through multiple processors. The technique differs in that each processor
resides in a separate computer. A distributed computing system utilises networked
computers as a single processing engine. Through the use of a process management
system, processing Jobs are dissected and processed in parallel on separate computers
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and the corresponding results are collected and collated. The computers involved In a
distributed computing system may be dedicated to the distributed computing system or
are (more often) office computers which allow unused clock cycles to be dedicated to
the distributed computing task.

Although the processing advantage may be inferior when compared to a supercomputer
a distributed computing system has some key advantages over a supercomputer:
■

The affordability of a distributed computing system is by far the most desirable
feature; the necessary hardware is readily available on existing local networks.

■

Distributed systems are also scalable as well as allowing for the possibility of
anytime access to a powerful processing engine.

A number of distributed computing systems are already in existence yet none of the
available systems are suitable for the parallelisation of our data reduction pipeline RealPhot.

A number of shortfalls exist in distributed computing systems which can be surmised as:
■

Unsuitability to specific problem.

■

Inability to distribute Matlab.

■

Expensive.

These reasons prompted the development of Quick-Silver.

3.4

Quicksilver

Quicksilver is the name given to a new distributed computing system developed to
process photometric data. The name was derived from its astronomical application with
reference to the element and planet Mercury. Quicksilver was developed to address
the problem faced by astronomers when processing large amounts of data within a
reasonable time frame. Quicksilver (hereafter referred to as QS) was developed with
some very clear design requirements which defined its purpose.
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An important precursor to employing a distributed computing system for processing a
specific job is to justify the use of the system. All distributed computing systems incur
some processing penalty due to the management of the system and shortfalls in the
communication medium. This can result in a processing job taking longer to complete on
a distributed system than on a single processor.
A useful step in defining the potential effectiveness of a specific distributed computing
job is to identify its granularity (Kshemkalyani & Singhal, 2008). Granularity is a term
which describes the ratio of computation to communication of a specific job. For
example for a job which required very little processing of a relatively large data set the
granularity would be define as fine grained; conversely if a job required a large amount
of processing on a relatively small amount of data it could be defined as being coarse
grained. In general coarse grained is preferred as system management and network
efficiency are the main overheads of distributed processing.
Image data processing in astronomy and more specifically RealPhot can be defined as
being coarse grained and well suited to a distributed computing application.

3.4.1

Design Requirements

The design criteria for QS were:
■

Distribute a given process to improve processing times.

■

Use a group of networked computers in an efficient manner.

■

Provide a user friendly application which simplifies the distributed processing for
the user.

■

3.4.2

Distribute Matlab scripts including RealPhot.

ApDlication Platform

For the purpose of extendibility and future deployment QS was developed as a
backbone which is independent of the processing engine. The rationale behind this
system is that the QS backbone can facilitate any type of processing engine and thus
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affording great flexibility. The backbone was developed using the Microsoft .net
framework using C#.
Microsoft began developing the .net framework in the late 1990's under the code name,
"Next Generation Windows Services" (NGWS) and In November 2000 the .net
framework 1.0 BETA was released. The key feature of the framework is its use of a
Common Language Runtime (CLR) Engine. This provides powerful access to the
computer's

operating

system

(OS)

core

functionality.

The

Common

Language

Infrastructure (CLI) allows for language independence in reference to all programming
languages which fall under the .net framework umbrella (C#, VB.net, VC++ etc.) each
providing equal access to functionality (Figure 66). The improved access was
instrumental in the choice of C# programming language used for the development of
the QS backbone.
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Figure 66. An example of the format of the .net framework. The Common Language Runtime (CLR)
Engine provides access to the operating systems (OS) functionality while the Common Language
Infrastructure allows for different languages to access the framework in the same way and thus have
equal access to the functionality therein. (Image Credit: Wikipedia.org)

Although QS was developed to be processing engine independent, Matlab, from
Mathworks Incorporated., was chosen as the processing engine for testing and
deployment. Matlab was chosen as part of the development and deployment language
for RealPhot, the primary target application to be distributed. The development of
RealPhot as a separate graphical user interface (GUI) and processing engine also readily
facilitates its distribution on QS.

3.5 Terminology
There are a number of standard terms which will be used in this chapter to describe
elements of the distributed computing process. These include:
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■

JOB: The JOB refers to the entire processing work to be completed.

■

TASK: The TASK is the individual piece of work which is sent to be processed by a
single Node.

■

Node: The Node or Client refers to the individual processing machine used in the
distributed computing system.

■

Server: The Server controls the distributed computing process. It is the single
point from which the JOB is converted into TASKs which are sent to each Node.

3.6

Communication Architecture Model

There are a number of models available for the purpose of creating a distributed
computing system. The selection of a model should be based on the specific problem
which is to be addressed. The complexity of the problem will help define how the
system works. The main area for consideration is how the system is controlled. There
exist two main model architectures (Client-Server model and Peer-to-Peer model) with
hybrid systems also existing.

3.6.1

Client - Server Model

In this model each Client (or Node) can only communicate with the Server. The Server
has a list of all the jobs to be processed. It communicates with each Client and decides
which Client will process which job and when (Figure 67). This model significantly
simplifies the communications and organisation problem, however, the centralisation of
the communications creates a bottleneck which will inevitably negatively affect
performance.
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SERVER

TT T?

pTx—

CLIENT

CLIENT

CLIENT

Figure 67. Client Server Model. All communications take place between the Server and Client only.
There can be no Client to Client communications and all communications are simplex, due to the
centralised nature of the system.

3.6.2

Peer-to-Peer Model

An alternative model is the Peer-to-Peer model (Figure 68) which does not require a
server to organise processing.

The peer-to-peer model (P2P) is a highly complex model where self-organising Nodes
collectively define how the data will be processed. Any Node in the P2P model can
simultaneously act as both a server and a client. P2P has largely been used for the
purpose of file sharing ((Napster, 2014), (Freenet, 2014), (Gnutella, 2014)) in order to
disperse the burden of transferring large files. There have been many studies which
address utilising such systems for the purpose of processing data ((El Baz & Nguyen,
2010), (Barolli & Xhafa, 2011)) while hybrid options have also been investigated
(Mastroianni, Cozza, Talia, et al., 2009).
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The design criteria for QS makes the classic Client Server model the most appropriate
solution. The rationale for this is twofold.
1.

Primarily QS was designed to be simple and computationally lightweight. By
choosing a centralised control system the complexity of distributed computing is
dramatically decreased. This ensures that in each Node the emphasis is on
processing the data as quickly as possible with a reduced time spent servicing
the distributed computing system. The intended hardware to run the QS system
is low powered office computers and decommissioned office computers;
therefore minimising the processing time associated with the distributed
computing system is essential.

2.

QS was designed for the specific purpose of improving the processing times of
the RealPhot date reduction pipeline. The pipeline itself is a linear process. Each
image is processed independently of the entire data set. This segmentation of
JOB is ideally suited to a client-server model for distributed computing.
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3.7

Communications Protocol

There are a number of options available for communications between the server and
client Nodes. The most common in this area has traditionally been Message Passing
Interface (MPI) (Gropp, Lusk, Doss, et al., 1996) and Remote Procedure Calls (RPC)
(Bershad, Anderson, Lazowska, et al., 1990). Both MPI and RPC are high level protocols
for computer to computer communications without the need for explicitly marshalling
the communications between the two parties. QS was initially developed with future
development in mind. For this reason it was decided to develop QS on a new software
platform which will have the potential to grow in the future and allow for the
integration of future advancements in the area. By developing QS on the .net
framework using C# it was intended that QSs development could in some way be
“future-proofed". There was, however, a drawback with this methodology; at the time
of development there was no robust deployment of MPI or RPC on the .net framework
(recently solutions have been developed for both (Lawson, Allen, Rose, et al., 2013)
(XML-RPC.net, 2014)). This required the investigation of another solution. QS utilises
network sockets as its communications protocol.

A Network Socket or Socket can

be defined as a

one-to-one,

bi-directional,

communications connection between two computers across a computer network (LAN,
WAN, Internet) using the Internet Protocol (IP). QS utilises a Microsoft Windows specific
sockets application program interface (API) known as WinSock. WinSock was first
introduced

in

1992

and

provided

an

interface

for

developers

to

network

communications.
Network Sockets provide a lower level of abstraction from the baseline communications
methods than MPI or RPC. There are a number of high level functions available through
the socket interface which simplify communications (Table 4).
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socket()

bind ()

listen ()

connect ()

accept ()

send ()

recv ()

write ()

read ()

recvfrom ()

sendto ()

close ()

gethostbyname ()

gethostbyaddr ()

select ()

poll ()

Table 4. A list of socket functions.

An example of a socket communication is provided in Figure 69. The example indicates
the level of abstraction for communications. The example exhibits a level of
handshaking also which is necessary to ensure the Server and Client are synchronised.

CLIENT

SERVER

//System Startup Variables
My IP Address = "192 168 0 1"
Port_Number = 8030

//System Startup Variables
Client IP Address = "192 168.0 f
Por1_Number = 8030

//Begin Listening for Connections
TcpListener myList = new TcpListener(My IP^Address.Port Number),
myList StarlO,

//Create Socket
Socket sock = new Socket(AddressFamily lnterNelwork SocketType Stream,ProtocolType Tcp);
IPEndPoint endpotnt = new lPEndPoinl(Clieni_IP_Address.Port_Number);

//Accept Connection
TcpCIient s = myList.AcceptTcpClient():

//Connect Socket to Client
sock.Connect(endpoint),

//

Run Process

W

//Respond Process Finished
stream nfs = s.GetStreamO:
ASCIIEncoding asen2 = new ASCIIEncodingO;
byteQ ba2 = asen2 GetBytes("FIN");
nfs Write<ba2 0.ba2 Length)
//Close Socket
sCloseO;
myList.StopO:

//Wait for Confirmation of Process Completion

//Receive Finished Response
byte D recvbuff2 = new byte(100).
kit k =sock Receive(recvbuff2 0,recvbufT2 Length SocketFlags None).
//Close Socket
sock.CloseO;

Figure 69. Socket connection example in Ctf. The Client begins first and is set to a Listening state. The
Server begins the transaction by contacting the listening Client. Once the socket has been connected
and accepted the Client will carry out some process. Once the process has been completed the Client
contacts the Server and the process is complete._________________________________________________

3.8

Communications Format

Though all messages in QS are passed from the Server to each Client through the use of
sockets it is also advantageous in certain situations to use files for the purpose of
communications. Conditions in which the use of a file is desirable include:
■

Situations where a significant number of commands are required.

■

Situations where a record of the transaction is desirable.

■

Situations where human readability is advantageous.
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The format of the file is also an important consideration. The simplest format available
is a text file. QS utilises extensible Markup Language (XML) (Bray, Paoli, SperbergMcQueen, et ol., 2000) for the creation of JOBs and TASKs. In the context of QS, JOBs
refer to the bulk processing to be completed (i.e. imageOOOl to imagelOOO inclusive
with getmean.m script using Client 10 to Client 20 inclusive). TASKs refer to a single
element of the JOB to be processed by a Client (i.e. image0020 with getmean.m script).
The XML format was developed in 1996 with the goal of providing a "well formed"
contextual document format for general use across the internet. The key advantage of
using XML is its use of elements to create a structure. XML allows the use of elements
and nested elements to create a tree structure (Root -> Parent -> Leaf) as well as text
values.

Figure 70 presents an example of the XML layout. XML is particularly efficient at
categorising different types of data, thus allowing for a more elegant and efficient
extraction technique. The main feature of the XML format which is utilised by QS is the
organisation of data. The use of the XML format ensures the fidelity of the format of the
file. By imposing a rigid format (unlike standard text files) the possibility of mislabelling
or misinterpreting of parameters can be minimised while the parameter extraction
process is also simplified.
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<?xml version="I.O" ?>

<LAND>
<FOREST>
<lREE>Oak</TREE>
<TREE>Pine</TRi;E>
<TREE>Maple</rREE>
</FOREST>
<MEADOW>
<GRASS>Bluegrass</GRASS>
<GRASS>Fescue</GRASS>
<GRASS>Rye</GRASS>
</MEAI)OW'>

</EAND>

Figure 70. XML layout example. The structure is created by elements. Each element can contain another
element or a piece of text. This structure is very powerful in organising descriptive information.

3.9

File Transfer Methods

QS utilises two methods for the purpose of file transfer. The first method is through the
use of sockets. By breaking the file into a series of bytes the file can effectively be
transferred over a socket connection. This type of transfer is useful for small files in
situations where synchronising both Client and Server is important to operations. QS
utilises this method of transfer of TASKs.

Another file transfer method employed by QS is through network sharing. By utilising a
shared network storage location the transfer of the file is controlled by the host
operating system. This method of file transfer is facilitated through the Microsoft Server
Message Block (SMB) Protocol (Sharpe, 2002). While this method is not appropriate for
wide area distributed systems due to security concerns it is particularly useful in cases
where the file size is relatively large and tight synchronisation between Client and Server
is not essential. QS utilises this method of file transfer for the transfer of data to be
processed. In the case of QS being used for RealPhot, this file is an image file (FITS).

3.10 Process Example
A schematic of QS's processing is presented in Figure 71.

118

Process Example 3.10

Client

Shared File
torage Space

Figure 71. Communications Schematics for QS.

The QS process can be dissected into 5 distinct stages:
1.

Wake-up

2.

First Task
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3.

Task Serving

4.

Finish Processing

5.

Collect Results

3.10.1 Stage 1: Wake up
The Server begins the process by reading the XML formatted JOB file (Figure 72). The
JOB file includes paths to the script to be used for processing, the list of Clients to be
used during the process, the list of images to be processed and the location of the
result.
<?xml version-'1.0" ?>

<ID>01</ID>
<PR()CFSS>MatlabScripl.lxt</PROCKSS>
<N()DFS>NodeAddress.txt</N()DF:S>
<IMAGFS>IniageList.txt</IMAGIiS>
<()liTPllT>Result.txt</OUTPlIT>
</JOB>

Figure 72. QS JOB file. This XML formatted file outlines the required elements for the processing job to
be distributed.

Once the JOB file has been assessed the Server attempts to “wake up" each Client from
the list of Nodes. QS was developed to be deployed on a number of dedicated
computers as well as existing office computers. In the latter case it is desirable that QS
Client mode occupies as small a computational footprint as possible so as to minimise
the effect on host computer. For this reason a small listening service (known as
Bootloader) is installed on each Client. Upon connection this service launches both the
Client application and the local Matlab application.

The purpose of the wake up is to prepare each Client for processing as well as directly
poll Clients and create a list of participating Nodes in the process. QS utilises a MYSQL
database ((MYSQL, 2014)) for the purpose of record keeping (i.e. participating Nodes
and Node TASK allocation).
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3.10.2 Stage 2: First TASK
Following the "wake up" stage a single TASK is sent to each participating Node. The
TASK file is an XML formatted file which contains the details required for a Node to carry
out a process (Figure 73).
<?xml version="1.0" ?>
<JOBS>
<TASK>
<ID>7</1D>
<SCRll’'r>Data_Pipeline_QS</SCRIP7>
<IMAGF>\\Qsboss\\Documents\\X04Data\\00000001.fits</IMAGE>
</TASK>
</JOBS>

Figure 73. QS TASK file. The TASK file contains the required information for a single process to be
completed on a single Node. The file contains a unique ID (used for TASK tracking), a SCRIPT and details
of the data to be processed (in RealPhofs case a FITS image).

Each TASK distributed is tagged with a unique ID which is stored in the database.

3.10.3 Stage 3: TASK Serving
Once the initial TASKs have been distributed the QS Server changes to a TASK Serving
mode. QS employs a different processing paradigm to most distributed computing
systems. QS allows the Client Nodes to dictate how TASKS are distributed across the
network of participating Nodes. Once a Node has processed its initial TASK it requests
another TASK. The Server complies in a two stage process. Using multiple threads the
Server has two services running in parallel:
1. The first is an acknowledgement process which notes the request for a new
TASK and places the request on a stack.
2. The second process uses the stack to service the requests for TASKs.
Each Node is instructed to keep a reserve of two TASKs at all times. This "prefetching" of
TASKs is similar in purpose to CPU prefetching (Vanderwiel & Lilja, 2000) which aims to
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improve processing through acquiring data in expectation of future requirements. By
prefetching transfer latencies can be substantially reduced. The data to be processed is
also pre-fetched, hov^ever, the fetching of data is independent of the Server which
avoids unnecessary latency of the entire system.

3.10.4 Stage 4: Finish Processing

Once the Server has distributed all the TASKs the next step is to prepare the Nodes to
stop processing. The Server continues to listen for TASK request. However, instead of
transferring TASKs the Server sends a command to the requesting Node to complete the
processing stage. To complete the processing stage each Node processes each of its
remaining TASKs (backlogged due its prefetching), informs the Server it has completed
that stage and moves to a listening state in preparation for the request for results.

3.10.5 Stage 5: Collect Results

Once the confirmation is received from each Node that their TASKs have been
processed the Server changes to a results collection mode. Using the database the
Server requests results from each Node, the results are reassembled based on the TASK
ID. The collated results are saved to the file specified by the JOB.
On completion of the process each Node returns to a Sleep mode to wait for another
processing session. Currently failure of a Node to return a result means the result is lost,
future versions will have improved failure modes.

3.11 Processing Considerations
There are a number of considerations common to all distributed computing systems
which must be discussed in reference to QS's approach.
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3.11.1

Load Balancing

The term load balancing refers to the process of assigning TASKs to Nodes in the most
efficient way possible. The topic has been widely researched ({Biswas, Das, Harvey, et
a!., 2000),(Bronevich & Meyer, 2008),{Zambonelli, 1999),(Sanders, 1999)) as it may
potentially have a significant effect on the performance of the system.

Early

implementations of QS attempted to allocate TASKs to Nodes directly. Through
experimentation this methodology proved to be difficult and ultimately sub-optimal. In
its current form QS utilises a more passive load balancing technique. Allowing each
Node to request TASKs sees a shift in paradigm from a Server driven system to a Client
driven system.

To identify the power of such a paradigm it is useful to consider two possible cases. The
first case is the distribution across a mostly homogenous network (in reference to the
computing performance of each Node). In such a case it can be assumed that the
average time to process each TASK is similar from Node to Node due to the fact that the
processing associated with each image is very similar. In this case the frequency of TASK
request from each Node will be similar but will be offset due to the queuing required by
the Server. Thus each Node will request new TASKs at a frequency which is indirectly
synced with the other Nodes. They will remain synchronised unless the Server or the
network become saturated with TASK requests.

The second case to consider is one of a heterogeneous network which is a much more
common situation. In such a situation an optimal load balancing algorithm will aim to
direct more TASKs towards the higher performance Nodes to increase the throughput
while still utilising the lower performance Nodes with a suitable workload. In this case
the frequency of TASK request for the high performance Nodes will be higher and the
converse is true for the lower performance Nodes. This methodology self-balances the
load where each category of Node is utilised.
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As load balancing for heterogeneous is a difficult task (Dongarra & Lastovetsky, 2006)
this methodology provides a good solution.
The reason this passive load balancing paradigm is successful is partially due to the
nature of the QS TASK. The relatively large processing times (coarse grained) along with
the absence of Client to Client communications intrinsically suits this methodology.

3.11.2 Bottlenecks
The term bottleneck refers to a single point of possible delay within a distributed
computing system. Bottlenecks exist in all systems in some form. Many systems aim to
eliminate or reduce their possible negative effects; some, however, are unavoidable.
There are a number of potential bottlenecks present in QS mostly owing to Client Server
architecture which firmly places a bottleneck on a single Server. This single point of
TASK allocation is unavoidable, although, prefetching of TASKs helps reduce the
potential effect on processing throughput. While the time to process is much greater
than the time to serve a single TASK as Nodes are added, the frequency of TASK request
could cause a bottleneck. The serving of data to be processed also represents a
potential bottleneck.

3.11.3 Deadlock
A deadlock is as a condition where a set of processes request resources that are held by
other processes (Kshemkalyani & Singhal, 2008). In most cases the resource in question
is data. QS is immune to deadlock due to the manner in which TASKs are created. QS
TASKS are comprised of a single, self-contained, element of processing. For example,
when QS is used to distribute RealPhot the TASK is to process one single image only.
This definition of TASKs alleviates any issues regarding deadlock.
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3.12 Performance Analysis
A number of tests were carried out to characterise the performance of the QS system.
The first test is detailed in (Collins, O'Driscoll & Smith, 2006) and presented in (Test
13.12.1).

3.12.1 Test 1
The first test was carried out on a cluster of 10 Siemens Scenic office computers. Each
computer contained a Pentium III 933 MHz processer with 384 MB RAM, running
Microsoft Windows XP operating system.
F=[l 4 6 4 l|;
F2= F *F,
F2n = F2 'sum(sum(F2)):

%Normalised 2D low pass filter

FilteredI = filter2(F2n.l):

%Apply filter to image 1

Edge l = edge(Filtered_l. sulu l );

%t!dge detection

L = bwlabel(Edge_I).

%Cluster binarx image

xy = regionprops( L. i cninml );

%Find centroid of each cluster

Figure 74. Matlab code used in initial performance test of QS. This simple script applies a simple pre
processing image analysis routine which is a typical step in astronomical data analysis.

The task for each node to process is outlined in Figure 74. The purpose of this script was
to both illustrate the application of the system to an image processing problem and to
benchmark the performance of the QS system. The data to be analysed is a CCD Image
containing a sparsely populated star field. The script performs a blurring step to remove
high frequency (spatial) noise; this is followed by a Sobel Edge detection step producing
a binary image. Finally the binary image is analysed to identify clusters which are
assumed to be stars.

The initial test dataset was composed of four groups, each group consisting of 100
images (for statistical sampling purposes). Each group was categorised by its image size;
256x256, 426x438, 852x876 and 1704x1752. The graduation of image size was intended
to simulate the effect of increasing task complexity. In an attempt to graduate the
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complexity as accurately as possible the increasing image sizes are mosaics of a single
image.
The process was completed a total of 10 times, each time increasing the number of
nodes utilised by one. The times were recorded for each run and used to determine a
performance metric for the system.

Figure 75 shows the clear division between the groups which can be attributed to the
increased processing time results from the larger images. Within each group it can be
observed that the addition of Nodes has the effect of reducing the processing time. This
highlights the advantage of distributing this processing task. To better determine the
effectiveness of the distributed computing system a standard performance metric was
employed. The procedure, designed to display relative improvement rates of a
distributed computing system, is known as speedup (Bevilacqua & Piccolomini, 2000).
The speedup, Sn, observed from a distributed computing system containing N Nodes is
defined as:
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=

Equation 19

Where Ti is the time to process on a single Node and Tn is the time to process on N
Nodes. This is a popular metric for distributed computing frameworks as it provides a
measure of the effectiveness of the framework while decoupling the quality of
hardware used to carry out the test. It also gives an indication of scalability of the
system with respect to performance. A plot showing the speedup for Test 1 is shown in
(Figure 76). Sublinear speedup suggests a limit to resources is reached; such as network
bandwidth or Server CPU. During testing the network monitor showed levels far below
capacity suggesting the limit to the system is in the speed of Server.

Figure 76. Speedup comparison for Test 1 of QS.

Distributed computing systems exhibiting a linear speedup characteristic have very
predictable performance improvements with the addition of Nodes. The initial
performance test of QS is presented in Figure 76.

The relationship between the

speedup and the number of nodes is greater than 1/N; a superlinear relationship.
Superlinear speedup occurs when the speedup from N computers is greater than N. In
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such instances the efficiency of the system is greater than 100% (Tuncer, 2009). This
effect is well known in distributed computing systems and can often be attributed to
effects such as: inefficiencies in the linear algorithm (for example, if the sequential
algorithm uses linear lists of data, the parallel one is faster because it uses shorter lists),
the more effective use of cache memory by distributing the workload and differing
speeds in memory (Gustafson, 1990). In the case of QS the superlinear speedup breaks
down after a certain number of Nodes is reached. The point at which superlinear
speedup breaks down is dependent on the how long each TASK takes to process. In this
example image size 256x256 the superlinear speedup finishes after 5 Nodes whereas for
image size 1704x1752 the superlinear speedup finishes after 8 Nodes.

3.12.2 Test 2
The second test of the QS system was designed to provide a more practical example of
the final mode of deployment. A distributable version of the ReolPhot data reduction
pipeline was created. The version was contained entirely in Matlab script which was
identical to the original RealPhot omitting the GUI portion and including a loader script
which acted as a parser between QS and the RealPhot functions. The second test also
utilised

more specialised

hardware than the first test. A dedicated cluster of

heterogeneous computers were utilised.
A list of the computer hardware used to create the dedicated QS cluster is presented in
Table 5 (visually presented in Figure 77). Node inter-connectivity was catered for with a
dedicated Cisco Catalyst 2950 10/100 Base-TX Ethernet switch. Each Node was fitted
with a 10/100 Base NIC (Network Interface Card), thus a faster (1000 Base) Ethernet
switch would not have improved the system.

To improve the performance of each Node a customised operating system was created
to minimise processing overhead created by unnecessary processes. A version of
Microsoft Windows XP was stripped of non-essential functionality using the "niite"
utility (Nuhagic, 2014). This step both created a situation where the unnecessary
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functions were removed, allowing a greater number of processor cycles to be dedicated
to the QS process, but also allowing the operating system to be installed on lower
processing specified hardware. This allowed for the re-purposing of decommissioned
office computers.
Node Name

CPU Type

CPU Speed

RAM

HDD

QSBOSS

Pentium IV

1.86 GHz

1 GB

40 GB

QS02

Pentium III

996 MHz

128 MB

40 GB

QS03

Pentium III

996 MHz

256 MB

7GB

QS04

Pentium III

996 MHz

256 MB

4 GB

QS05

Pentium III

797 MHz

128 MB

10 GB

QS06

Pentium III

797 MHz

128 MB

10 GB

QS07

Pentium III

930 MHz

128 MB

40 GB

QS08

Pentium III

996 MHz

192 MB

10 GB

QS09

Pentium III

996 MHz

192 MB

10 GB

QSIO

Pentium IV

3.2 GHz

256 MB

40 GB

QSll

Pentium IV

1.6 GHz

512 MB

40 GB

QS12

Pentium IV

1.8 GHz

1GB

40 GB

QS13

Pentium IV

1.8 GHz

1GB

40 GB

QS14

Pentium IV

2.4 GHz

512 MB

40 GB

QS15

Pentium IV

1.8 GHz

1GB

40 GB

QS16

Pentium IV

2.0 GHz

512 MB

20 GB

QS17

Pentium IV

1.6 GHz

512 MB

30 GB

Table 5. List of hardware specification of the Nodes which are combined to create the QS dedicated
cluster. The Server (QSBOSS) is not the computationally fastest computer; this is due to the staggered
nature in which the array was built. While this does not have an immediate impact on the performance
of the system it does limit the scalability of the system in its current configuration.
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Figure 77. The dedicated QS cluster. This heterogeneous group of computers was created from a
number of decommissioned office computers repurposed to act as a platform to facilitate high
performance computing.

The test was carried out to simulate a "real-life" processing scenario as closely as
possible. A real data set was used and processed entirely using the ReolPhot data
reduction pipeline. A different set of criteria were tested in comparison to Test 1. The
data for Test 2 was captured at Blackrock Castle Observatory using the 0.40 m telescope
with the Andor Luca EMCCD (Andor, 2014b). The source is XO-4 (RA: 07:21:33.6, DEC :
+58:16:02). In an attempt to create a ubiquitous processing task the same image was
used for all processing tasks. The number of images used in each test, however, varied.
The number of images in each test group (10, 100, 200, 300, 500, 800, 1000, 2000) was
tested while increasing the number of Nodes (1:16). Through increasing the number of
images used for each test iteration an indication of the repeatability of the system could
be obtained.
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As also seen in the Test 1, Figure 78 shows the processing time associated with each
group. The groups are defined in this case by the number of images processed. As Nodes
are added to the system the processing time decreases; this is consistent with Test 1.
The small scale variations in curve (as is particularly evident in the test group of 2000
images) are likely due to unpredictable operating system processes impacting on the QS
processing cycles.
The speedup analysis (Figure 79) for Test 2 is also consistent with Test 1. A superlinear
speedup response is observed as before. In this case the mean speedup is plotted.
The manner in which the test was planned resulted in each task representing the same
volume of work. This was primarily carried out in order to test the effect of increasing
the number of frames to be processed but it also facilitated the assessment of the
repeatability of each measurement.
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Figure 79. Speedup comparison for Test 2 of QS. In this instance, due to the fact that the image size
remains constant, the speedup is not divided into groups. By processing groups composed of varying
numbers of images one can extract statistical information with respect to the repeatability of each
measurement.

The repeatability is also displayed in Figure 79 in the form of error bars for each
measurement. The errors associated with each measurement are modest suggesting
consistent repeatability. The speedup obtained from Test 2 does differ from Test 1 as is
highlighted by the difference in slope (although it must still be noted that the
superlinear speedup does still flatten out).
In both Test 1 and Test 2 the superlinear speedup flattens out after a certain number of
Nodes is exceeded. This indicates that after the point at which speedup breaks down the
addition of Nodes brings no further processing benefit to the system. The breakdown in
speedup can be explained by considering the frequency of TASK requests made to the
server. As Nodes are added to the system the frequency of TASK request will increase.
At a critical number of Nodes the frequency of TASK request becomes higher than the
Server is unable to efficiently service and thus will be saturated with requests.
The frequency of TASK request is a product of the number of Nodes and the processing
complexity. Thus increasing the processing complexity decreases the TASK frequency
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and allows a greater number of Nodes to be added before a breakdown in superlinear
speedup is observed. This is consistent with what is observed in Figure 76 and Figure 79.

3.13 Future Work
There are a number of areas where QS can be developed into the future. The simplest
way to improve OS's processing times is to improve Node hardware. The addition of
extra Nodes has been shown to have an effective but limited result. As previously
discussed, the breakdown in superlinear speedup limits the number of Nodes on a
system. One concept which may aid in the performance of the system is the
decentralisation of servers (Figure 80).

The saturation of a single server is considered to cause the fall off in speedup of the
current QS system. Through adding an extra layer of servers the effect of this limitation
will be reduced. Through the creation of a single Upper server and a number of Lower
servers (each of which has a set subscription of clients) the effect of TASK request
saturation may be circumvented. A dynamic system would be able to analyse the JOB
and optimise the number of clients for each Lower server.
The concept does, however, add an extra level of system complexity which may impede
the gains from the new structure.
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Figure 80. The decentralisation of servers for the QS system. One drawback of the current QS system is
the saturation of server request due to a number of Nodes requesting TASKS. Through splitting the
network into a number of sub-networks the load on a single server can be split across a number of
servers thus improving system performance._______________________________________________________

The area of high performance computing may also move away from distributed
computing systems and move towards multiple core processing models. A trend has
emerged in data processing which utilises the processing of graphical processing units
(GPU) on high-end graphics cards (Hassan, Fluke & Barnes, 2010). GPU manufacturer,
NVIDIA, have released toolboxes to interface to their graphics cards through a toolbox
known as CUDA (NVIDIA, 2014). Modern graphics card hardware have impressive
specifications (Table 6) and the ability to utilise such resources for the purpose of data
processing represents an alternative approach to traditional CPU processing.

# Cores

480

Graphics Clock (MHz)

700

Processor Clock (MHz)

1401

Memory (MB)

1536

Table 6. Key hardware specifications for the NVIDIA GeForce GTX 480. The processor speeds and
memory (equivalent to PC RAM) are consistent with last generation PC specifications.
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There are a number of advantages to using a GPU model for processing. GPUs utilise a
number of cores which allow for parallel processing. GPUs are dedicated to the
processing job without the distractions associated with a computer operating system.
A test was performed to test the feasibility of using GPU processing for the purpose of
an astronomical DRP. A toolbox was employed which allowed Matlab scripts access to
the CUDA toolbox (AccelerEyes, 2014). The test scripts are presented in Figure 81.
1
1
1

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%

%%Stardard Test
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%

count = 1;
for(curr num iter = 100:100:1000)
[
for(curr test = 1:20)
inim = single(fitsread ('00001.fit'));
tic
[xs ys] = size(inim);
curr im = zeros(xs,ys);
for(inc = l:curr num iter)
curr im = curr im .* inim;
end
tirael(curr test,count) = toe;
end
count=count+l
end
1

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%
%%GPU Test
;
%%%%%%%%%%%%%!%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%

count = 1;
for(curr num iter = 100:100:1000)
for(curr test = 1:20)
g inim = gsingle(fitsread ('00001.fit')) ;
tic
[g xs g ys] = size(g inim);
g curr im = gzeros(g xs,g ys);
foi(inc = gsingle(1:curr num iter))
g curr im = q curr im . * q inim;
end
time2(curr test,count) = toe;
end
time_jump(count) = curr num iter;
count“Count+l
end

Figure 81. Test scripts for GPU processing test.

The script simply inputs a frame and co-adds that frame to itself. To simulate an
increase in processing complexity the co-addition was repeated a number of times. The
number of iterations was increased for each test. Each test was completed 20 times for
good statistical sampling. The script itself is not complex; however, it is useful in testing
the viability of utilising a GPU for data processing. The timing included the co-addition
processing aspect of the process only. The tests were completed on a Dell XPS 720
running an Intel Core 2 Quad-Core Q6600 processor (2.4 GHz) with 2 GB RAM. The
graphics card was a NVIDIA GeForce 8600 GTS.

The results are presented in Figure 82. The GPU processing times are significantly lower
than equivalent CPU times. This is highlighted in Figure 83 as the difference in factors
between the CPU time and GPU time are plotted. The repeatability of the processing
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method is also tested in Figure 84. The standard deviation shows that the GPU was
significantly more repeatable than the CPU. This is expected as the CPU is servicing the
operating system as well as the processing job; the GPU is dedicated to the processing
job.
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Figure 82. The timing results from the GPU performance test. This plot shows the increase in processing
times for both CPU and GPU as the number of iterations of processing test are increased.
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Figure 83. The factor of reduction in processing time between CPU processing and GPU processing.
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Figure 84. The standard deviation of each test. This is an indication of the relative repeatability of
each test.

This process is completed on a single GPU core only. The potential of utilising parallel
core processing is one which merits further investigation. While the results are
encouraging it must be considered that the processing was elementary when compared
to the kind of processing expected by the GPU. Other processes may provide the same
enhancements. Currently the Matlab CUDA interface lacks the level of functionality
necessary for full implementation of the DRP, however, the continued development of
GPU based processing represents significant potential. Also noteworthy Is the possibility
of harnessing multiple graphics cards on a single machine. While the technology may
not have matured at this current date the potential in the future to utilise a small
footprint, low cost, high performance computing system is significant.

3.14 Conclusion
A new distributed computing system Quick-Silver has been presented. QS utilises a
simplistic model in an attempt to maximise the processing benefits of distributed
processing. The performance tests of QS show a superlinear relationship between the
speedup and the number of Nodes participation in the process. The superlinear

137

Conclusion 3.14

speedup, however, breaks down at a point based on the complexity of the processing
TASK and the number of Nodes. The breakdown in speedup renders the performance of
the system unpredictable.
Aside from the characterisation issues QS is a useful tool in enabling a more efficient
method for photometric data reduction.

Distributed computing provides a tool for harnessing the collective processing power
from a group of network connected computers. This is just one methodology for
enhancing the processing ability of a system. The recent trend towards cloud computing
(using infrastructure such as Amazon Elastic Cloud (Amazon, 2014)) seems less suited to
our particular processing application. The granularity of the problem coupled with the
local external bandwidth inhibits the effectiveness for processing photometric images.
The ultimate goal of any photometric reduction and analysis suite should be to process
data as it is being acquired. The bandwidth available at observatories (often located at
remote locations) further inhibits the effectiveness of cloud processing schemes,
however, local cloud processing schemes may perform better.

GPU processing is shown to provide an effective option. In particular the potential for a
small footprint parallel computing system which could be located close to the data
acquisition system is an attractive feature and will be further investigated in the future.

The examples given in this chapter were performed in now outdated hardware. This was
the only hardware at hand to perform the test. The performance metrics, however,
should be scalable with better hardware (including faster CPU's and faster networking
hardware).
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4.1

Introduction

The photometric process requires a number of steps which take the raw data from the
telescope through to the production of the final light curve. The photometric process
can be subdivided into three distinct sections: (i) Acquisition (ii) Extraction and (iii)
Analysis. The acquisition segment and the extraction stages have previously been
discussed (Chapter 2). This chapter discusses the analysis of photometric data.

The emergence of technology such as Electron Multiplier Charge Couple Device
(EMCCD) technology (Giltinan, Loughnan, Collins, et al., 2011) along with recent
advances in sCMOS technology (Scientific-CMOS) (Qiu, Mao, Lu, et oL, 2013) has
facilitated high time resolution imaging necessary for studying rapid variations in
transient phenomena. Such technology is now becoming commonplace in many
observatories. While high time resolution imaging is necessary to correctly sample the
varying phenomena a problem is created with respect to processing the volumes of data
generated by the process. Real Phot and QuicIcSilver were developed as new data
reduction tools with the aim of addressing this issue. Large volumes of data also present
a unique opportunity. In many instances the sample rates achievable from an
instrument exceeds the time resolution required for measuring the transient source. In
such cases redundant information (which is used for error estimation) is captured which
can be used for empirical error estimations.
LuckyPhot is a photometric analysis tool which utilises high temporal sampling to reduce
the effect that turbulent atmospheric conditions have on photometric measurements
irrespective of the duration of the astrophysical phenomena. Through a frame selection
process which selects frames which have been captured under similar atmospheric
conditions, photometric scatter introduced by the atmosphere can be significantly
reduced. The name is derived from Lucky Photometry and is based on Lucky Imaging, a
popular imaging technique which improves images through reducing the effect of the
atmosphere through frame selection.
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4.2

Standard Photometric Analysis

There are two forms of photometry - absolute photometry and differential photometry.
Absolute photometry aims to extract true flux estimations of objects while differential
photometry is used to extract the difference in flux between a target object and a
number of comparison targets. In practice both techniques are differential with absolute
photometry utilising standard calibration stars to correct for variations caused by
instrumental and atmospheric effects. Standard calibration stars may be located within
the same field however often a telescope slew is required to measure a calibration star
at regular intervals. Transformations are required to transfer measurements to a
standard system. Uncertainties introduced by transformations can be significant (Da
Costa, 1992) and differential photometry is considered the most effective technique for
achieving high precision relative photometry (Young, Genet, Boyd, etal., 1991).
Ensemble photometry involves the use of a number of reference stars (Fernandez
Fernandez, Chou, Pan, et ai, 2012) and is considered the best method for obtaining high
precision differential photometric measurements (Howell, 2006).

In its most simplistic form, differential photometry is the difference in brightness
between a target object and an ensemble of reference stars.

tn Dijf

—

arg et

^ Re /

Equation 20

where moiff is the differential magnitude, mjarget is the magnitude of the target object
and

is the mean magnitude of the reference stars.

In practice, however, achieving high precision differential photometry is a more detailed
process.

In

particular,

the

error calculations

define the

significance

of each

measurement. A robust technique is described by (Everett & Howell, 2001). The
extracted

magnitudes must be processed to create a time series differential
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representation. The uncertainty in a single magnitude measurement, <7*, is calculated
from:

CT*= 1.0857

N.xg
Equation 21

where

(which is affected by the atmosphere from frame in an incoherent manner) is

the number of counts from the star aperture (ADU), g is the gain of the CCD (e /ADU),
is the number of pixels in the sky aperture,
counts,

is the number of sky background

^ is the number of counts from the sky background annulus (ADU), R is the

RMS read noise of the CCD (e ).

Each magnitude estimation is corrected using the mean of the ensemble stars
magnitudes (m,).
1

f^ = f^ohs-

M

Mt;
Equation 22

where

is the instrumental magnitude of each individual star and M is number of

frames. The error of each ensemble star, N, is corrected using the uncertainty on the
ensemble.

I/=1 1 J_y
N

Equation 23

Stars which are most affected by the atmosphere will contribute most to the Ogns/
making a greater scatter in the data. The uncertainty for each data point on the final
light curve is calculated from
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(7 = yla!+al
Equation 24

The ability to capture a number of reference stars simultaneously is one of the key
rationales behind the widespread use of CCDs in photometry. A large number of well
sampled ensemble stars allows for high quality photometry to be performed; allowing
for greater confidence in ensemble non-variability. This leads to a greater confidence of
differential variability. A large number of reference stars also facilitates the possibility of
discarding

certain

reference

stars

due

to

inherent

variability

or

chromatic

inhomogeneities (in comparison to the other stars in the ensemble).

4.3

The QVAR (Quasar Variability) Technique

QVAR is a tool which was developed by the EMSSG (Environmental Monitoring and
Space Science Group) in Cork Institute of Technology (Smith, Coates, Giltinan, et o/.,
2004). QVAR was developed with the key design goal of improving differential
photometry techniques for the study of quasar variability. QVAR's main focus was high
time resolution photometry on data acquired using EMCCD imagers. The volumes of
data produced with such instrumentation facilitated a different analysis paradigm and
required the development of a new differential photometry analysis application.
QVAR was developed within the IDL programming environment (ITT Visual Information
Solutions, 2014). QVAR is an application which uses a number of statistical routines to
perform differential photometry analysis on reduced photometric data via a command
line interface. The layout of routines to be performed by QVAR are presented in Figure
85.
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Figure 85. QVAR routine layout.

4.3.1

Input Data

The input data is the result of the data reduction pipeline RealPhot discussed in (Section
2.9). RealPhots task is to take raw image files and reduce the data into a form which is
appropriate for in-depth analysis.

4.3.2

Select Aperture Size

RealPhots reduced data set includes a range of aperture sizes. This represents a choice
for the user to select the most appropriate aperture size for a star. The correct choice of
aperture size is an important factor in performing good aperture photometry. Apertures
which are too small will omit a fraction of the light from the object; apertures which are
too large add background noise counts from the background to the signal. CiVAR
provides growth curves to guide the user to select the best aperture size to use (Figure

86).
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QVAR requires a single aperture size to be chosen which will be applied to all stars and
across all frames. This is a standard approach.

4.3.3

Select Reference Stars

The ensemble of reference stars used for the differential photometry process is also an
important selection choice. QVAR allows for the rejection of reference stars from the
process. There are a number of reasons why a reference star or a number of reference
stars

may

be

discarded

from

the

analysis

process;

these

include

chromatic

inhomogenities between reference stars caused by incoherent atmospheric effects
which are not corrected for by the differential calculation. The same effect Is present
between the reference stars and the target source; in some such cases this is
unavoidable. This effect is rarely addressed in the literature, however, is the subject of
research currently being conducted to identify optimum comparison targets in a star
field (Creaner, Hickey, Nolan, et al., 2010).

143

The QVAR (Quasar Variability) Technique 4.3

Other effects such as inherent reference variability or non-linear data capture (including
saturation of the central regions of the PSF) may also lead to reference star rejection.

4.3.4

Linear Fit Background and Remove

Background subtraction is a useful tool for photometric data correction. By subtracting
an estimate of the sky background the remaining flux measurement should contain
counts from the object only. Utilising a linear fitting routine for background subtraction
is an appropriate approach to suppress minor variations. A flow diagram for the process
is presented in Figure 87.

Loop for each

Figure 87. A flow diagram describing the background subtraction process.

The differential flux between each annulus size and the following annulus size (e.g.
annulus size 20 and 21) is calculated. Each annulus pair is then subjected to a 2o clipping
process to remove anomalously large variations. The differential flux values are then
used in a linear fitting routine. The results of the linear fitting routine are used to correct
the flux. This process is performed for each object in each data frame.
The success of the background removal process is largely dependent on the quality of
the data reduction process. Contribution from other stars or the inclusion of a cosmic
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ray artifacts within the aperture can cause errors in the calculation. Best results are
achieved when uncrowded fields are chosen for high precision aperture photometry
with a pre-processing routine to identify cosmic ray events. A PSF fitting approach may
be more successful for crowded field photometry.

4.3.5

Extract Aperture Data

The extraction of the aperture data is a task which involves selecting the data according
to the users' selection of aperture size. This is defined in the aperture selection routine
(4.3.2 Select Aperture Size). The RealPhot data reduction process creates a number of
flux measurements for a range of aperture sizes. This allows post pipeline analysis to
select the most appropriate aperture size. This aperture is used for all objects and for all
frames.

4.3.6

Bin Data & Calculate Error

Data binning is a technique for grouping data (flux) by set intervals which can then be
represented by single values (Figure 88). Typically a large data set will be binned at a set
time interval; each data bin will then be represented by the mean and standard
deviation of the data within. This technique provides greater clarity of trends which may
be contained within the raw data. A useful product of the binning process is the ability
to calculate the empirical error of the data within based on the scatter of the data. Due
to the statistical nature of the error calculation a reasonable number of frames are
required for each data bin to ensure a statistically significant sample for reliable error
calculation.

This method of calculating a differential magnitude value and associated error is not a
commonly used method. The technique requires a large amount of data values to
operate which can be facilitated through the use of EMCCD technology. A different

145

The QVAR (Quasar Variability) Technique 4.3

observational paradigm is used where high-time resolution data is captured, regardless
of the temporal sampling required to measure the transient phenomena.

(iVAR does not reject single frames from a data set; erroneous values are averaged in
the data bin. There is a facility to remove an entire data bin.
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Figure 88. Data binning. The data binning process allows for greater clarity of trends within a large
amount of data as well as allowing for the opportunity to empirically estimate errors on each
measurement.

QVAR uses fixed time intervals to group the data and also uses the binning technique to
calculate errors on each bin empirically.
4.3.7

Create Master Ensemble

The differential photometry technique relies on measuring the difference between a
target object and a reference object. The ensemble differential photometry technique
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Utilises a number of reference objects to minimise the effects of variations between the
reference objects. This also facilitates the possibility of discarding reference stars; in
such cases access to a number of reference stars allows for greater flexibility. A mean
reference star is created for the purpose of comparison.

The first processing step concentrates on each individual reference star. A reference
star's binned data is used to calculate a weighted mean (weighted based on the error of
each measurement) for the entire data set. This weighted mean is subtracted from the
binned data in order to normalise (center) the data (rcen). The process is repeated for
each reference star.

The second processing step involves creating the master reference object through
calculating the weighted mean of each individual data bin. A graphical representation of
the process is presented in Figure 89. Errors are calculated by combining the original
errors in quadrature with the error on the mean.
A measurement of the linearity of the final data is also calculated in the form of a
reduced

goodness of fit to a straight line. This provides a measurement of how flat

the data is.
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4.3.8

Normalise Target

The calculation of a normalised target is similar to the initial normalising step in the
creation of a combined ensemble star. The process computes the weighted mean of the
object across all bins. This weighted mean is subtracted from each data bin in order to
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normalise (center) the data. The reduced

is also calculated; this provides a measure of

the stability of the raw data.

4.3.9

Differential Calculation

The final differential calculation is a simple subtraction of the combined ensemble star
value from the normalised target value. Errors are calculated by combining the original
errors in quadrature. The reduced

is also calculated as a measure of data stability. The

differential calculation is the final result representing the differential brightness
between the target object and an ensemble of reference objects in the form of a final
light curve.

4.3.10 Compare Ensemble Stars
As a means of analysing the quality of reference stars used in the differential
photometry process each reference star is submitted to a test. The comparison of
ensemble stars routine is similar to the differential calculation process except that the
normalised target is replaced by a reference star. Each reference star Is compared to the
weighted mean of the remaining reference stars.
The output of the process is a set of distributions which demonstrate the structural
difference between each reference star. Ideally each reference star will be structurally
flat when compared to the other reference stars; in practice however this is often found
to be untrue. A reduced x^ test is performed on each comparison to give a single
numeric evaluation of the stability of the data. Reference stars with a reduced x^ test
result of greater than 1.5 are rejected. A reduced x^ of 1 indicates a good fit. A large
reduced x^ (> 10) indicates a bad fit while a very small reduced x^ (< 0.1) indicates that
the errors have been over estimated. While a reduced x^ = 1 is ideal, often real data
does not follow a simple function. As a compromise a threshold of 1.5 is used as a
minimum quality filter.

149

The QVAR (Quasar Variability) Technique 4.3

This process is useful in the rejection of unsuitable reference stars however the process
may take a number of iterations to comprise a wholly suitable ensemble of reference
stars. Reference star rejection is a common practice (Broeg, Fernandez & Neuhauser,
2005). Reference stars are generally rejected based on their colour variations with
respect to the rest of the ensemble. This is manifested through unsuitable large reduced
X^test results which allows unsuitable reference star to be identified.

4.3.11 Cosmic Ray Detection
Cosmic rays have previously been introduced in Section 2.6. The impact of cosmic ray
events can be significant on photometric measurements. Identifying stand-alone cosmic
rays is a non-complex task, however, when a cosmic ray hit is coincident with a target
decoupling the two is difficult.
A procedure discussed by (Everett & Howell, 2001) involves the analysis of the post
extracted data cosmic ray hits can be identified and provides the basis for full frame
rejection.
This is method employed by OVAR. The rationale for this system is based on EMCCD
technology - which the photometric system is built around. Larger data rates alter the
significance of single data frames. Use of a data binning technique reduces the impact of
a single frame.
Larger data volumes also lower the impact of rejecting individual frames. Cosmic ray
events can be handled during the final analysis (Everett & Howell, 2001). Cosmic rays
counts cannot be distinguished from target counts. This results in anomalously high
counts in individual frames. The cosmic rejection methodology involves looking at the
standard deviation of the magnitude of each target across the entire light curve. A data
point that is 3.5 times the standard deviation is rejected. The only exception is where
deviant data points are consecutive in time.
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4.4

OVAR (Optical Variability)

OVAR is a Matlab implementation of the QVAR routine. The transfer of routines was
performed to take advantage of some key benefits which Matlab offers (most notably
the rapid prototyping and high level of functionality) to facilitate the further
development of the QVAR methodology into the future. The development of OVAR is
also seen as the first step towards the automation of the analysis process. An immediate
consequence of the development of OVAR has been the inclusion of an optimum
aperture selection routine to address the issue of changes in the PSF of the stars and the
target.

4.4.1

Optimum Aperture (OA) Sizes

The use of an appropriate aperture size during the extraction of flux counts from an
image is an important choice as previously discussed. Apertures which are too small will
discard light from the star; apertures which are too large will include background counts
which add unwanted variations to the measurement. In order to extract estimates of
the flux from a star as accurately as possible optimised aperture sizes are required.

The rationale behind the deployment of OA selection is developed from a closer
consideration of the aperture extraction technique;
(i) It cannot be assumed that all stars within a frame have the same width PSF. This
is due to the variations in brightness between sources/
(ii) It cannot be assumed that each stars' PSF will not change between frames.
(iii) It cannot be assumed that the ratio of PSF widths will remain constant between
frames.

Variations in atmospheric seeing are the most likely cause of variations in the PSF of a
star (Howell, Everett, Tonry, et al., 2003). This coupled with inhomogeneous brightness
levels across a field suggest that different aperture sizes should be considered.
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Effectively fainter stars get "lost" in the sky noise at smaller apertures compared to
brighter stars.
The OA selection technique deployed in OVAR is modified from a technique discussed by
(Deeg & Doyle, 2001). The technique utilises the S/N ratio of each aperture size to
determine the correct aperture radius. The technique searches through iterations of
aperture sizes to find the zero-crossing in the derivative of the S/N (Figure 90). This
point represents a good estimation of where the star counts dominate and the
beginning of where background counts dominate.
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Figure 90. The OA selection technique. The OA for a given distribution is given by the zero-crossing
point of the derivative of the S/N.

The technique outlined by (Deeg & Doyle, 2001) initially identifies the optimum
aperture for each star within a frame. For each subsequent frame the optimum aperture
is calculated for a single star and each other star aperture is scaled accordingly. In this

152

LuckyPhot (Lucky Photometry) 4.5

way the ratio between aperture sizes is maintained with the assumption that the
atmospheric effects varying seeing is equally applied throughout the frame. The OA
technique implemented in OVAR makes no such assumption and the optimum aperture
size is calculated for each star within each frame, for all frames.

A test was performed to determine the effectiveness of the technique (Table 7). This
provides an indication of the potential performance enhancements from using the OA
technique.

Table 7. OA performance tests. Where £ is the mean percentage reduction in reference star RMS
scatter through the use of OA.

The test was performed using real data sets from an observing session at Calar Alto
Observatory, Almeria, Spain, (at 2168 m altitude) in 2003. The root mean square of the
reference stars was used as a metric of photometric variations. The results show the
technique can significantly reduce the scatter in reference star values. The variations in
the effectiveness of OA on different data sets may be as a result of the quality of the
seeing conditions at that time.
The development of OVAR has provided a platform for the development of a new
photometric analysis technique - LuckyPhot.

4.5

LuckyPhot (Lucky Photometry)

The ultimate limitation to any photometric measurement is governed by photon
statistics, however, such levels of precision are rarely seen outside of laboratory
conditions (Everett & Howell, 2001). This suggests that the level of photometric
precision achievable from ground based observations is largely limited by the
atmosphere.
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There are a number of points to be considered when attempting to reduce the effect
the atmosphere has on photometry:
■

The optimum solution to the problem is to remove the atmosphere entirely
through space based telescopes. However the cost associated with such a
solution renders it an unrealistic option.

■

Correct observatory site choice can dramatically reduce the effect the
atmosphere has on photometry. The best sites are, however, limited and difficult
to access. Also securing observing time on the biggest telescope for photometric
studies is difficult considering the time requirements for many photometric
studies.

■

Adaptive optics (AO) systems have been used in astronomy for many years
(Tyson, 2010). AO systems measure distortions in a wavefront and compensate
for these through deforming a mirror. Such systems are excellent for improving
image quality. However, (Roberts, Turner, Bradford, et a!., 2005) suggest that for
photometric observations, AO can, in fact, add variations to measurements.
More recently there have been a number of attempts to improve photometric
measurements for AO systems. A number of algorithms tested by (Gladysz, Galle,
Christou, et ol., 2010) which can be used in conjunction with AO allow
photometric measurements to be made on fields which would traditionally have
been very difficult to work with. AO can also be used for photometric
measurement of faint comparison stars (Burke, Gladysz, Roberts, et al., 2009).
The costs associated with AO systems have seen its deployment in only a
minority of observatories. AO also requires a sufficiently bright target star or a
laser guide star to detect the deformation of the wavefront (which determines
how the mirror is deformed to compensate). Reliance on bright target stars limit
the fields which can observed whereas laser guide stars can be prohibitively
expensive.

■

The level of atmospheric turbulence varies from night to night. While every
effort is made to acquire the best data possible during periods of low turbulence.
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ultimately observation time on large telescopes is short and data vyill be acquired
regardless of atmospheric conditions.

LuckyPhot is a new technique which can improve differential photometric precision by
reducing the effect of varying atmospheric conditions through data selection.
4.5.1

Concept

The main concept behind LuckyPhot is that by selecting the frames from a data set the
photometric precision can be improved. The LuckyPhot technique has similarities to the
lucky Imaging technique (Law, Mackay & Baldwin, 2006) in that through selection of
frames the final result will be improved. LuckyPhot differs from lucky imaging in that
LuckyPhot is designed for time series analysis where it is necessary to maintain good
temporal sampling. Also in principle the quality of the PSF (its sharpness) is not used in
the frame selection criteria of LuckyPhot.
Lucky imaging selects the frames which have been least effected by the atmosphere.
LuckyPhot selects frames which are affected by the most similar atmosphere, not
necessarily the least turbulent atmosphere (although this is most likely to be during the
most stable conditions). Through selecting the most photometrically similar frames the
effect the varying atmosphere has on the photometry is ubiquitous throughout all
selected frames. Thus, differentially, the varying atmosphere has a significantly reduced
effect on the scatter in the data.

Underlying the technique is the assumption that the reference stars used are inherently
non-variable over the timescales of the observation. This assumption provides a basis
for decoupling variability inherent to the target from external sources of noise.
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4.5.2

Implementation

LuckyPhot requires that the most photometrically similar frames are selected. The
technique is implemented in conjunction with the OVAR function and aims to maximise
the precision achievable from a given data set.
As a measure of the photometric state of a frame only the reference stars may be used;
the target object must be assumed to be potentially intrinsically variable, a variability
which cannot be decoupled from variability caused by the atmosphere. To create a
metric of the atmospheric conditions for a given frame the ratio of the extracted fluxes
is calculated for each reference star in a frame to every other reference star within that
frame. This creates a pattern (array of ratios) which numerically describes the state of
the atmosphere in that specific frame. The use of ratios is consistent with the
differential photometry technique; phenomena which affect each object universally are
differentially not significant. Effects such as coherent levels of sky transparency is
differentially cancelled out. Incoherent variations are the cause of noise. The LuckyPhot
process concept is described in Figure 91.
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Optimum
Aperture

F{refl\,F{ref2\,F{ref3.)^

The flux (F) from each
reference star (ref) is extracted
from each frame (n) using the
Optimum Aperture Technique.
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The ratio of the flux of each
reference star to every other
reference star within a frame is
calculated. This creates a
pattern (Patt) which describes
the photometric atmospheric
properties for that given frame.
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A selection process:
(1.) Determines the most
common Patt
(2.) Use the the most common
Patt as a rejection aiteria

Selection
Process

The selected frames are used
to calculate the final differential
magnitude lightcurve

Figure 91. Outline for the LuckyPhot technique. The technique uses the ratio of reference star fluxes as
a measure of the current atmospheric conditions affecting the photometry.

Once the ratio pattern has been calculated for each frame a selection process is
required to select which frames are most common photometrically. The temporal
sampling is maintained as whole data bins are never rejected. The selection process is
described in Figure 92.
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ratio calculations (where n = number
of reference stars and k = 2) which
make up the pattern.
By using a o rejection scheme on
each ratio calculation across all
frames the most common value is
found - for that given ratio (The
sigma limits are identified by the
horizontal dashed lines)
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Frame selection is determined by
successive sigma selection in all ratio
calculations.
For example (a.) highlights a frame in
which all 3 ratio calculations fall
within their respective o limits. This
frame would then be selected for the
final differential magnitude
calculation.
(b.) highlights a case where 2 ratio
calculations fall within their respective
o limits but one (R2/R3) does not.
Hence this particular frame would be
rejected

Figure 92. LuckyPhot selection process. A a rejection scheme is used to find and select the most
common set of ratio values from the data. The selection process may be iterated a number of times
with diminished improvements.

The selection process (i) finds the most common pattern and (ii) uses the most common
pattern as a discriminator to reject frames from the process. Due to the nature of the
atmosphere a "fuzzy" similarity test is used as a single "most common pattern" may not
exist (or may exist with a very limited number of positive matches). A o rejection
scheme is employed to achieve this (Figure 92). By carrying out o rejection on each ratio
calculation (each element of the pattern) across all frames the most common value is
determined, for each ratio calculation. For the purpose of frame selection a pass/fail
system is implemented. For a frame to be selected all of the frames ratio combinations
(each element of that frames pattern) must be selected through its own o rejection
process. If any ratio combination does not lie within its own o limits then the entire
frame is rejected. In this way the most common pattern is determined and the data
frame selection is made.
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The use of the o rejection scheme is effective; it facilitates the varying of the level of
rejection and allows for the possibility of an optimised rejection which will minimise
errors for a given data set. A trade-off exists regarding the number of points within a bln
and the coherence of the values of the points with respect to the uncertainty
calculation. Through experimentation it was found that the use of a single o across an
entire data set value was not an efficient methodology. Thus a scheme was developed
which selects an optimum a value for each data bin. By processing the entire data set
with a range of o values and saving the resultant error value for each bin a distribution is
created (Figure 93). The o value which corresponds to the minimum error is the
optimum rejection level for that specific bin.
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Figure 93. A distribution of the error calculated within a bin as the o rejection value is increased. The o
value which corresponds to the lowest error is determined as the optimum rejection level.____________

4.5.3

Analysis of Technique

To test the performance of the technique a number of tests were performed on data
collected at Calar Alto Observatory, Almeria, Spain in 2003. Four different sources were
used for the analysis.
A good indicator as to the performance of the technique is given by the RMS (Root
Mean Square) scatter of the differential reference star values. The LuckyPhot technique
reduces the scatter in reference stars. A series of test were performed to examine
typical results which could be expected from the technique (Table 8).
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Table 8. RMS scatter analysis of LuckyPhot technique. Where € is the mean percentage reduction in
RMS scatter due to OA technique, and ^ is the mean percentage reduction in RMS scatter due to OA
and the LuckyPhot technique.

The improvement seen from the LuckyPhot varies between data sets depending on the
severity of the atmospheric variations. The improvement also varies between the OA
technique and the LuckyPhot technique. It may be considered that OA attempts to
correct for seeing variations (where the PSF is distorted without the loss of photons)
whereas LuckyPhot attempts to correct for scintillation variations (loss of flux). It is
important to the photometric process as a whole that both techniques are used.

The LuckyPhot technique optimises the photometric precision for each data bin of a
specific data set. Rejection on a bin by bin basis ensures temporal fidelity is maintained.
This rejection method also allows for focused rejection to take place. Evidence of the
focused rejection is presented in Figure 94 and Figure 95.
The optimum a values for each bin are seen to vary significantly in Figure 94. This is also
reflected in the number of data points within each bin (Figure 95).
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The ultimate success of the technique can be defined by the end effect on error of the
final light curve. The results from a test where the LuckyPhot technique was applied to a
data set are presented in Figure 96 and Figure 97.
The data was taken from an observing session in September 2003 using the 2.2m
telescope at Calar Alto Observatory. The data was captured using an Andor iXon camera
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Utilising a back illuminated CCD97 512 x 512 EMCCD. The source is BL Lac 55 0716+714
(RA: 07h 21m 53.4s DEC: +71d 20m 36s).
Final Differential Lightcurve
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Figure 96. The original light curve and the light curve following the Lucky/’/lot technique.

Figure 96 shows the differential light curve using the entire data set and using the
LuckyPhot technique. The original light curve is computed using a fixed aperture size
and the LuckyPhot light curve is computed using OA.
The general trend of the light curve remains however the errors in each bin are
significantly reduced. This is highlighted in Figure 97.
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Figure 97. The errors from the original light curve and the LuckyPhot light curve (Figure 96). This plot
shows, with greater clarity, the effect of the LuckyPhot technique.
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These results also highlight the focused nature of the technique with a higher level of
error minimisation being observed in some data bins. The reduction in error improves
the photometric precision achievable for a given data set. This data set is further
discussed in Chapter 5.

4.6

Discussion

The use of LuckyPhot has obvious benefits to high precision photometry. The reduction
in error allows for higher precision photometry to be carried out from terrestrial based
observatories creating possibilities for utilising existing sites to far greater effect.

All LuckyPhot calculations are based on comparison stars as it is assumed that the target
may be inherently variable. For this reason a larger reduction in comparison star
variability than reduction in final light curve is often observed.

The LuckyPhot technique selects frames which are most photometrically similar
however

the

technique

cannot

distinguish

between

atmospheric

effects

and

instrumental effects. An interesting additional benefit to using the LuckyPhot technique
is that non-linear data will also be rejected, assuming that the number of non-linear
frames are a minority. Often situations can arise during observations where one or more
reference stars must be sampled close to the non-linear region of the CCD imager.
Variations in sky transparency levels can push star flux counts into the non-linear region
of the imager. LuckyPhot will naturally detect these changes as incoherent variation in
star brightness ratios.

There are a number of caveats associated with LuckyPhot which must be considered.
The technique requires high time resolution sampling and volumes of data which will
increase the probability of finding sufficiently "similar" atmospheric conditions. This
requirement renders conventional CCDs too inefficient for the technique. EMCCDs high
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frame rates are ideally suited to the technique. The frequency of acquisition may have
implications relating to the brightness of sources and telescope aperture size as a
requirement for sufficient flux. Another issue is that the technique does not account for
longer term variations such as airmass.
The LuckyPhot technique does provide some rationale for a different observing
paradigm. Much of the discussion in this chapter refers to very fast transient objects,
however, slower varying phenomena also require high precision photometry. The
successful analysis of transiting extrasolar planets, for example, is dependent on the
photometric precision with the level of precision required dependent on the size of the
occulting planet and the stellar classification of the host star (Howell, Everett, Esquerdo,
et a!.,

1999).

High time

resolution

will

improve the precision

of the transit

measurements and aid in model fitting procedures which may be used in the detection
of multiple planet systems (Poddany, Brat & Pejcha, 2010). While planetary transits are
events which can take place over a number of hours high precision analysis of the transit
ingress and egress can yield important information.
Techniques such as LuckyPhot suggest that high time resolution data sampling should be
the mode of operation even when studying slowly varying phenomena. Higher time
resolution data allows a technique such as LuckyPhot to reduce the effect of the
atmosphere on the data. Also, if required, longer integration time data can be replicated
through image co-adding.

4.7

Future Development

In its current state LuckyPhots' selection process is on a bin-by-bin basis where a single o
is used for the entire bin. Grouping of data points by fixed time sections is convenient
however this grouping may not be optimal. Further analysis in this area may yield
greater results.
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Another area of possible development may lie with the choice of reference stars for
differential analysis. Currently the LuckyPhot technique relies on pre-selection by the
user. The selection process employed by the LuckyPhot technique requires that for a
frame to be selected all reference stars within that frame must be selected through its o
scheme. In this way the least coherent reference star will dominate the process. An
analysis of which ensemble stars would yield the best results would prove a sensible
approach. There may exist a trade-off between the number of reference stars used in
the analysis and the quality of each reference star.

The future of high precision ground based photometry may rely on techniques such as
LuckyPhot coupled with newer imaging technology. It has previously been determined
that atmospheric variations occur on timescales of =:10ms. Newer imaging devices such
as sCMOS (scientific Complementary Metal Oxide Semiconductor) (Andor, 2014c) have
the potential to sample at a sufficient frequency whereby the atmosphere is effectively
frozen; these volumes of data could allow a technique such as LuckyPhot to significantly
reduce the atmospheric effect. The success of such a system is dependent on the
evolution of the technology however the possibilities presented by such a scheme could
have a significant impact on future scientific studies.
The limit to what is achievable from LuckyPhot is dependent on the quality of data
which is captured. Baseline variations inherent in the data cannot be removed using this
technique; however data captured at an excellent photometric site has the potential to
reach the scintillation limit.

4.8

Conclusion

The LuckyPhot technique utilises the combination of a number of techniques to form
the end-point of the photometric data reduction pipeline. The technique Is built on the
foundations of QVAR and aims to maximise the potential of high time resolution
imagers such as EMCCDs. Through a combination of OA and an optimum frame
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selection routine (LuckyPhot) the error on a photometric data set is significantly
reduced. Future developments of the technique will yield further gains for ground based
photometric

measurements.

Tests

indicate

the

technique

provides

performance enhancements through the selection of appropriate frames.
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5.1

Introduction

Each element of the project described in this thesis combines to form a photometric
analysis suite (which is also part of a larger photometric eco system including a robotic
telescope system, a dual channel imager and a data management system). The suite
takes the raw image data directly from the acquisition system and produces a final light
curve.
The elements of the suite described in this thesis include RealPhot - a data reduction
pipeline, QuickiSilver - a distributed computing system and LuckyPhot - a selective
photometric analysis technique. This chapter describes the application

of the

photometric system to determine the photometric performance of the system. While
the processing times of the data reduction process are reduced through the use of
QuickiSilver it has no impact on the photometric quality obtained from the suite. The
focus of this chapter is photometric applications thus photometric results only will be
discussed.
For the purpose of demonstration three sources are presented; the blazar S5 0716+714
observed with the 2m telescope at Calar Alto Observatory in January 2003, the blazar 3C
66A observed with the 2m telescope at Calar Alto Observatory in September 2003 and
the QSO PG 1718+481 observed with the 2m telescope at Calar Alto Observatory in
September 2003.
The mounting of the camera on the 2.2 m telescope is presented in Figure 98 and Figure
99.
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Figure 98. Rear of 2.2 m telescope at Calar Alto Observatory. Among other pieces of instrumentation
the Andor iXon can be seen (as highlighted by the red circle).

Figure 99. Rear of 2.2 m telescope at Calar Alto Observatory. The Andor iXon can be seen (as highlighted
by the red circle). This image is from a different angle.

The observations provided an opportunity to test EMCCD technology on a telescope and
this was the primary engineering goal.
The primary science objective was to capture blazar activity at as high a temporal
resolution as possible while maintaining as high photometric precision as possible. This
resulted in a large number of frames being acquired on each target object.
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All data were acquired in the R-band and stored in the FITS image file format. Data was
acquired using custom acquisition control software (O'Driscoll & Smith, 2004) with
unique integration times and gain settings for each observation.

5.2
5.2.1

S5 0716+714
Source Characteristics

The BL Lac object S5 0716+714 (RA: 07h 21m 53.4s DEC: +71“ 20' 36 ") was discovered in
1979 during a radio survey of flat spectrum radio sources. S5 0716+714 was identified as
the optical counterpart of an extragalactic radio source with a 5 GHz flux exceeding 1 Jy
(Kuhr, Witzel, Pauliny-Toth, et al., 1981). BL Lac objects are radio-loud AGNs displaying a
strong continuum with very weak emission or absorption lines and in the optical and
radio

wavelengths

they

show

substantial

Kardashev, Boldycheva, et al., 2006).

and

variable

polarization

(Bychkova,

By definition the weak emission lines in BL Lacs

inhibit the measurement of redshifts. Redshift is an important parameter to determine
the absolute luminosity of a source (Meisner & Romani, 2010) and after a number of
failed attempts the host galaxy of S5 0716+714 was discovered in 2008 during an optical
minimum which allowed for the determination of a redshift of z = 0.31 ± 0.08 through
optical spectroscopy (Nilsson, Pursimo, Sillanpaa, etal., 2008).

While the source is variable on long timescales of ~3.3 years (Stalin, Gopal-Krishna,
Sagar, et al., 2006) its short time scale variability (classified as intraday variability (IDV))
has resulted In the largest interest in the source. This has led to a large number of
studies including a number of multi-wavelength campaigns to analyse the rapid
variations across the entire electromagnetic spectrum (Wagner, Witzel, Heidt, et al.,
1996) (Ostorero, Wagner, Gracia, et al., 2006) (Stalin, Gopal-Krishna, Sagar, et al., 2006)
(Gupta, Krichbaum, WIita, et al., 2012). The analysis of rapid variations provides a means
of measuring the size scale of the emission regions producing the variations. S5
0716+714 has been found to be one of the brightest and most variable BL Lac objects at
12^^ magnitude in the R band with intra-day variations as high as 0.5 magnitudes
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(Bychkova, Kardashev, Boldycheva, et oi, 2006) making it a useful source in the analysis
of blazar rapid variability.

5.2.2

Observation

The observation was performed at Calar Alto Observatory. Calar Alto Observatory is a
German-Spanish collaboration at Sierra de Los Filabres (Andalucia, Southern Spain)
north of Almeria (Latitude; 37“13'25"N, Longitude: 2‘’32'46"W). The site which includes
three telescopes (1.23m, 2.2m and 3.5m) is located at 2168m altitude. The site is
operated by the Max-Planck-lnstitut fur Astronomie (MPIA) in Heidelberg, Germany, and
the Institute de Astrofisica de Andalucia (CSIC) in Granada, Spain. The observation was
scheduled for February 2003 using the 2.2m telescope. Data were captured using an
Andor technology iXon CCD camera (Andor, 2014a) utilising a front-illuminated CCD87
512 X 512 EMCCD manufactured by E2V, with 16 micron pixels. The plate scale was
0.654 arcseconds per pixel corresponding to a FOV of 6 arcminutes (made possible
through the use of a Landessternwarte-built focal reducer) (Smith, Coates, Giltinan, et
ai, 2004). Site surveys (Sanchez, Aceituno, Thiele, et al., 2007) suggest good seeing at
the site (two year median of ~0.9") with season effect from summer (~0.87") to winter
(-0.96").
Data was acquired using a Pentium 4 PC with 512 MB RAM running Microsoft Windows
XP operating system. Custom software was developed using National Instruments
LabVIEW environment in conjunction with Andor Technology's software development
kit. During the observation the target was at an altitude of 55°.

5.2.3

Data Reduction

Data reduction was performed using the RealPhot data reduction pipeline with 8
reference stars (Figure 100).
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0716+714

> I
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Figure 100. 0716+714 field. The 8 reference star objects selected are highlighted along with the source
to be studied itself. Reference stars were chosen on the basis of their magnitude and relative isolation
in the field

Each frame was pre-processed with a flat-field correction routine creating a corrected
frame. Each frame was then analysed with RealPhot to extract an estimate of the flux
from each object. A range of aperture sizes were used (1 to 30 in steps of 1) with a
dannulus radius from 31 to 36 (section 2.5.6).

5.2.4

Analysis 0716+714 (Data Set 1)

Data set 1 was acquired on night 6 of the observing run. Data was acquired using an
integration time of 0.2 s and an EMCCD gain of 200. The choice of EM gain and CCD
integration time is an important factor in effective data collection and depends on the
purpose of the observation. In this situation high time resolution data was required.
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Stable atmospheric conditions allowed for relatively high EM gain to be used which
facilitated low integration times while maintaining good flux sampling. For the purpose
of demonstrating the photometric analysis system a segment of the S5 0716+714 data
set for the duration of 1 hour is selected (corresponding to 4872 image data frames).
Through a process of recursive analysis an ensemble of reference stars was chosen
which minimised the reduced

the ensemble (as described in Chapter 4). Reference

stars 4, 7 and 8 were chosen as the most appropriate reference targets to use for
analysis (as was the case for all S5 0716+714 examples). These reference stars were
most similar in colour which was verified through the reduced

tests. The data was

analysed using the OVAR technique. The LuckyPhot technique was also utilised to
reduce atmospheric effects.
The data was binned at 200 s. This provided a good compromise between temporal
sampling of the source and good statistical sampling for each data bin. The number of
frames for each data bin varies in part due to stoppages in acquisition and but mostly
due to rejections from the LuckyPhot technique.

The final differential light curve is presented in Figure 101 both before, and after OA and
LuckyPhot are applied. This allows a direct comparison to be made. The figure shows the
source S5 0716+714 during a flare.
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0716-H714 Night 6 Differential Lightcurwe

0.02

-

-0.015

Figure 101. Data set 1 final differential light curve. This plot shows the final differential light curve
before, and after, optimum apertures (OA) + LuckyPhot are applied (pre-processing is manually offset).

It is important to note that the final light curve demonstrates the effectiveness of the
technique at reducing the error of the final light curve whilst still maintaining differential
light curves for the reference stars that are statistically flat.

The error per data bin is displayed in Figure 102. Both pre and post OA + LuckyPhot are
displayed as a comparison to highlight the reduction in error for each data bin. As
anticipated, the reduction varies between data bins with the larger errors being reduced
by the most.
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Three different metrics are used to test the effectiveness of LuckyPhot. (i) the mean
percentage reduction in error of the final light curve (ii) the mean percentage reduction
in the root mean square {RMS) of the reference stars and (iii) the mean percentage
reduction in reduced

of the reference stars.

(i) The mean percentage reduction in error of the final light curve refers to the
difference in errors (on each data bin) between the final light curve using OA +
LuckyPhot and without. The metric uses the mean of the percentage difference in each
bin.

(ii) The mean percentage difference in the RMS of the reference stars refers to the
reduction of the root mean square of each reference star before, and after, OA +
LuckyPhot are applied.
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(iii) The X^test refers to a reduced

goodness of fit to a straight line. This provides an

indiscriminate measurement of the suitability of the inclusion of a reference star in the
ensemble. Each reference star chosen had already passed a test to ensure that its stars
X^test was less than 1.5 and thus can be considered statistically flat.
The metrics for data set 1 are presented in Table 9. The reduction in mean x^ indicates
that the LuckyPhot technique along with OA has the effect of reducing the variations in
the reference star ensemble.

Data set 1 - 0716-1-714 Night 6
Mean % reduction in final light curve error
Mean % reduction in error from OA only
Mean % reduction in RMS error on reference stars
Mean % reduction in x^of reference stars
Table 9. Data set 1 metrics.

The LuckyPhot technique reduces the scatter in photometric measurements through the
rejection of entire frames from the data set. The distribution of the rejection of frames
is presented in Figure 103. The largest rejection coincides with the data bin with the
largest original error.
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The flattening of reference star is highlighted in Figure 104.
0716+714 Night 6 Mean Differential Reference
Star Comparison
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Figure 104. Mean differential reference star for data set 1.

As part of the process of selecting the most appropriate reference stars for the
ensemble a simple test is used to check the conformity of each reference star to the rest
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of the stars in the ensemble. Figure 104 shows the mean of each reference star
magnitude before, and after, OA + LuckyPhot are applied.

The reference stars chosen were used to create the ensemble reference star used in the
differential calculation. Figure 105 shows the ensemble reference star both before the
application of OA + LuckyPhot and after its application. There is relatively little structure
in the ensemble light curve suggesting the atmospheric transparency did not change
significantly during the observation period. Yet, as seen in Table 9 there is a 39%
reduction in the mean RMS error of the ensemble reference star, suggesting there is no
simple relationship between the bulk sky transparency and photometric stability.

The reduction in error of the ensemble reference star is shown in Figure 106.
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5.2.5

Discussion (Data Set 1)

In the final differential light curve presented in Figure 101 the magnitude of the source
is shown to vary by approximately 30 milli-magnitudes over the course of 1 hour. There
is no strong evidence for short term variability on significantly shorter timescales in this
example. While there are some suggestions of structure they are not statistically
significant. The rise is seen to be smooth.
The application of OA + LuckyPhot seem to smoothen out some of the smaller scale
structure in Figure 101 suggesting it was caused by atmospheric effects rather than
being inherent in the target.

The LuckyPhot technique is shown to significantly reduce the errors in each data bin
with the largest errors showing the greatest reduction. This has the effect of
homogenising the errors of the final light curve.
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LuckyPhot is also shown to significantly reduce the variations in the reference stars
which is consistent with the technique reducing the effect of turbulent atmospheric
variations on photometric measurements.

5.2.6

Analysis 0716+714 (Data Set 2)

Data set 2 was acquired on night 3 of the observing run. Data was captured using an
integration time of 0.08 s and an EMCCD gain of 225. During the observation the target
was at an altitude of 42°. A segment of approximately 1 hour was selected consisting of
6844 frames.

The data was binned at 210 s. The final differential light curve is presented in Figure 107.
The process was completed using a combination of OA and LuckyPhot The metrics
describing the effectiveness of LuckyPhot and OA for this data set are presented in Table

10.
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Data set 2 - 0716-I-714 Night 3
Mean % reduction in final light curve error

17.89%

Mean % reduction in error from OA only

8.03%

Mean % reduction in RMS error on reference stars

38.27%

Mean % reduction in x^of reference stars

44.88%

Table 10. Data set 2 metrics.

The reduction in error for each bin is displayed in Figure 108.
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The distribution of rejected frames is presented in Figure 109. Large levels of rejection
coincide vy/ith some of the larger errors in the original light curves. This highlights the
focused nature of LuckyPhot which provides different levels of frame rejection on each
individual data bin.

Figure 110 shows the mean of each reference star magnitude before, and after, OA +
LuckyPhot have been applied.
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Figure 110. Mean differential reference star for data set 2 showing both pre and post OA + LuckyPhot.

0716+714 Night 3 Ensemble Reference Star

differential time (hours)

Figure 111. Ensemble reference star for data set 2. Both pre and post processing is shown (post
processing is manually offset)______________________________________________________________________

The reference stars chosen were used to create the ensemble reference star. Figure 111
shows the ensemble reference star both before, and after, OA + LuckyPhot were
applied. It can be seen that the transparency varied by roughly 0.03 magnitude during
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the observation, which is larger than in the case of data set 1. The reduction in error is
shown in Figure 112.

5.2.7

Discussion (Data Set 2)

The LuckyPhot technique reduces the error of the final light curve by removing the
frames which cause the photometric variations in the reference stars. This is highlighted
in the reduction in error of the ensemble reference star as well as the reduction in
reduced

values.

The final light curve does not show significant evidence of rapid variability. The
LuckyPhot technique does not add previously unseen structure to the final light curve,
however, the existing structure remains.

188

S5 0716+714 5.2

Higher levels of reduction of error are observed for the ensemble reference star than
the target source. This may be due colour differences between the ensemble reference
star and the target source.
5.2.8

Analysis 55 0716+714 (Data Set 3)

Data set 3 was acquired on night 7 of the observing run. Data was captured using an
integration time of 0.7 s and an EMCCD gain of 150. During the observation the target
was at an altitude of 45°. A segment of just less than 1 hour was selected consisting of
2580 frames.

0716+714 Night 7 Differential Lightcurve

0.01

-

-0.005

0

0.005

0.01

0.015

0.02

0.025

0.03

Figure 113. Data set 3 final differential light curve. This plot shows the final differential light curve
before, and after, optimum apertures (OA) + LuckyPhot are applied (pre-processing is manually offset).
Highlighted is a section showing some hints of short-timescale variability which is enhanced through
the use of LuckyPhot.
_______________________________________

Data was binned at 180s bin widths. Reference stars 4, 7 and 8 were again selected via
the iterative routine referred to above to form the ensemble reference star. The final
differential light curve is presented in Figure 113.
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The process was completed using a combination of OA and LuckyPhot The metrics
describing the effectiveness of LuckyPhot and OA are presented in Table 11.
Data set 3 - 0716-1-714 Night 7
Mean % reduction in final light curve error

55.58%

Mean % reduction in error from OA only

26.42%

Mean % reduction in RMS error on reference stars

71.91%

Mean % reduction in x^of reference stars

66.06%

Table 11. Data set 3 metrics.

The reduction in error for each bin is displayed in Figure 114.

The distribution of rejected frame is presented in Figure 115.
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Figure 116 shows the mean of each reference star magnitude before, and after, OA +
LuckyPhot were applied.
X
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Figure 116. Mean differential reference star for data set 3 showing both pre and post OA + LuckyPhot.
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Figure 117. Ensemble reference star for data set 3. Both pre and post processing is show (post
processing is manually offset).

__________

Figure 117 shows the behavior of the ensemble reference star before, and after, OA +
LuckyPhot vjere applied. The reduction in error is shown in Figure 118.
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5.2.9

Discussion (Data Set 3)

The LuckyPhot technique is shown to largely homogenise the errors in the final light
curve. The final light curve shows a clear decrease of 10 milli-magnitude over 48
minutes with some strong hints at shorter term variability over approximately a 30
minute period (as highlighted in Figure 113). This structure is enhanced through the use
of the LuckyPhot technique as is evident when compared to light curve before applying
OA + LuckyPhot. There is no evidence for shorter term variations.

In this example the LuckyPhot technique has a large rejection rate of almost 80 % in one
bin (Figure 115). This corresponds to a particularly turbulent section in the data set. The
result is a significant reduction in final error. While the bulk transparency is relatively
even (Figure 117), however, the application of OA + LuckyPhot has the effect of reducing
the small scale variations in the ensemble reference star. While the error has been
significantly reduced, the large level of rejection over such a short time scale would
cause some concern as to the validity of any resulting variability.

5.3
5.3.1

3C 66A
Source Characteristics

3C 66A (RA: 02h 19m 30.03s DEC: +42“ 48' 29.9 ") was first identified by (Wills & Wills,
1974) as a QSO using optical observations. 3C 66A was subsequently categorised as an
intermediate-frequency peaked BL Lacertae object (IBL) based on its significant X-ray
variability and location of the synchrotron peak (between 10^^ and 10^^ Hz) (Acciari,
Aliu, Arlen, et al., 2009).

During an extended observational campaign (Lainela, Takalo, Sillanpaa, et al., 1999)
identified a 65 day period in 3C 66A which may have significant implications with
respect to identifying the physical

mechanisms producing the variability. The

mechanism which has been suggested for creating this periodicity is a geometric effect
of the viewing angle of the jet changing.
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3C 66A is also noted to produce rapid variability as identified by (Takalo, Sillanpaeae,
Pursimo, et al., 1996)(B6ttcher, Harvey, Joshi, et al., 2005) who reported variability as
short as approximately 2 hours. This micro-variability makes 3C 66A a useful candidate
for further rapid variability studies. Data was acquired on September 23'^'^. The same
observational configuration was used as the February observation.

5.3.2

Data Reduction

Data reduction was performed using the RealPhot data reduction pipeline with 9
reference stars (Figure 119). Each frame vj3s pre-processed with a flat-field correction
routine creating a corrected frame. Each frame was then analysed with RealPhot to
extract an estimate of the flux from each object. A range of aperture sizes were used (1
to 25 in steps of 1) with a dannulus radius from 26 to 31 (section 2.5.6).
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Figure 119. 3C 66A field. The 9 reference star objects selected are highlighted along with the source to
be studied.

5.3.3

Analysis of 3C 66A (Data Set 4)

Data was acquired using an integration time of 0.3 s and an EMCCD gain of 225. During
the observation the target was at an altitude of 82°. A segment of the 3C 66A data set of
10 minutes is selected (corresponding to 2265 image data frames).

Through a process of recursive analysis an ensemble of reference stars were chosen
which minimised the reduced x^^or the ensemble (as described in Chapter 4). Reference
stars 2, 3, 4 and 5 were chosen as the most appropriate reference targets to use for
analysis. The data was analysed using the OVAR technique. The LuckyPhot technique
was also utilised to reduce atmospheric effects. The data was binned at 50 s. This
provided a good compromise between temporal sampling of the source and good
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statistical sampling for each data bin. The number of frames for each data bin varies in
part due to stoppages in acquisition and also due to rejections from the LuckyPhot
technique.
The final differential light curve is presented in Figure 120.

3C 66A Differential Lightcurve

Figure 120. 3C 66A final differential light curve. This plot shows the final differential light curve before,
and after, optimum apertures (OA) + LuckyPhot are applied (pre-processing is manually offset).____

The process was completed using a combination of OA and LuckyPhot. The metrics
describing the effectiveness of LuckyPhot and OA are presented in Table 12.

Data set 4

3C 66A

Mean % reduction in final light curve error

8.56%

Mean % reduction in error from OA only

0.028%

Mean % reduction in RMS error on reference stars

21.27%

Mean % reduction in x^of reference stars

21.92%

Table 12. 3C 66A metrics.

The reduction in error for each bin is displayed in Figure 121.
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The distribution of rejected frame is presented in Figure 122.

Figure 123 shows the mean of each reference star magnitude before, and after, OA +
LuckyPhot were applied.
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Figure 123. Mean differential reference star for the 3C 66A data set showing both pre and post OA -iLuckyPhot.

The reference stars chosen were used to create the ensemble reference star. Figure 124
shows the ensemble reference star both before OA + LuckyPhot and after OA +
LuckyPhot \Nere applied. The reduction in error is shown in Figure 125.
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5.3.4

Discussion (Data Set 4)

While the amount of data used in this example is smaller than other examples a
reduction in error is again observed through the use of OA and LuckyPhot. In this
example LuckyPhot is the dominant process vy/ith OA contributing a smaller amount to
the overall effectiveness of the technique. While the reduction in error is more modest
than in other examples there is still significant improvement.

The sky transparency is seen to change by approximately 0.08 magnitude which is larger
than in the other examples. The evidence of very short-timescale variability is not very
strong, however, higher time resolution sampling may prove successful.
The metrics provided In Table 12 support the effectiveness of the technique through
reducing the variability of the reference stars.
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5.4
5.4.1

PG 1718+481
Source Characteristics

PG 1718+481 (RA; 17h 19m 38.3s DEC: +48“ 04' 13 ")

is a radio intermediate quasar

(RIQ) which was observed as part of a multi-wavelength campaign along with radio
observations made by the EVN (European VLBI Network). The observation was made to
test a hypothesis that the intermediate strength radio emission of this source is
associated with a Doppler boosted but intrinsically low-power jet (Howard, 2003) which
might also be responsible for (some of) the optical emission. Evidence for a jet came
from previous non-imaging radio observations which had shown a fiat radio spectrum
(Faicke, Sherwood &. Patnalk, 1996), which is characteristic of a self-absorbed jet
(Shabala, Santoso & Godfrey, 2012) along with VLBI observations which had shown
evidence for a jet-like structure. In addition there were observations of radio variability
on long timescales (years). If the optical emission is associated with a jet then,
depending on its Lorentz factor, rapid optical variability could be expected (intra-day)
which would be faster than the canonical timescale for an accretion disk (which is
generally considered to be of a longer timescale). Data was acquired on September 19

th

and 20'^. The same observational configuration was used as the February observation.

5.4.2

Data Reduction

Data reduction was performed using the RealPhot data reduction pipeline with 12
reference stars (Figure 126).
Each frame was pre-processed with a flat-field correction routine creating a corrected
frame. Each frame was then analysed with RealPhot to extract an estimate of the flux
from each object. A range of aperture sizes were used (1 to 25 in steps of 1) with a
dannulus radius from 26 to 31 (section 2.5.6).
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Figure 126. PG 1718+481 field. The 12 reference star objects selected are highlighted along with the
target source.

5.4.3

Analysis (Data Set 5)

Data was acquired using an integration time of 0.1 s and an EMCCD gain of 225. During
the observation the target was at an altitude of 29°. A segment of the PG 1718+481
data from the night 2 data set of approximately 15 minutes is selected (corresponding
to 4000 image data frames).
Through a process of recursive analysis an ensemble of reference stars was chosen
which minimised the reduced

for the ensemble (as described in Chapter 4). Reference

stars 3, 9, 10 and 13 were chosen as the most appropriate reference targets to use for
analysis. The data was analysed using the OVAR technique. The LuckyPhot technique
was also utilised to reduce atmospheric effects.
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The data was binned at 50 s. This provided a good compromise between temporal
sampling of the source and good statistical sampling for each data bin. The number of
frames for each data bin varies in part due to stoppages in acquisition and also due to
rejections from the LuckyPhot technique.

The final differential light curve is presented in Figure 127.
PG 1718+4807 Night 2 Differential Lightcurve
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Figure 127. PG 1718+481 Night 2 final differential light curve. This plot shows the final differential light
curve before, and after, optimum apertures (OA) + LuckyPhot are applied (pre-processing is manually
offset)._____________________________________________________________________________________

The process was completed using a combination of OA and LuckyPhot. The metrics
describing the effectiveness of LuckyPhot and OA is presented in Table 13.

Data set 5 - PG 1718-1-481 (Night 2)
Mean % reduction in final light curve error

42.9%

Mean % reduction in error from OA only

42.1%

Mean % reduction in RMS error on reference stars

42.26%

Mean % reduction in x^of reference stars

3.61%

Table 13. PG 1718+481 (Night 2) metrics.
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Table 13 shows a large reduction in RMS error which results in a more modest reduction
in

of the reference stars. The majority of the reduction in error in this example comes

from OA which suggests variations in seeing rather than scintillation. This may be
reflected in the modest reduction in x^The reduction in error for each bin is displayed in Figure 128.

The distribution of rejected frames is presented in Figure 129.
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Figure 130 shows the mean of each reference star magnitude before OA + LuckyPhot
and after.
PG 1718+481 Night 3
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Figure 130. Mean differential reference star for the PG 1718+481 Night 2 data set showing both pre and
post OA + LuckyPhot.
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The chosen reference stars were used to create the ensemble reference star. Figure 131
shows the ensemble reference star both before, and after, OA + LuckyPhot were
applied. The reduction in error is shown in Figure 132.
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5.4.4

Discussion (Data Set 5)

The use of OA and LuckyPhot on PG 1718+481 shows a significant reduction in error. The
majority of the reduction can be accredited to OA as is indicated in Table 13. This may
indicate that seeing was the dominant effect for this section of data. As well as
significantly reducing the error of the final light curve the technique is also shown to
have a significant effect on the flatness of the reference stars, however, not as large an
effect as the other examples. LuckyPhot was not as effective for this data set which is
indicated by the low level of rejection Figure 129. The effectiveness of the LuckyPhot
technique varies between different data sets however the technique does not increase
the errors In the data set.
5.4.5

Analysis (Data Set 6)

Data was acquired using an integration time of 0.3 s and an EMCCD gain of 225. During
the observation the target was at an altitude of 32°.A segment of the PG 1718+481
Night 3 data set for the duration of less than 20 minutes is selected (corresponding to
1712 image data frames).
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1718+4807 Night 3 Differential Lightcurve

Figure 133. PG 1718+481 Night 3 final differential light curve. This plot shows the final differential light
curve before, and after, optimum apertures (OA) + LuckyPhot are applied (pre-processing is manually
offset). Highlighted is a section showing some hints of short-timescale variability which is enhanced
through the use of LuckyPhot._________________________________________________________________

Data was binned at 50 s. The final differential light curve is presented in Figure 133. The
process was completed using a combination of OA and LuckyPhot The metrics
describing the effectiveness of LuckyPhot and OA is presented in Table 14.

Data set 6 - PG 1718-1-481 (Night 3)
Mean % reduction in final light curve error

9.12%

Mean % reduction in error from OA only

7.77%

Mean % reduction in RMS error on reference stars

21.95%

Mean % reduction in x^of reference stars

23.41%

Table 14. PG 1718+481 (Night 3) metrics.

The reduction in error for each bin is displayed in Figure 134.
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The distribution of rejected frames is presented in Figure 135.

Figure 136 shows the mean of each reference star magnitude before OA + LuckyPhot
and after.
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Figure 136. Mean differential reference star for the PG 1718+481 Night 3 data set showing both pre and
post OA + LuckyPhot.

These reference stars chosen were used to create the ensemble reference star. Figure
137 shows the ensemble reference star both before OA + LuckyPhot and after OA +
LuckyPhot. The reduction in error is shown in Figure 138.
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5.4.6

Discussion (Data Set 6)

As observed in the other example data sets, OA + LuckyPhot are shown to significantly
reduce the error in the final light curve. OA is shown to dominate (Table 14) the
performance of the technique in this example while LuckyPhot still has a significant
effect on the data. Sky transparency is seen to vary by approximately 0.03 magnitudes.

The final data shows a hint of some short term variability which is enhanced through the
use of OA + LuckyPhot (as highlighted in Figure 133), however, higher time resolution
data is likely to provide better confidence about the statistical significance of the event.
A

analysis of the variability in Figure 133 does not support this; the Fixed Aperture and

No LuckyPhot having a

of 5.56 and the OA and LuckyPhot having a x^ of 5.07 although

it must be noted that this may not be the most appropriate metric.
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5.5

Conclusion

As a means primarily of demonstrating the photometric analysis suite, six data sets are
presented (from three different sources). The purpose of this demonstration was to test
the photometric performance of the system.
From the perspective of operational performance, 22273 individual raw data frames
processed automatically without failure and without the requirement for human
intervention.

The LuckyPhot technique can be seen to significantly reduce the short term scatter in
the reference stars (which also leads to a reduction in error in the ensemble reference
star); this could improve the confidence of short term variability observed in the source.

The effectiveness of the LuckyPhot technique is shown in all examples. The reduction in
error is shown to vary between data sets, however, in all examples shown, a reduction
in the scatter of reference stars is seen; as exhibited by a reduction on the mean RMS
error and the mean reduced x^- The technique is shown to never add variability to the
data set. The ratio of level of reduction between OA and LuckyPhot varies between data
sets with both aspects adding to the effectiveness of the system.

An example presented by (Tregloan-Reed & Southworth, 2013) creates a new record for
ground based photometric precision of 0.21 milli-magnitude. In the examples presented
in this chapter the highest precision achieved on a single data point with the application
of the LuckyPhot technique was 2.7 milli-magnitude. The comparison of these two
results provides context however the data taken by (Tregloan-Reed & Southworth,
2013) was at an excellent site (EXO NTT at 2375m) and over an extended period of time
(over 5 hours). The goal of LuckyPhot is not primarily to set new records in photometric
precision; it is to improve the precision of existing data which has been captured under
less than optimal conditions.
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6.1

Introduction

The focus of this thesis has been the process of converting images captured at a
telescope into photometric measurements. This has included the development of a data
reduction pipeline, a distributed computing engine and a novel technique for reducing
the error on differential photometry measurements.

This chapter (i) summarises the key findings of the thesis, (ii) identifies some of the
limitations of the work, (iii) discusses some future work which needs to be completed
and (iv) describes the scientific impact of the work.

6.2

Key Findings

High precision differential photometry is an important tool used in studying and
parameterising of fast transient sources. EMCCD imagers offer a facility to capture high
time resolution photometric images and represent a significant advance over standard
CCDs in this regard. The immediate consequence of high time resolution sampling is
large volumes of data which must be stored and processed in an efficient manner.

Described in this thesis is the development of an automated data reduction pipeline
{RealPhot) and a distributed computing engine (Quick:Silver). Both systems were
developed to facilitate large volume data processing. RealPhot provides a robust tool to
automatically process raw data frames, minimising the level of human interaction with
the data reduction process.
QuickiSilver was developed to reduce the processing time for a large group of images
through the utilisation of a network of computers to distribute the processing workload
by harvesting the combined processing power.

High time resolution data also presents a new opportunity. LuckyPhot was developed to
take advantage of the high time resolution data captured using EMCCD imagers.
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Through a frame rejection process it was found that errors caused by variations inherent
in the raw data could be significantly reduced. This can have a significant impact on the
quality of photometric data that can be taken at the given site. This may also have an
impact on the modes at which data is acquired with higher time resolution data allowing
for greater flexibility. The LuckyPhot technique is performed on non-variable, flat,
reference stars. This decouples intrinsic source variability from extrinsic variability
caused by the atmosphere.

6.3

Limitations

The thesis outlines the development and testing of three specific applications; RealPhot,
Ciuick:Silver and LuckyPhot. While the performance of each is assessed, each application
also includes some caveats. These applications can be broadly categorised into two
different groups; (i) data reduction (which includes RealPhot and Quick:Silver) and (ii)
data analysis (which includes LuckyPhot).

6.3.1

Data Reduction

The limitations associated with RealPhot are the same limitations associated with the
circular aperture extraction technique. The technique relies on good spatial separation
to cleanly extract accurate flux values. This means that, generally, crowded fields are
not suitable for this technique. The technique does, however, perform well for
uncrowded fields. This limitation requires field selection to compliment the technique.
The automated process significantly reduces the human interaction which will reduce
errors caused by incorrect object identification and inaccurate centroid determination.

QuickiSilver was shown to significantly reduce the processing time for the examples
given. In both examples superlinear speedup was observed. The limitation of the
systems comes in the form of a break down in the superliner speed up which occurs
after a certain number of Nodes have been added to the system. In the first example
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image size 256x256 the superlinear speedup finishes after 5 Nodes whereas for image
size 1704x1752 the superlinear speedup finishes after 8 Nodes. This suggests that a
single Master model creates a bottleneck for the system performance and ultimately
limits the number of effective Nodes which can be added to a given system.
While this still provides a significant improvement on a single processer the scalability of
the system is capped.

6.3.2

Data Analysis

The level of reduction in error seen when using LuckyPhot \/ar\es between data sets. The
reason for this is not entirely clear. There is no evidence to suggest that the timescale of
bulk changes in the atmospheric turbulence are fixed. However, the binning technique
currently employed sets fixed boundaries on the data. An analysis of the timescale of
the variations may suggest changes in the position and size of data bins.
While the LuckyPhot application has been successful in removing some of the variations
in the raw data, further improvements requires a better understanding of the complex
nature of the atmospheric turbulence and its effect on photometric measurements. This
requires faster observations.

A shortcoming with respect to the differential photometry technique, from terrestrial
based telescopes, is one which can be difficult to avoid and in some cases is not possible
to avoid. The ensemble differential photometry technique calculates a differential light
curve based on the difference between a target source and an ensemble of reference
stars. The process includes a method for selecting the most similar reference stars; it
does not, however, include a method for matching the reference stars to the target. If
the reference stars and the target are spectrally different, the atmosphere will affect
both incoherently. Extrasolar planet analysis allows, in principle, the possibility of
matching spectrally similar reference stars with the host star (although this is dependent
on the star field). Blazar monitoring does not, however, allow the possibility of matching
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the target with reference stars as the spectrum of blazars is very different to that of a
star.

6.4

Future work

Future work can best be described by looking at the two areas of research in this thesis;
(i) data reduction and (ii) data analysis.

6.4.1

Data Reduction

With respect to data reduction there are two architectures which could offer significant
advances over current practices, (i) cloud based processing and (ii) graphics processing
unit (GPU) could be used in the future for large volume photometric data processing.
The current trend of CPU's is not to increase the processing cycle rates; it is now popular
to increase the number of operations per second through parallelisation (hyper
threading, multiple cores, multiple CPUs). Linear data processing does not inherently
take advantage of this.
Real-time, in-line, data processing is the ideal situation for processing raw photometric
data. This provides access to information which may inform the observation and also
provides the choice of discarding raw data. To operate in this mode access to high
performance, parallel computing is required. This may be facilitated through small
footprint solutions such as GPU processing (using interfaces such as NVIDAI CUDA
(NVIDIA, 2014)) or cloud based processing (such as Amazon Elastic Compute Cloud 2
(Amazon, 2014)).

6.4.2

Data Analysis

The LuckyPhot technique has been shown to significantly reduce variations added to the
data from turbulent atmospheric conditions. The next steps in the development of
LuckyPhot will include the further parameterisation of technique. The most effective
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way to do this this is by further parameterising the effect that LuckyPhot is attempting
to reduce. A better understanding of the variations caused by the atmosphere will allow
further improvements to be made. In particular the timescale and magnitude of the
effect will allow for better tailored processing algorithms.
Higher time resolution data would allow for better sampling of the turbulent conditions
which should in-turn facilitate greater reduction in the effect of atmospheric induced
noise. To obtain higher time resolution data, shorter integration times are necessary.
This requires selecting bright enough targets with a large telescope to capture sufficient
levels of flux to ensure a sufficient S/N ratio.
Irrespective of the flux, however, EMCCD technology may not yield sufficiently high
frame rates. The development of sCMOS (Andor, 2014c) imagers may provide the
technology to sufficiently sample the effect. A time scale In the order of milliseconds is
suggested (Redfern, 1991) (Mackey, Thornton & Dainty, 2005). The sCMOS can acquire
full frame images, in burst mode, at 100 fps (10 ms per frame). The camera has a
readout rate of 580 MHz which could be used to capture sub-frames of a much shorter
time frame.

The effect the atmosphere has on photometric measurements is known to be
wavelength dependent. Colour filters can reduce some of the effects of varying
atmosphere. Using narrow colour filters should further reduce the level of wavelength
dependent variations. This, however, has an effect on the level of flux that is detected
and ultimately limits the precision achievable at a given timescale. EMCCD technology
used in conjunction with narrow filter widths may provide a good approach.

6.5

Scientific Impact

The scientific impact of the work described in this thesis must be discussed in reference
to (i) data reduction and (ii) data analysis. Both RealPhot and QuickiSilver can be seen as
enabling technologies which provide the foundation for further advances in the area.
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With respect to the data analysis, a number of areas could potentially be impacted by
the work discussed in this thesis.
High precision differential photometry is an important tool in the study of many physical
phenomena in the Universe. The precision of photometry achievable varies depending
on the brightness of the source and the magnitude of the variation being studied.
Generally achieving the highest possible precision is required for the scientific study.
One example of where high precision photometry is required was discussed in (section
1.5.2). The study of blazar microvariability requires both high precision and high time
resolution sampling. The T04)CAM instrument has been developed to determine
whether rapid variations are caused by the shock-in-jet model or by geometric effects.
Central to the theory of how the shock-in-jet model works is that the light coming from
a flare is spectrally chromatic. To test this theory, observations in two or more colours
simultaneously are required; hence the development of T04)CAM. At present T04)CAM
is still in development and thus no T04)CAM data has been presented in this thesis.
There is a possible caveat associated with this experiment; the atmosphere can cause
wavelength dependent variations which would be indistinguishable from variations
caused by the jet shock. LuckyPhot could be used to reduce the effect of atmospheric
variations, increasing the probability that chromatic variations observed originate from
a shock. The converse can also be tested.

In the examples shown in the thesis the level of precision is not as high as others have
documented (Kurtz, Cameron, Cunha, et ai, 2005) (Tregloan-Reed & Southworth, 2013).
Even improvements from using the LuckyPhot technique do not reach the ultra-high
precision levels.
To achieve ultra-high precision photometry requires an excellent site coupled with
extremely stable atmospheric conditions, a high S/N ratio and a low noise acquisition
system. Sub milli-magnitude precision on data which has been averaged over 4.5 hours
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for bright stars has been quoted by (Everett & Howell, 2001). Our data is typically
averaged over minutes (or less).

The primary goal of LuckyPhot is not to achieve record breaking photometric precision
data analysis. The goal is to extract the highest precision data achievable from existing
data which may be acquired under less than optimal conditions.

6.6 Concluding Remarks
The goal of this is thesis has been the investigation of how raw photometric images are
processed into information; the results of which can be used to test scientific theories
relating to the nature of astronomical phenomena.
In particular this thesis focuses on the use of EMCCDs for capturing photometric data
with an emphasis on the challenges and opportunities introduced by this new
technology.

The large volumes of data which can be captured by EMCCD imagers prompted the
development of an automated data reduction pipeline {RealPhot) and a distributed
computing engine {Quick-Silver); both of which are used to process the large volumes of
data. These tools have been used and will be used in the future as means of processing
the large volumes of data captured using EMCCD technology and in particular data
generated using the TO(|)CAM instrument. Performance tests have validated the use of
both systems.

LuckyPhot was developed to take advantage of the high time resolution data captured
using EMCCD imagers. LuckyPhot is performed on non-variable, flat, reference stars.
This allows variability caused by the atmosphere to be isolated from variability inherent
in a target being studied. Through a frame selection routine the effect of a varying
atmosphere can be significantly reduced.
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The improvement in photometric precision through the use of the LuckyPhot technique
suggests a change in observational methodology may improve the quality of
photometry that can be achieved even from modest sites. Traditionally sampling rates
complimented the timescale of the transient target being monitored. The results
obtained using LuckyPhot suggest that to reduce the effect of turbulent atmospheric
conditions high time resolution data should be captured regardless of the time scale of
the transient phenomena. Longer exposure times average the turbulent atmosphere
effects. Using short exposures images allows the possibility of rejecting images which
are most affected by the atmosphere; selected frames can later be co-added to simulate
a single, longer exposure time, image.
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