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We prove that if q(x, t2, . ..) t,,) and r(x., t2, . . . . I,,,) are certain rational solutions of 
the AKNS hierarchy, then there are eigenfunctions $(x,k) of the AKNSjZS 
operator 
L= “1 -4 r I r -8, 
satisfying a differential equation in the spectral parameter k of the form 
B(k, a,)$ = O(x)+, where B(dk, k) is a matrix differential operator, independent of 
X, and 0 is a nonconstant function of x. We also discuss the relation between this 
result and a similar one for the rational solutions of the Schrodinger operator with 
potentials in the manifold of rational solutions of the KdV hierarchy. c) 1992 
Academic Press. Inc. 
1. INTRODUCTION 
One of the most fascinating aspects of the theory of solitons is its con- 
nection with a vast number of seemingly unrelated problems. One of these 
problems was studied. by J. J. Duistermaat and F. A. Grtinbaum for the 
Schrddinger operator -ai + u(x) in [9]. Its general form is as follows: 
Given a differential operator L(x, a,), when do we have a family of 
solutions cp(x, k) of 
Lrp==kcp (1) 
that also satisfies a differential equation in the spectral parameter k, of the 
form 
W, Jic)cp = @(x)vo, (2) 
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where B is a differential operator in k, independent of x, and O(x) is a non- 
constant function of x? In other words, cp is an eigenfunction for a differen- 
tial operator in x, with spectral parameter k, and also an eigenfunction for 
a differential operator in k with spectral parameter O(x). This motivates us 
to call the nonzero common solutions of (1) and (2) bispectral eigenfunc- 
tions. In this case we shall also say that L has the bispectral property. In 
[9] all the bispectral Schriidinger operators were characterized. The 
remarkable fact is that a distinguished class of potentials u(x) such that 
-2: + v is bispectral coincides with the rational solutions of the 
Kortewegde Vries (KdV) equation. By rational solutions of the KdV we 
mean the rational functions, decaying at infinity, that remain rational by 
the flow of the KdV equation. 
The main purpose of this paper is to establish the bispectral property of 
the AKNS/ZS operator 
(3) 
for a certain class of rational functions (q, r) that stay rational under the 
flows of the AKNS hierarchy of nonlinear evolution equations 
[ 1, 22, 20, 171. This hierarchy was introduced in [ 1 ] and it includes, under 
certain specializations, the hierarchy of the modified Kortewegde Vries 
equation and the hierarchy of the nonlinear Schrodinger equation. More 
specifically, we show that if (q, r) is a rational solution of the AKNS 
hierarchy, satisfying the two conditions described below, then the operator 
L in Eq. (3) has the bispectral property. We explicitly exhibit bispectral 
eigenfunctions, which are obtained using vertex operators. Such operators 
play an important role in the study of the hierarchies of completely 
integrable equations and connect this subject with the theory of infinite 
dimensional Lie algebras [ 71. 
The first condition required in our construction is that (q, r) can be 
written as q = e/z and r = p/z with the Hirota dependent variables (a, r, p) 
polynomials in x, t2, . . . . t,. Here, as usual, t, denotes the time variable 
associated to the nth equation in the AKNS hierarchy. A family of triples 
(0, z, p) that fits in this framework will be presented. This family was found 
in [22] not in connection with the bispectral property but rather in the 
study of rational solutions of the integrable Boussinesq system. The second 
condition in our construction is that for the value t,, . . . . t, under 
consideration e and T, or p and T, have disjoint roots. For the family of 
examples mentioned above this is a generic property [22, p. 161. 
Our result also holds when we restrict to the mKdV hierarchy. This in 
turn will allow us to connect the present work with the bispectral property 
for the Schriidinger operator, which was studied in [9]. 
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The plan for this article is the following: In the next section we survey 
some of the main results and terminology that will be relevant in the rest 
of the paper. This is mostly intended to provide the nonspecialist in com- 
pletely integrable systems an understanding of the terminology used and to 
familiarize the reader with the results in [9]. In Section 3 we prove a 
proposition that will be employed to establish the main result, which in 
turn is proven in Section 4. In Section 5 we describe a family of rational 
solutions of the AKNS hierarchy that fits in the framework of Section 4. 
Some additional features of the bispectral property for the rational solu- 
tions of the mKdV hierarchy are studied in Section 6. In Section 7 we give 
a general picture of the relations between this article’s results and those in 
c9, 271. 
We close this introduction with a few words about notation. We denote 
by H, E, and F, 
H=diag[l,-l] 
and 
E=FT= 0 1 [ 1 0 0’ 
As usual, the Wronskian off,, . . . . f, will be denoted by W[f,, . . . . f,]. If 
f(x, t,, .‘., t,) is a polynomial in x, then deg f is the degree off in x. The 
natural logarithm is denoted by log, and a, log f is a symbol for a, fj’ 
2. PRELIMINARIES 
One of the first crucial steps in the theory of solitons was the discovery 
that the Korteweg-de Vries equation 
v, = i (vx.r.r - 6~~x1 
can be written as the compatibility condition of two linear equations, 
namely, the Schrijdinger equation 
(-a2,+v,cp=kcp (4) 
and 
cp, = + (4a: - 6va,x - 3u,)(p, 
where k is independent of t. 
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Such interpretation led to the construction of a whole hierarchy of 
equations, which arise as the compatibility of (4) and 
qr=(C2n+Ia2:1+‘+ ‘.. +c,)cp. 
A number of remarkable facts is associated to this hierarchy of equations. 
To cite just a few, the initial value problem can be solved by the Inverse 
Scattering Method [ 11, 2, 21, S]. These equations are all Hamiltonian 
(even bi-Hamiltonian) and the corresponding flows commute. See 
[ 18, 20, 2, 25, 24, 211 for further information and for a more comprehen- 
sive list of references. These Hamiltonian vector fields restrict in a natural 
way to certain invariant manifolds, like the N-soliton and the rational 
manifolds. We call the manifold of rational solutions the set of all rational 
functions, decaying at infinity, that stay rational by the flow of the KdV 
equation. It is in fact the union of infinitely many finite dimensional 
manifolds each one also invariant by the KdV flows. 
In [S, 4, 31 the rational solutions of KdV were studied. In [3] it was 
shown that such solutions can be obtained by finitely many applications of 
a Darboux transformation [6] starting at u = 0. By a Darboux transforma- 
tion we mean the map 
v H 6 = v - 2af i0g 4, 
where 4 is a nonzero solution of - a:# + ud = 0. This transformation is 
induced by the process of factoring the operator 
L= -a:+21= -(a.,+~yd)(a.+/~) 
and defining a new operator 
2 = -a: + v” = -(a, - dp)(a, + 4’~). 
If u and u” are rational functions of x the transformation will be called a 
rational Darboux transformation. It is a consequence of the results in 
[4, 31 that the rational solutions of KdV can be written as 
v = -2a2, i0g 9,, 
where 9, is given by a polynomial in x and in some canonical time 
variables ps, ps, . . . . pzn + i. The polynomial 9, is now called the n th 
Adler-Moser polynomial. 
Let us now describe the interesting connection between the bispectral 
property and the rational solutions of KdV. Recall that we say that u(x) 
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has the bispectral property if there exists C&X, k), not identically zero, 
satisfying 
-a:q + o(x)fp = kcp, (5) 
a differential operator B(k, a,), independent of x, and a nonconstant 
function O(x) such that 
BW, ah = @b)cP. (6) 
In [9] it was shown that the bispectral potentials u(x) are necessarily 
rational functions of x and can be characterized by the following: 
(a) If I = co, then u(x) = ax + b for some constants a and 6. 
(b) Suppose that u(x) is bounded at infinity, then: 
~ If the dimension of the common space of solutions of (5) and (6) 
is two for some pair (B, O), then, modulo translation and addition of a 
constant, u(x) is given by u(x) = c/x’ or is obtained by finitely many 
rational Darboux transformations from u(x) = -1/4x2. 
- If the common space of solutions of (5) and (6) is at most one 
dimensional, then u(x) can be obtained by applying finitely many rational 
Darboux transformations to u = 0. 
Moreover, any potential obtained by applying rational Darboux trans- 
formations to u = 0 or u = -1/4x2 is bispectral. 
Another crucial step in the theory of solitons was the interpretation of a 
number of important equations in Mathematical Physics as the com- 
patibility condition of [ 1, 261 
iYxY=(kH+qE+rF)!P’f (kH+Q)Y (7) 
and 
If we take n = 1, we obtain a,,q = a,q and a,,r = a,r, which are trivially 
solved in terms of translations of q and r. This explains our convention of 
identifying the variable t, with x. The first interesting example occurs if we 
take n = 2, R, = qE + rF, and R, = -(qrH - q,E + r,F)/2. In this case, the 
compatibility condition of (7) and (8) is 
qrz = i (qsx - 2q2r) 
rf2 = - 4 (rx - 2r2q). 
(9) 
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If we specialize to q = fr*, and change the time t, to it, we obtain the 
nonlinear Schrbdinger equation. Before we continue, an important note for 
the readers of [20, lo]: the spectral parameter used therein is [ = ik. The 
time variables ti and coefficient R, used here relate to the time variable ti 
and coefficient Q, in [20, lo] by 
f,~j’~‘t! I (10) 
and 
R,=i’ ‘Ql. (11) 
The following facts are relevant for what follows and can be found in 
[20, lo]: 
(1) Consider the compatibility condition of (7) and (8) 
d,n Q - 3, R’“’ + [kH + Q, R’“‘] = 0, (12) 
viewed as an identity in k. For each n, there is a sequence R,, . . . . R, of 
matrices whose entries are polynomials in q, r and their derivatives, such 
that (12) reduces only to the coefficient of k”. This sequence is uniquely 
determined once we assign weight i+ 1 to djcq and dir and require R, to 
be homogeneous of weight i Moreover, the sequence of matrix polyno- 
mials (R’“‘} ,“= i so obtained satisfies 
R’” + ” = kR’“’ + R, + , . 
(2) The nth flow of the AKNS hierarchy is the system obtained by 
comparing the coefficient of k” in (12) 
%Q - 84, + [Q, &I. (13) 
(3) The flows generated by these nonlinear evolution equations are 
Hamiltonian and commute with one another. Hence it makes sense to talk 
about q and r as functions of x = t, , t,, . . . . t, for arbitrarily large m. One 
example is Eq. (9) given above. Another one is 
qt, = a (qxxx - 6vqJ 
rr3 = i (rxxx - Wr,) 
which, for q = r, yields the mKdV equation. 
We conclude this section with a lemma, which is more or less implicit 
in [20, IO]. This lemma will give a recursion relation to compute the 
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coefficients R,, and will be used in Sections 5 and 7. If we write R, 2’ e, E + 
f,F+h,H,e,,=f,=h,=O,e,=q,andf,=r,thenEq. (12)isequivalentto 
cl+ 1 = 4, + i axeI (14) 
f/+,=4-i&f, (15) 
a.3 -f I+~  r+14-el+lr (16) 
with 0 6 1 Q n - 1, together with 
4.4 = axen + w, (17) 
atnr = a, f, - 2rh,. (18) 
We consider ej, hi, and& as polynomials in the variables al,q and a:r, with 
IEZ,,. 
LEMMA 1. For l< j<n- 1, h,,, defined by 
hj+,= -4 1 elf, + hA (19) 
l+s=J+ I /,s> I
satisfies Eq. (16) with E= j. Moreover, this choice of hi+, is homogeneous of
weight j+ 1 if we give a:q and air weight I+ 1. 
Proof: Suppose that Eqs. (14), (15), and (16) hold for 1 <I< j- 1, and 
that (14) and (15) hold for I= j. Thus, with prime =a,, 
axhjfl= -1 c (eif, + e, f i + h;h, + h,hj) 
ifS=J+l /,s,l 
= -4 
c 2(e l+IL-etf,+l) 
/+S=J+l /,sZ, 
- 2e,h,f, + 2fl elhs + h;h, + h,hg. 
Now we note that 
c - 2e, h, f, + 2f,e,h, + h;h, + h,hj = 0 
I+s=j+l I,s>l 
because of (16) for 1 < l< j - 1. Hence, 
a&+1= 1 e,+lfs--~fs+l 
I+s=j+l /,x21 
=elfj+l-eJ+lfi' 
To show that the weight of hj+l is j+ 1 we just use induction on j in 
Eqs. (14), (15), and (16). Q.E.D. 
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It follows as a consequence of this lemma that the AKNS equations can 
be written down using the recursive formulae (14) (15) with 1= j and (19). 
Furthermore, if we define e,, f,, h, for all values of 1~ Z,“, the nth equa- 
tion in the AKNS hierarchy can be written as 
q,,=2e,+,(q, . . . . d:q; r, . . . . ~3:~ ‘r) 
r,n = -2f,,, + ,(q, . . . . 2:. lq; r, . . . . dtr). 
(20) 
At this point we introduce the r-function, which plays a key role in the 
study of completely integrable systems [12, 16, 7, 17, 14, 151. It is defined 
as a solution r(x, t2, . ..) of 
hj+ 1 = 4 ar,d,l log T, (21) 
for jE Z ,,,. We remark that at least formally this definition makes sense, 
since f3,$,+, = a,,/~,+ ,, as shown in [20]. Together with the introduction of 
T, it is natural to define CJ and p by 
q = aJz (22) 
and 
r = p/z. (23) 
If we recall that x = ti , Eq. (21) gives for j = 1, 
3: log t = -qr. (24) 
It is easy to see that with this subsitution, (9) becomes 
D,,T - ozt, = 4 (GS -2&L + CT,,) 
Pr*T - PTQ = - i (PXXT - 2P.x7, + Pb). 
(25) 
Using the Hirota operators D,, D,,, D,,, . . . . D,m defined for a polynomial 
Ai,, iz, . ..> LJ by 
P(&, Dt, 9 . . . . Dt,) .I-. g 
fzf da,,, a,,, . . . . d,J f(x + Ul, t, + u2, . . . . t, + u,) 
. g(x - 241, t, - u2, . ..) tm-%l)I”,=,2= =u,=o, 
we have a shorthand for (25) 
D,pz-;D+.z=O 
D,,pt+;D$~=0. 
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Equation (24) can be rewritten as 
Dtr. T = -2ap. 
DEFINITION 2. If (q, r) satisfies the AKNS hierarchy and (a, r, p) are 
defined by Eqs. (21, (22), and (23) then we shall say that a, T, and p are 
the Hirota variables associated to (q, Y). 
3. A SUFFICIENT CONDITION FOR BISPECTRALITY 
In this section we prove a basic result that will enable us to establish the 
bispectrality of certain families of rational potentials satisfying the AKNS 
hierarchy. This is accomplished by taking into account the form of the 
eigenfunctions of the corresponding AKNS/ZS operators. 
The basic idea is that if (q, r) is in a certain class of rational solutions of 
the AKNS hierarchy, then we shall prove in Section 4 that a fundamental 
solution Y(x, k) = 4(x, k) exp(kHx) of 
has the form 
p;(x, k) pi+@, k) 1 P;(x, k) P:(T k) ’ 
where o is a polynomial in x and p,? is a polynomial in 
write 
p’(x,k)= 2 P,+,(X);. /= I 
Moreover, for the eigenfunctions of interest here, we have 
deg(ply,) d K Emax{deg(o), deg(p;,)} 
and 
deg(p,+,)dp+ ‘2’ maxPegWT deg(&)l. 
(26) 
x and l/k. We 
(27) 
(28) 
(29) 
In this situation, we shall show that the bispectrality can be recast in 
505/97il-6 
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terms of the existence of solutions to certain systems of linear equations. As 
will be described in Section 4 this situation is typical when we can write 
where 
and 0, r, and p are polynomials in t I = x, tZ, . . . . t,, for some m. 
Let us write 
(30) 
In the context of Eq. (26), for k #O, the question of existence of a 
differential operator B--(k, a,) such that B- !P = O(x) !F is equivalent o 
the existence of {u,-(k), h,~(k)}~~,, independent of x, such that 
f a,:(a,+x)vP;+ f b,-(a,+X)'kPz=O(X)~';, (31) 
j=O 1-O 
and of {fi,:(k), ~,y(k)},“=,, also independent of x, such that 
i kplii,-(a,+x)‘@; + f kd$(a,+x)Jk!& =0(x) 9;. (32) 
/=O J=o 
We call the attention of the reader to the factor k in front of 9; in 
Eqs. (31) and (32) since it will be useful in the forthcoming computations. 
The relation between the coefficients of B- and 
{q(k), b,-(k), ij,-(k), $(k)},“=, 
is linear and invertible for k # 0. 
Similarly, the existence of B+ such that Bf Y + = O(x) Y + is equivalent 
to the existence of {u,+(k), b,+(k), Z:(k), &,?(k)},“_o, such that 
f k++(d,-x)jk!&+ + f k-%,+(a,-x)j@; =0(x) 9: (33) 
j=O /=O 
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and 
jgo ii,? (8, - x)’ k!&+ + f C/q&-x)’ 4: = O(x) 9;. (34) 
j=O 
In order to ensure that the operator B* is nondegenerate we have to 
guarantee that 
a,’ bz 
I I (rj; 5; #OO. 
(35) 
Let us focus on Eqs. (31) and (32). The reasoning for (33) and (34) is 
completely analogous. For simplicity we drop the minus superscript. 
Equations (3 1) and (32), in light of (26) and (27), read as 
f a,(a,+X)‘(W+ 2 pl,,ke’)+ f bj(ak+x)j c p2,,kpl+l 
/=o /= 1 j=O I= I 
= o(x) o+ 5 pl,,k-’ 
I= 1 > 
and 
l;oa,(ak+x)++ f ,,,k--‘)+ f gj(&+,)~ 5 P2,,k-‘+’ 
I=1 i=O /=I 
(36) 
(37) 
Let s Ef deg(O). Equations (36), (37), and the nondegeneracy of B imply 
that we should take s = m, where m is the order of B. 
The central point of our approach is the following: Expand (36) and (37) 
in powers of x and consider for each coefficient he resulting equation. The 
problem of finding (a,, bj} such that (36) holds reduces to a problem of 
solving m + ,u + 1 equations in 2m + 2 unknowns. It is reasonable to expect 
that solutions of this system exist if m + 1 B p. However, this is not evident 
since the polynomials pi,, may be quite special. Also, we have to guarantee 
that (35) holds. Proposition 4 will ensure the existence of the coefficients of 
B, but first we need a very simple algebraic lemma: 
LEMMA 3. Let w(x) = opxp + . . and p(x) = ppxti + . . be two polyno- 
mials with wp #O and p(x) #O. If p, and pz are in the vector space of 
polynomials of degree less than or equal to p - 1, then the equation 
mP,+PP*=O 
has only the trivial solution p, = pz = 0 iff gcd(o, p) = 1 
(38) 
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Proof: Suppose that gcd(w, p) = 1 and that there exists (p,, p2) # (0,O) 
such that Eq. (38) holds, with deg(p,) dp - 1. Every root SI of co is also a 
root of pp*. Since gcd(o, p) = 1, c1 is a root of p2 with at least the same 
multiplicity as in w. Since wI, # 0, w has p roots (counting multiplicities) 
and hence pz = 0. This implies that p1 = 0, a contradiction. If gcd(w, p) # 1 
there exists a common root CI of w and p. Take p, = p/(x - c(), p2 = 
o/(x-~) and note that (p,, pz) is a nontrivial solution of (38) with 
deg(pi) < p - 1. Q.E.D. 
PROPOSITION 4. Suppose that Eqs. (28) and (29) are satisfied. [f 
gcd(w, p;,) = 1, then for any polynomial O(x) of degree greater than or 
equal to u = max { deg(o), deg( p;, ) > there exists a nondegenerate operator 
B-(k, a,), such that 
B-(k, a,) !P = e(X) Y -, 
with ‘Y- as in Eqs. (30) and (26). 
Zf gcd(o, pLl) = 1, then for any polynomial O(x) of degree greater than or 
equal to u+ = max { deg(w ), deg( p T,)} there exists a nondegenerate operator 
B+(k, a,), such that 
B+(k, a,) !P+ = e(X) Y+. 
Proof. For brevity we consider only the minus case, the plus one is 
entirely analogous. This allows us to drop the minus superscript. The idea 
of the proofis to choose a,,a,-,, . . . . a,, b,, b,,-,, . . . . b,, iim,CS,~l, . . . . ii,, 
and a,,,, %,- r, . . . . 5, in a suitable way, taking advantage of the underdeter- 
minacy of the systems associated to Eqs. (36) and (37). Then, we use the 
assumption gcd(o, p&) = 1 to ensure that the remaining coefficients 
a p-l, . . . . a,, b , , . . . . b,, d,-, , . . . . ii,, 5, . , , . . . . 5, can be found in a unique 
way. 
Let p(x)=p;,(x) and @(x)=0,x”+ . ..O., with O,#O and map. 
Choose a,,, = gm = 0, and 5, = b, =O, which will ensure the non- 
degeneracy of B. Equation (36) reduces to 
m-l 
where P mu ,(x, l/k) is a polynomial in x and l/k of degree less than 
p + m - 1 in x. For I= 1,2, the symbol 4 refers to a polynomial in x and 
l/k of degree less than p in x, and satisfying lim, _ 7; 0,(x, l/k)) = 0. 
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m-1 
,cu ii,@,+x)j(w+Q (XJ) 
+“‘Ckj(d,+x)~ p+o 
j=O 
( 2(x,;))=P’“m I (x.$ (39) 
with deg(p’,- 1) < p + m - 1. This shows for i = 0 the following claim, 
which we shall prove for any i6m-p: 
We can choose a, ~ i, b, ~ ;, d,_ ; and 6, _ ;, so that (36) reduces to 
m-i 
m-i 
where P,- ;(x, l/k) is a polynomial in x and l/k of degree less than 
p + m - i and a similar statement holds for Eq. (37). This is done using 
induction as follows: by assumption (w, p) = (oP, p,) xP + . . ., with 
(up, p,) # 0. Suppose that oP # 0. A completely analogous argument holds 
if pP # 0. Assume that the claim holds up to id m - 11, let us prove that it 
holds for i+ 1. For this just note that 
(a,+x,++s, (x,;))=(m,,+h(l,k))x”+‘+q(x, Ilk), 
where h is a polynomial with h(O) = 0 and deg(q(x, l/k)) -CP + i- 1. (Here 
we are using the assumption that deg(pi,j) <p.) So if we set b,-,=O and 
take a,-i(k) equal to the coefficient of degree m - i+ p in x of P,-i 
divided by (oP + h( l/k)), we obtain that 
P m-i -a,_i(a,+x)m-i(O+~l)-b,~i(ak+x)m~i(p+~*) 
has degree p + m - i- 1. We apply the same recipe to the equations 
corresponding to (39). We stop at i=m -p, since now we cannot take 
coefficients arbitrarily, and we prove that the systems associated to 
9-1 
+ 1 bj(dk+x)’ p+cO X ’ 
j=O 
( 2( >k))=P,,(X+) (40) 
84 
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P-1 
~o~j(“*+x)‘(o+“I (XJ) 
p-1 
+ 1 5j(&+x)’ p+fi* 
,=o 
( (x,;))=Fpel (x2$ (41) 
Can be uniquely solved. Our construction ensures that the right hand side 
of (40) and (41) have degree in x strictly less than 2~. To prove the 
existence and uniqueness of ao, .,,, a,_ r, 6,, . . . . !I,- ,, we note that all we 
need to do is to ensure that (40) and (41) have only the trivial solution if 
we take the right hand side P,-. , = P,- 1 = 0. Since the determinant of the 
corresponding system is a meromorphic function of k, this result follows if 
we show that such property holds for k = co. But when k = co Eq. (40) 
with zero r.h.s. reduces to 
(‘:F;:a,jx’)iri+(:i~~bjx’)P=O, (42) 
and the same is true for (41). Lemma 3 implies that the only solution 
a,, . . . . a,- r, b,, . . . . b,- 1 of (42) is the trivial one. Q.E.D. 
4. RATIONAL SOLUTIONS OF AKNS AND BISPECTRALITY 
The first objective of this section is to prove the main result of this 
article, which establishes the bispectrality of the operators of the form L = 
H(a, - qE - rF) with q and r certain potentials in the manifold of rational 
solutions of the AKNS hierarchy. The second objective is to prove an 
amplification this result. This allows us to restrict our attention to finitely 
many flows of the AKNS hierarchy, as long as (q, r) is a stationary 
solution of a certain flow of sufficiently high order. 
Let us start by remarking that the key object in obtaining the bispectral 
eigenfunctions we are interested on will be formal operators X, , acting on 
a function f of infinitely many variables t,, . . . . tJ, . . . by the formula 
(43) X,f(tl, t,, . ..)=exp R&t,, t,, . ..) 
=exP(~~,kjtj)exP(~~,~~)/(tl,t~,...) (44) 
=exp(,~lkjr,)/(t,~~,r,i~,...). (45) 
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Of course, these objects make perfect sense if the function S depends only 
on finitely many variables and we take tj = 0 for all but finitely many values 
ofj. In what follows we shall keep this convention in mind. 
THEOREM 5. Let (q, r) be a rational solution of the AKNS hierarchy such 
that the associated Hirota variables o, T, and p are polynomials in t, = x, 
t,, . ..) t,. Suppose t,, . . . . t, is such that o and 5 have disjoint roots. Then, 
given any polynomial O(x), satisfying deg(O) 2 max{deg(o), deg(r)}, there 
exists a nondegenerate operator BP(k, a,), independent of x, such that 
B-(k, a,) !P - = o(X) Y--, 
where @?’ is the eigenfunction of 
L=H(a,-qE-rE) 
given by 
(46) 
Suppose t,, . . . . t, is such that p and t have disjoint roots. Then, given 
any polynomial O(x), satisfying deg( 0) 2 max { deg( p), deg(r )}, there exists 
B+(k, a,) such that 
B+(k, a,) !P+ = O(x) ‘P+, 
where !P + is the eigenfunction of L given by 
(47) 
Proof We first show that LY * = k!P *. Since (T, r, and p are polyno- 
mials in the variables t,, . . . . t,, we have that 
t, 
$,a, and J?+p are also polynomials in the variables t,, t,, . . . . t,, l/k. The 
assumptions on (a, r, p) imply that there exists a fundamental system of 
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common solutions of Eq. (8) for an arbitrary number of values of n. 
According to the results of [20, p. 1743, there exists a formal fundamental 
solution Y= [Yy, Y”‘] with Y’+ as in Eqs. (46) and (47). Hence, as a 
formal power series in l/k, the expression I?, Y- (kH+ qE+ rF) Y is 
identically zero. But since 
r’(Z,Y-(kH+qE+rF)Y)erp(-z, t,kj) 
is a polynomial in t,, . . . . t,, l/k, it follows that Y is a true solution of 
a,Y=(kH+qE+rF)Y. 
To establish the existence of B’ is equivalent to showing that there 
exists A *(k, 3,) such that 
Now we note that the function 
Y=[Y-exp(-F,k’f,), Y+exp(:,k’ri)) 
has the form (26) with w = t. We expand Y= [Y, Y’ J, in Laurent series 
at k = 0, and we define the coefftcients pit, by Eq. (26). Using the same 
notation of Section 3 we claim that 
(48) 
and 
deg(p,t,)dmax(deg(z), deg(a)}. (49) 
To see this just note that if g(tl, t,, . . . . t,) is a polynomial, then 
g ( t,+R, t,+i12, . ..) t,+h m > 
= At,, t,, ..‘> t,) + c C njyj,,a;;. .a;fg, 
i3 I I= fa,,...,c%) 
where yj,= is a universal constant and the inner sum is taken over all 
c(~, . .. . CI, > 0, satisfying la, + 2a, + . . . + ma,,, =j. Equations (48) and (49) 
follow from the fact that deg(a;; ... ay;g) < deg( g). In the present case 
p2:, = ~12 and PC, = -a/2. The result now follows from Proposition 4. 
Q.E.D. 
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Remarks. (1) A similar result should hold for rational solutions of 
systems obtained by isomonodromic deformations, as described in [ 171, 
Example 6.2. 
(2) The condition gcd(cJ, z) = 1 might be unnecessary, given the 
experience we have with the rational solutions of the mKdV hierarchy. In 
this case, 
where ZJi is the jth Adler-Moser polynomial [3]. If 9, (or 9, + i) has a 
double root then gcd((9,9,+ I), (91, I 9, - 9;9,,+ ,)) # 1. On the other 
hand, in this case it is shown in [27] that there exist bispectral eigenfunc- 
tions for any O(x) that is divisible by 9,9,, + , . This leads us to conjecture 
that it might be possible to substitute the condition gcd(a, t) = 1 or gcd 
(p, z) = 1 by restrictions on the function O(x). 
(3) Another example is the case p =x3/6, t =x4/12, and (T = x3/6. In 
this case the bispectrality is evident although the gcd condition is not 
satisfied. We show in Section 7 that 
p = (2x3 + 6t,x + 3t,)/12 
T = -(x4 - 3t,x + 3t;)/12 
CJ = (2x3 - 6t,x + 3t,)/12 
are Hirota dependent variables associated to certain solutions of the AKNS 
hierarchy. (They are obtained by taking n = 3 and j= 1 in Eq. (53) of 
Section 7.) On the other hand, a straightforward computation shows that 
the gcd condition is satisfied generically in the time variables t, and t,. 
Indeed the resultant of z and p is, modulo a multiplicative constant, 
(9t: + 16t;)2, 
and the resultant of r and (T is, modulo a multiplicative constant, 
(92: - 16t;)‘. 
(4) If we consider Q(x) such that deg(O) = p - 1, the construction of 
Proposition 4 still gives the existence of B’ satisfying B+ !P = O(x) Y’, 
as long as the gcd condition is satisfied. However, in this case it is not clear 
that B’ is nondegenerate. 
(5) Another interesting question is whether or not there exists O(x) 
and a nondegenerate B(k, 8,) such that for some eigenmatrix !P(x, k) of L 
we have B(k, a,) Y = O(x) Y. This would correspond to the rank two case 
in the terminology of [9,27]. In [28] we have shown how to construct 
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nontrivial bispectral operators of the form L = J-‘(a, - Q(x)) for certain 
matrices J and Q(x). In this case we exhibit an eigenmatrix of L satisfying 
B!P= OY. However, the potentials Q(x) obtained are not in the manifold 
of rational solutions of the associated hierarchy. The picture here is 
analogous to the one in the Schrodinger case [9], where the rank two 
bispectral potentials were not in the manifold of rational solutions of the 
KdV hierarchy. 
We shall now relax the hypothesis of Theorem 5 a little bit. It assumes 
that (q, r) satisfies all AKNS equations and that the associated Hirota 
variables are polynomials. This in turn implies that for some m: 
(i) The pair (q(x, t,, . . . . t,), r(x, t,, . . . . t,)) satisfies Eqs. (20) for 
n = 1, . . . . m. 
(ii) The pair (q(x, t,, . . . . t,), T(X, t,, . . . . t,)) is a stationary solution 
of (20) for n = m + 1, i.e., the r.h.s. of (20) vanishes for n = m + 1. 
(iii) There exists a triple of polynomials (a, T, p) in the variables 
x, t 2, ..., t, satisfying 
iat,,at, lOgT=hj+l, (50) 
for j = 1, . . . . m, a = qz, and p = rz. 
We shall show that a converse of this implication holds, namely, if proper- 
ties (i), (ii), and (iii) above are valid, then (q, Y) is a solution of all 
equations in the AKNS hierarchy and that (a, T, p) are the Hirota variables 
associated to (q, r). To do this we start with: 
LEMMA 6. If (q, r) are rational functions of x such that lim, _ Lo qr = 0, 
and el, f,, and h, are defined by the recursion relations (14), (15), and (19) 
with h,=l, e,=f,=h,=O, e,=q, andf,=r, then 
lim hj= 0, Vj> 1. 
X’cc 
Proof We show by induction that 
lim elf,=0 if l+s=j>land1,s>l 
x-00 
lim h,=O if l<r<j. 
x+5 
Take integers 1, s> 1 such that I+ s =j+ 1. If I > 1, we claim that 
e,fs = (ei hlpl + i a,e,- i) f, goes to zero as x -+ co. Indeed, since we are 
assuming that q and r are rational in x, lim, _ 1. e,_ , f, = 0 implies that 
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f,a,e,_,-,Oasx-,oo.If1=1ands>l weapplythesamereasoningbut 
withy, instead of e,. Hence, 
?lfzhicI=.!lfn7-t,+,~=j+, ,,sa,e,L+Ms=O. c 
The beginning of the induction and the case I= s = 1 is obvious, since 
h, =0 and lim,,, e, f, = 0 by hypothesis. Q.E.D. 
This lemma is used to show: 
PROPOSITION 7. Suppose that q(x, t,, . . . . t,) and r(x, t,, . . . . t,) are 
rational functions of x and lim, _ Ic qr = 0. Zf (q, r) is a solution of the first 
m flows in the AKNS hierarchy, and tf (q, r) is a stationary solution of the 
(m + 1)st one, then (q, r) is a stationary solution of all the flows of order 
greater than m + 1. Furthermore, h, = 0 for 12 m + 2. 
Proof: The assumption that (q, r) is a stationary solution of the 
(m + 1)st flow of the AKNS hierarchy means that e, + 2 = f, + 2 = 0. We 
claim that this implies that h,,,+? =O. Indeed, from Eq. (16) with I= m + 1 
we have that axhmf2 = f, +2e, -e,+ 2 fi = 0. Thus hm+* is a constant. 
From the previous lemma lim,, ~ h,, z = 0, and so h,+z = 0. Hence, 
Eqs. (14) and (15) with I= m + 2, imply that e, + 3 = f, + 3 = 0. Therefore, 
(q, r) is a stationary solution of the (m + 2)nd flow. A simple induction 
proves the result for all the higher order flows. Q.E.D. 
We can now state the following amplification of Theorem 5: 
THEOREM 8. Suppose that (q, r) satisfies the conditions (i), (ii), and (iii), 
and let (a, z, p) be the corresponding Hirota variables. Then, for any value 
oft,, . . . . t,, such that the roots of a and 5 are disjoint (or the roots of p and 
z) the operator L = H(a, - qE - rF) is bispectral. Furthermore, bispectral 
eigenfunctions are given by Eq. (46) (respectively by Eq. (47)). 
Proof All we need to note is that for I= 1, Eq. (19), implies that 
lim, _ oc; qr = 0, because t is assumed to be a polynomial in x. Hence, from 
Proposition 7, h, = e, = f, = 0, for 12 m + 2, and so Eq. (50) holds for 
j > m + 1. Now we can use Theorem 5 to complete the proof. Q.E.D. 
5. SCHUR POLYNOMIALS AND RATIONAL SOLUTIONS 
OF THE AKNS HIERARCHY 
It is clear that the result of Section 4 would not be of much interest if the 
pairs (q, r) for which it holds were only the trivial ones. Fortunately, this 
is not the case as we shall see in this section. In fact, a very nice class of 
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rational solutions of the AKNS hierarchy was found by Robert Sachs in 
[22]. See also earlier work on rational solutions of the nonlinear 
Schrodinger that was done in [ 191. The description given in [22] is mostly 
in terms of the integrable Boussinesq hierarchy, which is formally 
equivalent to the AKNS hierarchy [ 131. Using our time variables the 
rational solutions of the AKNS hierarchy found in [22] can be described 
as follows: 
Let qj(.YI 3 .-, I),,) be the elementary Schur polynomial defined by 
C l.jqj= exp 1 A/y, 
i > 
(51) 
120 i> I 
For convenience we set q, = 0 if I < 0. Define 
y,=x=t,, y,= -&, y,=;t,; 
1 
“‘> Yj=(-2)j-~ t], (52) 
and take 
Oj= WCqn,~..,4n-j+ll 
?‘I = wq,, “‘2 9,s il (53) 
p,= -wq,nYq,, ,-,I? 
where ql, for 1~ Z, is considered as a function of x, t,, t,, . . . . t,. The 
derivatives in the Wronskians are with respect to x. The dependence of 
(c,, rji, p,) on n is omitted for notational simplicity. We also extend our 
definition for j = 0 by setting o0 = 1 in this case, and for j = - 1 by taking 
u _,=OandrP,= 1. Using the Jacobi identity, which states that 
w WY, 9 .“2 f,, slv Wfi 3 ...2 f,,, AlI = W.f, 9 ...? Ll Wfi > ...? f,, g, Al, 
it follows that, for - 1 d j < n, 
D~,T, zI = -2u, pi. 
This was remarked already in [22]. 
The purposes of this section are the following: 
(1) To confirm that if we write (a,, rj, p,) as in Eqs. (51), (52), and 
(53), then (q, Y) = (G~/T~, p,/z,) is a solution of the AKNS hierarchy. 
Furthermore, (a,, z,, p,) are the Hirota dependent variables associated to 
(4, r). 
(2) To prove directly that a fundamental system of solutions of 
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(54) 
where X, is given by Eq. (43). 
We remark that the first item above was accomplished in [22] by 
different methods. We start with the following: 
LEMMA 9. If q,, is defined by (51) and (52), then 
and 
Lq,= i l 
,=. ( -2k)n/qnp’. 
Proqfi Recall that for 151 < 1, 
C F1)’ j 
j> I 
jr = -log(l+<). 
Now, we compute for 5 = A/2k 
We conclude the proof by expanding the 1.h.s. and the last r.h.s. of this 
equation in a power series in the variable 1 and comparing the coefficients. 
Q.E.D. 
In order to accomplish the first goal we start by showing the result for 
a=o, z= 1, and p = -q,,. This corresponds to taking j = -1 if we use the 
convention introduced above. But in this case we can easily show that 
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e,=h,=O for 131, and f,+,=(-2)-‘dtr. So, it suflices to show that 
f3,,r=(-2)- ‘+ ’ 8’ r This is indeed true because x . 
~r,4n=(-w+19n-/ (55) 
as can be seen by differentiating Eq. (51) with respect o t,. 
One can also show in this case that if we take h = C,30 h,k-‘, 
e=Cja, k-je,, and f =Ci3, kpJf;, then 
r 1 
x-7 -$+a 
&x-p X+t 
I = H. (56) 
This equation appears in [20, p. 1791 modulo a small typo and the change 
of variables indicated in Eqs. (10) and (11). Again the verification is 
straightforward in the case g = 0, r = 1, and p = -4.. Indeed, 2Tt = 1, 
B+cr = 0 and using Lemma 9 followed by Eq. (55) 
f= +I,,+ f “a,& (=, 2k 
= -$q.. 
To obtain the same results mentioned above for triples (crj, rj, pi), with 
0 <j < n, we remark that such triples are obtained by applying j + 1 
Schlesinger transformations, as defined below, to (0, 1, -qn) followed by 
the harmless multiplication of r by - 1. This fact about Schlesinger trans- 
formations was also pointed out in [22], and can be shown by induction 
on j with the help of Jacobi’s identity. The Schlesinger transformation here 
is 
It is induced by the gauge transformation 
TIP 
-2k-(~,~-~r,)l(~r) 1 !I? 
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The first claim now follows from the fact that (56) and the equations in the 
AKNS hierarchy are invariant by these Schlesinger transformations (see 
[20, Chap. 51 or [17, 14, 151). 
Let us prove the second item. Here again the proof is simplified if we first 
show the result for G = 0, t = 1, and p = -q,, or for g = 1, r = q,,, and p = 
-W[q,, q,- 1]. The eigenfunction p has the form (54) with (0, t, p) sub- 
stituted by (a-, z --) p ~ ) and multiplied on the right by diag[( 1/2k), -2k]. 
Using Eq. (54) and writing (a, r, p) = (a,, TV, p,) the proof reduces to 
showing that the following equations are satisfied: 
-r,B-r+r8~r.,-~~R-p=0, (57) 
+d-TZJi+~,)--~+T+t~+~=o, (58) 
(59) 
and 
-r,R,r+r8+r.,+~p~+o=o. (60) 
The proof of Eqs. (57), (58), (59), and (60) now becomes a 
straightforward computation for j = -1. Let us do (57), in the case G = 1, 
T=q,, and p= -Wq,,qnp,l, 
= -qne* f: (-2k)‘p”q,+qnnC’ (-2k)‘+‘p”q,-, 
I=0 /=O 
-&w 
[ 
n&-2k)-q,, i (-2k)‘-“q, 1 =o, I=0 I=0 
where in the last equality we used that 
n-1 
W C (-,,)‘+I-” q/, i (-2k)‘-“q, 1 [ = W “&-2k)‘+‘-“q,,q,, 1 . I=0 I=0 I=0 
The proofs of (58), (59), and (60) follow the same lines. 
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6. RATIONAL SOLUTIONS OF mKdV AND BISPECTRALITY 
In this section we briefly discuss the bispectral property of the rational 
solutions of the mKdV hierarchy. This hierarchy is obtained by considering 
only the odd flows of the AKNS one and by taking r=q. We remark that 
this last condition is preserved by the odd flows of AKNS, but is destroyed 
by the even ones. Hence the need to restrict to the odd flows. Since we are 
imposing a severe restriction on the pairs q and r, namely q = r, we expect 
to find more special operators B(k, 8,) at least for some choices of O(x). 
Indeed we shall show in this section that O(x) can be found so that 
B(k, 8,) is similar to a diagonal operator D(k, 8,). More specifically, 
B(k, a,) = SD&, a,) s ‘, 
with 
1 1 
S= I 1 1 -1 
We remark that this matrix S has the property that for q = r 
L~fsLs-L 
[ 
0 a,+4 
2,-q 1 0 ’ 
and 
diag[H,, H,] %L*=diag[a’,-u,, c?$--u~], 
(61) 
with v, = q* + q.X and v2 = q* - ql-. Note that U, and u2 are the Miura trans- 
forms of q. This allows us to relate the bispectral property for q, a rational 
solution of the mKdV, to its counterpart in the KdV hierarchy. 
THEOREM 10. If r = q is a rational solution of the mKdV hierarchy 
decaying at infinity, then L is bispectral. Moreover, there exists bispectral 
eigenfinctions !4” satisfying, for some nonconstant function O(x), 
B’(k, a,) Y” = O(x) Yv’, 
where B’ = SD’S ‘, with D’ a nondegenerate diagonal operator inde- 
pendent of x. 
Proof: A change of dependent variables cp = SY takes the operator L 
into L. The fact that q is a rational solution of mKdV decaying at infinity 
implies that u, and u2 are rational solutions of KdV also decaying at 
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infinity. Now we use some results of [9, Theorems 3.4 and 3.51. Every pole 
p of vi (resp. u2) is a regular singular point of H, cp = 0 (resp. H,cp = 0) 
and the roots of the indicial equation are fv, with VIE Z,,. We take 
the eigenfunctions qf of H, that have the asymptotics cp: = 
(1 + 0( l/x)) exp( fkx), as x -+ ccj. Theorem 3.5 in [9] implies that there 
exists a polynomial O(x) and DF(k, 8,) such that 
D,cp: = O(x) cp;. (63) 
Furthermore, for Eq. (63) to hold it is necessary and sufficient that the 
polynomial O(x) satisfy OC2’- ‘) (p)=Oforeverypolepofu, and ldj~v,. 
We choose 0 that also has the same property for the poles of u2. We claim 
that (~2’ =def k - ‘(8, - q) cp F is an eigenfunction of H,. Indeed, the usual 
“transference” argument gives 
since cp: is an eigenfunction of H,. Furthermore, the asymptotics of (~2 
at infinity is the same of qpl’ times + 1. Hence, cpf is also a bispectral 
eigenfunction and there exists 0: such that 
for the polynomial O(x) with the properties above. If we write 
then 
Now we put D = diag[D:, D:]. Because of Eqs. (63) and (64) this implies 
thatD’~‘=O(x)cp’.If,for1=1,2,weusetheasymptoticsasx~coof 
cp: we obtain that the order of DI+ is the degree of O(x). This implies the 
nondegeneracy of D. 
We conclude by defining 
(65) 
and by taking B’ = SD’S-‘. 
In [27] we expand on this subject. 
Q.E.D. 
505.‘97:1-7 
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7. CONCLUSION AND FINAL REMARKS 
We can summarize the relation between the contribution of this article 
and the results of [9, 271 using the diagram of Fig. 1. 
Let us describe Fig. 1. By rational solutions of the AKNS hierarchy we 
mean the solutions that can be written as q = g/z and Y = p/r with rs, p, and 
z polynomials satisfying the conditions of Theorem 5. The process, 
indicated by arrow 2, of specializing to q = r and of considering only the 
odd time flows leads to the mKdV hierarchy [ZO]. Arrow 1 indicates that 
the bispectral property follows as a consequence of Theorem 5. As a 
corollary of this it follows that if q is in the manifold of rational solutions 
of the mKdV hierarchy then it also has the bispectral property as long as 
the gcd condition is satisfied. This is indicated by arrow 4. So far, all we 
had about the operator B(k, 3,) is that it is a nondegenerate matrix dif- 
ferential operator. It turns out that for the rational solutions of the mKdV 
hierarchy there exists B’ conjugate to a diagonal operator. As we 
explained in Theorem 10, arrow 5 indicates this implication. We stress, 
however, that the diagonal operator in k is obtained only after the change 
of variables of Eq. (65). Arrow 6 is a consequence of the fact that the 
Miura transformation maps solutions of the mKdV hierarchy into solu- 
tions of the KdV hierarchy. Arrows 7 and 8 are consequences of [9]. We 
remark that arrow 8 holds as an implication if the space of common solu- 
tions of (5) and (6) is at most one dimensional as shown in [9]. Arrow 10 
6 
I 
I I 
Rational Solutions of 
the KdV Hierarchy 
1 
7 
a 
FIG. 1. Diagram describing the relation between the bispectral property and rational 
solutions of nonlinear evolution equations. The arrowss should be interpreted under the 
assumptions given in Section 7. 
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follows from the fact that the components of cp + = SYy’ are bispectral 
eigenfunctions for the Schrlidinger operators H, and Hz of Eq. (62). 
It should be noted that in the present work we did not consider the 
problem of finding necessary conditions for bispectrality, or the even har- 
der problem of characterizing all the bispectral pairs (q, Y). This problem in 
the matrix case is substantially harder than the one for the Schradinger 
operator. We shall address the characterization problem in the future. 
We conclude by remarking that the method of constructing differential 
equations in the spectral parameter for the eigenfunctions associated to the 
AKNS hierarchy, conceivably, could be adapted to other hierarchies 
associated to the spectral problem a, Y = (kJ+ Q) Y, with more general 
choices of J and Q(x) than the ones studied here. One example being the 
case where J is diagonal and Q(x) is off-diagonal. Such hierarchies have 
been studied in [23]. The crucial part would be to substitute the condition 
gcd(a, z) = 1 or gcd(, p) = 1 by some other condition that would ensure the 
solvability of the linear system that appeared in Proposition 4. 
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