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ABSTRACT 
The concept of a C-function introduced by Nowosad and Hoffman is used to 
characterize classes of complex square matrices, resulting from various degrees of 
diagonal dominance associated with G-functions. Their relationship to the set of 
M-matrices is established. 
1. INTRODUCTION 
As is well known, an n x n complex matrix A = ( ai j) is called diagonally 
dominant if 
laiila r,(A) = C laijl (i = l,...,n). (1.1) 
jti 
This suggests the following extension making use of the concept of a 
G-function (see Section 2). An n X n complex matrix A = (aij) is called 
Gdiagonally dominant if there exists a G-function f = (fi, . . . ,f,) such that 
laiil 2 &CA) (i = l,...,n). 0.2) 
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Denote by DG the set of such n X n complex matrices. Our objective in this 
paper is to characterize and interrelate some subclasses of DG, resulting from 
various degrees of diagonal dominance associated with G-functions. With the 
restriction that all G-functions used are monotonic, the major classes consid- 
ered are the ones of G-diagonally dominant matrices, matrices of G- 
generalized positive type, and G-semistrictly diagonally dominant matrices, 
denoted by RDG (LDG), RPG (LPG), and RMG (LMG, MG), respectively. 
Their relationship to the sets of M-matrices and nonsingular M-matrices is 
established. 
This paper is divided into five sections. In Section 2, we explain the 
necessary notation and definitions. Two of our main results, Theorems 3.3 and 
3.4, appear in Section 3. Section 4 is devoted to investing properties of the 
matrices of G-generalized positive type; Theorem 4.1 is related very closely to 
Theorem 1 of [12]. Finally, in Section 5 we discuss some results on three 
classes of G-semistrictly diagonally dominant matrices, generalizing some 
theorems by Beauwens [l] and Varga [12]. 
2. NOTATION AND DEFINITIONS 
In all that follows, C”* n (I?‘, “) denotes the collection of all n X n complex 
(real) matrices; Cc, ” denotes the subset of C”, ” with all diagonal entries 
nonzero. Denote by R” the collection of all real column n-vectors x = (x,, . . . , 
Lx,)? If X = (Xi ,...,~,)~ER”,thenx>O(x>O)impliesthatx~>O(x~~O) 
for all 1~ i Q n. Following Fiedler and Ptak [7], denote by Z”,” the subset of 
R”,” with nonpositive off-diagonal entries. 
The concept of a G-function introduced by Nowosad [9] and Hoffman [8] 
will play an important role throughout the paper. Let ?J,,, n >, 2, be the set of 
all nituples of real-valued functions f = (fr, . . . ,f,) such that each A( A) is 
nonnegative for any A E C”,“, and depends only on the moduli of the 
off-diagonal entries of the matrices. Recall (cf. [4, p. 981) that f = (f,, ... ,f,) 
E 'G?n is a G-function if each A = (a i j) E C”, n satisfying 
laiil ’ fi’CA) (i=l,...,n) (2.1) 
is nonsingular. We denote by $, the set of G-functions in Tn. A G-function 
f = ( fi, . . . , f,) E Cl,, is said to be monotonic [respectively, strictly row mmw- 
tonic] if, for any A, B E C”,“, 
laijl G lbijl (i,j=l,...,n; i#j) (2.2) 
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[respectively, with strict inequality for at least one pair (ie, h), j, f ic] implies 
X(A) G X(B) (i=l,...,n) (2.3) 
[respectively, with strict inequality for i = i,]. The set of strictly row mono- 
tonic G-functions in ‘J,, will be denoted by 9:. (Cf. [4] and [13].) As examples, 
if x = (xi,. . . , r,)r>O, y=(yi,...,y,,)r>Oand 
r;(A) = XI’ c ]aij]xj (i = l,...,n), (2.4) 
j-i 
cY( A) = ri”( AT) (i = l,...,n), (2.5) 
thenbothr”=(r;,...,r~)and~~=(c~,...,c~)arein$. Similarly,aG-func- 
tionf=(f,,...,f,)E$ is said to be strictly row-column monotonic if, for any 
A, B from P” satisfying (2.2) and having one index i, such that in (2.2) 
strict inequality holds for some (iO, &) with h * i,, or for some (to, i,,) with 
to * i,, we have that (2.3) holds with strict inequality for i = i, unless 
f,‘,(A) = xo(B) = 0. The set of such G-functions in 9, will be denoted by 6$. 
(Cf. [13].) 
It is well known that, for any x > 0 and y > 0, both ({ r~~~>‘/~, . . . ,{ r,“c,“)‘/2) 
and &r’ + &c’J = ($r,X + icy,. . . , ir,” + gc,Y) are in gi. 
A matrix A=(aij)~P” is called a (possibly singular) M-matrix if 
A + XI, is nonsingular for any scalar X > 0. For irreducible A E Z”,“, A is an 
M-matrixifA+diag(d,,... ,d,)isnonsingularwheneverd=(d,,...,d,)r~O 
with d * 0. (See, for example, [7] and [4].) We shall denote by P, and P the 
sets of all M-matrices and all nonsingular M-matrices in Z”,“, respectively. 
Given any A = (aij) E C”,“, 
parison matrix defined by 
we denote by P(A)=((~~~)EZ”,~ the corn- 
i 
laijl for all i = j, 
ayij = 
-JaijJ forall i* j. 
It is seen that if A E DG then p(A) E DG and Pa. 
If A E C”,” is reducible, there exists a permutation matrix Q E R”,” such 
that 
A=Q* 
A,, A,, . . . A,, 
A, ... A,, 
0 A’ mm 
Q, (2.6) 
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where 2 < m < n, and each square submatrix A,, is either irreducible or a 
1 X 1 nulI matrix (cf. [ll, p. 461). Denote by S,(A) the set of indices of A,,, 
1~ t < m. Continuing, for irreducible A E C”,“, we write simply A = [A,,]. 
3. G-DIAGONAL DOMINANCE WITH MONOTONIC G-FUNCTIONS 
In this section, the following subclasses of DG are investigated: 
RDG={A=C”? 3f E ‘$ such that (1.2) holds} ; (3.1) 
LDG = {A E C”,“: 3f E ‘3: such that (1.2) holds}. (3.2) 
We first collect some observations. 
LEMMA 3.1. For any A E C”~“, the following are equivalent: 
(a) p(A) E P. 
(b) There exists an f = ( fi, . . . , f,) E C$, such that (2.1) holds. 
(c) There exists an f = ( fi, .. . , f,) E $ such that 
laiillajjl>$(A)fj(A) forall i* j. 
Proof. The step from (a) to (b) is obvious by 2” of Theorem (4.3) of [7]. 
The implication (b) to (c) is trivial. The fact that (c) -+ (a) follows immediately 
from Corollary 4.1 of [8] and the definition of M-matrices. n 
LEMMA 3.2. Let A E C”,” be of the form (2.6). 
(a) If A E RDG with f = ( fi,. . . ,f,) E C$A, then A,, sing&r implies Atj = 0 
for all j* t, and laiil = J(A) whenever i E S,(A). 
(b) Zf A E LDG n C;sn with f = (fi,. . . ,f,) E gi,“, then A,, singular im- 
plies Atj= A, = 0 for all j* i, and laiil =x(A) whenever i E S,(A). 
Proof. Observe that if A is irreducible (A = [A,,]), then both (a) and (b) 
obviously hold by a theorem of Ky Fan [6]. Thus we may assume that A is 
reducible, and is of the form (2.6) with 2 < m < n. Put A, = Qtdiag(A,,, . . . , 
A,,) Q, where the Aji and Q are as in (2.6). Clearly, ](A)ij] > ](A,)ij] 
(i,j=l,..., n), where ( A)ij denotes the (i, j) entry of A, and therefore 
J(A) 2 I’ (i = l,...,n) (3.3) 
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for any monotonic G-function f = (fi,. . . ,f,) by definition. According to 
Corollary 2 of Theorem 6 of [4], we can choose an x = (xi,. . . , z,)r > 0, 
depending on A,, such that 
fi’(Ad a fi%%d (i= l,...,n), (3.4) 
where 
(i) denoting the &(A,) containing i. [When (i) = {i}, take ?t(AR) = 0.1 
(a): Suppose that A E RDG with f E g:, and that A,, is singular. It follows 
from (1.2), (3.3), and (3.4) that 
Iaiil a .6(A) a &CAR) a ‘?(AR) (i = l,...,n). (3.5) 
As A,, is either irreducible or a 1 X 1 null matrix, A,, singular implies, by (3.5), 
(ai,]=~(AR) forall iES,(A,), 
so that 
Iaiil = X(A) = A( AR) whenever i E S,(A,). (3.6) 
Since f E!3,T$ and S,(A,)=S,(A), th e conclusion follows immediately from 
(3.6). 
(b): Suppose that A E LDG n C$ n with f E !8:, and that A,, is singular. A 
similar argument applied to prove (a) above shows that (3.6) holds again in 
this case. Since all a i i * 0 and f E C$, we have by definition that Atj = A, = 0 
for all j* t, proving (b). n 
We remark that Lemma 3.2(b) can be considered as a generalization of 
Theorem 3 of [S]. 
Two of our main results are the following theorems. 
THEOREM 3.3. Let A E C”,” be of the fomt (2.6). Then the following are 
equivalent: 
(a) p(A) E Pa, and p(A,,) singular implies Ati= 0 whenever j* t. 
(b) Thereexists~nx=(r,,...,x,)~>OsuchthatCL(A)X~O. 
(c) A E RDG. 
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If A E C;xn, each of the following is equivalent to the first three properties of 
this theorem: 
(d) There exists an x = (x 
whenever i * j. 
l,...,x,)T> 0 such that laiillajil > q”(A)rF(A) 
(e) There exists an f =(f,,...,f,)E@i 
whenever i * j. 
such that laiillajjl >, fi‘(A)f;.(A) 
Proof. (a) ++ (b): This is known; see Theorem 1 of [2]. 
(b) -+ (c),(d) and (d) + (e) are trivial. 
(c) + (a): Clearly, (c) implies p(A) E RDG, so that p(A) E PO. The second 
part of (a) follows at once from Lemma 3.2(a), since for j* i, p(Aij) = 0 
implies A i j = 0. 
(e) + (a): Observe that p(A) E I’, by Lemma 3.1 and by definition. As 
before, we may assume that A is reducible, and is of the form (2.6) with 
2 < m < n. A similar argument to that used in the proof of Lemma 3.2 shows 
that both (3.3) and (3.4) hold for some x = (x,, . . . , x,)r > 0, and therefore 
> tix( A&=( AR) for all i * j. (3.7) 
Suppose now that p(At,) is singular. Since all ail * 0, we have that p(Att) is 
irreducible with order > 2, so that y(AR) > 0 for all i E S,(A). If some A,, 
were a nonzero submatrix of A, where t < s < m, then we would have 
AO(A) > JO(A,) for some fixed i, E S,(A), as f E gi. It follows from (3.3) and 
(3.7) that 
laioi,llajjl > ~~(Afi)$YA~) whenever jE S,(A), j* i,. 
Together with (3.7), this in turn implies that XL $( A,,)X, [and also p( A,,)] is 
nonsingular by a theorem of Brauer [3], where X, = diag(x,,,.. .,xip) and 
(i r, . . . , iP> = S,(A). This contradiction completes the proof of the theorem. w 
THEOREM 3.4. L&A E Cz*n be of the form (2.6). Then the following are 
equivalent: 
(a) p(A) E PO and p(A,,) singular implies Atj= A, = 0 whenever j* t. 
(b) There exists a positive diagonal matrix D E R”* n such that p( A)D + 
Dp( AT) is positive semidefinite. 
(c) A E LDG. 
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exists un f=(fi,...,f,)E$ SUCK that (aiillajjl> f,‘(A)4(A) 
whenever i * j. 
Proof (a) ++ (b) is known; see Theorem 1 of [2]. 
(c)-+(a): Obviously, p(A) E Pa. The second part of (a) follows im- 
mediately from Lemma 3.2(b). 
(c) + (d) is trivial. 
(a) -+ (c): Since p(A) E PO, p(Ar) E I’, by definition. Moreover, if p(A) 
satisfies the second part of (a), then so does p(Ar). Thus, in particular, both 
p(A) and p( A’) satisfy (b) of Theorem 3.3, so that p( A)x > 0 and p( Ar)y > 0 
for some pair of vectors x > 0 and y > 0. It follows that 
proving (c). 
]a,,],,&*(A)++c/(A) (i=l ,...,n), (3.8) 
(d)-+(a): The proof is similar to that of (e)+(a) of Theorem 3.3, and 
therefore is omitted. The theorem is proved. W 
4. G-GENERALIZED POSITIVE TYPE WITH MONOTONIC 
G-FUNCTIONS 
Let N = (1,. . . , n}, and write ./(A, f) = {i E N:Ja,,J > $(A)} for any A E 
C”,nandforf=(fi ,..., f,)~$.It is clear that J( A, f) = J(p( A), f). In this 
section, we consider two subclasses of RDG and LDG: 
RPG: The class of matrices A E C”, n with the following properties. For 
eachAERPGthereexistsanf=(fr,...,f,)E8isuchthat: 
(i) (1.2) holds with 
J( A, f) nonempty, (4.1) 
(ii) for each i, 4 ./(A, f) there exist indices i,, . . . , i, in N for which 
ajjij+l*O (j=O,..., t-l) and i,EJ(A,f). (4.2) 
LPG: The class of matrices A E C”* ” with the following properties. For 
A~LPGthereexistsanf=(f,,...,f,)Egisuchthat: 
(i) (4.1) holds, and 
(ii) for each i, e J( A, f) there exist indices i,, . . . , i, in N for which 
l”i,ij+,l+luij+,i,l ’ O (j= o,l,*..p t-1) and i,=J(A,f). (4.3) 
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AmatrixAEC”.” is said to be of generulized positive type (cf. [ 121) if A is 
inRPGwithrespectto~(A)=ri”(A)(i=1,...,n)forann:=(x,,...,r,)*>0. 
THEOREM 4.1. For any A E C”*“, the following are equivalent: 
(a) p(A) E P. 
(b) p(A) is of generalized positive type. 
(c) A E RPG. 
Zf AEC;,“, the following is equivalent to the first three properties of this 
theorem: 
(d) A E LPG. 
Proof. (a) f) (b) is well known; see [12]. 
(b) + (c) is trivial. 
(b) + (d): If p(A) satisfies (b), then so does p(Ar), and therefore by 
definition there exist x > 0 and y > 0 such that OX > 0 with _@(A), rX) 
nonempty and r_1(Ar)y > 0 with l(p(Ar), c”) nonempty. Thus, we have that 
(3.8) holds, and that ](A, irx + $3’) is nonempty, since J(A, &rX + $Y) =I 
J(p(A), rX). Next, if i, e I(A, gr’ + ic”), then i, 4 &(A), rX), so that by 
definition there is some chain from i, to i, E &(A), r’). Thus, i, is also in 
J( A, fr’ + $*), proving (d). 
(c)+(a): Assume AERPG with f=(f,,...,f,)E8:. Then, obviously, 
p(A) E RPG, so that p(A) E PO. As before, we may assume that A is 
reducible, and is of the form (2.6) with 2 d m Q n. Note that p(A) E RPG 
implies /J(A) E RDG. A similar argument used in the proof of Lemma 3.2(a) 
shows that p(A) is nonsingular. Indeed, if p(A) were a singular M-matrix, 
then there would exist a fixed integer t, 1 <t 6 m, such that p(A,,) is 
singular, so that, by Lemma 3.2(a), Atj = 0 whenever j* t, and 
l%l = f;(A) for all i E S,(A). 
These mean that there is no chain from i E S,(A) to i,, satisfying (4.2), such 
that i, E J( A, f ), in contradiction to (c). Hence p(A) E P. 
(d) -+ (a): This proof is not dissimilar to the one of (c) + (a) above, using 
Lemma 3.2(b), and therefore is omitted. W 
It is not devoid of interest to consider two results which may be helpful in 
determining whether a matrix A E R”*” satisfies the conditions (4.2) and (4.3). 
They expand a result of Vandergraft [lo]. 
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PROPOSITION 4.2. Let H = {(x,,.. . , X,)T E R”: xi >, 0 for al2 i E N}, and 
letAER”*“. Supposethutthereexistsanf=(f,,...,f,)~C?,,suchthat 
laiil 2 fi’(A) (i = l,...,n) (4.4) 
with &A, f) rwnempty. Then the following are equivalent: 
(a) For each i, 4 ](A, f) there exists a chain in N from i0 to i, E &A, f) 
satisfying (4.2). 
(b) The vector u E R” defined by 
u = (1~1~1 -f,(A) r...$~,l -f,(A))T (4.5) 
does not lie in any face of H which is invariant under A, that is, u does not 
lie in any proper subspace of R”, spanned by unit coordinate vectors, which 
is invariant under A. 
PROPOSITION 4.3. Let A E IV’*“. Suppose that there exists an f = ( fi, . . . , 
f,) E 9” such that u * 0, where u is defined by (4.5), and the set &A, f) = {i 
E N:la,il* $(A)} is nonmnpty. Then the folluwing are equivalent: 
(a) For each i, 6% j(A, f ), there exists a chain jkm i, to i, E .i( A, f ), 
satisfying (4.2) (respectively, satisfying (4.3)). 
(b) u does not lie in any proper subspace of R”, spanned by unit 
coordinate vectors, which i.s invariant under A (respectively, I A I + I AT I, where 
I Al = (laijl))* 
The proofs of Propositions 4.2 and 4.3 are almost the same as that of 
Theorem 4.1 of [lo], and therefore are omitted. 
5. G-SEMISTRICT DIAGONAL DOMINANCE WITH MONOTONIC 
G-FUNCTIONS 
Let AEP”, and let q be the permutation which applies the sequence 
(P 1 ,..., p,) onto (l,..., n). Define the matrix A, E C”*” for any t E N by 
w*j= lij i 
if q(i)>t or q(j)>t, i*j; 
otherwise. (5.1) 
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It is obvious that A, depends only on A, t, and q, and that A,, = A, 
I(At)ij G I(At+dij forall i,jEN and l<t,<n-1. (5.2) 
In this section, we consider three subclasses of the class of G-semistrictly 
diagonally dominant matrices, denoted by RMG, LMG, and MG. 
RMG: The class of matrices A E C”, n with the following properties. For 
each A E RMG there exists an f = (f,, . . . ,f,) E 8; and a permutation q which 
applies (pr ,..., p,) onto (l,..., n) such that (1.2) holds and 
l%Btptl ’ f,*(A*) (t =l ,...,f&). (5.3) 
Obviously, if AERMG with f=(fi ,..., f,)=(ri ,..., r”), and if q is the 
identity permutation, then A is just a so-called lower semistrictly diagonally 
dominant matrix (cf. [l]). 
Similarly, we can define the class LMG (MG), provided “f= (fi, . . . ,f,) E 
’ ” in the definition of RMG is replaced by “f E 9: ” (by “monotonic 
>E 9 “). 
Se following result is a generalization of Theorem 2.1 of [l]: 
THEOREM 5.1. A matrix A EC”,” is Girreducibly diagonally dominant 
with f=(fi,..., f,) E 9: (that is, A is irreducible, and (1.2) holds jii f= 
(fi,. . . ,f,) E !3: with equality in at most n - 1 cases) if and only if it is 
irreducible and is in RMG with the same f E g:. 
Proof. The proof is quite similar to that of Beauwens [ 11. Assume 
irreducible A is in RMG with some f = (fi, . . . ,f,) E 8;. Let q be the 
permutation given in the definition of RMG. Then by the condition (5.3) with 
t=n 
(5.4) 
so that the sufficient condition holds. 
Conversely, assume that A is G-irreducibly diagonally dominant with 
some feSL, and let Q,,” be a node of its directed graph such that (1.2) is strict 
for i=p,. Let Qp,_l*Qp, be any node such that there exists a path from 
QP,_l to QP,, let QP”_2 be any node distinct from Q,,. and QPnml such that 
there exists a path from QPnm2 to QPIl or Q,,_,, and so on. Since A is 
irreducible, this procedure wilI exhaust aU the nodes of its directed graph. 
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Letting Q be the permutation which applies (pi,. . . , p,,) onto (1,. . . , n), and 
A,, t E N, be the corresponding matrix (5.1), we observe that, for each t 
(1~ t < n - l), A has a nonzero entry aPtPi with t < j. On the other hand, 
(A,),l,j = 0 for t < j by (5.1) so that 
k&,l a fp,w > f,,(4) for t=l,...,n-1. 
(5.4) is satisfied by construction. Thus, A is in RMG with the same f E 8:. 
This completes the proof of the theorem. n 
THEOREM 5.2. For any A E Cz,“, the following are equivalent: 
(4 I”(A) E P. 
(b) There exists un x=(x,,..., xJT > 0 such that p(AX) is lower semi- 
strictly diagonally dominant, where X = diag(x,, . . . ,x,). 
(c) A E RMG. 
(d) A E LMG. 
(e) A E MG. 
Proof. (a) c, (b) is known; see [12]. 
(b) -+ (c), (c) + (e), and (d) + (e) are all trivial. 
(b) + (d): If A satisfies (b), then so does AT, so that there exist x > 0 and 
y > 0 such that OX + ,u(Ar)y >, 0, and 
for all i E N. 
It follows that (1.2) and (5.3) hold for f= $P + fey E 8: and for the identity 
permutation. Thus A is in LMG. 
(e) -+ (a): Assume A E MG with monotonic f E !$,,, and the permutation q. 
A similar argument to that used in the proof of Theorem 3 of [13] shows that 
Since /_L( A) E PO, the last inequality implies p(A) E P by (5.3). This completes 
the proof of Theorem 5.2. n 
With Theorems 4.1 and 5.2, we have 
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COROLLARY 5.3. As subsets of Z”, n n C;, n we have 
RPG=LPG=RMG=LMG=MG=P. 
The author would like to thank the referee for his helpful comments on 
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