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0. INTRODUCTION 
For the last 60 years it has been known that to any isotopy class of 
quasigroups one may associate a geometric structure, namely. a j-net. The 
connections between the algebraic structure of the binary systems and the 
geometric properties of the corresponding J-nets (especially when expressed 
by means. of configurations) have been intensively studied since about 1920 
(Blaschke and Bol ] 151. Bruck / 18 1. Aczel ] I 1. Artzy 14 ]. Belousov ] 1 I. 
I:! I. and Denes and Keedwell 125 1). The configurational conditions 
equivalent to power associativity. associativity. and commutativity have 
proved fruitful in the theory of projective planes (Pickert ] 75 I). 
In the present paper we develop these ideas further: To a j-net as a 
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geometrical structure we can associate in a natural way the group of 
collineations and the group of projectivities of a line onto itself. Both the 
groups are invariants for the geometry since the groups of all projectivities of 
two different lines are isomorphic as permutation groups. Our aim now is to 
study from different points of view the connections between a loop Q and the 
collineation group Z(Q) and the group of projectivities ZZ(Q) of the net 
N(Q) belonging to Q. It is surprising how well the properties of Q are 
reflected in the structure of n(Q) and Z(Q). 
The first link between the algebraic properties of Q and the permutation 
behaviour of the collineation group of the net J’-(Q) was given by Blaschke 
in 195 1 (see [ 14, Chap. 91). Recently, systematic work in this direction has 
been done by Belousov and his school ([ 12, 131’). This geometrical charac- 
terization of an algebraic structure by its group of collineations may be 
considered as the approach from Klein’s point of view. 
Although it has been known for a long time that the von Staudt theorem is 
admirably suited for characterizing Pappian projective planes, and in the last 
few years there has been a great increase in the study of the group of projec- 
tivities, it seems that no von Staudt theorem for binary systems has been 
given. Such theorems must characterize the Abelian groups within the class 
of loops in terms of the group n(Q). 
The first nine sections of this paper are mainly devoted to the study of a 
loop from the von Staudt point of view. Here we are guided by well- 
developed ideas of projective geometry. 
In Section 6 we determine explicitly the group Z7(Q) for a loop Q which 
possesses the inverse property: In this case n(Q) is generated by the left and 
right multiplications and by the inversion. If, in particular, Q is a group, then 
n(Q) is the natural extension of the product of the left and the right regular 
representations of Q with the group generated by the inversion. From the fact 
that left and right multiplications by a fixed element are projectivities, the 
close connection between Q and L’(Q) becomes apparent. 
In Section 7 we prove von Staudt’s theorems. Since in an Abelian group G 
with s involutions the inversion has s + 1 fixed points, it is impossible to 
characterize Abelian groups in the class of loops only by regularity 
conditions for the group l7 of projectivities. However, one has: A loop Q is 
an Abelian group without involutions if and only if the pointwise stabilizer 
of every two points in the group n(Q) consists only of the identity. 
To obtain a characterization for the full class of Abelian groups we 
restrict the order of the stabilizer of ZZ on a point: A loop Q is an Abelian 
I We note that according to our definition a collineation always maps lines onto lines. 
I$ a “proper collineation” in the senw of Hcl. ‘>(>\. 
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group if and only if the stabilizer ZZ, of a point a has order at most two. 
Further characterizations for the Abelian groups in the class of loops are 
obtained by assuming that I7 has a regular subgroup of index at most two, or 
that every projectivity has an irreducible representation of very small length. 
In order to measure how the group n(Q) differs when Q, instead of being 
a group, is a proper loop (satisfying no strong algebraic law) we have deter- 
mined (in Section 3) the group ZZ for free quasigroups and free loops. We 
have taken this opportunity to develop further the theory of free k-nets 
introduced by Bates [ 101 and we define the notion of rank which, as in the 
case of projective planes, is the only invariant. We wish to mention that the 
notion of rank gives us new and completely geometric proofs of the following 
facts: (i) isotopic free loops are isomorphic; (ii) every subloop 
(subquasigroups) of a free loop (quasigroup) is free; (iii) a free loop of rank 
r contains free subloops of any rank r* > 1; (iv) every loop of rank r is a 
homomorphic image of the free loop of rank r: (v) a proper quasigroup 
which is isotopic to a free loop of finite rank cannot be free. We notice that 
whereas the free net associated to a free loop of rank r has rank r + 2, a free 
net associated to a free quasigroup always has an infinite rank. 
As in the case of other geometries we see that the group of projectivities of 
nets corresponding to free quasigroups (or to free loops) are free groups 
which have a nice behaviour as permutation groups: The pointwise stabilizer 
of every four distinct points consists only of the identity. 
From this point of view these groups are nicer than the groups of projec- 
tivities of nets corresponding to non-Abelian groups which contain elements 
with a large centralizer. These latter groups have projectivities whose number 
of fixed points is equal to the cardinality of this centralizer. We also present 
loops whose group of projectivities is transitive on n-tuples of points for any 
n. 
Moreover, for any n > 3, we can construct loops with the following 
property: The stabilizer of 17 on every 12 + 1 different points consists only of 
the identity and there are n points such that the stabilizer on these n points is 
different from 1. 
In Section 8 we shall show that an appropriate von Staudt theorem can 
also be given in other categories of loops. If Q is a locally compact, 
connected, and locally connected loop, then Q is a locally compact 
connected Abelian group precisely if the stabilizer of the connected 
component of the “topological group of projectivities” is totally discon- 
nected. For algebraic loops we can also prove a von Staudt theorem. Since 
in the case of a field k which is not algebraically closed we cannot describe 
completely an algebraic k-loop by maximal ideals (points), we have used the 
language of Demazure and Gabriel [23 1 and have described the group of 
projectivities as a functor scheme. In this language we can characterize 
connected proper algebraic commutative k-group schemes as connected 
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proper algebraic k-loop schemes whose group of projectivities has a discrete 
stabilizer on a point. 
For a locally compact loop Q the group (topologically) generated by the 
left and the right multiplications is not usually a compact group. If it is, and 
if Q is moreover locally connected and finite dimensional or locally contrac- 
tible, then Q is a particularly nice compact Lie loop as has been shown by 
Hudson. Moreover, if we assume that the group of projectivities of such 
locally compact, connected, and locally connected finite-dimensional loops Q 
is compact, then, with weak additional assumptions on the homotopy group 
of Q, we obtain a geometrical characterization of the groups SO,, Spin,R 
and for the Moufang loop of all Cayley numbers of norm one. 
In Sections 10-12 we study the collineation group of a loop. The subgroup 
r of the full collineation group which preserves the directions (i.e., which 
maps the horizontal lines into the horizontal lines, the vertical lines into the 
vertical lines, and the transversal lines into the transversal lines) plays a very 
important role. In the full collineation group C the subgroup r has index at 
most 6 and this index is exactly 6 if the loop Q has the inverse property. We 
shall see that the stabilizer of r on the point (1, 1) is isomorpmc to the 
automorphism group of Q in a natural way; that the stabilizer on the vertical 
line 1, is isomorphic to the group of maps x -P PC, where a is a right 
pseudo-automorphism and c is a companion of a; and that the stabilizer on 
the horizontal line 1, is isomorphic to the group of mappings x-+ c.P, where 
a is a left pseudo-automorphism and c is a companion of a. As an important 
result we get that r is point transitive on the net L f ‘(Q) precisely if every 
element of Q is a companion of a right and of a left pseudo-automorphism. 
In this way we describe, in algebraic terms, the class of loops in which two 
isotopic loops are isomorphic and we also solve a problem mentioned in 
Bruck’s book [ 18, p. 57 1. These results on the automorphism groups allow 
applications to loops with transitive automorphism groups and to division 
neorings. For instance, a loop Q which has the inverse property and admits a 
transitive automorphism group may be either very bad (the left nucleus, the 
right nucleus, and the middle nucleus consist only of the identity), or it is a 
group, or a proper noncommutative Moufang loop in which every element is 
a companion of a pseudo-automorphism. Moreover, we will show that in 
every connected Lie Moufang loop every element is a companion of a 
pseudo-automorphism. In order to obtain this result we prove that the group 
of continuous semi-automorphisms and the group of continuous pseudo- 
automorphisms of a Lie Moufang loop is a Lie group with respect to the 
compact open topology. Therefore the group of continuous collineations 
which preserve the directions is also a Lie group. 
As in geometry, the group n of projectivities of an Abelian group G is 
induced by the group of collineations of G. However, for noncommutative 
groups this is no longer true; for the free 3nets we conjecture that only the 
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identity of I7 can be induced by a collineation. This hope is based on the fact 
that the property is true for free k-nets with k > 5. 
In Section 11 we determine the group C of collineations of free loops Q 
and free quasigroups. In any orbit of these groups there are infinitely many 
elements, but such groups do not operate transitively. From the algebraic 
point of view these groups are subgroups of free products of cyclic groups 
(sometimes with very small amalgamated subgroup). As a consequence of 
our geometrical considerations we can prove the algebraic theorem that the 
automorphism group of a free loop with one generator is a free group. 
In Section 12 we use the concept of amalgams introduced by Kegel and 
Schleiermacher [58 ) to construct k-nets, k > 3, having a flag transitive group 
of collineations and to imbed every k-net in a rigid one. The algebraic 
version for the 3nets of the first construction gives us the possibility of 
constructing loops which are not power associative but in which every 
element is a companion of a right and of a left pseudo-automorphism. This 
class of loops is therefore important since every two isotopic loops of such 
kind are isomorphic. The algebraic version for the second construction 
shows that we can imbed every loop in a rigid one, a theorem of which until 
now only an algebraic proof was known (27 1. 
Section 13 is dedicated to a systematic study of loops from Klein’s point 
of view. We consider here the connections between the algebraic properties 
of a loop and its group r of collineations preserving the directions. In the 
spirit of Blaschke we show that a net. I (Q) of a loop Q admits a point tran 
sitive Abelian group of collineations if and only if Q is an Abelian group. If 
a loop Q admits a point transitive subgroup of r, then in general Q need not 
even be power associative. Only if we have additional strong assumptions. 
e.g., finiteness or very restrictive topological properties, do we obtain the 
associativity for Q. So a finite loop of odd order (> 1) is precisely an Abelian 
group if it admits a point transitive group of collineations such that the 
stabilizer on a point contains an involution and the stabilizer on every two 
distinct points consists only of the identity. A loop Q of prime order is 
precisely an Abelian group if it admits a sharply point transitive group of 
collineations preserving the directions. If Q is a topological loop which is 
realized on a one-dimensional manifold and if Q admits a locally compact 
connected point transitive collineation group, then Q is one of the two one- 
dimensional connected Lie groups. A characterization of Abelian groups 
within the class of loops with the inverse property can be obtained by a 
condition on the normalizer of a point transitive group of collineations in the 
group of all permutations of the points of the net. The class of loops having 
a sharply point transitive collineation group ,4 which preserves the directions 
can be described completely inside JI. A group JI can be interpreted exactly 
as a sharply point transitive group of a net which preserves the directions if 
there exist three subgroups A. B. C (of the same cardinality) such that 
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A=AB=AC=BC and AnB=AnC=BnC’= 1. Such groups will be 
called sharply 3-factorizable. We shall see that there are many sharply 3- 
factorizable groups such that none of the three subgroups A, B, C is a 
normal subgroup of/i. The largest part of the numerous examples which we 
consider consists of finite solvable groups or is a direct product of distinct 
groups. No known finite simple group (and Aschbacher’s classification tells 
us that all finite simple groups are known) can be factorized as G = UV with 
Un V = 1 and U and V having the same order; in particular no such group 
is sharply 3-factorizable. The possibility of surveying all the cases of sharply 
3-factorizable groups appears at the present hopeless. In this context it is an 
important open question whether there exists a proper linite loop admitting a 
sharply point transitive collineation group. In contrast to the above situation 
for finite loops we have a nice characterization for the case of the class of 
locally Euclidean connected loops admitting sharply point transitive compact 
groups. If we have such a loop Q, then Q is a connected compact Lie group 
if and only if it admits a sharply point transitive connected compact group of 
(continuousj collineations. The behaviour of the simple Lie groups is the 
same as the one of the finite simple groups: A connected quasisimple Lie 
group cannot be a sharply point transitive group of (continuous) 
collineations of a locally compact loop. 
In Section 14 we introduce the notion of tonics in a net belonging to a 
quasigroup. Guided by Steiner, we define a conic to be the set of the inter- 
sections of verticals and horizontals which correspond under a projectivity. 
If Q is a loop with the inverse property, we can give a normal form for the 
equation of a conic, For a group G we can introduce the notion of ratio: 
however, only if G is Abelian can the group of projectivities be characterized 
as the group of all permutations preserving the ratios. The group of 
automorphisms of a group G operates on the ratios in the same way as the 
group of collineations. For an Abelian group the set of points having the 
same ratio is the union of at most two nondegenerate tonics. The set of all 
tonics in the net I of a group is invariant under the group of all 
collineations of. I which maps the set of the transversal lines onto itself. If 
G is an Abelian group, then every vertical and every horizontal line has 
exactly one point in common with any conic C; a transversal line intersects 
C either in zero points or in as many points as the number of elements of G 
whose order is at most two. 
In a net of an Abelian group there are point sets M which are not tonics, 
but with the property that every line of the net intersects M in exactly one 
point. The rest of Section 14 is devoted to proving a theorem of Buekenhout 
type; that is, we will characterize the tonics in the category of point sets in a 
net which belongs to a loop with the inverse property and admits a point 
transitive collineation group. For this characterization we use the behaviour 
of the point set with respect to the lines, to the group of collineations, and to 
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the involutions. Furthermore, to achieve the result we introduce the notion of 
semi-collineations which are permutations of the points of a net such that 
any line is mapped onto a line or a conic. 
Concerning homomorphisms of quasigroups, we stress the following: 
Every epimorphism of a quasigroup A onto a quasigroup B induces an 
epimorphism between the corresponding nets. Vice versa, if we have an 
epimorphism between two nets belonging to the quasigroups A and B such 
that every class of lines is mapped onto the class of the same type, then there 
exists in the isotopy class of A a loop A* and in the isotopy class of B a 
loop B * such that B * is a homomorphic image of A *. 
Section 16 deals with some considerations on ordered loops. From the fact 
that every free plane of finite rank admits an Archimedean order one can 
deduce that every free k-net of finite rank admits an Archimedean order. 
Another consequence is that every free loop of finite rank can be considered 
as a subloop of a topological loop which is homeomorphic to the real line. 
Since it is possible to define translations and homologies in a k-net. we 
can obtain a “Lenz classification” for loops which is similar to the 
Lenz-Barlotti classification for projective planes. In class I there are proper 
loops while in class II there are the groups. Class II has two subclasses 
according to whether the group is the additive group of a vector space or 
not. A (proper) loop Q belongs to class I.1 or to one of the remaining classes 
1.2-1.5 according as to whether the isotopy class of Q does not contain or 
does contain a loop Q* admitting a sharply transitive group of 
automorphisms; Q is of type 1.2, or of one of the types I.3 or 1.4, respec- 
tively. according as to whether the isotopy class of Q contains at least five, 
or exactly two isomorphism classes (respectively); the distinction between 
types I.4 and I.3 depends on whether Q*, or one of the two reversed loops of 
Q*, does or does not contain elements fl which are companions of pseudo- 
automorphisms; Q is of type I.5 exactly when all loops in the isotopy class 
of Q are isomorphic. In each of the classes I.1 and I.2 there are many 
strongly planar loops, and every loop of type II.2 is strongly planar. 
However, no strongly planar loop can be of type 1.3, 1.4, 1.5, or 11.1. We 
have not been able to decide in general whether the classes 1.3-U are empty 
or not. The existence of loops of type I.5 is intimately related to the existence 
of proper two-sided pseudo-automorphisms of proper loops that admit a 
sharply transitive group of automorphisms. 
Notation. By N we shall denote the natural numbers, by R the real 
numbers or the real line, and by (a the rational numbers. 
As usual, z means isomorphism, =: homeomorphism. and IMI the 
cardinality of the set M. 
If A is a permutation group on a set S and a E S, then A, is the stabilizer 
of A on a. If A is a structure. then Aut A is the automorphism group of A. If 
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S is a set of elements of a group, then by (S) we shall denote the subgroup 
generated by S. 
By SO, we denote the group of complex numbers of norm one; by Z,, the 
cyclic group of order n. If Q is a loop and N is a normal subloop, then Q/N 
denotes the factor loop of Q with respect to N. If x, y are elements of a di- 
associative loop, then xy = y-‘xy and x-‘y-‘xy = [x,y] is the commutator 
of x and y. We say that a transformation group operates effectively or 
faithfully if only the identity fixes all elements. A topological loop we call 
quasisimple if every normal proper subloop of Q is a discrete loop contained 
in the centre and in the nucleus of Q. 
1. QUASIGROUPS, NETS, AND PROJECTIVITIES 
DEFINITION 1.1. A k-net (k > 3) is a structure consisting of a set ‘Q of 
points and a set of lines, which is partitioned into k disjoint families Pi 
(i= l,..., k) for which the following conditions hold: 
(i) every point is incident with exactly one line of every Qi 
(i = l,..., k); 
(ii) two lines of different families have exactly one point in common; 
(iii) there exist 3 lines belonging to 3 different 4, and which are not 
incident with the same point. 
Lines of the same (different) families are said to have the same (different) 
directions. 
A structure satisfying conditions (i) and (ii) but not condition (iii) will be 
called a degenerate k-net. 
It is well known that to every quasigroup Q (see, e.g., [ 25, p. 16 ]) we can 
associate a 3-net (see, e.g., 125, p. 2511) such that the three families of 
parallel lines consist of the following sets of points: 
gh = { (4 811 g constant, x E Q 1, horizontal lines; 
g, = {(g, x)1 g constant, x E Q}, vertical lines; 
g, = ((x, y)]x . y = g; X, y E Q, g constant}, transversal lines. 
We shall denote by $j, %I), and 2 the families of horizontal, vertical, and 
transversal lines, respectively. 
Conversely, every 3-net leads to a class of isotopic quasigroups (see, e.g., 
118, P. 201). 
Let . ,I* be a k-net, L a line in it, and X one of the k families of parallel 
lines such that L E X. A perspectivity a = [L, X] assigns to a point x E L 
GEOMETRY OF BINARY SYSTEMS 9 
the line X of 3E through x. The perspectivity u -’ = [X, L] assigns to X E X 
the point x =X n L. 
A projectivity 7 of a line onto a line is given by a set of consecutive 
perspectivities ai, or in other words. y is the product of these ui: 
y= [“r a;. 
The projectivities of a line L onto itself in a k-net ,I^  form a group ZZ, 
with respect to the composition of mappings. If H is any other line in .@‘ and 
/? any projectivity from L onto H, then we have IZH =,L-‘ZZ,/?. Therefore all 
groups of projectivities of a line onto itself in a k-net are isomorphic as 
permutation groups, and we can speak of the group of projectivities of ,A ‘. 
If Q is a quasigroup, then we define the group IZ of projectivities of Q as 
the group of projectivities in a 3-net , ,k‘ which naturally arises from Q. 
Clearly, all the members of the isotopy class of Q-as quasigroups 
corresponding to ~ # ‘-have I7 as group of projectivities. The same holds even 
for all quasigroups isostrophic to Q [ 13, p. 131. Therefore ZZ can be seen as a 
group of projectivities of an isostrophy class of quasigroups. In any isotopy 
class of quasigroups there are loops: If (Q, +) is a quasigroup and a. b are 
fixed elements of Q. then it is well known that (Q, *), with (x e a) * (b . y) = 
.Y .4: is a loop, with the identity b . a. and is isotopic to (Q. .). Therefore it is 
enough to study the group of projectivities for loops. 
Every projectivity a of a line L onto itself in a k-net. P‘can be represented 
as 
a= f[ [Lj-,, X;I[X,.L;j 
i I 
with L, = L, = L. 
We say that the representation 5 is irreducible (of length n) if Li # L;,, 
and Xi#fii+,, To a representation t? and to the set of points 
c = (UYli = s,..., m; ay E L ] we associate the configuration L?(& c) consisting 
of all lines Li (the “generators” of a). of the points 
ui”’ = (up) ak = (up) [ [ [Lim 1, X;][X,, Li] 
i -I 
and of the lines (the nontrivial “projection lines”) joining the different pairs 
of points u]” -” and u]~‘. 
The general problem of determining the group Il of projectivities of a 
given loop Q seems to be dificult. It is only easy to show that the group of 
projectivities of a loop contains as subsets both the left and the right tran- 
slations. 
10 BARLOTTIAND STRAMBACH 
PROPOSITION 1.2. Let Q be a loop. The mappings p, = (x + xg: Q + Q) 
and La = (x + gx: Q -+ Q) are projectivities (with length 4) of Q. 
ProojI Clearly, 
and 
Remark 1.3. The group II(Q) of projectivities of a quasigroup Q is tran- 
sitive on the points of a line in the corresponding net. Clearly the same 
property holds for the group of projectivities of a k-net (k > 3). 
In any 3-net ./Y‘ we can define a multiplication among the points of any 
vertical line L, in the following way: Let us choose a point 1 on L, and let 
be 1, the horizontal line through 1. If x and y are two points on L,, then the 
point x * y is obtained in the following way: Let x’ be the intersection of 1, 
with the transversal line of. J  ^passing through x and let x” be the point of 
intersection of the vertical line through x’ and the horizontal line through y. 
The point x * y is now the intersection of L, with the transversal line through 
x”. It is clear that the algebraic structure deftned on the set of the points of 
L, in this way is a loop. 
Every loop L with identity 1 is isomorphic to the loop which arises in the 
previous way from the net L I(L) belonging to L if we take as L, the line 1, 
and as 1 the point (1, 1). 
In general the previous multiplication is different from the Thomsen 
multiplication (see [75, p. 431, where the composition is written as addition) 
since the transversal lines in the latter case are given by equations J = x . c. 
In proposition 1.4 we shall show the coincidence of the previous 
“geometrical” multiplication and the Thomsen addition for a special class of 
loops, namely, for those loops in which the so-called Bol V-condition for the 
point (1, 1) holds [ 75, p. 541. 
It is well known that the algebraic equivalent of the Bol V-condition is the 
left inverse property. 
A loop Q has the left inverse property [ 18, p. 1111 if for every x in Q 
there exists at least one a (E Q) such that a(xy) =y for every y E Q. In a 
loop with the left inverse property, the uniqueness of inverse elements holds, 
i.e., in Q for every a E Q there exists (only) one element a -’ with 
a -‘a = 1 = aa-‘. Namely, let x;‘x = 1 and XX;’ = 1. Because of 
-1 x, =x, -I . 1 = x;‘(xx;‘) =x;‘, we have x;’ =x; ‘. A loop Q has the 
inverse property if it has the left inverse property and if for every y E Q there 
exists at least one a(EQ) such that (xy) a = x. 
PROPOSITION 1.4. Let Q be a loop with the left inverse property. Then 
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because the net corresponding to the loop Q satisfies for the point (1, 1) the 
hexagonal condition we have 
and the geometrical multiplication coincides with the Thomsen multiplication. 
The point of intersection of the lines 1, and w,, is (w ‘, w). The line of ‘93 
through the point (w-I, w) is w; ‘. Thus 
(1,?!)[1,,2](IT,w;‘I=(w ‘,u) 
with ~1~’ u = ~9. Therefore we have w(us ‘u) = n!t’ and u = ~vJ’. 
We notice explicitly that the geometrical multiplication and the Thomsen 
multiplication coincide for the whole isotopy class of a loop if and only if in 
the net the I’-Bol condition holds. 
The proof of Proposition 1.4 suggests that if we wish to express the group 
of projectivities of a quasigroup more explicitly, it is necessary to consider 
special classes of quasigroups. 
In the next sections we shall consider the group of projectivities of free 
and free-like quasigroups. Afterwards we shall compute the group of projec- 
tivities of loops having the inverse property. 
2. FREE k-NETS 
DEFINITION 2.1. A partial k-net (k > 3) is a structure consisting of a set 
~ of points and a set of lines, which is partitioned into k disjoint families Ci 
(i = l,..., k), for which the following conditions hold: 
(i) every point is incident with at most one line of every f!; 
(i = l,..., k); 
(ii) two lines of different families have at most one point in common. 
We define now extension processes for a partial k-net. 
DEFINITION 2.2. An extension process B is a given sequence 
3,<3,<.‘.<3”<... of partial k-nets (where v ranges over all the 
ordinals <,D) such that two elements out of 3,, which do not occur in any 3,1 
with L < v have no incidence in I,. The incidence structure 3 = U,,< u 3,. = 
P(3,) is the result of the extension process !-. The E-stage of an element 
x E P(3,) is the smallest ordinal number v such that .Y E 3;,,. The F-bearers 
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of an element x of g-stage v > 0 are the elements y which are incident with x 
and have lower g-stage than x. 
DEFINITION 2.3. If 8’ is a given extension process 3, < 3, < ..* and 3 
is a substructure of E4(3,), then the sequence 3, n 3 < 3, n J < h.. also 
gives an extension process B n 3, the restriction of 8 to 3. 
DEFINITION 2.4. A point p of a partial k-net 3 is hyperfree in 3 if it is 
incident in 3 with at most two different lines. The point p is called free if it 
is incident in 3 with exactly two different lines. A line of 3 is hyperfree in 3 
if it is incident in 3 with at most one point; it is called free in 3 if it is 
incident with exactly one point. 
DEFINITION 2.5. An extension process K : 3, ,< 3 1 < . . . is called 
hyperfree (free) if all elements of a stage v > 0 are hyperfree (free) in 3,.. A 
partial k-net 3 is called a hyperfree (free) extension of a partial k-net 3, if 
there exists a hyperfree (free) extension process Y such that 3 = P(3,). 
DEFINITION 2.6. A partial k-net (or configuration) 3 is closed if it is 
nonempty and finite and contains no hyperfree element, i.e., if every point of 
3 is incident with three different lines of 3 and every line of 3 carries at 
least two different points of 3. A partial k-net 3 is open if it contains no 
closed configuration. 
Remark 2.1. If 3 is a closed configuralion of a h>lperfree twension 
8(3,,) of 3,. then 3 < 3,,. 
For the proof see 186, B.71. 
The most important extension process, which we shall give in the next 
definition, will be called the “natural free extension process” .d. 
DEFINITION 2.8. I,et 3 be a a partial k-net. We take 3 = 3,, and define 
the process by the following sequence of incidence structures: 3,, < 3, S 
3,~...~3,,~...(withv(w). 
If 3>; has been defined. we obtain from this the structure 3:. i , by 
adjoining new points in the following way: For every pair of lines with 
different directions which ha1.c no point in common in 3 ,! we add to the 
structure a neu point which in Cc:, , is incident exactly lvith the two lines 
used to define it. 
For every point p which in 3,, , I (; ;‘s 0) is incident with fewer than k lines 
we add nev, lines which are incldenL in a2, + , nith exactly the point p and 
belong to the missing directions. 
If 3 = 3, is a partial k-net, .!~‘13,,i = C-L: .(, 3 is a @oss~b)y degenerare) 
k-net. If 3, is open, then .~‘(3,!) is called the .fiee net generated by 3,,. We 
GEOMETRYOFBINARY SYSTEMS 13 
notice that any automorphism of the initial structure 3, can be extended in a 
unique way to an automorphism of the free extension. 
RESULT 2.9. Let , 1 be a k-net generated from VI, by a given extension 
process P in which do not appear proper h.vperfree (nonfree) elements. Then 
I is a homomorphic image of the net generated from 2, bJ> the natural free 
extension process .4. 
Proof: We define the homomorphism q = IJ p,,,, where (D,,, is a 
homomorphism from the mth stage of the natural free extension process .v’ 
on the mth stage of P (cf. 175, p. 16 1). 
One obtains immediately 
RESUL.T 2.10. Let I be a free k-net and. t ” be a k’-subnet of 1 I with 
3 < k’ < k. Then f “ is a Jree k/-net. 
Proof. If 3,, < 3, < 3, < ... is the natural free extension process for. f , 
then given any subnet. i ‘I of, 1 the restriction process 
3,n.r ‘<3,rT./ ‘<.*. 
which gives, 1 ” is also a natural free extension process. 
DEFINITION 2.11. The rank r = r(Ci) of a finite partial k-net 3 is the 
number 
r=2ptg-i. 
where p is the number of points. I: the number of lines. and i the number of 
incidences (i:i 3) 
PROPOSITION 2. I?. (f 3 is a Jnite hypet:free extensiott qfa partial k-tret 
3,, , ltretr r(3,, j <, ri3 ) and rqualit!, holds prc~cisel~~ if the extetrsion is jkee. 
The proof is ~iti~~!~--,o~.:‘r ‘o 1 X6. R. 14 1 
A partial /--net is billed degenerat e if its :‘;ee extension is a degenerate X-- 
net. There :m: SF:!\ three tvpei o’ :.i~2~11cr;uc k-ncta. namely I 
(i) t!ii' i !1:)>1y .:'t: 
(II) ,i gl;1in: I:?&&nl with cJne !inr ot‘ every direction: 
(iii) or!!>, lint; with the same dlree!iori. 
The result toilovs i’rom the fact that there exist only the three types 11t 
degenerate k-nets listed above. 
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DEFINITION 2.14. The rank of a free extension of the partial k-net 3, is 
given by the rank of 3,. 
DEFINITION 2.15. Let ‘3 be a partial k-net and ?I < %3 a partial k-subnet. 
We define an extension process e, in the following way: Let 2l, = VI. If 
VI,, < %3 is defined, then we add to every two lines of ?I,, which have no 
point in common in VI,, a point of intersection if such a point exists in 2); 
thus we obtain 2112v+l. If azv+, is defined, then we add to every point p those 
lines of !Z3 which are not contained in (UZu+ 1 and are incident with p in 8. In 
this way we obtain (uzv+z. The result of the above process will be denoted 
also by [U],. 
PROPOSITION 2.16. If ~5 is a hyperfree extension process 3 = 3, < 
3, Q a*. and epI is the extension process of ‘u within g’(3) and e&X) = 
PI ~(3)~ then 
(i) for every element x E [9l]8C3J the &bearers of x belong to [(u]8C3j 
and are the same as the eabearers of x; 
6) g n P%3, and epl are free processes. 
The proof is analogous to [86, B. 171. 
PROPOSITION 2.17. If 8: 3 = 3, < 3;, < . . . is a free extension process 
and the result g(3) is a (perhaps degenerate) k-net, then there is an 
isomorphism from g”(3) to ~‘(3) which fixes Cr elementwise. 
The proof is analogous to [86, B.181. 
PROPOSITION 2.18. Let J‘ be a k-net which is an extension of the partial 
k-net U, of rank r with respect to the free process ST. Then for every integer 
r* > r > 3 there exists in JV a proper subnet of rank r*. 
Proof. For n sufficiently large there exists in the structure 3,,\3+, 
(where 3, is the ith stage of F) a set M of r* lines not all of the same 
family. The extension process e%(M) of A4 within .3+-(?lu,) is free and gives 
the result. 
DEFINITION 2.19. Two partial k-nets 3 and J are called free equivalent 
(or .&“-equivalent, i.e., equivalent with respect to the natural extension 
process M’) if d(3) and .&(3) are isomorphic. 
PROPOSITION 2.20. Let 3 be a partial k-subnet of .a’@). We make the 
following assumptions: 
(i) the proc”i ss :a ,nerated by J rt?thin .d(3;) is free; 
(ii) ~~(3) -f’(: 
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Then every free extension 8 < d(3) of 3 which contains 3; is also a free 
extension of 3. 
The proof is the same as in [86, B.211. 
PROPOSITION 2.21. Two finite partial k-nets are free equivalent if and 
only tf they have a common finite free extension. 
The proof follows as in [86, B.221. 
COROLLARY 2.22. Two finite partial k-nets 3 and 3 are free equivalent 
if and only if we can pass from one to the other in a finite number of steps, 
adjoining and dropping free elements. 
THEOREM 2.23. Two finite open partial k-nets 3 and 3 which are 
nondegenerate are free equivalent if and only if r(3) = r(J). For every rank 
r we can choose within the equivalence class of free equivalent partial k-nets 
structures consisting of r lines which do not all belong to the same class. 
Proof If 3 and 3 are free equivalent, then from Corollary 2.22 and 
Proposition 2.12, r(3) = r(3). 
Every finite open nondegenerate partial k-net 3 of rank r is free equivalent 
to a partial k-net 3* consisting of r lines which do not belong all to the same 
class. It follows immediately that c1* is free equivalent to a structure 
consisting of r - 1 lines of one direction and one line of another direction. 
Remark 2.24. A hyperfree extension of an open partial k-net is a free 
extension of a partial k-net consisting only of lines not all in the same family. 
Proof This result can be obtained using our detinitions exactly as in 
[ 87, Theorem 41. 
Since in the present paper we are interested mostly in the relation between 
quasigroups and nets, we are especially interested in 3-nets. Now we shall 
discuss the connections between the free loops, the free quasigroups, and the 
free nets. 
It is very surprising that the behaviour of free proper quasigroups and of 
free loops with respect to the free nets are different. 
THEOREM 2.25. A free proper quasigroup Q with a finite number of 
generators cannot be associated (in the sense of Section 1) to a free net of 
finite rank. Every free proper quasigroup can be associated to a free net of 
infinite rank. 
Proof: Let a be an element of a set M of free generators of the free 
607/49/l-2 
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quasigroup Q. If we consider the elements u, v = a/a, and w = a\a which are 
defined by 
aa = u, va = a, aw=a, 
then clearly U, U, w, and a are all different. Let us consider the three 
subgroupoids [ 18, p. 1 ] (H, -), (H’,/), (H”,\) generated by a and the three 
different operations ., /, \, within Q [ 18, p. 91. The intersection of the sets of 
elements belonging to any two of these subgroupoids consists only of the 
element a [ 18, p. lo]; the same holds for the intersection of any one of these 
sets with M. Therefore no vertical or horizontal line can be labeled by U. 
A natural way to construct a free net corresponding to a given free 
quasigroup over the set M (with ]M] > 1) is the following: Let 8, 9, and 2 
be three different families of lines, where different means that they have 
different directions such that at the initial stage 3, we have 1 $j ( = 1 B I = 12 I = 
]M] and no point exists. 
We describe now a hyperfree process applied to 3, which leads to a free 
net (cf. Remark 2.24): 
.F(M) = iy 3,., 
L’ = 0 
where 3, is the vth stage of the process. 
The connection between the net F(M) and the free quasigroup generated 
over M is the following: Each point belonging to 3,i+, but not to clZi 
corresponds to one of the three following formal equations 
ab = x, ax = b, xa = b, (1) 
where a and b are lines of 3,, and the line corresponding to h (h E {a, b)) 
belongs to ‘1), C-j, or 2 according as in the equation considered, it occupies 
the first, second, or third place. The new lines added in 32i+2 are of two 
kinds. Precisely, for each of Eqs. (1) we adjoin the line of the missing 
direction through the point represented by the equation and two hyperfree 
lines having no incidences in a,,,, . These three lines have the same label 
given by the solution of the equation. This completes the proof of the 
theorem. 
We have seen that the free net associated in the described way to a free 
quasigroup with a finite number of generators cannot have finite rank. On 
the contrary, if Q is a free loop with r generators, then the corresponding net 
N(Q) has finite rank and can be constructed in a very natural way which we 
will describe with the following free extension; the result of the construction 
will be called the “uniformly constructed” net associated with Q’. 
* For a construction of free loops, see also [ 10). 
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Let Q be a free loop on a set M of generators, IMI > 1, and 1 the identity 
of Q. Let ?I, be a partial k-net consisting of the three lines 1, E 8, 1,. E 9, 
and 1 t E 2 which are incident with the point (1, 1) and of a set of jMI 
vertical lines which have as labels the generators of Q and contain no points. 
We apply now the natural extension process to 21,. Assume that Uzi has 
been defined and consider the (formal) equations 
ax = 6, xa = b. ab = x, (2) 
where a, b are the labels of the lines in Uzi. To each one of these equations is 
associated in a natural way a point, and ‘uzi+, is obtained by adjoining all 
those points which do not belong already to ‘uzi. We obtain now ‘uJi +! by 
adjoining to ‘uzi+, those lines corresponding to solutions of Eqs. (2) and 
which are not already contained in 91zi+, . The label of the new lines is given 
by the corresponding solutions of the equations. The free net 
.F = .d(U,) = u YIi 
i -0 
is the uniformly constructed net associated with Q. 
We note that if an element of Q appears for the first time as the label of a 
line in ‘u,i, this element appears as a label of lines in all three families on the 
latest in ‘uzi+4. 
THEOREM 2.26. The uniformlv constructed net. I ‘(Q) belonging to a free 
loop Q with s (> 1) generators is a free net of rank 2 + s. If we hatle a free 
3-net I of rank t > 3, then there exists a free loop Q with t - 2 generators 
such that I is the uniform!v constructed net belonging to Q. 
Proof: The rank of ‘?I0 is s + 2. Let, I. be a free net of rank t > 3. The 
net I can be generated with the natural process .d from the structure Yl, 
consisting of three lines through a point and t - 2 vertical lines containing 
no point (Theorem 2.23). 
Our theory can be used to prove geometrically some algebraic theorems 
on free loops. 
THEOREM 2.27 (Evans). Isotopic free loops are isomorphic. 
Proof Let Q, and Q, be two isotropic loops with t, and t, generators. 
The uniformly associated nets . # (Q,) and I ‘(QJ are isomorphic [7] and 
therefore have the same rank. Theorem 2.26 implies t, = t,. 
THEOREM 2.28. If I I is a free 3-net of rank t (t > 3) then there exists, 
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up to isomorphism, a unique free loop Q such that ~4~ is the untformly 
constructed net associated with Q. 
The assertion follows from Theorems 2.26 and 2.27. 
As an immediate consequence of Result 2.10 we obtain 
RESULT 2.29. [ 18, pp. 12, 161. Every subloop (subquasigroup) of a free 
loop (quasigroup) is free. 
As an application of Proposition 2.18 we have 
THEOREM 2.30. A free loop of rank r contains free subloops of any rank 
r*> 1. 
Result 2.9 gives us 
RESULT 2.31. Every loop of rank r is a homomorphic image of a free 
loop of rank r. 
Finally, we note 
RESULT 2.32. A proper quasigroup Q which is isotopic to a free loop of 
Jinite rank cannot be free. 
Proof This follows from Theorems 2.25 and 2.26. 
3. GROUP OF PROJECTIVITIES OF A FREE QUASIGROUP 
In this section we shall determine the group of projectivities of a line onto 
itself in a free k-net J”: If in particular k = 3, then .k‘ belongs to a free loop. 
LEMMA 3.1. Let ..N be a free k-net, and L a line in it. Then there is no 
projectivity a of L onto itself which has four (distinct) fixed points and an 
irreducible representation 
c= fi [Li-lTxi][xi,Li] 
i= I 
with L = L, = L, (and n > 2). 
Proof. We can extend JV freely to a free affine plane A (cf. [86]). The 
group of projectivities of the line L onto itself with respect to JV is a 
subgroup of the group of affine projectivities l7* of a line L in A. The 
assertion follows now since it holds for IZ* (cf. [9, Lemma 1.1 I). 
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COROLLARY 3.2. If JY is a free k-net, then the irreducible representation 
of the identity is given only by the empty set. 
COROLLARY 3.3. Every projectivity of a free k-net ,/t’- has exactly one 
irreducible representation. 
LEMMA 3.4. Let -/Y^ be a free 3-net belonging to a free loop Q. If we 
consider the group II of projectivities on the line l,, then the stabilizer on 
each of the three points (x,, l), (x2, l), (x,, 1) is dSfferent from the identity if 
the two equations, 
xiz = xj and xjz = Xk, 
with (xi, xi, xk} = (x,, x2, x3}, have a common solution. 
Proof: We consider the following projectivity of 1, onto itself: 
d= ~)II~~ (Xk)t~[(Xk)tm8~ (xi),~[(xi)v~2~[2nllhl 
It follows immediately that (xj, 1)” = (xi, 1) and that (xi, 1)” = (xk, 1) 
and (xk, 1)” = (xi, l), and then 6* is not the identity (Corollary 3.2) and 
fixes (xi, 1) for i= 1,2,3. 
LEMMA 3.5. Let, 6 be a free k-net and II the group of projectivities of a 
line L in L I“ onto itself Then on L there are points a,, a,, a3 such that the 
stabilizer 17,,+,,, f g txin each one of the three points is different from the 
identity. 
Proof Let . ..8-’ be a 3-subnet such that L belongs to S 5 “. Then the group 
of projectivities of L onto itself with respect to -I ‘I is a subgroup of the 
group of projectivities of L onto itself with respect to L I  ^and the assertion 
follows from Lemma 3.4. 
THEOREM 3.6. Let I #,‘ be a free k-net and II the group of projectivities of 
a line L of. t - onto itself: Then the pointwise stabilizer of II on an-v four 
points consists of the identity only. There are triples of points such that the 
pointwise stabilizer of II on the three points of the triple is dtflerent from the 
identity. 
Proof The group II is a subgroup of the group of projectivities n* of L 
onto itself in the free affine plane which arises from , t by free extension. 
The first assertion follows now from Lemma 3.1. The proof is completed by 
Lemma 3.5. 
THEOREM 3.7. Let Q be a free quasigroup or a free loop. The group II 
and the stabilizers of II on one point are free groups of rank 21Q’. 
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Proof: Let us consider the free net corresponding to Q and the free group 
generated by the symbols (L, X) with L a line of Q and fi E 18, 9, 2) and 
(L, X))’ = (X, L). In this free group we consider the free subgroup G 
corresponding to the products 
(3) 
with L, = L, = L. Since every projectivity of L, has exactly one irreducible 
representation, the group ZI of Q is isomorphic to G. The stabilizers of ZI 
fixing points of some set L* c L, being subgroups of a free group, are also 
free groups. 
In the corresponding free net -K(Q) we choose three different lines L,, L, , 
L, belonging to $j and a point p E L,. 
Let us consider the set of projectivities 
with XE &. It is clear that in this set there exists a projectivity y with 
(PI Y =P. 
The set of elements yX such that (p) yX =p has cardinality 2’,“’ since the 
lines L,, L, in (4) can be choosen freely (with the only restriction that 
L, #L, # L) and the loop Q has cardinality 2”“‘. Consider an element Y,~, 
such that in its irreducible representation a line L, occurs. Since this element 
cannot be expressed as product of reduced words of type (3) in which L, 
does not occur, the rank of the stabilizer of p and so also the rank of 17 have 
the asserted value. 
Clearly the same property holds for the group of projectivities in every 
free k-net (k > 3). 
COROLLARY 3.8 (Evans). Let Q be a free loop. Then the groups 
M,.=(x+xr;rEQ), 
M,=(x+rx;rEQ), 
M= (M,,M,) 
are free groups. 
Proof: Here M,, M,, and M are subgroups of the group II. 
GEOMETRY OF BINARY SYSTEMS 21 
4. GROUPS OF PROJECTIVITIES WITH THE IDENTITY 
AS STABILIZER ON n + 1 POINTS 
THEOREM 4.1. For every n > 3 there is a k-net ,4  ^ (fior every n > 3 there 
exists a loop Q with n generators) such that the group Il of projectivities of 
*. f - (of Q) has the following property: The pointwise stabilizer of 17 on n + 1 
points consists only of the identity, but on every line G of the net L I^  (of the 
corresponding net -V-(Q)) there exist n different points ai such that the 
stabilizer IIa,,,,,.,. (which leaves each of these points fixed) contains elements 
different from 1. 
Proof. If n = 3, we can consider a free k-net and the result holds 
(Theorem 3.6). Let n > 4. Let ‘11, denote the following configuration: The 
points of ‘u, are 
the lines of U,, are G, G,, G,, 
and are chosen in such a way that precisely: 
the lines G, G,, G, belong to the class X, 
the lines A, ,..., A,,, C, ,..., C, belong to the class 9, 
the lines B, ,..., B,, D, ,..., D, belong to the class 3 
and X, 9J, 3 are different. The incidences of ?I, are as follows: 
ai E G, bi,diE G,, ci E G,, ai, b,EAi, 
bi, ci E Bi, Ci, di E Ci, di, ai E Di, for any i. 
Starting from U, we make a free extension in the same way we did in 
Section 2 and obtain a k-net jr (with k > 3). From Remark 2.7 it follows 
that every closed configuration in Y has to be contained in the closed 
configuration 9II,. 
The projectivity 
has ai, i= l,..., n as fixed points, and cannot have any other point fixed since 
all the fixed points of a must belong to ‘u,. 
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Let us now assume that r is a projectivity with n + 1 2 5 different fixed 
points fi ,...,f, + , (n > 4) and let 
f= fi [Gf..,, 2i][2i, G,?] 
i=l 
(with G,* = Gz = G and n > 2) 
be an irreducible representation of r. Let us consider the configuration 
Q(t; S) which is associated with Z and the set S of fixed points of r. Let us 
denote by J2, the largest closed subconfiguration of R. If we drop from J2 the 
free projection lines, then the only free points of this new configuration R’ 
can be found (if they exist) among the intersections xCi) of GT- i and GT. On 
a generating line there are at most two such points. Thus J2, contains on 
every generator n - 2 points. Since fi, c ?I,, it follows that the lines GF are 
exactly the lines G, G, , G, and therefore 7 = a * ‘. 
5. NETS WITH AN W-TRANSITIVE GROUP OF PROJECTIVITIES 
DEFINITION 5.1, A permutation group G is called o-transitive on an 
infinite set M if, for every pair of ordered n-subsets S, and S, of M (where 
n > 1 is any natural number), there is an element in G which maps S, onto 
s 2’ 
We shall exhibit in this section free like extension processes which lead to 
k-nets whose groups of projectivities are n-transitive for a given n, or w- 
transitive. More precisely, we have 
THEOREM 5.2. (i) For every n and k (>3) there exists a k-net ,*- such 
that the group of projectivities of ..4” is n-transitive. 
(ii) For every k (>3) there exists a k-net L4^ such that the group of 
projectivities of (N“ is o-transitive. 
Proof: We shall consider first the case of n-transitivity (n given). We 
start with a structure VI, consisting of a line L of a class X incident with a 
set M of at least 2n + 1 points and denote by S, a fixed (ordered) subset of n 
points xk (k = l,..., n) of M. We shall say that L and the elements of M are 
of stage 0. 
Let us assume that 21Yi has been defined for i > 0. We reach Y&,+ ,) in the 
following way: 
Step 9i + 1. Let us consider the set SC9’+‘) of points of L not in 
s9Ci+ 1) = S, and the set 6,,+, of all the ordered a-tuplets of points of 
Sc9’+ ‘), where c[ = ( S, ( = n. 
GEOMETRY OF BINARY SYSTEMS 23 
Corresponding to every element 3 = {xi” 1 k = l,..., a) E Ggi+ ,\Gqti- i)+ i 
(or E 6, if i = 0) we adjoin an ordered set 9,+ = {xfci) ) k = l,..., a} of new 
points incident only with L.3 
Step 9i + 2. To every point x, of Sgu+ ,, = S, which is nonincident in 
stage 9i + 1 with a line of a class ‘1, # X we adjoin a new line Y(m) of y 
which in this stage is incident with exactly x,. 
To every point x(,’ E 3 which is not incident with a line of ‘I) we adjoin a 
line Y(j, m) of VJ which in this stage is incident with exactly x2’. If there 
was already a line of g, say Y(j*, m), through xy’, when we consider the 
point xy’ as element of ,i;:, we denote the line Y(j*, m) by Y(j, m). 
Step 9i + 3. Corresponding to every point x:‘.~’ of L we define a new 
line Z(j, m) of a class 3, with X # 3 # g # X, incident at this stage only 
with xz ( .j). 
Step 9i + 4. Let $ E G9i+,\G9+,~+, (or E 6, if i = 0) and let ..9,g be 
the corresponding set. 
For every two lines Y(m), Z(j, m) with the same m we define a new point 
v(j. m). All the a points u(j, m) with the same index j are the points of type 
j. For every two lines Y(j’, t), Z(j’, t) with the same pair of indices (j’, t) we 
adjoin a new point w(j’, t). All the a points w(j’, t) with the same indexj’ 
are the points of typej’. 
Step 9i + 5. For the a points of the same type j (j’) we define a new line 
Lj(cj,) of the class X incident in this stage only with the points v(j, k) 
(NY7 [I). 
The structure obtained by adjoining all these new lines and incidences to 
the structure ?l9i+4 defined in Step 9i + 4 is ‘u,i+s. The projectivity [L, 
Y][Y, Lj][Lj, 3][33 &j8][&jc3 Y,l(?l3L] maps Xk(E s,,j+,,> into X:j’ (EcpJ. 
Step 9i + 6. Through every point of 2&+, there are at least two lines of 
the three classes I, 9, 3. For each point which is incident with exactly two 
lines we add a line for each of the missing classes, incident at this stage with 
exactly this point. In this way we pass from ‘u,i+s to Ugit6. 
Step 9i + 7. For every two lines of different classes which have no point 
in common in stage 9i + 6 we add to the structure a new point incident in 
this stage with exactly the two lines used to define it. We reach in this way 
the structure ‘Llqi + ,. There are at least a! points on the lines Lj. 
Step 9i + 8. We adjoin lines as in Step 9i + 6 and obtain ‘u,i+s. 
The structure ‘u,,i+ ,, arises from 91gi+ 8 by adjoining points as in Step 
9i + 7. Notice that in U,,i+ ,, the line L contains more than a! new points. 
’ Notice that whereas two different ii may have nonempty intersection. two different ; ,* 
are always disjoint. 
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It is clear that -4” = U E0 21i is a k-net such that the group of projectivities 
on the line L is a-transitive on disjoint ordered a-tuplets of points. 
Using [9, Proposition 2.11, since GL = n, it follows that .K has a group of 
projectivities which is n-transitive. 
In order to obtain a k-net with an w-transitive group of projectivities it is 
enough to modify the above process by substituting Step 9i + 1 with 
Step (9i + l)*. Enlarge the ordered set of points Sgi of L to a new 
(ordered) set of points S,u+,, by adding to Sgi one or more new points of L 
in such a way that 2(S,u+ i)] does not exceed the number of points on L in 
stage 9i. Then consider the set Sc9’+” of points of L not in S,u+ i, and the 
set G9i+ 1 of all ordered a-tuplets of points of S’9it”, where a = ]S,u+ ,)I. 
Corresponding to every element $= {xF’lk= l,...,a} E G,i+,\G,+,,+, 
(or E 6, if i = 0) we adjoin an ordered set Y,? = (x:(j) ] k = l,..., a) of new 
points incident only with L. 
The extension process we obtain by changing Step (9i + 1) with Step 
(9i + l)* leads to a net ,N with an w-transitive group of projectivities. 
6. GROUP OF PROJECTIVITIES OF A LOOP WITH 
THE INVERSE PROPERTY 
We shall determine explicitly the group of projectivities of a loop which 
has the inverse property. 
Let G be a loop with the inverse property. Let 9, respectively 9, be the 
set of all left translations x -+ ax, respectively of all right translations x + xa. 
Let Y(G), respectively 5@(G), be the group generated by 9, respectively 5%‘. 
By P(G) we shall denote the group generated by Y and 2. If G is a group, 
then P(G) is the product of Y(G) and s(G); moreover, p(G) and 5%‘(G) 
are then normal subgroups of G. 
In any case, 5! n 5@ consists of translations x+ ax such that a is 
contained in the centre of G; that is, ax = xa for all x. This assertion follows 
from the fact that if a left multiplication x + ax belongs also to 2, then 
there exists an element b such that for every x the equation ax = xb holds; 
therefore (ax) b- ’ = x, since a loop with the inverse property has a unique 
inverse element [ 18, p. Ill]. For x = 1 it follows ab-’ = 1 and so b = a. 
Then we have ax = xu for all x E G. 
If, in particular, G is a group, then 5?(G) n Y(G) consists of all tran- 
slations with elements out of the centre of G. Moreover, in P(G) every 
element of Y(G) commutes with every element of s(G); since 
(g,x) g, = g,(xg,) holds for all x E G, we have for the left translation A,, 
and the right translation pp, the equation Ag,pgz = p,,A,, . 
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THEOREM 6.1. The group II of projectivities of a loop G with the inverse 
property is isomorphic as a permutation group to the group generated by the 
group P(G) and the mapping t = (x -+ x-’ : G + G). The group P(G) is a 
normal subgroup of Ill. 
The mapping I operates on 2” U .2’ Cr P(G) in the following wav: For p,, = 
(x+xa) andA,=(x+ax) we have zp~,~=~~- 1 and Aaz=p,- 1. 
If I E P(G+and this, for instance, is the case when G is a group--then Il 
is the semidirect product of P(G) and (1). 
Proof: If, I ‘(G) is the 3-net associated to G, then we can describe the 
action of the different types of perspectivities within I ‘(G) as shown in 
Table I. 
We assume now that u is a projectivity of a line g, onto itself. Then a can 
be decomposed in projectivities yi of smallest length such that the preimage 
line and the image line of yi are always in the set 9 U 8. We discuss now 
the possibilities for yi and describe the action on the points explicitly; 
if Yi= [g,, ~][~7&?(,]3 then (x, g) yi + (x, g’); 
if I’[= [gh?11[23gAlT then (.u, g)yi+ [(xg)g’-‘.g’]; 
if yi= Ig~,8ll8~g~~l~ then (g,x)yi-,(g’.x); 
if yi= [g,,z][XgJ]9 then (g.x)y,+ ]g’,g’-‘(g-x)]: 
if yi= ]g~~~][~3g~~]~ then (x, g)yi-+ ]g’,g’-‘(xg)]; (5) 
if yi= [g,72][r,gA], then (g,x)yi+ [(gx)g’-‘,g’]: 
if >‘i= [g~~~](~3,g~][gl~8]1~~gl(l~ 
then (x, g) yi ---t (g”. -x ‘g’ ): 
if Y~~]~~~8]]8~~~]I~~~~l113~~~l~ 
then (g, X) 1~~ + (g’-Y ‘, g”). 
If one piece of a projectivity is of the form 
or 
then this can be written in (reducible) form as 
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TABLE I 
Perspectivity Preimage Image 
the point (x, g) 
the line x, 
the point (x, g) 
the line x, 
the point (g, x) 
the line xh 
the point (g, x) 
the line x, 
the point (x, y) 
(with xy = g) 
the line xh 
the point (x, y) 
(with xy = g) 
the line x,. 
the line x, 
the point (x, g) 
the line (xg), 
the point (xg - ’ , g) 
the line xh 
the point (g, x) 
the line (gx), 
the point (g, g- ‘x) 
the line y, 
the point (gx-‘, x) 
the line x,. 
the point (x,x ‘g) 
respectively. 
Since (6) and (7) can be expressed as products of the last two projec- 
tivities given in (5), it is clear that the projectivity a can be decomposed in 
projectivities yi such that every yi occurs in (5). Every yi acts only on the 
variable coordinate X. The image of x arises under each yi by a suitable 
composition of the following mappings: 
x-ax, x-+xb, x-x-‘. 
Therefore a has the same property and the theorem follows since for every 
two elements c and d we have (cd)-’ =d-‘c-l [lS, p. 111, (1.8)]. 
Let ,K be a 3-net which is embedded in an afline plane A. It should be 
noticed that not every collineation of A leaving JV- invariant induces a 
projectivity of X. In the classical cases, even if A is Desarguesian and JY is 
the additive 3-net (cf. 175, p. 611) of the field of A, the only collineations of 
A besides the translations which induce projectivities are the point 
reflections. 
At the end of this section we give examples of loops G with the inverse 
property such that the map I = (x + x-‘; G -+ G) is contained in P(G). 
Let Q, be the free loop over a set of generators with cardinality m. Let us 
denote by x; I, respectively x; ‘, the elements of Q, defined by 
x,-lx= 1 =xX;‘. Let N be the normal subloop belonging to the relations 
Y,-‘[(Yx)x,‘l = 1, [x,‘(xy)] y,’ = 1. 
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The factor loop Y,,, = Q,/N is the free loop with the inverse property over 
a set of generators with cardinality m. In ul, we have x,-l = x; ’ = x- ’ [ 18, 
p. 1111. Now let M be the normal subloop of Y,,, belonging to the relation 
[y-l(xy)]x= 1. I t is clear that in the factor loop a,,, = Y,,,/M the map z is 
contained in P(@,). Since the loop @,,, is not power associative, the 
stabilizer of n(@,) on the point (1, 1) of the line 1, contains-besides 
z-many other elements different from the identity, for instance, the maps 
r,= [x+(&x)a:@, + @,,,I which are all different from 1. 
7. STAUDT'S THEOREMS FOR LOOPS 
In this section we give geometric characterizations for the Abelian groups 
in the wide class of loops. 
It is well known that the Pappian planes can be characterized in the class 
of projective planes by the 3regularity for the group n of projectivities of a 
line onto itself: A projective plane is Pappian if and only if the pointwise 
stabilizer of IZ on every triplet of points consists only of the identity. 
Contrary to this, there is no chance of characterizing the whole class of 
Abelian groups by the condition that the stabilizer n,,,...,,n of the group of 
projectivities ZZ fixing every element of an arbitrary n-tuple consists only of 
the identity. In fact, let G be an Abelian group which is not an elementary 2- 
group and which has s involutions. Then x -+ x -i is a projectivity fl having 
s + 1 fixed points. However, for the class of Abelian groups without 
involutions we have a direct analogue of the classical Staudt theorem for 
planes. 
THEOREM 7.1. A loop G is an Abelian group without involutions $ and 
only if the pointwise stabilizer of II on every two distinct points consists only 
of the identity. 
Before we give the proof of Theorem 7.1 we note the following: 
PROPOSITION 7.2. IA in a 3-net -6, all those Thomsen configurations 
close for which the three diagonals do not intersect at the same point, then 
the hexagonal condition holds (i.e., the Thomsen condition holds without 
restrictions). 
Proof: If the hexagonal condition with respect to the point a does not 
hold, then the point us in Fig. 1 does not belong to the line au3. Then the line 
1 through u6 which belongs to the same family 3 as az+ intersects the two 
lines through a of the other two families in two different points and meets the 
line uZuJ in a point uj (fu,, uZ). Let v4 be the intersection of u,u, with the 
line through vj belonging to the same family as au,. The points us, u,, u,, 
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V33 v4, and the lines u1 u., , uza, and I lead to a Thomsen configuration which 
satisfies our assumption but which does not close. 
Proof of Theorem I. 1. Let us consider the assumptions of the Thomsen 
condition. Let I/, , Vz, V, be three different vertical lines, let Hi, H,, H, be 
three different horizontal lines, and assume that the points T/, n H, and 
V3 n H, are on a transversal line T, and that the points H, n V, and 
H, n V, are on a transversal line T,. Under these hypotheses we want to 
prove that the points H, n V, and H, n V, are also on a transversal T,. We 
can assume, because of Proposition 7.2, that the two points a = H, n V, and 
b = H, n T, are different. Consider then the projectivity 
The projectivity 6’ fixes the points a and b; therefore 62 = 1. Let 
x= H,n V,; then x6’ = x and therefore the transversal line T, through x 
carries the point V2 n H,. Hence the Thomsen condition holds and Q is an 
Abelian group (cf. [75, p. 591). 
Vice versa, if Q is an Abelian group, then the stabilizer of n on one point 
has order at most two (cf. Section 6) and the assertion follows. 
In order to characterize the whole class of Abelian groups by the group of 
projectivities we use a condition on the order of a stabilizer of ZZ on a point. 
THEOREM 7.3. A loop G is an Abelian group if and only if the stabilizer 
II, of a point a in the group II of projectivities of G has order at most two. 
Proof: If G is an Abelian group, then the one direction follows from 
Theorem 6.1. Let us consider the other direction. In the isotopy class of G 
there exists a loop Q such that the multiplication of Q is given by the natural 
multiplication in X(G) with respect to the point 0 = (1, 1) which is chosen 
in an arbitrary way in J’(G) (but which gives the 1 of the natural 
multiplication). Let M(Q) be the corresponding to Q, and let 1,) 1, , and 1, 
be the vertical, horizontal, and transversal lines passing through the point 
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(1, 1). The hexagonal condition for the point (1, 1) is’ equivalent to the fact 
that every element in Q has exactly one inverse [ 7.5, p. 541. Let Z7(Q) = 17 be 
the group of projectivities of Q and let IT, ], ,) be the stabilizer of ZZ on (1, 1). 
The maps (x, 1) --f (x; ‘, 1) and (x, 1) -+ (XI ‘, 1) (where x; ’ and x; ’ are 
respectively the right and the left inverse of x), are given by the projectivities 
and, respectively, 
Since ]IZ,,,,, 1 < 2 holds, it follows that in -4“ the hexagonal condition for the 
point 0 = (1, 1) holds. 
Since (D, 1 < 2 for every point x E , 4 ‘(G) and every point x can be chosen 
as the origin for a loop belonging to the isotopy class of G, the hexagonality 
condition holds in general and the isotopy class contains power-associative 
loops only [ 1, Theorem 3.5, p. 4061. 
If 1 H,] = 1 for one point X, then Z7 is sharply transitive, i.e., in,] = 1 for 
every x, and in the net the condition of “parallel diagonals” holds and [75, 
p. 601 the loop Q is a group such that every element different from 1 is an 
involution. Therefore Q is an elementary Abelian 2-group and the theorem 
holds. 
We assume now that for every x we have ]I7,] = 2 (and that Q is a power- 
associative loop). Then in particular, (x --, x- ‘) E n,,, r, is not the identity. 
Let G, , Gz, G, be three lines belonging to the same class X, let a be a point 
on G, and g, 3 the two remaining classes of lines. Let us consider the pro- 
jectivity 
The two lines (a)~ and (a)[ G, 3] have exactly one point s in common. Let 
G, be the line of fi through s. The projectivity 
is contained in the stabilizer Z7, of the point a. 
Let us choose on the one hand a=(l,l), G,E$, G,=lh, G,=gC:, 
G,=G,=g(, and G,fG,#Gj#G,#G, and ‘I,=g,, 3=X. Then 
6 E ~(I,‘, is equivalent to g’ = g’ -’ g”. Since Q is power associative, it 
follows that g” = g’*. For any point (x, 1) E G, we have then 
(x, I)b = (cu. 1) 
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with xg’ = qg” and vg’ = w. Since In,,,,,] = 2, we conclude that for every x 
either w=x or 0=x-‘. If we have w  =x for every x, then in Q one Bol 
condition holds. Assume that there exist some x E Q with o = x-’ # x. Now 
if g’-’ # g’, we can choose x = g’ -’ and then it would follow that q = g’ -* 
and g’=o=g’-‘, therefore a contradiction. If g’ is an involution, then we 
have xg’ = n and ng’ =x-l, and this leads for every involution g’ and every 
x to the following rule of computation: 
(xg’)g’=x-‘. (8) 
Let us now choose, on the other hand, a = (1, l), Gi E g), G, = l,, 
G,=g:, G,=G,=gi and G,#G,#G,#G, and g=!& 3=2; then 
6 E =,1,1, is equivalent to g” = g’ 2. 
For any point (1,x) E G, we then have (1,x)’ = (1, o) with g’x =g”y 
and g’q = w. An analogous computation as before shows us that we have 
either a further Bol condition or that w  = x- ’ holds for every x and that 
there exists some x E Q such that x6 =x-l # x. In the second case we 
obtain for every involution g’ and every x the relation 
g’(g’x) =x-l. (9) 
Wenowchoosea=(1,1),GiE6,G,=1,,G,=gC,,G,=g~,G,=g~in 
such a way that all the Gi are different and ‘+J = ‘23, 3 = Z. In order to get 
6 E n,,,,, we must have g’ = &“, &“’ = 1, and therefore g’ = g”’ -’ g”. 
If (x, 1) E G, is any point, then we have (x, 1)” = (w, 1) with 
xk “‘-‘g”) = yg” and qg”’ = w. As before, it follows that w  = x* ‘. 
Moreover, if we choose g”’ involutory and x = g”‘, we get w  = g”‘. 
Therefore we have 
for every involutory element g”’ and every element g”. But (10) contradicts 
(9) since there are elements x # x-l. 
Finallywechoosea=(1,1),GiE~,G,=1,,G2=g~,G,=g~,G,=g~ 
in such a way that all the Gi are different and ‘Jl = !jj and 3 = 2. In order 
that 6 fixes the point (1, l), g’ = g”g’” -’ necessarily holds. 
For (l,g”‘), where g”’ is any involution, we obtain by a computation 
analogous to the above the relation 
(g”g’“) g”’ = g” 
(11) 
for every element g”. But (11) contradicts (8), since there are elements 
x # x-l. 
Therefore in the loop Q two Bol conditions and so all three Bol conditions 
are fulfilled. Then the loop Q is a Moufang loop [75, pp. 57-581. Now it 
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follows (see, for instance, [ 1, p. 4161) that every loop of the isotopy class of 
Q is a Moufang loop. As a Moufang loop, Q is di-associative (see [ 18, 
p. 1171). 
Wenowchoosea=(1,1),GEsj,G1=1,,G,=g(,,G,=g~,G,=g~in 
such a way that all the Gi are different and !IJ = 3, 3 = Z. In order that 6 
fixes the point (1, 1) the relation g’ = g”’ - ‘g” must hold. If in Q the 
Reidemeister condition is not fulfilled, then it follows that (x, 1)” = (x-l, 1) 
for every x and there exist x with x # x-‘. Now we have x( g”’ -‘g”) = vg” 
and 118”’ = x-‘. 
With x = g” it follows from these that g”(g”’ -‘g”) = qg” and then 
I< g”d” - ’ ) g”] g/‘-i = (qg”) g”-’ and therefore q = g”g”‘-I. Then 
( g”f’ - ’ ) g”’ = g” - 1 and so g” = g” - 1. This gives us a contradiction since 
we have assumed that there is an element in Q different from its inverse. 
Hence in Q the Reidemeister condition holds and Q is a group (cf. [75, 
p. 521). From Theorem 6.1 we know that the stabilizer n,,,,, of the group of 
projectivities consists of the mappings x + a -‘xa for every a E Q and of the 
mapping x + x ‘, which in our case is different from the identity. If Q were 
not Abelian, then the only inner automorphism different from the identity 
would be the inversion x + x- ‘, since by assumption ZZ,,,,, has order two, 
but a group for which x-+x ~ ’ is an automorphism is Abelian. 
A further very easy characterization of the Abelian groups is given by 
COROLLARY 7.4. A loop Q is an Abelian group if and only if the 
group 17 of projectivities of Q contains a sharp& point transitive subgroup of 
index at most two. 
ProoJ The stabilizer of a point has order at most two. Hence the result 
follows from Theorem 7.3. 
At the end of this section we want to exhibit some theorems which are 
analogous to the theorems which characterize the Pappian planes as planes 
in which every projectivity can be represented by a chain of length less than 
or equal to 8 (cf. [75, p. 1391). 
THEOREM 7.5. A loop Q is an Abelian group if and only if the group II 
of projectivities contains a subgroup N of index <2 in which every projec- 
tivity can be represented by a chain of length 0 or 4. 
Proof If Q is an Abelian group, then the group of projectivites is known 
(see Section 6). For N we can take the group of all maps x + ax. 
Let Q be a loop satisfying our conditions. The map aI : x - XII, where 
1 = x; lx, is a projectivity such that if a, # 1, its shortest representation has 
length six. If a, is the identity, then every element of Q\{ 1) is an involution 
and the net &-(Q) satisfies the condition of the parallel diagonals. From (75, 
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p. 601 it follows that Q is an elementary Abelian 2-group. Hence we may 
assume that a, # 1 holds. Every projectivity of the line 1, of length 4 is 
either 
p. : x -+ xa, a# 1, 
or p;l. Therefore N operates fixed point free on l,, , i.e., only the identity of 
N has fixed points. If N did not operate transitively on 1,) then N would 
have (since D is transitive) two distinct domains D, and D, of transitivity. 
Let,forinstance, (1, l)ED,.ThenwehaveD=N(a,).Now (1, I)a’=(l, 1) 
and hence 0:’ = D, = 0: , which is a contradiction to the transitivity of D. 
Therefore N is a sharply transitive normal subgroup of D. Corollary 7.4 
gives the result. 
THEOREM 7.6. A di-associative loop Q is an Abelian group if and only if 
every projectivity of II can be represented by a chain of length <6. 
Proof: If Q is an Abelian group, then from Section 6 it follows that every 
projectivity can be represented by a chain of length <6. 
Vice versa, let Q be a loop such that every projectivity can be represented 
by a chain of length at most 6. Therefore every projectivity different from 1 
can be represented by a chain of length 4 or 6. The projectivities represented 
by an irreducible chain of length 4 have no fixed points. The projectivities of 
the line 1, which can be represented by an (irreducible) chain of length 6 are 
of the type 
[I,,, ~ll~,~ll~,~l[‘l)~~l[~,3l13~ lhly (12) 
where 3E#YJ, 9#33; 3, X#$j; and atZXU?J, bEyU3. It follows 
immediately that ‘I) = 9,. 
If in (12) a and b belong to the same direction, the projectivity represented 
by (12) has no fixed points. 
The only projectivities which have a representation of type (12) and which 
have (1, 1) as fixed point are cz, represented by 
(13) 
and the projectivity a- ‘. 
Since every projectivity, different from the identity, which belongs to the 
stabilizer Z7(,,,, is represented by (13) or by the inverse chain of (13), every 
projectivity in D,, , ,) has the form (x, l)-+ (a-‘(x-la), 1) = (a-‘x-la, 1) or 
the inverse of such a mapping which has the form (x, 1) + (a(x-‘a-‘), 1) = 
(ax -‘a-‘, 1). Every map 
&= [(x, l)+ (b-‘xb, 1): Q-Q] 
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. . 
is also contained m IZ,,,,,. If every Pb is he identity, then Q is an Abelian 
loop and In,,,,,1 < 2; the assertion then follows from Theorem 7.3. Therefore 
we assume that there exist Pb # 1. To every such map we have in Q an 
a = a(b) such that the maps /3, and 
a,= 1(x, 1)-r (a-‘x-la, 1): Q-Q] 
are the same. It follows that bP ‘ub = a-’ and XC’ = a(b- ‘xb) a--’ for every 
xEQ. If we set x=ab, then we obtain b~‘u~‘=alb-‘(ab)b]u~‘= 
u(a-‘b)u-’ = bu-’ and therefore be’ = 6. Hence ph is different from the 
identity only if b is an involution. If, for such an involution b, the inequality 
bzb # z holds, then z must also be an involution since /3, # 1. 
The involutions b and z generate a non-Abelian dihedral group whose 
normal subgroup of index 2 is generated by bz. Since bz is not an involution 
and is not commuting with b, we get a contradiction. Hence Q is an Abelian 
loop and we are again in the case that every Ph is the identity. 
8. STAUDT'S THEOREMS FOR LOCALLY COMPACT 
AND ALGEBRAIC LOOPS 
A topological quasigroup Q is a quasigroup whose elements are points of 
a topological (Hausdorff) space and in which the multiplication is a 
continuous mapping from Q x Q to Q and the solutions of 
a. x= b and x. a= b, for given u, b E Q, 
are continuous functions of both variables a and b (cf. (401). 
A topological 3-net is a 3-net for which the points and every class of 
parallel lines are topological spaces and the following operations (of joining 
and intersection) are continuous. More precisely, the function assigning to 
every point the horizontal (vertical or transversal) line incident with this 
point is assumed to be a continuous function from the space of the points 
onto the space of the horizontal (vertical or transversal) lines; analogously. 
the intersection of two lines, belonging to two different parallel classes, 
depends continuously and simultaneously on the two lines. 
Within an isotopy class of a topological quasigroup Q we can establish a 
continuous isotopy (i.e., an isotopy with all 3 occurring mappings 
continuous) between the given quasigroup and a topological loop whose 
space is homeomorphic to Q (see Section 1). 
If Q is a topological loop, then the corresponding net f ‘(Q) is a 
topological 3-net whose point space is homeomorphic to Q x Q and ever) 
line (as a point set) and each one of the three line spaces are homeomorphic 
to Q. This follows from the fact that the points of. / ‘(Q) are the pairs (.u.y) 
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and the lines are elements of Q. Moreover, with the natural topoiogies the 
mappings 
(XYY)-+Xh> (X?Y)-tX”Y (4 Y> + (xv>, Y 
and 
x, n Yh + cx9 Y>, x”~Yt-+(x~r) with y =x<, 
x/zn7y,--+ (%Y) with x = qy 
are continuous. 
If Q is a locally compact space, then the full group 0 of homeomorphisms 
carries a natural topology called the Arens g-topology (see [3]), such that 0 
is a topological transformation group on Q.” Arens proves that if Q is 
compact or locally compact and locally connected, then the g-topology is 
equivalent with the compact open topology. 
THEOREM 8.1. Let Q be a locally compact connected (topological) loop 
such that the group of homeomorphisms of Q with respect to the compact 
open topology is a topological transformation group of Q. The loop Q is an 
Abelian group if and only if one of the following conditions holds: 
(i) The stabilizer LI, of the group Il of projectivities on one point x is 
totally disconnected (in the compact open topology). 
(ii) The stabilizer A, on a point x of the closure A of the group of 
projectivites in the full homeomorphisms group (with respect to the compact 
open topology) is totally disconnected. 
(iii) The stabilizer A, on a point x of the connected component of II 
(respectively of A) is disconnected. 
If Q is a locally compact group, then the group IL is closed in the group of 
all homeomorphisms, i.e., lT = A. 
Proof: Let G,= 1, and G,=g, and S,= [G,,1)][~,G,][G,,2](r,G,]. 
Then we have 
(x, 1)6x = (x * g, 1). 
We shall call Y the set of all these right translations. 
The connected component A of 17 (respectively of A) is transitive on G,, 
since the mapping E: g + 6, is a continuous injective mapping from Q into IZ 
(or into the whole homeomorphism group) (cf. [89, Lemma 2.11) and 
’ That is, 13 is a topological group such that the mapping (g,x)-rg(x) is a continuous 
mapping from 8 x Q --* Q. 
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therefore the set of 6, is a connected set of projectivities containing the 
identity. If @ denotes the stabilizer of/i on (1, l), then we can take Y as a 
set of representatives for the cosets of n with respect to the subgroup @ and 
we have a map u: A/@ -+A. 
If we provide the factor space A/@ with the natural topology, then the 
mapping 0: Al@ -+ A is continuous since if r: A + A/@ is the natural 
surjection, then the restriction of ur to Y is the identity. Therefore u is a 
continuous section for the mapping r and A/@ is homeomorphic to Y. The 
group A is homeomorphic to the topological product (A/@) x @ and 
therefore in our case to Y x @. Since A and Y are connected, CO must be 
connected, too. But since @ is a subgroup of n, (respectively of d,), the 
group @ is disconnected also in cases (i) and (ii); therefore @ is the identity. 
Since Y is a sharply transitive subset of the sharply transitive group A, it 
follows that Y = A and Y is a group. The topological isomorphism between 
Q and Y is given by the mapping E; therefore Q is a locally compact 
connected group. From Theorem 6.1 it follows that A contains both the left 
and the right regular representations of Q. But the mappings x + a -‘xa 
belong to @; therefore Q is an Abelian group and fl= Q . (a) with 
-I u=(x-+x ). 
The other direction is clear. 
From this theorem follows directly 
COROLLARY 8.2. Let Q be a locally compact connected loop which is 
locally connected or compact. Then Q is an Abelian group fund only if one 
of the three conditions of Theorem 8.1 holds. 
We prove now a similar theorem for algebraic loops which we are going 
to introduce. Let k be a (commutative) field and Q a k-scheme 123, p. 281. If 
R is a finitely generated (commutative) k-algebra, then let us denote by 
Q(R) = (Spec R, Q) the set of all morphisms from Spec R to Q. If y is a k- 
algebra homomorphism from the k-algebra R into the k-algebra S, then as 
usual Spec y: Spec S-t Spec R [23, p. 51. In what follows we shall often 
identify Q with its point functor, which assigns to every k-algebra R the set 
Q(R) and to every k-algebra homomorphism y: R + S the transformation 
Q(y) = ]((o + (p 0 Spec y): Q(R) -+ Q(S)]. A rational point a E (Spec k. Q) we 
can understand as a sequence (a,) of elements aR E Q(R), where R runs over 
the category of finitely generated (commutative) k-algebras and the following 
property is satisfied: 
For any k-algebra homomorphism y: R + S we have Q(y)(a,) = a,. 
If a (functorial) morphism 7~: Q x Q -+ Q is given 123, p. 1391, then Q is 
an algebraic k-quasigroup scheme if, moreover, two morphisms 
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U, : Q x Q -+ Q and u,: Q x Q + Q exist such that the following diagram, in 
which pri means the projection on the ith factor, commutes: 
In such a way, Q(R) is for every finitely generated k-algebra R, with the 
multiplication n(R), a quasigroup; more precisely, Q is a functor from the 
category of the finitely generated k-algebras into the category of the 
quasigroups. If in Q there is the identity ek [23, p. 1401, then we have an 
algebraic k-loop scheme. If u E (Spec k, Q), then p,, or ov, respectively are 
defined by 
QEQxSpeck P’=idxo~Q~Q or 
QrSpeckxQ 
.rp=axid 
+QxQ, 
respectively. 
If we remember that the following diagrams commute: 
QXSpeckAQxQ 
I 
PO 
I 
PQ 
Spec k -5 Q, 
SpeckXQaQXQ 
I 
Prl 
I 
Prl 
Spec k --"tQ 
and if we define Q, = Im(q,) =pr; ‘a and .Q = Im(,q) =pr; ’ a, respec- 
tively, then Q, and .Q are, for every ~1, as preimage of one point, closed 
subschemes of Q x Q. Further, 
Q,(R) = {(x, 4; x E Q(R)1 E Q(R) x Q(R)3 
respectively, 
.Q(R)={(aR,x);xEQ(R)}cQ(R)XQ(R), 
holds. 
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The morphism qDa is an algebraic isomorphism between Q X Spec k and 
Q,; the morphism ,a, is an algebraic isomorphism between Spec k X Q and 
.Q. 
The net ,4“(Q) belonging to the algebraic k-loop scheme Q is the product 
scheme Q x Q together with all subschemes Im(o,) = Q,, Im(,tp) = .Q, and 
T, = C’(C) with a, c E (Spec k, Q); the schemes Q, are called the horizontal 
lines, the schemes .Q we call the vertical lines, and the schemes TC the 
transversal lines of the net C I ‘(Q). 
Let us denote as before by $I the class of all horizontal, by 9 the class of 
all vertical, and by 2 the class of all transversal lines. The restrictions of the 
morphisms n, uI, and U, to Q,, .Q, and T,, are invertible; they induce 
algebraic isomorphisms. Then the projectivities 
[Q,.T, hQ]*’ = (c+l*‘. 
[Q,.% T,]” = (u,.(id x c)(p;‘l*‘. 
(,Q. 5, T,,] * ’ = [u,(c x id)@ ’ I* ‘, 
are algebraic isomorphisms. Therefore the group 17 of projectivities of an 
algebraic k-loop scheme consists of algebraic automorphisms (and it is clear 
that two such groups for different lines are isomorphic). 
By an Abelian variety Q we understand (see (72, 1.1-3 I) a k-group 
scheme of finite type (over a field k) which has connected fibres and for 
which the morphism Q --) k is smooth and proper. A commutative group 
scheme Q over a field k is called finite if the structural morphism Q + k is 
finite 172, 1.2-3 J. 
If Q is a proper algebraic k-scheme over a field k, it follows from 167. 
Theorem 3.71 that the group 0 of all algebraic automorphisms of Q can be 
represented as a group scheme of locally finite type over k. We remember 
that for the scheme 0 now O(R) = Aut(Q Ok R) holds for every 
commutative k-algebra R. 
THEOREM 8.3. Let Q be a connected proper algebraic loop scheme over 
a field k and let 2 be the smallest subgroup scheme of the scheme 0 of all 
algebraic automorphisms of the scheme Q such that the group ZZ of projec- 
tivities of Q is contained in E, i.e., such that IT(R) G E(R) holds for ever) 
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commutative k-algebra R. The scheme Q is a commutative k-group scheme if 
and only if the stabilizer @ of the connected component A of Z on one point 
of a line of the net H(Q) is discrete. As a commutative connected proper k- 
group scheme, Q is an extension of a connected reduced Abelian k-variety S 
by a connected finite commutative (flat) k-group scheme. If the characteristic 
of k is zero, then Q = S. 
ProoJ: Since the left and right translations of the algebraic k-loops 
scheme are algebraic isomorphisms and since the algebraic isomorphisms 
(x, 1) --) (x . g, 1): Q + Q are projectivities, the group scheme .? contains a 
sharply transitive set Yr {x -+ x . g: Q -+ Q} of algebraic automorphisms of 
the scheme Q. The map a,=[g+(x-+x.g)]:Q-Es@ means [gR+ 
(x-,x.g,Al: Q(R)- E(R) for every k-algebra R. The map q is functorial 
since for every k-algebra homomorphism y: R-S we have 
Q(Y): Q(R) -, Q(s) an d every automorphism of Q Ok R can be considered as 
an automorphism of Q Ok S. But then rp is an algebraic isomorphism from Q 
onto Y and Y is a connected subscheme of ,? and also of A. The stabilizer @ 
of the element (1, 1) is also a closed subgroup scheme of A [23, p. 1651. If 
we define the coset space A/@ by (A/@)(R) = A(R)/@(R) for every k-algebra 
R, it follows that A/@ z Q, since A(R)/@(R) is isomorphic to Q(R) for every 
k-algebra R and this property is functorial. Since in every coset of A/@ there 
lies exactly one element 6 E Y and Q z Y holds, the map u: A/@ --f Y, which 
assigns to every coset @,S the element 6 E Y, is an algebraic section for the 
map A --t A/@. If we provide @ x Y with the product topology, then for 
@ # 1 the scheme @ x Y is not connected and the map w = (@, 6) + 
p . 6: @ x Yv-1 A] is a bijection which is Zariski-continuous. Sine A is 
connected, every connected component of @ x Y must be mapped under o 
onto the whole group A. From this it follows that even @ = 1 and then 
A = Y z Q is a group scheme. Since the stabilizer of Z7 on a point x of a line 
is discrete (n, n A = 1). the connected set (x --) g- ‘xg} of A consists only of 
the identity. Therefore Q is a commutative k-group scheme and its structure 
is as mentioned in the theorem (cf. [72, Section II.6 I). If the characteristic of 
k is zero, then the group scheme Q is reduced [20, p. 1091. 
The other direction follows immediately from Section 6. 
9. CHARACTERIZATION OF TOPOLOGICAL LOOPS 
WHOSE GROUP OF PROJECTIVITIES Is COMPACT 
A natural definition for a connected Lie loop can be found, for instance, in 
148, p. 4201. A topological loop Q is called a Lie loop if its connected 
component Q’ is a Lie loop and if Q’ is an open subspace of Q. 
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LEMMA 9.1. Let Q be a locally compact loop which satisfies one of the 
following two conditions: 
(i) Q is locally connected and finite dimensional; 
(ii) Q is locally contractible. 
Let A be the topological closure of the group Il of projectivities of Q in the 
whole homeomorphism group (with respect to the natural g-topology). If A is 
compact, then Q is a compact Lie loop. 
Proof. Since A is compact, the g-topology for A coincides with the 
compact open topology. Since A is transitive on a line L of the 3-net _ r ‘(Q) 
and L is homeomorphic to Q, we have that A/A, is homeomorphic to L for 
every point x of L if A, denotes the stabilizer of A on x (68, p. 65 1. Therefore 
Q is a compact loop. We denote by @ the topological closure in the whole 
homeomorphism group of Q of the group generated by the left and right 
translations (x ---) ax. x--t xa; a E Q). Since every right and left translation is 
a projectivity, the group @ is a closed subgroup of A and @ is compact. 
From [ 46, Theorem 1 ] it follows that Q is a Lie loop if (i) holds: if condition 
(ii) is satisfied, we obtain the same result using 19 11. 
PROPOSITION 9.2. Let ID* be the Moufang loop of all Cayley numbers of 
norm one and OJ*/Z the factor loop of Ca* with respect to its centre 
Z = { 1, -1 }. Then the group M abstractly generated by all left and right 
translations is isomorphic, in the case of 0” to SO,(R), in the case of 0*/Z 
to PSO,(R). In both cases M is closed in the whole homeomorphism group of 
iO* or of 0*/Z. 
Proof Since the map which assigns to every a the left translation 
1, = (x + ax) is continuous [ 89, Lemma 2.11 and the compact set of all left 
translations is sharply point transitive, we have M/M, zz L, where M, is the 
stabilizer of M on the element 1; the group M, is the inner mapping group of 
the loop 118, p. 6 I]. Therefore M is compact if M, is compact. The group 
M, consists of continuous pseudo-automorphisms of the loop 118, p. 117, 
Lemma 3.21. If A is the group of all automorphisms of the loop it follows 
from 154. Theorem 2; 55. Appendix] that A c M, ; in particular, every 
automorphism is continuous. The group A is closed in the full 
homeomorphism group and it is compact (cf. 129; 54, p. 791). The group T 
generated by the conjugations x + a -‘xa consists of continuous pseudo- 
automorphisms and is contained in M,. Since the subloop generated by the 
elements s3 consists of companions of elements of T ( 17. p. 64, Theorem 2.2 ] 
and coincides with the whole loop, every pseudo-automorphism of the loop is 
continuous. Let Y be the group of all pseudo-automorphisms of the loop. 
Since the conjugations can be taken as representants for the cosets of !P/A. 
we have Y= M, (cf. Theorem 10.23). The group Y is a Lie group (cf. 
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Theorem 10.21) and a closed subgroup of the homeomorphism group of the 
loop and therefore equal to the closure &?, of M,. Since H, is compact (cf. 
[29]), M, = a, is also compact. Therefore it4 is compact and the assertion 
follows by (291. 
A topological space X is called (n - I)-connected if it is pathwise 
connected and if every homotopy group n,(X) = 0 for i = l,..., n - 1. 
THEOREM 9.3. Let Q be a locally compact n-dimensional loop, with 
n > 1, which is (n - I)-connected. We denote by A the closure (with respect 
to the g-topology) of the group ll of projectivities, in the full homeomorphism 
group of a line of the net belonging to Q. The group A is compact if and on14 
if one of the three following cases occur: 
(a) n = 1 and Q is the one-dimensional group SO,. 
(b) n = 3 and Q is the group Spin,(R) of quaternions of norm one. 
(c) n = I and Q is isomorphic to the Moufang loop 0 * of all Cayley 
numbers of norm one. 
In any of these three cases the group IZ of projectivities of Q is closed, 
therefore Il = A. 
ProoJ If Q is one of the three loops mentioned in (a)-(c), then the 
group n of projectivities was determined in Theorem 6. I. The group I7 is the 
semidirect product of the group P(Q), generated by x --f ax, x + xb with a, 
b E Q, and the group of order two generated by the involution x -+ x ‘. If 
Q E SO,, then P(G) z SO,. If Q z Spin,(R), then P(G) is the almost direct 
product O,O, with Oi = Spin,(R), and 0, ~7 0, = (1, -1 }. If Q: O*, then 
P(G) z SO,(R) (Proposition 9.2). Therefore in any case n = A is compact. 
Assume now that Q is locally compact and n-dimensional and that A is 
compact. From Lemma 9.1 it follows that Q is a compact Lie loop. Since 
n > 1, Q, as a topological space, is a connected n-dimensional manifold. 
Therefore we have for the homology groups Hi(Q; Z) = 0 for i > n; it follows 
also that Hi(Q; 0) = 0 for i > n. Since the compact connected manifold Q is 
an H-space, H,JQ; a) = Hk(nf=, Si ; UJ) for every k, where Si are spheres 
of odd dimension with CI=1 dim Si = n (45, Satz I]. Notice that the 
homotopy functor preserves the products; therefore ~,~(nf,, Si) = 
nf=, nj(Si) and rci(Si) 2 Z if d im Si = j. Since the homotopy groups 
rci(Q) = 0, 0 < i < n - 1, it follows from Hurevicz’s isomorphism theorem 
[88, p. 394, Proposition 21, that 
Ht(Q; Z) = Hl(Q; Q) = 0 for t # n and s(Q) g ff,(Q: HI. (14) 
If r is the smallest dimension of the spheres St, then we have n,(nS,) = 
H,(17S,; UJ) # 0 (Hurewicz isomorphism theorem), and DSi contains only n- 
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dimensional spheres. Since (14) holds, there is in nf=, Si only one n- 
dimensional sphere S; if it were the case that s > 1, we would have 
H,,(nSi ; C4) = H,,(Q; a) # 0. Therefore Q is a compact analytic manifold 
with Hi(Q; Z) = 0 for i # n and H,(Q; H) z Z. Since the set P of all left 
translations Aa = [x -+ ax: Q + Q] operates on Q sharply transitively and the 
map a + /1, is continuous [ 89, Lemma 2.11. the projection ,4 + /i//l,, where 
/1 is the subgroup of A generated by Y and /i , is the stabilizer of il on 1, 
has a continuous section. From 184, Theorems 1 and 21 it follows that Q is 
an n-dimensional sphere, with 12 = 2k + 1. The result is now a consequence 
of 146, Theorem 4 1. 
THEOREM 9.4. If Q is a compact connected Lie Moufang loop, then 
Q= K,K2 ... K,, where K, can be chosen as a compact connected Lie group 
and Ki (i # 1) is contained in the set consisting of the two following loops: 
the loop 0* of Cayley numbers of norm 1 over the reals, the factor loop 
0 */Z of 0 * over its centre Z = ( 1, - 1 }. Further, 1 Ki n Ki 1 < 2 and Ki t-7 Ki 
is contained in Z for i fj; esery element of Ki commutes with every element 
of Kj for i # j. The group A (topologicallv) generated by the left 
multiplications and the group JJ (topologically) generated by the right 
multiplication of Q is a near direct product K, 2, . . . Z,, , , where the groups 
zi are contained in the set {SO,(R), PSO,(R)}. The group M abstract(l) 
generated by all multiplications of Q is (as a transformation group) 
isomorphic with a near direct product K, KT 5, 9.. 2,, , . where KF ” K, . 
and is compact. 
Proof Let /i be the group which is (topologically) generated by the left 
multiplications of Q. Since the set Y = {X + ax; a E Q} is homeomorphic to 
Q [ 89. Lemma 2.11, /i is connected. If N is the radical of the Lie Moufang 
loop Q (cf., e.g., 163, p. 234]), then N is a compact soluble Lie Moufang 
loop. Every two elements of the Malcev algebra !U which belongs to the loop 
N generate then a Lie algebra [66]. This subalgebra of !JI corresponds to an 
analytical subgroup H of N and the topological closure of H is a compact 
connected soluble Lie group, hence a torus group. Therefore ‘% is an Abelian 
Malcev algebra and the group N is a torus group. Since every torus group is 
monothetic and Q is di-associative, Q induces on N a connected set of 
automorphisms. From the fact that the automorphism group of a torus group 
is disconnected it follows that N is contained in the centre of Q. The factor 
loop Q/N is semisimple (that means its radical is 1) since otherwise in Q 
there would exist a normal torus subgroup of Q which contains N and is 
different from N. If YJI is the Malcev algebra belonging to the Lie Moufang 
loop Q* = Q/N, then YJI is the direct product of simple Malcev algebras YJIj 
(cf., e.g., 163, p. 2441). D enoting by Mj the analytical Moufang loops which 
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belong to the Malcev algebras Wi, we have Q* = nlz i Mi, where Mj n M, 
for j # k is a discrete Moufang loop which lies in the discrete centre of Q *. 
If a factor Mi is not a quasisimple compact Lie group (for a definition of 
quasisimplicity cf. [94, p. 189]), then it is one of the two following loops: the 
loop 0 * of the Cayley numbers of norm 1 or the factor loop 0 */Z. where Z 
is the center of O*. (This follows from [63, Theorem 111, if we take into 
account that the loop of Cayley numbers of norm 1 over the complex 
numbers is not compact). 
For the Malcev algebra D of Q, we have Q = ?X X 9.Jl, X .a. X 1132, since 
for every two elements a, b E Q with [a, b] # 0, both of which do not belong 
to ‘S, [a, b] E ‘% always holds and the one-parameter subgroups belonging to 
a and b generate a Lie subgroup of Mi which has only discrete intersection 
with N. If we order the Malcev subalgebras 331, so that the first k factors Wi 
are Lie algebras and the remaining n - k are not Lie algebras, then the first 
part of the theorem follows since we can take as K, the compact Lie group 
NM, ... M, which belongs to the Lie algebra YI x W, x ... x mmk. The 
assertion on the groups generated by the left or right or all multiplications 
follows from Proposition 9.2 and [29, pp. 1 l-121; if Q g 0*, then the group 
0 generated by the left translations (or right translations) is, as a 
permutation group, isomorphic to SO,(R); if Q E 0*/Z, then 0 E PSO,(R). 
THEOREM 9.5. Let Q be a locally compact Moufang loop which satisfies 
one of the following two conditions: 
(i) Q is locally connected and finite dimensional. 
(ii) Q is locally contractible. 
Let A be the closure of the group of projectivities 17 in the whole 
homeomorphism group (with respect to the natural g-topology). Then A is 
compact if and only if Q is a compact Lie Moufang loop. Moreover, if this is 
true, then II = A. 
Proof: If Q is a compact Lie Moufang loop, then the connected 
component Qi of Q is a normal subloop of Q [ 18, p. 601 and the canonical 
epimorphism y: Q + Q/Q’ f rom Q to the factor loop Q/Q’ induces an 
epimorphism rp from the group M topologically generated by all 
multiplications of Q onto the group @ generated by all multiplications of the 
factor loop [18, p.62, Lemma 1.31. The kernel /1 of (p is topologically 
generated precisely by the multiplications of Qi. From Theorem 9.4 it now 
follows that A is a connected compact Lie group which is already abstractly 
generated by the multiplications of Q’. Then M is also a compact Lie group 
since M/A is a finite group. As the group M has index at most two in the 
group 17 of projectivities of Q, the group n is a compact Lie group and 
n = A. The other direction of the theorem follows from Lemma 9.1. 
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10. THE COLLINEATION GROUP OF A LOOP 
The collineation group Z of a quasigroup Q is the (full) collineation group 
of the 3-net Z ^ (Q) belonging to Q.’ Therefore, Z is the same for every 
quasigroup out of the same isotopy class (even out of the same isostrophy 
class), and we may assume that Q is a loop. The group C has a normal 
subgroup r of index <6 which maps every class of (parallel) lines into itself; 
sometimes this subgroup will be called the group of direction preserving 
collineations of, / ‘(Q). If the group r contains a subgroup Y which leaves 
every line of one given class invariant and operates transitively on the line as 
a point set, then Q is a group and vice versa [ 14, p. 1891. For nonassociative 
loops then, Z cannot contain such a transitive “glide group” and the deter- 
mination of C is difficult (cf. [ 13, Chap. VI). 
On the other hand, the determination of the stabilizers, ri,, rlh, and f,,,,, 
on the lines l,, l,, and the point (1, 1) is easy. 
A permutation 01 of a loop Q is called a right, respectively left, pseudo- 
automorphism if there exists at least one element c of Q, called a companion 
of a, such that for every x, ~7, (x”)(u”c) = (XJJ)” c (respectively, 
(eY’)(y”) = c(xJ)~) holds. If cr is such a one-sided pseudo-automorphism, 
we have 1” = 1. If it is clear which one of the two one-sided pseudo- 
automorphisms we deal with, or if it does not matter whether a pseudo- 
automorphism is one-sided or two-sided, we may sometimes use only the 
terms pseudo-automorphism and its companions. If Q is a loop with the 
inverse property, then every one-sided pseudo-automorphism is two-sided 
[ 18, p. 1131; naturally, the same holds for commutative loops. 
We have 
THEOREM 10.1. Let Q be a loop and . I ‘(Q) the net belonging to Q. 
Denote by r the group of all collineations of L 4 (Q) which leave the set of 
horizontal lines and the set of vertical lines invariant. Then the stabilizer T,, 
of the line 1 y consists exactly of the set of mappings (x, y) + (x”~, y”h), where 
a,, is a right pseudo-automorphism of Q and a,, = a, rC, denoting by t, the 
right translation by a companion c of a,. Likewise, the stabilizer rlh consists 
of the set of mappings (x, y) + (x”\, y”“). where a,, is a left pseudo- 
automorphism of Q and a, = a,,,$,, denoting by AC the left translation b-v a 
companion c of ah. 
The stabilizer T,, (respective@ r,,) is transitive on 1, (respectively I,,) tf 
and only if every element c # 1 is the companion of a right (respective& left) 
pseudo-automorphism of Q. 
’ By a collineation we always understand a permutation of the points of. I ‘(Q) such that a 
line is always mapped onto a line. 
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If Q has the inverse property, then the stabilizer rlV (respectively r,,) 
operates transitively on 1, (respectively l,,) precisely if Q is a Moufang loop. 
If Q is a group, then r consists of the maps (x, y) + (cx”, y”d), where c, 
d E Q and a is an automorphism of Q. 
Proof: Let a be a collineation out of T,” and (x, y)” = (x”t, ye”). The 
point (x, y) lies on the line (xy), ; on this line there is also the point (1, .~y). 
Since a leaves invariant also the set of the transversal lines, it follows that 
Xavyah = (l”v)(xy)*h = (xy)“” 
since a E rlv. With x = g and y = 1 we have g”‘( 1 “h) = g”h. Therefore, if we 
put 1 ‘Lh = c, we have 
(xUv)( y%) = (xy)“v c, 
and a, is a right pseudo-automorphism with companion c. 
Conversely, let a, be a right pseudo-automorphism of Q with companion 
c. We shall prove that the mapping 
(x, y) + (x”v, Ya,C) (15) 
is a collineation of X4’“(Q). Clearly, the image of a vertical (respectively 
horizontal) line is a vertical (respectively horizontal) line. Now let (x, y) be 
such that xy = d, where d is a fixed element. Then x”v( y%) = [ (xy)^ b] c = 
(d*v) c and so the image of a transversal line is a transversal line and (15) is 
a collineation belonging to rIV since a, is a right pseudo-automorphism. 
The second statement of the theorem is a trivial consequence of the first, 
since rIV is transitive on the points of 1, precisely if (1, 1) can be mapped by 
r,\ on every point (1, x) with x E Q. 
If Q has the inverse property, then the group r, is transitive on 1, 
precisely if every element is a companion of a pseudo-\automorphism. Then 
the loop Q is isomorphic to the isotopic loop defined by x * (b ‘y) = x . J 
since there is a collineation moving (1, 1) to any point of the line 1, (cf. [ 75, 
p. 501. From [ 18, p. 115, Theorem 2.3 ] it follows now that b is a Moufang 
element. Then every element is a Moufang element, thus Q is a Moufang 
loop [ 18, p. 113, Lemma 2.2). 
It is interesting to note that the pseudo-automorphisms and their 
companions have a deep geometrical meaning and appear in such a natural 
way in the study of the collineation group of a loop as the above theorem 
shows. Also the automorphism group A(Q) of a loop Q has a natural 
geometric interpretation. It is clear that we have a natural injection o from 
,4(Q) into the stabilizer r, , ,, , of the direction preserving group r, namely, 
q:a-(c?=[(x,y+(~“,y~)]). 
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The following theorem shows that rp is even a bijection: 
THEOREM 10.2. In every loop Q the injection q~ gives an isomorphism 
between the automorphism group A(Q) and the stabilizer T, ,.,, of the 
direction preserving collineation group T on the point (1. 1). 
Proof: We have r(, , , , or r,, and 
r,, = j (x. .v) + (-~a, ~9) 1, 
where a is a right pseudo-automorphism of Q and c is a companion of a. If 
A E r,,.,,3 then we have 
(1, l),l=(ln, I”c)=(l,c)=(l, l), 
i.e., c = 1 and (Y is an automorphism. 
The full stabilizer of the collineation group Z on the point (I. 1) can be 
computed for more special classes of loops, namely. for loops having the 
inverse property or-expressing the same property geometrically-if in the 
corresponding net of Q all Bol conditions hold for the point ( 1. 1). 
THEOREM 10.3. Let Q be a loop having the inverse property. Then the 
stabilizer C, , , , of the fuh collineation group C of Q is the direct product of 
r - Aut Q with a group 0 isomorphic to the symmetric group 6, of order (],I) = 
6; the group 0 can be generated by the two following inoolutory~ 
collineations: 
P = [(x,y)--‘(xYJ-‘)], v= [(x,y)‘(~uc’,x~)~. 
Therefore every loop which is parastrophic (cf. 113, p. 5 1) to a loop Q with 
the inverse property is isomorphic to Q. 
Proof: The mappings P and v centralize every element out of L’,,.,, and 
are collineations since the inverse property holds. 
From the relation (XJJ- ’ = ~-‘x~ ’ [ 18, p. 1111 it follows that ,UV # 1 and 
+v)’ = 1: therefore 0 has order 6 and acts on the three sets of horizontal, 
vertical, and transversal lines as the symmetric group 6,. 
We are now going to study circumstances under which the direction 
preserving group I- of collineations of a loop Q has some transitivity 
properties. The next theorem shows (and we will see this also later in 
Section 13) that the class of loops with transitive collineation group r is very 
large. 
THEOREM 10.4. If Q is a loop such that every element is a companion oj’ 
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a right and of a left pseudo-automorphism, then the group F of collineations 
of Q which preserves the directions is point transitive, and vice versa. 
Proof From Theorem 10.1 we know 
r,, = {(x,Y)+ (x”,y”a)l, q= {(x,y)* (bX4TY4)}, 
where a is a right and /I is a left pseudo-automorphism and a and b are 
companions of a and j3 respectively. 
The complex @ = TIV . rlh G r consists of the mappings 
(x, y) + (b . xa4, ( y” a a)“). 
Therefore we have (1, 1)” = {(b, a”)}, where b and a are freely choosen in 
Q, and so the result holds. 
THEOREM 10.5. For a loop Q the following three conditions are 
equivalent: 
(1) The direction preserving collineation group is point transitive on 
the net M(Q). 
(2) Every element of Q is a companion of a right and of a left pseudo- 
automorphism of Q. 
(3) Every loop which is isotopic to Q is isomorphic to Q. 
Proof The equivalence of (1) and (2) is given by Theorem 10.4. If Q’ 
(with the identity 1’) is isotopic to Q, then Q’ belongs to J”(Q) (but possibly 
with (1, 1) # (1’) 1’)). If there is a collineation /I mapping (1, 1) onto 
(l’, 1 ‘), then Q is isomorphic to Q’, and conversely, every isomorphism 
between Q and Q’ induces a collineation in J”(Q) (cf. [75, p. 501). 
Theorem 10.5 is a solution to the problem presented in [ 18, p. 571 as an 
unsolved problem: Find necessary and sufficient conditions on the loop Q in 
order that every loop isotopic to Q be isomorphic to Q. As will be seen in 
Section 12, it is not possible to express such conditions as a weaker form of 
associativity. An algebraic expression for the required condition is that every 
element of Q is a companion of a right and of a left pseudoautomorphism. In 
the particular case of Moufang loops this condition is the same as that given 
in [ 18, p. 115, Theorem 2.31. 
Remark 10.6. Let Q be a loop such that every element of Q is a 
companion of a right (respectively left) pseudo-automorphism. If the full 
collineation group of Q contains an element which interchanges the set of the 
horizontal lines and the set of the vertical lines or if the lines 1, and 1, are 
contained in the same orbit with respect to Z;, then every element of Q is a 
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companion also of a left (respectively right) pseudo-automorphism and the 
collineation group r of Q which preserves the directions is point transitive. 
The geometrical theorems 10.1 and 10.4 can be applied to obtain algebraic 
results on loops with transitive automorphism group (cf. for definition 118. 
P. 88 IL 
THEOREM 10.7. If Q is a loop with a transitive automorphism group. 
then one of the following situations (which are mutually exclusive) holds: 
(1) on[y the identity is companion of a pseudo-automorphism, i.e., 
every pseudo-automorphism is an automorphism, 
(2) every element is a companion of a right (respectively left) pseudo- 
automorphism, but no element # 1 is a companion of a left (respectively right) 
pseudo-automorphism, 
(3) every element of Q is companion of a right and of a left pseudo- 
automorphism. 
Proof Since every element different from 1 can be mapped by an 
automorphism onto every other element different from 1, the stabilizers I-,* 
and r,,, respectively, are precisely transitive on 1”) respectively 1 h, if there 
exists an element different from 1 which is a companion. Using the tran- 
sitivity of I-, it follows that every element of Q is a companion. 
THEOREM 10.8. If Q is a loop with a transitive automorphism group, 
then either the right nucleus or the left nucleus consists only of the identity! or 
ever)? element of Q is a companion of a right and of a left pseudo- 
automorphism. 
Proof: The assertion follows from the previous theorem if we remember 
that for every element c contained in the right nucleus, respectively, left 
nucleus, the equation (x ~1) c = x( y c), respectively, c(x ~1) = (cs) y, holds. 
THEOREM 10.9. If Q is a proper commutative Moufang loop, then the 
full collineation group of Q is not point transitive. 
Proof: We consider the stabilizer r,, of the group r of all collineations 
which leaves the set of vertical and the set of horizontal lines invariant. Since 
every pseudo-automorphism of Q is an automorphism of Q [ 18, p. 115, 
Theorem 2.21, r, cannot operate transitively on l,, since the companions of 
automorphisms lie in the nucleus of Q, which is a proper subgroup of Q 
[ 18, p. 114, Theorem 2.1). From Theorem 10.3 we obtain that C,\ also does 
not operate transitively on 1,. 
From Theorems 10.9 and 10.5 follows 
607 4Y I .I 
48 BARLOTTIAND STRAMBACH 
PROPOSITION 10.10 (cf. [ 1; 7; 18, p. 581). Given a Moufang loop Q, 
every loop isotopic to Q is commutative precisely tf Q is an Abelian group. 
THEOREM 10.11. Let Q be a loop which possesses the inverse property 
and has a transitive automorphism group. Then either the left nucleus, the 
right nucleus, and the middle nucleus consist only of the identity which is the 
only Moufang element of Q, or Q is a proper noncommutative Moufang loop 
in which every element is companion of a pseudo-automorphism or Q is a 
group. If the nucleus of Q consists only of the identity, then the collinetion 
group of Q which preserves the directions consists exactly of the maps 
(X,Y>-) (X"vYa), 
where a is an automorphism of Q; also the full collineation group of Q leaves 
the point (1, 1) invariant. 
Proof Since Q has the inverse property, the left, middle, and right 
nucleus coincide (cf. [ 18, Theorem 2.1, p. 1141). Now if the right nucleus is 
not equal to 1, then the stabilizer I-,” operates point transitively and every 
element of a is a companion of a pseudo-automorphism. [ 18, p. 113, 
Lemma 2.2; 17, p. 70, Corollary 21. Therefore Q is a Moufang loop [ 18, 
Lemma 2.2, p. 1131. If Q is not a group, then the first part of the assertion 
follows from Theorems 10.8 and 10.9. 
If /3 is a direction preserving collineation of -r’(Q) which maps (1, 1) on 
(m, n), then Q is isomorphic to the isotopic loop (Q, *) where the 
composition * is given by 
(x.m)*(n.y)=x.y 
with the identity n . m [75, p. 481. Therefore the isotropic loop also has the 
inverse property and it follows that m and n are Moufang elements [ 18, 
Theorem 2.3, p. 1151. But the only Moufang element of Q is the identity and 
the last assertion follows with Theorem 10.3 and (13, p. 441. 
PROPOSITION 10.12. A connected topological loop which is 
homeomorphic to a l-manifold is separable and therefore homeomorphic 
either to the real line or to the circle. 
Proof First we assume that the manifold Q is not separable. Then Q is 
either an Alexandrov line or an Alexandrov half line (see (60)). If p, = 
(x + ax: Q -+ Q) and pb = (x --) bx: Q + Q), then p, and pb are continuous 
mappings which have for a # b no points z with p,z = pbz. But this 
contradicts [61, p. 105, Satz 31. Therefore Q is either the real line R or the l- 
sphere S. 
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COROLLARY 10.13. Let Q be u connected topological loop which 
possesses the inverse property and which is realized on a one-dimensional 
mantfoid. If Q has a transitive automorphism group, then either the left 
nucleus, the right nucleus, and the middle nucleus consist only of the identity 
which is the oni-v Moufang element of Q, or Q is a group (which is 
isomorphic to (IF?. +) or to SO?). 
Proof From Theorem 10.11 we have to exclude that Q is a proper 
noncommutative Moufang loop. This follows from [ 4 1, Theorem (6.4~) 1 
since Q is power associative. 
With the previous results we can also obtain some properties of division 
neorings (for the definition of this structure see 149, p. 507)). 
THEOREM 10.14. If (R, f, .) is a ftnite planar division neoring such that 
its multiplicative loop is power associative, then the additive loop (R, t) is 
either an Abeiian group or the left,’ the right, and the middle nucleus of the 
additive loop (R, +), which must have the inverse property, consist only of 
the neutral element; in particular, (R, +) has no Moufang element #O. 
Proof From [49, Theorem II, 8) we know that the loop (R, +) is 
commutative and has the inverse property. Now the assertion follows from 
Theorem 10.9 and [ 17, p. 70, Corollary 2; 18, p. 113, Lemma 2.21. 
From Theorem 10.14 we can deduce with the help of Theorem 10.9 the 
Remark 10.15. If (R, +) is a proper additive loop of a j?nite planar 
division neoring (R, +, .) whose multiplicative loop is power associative, then 
the group I which preserves the directions leaves the point (1, 1) fixed and 
operates transitively on the other points of a line through (1, 1). Also the full 
group of coliineations of (R, +) leaves (1, 1) fixed. 
A division neoring (R, +, .) is called a topological division neoring if the 
operations “+” and “e” and all the binary operations which arise from 
solving the equations in (R, +) and (R, .) are simultaneously continuous in 
both variables. 
THEOREM 10.16. Let (R, +, .) be a division neoring with associative 
multiplication such that the additive loop (R, +) possesses the inverse 
property. 
(A) Then the neoring is either a skew$eld, or the left, the right, and 
the middle nucleus of the additive loop consist only of the identity which is 
the only Moufang element of (R, +). 
(B) If (R, +, .) is a connected locally compact finite-dimensional 
topological neoring, then either (R, f, .) is one of the three classical fields 
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(real numbers, complex numbers, quaternions) or the second alternative of 
(A) holds. 
ProoJ From [43, (1.18), p. 411 (cf. also [43, (4.13)); 17, p. 701) it 
follows that (R,+) cannot be a proper Moufang loop. The rest follows from 
Theorem (10.11 since (R, +) has a transitive automorphism group. 
We notice that there exist planar associative division neorings which 
possess an additive loop with the inverse property and which are 
homeomorphic to the real line R (cf. [80, pp. 459-461, Section 131). The 
whole collineation group of such a loop leaves the point (1, 1) in the net 
-d’“(Q) fixed. 
Paige gave necessary and suffkient conditions that the additive loop of an 
associative neoring is a commutative Moufang loop [73, Theorem II.1 11. 
From Theorem 10.11 (cf. also [ 17, p. 70, Corollary 2]), it follows that this 
condition can be satisfied only if the additive loop is an Abelian group. 
We study now the collineation group of a Moufang loop. 
THEOREM 10.17. Let Q be a Moufang loop and -N(Q) the net belonging 
to Q. Let us denote by Z the full collineation group of Q and by T the 
subgroup of index 6 in Z which leaves the set of horizontal lines and the set 
of vertical lines invariant. Then Z (respectively I) operates transitively on 
the flags (respectively points) of -S(Q) if and only if every element c # 1 of Q 
is a companion of a pseudo-automorphism of Q. The group C (respectively T) 
always operates transitively on the set of lines (respectively on every set of 
lines with the same direction). 
Proof. The mappings 
Y*= [(x,y)+(ax,ya);aEQl (16) 
are collineations of .X(Q). It is clear that ya maps the vertical (respectively 
horizontal) lines on vertical (respectively horizontal) lines. Let us consider 
now all points (x, y) with xy = d, where d is a fixed element. Then we have 
[18, p. 115, Lemma 3.11 
(ax)( ya) = [a(xy)] a = ada 
and so the image of a transversal line is a transversal line. 
The set of the collineations (16) operates transitively on the set of the 
vertical (respectively horizontal) lines. The group Z contains (see 
Theorem 10.3) an involution p which maps the set of the transversal lines 
onto the set of vertical lines such that (1,)“ = 1,. Now let W be any 
transversal line; then there exists a y, with 
(1,)Ya = wfi = (1,)‘Y”’ 
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and (4) WyaB = W”@ = W holds. Since r is a normal subgroup of C, one has 
,~uy,p E r and r also operates transitively on the set of transversals. 
Let us denote by @ the subgroup of r generated by the collineations (16). 
Since (or,,) G r, we can map every point (x, y) on (1, 1) if and only if 
every element of Q is a companion of a pseudo-automorphism of Q; using a 
suitable ya we obtain (x,v))‘~ = (1, t) and the rest of the statement follows 
from Theorem 10.4. 
According to [ 18, p. 131, an element c of a quasigroup Q is called a 
commutator if there exist two elements n, b of Q such that 
ab = (ba) c. 
COROLLARY 10.18. Let Q be a Moufang loop. The direction preserving 
colh’neation group T of Q is then point transitive on e f ‘(Q) if one of the 
following conditions holds: 
(i) every element of Q is a commutator; 
(ii) the map x-+x3 is surjective; 
(iii) the normal subloop NQ3 of Q which is the product of the nucleus 
N of Q with the normal subloop Q” generated bJ> the cubes of the elements of 
Q equals Q. 
Proof By [ 18, p. 113, Lemma 2.21 the elements x-e3 and the 
commutators are companions of pseudo-automorphisms. If the loop Q 
fulllills condition (iii), the assertion follows from [ 17, Theorem 2.2 I. 
There are infinitely many finite proper Moufang loops of order not 
divisible by 3 (cf. [21, p. 5, Theorem 01); therefore the collineation group r 
which preserves the directions of such loops is point transitive since no 
element has order divisible by 3 [ 18. Theorem 1.2, p. 921. 
PROPOSITION 10.19. If Q is a connected Lie Moufang loop, then for arg 
n E N the set of elements x” with x E Q generates (topological@) the whole 
loop Q. 
Proof. Let c;I be the Malcev algebra belonging to Q. The map exp: 
EJ + Q is a local homeomorphism 166, 781. The map x --t nx is a surjective 
map from II onto Cz; therefore the map ~7: x+ x”: Q + Q is a surjective map 
in a suitable neighbourhood W, i.e., there exists an open neighbourhood U of 
1 with o(U) = W. The loop Q’ generated by the set of all elements x’, with 
x E Q, is a characteristic normal subgroup of Q [ 17, Theorem 2.11 which 
contains W. Therefore Q’ is an open subloop of Q and since Q is connected, 
it follows that Q” = Q [40, Sect. 31. 
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According to [ 18, cf. p. 1161 a permutation a of a Moufang loop Q is 
called a semi-automorphism of Q if 1” = 1 and (xyx)” = x~~~x~‘, for all x, 
YE Q. 
THEOREM 10.20. The group A of continuous semi-automorphisms of a 
connected Lie Moufang loop is a Lie group (with respect to the natural 
compact open topology). 
ProoJ Let D be the Malcev algebra belonging to Q. Then every element 
a of Z2 can be represented as a tangent 
where a, is a curve on Q contained in a suffkiently small neighbourhood of I 
with a, = 1 (cf. ]30]). If x is an element of a l-parameter subgroup E of Q. 
then for any natural number n there exist z E E such that z” = x. From the 
fact that a is a semi-automorphism it follows that 
(x”)” = (x”)“, (x”n)a = (yyl’“, 
for every n E IN (where xl’” is an element y such that y” = x). Therefore the 
group A leaves the set of the l-parameter subgroups invariant. 
Every continuous semi-automorphism o of Q induces a continuous 
mapping u* on the Malcev algebra Cl; the map u* is given by 
o*(a) = $ a(a,) 
i ) f=O 
if a = ((d/dt)(a,)),,,. M oreover, from the fact that u leaves the set of all l- 
parameter subgroups invariant and induces an isomorphism between every l- 
parameter subgroup and its image, we have 
a*(ka) = ka*(a) 
for kE R. Let 
be two elements of CI. Then 
c = [; (xr YPO I,=, 
= [ (-$X,)Y,X,fX, (-$Yt)XtfXtYt ($xt)],=,=f+g+I 
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since x,, = y, = 1. On the one hand, we have 
a*(c) = a*(21 + tl), 
and on the other hand, 
u*(c)= u*z 
I d wJlxt)],~o= [$wA~]~ o 
L 4%) a,) 4%) = dt I 1 I=0 
= [ (-$u(x,) j Kv,) 4x,) + 4x,)($4u,> j 4x,) 
+ 4x,> 0,) ($w ) I,=, 
= u*(x) + u*(q) + u*(x) = u*(2x) + u*(l)), 
and u* is a linear map of c1. Now we consider the map 
$9: u--t u*. 
This is a homomorphism from A onto a group A* of linear maps of the 
vector space a, since 
Moreover, p is a continuous isomorphism. If u* is the identity, then u 
maps every one-dimensional subgroup onto itself and induces there an 
isomorphism which must be the identity since u(x) =x” implies u*(x) = nx. 
Let F be the set of the fixed points of u; then F contains every l-parameter 
subgroup of Q and F- ’ = F and fFf = F holds for every fE F [ 18. 
Lemma 3.4, p. 1171. Therefore the set F is a subgroupoid of the core (Q, +) 
of Q which is realized over the same manifold as Q and for which x + 4’ = 
W -‘x holds (cf. [ 18, p. 1201). It follows that u is an automorphism of 
(Q, +) which is the identity on F [ 18, Theorem 5.1, p. 1201. Here F is a 
closed subgroupoid of (Q, +) such that the interior .I of F contains a whole 
neighbourhood U of 1. Let us assume that F is not open in (Q, +). Then 
there exists an element x-’ E F which does not belong to 2. It is 
1 + x=x-‘. We want to prove that the set U + x G F, if U is sufficiently 
small, contains an open set of (Q, +). Since the group A4 generated by 
x,+ (IX and x -+ xb is a group of continuous automorphisms of (Q, +) [ 18. 
Theorem 5.1 (i), p. 1201, the set U + x contains an open subset if and only if 
U” + 1 for a suitable w E M contains an open subset. This is precisely the 
case if the mapping k: x + x2 is surjective on some neighbourhood W G u’” 
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which can be mapped homeomorphically by log = (exp))’ onto a 
neighbourhood !IU of 0 in Q. To k corresponds on 22) the map k*: x -+ 2x and 
k* is surjective. Since k = k* exp, it follows also that k is surjective on W 
and U + x contains an open subset. Therefore F is a closed and open subset 
of Q. Since Q is connected, one has Q = F; therefore u is the identity on Q 
and the map (D is injective. 
The space of l-parameter groups of Q can be identified with the space S 
of one-dimensional subspaces of B by (*) exp ta c) (a) (where (a) means 
the subspace generated by a). On S the maps CJ and c* induce the same 
homeomorphism since 
u exp kx = exp $ ts exp tkx 
I 
= exp o*(kx). 
I=0 
(17) 
There exist homomorphisms A, : A + d and 1, : A* + d (where d is the 
group induced on S by A, respectively A*) which assign to CJ, respectively to 
CJ*, the homeomorphism induced by u, respectively c*, on S. Because of 
(17) we have 
4P(U> = WJ”). 
The maps li are continuous and open mappings. Let K be an open subset 
of A. Then 1, p(K) = &(K*) is an open subset of 2. The set I, q(K) is open if 
and only if p(K) is open in A*. Therefore (D is an open map, which means 
that rp- ’ is continuous. Therefore A and A* are topologically isomorphic 
groups. 
If the u,, are semi-automorphisms and lim un is a homeomorphism, then 
lim un is a semi-automorphism which corresponds under u, to lim a,*. Vice 
versa, if the sequence u,* converges to a linear automorphism u*, then the 
sequence of the semi-automorphisms p - ‘(a:) = u,, converges to 
u = lim ~-‘(a,) which is a semi-automorphism, if u is a homeomorphism. If 
r # 0 is an element of the Malcev algebra a of Q, then u*x # 0 since u* is a 
vector space automorphism of c1. Now 
u*X = 
( 
$ [ :I; u, (exp tx)] 
1 ( 
= + 0. 
t=o 
g a(exp tx) 
1 t=o 
Therefore 
Wxp tx)l# i 1 I. (18) 
Since u and u* induce, as we have seen, the same homeomorphism on the 
space S of l-parameter subgroups, u induces an endomorphism between 
(exp tx) and {u(exp tx)}. From (18) it follows that this endomorphism is not 
the trivial endomorphism which maps all the elements onto 0. Any such 
endomorphism is surjective, and therefore u maps the set J? of all elements 
GEOMETRYOF BINARY SYSTEMS 55 
lying on l-parameter subgroups onto itself. We know that CJ is an 
endomorphism of the core(Q, +) and a semi-endomorphism of Q since every 
u,, is an automorphism of (Q, t) (which leaves 1 invariant) and a semi- 
automorphism of Q. Therefore the closed subgroupoid -2 of (Q, +) 
generated by -X is mapped under (T onto itself. If x E -2, then also x - ’ E I F? 
since 1 E j 2 If x-’ is an element of -2 and U is a neighbourhood of 1 in 
(Q, +) contained in .y (such a neighbourhood exists since the l-parameter 
subgroups cover a neighbourhood of 1) such that the map x --t x’ is 
surjective. then the set U t x contains an open neighbourhood of xP i and J? 
is also an open subgrupoid of (Q, t). Since Q is connected, it follows that 
H = Q and u is a semi-automorphism of Q. Therefore A* is a closed 
subgroup of GL,(R) and A is a Lie group with respect to the compact open 
topology which is in our case the same as the g-topology of Arens (cf. [ 3 1). 
THEOREM 10.21. The group @ of continuous pseudo-automorphisms of a 
connected Lie Moufang loop Q is a Lie group (with respect to the compact 
open topology). 
Proof Every pseudo-automorphism is a semi-automorphism ] 18, p. 115, 
Theorem 2.21; therefore ~0 is a subgroup of the Lie group A of continuous 
semi-automorphisms. We want to prove that 0 is a closed subgroup of A. If 
a is a companion of a pseudo-automorphism a and N is the nucleus of Q. 
then the coset Na = aN consists of all companions of a. Therefore we have a 
continuous mapping o: @ + Q/N which assigns to a the coset of its 
companions. If a, is a sequence in @ with lim a,, = y E A, then cp(a,) 
converges to a coset cN. Since CD operates on Q as a transformation group, 
cN is the set of all companions of y. Indeed, the sets (x-v)“n s a,N converge to 
(xv)~. cN and the sets xan(~jnn 1 a,N) converge to x)‘(y)‘. cN), since the 
companions of a pseudo-automorphism are the elements of a coset Na. 
PROPOSITION 10.22. The group A of continuous automorphisms of a 
connected Lie Moufang loop Q is a Lie group (with respect to the compact 
open topol0g.y). 
Proof The continuous automorphisms form a closed subgroup of the Lie 
group of continuous pseudo-automorphisms (Theorem 10.2 1). 
THEOREM 10.23. Let Q be a loop with the inverse property such that 
ever-v element is a companion of a pseudo-automorphism. If Y is the group of 
all pseudo-automorphisms and A the group of all automorphisms of Q, then 
there exists a bijection o between the right cosets of !P/A and the elements of 
the loop Q/N, where N is the nucleus of Q; the image of a coset Aa under o 
is the set of all companions of every pseudo-automorphism belonging to Aa. 
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Proof: To every coset cN of Q/N there exists a pseudo-automorphism cp 
such that cN is the set of companions of o. We will prove that exactly the 
elements of the right coset A~I have cN as the set of companions. For every 
A(D E .4q1 and every it E N we have (x . y)“” . cn = xAq(yAQ . cn); therefore 
cN is the set of companions of every element of AC+ Let or be a pseudo- 
automorphism with ‘p, E A~J and which has a companion cn, n E N. Then 
we is not an automorphism. Since cn is also a companion of (D and the 
element [(~n)~-‘] -’ is a companion of rp- ’ (cf. [ 17, p. 62]), the pseudo- 
automorphism qrq’-’ has [(uz)~~‘] [(~n)~-‘] -’ = 1 as a companion. This 
contradicts the fact that v)r IJ-’ is not an automorphism. 
From Theorems 10.2 and 10.3 follows immediately 
PROPOSITION 10.24. Let Q be a topological loop and A the group of 
continuous collineations of Q which preserve the directions. Then the 
stabilizer A,V on the line 1, consists exactly of the set of mappings 
(x, Y) + WV, Y""), 
where a, is a continuous pseudo-automorphism of Q and a,, = a,r, denoting 
by r, the right translation by a companion c of a,. The stabilizer A,, , , , 
consists of the mappings 
(x, Y> + w, Y”>, 
where a is a continuous automorphism of Q. 
THEOREM 10.25. Let Q be a connected Lie Moufang loop. 
(1) The group A of continuous collineations of Q which preserve the 
directions is point transitive. 
(2) In any coset Au of Y/A, where !P is the group of all (not 
necessarily continuous) pseudo-automorphisms and A is the full 
automorphism group of Q, we can find a continuous pseudo-automorphism. 
Every continuous pseudo-automorphism of Q is then the product of a 
continuous automorphism with a conjugation x + aa’xa, for some a E Q. 
(3) The group A of continuous collineations of Q is a Lie group. The 
connected component of A operates point transitively on -N(Q). 
Proof: The first and the second assertions follow from Theorems 10.4 
and 10.23 if we show that every element of Q is a companion of a 
continuous pseudo-automorphism. The group T generated by the 
conjugations x -+ a - ‘xa consists of continuous pseudo-automorphisms. 
Using [ 17, p. 64, Theorem 2.21, it follows that the subloop Q’ 
(topologically) generated by the elements x3 consists of companions of 
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elements of T. From Theorem 10.19 we have Q3 = Q. Therefore (1) and (2) 
hold. 
Let us consider now the third assertion. By the Moufang identities, as 
quoted in the proof of Theorem 10.17, the mappings 
Y,= [(~,4’)-‘(ax,?ia):aEQI 
are collineations of the net. I (Q) belonging to Q, which is homeomorphic to 
the space Q x Q. The mapping r: a + ya is a homeomorphism from Q into 
the group A of continuous collineations of ..I ‘(Q) which preserve the 
directions [89, Lemma 2.11. This group A is therefore homeomorphic to the 
topological product A,” x M, where M is the set of mappings ya and A,” is 
the stabilizer of A on the line Iv, since M is sharply transitive on the vertical 
lines. The group A,” is a subgroup of the set 2 of the homeomorphisms 
(x, y) + (xY, y%), where y is any continuous pseudo-automorphism and b is 
any element of Q. The set 52 is a manifold (with respect to the compact open 
topology) since 2 is homeomorphic to @ X 3, where Q, is the Lie group of 
continuous pseudo-automorphisms (Theorem 10.21) and % is the set of the 
right translations of Q which is homeomorphic to Q 189, Lemma 2.11. The 
elements of A,* can be identified (if we consider them as elements of 2) as 
pairs (y, c), where y is a continuous pseudo-automorphism and c is a 
companion of y. If we have a sequence (y,, c,) E A,, which converges to 
(y, c) E f!!, then c is a companion of the continuous pseudo-automorphism y, 
since @ operates on Q as transformation group (cf. end of the proof of 
Theorem 10.21). Therefore the topological group A,” is a closed subspace of 
P and hence locally compact and finite dimensional. Then A is also a locally 
compact finite-dimensional transformation group of the connected manifold 
,b (Q). Since A operates point transitively on -K(Q) (assertion (1) of this 
theorem), the factor space A/AC,,,, is homeomorphic to the manifold Q X Q 
[68, p. 65; 28, p. 531. The stabilizer A(,,,, of A on (1, 1) is topologically 
isomorphic to the full group of continuous automorphisms (Theorem 10.24). 
Therefore A(,,,, is a Lie group (Theorem 10.22) and the space of A,,,,, is a 
manifold. Then A is also a Lie group. Since A has index 6 in the group /i 
(see Theorem 10.3). A is also a Lie group. 
If A’ is the connected component of A, then dim A = dim A’. Besides, we 
have for any point x the equations 
dim A = dim A, + dim A/A,, dim A’ = dim A: + dim Al/A:, 
where A, (respectively A:) are the stabilizers of A (respectively A’) on x 
(cf. [74]). Since A:cA,, we have dim Al/A: > dim A/A,. From the fact that 
A/A, is homeomorphic to Q x Q it follows that dim Al/A: = dim A/A, = 
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dim Q x Q = d. From [32] we have dim Al/A: = dim x”, where xA’ denotes 
the orbit of x under A’. Using the well-known fact (cf. [52, p. 461) that every 
d-dimensional homogeneous subset of a d-dimensional manifold is an open 
subset, it follows that every orbit of A’ is open in Q x Q. If A’ should have 
more than one orbit, we would have a contradiction to the fact that Q x Q is 
connected. 
There are many proper Lie Moufang loops (cf. [64]) which shows that in 
many cases a transitive collineation group does not force a loop to be a 
group. 
For a group G the full collineation group C can be completely determined. 
THEOREM 10.26. If G is a group, then for the full collineation group C 
one has Z = TIC,,,, 0 with TnI,,,,,= 1 =TnO and.Z, ,,,, =I( ,,,, 0; here 
T is the group of the translations ( z,,~ = [(x, y) + (cx, yd)]; c, d E G), on 
which the group I,,,,, E Aut G acts naturally as a-‘(t,,d)a = r,,,+ and 0 is 
the group of order 6 generated by ,u, v (cf. Theorem 10.3) and isomorphic to 
G 3. Let us denote by J the normal subgroup of I(,,,, which is induced by the 
inner automorphism group of G, i.e., J= {id = [(x, y)-+ (d-‘xd, d-‘yd)]}. 
From the fact that pus,,+ = idzcd,d-, and v~,,~v = ic-,fc-l,cd hold, the group 
TJ is a normal subgroup of Z. The group Z acts jlag transitively on the net 
N(Q) (i.e., is transitive on the incident point-line pairs). 
The group of projectivities of G is induced by the group C of collineations 
tf and only tf the group G is Abelian. If G is not Abelian, then the group of 
projectivities induced by the group of collineations has index two in the group 
of projectivities. 
Proof: All the assertations are either simple verifications or follow from 
Theorems 10.1-10.4. 
Using the theory of Lie groups it is possible to determine the group of 
continuous collineations for the classical Moufang loops, too. 
THEOREM 10.27. Let Q be either the Moufang loop 0” of Cayley 
numbers of norm 1 or the factor loop 0*/Z, where Z is the centre of CD”. 
Then the group A of all continuous collineations which preserve the directions 
is in the first case isomorphic to Spin,(R) and in the second case isomorphic 
to PSO,(R); the stabilizer A, of A on any line L in the net &N”(Q) is in the 
first case isomorphic to Spin,(R) and in the second case to PSO,(lR). The 
stabilizer of A on every point is in both cases isomorphic to the compact 
exceptional Lie group G,. 
Proof: The last assertion follows from [ 7 1, p. 219, Table 71. The 
stabilizer A, is (cf. Theorem 10.25) a connected Lie group of dimension 21 
which operates transitively on the ‘I-sphere or, respectively, on the seven- 
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dimensional real projective space. The rest follows from [71, pp. 219-220; 
841. 
We conjecture that in general no connection exists between the group of 
collineations and the group of projectivities of a 3-net (cf. [85]). We suspect 
that in a free 3-net no projectivity with a nontrivial irreducible representation 
can be induced by a collineation of the 3net. Our hope that this assertion 
may be true is founded on the following theorem which shows an analogous 
result for the k-nets with k > 5: 
THEOREM 10.28. Let TL be a projectivity in a free k-net I with k 2 5 
having a nontrivial irreducible representation 
‘= InI [Li-j9 xiIIX;, Lj], (19) 
i=l 
where Xi are directions such that Lim, , Li 6? 3,. Then 7c is not induced by a 
collineation of. I . . 
For the proof of this theorem we need 
LEMMA 10.29. In a free k-net (k > 3) there is no collineation u # 1 
leaving every line of one direction X, invariant. 
Proof: Assume that such a collineation a exists. Let H, , H, E X, and let 
x be a point on H, with x #x”. Denote by A and B two lines through x 
belonging to the directions 3E,, respectively X,. The points a = A n Hz and 
b = B n H, are distinct; we can assume a” # a and b” # 6, otherwise we 
would change the line H,. Let y be the intersection of the line A, E X, 
through a and the line B, E X, through 6. The configuration consisting of the 
points and lines x, x”, y, J’“, a, an, b,ba,A,An,B,B”,A,,A:,B,,B;.H,, 
H,, ~VJJ” (if J’ # y*) is a closed configuration. 
LEMMA 10.30. Let C I ’ be a free k-net (k > 5) and let 71 be the perspec- 
tivity with the irreducible representation [L, X , ] [X , . L ,I. Then 71 cannot be 
induced by a collineation a. 
ProoJ: Assume that n is induced by the collineation a. If (r leaves every 
line of X, invariant, then we have a contradiction to Lemma 10.29. 
AssumenowthatX~#X,.LetxELwithx#x”EL,=L”.Denoteby 
A and B two distinct lines through x which do not belong to Xy and are 
different from xxa and L. If a = L” n A and b = L” n B, then uaa ~’ and 
bb”-’ are lines belonging to X,. The lines A” and (au” I)*, respectively B” 
and (bb*-I)“, intersect on the line L”’ #L” in the different points a’ and b’. 
The configuration consisting of the points x, xa, a, 6, a’, and b’ and of the 
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lines L”, L”‘, xx”, A, B, A”, B”, au’ = (~a~~‘)~, and bb’ = (bb”-I)” is 
closed and the assertion follows. 
Proof of Theorem 10.28. Suppose that a collineation a induces the 
projectivity K from the line L = L, onto the line L” = L,. We can assume 
that in the representation (19) there occurs at least a line L, with 
L #L, #La; otherwise the property follows from Theorem 10.30. We assert 
that a induces between L, and Ly the projectivity II, with 
if, = [L1,&][&,L*] -.- [x,,L*][L”, Xy][fi:,L:]. 
Let q be a point on L, ; then, if K, is the line of X, through q, we have 
(K,nL)“=(K,nL)n 
=q[L,,X,][X,,L,] *a* [3E,,L”][L”,X~][3E~,L~][L~,~~l[~~,L”l 
=qf,[LY, 3Ey][xy, L”]. 
If we put q*=K,nL, we have (q*)“=KynLa and q*=KynLy. 
Therefore 
and the assertion follows. 
Let YB2)” be a direction different from X7, X,, and the directions of L” and 
Ly. The length of the projectivity 
P= [Lfill[XI,LIl **- [L,~,,~E,l[~,,L”l[L”~~B”l[~13”~L~l 
x [L~,X~][X~,L”][L”,X,] **a [L,,3E,][x,,L,][L,,~](~I,L] 
is then positive. 
Let a be an arbitrary point on L. If we denote by b the intersection of the 
line A, of direction 2I3 through a with L, , then aa = aii and b” = bf, holds. 
We have now 
up=an[L”,~)“][2D”,L~]72;‘[L*,~][~,L] 
=a~[L”,zB2)*][zBD*, LY] 75;‘[LJB]pB, L] 
=ba7c;‘[L,,ZB][!D3,L]=b[L,,211][2&L]=a. 
So the projectivity p is the identity and has positive length. This 
contradicts Lemma 3.1. 
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11. THE COLLINEATION GROUP OF FREE LOOPS AND OF FREE ~-NETS 
If Q is a free loop and L4’-(Q) is the 3-net canonically associated with Q 
(cf. Section 2), then the stabilizer r(,,r, on (1, 1) of the group r of 
collineations preserving the directions is isomorphic to the automorphism 
group of Q (cf. Theorem 10.2). Now we determine the stabilizer Z(,,,, on 
(1, 1) of the full automorphism group C of -4’-(Q). 
Let 9 = (8, , g, ,..., g,J be an ordered system of free generators of Q and 
9” = (g;,..., g,‘), Q h = (g:,..., g,“>, and g’ = (gi,..., gi) the corresponding 
vertical, horizontal, and transversal lines in . I ‘(Q). 
We consider the structure ?I, which arises after the fourth stage in the 
natural process, which contains all the lines of gV. gh* Qt. The maps: 
a:g;+gF, (i = l,..., s) 
‘,-, l,,, lt+ 1,. 
and 
(i = I,..., s), 
l,+ l,, lh+ l,,, 
can be extended to automorphisms of ‘?I., and these can be extended in a 
unique way to automorphisms 6 and ,8 of the stabilizer CC,,,, . 
The automorphisms c? and B generate a group 0 which is isomorphic to 
the symmetric group on three symbols. We have that ZC,,,, is the semidirect 
product of the normal subgroup r(,,,, with the group 0. 
The net M(Q) has rank s + 2. Any structure consisting of three lines 
through a point and s vertical lines without points which generates J’(Q) 
will be called a natural basis for M(Q). In the set of all the natural bases for 
-4’“(Q) we define now an equivalence relation. Two such bases A and B are 
equivalent if and only if the two subsets of lines of A, respectively B, having 
a point in common coincide. It is clear that the index of CC,,,, in the whole 
collineation group C of H(Q) has the cardinality of the set of the 
equivalence classes defined on natural bases. 
Now let Jy‘ be a free k-net with k > 3 and r, the stabilizer of the point a 
in the collineation group which preserves all directions. As an ordered basis 
for a k-net ,H we can take any set S consisting of two lines (one of the first 
and one of the second direction) incident with a common point and an 
ordered set of t - 2 lines of the first family having no incidences, such that S 
generates J”: The elements of the group r, correspond in a unique way to 
the elements of the set of ordered bases containing the point a. The stabilizer 
Z, of the full collineation group of ,Y- can be obtained in a completely 
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analogous way to the one used above for 3-nets. The result is that C, is a 
semidirect product of the normal subgroup r, with a group 0 which is 
isomorphic to the symmetric group G, on k symbols. If we call two ordered 
bases equivalent if they contain the same point, then we see that the index of 
the group .E, in the full group C has the cardinality of the set of these 
equivalence classes. 
LEMMA 11.1. Let N be the free k-net generated by a basis consisting of n 
(22) lines Ai of thefirst kind and one line B of the second kind. There exists 
an infinite set of lines {B@‘} such that the two bases {Ai, B / i = l,..., n) and 
(Ai, B(‘) 1 i = l,..., n} are equivalent (i.e., generate the same free net). 
Proof But B = B(O). Assume that B(‘) is defined, and construct B(‘+‘) as 
follows: Let Ctr) be the line of the third kind incident with A, n B”‘; the line 
B(” ‘) is the line of the second kind incident with A, n C”‘). Clearly the two 
free bases {Ai, B(‘) 1 i = l,..., n) and {Ai, B(‘+‘) ( i = l,..., n) are equivalent. 
The result follows by induction. 
From this one has as an immediate consequence 
COROLLARY 11.2. If L 4,” is a free k-net, then any orbit of the collineation 
group which preserves the directions contains infinitely many points, respec- 
tively lines. 
Remark 11.3. Let S 6‘ be a 3-net belonging to a free loop Q. Then the 
stabilizer I,, ( ,) of the collineation group I which preserves the directions has 
on every line 1 h, 1 v, 1 t an orbit containing infinitely many points. 
Proof: Since Q has infinitely many free systems of generators (cf. [ 18, 
p. 111) the assertion follows. 
We conjecture that as for the case of the free projective planes (cf. 1241) 
the collineation group of a free k-net I +‘ has infinitely many orbits on the 
point set and on the line set; however we can prove only that, for the case of 
the smallest rank and arbitrary k (k > 3), the group of collineations of free k- 
nets which preserves two directions cannot be transitive. 
LEMMA 11.4. Let L 4 - be the free k-net generated by two lines A,, A, of 
the ftrst kind and one line B of the second kind. There exists a line X (of 
stage 8) of the second kind such that for any two lines Y, and Y, of the first 
kind, the (free) k-net . d“* generated by Y, , Y,, and X within -4. is a proper 
k-subnet of I 4: 
Proof. To simplify the language we call the lines of the first kind 
verticals, the lines of the second kind horizontals, and the lines of the third 
kind transversals. 
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Consider the following elements of j + - (which are listed below in the order 
in which they are generated): 
the points (of stage 1): b, =A, nB, b, =A,nB; 
the transversals (of stage 2): D and E, with 6, E D, b, E E; 
the points (of stage 3): d=A,nD, e=A,fIE; 
the horizontal lines (of stage 4): F and G. with d E F, e E G; 
the points (of stage 5): f = A, n F, g = E n F; 
the lines (of stage 6): H, transversal, withfE H, and K, 
vertical, with g E K; 
the point (of stage 7): x = H n K; 
the horizontal lines X (of stage 8) with x E X. 
Now let Y,, Y2 be two vertical lines of 1 ; and consider the next f ‘* 
generated within I. by X, Y,, and Y2. If Y, and Y, intersect X in points 
which are not incident with a line of stage less than 8, then all the elements 
of I ‘* different from X, Y,, and YZ have stage larger than 8 and so we 
cannot have Ai E I I ‘*. Let us consider now the points of X which are 
incident with a line of stage < 8. Examination of the various cases which 
arise shows that I ‘* never contains all three lines A,, A2, and B. For 
instance, if Y, = K and Y, #A,, we find that H E. I ‘*, but we cannot reach 
A,. If Y, = K and YZ = A,, it follows that I ‘* contains F, E, and G, but no 
lines of lower stage. 
COROLLARY 11.5. The collineation group of a free k-net of rank 3. 
which preserves two directions, is, for any k > 3, transitive neither on the 
lines nor on the points. 
Proof: Assume that the two directions preserved are the horizontal and 
the vertical. Since the line X of the previous lemma is not contained in a 
basis consisting of one horizontal and two verticals, there is no collineation 
mapping B into X. The assertion for the points follows now immediately. 
For 3nets one part of the assertion of Corollary 11.5 holds for every 
positive rank. 
THEOREM 11.6. The collineation group of a free 3-net L I of positive 
rank which preserves two directions is not point transitive; also the full group 
of collineations is not point transitive. 
ProojI To the net -4‘ there belongs a free loop Q such that .,I is the 
uniformly constructed net associated with Q (cf. Section 2). If the assertion 
of the theorem were not true, then by Theorem 10.5 every loop which is 
isotopic to Q would be isomorphic to Q; but this contradicts the fact that 
every free loop of positive rank possesses a nonfree loop-isotope \ 18, p. 591. 
Let d be a k-net of rank 3, then I can be generated by a natural free 
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extension process B from the basis 8 consisting of one horizontal line H, 
one vertical line V, and one transversal line T intersecting in three different 
points ti (i = 1, 2, 3). If we consider b as a partial affine plane, then the 
affine rank of !J3 is not changed under the process 8. If we apply to JP- the 
free afftne extension process S’ (cf. [86]), then the composed process &‘Z’ is 
a free process leading from !B to the free afftne plane II of rank six. Any 
collineation of ,N can be extended to a collineation of ‘11; therefore the full 
collineation group of JV” and also the group of collineations of .N” which 
preserve the directions are subgroups of the collineation group of the free 
affine plane of affine rank six. The collineation group 0 of ‘u is a free 
product A ec B with A isomorphic to the dihedral group D, of order six, B 
isomorphic to the dihedral group D, of order 8, and with an amalgamated 
subgroup C of order two [5,6]. From [65, p. 2081 it follows that the factor 
A in 0 is obtained by extension of the permutations of the points ti in the 
basis 23. Therefore the group r of all collineations preserving the directions is 
a subgroup of the free product D * F, where F is a free group and D is a 
cyclic group of order 2 or 4. (cf. [62, p. 171). Hence we have 
THEOREM 11.7. Let ,H be a free k-net of rank 3. Then one has: 
(i) The full collineation group of ,K’ is a subgroup of a free product 
A *c B with A isomorphic to the dihedral group D,, B isomorphic to the 
dihedral group D,, and with an amalgamated subgroup of order two. 
(ii) The group of the collineations preserving the directions is a 
subgroup of the free product D * F, where F is a free group and D is a cyclic 
group of order 2 or 4. 
Using a result from the theory of projective planes we obtain the algebraic 
THEOREM 11.8. The automorphism group A of a free loop Q with one 
generator a is a free group. 
ProoJ The automorphism group A of the loop Q can be seen as the 
stabilizer r,, , i) on the point (1, 1) of the collineation group r preserving the 
directions in the free net J’(Q) (cf. Theorem 10.2). The net JV- can be 
generated by a free natural extension process Z’ from the configuration C 
consisting of the lines 1,) l,, and 1, and the points (1, 1) and (a, 1). 
Consider now the partial projective plane consisting of the lines l,, , 1,) 1 t, w 
(line at infinity) and the points (1, 1) and (a, 1); if we identify the points 
1, n w, 1, n w, 1, n w, respectively, with the directions of the horizontal, 
vertical, and transversal lines, we see that the extension process 8 is free also 
with respect to the projective rank [75, p. 231. Therefore, if we construct the 
free extension of .NU {w, 1, f-7 w, 1,n w, 1,n w), we obtain a free 
GEOMETRYOF BINARYSYSTEMS 65 
projective plane P. Sandler [82, Theorem 10, p. 2441 proved that in P the 
collineation group Y stabilizing the lines l,, 1,) 1, and w is a free group. 
The restriction of Y to the net -N*(Q) which is Z,,,,, is also a free group. 
12. AMALGAMS OF ~-NETS 
Let Z = (V, E) be a graph, where Y is the set of vertices and E is the set of 
edges, and let {S;. = (P,, L, ; I,); u E V} and (S, ; e E E) be two families of 
partial k-nets (k > 3, a fixed integer). Assume further that for each edge 
e = (uv) = (vu) with extremities u and v of Z two morphisms E:: S, -+ rU 
and E:: S, + 7, are given. With these data we can define the amalgam 
&$ = (P, L; Z) of the family {4;; u E I’} with respect to the family of edge 
morphisms {a:, E: ; e = (uu) = (vu) E E} in the sense of Kegel and Schleier- 
macher [58, p. 3811. 
We note that by a morphism we understand a map of a partial k-net into 
another partial k-net such that collinearity of points is preserved. If for k-nets 
a morphism maps the lines of the ith family into lines of the ith family, then 
we will call it a strong morphism. We note that if e = uu is an edge of Z, 
then in order to obtain the amalgam, the edge morphisms E: and E: have to 
map the ith family of lines into the same jth family of lines. If all edge 
morphisms E: of an amalgam &r = (P, L;Z) of partial k-nets are strong 
morphisms, then &r wll be called a strong amalgam. 
A substructure Y’ of a partial k-net C;r is called closed in f if the 
following two conditions hold: 
(i) if a point p E 9 is incident in .Y with the line L, then L E 2’; 
(ii) if two distinct lines of 9 have intersection p in Y, then p E 9’. 
Embeddings (injective morphisms) onto closed substructures are called 
closed embeddings; strong embeddings (injective strong morphisms) onto 
closed substructures are called closed strong embeddings. 
LEMMA 12.1. Let r = (V, E) be a tree and let the incidence structures 
(S;, ; v E V} and (27, ; e E E) be partial k-nets. Zf all edge morphisms c:“‘, 
EL,“” are closed embeddings, then the amalgam S$ is a partial k-net. 
Proof As shown in [58, Lemma 1.4.11, the proof can be reduced to the 
case that the graph Z consists of only two vertices, 1 and 2, connected by the 
edge e. Let *9, and YT be the structures belonging to vertices 1 and 2 respec- 
tively. Then we can write dr = 9i u 9* and identify the intersection 
.q n $ with the closed substructure .X5 of the partial k-net 9* (r&). 
Let L, and L, be two lines of -dr with the same direction having a point x 
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in common; then x must belong to Yi n YZ. Since 9, n Yz is a closed 
substructure of YZ, we obtain L, = L,. 
If L, and L, are two lines of dr with different directions having two 
points x, x’ E dF in common, then a proof analogous to the proof given in 
[58, p. 3841 shows that x = x’. 
Thus the assertion is completely proved. 
A k-net X is said to be rigid if the identity is the only automorphism 
of “K. 
PROPOSITION 12.2. Every countable k/-net JT can be embedded (strongly 
embedded) into some countable rigid k’-net 9. 
Proof The proof of this proposition is essentially the same as the proof 
of [58, Proposition 3.1, pp. 392-393). Notice the following: the role of the 
finite projective plane Y(pjk’) over the field GF(pjk’) over the prime pi in the 
proof of [58, Proposition 3.11 can be taken by a k’-net 2(pjk’) chosen 
within the plane 9(pjk’). The free extension Qk of the amalgam 9, which is 
obtained by labeling the lines in Sk-, and by identifying the labeled line L, 
with a fixed line of 2(pik’) is a k’-net. The points of Yk can be recognized 
by the fact that all k’ lines which are incident with them are contained in 
pairwise different k/-nets 2(plk’). 
THEOREM 12.3. Every injmite k-net ,/Y” can be embedded (strongly 
embedded) into some rigid k-net 9 of the same cardinality. 
With the remark to Proposition 12.2, the proof of this statement follows as 
in [58, pp. 393-3941. The points of Yk can be recognized by the fact that 
every line incident with them carries uncountably many points. 
With this theorem we can give a geometric proof of a result of Evans [27]. 
COROLLARY 12.4. Every infinite loop Q can be embedded into a loop Q 
of the same cardinality and such that the automorphism group of Q consists 
only of the identity. 
Proof. Consider the 3-net J’(Q) and strongly embed J’“(Q) into a rigid 
3-net J? of the same cardinality (Theorem 12.3). Let Q be a loop such that 
J? is the corresponding 3-net. If there were an automorphism a # 1 of $, 
then a would induce a collineation different from the identity in J? (Theorem 
10.2). 
Let &’ be a partial k-net. A trilateral of & is an unordered triple of lines 
not all three intersecting at the same point and such that no two of them 
belong to the same family of lines. A starlateral of &’ consists of three 
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(distinct) lines L,, L,, L, all having one point in common and of one further 
line M, such that L, and M, are in the same class. 
Let us now denote by M a trilateral (a starlateral) of a net Jt”. The 
closure 2 of IX in .6 - is free if it admits an embedding into a 
(nondegenerate) free k-net. 
LEMMA 12.5. Let z~;. be an amalgam over a tree r such that the 
incidence structures (,TC; v E V) are partial k-nets and the edge morphisms 
EW . &I,““ are all closed embeddings. Then the amalgam ,w$ is also a partial 
k:net; for ever-y trilateral (starlateral) F- we have either F- < ,r, or F- is 
closed in .:x$ . 
Proof: The first part of the assertion is Lemma 12.1. As in [SS, Lemma 
1.4.21, it is enough to consider the amalgam .d of two partial k-nets .4 and 
.Yz with respect to the vertex tree 
and the edge morphisms F,, E, which embed the partial k-net V into ~~ and 
:< respectively as closed substructures. With some abuse of notations we 
shall write 
If all the lines of the trilateral (starlateral) f are contained in %‘, we are 
through. If one of the lines, say K,, is not in %F2 and one of the remaining K, 
is in ,P* and if the intersection p = K, n Kz exists, then the point p is in Q. 
Since P is closed, K, and K, are in G’ also, which is contradiction. 
Therefore F is either contained in some 3 or is closed in s’. 
PROPOSITION 12.6. Let .i” be a partial k-net and .Y‘ a closed 
substructure of .Y’. There exists a partial k-net F containing .Y as a closed 
substructure such that the automorphism group of 3 is a subgroup of the 
automorphism group of g and such that for every pair [, C’ of closed 
embeddings (closed strong embeddings) of ..sf into .Y there is an 
automorphism (a direction preserving automorphism) o of F with &S = [‘. 
PROPOSITION 12.7. Let 9 be a partial k-net and 9 a closed sub- 
structure of 9. There exists a partial k-net d containing 9 as a closed sub- 
structure such that for every pair [, 1;’ of closed embeddings (closed strong 
embeddings) of F into g there is an automorphism (a direction preserving 
automorphism) o of g with co = [‘. The group of automorphisms of 9 
extends to a group of automorphisms (to a group of direction preserving 
automorphisms) of 6. 
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The proofs of the two above propositions are completely analogous to the 
proofs of [58, Propositions 1.5.1 and l-5.21; in order to obtain 
automorphisms which preserve the directions we have to use strong 
amalgams. 
THEOREM 12.8. Let G = {Yt ; i E Z} be a set of pairwise nonisomorphic 
k-nets. There exists a nondegenerate k-net B containing k-subnets isomorphic 
to 3 for every i E Z and such that for any two embeddings (strong 
embeddings) C, C’ of the net Yt into B there is an automorphism (a direction 
preserving automorphism) o of B with <a = 4’. 
Proof It is analogous to the proof of [ 58, Theorem 2.1.11; in the case of 
an automorphism which preserves the directions use strong amalgams. 
COROLLARY 12.9. Let 9 be any nondegenerate k-net and G a maximal 
set of pairwise nonisomorphic k-subnets of .Y. Then there exists a k-net B 
containing 9 such that for every 9 E 6 and any two embeddings (strong 
embeddings) [, [’ of 9 into C? there is an automorphism (a direction 
preserving automorphism) o of B with la = C’. Zf F is a trilateral 
(starlateral) of 8, then the closure @= of K in 8, which is a nondegenerate k- 
net, either is isomorphic to a k-net in G or d is free. 
Proof: See [58, Corollary 2.21. 
COROLLARY 12.10. Zf 9 is any k-net such that every trilateral 
(starlateral) in .P generates a free subnet of 3, then there exists a k-net B 
with k-subnet isomorphic to .P such that the group Aut 8’ permutes the set of 
the (ordered) trilateral (starlateral) of B transitively; then Aut P operates 
transitively also on points, lines, and flags. 
If Q is a loop and N(Q) is the corresponding net, a starlateral of GN(Q) is 
such that M, is a vertical line. 
COROLLARY 12.11. Let Q be a loop such that every starlateral of. K(Q) 
generates a free subnet which in particular imp&es that every element of Q 
different from 1 generates a free loop. Then there exists a loop E such that 
the collineation group of E which preserves the directions is transitive on the 
following sets: (a) starlaterals, (b) points, (c) lines of the same direction, (d) 
flags of the same kind. 
COROLLARY 12.12. There are loops with transitive automorphism groups 
in which every element is a companion of a right and of a left pseudo- 
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automorphism and which are not power associative. If two Ioops of such kind 
are isotopic, then they are isomorphic. 
Proof. The result follows from Corollary 12.11 and Theorems 10.1 and 
10.5. 
13. KLEIN'S POINT OF VIEW 
In this chapter we shall try to obtain properties of the structure of Q from 
the knowledge of properties of the collineation group of the net . I ‘(Q) of a 
loop Q, and to present some connections between groups of collineations and 
groups G which can be factorized as G = A . B = A . C = B . C with respect 
to subgroups A, B, and C of G. 
Klein’s point of view is not so successful here as it is in projective 
geometry. We have seen in Section 12 that there are loops which are not 
power associative and which have a flag transitive collineation group. Also. 
if we consider assumptions strengthening the transitivity. there are examples 
showing that it is impossible to characterize a loop by its collineation group 
in a way which turns out to be as effective as in the case of projective planes. 
There are, for instance, loops which are nice from the algebraic point of view 
and whose collineation group is not point transitive (Theorem 10.9 and 
Remark 10.15). 
Few exceptions in this respect are known. One is given in Blaschke ] 14, 
n. 99, p. 1891. Another is the following nice and very easy 
THEOREM 13.1. The net I -(Q) of a loop Q admits a point transitice 
Abelian group of collineations if and on!v if the loop Q is an Abelian group. 
Proof. If Q is an Abelian group, the result follows from the fact that the 
maps (x, y) + (X . a, y . b), a, b E Q are collineations. 
Now let /1 be an Abelian point transitive collineation group of f ‘(Q). Let 
H be a horizontal line and (i,, be the stabilizer on H. Since 
A, = a-‘(AJa = A,,, 
for every a E /i, the group AH leaves every horizontal line invariant. The 
group A,, moreover, acts transitively on the points of every horizontal line 
and preserves the directions; therefore [ 14, p. 189 ] Q is a group isomorphic 
to the group 
A,: {(x,JJ)+ (ax,.v); a E Q} 
and so Q is Abelian. 
If Q is finite, then Theorem 13.1 can be generalized. 
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COROLLARY 13.2. A finite loop Q of odd order > 2 is an Abelian group 
exactly if it admits a group A of direction preserving collineations of, N(Q) 
satisfying the following properties: 
(1) The group A operates point transitively on the net -,Z’-(Q). 
(2) The stabilizer A, on a point x contains an involutions. 
(3) The stabilizer A,,, consists of the identit-v only for every pair (x, y) 
of different points. 
ProoJ: A group A with these properties is a Frobenius group and A, has 
even order. Therefore the Frobenius kernel N of A is Abelian (5 1, Satz 8.18, 
p. 5061 and Q is an Abelian group (Theorem 13.1). An involution of A, 
stems from an involutory automorphism a of Q (cf. Theorem 10.2). Because 
(XX,), = xxa = 1, the group Q has odd order. 
If Q is an Abelian group of odd order > 2, then the group A which is the 
semidirect product of the group 
T= {(x,y)j(ax,by);a,bEQ} 
with the group generated by (x, y) + (x-l, y-‘) satisfies our assumPtions. 
COROLLARY 13.3. A loop of prime order p is the Abelian group of order 
p if and only if ,4 -(Q) admits a sharply point transitive group A of 
collineations. 
ProoJ The group A is of order p2, and every group of order p2 is 
Abelian [33, p. 5 11. The rest follows from Theorem 13.1. 
Remark 13.4. A loop Q admits a group A of collineations which 
operates 2-transitively on the points of the net JV(Q) precisely if every 
element of Q is a companion of a (one-sided) pseudo-automorphism, the 
automorphism group of Q is transitive, and the group r of all direction 
preserving collineations has index 3 or 6 in the full group of collineations of 
s f-(Q). 
The assertion follows immediately from Theorems 10.4 and 10.2. 
The collineation groups can be used also to characterize groups within the 
class of topological loops of small dimension. 
THEOREM 13.5. Let Q be a topological loop which is a one-dimensional 
manifold. The loop Q admits a group A of collineations which is locally 
compact and connected and which operates on the net -V(Q) point tran- 
sitively if and only if Q is isomorphic to the group of real numbers or to the 
orthogonal group SO,. 
ProoJ: From Proposition 10.12 it follows that Q is either the real line 
GEOMETRY OF BINARY SYSTEMS 71 
R or the l-sphere S, and. 6 (Q) is homeomorphic either to the plane Rz or to 
the torus S x S. The space 9 of vertical (horizontal, respectively, 
transversal) lines is homeomorphic either to R or to S. From Brouwer’s 
theorem (cf. [81, Hilfsatz 1.91) it follows that the group A induces on S a 
transformation group A* which in the case %3 z R is isomorphic to R, to the 
group L, = (x + ax + b, a > 0, b E R ), or to the universal covering group of 
PSL,(R) or, in the case V3 z S, is isomorphic to SO? or to a finite covering 
of PSL,(R). 
For the group A* we have A* g A/N, where N is a normal subgroup of A 
leaving every vertical line invariant. 
We assume now dim N > 0, and consider the connected component N’ of 
N. On a vertical line the locally compact group N’ operates either tran- 
sitively or has a fixed point. But N’ operates either transitively or has a fixed 
point. But x,~’ = x would imply xaM’ = .x,‘ln = X0, and N’ would fix all points 
of. I -(Q), which is impossible. Therefore N’ operates transitively on every 
vertical line and from [ 14, p. 1891 it follows that Q is a one-dimensional Lie 
group. 
If dim N = 0, then dim A = dim A* > 2. Therefore A is isomorphic either 
to the group L, or to a covering of PSL2(R). 
Let now A z L,. Then the stabilizer A,, on a vertical line V is isomorphic 
to a complementary group of the commutator subgroup A’ of A. This group 
A,, fixes also a horizontal line H and a transversal line T, since all 
complements of A’ in A are conjugate. Then A, would have fixed points and 
this is not possible. 
If A is isomorphic to a covering of PSL,(R), then every stabilizer on a 
vertical or horizontal or transversal line is a two-dimensional subgroup. But 
all two-dimensional connected subgroups of A are conjugate: therefore a 
stabilizer on a vertical line also leaves a horizontal and a transversal line 
fixed, and this is impossible since the stabilizers on points are one- 
dimensional. 
If we have a point transitive group of collineations A of a loop which 
preserves the directions, then A can be factorized as products: 
where A, ,Alh, 
l,, l,, and 1,. 
and A,t are the stabilizers of A respectively on the lines 
The next considerations shows further that factorizable groups lead to 
point transitive collineation groups of nets which preserve the directions. 
THEOREM 13.6. Let G be a group with G = AB = AC = BC and let A, B, 
and C be subgroups such that A n B = B f7 C = A n C = D. Then we have 
IAl = (BI = ICI. 
72 BARLOTTI AND STRAMBACH 
Let us consider the structure S defined in the following way: 
the points of S are the left cosets gD of G, 
the cosets gA are the horizontals, 
the cosets gB are the verticals, 
the cosets gC are the transversals. 
Then S is a net and G/D*, where D* is the largest normal subgroup of G 
contained in D, is a group of collineations which operates faithfully and tran- 
sitively on the points of S (by left multiplications). 
If A n B = 1, then even G operates on S sharply point transitively. 
Proof: We can assume ] D 1 < 1 G I. Since ] G/A I= 1 B/D I = 1 C/D I we have 
JBI = ]C]. Similarly /G/B1 = IA/D1 = IC/Dj and IAl = ICI. 
Now let us prove first that two lines of different classes, for instance gA 
and hB, have at most one point in common. Consider the set 
{ga=hbIaEA,bEB}, (20) 
which we assume is not empty. We shall prove that this is the set gD. In fact 
if ga, and ga, belong to (20), then we have ga, = hb, and ga, = hb, and this 
implies b,a;’ = b,a;‘, i.e., a;‘a, ED or a, E a,D. 
We have to prove that two lines have at least one point in common. 
Consider, for instance, gA n hB with g, h E C. Every element of G, in 
particular g-‘h, has a representation g-‘h = ab with a E A and b E B. Since 
lEAnB=a-‘AnB, we have aEAnaB=AnabB=AngP’hB. 
Therefore, ga E gAn hB. But with ga EgA n hB we also have gaD c 
gA n hB, and so S is a net. The lines A, B, and C have exactly the point D 
in common. The group A/(A n D*) is the stabilizer of the line A, the group 
B/(B n D*) is the stabilizer of the line B, and the group C/(Cn D*) is the 
stabilizer of the line C. 
Although different possibilities for geometrical factorizations of groups 
have been considered (cf., e.g., [39]), examples of groups which can be 
factorized in the way of Theorem 13.6 seem to be rare in the literature if 
none of the subgroups is normal. In particular this is the case if, moreover, 
the intersection D of the three subgroups is trivial; we call such groups 
sharply 3-factorizable. 
The easiest way to obtain such examples is to consider suitable 
factorizations of the direct product TX T of a convenient group T. For 
instance, let T be a non-Abelian group with a fixed point free automorphism 
p whose square is also fixed point free. In the direct product T x T the 
diagonal subgroups 
A = I@‘, 01, B = {(t, t’)}, c= ((6 0) 
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satisfy 
AnB=Anc=Bnc=(i,i), AsBzC 
and none of A, B, and C is normal. 
Since /3 and /I’ are fixed point free, the expression (so, la’) will give us all 
elements of AB and BA. Therefore we have T x T = AB = AC = BC. 
For another class of examples, let T be a normal group admitting a 
factorization in the two nonnormal subgroups U and V such that UV = T 
and Un V = 1 holds. In the direct product T x T let us consider the 
subgroups A=((u,u)~uEU,vEV}, B=((v,u)luEU,uEV}, and 
C = ((t, I)}. Then 
AnB=AnC=BnC=(l, l), AZ., 
and none of A, B, and C is normal. Clearly, it results that T x T= AB = 
AC = BC. 
There are many examples of groups T having a factorization in two 
nonnormal nonisomorphic subgroups U, V, with T = UV and Un V = I. If, 
for instance, T is a semisimple noncompact (connected) linear Lie group, 
then T allows the factorization T = UV and U f7 V = 1, where U is a 
maximal compact subgroup of T and V is a solvable compactfree group 
[30, 611. The loop belonging to the net T x T is in this case homeomorphic 
to T and hence a manifold. 
Also many finite groups T admit a factorization in two nonnormal 
nonisomorphic subgroups 17, V with T = UV and U n V = 1. For instance, if 
6, denotes the symmetric group on n > 3 elements and Z, the cyclic group 
generated by (1,2 ,..., n), then we have G, = 6,-, Z, and G,-, n Z, = 1. If 
‘1I, is the alternating group of n = 2k + 1 elements, then ?I, = VI,- i Z, and 
‘u “-, n Z, = 1. Also the groups PGL,(p”) with p” = 3 (mod 4) and 
p” # 3, 7 admit a factorization in two nonnormal subgroups U and V such 
that the greatest common divisor of / U] and 1 VJ is 1; the same holds also for 
PG&(5), PG&(9), and PGL,(29) (cf. [53]). It is an open question (which 
seems to us to be difficult) to decide under which circumstances the loop 
belonging to the net TX T, where T is a group factorizable in two 
nonnormal nonisomorphic subgroups U, V with U n V = 1, is a group. 
For the construction of other examples of groups which can be factorized 
as in Theorem 13.6 we can proceed in a geometrical way and use point tran- 
sitive direction preserving collineation groups of nets. 
EXAMPLE 13.7. Let G be the Abelian group of order 8 generated by e 
and k with the relations e4 = 1 = k’ and ek = ke. Let < be the automorphism 
of G with r2 = 1 which changes e with ek and e3 with e3k and fixes all other 
elements of G. Denote by rl the central automorphism x + xP ’ and by a the 
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involutory automorphism of G which exchanges e with e3 and k with e2k and 
fixes all other elements. 
Then & = qt;, an = ya, and tat = aq since e”“l = e = e”“, and ktal = 
e2k = k”“. We consider the following collineations of the net >K(G). 
x: (4 y) + (ex’, ~9, 
6: (x, y) + (exa, y”e3k), 
c: (x,y)-+ (e2kxp’,y-‘e’k), 
b: (x, Y) -+ (e’x, Y>. 
The orders of x and b are 4; the elements c and b are involutions. We have 
b’=~-*bx=bc,~‘=~-~c~=cb,b’=~-~b~=b,andbc=cb,bb=bb,cb=bc. 
The group ,4 generated by x, b, c, and b is the semidirect product of the 
group H = (b) x (c) x (b) with the group (r) and has the order 82. We 
consider now the following subgroups 
A = (rb, b*), B = (x*b, c). C = (x, b). 
The group A is the stabilizer /i, of/i on the line I,, B is the stabilizer of 
/1 on the line l,, and C is the stabvilizer of n on the line 1,. 
Each of the groups A, B, and C has order 8 and is isomorphic to the group 
L, X E,, since (xb) b* = x(bc)2 b = .rr-‘b2rb = b2rb and x*bc = x’cb = cx2b. 
The group /i, which consists of direction preserving collineations of the net 
-k(G) with 82 points, operates transitively on the vertical lines, on the 
horizontal lines, and on the transversal lines. Therefore ,4 is point transitive 
on -N(G) and since A has order 8*, it is sharply point transitive. Hence 
A=AB=AC=BCandAnB=BfTC=l. 
If S is any subgroup of Ai, let us denote by S2 the group generated by the 
squares of the elements of S. We have 
A2 = (r2b2c), c2 = (X2). 
If A, respectively C, were a normal subgroup of/i, then also A *, respec- 
tively C2, would be a normal subgroup of II. But then the element z2b2c, 
respectvely x2, would be contained in the center of /i. This contradicts the 
fact that bb1(x2b2c)b = r*b*cb, respectively r*b.r* = bb. Since xP’cx = cb, the 
subgroup B is not normal in A either. 
A huge class of examples of factorizable groups can be obtained by the 
following considerations which were suggested by Glynn. 
EXAMPLES 13.8. Let G be a non-Abelian nilpotent group of class two 
and let a be an endomorphism of G into its centre Z such that the map 
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a + 1 = 1 + a: g + g”g = gg” is a bijection of G onto G. In this case this 
map is even an automorphism of G. If I I ‘(G) is the net belonging to G, then 
we consider the groups of collineations: 
A: { (x,y) + (g”gxg,yg)), B: ((x, y) -+ (xh-‘, yh-‘hh”)), 
which stabilize the line l,, respectively l,,, and operate there sharply point 
transitively. 
We get a sharply point transitive group A if AB = BA. Every collineation 
of AB has the form 
and every collineation of BA has the form 
The relation AB = BA holds if and only if for given a and b there exist g 
and h such that 
(a”ay ’ = g”g, bb” = (hh”)Y, h-‘gbc’ E Z. 
Since G has the nilpotency class 2, it follows that 
b(a”a) b ’ = aaaz, = g”g, 
g(bb”) g-’ = bb”z2 = hh”, with Z,,Z>EZ. 
From these we obtain 
and 
g 
at1 _ptlz 
L Or 
g= @a+ Iz,)(n t I)k 
h 1trr _ - b’+“z, or h = (b 1+a4’+a’- 
with z3, z4 E Z. 
Therefore we have 
I 
= 
I  
az3 
bz,, 
h-‘gba-’ = bp’z;‘az,bap’ = b&‘abap’z3z;’ E Z, 
and A = AB is a sharply point transitive group on L t ‘(G); hence A n B = 1. 
Moreover, the group A can be factorized in the following way: 
A=AB=AC=BVC with AnB=AnC=BnC=l, 
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where C is the stabilizer of A on the line 1,. The group C consists of the 
mappings 
(x, y) + ((bb”)- l xc, Jfbb”), 
where c is an element of G depending on b. The inner automorphism induced 
by c is the same as the inner automorphism induced by ab-’ and also by 
a”ab-’ for some a E G. But we have 
b(a”a) b-l = (bb”)-’ 
or 
@a&’ = b-*b”. 
Since b” is in the center of G, the automorphism induced by ab- ’ is the 
same as the automorphism induced by bp2 and therefore c = b-*. 
Now we will prove that none of the groups A, B, and C is normal in A. 
Let 
y = [(x, Y> -+ kagxg~ Yg)l E A 
and 
s = [(x,y) + (xh-‘,yh-‘hha)] E B 
be two elements such that 
g-‘h-‘g# h-1. (21) 
One has 
If 6-‘$ were contained in A we would have h-gh~‘(h-a)gh-’ hh” = 1. Since 
h* E 2 this simplifies to Kgh-‘h = 1 or g-‘K’g = h-l, a contradiction 
which shows that A is not normal in A. 
Let us consider now 
If y-l@ E B, we would have ggmh-lg = 1, i.e., hg-‘h-’ =g-‘, which 
contradicts (2 1). 
Let 
K = [(x,y)+ ((bb”)-’ x”-‘,y’-2(bb”))] E C 
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be such that g-ib-‘gf b-‘. We have y-‘KY= [(x,y)-+ (g”g(bb”)-R 
g-ab-*~g-b-Z~Xg-‘b-Zg) y-‘b-‘ybqg)]. 
If y-‘~y E C, then we would have g(bPeg g-b-2g(bb”)g = 1 and from 
this follows bg-lb-’ =g-‘, which is a contradiction. 
The groups A and B are isomorphic; the isomorphism is given by 
[(x,.)+ (g”gx”,y”>l+ [(-G.v)-+ (.cYgg-‘g-“)l. 
We will show now that in many cases the group C is not isomorphic to A 
and B; for instance, this is the case if (r = 0 and in G there exists an element 
h such that h* is not contained in the centre of G. If 
E: (x,y) + (x-l, xy), 
then the group ECE is isomorphic to C. The elements of ECE have the form 
(x, y) + (xb-* b, b-‘yb-*b) = (xbm ‘6, ybm~‘). 
The elements of ECE are therefore exactly the mappings 
(x, y) + (bxb-‘, yb-‘) 
with b E G. 
If there were an isomorphism u between A and ECE, this isomorphism for 
x =y = 1 would induce an automorphism j3 on G. Then u would have the 
form 
u: [(x,y)+ (gxK,.vK)] -+ [(X,Y)-’ (g4xg-D,J~g-“)l. 
If y: (x, y) + ( gxR, y”) and 6: (x, y) -t (hxh, r”) are two elements of A, then 
(yd)” = [(x, y) + (g”hwoh-D, y-y] 
and 
For every g, h E G we have in particular 
(P)’ g”(h -2)o = g4 
and for h* not in the centre of G we obtain a contradiction for a suitable g. 
If we set a = 0, then we have for any non-Abelian nilpotent group G of 
class 2 a group of cardinality 1 G12 which allows a factorization of the type 
prescribed above. 
Now we give an example for a # 0. Let G be a (non-Abelian) extra special 
p-group [Sl, p. 3491. Then any element xp is contained in the centre of G 
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and a: [x+xp] is an endomorphism of G (cf. [33, p. 184, Theorem 12.4.2; 
5 1, p. 3491) such that the image of G under a is contained in the centre Z of 
G. The mapping a + 1 = 1 + a: g+ gpg = gp+’ is a bijection of G with 
Zpt ’ = Z and a + 1 induces the identity on G/Z. 
We are led to another example of a sharply 3-factorizable group by the 
dihedral group D, of order 8 which is generated by two elements a and d 
with a4 = d2 = 1 and dad = a3. As a we take the endomorphism which is 
given by aa=1 and da=a2. Then l+a=a+ 1: x+x”x=xxa is an 
automorphism of G and the assumptions for a are fulfilled. 
As a further example which is not covered by the previous construction we 
consider the following: Let G be the dihedral group of order 8 generated by 
two elements a and d with e4 = d2 = 1 and ded = e3, and let L S“(G) be the net 
belonging to G. We consider the following maps: 
P: (x, Y> + W’, Y’), 0: (x, Y) + (ad, Y”), 
K: (x, Y) + (x’, y’d), A: (x, y) + (xd, yde). 
It follows that the elements p and u, respectively K and 1, generate a 
dihedral group A, respectively B, with p4 = a2 = 1, apu = p3, respectively 
with ~~ = A2 = 1, ArcA = K~. It is easy to see that A, respectively B, operates 
sharply point transitively on the line 1,) respectively on the line 1,. The 
complex AB is a sharply point transitive collineation group A on ,4‘(G) if 
and only if AB = BA and this is exactly the case when the products of 
generators of A with the generators of B are contained in the complex BA. 
We can easily see that pl = Ap, PK = K-'pm', UK = Ko, and UA = ~'Ap'u. 
From the last identity we infer the relations Acrl= A~~;lp~u and CJAU = ~',ip', 
and therefore neither A nor B are normal subgroups of A. 
The stabilizer C on the line 1, is also a subgroup of A which is not normal 
in /i since for 02 = [(x, y) + (e3X, ye)] we have K-'01~ = [(x. y) -+ (e3x, ye')] 
andthereforerc-‘u,?K&C.WehaveA=A~B=A~C=B~CandAnB= 
AnC=BnC=l. 
Also C is the dihedral group of order eight and hence isomorphic to A and 
B. This follows from the fact that C is generated by the element UA (of order 
four) and by the involution apicA = [(x, y) -+ (dex, yde)] which do not 
commute. 
As a last type of example of groups which are sharply 3-factorizable we 
mention the following groups which were suggested to us by Heineken. 
Let G be the group generated by the set {a, b, c, d, e) with the defining 
relations 
a2 = b2 = (ab)’ = 1, &’ = dp = ep = 1 1 
acac=adad=aeae-‘= 1, bcbc-’ = bdbd = bebe = 1, 
[x, [Y, z]] = [X,Y, z] = 1, with (x,y,z}= (c,d,e}, 
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where p is a prime, and [x, y] is the commutator of x and y. Notice that if 
p 2 5 the group G is not nilpotent, since it contains dihedral subgroups of 
order 2p. 
Let us take 
A = (a, c, d[c, e]), B = (6, 4 e[d, cl), C = (ab, e, c[e, d]). 
We notice first that A n B = A f’ C = B n C = 1 since the p-subgroups 
A * = (c, d[c, e]), B* = (d, e[d, cl). C* = (e, c[e, d]) 
have words of the forms 
ckd”[c, d]’ ]c, e]‘. dkes(d. e]’ [d, cl.‘, ekcs[e, c]’ [e. d]‘. 
From these follow also the equalities AB = BA, AC = CA, and BC = CB. 
Using Aschbacher’s classification of the finite simple groups, one can see 
that no finite simple group G has a factorization of the type we have 
discussed. In fact, no finite simple group G possesses a pair of subgroups A 
and B of the same order such that G = AB and A n B = 1 holds. Every finite 
simple group possesses a nontrivial cyclic Sylow p-subgroup P for a suitable 
prime number p. If we had G = AB and A n B = 1 with the two subgroups A 
and B of the same order, then for Sylow p-subgroups P, of A and P, of B we 
would even have P = P,P1 151, p. 676, Theorem 4.71. Since P is cyclic it 
follows that either P = P, or P = P,, and then P, = P = Pz since A and B 
have the same order. But this contradicts the fact that A n B = 1. 
We were not able to decide whether there exists a proper finite loop having 
a sharply point transitive group of collineations. For the case of locally 
Euclidean connected compact loops we can decide the question in the 
negative. 
THEOREM 13.9. Let Q be a locally compact and locally contractible loop. 
(A) The loop Q is a connected compact Lie group if and only if it 
admits a sharply point transitive connected compact group 0 of (continuous) 
collineations. 
(B) If the set of left and right translations leaves the unijiorm structure 
of Q invariam6 then Q is either the loop 0” of all Cayley numbers of norm 
one or the factor loop (0)*/P, where P is the centre of 0 * precisely tf Q 
admits a point transitive connected quasisimple compact group 0 of 
collineations. 
6 A uniform structure on Q is called “invariant under a set F of homeomorphisms” if there 
exists a basis VI for the uniformity such that for all g E F and all A E ‘21 one has: (x.~) E ?I if 
and only if (g(x), g(u) E +?I 146, 47 1. . 
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(C) Let us assume that Q has moreover the inverse property and that 
the inner mapping group’ is isomorphic to the connected component !P of the 
group of pseudo-automorphisms (provided with the compact open topology). 
Then Q is either a torus T of dimension n > 0 or the direct product of a torus 
group T with 0* or 0 */Z or the near direct product 70* with Tn 0” = 
{ 1, -1 } if and only if the connected component R of the group of all 
continuous collineations is a compact Lie group which operates point tran- 
sitively on the net N(Q) and whose semisimple part is quasisimple. 
Proof. That the conditions are necessary follows in (A) from Theorem 
10.25; in (B) from Theorem 10.27 and [29, pp. 11, 12; or 901; in (C) from 
Theorem 10.27, [ 18, Lemma 3.2, p. 1171, and from Theorems 10.21, 10.23, 
and 10.25. 
Now we prove the other direction. 
In all three cases the stabilizer fi, of a line L is compact and point tran- 
sitive on L; therefore Q is compact and connected. The group 0 is moreover 
a Lie group since it operates transitively on a compact and locally contrac- 
tible space (cf. [91]). The group R can be factorized as product of the 
stabilizers 0,” and nib of 52 on l,, respectively 1,. Then it also follows from 
[ 71, Theorem 1.1 and 1.21 that the commutator subgroup R’ as maximal 
semisimple subgroup admits a factorization a’ = A . B, where A, respec- 
tively B, are subgroups of Q,,, respectively 52, . Since R operates effectively 
on the net J(Q), the group A r‘l B = Q;,,,, comains no normal subgroup of 
0’ and therefore also no normal subgroups of R since we have R = a’ . 2, 
where Z is the centre of R [44]. The group R’ is an almost direct product of 
quasisimple groups di, i.e., a’ = ny= r Ai. We may assume that neither A 
nor B is a normal subgroup of 0, since otherwise 0,” or fiRlh is a normal 
subgroup of 52 and it follows from [ 14, p. 1891 that Q is a compact 
connected Lie group. In this case (A) and (C) are proved and case (B) 
cannot occur. Therefore there exists a Aj such that Aj = A n Aj and 
Bj = B n Aj are subgroups which are both not normal in Aj. Let C be the 
stabilizer of R’ on the line 1,. Then R’ =A . C=A . B = B . C (cf. [71, 
Theorems 1.1 and 1.21) and Aj=Aj.Bj=Aj-Cj=Bj-Cj, where 
Cj=CnAj. Because of AnB=AnC=BnC, AjnCj=AnCCAj, 
and Bin Cj = B n Cn Aj and since Cj supplements both Aj and Bj, we can 
show that dim Aj = dim Bj holds. Indeed we have A n C n Aj = B n C n Aj 
and 
dim Aj = dim Aj + dim Cj - dim(A n C n A,), 
dim Aj = dim Bj + dim Cj - dim(B n C n Ai). 
’ Let M be the group generated by all mappings pa = [x -+ xa] and I, = \x + ax\ for 
a E Q. The inner mapping group of Q is the subgroup of M which is generated by all 
mwms ~~~~~~~ -‘, L,k,l,‘, pJy’ (cf. (18, p-611). 
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From (71, Table 7; 30, Table A, p. 5271 (by the comparison of the 
dimensions of Aj and Bj) it follows that Aj is isomorphic either to Spin,(R) 
or to PSO,(R) and that the stabilizer (Aj),l,,j = (Bj)c,q,, = (Cj)(,,,) = AjnBj 
of Aj, respectively Bj or Cj, on (1, 1) is always the compact form of the 
exceptional Lie group G, (cf. [ 71, p. 2201). Moreover, we have in any case 
either Aj g Bjr SO,(R) or Ajr Bjr Spin,(R). The fact (Ai)<,,,, # 1 gives 
us in case (A) a contradiction and proves the assertion. 
In case (B) we have a= A, B, and either J? z Spin,(lR) or R % PSO,(R). 
Moreover, a,,,,, is the compact form of G, and A, /II,,, ,, z .R,Jkl,,~ 1, z Q 
is homeomorphic either to the ‘J-sphere S’ or to the 7-dimensional projective 
space RP’ (cf. [84]). If Q is the 7-sphere S’, it follows from [46, Theorem 4, 
p. 1821 that Q is isomorphic to the loop O*. If Q % RP’, then Q has a 
simple connected universal covering loop Q with 2 sheets (cf. 140, Sect. 61 
which is uniquely determined [40, p. 35, 6.101). We have Q z S’ and Q is 
isomorphic to the factor loop Q/s, where -5’ is a group of order two 
contained in the centre and in the kernel of Q 140, 5.121). The group 
(topologically) generated by all multiplications of Q is compact [46, 
Theorem 1, p. 1821. The same is valid for the analogous group of Q; this 
follows from [2, Theorem 111 and the fact that the relation z(xc’) = z’x 
holds for every x E Q and every z E _Z: with a suitable z’ E 3 only if c’ E J 
[ 18, p. 62, Lemma 1.31. Since now 0” 0” we have the assertion. 
Let us consider case (C). The group B preserves the directions since 0 is 
connected; moreover, we have a g Z . A,, where Z is a torus group and 
either d, = 1 or A, z Spin,@?). We can assume that A, # 1 because 
otherwise Q is a torus (Theorem 13.1). If Q were a group and 0 % Z . A,, 
then Q would be the direct product of a torus group with the compact excep- 
tional Lie group G, and Q(, , i) g G, would be isomorphic with the group of 
inner automorphisms of Q, i.e., with the group Q/D, where D is the centre of 
Q. However, a would not contain a normal subgroup isomorphic to A, (cf. 
Theorem 10.1). 
Every collineation a of the net ~ I (Q) which preserves the directions splits 
in two mappings oV and a,, for which (x, y)” = (~“1, y”“) holds. We can 
observe that the maps v/: a -+ a,, and 4: a + ah are homomorphisms for every 
group of collineations which preserve the directions, and therefore especially 
for fiR. The group fi can be factorized as 
where a and /I are continuous pseudo-automorphisms of Q. Since 0 is a 
normal subgroup in the group of all continuous collineations which preserve 
the directions, we have wRw = a, where o is the collineation (X,-V) + 
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(y-1,x-l ) because of (xy))’ = y-‘x-l. Therefore every pseudo- 
automorphism which appears in maps belonging to Or, appears also in 52, . 
Then it follows from (22) that in $(n) there are all right translationhs 
x + (x”-‘)” c = xc with every c E Q. The compact Lie group #(a) is 
therefore isomorphic (as a transformation group) to the group of maps 
x + xa . b, where b is any element of Q and a is any pseudo-automorphism 
belonging to Y. Since [(cx) c- ‘]c = cx and x -+ (cx) c- ’ : Q + Q is a pseudo- 
automorphism belonging to Y, the group M (topologically) generated by all 
multiplications of Q is equal @2). We have M = d(Z) d(d r). Since Y c M 
and since Aut Q contains a group isomorphic to G,, we have #(A,) # 1 and 
thus #(A,) is either PSO,(R) or SO,(iR) or Spin,(R). The centre C of M is 
equal to 4(Z) -8, where P is the centre of #(d r). From [2, Theorem 111 it 
follows that the orbit 1 is exactly the centre D of Q (in the sense of [ 18, 
p. 601). The group M* (topologically) generated by all multiplications of the 
factor loop Q* = Q/D is isomorphic to M/C [ 18, p. 62; 2, Theorem 1 I]; 
therefore MC E PSO,(lR). 
The group Y is the stabilizer M, of the group M of Q on the element 1 
since it is generated by a connected set [ 18, p. 611. For the stabilizer Mf of 
M* on the element 1 of Q* we have M,*~kf,/(cnM,) [18, pp.61, 621. 
Since Cn M, = 1 (otherwise M would not operate effectively on Q) we 
obtain MT EM, = Y. Because Q is not a group and since Y is connected, 
we have dim Y > dim Aut Q, where Aut Q is the group of continuous 
automorphisms of Q. The group Aut Q contains a subgroup isomorphic to 
R (1,1) E G,. Therefore dim MC > 14. The group M* has a continuous 
section for the epimorphism M* + M*/MF; indeed in every coset M,x there 
exists exactly one right translation. It now follows from [84] that Q* is 
homeomorphic to the 7-dimensional projective space RP’. Since M* is 
compact, we see, as in (B), that Q* is isomorphic to the simple Moufang 
loop 0*/-Z. Let E be the normal subloop 1 @‘(‘I). Let z be an element of 
En D. Then for the right translation p, E C we have lp: = l* with a suitable 
a E Q(d r). The element ~~a-’ belongs to the stabilizer M, of M on 1. This 
stabilizer is a perfect subgroup of M since M operates effectively on Q. If E 
is the intersection $(Z) n #(A 1), then 1 E”/ < 4 and we have 
M/E = ($d(Z)/E) x (&4,)/E). 
The group M, E/E is a perfect subgroup of M/E and consists of elements 
td = dt with t E @(Z)/E and d E &l,)/E. The map y: td -+ t is an 
homomorphism from the perfect group M,E/E into the Abelian group 
#(Z)/E. Therefore y is the trivial homomorphism, mapping the whole group 
k$iz/;(;;to the element 1 of #(Z)/Z and therefore M,B/E E d(d,)/E or 
I 
We haie’a, @La-‘)EM, and hencep,EM,cd(d,). Butp,Ed(d,)nC 
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and /#(A ,) n Cl < 4. From this it follows that 1 E f’? D( < 4. We have 
0 */$’ g Q* = Q/D = (ED)/D = E/(E n 0); this follows from [ 18, Theorem 
1.5, p. 641. If IE n DI > 2, then, since E = lmcAl’ is connected, the loop E is 
the universal covering of O/P, and therefore, as we have seen in parts (B), 
necessarily isomorphic to 0 *. 
From Theorem 13.9 it follows that no compact connected quasisimple Lie 
group can be a sharply point transitive collineation group of a locally 
Euclidean loop. The analogous fact holds also in the noncompact case. 
THEOREM 13.10. A connected quasisimple Lie group A cannot be a 
sharp@ point transitive group of (continuous) collineations of a locally 
compact loop Q. 
Proof: We assume that A operates as a sharply point transitive group of 
continuous collineations on the net c I-(Q) of a locally compact loop Q. Since 
A is connected, it contains no subgroup of finite index; therefore A preserves 
the directions. The group A can be factorized as A = Al,Alh and A,, n 
A ,h = { I), where A, and A rh are the stabilizers of A on 1, and l,, respec- 
tively. Further, A is‘homeomorphic to A I x A ,h z Q x Q since A I , respec- 
tively A ,h, operates sharply point transitively on l,, respectively’ l,, , and 
therefore A, and /ilh are homeomorphic to Q [68, p. 651. 
Since ,4 is a quasisimple group of even dimension, it contains compact 
subgroups different from { 1). From [71, Theorem 1.3, p. 2051 we also have 
that every maximal compact subgroup K of A can be factorized in the 
following way: K = K,K, with K, n K, = (l), where K,, respectively Kz, is 
a maximal compact subgroup of A ,,, respectively A ,,,. From [ 68 1, pp. 
188-1891 it follows that K, K,, and K, are connected: moreover, A ,,, z R” x 
K , z R”‘x K,z$/ Therefore we have dim K, = dim K, and further we 
have dim A - dim K = 2m. From 171, Table 7 ] we obtain that K is the direct 
product K, x K,, and K, z K,. From this follows that A cannot be of twin 
type (i.e., the complexilication of A is not reducible (cf. [ 30, p. 2791). 
From the classification of the real quasisimple Lie groups in 130, pp. 
281-2911 we see that the compact connected Lie groups K, and K2 are 
quasisimple. Since K, and K, are homotopy equivalent it follows from [83 ] 
that K, and K, are isomorphic. From this condition, taking account of 130. 
pp. 28 l-29 11, it follows that ,4 is locally isomorphic to one of the following 
groups : 
The group A cannot be locally isomorphic to A,,j, since otherwise we 
would have 1= 2j - 1 and the dimension of A would be odd [30, p. 5271. 
Moreover the group A cannot be locally isomorphic to D,,j, C,qi, or G,,z, 
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since otherwise either the fundamental group nl(A) = x1(K) or the centre 2 
of /i would be 21 and could not be written as the direct product of two 
isomorphic factors [30, 62.7 and 62.81; but we have n,(K) = n,(K,) x rcl(K,) 
and the centre of K is the direct product of the centres of K, and K, . Finally, 
let us assume that .4 is of the type Di,j,*. Then every maximal compact 
subgroup K of A is the direct product of a group K, of the type Bj-, with a 
group K, of the type Blpj+,. Since K, zKK2, it follows thatj-2=Z-j+ 1 
and therefore 1 is odd. Since dim/i = 1(2Z- 1) is odd, we also get in this case 
a contradiction. 
We saw in this section, in Section 12, and in Theorem 10.17 that it is 
impossible to characterize the class of groups only by the transitivity on 
points (or lines) of a group of collineations. However, in some cases it was 
possible to obtain such characterization by making further natural 
assumptions. On the other hand, considering further conditions which appear 
more artificial, one easily obtains additional characterizations. As an 
example of a condition of this kind we consider the type of embedding of a 
point transitive group of collineations into the group of all permutations of 
the points of the net. 
THEOREM 13.11. Let Q be a loop with the inverse property admitting a 
point transitive group f2 of collineations which preserves the directions. Then 
Q is an Abelian group if and only if n is invariant under the permutation 
w = [(x, y) + (x-l, y-l)] of points of-N”(Q). 
Proof: If Q is an Abelian group, then w  is a collineation leaving the 
group ((x, y) + (ax, yb); a, b E Q} invariant. 
Now let Q be a loop satisfying our assumptions. From Theorem (10.1) it 
follows that the stabilizer Sz,” operates transitively on the line 1, and consists 
of mappings of the form A,: (x, y) -+ (xn, yaa), where a is any element of Q 
and a is a suitable pseudo-automorphism of Q such that a is companion of 
a. Then w-l&o = [(x, y)+ (x*, a-‘y”)]. Since o-‘&w E R, we have 
o-lLOw E a,V; therefore in fin,” there exist 1,: (x, y) -+ (x4, y4b) such that 
1, = w-‘&w. Hence we have a =/I and b = a-‘. Thus a commutes with 
every element of Q. Since a can be freely chosen, Q is a commutative loop. 
In such a loop with the inverse property every pseudo-automorphism is an 
automorphism [ 18, Theorem 2.2, p. 1151. Hence every a E Q is a companion 
of an automorphism and the assertion is proved. 
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14. CONKS 
If x is an element of a group G, we shall denote by Cl(x) the conjugate 
class of x in G. 
DEFINITION 14.1. The ratio d(x, y) of two elements x, y in a group is the 
(unordered) pair (Cl(x~-‘), CI(JJX-I)}. 
THEOREM 14.2. If G is a group, then the ratio of any two of its elements 
(interpreted as points on the line 1, in the corresponding net .+“(G)) is 
invariant under the group IZ of projectivities of G. This means d(x, y) = 
d(x”, ya) with x, y E G and a E II. 
ProoJ: The group of projectivities of a group G is the semidirect product 
of the group generated by the left and right multiplications and the group 
consisting of (1, x+ x-‘J. L t e a be a projectivity; then a is a mapping 
x + a(x?)E with E = f 1 and y an inner automorphism. Then 
d(x”,y”) = (Cl[xa(yn)-‘1, Cl[y”(xa)-‘]] 
= (Cl [ (ax’“)(ay’“) ’ 1, Cl [ (ayY”)(axyC) - ’ ] } 
= (Cl(xEyP”), Cl(y”x-“)}. 
We must prove now that the two following sets are the same: 
{Cl(xy-‘), Cl(yx-‘)}, (Cl(x-‘y), cl(y-Ix)). 
Indeed we have 
y-‘(xy-‘)?)=y-‘XE cl(xJ’-‘), 
x-‘(~~x~‘)x=x-‘yfClf?/x~‘). 
THEOREM 14.3. A permutation a of an Abelian group G is a projectivity 
iSand only if the ratio of any two different points is invariant with respect to 
a. 
Proof: Theorem 14.2 gives one part of this theorem. 
Let a (+ 1) be a permutation of G preserving the ratios. Without loss of 
generality we can assume that 1 a = 1; otherwise we would replace a by 
a~,l,,-l, where rc,,)-, is the mapping x+x(la)-‘. Since a # 1 and 
(x,x-‘} = d(1, x) = d(1, xa) = {xa, (x”))‘}, there is some x such that 
,p =x-’ f x. Let us assume now that there exists another element y such 
that y” = y and y-’ # y. Consider d(x, y) and d(x . y- ‘, I). 
We have d(x,y) = d(xa,jla), i.e., {xy-‘,yx-‘} = (x”(J@)‘, y”(x”)-‘} = 
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(x-‘y-‘,yx}. If xy-l =x-ly-1, then x = xP’, which is a contradiction. If 
xy-’ =xy, we get y=y-‘, which is again a contradiction. So a is the 
mapping x -+ x-i and the theorem is proved. 
If G is not Abelian, then there are mappings a which preserve all the 
ratios and are not projectivities. There are, namely, groups G having nonin- 
volutory outer automorphisms which leave every class of conjugate elements 
invariant (cf. [79]). 
THEOREM 14.4. Let C* be the stabilizer of the line 1, in the fill 
collineation group Z (or in the group P of all collineations preserving the 
directions) of the group G. Then for every collineation o E C* there exists an 
automorphism A, of G such that d(x”, y”) = d(xAa, y’c). 
Proof The group Z;* induces on the line 1, the following group of 
permutations: x + x*a, where a E G and a is an automorphism.of G (see 
Theorem 10.1). Since (x”a)(y*a)-’ = x”(y”)-’ and (y”a)(x”a)-’ = 
y”(x”) ‘, the theorem holds with 2, = a. 
DEFINITION 14.5. Let G be a quasigroup. A conic in , N‘(G) is the set of 
points (x, x0), where u is a projectivity, which is not a perspectivity, from the 
family of the vertical lines onto the family of the horizontal lines. 
Remark 14.6. Let G be a loop with the inverse property. From Theorem 
6.1 it follows that every conic in G can be described as the set of points 
(x, (x”)“) with E E { 1, -1) and a an element of the group P(G) generated by 
the left and right multiplications. If in particular G is a group, a conic is the 
set of points {(x, ax&b); a, b E G and E = f 1). 
Remark 14.7. The set of all tonics in a group G is invariant under the 
group A of all collineations which map the family 2 of transversal lines onto 
itself: 
Proof The group A is the semidirect product of the group {(x, y) -+ 
(cx”, y”d); c, d E G and a an automorphism of G} and the group of order 
two generated by (x, y) --t (y-‘, x-l). One has, for instance, (x, ax&b) + 
(cx”, aa( bad) = (x’, a/(x/)&b’). 
Remark 14.8. If G is a group, every conic can be mapped by an element 
of the group A, defined in the previous remark, onto a conic of the form 
V(a, c) = {(x, a-‘x’a)}, where aE(l,-1) and aEG. (23) 
If E = 1, then @(a, 1) can be mapped for every a E G even onto the conic 
P(1, 1). 
A conic F(a, -1) can be mapped under an element of A onto a conic 
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<K(b, E) if and only if E = - 1 and b = a *a~, where a is an automorphism of 
G and z is an element in the centre of G. 
If G is Abelian, then every conic can be mapped under a collineation of A 
onto %?( 1, l), since %F( 1, - 1) is the transversal line 1 t. 
Proof. Since the group A is point transitive, we can assume that (1, 1) 
belongs to our conic. Therefore every conic can be mapped by the group A 
onto a conic of form (23). 
We assume first that E = 1. If K = [(x, y) + (a- ‘x, ya-‘)I, then we obtain 
((x, a-‘xa)“) = {(a-lx, a -lx)} and therefore every conic (23) with E = 1 
can be mapped by some collineation of A onto the conic ((x, x)}. 
We consider now a conic F(a, -1) with Q not belonging to the centre of 
G. Let ,J = [(x, y) -+ (cxn, y”d)] E A be a collineation which maps V(a, -1) 
onto another conic (23). Since (x, a-‘~-‘a)+’ = (cx*, a-“x-“a”d) and 
(1, 1) E [F(a, -l)],‘, we have for X~ = cc’ the condition amncand= 1 or 
d = amac-‘a”. Now it follows that (x, a-‘x-la)-’ = (cx”, apn(cxn)-’ a”). 
Every element of A which is not of the form A can be written as Al, where 
I = [(x,-v)* (y-‘,x-l)]. If [g(a, -1)j”’ E (23), then (1. 1) E: [g(a. -l)]“‘. 
Since (1,l)’ = (1, l), we have (1, 1)~ [q(a,-l)].’ and Ar= \(x,y)+ 
(a-“ca”Jj-“, x-~c~‘)]. It follows that 
(x, a-‘x-’ a).” = (apac,y”an, xencp’) 
= (a~“c?caan,a”[a-“cx”a”]-’ a-“). 
Therefore a conic p(a, -1) can be mapped onto a conic V(b, -1) under a 
collineation of A if and only if b = a *a~, where a is an automorphism of G 
and z is an element in the centre of G. 
Remark 14.9. Let 5F = ((x, a-lx&a)} be a conic in a group G. Every 
vertical and every horizontal line has exactly one point in common with V. 
The transversal line g, intersects $? in exactly those points whose first coor- 
dinate x is a solution of the equation xa - ‘x&a = g. If G is Abelian and E = 1, 
then there are intersections precisely if g is contained in the subgroup G* of 
the squares; in this case we have as many solutions as G has elements of 
order < 2. 
Proof. Let g, be a vertical line. The intersection of this line with 
g = ((x, a - ‘x&a)) has the first coordinate g and the second a -‘g” a. The 
intersection of the horizontal line g, with P is ((aga-I)“. g). For the points 
of intersection of the transversal line g, with $? we have xa ‘x&a = g. 
Remark 14.10. Let G be an Abelian group. Then the point set ((x, y)I is 
a union U of at most two (nondegenerate) tonics f and on1.v if d(x,y) = 
{c. c-l ) for some c E G. The set U contains two disjoint tonics precisely if 
c2 # 1. If c2 = 1, then U consists of exactly one conic. 
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Proof: Every conic in an Abelian group has the form {(x, CX); x E G, c 
fixed}. This follows from the fact that every conic can be obtained by 
applying to the conic ((x,x)} a collineation preserving the directions. It 
follows that for the points (x, y) of a conic we have d(x, y) = {c-i, c}. 
Conversely, if we consider the set of points {(x, y)} such that d(x, y) = 
{c-i, c), then we have y = c*ix. 
Remark 14.11. Let G be an Abelian group; then through every point of 
the 3-net belonging to G there passes exactly one conic 57. If, moreover, G 
has no involutions and every element is a square, then every line of J‘(G) 
intersects g in exactly one point. The set of points and the three sets of lines 
together with the set of tonics form a 4-net. 
Proof Every conic 5F is the set {(x, cx); x E G, c fixed}. If one point of 
@ is given, then c is determined. The other assertions follow from the 
previous remarks. 
Remark 14.12. Let G be a finite Abelian group. There are point sets M 
such that every line of the net M(G) intersects M in exactly one point and A4 
is not a conic. 
Proof: Let Q be the latin square which gives the multiplication table of 
G. If Q is embeddable in a set of more than two mutually orthogonal latin 
squares, then at most one of them can give the tonics and so the sets of cells 
of one square which contain the same symbol and are neither transversal 
lines nor tonics will give the point sets M. 
Examples for Q in an elementary Abelian group of order 9 are obtained 
from the 8 latin squares given, e.g., in [75, p. 293; 341. 
Remark 14.13. Let X be a (nondegenerate) conic in a group G. Let @ 
be the subgroup of the direction preserving collineations of G which leave .Z 
invariant and let @* be the subgroup of the full collineation group of G 
leaving .F invariant. Then @ is transitive on the points of .Z precisely if 
either G is Abelian or if G is not Abelian and Z can be mapped by a 
collineation of A (cf. Remark 14.7) onto a conic which is described as the set 
((x, a-‘~~‘a)} with a not belonging to the centre of G. In these cases @* 
contains moreover a subgroup /i which operates sharply point transitively on 
X and which is a subgroup of the translation group ((x, y) + (cx, yd); 
c, d E G}; if G is Abelian and (1, 1) E X, then @ * is the semidirect product 
of II with the stabilizer of the collineation group fixing (1, 1) and the lines of 
2; if G is not Abelian and X can be described as the set {(x, a- ‘~-‘a)}, 
then @* is the semidirect product of II with the group M which is generated 
by 
(x9 Y> + (x”, Y”>, 
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where a*a-’ is contained in the centre of G, and by 
(XlY) + W”, x-“1. 
where aaa is contained in the centre of G. 
If @ is not transitive on the points of .X, then .X can be mapped by a 
collineation (leaving the set of tonics invariant) onto the set ((x, x)) and G is 
not Abelian. Then the group @*, which also does not operate transitively on 
.fl, is, as a permutation group, isomorphic to the semidirect product of the 
group of maps (x, .v) + (C-Y”, y”c), where c belongs to the centre and a is an 
automorphism of G, with the group generated by (x,v) -+ (JJ-‘, x-‘). 
If G is Abelian or if G contains an element a which induces on G an 
involutory automorphism and .3 can be described as ((x, a-‘r ‘a)}, then to 
every point x of 3 there exists an involution aL, which has x as a fixed point, 
leaves 3 invariant, and exchanges the vertical and horizontal lines. 
If G is Abelian, then in the set of involutions which leave the conic .3, 
with (1, 1) E .X’, invariant and fix the same pointf, there exists an involution 
u such that f (c”’ = f and a,la = 2 - ‘, where 1 is a collineation of the form 
(x, y) + (cx, J~C) with c E G. 
Proof. According to Remark 14.8 we can assume that .fl is given by 
((x, ap’xEa); a E G and E = fl }. 
If @ acts transitively on .X, then the point (1, 1) can be mapped under @ 
onto every point (c, a- ‘c’a) of .X. Therefore there exists in Q, for every 
c E G a collineation (x, y) + (cx’“, y”a ‘Pa). 
If E = 1, then according to Remark 14.8 we can assume a = 1. It now 
follows that (cx” , PC) = (cxn, cx”) and therefore G is Abelian. 
Let us consider now the case E = -1. Then (cxn, (a -“x-“a”) a-‘c- ‘a) = 
(cxa, ap’x-“cc’a) and so apnxmuaaap’ = u-‘x-a or xmu = (a”ap’)-’ 
xpo(aeap’). 
Therefore the automorphism (x has to be chosen in such a way that a”a- ’ 
is contained in the centre Z of G; this means that a” = az with z E Z. If we 
choose in particular a = 1, then the group 
(x,y) = (cx,ya-‘c-la) 
operates sharply point transitively on .2. 
If G is Abelian, then we can describe .K by ((x,x)} and the group 
((x, .v) + (cx, cy)} is sharply transitive on .%‘. 
If 2’ is a conic through (1, 1) such that @ is transitive on ,R, then @* is 
the semidirect product of /i with the stabilizer @(*j,,, ; this group can easily 
be determined within the stabilizer of the point (1, 1) in the full collineation 
group. 
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If @ is not transitive on Y, then the conic X can be described, according 
to Remark 14.8, by the set {(x, x)}. Every element of @* then has the form 
4: (x, y) -+ (cxa, y’“c) or cy: (x, y) + (cy-“, xpac) and we have 
(x,x)” = (CXU, X?), (x,x)@ = (CX-a, x-9). 
Therefore Q and w belong to @* if and only if c is contained in the centre 
of G. The set of points {(d, d)}, w h ere d is an element of the centre of G, is a 
proper subset of .F which is invariant under @*. 
If G is Abelian or if G is not Abelian and .w‘ can be described as 
(x, a-’ x-la), where a induces an involutory automorphism, then it is 
enough to give the involution fixing .X for the point (1, 1). In both cases, 
a= {f&u)- (y-‘9x-‘)). 
If G is Abelian, then .X’ can be taken as the set {(x, x)}. The sharply point 
transitive group consists then of the maps A: (x,~) --) (cx, yc) with c E G. 
Then (1, 1) (“.a)2 = (l,l)J”A = (1, 1). 
Since kak = CJ and aAa = A-‘, the last assertion follows. 
Let X be a conic in a group G and @ be the group of collineations 
preserving the directions and leaving X invariant. We denote by @’ the set 
of collineations leaving .F invariant and exchanging the set of horizontal 
with the set of vertical lines. If G is an Abelian group, then the group @ and 
the set @’ operate transitively on 3’. If 3 is a conic in a non-Abelian group 
G which can be represented as {(x, a-*x- ‘a)} with a not in the centre of G, 
then @ operates transitively on .W; but @’ consists of the maps 
(x,y)+ (Cy-a,x-“u-‘c-‘a), 
where a is such that aaa is contained in the centre Z of G and c E G. The 
condition aau E Z means that a induces on the factor group G/Z the 
automorphism t + t-’ and this implies that @’ is not empty only if G has the 
nilpotency class 2. 
Conies of the type {x, a-lx-la)} are analogous to the degenerate tonics 
in non-Pappian Desarguesian planes (cf. [77]). 
DEFINITION 14.14. Let Q be a quasigroup and let -N(Q) be the net 
belonging to Q. A permutation a of N(Q) will be called a semi-collineation 
if a has a fixed point f and the following conditions hold:. 
(i) The permutation a maps every horizontal or vertical line onto a 
horizontal or vertical line, respectively. 
(ii) Every transversal line is mapped by a onto a transversal line or 
onto a nondegenerate conic. 
It is clear that in an elementary Abelian 2-group every semi-collineation is 
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a collineation since every conic is degenerate. In every other Abelian group 
there are semi-collineations which are not collineations; namely, the mapping 
w: (x,y)+ (x,y-‘1, 
since the line ((x, dx-I)} is mapped under w onto the conic {(x, d-lx)}. 
However, under additional assumptions we can prove that in an Abelian 
group certain semicollineations are collineations. 
Remark 14.15. If G is an Abelian group and a a semicollineation of the 
net I &‘(G) with a fixed point f = (a, b) such that the transversal line through 
f is invariant under a, then there exists a permutation a, of G such that 
(x,y)” = (ala-‘xja’, b[b-‘y]“‘) and I”‘= 1 7 (d-I)“’ = (d”‘) - I, 
for every d E G. If, moreover, in G every involution is a square, then a is a 
collinearion. 
Prooj Let a be a semicollineation. Since the group of collineations of 
, / ‘(G) is point transitive, we can assume that f = (1, 1). From condition (i) 
we have (x, y)” = (~~1, y”*), where aj are permutations of G. From our 
assumption it follows that (x- 1)al (~~2) = 1 and x”* = [(x-‘)~I] -‘. For a 
transversal line L = ((x,x-Id)} we have L” = ((x”‘, [(d-lx)“l]-‘)}. Since 
L” is either a line or a conic we have, for every x, the relation 
(~~1, [(d-‘x)“l]-‘) = (~“1, e(x”I)‘), 
where E = -1 if L” is a line or E = 1 if L” is a conic (see Remark 14.8). For 
x = 1 we have in every case ((d-‘)“I]-’ = e. For x = d we get 1 = e(d”l)” or 
e = (d”l)-“. This implies (d- ‘)al = (d”I)“. Since a, is a permutation of G, 
then E = 1 can occur only for d = d-‘. Therefore if d is a noninvolutory 
element of G, we have [(d-‘)al]-l = d”l or 
(d-l)“’ = (d”l)-‘. (24) 
Since a1 is a permutation a noninvolutory element (# 1) of G cannot be 
mapped under a, onto an involution and therefore the set of involutions is 
invariant under a,. Then relation (24) holds for every element of G. For 
every semicollineation a with fixed point (1, 1) there exists a permutation a, 
(fixing 1 and satisfying (24)) such that (x, y)” = (~~1, ~“1). If we have a 
semicollineation a fixing (a, b) and leaving the transversal line through (a, b) 
invariant, then the semicollineation ;1- ‘a13. with 
A: (x,y) + (a-lx. b-‘y) 
92 BARLOW1 AND STRAMBACH 
has as fixed point (1, 1). Therefore there exists a permutation a, such that 
(x, yyaa = (x*1, y”1) 
and a1 has the properties mentioned above. Then 
(x,y)” = (x,y)awama-’ = (a[a-‘Xl”‘, b[b-‘y]“1). 
If d is an involution of G, then there exists by hypothesis an element z 
with z2 = d. If we assume that the line L = {(x, dx-I)} is mapped onto a 
conic, then we get L” = ((~“1, [(xd)“l]-‘)} and [(xd)“l] ml = (d”‘))’ x=1. 
From z* = d it follows that zd = z-’ and we have (z-l)“1 = d”l[(z-‘d)“l]-‘. 
The element z-‘d is not an involution; we have 
d”l[(z-‘d)“l]-’ = dal(Zd)al = da~(z-‘)a~ 
and this leads to the contradiction (z-‘)~I = dal(z-‘)*l. 
Remark 14.16. Let Q be an Abelian group which has no involutions. If 
a is a semicollineation with fixed point f such that on the transversal through 
f there is at least one further fixed point, then a is a collineation. 
Proof. We can assume that f = (1, 1) since the group of collineations is 
point transitive. The transversal line through f is then the line L = ((x, x-l)}. 
If (bb’, b) with b # 1 is a further fixed point of a, then IL* n L I> 2 and 
from Remark 14.9 it follows that L” = L. Remark 14.15 gives the assertion. 
Guided by ideas of Buekenhout in projective geometry [ 191 we wish to 
characterize tonics in Abelian groups. 
THEOREM 14.17 (A Buekenhout-type theorem). Let Q be a loop with 
the inverse property having no involutory elements and such that every 
element of Q is a companion of a pseudo-automorphism. Let -K(Q) be the net 
belonging to Q and let .X be a set of points of -4’-(Q). The loop Q is an 
Abelian group and .X is a conic or a (transversal) line of I 4“(Q) if and only 
if the following properties are satisfied: 
(i) Every horizontal and every vertical line has exactly one point in 
common with X 
(ii) X is invariant under a group A of collineations which operates 
on X point transitively and preserves the directions. 
(iii) There exists an involutory collineation E which leaves .X 
invariant,Jixes on X a point f, and exchanges horizontal with vertical lines; 
moreover, for E the following properties hold: 
(1) fACA = f for every A E A. 
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(2) Zf the set S of those involutory collineations of I 4 (Q) 
preserving the directions and having as only fixed vertical line the vertical 
line through f is not empty, then there exists in S a collineation r such that ES 
leaves every transversal line invariant. 
(iv) .R’ is invariant under every semicollineation which has a fixed 
point f E .T and such that on the transversal line through f there is a further 
fixed point of a. 
Proof. Since Q has the inverse property and every element is a 
companion of a pseudo-automorphism, Q is a Moufang loop and the group r 
preserving the directions is point transitive on , ! ‘(Q) (Theorem 10.5). 
Therefore we can assume that f = (1, 1). 
From (i) it follows that .F can be written as the set ((x,x0); x E Q}, 
where u is a permutation Q + Q leaving 1 fixed. 
For every b E Q the map (x, y) + (x, b(yb-I)) is a semicollineation fixing 
(1, 1) and (bb’, b), since ((x, b(x-‘d) bb’))} is a line or a (nondegenerate) 
conic. Therefore it follows (from (iv)) that 
(x, x”) = (x, b(x”b ’ )) 
for every b and x0. Since u is a permutation and a Moufang loop is di- 
associative, we have x”b = bx” and Q is a commutative loop. Then 118, 
Theorem 2.2, p. 115 1 every element of Q is a companion of an 
automorphism and Q is a commutative group. 
The collineation E has the form (x, y) + (JJ-~. x-‘), where 6 is an 
automorphism of Q with 6* = 1. 
The involutory collineations in the stabilizer of (1, 1) in the group r which 
preserves the directions are of the form (x, y) + (x@, y@), where 4 is an 
involutory automorphism of Q. 
The only involutory automorphism of the involution-free Abelian group Q 
which has no fixed element different from 1 is the map x + xP ‘. Therefore 
#=-1 and t= [(x,y)-+(~~‘,y-‘)I. 
Hence we have ES = [(x, y) + (y”, x”)]. 
The transversal line d, consists of the points (x, x- ‘d) and (x, xP ‘d)‘T = 
((x-‘d’, x6) holds. If we set x -‘ds = z, we get d;’ = ((z, z-Ids)}, and from 
(iii) it follows that 6 = 1. Hence we have E = [(x, y)+ (y-‘, xP’)I. 
The group /i consists of the mappings 
A@, Y): (x, Y) -+ WY, yyb), 
where a can be freely choosen and b and the automorphiism y depend on a. 
From (iii) it follows that 
(17 1) .l(a,y)d(o.y) = (a, b)al(a.Y) = (b-1, a-l)A(a,Y) = (ab-Y, a-Yb) = (1, 1). 
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Hence we obtain b = uy and a = by; therefore y2 = 1. 
For J(a, y) the involutory collineation y^ : (x,~) --f (x7, yy) by (iv) also 
belongs to /i when y # -1; in this case the translation j2(a, JJ): (x, y) + 
(ax,&‘) is contained in /i. We consider in the group n a set of collineations 
/1’ which is sharply transitive on X and consists of the elements 
qa, w): (-6 v) -+ (axw, YQY), 
where w = f 1 and for o = -1, y = -1 also holds. We now have 
(19 1) A(4+J)~A(UW) = (u,uY,)sl(ow) = (u-Y,u-y(mJ) = (uu-Y”,u-“uY) = (l,l); 
hence uyw = a and uw = uy for every a and therefore y = w = f 1. 
If for every a one has o = 1, then X is a (nondegenerate) conic. If for 
every a one has w = -1, then X is the transversal line 1,. 
Assume now that A(u,, -1): (x,y)+ (a,~-‘,y-‘a;‘) exists for some 
a, # 1 but that there is also an a, for which w = 1. Since n(u,, -1) E /1, we 
have (a,~;‘, a;‘~;’ ) E X. Since Z is contained in the point set {(x, x * ‘)} 
either ala;’ =~;‘a;’ or (~,a;‘)-’ =a;%;’ holds. From the first relation 
we obtain a, = a ; ‘, from the second u2 = a; i, both of which contradict the 
fact that Q has no involutions. 
If G is an Abelian group without involutions and .Y is a (transversal) line 
or a nondegenerate conic, then X and G satisfy conditions (i)-(iv) because 
of Remarks 14.13 and 14.16. 
15. HOMOMORPHISMS 
It is clear that every epimorphism 6 from a quasigroup A onto a 
quasigroup B induces an epimorphism 6’ from the net ,/v”(A) onto the net 
N(B); for instance, we can set canonically 
6’ = [(x, y> + (XT yd)]. 
Conversely, let us assume that two nets ~9; and -4; are given and that 
there is is an epimorphism from -4 onto “Y; mapping verticals onto verticals, 
horizontals onto horizontals, and transversals onto transversals. Let I+ be a 
point of -4; and V the vertical through D. If we now define graphically a 
loop Q, using the natural multiplication on V with respect to 0, and a loop 
Q’ on Z(V) = V’ with respect to Z(D) = D’ (cf. Section I), we ask what 
connection there is between Q and Q’. Since 71 preserves the directions, the 
construction used to define the multiplication shows that 
x(x * v> = n(x) . e> 
and thus Q’ is a homomorphic image of Q. 
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Remark 15. Let .,I ‘(A) and .4 -(B) be two nets belonging to the 
quasigroups A and B. If there is a homomorphism r from L 4 ^ (A) onto. 4 ‘(B) 
such that the verticals, horizontals, and transversals go respectively into the 
verticals, horizontals, and transversals, then there exists in the isotopy class 
of A a loop A * and in the isotopy class of B a loop B* such that B * is a 
homomorphic image of A *. 
For a thorough study of homomorphisms of nets see [ 13, pp. 17-19; 
35-381. 
16. ORDERED LOOPS 
From 175, Chap. 91 it follows that the 3-net belonging to an 
(Archimedean) ordered loop Q is an Archimedean ordered 3-net 175, 
p. 2331. Conversely, if we have an ordered 3-net, then the loops belonging to 
this net (and having the natural multiplication defined in Section 1) are 
(Archimedean) ordered loops. From the theory of groups we know that every 
free group can be ordered, but it does not admit an Archimedean order [ 3 11. 
Contrary to that, for loops we have 
THEOREM 16.1. Every free loop of finite rank admits an Archimedean 
order. 
Remark 16.2. Every free k-net of finite rank admits an Archimedean 
order. 
Proof: Let c I be a free k-net generated by the natural free extension 
process .d from the partial k-net Yl,, of rank r and let A be the free afline 
plane which is obtained by the (natural) free extension process .Y? of. I ‘. The 
process obtained by applying to %,, first X? and then .S is a free extension 
process for A. The projective closure A’ of A is hence a free plane of finite 
rank; therefore A admits an Archimedean order (cf. [56]). This order 
induces an Archimedean order on ._ P1 
THEOREM 16.3. Every free loop Q of finite rank is a subloop of a 
topological loop which is homeomorphic to the real line F?. 
Proof. In Remark 16.2 we saw that we can embed the net L I -(Q) into a 
free affine plane P such that . . I ‘(Q) is subnet of the net consisting of the lines 
which have, with respect to a certain ternary ring T, slopes co, 0, and 1. 
From [76] it follows that we can embed P into a topological affine plane S 
whose lines are homeomorphic to iR (and such that T is a ternary subring of 
a ternary ring of S) and the assertion follows. 
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17. LENZ CLASSIFICATION FOR LOOPS AND ~-NETS 
Let ,/I’ be a k-net (3 < k). A translation a is a collineation of ,N which 
preserves the directions and leaves invariant every line of a direction X. If 
a # 1, we shall call the direction ;X the axis of a. 
Remark 17.1. If a # 1 is a translation of a k-net JP’“, then a has no fixed 
points. 
Proof. If s is a fixed point of a, thene every line incident with s consists 
only of fixed points. 
A collineation /I of a k-net ,H (3 < k) which preserves the directions will 
be called a homology if all elements different from 1 of the group @) 
generated by /3 have exactly one fixed point p, the centre of/J. 
All translations with the same axis X or all homologies with the same 
centre p form a subgroup T(X) or S(p) (respectively) of the group r of all 
collineations which preserve the directions. We shall call the group T(X), 
and then also the axis X, transitive if the direction X contains a line G such 
that T(X) is transitive on the points of G; in this case T(X) operates sharply 
point transitively on every line belonging to X. In an analogous way we shall 
call the group S(p) of homologies, and then also the centre p, transitive if 
S(p) is transitive on the points, different from p, of a line G incident with p; 
then the group S(p) operates sharply transitively on the points different from 
p of every line incident with p. 
THEOREM 17.2. If -4” is a 3-net, then JV belongs to exactly one of the 
following seven Len.2 classes: 
(I. 1) In ,Y there exists neither a transitive axis nor a transitive centre. 
(1.2) In ,4’ there is no transitive axis, but there exists exactly one 
transitive centre. 
(1.3) In M there exists no transitive axis, but on every line there exists 
exactly one transitive centre. 
(1.4) In _N” there exists no transitive axis, but the transitive centres of 
J‘ are exactly the points of one line of JV. 
(1.5) In Jr there exists no transitive axis, but every point is a tran- 
sitive centre. 
(11.1) In JF every direction is a transitive axis but there is no tran- 
sitive centre. 
(11.2) In -4’ every direction is a transitive axis and every point is a 
transitive centre. 
If Q is a loop, then we will say that Q is of Lenz type A.a, where 
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A E {I, II} and a E { 1, 2, 3,4, 5}, if the net belonging to Q has the Lenz class 
Au. 
Let Q be a loop with respect to the multiplication “.“. The operations 
(a, b) + a\b: Q -+ Q and (a, b) -+ u/b: Q -+ Q, which are defined by 
a . (u\b) = b and (u/b) . a = b, respectively, give us on Q two further loop 
structures; in this natural way we assign to (Q, .) the right and the left 
reversed loop. 
By the cardinality of the isotopy class Z(Q) of a loop Q we understand the 
number of different isomorphism classes of loops within Z(Q). 
COROLLARY 17.3. Every loop Q belongs to exactly one of the seven Lenz 
classes I. I-11.2. 
A loops Q is of type I. 1 if and only if Q is not a group and no loop out of 
the isotopy class Z(Q) admits a sharply transitive group of automorphisms. 
A loop Q is of type I.2 tf and only tf the curdinulity of the isotopy class 
Z(Q) is at least five and Z(Q) contains a loop admitting a sharply transitive 
group of uutomorphisms. 
A loop Q is of type I.3 if and only tf the curdinulity of the isotopy class 
Z(Q) is exactly two, Z(Q) contains u loop Q* admitting a sharply transitive 
group of automorphisms, and no element # 1 of Q* and of the reversed loops 
of Q* is a companion of a pseudo-automorphism. 
A loop Q is of type I.4 if and only if the curdinulity of the isotopy class 
Z(Q) is exuct1.y two, Z(Q) contains a loop Q* admitting a sharply transitive 
group of automorphisms, and every element of Q* or of one of the reversed 
loops of Q* is a companion of a suitable one-sided but not two-sided pseudo- 
automorphism. 
A loop Q is of type I.5 tf and only tf Q admits a sharply transitive group of 
uutomorphisms. every loop isotopic to Q is isomorphic to Q, and Q is not a 
group. 
A loop Q is of type 11.1 tf and only tf Q is a group which cannot be seen as 
the additive group of a vector space (over a field). 
A loop Q is of type II.2 if and only tf Q is the additive group of a uector 
space (over afield). 
Remark 17.4. If Q is a loop of Lenz type I.2 or I.3 which admits a 
sharply transitive group of automorphisms, then every pseudo-automorphism 
of Q is an automorphism. 
This remark follows immediately from Corollary 17.3; if Q were to admit 
a proper pseudo-automorphism GI, then every companion of a would be 
different from 1. However, then the stabilizer flh or ZIV of the group Z of all 
collineations which preserve the directions would be transitive on the line 1, 
or on the line 1, (cf. Theorem 10.1). 
The following is useful for the proof of Theorem 17.2 and Corollary 17.3: 
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LEMMA 17.5. Let Q be a loop and -4’-(Q) the net belonging to Q; assume 
that in -4-(Q) there exists a transitive axis X. Then -N-(Q) belongs either to 
Lenz class II.1 or to Lenz class 11.2. The net M(Q) belongs to class II.1 
precisely when Q is a group which cannot be seen as the additive group of a 
vector space; M(Q) belongs to class II.2 precisely when Q is the additive 
group of a vector space (over a field). 
Proof: From our hypothesis it follows that every loop belonging to 
-,+-(Q) is a group isomorphic to Q and that every direction is a transitive axis 
[14, p. 1891. If -N-(Q) d oes not belong to class 11.1, then every point p of 
M(Q) is a transitive centre since the collineation group of -+^(Q) is point 
transitive. Thus J”(Q) belongs to 11.2. In this case every group Q which 
belongs to M(Q) admits a sharply transitive group A of automorphisms. 
The semidirect product 0 = Q,4 can be seen as a collineation group of 
N(Q) which is contained in the stabilizer ri,, of the group r of all 
collineations which preserve the directions, and which operates on 1, sharply 
2transitively. The nearlield F associated to 0 has as additive group just Q 
and therefore Q is Abelian [59, (8.2)], The group Q, being a commutative 
group with a transitive automorphism group, is the additive group of a 
vector space over a field [ 18, Theorem 8.11. 
Proof of 17.2 and 17.3. Let ..6’- be a 3-net such that no direction is a 
transitive axis, but such that there exist two different transitive centres p, and 
p2. We assume first that p, and p2 are incident with a line L of the net I Sl 
Then the stabilizer r, of the group r of all collineations which preserve the 
directions is point transitive on L. The line L can be seen as the line 1, or 1, 
of a loop Q such that either Q or one of the reversed loops of Q belongs to 
J”. Since every element of Q is a companion of a left or a right pseudo- 
automorphism of Q, the group r operates point transitively on 1, or 1,) 
respectively (Theorem 10.4). Thus ,.Y- belongs either to the class I.5 or to the 
class 1.4, according to whether or not there exists in Q an element # 1 which 
is companion of a left and of a right pseudo-automorphism. 
If in ,.C’ there is no line incident with the transitive centres p, and pZ, then 
the collineation group r is transitive on each one of the three sets: horizontal 
lines, vertical lines, and transversal lines. If .N” does not belong to one of the 
classes I.4 or 1.5, then on every line of JP” there exists exactly one transitive 
centre. In this case .b^ belongs to the class 1.3. 
If a loop Q is of type 1.1, no loop in the isotopy class 1(Q) admits a 
sharply point transitive group of automorphisms (Theorem 10.2). 
If a loop Q is of type 1.2, then the collineation group r of the net J(Q), 
which preserves the directions, has at least live different orbits on the set of 
points. From [75, p. 501 (cf. also Theorem 10.5) it follows that the isotopy 
class I(Q) has at least five different isomorphism classes of loops. From 
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Theorem 10.2 it is clear that the isotopy class I(Q) contains a loop admitting 
a sharply transitive group of automorphisms. 
If a loop Q is of type I.3 or 1.4, then the collineation group r of the net 
, I‘(Q), which preserves the directions, operates transitively on the points 
which are transitive centres. If we take a transitive centre as the point (1, 1) 
for a loop Q* which belongs also to I f (Q), then Q* admits a sharply tran- 
sitive group of automorphisms (Theorem 10.2). Therefore r is transitive on 
such points of. I. which are not transitive centres. Thus r has on I I exactly 
two point orbits and the cardinality of the isotopy class 1(Q) is exactly two. 
The rest of the assertions in Theorem 17.2 and Corollary 17.3 follow from 
Theorems 10.2 and 10.5 and Lemma 17.5. 
Remark 17.6. Let Q be a loop which admits a sharply transitive group 
of collineations. Then the cardinality of the isotopy class I(Q) is different 
from three and four. 
Another characterization of loops of type I.4 is given in 
Remark 17.7. A loop Q is of Lenz type I.4 if and only if the isotop-v class 
I(Q) contains a loop Q” admitting a sharply transitive group of 
automorphisms and in Q* or in one of the reversed loops of Q* there are 
elements # 1, which are companions of right (or left) pseudo-automorphisms 
but there are no elements # 1 which are companions of left (or right) pseudo- 
automorphisms, respectively. 
The class I.1 contains not only loops satisfying only few algebraic rules 
(e.g., the free loops) but also, for instance, all proper Moufang loops 
admitting no transitive group of automorphisms. This follows, e.g., from 
Remark 17.4 and from the fact that in a Moufang loop there are always 
elements different from 1 which are companions of pseudo-automorphisms 
[ 18, p. 113, Lemma 2.2; 17, p. 701. Therefore every connected Lie Moufang 
loop is of type I.1 (cf. [63]). Also every finite, or every commutative, proper 
Moufang loop M is of type I. 1; otherwise M would admit a sharply transitive 
group of automorphisms. Then M would be a simple loop such that no 
element has order 3 [ 17, p. 70, Corollary 21. If M is commutative, we have a 
contradiction to Theorem 10.9 because of [ 18, p. 113, Lemma 2.2 or p. 16 1, 
Theorem 11.41. If M is finite, then every element of M would be an 
involution [26, p. 3871 and this implies again that M is commutative. 
The class I.2 also contains many examples of loops. For instance, let 
(R, +, .) be a division neoring with associative multiplication such that the 
additive loop (R, +) possesses the inverse property but is not a group, or let 
(R, +, .) be a finite planar division neoring which is not a field. Then the 
loop (R, +) is of type I.2 (cf. Theorem 10.14 and 10.16, Remark 10.15, and 
142, Sect. 17, p. 229; 43; 49; 80, pp. 459-46 1 I). 
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DEFINITION 17.8. A k-net JY is called strongly planar if it is embed- 
dable in an affine plane E in such a way that the sets of points of ,K and of 
E are the same; moreover every translation of N can be extended to a 
collineation of E and every homology of N can be extended to a homology 
of E. If a k-net JV is embedded in this way in an affme plane E, we say that 
JV is strongly embedded in E. 
There are many examples of strongly planar loops of Lenz type 1.1 and 
1.2; moreover, every loop of type II.2 is strongly planar. The infinite groups 
G of type II.1 are also embeddable in an affine plane E such that the point 
set of the net J’(G) and of E are the same and the translations in one 
direction of J’“(G) are extendible to collineations of E. From (50, 951 it 
follows that there exists a projective plane P with the following properties: In 
P there exists a point p on a line L such that the group /i of elations with 
centre p and axis L is transitive and II is isomorphic to G. Consider now the 
affine plane PL. which arises from P by deleting the line L and all its points, 
and let M(p) be a 3-net consisting of 3 pencils of parallel lines of PI., one of 
which is the pencil whose lines have the direction of the improper point p. 
However, it is not possible to extend any translation of the net J”(G) which 
moves the points in another direction. We even have 
Remark 17.9. There are no strongly planar 3-nets of Lenz types 1.3, 1.4, 
1.5, and 11.1. 
Proof If .,@’ were a 3-net of Lenz type 1.3, 1.4, 1.5, or II.1 which is 
strongly embedded in an affine plane A, then it follows from [75, pp. 67-701 
that the collineation group of A would contain all translations of A. Then A 
would be Desarguesian and -A’” could be considered as a 3-net belonging to 
the additive group of a skew-field. But then -+‘^  would belong to class 11.2. 
In general we have not been able to decide whether there exist examples of 
loops of types 1.3, 1.4, and 1.5. If such examples exist, their order is at least 7 
(cf. 125, Sect. 4.21. 
If there exist loops of type 1.4, then these would have very peculiar 
properties. Since the class I.4 can contain neither commutative loops nor 
loops with the inverse property, one cannot expect that the search for 
examples will be positive in the near future. Also, our attempts to obtain 
examples of loops of types I.3 and I.5 in the class of additive loops of 
neofields [57,73] were unsuccessful. On the other hand, it is not known 
whether there exists a proper infinite simple Moufang loop admitting a 
sharply transitive group of automorphisms; such a loop would be of type 1.5. 
Another class of loops which can be considered in order to obtain 
examples is the class of totally symmetric loops. A totally symmetric loop is 
a commutative loop in which the following identity is satisfied: x(xy) = y. 
The totally symmetric loops correspond in a one-to-one way to the Steiner 
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triple systems (cf. [25, p. 751); therefore there are totally symmetric loops 
which are not groups and which admit a sharply transitive group of 
automorphisms [22, 69, 70, 921. Since the class of totally symmetric loops is 
not too diflicult to handle, we obtain 
Remark 17.10. Let Q be a totally symmetric loop which admits a 
sharply transitive group of automorphisms. If Q possesses a pseudo- 
automorphism which is not an automorphism, then Q is of Lenz type 1.5. 
Proof. Let . f be the net belonging to the totally symmetric loop Q. The 
point of. I - are the pairs (x, y) with X, y E Q and the transversal lines c, can 
be described by the equations y = xc. Let y be a collineation of ( I - which 
preserves the directions. Then y can be described as a mapping of the type 
(x,~)) + (xa, )I”), where a and p and permutations of Q such that for every 
c E Q there exists a suitable c’ satisfying for all x the equation 
X0 (xc)4 = c’. 
For x = 1 it follows from (25) that 1”~’ = c’ and we have 
x”(xc)5 = 1 ncB. 
Substituting x = c in (26) yields cb = l”(c”1”) and we have 
x”(l”[(xc)” 141) = cnla. 
For c = 1 we have from (27) 
x~(P(YVJ)= lV=xa[x”(l”l~)] 
(25) 
C-26) 
(27) 
and 
Now (27) is equivalent to 
xa[(xcy (l”l”)] =ca14 =xn[xfi(c”lD)]. (28) 
This implies that 
(xc)” (lV)=x~(cV). (29) 
If we take for a a proper pseudo-automorphism and for 1” a companion of 
Q, then a leads to a collineation y which does not leave the point (1, 1) fixed. 
From our assumptions it now follows that Q is of type 1.5. 
In general we have been unable to decide whether or not there exist loops 
Q of type I.4 or I.5 admitting a group of collineations which, in the 
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corresponding net -N”(Q), preserves the directions, leaves a line L invariant, 
and operates on the points of L sharply 2-transitively. The nonexistence of 
such loops would follow from the nonexistence of near-domains which are 
not near-fields. 
Thus, for instance, there are no finite loops of this kind (cf. [59, p. 3 11) or 
no locally compact connected loops with the above property (cf. [93]). 
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