






















第２章	 Neural network の理論 




3.2 素⼦値探索 GA の概要 
3.3 シミュレーション⽅法及び回路特性評価⽅法 
 3.3.1 電源電圧(SV) 
 3.3.2 消費電流（CC） 
 3.3.3 消費電⼒（PD） 
 3.3.4 出⼒抵抗（OR） 
 3.3.5 直流利得（DCgain） 
 3.3.6 位相余裕（PM） 
 3.3.7 利得帯域幅積（GBP） 
 3.3.8 ⼊⼒換算雑⾳（IRN） 
 3.3.9 スルーレート（SR） 
 3.3.10 全⾼調波歪（THD） 
 3.3.11 同相除去⽐（CMRR） 
 3.3.12 電源電圧変動除去⽐（PSRR） 
 3.3.13 同相⼊⼒範囲（CMIR） 
 3.3.14 出⼒電圧範囲（OVR） 




























































































図 1.1 回路設計の全体の流れ 
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第２章 Neural network の理論 







が乗算された信号 u は、以下のように表せる。 


































図 2.2 多層ニューラルワーク 
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 図 2.3 に⽰す３層 NN を例に考える。⼊⼒を𝑥+(𝑖 = 1,2,3, … 𝐼)、⼊⼒層-中間層ノード




𝟏6𝒋 + 𝒙𝟐𝒘𝟏𝟐6𝒋 + ⋯+ 𝒙𝑰𝒘𝟏𝑰6𝒋) 𝟐. 𝟏  
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として、⼊⼒ x が y=k 番⽬のクラスに属する確率 P を出⼒させる。出⼒層の k 番⽬の
ユニットは式(2.4)の出⼒をもつ。 
𝑦D 𝑥; 𝜔 = 	𝑃 𝑦 = 𝑘 𝑥; 𝜔 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥D 𝑢5
\ , … , 𝑢]
\ 																																	(2.4) 
 
出⼒ yk が最⼤となる k を所属クラスと判定する。また、学習に使⽤する教師データに
は第 k 成分のみが 1 で他の成分は 0 のベクトルである one-hot ベクトルを⽤いる。 
 
推論 





















































下の表 3.1 に乗っ取り各素⼦値の初期値が決まる。トランジスタの l の値は各トポロジ
ーの初期値のまま固定した。 
 
表 3.1 データ作成に使⽤した GA による素⼦値探索プログラムの初期値設定 
 最低値 最⼤値 刻み 
トランジスタ (w) 0.1u 10u 0.1u 
抵抗 1k 30000k 1k 











化量±20%以内 (1%ずつの刻みのどれか) の数値に変える。 
この流れを終えた個体をシミュレーションにかける次世代とする 
 
⼀世代で作る素⼦値の組み合わせの数は 150 回路、世代数は 50 世代あるいは 60 世代 
第 3.3.15 節に⽰す最低要項を全て満たした個体は次の 2019 年演算増幅器コンテストに
⽤いられた部⾨ 1 と部⾨ 2 の評価式を⽤いた 






















 電源電圧は 3V 以下とし、本研究では両電源を±1.5V とした。 
3.3.2 消費電流（CC） 





 また、電源電圧と温度を変化させ、バイアスの安定性を評価する。表 3.2 に⽰すよ
うに、電源電圧を設定した値かつ温度を 25 度で解析した際のバイアス電流の⼤きさを
I0 とし、電源電圧を設定した値の±10％、温度を-40 度、25 度及び 80 度と設定した際









表 3.2 バイアス電流の安定性評価 
 温度 
-40℃ 25℃ 80℃ 
電源電圧 設定値×0.9 V I1 I2 I3 
設定値 [V] I4 I0 I5 





 出⼒抵抗値算出のため、図 3.1 に⽰すテストベンチを⽤いて伝達関数解析を⾏う。






































 図 3.2 のテストベンチを⽤いて⼩信号解析を⾏い、直流利得を算出する。⼊⼒電圧
には直流 0V、交流 1V を⽤いる。 















𝐴a6d+e 3. 𝟒  
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 図 3.2 のテストベンチを使⽤して⼩信号解析を⾏い、位相余裕を算出する。⼊⼒電
圧には直流 0V、交流 1V を⽤いる。 
 ⼀般的に、位相余裕は「開ループ利得が 0dB になった時、周波数において出⼒電圧
の位相回転が 180 度になるのに必要な位相」と定義されている。したがって、開ルー








 図 3.2 のテストベンチを⽤いて⼩信号解析を⾏い、利得帯域幅積を算出する。⼊⼒
電圧には直流 0V、交流 1V を⽤いる。 
 演算増幅器は開ループ利得が 0dB 以上の周波数特性において、単⼀の極しか持たな
いよう設計されるのが⼀般的である。この極を主要極と呼ぶ。このため、演算増幅器
の開ループ利得をボード線図上にプロットした際、主要極より⾼い周波数帯域で利得






特性が 0dB になった周波数までの帯域を単⼀利得帯域と呼ぶ。 
 評価には、以下の２項⽬のうち⼩さい⽅の値を⽤いる。 
 





 図 3.1 のテストベンチを⽤いて⼩信号解析及び雑⾳解析を⾏い、⼊⼒換算雑⾳を求






 図 3.1 のテストベンチを⽤いて過渡解析を⾏い、スルーレートを求める。⼊⼒電圧
は、⽴ち上がり及び⽴ち下がり共に傾きが 100V/ns となるようなステップ電圧を印加




















































 図 3.1 のテストベンチを⽤いてフーリエ解析と過渡解析を⾏い、全⾼調波歪を算出す
る。電源電圧はそれぞれ 0V から𝑉xx及び 0V から𝑉ddへと変化するステップ⼊⼒を加え
る。⼊⼒電圧は周波数 100Hz、振幅 2.5mV の正弦波とし、電源電圧のステップが変化
してから 1ms 後に加える。全⾼調波歪は回路の出⼒が定常状態となる部分で評価する。
評価するためには基本波の 1 波分のデータがあれば⼗分であるため、評価には 最後の
1 波(10ms)の結果のみ⽤いる。ここで、重要となる部分が 1 波分のデータポイント数で
ある。データポイントを多く取得する程、計算精度は向上するが、⼀般的に、基本波の
周期の 1/100 の間隔でデータを出⼒する。つまり、1 波当たり 100 ポイントのデータが




 同相除去⽐(CMRR)を求めるために、図 3.6 のテストベンチを⽤いて⼩信号解析を












































𝟑. 8  
















 電源電圧変動除去⽐(PSRR)を求めるために、図 3.7 のテストベンチを⽤いて⼩信号





































































図 3.7 PSRR のシミュレーションに⽤いるテストベンチ 
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< 0.05 3. 44  


































本研究における回路特性の最低要件を表 3.3 にまとめる。 
 





で式(3.1)と式(3.2)の 2 種類を評価式として学習データを作成する。 
 
評価項⽬ 設計最低要件 
電源電圧（SV） Rail-to-rail 電圧が 3V 以下 
消費電流（CC） （変動に関する条件） 
消費電⼒（PD） 100mW 以下 
出⼒抵抗（OR） 無し 
直流利得（DCgain） 40dB 以上 
位相余裕（PM） 45deg 以上 
利得帯域幅積（GBP） 1MHz 以上 
⼊⼒換算雑⾳（IRN） 無し 
スルーレート（SR） 0.1eV/us 以上 
全⾼調波歪（THD） 1.0%以下 
同相除去⽐（CMRR） 40dB 以上 






























































































































































































































































図 3.28 19 番⽬の回路図 
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第 4 章 学習の実⾏ 
4.1 学習モデル 
作成した学習データを⽤いてモデルの学習を⾏う。深層学習ライブラリとして Keras




学習データ 56887 データ 
テストデータ 1000 データ 
⼊⼒層 ノード数 13 
中間層 2 層 
  ノード数 32 活性化関数 ReLU 
 ノード数 64 活性化関数 ReLU 
出⼒層 ノード数 38 活性化関数 softmax 
最適化アルゴリズム Adam 
学習回数 最⼤ 1500epoch 
early stop 損失値が 30 epoch 以内で 0.001 以上改善しない時学習を打ち切る 
ミニバッチサイズ 4096 データ/学習 
出⼒層へのドロップアウト率 50% 
学習率 (初期)  1% 
学習率低減割合 10epoch で 0.1% 学習率を下げる 
学習率の最低値 0.05% 
 

















テストデータは学習データのうちランダムに 1000 データを取り出した。 
学習における訓練データの正解率と誤差関数の値の推移を図 4.1 と図 4.2 に⽰す。横
軸は学習 epoch を表し、縦軸は誤差関数の値と、訓練データの正解率を表す。学習初























図 4.1 誤差関数の推移 






図 4.3 テストデータの誤差関数の推移 








に、どの登録回路トポロジーが予想され選択されるか実験した。図 4.5 と図 4.6 の回路
トポロジーから第 3 章で述べた GA を⽤いて回路特性を複数得た。これを学習済みモ
デルに⼊⼒したときの出⼒を図 4.7 から図 4.10 に⽰す。横軸が対応する回路トポロジ
ーを表し、縦軸が何個選ばれたかを表す。 
図 4.5 の未知データの回路トポロジーは、図 3.22 の 13 番⽬の登録回路トポロジーと
出⼒段のみが異なる構成の回路である。そのため正しくモデルが学習できているなら
ば図 4.5 から得られた回路特性を⼊⼒すれば、13 番⽬の登録回路トポロジーが選ばれ
ることが望まれる。 







構成にはカスコードを持つ図 3.14 の回路図か、図 3.26 の折り返しカスコードのプッシ
ュプルの回路が登録回路構成の中では回路特性が近いと思われる。 
図 4.9 は図 4.6 の回路で式(3.1)を⽤いて作成した回路特性を分類した結果である。望






















図 4.7 未知回路特性 1 の分類結果(評価式 式(3.1)) 






図 4.9 未知回路特性 2 の分類結果(評価式 式(3.1)) 
図 4.10 未知回路特性 2 の分類結果(評価式 式(3.2)) 
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第 5 章 まとめと今後の課題 
5.1 まとめ 
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