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LEBESGUE CONSTANTS ARISING IN
A CLASS OF COLLOCATION METHODS ∗
WILLIAM W. HAGER† , HONGYAN HOU‡ , AND ANIL V. RAO§
Abstract. Estimates are obtained for the Lebesgue constants associated with the Gauss quadra-
ture points on (−1,+1) augmented by the point −1 and with the Radau quadrature points on either
(−1,+1] or [−1,+1). It is shown that the Lebesgue constants are O(
√
N), where N is the number of
quadrature points. These point sets arise in the estimation of the residual associated with recently
developed orthogonal collocation schemes for optimal control problems. For problems with smooth
solutions, the estimates for the Lebesgue constants can imply an exponential decay of the residual
in the collocated problem as a function of the number of quadrature points.
Key words. Lebesgue constants, Gauss quadrature, Radau quadrature, collocation methods
1. Introduction. Recently, in [3, 4, 8, 9, 10, 11, 20], a class of methods was
developed for solving optimal control problems using collocation at either Gauss or
Radau quadrature points. In [14] and [15] an exponential convergence rate is es-
tablished for these schemes. The analysis is based on a bound for the inverse of a
linearized operator associated with the discretized problem, and an estimate for the
residual one gets when substituting the solution to the continuous problem into the
discretized problem. This paper focuses on the estimation of the residual. We show
that the residual in the sup-norm is bounded by the sup-norm distance between the
derivative of the solution to the continuous problem and the derivative of the inter-
polant of the solution. By Markov’s inequality [18], this distance can be bounded in
terms of the Lebesgue constant for the point set and the error in best polynomial
approximation. A classic result of Jackson [17] gives an estimate for the error in best
approximation. The Lebesgue constant that we need to analyze corresponds to the
roots of a Jacobi polynomial on (−1,+1) augmented by either τ = +1 or τ = −1.
The effects of the added endpoints were analyzed by Ve´rtesi in [24]. For either the
Gauss quadrature points on (−1,+1) augmented by τ = +1 or the Radau quadrature
points on (−1,+1] or on [−1,+1), the bound given in [24, Thm. 2.1] for the Lebesgue
constants is O(log(N)
√
N), where N is the number of quadrature points. We sharpen
this bound to O(
√
N).
To motivate the relevance of the Lebesgue constant to collocation methods, let
us consider the scalar first-order differential equation
x˙(τ) = f (x(τ)) , τ ∈ [−1,+1], x(−1) = x0, (1.1)
where f : R → R. In a collocation scheme for (1.1), the solution x to the differential
equation (1.1) is approximated by a polynomial x that is required to satisfy the
differential equation at the collocation points. Let us consider a scheme based on
collocation at the Gauss quadrature points −1 < τ1 < τ2 < . . . < τN < +1, the roots
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of the Legendre polynomial of degree N . In addition, we introduce the noncollocated
point τ0 = −1. The discretized problem is to find x ∈ PN , the space of polynomials
of degree at most N , such that
x˙(τk) = f(x(τk)), 1 ≤ k ≤ N, x(−1) = x0. (1.2)
A polynomial of degree at most N is uniquely specified by N + 1 parameters such
as its coefficients. The N collocation equations and the boundary condition in (1.2)
yield N + 1 equations for the polynomial.
The convergence of a solution of the collocated problem (1.2) to a solution of the
continuous problem (1.1) ultimately depends on how accurately a polynomial inter-
polant of a continuous solution satisfies the discrete equations (1.2). The Lagrange
interpolation polynomials for the point set {τ0, τ1, . . . , τN} are defined by
Li(τ) =
N∏
j=0
j 6=i
τ − τj
τi − τj , 0 ≤ i ≤ N. (1.3)
The interpolant xN of a solution x to (1.1) is given by
xN (τ) =
N∑
j=0
x(τj)Lj(τ).
The residual in (1.2) associated with a solution of (1.1) is the vector with components
r0 = x
N (−1)− x0, rk = x˙N (τk)− f(xN (τk)), 1 ≤ k ≤ N. (1.4)
For the Gauss scheme, r0 = 0 since x satisfies the boundary condition in (1.1). The
potentially nonzero components of the residual are rk, 1 ≤ k ≤ N .
As we show in Section 2, the residual can be bounded in terms of a Lebesgue
constant and the error in best approximation for x and its derivative. The Lebesgue
constant ΛN relative to the point set {τ0, τ1, . . . , τN} is defined by
ΛN = max


N∑
j=0
|Lj(τ)| : τ ∈ [−1, 1]

 . (1.5)
The article [1] of Brutman gives a comprehensive survey on the analysis of Lebesgue
constants, while the book [19] of Mastroianni and Milovanovic´ covers more recent
results.
The paper is organized as follows. In Section 2, we show how the Lebesgue con-
stant enters into the residual associated with the discretized problem (1.2). Section 3
summarizes results of Szego˝ used in the analysis. Section 4 analyzes the Lebesgue
constant for the Gauss quadrature points augmented by τ = −1, while Section 5
analyzes Radau quadrature points. Finally, Section 6 examines the tightness of the
estimates for the Lebesgue constants.
Notation. PN denotes the space of polynomials of degree at most N and ‖ · ‖
denotes the sup-norm on the interval [−1,+1]. The Jacobi polynomial P (α,β)N (τ),
N ≥ 1, is an N -th degree polynomial, and for fixed α > −1 and β > −1, the
polynomials are orthogonal on the interval [−1,+1] relative to the weight function
(1 − τ)α(1 + τ)β . PN stands for the Jacobi polynomial P (0,0)N , or equivalently, the
Legendre polynomial of degree N .
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2. Analysis of the residual. As discussed in the introduction, a key step in the
convergence analysis of collocation schemes is the estimation of the residual defined in
(1.4). The convergence of a discrete solution to the solution of the continuous problem
ultimately depends on how quickly the residual approaches 0 asN tends to infinity; for
example, see Theorem 3.1 in [5], Proposition 5.1 in [12], or Theorem 2.1 in [13]. Since a
solution x of (1.1) satisfies the differential equation on the interval [−1,+1], it follows
that x˙(τk) = f(x(τk)), 1 ≤ k ≤ N . Hence, the potentially nonzero components of the
residual can be expressed rk = x˙
N (τk) − x˙(τk), 1 ≤ k ≤ N . In other words, the size
of the residual depends on the difference between the derivative of the interpolating
polynomial at the collocation points and the derivative of the continuous solution
at the collocation points. Hence, let us consider the general problem of estimating
the difference between the derivative of an interpolating polynomial on the point set
τ0 < τ1 < . . . < τN contained in [−1,+1] and the derivative of the original function.
Proposition 2.1. If x is continuously differentiable on [−1,+1], then∥∥x˙− x˙N∥∥ ≤ (1 + 2N2) inf
q∈PN
‖x˙− q˙‖
+N2(1 + ΛN) inf
p∈PN
‖x− p‖ (2.1)
where xN ∈ PN satisfies xN (τk) = x(τk), 0 ≤ k ≤ N , and ΛN is the Lebesgue constant
relative to the point set {τ0, τ1, . . . , τN}.
Proof. Given p ∈ PN , the triangle inequality gives∥∥x˙− x˙N∥∥ ≤ ‖x˙− p˙‖+ ∥∥p˙− x˙N∥∥ . (2.2)
By Markov’s inequality [18], we have
∥∥p˙− x˙N∥∥ ≤ N2 ∥∥p− xN∥∥ = N2
∥∥∥∥∥
N∑
i=0
(p(τi)− x(τi))Li(τ)
∥∥∥∥∥
≤ N2ΛN max
0≤i≤N
|p(τi)− x(τi)| ≤ N2ΛN‖p− x‖. (2.3)
Let q ∈ PN with q(−1) = x(−1). Again, by the triangle and Markov inequalities, we
have
‖x˙− p˙‖ ≤ ‖x˙− q˙‖+ ‖q˙ − p˙‖ ≤ ‖x˙− q˙‖+N2‖q − p‖
≤ ‖x˙− q˙‖+N2(‖q − x‖+ ‖x− p‖). (2.4)
By the fundamental theorem of calculus,
|q(t)− x(t)| =
∣∣∣∣
∫ t
−1
(q˙(s)− x˙(s)) ds
∣∣∣∣ ≤
∫ t
−1
|q˙(s)− x˙(s)| ds ≤ 2‖q˙ − x˙‖.
We combine this with (2.4) to obtain
‖x˙− p˙‖ ≤ (1 + 2N2)‖x˙− q˙‖+N2‖x− p‖. (2.5)
To complete the proof, combine (2.2), (2.3), and (2.5) and exploit the fact that
{q˙ : q(−1) = x(−1), q ∈ PN} = {q˙ : q ∈ PN} .
4 W. W. HAGER, H. HOU, AND A. V. RAO
An estimate for the right side of (2.1) follows from results on best uniform ap-
proximation by polynomials, which originate from work of Jackson [17]. For example,
the following result employs an estimate from Rivlin’s book [21].
Lemma 2.2. If x has m derivatives on [−1,+1] and N > m, then
inf
p∈PN
‖x− p‖ ≤
(
12
m+ 1
)(
6e
N
)m
‖x(m)‖, (2.6)
where x(m) denotes the m-th derivative of x.
Proof. It is shown in [21, Thm. 1.5] that
inf
p∈PN
‖x− p‖ ≤
(
6
m+ 1
)(
6e
N
)m
ωm
(
1
N −m
)
, (2.7)
where ωm is the modulus of continuity of x
(m). By the definition of the modulus of
continuity, we have
ωm
(
1
N −m
)
= sup
{∣∣∣x(m)(τ1)− x(m)(τ2)∣∣∣ : τ1, τ2 ∈ [−1, 1], |τ1 − τ2| ≤ 1
N −m
}
.
Since
|x(m)(τ1)− x(m)(τ2)| ≤ 2‖x(m)‖,
(2.6) follows from (2.7).
If ΛN = O(N) and m ≥ 4, then Proposition 2.1 and Lemma 2.2 imply that the
components of the residual approach zero as N tends to infinity. Moreover, if x is
infinitely differentiable and there exists a constant c such that ‖x(m)‖ ≤ cm, then we
take m = N − 1 in Lemma 2.2 to obtain
inf
p∈PN
‖x− p‖ ≤
(
2
ec
)(
6ec
N
)N
.
Hence, the convergence is extremely fast due to the 1/NN factor.
3. Some results of Szego˝. We now summarize several results developed by
Szego˝ in [22] for Jacobi polynomials that are used in the analysis. The page and
equation numbers that follow refer to the 2003 edition of Szego˝’s book published by
the American Mathematical Society. First, at the bottom of page 338, Szego˝ makes
the following observation:
Theorem 3.1. The Lebesgue constant for the roots of the Jacobi polynomial
P
(α,β)
N (τ) is O(N
0.5+γ) if γ := max(α, β) > −1/2, while it is O(logN) if γ ≤ −1/2.
For the Gauss quadrature points, α = β = 0, γ = 0, and ΛN = O(
√
N). The
result that we state as Theorem 3.1 is based on a number of additional properties of
Jacobi polynomials which are useful in our analysis. The following identity is a direct
consequence of the Rodrigues formula [22, p. 67] for P
(α,β)
N .
Proposition 3.2. For any α and β ∈ R, we have
P
(α,β)
N (τ) = (−1)NP (β,α)N (−τ) for all τ ∈ [−1,+1]. (3.1)
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The following proposition provides some bounds for Jacobi polynomials.
Proposition 3.3. For any α and β ∈ R and any fixed constant c1 > 0, we have
P
(α,β)
N (cos θ) =


O (Nα) if θ ∈ [ 0 , c1N−1 ],
θ−α−0.5O
(
N−1/2
)
if θ ∈ [ c1N−1 , pi/2 ],
(pi − θ)−β−0.5O (N−1/2) if θ ∈ [ pi/2 , pi − c1N−1 ],
O
(
Nβ
)
if θ ∈ [ pi − c1N−1 , pi ].
Proof. The bounds for θ ∈ [0, cN−1] and for θ ∈ [cN−1, pi/2] appear in [22,
(7.32.5)]. If θ ∈ [pi/2, pi], then pi − θ ∈ [0, pi/2] and by (3.1),
P
(α,β)
N (cos θ) = P
(α,β)
N (− cos(pi − θ)) = (−1)NP (β,α)N (cos(pi − θ)). (3.2)
Hence, for θ ∈ [pi/2, pi], the first two estimates in the proposition applied to the right
side of (3.2) yield the last two estimates.
The next proposition provides an estimate for the derivative of a Jacobi polyno-
mial at a zero.
Proposition 3.4. If α > −1 and β > −1, then there exist constants γ2 ≥ γ1 > 0,
depending only on α and β, such that
γ1i
−β−1.5Nβ+2 ≤
∣∣∣P˙ (α,β)N (τi)∣∣∣ ≤ γ2i−β−1.5Nβ+2
whenever τi ≤ 0 where τ1 < τ2 < . . . < τN are the zeros of P (α,β)N (the smallest zero
is indexed first). Moreover, if θi ∈ [0, pi] is defined by cos θi = τi, then there exist
constants γ4 ≥ γ3 > 0, depending only on α and β, such that
γ3
√
N(pi − θi)−β−1.5 ≤
∣∣∣P˙ (α,β)N (τi)∣∣∣ ≤ γ4√N(pi − θi)−β−1.5 (3.3)
whenever θi ∈ [pi/2, pi].
Proof. In [22, (8.9.2)], it is shown that there exist γ2 ≥ γ1 > 0, depending only
on α and β, such that
γ1i
−β−1.5Nβ+2 ≤
∣∣∣P˙ (β,α)N (σi)∣∣∣ ≤ γ2i−β−1.5Nβ+2 (3.4)
whenever σi ≥ 0 where σ1 > σ2 > . . . > σN are the zeros of P (β,α)N (the largest zero
is indexed first). By Proposition 3.2, τi is a zero of P
(α,β)
N if and only if −τi is a zero
of P
(β,α)
N . Hence, the zeros of P
(β,α)
N are −τ1 > −τ2 > . . . > −τN . Moreover,
P˙
(α,β)
N (τ) = ±P˙ (β,α)N (−τ). (3.5)
The bound given in the proposition for |P˙ (α,β)N (τi)| with τi ≤ 0 is exactly the bound
(3.4) for |P˙ (β,α)N (σi)| with σi ≥ 0.
It is shown in [22, (8.9.7)], that there exist constants γ4 ≥ γ3 > 0, depending only
on α and β, such that
γ3
√
Nφ−β−1.5i ≤
∣∣∣P˙ (β,α)N (σi)∣∣∣ ≤ γ4√Nφ−β−1.5i (3.6)
whenever φi ∈ [0, pi/2] where cosφi = σi. Since cosφi = σi = −τi = cos(pi − θi), it
follows that φi = pi − θi, and (3.5) and (3.6) yield (3.3).
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4. Lebesgue constant for Gauss quadrature points augmented by −1.
In this section we estimate the Lebesgue constant for the Gauss quadrature points
augmented by τ0 = −1. Due to the symmetry of the Gauss quadrature points, the
same estimate holds when the Gauss quadrature points are augmented by +1 instead
of −1. The Gauss quadrature points are the zeros of the Jacobi polynomial P (0,0)N (τ),
which is abbreviated as PN (τ). By Theorem 3.1, the Lebesgue constant for the Gauss
quadrature points themselves is O(
√
N). The effect of adding the point τ0 = −1 to
the Gauss quadrature points is not immediately clear due to the new factor (1+ τi) in
the denominator of the Lagrange polynomials; this factor can approach 0 since roots
of PN approach −1 as N tends to infinity. Nonetheless, with a careful grouping of
terms, Szego˝’s bound in Theorem 3.1 for the Gauss quadrature points can be extended
to handle the new point τ0 = −1.
Theorem 4.1. The Lebesgue constant for the point set consisting of the Gauss
quadrature points −1 < τ1 < τ2 < . . . < τN < +1 (the zeros of PN ) augmented with
τ0 = −1 is O(
√
N).
Proof. Define
l(τ) = (τ − τ1)(τ − τ2) . . . (τ − τN ), and L(τ) = (τ + 1)l(τ).
The derivative of L(τ) at τi is
L˙(τi) = l(τi) + (τi + 1)l˙(τi) =
{
l(−1), i = 0,
(τi + 1)l˙(τi), i > 0.
Hence, the Lagrange polynomials Li(τ) associated with the point set {τ0, τ1, . . . , τN}
can be expressed as
Li(τ) =
L(τ)
L˙(τi)(τ − τi)
=


l(τ)/l(−1), i = 0,
L(τ)
(τi + 1)l˙(τi)(τ − τi)
, i > 0.
(4.1)
Since PN is a multiple of l (it has the same zeros), it follows that
Li(τ) =


PN (τ)/PN (−1), i = 0,
(τ + 1)PN (τ)
(τi + 1)P˙N (τi)(τ − τi)
, i > 0.
By [22, (7.21.1)], |PN (τ)| ≤ 1 for all τ ∈ [−1,+1], and by [22, (4.1.4)], |PN (−1)| =
(−1)N . We conclude that |L0(τ)| ≤ 1 for all τ ∈ [−1,+1]. Hence, the proof is
complete if
max
{
N∑
i=1
|Li(τ)| : τ ∈ [−1, 1]
}
= O(
√
N). (4.2)
For any τ ∈ [−1,+1], the integers i ∈ [1, N ] are partitioned into the four disjoint
sets
I1 = {i ∈ [1, N ] : τi ≥ 0},
I2 = {i ∈ [1, N ] : −1 < τi < 0, τi > τ},
I3 = {i ∈ [1, N ] : −1 < τi < 0, τi ≤ τ, τ − τi ≤ τi + 1},
I4 = {i ∈ [1, N ] : −1 < τi < 0, τi ≤ τ, τ − τi > τi + 1}.
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Let I123 denote I1 ∪ I2 ∪ I3. Observe that for any i ∈ I123 and τ ∈ [−1,+1],
(τ + 1)/(τi + 1) ≤ 2. Consequently, for all i ∈ I123,
|Li(τ)| =
∣∣∣∣ (τ + 1)PN (τ)(τi + 1)P˙N (τi)(τ − τi)
∣∣∣∣ ≤ 2|PN (τ)||P˙N (τi)(τ − τi)| .
This bound together with Theorem 3.1 imply that
∑
i∈I123
|Li(τ)| ≤
∑
i∈I123
2|PN (τ)|
|P˙N (τi)(τ − τi)|
≤ 2
N∑
i=1
|PN (τ)|
|P˙N (τi)(τ − τi)|
= O(
√
N)
since the terms in the final sum are the Lagrange polynomials for the Gauss quadrature
points. To complete the proof, we need to analyze the terms in (4.2) associated
with the indices in I4. These terms are more difficult to analyze since τi + 1 in the
denominator of Li could approach 0 while τ + 1 in the numerator remains bounded
away from 0.
For i ∈ I4, we have
τ + 1 = (τ − τi) + (τi + 1) ≤ 2(τ − τi)
since τ − τi > τi + 1. Hence,
|Li(τ)| ≤ 2|PN(τ)||(τi + 1)P˙N (τi)|
≤ 2|(τi + 1)P˙N (τi)|
since |PN (τ)| ≤ 1 for all τ ∈ [−1,+1] by [22, (7.21.1)]. It follows that∑
i∈I4
|Li(τ)| ≤
∑
i∈I4
2
|(τi + 1)P˙N (τi)|
≤
∑
−1<τi<0
2
|(τi + 1)P˙N (τi)|
. (4.3)
Given θ ∈ [pi/2, pi], define φ = pi − θ. Observe that∣∣∣∣ φ21 + cos θ
∣∣∣∣ = φ22 cos2(θ/2) = 2(φ/2)
2
sin2(φ/2)
≤ max
x∈[0,pi/4]
2x2
sin2 x
=
pi2
4
.
Hence, for θ ∈ [pi/2, pi], we have
1 + cos θ ≥
(
4
pi2
)
φ2 =
4
pi2
(pi − θ)2. (4.4)
By the bounds [22, (6.21.5)] for the roots of the Jacobi polynomial P
(α,β)
N when α and
β ∈ [−0.5,+0.5], it follows that(
2i− 1
2N + 1
)
pi ≤ pi − θi ≤
(
2i
2N + 1
)
pi, 1 ≤ i ≤ N, (4.5)
where cos θi = τi. This implies the lower bound
pi − θi ≥
(
2i− 1
2N + 1
)
pi ≥
(
i
3N
)
pi >
i
N
. (4.6)
We combine (4.4) and (4.6) to obtain
1 + τi ≥ 4
pi2
(pi − θi)2 ≥ 4
pi2
(
i
N
)2
. (4.7)
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By Proposition 3.4,
|P˙N (cos θi)| ≥ γ1i−1.5N2.
This lower bound for the derivative and the lower bound (4.7) for the root imply that
1
(1 + τi)|P˙N (τi)|
≤
(
pi2
4γ1
)
i−1/2.
Hence, we obtain the following bound for the I4 sum in (4.3):
∑
−1<τi<0
2
(1 + τi)|P˙N (τi)|
≤
(
pi2
2γ1
) N∑
i=1
i−1/2 ≤
(
pi2
2γ1
)∫ N
0
i−1/2di = O(
√
N).
This bound inserted in (4.3) completes the proof.
5. Lebesgue constants for the Radau quadrature points. Next, we esti-
mate the Lebesgue constant for the Radau quadrature scheme. There are two versions
of the Radau quadrature points depending on whether τ1 = −1 or τN = +1. Since
these two schemes have quadrature points that are the negatives of one another, the
Lebesgue constants are the same. The analysis is carried out for the case τN = +1.
In this case, the Radau quadrature points are the N − 1 roots of P (1,0)N−1 augmented by
τN = 1. Szego˝ shows that the Lebesgue constant for the roots of P
(1,0)
N−1 is O(N
3/2).
We show that when the quadrature point τN = 1 is included, the Lebesgue constant
drops to O(
√
N).
The analysis requires an estimate for the location of the zeros of P
(1,0)
N−1 . Our
estimate is based on some relatively recent results on interlacing properties for the
zeros of Jacobi polynomials obtained by Driver, Jordaan, and Mbuyi in [6]. Let τ ′i
and τ ′′i , i ≥ 1, be zeros of PN−1 and PN respectively, arranged in increasing order.
Applying [6, Thm. 2.2], we have
τ ′′i < τi < τ
′
i ,
i = 1, 2, . . . , N − 1, where −1 < τ1 < τ2 < . . . < τN−1 < +1 are the zeros of P (1,0)N−1 .
Let θi ∈ [0, pi] be defined by cos θi = τi. By the estimate (4.5) for the zeros of PN , it
follows that the zeros of P
(1,0)
N−1 have the property that(
2i− 1
2N − 1
)
pi < θN−i <
(
2(i+ 1)
2N + 1
)
pi, 1 ≤ i ≤ N − 1. (5.1)
When i is replaced by N − i, these bounds become(
2i− 1
2N + 1
)
pi < pi − θi <
(
2i
2N − 1
)
pi, 1 ≤ i ≤ N − 1. (5.2)
Together, (5.1) and (5.2) imply that
pi − θi > i/N and θN−i > i/N, 1 ≤ i ≤ N − 1; (5.3)
moreover, taking into account both the upper and lower bounds, we have
θi − θi+1 <
(
4(i+N) + 2N + 1
4N2 − 1
)
pi ≤
(
10N − 7
4N2 − 1
)
pi
<
(
5(2N − 1)
4N2 − 1
)
pi <
2.5pi
N
, 1 ≤ i ≤ N − 2. (5.4)
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Thus, the interlacing properties for the zeros leads to explicit bounds for the separation
of the zeros; for comparison, Theorem 8.9.1 in [22] yields θi − θi+1 = O(1)/N , while
(5.4) yields an explicit constant 2.5pi. These estimates for the zeros of P
(1,0)
N−1 are used
to derive the following result.
Theorem 5.1. The Lebesgue constant for the Radau quadrature points
−1 < τ1 < τ2 < . . . < τN = 1
(the zeros of P
(1,0)
N−1 augmented by τN = +1) is O(
√
N).
Proof. The Lagrange interpolating polynomials Ri, 1 ≤ i ≤ N , associated with
the Radau quadrature points are given by
Ri(τ) =
(
1− τ
1− τi
)N−1∏
j=1
j 6=i
τ − τj
τi − τj , 1 ≤ i ≤ N − 1, RN (τ) =
N−1∏
j=1
τ − τj
1 − τj .
Similar to (4.1), the Ri can be expressed
Ri(τ) =


(1 − τ)P (1,0)N−1 (τ)
(1− τi)P˙ (1,0)N−1 (τi)(τ − τi)
, i < N,
P
(1,0)
N−1 (τ)
P
(1,0)
N−1 (1)
. i = N.
(5.5)
By [22, (4.1.1)] and [22, (7.32.2)], we have
P
(1,0)
N−1 (1) = N and |P (1,0)N−1(τ)| ≤ N for all τ ∈ [−1,+1]. (5.6)
We conclude that |RN (τ)| ≤ 1 for all τ ∈ [−1,+1]. Hence, the proof is complete if
max
{
N−1∑
i=1
|Ri(τ)| : τ ∈ [−1,+1]
}
= O(
√
N). (5.7)
Let δ > 0 be a small constant. Technically, any δ satisfying 0 < δ < 1/2 is small
enough for the analysis. Szego˝ establishes the following bounds when analyzing the
Lebesgue constants associated with the roots of Jacobi polynomials:
N∑
i=1
∣∣∣∣∣ P
(1,0)
N (τ)
P˙
(1,0)
N (τi)(τ − τi)
∣∣∣∣∣ =


O(
√
N) if τ ∈ [−1, δ − 1],
O(logN) if τ ∈ [δ − 1, 1− δ],
O(N3/2) if τ ∈ [1− δ, 1].
(5.8)
Szego˝ considers the general Jacobi polynomials P
(α,β)
N on pages 336–338 of [22], while
here we only state the results corresponding to α = 1 and β = 0.
We first show that (5.7) holds when τ ∈ [−1, 1−δ]. Observe that (1−τ)/(1−τi) ≤
4/δ when τi ≤ 1− δ/2 and τ ∈ [−1,+1]. It follows from (5.8) that
∑
τi≤1−δ/2
|Ri(τ)| ≤
(
4
δ
) ∑
τi≤1−δ/2
∣∣∣∣∣ P
(1,0)
N−1 (τ)
P˙
(1,0)
N−1 (τi)(τ − τi)
∣∣∣∣∣
=
{
O(
√
N), τ ∈ [−1, δ − 1],
O(logN), τ ∈ [δ − 1, 1− δ]. (5.9)
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When τi > 1− δ/2 and τ ∈ [−1,+1− δ], we have |τ − τi| ≥ δ/2; hence,
∑
1>τi>1−δ/2
|Ri(τ)| ≤
(
4
δ
) ∑
1>τi>1−δ/2
∣∣∣∣∣ P
(1,0)
N−1 (τ)
(τi − 1)P˙ (1,0)N−1(τi)
∣∣∣∣∣ . (5.10)
We have the following bounds for the factors on the right side of (5.10):
(a) By Proposition 3.3, |P (1,0)N−1 (τ)| = O(1) if τ ∈ [−1, δ − 1] and |P (1,0)N−1 (τ)| =
O(N−1/2) if τ ∈ [δ − 1, 1− δ].
(b) By (3.6), |P˙ (1,0)N−1 (τi)| ≥ γ3θ−5/2i
√
N − 1, where cos θi = τi ≥ 0.
(c) By a Taylor expansion around θ = 0,
θ2/4 ≤ 1− cos θ ≤ θ2/2, θ ∈ [0, pi/2]. (5.11)
By (b) and the lower bound in (c) at θ = θi, we have
(1− τi)|P˙ (1,0)N−1 (τi)| ≥ 0.25γ3θ−1/2i
√
N − 1. (5.12)
We combine this with (a) and (5.10) to obtain
∑
1>τi>1−δ/2
|Ri(τ)| =


O(N−1/2)
N∑
i=1
√
θi = O(
√
N), τ ∈ [−1, δ − 1],
O(N−1)
N∑
i=1
√
θi = O(1), τ ∈ [δ − 1, 1− δ],
since θi ∈ [0, pi]. This establishes (5.9) for all τ ∈ [−1, 1− δ].
To complete the proof of (5.7), we need to consider τ ∈ (1 − δ, 1]. The analysis
becomes more complex since Szego˝’s estimate (5.8) is O(N3/2) in this region, while
we are trying to establish a much smaller bound in (5.7); in fact, the bound in this
region is O(logN) as we will show. For the numerator of Ri(τ) and τ ∈ (1 − δ, 1],
Proposition 3.3 and (5.11) yield
(1 − τ)|P (1,0)N−1 (τ)| = (1− cos θ)|P (1,0)N−1 (cos θ)| =
{
θ2O(N), θ ∈ [0, 1/N ],
θ1/2O(N−1/2), θ ∈ [1/N, pi/2],
= O(N−1/2). (5.13)
Given τ ∈ (1− δ, 1], let us first focus on those i in (5.7) for which |τ − τi| ≥ δ. In this
case, τi ≤ 1− δ or 1− τi ≥ δ, and (5.13) gives
∑
|τ−τi|≥δ
|Ri(τ)| =
∑
|τ−τi|≥δ
∣∣∣∣∣ (τ − 1)P
(1,0)
N−1 (τ)
(τi − 1)P˙ (1,0)N−1 (τi)(τ − τi)
∣∣∣∣∣
≤ O(N
−1/2)
δ2
∑
|τ−τi|≥δ
1
|P˙ (1,0)N−1 (τi)|
. (5.14)
The lower bounds (3.3) and (3.6) imply that∑
|τ−τi|≥δ
|Ri(τ)| = O(N−1)
∑
τi≥0
θ
5/2
i +O(N
−1)
∑
τi<0
|pi − θi|3/2 = O(1), (5.15)
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since the terms in the sums are uniformly bounded and there are at most N terms.
The next step in the proof of (5.7) for τ ∈ (1 − δ, 1] is to consider those terms
corresponding to |τ−τi| < δ. Since δ is small, it follows that both τ and τi are near 1,
and consequently, θ and θi are small and nonnegative, where cos θ = τ and cos θi = τi.
In particular, 0 ≤ θi ≤ pi/2. In this case where τi is near τ , it is important to take
into account the fact that τ − τi is a divisor of the numerator P (1,0)N−1 (τ). To begin, we
combine the lower bound in (3.6) and the bounds in (5.11) to obtain
(1− τ)
(1− τi)|P˙ (1,0)N−1 (τi)|
≤ 2θ
2
θ2i (γ3
√
N)θ
−5/2
i
= O(N−1/2)θ2
√
θi. (5.16)
It follows from (5.5) that
|Ri(τ)| = O(N−1/2)θ2
√
θi
∣∣∣∣∣P
(1,0)
N−1(τ)
τ − τi
∣∣∣∣∣ . (5.17)
The mean value theorem and the formula [22, (4.21.7)] for the derivative of
P
(α,β)
N−1 (τ) in terms of P
(α+1,β+1)
N−2 (τ) gives the identity∣∣∣∣∣P
(1,0)
N−1 (τ)
τ − τi
∣∣∣∣∣ =
∣∣∣∣∣P
(1,0)
N−1(τ) − P (1,0)N−1 (τi)
τ − τi
∣∣∣∣∣ =
(
N + 1
2
) ∣∣∣P (2,1)N−2 (cos ηi)∣∣∣ , (5.18)
where ηi lies between θ and θi. Together, (5.17) and (5.18) imply that
|Ri(τ)| = O(N1/2)θ2
√
θi
∣∣∣P (2,1)N−2 (cos ηi)∣∣∣ . (5.19)
The estimate (5.19) is useful when τi is near τ . When τi is not near τ , we proceed
as follows. Use the identity
cosα− cosβ = −2 sin (α+ β)
2
sin
(α− β)
2
,
to deduce that
|τ − τi| = | cos θ − cos θi| ≥ 2
pi2
∣∣θ2 − θ2i ∣∣ (5.20)
when |θ + θi| ≤ pi, which is satisfied since both θ and θi are near 0. Exploiting this
inequality in (5.17) yields
|Ri(τ)| = O(N−1/2)θ2
√
θi
∣∣∣∣∣P
(1,0)
N−1(τ)
θ2 − θ2i
∣∣∣∣∣ . (5.21)
Recall, that we now need to analyze the interval τ ∈ [1 − δ, 1] and those i for
which |τ − τi| < δ. Our analysis works with the variable θ ∈ [0, pi/2], where cos θ = τ .
The interval θ ∈ [0, pi/2] corresponds to τ ∈ [0, 1] which covers the target interval
[1− δ, 1] when δ is small. By [22, (7.32.2)], we have
|P (2,1)N−2 (cos ηi)| ≤ N(N − 1)/2.
If θ ∈ [0, c/N ], where c is a fixed constant independent of N , then it follows from
(5.19) that |Ri(τ)| = O(N1/2)
√
θi. Moreover, if θi ≤ 2θ ≤ 2c/N , then |Ri(τ)| = O(1).
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By the bounds (5.3), the number of roots that satisfy θN−i ≤ 2c/N is at most 2c,
independent of N . On the other hand, if θi > 2θ, then θ < θi/2 and∣∣θ2i − θ2∣∣ = θ2i − θ2 ≥ (3/4)θ2i .
With this substitution in (5.21), we have
|Ri(τ)| = O(N−1/2)θ2θ−3/2i
∣∣∣P (1,0)N−1 (τ)∣∣∣ .
By (5.6), |P (1,0)N−1 (τ)| ≤ N . Hence, if θ ∈ [0, c/N ], then by (5.3), we have
∑
|τ−τi|<δ
|Ri(τ)| = O(N−3/2)
∑
|τ−τi|<δ
θ
−3/2
i = O(N
−3/2)
N−1∑
i=1
θ
−3/2
i
= O(N−3/2)
N−1∑
i=1
θ
−3/2
N−i = O(1)
N−1∑
i=1
i−3/2 = O(1),
for all θ ∈ [0, c/N ].
Finally, suppose that θ ∈ [c/N, pi/2]. By (5.4) the separation between adjacent
zeros θi and θi+1 is at most 2.5pi/N . Hence, if θi is within k zeros of θ, then ηi ≥
θ − γN−1, γ = 2.5pik. Here k ≥ 2 is an arbitrary fixed integer. By Proposition 3.3,
we have ∣∣∣P (2,1)N−2 (cos ηi)∣∣∣ = (θ − γN−1)−5/2O(N−1/2).
Choose c > 2γ. If θ ∈ [c/N, pi/2], then θ/2 ≥ c/(2N) ≥ γ/N . Hence, θ − γ/N ≥ θ/2
and ∣∣∣P (2,1)N−2 (cos ηi)∣∣∣ = (θ/2)−5/2O(N−1/2) = θ−5/2O(N−1/2).
Combine this with (5.19) to obtain
|Ri(τ)| = O(1)
√
θi/θ.
when θ ∈ [c/N, pi/2] and θi is within k zeros of θ. If θi ≤ θ, then Ri(τ) = O(1). If
θi > θ and θi is within k zeros of θ, then θi − θ ≤ γ/N , and
θi/θ ≤ (θ + γ/N)/θ ≤ 1 + γ/c
when θ ∈ [cN, pi/2]. Thus |Ri(τ)| = O(1) when θ ∈ [cN, pi/2] and θi is within k zeros
of θ.
This analysis of Ri when θi is close to θ needs to be complemented with an
analysis of Ri when θi is not close to θ and θ ∈ [c/N, pi/2]. For θ in this interval,
Proposition 3.3 yields |P (1,0)N−1 (cos θ)| = θ−3/2O(N−1/2). By (5.21), we have
|Ri(τ)| = O(N−1)
√
θ
√
θi
|θ2 − θ2i |
. (5.22)
If θ ≥ 2θi, then θ2 − θ2i ≥ (3/4)θ2 and
|Ri(τ)| = O(N−1)θ−3/2θ1/2i .
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By (5.2), we have
|RN−i(τ)| = O((Nθ)−3/2)
√
i+ 1.
Recall that we are focusing on those i for which θN−i ≤ θ/2. The lower bound
θN−i ≥ i/N from (5.3) implies that i ≤ Nθ/2 whenever θN−i ≤ θ/2. Hence, the set
of i satisfying i ≤ Nθ is a superset of the i that we need to consider, and we have∑
θi≤θ/2
|Ri(τ)| =
∑
θN−i≤θ/2
|RN−i(τ)| = O((Nθ)−3/2)
∑
i≤Nθ
√
i+ 1
= O((Nθ)−3/2)(Nθ + 1)3/2 = O(1).
On the other hand, if θ < 2θi, then we have
√
θ
√
θi
|θ2 − θ2i |
=
√
θ
√
θi
|(θ − θi)(θ + θi)| ≤
√
θ
√
θi
|(θ − θi)θi| ≤
√
2
|θ − θi| .
Combine this with (5.22) to obtain
|Ri(τ)| = O(1)|Nθ −Nθi| .
Earlier we showed that |Ri(τ)| = O(1) for those i where the associated θi is within k
zeros of θ. When θi is more than k zeros away from θ, we exploit the estimate (5.1)
for the zeros to deduce that |Nθ−Nθi| behaves like an arithmetic sequence of natural
numbers. Hence, the sum of the |Ri(τ)| over these natural numbers, where we avoid
the singularity, is bounded by a multiple of logN . This completes the proof.
6. Tightness of estimates. At the bottom of page 110 in [24], Ve´rtesi states
some lower bounds for the Lebesgue function. In the case of the Gauss quadrature
points augmented by τN+1 = +1 and the Radau quadrature points with τN = +1,
the associated Lebesgue function is of order
√
N at τ = (τ1 + τ2)/2, the midpoint
between the two smallest quadrature points. It follows that the O(
√
N) estimates
for the Lebesgue constant are tight. To study the tightness of the estimates, the
Lebesgue constants were evaluated numerically and fit by curves of the form a
√
N+b,
10 ≤ N ≤ 100 (see Figures 6.1–6.2). A fast and accurate method for evaluating the
Gauss quadrature points, which could be extended to the Radau quadrature points,
is given by Hale and Townsend in [16]. Figure 6.1–6.2 indicate that a curve of the
form a
√
N + b is a good fit to the Lebesgue constant. Another Lebesgue constant
which enters into the analysis of the Radau collocation schemes studied in [15] is
the Lebesgue constant for the Radau quadrature points on (−1,+1] augmented by
τ0 = −1. As given by Ve´rtesi in [24, Thm. 2.1], the Lebesgue constant is O(log n).
Trefethen [23] points out that the Lebesgue constant on any point set has the lower
bound
ΛN ≥
(
2
pi
)
log(N) + 0.52125 . . . ,
due to Erdo˝s [7] and Brutman [2]. For comparison, Figure 6.3 plots this lower bound
along with the computed Lebesgue constant. When the number of interpolation points
range between 10 and 100, the Lebesgue constant for the Radau quadrature points
augmented by the point −1 differs from the smallest possible Lebesgue constant by
between 0.70 and 0.84.
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Fig. 6.3. Least squares approximation to the Lebesgue constant for the point set corresponding
to the Radau quadrature points on (−1,+1] augmented by −1 using curves of the form a logN + b
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7. Conclusions. In Gauss and Radau collocation methods for unconstrained
control problems [14, 15], the error in the solution to the discrete problem is bounded
by the residual for the solution to the continuous problem inserted in the discrete
equations. In Section 2, we observe that the residual in the sup-norm is bounded by
the distance between the derivative of the continuous solution interpolant and the
derivative of the continuous solution. Proposition 2.1 bounds this distance in terms
of the error in best approximation and the Lebesgue constant for the point set. We
show that the Lebesgue constant for the point sets associated with the Gauss and
Radau collocation methods is O(
√
N), and by the plots of Section 6, the Lebesgue
constants are closely fit by curves of the form a
√
N + b.
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