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Abstract
Quantum networks are composed of quantum nodes which coherently interact by way of quantum chan-
nels. They offer powerful capabilities for quantum computation, communication, and metrology. A generic
requirement for these realizations is the capability to generate and store quantum states among multiple quan-
tum nodes, and to disseminate these resources throughout the network via the quantum channels (chapter 1).
In this thesis, I describe a series of experiments whereby single excitations in atomic ensembles are strongly
coupled to optical modes and provide efficient means for the coherent control of entangled states between
matter and light (chapter 2).
By following the seminal proposal by Duan et al., we have generated measurement-induced entanglement
of an excitation between two cold atomic ensembles. Using this system, we investigated the relationship for
the global bipartite entanglement and local correlations in its subsystems (chapter 3).
In addition, we achieved functional quantum nodes for entanglement distribution (chapter 4). Two pairs of
remote ensembles at two quantum nodes were prepared into entangled states in a heralded and asynchronous
fashion by the conditional controls of the entanglement. The quantum states of the ensembles were then
distributed into polarization entangled states of photons. We also prepared an analogous quantum state and
transferred the nonlocal coherence between two pairs of heralded entangled atomic ensembles, providing a
step towards entanglement connection (chapter 5).
Beyond such probabilistic approaches, we demonstrated an experiment where entanglement between two
quantum memories is created by the reversible and deterministic mapping of an entangled state of light
via dynamic electromagnetically induced transparency (chapter 6). This experiment opens novel prospects
of integrating hybrid quantum systems by way of reversible quantum interfaces between light and matter
(chapter 10).
Then, we extended our work to multipartite quantum systems (chapters 7–9). We theoretically investi-
gated the characterization of multipartite mode-entangled states by way of quantum uncertainty relations, and
introduced theoretical tools to verify the entanglement orders in multipartite systems (chapter 7). In partic-
ular, we achieved entanglement for one delocalized photon among multiple optical modes (N > 2) (chapter
8).
Finally, we have achieved measurement-induced entanglement of spin waves among four quantum mem-
ories (chapter 9). The individual atomic components for the entangled W state of the four ensembles were
viii
then coherently converted into four propagating entangled beams of light via superradiant emissions. We
observed the statistical and dynamic transitions for the multipartite entangled spin waves. Experiments de-
scribed in this thesis thereby represent significant advances of experimental and theoretical capabilities to
generate, store, transfer, and characterize entanglement of matter and light over quantum networks (chapter
10).
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1Chapter 1
Introduction
1.1 Quantum networks
Quantum networks open a broad frontier of scientific opportunities in quantum information science, including
for quantum computation, communication, metrology, and simulation1. For example, a quantum network
can serve as a ‘web’ for connecting quantum processors for computation2,3 and communication4, as well as
a ‘simulator’ for enabling investigations of quantum critical phenomena arising from interactions among the
nodes mediated by the channels5,6.
Apart from any algorithmic benefit, an important characteristics of a quantum network is shown by com-
paring the complexity of a problem to describe a quantum network, comprised of N quantum nodes (each
with n qubit registers) with fully quantum connectivity, to that of a network of quantum nodes which only
share classical channels (see, e.g., refs.1,7). The classical information required to represent a density matrix
ρˆQN of a fully quantum network is IQN = 2D = 4N×n, where the dimensionality is D = 2N×n. In contrast,
the size of the density matrix ρˆN for a network that has only classical connectivity is given by IN = N × 4n.
 lennahc mutnauQ
transport / distribute 
 quantum entanglement over 
the entire network 
(photons) 
Quantum node 
generate, process, store 
quantum information locally 
(atomic internal states)  ecafretni mutnauQ
map quantum resources into 
and out of photonic channels 
Distributed quantum computing 
Scalable quantum communication 
Quantum resource sharing 
Quantum simulation 
 
Figure 1.1: A generic form of a quantum network composed of many quantum nodes and channels1.
The quantum nodes (box) interact coherently each other by transporting and distributing entanglement over
quantum channels (arrows). An important component for these quantum interconnects is a quantum interface
for mapping the quantum resources generated from the quantum nodes into and out of the photonic channels.
2Therefore, even for moderate parameters {N,n} = {10, 14} for the fully quantum network, the number of
classical variables IQN = 4140 ∼ O(1084) to describe ρˆQN can greatly exceed the number of hydrogen atoms
O(1080) in the observable universe, whereas its classical counterpart ρˆN only yields IN = 10×414 ∼ O(109).
While this complexity also points to the difficulty of controlling and characterizing a large-scale quantum
system as ρˆQN, quantum networks can harness physical processes to benefit from the intricacies introduced
by these multipartite quantum states for quantum information processing1–9, with rudimentary capability of
the network enabled by the coherent control of quantum and entangled states of matter and light1. Indeed,
theoretical inventions of quantum error correction and fault-tolerant quantum computing10–16, entanglement
purification and distillation17–19, as well as privacy amplification and information reconciliation20–23 have
enabled the promising prospects for experimental implementations of distributed quantum computation7,24,
quantum resource sharing25,26, scalable quantum communication4,9, and quantum simulations5,6 by way of
quantum networks.
As illustrated in Fig. 1.1, the physical realization of quantum networks composed of many quantum
nodes and channels1,8,9 requires quantum dynamical systems capable of generating and storing entangled
states among multiple quantum memories, and of efficiently transferring stored entanglement into quantum
channels27–33. Such an interconnect can be achieved by utilizing the strong interactions of single photons
and collective excitations in atomic ensembles for the coherent control of entanglement between matter and
light27,30,33, thereby enabling the distribution and teleportation of quantum states across the quantum net-
work4. Thus, my thesis will focus on addressing specific challenges to achieve quantum networks: (1)
by developing novel laboratory capabilities to generate, store, and control entangled states of matter and
light30,33–35, (2) by implementing various quantum information protocols36,37, and (3) by devising efficient
theoretical tools for multipartite entanglement characterization33,35,38.
In a broader scope, the research for attaining quantum control over macroscopic quantum coherence and
statistics represents an area of fundamental importance beyond of quantum networks, where we study and
manipulate quantum states of matter and light with manifestly single quanta one-by-one. Moreover, the ex-
perimental realization of strongly correlated quantum systems of atoms and photons expands the frontiers
of exquisite quantum control of entangled states with diverse applications from quantum information sci-
ence, to atomic and condensed matter physics, to precision metrology, and to quantum biology. In relevance
to quantum many-body physics39,40, measurements, and controls41, I would like to present two questions
as important underlying motivations for my research, which I hope to make contact with in the remaining
chapters.
1. Can quantum coherence and entanglement exist and be preserved in quantum many-body systems,
either spontaneously acquired or externally induced by lasers?
2. How do we measure, manipulate, and utilize quantum entanglement in mesoscopic systems?
31.2 Ensemble-based quantum information processing and Duan-Lukin-
Cirac-Zoller protocol
Historically, the investigation of collective interactions between atoms and photons began with the striking
prediction42 by Robert Dicke in 1954 that the radiative decay rate for an assembly of atoms in the excited
state can be significantly modified. Under certain circumstances, the spontaneous emission of the excited
state can be considerably enhanced by a ‘phase-locking’ of atomic dipoles with dynamic evolution of the
atomic state confined within a class of symmetric collective spin states43, a cooperative phenomena known as
“superradiance” (see ref.44 for an excellent review of theoretical descriptions of superradiant effects observed
in different regimes; see also chapter 2). Since then, collective interactions have been observed in diverse
systems, with a recent survey including the studies of dynamic phase transitions45,46 and collective Lamb
shifts47, leading to the development of quantum interfaces for storing and retrieving quantum information in
atomic ensembles48.
Contemporary with these advances, various theoretical protocols have been developed for the realization
of scalable quantum networks with atomic ensembles49, including the seminal proposal by Luming Duan,
Mikhail Lukin, Ignacio Cirac, and Peter Zoller (referred as the DLCZ protocol hereafter) in 2001 (ref.4). The
introduction of the DLCZ protocol has led to a development of a remarkable worldwide community with
significant achievements in the creation and distribution of entanglement. In this section, I will review recent
progresses by other groups towards ensemble-based quantum memory to put the researches described in this
thesis into context.
Generally, strong nonlinear interaction is required to generate nontrivial quantum resources for quantum
information science. For ensemble-based quantum information processing, three important approaches to
Figure 1.2: A matter-light quantum interface in action for my experiments30,33,34,36,37. Cold ensembles
of ∼ 1010 Cesium atoms are (i) laser cooled and trapped to 10− 100 µK, and (ii) prepared to specific ground
states |F,mF 〉 via hyperfine and Zeeman pumping. In step (iii), we operate the quantum interface where the
atomic quantum information (QI) is generated and stored in the ground state coherences for the hyperfine
levels |g〉 = |F = 4〉, |s〉 = |F = 3〉 of the electronic ground state 6S1/2. Finally, (iv) we read out the atomic
states to photonic states, and (vi) detect the photonic QI for quantum-state characterization.
4matter-light interactions Hˆint have been developed for continuous and discrete quantum variables48. In the
setting of continuous variables48,50, major achievements have been made with quantum nondemolition in-
teractions Hˆ (QND)int ∼ χQNDPˆγPˆa between the transverse spin components for the collection of atoms a and
polarizations of light γ based on the off-resonant Faraday rotation of a probe beam51–58. While the atomic
state in this case is not directly optically accessible, it can also be mapped to an optical field by way of telepor-
tation. Notable advances have been the entanglement of macroscopic spin states for two atomic ensembles59,
quantum teleportation from light to matter60, multiparticle entanglement for atoms within an ensemble61,62,
and dissipation-induced entanglement via reservoir engineering63. In addition, quantum measurements have
been actively pursued for quantum-enhanced atom interferometry via spin squeezing (see, e.g., refs.64–69).
Despite the spectacular advances in this field48,50, experiments in this thesis investigate the strong interaction
of single photons and collective excitations in atomic ensembles in the limit of weak excitations ξ  1,
where ' |ξ|2 is the mean number of collective excitations.
As pioneered by DLCZ 4, parametric Raman interactions, Hˆ (par)int ∼ χpaˆγ Sˆa + h.c., based on the weak
χ(3) nonlinearity of the system70 can be applied for robust implementations of quantum communication
protocols, including quantum cryptography and teleportation (chapter 2). In the regime of single excitations
(ξ  1), the required ‘strong’ nonlinearity is provided by projective measurements. An important aspect
of this approach is that the heralded atomic state can be coherently mapped to single photons in an efficient
manner via the collective matter-light interaction Hˆ (map)int ∼ χmaˆγ Sˆ†a + h.c (chapter 2). In particular, parallel
chains of heralded entangled states can be converted into polarization entangled photons via entanglement
connection (ref.37, chapter 5) and distribution (ref.36, chapter 6), with a built-in purification mechanism4.
For a preamble to the original protocol, I refer to James Chou’s thesis71 and ref.49. In chapter 2, I will revisit
the interaction Hamiltonians Hˆ (par)int and Hˆ
(map)
int , and derive the steady-state solutions for Hˆ
(par)
int as well as the
equation of motions for Hˆ (map)int in detail. I refer to Fig. 1.2 for a standard routine of our experiments.
In 2003, initial experiments for the DLCZ protocol began with the observations of quantum correlations
between photon pairs emitted from an ensemble by our group (ref.72; see also James’ thesis71) and by the
group of Mikhail Lukin73. Since then, single photons were generated in a heralded fashion by reading the
stored, collective excitations to propagating fields74–80. Conditional efficiencies 74% in free space81 and
90% in a cavity82 were achieved for retrieving a single excitation in the ensemble to a single photon. Off-
axial phase-matching configuration for the four-wave mixing process has been pioneered by Steve Harris’
group75 and used extensively in our experiments, whereby we generate spatially separate quantum fields
from the classical beams. However, as I will discuss in chapter 2, the collective spin waves generated in this
fashion can have considerably shorter coherence length lc as well as a Doppler life times τd than the collinear
configuration.
With these capabilities for collective emissions in hand, our group generated heralded entanglement be-
tween distant ensembles in 2005 (ref.27; see James’ thesis71 for this remarkable piece of work). Although the
degree of entanglement was small in the initial experiment27, more recently we have been able to infer the
5concurrence C = 0.9± 0.3 for the entanglement associated with density matrix of the two ensembles (ref.34,
chapter 3). Since then, substantial progresses have been made with heralded quantum states (section 3.7),
including the synchronization of indistinguishable single-photon sources78–80 and heralded storage of polar-
ization qubits83. Furthermore, Vladan Vuletic´’s group demonstrated that two ensembles can be entangled via
the adiabatic transfer of heralded excitations in a cavity29.
The DLCZ protocol is based upon a quantum repeater architecture involving independent operations on
parallel chains of entangled systems, with scalability relying critically upon the conditional control of en-
tanglement. In 2007, we took an important step towards this goal by achieving the minimal functionality
required for scalable quantum networks via the asynchronous preparation and control of heralded entangle-
ment (ref.36, chapter 4). In this experiment36, we distributed a pair of heralded number-state entangled states
and converted them to an effective polarization entangled state, thereby violating Clauser-Horne-Shimony-
Holt (CHSH) inequality84 (chapter 4). Using this setup, we also established quantum coherence between
ensembles that never interacted in the past by way of entanglement connection (ref.37, chapter 5). Later, Jian-
Wei Pan’s group also realized elementary quantum nodes for a Briegel-Du¨r-Cirac-Zoller (BDCZ) quantum
repeater9 in 2008 (ref.85).
In parallel with the research on heralded entanglement, there has also been considerable interest in the
development of deterministic quantum interfaces to achieve reversible mapping of quantum states of light to
and from atomic ensembles via Hˆ (map)int (refs.
86,87, chapter 2). Inspired by the early pioneering experiments
on ultraslow-light propagation in dense atomic medium in 1999 (refs.88,89), storage and retrieval of optical
pulses have been demonstrated, for both classical pulses90,91 and single-photon pulses92,93 by way of dynamic
electromagnetically induced transparency (EIT) (refs.86,94–96, chapter 2). Similarly, quadrature squeezed
states have been stored and retrieved in an ensemble in 2008 (refs.97,98). In 2008, we achieved an important
milestone for transferring quantum entanglement over quantum networks by demonstrating the reversible
mapping of photonic entanglement to and from two quantum memories by the EIT process (ref.30, chapter
6). In this experiment, we prepared an entangled state of light from an “offline” source ensemble, and
mapped the photonic entanglement into and out of two atomic ensembles (chapter 6). Our work on reversible
quantum interfaces thereby sets the stage towards integrating hybrid quantum systems by way of photonic
quantum buses (chapter 10). Recently, this approach has been extended to transfer the initial atom-photon
entanglement in a cavity QED system to an entangled state of a single atom and a Bose-Einstein condensate
in 2011 (ref.99).
Since then, a wide variety of approaches has been proposed for storing and retrieving quantum states
of light in inhomogeneously broadened samples, including controlled reversible inhomogeneous broaden-
ing (CRIB) (ref.100), atomic frequency comb (AFC) (ref.101), and gradient echo storage (refs.102,103); see
also ref.104 for a comprehensive review. Many of these storage techniques offer unique perspectives for
high-bandwidth multimode quantum memories and integrated waveguide coupling, and several groups have
reported important progresses towards this goal, such as electric control of photon echos105, coherent pulse
6sequencing in atomic vapor106 and storage of temporal modes in rare-earth solid-state ensembles107, albeit
with classical states. A vast majority of these experiments, however, do not demonstrate a genuine quantum
memory in that they use classical states detected by postselection, and rely on the “rephasing” of the collec-
tive emissions after a uncontrollable fixed delay. More recently, time-bin entangled states have been partially
stored and retrieved after a predetermined delay in 2011 (refs.108,109). In these experiments, however, the en-
tangled states were detected in a post-dicted fashion without the possibility of mapping the physical state of
light onto the atomic ensembles110 (section 3.7). Nevertheless, experiments listed here represent significant
advances of multimode quantum memories towards “practical” quantum repeaters49.
Other experiments not described here are those based upon entanglement as post-diction, for which the
physical state is not available for subsequent utilization110 (see section 3.7 for the multiple flavors of en-
tanglement). For example, entanglement between two remote atomic ensembles has been generated in a
post-dicted fashion111, and a posteriori teleportation has been used to transport the polarization state of light
to an atomic memory112. In addition, ref.113 has claimed to have generated a particular kind of a multi-
photon mode-entangled state, known as a NOON state, and applied for measuring the collective motion of
the ensemble with phase super-resolution in a “spin-wave” interferometer, although the entanglement was
not verified.
The figure of merits for the collective enhancement of matter-light interaction are high retrieval effi-
ciency81,82 and long memory times (chapter 2). 2009 was an intense year for the ‘ensemble’ community to
increase the storage time for collective excitations in atomic ensembles leading to a worldwide effort, with
the advances ranging from millisecond quantum memories114,115, to light storage in an atomic Mott insula-
tor116, and finally to the longest memory time of “1.5 seconds” for storing a coherent state in a Bose-Einstein
condensate117. However, in most of these experiments, the retrieval efficiencies were still η . 1%. Important
experiments preceding these activities have been the demonstration of the EIT storage of coherent states in a
crystal with a storage time longer than 1 second (ref.118), the collapse and revival of collective excitations in
an atomic ensemble119,120, and the characterization of decoherence for the heralded entanglement stored in
two atomic ensembles (ref.34, chapter 3).
Around the same time, we began to collaborate with Pavel Logouvski and Steven van Enk to develop
an efficient theoretical protocol for verifying multipartite mode-entangled W states (ref.38, chapter 7). We
proposed to use quantum uncertainty relations121 as a nonlinear, nonlocal entanglement witness capable of
verifying genuine W states, and of distinguishing the ‘global’ N -partite entangled states from any (N − 1)-
partite entangled states as well as their mixtures38. By implementing this verification protocol, we generated
and characterized the multipartite entanglement for one photon shared among four optical modes in 2009
(ref.35, chapter 8).
Finally, in 2010, we made a major advance towards multipartite quantum networks by achieving measure-
ment induced entanglement of spin waves among four quantum memories (ref.33, chapter 9). The individual
atomic components for the entangled W state of the four ensembles were coherently mapped to four entan-
7gled beams of light, where we observed the statistical and dynamic transitions for the multipartite entangled
spin waves (see Fig. 1.2 for the photo of the lab at the time). We also showed that our entanglement ver-
ification method is suitable for studying the entanglement order of condensed-matter systems in thermal
equilibrium33. With regard to quantum measurements, the multipartite entangled state stored in the quantum
memories can be applied for sensing an atomic phase shift beyond the limit for any unentangled state33.
The original DLCZ protocol4 has by now motivated an active field of theoretical study of quantum re-
peater architectures for optimizing the network scalability in view of actual laboratory capabilities49,122–125.
Specific attentions have been made to the scaling behavior for multimode quantum repeaters49, dynamic
programming search algorithms124, and entanglement percolation6. Moreover, measurement-based quantum
computation has been proposed for scalable quantum computing with atomic ensembles126. Stationary dark-
state polaritons in a standing-wave EIT medium have been proposed for strong photon-photon nonlinear in-
teractions and quantum gates127–130. Single-photon entanglement purification was proposed131 and partially
demonstrated132, but the higher-order excitations for the purified states have not been characterized110.
By and large, significant advances of solid-state ensembles (e.g., rare-earth crystals104) and the achieve-
ment of collective strong coupling in diverse systems133–138 have also contributed indirectly to our research
program towards ensemble-based quantum information processing with neutral atoms, as described above.
Collective strong coupling has been observed with Bose-Einstein condensate133,134 and with an ensemble of
trapped ions forming a Coulomb crystal135 in the optical domain, and electron spin ensembles residing in di-
amonds have been coupled to a superconducting cavity in the microwave domain136,137. In addition, temporal
modes of microwave photons have been stored and retrieved in an electron spin ensembles using a gradient
echo technique138. Beyond the free-space experiments in this thesis, such advances are relevant to the outlook
of our project (chapter 10), whereby we hope to investigate the strong interaction of heterogeneous quantum
systems of atoms, photons, and phonons by way of photonic crystal nanowires139 and atomic ensemblesa,
and to distribute quantum coherence and entanglement over ‘lithographically patterned’ quantum networks.
1.3 My history in the group, and notable omitted results
Substantial progresses have been made in lab 2 including the heralded entanglement between two remote
atomic ensembles27, as noted above. As a result, upon my arrival in 2006, many parts of the apparatus in lab
2 were built by my predecessors, James Chou, Hugues de Riedmatten, Daniel Felinto, Alex Kuzmich, Julien
Laurat, and Sergey Polyakov, since their initial work in 2003.
I acquired significant feedback and “lab lore” from James and Julien during my short overlap with them
(2006–2007); see Kevin Birnbaum’s thesis142 for the definition of the term, “lab lores.” I would thus like
to acknowledge the early works in James’ thesis71, which formed an important basis to my experiments
after 2006. Also, my training in atomic physics in Hal Metcalf’s group (Stony Brook University) helped
aSee also refs. 140,141 for new regimes of strong coupling, which may be achieved in the new system.
8me to complete many tasks in this thesis in a timely fashion, including the coherent control of populations
in Rydberg atomic beams by way of electromagnetically induced transparency (EIT) and stimulated Raman
adiabatic passage (STIRAP).
Since 2006, we have made significant changes to the setup from experiment to experiment, and I will not
be able to list the specific changes in this thesis. The details are documented throughout my lab notes, as well
as those of my colleagues (James Chou, Hui Deng, Akihisa Goban, Julien Laurat, and Scott Papp). But some
changes are noted in chapter 9. At the same time, I have tried, as others have in the past, to transfer as many
“lab lores” and new techniques as possible to other members in lab 2.
As listed in the previous section, I have been involved in a number of experiments (chapters 3–10 in
the thesis) since 2006. However, I regret that there are some results that I must omit in order to focus on
experimental and theoretical results under the encompassing theme of quantum networks. I would thus like
to take this opportunity to compile notable results not discussed in this thesis, to which my colleagues and I
have contributed.
1.3.1 Coherent Rayleigh scattering
In 2007, I theoretically considered the possibility of using elastic Rayleigh scattering to measure the rela-
tive phase φ (ref.145) between two entangled ensembles to directly confirm the presence of the purported
‘number-state’ entanglement 1√
2
(|gLsR〉+ eiφ|sLgR〉) between the two ensembles in the ‘cryptography’
experiment (ref.36, chapter 4). In this experiment36, φ was fluctuating over the time scale of the experiment
but was stable over the memory time τ ≈ 10 µs. Because of the non-collinear geometry for the paths of the
classical writing and reading pulses, and that of the non-classical fields 1 and 2, it was impossible to lock
the interferometric paths to stabilize the relative phase φ. Nonetheless, I emphasize that the experiment36
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Figure 1.3: Elastic Rayleigh scattering from atomic ensemble. a, A red-detuned probe laser illuminates
a cold sample of Cesium, generating elastically scattered photons143–145. b, The time-domain measurement
of the photon counting statistics g(2)(τ). The red solid line is a numerically simulated steady-state solution
of g(2)(τ), given the measured Zeeman splittings, the orientation of the magnetic field, and the temperature
of the thermal atoms. c, Frequency-domain measurement of the linewidth of the scattered photons in the
presence (absence) of atoms, as shown by the red (black) curves. The inset shows a high-resolution spectrum
of the elastically scattered photons, revealing Lamb-Dicke narrowing.
9unambiguously verified the entanglement, as we have observed polarization entanglement via the violation
of CHSH inequality between two quantum nodes, for which we locally converted a pair of the purported
number-state entanglement into polarization entanglement (ideally with 1/2 of ebits).
In 2009, Scott and I made a partial measurement to show that the phases among the quadripartite entangled
atomic ensembles (chapter 9) can be probed in principle (Fig. 1.3). We applied a red-detuned probe laser
(detuning ∆ = 10 MHz from the cycling transition between ground state |F = 4,mF 〉 of 6S1/2 and excited
state |F = 5,mF 〉 of 6P3/2) on an atomic sample with saturation parameter s  1, such that the scattering
process is dominantly elastic143–145. The time-domain measurement (Fig. 1.3b) of the photon counting
statistics g(2)(τ) ' 1 + |g(1)0 (τ)|2 (thermal atoms at Td ' 150 µK without trapping) and the frequency-
domain measurement (Fig. 1.3c) of the linewidth of the scattered photons from the trapped atoms revealed
both the motional dephasing of the atoms and potentially the relative phase between the local oscillator and
the scattered photons. The presence of residual magnetic field along the ~k-vector of the probe beam induced
an additional modulation on g(2)(τ) for the Rayleigh scattered photons (Fig. 1.3b), due to the interferences
of distinct (mF ) pathways for the |F = 4,mF 〉 ↔ |F = 5,mF 〉 transition. The motional states of the
atoms were simultaneously cooled and confined by the polarization gradient mechanism in Fig. 1.3c, thereby
suppressing the motional dephasing rate down to 2.4± 0.1 Hz (limited by the mechanical instabilities in the
measurement process). This allowed us to perform a recoil-free spectroscopy via elastic Rayleigh scattering
in Fig. 1.3c (thanks to the Lamb-Dicke narrowing for the trapped atoms146).
1.3.2 Motional dephasing of spin waves
I analyzed theoretically the motional dephasing of spin waves given our phase-matching configuration, after
observing an unexpected Gaussian decay of the retrieval efficiency in 2007 (see the result of ref.34, chapter
3). Formerly, we have considered the motional dephasing only for atoms leaving the excitation region147.
However, it turns out that the much smaller ‘coherence length’ for the ‘timed’ Dicke states148 depends crit-
ically on the phase-matching configuration for the coherent radiation to take place, given the spatial phases
encoded on the atoms (chapter 2). Independently, such a possibility was considered in the experiments by
Vladan Vuletic´’s group82, where they observed two time-scales for the memory time associated with the for-
ward (long-lived) and backward (short-lived) propagating spin waves. Unfortunately, we did not pursue this
idea in our experiments to improve the storage time beyond 1 ms (chapter 2).
Later, the groups of Alex Kuzmich and Jian-Wei Pan achieved millisecond quantum memories in 2008
by confining the spatial motion of the atoms115 and by increasing the coherence length of the spin waves114,
respectively, which confirmed the validity of this idea. In our lab, the Rayleigh scattering measurements in
2009 agreed with the prediction of motional dephasing, whereby we cooled the motional state of the atoms
in a near-resonant lattice formed in the process of polarization-gradient cooling144, and inferred a motional
dephasing rate Rd = 2.4 ± 0.1 Hz (Fig. 1.3). In addition, we have reduced the net momentum transfer δ~k
(i.e., increasing the coherence length) of the spin waves to achieve coherence times τm ' 60 µs, limited at
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Figure 1.4: Towards quantum interference between indistinguishable single photons emitted from an
atomic ensemble and a single atom in a cavity. a, Time-resolved Hong-Ou-Mandel (HOM) interference149
between two coherent states. As a control experiment, we interfere two balanced coherent states emanated
from each lab with orthogonal (black) and parallel (red) polarizations, where the temporal profiles of the
pulses are matched close to the emission patterns of the single-photon sources. We achieve HOM visibility
VHOM(τ = 0) = 0.52 ± 0.08 at delay τ = 0 ns, similar to our expectation V theoryHOM = 0.5 for balanced
coherent states. The theoretical model (line) is based on the numerical procedure described in ref.150, using
the measured spatio-temporal modes for each beam. b, Simulation of the quantum interference between
two indistinguishable single-photons with the ensemble cross-correlation function set at g12 = 50. We
theoretically calculate the time-resolved HOM interference for various detuning ∆ between the two photons,
given the temporal profiles of the two transform-limited single-photon sources.
the time by the inhomogeneous Zeeman broadening in late 2007 (chapter 2, see Fig. 2.8). While these may
be considered as missed opportunities, I believe that we followed the ‘right’ footsteps (chapters 7–9) in order
to pursue more interesting ideas for my doctoral thesis.
1.3.3 Indistinguishability between heterogeneous single-photon sources
In mid-2007, we began to collaborate with the cavity QED lab (Andreea Boca, Dave Boozer, Russell Miller
and Tracy Northrup in lab 11) to study the time-resolved Hong-Ou-Mandel (HOM) interference149 between
two indistinguishable single photons emitted from an ensemble and a single atom in a cavity. While we have
not been able to succeed in this experiment with sufficiently large suppression for the two-fold coincidence
between the two output ports of the interferometer, there were discussions regarding the non-classicality of
HOM interference. During this time, I also analyzed experimentally and theoretically the temporal profile of
the HOM interference for two photons emanating from each lab (see, e.g., Fig. 1.4).
1.3.4 Inducing phase shifts between collective excitations stored in atomic ensembles
for quantum-enhanced phase estimation
In early 2010, Aki, Lucile, and I explored the possibility of randomly inducing a pi phase shift on one of four
atomic ensembles, following Steven’s idea to employ a quantum-enhanced parameter estimation protocol
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Figure 1.5: A phase shift in the collective excitation due to an off-resonant ac-Stark shift beam. Theoret-
ically simulated variance ∆(2) for two ensembles as a function of storage time τ , including inhomogeneous
broadening from the ac-Stark shift beam. A dashed line shows the result of ∆(2) without a light- shift beam,
whereby ∆(2) increases due to motional dephasing. We define ∆(2) = 1− p210 − p201, where p10 and p01 are
the normalized output probabilities after interfering two entangled fields (chapters 8–9).
(partially discussed in ref.33 and chapter 9). The idea was to induce a phase shift on the ground state coherence
|F = 3〉 − |F = 4〉 by switching on an off-resonant beam. This phase-shift beam would interact with the
collective excitations |s〉k in a direction not phase-matched to |s〉k, thereby avoiding any possible collective
enhancement of accidentally erasing the spin waves. In the process of this study, Lucile worked with Aki
to intensity stabilize the ac-Stark shift beam Iac and to lock an interference filter laser151 to a fiber Fabry-
Perot reference cavity. Aki developed a simple model for simulating the phase shifts and scattering rate for a
given power Iac, as shown by Fig. 1.5. However, according to our estimates, the required retrieval efficiency
and the quantum efficiency to observe any quantum enhanced sensitivity (overall efficiencies of ' 75% for
unambiguous state-discrimination protocol and ' 93% for minimum error discrimination protocol) proved
difficult (if not impossible) with our current experimental capability.
1.3.5 Technical side-projects
1.3.5.1 Development of double-sided AR-coated UHV glass cell
In the early days, Julien and I had worked with Ron Bihler, then at Technical Glass, Inc., to prototype a ultra-
high-vacuum (UHV) glass cell with double-sided anti-reflection (AR) coating on the windows. Although
I will not discuss this side-project in the thesisb, the new “frit-fusing” technique, which Ron developed in
bInitially, Julien and I worked with Ron Bihler (Technical Glass, Inc., now at Precision Glassblowing, Inc.) to use vacuum compati-
ble glass epoxies (e.g., Epotek 353ND) and Vacseal to seal AR-coated cells, but it proved to be very fragile during bakes in 2006. Later,
I worked with Kazuyuki Tsukamoto (Japan Cell) and Ron in 2007 to create a robust AR-coated UHV Pyrex cell by optically contacting
polished glasses assisted with local heating of standard glass frits. Ron later extended this approach to develop his low-temperature
frit-fusing method.
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2007, combines the traditional optical contacting method with special low-temperature frits, and allows for
fusion-bonding optical quality fused silica/quartz windows without damaging the AR coating. While I have
considered using this cell for the next generation vacuum chamber at the time, unfortunately we have not
pursued this project further because of some fear of developing fractures in the frits over time. However,
I would like to note that several groups in JILA, Paris, and Stanford have by now used these cells in their
BEC experiments successfully, where they have maintained pressures under 10−10 Torr over the last couple
of years. It may be interesting to revisit this idea in the future.
1.3.5.2 Filtering quantum fields at the single-photon level from the strong classical beams
In 2008, Hui and I characterized a photo-refractive fiber Bragg grating from AOS, which Russ and Tracy
have investigated before. Despite the narrow bandwidth (ν = 500 MHz), the transmission was not superior
to our existing setup using the Cs filter cells with paraffin coating (attached with AR-coated windows). Scott
has also looked into a custom fiber cavity (Micron Optics), where the transmission was inferior to the fiber
Bragg grating. I have looked into custom fiber wavelength division multiplexers (WDM) and circulators from
Canadian Instruments and Research Limited (CIRL) and Oz Optics at 852 nm, which was later found to be
unfavorable due to transmission loss and Brillioun scattering noise from the locking lasers in a test at CIRL.
Later, Daniel in lab 1 carried on with studying the WDMs for the fiber trap in 2010.
In 2009, Aki and I characterized a custom AR-coated frit-fused Cs vapor cell with paraffin and buffer gas
(Technical Glass, Inc., now part of Precision Glassblowing of Colorado) hoping for a better optical quality
with the help of double-sided AR coating (section 1.3.5.1). However, the thermally redistributed paraffin
contaminated the polished windows and subsequently limited the transmission as well as the wavefront dis-
tortion.
A recent reincarnation of this project has been made with my work in late 2010 with Dr. Vadim Smirnov
and Dr. Igor Ciapurin at OptiGrate to produce a custom holographic grating (VBG) (Fig. 1.6a) from a photo-
thermo-refractive (PTR) glass that provides an unprecedented filtering capability for the quantum fields to
avoid contamination from the classical trapping beams for the fiber trap by ∼ 180 dB extinction ratio and
> 95% diffraction efficiency (chapter 10). Our test on the VBGs agrees well to the simulation based on
coupled mode theory152 (Fig. 1.6b). Formerly, such an attempt has been made successfully in Allan Migdall’s
group at NIST.
1.3.5.3 Other projects
There have been other side-projects contributing to the group in general, which I will not discuss here in
detail, as Scott’s work on generating pulse trains and logic gates with field programmable gating arrays
(FPGA) (National Instruments) for atomic ensemble experimentsc. While Scott and I determined that the
FPGA’s timing noise was insufficient for our experiments (chapters 8–9), lab 1 later used this FPGA for their
cFormerly, James Chou tested slower Spartan FPGAs from Xilinx.
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Figure 1.6: A custom made high-performance PTR-based volume Bragg grating. a, Volume Bragg
grating (OptiGrate, Inc.) mounted on a high-precision 3-axis tilt-roll mount (∼ µrad sensitivity). b, Spectral
dependence for a single volume Bragg grating. The measured extinction ratios ER (green circle) for the
red-detuned and blue-detuned trapping beams at λ = 687 nm and 935 nm are 70 and 92 dB, respectively.
The black circles are the measured diffraction efficiency around resonance. The diffraction efficiency on
resonance (λ0 = 852.35 nm) is ηDE = 93.5± 0.3%, limited by the broadband AR coating. The red curve is
a simulation based on coupled mode theory152. The spectral bandwidth (FWHM) is designed to be δν = 30
GHz and the intrinsic diffraction efficiency is η(int)DE = 99.9%, according to my calculations for a Gaussian
beam of w0 ' 1 mm.
experiment153. In chapter 9, we implemented an alternative solution by way of a quantum composer and
digital logic gates.
Aki and I also updated the diode laser’s circuitries as well as other electronicsd. Scott and I designed
various electronic servos for locking interferometers and standard Fabry-Perot cavities, as well as for intensity
stabilizations, and various logic circuits for pulse triggers, controls, and synchronizations. In appendix A, I
list a few examples of the electronic circuit designs.
I characterized a variety of methods to image patches of atoms in a single collective excitation via mi-
crolens arrays (w0 ' 2 µm with 80% filling factor) (SUSS MicroOptics and Jenoptik) and lensed fiber arrays
(w0 ' 600 nm with 5% filling factor) (Seikoh-Giken). Scott characterized ball lenses (Laseoptics) and ta-
pered lens fibers (Nanonics) for imaging single atomse (w0 ' 400 nm). More detail on these and other
projects can be found in our lab notes and written notes, and in the “lab 2 disc,” which compiles all the
electronic files for the printed circuit boards (PCB) in lab 2 since 2006.
1.4 List of recent advances
To summarize the advances made in this thesis, I hereby list major achievements that my colleagues and I
have made over the last few years:
dSee some examples in the ‘blue book’ of the electronics room and in the lab 2 disc (e.g., VCO designs, phase-sensitive detectors,
high-bandwidth HV amplifiers, and piezo controllers).
eLater, the tapered lens fiber from Nanonics was used in lab 11a for trapping single atoms. Daniel Chao, Scott Kelber, Scott Papp,
and Cindy Regal further characterized the fiber in detail.
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1. Characterization of the dissipative process for heralded entanglement stored in atomic ensembles (chap-
ter 3).
2. Realization of functional quantum nodes for entanglement distribution over a scalable quantum net-
work (chapter 4).
3. Reversible mapping of photonic entanglement into and out of a quantum memory (chapter 6).
4. Characterization of entanglement for one photon shared among four optical modes via quantum uncer-
tainty relations (chapter 8).
5. Coherent control of generation, storage, and transfer of multipartite entangled spin-waves to photonic
multipartite entangled states (chapter 9).
In the remaining chapters, I will describe specific experimental and theoretical results of our work to
substantiate the advances listed here, as well as others.
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Chapter 2
Atom-light interaction
2.1 Physical system
In a classic paper in 1954, R. H. Dicke calculated the rate at which radiation is emitted spontaneously by a
collection of two-level atoms42. By considering the entire collection ofNA atoms as a single quantum system,
he found that under certain conditions the atoms in the excited state can cooperatively decay into the ground
state by emitting light into a single mode at a rate 1/τc ∝ NAΓ0 much faster than their incoherent emission
rate Γ0 = 1/τ0. The emission intensity Icoh is thereby collectively enhanced with Icoh ∝ NA~ω0/τc ∝ N2A,
relative to the incoherent emission intensity Iinc ∝ NA~ω0/τ0 ∝ NA. Indeed, the initial investigations of
non-trivial dynamics for the collective spontaneous emissions began with the studies of ‘superradiance’ for
atoms localized in a sub-wavelength region (|r| < λ0)42,44.
In a subsequent paper154, Dicke predicted that radiation into a particular mode could be enhanced (su-
perradiance) or suppressed (subradiance) for a spatially extended sample |r|  λ0, depending upon the
relative spatial phases of the atoms44,155. In this case, superradiance is manifested by a quantum analogue of
Bragg reflection of light on an atomic phase grating. Unlike the case for sub-wavelength samples |r| < λ0,
where the initial spontaneous emission of an inverted atomic system leads to a phase coherence between the
atomic dipoles due to the intrinsic indistinguishability in the emission process, the superradiant emission of
an extended sample is also associated with the classical constructive interference of the wavelets produced by
periodically located scattering sites in the “forward” direction set by the sample geometry. Such collective
spontaneous emissions over extended samples have been observed in a wide variety of physical systems, in-
cluding the observations of superradiance in molecular rotational and Rydberg transitions156,157 as well as in
optical transitions158–160. More recently, superradiant Rayleigh emission has been observed in light scattering
experiments with Bose Einstein condensates161.
In the quest to distribute quantum coherence and entanglement over quantum networks1,162, there has been
significant interest in the Raman interaction of light with atomic ensembles consisting of a large collection
of identical atoms at the single-photon level4,48 (chapters 3–10). In this chapter, I begin with an atom-
light interaction Hamiltonian in Dicke’s approximation leading to a classic type of collective spontaneous
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fluorescence (for |r| < λ0) and introduce basic notations used throughout this thesis (section 2.2). Then,
I discuss the steady-state solutions for spontaneous Raman interaction which creates non-classical atom-
photon correlations (section 2.3), and demonstrate that the parametric interaction can be used as quantum
resources (section 2.4). I also describe the equation of motions for the collective matter-light interaction
via the adiabatic passage of dark-state polaritons (section 2.5). Finally, I discuss two dominant decoherence
mechanisms, which result in spin-wave dissipations and finite memory time (section 2.6).
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2.2 Superradiance for a collection of two-level atoms
We consider an ensemble of NA two-level atoms at positions ~ri with i ∈ {1, · · · , NA}. The sample is
comprised of ground and excited states (|g〉, |e〉), separated by an energy of ~ω0. Here, we introduce the
raising and lowering single-atom operators in terms of Pauli spin operators σˆ+i (σˆ
−
i ) = |e〉i〈g| (|g〉i〈e|),
and the inversion operator as σˆz,i = 12 (|e〉i〈e| − |g〉i〈g|). The electric dipole operator is then given by
Dˆi = (σˆ+i + σˆ−i )d0~a, where d0 is the matrix element for the transition |g〉 ↔ |e〉 and ~a is the polarization
vector for the atomic transition. We introduce the positive and negative frequency components of the electric
fields
~E+(~r) =
∑
~k,
E~k,aˆ~k,ei
~k·~r~γ (2.1)
~E−(~r) =
∑
~k,
E∗~k,aˆ
†
~k,
e−i~k·~r~∗γ , (2.2)
where E~k,(~r) is the slowly-varying amplitude and ~γ is the optical polarization vector, for which we assumed
a plane-wave expansion with E~k,(~r) = −i
√
~ck
20V .
We can then write the atom-light Hamiltonian for an ensemble of NA two-level atoms as
Hˆensemble =
NA∑
i
~ω0σˆz,i +
∑
~k
~ω~kaˆ
†
~k
aˆ~k −
NA∑
i
(
~E+(~r) + ~E−(~r)
)
· Dˆi, (2.3)
where {aˆ~k, aˆ†~k} are the mode operators for wave-vector ~k a.
2.2.1 Dicke Hamiltonian
Superradiance is a transient coherent processb involving a collective mode of all the NA atoms in the sample.
In the collective mode, correlation and order between the dipole moments arise through spontaneous emis-
sions in an inverted system (initial state with |Ψ(t = 0)〉 = |e · · · e〉), due to the intrinsic indistinguishability
in the emission processes of the individual atoms. After a delay t0, the initial spontaneously emitted photons
build up the coherences among the atoms, leading to a superradiant pulse. From Eq. 2.3, we write the multi-
mode theory of the Dicke Hamiltonian (|r| < λ0) (in the electric dipole and rotating wave approximations)
and treat the atomic states (labeled a) as a system and electromagnetic modes (labeled γ) as a Markovian
bath. The Dicke Hamiltonian is given by
HˆDicke = ~ω0Sˆz︸ ︷︷ ︸
Hˆa
+
∑
~k
~ω~kaˆ
†
~k
aˆ~k︸ ︷︷ ︸
Hˆγ
+
∑
~k
(
~g~kSˆ
+
0 aˆ~k + h.c.
)
︸ ︷︷ ︸
Hˆaγ
, (2.4)
aWe implicitly include the polarization  by absorbing the notation (~k, )→ ~k.
bOther notable examples of transient cooperative effects include optical free induction decay and photon echo.
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where h.c. is a hermitian conjugate of the term ~g~kSˆ
+
0 aˆ~k, ~g~k = i
√
~ckd20
20V ~γ · ~a is the single-atom single-
photon coupling constant, ~γ,a are the polarization vectors of the photon and the atomic dipole, and V is the
coherence volume. Here, we used collective lowering and raising operators
Sˆ−~k =
∑
i
ei
~k·~ri σˆ−i ' Sˆ−0 =
∑
i
σˆ−i (2.5)
Sˆ+~k
=
∑
i
e−i~k·~ri σˆ+i ' Sˆ+0 =
∑
i
σˆ+i , (2.6)
and the collective inversion operator
Sˆz '
∑
i
σˆzi . (2.7)
In addition, we define the total angular momentum operator (also known as the length of the Bloch vector
~ˆ
Sk) as
Sˆ2 =
1
2
(Sˆ+0 Sˆ
−
0 + Sˆ
−
0 Sˆ
+
0 ) + Sˆz. (2.8)
In writing Eqs. 2.4–2.6, we assumed the sub-wavelength condition ei~k·~ri ' ei~k·~r0 for ∀i (Sˆ~k '
∑
i σˆ
−
i ),
leading to the introduction of collective symmetric states |S,m〉 of Sˆz and Sˆ~kc.
2.2.2 Collective spin states
Collective spin states |S,m〉 for the maximum angular momentum S = N/2 are given by (ref.43)
|S,m〉 =
√
(S +m)!
N !(S −m)! (Sˆ
−
0 )
S−m|e · · · e〉, (2.9)
with −S ≤ m ≤ S. The collective state |NA/2,m〉 in Eq. 2.9 represents a fully symmetric state whereby
(NA/2 + m) atoms are in the excited state |e〉 and (NA/2 − m) atoms are in the ground state |g〉. The
collective spin states |S,m〉 are simultaneous eigenstates of Eqs. 2.7–2.8 with the following relations
Sˆz|S,m〉 = m|S,m〉 (2.10)
Sˆ2|S,m〉 = S(S + 1)|S,m〉. (2.11)
Similarly, the collective raising and lowering operators Sˆ±0 acting on |S,m〉 are
Sˆ±0 |S,m〉 =
√
(S ∓m)(S ±m+ 1)|S,m± 1〉. (2.12)
cFor |r| < λ0 in the optical regime, one cannot neglect the effect of van der Waals force ∼ 1/r3ij . I refer to ref. 44 for further
discussions of non-ideal superradiance in the presence of dipole-dipole coupling between the atoms.
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The collective spin operators follow the commutator relations
[
Sˆ+0 , Sˆ
−
0
]
= 2Sˆz (2.13)[
Sˆz, Sˆ
±
0
]
= ±Sˆ±0 . (2.14)
We will use the language of collective spin algebra in the context of quantum many-body theory in chapter 9
to study the thermal behavior of entanglement in quantum spin models.
Since the Dicke Hamiltonian HˆDicke in Eq. 2.4 commutes with the operator Sˆ2, 〈Sˆ2〉 is a constant of
motion. On the other hand, [Sˆz, HˆDicke] 6= 0. Thus, as we will discuss in the next section, we can expect
that the inverted atomic system (|Ψ(t = 0)〉 = |e · · · e〉) undergoes a series of cascade emissions with the
atomic state confined in a ladder formed by (2S+1) equidistant energy levelsEm = m~ω0 of the symmetric
collective states |S,m〉 shown in Fig. 2.1a, analogous to the case of spontaneous emission of a spin with
angular momentum S.
2.2.3 Superradiant emission for an atomic ensemble in a sub-wavelength volume
Since the system-reservoir Hamiltonian is Hˆaγ =
∑
~k(~g~kSˆ
+
0 aˆ~ke
i(ω0−ωk)t + h.c.) in the interaction picture
(Eq. 2.4), we can write the real partd of the master equation (in the Born-Markov approximatione) with
d
dt ρˆa(t)|real = − 1~2 Trγ
(∫ t
0
dt′[Hˆaγ(t), [Hˆaγ(t′), ρˆa(t)⊗ ρˆγ(0)]]
)
following the standard procedures164–166
as
d
dt
ρˆa(t)|real = −Γ0
2
nγ(Sˆ
−
0 Sˆ
+
0 ρˆa − 2Sˆ+0 ρˆaSˆ−0 + ρˆaSˆ−0 Sˆ+0 )
−Γ0
2
(nγ + 1)(Sˆ
+
0 Sˆ
−
0 ρˆa − 2Sˆ−0 ρˆaSˆ+0 + ρˆaSˆ+0 Sˆ−0 ), (2.16)
where Γ0 = k3d20/(3pi0~) is the single-atom spontaneous emission rate in the Wigner-Weisskopf theory of
spontaneous decay.
To describe superradiance in the optical domain, we may approximate the reservoir modes γ as vacuum
states with zero mean thermal occupation (nγ = 0). Then, the surviving term in this master equation (2nd
term) describes a symmetric collective damping process for the system, cascading from the initial totally
dNote that the dispersive imaginary part of the master equation gives rise to collective Lamb shift and van der Waals interaction 44.
Namely, we find
d
dt
ρˆa(t)|imaginary = −
id20
4pi0
∑
i>j
1
r3ij
[
1− 3(~a · ~rij)
2
r2ij
]
σˆ+i σˆ
+
j , ρˆa
 . (2.15)
The superradiance for Eq. 2.16 occurs because of the indistinguishability in the emission pathways among the atoms. The dispersive
van der Waals interaction (Eq. 2.15) has a characteristic dipole-dipole coupling gvdW ' |d0|
2
4pi0r
3
ij
, where the relative strength to Γ0
is gvdW
Γ0
' 1
10pi
(
λ0
rij
)3
. For |r|  λ0, the frequency shifts of this dipole-dipole interaction may break the symmetric behavior of
superradiance as discussed here. The full analysis including van der Waals dephasing is out of scope for the current discussion, and I
refer to refs. 44,163 for a detailed analysis.
eFor sufficiently large NA, the Markovian approximation ρˆγ(t′) ' ρˆγ(0) =
∏
~k
|0〉~k〈0| may break down, leading to oscillatory
superradiant emissions 164,165.
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a b
Figure 2.1: Superradiant states and atomic Fresnel number. a, Energy levels for the collective spin
states. A ladder of symmetric collective spin states of maximal angular momentum S = NA/2 is shown for
m ∈ {−S,−S+1, · · · , S−1, S}. Nc is the normalization constant. b, Pencil-shaped atomic ensemble. The
geometric angle is given by θg =
√
piw20/L, whereas the diffraction angle is θd = λ0/
√
piw20 .
inverted state |Ψ(t = 0)〉 = |S, S〉 (|e · · · e〉) to lower symmetric collective states |S,m〉 (progressively
decaying from m = NA/2 to m = −NA/2) in the subspace of S = NA/2 (Fig. 2.1a).
Indeed, in the quantum jump picture, we can write the short-time (δt) evolution of the atomic state ρˆa(t)
as (Eq. 2.16)
ρˆa(t+ δt) '
(
1− Γ0δt
2
Sˆ+0 Sˆ
−
0
)
ρˆa(t)
(
1− Γ0δt
2
Sˆ+0 Sˆ
−
0
)
︸ ︷︷ ︸
“no” photon loss
+ Γ0δtSˆ
−
0 ρˆa(t)Sˆ
+
0︸ ︷︷ ︸
“yes” photon loss
+O(δt2), (2.17)
with the two terms corresponding to the conditional density matrices for zero and single spontaneous emitted
photons, respectively. Since the collective jump operators Sˆ±0 cannot alter the symmetry (and the total angular
momentum S) of ρˆa(t), the time-evolution of ρˆa(t) from the initially symmetric state |Ψ(t = 0)〉 with total
inversion will remain in the S = NA/2 manifold with a transition probability from |S,m〉 to |S,m−1〉 given
by p(|S,m〉 → |S,m − 1〉) = Γ0δt〈Sˆ+0 Sˆ−0 〉 = Γ0δt(S + m)(S − m + 1). In particular, for m = 0, we
find a collectively enhanced emission of p(|S, 0〉 → |S,−1〉) ' Γ0δtN2A4 , relative to the transition probability
Γ0δtNA for a collection of independent atoms (Γ0δt for single atoms).
The equation of motion for the collective spin operators {Sˆ±0 (t), Sˆz(t)} can be solved analytically from
the master equation (Eq. 2.16) in the semi-classical approximation. Using the commutator relationships (Eqs.
2.13–2.14), we obtain the following differential equations (Eq. 2.16)
d
dt
〈Sˆ−0 〉 = −Γ0〈SˆzSˆ+0 〉 (2.18)
d
dt
〈Sˆz〉 = −Γ0〈Sˆ+0 Sˆ−0 〉. (2.19)
In the semi-classical approximation (i.e., taking operators as c-numbers), we solve the equations of motions
(Eqs. 2.18–2.19) and obtain 〈Sˆz(t)〉 ' −S tanh(Γ0S(t−td)). This leads to a superradiant emission intensity
of Ic = −Γ0 d〈Sˆz〉dt = N
2
AΓ0
4 sech
2
(
NAΓ0
2 (t− td)
)
.
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2.2.4 Superradiance for extended atomic ensembles
The dynamics of multimode superradiance for extended samples167,168 is more complex than the classic
example of Dicke superradiance42 in section 2.2.3, as the master equation involves various spatial phases
~k ·~ri (thus, the geometry of the atomic sample) as well as a second-order propagation equation (i.e., Maxwell-
Bloch equation, see also Eq. 2.39) through the atomic sample of length L  λ0 (see Fig. 2.1b). For the
current discussion, it suffices to say that if the Fresnel number Fa = piw20/Lλ0 is ' 1 for the atomic samplef
(F ' 1 for our experimental parameters, see section 2.3.2.2), the propagation equations of the field for the
‘pencil shaped’ sample can be well approximated to a one-dimensional model44,70,167,168. The superradiant
emission takes place along the elongated direction ~k′ of the sample (so-called “end-fire mode”)161, for which
the collective variables ~S~k =
∑
i e
i~k·~ri~σi are “phase-matched.” In this case, the so-called ‘shape function’
f(~k,~k′) = 1
N2A
∑NA
i,j exp[i(
~k − ~k′)(~rj − ~ri)] determines the phase-matching condition from the sample
geometry167, which results from the classical interferences of the emitted photons ~k′ from the collection of
atoms excited by a pump laser with a wave-vector ~k.
fAs shown in Fig. 2.1b, we can express the Fresnel number Fa = θg/θd as the ratio between the geometric and diffraction angles
(θg,d) with θg (θd) =
√
piw20/L (λ0/
√
piw20). For F  1, several transverse modes are necessary to describe the field propagation
through the atomic ensemble, whereas Fa  1 gives large diffraction angle. In our experiment, L is set, by design, approximately to the
Rayleigh length zR for the Hermite-Gaussian mode of our imaging system (L ' zR), as our atomic sample is much larger than both
{w0, zR}. Thus Fa = piw20/Lλ0 = zR/L ' 1. This justifies the use of the Maxwell-Bloch equation with paraxial approximation in
our analysis for sections 2.3–2.5.
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2.3 Parametric atom-light interaction
The weak nonlinearity of spontaneous Raman scattering can generate strong non-classical correlations be-
tween the atoms and the scattered photons169. As we will discuss later in section 2.4, combined with the
‘strong’ nonlinear response of the system by a quantum measurement, an initially independent pairs of atomic
ensembles can be prepared into a heralded entangled state by a nonlocal measurement (refs.4,27,34, see chapter
3). A critical element is the initial atom-photon correlation generated from parametric atom-light interactions
Hˆ
(par)
int ∼ χpaˆγ Sˆa+h.c.. Such quantum resources form the basis of many experiments in this thesis (chapters
3–5).
The creation of atom-photon correlations can be qualitatively understood as follows (Fig. 2.2). As shown
in Fig. 2.2a, we initially prepare all the atoms in their ground state |g〉 = |g, · · · , g〉. Subsequently, an
off-resonant ‘write’ laser (red-detuned from |g〉 → |e〉 transition with detuning ∆w) induces a spontaneously
Raman scattered photon (|e〉 → |s〉), called field 1 (denoted by γ1), in the forward direction (with probability
ξ  1), whose photon-number state |n〉γ1 is correlated with the number states |n〉a of the atoms being
transferred from the initial state |g〉 to a metastable ground state |s〉. As it is impossible (even in principle)
to discern which atom i ∈ {1 · · ·NA} has been transferred to |si〉 (i.e., the which-atom information), the
number state of the atoms is associated with a collective atomic mode ~ˆSgs = 1NA
∑NA
i e
i(~kw−~k1)·~ri ~ˆσgs,
corresponding to a ‘spin wave’ of a collective excitation. These spin-wave excitations are analogous to the
symmetric superradiant states (but for radiatively inactive hyperfine ground state coherences |g〉 − |s〉) in
section 2.2.2. Thus, the classical writing laser drives the initial atom-field state to a two-mode squeezed state
|Ψ〉aγ1 = Uˆ (par)int |g〉 =
∑∞
n=0 cn|na, nγ1〉 with thermal distribution |cn|2 = n
n
(n+1)n+1 through a coherent
evolution of Uˆ (par)int = e
−i ∫ dtHˆ(par)int (t)/~, which display non-classical correlations between the two modes72,73
(i.e., between the field 1 and the collective atomic mode). Any subsequent measurement on |n〉γ1 projects the
spin sibling to a definite number state |n〉γ1 of collective excitations (section 2.4).
In this section, we describe a quantum theory for spontaneous Raman scattering in the regime of weak
excitations ξ  1 with an effective one-dimensional model. We decompose the atom-light interaction Hamil-
tonian for a Λ-level system by adiabatically eliminating the excited state. We also obtain the steady-state
solutions for the atom-field system, which correspond to a model of non-degenerate parametric amplifier.
2.3.1 Spontaneous Raman interaction: Creating spin waves
Here, we consider an atomic ensemble consisting of NA atoms in a Λ-level system. We assume a cylindrical
atomic sample with radius w0 and length L (Fig. 2.1b). As shown by Fig. 2.2a, the atomic ensemble
interacts with a classical ‘write’ laser with Rabi frequency Ωw(~r, t)ei
~kw·~r (where Ωw(~r, t) = Ω˜w(t)uw(~r))
and polarization ~w, and a quantum field
~ˆ
E1(~r, t), which we call field 1. Here, uw(~r) is the mode function
for a Hermite-Gaussian mode of the writing laser, and the positive frequency component of the quantum field
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Figure 2.2: Generating and retrieving collective excitations to photons. a, Generating and storing single
collective excitations. A weak write pulse illuminates the cold atomic sample, generating a Raman scattered
photon, called field 1. The detection of a single photon in field 1 heralds the generation of a correlated single
collective excitation |s〉 in the ensemble. b, Retrieving single collective excitations to single photons. After a
storage time τ , a strong read pulse maps the collective excitation to a single photon in field 2 via superradiant
emission.
is expressed in terms of the normalized slowly-varying operator Eˆ1(~r, t) with
~ˆ
E+1 (~r, t) = i
√
~w1
20V1 Eˆ1(~r, t)e
i~k1·~r~1. (2.20)
The slowly-varying operator Eˆ1(~r, t) obeys the commutation relations
[Eˆ1(~r, t), Eˆ†1(~r′, t′)] = V1δ(~r⊥ − ~r′⊥)δ(z − z′ − c(t− t′)) (2.21)
where ~r⊥ = (x, y) is the transverse position vector and V1 is the field quantization volume.
As we described in the previous section, the writing laser is red-detuned by ∆w = ww − wge from the
|g〉 → |e〉 transition, and we also include the two-photon detuning δw1 = ww − w1 + wgs for the ‘field 1’,
where wi with i ∈ {w, 1} are the respective angular frequencies for the writing laser and field 1, and wgs
is the hyperfine splitting for the ground states |g〉 − |s〉. Both fields propagate approximately in the forward
direction ~kw(~k1) ‖ zˆ, and we treat the propagation of the weak quantized field in the paraxial approximation.
In practice, we employ an off-axial excitation scheme pioneered by Balic´ et al.75, with a small relative angle
θ ≤ 3◦ between ~kw and ~k1, such that ~1,~w ' ~q , where ~q is the polarization vector in the spherical basisg.
gWe decompose the polarization vector in the spherical tensor form,
~+ = − 1√
2
(xˆ+ iyˆ)
~− =
1√
2
(xˆ− iyˆ)
~0 = zˆ.
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2.3.1.1 Interaction Hamiltonian
In the weak depletion limith, where the Rabi frequency Ωw(~r, t) is constant over z, we can write the interac-
tion Hamiltonian in the rotating wave approximation,
Hˆ(par)s =
∫
d~rnA(~r){~∆wσˆee(~r, t)− ~δw1σˆss(~r, t)
−
[
~gpEˆ1(~r, t)ei~k1·~rσˆes(~r, t) + ~Ωw(~r, t)ei~kw·~rσˆeg(~r, t) + h.c.
]
}, (2.22)
where nA(~r) is the atomic density, gp = des
√
wes
2~0V1 is the atom-photon coupling constant with dipole
matrix element des = 〈e|dˆ|s〉. We take the quantization volume V1 as the sample volume. In writing the
Hamiltonian Hˆ(par)s in Eq. 2.22, we denoted the collective atomic variables defined locally at ~r (evaluated
over a small volumei containing N~r  1 atoms) in the continuum limit (
∑→ ∫ d~rnA(~r)) of
σˆµν(~r, t) =
1
N~r
N~r∑
i
σˆ(i)µνe
−iwµνt, (2.23)
with single-atom operator σˆ(i)µν = |µ〉i〈ν|. The collective variables follow the commutation relations,
[σˆαβ(~r, t), σˆµν(~r
′, t)] =
V1
N~r
δ(~r − ~r′)(δβµσˆαν(~r, t)− δνασˆµβ(~r, t)). (2.24)
In particular, the hyperfine ground-state coherence {σˆgs, σˆsg} follows the Bosonic commutator relations
[σˆsg(~r, t), σˆ
†
sg(~r
′, t)] ' V1
N~r
δ(~r − ~r′)σˆgg(~r, t) +O
(
1
N2~r
)
(2.25)
in the weak excitation limit σgg ' 1 σee, σss.
2.3.1.2 Heisenberg-Lanvegin equations
In addition, the system Hˆ(par)s interacts with a thermal reservoir (Markovian bath)
Hˆr =
∑
~k,j
~wj rˆ†~k,j rˆ~k,j (2.26)
at temperature T (mean photon number nthµν) with reservoir mode operators {rˆ†~k,l, rˆ~k,l} and with interaction
Hamiltonian of the form
Hˆ(µν)sr = ~
∑
~k,j
(
gsr(~k,wj)rˆ
†
~k,j
σˆµν + h.c.
)
. (2.27)
hThis approximation is, strictly speaking, not valid for our laboratory parameters with optical depth d˜0(∆w = 0) > 10 and small
detuning ∆/Γ ' 2 (chapters 3–9). In our experiments, the writing laser experience non-negligible amount of depletion as it propagates
through the sample with Ωw(~r, t) ∼ e−d˜0(∆w)z/L, where d˜0(∆w) is the effective optical depth for the detuning ∆w .
iThe linear dimension |δ~r| of this volume must be large enough to contain macroscopic numbers of atoms, but small compared to
the characteristic variation in the spin-wave amplitude: i.e., |δ~r|  λgs = 2pi|~kw−~k1| .
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The total Hamiltonian including the respective reservoir modes for the atomic coherences σµν is
Hˆtot = Hˆ
(par)
s + Hˆr +
∑
µ,ν
Hˆ(µν)sr . (2.28)
In the Heisenberg-Langevin approach143,164–166, we can describe the dynamics of the atomic operators
(from Eq. 2.28) by a set of self-consistent equations of motions (ref.143)
∂tσˆµν = −γµν σˆµν − i~ [σˆµν , Hˆ
(par)
s ] + Fˆµν . (2.29)
The Langevin noise operators Fˆµν(~r, t) arise from the system-reservoir interactions Hˆ
(µν)
sr , and are associated
with the decay term (−γµν σˆµν) in Eq. 2.29, representing the dissipation of the atomic coherences σˆµν into
the fluctuating reservoir modes (and vice versa). The exact form of Fˆµν(~r, t) is not important, as they are
δ-correlated (〈Fˆ †µν(t)Fˆµν(t′)〉r = 2γµνnthµνV1δ(t − t′) and [Fˆµν(t), Fˆ †µν(t′)] = 2γµνV1δ(t − t′)) and have
zero reservoir average (〈Fˆµν〉r = 0). In addition, the system-reservoir correlation function is given by
〈σˆ†µν(t)Fˆµν(t′)〉 = γµνnthµνV1δ(t− t′). In the following discussion, we will assume vacuum states nthµν = 0
for the reservoir modesj.
Explicitly, the equations of motions for the optical coherences {σˆse, σˆeg}, and the ground-state coherence
σˆgs are given by the following set of equations (with σˆgg  σˆss, σˆee)
∂tσˆse = −(γse + i(∆w − wgs)− iδw1)σˆse + iΩwei~kw·~rσˆsg + Fˆse (2.30)
∂tσˆgs = −(γgs − iδw1)σˆgs − iΩwei~kw·~rσˆes + ig∗p Eˆ1e−i~k1·~rσˆge + Fˆgs (2.31)
∂tσˆeg = −(γeg − i∆w)σˆeg − iΩ∗we−i~kw·~rσˆgg + Fˆeg. (2.32)
2.3.1.3 Adiabatic elimination of excited state
In the following, we solve the steady-state solution for Heisenberg-Langevin equation of motion (Eqs. 2.30–
2.32). If we assume the far off-resonant limit ∆w  γse, γeg and the narrow-bandwidth δww  ∆w of the
write laser, we can adiabatically eliminate the excited state |e〉 and obtain the steady-state solutions for the
optical coherences (i.e., ∂tσˆse = ∂tσˆeg = 0). Namely,
σˆse ' − Ωw
∆w − wgs
(
1 +
δw1 + iγse
∆w − wgs
)
ei
~kw·~rσˆsg (2.33)
σˆeg ' −Ω
∗
w
∆w
(
1− i
(
γeg
∆w
))
e−i~kw·~rσˆgg − i
∆w
(
1− i
(
γeg
∆w
))
Fˆeg. (2.34)
By substituting these solutions (Eqs. 2.33–2.34) to Eq. 2.22, we obtain the effective interaction Hamilto-
jThis is a reasonable approximation given that optical transitions correspond to a temperature scale > 3, 000 K, relative to room-
temperature 300 K.
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nian (neglecting the noise terms and assuming constant atomic distribution nA(~r) = NA/V1)
Hˆ
(par)
eff =
NA
V1
∫
d~r
{
~∆σˆee(~r, t)− ~δσˆss(~r, t) + ~|Ωw(~r, t)|
2
∆w
σˆgg − i~|Ωw(~r, t)|
2γeg
∆2w
σˆgg
}
+
1
V1
∫
d~r
{
~χp(~r, t; ∆w, δw1)Eˆ1(~r, t)Sˆ(~r, t) + h.c.
}
, (2.35)
where Sˆ(~r, t) = √NAe−i(~kw−~k1)·~rσˆgs(~r, t) is the phase-matched slowly-varying spin-wave amplitude, and
χp(~r, t; ∆w, δw1) ' gp
√
NA
Ω∗w(~r,t)
∆w−wgs is the effective parametric coupling constant. Here, the collective
enhancement (
√
NA) is manifested not by the increased emission rate of the Raman scattered photon, but by
the increased quantum correlation between field 1 and collective excitation (section 2.4).
The first term of Eq. 2.35 includes the bare-state atomic Hamiltonian, light shift (∼ ~|Ωw|2∆w ), and the
population loss of σˆgg due to optical pumping (∼ i~|Ωw|
2γeg
∆2w
). For our experiments, we can neglect the
later two effects (optical pumping and light shift), as the intensity Iw for the write laser is well below the
saturation intensity Isat with a typical saturation parameter s ≡ Iw/Isat ≡ 2|Ωw|2/γ2eg  10−4 (weak
excitation limit). The second term, however, corresponds to a non-degenerate parametric amplification. This
parametric matter-light interaction, denoted as
Hˆ(par)int (t) = ~
(
χp(t)Eˆ1Sˆ + χ∗p(t)Eˆ†1 Sˆ†
)
, (2.36)
can generate a two-mode entangled state between the field 1 and the collective atomic mode via the squeezing
operation Dˆ = exp
(
− i~
∫∞
0
dt′Hˆ(par)int (t′)
)
(section 2.4).
2.3.2 Three-dimensional theory of spontaneous Raman scattering
Here, we derive a three-dimensional quantum theory of spontaneous Raman scattering by expanding the
equations of motions in terms of the Hermite-Gaussian modes with mode indices (l,m). Under certain
circumstance, we show that the 3D theory reduces an effective 1D model of a non-degenerate parametric
amplifier between a single-mode (l,m) in field 1 and a single collective atomic mode (l,m).
2.3.2.1 Propagation equations of quantum fields and collective atomic variables
We start by deriving the equation of motion for the field ~ˆE+1 (~r, t) traveling along ~k1 ‖ zˆ in the slowly-varying
envelope approximation143,170. The wave equation for ~ˆE1(~r, t) =
~ˆ
E+1 (~r, t)e
−iw1t+ ~ˆE−1 (~r, t)e
iw1t (Eq. 2.20)
in a near-resonant atomic medium is given by
[∂2t − c2~∇2] ~E1(~r, t) = −
1
0
∂2t ~P (~r, t). (2.37)
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As in Eq. 2.20, we write the atomic polarization in terms of the slowly-varying atomic operator σˆse(~r, t)
~ˆ
P (~r, t) = nA(~r)
[
dse~aσˆse(~r, t)e
−i(~k1·~r−w1t) + h.c.
]
. (2.38)
Assuming slowly-varying envelopes (i.e., w1∂tE1  ∂2t E1 and w1σˆse  ∂tσˆse), we then find the equation
of motion for the slowly-varying amplitudes[
∂t − iw1
2
(
1 +
~∇2
k21
)]
E1(~r, t) = igpnA(~r)V1σˆse(~r, t)e−i~k1·~r.
In the paraxial approximation, the quantized field propagates with the equation of motion(
∂t + c∂z − i c
~∇2⊥
2k1
)
Eˆ1(~r⊥, z, t) = igpnA(~r)V1σˆse(~r⊥, z, t)e−i~k1·~r. (2.39)
We can solve the coupled motions for the propagation of the atomic variables and the field 1 by substitut-
ing the adiabatic solutions σˆes, σˆge (Eq. 2.33) to the wave equation (Eq. 2.39) and to the Heisenberg-Langevin
equation for the spin-wave variable σˆgs (Eq. 2.31), thereby yielding the following coupled differential equa-
tions (assuming a flat-top atomic number density nA(~r) = NAV1 )(
∂t + c∂z − ic
~∇⊥
2k1
)
Eˆ1(~r, t) = iχp(~r, t; ∆w, δw1)Sˆ†(~r, t) (2.40)
∂tSˆ(~r, t)− FˆS = −
( |Ωw|2γeg
∆2w
− iδ′
)
Sˆ(~r, t) + iχp(~r, t; ∆w, δw1)Eˆ†1(~r, t).(2.41)
Here, we have assumed negligible spin-wave dephasing γgs ' 0 and δ′ = δ+ |Ωw|
2
∆w
, and FˆS =
√
NAe
−i(~kw−~k1)·~r
Fˆgs is the Langevin noise term for Sˆ.
2.3.2.2 Effective one-dimensional model
Here, I show that the three-dimensional Maxwell-Bloch equations (Eqs. 2.40–2.41) reduce to an effective 1D
model for pencil-shaped ensembles (i.e., atomic Fresnel number Fa ' 1) based on the formalism developed
by Raymer et al. (ref.70). We assume a Gaussian write beam Ωw(~r, t) = Ω˜w(t)uw(~r⊥, z) with a mode
function uw(~r⊥, z) and χp(~r, t; ∆w, δw1) ' χ′p(t; ∆w, δw1)uw(~r⊥, z) (ref.171). We expand the quantum
field Eˆ1(~r, t) with Hermite-Gaussian modes ulm(~r),
Eˆ1(~r, t) =
∑
lm
Eˆ1,lm(z, t)ulm(~r) (2.42)
Sˆ(~r, t) =
∑
lm
Sˆlm(z, t)ulm(~r), (2.43)
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where the mode functions ulm form a complete basis
∑
lm
u∗lm(z, ~r⊥)ujk(z, ~r
′
⊥) = δljδmkδ(~r⊥ − ~r′⊥), (2.44)
and ulm are the eigenfunctions for the paraxial equation
(
∂z − i~∇⊥2k1
)
ulm(~r) = 0 (see Eq. 2.40). Using these
properties and formally integrating Eqs. 2.40–2.41 over d~r⊥, we obtain the coupled equations of motions in
terms of the mode functions
(∂t + c∂z)Eˆ1,lm(z, t) = iχ′p
∑
jk
∫
d~r⊥ (u∗lm(~r)uw(~r)ujk(~r)) Sˆ†jk(z, t) (2.45)
∂tSˆjk(z, t) = −iδ′Sˆjk − |Ω˜w|
2γeg
∆2w
∑
lm
∫
d~r⊥
(
u∗jk(~r)|uw(~r)|2ulm(~r)
) Sˆlm
+iχ′∗p
∑
lm
∫
d~r⊥ (u∗lm(~r)uw(~r)ujk(~r)) Eˆ†1,lm. (2.46)
If we assume that the write beam (uw(z, ~r⊥)) is much larger than the transverse dimension (~r⊥) of the
point-spread function for the imaging system of the field 1 (ulm(z, ~r⊥)), such that uw(z, ~r⊥) ' uw(z), then
the integrals in Eqs. 2.45–2.46 reduce to
∫
d~r⊥ (u∗lm(~r)uw(z)ujk(~r)) '
∫
d~r⊥
(
u∗lm(~r)|uw(z)|2ujk(~r)
) '
δljδmk (ref.70,172). In this case, the effective atomic density participating in the parametric interaction is
defined by the field 1 mode, whose beam-waist is chosen to be much smaller than that of the write laser
(pencil-shaped sample), and Fa = zR/L ' 1 (zR is the Rayleigh range of field 1) in our experiment with
L ' zR. Thus, the resulting equations of motions are reduced to an effective 1D model with
(∂t + c∂z) Eˆ1,lm(z, t) = iχp(~r, t; ∆w, δw1)Sˆ†lm(z, t) (2.47)
∂tSˆlm(z, t) = −
( |Ωw|2γeg
∆2w
− iδ′
)
Sˆlm(z, t) + iχ′∗p (t)Eˆ†1,lm(z, t) + Fˆlm(z, t), (2.48)
where Fˆlm(z, t) is the Langevin noise term associated with Sˆlm. The coupling between the creation of a
single spin-wave Sˆ†lm(z, t) and the annihilation of a single photon Eˆ1,lm(z, t) in field 1 (and vice versa)
in Eqs. 2.47–2.48 describes a non-degenerate parametric oscillator, which in turn generates a two-mode
squeezed state between the collective atomic mode and the field 1 mode (section 2.4).
The spatio-temporal modes of Eˆ1,lm(z, t), Sˆlm(z, t) and the normally ordered correlations such as :
Sˆ†lmSˆlmEˆ†1,lmEˆ1,lm : can be derived from Eqs. 2.47–2.48. We will revisit some of the ideas developed
here (section 2.5), whereby we solve the equation of motion for the retrieval process in the dark-state po-
lariton picture86,95,96. I note that similar expressions have been derived in refs.75,173. More recently, optimal
control theory has been applied to three-dimensional light scattering in a Λ-type ensemble174.
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2.4 Two-mode squeezed state as a quantum resource for DLCZ proto-
col
The initial atom-field state |ga, 0γ1〉 in the Schro¨dinger’s picture evolves to |Ψ〉aγ1 via the unitary rotation
Dˆ = exp
(
− i~
∫∞
0
dt′Hˆ(par)int (t′)
)
with the parametric interaction Hamiltonian Hˆ(par)int (Eq. 2.36) derived in
section 2.3.1.3. The final atom-field state (t→∞) is given by a two-mode squeezed state
|Ψ〉γ1a =
√
1− ξ
∑
ξn/2|nγ1 , na〉, (2.49)
where |nγ1〉 (|na〉) are the number-states for the photons ∼ (aˆ†)n|0γ1〉 (collective excitations ∼ (Sˆ†)n|ga〉)
in field 1 (atomic ensemble), and ξ = tanh2
(
i
∫∞
0
dt′ 1L
∫ L
0
dzχp(z, t
′)
)
 1 is the excitation parameter
with the squeezing parameter given by χp(z, t; ∆w, δw1) ' gp
√
NA
Ω∗w(z,t)
∆w−wgs . Additionally, we define for
simplicity χp(t′) = 1L
∫ L
0
dzχp(z, t
′). For a rigorous treatment of dissipation and propagation effects, one
needs to solve the self-consistent Heisenberg-Langevin equations in Eqs. 2.47–2.48, from which various
correlation functions could be evaluated from Einstein’s relations143.
Here, we make several further remarks:
1. The mean photon number in field 1 is given by n1 =γ1a 〈Ψ|nˆ1|Ψ〉γ1a = ξ1−ξ (= sinh(i
∫∞
0
dt′χp(t′))).
Thus, the excitation probability ξ = n1+n follows the familiar thermal distribution. When the field 1
is traced over, the remaining atomic counterpart is equivalent to a thermal state where the ensemble
exhibits super-Poissonian spin-wave statistics, g(2)(τ) = 〈:nˆa(t)nˆa(t+τ):〉|〈nˆa〉|2 = 2 (for τ = 0).
2. For multiple ensembles and fields 1 (with the ensemble⊕field 1 system labeled by α ∈ {a, b, c, · · · }),
the overall state after the parametric Raman interaction is ideally |Ψ〉tot =
∏
α |Ψ〉(α)γ1a, where |Ψ〉(α)γ1a =√
1− ξα
∑
ξ
n/2
α |nγ1 , na〉α.
3. In the ideal case, the conditional atomic state upon a photoelectric detection of a single field 1 photon
on the mode aˆ1,α is given by ρˆc = Tr1(aˆ
†
1,αaˆ1,αρˆγ1a), where the initial atom-photon state prior to
projection by aˆ†1,αaˆ1,α is ρˆγ1a = |Ψ〉(α)γ1a〈Ψ|.
4. The mode operators can be transformed nonlocally to aˆ′1,α =
∑
α′ Uα,α′ aˆ1,α′ where Uα,α′ represents
a unitary transformation of the mode operators aˆ1,α′ . A photoelectric detection of a single photon in
mode aˆ′1,α leads to an effective interaction among the α
′ systems.
In section 2.5, we show that, after a delay τ , the collective excitation Sˆ can be coherently mapped to
another quantum field, called field 2 (with, ideally, unit probability) via the ‘beamsplitter’ transformation (Fig.
2.2b), with the dark-state polariton86 Ψˆd(z, t) = cosθ(t)Eˆ2(z, t)− sinθ(t)Sˆ(z, t) governing the matter-light
evolution. When the atomic state is traced over, the matter-light transfer process is equivalent to replacing
the collective operators Sˆ and the state label, a, (indicating the atomic side of the Hilbert state) to aˆ′2 =
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√
η2aˆ2 +
√
1− η2vˆ2 and a state label γ2, respectively. Here, we account for the retrieval efficiency, the
loss in the propagation and the detection of field 2 with a transmission efficiency η2 in the beamsplitter
transformation, where vˆ2 is a vacuum mode operatork. Thus, ideally, we can transfer the two-mode squeezed
state between an ensemble and field 1 to an equivalent state between fields 1 and 2,
|Ψ〉γ1a 7→ |Ψ〉γ1γ2 =
√
1− ξ
∑
ξn/2|nγ1 , nγ2〉. (2.50)
In practice, we control the excitation parameter ξ = tanh2(i
∫∞
0
dt′χp(t′)) with the write intensity to
modify the spin-wave statistics. For ξ  1, the two modes contain significant continuous-variable entan-
glement, whereas in the regime of weak excitation ξ  1, the two-mode squeezed state |Ψ〉γ1a displays
strong quantum correlations in the number-state basis. The field 2 and the field 1 can, indeed, exhibit strong
non-classical correlations, as demonstrated experimentally in refs.72,73, and be used as a critical resource
for quantum information processing and communication4. Here, we calculate various intensity correlations
between the fields 1 and 2, and obtain important benchmark parameters (used throughout the thesis), which
characterize our experiments.
2.4.1 Two-mode squeezed state between an optical and collective atomic mode
The non-classical correlation between fields 1 and 2 can be verified by the violation of Cauchy-Schwarz
inequality (refs.170,175),
R =
|g12|2
g11g22
≤ 1. (2.51)
Here, we assume the initial state as the two-mode squeezed state |Ψ〉γ1γ2 (Eq. 2.50). The normalized cross-
correlation function gij between fields i, j is given by
gij(τ) ≡ 〈: Iˆi(t)Iˆj(t+ τ) :〉〈Iˆi〉〈Iˆj〉
, (2.52)
where : Oˆ : indicates normally ordered operator for Oˆ. Here, Ii = ηi〈aˆ†i aˆi〉.
We obtain the following set of (auto- and cross-) intensity correlations,
〈Ψγ2γ1 | : Iˆi : |Ψγ1γ2〉 = ηi
ξ
1− ξ = ni (2.53)
〈Ψγ2γ1 | : Iˆ1Iˆ2 : |Ψγ1γ2〉 = η1η2
ξ(1 + ξ)
(1− ξ)2 (2.54)
〈Ψγ2γ1 | : Iˆ2i : |Ψγ1γ2〉 = η2i
2ξ2
(1− ξ)2 , (2.55)
kTo include noise, we can add mixed coherent states |vi〉 on a reservoir mode vˆi entering the system aˆi (see the supplementary
information of ref. 33, chapter 9).
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where we obtain normalized auto-correlation functions gii = 2 for i ∈ {1, 2}, and a cross-correlation
g12 = 1 +
1
ξ
. (2.56)
Thus, we observe the presence of strong quantum correlations between the fields 1 and 2 by way of the
violation of Cauchy-Schwarz inequality R = 14
(
1 + 1ξ
)2
=
g212
4  1 for ξ < 1 (g12 > 2). Since the initial
experiments72,73, the Cauchy-Schwarz inequality has been violated by a factor up to R ≥ 105 by the group
of Steve Harris in a 2D magneto-optical trap81.
2.4.2 Heralded single-photon source
In the single-excitation regime ξ  1, the initial two-mode squeezed state between the ensemble and field 1
can be expanded as
|Ψ〉γ1a ' |0γ1 , 0a〉+
√
ξ|1γ1 , 1a〉+O(ξ). (2.57)
A measurement of a single photon in field 1 (: Iˆ1 :) projects the remaining ensemble counterpart to a state
of (ideally) single collective excitation ρˆc = Trγ1(: Iˆ1 : |Ψ〉γ1a〈Ψ|). After a controllable delay τ , we map
the single excitation to a single photon |Ψ〉γ1a 7→ |Ψ〉γ1γ2 (ref.74). Thus, a probabilistic detection of a single
photon in field 1 heralds (signals) the creation of single collective excitation, which we subsequently transfer
to a single photon in a triggered fashion.
We characterize the quality of the heralded single-photon source with the conditional auto-correlation
function g(2)c , also denoted by w = p11p10p01 , in a Hanbury Brown-Twiss setup
176,177. Here, the pij are the
conditional probabilities to detect i, j photons in two respective detectors measuring the two modes aˆ2,a, aˆ2,b
after a beamsplitter. The transformed mode operators are given by
aˆ2,a =
1√
2
(aˆ2 + vˆ2)
aˆ2,b =
1√
2
(aˆ2 − vˆ2) .
Using these mode operators, we calculate the intensity correlations (with i ∈ {2a, 2b})
〈: Iˆ1Iˆ2aIˆ2b :〉 = η1η2aη2b ξ
2(2 + ξ)
2(1− ξ)3 (2.58)
〈: Iˆ1Iˆi :〉 = η1ηi ξ(1 + ξ)
2(1− ξ)2 , (2.59)
for which we obtain a suppression of higher-order excitations (and non-classical photon statistics) relative to
that of a coherent state
w =
〈: Iˆ1Iˆ2aIˆ2b :〉〈: Iˆ1 :〉
〈: Iˆ1Iˆ2a :〉〈: Iˆ1Iˆ2b :〉
=
4ξ
(1 + ξ)2
+
2ξ2
(1 + ξ2)2
' 4
g12
. (2.60)
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We compare our result of w (Eq. 2.60) to coherent states |α〉, a minimum uncertainty state that defines the
quantum-classical boundary170, wb = 〈: nˆ2 :〉/|〈nˆ〉|2 = |α|4/|α|4 = 1 (for fields with Poissonian statistics).
Thus, we obtain non-classical sub-Poissonian photon statistics w < wb = 1 for g12 & 4 (in contrast to the
super-Poissonian statistics g(2)(0) = 2 of the fields 1 and 2 when taken alone).
2.4.3 Measurement-induced entanglement
Having established the presence of quantum correlations between the number states of the field 1 and the
collective excitation, we show that entanglement between two atomic ensembles can be created by a path-
erasing measurement of a single photon (field 1) emitted indistinguishably from the two ensemble.
Specifically, we start from a pair of two-mode squeezed states (Eq. 2.49)
|Ψ〉tot = |Ψ〉(L)γ1a ⊗ |Ψ〉(R)γ1a (2.61)
'
√
(1− ξL)(1− ξR)
(
|0γ1 , ga〉L +
√
ξLe
iφL |1γ1 , sa〉L +O(ξL)
)
⊗
(
|0γ1 , ga〉R +
√
ξRe
iφR |1γ1 , sa〉R +O(ξR)
)
(2.62)
by illuminating the two atomic ensembles, L andR, with Ωw. The relative phase φw between the two writing
beams is given by φw = φL − φR, where φL,R are the phases associated with the writing lasers illuminating
ensembles L,R. A photoelectric detection Iˆ1,l = ηlaˆ
†
1,laˆ1,l (or Iˆ1,r = ηraˆ
†
1,raˆ1,r) of a single photon in
field 1 after a beamsplitter projects the initial quantum state of ensemble-field system |Ψ〉tot, where the mode
operators for the output ports {l, r} of the beamsplitter (cos(θ1) : sin(θ1) ratio) are given by
aˆ1,l = cos θ1aˆ1,L + e
iφ1 sin θ1aˆ1,R
aˆ1,r = − sin θ1aˆ1,L + e−iφ1 cos θ1aˆ1,R.
The conditional atomic states upon the probabilistic photoelectric events Iˆ1,l and Iˆ1,r are given by
ρˆ
(l)
ent =
Tr1(Iˆ1,lρˆγ1a)
〈Iˆ1,l〉
= |Ψ〉(l)tot 〈Ψ| (2.63)
ρˆ
(r)
ent =
Tr1(Iˆ1,rρˆγ1a)
〈Iˆ1,r〉
= |Ψ〉(r)tot 〈Ψ|. (2.64)
Thus, we obtain heralded entanglement between the two atomic ensembles,
|Ψ〉(l)tot '
(√
ξR
ξtot
sin θ1|ga,L, sa,R〉+ ei(φw−φ1)
√
ξL
ξtot
cos θ1|sa,L, ga,R〉
)
+O(
√
ξL,R) (2.65)
|Ψ〉(r)tot '
(√
ξR
ξtot
cos θ1|ga,L, sa,R〉 − e−i(φw−φ1)
√
ξL
ξtot
sin θ1|sa,L, ga,R〉
)
+O(
√
ξL,R), (2.66)
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where ξtot = ξL + ξR is the total excitation probability.
The degree of entanglement is characterized by concurrence178, a monotonic function of entanglement27,
C ' max(V p1 − 2√p0p11, 0) ≥ max(p1(V −
√
p0hc), 0), (2.67)
where the two-photon contamination for the global joint state of the two ensembles and off-diagonal coher-
ence are characterized by a normalized parameter hc ≡ p11p10p01 ' 4/g12 and by d = V p1/2 (chapter 3). Here,
V =
max(〈Iˆ2,l〉)−min(〈Iˆ2,l〉)
max(〈Iˆ2,l〉)+min(〈Iˆ2,l〉) '
g12−1
g12+1
(assuming ξL = ξR and θ1 = pi/4) is the visibility for the interference
between the two fields 2L, 2R retrieved from ρˆ
(l,r)
ent (chapter 3), with the mode operators defined as
aˆ2,l =
1√
2
(
aˆ2,L + e
iφ2 aˆ2,R
)
aˆ2,r =
1√
2
(−aˆ2,L + e−iφ2 aˆ2,R) .
A necessary condition for entanglement is hc ' 4/g12 < 1 (for independent coherent states |α1, α2〉, hc =
1). A similar quantity yc ≡ 4p11p0p21 is derived in the language of quantum uncertainty (∆) relations (chapters
7–9), where C = max
(
p1
(√
1− 2∆−√yc
)
, 0
)
.
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2.5 Collective atom-light interaction
The dynamics of NA Λ-level atoms dressed by applied laser fields determines the optical response of the
coherent atomic medium. In addition to the Dicke-like superradiant emission (section 2.2), the coherent ma-
nipulation of dark resonances94,179–184 enables a robust and efficient method of transferring quantum states185
between photons and spin waves in a matter-light quantum interface. Closely connected to classical coherent
phenomena of coherent population trapping179,183 (CPT) and stimulated Raman adiabatic transfer180,181,184
(STIRAP), a dark-state polariton is a half photonic and half matter quasi-particle excitation, proposed by
Michael Fleischhauer and Mikhail Lukin86,87, which describes low-light level electromagnetically induced
transparency94,182 (EIT). Coherent preparation and control of EIT at the single-photon level are utilized in
many experiments, including those in my thesis, for the coherent transfer of heralded spin-waves (section
2.3, Fig. 2.2a) to single photons (chapters 3–5 and 9, Fig. 2.2b) and for the reversible mapping of a photonic
entanglement into and out of quantum memories (chapter 6, Fig. 2.3).
Stated explicitly, the dark-state polariton Ψˆd(z, t) = cosθd(t)Eˆs(z, t) − sinθd(t)Sˆ(z, t) is a coherent
superposition state of electromagnetic and spin-wave excitations and is a quantum analogue of the classic
dark state in CPT179,183,184. The adiabatic following of Ψˆd with respect to the rotation of mixing angle θd
leads to a reversible and (ideally) complete transfer between quantum optical states Eˆs(z, t) and spin-waves
Sˆ(z, t) without dissipation via dynamic EIT. Here, we theoretically analyze the operation of our quantum
interface in this polaritonic picture. In chapter 6, we provide a semi-classical picture to the observations of
static EIT and CPT, and the connections to the polaritonic picture discussed here. There, we discuss the
technical considerations towards dynamic EIT (such as the importance of Zeeman populations in a multi-
level system). In chapter 6, we also present a numerical optimization scheme for improving the storage and
retrieval efficiency based on the works by Gorshkov et al.186–189.
Following the method developed in section 2.3, we treat quantum mechanically the propagation and the
dynamics of the coupled motions of the quantum fields (called the signal field (Eˆs), or the field 2 (Eˆ2))
and the collective excitations in an EIT media. For simplicity, we call Eˆs the quantum field of interest for
storage and/or retrieval, whether it is externally provided from an offline source (signal field) or generated
internally from the parametric interaction (field 2). Based on the results in section 2.3, we use an effective 1D
model86,87. We show that the signal field’s group velocity vg can be dynamically controlled by an external
control laser Ωc(z, t) from the free-space velocity vg = c to ultraslow group velocities vg  c and to
a complete halt vg = 0 (coherent storage) for the quantum field (and vice versa). In particular, we find
that dark-state polaritons Ψˆd can be dynamically decelerated and accelerated while preserving the phase-
amplitude information of the quantum field Eˆs by transferring to and from stationary collective excitations
Sˆ.
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Storage Retrieval
a b
Figure 2.3: Reversible matter-light quantum interface via dark-state polariton. a, Mapping single pho-
tons to single collective excitations. A strong resonant control laser (|e〉 → |s〉 transition) with Rabi frequency
Ωc(z, t) is illuminated onto the ensemble in a counter-intuitive order181, thereby preparing |g〉 as the dark-
state. As the weak quantum field Eˆs (|g〉 → |e〉 transition), called the signal field, enters the coherent atomic
medium, the control laser is adiabatically turned off, thereby storing the quantum state of Eˆs in the collective
atomic excitation Sˆ(z, t). b, Mapping single collective excitations to single photons. After a delay τ , the
intensity of the control laser is adiabatically increased, thereby transferring the then dark-state |s〉 back to the
signal field Eˆs. The signal field Eˆs propagates within the EIT window of the ensemble, provided by Ωc(z, t).
2.5.1 Interaction Hamiltonian and formation of dark states
Here, we consider a collection of Λ-level atoms interacting with the two single-mode optical fields. The
transition |g〉 − |e〉 of each of these atoms is coupled to a slowly-varying quantized radiation mode Eˆs (with
two-photon detuning δ), called the signal field, whereas the transition |s〉 − |e〉 is resonantly driven by a
classical control field of Rabi frequency Ωc (with detuning ∆c). The dynamics of this system is described
by the Hamiltonian Hˆ(map)s in the rotating-wave approximation (following the effective one-dimensional ap-
proximation in section 2.3.2.2 and neglecting the transverse profiles), with
Hˆ(map)s =
∫
dw~waˆ†waˆw +
NA∑
i=1
(
~wesσˆ(i)ss + ~wegσˆ(i)gg
)
−
NA∑
i=1
(
~Ωcσˆ(i)es ei(k
‖
czi−wct) + degσˆ(i)eg ~a · ~ˆE+s ei(kszi−wst) + h.c.
)
︸ ︷︷ ︸
Hˆ
(map)
int
, (2.68)
where ~ˆE+s = i
√
~ws
20V
∫
dwaˆwe
iwz/c~s is the positive frequency component of the signal field, and k
‖
c = ~kc ·zˆ
is the longitudinal projection of the wave-vector along zˆ (also, k⊥c = |~kc · (xˆ, yˆ)| ' 0). We assumed that the
signal field propagates along the quantization axis zˆ of the system (section 2.3.2.2).
A simple explanation for the formation of dark-state polariton is the existence of a family of dark
eigenstates |D,m〉 for the interaction Hamiltonian Hˆ(map)int (ref.87). In particular, the single-excitation state
|D,m = 1〉 is (ref.87)
|D, 1〉 = cos θd(t)|ga, 1s〉 − sin θd(t)|sa, 0s〉, (2.69)
where tan θd = gd
√
NA/Ωc defines the mixing angle, gd = ideg
√
ws
2~0V (~eg · ~s) is the single atom-
36
photon coupling constantl, |ns〉 is the Fock state for the signal field, |s〉a = 1√NA
∑NA
i=1 e
−i∆ksczi σˆ(i)†gs |g〉a
is the collective spin excitation (see section 2.3.1.1), and ∆ksc = ks − k‖c is the momentum transfer to the
spin waves (section 2.6). Since these dark states do not contain the excited state |e〉, they are immune to
spontaneous emission185. The collective dark states provide a robust method of mapping a weak quantum
field Eˆs(z, t) to and from collective atomic excitations Sˆ(z, t) via the adiabatic rotations of θd = 0 ↔ pi/2
(i.e., by controlling Ωc(z, t)).
2.5.2 Heisenberg-Langevin equations
As in section 2.3.1.1, we express the system Hamiltonian Hˆ(map)s with slowly-varying operators (Eqs. 2.20
and 2.23) in the limit of continuum along zˆ (i.e.,
∑
i →
∫ L
0
nA(z)dz) and in the rotating frame,
Hˆ(map)s =
∫ L
0
dznA(z){~∆cσˆee(z, t)− ~δσˆss(z, t)
−
[
~gdEˆs(z, t)eikszσˆeg(z, t) + ~Ωc(z, t)eikczσˆes(z, t) + h.c.
]
︸ ︷︷ ︸
Hˆ
(map)
int
}, (2.70)
where nA(z) is the linear atomic density (
∫
dznA(z) = NA).
Following the Heisenberg-Langevin approach (Eq. 2.29), we obtain a set of differential equations gov-
erning the atomic evolutions (assuming weak signal field approximation gd  Ωc and ns  NA)
∂tσˆse = −(γse + i(∆c − wgs)− iδ)σˆse + iΩcei(k‖c−ks)z(σˆss − σˆee) + igdEˆsσˆge + Fˆse (2.71)
∂tσˆgs = −γgsσˆgs + iΩ∗ce−i(k
‖
c−ks)zσˆge − igdEˆsσˆes + Fˆgs (2.72)
∂tσˆge = −(γge + i∆c)σˆge + iΩcei(k‖c−ks)zσˆgs + igdEˆs(σˆgg − σˆee) + Fˆge, (2.73)
and a propagation equation for the quantum field Eˆs(z, t) in an effective one-dimension (Eq. 2.39),
(∂t + c∂z) Eˆs(z, t) = igdnA(z)Lσˆge(z, t). (2.74)
Here, Fˆµν are the quantum Langevin operators for the atomic operators σˆµν , as described in section 2.3.
2.5.2.1 Weak field approximation and adiabatic condition
In the weak signal field approximation with gd (σgg ' 1 σee, σss, σes ' 0) and with negligible spin-wave
dephasing γgs ' 0 over the interaction time δtc, we approximate σˆge = −i
(
ei(k
‖
c−ks)z/Ω∗c
)
∂tσˆgs (Eq.
l~eg and ~s are the respective polarization vectors for the atomic dipole (|g〉 − |e〉 transition) and the signal field.
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2.72) and obtain the coupled equations of motions (by substituting σˆge into Eq. 2.74, and using Eq. 2.73)
(∂t + c∂z) Eˆs(z, t) ' gdnA(z)L
Ω∗c(z, t)
ei(k
‖
c−ks)z∂tσˆgs (2.75)
σˆgs ' −gdEˆs
Ωc
e−i(k
‖
c−ks)z
− γ0|Ωc|2 ∂tσˆgs −
1
|Ωc|2 ∂
2
t σˆgs︸ ︷︷ ︸
(Non-adiabatic terms)
+i
e−i(k
‖
c−ks)z
Ωc
Fˆge, (2.76)
where γ0 = γge + i∆c.
In the adiabatic condition86,190,191 (∂tΩcΩc ∼ 1δtc  γged˜0(L) with resonant optical depth given by d˜0(z) =∫ z
0
dz′ 2g
2
dnA(z
′)z
γgec
), we perturbatively expand Eq. 2.76 to the order of ∂tOˆ ∼ Oˆ/δtc, and we obtain the
lowest-order perturbation σˆgs ' − gdEˆsΩc e−i(k
‖
c−ks)z . Thus, we obtain the adiabatic equation of motion for the
quantum field Eˆs(z, t)
(∂t + c∂z) Eˆs(z, t) ' g
2
dnA(z)L
Ω∗c(z, t)
∂
∂t
(
Eˆs(z, t)
Ωc(z, t)
)
. (2.77)
We note that the characteristic pulse widths δtc ' 10 ns of the control laser (or the read laser) in our exper-
iments are on the same order of magnitude as the adiabatic criteria 1/δtc ' γged˜0(L), where the resonant
transmission (absent the control laser) is defined as T0 = e−d˜0(L). Thus, instead of the simplified wave
equation (Eq. 2.77), we numerically solve the coupled differential equations of motions (Eqs. 2.71–2.74) in
chapter 6.
2.5.2.2 Coherent atomic medium and EIT
In Eq. 2.77, we recover the usual wave equation with slow-light phenomena in static EIT (with static control
field Ωc(z, t) = Ωc) with modified group velocity vg = c cos2 θd. Furthermore, if there is very little popu-
lation in σˆss and σˆse, the control field Ωc(z, t) ' Ωc(t − z/c) propagates according to the free-space wave
equation ((∂t + c∂z) Ωc(z, t) = 0). In this case, we obtain a wave equation with variable group velocity
vg(z, t); namely, (
∂
∂t
+ vg(z, t)
∂
∂z
)
Eˆs(z, t) = 0, (2.78)
where the group velocity vg(z, t) = c cos2 θd(z, t) is dynamically controlled by the Rabi frequency Ωc(z, t)
of the control laser. Here, the mixing angle is given by cos θd = Ωc√
g2dNA+Ω
2
c
for constant density nA =
NA/L.
We now briefly turn to a more classic situation encountered in EIT (see also chapter 6). For a reso-
nant control field with ∆c = 0, the EIT medium behaves as a non-absorbing dispersive media within the
transparency window given by Ωc at the two-photon resonance δ = 0 shown in Fig. 2.4. The adiabatic
approximation in section 2.5.2.1 in essence compares the pulse bandwidth to the EIT window Ωc. If the
pulse bandwidth ∆ws ' 2pi/δtc ' Ωc, higher-order dispersion must be taken into account. Specifically, the
38
-5 -4 -3 -2 -1 0 1 2 3 4 5
0.0
0.2
0.4
0.6
0.8
1.0
 
 
-5 -4 -3 -2 -1 0 1 2 3 4 5
-0.50
-0.25
0.00
0.25
0.50
 
a b
Figure 2.4: Susceptibility χs of EIT medium. a, Imaginary part of the susceptibility function,
Im(χs(Ωc, δ)). b, Real part of the susceptibility function Re(χs(Ωc, δ)). We show the dispersions of the
EIT medium (red line) with a control laser Rabi frequency Ωc/γge = 1, as well as for the bare atomic
medium (black line) with Ωc = 0. Dynamic control of the group velocity (i.e., vg = c1+(weg−δ)dn/dδ at
δ = 0) allows shape-preserving acceleration/deceleration of the signal field in the presence of transparency
Im(χs) ' 0 at δ = 0.
susceptibility χs of the signal field in a homogeneous EIT medium (defined as P(z, t) = 0χsEs(z, t)) for a
resonant control field (∆c = 0) is given by (refs.94,143)
χs =
2g2dNA
ws
χs, (2.79)
where χs =
δ
|Ωc|2−δ2−iγgeδ is the normalized susceptibility function and P(z, t) =
√
NAσˆge is the atomic
polarization. Im(χs(Ωc, δ)) describes the transparency for the signal field at δ = 0 with the transmis-
sion given by T (Ωc, δ) = exp (−ksLIm(χs)) = exp
(
−d˜0Im(χs)
)
(Fig. 2.4a), whereas Re(χs(Ωc, δ))
contributes to the refractive index ns(δ) =
√
1 + Re(χs) for the signal field (group velocity given by
vg =
c
1+(weg−δ)dn/dδ ) (Fig. 2.4b)
m.
Perturbatively expanding χs (Eq. 2.79) around δΩc  1, we find χs '
2g2dNA
ws
(
δ
|Ωc|2 + i
δ2γeg
|Ωc|4 +O(δ3)
)
,
where the linear dispersion gives vg = c cos2 θd. In addition, we find the bandwidth of the EIT medium via
T ' exp(−δ2/∆w2EIT), where the EIT bandwidth is ∆wEIT = |Ωc|
2
γeg
√
d˜0
. This leads to an adiabatic condition,
where the initial signal pulse’s bandwidth ∆ws must be smaller than the bandwidth of the EIT medium
∆wEIT: i.e., ∆ws < ∆wEIT. In addition, the adiabatic passage of the dark-state polariton192 sets a limit to the
rotation speed of the mixing angle θd of the polariton Ψˆd(z, t)n. Introducing a characteristic time-scale δtc,
we obtain the criteria δtc >
γegvg
g2dNAc
for adiabatic following86. Finally, I note that we have so far neglected
the presence of Zeeman population and assumed an ideal Λ-level system. In fact, the distribution of Zeeman
populations can inhibit the presence of EIT unless a special polarization scheme is employed (chapter 6).
mMore generally, the “transfer” function of the signal field in the EIT medium is given by t(Ω, δ, z) = exp(ikzχs/2), where the
transmission is T = |t|2.
nIn fact, the rotation speed θ˙d of the mixing angle is proportional to the transition rate between Ψˆd(z, t) and Ψˆb(z, t).
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2.5.3 Dark-state polariton
As discovered by Fleischhauer and Lukin86, we can equivalently introduce a new set of slow-light polaritonic
excitations {Ψˆd(z, t), Ψˆb(z, t)} as the normal modes of the system (Eqs. 2.75–2.76) in the weak signal
approximation. Namely, we have
Ψˆd(z, t) = cos θd(t)Eˆs(z, t)− sin θd(t)Sˆ(z, t) (2.80)
Ψˆb(z, t) = sin θd(t)Eˆs(z, t) + cos θd(t)Sˆ(z, t), (2.81)
where Sˆ(z, t) = √NAei(k‖c−ks)zσˆgs(z, t) is the slowly-varying phase-matched collective spin operator, and
θd = arctan(gd
√
NA/Ωc) is the mixing angle. These operators are known as the dark-state (bright-state)
polaritons Ψˆd(z, t) (Ψˆb(z, t)), in direct analogy with the classic dark (bright) states |d〉 = cos θd|g〉−sin θd|s〉
(|b〉 = sin θd|g〉 + cos θd|s〉) observed in coherent population trapping (chapter 6). These polaritons follow
the quasi-bosonic commutation relations86 (with the help of Eq. 2.25),
[
Ψˆd,k(t), Ψˆ
†
d,k′(t
′)
]
'
[
Ψˆb,k(t), Ψˆ
†
b,k′(t
′)
]
' δkk′δ(t− t′), (2.82)
where Ψˆd(z, t) = 2piL
∫
dkΨˆd,k(t)e
ikz and Ψˆb(z, t) = 2piL
∫
dkΨˆb,k(t)e
ikz .
In the adiabatic limit, where Ωcσˆgs+gdEˆse−i(k‖c−ks)z ' 0 (Eq. 2.76), the bright-state polariton is Ψˆb ' 0.
In this limit, we can write the equation of motions for the dark-state polariton Ψˆd with the perturbation
Sˆ(z, t) ' − gdEˆsΩc (Eq. 2.77) as (ref.86), (
∂
∂t
+ vg
∂
∂z
)
Ψˆd(z, t) = 0. (2.83)
Thus, in the adiabatic regime, the dark-state polariton Ψˆd(z, t) follows the usual wave equation as in free-
space with the group velocity vg = c cos2 θd determined by the ‘amount’ of the photonic component (signal
field Eˆs; i.e., cos2 θd) in the polariton Ψˆd(z, t).
2.5.4 Adiabatic following of dark-state polariton
The dark state polariton Ψˆd(z, t) = cos θd(t)Eˆs(z, t) − sin θd(t)Sˆ(z, t) can be considered as a beamsplitter
transformation between a signal mode Eˆs(z, t) and a spin-wave mode Sˆ(z, t), with the effective matter-light
interaction Hamiltonian written as (Eq. 2.70)
Hˆ (map)int = iθ˙d(z, t)
(
Eˆs(z, t)Sˆ†(z, t)− Eˆ†s (z, t)Sˆ(z, t)
)
. (2.84)
We illustrate the adiabatic evolution of dark-state polariton Ψˆd in Fig. 2.5. At the initial step (1), with
τ = 0, we first apply a control laser with Rabi frequency Ωc(z, t) (resonant to the |e〉 → |s〉) to open the
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Figure 2.5: Coherent evolution of dark state polariton. First, we open the transparency window Ωc with
the control laser. As the signal field enters the EIT medium, it prepares the joint atom-field state in a dark
state Ψˆd ' Eˆs(z, t). By adiabatically reducing the control laser’s intensity to zero, we transfer the phase-
amplitude information of the signal field Eˆs(z, t) to the collective excitations Sˆ(z, t). After a delay, we apply
the control laser to coherently transfer the collective excitation Sˆ(z, t) to the signal field Eˆs(z, t) in a time
reversal fashion. The signal field undergoes a slow-light propagation through the EIT medium, after which
Eˆs(z, t) escapes the ensemble.
transparency window in a counter-intuitive configuration180 for the signal field Eˆs(z, t), where the dark-state
polariton Ψˆd = Eˆs is purely photonic (with Ωc(z, t)  gd
√
NA and θd = 0)o. In step (2), as the signal
field enters the coherently dressed atomic media, the intensity for Ωc(z, t) is adiabatically reduced to zero
(thereby, θd = 0→ pi/2), simultaneously decelerating the signal fieldp and transferring the phase-amplitude
information of the photonic excitations Eˆs to the collective atomic excitations Sˆ . In step (3), we store the
spin-wave excitation for a controllable memory time τ . At the end of step (3), we apply the control laser in
step (4) to reaccelerate the dark-state polariton Ψˆd back to the free-space velocity vg = c, thereby coherently
transferring the spin-wave amplitude Sˆ back to the signal field Eˆs (i.e., Ψˆd = Sˆ → Eˆs with θd = pi/2 → 0).
Finally in step (5), the retrieved signal field Eˆs propagates within the center of the transparency window with
minimum absorption and escapes the EIT medium.
2.5.5 Non-adiabatic equations of motions
The dark-state polariton equation (Eq. 2.83) does not include any non-adiabatic terms, which account for
the finite-bandwidth of the EIT medium and the non-adiabatic transitions between dark-state and bright-state
polaritons86,192. More generally, we need to solve the complete equations of motions in Eqs. 2.71–2.74 with
the weak signal approximation (σgg ' 1 σee, σss, σes ' 0).
Here, we introduce a slowly-varying atomic polarization P(z, t) = √NAσˆge induced by Eˆs(z, t) in the
oFor the single-excitation manifold, the dark state (Eq. 2.69) is |ga, 1s〉, which is also the initial state of the system.
pThe deceleration of the signal field is accompanied by a compression of the signal field due to the reduced group velocity vg , where
the tail of the wavepacket for the signal field catches up with the slowly propagating front part of the wavepacket. This allows us to ‘fit’
the signal field’s wavepacket (Ls ' 10 m) within a small ensemble (L ' 3 mm).
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dispersive coherent medium, and the slowly-varying phase-matched spin-wave operator Sˆ(z, t) = √NA
ei(k
‖
c−ks)zσˆgs defined in section 2.3.1.3. The dynamics of the signal field Eˆs(z, t) and the spin-wave mode
Sˆ(z, t) is governed by a set of Heisenberg-Langevin equations (Eqs. 2.71–2.74),
(∂t + c∂z) Eˆs(z, t) = igdnA(z) L√
NA
Pˆ(z, t) (2.85)
∂tPˆ(z, t) = −(γge + i∆)Pˆ(z, t) + igd
√
NAEˆs(z, t) + iΩc(z, t)Sˆ +
√
2γgeFˆP (2.86)
∂tSˆ(z, t) = −γgsSˆ(z, t) + iΩ∗c(z, t)Pˆ +
√
2γgsFˆS . (2.87)
Here, FˆP and FˆS are the respective δ-correlated Langevin noise operators for Pˆ(z, t) and Sˆ(z, t), with non-
zero terms 〈FˆP (z, t) Fˆ †P (z′, t′)〉 = Lδ(z− z′)δ(t− t′) and 〈FˆS(z, t)Fˆ †S(z′, t′)〉 = Lδ(z− z′)δ(t− t′). Since
the normally ordered noise operators 〈Fˆ †i Fˆi〉 = 0 with i ∈ {S,P} for vacuum reservoirs, we neglect them in
the numerical calculation of chapter 6 (see section 2.3.1.2).
We emphasize that the collective enhancement (
√
NA) of single atom-photon coupling constant gd (Eqs.
2.85–2.87) enables a strong collective matter-light interaction with an effective coupling constant geff =
√
NAgd between a single spin-wave of the ensemble and a single photon of the signal field. We are interested
in the collectively enhanced storage (ηs) and retrieval (ηr) efficiency ηsr = ηsηr of the quantum field Eˆs(z, t),
which we define as the ratio of the number
∫
dz〈Eˆ†s (z, t)Eˆs(z, t)〉 of incoming photonic excitations in the sig-
nal field to the number of stored spin-wave excitations
∫
dz〈Sˆ†(z, t)Sˆ(z, t)〉 (and vice versa). Specifically, for
an atomic ensemble with finite optical depth d˜0, there is an optimal control field Ωc(z, t), which maximizes
the transfer efficiency ηsr, by compromising two competing goals186: (1) The characteristic time variation
δtc in the control laser Ω˙c(z, t) must be slow relative to the two adiabatic criteria (∆ws ' 2piδtc < ∆wEIT
and δtc >
γegvg
g2dNAc
), identified in section 2.5.2.2, to avoid dissipations of Pˆ(z, t). A stronger control laser
is preferable, as it provides a wider transparency window and minimizes spontaneous decay loss. On the
other hand, (2) Ωc(z, t) must small in order to localize and compress the incoming signal field’s wavepacket
(Ls ' 10 m) within the atomic sample (L ' 3 mm) to avoid significant leakage of the signal field.
2.5.5.1 Mapping photonic quantum states into and out of collective excitations
For a given optical depth d˜0, there is an optimal Rabi frequency Ωc(z, t) for the control field. In the experi-
ment30, we set d˜0 and Ωc(z, t) at 20 and 24 MHz, respectively. We show an example of our measurements
of the EIT process for a single ensemble in Fig. 2.6, whereby we demonstrate the reversible mapping of a
coherent state |α〉 into and out the atomic memory (|α|2 = 0.3 per pulse). Because of finite d˜0, the small
length (L = 3 mm) of the ensemble and the turn-off time of Ωc(z, t), we observe a considerable leakage in
the storage process. The peak beyond τ ≥ 1 µs represents the retrieved pulse after τ ' 1 µs of storage.
Overall, we find an excellent agreement between our measurements and the numerical simulation following
the coupled equations of motions in Eqs. 2.85–2.87. We use the fitted function of the input signal field as
the initial state with all other parameters from independent measurements. We find an overall storage and
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retrieval efficiency of ηsr = 22± 3%, similar to the theoretical prediction ηtheorysr = 23% (Fig. 2.6).
Experimentally, to avoid the dissipative absorption of the signal field Eˆs(z, t) for our choice of polarization
(σ+ polarization), we optically pumped the atomic ensemble into a clock state 6S1/2, |F = 4,mF = 0〉 with
90% efficiency. Initially, the strong control field Ωc(z, t) (resonant with 6S1/2, F = 3 ↔ 6P3/2, F = 4
transition with σ+ polarization) opens the transparency window Ωc(z, t) ' 24 MHz for the signal mode.
As the wave packet Eˆs(z, t) of the signal field propagates through the ensemble, we extinguish the control
fields Ωc(z, t) in 20 ns, thereby coherently transforming the coherent state of the signal mode Eˆs,in(z, t) to
collective atomic excitation Sˆ(z, t). After ' 1.1 µs, the atomic state is converted back to the signal mode
Eˆs,out(z, t) by switching on the control field Ωc(z, t). We measure the normalized cross-correlation function
for the input photonic state Eˆs,in(z, t) with g(2)in = 1.1±0.2, as well as for the output photonic state Eˆs,out(z, t)
with g(2)out = 1.0± 0.2, whereby we observe no degradation in the photon statistics.
In chapter 6, we discuss an experiment where we reversibly mapped a photonic entanglement into and
out of quantum memories. We further examine the optimal control theory developed in ref.188, where we
theoretically apply the principle of time-reversal symmetry to optimize our reversible quantum interface.
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Figure 2.6: Reversible mapping of a coherent state to and from an atomic memory. The points around
τ ' 0 ns (i.e., −40 to 20 ns) represent the leakage of the signal field due to the finite optical depth and length
of the ensemble. The points beyond τ ' 1 µs show the retrieved signal field. The blue solid line is the
estimated Rabi frequency Ωc(z, t) of the control pulse, where we assumed Ωc(t− z/c). The red solid curve
is from a numerical calculation solving the equation of motion of the signal field in a coherently dressed
medium (section 2.5.5). Error bars give the statistical error of 1 s.d for each point.
43
2.5.5.2 Collective enhancement: Reading spin waves
Heralded spin-waves generated from the parametric Raman interaction (section 2.3) can also be coherently
transferred to photons in field 2 (with Eˆs(z, t) replaced by Eˆ2(z, t)). In particular, the initial states are
Eˆ2(z, 0) = 0 and Sˆ(z, 0) with the spin-wave spatio-temporal mode Sˆ(z, 0) taken from the solution of Eqs.
2.47–2.48, evolved from the parametric interaction. We can then rigorously solve the non-adiabatic equations
of motions (Eqs. 2.85–2.87) in the polaritonic picture. In practice, neglecting the spatio-temporal modes and
self-consistent treatments of fluctuation and dissipation from first principles, we may model the mapping pro-
cess as a beamsplitter transformation (a pseudo-model) from the spin-wave mode to the field 2 mode, where
the readout noise is simulated by adding coherent-state reservoirs193 (see chapter 9).
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2.6 Decoherence
We have so far neglected the presence of spin-wave decoherence for σˆgs by setting γgs = 0 (e.g., neglecting
spin-exchange collisions). Practically, this is a good approximation, given that the interaction times δtw,r for
the writing and reading processes are fast compared to the relevant coherence times. However, if the delay τ
between the storage and retrieval processes is longer than the coherence time τm of the spin waves, we must
also include various spin-wave dynamics induced by the decoherence mechanisms. Here, we will review two
major dissipative contributionsq to spin-wave coherence in our experiment: (1) Inhomogeneous broadening
and (2) motional dephasing.
2.6.1 Inhomogeneous broadening of spin waves
In our experiment, inhomogeneous broadenings of spin waves are dominated by two factors: (1) Inhomoge-
neous light shifts between |g〉 − |s〉 (in the case of a nano-fiber trap in chapter 10), and from (2) inhomo-
geneous Zeeman broadening (see, e.g., chapters 4–5). Here, we describe a one-dimensional modelr for the
second type of decoherence mechanism. This model, however, should also be applicable to the first type of
decoherence. The Zeeman decoherence model described in this section is similar to the one developed by
Daniel Felinto147.
We assume an initial atom-field state ρˆaγ1 = ρˆa(0) ⊗ ρˆγ1(0), where ρˆa(0) = pmFg |Fg,mF 〉〈Fg,mF | is
the initial atomic state with Zeeman populations pmF , and ρˆγ1(0) = |0~k1〉〈0~k1 | is the initial vacuum state for
field 1 (with all other modes traced over). In the single-excitation limit, a photoelectric event in field 1 (with
unit detection efficiency) heralds an atomic state ρˆa(tw) = |ψ(tw)〉a〈ψ(tw)| containing a single spin-wave
excitation, with
|ψ(tw)〉a = 1√
NA
(∑
i
ei(
~kw·~ri−k1zi)|g1, · · · , gi−1, s˜i(tw), gi+1, · · · , gNA〉
)
, (2.88)
where ei(~kw·~ri−k1zi) gives the phase-matching condition (~kw −~kr) ·~ri− (k1− k2)zi = 0 during the reading
process (section 2.6.2) and tw is the time at the end of the write pulse. Here, given the initial atomic state ρˆa(0)
populated with multiple Zeeman sublevels, the single-atom spin flip s˜i(tw) corresponds to a superposition of
Zeeman-dependent hyperfine spin flips given by
|s˜i(tw)〉 = 1√
Nc
∑
mFg ,mFs
√
pmFg
√
ξqw,q1mFg ,mFs e
iµB(ggmFg−gsmFs)Bz(~ri)tw/~|smFs 〉, (2.89)
qDispersive van der Waals interaction between the atomic dipoles gvdW ∼ d
2
0
4pi0r
3
ij
lead to a van der Waals dephasing for suffi-
ciently high density. Generally, for high phase-space density, one may additionally consider elaborate collisional processes and radiation
trapping 194 (due to imperfect optical pumping). Alternatively, the atoms can be trapped in an optical lattice to reduce collisional dephas-
ing 116.
rThe spatial variation of the magnetic field across the transverse directions can be neglected, given the aspect ratio of the atomic sam-
ple (2w0/L ' 2× 50 µm/3 mm 1). The inhomogeneous Zeeman broadening is thus dominated by the longitudinal inhomogeneity
Bz(z) of magnetic field.
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where Nc =
∑
mFg ,mFs
ξqw,q1mFg ,mFs is the normalization constant, gg,s are the respective g-factors for the
ground states {|g〉, |s〉}, µB is the Bohr’s magneton, Bz(~ri) = ~B(~ri) · zˆ is the magnetic field projected
along zˆ at position ~ri, and ξqw,q1mFg ,mFs is the generalized effective coupling constant for the specific excitation
pathway (see Eq. 2.49). Here, qw,1 are the polarization helicities for the writing laser and the field 1.
This expression can be easily derived from ξ = tanh2(i
∫∞
0
dt′
∫ L
0
dzχp(z, t
′)) (Eq. 2.35) by generalizing
the parametric coupling constant χp to accommodate Zeeman-dependent transition constants (which depends
on the parameters {Fg, Fs,mFg ,mFs , qw, q1} via the various Cleabsh-Gordan coefficients). Alternatively,
Eq. 2.89 can be derived from the mapping Hamiltonian Hˆ (map)tot . In writing Eqs. 2.88–2.89, I assumed the
effective single-mode model for parametric interaction ξqw,q1mFg ,mFs in section 2.3.2.2, where the beam-waist of
the writing laser is substantially larger than that of the quantum field. The Larmor precession of a single-atom
spin-flip after a delay τ is then described by
〈s˜i(tw + τ)|s˜i(tw)〉 = 1
Nc
∑
mFg ,mFs
pmFg ξ
qw,q1
mFg ,mFs
eiµB(ggmFg−gsmFs)Bz(~ri)τ/~. (2.90)
To understand the collective dynamics of ρˆa(τ), we now calculate the overlap function a〈ψ(tw+τ)|ψ(tw)〉a
between the initial collective state and the final collective state, where the retrieval efficiency ηr is ideally
proportional to |a〈ψ(tw + τ)|ψ(tw)〉a|2 (section 2.5). If we assume that the atoms are stationary so that the
phase-matching condition is preserved, using Eqs. 2.88–2.90, we obtain the following overlap,
a〈ψ(tw + τ)|ψ(tw)〉a = 1
NANc
∑
mFg
pmFg ξ
qw,q1
mFg ,mFg+qw−q1
×
∫ L
0
dzn(z)eiµB((gg−gs)mFg−gs(qw−q1))Bz(z)τ/~, (2.91)
where we made the continuum approximation for the summation
∑
i →
∫
dzn(z) and assumed pure polar-
ization states (qw,1) for the writing laser and the field 1 (i.e., mFs = mFg + qw − q1).
Assuming a flat-top atomic distribution n(z) = NA/L and a quadratically inhomogeneous Zeeman shift
Bz(z) = (4δBz/L
2)(z − L/2)2, we obtain
a〈ψ(tw + τ)|ψ(tw)〉a = 1
Nc
√
L
∑
mFg
pmFg ξ
qw,q1
mFg ,mFg+qw−q1fd(τ), (2.92)
where the decay amplitude fd(τ) for the Raman transition mFg → mFs = mFg + qw − q1 is given by
fd(τ) = −
√
ipierf
(√−iαmFg τ)
2√αmFg τ
, (2.93)
with a Zeeman-dependent decay constant αmFg = µB((gg − gs)mFg − gs(qw − q1))δBz/~. The func-
tion erf(x) = 2√
pi
∫ x
0
dx′e−x
′2
is the error function. In Fig. 2.7, we show the result of our calculation
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Figure 2.7: Spin-wave decoherence due to inhomogeneous Zeeman broadening. We show the normalized
retrieval efficiency based on the theoretical expression ηr ∼ |a〈ψ(tw + τ)|ψ(tw)〉a|2 (Eq. 2.93) as a function
of storage time τ , for (1) δBz = 10, (2) 20, (3) 30, (4) 40, and (5) 50 mG. A typical experimental value for
the inhomogeneous Zeeman broadening is δBz = 20 mG (red line), after nulling the magnetic fields with
bias coils (based on our measurement of off-resonant Raman spectroscopy195). We assumed the length of the
ensemble to beL = 3 mm. The atomic cloud is initially prepared in the ground state |g〉with uniform Zeeman
distribution pmFg = 1/Fg . In this calculation, {|g〉, |s〉, |e〉} denote the levels {|6S1/2, F = 4〉, |6S1/2, F =
3〉, |6P3/2, F = 4〉}. (inset) We measure the conditional probability pc to detect a single-photon in field 2
as a function of τ . The expected Zeeman dephasing is τd ' 30 µs (red line) at δBz ' 10 mG (based on
Raman spectroscopy), whereas the measured coherence time is only τd ' 12 µs (red points). This result is
consistent with the theoretical prediction for motional dephasing (red dashed line) in Fig. 2.8. For reference,
we also plot the spin-wave coherence measurements at δBz ' 30 mG (black points), which are consistent
with Zeeman dephasing (black line). The vertical axes of the theory (black, red) lines for ηr are scaled to fit
the experimental data for the photoelectric detection probability pc of the field 2.
of the retrieval efficiency ηr after storage time τ . Note that the second-order approximation Bz(z) =
(4δBz/L
2)(z − L/2)2 is reasonable for our experiment, since the Helmholtz bias coils can in principle
cancel inhomogeneous Zeeman broadening only up to the first-order. Collective Larmor rephasing (oscilla-
tion in ηr at long τ ), also known as dark-state polariton collapse and revival119,120, is suppressed in our case
of inhomogeneous Zeeman broadening by the additional factor of 2√αmFg τ in the denominator.
Generally, the temporal profile of the spin-wave dephasing ηr(τ) due to Zeeman broadening depends on
both the number density n(z) and the inhomogeneous magnetic fieldBz(z) across the sample. Practically, the
atomic density is approximately a Gaussian distribution n(z) ∼ e−4z2/L2 in our experiment. If we assume
that the first-order (linear) Zeeman shift is dominant, with Bz(z) = (δBz/L)z, the equivalent expression
for 〈s˜(tw + τ)|s˜(tw)〉 (see, e.g., Eq. 2.91) simply depicts a Fourier transform of n(z), which results in a
Gaussian decay of ηr. Thus, the temporal profile of ηr(τ) may provide some information about the spatial
inhomogeneity of the Zeeman levels, given the measured atomic density n(z).
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2.6.2 Motional dephasing of spin waves
As seen in Eq. 2.88, the spin-wave dynamics is also dictated by the spatial coherence ~kw · ~ri − k1z1 of
the spin-wave, which preserves the phase-matching condition required for collective enhancement. Here, we
provide a simple model for motional dephasing
We first assume a linear atomic motion by ~ri(tw + τ) = ~ri(tw) +~viτ during the storage time τ for the ith
atom. The final collective state after motional dephasing can thus be written as
|ψ(tw + τ)〉a = 1√
NA
(∑
i
eiδk(yi(tw)+vy,iτ)|g1, · · · , gi−1, s˜i, gi+1, · · · , gNA〉
)
, (2.94)
where δk = |~kw − ~k1| ' kw sin θw1 is the net momentum transfer to the spin-wave (with a small angle
approximation θw1  1 between the k-vectors of the writing laser and field 1 on the y − z plane) and
vy,i = ~vi · yˆ is the atomic velocity projected along yˆ.
As we discussed in section 2.6.1, the retrieval efficiency is proportional to the overlap |a〈ψ(tw+τ)|ψ(tw)〉a|2.
If we assume a continuum limit for the momentum distribution g(v) of the thermal atoms, the overlap is given
by
a〈ψ(tw + τ)|ψ(tw)〉a =
∫
dvg(v)eiδkvτ . (2.95)
For thermal atoms at Td, as in our case of laser-cooled Cesium atoms Td ' 100 µK, the atomic motion follows
the Maxwell-Boltzmann distribution g(v) = e−mv
2/2kBTd . The retrieval efficiency ηr(τ) ∼ |a〈ψ(tw +
τ)|ψ(tw)〉a|2 is then (Fourier-transforming g(v))
ηr = e
−τ2/τ2d , (2.96)
where τd = λs/2pivs with vs =
√
2kBTd/m. Here, we defined the spatial coherence length λs = 2pi/δk for
the spin-wave with momentum transfer δk.
In Fig. 2.8, we show the temporal profile of the normalized retrieval efficiency ηr as a function of
storage time τ (Eq. 2.96) for various temperatures Td and for two different angles θw1 ' 3◦ (θcs ' 2◦)
between the two fields (thereby, varying the coherence length λs of the spin-wave). I note that there are two
relevant factors which fully characterize the motional dephasing τd: (1) Atomic motion vs and (2) spin-wave
coherence length λs. By decreasing the temperature Td of the atomic sample, we can reduce the mean velocity
vs =
√
2kBTd/m, and thereby increase the coherence time, as shown in Fig. 2.8. By placing an optical
lattice along the momentum transfer δ~k ‖ yˆs, the atomic motion can also be dramatically reduced115–117,196
(see also Fig. 1.3 in chapter 1). On the other hand, to improve τc, it is also possible to increase the spin-wave
coherence length λs = 2pi/δk for a given vs (Fig. 2.8) by moving to a collinear geometry (~kw ‖ ~k1) with
sIn this case, it is important to also consider the inhomogeneous light shifts between |g〉 − |s〉 from the optical lattice, as discussed
in the previous section.
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Figure 2.8: Spin-wave dephasing due to atomic motion. We show the normalized retrieval efficiency based
on the theoretical expression ηr ∼ |a〈ψ(tw + τ)|ψ(tw)〉a|2 (Eq. 2.96) as a function of storage time τ , for (1)
Td = 30 µK (with θw1 = 2◦), and for (2) Td = 80 µK (with θw1 = 3◦), (3) Td = 150 µK (with θw1 = 3◦),
(4) Td = 250 µK (with θw1 = 3◦), (5) Td = 550 µK (with θw1 = 3◦). (inset) A typical experimental value
for the motional dephasing is τd ' 20 µs (Td ' 150 µK, θw1 ' 3◦), as shown in the inset with experimental
data (red points) and theory line (3) (red line). After optimizing polarization gradient cooling (Td ' 30 µK)
and optical pumping to clock state |F = 4,mF = 0〉 (along with the increase in the spin-wave coherence
length via θcs ' 2◦), we further achieve a memory time of∼ 65 µs (black points) for storing and retrieving a
coherent state. The vertical axes of the theory (black, red) lines for ηr are scaled to fit the experimental data
for the photoelectric detection probability pc of the fields (signal field, field 2).
Zeeman storage (at the magic magnetic field), thereby to δ~k = ~kw − ~k1 ' 0 (with coherence length λs ' 3
cm  L,w0 eventually extending beyond the size of the atomic sample). In this case, the storage time τ
due to atomic motion will be limited by the collisional dephasing116,117 and by the loss of atoms from the
excitation volume78.
In the inset of Fig. 2.8, we show our measurement for the decay of the (conditional) photoelectric detec-
tion probability pc of a signal (field 2) pulse after a storage time τ for a coherent state |α〉 with |α|2 ' 0.9
per pulse (for a heralded collective excitation), shown by black (red) points. In particular, after cooling the
atoms to Td ' 30 µK, optical pumping to the clock state, and increasing the spin-wave coherence length by
reducing θcs = 3◦ → 2◦, we achieve a memory time of ∼ 65 µs for storing and retrieving a coherent state, a
substantial improvement relative to the result in chapter 6.
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Chapter 3
Characterization of heralded
entanglement between two atomic
ensembles
This chapter is largely based on ref.34. Reference34 refers to the then current literature in 2007 at the time of
publication.
3.1 Introduction
Beyond a fundamental significance, quantum control of entanglement between material systems is an essen-
tial capability for quantum networks and scalable quantum communication architectures (refs.9,162, see also
chapter 1). In recent years, significant advances have been achieved in the control of the quantum states of
atomic systems, including entanglement of trapped ions197,198 and between macroscopic spins59. By follow-
ing the seminal paper of Duan, Lukin, Cirac, and Zoller (DLCZ) (ref.4, chapter 2), entanglement between
single collective excitations stored in two remote atomic ensembles has also been demonstrated27. In the
DLCZ protocol, entanglement is created in a probabilistic but heralded way from quantum interference in
the measurement process199–201. The detection of a photon from one or the other atomic ensemble in an
indistinguishable fashion results in an entangled state with one collective spin excitation shared coherently
between the ensemblesa. Such entanglement has been critical for the initial implementation of functional
quantum nodes for entanglement distribution (ref.36, chapter 4), for the investigation of entanglement swap-
ping (ref.37, chapter 5) and for light-matter teleportation112.
Because of the relevance to quantum networking tasks, it is important to obtain detailed characterizations
of the physical processes related to the creation, storage, and utilization of heralded entanglement. Towards
this end, significant advances have been demonstrated in the generation of photon-pairs74,75 and the efficient
retrieval of collective excitation76,77. Moreover, decoherence processes for a single atomic ensemble in the
aSee also chapter 9 for an initial demonstration of measurement-induced entanglement of spin waves among multiple quantum
memories.
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regime of collective excitation have been investigated theoretically (ref.147, chapter 2) and a direct measure-
ment of decoherence for one stored component of a Bell state recently was performed202. However, to date
no direct study has been reported for the decoherence of an entangled system involving two distinct atomic
ensembles, which is a critical aspect for the implementation of elaborate protocols122,123,203. The decoherence
of entanglement between ensembles has been shown in recent setups (chapter 2), through the decay of the
violation of a Bell inequality (ref.36, chapter 4) and the decay of the fidelity of a teleported state112. However,
a quantitative analysis was not provided since these setups involved many other parameters, such as phase
stability over long distances.
In this chapter, I discuss measurements that provide a detailed and quantitative characterization of en-
tanglement between collective atomic excitations. Specifically, we determine the concurrence C (ref.178)
as a function of the normalized degree of correlation g12 (ref.76) for the ensembles, including the threshold
g
(0)
12 for entanglement (C > 0). We also map the decay of the concurrence C(τ) as a function of storage
time for the entangled state, and interpret this decay by measuring the local decoherence on both ensembles
taken independently. Compared to ref.27, these observations are made possible by a new system that requires
no active phase stability and that implements conditional control for the generation, storage, and readout of
entangled atomic states.
3.2 Experimental setup
Our experiment is illustrated in Fig. 3.1. A single cloud of cesium atoms in a magneto-optical trap is used;
two ensembles are defined by different optical paths 1 mm apart36,204. This separation is obtained by the
use of birefringent crystals close to the cloud, which separate orthogonal polarizations71. At 40 Hz, the
trap magnetic field is switched off for 7 ms. After waiting 3 ms for the magnetic field to decay, the two
samples are simultaneously illuminated with 30-ns-long and 10 MHz red-detuned write pulses, at a rate of
1.7 MHz. Given the duty cycle of the experiment, the effective rate is 180 kHz. Spontaneous Raman scattered
fields induced by the write beams are collected into single-mode fibers, defining for each ensemble optical
modes that we designate as fields 1U,D with 50 µm waist and a 3◦ angle relative to the direction of the write
beams75,76. The fields 1U,D are frequency filtered to block spontaneous emission from atomic transitions
|e〉 → |g〉, which do not herald the creation of a collective excitation. After this stage, and before detection,
fields 1U,D are brought to interfere on a polarizing beam-splitter. A detection event at D1a,1b that arises
indistinguishably from either of the fields 1U,D projects the atomic ensembles into an entangled state where,
in the ideal case, one collective excitation is coherently shared between the U,D ensembles4,27.
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3.3 Entanglement generation and storage
In the ideal case of small excitation probability, the atom-field 1 joint state can be written for each ensemble:
|Ψ〉 = |0a〉|01〉+
√
ξ|1a〉|11〉+O(ξ) , (3.1)
with |n1〉 the state of the field 1 with n photons and |na〉 the state of the ensemble with n collective excitations
(chapter 2). Upon a detection event at D1a,1b, in the ideal case, the atomic state is projected into
|ΨU,D〉 = 1√
2
(|0a〉U |1a〉D ± eiφ|1a〉U |0a〉D) +O(
√
ξ), (3.2)
where |0a〉U,D, |1a〉U,D refers to the two ensembles U,D with 0, 1 collective excitations, respectively4. The
± sign is set by the detector that records the heralding event. The overall phase φ is the sum of the phase
difference of the write beams at the U and D ensembles and the phase difference acquired by fields 1 in
propagation from the ensembles to the beamsplitter. To achieve entanglement, this phase must be constant
from trial to trial110. In order to meet this requirement, the initial demonstration reported in ref.27 employed
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Figure 3.1: Entanglement generation and verification. a, Entanglement generation and storage. A weak
write pulse is split into two paths separated by 1 mm and excites simultaneously two atomic samples, U,D.
The resulting fields 1U,D are combined at the polarizing beamsplitter (PBS) and sent to the single-photon
detectors D1a,1b. A detection event at D1a or D1b heralds the creation of entanglement. b, Entanglement
verification. After a storage time τ , entanglement is verified by mapping the atomic state to propagating
fields 2U,D by way of read pulses. Tomography is then achieved in two steps, as described in the text.
The atomic cloud is initially prepared in the ground state |g〉. {|g〉, |s〉, |e〉} denote the levels {|6S1/2, F =
4〉, |6S1/2, F = 3〉, |6P3/2, F = 4〉}. Note that the fields 1U,D and 2U,D are detected with a small angle
relative to the classical beams, which is not represented here for the sake of simplicity.
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Figure 3.2: Passive stability of a Mach-Zehnder interferometer formed by a pair of beam displacers. a,
A calcite beam displacer mounted on a stable prism mount. b, Long-term phase instability of an interferom-
eter formed by two beam displacers. By mounting the two crystals in an anti-symmetric configuration (Fig.
3.1), the phase drifts are passively compensated to the first order for thermal expansions of the crystals as
well as for mechanical instabilities along all translational degrees of freedom (except for tilting). The relative
phase φ does not change by more than a few degrees over several days.
auxiliary fields to achieve active stabilization for various phases for two ensembles located in distinct vacuum
apparatuses. By contrast, in our current setup (Fig. 3.1a), φ is determined only by the differential phase for
the two paths with orthogonal polarizations defined by the birefringent crystals (Fig. 3.2a); our small setup
has sufficient passive stability without the need of adjustment or compensation. The relative phase φ does not
change by more than a few degrees over 24 hours (Fig. 3.2b).
3.4 Entanglement verification
To operationally verify entanglement between the U,D ensembles, the respective atomic states are mapped
into photonic states by applying simultaneously read pulses in the configuration introduced in ref.75, as
depicted in Figure 3.1b (see also chapter 5.3.3). The delocalized atomic excitation is retrieved with high
efficiency thanks to collective enhancement4,76 and, in the ideal case, |ΨU,D〉 would be mapped directly to
the photonic state of fields 2U,D with unity efficiency and no additional components. Stability for the phase
difference of the read beams and of fields 2U,D is also required in this process; it is again achieved by the
passive stability of our current scheme71. Since entanglement cannot be increased by local operations205, the
entanglement for the atomic state will always be greater than or equal to that measured for the light fields.
A model-independent determination of entanglement based upon quantum tomography of the fields 2U,D
has been developed in ref.27. The model consists of reconstructing a density matrix, ρ˜2U ,2D , obtained from
the full density matrix by restriction to the subspace with no more than one photon per mode. We also assume
that all off-diagonal elements between states with different numbers of photons vanish. The model thus leads
to a lower bound for entanglement. As detailed in ref.27, ρ˜2U ,2D can be written in the photon-number basis
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|n〉|m〉 with {n,m} = {0, 1} as follows:
ρ˜2U ,2D =
1
P

p00 0 0 0
0 p01 d 0
0 d∗ p10 0
0 0 0 p11
 . (3.3)
Here, pij is the probability to find i photons in mode 2U and j in mode 2D; d is the coherence term between
the |1〉|0〉 and |0〉|1〉 states; and P = p00 + p01 + p10 + p11. From ρ˜2U ,2D , one can calculate the concurrence
C, which is a convenient monotone measurement of entanglement ranging from 0 for a separable state to 1
for a maximally entangled state178:
C = max(0, C0) with C0 =
1
P
(2|d| − 2√p00p11). (3.4)
In the regime of low excitation and detection probabilities in which the experiment is performed, the vacuum
p00 can be approximated by p00 ∼ 1− pc, while the terms p01 and p10 are given by p10 = p01 = pc/2. pc is
the conditional probability of detecting a photon in field 2 from one ensemble following a detection event for
field 1.
Experimentally, we reconstruct ρ˜2U ,2D and then calculate C by using two configurations for the detection
of fields 2U,D, corresponding to two settings of the (λ/2)v waveplate shown in Fig. 3.1b. The diagonal ele-
ments of ρ˜2U ,2D are determined from measurements of the photon statistics for the separated fields 2U , 2D,
i.e., by detecting independently each field. To access the coherence term d, fields 2U,D are coherently super-
imposed and the count rates from the resulting interference are recorded as a function of the relative phase
between the 2U,D fields. It can be shown that d ' V (p10 +p01)/2 ∼ V pc/2 (ref.27), where V is the visibility
of the interference fringe.
3.5 Main results
3.5.1 Scaling behavior of heralded entanglement to excitation probability
To investigate the scaling of entanglement with excitation probability ξ, we determine the concurrence C for
various values of ξ for fixed memory time τ = 200 ns. As ξ increases, higher-order terms in the expansion of
Eq. (3.2) cannot be neglected, precisely as in parametric down-conversion. A convenient parameter to assess
the excitation regime of each ensemble is the normalized intensity cross-correlation function g12 between
field 1 and field 2 (ref.76), defined as g12 = p12/(p1p2) with p12 the joint probability for detection events
from field 1 and 2 in a given trial and pi the probability for unconditional detections in field i. In the ideal
case, this function is related to the excitation probability ξ by g12 = 1 + 1/ξ, where g12 > 2 defines the
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Figure 3.3: Concurrence C as a function of the normalized cross-correlation function g12, for the two
possible heralding events (detection at D1a or D1b). The solid line is obtained from Eq. (3.5) with the
fitted overlap (see inset) and taking an independently-measured retrieval efficiency at 13.5%. The dotted line
corresponds to C0. Inset: Average visibility of the interference fringe between the two field-2 modes. The
solid line is a fit using the expression given by Eq. (3.6), with the overlap λ fitted to 0.95± 0.01.
nonclassical border in the ideal case72 and g12  2 being the single-excitation regime for the ensembles74.
Expressing the two-photon component for the two ensembles as p11 = ξp2c ∼ p2c/g12, we rewrite the
concurrence as:
C ' max[0, pc(V − 2
√
(1− pc)/g12)] , (3.5)
where g12 is for either ensemble alone, with g
(U)
12 = g
(D)
12 ≡ g12 assumed. The visibility V can be expressed
in terms of g12 as the higher-order terms act as a background noise. With (1/2)p1p2 a good estimation for
the background, the visibility can be written as
V ' λ p12 − p1p2
p12 + p1p2
= λ
g12 − 1
g12 + 1
, (3.6)
where λ is the overlap between fields 2U,D (ref.78). In the limit of near zero excitation, as g12 goes to infinity,
the concurrence reaches its asymptotic value given by the retrieval efficiency λpcb.
Fig. 3.3 presents our measurements of the concurrence C as a function of g12. As the excitation proba-
bility is decreased, g12 increases as does the entanglement. The threshold to achieve C > 0 is found to be
g
(0)
12 ' 7, corresponding to a probability ph ' 1.2 × 10−2 per trial for the creation of the heralded atomic
entangled state and to a preparation rate ∼ 2 kHz. Note that C = 0 (or C not greater than zero) does not
imply that there is no entanglement, only that any possible entanglement is not detected by our protocol,
bAn alternative approach is to determine the suppression of two-photon events relative to the square of the probability of single-
photon events for the fields 2, h ≡ p11
p10p01
. h < 1 is a necessary condition for entanglement 27,34,36. Here, for g12 = 60, h =
0.060± 0.005.
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which provides a lower bound for the entanglement. More importantly, in an infinite dimensional Hilbert
space, entangled states are dense in the set of all states206, so that zero entanglement is not provable for an
actual experiment by way of the concurrence.
To confirm the model leading to Eq. (3.6), the inset gives the measured visibility V as a function of
g12. The solid line is a fit according to Eq. (3.6) with free parameter λ, leading to an overlap λ = 0.95 ±
0.01, in agreement with the value λ = 0.98 ± 0.03 obtained from an independent two-photon interference
measurement. With the fitted value of λ and with the independently determined value of the conditional
probability pc = 0.135±0.005 from measurements performed on each ensemble separately, we compare our
measurements of C with the prediction of Eq. 3.5 (solid line in Fig. 3.3) and find good agreement.
Table 3.1 provides the diagonal elements of the density matrix ρ˜2U ,2D and the concurrence for the case
g12 = 60± 4 corresponding to a probability to create atomic entanglement ph = 9× 10−4 per trial (160 Hz).
A value C = 0.092 ± 0.002 is directly measured at detectors D2a, D2b without correction. By way of the
independently determined propagation and detection efficiencies, we infer the density matrix ρ˜output2U ,2D for fields
2U , 2D at the output of the ensembles, from which we obtain a concurrence C
output
2U ,2D
= 0.35±0.1. This value
exceeds the then published state of the art by two orders of magnitude27. This leap underlines the progress
obtained in terms of suppression of the two-photon component and achievable retrieval efficiency over the
past year76,77. Finally, by way of the conditional readout efficiency η = 45 ± 10% for mapping of quantum
states of the U,D ensembles to the fields 2U , 2D, we estimate the density matrix ρ˜U,D and the concurrence
CU,D = 0.9 ± 0.3 for the collective atomic state. We emphasize that CU,D is an estimate determined from
the model developed in ref.74 where the fields at the output of the MOT consist of a two-mode squeezed state
plus background fields in coherent states.
3.5.2 Characterization of decoherence for heralded entanglement stored in two atomic
ensembles
Turning then to a characterization of the decay of entanglement with storage time τ , we present in Fig.
3.4 measurements of concurrence C(τ) for fixed excitation probability ph = 1.6 × 10−3 corresponding to
g12 = 30 at τ = 200 ns. C > 0 for τ . 20 µs, providing a lower bound for the lifetime of entanglement of
the ensembles corresponding to 4 km propagation delay in an optical fiber.
Table 3.1: Diagonal elements and concurrence of the density matrices for fields 2U,D, without and
with correction for propagation losses and detection efficiencies. The last column provides the estimated
elements and concurrence for the atomic state by considering the readout efficiency η. g12 = 60± 4.
ρ˜2U ,2D ρ˜
output
2U ,2D
ρ˜U,D
p00 0.864± 0.001 0.54± 0.08 0± 0.3
p10 (6.47± 0.02)× 10−2 (22± 4)× 10−2 0.5± 0.15
p01 (7.07± 0.02)× 10−2 (24± 4)× 10−2 0.5± 0.15
p11 (2.8± 0.2)× 10−4 (3± 2)× 10−3 0.015± 0.025
C 0.092± 0.002 0.35± 0.1 0.9± 0.3
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Figure 3.4: Concurrence C as a function of the storage time τ . The solid line is obtained from Eq. (3.5)
assuming the fitted exponential decays, given in the inset, of the individual parameters pc and g12 measured
independently. The dotted line corresponds to C0.
To investigate the dynamics in Fig. 3.4, the inset shows the decay of the average g12 and conditional
probability pc for the ensembles taken independently. Such local decoherence has been investigated as the
result of inhomogeneous broadening of the Zeeman ground states due to residual magnetic fields120,147,202.
Our current measurement shows the effect of this local decoherence on the entanglement of the joint system
of the ensembles. For this purpose, our measurements of C are superposed with a line C(τ) given by Eq.
3.5, where the fitted exponential decay for pc(τ), g12(τ) (with similar decay ' 13 µs) and the overlap λ
determined in Fig. 3.3 are employed. The agreement evidenced in Fig. 3.4 confirms the principal role of
local dephasing in the entanglement decay.
3.6 Conclusion
In conclusion, we have reported a detailed study of the behavior of entanglement between collective excita-
tions stored in atomic ensembles, including the dependence of the concurrence on the degree of excitation
and the quantitative relationship of local decoherence to entanglement decay. The temporal dynamics reveal
a finite-time decay, with separability onset for storage time τm ∼ 20 µs. From a more general perspective,
the inferred concurrence for the collective atomic state, CU,D = 0.9 ± 0.3, is comparable to then current
values obtained for entanglement in the continuous variable regime207 and for entanglement of the discrete
internal states of trapped ions197,198.
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3.7 Multiple “flavors” of entanglement
While progress in traditional physics has been historically made by confirming the consistency of experimen-
tal data with theoretical models, it is essential to employ robust, model-independent procedures in quantum
optics and quantum information science, in order to unambiguously characterize and verify the entanglement
for the purported state created in one’s experiment110,208. Diverse approaches to entanglement verification
and quantification have been developed so far, including entanglement monotones and witnesses40,110,208. For
excellent accounts of recent results, I refer to the reviews by refs.40,208. Also, I refer to chapters 7–9, where
we have developed a particular form of an entanglement witness for verifying multipartite mode-entangled
W states38.
In this section, I would like to provide a brief overview on the different categories of entanglementc one
could generate in an experiment, largely based on the description in ref.110. By this, I hope to distinguish
the ‘flavors’ of entanglement for the heralded and deterministic quantum states described in this thesis, and
those based on post-dicted states largely reported elsewhere in the literature (chapter 1) which are not directly
applicable for scalable quantum networks1.
1. Deterministic (a priori) entanglement
For deterministic entanglement, one has a source that generates multiple copies (i.e., in de Finetti
representation211, ρˆ(Nc) =
∫
dρˆP (ρˆ)ρˆ⊗Nc ) of a state, ρˆ = ρˆdet, where
ρˆdet = ρˆent. (3.7)
By performing measurements on a subset of ρˆ(Nc) (e.g., via quantum-state tomography), one concludes
in principle that the physical state ρˆdet contains an entangled state ρˆent every instant of its creation. The
entangled component ρˆent is identical to the physical state ρˆdet generated in an experiment. Thus, the
entangled state ρˆent is created on demand “at the push of the button.” Importantly, the purported en-
tanglement is unambiguously verified directly from measurements on the physical state ρˆdet without
destructively filtering a small fictitious (entangled) component ρˆ′ent of ρˆdet and subsequently measuring
ρˆ′ent by post-selection (i.e., a posteriori entanglement). Depending on the amount of entanglement, de-
terministic entanglement may be employed for a wide variety of large-scale quantum information tasks
(section 1.1), including scalable quantum computation and entanglement distribution. For example,
we demonstrated a reversible quantum interface, whereby deterministic entanglement can be mapped
into and out of two quantum memories (chapter 6). Prominent examples of this type of entanglement
cNote that while there is only one class of entanglement (Bell states) for bipartite qubits (N = 2), there are different classes of
entanglement forN > 2, associated with the equivalency under stochastic local operation and classical communication (SLOCC) 209,210.
My goal, however, is not to discuss about the classes of entanglement, which is an active research problem on its own, but rather
to differentiate the various types of entanglement generated in an experiment, in terms of the amount of entanglement for the actual
physical state.
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include the various entangled states for continuous variable beams of light and atomic ensembles, and
between trapped ions, Rydberg atoms, and superconducting qubits (section 1.2).
2. Heralded entanglement
Here, one refers to the state in the de Finetti representation ρˆ(Nc) =
∫
dρˆP (ρˆ)ρˆ⊗Nc , where ρˆ = ρˆher
with,
ρˆher = (1− pyes)ρˆno ⊗ ρˆunent + pyesρˆyes ⊗ ρˆent. (3.8)
This is an entangled state subject to an ensemble measurement of the subset of ρˆ(Nc), for which one
could reliably estimate the amount of entanglement E(ρˆent). For heralded states, we have orthogonal
states {ρˆno, ρˆyes} for the heralding system (lhs of the direct products in Eq. 3.8) with probabilities
{1 − pyes, pyes}, for which one could subject the auxiliary states {ρˆno, ρˆyes} in a test to distinguish
probabilistically whether the state ρˆher is prepared in the entangled ρˆent or unentangled states ρˆunent.
Albeit with possibly low success probability pyes, we can indeed create a physical state with the desired
maximally entangled ρˆent with a high fidelity by projecting the ancilla states. Thus, heralded entangle-
ment can be as powerful as a priori entanglement, except that one may have to generate many copies
before obtaining ρˆent if pyes is small. This type of entanglement may be employed for diverse large-
scale quantum information protocols, including universal quantum computations2,212,213 and scalable
quantum communications4,9 (section 1.1).
In chapters 3–5, 8, and 9, we initially entangled the number-states between the (heralding) fields 1
and the atomic state via the two-mode squeezing operation described in chapter 2. By projecting the
fields onto an entangled state 12 (|10〉+ |01〉), we prepared a high-fidelity entanglement (ideally, 1-ebit
of entanglement) for the heralded state ρˆent physically stored in the atomic ensembles. For example,
in this chapter, we have achieved CU,D = 0.9 ± 0.3 for the physical state with ph ' 10−3 without
post-selecting ρˆent. But as the scheme is probabilistic, the heralding process requires us to generate
on average ∼ 1/ph copies of the state ρˆher to obtain ρˆent. This type of entanglement can be used
for conditional enhancement of entanglement distribution and connection36,37 (chapters 4–5) and even
promoted to a deterministic quantum state79,80 via the conditional control of heralded quantum states78,
with a sufficient memory time τm (see ref.115).
3. A posteriori entanglement
Here, one generates ρˆ(Nc) =
∫
dρˆP (ρˆ)ρˆ⊗Nc , where ρˆ = ρˆpost with,
ρˆpost = (1− pyes)ρˆunent + pyesρˆent, (3.9)
where pyes  1, in many cases of practical importance. Here, one devises the measurement strategy
such that it is only sensitive to the desired entangled state ρˆent with post-selection, thereby destructively
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measuring the quantum state. While such a measurement strategy may display classical recording
of significant non-classical correlations (e.g., by way of the violation of Bell’s inequality), the actual
amount of entanglement for the physical state ρˆpost is very small: i.e., E(ρˆpost) ∼ pyesE(ρˆent). If the
post-selection procedures can be simulated by local filters, one can in principle conclude the pres-
ence of entanglement. But, entanglement E(ρˆent) via post-diction greatly overestimates the amount of
entanglement E(ρˆpost) in ρˆpost (i.e., referring instead to the fictitious component ρˆent).
Because of the destructive nature in the measurement process, the entanglement in ρˆent cannot exist
independent of the null (unentangled) events ρˆunent. Indeed, in typical downconverter experiments,
with pyes  1, the quantum state one needs to assign for the two purportedly entangled optical modes
is not that of a maximally entangled state |Ψ+〉 = 1√2 (|HV 〉 + |V H〉) of two photons, but that of a
state of the form:
ρˆPDC ' p0ρˆ0 + pyes|Ψ+〉〈Ψ+|+ ρˆ≥2. (3.10)
Thus, based on a positive detection event, one succeeds in implementing the desired protocol a poste-
riori.
Such an entangled state is not desirable for realizing most scalable quantum architectures, including
quantum networks, as the amount of entanglement is extremely small for the physical state (typically,
pyes  10−3). Furthermore, given a density matrix ρˆPDC, the pure-state decompositions of Eq. 3.10
may be written in a form in different pure-state decomposition, for which the pure states in the decom-
position are all unentangled178. Unfortunately, a wide range of literature has been reported, whereby
entanglement in the state of Eq. 3.10 is claimed to exist in the form of |Ψ+〉 instead of ρˆPDC. I re-
fer to reference110 for prominent examples, for which entanglement verifications were not carried out
correctly.
3.8 Technical details
3.8.1 Some notes on the magic of beam displacers
The passive stability of the beam displacers has attracted us to use these components throughout our exper-
iments (chapters 3–9). We ordered the displacers from Novaphase, for which they used laser-grade calcite
crystals with exceptionally low striae and optical inhomogeneity for reducing the scattering noise of the clas-
sical beams, and polished the calcite surface with λ/10 flatness over the entire aperture and S/D = 20/10.
However, I’d like to note that since 2009 there has been a global shortage of calcite crystals, which made
them compromise the quality of calcite crystals. For example, the new batch purchased in 2010 had higher
densities of scattering centers for the experiment in chapter 9, with the fluorescence clearly visible under an
IR scope. As of 2011, it is unclear when we will be able to obtain high-quality calcite crystals with low
scatter density as in the pre-2009 batches. Currently, for any serious quantum optics experiments involving
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strong classical beam, the only practical alternative is to use synthetically grown YVO4 beam displacers,
despite the lower transmission at our wavelengths. The residual broadband fluorescence from the crystal can
be overcome by employing a narrow-band high-efficiency volume Bragg grating (see Fig. 1.6 in chapter 1).
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Chapter 4
Functional quantum nodes for
entanglement distribution
This chapter is largely based on ref.36. Reference36 refers to the then current literature in 2007 at the time of
publication.
4.1 Introduction
In quantum information science162, distribution of entanglement over quantum networks is a critical require-
ment for quantum metrology41, quantum computation8,214, and communication8,9. Quantum networks are
composed of quantum nodes for processing and storing quantum states, and quantum channels that link the
nodes (chapter 1). Substantial advances have been made with diverse systems towards the realization of
such networks, including ions215, single trapped atoms in free space216,217 and in cavities218, and atomic
ensembles in the regime of continuous variables60.
An approach of particular importance has been the seminal work of Duan, Lukin, Cirac, and Zoller
(DLCZ) for the realization of quantum networks based on entanglement between single photons and collective
excitations in atomic ensembles4. Critical experimental capabilities have been achieved, beginning with
the generation of non-classical fields72,73 with controlled waveforms75 and extending to the creation and
retrieval of single collective excitations74,92,93 with high efficiency76,77. Heralded entanglement with quantum
memory, which is the cornerstone of networks with efficient scaling, was achieved between two ensembles27.
More recently, conditional control of the quantum states of a single ensemble79,80,202 and of two distant
ensembles78 has also been implemented, such quantum states are likewise required for the scalability of
quantum networks based on probabilistic protocols.
Our goal is to develop the physical resources that enable quantum repeaters9, thereby allowing entan-
glement based quantum communication tasks over quantum networks on distance scales much larger than
set by the attenuation length of optical fibers, including quantum cryptography21. For this purpose, her-
alded number-state entanglement27 between two remote atomic ensembles is not directly applicable. Instead,
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Figure 4.1: Setup for distributing entanglement between two quantum nodes (L,R) separated by 3
meters. The inset shows the relevant atomic levels for the 6S1/2 → 6P3/2 transition in atomic Cesium, as
well as the associated light fields. The ensembles are initially prepared in |g〉. Weak write pulses then induce
spontaneous Raman transitions |g〉 → |e〉 → |s〉, resulting in the emission of anti-Stokes fields (fields 1)
near the |e〉 → |s〉 transition along with the storage of collective excitations in the form of spin-flips shared
among the atoms4. With this setup, a photodetection event at either detector D1a or D1b (D1c or D1d)
heralds entanglement between the collective excitation in LU and RU (LD and RD)27. BSU and BSD
are implemented using two orthogonal polarizations in one fiber beam splitter, yielding excellent relative
path stability. A heralding detection event triggers the control logic to gate off the light pulses going to the
corresponding ensemble pair (U or D) by controlling the intensity modulators (IM). The atomic state is thus
stored while waiting for the second ensemble pair to be prepared. After both pairs of ensembles U,D are
entangled, the control logic releases strong read pulses to map the states of the atoms to Stokes fields 2 via
|s〉 → |e〉 → |g〉. Fields 2LU and 2LD (2RU and 2RD) are combined with orthogonal polarizations on the
polarizing beam splitter PBSL (PBSR) to yield field 2L (2R). If only coincidences between fields 2L and 2R
are registered, the state is effectively equivalent to a polarization maximally entangled state. (λ/2)L,R are
rotatable half-wave plates.
DLCZ proposed the use of pairs of ensembles (Ui, Di) at each quantum node i, with the sets of ensem-
bles {Ui}, {Di} separately linked in parallel chains across the network4. Relative to the state of the art in
ref.27, the DLCZ protocol requires the capability for the independent control of pairs of entangled ensembles
between two nodes.
In this chapter, we have created, addressed, and controlled pairs of atomic ensembles at each of two
quantum nodes, thereby demonstrating entanglement distribution in a form suitable both for quantum network
architectures and for entanglement-based quantum communication schemes. Specifically, two pairs of remote
63
ensembles at two nodes were each prepared in an entangled state27, in a heralded and asynchronous fashion78,
thanks to the conditional control of the quantum memories. After a signal heralding that the two chains are
prepared in the desired state, the states of the ensembles were coherently transferred to propagating fields
locally at the two nodes. The fields were arranged such that they effectively contained two photons, one at
each node, whose polarizations were entangled. The entanglement between the two nodes was verified by
the violation of a Bell inequality. The effective polarization-entangled state, created with favorable scaling
behavior, was thereby compatible with entanglement-based quantum communication protocols4.
4.2 Conditional control of heralded entanglement and entanglement
distribution
The architecture for our experiment is shown in Fig. 4.1. Each quantum node, L (left) and R (right), consists
of two atomic ensembles, U (up) and D (down), or four ensembles altogether, namely (LU , LD) and (RU ,
RD), respectively. We first prepared each pair in an entangled state (chapter 3), in which one excitation is
shared coherently, by using a pair of coherent weak write pulses to induce spontaneous Raman transitions
|g〉 → |e〉 → |s〉 (bottom left, Fig. 4.1). The Raman fields (1LU ,1RU ) from (LU , RU ) were combined at
the 50-50 beamsplitter BSU , and the resulting fields were directed to single-photon detectors. A photoelectric
detection event in either detector indicated that the two ensembles were prepared. The remote pair of D
ensembles, (LD, RD), was prepared in an analogous fashion.
Conditioned upon the preparation of both ensemble pairs (LU , LD) and (RU , RD), a set of read pulses
was triggered to map the stored atomic excitations into propagating Stokes fields in well-defined spatial modes
through |s〉 → |e〉 → |g〉 with the use of a collective enhancement4 (bottom left, Fig. 4.1; see also chapter
2). This generated a set of four fields denoted by (2LU ,2RU ) for ensembles (LU , RU ) and by (2LD,2RD) for
ensembles (LD, RD). In the ideal case and neglecting higher-order terms, this mapping results in a quantum
state for the fields 2 given by
|ψ2LU ,2RU ,2LD,2RD 〉 =
1
2
(|0〉2LU |1〉2RU ± eiηU |1〉2LU |0〉2RU )U
⊗(|0〉2LD |1〉2RD ± eiηD |1〉2LD |0〉2RD )D . (4.1)
Here, |n〉x is the n-photon state for mode x, where x ∈ {2LU , 2RU , 2LD, 2RD}, and ηU (ηD) is the relative
phase resulting from the writing and reading processes for the U (D) pair of ensembles27. The ± signs for
the conditional states U,D result from the unitarity of the transformation by the beamsplitters (BSU , BSD).
The extension of Eq. 4.1 to incorporate various imperfections is given in sections 4.8–4.11.
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Apart from an overall phase, the state |ψ2LU ,2RU ,2LD,2RD 〉 can be rewritten as follows
|ψ2LU ,2RU ,2LD,2RD 〉 =
1
2
[e−iηD |1〉2RU |1〉2RD |vac〉2L ± eiηU |1〉2LU |1〉2LD |vac〉2R
±(|0〉2LU |1〉2LD |0〉2RD |1〉2RU ± ei(ηU−ηD)|1〉2LU |0〉2LD |1〉2RD |0〉2RU )],
(4.2)
where |vac〉2i denotes |0〉2iU |0〉2iD . If only coincidences between both nodes L,R are registered, the first
two terms (i.e., with e−iηD , eiηU ) do not contribute. Hence, as noted by DLCZ, excluding such cases leads to
an effective density matrix equivalent to the one for a maximally entangled state of the form of the last term
in Eq. 4.2. Notably, the absolute phases ηU and ηD do not need to be independently stabilized. Only the
relative phase η = ηU − ηD must be kept constant, leading to 1/2 unit of entanglement for two quantum bits
(i.e., 1/2 ebit).
4.2.1 Real-time control of entanglement, phase stability, and polarization encoding
The experimental demonstration of this architecture for implementing the DLCZ protocol relies critically
on the ability to carry out efficient parallel preparation of the (LU , RU ) and (LD, RD) ensemble pairs, as
well as the ability to stabilize the relative phase η. The first requirement is achieved by the use of real-time
control, as described in ref.78 in a simpler case. As shown in Fig. 4.1, here we implemented a control logic
that monitors the outputs of field 1 detectors a. A detection event at either pair triggers electro-optic intensity
modulators (IM) that gate off all laser pulses traveling toward the corresponding pair of ensembles, thereby
storing the associated state. Upon receipt of signals heralding that the two pairs of ensembles (LU , RU ) and
(LD, RD) have both been independently prepared, the control logic triggers the retrieval of the stored states
by simultaneously sending a strong read pulse into each of the four ensembles. Relative to the case where
no logic is implemented, this process resulted in a 19-fold enhancement in the probability of generating this
overall state from the four ensembles.
The second requirement, for stability of the relative phase η, could be accomplished by active stabilization
of each individual phase ηU , ηD, as in ref.27. Instead of implementing this challenging technical task (which
ultimately would have to be extended across longer chains of ensembles), our setup exploits the passive
stability between two independent polarizations propagating in a single interferometer to prepare the two
ensemble pairs. No active phase stabilization is thus required. In practice, we found that the passive stability
of our system was sufficient for operation overnight without adjustment. Additionally, we implemented a
procedure that deterministically sets the relative phase η to zero.
We also extend the original DLCZ protocol (Fig. 4.1) by combining fields (2LU , 2LD) and (2RU , 2RD)
with orthogonal polarizations on polarizing beamsplitters PBSL and PBSR to yield fields 2L and 2R, respec-
tively. The polarization encoding opens the possibility of performing additional entanglement purification
and thus leads to superior scalability122,203. In the ideal case, the resulting state would now be effectively
aSee the appendix of James Chou’s thesis for the circuit design 71.
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Figure 4.2: Temporal growth of the suppression h(2)X . Suppression h
(2)
X of the probabilities for each en-
semble to emit two photons compared to the product of the probabilities that only one photon is emitted, as
a function of the duration τM that the state is stored before retrieval. The solid line gives a fit for the U pair.
Error bars indicate statistical errors.
equivalent to a maximally entangled state for the polarization of two photons
|ψ±2L,2R〉eff ∝ |H2L〉|V2R〉 ± eiη|V2L〉|H2R〉 , (4.3)
where |H〉 (|V 〉) stands for the state of a single photon with horizontal (vertical) polarization. The sign ± of
the superposition in Eq. 4.3 is inherited from Eq. 4.1 and is determined by the particular pair of heralding
signals recorded by (D1a,D1b) and (D1c,D1d). The entanglement in the polarization basis is well-suited for
entanglement-based quantum cryptography4,21, including the security verification by way of the violation of
a Bell inequality, as well as for quantum teleportation4.
4.3 Characterization of h(2)
As a first step to investigate the joint states of the atomic ensembles, we recorded photoelectric count-
ing events for the ensemble pairs (LU,RU) and (LD,RD) by setting the angles for the half-wave plates
(λ/2)L,R shown in Fig. 4.1 to 0◦, such that photons reaching detectors D2b and D2d (D2a and D2c) come
only from the ensemble pair U (D). Conditioned upon detection events at D1a or D1b (D1c or D1d), we
estimated the probability that each ensemble pair U,D contains only a single, shared excitation as compared
to the probability for two excitations by way of the associated photoelectric statistics. In quantitative terms,
we determine the ratio27
h
(2)
X ≡
pX,11
pX,10pX,01
, (4.4)
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where pX,mn are the probabilities to register m photodetection events in mode 2LX and n events in mode
2RX (X = {U,D}), conditioned on a detection event at D1.
A necessary condition for the two ensembles (LX , RX) to be entangled is that h(2)X < 1, where h
(2)
X = 1
corresponds to the case of independent (unentangled) coherent states for the two fields27. Fig. 4.2 shows the
measured h(2)X versus the duration τM (where M stands for memory) that the state is stored before retrieval.
For both U and D pairs, h(2) remains well below unity for storage times τM . 10 µs. For the U pair, the
solid line in Fig. 4.2 provides a fit by the simple expression h(2) = 1 − A exp (−(τM/τ0)2). The fit gives
A = 0.94± 0.01 and τ0 = 22± 2 µs, providing an estimate of a coherence time for our system. A principal
cause for decoherence is an inhomogeneous broadening of the ground state levels by residual magnetic fields
(ref.147, chapter 2). The characterization of the time dependence of h(2) constitutes an important benchmark
of our system.
4.4 Measurement of correlation function
We next measure the correlation function E(θL, θR), defined by
E(θL, θR) =
Cac + Cbd − Cad − Cbc
Cac + Cbd + Cad + Cbc
. (4.5)
Here,Cjk gives the rates of coincidences between detectorsD2j andD2k for fields 2, where j, k ∈ {a, b, c, d},
conditioned upon heralding events at detectors D1a, D1b and D1c, D1d from fields 1. The angles of the two
half-wave plates (λ/2)L,R are set at θL/2 and θR/2, respectively. As stated before, the capability to store
the state heralded in one pair of ensembles and then to wait for the other pair to be prepared significantly
improves the various coincidence rates Cjk by a factor that increases with the duration τM that a state can be
preserved78 (section 4.11).
Fig. 4.3 displays the correlation function E as a function of θR, for a, θL = 0◦ and for b, 45◦. Relative
to Fig. 4.2, these data are taken with increased excitation probability (higher write power) to validate the
phase stability of the system, which is evidently good. Moreover, these four-fold coincidence fringes in Fig.
4.3a provide a further verification that predominantly one excitation is shared between a pair of ensembles.
The analysis provided in section 4.8 with the measured cumulative h(2) parameter for this set of data, h(2) =
0.12± 0.02, predicts a visibility of V = 78 ± 3% in good agreement with the experimentally determined
V ∼= 75%. Finally, the fact that one of the fringes is inverted with respect to the other in Fig. 4.2b corresponds
to the two possible signs in Eq. 4.3. As for θL = 45◦ the measurement is sensitive to the square of the
overlap λ of photon wavepackets for fields 2U,D, we infer λU,D ' 0.85 from the reduced fringe visibility
(V ∼= 55%) in Fig. 4.3b relative to Fig. 4.3a , if all the reduction is attributed to a non-ideal overlap. An
independent experiment for two-photon Hong-Ou-Mandel interference149 in this setup has shown an overlap
of λ ' 0.90, confirming that the reduction can be principally attributed to the non-ideal overlap (section
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Figure 4.3: Measured correlation function E(θL, θR) as a function of θR with θL fixed at a, 0◦ and b,
45◦. The excitation probabilities for the ensembles are increased by ∼ 1.5 times relative to Fig. 4.2, with
each point taken for 30 minutes at typically 400/hour coincidence rate for each fringe. Error bars indicate
statistical errors.
4.9). Other possible causes include imperfect phase alignment η 6= 0 and imbalance of the effective state
coefficients.
4.5 Violation of Bell inequality
With the measurements from Figs. 4.2 and 4.3 in hand, we verify entanglement unambiguously by way of
the violation of a Bell inequality219. For this purpose, we choose the canonical values, θL = {0◦, 45◦} and
θR = {22.5◦,−22.5◦}, and construct the CHSH parameters
S+ ≡ |E(0◦, 22.5◦) + E(0◦,−22.5◦)
+E(45◦,−22.5◦)− E(45◦, 22.5◦)| (4.6)
S− ≡ |E(0◦, 22.5◦) + E(0◦,−22.5◦)
+E(45◦, 22.5◦)− E(45◦,−22.5◦)| (4.7)
for the two effective states |ψ±2L,2R〉eff in Eq. 4.3. For local, realistic hidden variable theories, S± ≤ 2219.
Fig. 4.4 shows the CHSH parameters S± as functions of the duration τM up to which one pair of ensembles
holds the prepared state, in the excitation regime of Fig. 4.2. As shown in section 4.8, the requirements for
minimization of higher-order terms are much more stringent in this experiment with four ensembles than with
simpler configurations202.
Fig. 4.4a and b give the results for our measurements of S± with binned data. Each point corresponds
to the violation obtained for states generated at τM ± ∆τM/2 (with the bin size ∆τM marked by the thick
horizontal lines). Strong violations of the inequality S± ≤ 2 are obtained for short memory times, with
for instance S+ = 2.55 ± 0.14 > 2 and S− = 2.61 ± 0.13 > 2 for the second bin, demonstrating the
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Figure 4.4: Measured CHSH parameters and the violation of Bell inequality. We measured the CHSH
parameters S±, for the two possible effective states in Eq. 4.3, as functions of duration τM for which the first
ensemble pair holds the prepared state. The excitation probabilities are kept low for high correlation (as in
Fig. 4.2). Panels a and b are the binned data. The horizontal thick lines indicate the size of the bins used.
Panels c and d are the cumulative data. The coincidence rate for these measurements is about 150/hour for
each effective state. Error bars indicate statistical errors.
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presence of entanglement between the fields 2L and 2R, as well as between the two quantum nodes L and R.
Therefore, these fields can be exploited to perform entanglement-based quantum communication protocols,
such as quantum key distribution with, at minimum, security against individual attacks4,220.
As it can be seen in Fig. 4.4, the violation decreases with increasing τM . The decay is largely due to the
time-varying behavior of h(2) in Fig. 4.2. In addition to this decay, the S+ parameter exhibits modulation with
τM . We have explored different models to understand the time dependence of the CHSH parameters, but so far
we have not found satisfactory agreement between model calculations and measurements. Nevertheless, the
density matrix for the ensemble over the full memory time is potentially useful for tasks such as entanglement
connection, as shown by panels Fig. 4.4c and d where cumulative data are given. Each point at memory
time τM gives the violation obtained by taking into account all the states generated from 0 to τM . Overall
significant violations are obtained, namely S+ = 2.21 ± 0.04 > 2 and S− = 2.24 ± 0.04 > 2 at τM ∼ 10
µs.
4.6 Conclusion
In our experiment, we are able to generate excitation-number entangled states between remote locations,
which are well suited for scaling purposes, and, with real-time control, to operate them as if they were
effectively polarization entangled states, which are appropriate for quantum communication applications,
such as quantum cryptography. Measurements of the suppression h(2) of two-excitation components versus
storage time demonstrates explicitly the major source that causes the extracted polarization entanglement
to decay, emphasizing the critical role of multi-excitation events in the experiments aiming for a scalable
quantum network. The present scheme, which constitutes a functional segment of a quantum repeater in terms
of quantum state encoding and channel control, allows the distribution of entanglement between two quantum
nodes. But the extension of our work to longer chains involving many segments becomes more complicated,
and out of reach for any current system. For long-distance communication, the first quantity to improve is
the coherence time of the memory. Better cancellation of the residual magnetic fields and switching to new
trap schemes should improve this parameter to ∼ 0.1 sec by employing an optical trap147, thereby increasing
the rate of preparing the ensembles in the state of Eq. 4.1 to ∼ 100 Hz. The second challenge which would
immediately appear in an extended chain would be the increase of the multi-excitation probability with the
connection stages. Recently, ref.122 has theoretically demonstrated the prevention of such growth in a similar
setup, but its full scalability still requires very high retrieval and detection efficiency, and photon-number
resolving detectors. These two points clearly show that the quest of scalable quantum networks is still a
theoretical and experimental challenge. The availability of our first functional segment opens the way for
fruitful investigations.
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4.7 Experimental details
Ensembles (LU , LD) are pencil-shaped groups of cold Cesium atoms released from a magneto-optical trap
(MOT), while ensembles (RU , RD) are prepared from another MOT, 3 meters away. {|g〉, |s〉, |e〉} corre-
spond to the hyperfine levels {|6S1/2, F = 4〉, |6S1/2, F = 3〉, |6P3/2, F ′ = 4〉}, respectively. In each MOT,
the ensembles U,D are separated by 1 mm by way of birefringent beam displacers (chapter 3). The MOT
is formed at a repetition rate of 40 Hz in a steady-state regime (with MOT loading time of ∼ 6 s.). In each
cycle, the MOT is loaded for 18 ms, after which the magnetic field is quickly switched off. The trapping
beams are turned off 3 ms after the magnetic field, while the repumping beam stays on for another 100 µs
before being switched off in order to prepare the atoms in the F = 4 ground state |g〉. 3.4 ms after the
magnetic field is turned off, trials of the protocol (each consisting of successive write, read, and repumping
pulses) are repeated with 575 ns period for 3.4 ms. In each trial, the write pulse is ≈ 30 ns in duration and
10 MHz red-detuned from the |g〉 → |e〉 transition. The read and the repumping pulses are both derived from
the read beam (resonant with the |s〉 → |e〉 transition) with 30 ns and 75 ns duration, respectively. The read
pulse is closely followed by the repumping pulse. The read pulse is delayed ≈ 400 ns after the write pulse,
leaving time for the control logic to gate it off, along with the subsequent pulses. Independent phase stability
measurements show that the phase η between the two ensembles drifts in a negligible way, (pi/30) over 500
µs corresponding to 870 trials. Some other parameters of the experiments are calibrated and listed in Table
4.1.
Table 4.1: Noise and efficiencies. The intrinsic retrieval efficiency for mapping single collective excitations
to single photons is ηU = 18± 3% (ηD = 23± 3%) for the U (D) ensembles.
U D
Field 1 dark count rate ∼ 10 Hz ∼ 10 Hz
Field 2 dark count rate ∼ 100 Hz ∼ 100 Hz
Conditional detection efficiency pc 6.4%± 0.5% 8.0%± 0.5%
Field 2 propagation efficiency 68± 5% 68± 5%
Field 2 detector quantum efficiency 50± 5% 50± 5%
4.8 Fringe visibility as a function of h(2)
Let us consider that the two pairs of ensembles, U and D, have been prepared by heralded detections at
D1a, D1b and D1c, D1d. Denote by p10, p01, and p11 the probability pij to register i photodetection events
in field 2LU and j in field 2RU after firing the read pulses. We will assume, for simplicity, the various pij are
the same for both pairs of ensembles. For each of them, the suppression of the two-photon events relative to
the square of the probability for single-photon events is characterized by the parameter h(2) (ref.27),
h(2) =
p11
p10p01
. (4.8)
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We next relate h(2) to the maximal Cmax and minimal Cmin coincidence probabilities between various
output ports of the detection polarizing beamsplitters (PBS) for the left and right nodes at detectors D2a, D2b
and D2c, D2d (see Fig. 4.1). Consider, for example, the transmitted ports of the PBS at the L,R detectors
for the case that the left node has the half-wave plate (λ/2)L set to 0◦. In this case, fields 2LU and 2LD are
detected independently, with field 2LD transmitted at the PBS. On one hand, Cmax is obtained for crossed
polarizers (i.e., (λ/2)R set to 45◦ at the right node, with then field 2RU transmitted) and is given to lowest
order by
Cmax = p10p01. (4.9)
This term corresponds to the case where only a single excitation is distributed in each pair, and each retrieved
photon is detected from a transmitted port on each side L,R.
On the other hand, the minimum coincidence probability Cmin is obtained for parallel polarizers (i.e.,
(λ2 )R = 0
◦ at the right node, with then field 2RD transmitted) and can be written as
Cmin = p11. (4.10)
This term corresponds to coincidences due to photons coming from the same pair of ensembles. The smaller
is the excitation probability, the smaller is this background term.
Taking Eqs. 4.9 and 4.10 into account, we find that the visibility V for the number of coincidences as a
function of the right polarizer angle (i.e., the angle for (λ2 )R) is given by
V =
Cmax − Cmin
Cmax + Cmin
=
1− h(2)
1 + h(2)
. (4.11)
Assuming that the visibility is the same in each basis, we then find a CHSH parameter S (ref.221) equal to
S = 2
√
2V = 2
√
2
1− h(2)
1 + h(2)
. (4.12)
A minimal value h(2)min = 0.17 is thus required to violate the CHSH inequality S < 2 in the absence of any
imperfections except the intrinsic two-photon component. This value underlines that this experiment is much
more stringent in terms of minimization of high-order terms than previously reported setups. For example,
in ref.202, where entanglement between a photon and a stored excitation is reported, a value of h(2) equal to
0.68 was sufficient to violate the inequality. The dramatic improvement reported recently by different groups
for the quality of the photon pairs emitted by an atomic ensemble was thus an enabling step for the practical
realization of such a more elaborate procedure involving a total of 4 ensembles reported in section 4.5.
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4.9 Two-photon interference and inferred overlaps
For a non-unity overlap λ of the field-2 photon wavepackets, the visibility of the fringes in the 45◦ basis is de-
creased by a factor λ
2
. This overlap can be determined by the two-photon interference, which is implemented
by mixing the fields 2U and 2D on each side (R and L) by rotating the half-wave plates (λ/2)L, (λ/2)R by
22.5◦. If the single photon wavepackets are indistinguishable, no coincidences should be observed. How-
ever, the two-photon component can lead to coincidences, which reduce the visibility. Let us determine the
expected visibility as a function of the two-photon component by way of a simple model.
Consider Pn the probability of finding n photons in field 2, and assume the various Pn are the same for
both ensembles involved. In the ideal case where all ensembles have the same properties, the two-photon
suppression for each field 2 can also be characterized by the same h(2) parameter used before, which can be
written here as
h(2) =
2P2
P 21
. (4.13)
When the half-wave plates (λ/2)L, (λ/2)R are at 0◦, the fields 2 are detected independently and the
probability pmax to register coincidences is given by
pmax = P
2
1 . (4.14)
When the half-wave plates (λ/2)L, (λ/2)R are rotated to 22.5◦, if the two fields overlap perfectly, the
term with one photon in each input does not lead to coincidences. If we denote by λ the overlap, the proba-
bility pmin to have one photon in each output is then
pmin =
(1− λ2)
2
P 21 +
P2
2
+
P2
2
= [1− λ2 + h(2)]P
2
1
2
. (4.15)
From these two probabilities, we find that the visibility of the dip in coincidences can be written as
Vdip =
pmax − pmin
pmax
=
1 + λ
2 − h(2)
2
. (4.16)
In our case, the measured Hong-Ou-Mandel visibility Vdip is 85±2% for the left node and 89±2% for the
right one. The measured average h(2) parameter for this set of data is 0.09± 0.01, which leads to visibilities
Vmodel = 95.5 ± 0.5% in the case of perfect overlap (λ = 1). From the measured visibilities and this simple
model, we then estimate the overlaps, λ = 0.89 ± 0.03 for the left node and λ = 0.93 ± 0.03 for the right
node.
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Figure 4.5: Conditional probability as a function of the storage time. Conditional probability pc of de-
tecting one photon in a field 2 for the U (black squares) and D (red circles) pairs, as a function of the storage
time τM . The error bars indicate statistical errors. The solid lines are fits using Eq. 4.17.
4.10 Decoherence time of the stored excitation
Residual magnetic fields, which lead to inhomogeneous broadening of the ground states levels, is the major
limiting factor of the coherence time τc of the stored excitation (refs.147,202, chapter 3). Consequently, if we
neglect dark counts, the conditional retrieval efficiency pc = p01 + p10 is expected to decay exponentially
with the storage time τM
pc = p
(0)
c exp(−
τM
τc
). (4.17)
Fig. 4.5 shows an independent measurement of pc vs. τM , with the U and D pairs separated. Fitting the data
with Eq. 4.17 gives, for the U and D pairs, respectively, we obtain p(0)c = 7.0% ± 0.1% and 8.7% ± 0.2%,
and τc = 9.1± 0.6µs and 8.5± 0.5µs.
The decay of pc leads to a similar exponential decay of Cij . Cij (i, j = a, b, c, d) are the coincidence
count rates of two field 2 photons conditioned on the two heralding field 1 photons defined before. Summing
over all Cij used in calculating S±, we obtain the total coincidence count rates CS± for the measurement of
the Bell parameters S+ and S−. CS±(τM ) corresponds to the probability distribution of the S±(τM ), and is
reflected in the statistical error bars ∆S±(τM ). The decay of CS± with τM is shown in Fig. 4.6. Fitting the
data with exponential functions,
CS± = C
(0)
S± exp(−τM/τ±), τM > 0, (4.18)
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gives τ+ = 9.1±0.4µs and τ− = 8.1±0.3µs, in good agreement with τc. Note that C(0)S± = 2CS±(τM = 0),
since CS±(τ = 0) is conditioned on two excitation in a same trial, while CS±(τ > 0) is conditioned on two
excitations created in two different trials: the factor of 2 accounts for the two possible orders of excitations
(‘U ’ then ‘D,’ or ‘D’ then ‘U ’).
a b
Figure 4.6: τM -dependence of the total conditional count rates CS± in the measurement of a, S+ and b,
S−. The horizontal thick lines indicate the size of the memory bin. The error bars indicate statistical errors.
The solid lines are fits using Eq. 4.18.
4.11 Conditional control and increase in generation rate
As demonstrated in ref.78, the conditional control of remote quantum memories enables a large enhancement
of coincidence rates relative to the case where no control logic is implemented. I refer to James’ thesis71 for
the details of the logic circuit implemented in this and former experiments. If the state prepared in one pair
of ensembles is held up to N trials, the rate for preparing both pairs is increased by a factor (2N + 1) for
very low excitation probability78. Fig. 4.7a gives the probability p11 of simultaneously preparing the two
pairs. After 17 trials, an increase by a factor 34 is obtained experimentally, close to the expected value of
35. The gain in the probability p1122 of generating the effective entangled state is expected to be the same
if the coherence time τc is long enough. However, our finite coherence time results in a smaller increase
of the probability to detect field 2 coincidences. This increase is given in Fig. 4.7b, with a comparison to
the ideal case of very long coherence time. A 19-fold enhancement is finally obtained. Let us note that the
different experimental rates can be obtained from these probabilities times the number of trials per second
(∼ 2.36× 105/s).
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Figure 4.7: Conditional enhancement. Probabilities of coincidence detection as functions of the number of
trials N for which the first prepared pair holds the entangled state. a, Measured probability p11 of preparing
the two pairs. b, Measured probability p1122 of detecting field 2 coincidences. The green solid line corre-
sponds to the ideal case of very long coherence time. Both panels give in addition to these probabilities the
enhancement factor obtained relative to the case without conditional control.
4.12 Correlation functions E(0◦, θR), E(45◦, θR) for the ideal effective
state
In practice, various imperfections lead to deviations from the ideal effective state in Eq. 4.2. We have
developed a detailed model relevant to our experiment based on the two-mode squeezed states in chapter 2,
but here we will consider only a generic form. Collective excitations are not shared with equal amplitudes
between a pair of ensembles because of imperfections in the writing and heralding processes. Likewise,
the mapping of atomic states to states of field 2 by the read pulses is not ideal. Overall, these various
imperfections lead to a state |ψ2LU ,2RU ,2LD,2RD 〉 for field 2 given by (neglecting multi-photon processes),
|ψ2LU ,2RU ,2LD,2RD 〉 =
(
RU |02LU 〉|12RU 〉 ± eiηU LU |12LU 〉|02RU 〉
)
⊗
(
RD|02LD 〉|12RD 〉 ± eiηDLD|12LD 〉|02RD 〉
)
= RU RD|02LU 〉|02LD 〉|12RU 〉|12RD 〉
±eiηU eiηDLU LD|12LU 〉|12LD 〉|02RU 〉|02RD 〉
±eiηU RDLU |12LU 〉|02LD 〉|02RU 〉|12RD 〉
±eiηDRU LD|02LU 〉|12LD 〉|12RU 〉|02RD 〉 , (4.19)
where X is the probability amplitude that a photon is created in field 2X . The first and second terms in
the expansion correspond to the cases that the two excitations are both retrieved at node ‘right’ and ‘left’,
respectively. Thus, the effective state that yields one detection event at node ‘left’ and the other at node ‘right’
consists of the last two terms. After the fields are combined by PBSL and PBSR, we get the (unnormalized)
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effective state of fields 2L and 2R
|ψ2L,2R〉eff = α|H2LV2R〉 ± β|V2LH2R〉 , (4.20)
where α ∝ eiηDRU LD and β ∝ eiηU RDLU .
From the effective state |ψ2L,2R〉eff, we can derive the various coincidence probabilities Pij , i, j ∈
{a, b, c, d}, where {a, b, c, d} refers to the detectors D2{a,b,c,d} for field 2 in Fig. 4.1. When θL is fixed
at 0◦, we find (assuming unity detection efficiency)
Pac = |α|2sin2θR
Pbd = |β|2sin2θR
Pad = |α|2cos2θR
Pbc = |β|2cos2θR
E(0◦, θR) ∝ Pac + Pbd − Pad − Pbc = −cos(2θR)
(4.21)
irrespective of the ± sign.
By contrast, when θL is fixed at 45◦, we obtain
Pac =
1
4
[1± 2|α||β| cosφ cos(90◦ − 2θR)
+ (|β|2 − |α|2) sin(90◦ − 2θR)],
where φ = arg(β)− arg(α). Let α = cosϕ, and β = sinϕ. Denoting δ = 45◦ − θR, we have
Pac =
1
4
[1± |sin2ϕ| cosφ cos2δ − cos2ϕ sin2δ]
Pbd =
1
4
[1± |sin2ϕ| cosφ cos2δ + cos2ϕ sin2δ]
Pad =
1
4
[1∓ |sin2ϕ| cosφ cos2δ + cos2ϕ sin2δ]
Pbc =
1
4
[1∓ |sin2ϕ| cosφ cos2δ − cos2ϕ sin2δ]
E(45◦, θR) ∝ Pac + Pbd − Pad − Pbc = ±|sin2ϕ| cosφ cos2δ. (4.22)
From the expression for E(45◦, θR), we see that the deviation of |α| and |β| from the balanced value, 1/
√
2,
will lead to reduction in the visibility of E(45◦, θR) fringes and thus the magnitudes of the CHSH parameters
S(±). We believe that such an imbalance is responsible for the results displayed in Fig. 4.3b for E(45◦, θR)
and Fig. 4.4 for S(±) at τM = 0, with measurements underway to quantify this association.
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Note that an alternative combination of Pij gives
F (45◦, θR) ≡ −Pac + Pbd + Pad − Pbc
= cos2ϕ sin2δ. (4.23)
In particular, F (45◦, θR) allows us to determine ϕ and thus the magnitude of the coefficients α and β,
independent of φ. Specifically, the visibility of the F (45◦, θR) fringes normalized to that of E(0◦, θR)’s
fringes yields cos2ϕ.
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Chapter 5
Experimental transfer of ‘coherence’:
Towards entanglement connection
This chapter is largely based on ref.37. Reference37 refers to the then current literature in 2007 at the time of
publication.
5.1 Introduction
The distribution of entanglement between different parties enables the realization of various quantum com-
munication protocols, such as quantum cryptography, dense coding, and teleportation (refs.3,162, see also
chapter 1). Such distribution relies on entanglement swapping, namely the teleportation of entanglement,
which aims at entangling two distant systems which never interacted in the past. Important aspects of this
striking feature have already been demonstrated with independent sources of entangled light. In the discrete
variable regime, one can generate two independent pairs of polarization entangled beams and subject a super-
position of two of the beams to a Bell-state analyzera. The two remaining beams are then projected into an
entangled state222. More recently, unconditional entanglement swapping has been achieved for continuous
quantum variables of light223,224.
However, to enable quantum communication over arbitrary long distances, entanglement needs to be
stored in matter systems. In the quantum repeater architecture9, entanglement is distributed by swapping
through a chain of spatially separated entangled pairs of memories, leading to the possibility of scalable
long-distance communication (see Fig. 5.1). Connecting entangled matter systems is thus a critical require-
ment for the practical realization of quantum networks (chapter 1). Along this line, generation of entangle-
ment between atomic systems has been reported, including entanglement of the discrete internal states of
two trapped ions225, long-lived entanglement of macroscopic quantum spins59 and, heralded entanglement
between atomic ensembles in the single excitation regime (refs.27,34, chapter 3). However, no entanglement
aNote that an entanglement swapping scheme with linear optics is inherently probabilistic (with success probability 50%), because
it cannot distinguish the two among the four Bell states 222 (except for the case of continuous variable entangled states 223,224). Strong
nonlinearity is physically required to achieve a quantum gate, which allows for distinguishing all four possible Bell-state projections.
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Figure 5.1: A generic scheme for a bipartite quantum repeater architecture9. a, Entanglement generation
and storage. To link two quantum nodes with distance L, we first divide the (long-distance) communication
channel into shorter segments (each with length ofL0 and negligible optical attenuation), and generate a linear
chain of entangled states in quantum memories (dots). b, Entanglement purification. By preparing parallel
chains of entangled states in a, we probabilistically purify the entangled states with low fidelity F < 1 into
a single chain comprised of high-fidelity (F ∼ 1) entangled states. c, Entanglement connection. Finally, we
sequentially connect the entangled state by entanglement swapping, and eventually prepare a high-fidelity
entanglement between the two quantum nodes over a long distance L.
connection has been demonstrated so far with such matter systems. In this chapter, I describe our work
towards entanglement connection of atomic ensembles and demonstrate for the first time the transfer of co-
herence between two atomic ensembles which never interacted37.
This chapter is organized as follows. In section 5.2, I will give a brief overview of our matter building
block, namely an atomic ensemble in the regime of single collective excitation. In section 5.3, I discuss the
principles of measurement-induced entanglement between excitation from two remote atomic ensembles, and
connection of two pairs. The theoretical model developed in chapter 3 to verify experimentally entanglement
is summarized27,34, and used to give insights into the connection process. The experimental setup is finally
presented in section 5.4, together with the experimental results. Finally, I will conclude with our perspectives
on realizing entanglement connection experimentally in section 5.5.
5.2 Atomic ensemble in the single-excitation regime
In 2001, Duan, Lukin, Cirac and Zoller (DLCZ) proposed an original approach to perform scalable long-
distance quantum communications, involving atomic ensembles, linear optics and single photon detectors4.
The building block is a large ensemble of N identical atoms with a Λ-type level configuration, as shown in
Fig. 5.2. A weak light pulse, called write pulse, with frequency close to the |g〉 → |e〉 transition, illuminates
the atoms and induces spontaneous Raman scattering into a photonic mode called field 1. For a low enough
write power, such that two excitations are unlikely to occur, the detection of a field 1 photon heralds the
storage of a single collective excitation distributed among the whole ensemble. As discussed in chapter 2, the
joint state of the atoms and field 1 is a two-mode squeezed state,
|Ψ〉 = |0a〉|01〉+√χ|1a〉|11〉+O(χ), (5.1)
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Figure 5.2: DLCZ building block in a counter-propagating and off-axis configuration. The inset shows
the relevant atomic levels for the 6S1/2 → 6P3/2 transition in cesium, as well as the associated light fields.
The ensemble is initially prepared in |g〉. A weak write pulse then induces spontaneous Raman transitions
|g〉 → |e〉 → |s〉, resulting with small probability in the emission of a photon (field 1, detected inside a single
mode fiber with at a small angle to the write beam) along with the storage of a collective excitation. After a
programmable delay, a strong read pulse then maps the state of the atoms to another photonic mode, field 2,
via |s〉 → |e〉 → |g〉.
where |n1〉 stands for the state of the field 1 with n photons and χ corresponds to the small probability of a
single photon scattered into field 1 by the atoms illuminated by the write pulse. We define |0a〉 ≡
⊗N
i |g〉i
and |1a〉 denotes a symmetric collective excitation, with
|1a〉 = 1√
N
N∑
i=1
|g〉1 · · · |s〉i · · · |g〉N . (5.2)
A read pulse, on resonance with the |s〉 → |e〉 transition, can later, after a programmable delay, transfer
this atomic excitation into another photonic mode, field 2, with collective enhancement (refs.147,226, chapter
2). After the readout, the resultant state of the fields 1 and 2 is ideally
|Φ〉 = |01〉|02〉+√χ|11〉|12〉+O(χ).
The two photonic modes, fields 1 and 2, contain quantum correlations72, precisely as in the case of
parametric down-conversion (chapter 2). The lower is the excitation probability χ → 0, the better is the
approximation of the non-vacuum part by a photon pair, at the price of reduced count rates.
The optically thick atomic ensemble is obtained from cold cesium atoms in a magneto-optical trap (MOT).
At a frequency of 40 Hz, the magnetic field is switched off for 7 ms. After waiting about 3 ms for the magnetic
field to decay, sequences of writing, reading, and repumping processes are carried out for about 4 ms, with
a period of 575 ns. The weak write pulses, with a 200 µm beam waist and linear polarization, are detuned
10 MHz below resonance. The read pulse is orthogonally polarized to the write pulse and mode-matched
to it in a counter-propagating configuration. Both write and read pulses are 30 ns long. Fields 1 and 2 are
collected into mode-matched fibers with a 3◦ angle relative to the common direction defined by write and
read beams75, and with a waist of 50 µm defined by the backward projection of our imaging system into the
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sample (chapter 2). Before detection, field 1 passes through a filtering stage in order to filter out the photons
that are spontaneously emitted when the atoms in the sample go back to |g〉, without creating the desired
collective excitation.
Three parameters well characterize the system experimentally: (i) how well the system is in the single
excitation regime, (ii) how efficient is the retrieval of a single excitation, and (iii) how long the excitation can
be stored before retrieval while preserving its coherence. The first parameter is determined by a measurement
of the suppression of the two-photon component of the field 2 obtained from the retrieval of the excitationb.
Suppression below 1% of the value for a coherent state has been reported in our system76. The ability to
efficiently retrieve the excitation is also critical. The probability to have a photon in field 2 in a single spatial
mode at the output of the atomic ensemble once an event has been recorded for field 1 can be as high as
50%, leading to a probability around 12.5 % for having a detection event76. Last but not least, the writing
and retrieval processes can be separated by a programmable delay. As this delay is increased, the above two
quantities (two-photon suppression and retrieval efficiency) decay in a typical time scale around 10 to 20
µs. The principal causes for this finite coherence time are the residual magnetic field that inhomogeneously
broadens the ground state levels of the atomic samples, as well as the motional decoherence (chapter 2).
Detailed theoretical and experimental studies of the decoherence have been reported in refs.36,78,147,202 (see
chapters 3–4).
5.3 Measurement-induced entanglement and connection of atomic en-
sembles
Starting from this building block, DLCZ proposed in their seminal paper to generate and store entangle-
ment for excitation in two remote ensembles and then to connect two pairs. This section presents these
measurement-induced schemes, which rely on quantum interference in the detection of a photon emitted by
one of the ensembles. After establishing entanglement, directly or via connection, a difficult experimental
task is to prove the entanglement110. A robust model developed in ref.27 (see also chapter 3) is then presented.
5.3.1 Entanglement between two ensembles
Let us consider now two atomic ensembles, for which fields 1 are superposed on a 50/50 beamsplitter, in an
indistinguishable way, with the outputs directed towards two single-photon detectors (Fig. 5.3). The detection
of a field 1 photon from either of the two ensembles results in an entangled state with one excitation shared
coherently between the two ensembles. In more details, after two write pulses are sent into the two ensembles
bIn chapters 3–4, we have used the parameter h = p11
p10p01
to quantify the higher-order excitation for the joint state of the two
ensembles. Note that there is analogous parameter, w = 2p2
p21
(sometimes, denoted by g(2)(τ)), which quantifies the suppression of
higher-order excitation for a single ensemble (or a single beam of light) relative to that of a coherent state (w = 1).
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Figure 5.3: Setups for entanglement generation between two atomic ensembles and entanglement con-
nection between two pairs. In both cases, the entanglement results from the interference of photonic modes
at a 50/50 beamsplitter, with outputs directed towards single-photon detectors. The photonic modes consist
in a, field 1 modes from both ensembles or b, field 2 modes after reading of one ensemble of each pair.
simultaneously, the scattered fields 1 and ensembles are in the product state,
|ΨLR〉 ∝ [|0a〉|01〉+ eiβL√χ|1a〉|11〉+O(χ)]L
⊗[|0a〉|01〉+ eiβR√χ|1a〉|11〉+O(χ)]R. (5.3)
Here, βR and βL correspond to overall propagation phases determined by the write pulses. Detection of a
photon in either detector then projects the state of the ensembles as follows, in the ideal case where higher-
order terms are neglected,
ρ
′
LR = Tr1L1R [ρ(
1√
2
(a1L ± eiθa1R)|ΨLR〉)]
= |Ψ′LR〉〈Ψ
′
LR|
with |Ψ′LR〉 =
1√
2
(|0a〉L|1a〉R ± eiη|1a〉L|0a〉R). (5.4)
Here, ρ(|Ψ〉) ≡ |Ψ〉〈Ψ|, Tr1L1R stands for tracing over the states of fields 1L and 1R, a1L and a1R are the an-
nihilation operators associated with fields 1L and 1R, θ = θR−θL the difference phase shift between the two
field 1 paths from the ensemble to the beamsplitter, and finally the overall phase η = (βL−βR) + (θL− θR).
This phase η is the sum of the phase difference of the write beams at the L andR ensembles and the phase dif-
ference acquired by fields 1 in propagation from the ensembles to the beamsplitter. To achieve entanglement,
this phase has to be kept constant (ref.110, chapter 9). In order to meet this stringent and challenging require-
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ment in the initial demonstration reported in27, the different phases have been independently controlled and
actively stabilized by using auxiliary fields. Finally, the ± sign in Eq. 5.4 comes from the pi phase difference
between the two outputs of a beamsplitter: depending on which detector records the heralding event, two
different entangled states are generated, and stored for subsequent utilization.
5.3.2 Entanglement connection
When two pairs of atomic ensembles are prepared in such an entangled state (Fig. 5.3), one can connect the
pairs by sending strong read pulses into one ensemble of each pair. The fields 2 resulting from this readout
are then brought to interference at a 50/50 beamsplitter. Again, a single click on either detector prepares the
remaining ensembles in an entangled state4.
After independent preparation of entanglement for the pairs {L, I1} and {R, I2} and perfect reading
of the states of the ensembles I1 and I2, the joint state of the fields 2 and the ensembles can be written,
neglecting higher-order terms,
|ΨL,R,2I1,2I2〉 =
1
2
[|0〉2I2 |1a〉R ± eiζR,I2 |1〉2I2 |0a〉R)]
⊗[|0〉2I1 |1a〉L ± eiζL,I1 |1〉2I1 |0a〉L)] (5.5)
where the phases resulting from the entanglement generation and the readout process are given by ζi,Ij =
(βIj − βi) + (θIj − θi) + δIj , with δIj the phase of the read beam at the Ij ensemble. Fields 2I1 and 2I2 are
then mixed on a 50/50 beamsplitter, and detection of a photon in either detector projects the remaining two
ensembles L and R into
ρ
(±)
LR = Tr2I12I2 [ρ(
1√
2
(a2I1 ± eiγa2I2)|ΨL,R,2I1,2I2〉)]
(5.6)
which can be written as
ρ
(±)
LR =
1
2
|0〉〈0|+ 1
2
|Φ(±)L,R〉〈Φ(±)L,R|
with |Φ(±)L,R〉 = |0〉L|1〉R ± eiξ|1〉L|0〉R (5.7)
where ξ = ζR,I2 − ζL,I1 + γ. This overall phase is the sum of the phase difference for entanglement
generation for each pair, the phase difference between the two read beams up to the two ensembles and the
phase difference of the generated fields 2 from the ensembles to the beamsplitter.
The vacuum part comes from the probability of reading the two excitations at the same time, leaving
no remaining excitation in the system. In the ideal case, the connection succeeds 50% of the time. Let us
underline also that, significantly, the absolute phases do not necessarily need to be stabilized to succeed in
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Figure 5.4: Procedure for verifying entanglement between two atomic ensembles. The atomic state is
mapped to photonic modes via simultaneous strong read pulses and quantum tomography of the generated
fields 2 is performed. For this purpose, fields 2 are detected independently (diagonal elements) or in a 50/50
beamsplitter configuration where the phase of one of the paths is scanned (coherence term).
the connection. Only the overall phase ξ must be kept constant. This feature is exploited in the proposed
experimental setup, where passive stability is found to be enough to meet this requirement.
The generated state given by Eq. 5.7 is what DLCZ called an “effective maximally-entangled state”
(EME) as any state of this form would be purified to a maximally entangled state in the proposed entanglement-
based communication scheme4. The vacuum coefficient only influences the success probability, but not the
overall fidelity of the long-distance communication. This important feature is known as “built-in purification.”
5.3.3 Experimental verification of entanglement
To experimentally verify the entanglement between the two atomic ensembles, L and R as sketched in Fig.
5.4, a solution is to map the delocalized atomic excitation into a field state by applying simultaneous strong
read pulses. For perfect state transfer, the entangled state of the atoms would be mapped to an ideal entangled
state of the two photonic modes (chapter 2).
However, the presence of various noises, the vacuum contribution (coming from a finite retrieval effi-
ciency or also a finite success probability in the case of the swapping), as well as higher-order terms, has to
be taken into account. In order to prove experimentally the generation of entanglement at the atomic level,
our group has developed in ref.27 a robust, model-independent determination of entanglement based upon
quantum tomography of the fields 2 (chapter 3). As entanglement cannot be increased by local operations
on either of the two ensembles, the entanglement for the state of the ensembles will always be greater than
or equal to that measured for the light fields. The model consists of reconstructing a reduced density matrix,
ρ, obtained from the full density matrix by restricting it to the subspace where no more than one photon
populates each mode. It can be shown that this reduced density matrix exhibits less or equal entanglement
than does the full one. The model will thus lead to a lower bound of the entanglement, enabling an unam-
biguous determination of the presence of entanglement, at the price of eventually underestimating its actual
magnitude.
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The reduced density matrix can be written as
ρ =
1
P

p00 0 0 0
0 p01 d 0
0 d∗ p10 0
0 0 0 p11
 (5.8)
in the photon-number basis |n〉|m〉, with {n,m} = {0, 1}. pij is the probability of finding i photons in mode
2L and j in mode 2R, d is the coherence term between the |1〉|0〉 and |0〉|1〉 states, and P = p00 + p01 +
p10 + p11. From this density matrix, one can calculate the concurrence C, which is a monotone measurement
of entanglement178:
C = max(2|d| − 2√p00p11, 0). (5.9)
Let us underline, as d2 ≤ p10p01, a necessary requirement for C > 0 is that there is a suppression of
two-photon events relative to the square of the probability of single-photon events for the fields 2, h ≡
p11/(p10p01) < 1.
Experimentally, the density matrix is reconstructed by using two different configurations, as sketched in
Fig. 5.4. The diagonal elements are determined by measuring individual statistics, i.e., by detecting indepen-
dently each field. The coherence term can be measured by combining the fields 2 on a 50/50 beamsplitter and
recording the count rate as a function of the phase difference between them. This results in an interference
fringe with a visibility V . It can been shown that d ' V (p10 +p01)/2. Together, this two-stage measurement
gives access to the concurrence C.
5.3.4 Entanglement connection revisited
The principle of entanglement connection has been explained previously in the ideal case where higher-order
terms and vacuum contributions are neglected. Let us consider now the more general case, which can be
described by the previous approach. We consider two pairs of entangled ensembles and consider that the
fields 2 after reading can be described by the same density matrix ρ′ with diagonal elements p′ij . The relevant
question is now what will be the expression of ρ, the reduced density matrix for the fields 2 of the two
remaining ensembles after the connection.
Let us assume that p′10 = p
′
01. To later normalize the events conditioned on swapping, one needs to first
determine the probability to have a click heralding the connection at one output of the beamsplitter. To the
first order, this quantity can be written as
p′ = 2× 1
2
p′10 = p
′
10. (5.10)
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The factor 1/2 corresponds to the 50% chance that the photon be reflected or transmitted at the beamsplitter
(i.e., with each detection event uniquely associated with the entangled states Φ(±)LR ), while the factor 2 results
from the symmetry of the scheme where the photon can come from either ensemble.
One can then evaluate, after the reading of the two remaining ensembles, the probability of having one
photon for one mode and zero for the other, when a swap event has been detected
p10 = p01 =
1
2
(p′ 210 + p
′
11p
′
00 + p
′
11p
′
10)/p
′ ∼ 1
2
p′10. (5.11)
The terms inside the parenthesis correspond to one photon in mode 2L and zero in 2R (or the other way
around), and all the other combinations for 2I1 and 2I2 which can give a swapping event. The final factor
1/2 comes from the fact, already established before in the ideal case, that the swapping succeeds, to the first
order, 50% of the time.
Finally, in a similar way, the probability to have one photon in each mode is given by:
p11 =
1
2
p′11(p
′
11 + 2p
′
10)/p
′ ∼ p′11. (5.12)
The main feature which appears here is that the weight of the two-photon component stays the same, while
the single-photon component is divided by two. As a result, if one calculates for the connected pairs the
new suppression h of two-photon events relative to the square of the probability for single-photon events
as a function of the initial h′ for each entangled pair: h ∼ 4h′. This result points out the difficulty which
could arise in the experimental demonstration of entanglement connection: one needs to start with atomic
ensembles entangled with a very low two-photon component, at the price of low count rates and statistics.
5.4 Experimental setup and measurement results
In this section, we present a scheme that permits us to investigate entanglement connection between two
pairs of atomic ensembles, without the requirement of any active phase stabilization (see also chapter 4 for a
similar setup). Experimental results are finally given.
5.4.1 Experimental setup
The experimental setup is depicted in Fig. 5.5. Two parallel pairs of atomic ensembles are first prepared
independently, following the measurement-induced method detailed in section 5.3. This preparation stage
is speeded up by real-time conditional control (refs.36,78, chapter 4): a detection event at either pair triggers
intensity modulators that gate off all laser pulses going to the corresponding pair of ensembles, thereby storing
the associated state. After successfully preparing both pairs, strong read pulses are sent into the ensembles.
The fields 2I1 and 2I2 are brought to interfere and a detection event on either detector heralds the connection
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process. Thanks to the conditional control, a 20-fold enhancement is obtained in the probability to establish
the connection (chapter 4), leading to a rate of connection around 4 Hz. Depending on the combinations of
field 1 and field 2 detector clicks, two different entangled states |Φ(±)L,R〉 are generated for the two remaining
ensembles, denoted by + and −, with a pi phase-shift between them.
As pointed out before, the process of connection between the two remaining ensembles, which never
interacted in the past, only requires the stability of the relative phase ξ over trials. This overall phase is defined
as the phase difference between the absolute phase of all the paths (write beams, field 1, read pulses, and field
2 on the connection side) for the upper pair and the ones for the lower pair. Instead of actively stabilizing
all individual phases as it was performed in ref.27 where two ensembles were involved, this requirement is
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Figure 5.5: Experimental setup for entanglement connection. For each pair, “Up” and “Down,” the en-
sembles are separated by 3 meters. Fields 1I2 and 1R from pair “Up” are brought to interference at a 50-50
beamsplitter (BSU ). A photo-detection event at either detectorD1a orD1b heralds entanglement between the
collective excitation in I2 and R. The “Down” pair is prepared in a similar fashion via events at D1c, D1d.
A heralding detection event triggers the control logic to gate off the light pulses going to the corresponding
ensemble pair by controlling intensity modulators (IM). The atomic state is thus stored while waiting for the
second ensemble pair to be prepared. After both pairs of ensembles have been prepared, the control logic
releases strong read pulses. Fields 2I2 and 2I1 (2R and 2L) are combined with orthogonal polarizations on
polarizing beamsplitters. Fields 2I2 and 2I1 are detected with the half-wave plate (λ/2)c at 22.5◦, which
is equivalent to a 50/50 beamsplitter configuration. The fields 2 from the remaining ensembles are char-
acterized conditionally on a detection event heralding the connection. The two configurations of Fig. 5.4
correspond to two different angles, 0◦ and 22.5◦, of the half-wave plate (λ/2).
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Table 5.1: Diagonal elements of the density matrix ρ deduced from the records of photoelectric counts,
for the two different states after connection, denoted + and − . These values are obtained by considering
unit detection efficiency. Errors bars correspond to statistical errors.
Probability + -
p00 0.949± 0.003 0.948± 0.003
p10 (1.97± 0.05)× 10−2 (1.99± 0.05)× 10−2
p01 (3.06± 0.06)× 10−2 (3.16± 0.06)× 10−2
p11 (4.1± 0.7)× 10−4 (4.9± 0.8)× 10−4
fulfilled in our setup by exploiting the passive stability between two independent polarizations propagating
in a single interferometer (ref.36, chapter 4). All the paths for the upper and lower pairs are common, except
inside a small interferometer where orthogonal polarizations are separated to define the two ensembles on
each side (chapter 3). Operation over more than 24 hours is possible without any adjustment as the phase
does not change by more than a few degrees (chapter 3). As a result, no active phase stabilization is required,
simplifying significantly the experimental investigation of the connection process. Note that although the
present configuration is sufficient to demonstrate the principle of the connection, an experiment where the
final pair of ensembles L and R are distant, as in Fig. 5.3b, would require active stabilization of the various
phases, since in that case all the paths would be distinctc. Our configuration for passive stability is better
suited to the case of parallel chains of ensembles, as in the original proposal of DLCZ.
5.4.2 Characterization of the states generated upon connection
The generated state is analyzed by using the tomography technique explained in section 5.3.3. Conditioned
upon a connection event, the density matrix ρ of the fields 2 is reconstructed following the two required steps:
the measurement of the diagonal elements and the determination of the coherence terms.
Table 5.1 gives the measured diagonal elements deduced from the records of photoelectric counts, for
both generated states, after a connection event. Unit detection efficiency is assumed, which can only lead to a
smaller value for the concurrence than the actual field concurrence for finite detection efficiency. From these
values, one can deduce the suppression h of the two-photon events relative to the square of the probability for
single-photon events. We find h+ = 0.7±0.1 < 1 and h− = 0.8±0.1 < 1. From independent measurements,
we inferred the h′ parameter for each pair before connection to be h′ = 0.20 ± 0.05. The experimentally
determined values of h are thus consistent with the expression h = 4h′ established previously. As pointed
out before, this relation arises from the intrinsic property that the connection succeeds only 50% of the time.
This can be seen in the quantities 2p01 ∼ 4% and 2p10 ∼ 6%, which should be equal to half the retrieval
efficiency. The retrieval efficiencies (including detection) independently measured for each ensemble were
both around 10%.
In order to access the coherence term, Fig. 5.6 shows the probability of having a detection event on either
cThe relative phase ζ between the entangled ensembles can in principle be probed, given that ζ is sufficiently stable over the memory
time. See section 1.3.1 for more information.
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Figure 5.6: Coherence between the two atomic ensembles L and R induced by the connection event. p
is the probability after connection to have a detection event on either detectors D2c and D2d when the fields
2L and 2R interfere, as a function of the phase ϕ. For each phase setting, data are acquired for 30 minutes,
each atomic state being generated overall at about 2 Hz. Errors bars correspond to statistical errors.
output of the beamsplitter, normalized to the sum of these events, as a function of the phase-shift between the
fields 2L and 2R. Practically, the relative phase is scanned by adjusting the phases of the two classical read
beams via birefringent waveplates. The visibilities are found to be V+ = 64 ± 3% and V− = 59 ± 3%. A
simple model36 predicts for our excitation probability a visibility equal to 65± 10%. By taking into account
the measured overlap of the photon wavepacket for fields 2 deduced from a two-photon interference36, 0.90±
0.05, the expected visibility can be roughly estimated to be 55 ± 10% if all the reduction is attributed to a
non-perfect overlap. In the absence of conditioning, the visibility drops to near zero, the residual visibility
(below 3%) being explained by finite polarization extinction ratio in our setup. This result demonstrates for
the first time the creation of coherence between two atomic ensembles which never interacted in the past. The
reconstructed density matrices are shown in Fig. 5.7.
With these data in hand, the concurrences C can be estimated for both states,
C+ = max
(−(7± 4)× 10−3, 0) = 0 (5.13)
C− = max
(−(1.3± 0.4)× 10−2, 0) = 0. (5.14)
These values show finally the absence of entanglement, or at least, that our entanglement measurement, which
provides a lower bound of the atomic entanglement, cannot detect entanglement in this particular case. One
can correct from detection efficiencies and propagation losses27, but any zero concurrence will stay zero by
this correction. The h values confirm anyway that the connected systems are barely in the regime where the
two-photon events are suppressed relative to single-photon events. One needs to start with smaller h′ for
the initial pairs. h′ as low as 0.05 can be obtained routinely for each pair in our lab but the count rate to
characterize the connection would be prohibitively low.
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Figure 5.7: Density matrix for the fields after entanglement connection. We reconstructed density matrix
for both generated states, at the detector location.
5.5 Discussion and prospects towards entanglement connection
In summary, in this chapter, we have presented a possible scheme to demonstrate entanglement connection
between atomic ensembles which never interacted in the past. Such striking capability is a critical requirement
for the future development of elaborate quantum networks. Our investigation has shown for the first time the
creation of coherence upon the connection process. This result validates the proposed setup, in particular
its passive phase stability, and constitutes a significant step towards the entanglement connection of matter
systems.
To finally generate and prove entanglement connection between the remaining ensembles, very stringent
condition on the suppression of the two-photon component needs to be satisfied, at the sacrifice of the count
rate in our current setup (chapter 4). Overall, the figure of merit of any elaborate experiment is the product
of the probability to prepare the entangled state at each write pulse and the coherence time. Improvements
in these two directions have to be explored. The first one can be addressed by, for instance, multiplexing
the atomic ensembles. One can imagine to use spatially-resolving detectors, namely array of single-photon
detectors, and adaptive optical systems to reconfigure the optical interconnects. Improving the coherence
time is a second critical direction as more elaborate protocols are involved. It would require better nulling
of the residuals magnetic fields and also the use of improved trapping techniques147 like a large dipole-trap,
as a magneto-optical trap will be rapidly limited by the diffusion of the atoms outside the excitation region
(chapter 2). An increase by two orders of magnitude, from tens of µs to ms, would enable, for instance, an
experimental demonstration of entanglement connection in our current setup in a few hours of data taking
(Fig. 5.8). All together, these improvements would enable deeper investigation of experimental quantum
networking, and will definitely lead to fruitful insights into the distribution and processing of quantum infor-
mation.
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Figure 5.8: Theoretical concurrence C± (black line) after a swapping event as a function of the correla-
tion function g12 between fields 1 and 2. The total integration time to achieve 4 standard deviation statistics
for C± > 0 is given in units of hours with the current memory time of ∼ 15 µs (black dashed line) and with
the improved coherence time of ∼ 1.5 ms (red dashed line).
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Chapter 6
Mapping photonic entanglement into
and out of quantum memories
This chapter is largely based on ref.30. Reference30 refers to the then current literature in 2008 at the time of
publication.
6.1 Introduction
In the quest to achieve quantum networks over long distances1,227, an area of considerable activity has been
the interaction of light with atomic ensembles comprised of a large collection of identical atoms (ref.4, see
also chapter 1). In the regime of continuous variables, a particularly notable advance has been the tele-
portation of quantum states between light and matter60. For discrete variables with photons taken one by
one, important achievements include the efficient mapping of collective atomic excitations to single photons
(refs.76,77,79,80, chapter 2), the realization of entanglement between distant ensembles (refs.27,34, chapter 3)
and, recently, entanglement distribution involving two pairs of ensembles (ref.36, chapter 4). The first step
toward entanglement swapping has been made (ref.37, chapter 5), and light-matter teleportation has been
demonstrated with post-diction112.
In all these cases, progress with single photons has relied upon probabilistic schemes following the
measurement-induced approach developed in the seminal paper by Duan, Lukin, Cirac and Zoller (DLCZ)4
and subsequent extensions49. For the DLCZ protocol, heralded entanglement is generated by detecting a
single photon emitted indistinguishably by one of two ensembles. Intrinsically, the probability p to prepare
entanglement with only 1 excitation shared between two ensembles is related to the quality of entanglement,
since the likelihood for contamination of the entangled state by processes involving 2 excitations likewise
scales as p (ref.34, chapter 3), and results in low success probability. Although the degree of stored entan-
glement can approach unity for the (rare) successful trials (ref.34, chapter 3), the condition p  1 dictates
reductions in the count rate and compromises in the quality of the resulting entangled state (e.g., as p → 0,
processes such as stray light scattering and detector dark counts become increasingly important). Further-
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more, for finite memory time, subsequent connection of entanglement becomes increasingly challenging
(ref.37, chapter 5).
The separation of processes for the generation of entanglement and for its storage enables this draw-
back to be overcome. In this chapter, we demonstrate such a division by way of reversible mapping of an
entangled state into a quantum memory. The mapping is obtained by using adiabatic passage based upon
dynamic electromagnetically induced transparency (EIT) (refs.86,88,89,94, see also sections 2.5 and 6.9 for de-
tails). Storage and retrieval of optical pulses have been demonstrated previously, for both classical pulses90,91
and single-photon pulses92,93. Adiabatic transfer of a collective excitation has been demonstrated between
two ensembles coupled by a cavity mode29, which can provide a suitable approach for generating on-demand
entanglement over short distances. However, for efficient distribution of entanglement over quantum net-
works, reversible mapping of an entangled state between matter and light, as illustrated in Fig. 6.1a, has not
been addressed until now.
In our experiment, entanglement between two atomic ensembles La, Ra is created by first splitting a sin-
gle photon into two modes Lin, Rin to generate an entangled state of light228–230. This entangled field state is
then coherently mapped to an entangled matter state for La, Ra. On demand, the stored atomic entanglement
for La, Ra is converted back into entangled photonic modes Lout, Rout. As opposed to the original DLCZ
scheme, our approach is inherently deterministic, suffering principally from the finite efficiency of mapping
single excitations to and from an atomic memory, with efficiency ' 50 % having been achieved. Moreover,
the contamination of entanglement for La, Ra from processes involving 2 excitations can be arbitrarily sup-
pressed (independent of the mapping probabilities) with continuing advances in on-demand single-photon
sources231. Our experiment thereby provides a promising avenue to distribute and store quantum entangle-
ment deterministically over remote atomic ensembles for scalable quantum networks232 (see also chapter 10
for a potential application of this scheme for hybrid quantum networks).
6.2 Deterministic quantum interface between matter and light
The experimental setup is depicted in Fig. 6.1. Our single-photon source is based on Raman transitions in
an optically thick cesium ensemble4,76, called a source ensemble (see section 6.8). This system generates
28-ns-long single photons (resonant with 6S1/2, F = 4↔ 6P3/2, F ′ = 4 transition) in a heralded fashion76.
The single photons are polarized at 45◦ from the eigen-polarizations of the beam displacer BD1 (Fig. 1b)
which splits them into entangled optical modes Lin, Rin (called the signal modes) to produce, in the ideal
case, the following state
1√
2
(|0Lin〉|1Rin〉+ eiφin |1Lin〉|0Rin〉). (6.1)
The next stage consists of coherently mapping the photonic entanglement for Lin, Rin into atomic ensem-
bles La, Ra (called the memory ensembles) within a single cloud of cold cesium atoms in a magneto-optical
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Figure 6.1: Overview of the experiment. a, Reversible mapping. Illustration of the mapping of an entan-
gled state of light into and out of a quantum memory (QM) with controllable storage time τ . b, Photonic
“entangler.” A beam displacer BD1 splits an input single photon into two orthogonally polarized, entangled
modes Lin, Rin, which are spatially separated by 1 mm. With waveplates λ/2 and λ/4, the signal fields
signal for Lin, Rin and control fields Ω
(L,R)
c (t) are transformed to circular polarizations with the same helicity
along each path L,R, and copropagate with an angle of 3◦. c, Quantum interface for reversible mapping.
Photonic entanglement between Lin, Rin is coherently mapped into the memory ensembles La, Ra by switch-
ing Ω(L,R)c (t) off adiabatically. After a programmable storage time, the atomic entanglement is reversibly
mapped back into optical modes Lout, Rout by switching Ω
(L,R)
c (t) on. Relevant energy diagrams for the
storage and retrieval processes are shown in the insets. States |g〉, |s〉 are the hyperfine ground states F = 4,
F = 3 of 6S1/2 in atomic cesium; state |e〉 is the hyperfine level F ′ = 4 of the electronic excited state 6P3/2.
d, Entanglement verification. After a λ/4 plate, the beam displacer BD2 combines modes Lout, Rout into one
beam with orthogonal polarizations. With (λ/2)v at θc = 22.5◦ before the polarization beamsplitter (PBSD),
single photon interference is recorded at detectors D1, D2 by varying the relative phase φrel by a Berek com-
pensator. With (λ/2)v at θ0 = 0◦, photon statistics for each mode Lout, Rout are measured independently.
trap (MOT) (Fig. 6.1c). Ensembles La, Ra are defined by the well-separated optical paths of the entangled
photonic modes Lin, Rin (section 6.6). To avoid dissipative absorption for the fields in modes Lin, Rin for
our choice of polarization93, we spin-polarize the atomic ensemble into a clock state |F = 4,mF = 0〉
(section 6.6). Initially, the strong control fields Ω(L,R)c (resonant with 6S1/2, F = 3 ↔ 6P3/2, F ′ = 4
transition) open transparency windows Ω(L,R)c (0) in La, Ra for the signal modes. As the wavepacket of the
signal field propagates through each ensemble, the control fields Ω(L,R)c (t) are turned off in 20 ns by an
electro-optical intensity modulator, thereby coherently transforming the fields of the respective signal modes
to collective atomic excitations within La, Ra. This mapping leads to an entanglement between quantum
memories La, Ra, with atomic state 1√2 (|gLa〉|sRa〉+ eiφa |sLa〉|gRa〉). After a user-defined delay, chosen here
to be 1.1 µs, the atomic entanglement is converted back into entangled photonic modes by switching on the
control fields Ω(L,R)c (t) (section 6.9), with a photon state 1√2 (|0Lout〉|1Rout〉 + eiφout |1Lout〉|0Rout〉). The con-
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Figure 6.2: Single-photon storage and retrieval for a single ensemble. a, Input. The data points are the
measured probability pc for the signal field, a single photon generated from a separate “offline” source atomic
ensemble76. The red solid line represents a Gaussian fit of 1/e width of 28 ns. b, Storage and retrieval. The
points around τ = 0 µs represent “leakage” of the signal field due to the finite optical depth and length of
the ensemble. The points beyond τ = 1 µs show the retrieved signal field. The overall storage and retrieval
efficiency is 17 ± 1 %. The blue solid line is the estimated Rabi frequency Ωc(t) of the control pulse. The
red solid curve is from a numerical calculation solving the equation of motion of the signal field in a dressed
medium (ref.86, chapter 2). Error bars give the statistical error for each point.
trolled readout allows the extensions to quantum controls for entanglement connection and distribution by
way of asynchronous preparation (refs.36,37, chapters 4 and 5).
6.2.1 Single-photon storage and retrieval
For a given optical depth d˜0, there is an optimal Rabi frequency Ωc(t) for the control field. In our experiment,
d˜0 and Ωc(0) are 15 and 24 MHz, respectively. An example of our measurements of the EIT process for a
single ensemble is presented in Fig. 6.2, which shows the input single-photon pulse (Fig. 6.2a) and its storage
and retrieval (Fig. 6.2b); see also chapter 2. Due to finite d˜0, small length (≈ 3 mm) of the ensemble and the
turn-off time of the intensity modulator, there is considerable loss in the storage process, as evidenced by the
counts around τ = 0 µs in Fig. 6.2b. The peak beyond τ = 1 µs represents the retrieved pulse after 1.1 µs of
storage. Overall, we find good agreement between our measurements and the numerical calculation following
the methods of ref.86, using the fitted function of the input signal field (Fig. 6.2a) as the initial condition, with
all other parameters from independent measurements (section 6.9). We find the overall storage and retrieval
efficiency of ηsr = 17± 1 %, also in agreement with the simulation of ηtheorysr = 18 %.
6.2.2 Entanglement verification
With these results in hand for the individual La, Ra ensembles, we next turn to the question of verification
of entanglement for the optical modes of Lin, Rin and Lout, Rout. We follow the protocol introduced in ref.27
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by (1) reconstructing a reduced density matrix ρˆ constrained to a subspace containing no more than one ex-
citation in each mode, and (2) assuming that all off-diagonal elements between states with different numbers
of photons vanish, thereby obtaining a lower bound for any purported entanglement. In the photon-number
basis |nL,mR〉 with {n,m} = {0, 1}, the reduced density matrix ρˆ is written as (ref.27, chapter 3)
ρˆ =
1
P

p00 0 0 0
0 p10 d 0
0 d∗ p01 0
0 0 0 p11
 . (6.2)
Here, pij is the probability to find i photons in mode Lk and j in mode Rk, d ' V (p10+p01)2 is the coherence
between |1L0R〉k and |0L1R〉k, P = p00 + p10 + p01 + p11, and V is the visibility for interference between
modesLk, Rk, with k ∈ {in, out}. The degree of entanglement of ρˆ can be quantified in terms of concurrence,
C = 1P max(0, 2|d| − 2
√
p00p11), which is a monotone function of entanglement, ranging from 0 for a
separable state to 1 for a maximally entangled state178.
6.3 Coherent and reversible quantum interface for photonic entangle-
ment
6.3.1 Quantum-state tomography on the input photonic state
We first perform tomography on the input modes Lin, Rin to verify that they are indeed entangled. To this end,
we remove the memory ensembles to transmit directly the signal fields into the verification stage, following
our protocol of complementary measurements as described in Fig. 6.1d (See section 6.7). The interference
fringes between the two input modes are shown in Fig. 6.3a. From the independently determined propagation
and detection efficiencies, we use the measurements at D1, D2 to infer the quantum state for the input modes
Lin, Rin entering the faces of La, Ra, with the reconstructed density matrix ρˆin given in Fig. 6.3a. The
concurrence derived from ρˆin is Cin = 0.10 ± 0.02, so that the fields for Lin, Rin are indeed entangled.
The value of the concurrence is in good agreement with the independently derived expectation of C theoryin =
0.10 ± 0.01, which depends on the quality of the single photon and the vacuum component (i.e., the overall
efficiency) (ref.34, chapter 3). Given a heralding click from our single-photon source, the probability to have
a single photon at the face of either memory ensemble is 15 %, leading to a vacuum component of 85 %. We
also independently characterize the suppression w of the two-photon component relative to a coherent state
(for which w = 1) and find w = 0.09±0.03. Our input entanglement is only limited by the current properties
of our single-photon source, which will be improved with the rapid advances in sources of single photons231.
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Figure 6.3: Entanglement for the input and output optical modes. To verify entanglement, complemen-
tary measurements are performed : interference leading to a fringe when the relative phase φrel is scanned
and independent photon statistics for each light mode. The figure shows the interference fringes and the
reconstructed density matrices (in log scale) for the photonic modes a, at the input of the memory and b, the
output after storage and retrieval. The estimated concurrence is given in each case. Each point of the fringe is
taken for 20, 000 (100, 000) heralding events for the input (output) state. Error bars indicate statistical errors.
6.3.2 Quantum-state tomography on the output photonic state
Having verified the entanglement for the input modes Lin, Rin, we next map this photonic entanglement
into La, Ra, which serve as a quantum memory (Fig. 6.1c). After storing the entanglement for 1.1 µs,
we transfer the resulting atomic excitation on demand from the memory to the output modes Lout, Rout and
perform quantum-state tomography to determine ρˆout as for ρˆin. As shown in Fig. 6.3, the visibility for
interference of the fields after storage and retrieval shows no appreciable degradation (from Vin = 0.93±0.04
to Vout = 0.91± 0.03). From the measurements at D1, D2, we infer the quantum state ρˆout at the output faces
of La, Ra, as displayed in Fig. 6.3b. The associated concurrence Cout = (1.9± 0.4)× 10−2 is in agreement
with C theoryout = (1.7 ± 0.1) × 10−2. Since mapping of atomic states from La, Ra into field modes Lout, Rout
is a local operation, this measurement provides a lower bound for the entanglement between the La, Ra
ensembles. Thus, we demonstrate the reversible mapping of an entangled state of the electromagnetic field
to and from a material system. For completeness, Table 6.1 gives the diagonal elements and concurrences of
¯ˆρin, ¯ˆρout determined directly at D1, D2 without correction for propagation and detection efficiencies.
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6.4 Discussion and analysis
We emphasize that although the entanglement associated with ρˆout is heralded (because of the nature of our
single-photon source), our protocol for generation and storage of entanglement is intrinsically deterministic.
The transfer efficiency of entanglement from input modes to output modes of the quantum memory is limited
by the storage and retrieval efficiency ηsr of the EIT process. This transfer can be quantified by the ratio λ˜
of the concurrence Cout for the output state ρˆout to Cin for the input state ρˆin. For an ideal source of single
photons on-demand (with no vacuum component), the input concurrence is approximated by Cin ' αV ,
where α denotes the transmission efficiency of the single photon from the source to the entangler in Fig.
6.1b (ref.34, chapter 3). Similarly, for the output, Cout ' αηsrV , where we assume that the visibility V is
preserved by the mapping processes. Thus, λ˜ = CoutCin ' ηsr, which therefore estimates the maximum amount
of entanglement in modes Lout, Rout for the case of an (ideal) single photon generated deterministically. In
our experiment, the entanglement transfer reaches λ˜ = (20 ± 5) %. By way of optimal pulse shaping and
improved optical depth, the entanglement transfer can be greatly improved (section 6.10.2).
The performance of our quantum interface depends also on the memory time τm over which one can
faithfully retrieve a stored quantum state. For our system, independent measurements of ηr made by varying
the storage duration τ allow us to determine τm = 8 ± 1 µs, as limited by inhomogeneous Zeeman broad-
ening and motional dephasing (section 6.6 and chapter 2). Active and passive compensations of the residual
magnetic field would improve τm, along with improved optical trapping techniques (chapter 2).
6.5 Conclusion
In conclusion, our work provides the first realization of mapping an entangled state into and out of a quantum
memory. Our protocol alleviates the significant drawback of probabilistic protocols4, where low preparation
probabilities prevent its potential scalability37, and thus our strategy leads to efficient scaling for high-fidelity
quantum communication232. Our current results are limited by the large vacuum component of our avail-
able single-photon source, which principally reduces the degree of entanglement in the input, and by the
limited retrieval efficiency of the EIT process, which bounds the entanglement transfer to λ˜ = (20 ± 5)
%. With improved retrieval efficiency and memory time, along with the rapid development of on-demand
Table 6.1: Experimentally determined diagonal elements and concurrences. We directly measure the
diagonal elements p¯ij and concurrences C¯in, C¯out for the density matrices ¯ˆρin, ¯ˆρout derived directly from de-
tectors D1, D2 without correction for losses and detection efficiencies. Statistical errors are also given.
¯ˆρin ¯ˆρout
p¯00 0.9800± 0.0001 0.99625± 0.00003
p¯10 (1.043± 0.008)× 10−2 (2.09± 0.02)× 10−3
p¯01 (0.957± 0.008)× 10−2 (1.67± 0.02)× 10−3
p¯11 (8± 2)× 10−6 (2± 2)× 10−7
C¯ (1.28± 0.09)× 10−2 (2.5± 0.5)× 10−3
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single-photon sources231, our protocol enables the deterministic generation, storage, and distribution of en-
tanglement among remote quantum memories for scalable quantum networks. Such networks have diverse
applications in quantum information science, including for quantum metrology, where quantum sensing is
provided by the atomic entanglement and readout by coherent mapping to the photonic modes (chapter 9).
In the broader context of quantum information theory, our experiment provides an important contribution
to the lively debate about “single-particle” entanglement228,229,233. One resolution of these discussions is
a gedanken experiment in which an entangled state for a single-particle is mapped into a two-particle sys-
tem by local operations, thereby verifying the presence of entanglement for the original “single-particle”
state233. Our experiment demonstrates that an entangled state with one photonic excitation shared between
two optical modes (see Eq. 6.1) can be converted into an entangled state for two atomic ensembles by way of
coherent mapping. The presence of entanglement between the two atomic ensembles is explicitly quantified
by the lower bound Cout = (1.9± 0.4)× 10−2, thereby realizing the proposal of ref.233 for “single-particle”
entanglement.
6.6 Experimental details
A 22 ms preparation stage and 3 ms experiment run are conducted every 25 ms period. During the preparation
stage, atomic ensembles are loaded in a MOT for 18 ms and further cooled by optical molasses for 3 ms
where the MOT magnetic field is turned off. For 800 µs, we optically pump the atomic ensembles to the
6S1/2 |F = 4,mF = 0〉 state in atomic cesium. During this stage, the trapping beam is turned off while the
intensity of the repumping beam is reduced to 0.1Isat where Isat is the saturation intensity. The quantization
axis is chosen along the k-vector of the signal modes and defined by a pulsed magnetic field of 0.2 G.
A pair of counter-propagating Zeeman pumping beams (10 MHz red-detuned from 4 ↔ 4′ transition and
linearly polarized along the quantization axis) illuminate the ensembles in a direction perpendicular to modes
Lin, Rin. The MOT repumping beam serves as a hyperfine pumping beam. The experiment is conducted
at a repetition rate of 1.7 MHz during a 3 ms interval before the next MOT loading cycle. A small bias
field of 10 mG is left on to define the quantization axis for the experiment. The various photon statistics
throughout the experiment are detected by single-photon Si-avalanche Photodetectors (Perkin-Elmer SPCM-
AQR-13) where the pulse signals are stamped with 2 ns resolution into a file by a 4-channel event time
digitizer (FAST ComTec P7888) for data-acquisition. The overall transmission efficiencies (including the
detector and propagation efficiencies) are 12± 2 % and 14± 2 % for the ensembles La, Ra.
The limitations to our experiment imposed by inhomogeneous Zeeman broadening are described in ref.34
(chapters 2–3). Possible misalignment between the quantization axis and the bias magnetic field is estimated
to be below 5 degrees. Following ref.195, we are investigating active compensation of the residual magnetic
field to improve τm. In our experiment, the memory time τm was also plagued by the residual control laser
during storage due to finite extinction ratio 50 dB of the modulator (waveguide electro-optical modulator and
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two sets of acousto-optical modulators), which set τm ' 1 ms. In addition, thermal motion of the atoms (at
Td = 150 µK) sets the memory time of τm ' 15 µs due to the motional dephasing, where optical trapping
may dramatically improve the coherence time for the collective excitations (chapter 2).
6.7 Operational verification of entanglement
Operationally, the various elements of ρˆ are obtained by recombining the Lk, Rk fields with a second beam
displacer, BD2, as illustrated in Fig. 6.1d, to obtain a single spatial mode with orthogonal polarizations for the
Lk, Rk fields (refs.34,36, chapters 3 and 4), with k ∈ {in,out}. The diagonal elements of ρˆ are measured with
(λ/2)v set at 0◦ so that detection events at D1, D2 are recorded directly for the Lk, Rk fields. To determine
the off-diagonal components of ρˆ, the modes Lk, Rk are brought into interference with (λ/2)v set at 22.5◦,
as shown in Fig. 6.1d. By varying the relative phase φrel between the modes, we determine the visibility for
single-photon interference and thereby deduce d.
6.8 Single-photon generation
The single-photon source is based upon the protocol4,76 composed of time-delayed photon pairs, called fields
1,2 emitted from a cesium ensemble in a MOT called the source ensemble. The source ensemble is located
3 m from the memory ensembles, both of which are synchronized by a 80 MHz clock signal. For photon-
pair production, a sequence of write and read pulses illuminates the source ensemble. The single photon
generation is heralded by probabilistic detection of a Raman scattered field 1 from a write pulse (10 MHz
red-detuned from 4 ↔ 4′ transition). Conditioned on the heralding signal, a strong read pulse (resonant to
3 ↔ 4′ transition) maps the excitation into a photonic mode, field 2, with probability of 50 %, which then
propagates to the setup described in Fig. 6.1. The resulting conditional probability to have a single photon,
field 2, at the face of memory ensemble is 15 %. The separation between the entangled optical modes Lin, Rin
after the entangler is 1 mm and each of the modes is focused down to a 1/e full width of 50 µm at La, Ra.
The heralding signal triggers a control logic which disables the single-photon source and all associated laser
beams for the programmable duration of the storage process for the quantum interface (ref.36, chapter 4). As
the retrieval process is in the slow-light regime, the temporal shape of the single photon is controlled by the
intensity of the read laser, thereby changing the group velocity of the field 2 in the source ensemble75,234.
6.9 EIT storage and retrieval
The coherent interface between the signal modes and collective spin waves is achieved by dynamically con-
trolling the EIT window Ωc(t), defined by the atom-light interaction of a resonant control field. A quantum
field propagating through an externally controlled dressed state medium is best described as a slow-light,
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dark-state polariton (DSP), Ψˆ(z, t)86, a coherent mixture of matter-like and photonic excitations, expressed
as (chapter 2)
Ψˆ(z, t) = cos θ(t)εˆsignal − sin θ(t)
√
NAσˆgs (6.3)
where cos2 θ(t) = Ω
2
c (t)
Ω2c (t)+g
2
dNA
=
υg(t)
c , gd is the atom-photon coupling constant for the signal field, NA
is the number of atoms, σˆgs is the atomic coherence operator for ground states |g〉 and |s〉, and Ωc(t) is the
Rabi frequency of control field. As the signal field propagates through the medium, the group velocity υg of
the DSP is adiabatically reduced to zero as Ωc(t) decreases to zero, thereby rotating the mixing angle θ(t)
from a purely photonic state to a matter-like collective spin coherence (chapter 2). When the control field
is re-activated, the collective spin excitation is coherently converted into a photonic mode in a time-reversal
fashion. In the experiment, under the assumption of perfect state preparation, the relevant energy diagrams
for the storage and retrieval processes are ground states |g〉 = |F = 4,mF = 0〉, |s〉 = |F = 3,mF = 0〉,
and the excited state |e〉 = |F ′ = 4,mF ′ = ±1〉 as shown in the insets of Fig. 6.1.
The overall efficiency ηsr of the EIT process and the temporal shape of the output fields are predicted
by numerically solving the equations of motion in ref.86 (see chapter 2 for detailed description, see also
section 6.10). Under experimental conditions, the projected storage and retrieval efficiency is ηtheorysr = 18
% as shown in Fig. 6.2. We consider two strategies that could improve ηsr: increasing the optical depth
and appropriate pulse-shaping. By following the same calculation as above, we find that the EIT efficiency
reaches its asymptotic value of ηsr ' 30 % when the optical depth is increased to d˜0 ' 50 with all other
parameters corresponding to the current experiment (section 6.10.2.1). On the other hand, as demonstrated
in ref.235, by iterating time-reversed version of the output signal field into the input, one achieves an optimal
pulse-shape for the signal field which balances the transmission loss due to finite bandwidth of the pulse
and the leakage due to the imperfect compression of the signal field within the atomic ensembles to reach
maximum ηsr for a given control field Ωc(t). This maximum ηsr for a given control field is in principle only
dependent on the optical depth d˜0 (section 6.10.2.2). Equivalently, the control field Ωc(t) can be optimized
for a given signal field as investigated theoretically in ref.236. Note that efficiencies approaching 50 % have
been achieved in ref.235.
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6.10 Theoretical discussions
The dynamics of laser-induced coherence of atomic states can dramatically modify the optical response of
an atomic medium, leading to destructive quantum interferences between the excitation pathways95,96. In
this way, resonant absorption and refraction can be eliminated by way of electromagnetically induced trans-
parency (EIT)94. In this section, we describe a semi-classical theory of EIT. For a complete quantum theory
of dynamic EIT, I refer to chapter 2, whereby the equations of motions for the fields and atomic variables are
derived in a self-consistent manner. We also present our theoretical result of time-reversal optimization188
for ηsr using our experimental parameters30.
6.10.1 Static electromagnetically induced transparency
Here, we present a semi-classical theory for static EIT94,182,237,238. While the situation for dynamic EIT is
somewhat different, static EIT describes the phenomena of ultra-slow propagation of the signal field in a
coherent atomic medium88,239. We also examine the equivalence between the semi-classical model and the
full quantum model.
6.10.1.1 Semi-classical model of EIT
Electromagnetically induced transparency can be explained semi-classically in terms of (1) Fano-like quan-
tum interferences between the decay pathways of Autler-Townes resonances237,238, and (2) “adiabatic prepa-
ration” or “optical pumping” to a dark state in the dressed state picture86,179–181,183,184, as employed tradition-
ally in coherent population trapping (CPT) and stimulated Raman adiabatic passage (STIRAP), respectively.
In particular, I will adapt the latter approach (2), as the polaritonic quantum dynamics86 described in chapter
2 can be mapped to a semi-classical adiabatic passage in the setting of dark and bright states181.
As in chapter 2, we consider an effective (non-hermitian) Hamiltonian HˆEIT for an atomic ensemble
interacting with a weak classical signal field Es (Rabi frequency Ωs) and a strong control laser (Rabi frequency
Ωc) in the rotating frame (following the notations introduced in section 2.5), with
Hˆeff = HˆEIT − i~γgeσˆee − i~γgsσˆss, (6.4)
where the system Hamiltonian HˆEIT for the EIT interaction is given by
HˆEIT/~ = ∆cσˆee − δσˆss − (Ωsσˆeg + Ωcσˆes + h.c.) . (6.5)
∆c is the single-photon detuning for the control laser, and δ is the two-photon detuning between the signal
field and the control laser. Here, the decay channels (−i~γgeσˆee,−i~γgsσˆss) result in losses of atomic coher-
ences at rates γge and γgs. In the following discussions, I will assume a negligible ground-state dissipation
γgs ' 0 and resonant excitation by the control laser with ∆c = 0.
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For open quantum systems, quantum-state evolution by a master equation in the Lindblad form (e.g., for
Eq. 6.5) is equivalent to that of a stochastic wave-function method (quantum-trajectory method) accompanied
by quantum jumpsa (refs.164–166,240,241). Assuming a wave-function of the form |ψ(t)〉 = cg(t)|g〉+cs(t)|s〉+
ce(t)|e〉, the non-hermitian effective Hamiltonian Hˆeff (Eq. 6.4) yields the following equations of motions
(from the Schro¨dinger’s equation),
c˙g = iΩ
∗
sce (6.6)
c˙s = −(γgs − iδ)cs + iΩ∗cce (6.7)
c˙e = −(γge − iδ)ce + iΩscg + iΩccs. (6.8)
Since Ωs  Ωc and the initial state is |ψ(0)〉 = |g〉, we assume that the probability amplitude remains
in cg(t) ' 1 for all time t. Fourier transforming Eqs. 6.7–6.8 (with ∂t 7→ iw) and solving for {cs, ce}, we
obtain
cs(w) =
ΩsΩ
∗
c
(w − iγge − δ)(w − δ)− |Ωc|2
ce(w) =
Ωs(w − δ)
(w − iγge − δ)(w − δ)− |Ωc|2 .
The off-diagonal atomic polarization ρeg can thus be expressed as ρeg = c∗gce ' ce, while the normalized
linear susceptibility function is χs =
ρeg
Ωs
(see chapter 2). Redefining (δ−w)→ ν, we arrive at the expression
for the normalized linear susceptibility χs in Eq. 2.79 with
χs =
ν
|Ωc|2 − ν2 − iγgeν . (6.9)
The relationship between χs and group velocity vg (and transparency window) is explained in chapter
2 for an ideal Λ-level system. In section 6.10.1.3, we further illustrate the importance of optical pumping
and polarization orientations of the control laser and the signal field for observing EIT in a Λ-level system
comprised of multiple Zeeman sublevels.
6.10.1.2 The emergence of dark and bright states
The underlying principle for the cancellation of absorption in EIT is directly related to the phenomena of
dark-state and coherent population trapping183. Let us examine the effective Hamiltonian Hˆeff with δ = 0. In
aWe note that the effective Hamiltonian Hˆeff (Eq. 6.4) does not capture the repopulations of σˆgg and σˆss due to spontaneous
emissions (−i~γgeσˆee). As a semi-classical analysis, we neglect the quantum jump processes 164,165 and only consider the evolution of
the stochastic wave-function |ψ(t)〉 under the effective Hamiltonian over time t˜. This approximation is valid in the quantum trajectory
method for our initial condition cgg + css ' 1, as long as the jump probability is pjump = 〈ψ| exp
(
i
~
∫ t˜
0 dt(Hˆeff − Hˆ†eff)
)
|ψ〉 '∫ t˜
0 dt
(
γge|cee|2 + γgs|css|2
) 1 for γgs ' 0.
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Figure 6.4: Qualitative equivalence between electromagnetically induced transparency and coherent
population trapping. As shown by Eq. 6.10, the phenomena of EIT in the atomic bare-state basis can be
equivalently described as a dark-state pumping process (CPT) in the dark- and bright-state basis for two-
photon detuning δ = 0.
the dark- and bright-state picture, we may equivalently write Hˆeff (Eq. 6.4) in the following way,
Hˆeff/~ = −iγgeσˆee − Ωeff (sin∗ θd|g〉+ cos∗ θd|s〉)︸ ︷︷ ︸
|b〉
〈e| − Ωeff|e〉 (sin θd〈g|+ cos θd〈s|)︸ ︷︷ ︸
〈b|
, (6.10)
where θd = arctan(Ωs/Ωc) is the mixing angle, and Ωeff =
√|Ωc|2 + |Ωs|2 is the effective Rabi frequency
which couples the bright state |b〉 = sin∗ θd|g〉 + cos∗ θd|s〉 to the excited state |e〉. Similarly, we introduce
a sibling, a dark state |d〉 = cos∗ θd|g〉 − sin∗ θd|s〉 (one of the three eigenstates of Hˆeff) orthonormal to the
bright state |b〉, which does not couple to the excited state |e〉 via Hˆeff (thus, immune to spontaneous emission).
Here, I used the notations, {sin∗ θd, cos∗ θd}, to define the complex conjugates of {sin θd, cos θd}.
In the picture of dark- and bright-state basis (Eq. 6.10), the atomic level diagram in the bare-state picture
is transformed to a diagram akin to the case of optical pumping, as shown in Fig. 6.4. Here, the bright-state
|b〉 couples dissipatively to the excited state |e〉 with an effective Rabi frequency Ωeff, while the dark-state |d〉
is decoupled from the signal field Es and the control laser Ωc. Thus, if the initial atomic state is prepared in
an admixture of both ground states (|g〉 and |s〉), the coherently dressing Ωeff will “optically pump” the atoms
in the bright state |b〉 to the dark state |d〉 through the spontaneous emission from the excited state |e〉. As
there are little atoms left in |b〉 after dark-state pumping (with negligible optical thickness for the |b〉 ↔ |e〉
transition), the atoms will be trapped in the dark state via coherent population trapping (CPT) and the signal
field will exhibit full spectroscopic transparency on resonance δ = 0.
In the case of EIT, the initial atomic state can further be prepared to the dark state |d〉 ' |g〉 (with
Ωs  Ωc) prior to the EIT dressing (by means of optical pumping), from which excitations cannot occur.
Therefore, by rotating the mixing angle θd = 0 → pi/4, we can adiabatically transfer the initial state to a
superposition state |d〉 = 12 (|g〉 − |s〉) of maximum atomic coherence σˆgs, as in stimulated Raman adiabatic
transfer181,184 (STIRAP). There is a qualitative similarity between the adiabatic following of |d〉 and the
dynamics of the dark-state polariton Ψˆd. Heuristically considering the Fock state of the signal field, we can
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write the dark state in a familiar form |d〉 = cos∗ θd|ga, 1s〉− sin∗ θd|sa, 0s〉, identical to the single-excitation
dark-state |D, 1〉 = Ψˆ†d|ga, 0s〉 (Eq. 2.69) in chapter 2. Hence, the quantum theory of dark-state polaritons86
(chapter 2) is associated with the classical picture of dark- and bright-states in CPT and STIRAP.
6.10.1.3 Importance of the Zeeman sublevels
In the presence of multiple Zeeman sublevels, the susceptibility function χs =
2g2dNA
ws
χs in Eq. 2.79 of
chapter 2 and Eq. 6.9 generalizes to a normalized form χs of
χs(δ) =
1
Nc
∑
mF
pmF |CFg,1,FemF ,s,mF+s |2δ
|Ωc|2|CFs,1,FemF+s−c,c,mF+s |2 − δ2 − iγgeδ
, (6.11)
where Nc =
∑
mF
pmF |CFg,1,FemF ,s,mF+s |2 is the normalization constant, {s, c} are the respective helicities
for the signal field and the control lasers, andCf1,f2,f3m1,m2,m3 ≡ 〈f1m1f2m2|f3m3〉 are the Clebsch-Gordan coef-
ficients. In deriving Eq. 6.11, we assumed that the initial atomic state is ρˆa =
∑
mF
pmF |Fg,mF 〉〈Fg,mF |.
For the ideal susceptibility function in Fig. 2.4 of chapter 2, the imaginary part of the susceptibility
is Im(χs) = 0 on resonance δ = 0, thereby providing a transparency window for the signal field. At
the same time, the real part of the linear susceptibility function Re(χs) provides a strong dispersion on
resonance for slow-light propagation. In the presence of Zeeman populations pmF , however, the coherent
atomic medium exhibits EIT only for specific polarization orientations {s, c} of the signal field and the
control lasers. Particularly, if the one of the Clebsch-Gordan coefficients CFg,1,FsmF+s−c,c,mF+s vanishes, the
uncoupled Zeeman populations may have sufficient optical depths to cause dissipative absorption of the signal
field and the absence of transparency.
As shown in Fig. 6.5, the EIT spectroscopy with lin//lin configuration (for the signal field and the control
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Figure 6.5: EIT spectroscopy with lin//lin configuration. a, Measurement of imaginary part of the suscep-
tibility function Im(χs). We show the measured Im(χs) as red (black) points in the presence (absence) of
control laser Ωc with the polarization orientations given by c = s = yˆ. The data agrees well to the theoret-
ically predicted spectra (lines). b, Theoretically predicted real part of the susceptibility function Re(χs).
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Figure 6.6: EIT spectroscopy with σ±//σ± configuration. a, Measurement of imaginary part of the sus-
ceptibility function Im(χs). We show the measured Im(χs) as red (black) points in the presence (absence)
of control lasers Ωc with the polarization orientations given by c = s = σ+. The data agrees well to
the theoretically predicted spectra (lines). b, Theoretically predicted real part of the susceptibility function
Re(χs).
laser) does not show a transparency window on resonance. Since the two edge states (|F ′ = 4,mF ′ = ±4〉)
of the Zeeman sublevels in the electronically excited state |e〉 of 6P3/2 cannot couple to the hyperfine ground
state |s〉 = |F = 3,mF 〉 with the control laser Ωc due to selection rule, the signal field experiences a
strong resonant absorption by the optical depths for the residual atoms residing in the Zeeman sublevels
|F = 4,mF = ±4〉 of the hyperfine ground state 6S1/2 (|g〉) as represented by the peak in Im(χs) around
δ = 0. The asymmetry in the two side peaks (Autler-Townes splitting for the Zeeman states coupled to the
control laser) of Fig. 6.5 is due to the uncalibrated detuning ∆c of the control laser respect to the |s〉 ↔ |e〉
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Figure 6.7: Phase locked lasers for EIT spectroscopy. We show the beat note spectrum between two lasers,
responsible for the signal field and the control laser, in EIT spectroscopy. Assuming a Lorentzian spectrum,
we deduce a beat-note linewidth of ∼ 0.2 mHz, limited by the phase noise in the detection.
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transition (which use as a fitting parameter in Fig. 6.5). The solid lines are the theoretical predictions based
on Eq. 6.11, with the assumption of the initial state pmF = 1/(2Fg + 1)
Instead, we now apply a signal field and a control laser with helicities {s, c} = σ± in Fig. 6.6. As
shown in Fig. 6.6a, the measured susceptibility function clearly demonstrates electromagnetically induced
transparency around δ = 0. Here, the red-detuned offset of the transparency window is due to the presence of
the detuning ∆c of the control laser. In Fig. 6.5b, we also show the real part of the linear susceptibility, similar
to the result obtained for the ideal Λ-level system (Fig. 2.4). Furthermore, in our experiment30 (Fig. 6.1),
we initialize the atoms to a clock state |g〉 = |F = 4,mF = 0〉. With c,s = σ±, the coherent dressings by
the control and signal fields allow clock-state preserving transitions (section 6.6), which form a Λ-level with
|g〉 = |F = 4,mF = 0〉, |s〉 = |F = 4,mF = 0〉, and |e〉 = |F ′ = 4,mF ′ = ±1〉. By optically pumping the
ensemble to |g〉 = |F = 4,mF = 0〉 with efficiency ∼ 90 %, we achieve a maximum transparency T = 95
% on resonance.
6.10.2 Dynamic electromagnetically induced transparency
In chapter 2, we derived the Heisenberg-Langevin equations of motions in the polaritonic picture. In this sec-
tion, we numerically solve the equations of motions and compare the theoretically simulated spatio-temporal
modes Es to the experiment, where we store and retrieve a coherent state |α〉 for various optical depths. We
also show a theoretical simulation of time-reversal optimization of the storage and retrieval efficiency ηsr
based on ref.188 for our experimental parameters30.
6.10.2.1 Scaling behavior to optical depth and pitfalls via dissipative absorption
As we discussed in chapter 2, the dynamics of the signal field Eˆs(z, t) and the collective atomic excitation
Sˆ(z, t) in the one-dimensional approximation is governed by the following coupled equations of motions
(Eqs. 2.85–2.87),
(∂t + c∂z) Eˆs(z, t) = igdnA(z) L√
NA
Pˆ(z, t) (6.12)
∂tPˆ(z, t) = −(γge + i∆)Pˆ(z, t) + igd
√
NAEˆs(z, t) + iΩc(z, t)Sˆ +
√
2γgeFˆP (6.13)
∂tSˆ(z, t) = −γgsSˆ(z, t) + iΩ∗c(z, t)Pˆ +
√
2γgsFˆS , (6.14)
where Pˆ(z, t) is the atomic polarization |g〉 − |e〉 induced by the quantum field Eˆs(z, t) in the presence
of coherent dressing Ωc(z, t). Assuming a coherent-state input, we numerically solve the complex-value
equations of motions (Eqs. 6.12–6.14) by neglecting the Langevin terms FˆS = FˆP = 0, which do not
contribute to normally-ordered expectation values. Here, we fit the atomic ensemble with a Gaussian spatial
profile to infer the atomic density nA(z) = 2NA√piL exp
(−4z2/L2) from the fluorescence measurement, and
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the spatio-temporal mode of the control laser Ωc(t− z/c) approximated by
Ωc(x) = Ωc × tanh [c1x] + tanh [−c2(x− τ)]
2
, (6.15)
with the parameters {Ωc, c1, c2} determined from independent measurements on the intensity of the control
laser. NA is determined from the measured value of the optical depth d˜0 for the |g〉 − |e〉 transition (optical
depth is defined as the transmission T = e−d˜0 of the signal field absent the control laser). For the details of
the derivations for Eqs. 6.12–6.14, I refer to the discussions in chapter 2.
Experimentally, we apply a control laser with Ωc ' 24 MHz (rise and fall times δtc = 1/c1 = 1/c2 ' 7
ns, defined as the time-scales resulting in an intensity changes of 10%−90%) and a phase-locked signal laser
Es (Fig. 6.7) resonant to |g〉− |e〉 transition (with two-photon detuning δ = 0) in a counter-intuitive order181.
The signal field Es is assumed to be in a coherent state |α〉 with |α|2 ' 0.3 per pulse (Gaussian pulse width
30 ns for the incoming signal pulse). The relative delay between Ωc and Es is tuned to maximize the storage
and retrieval efficiency ηsr. As in the main experiment30 (sections 6.1–6.9), we prepare the atomic ensemble
into the clock state |g〉 = |F = 4,mF = 0〉 by optical pumping. We reduce the repetition rate of the laser
cooling and trapping cycle from 40 Hz to 0.2 Hz in order to increase the atomic density242,243 via compressed
MOT (CMOT)243 for 200 ms after the normal MOT loading and cooling (4 s). We then further cool the atoms
with polarization gradient cooling for 50 ms, followed by optical pumping (1 ms) to the clock state. With
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Figure 6.8: Investigation of reversible transfer of a coherent state to and from an atomic memory. We
study the dependence of storage and retrieval efficiency ηsr to the optical depth d˜0, with the measurements
shown by black points. We achieve a maximum efficiency of ηsr ' 30 % at d˜0 ' 33. The theoretical
simulation (blue line) based on Eqs. 6.12–6.14 shows excellent agreement with our measurement. The error
bars indicate the statistical uncertainty of 1 s.d.
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the improved setup, we achieve a maximum resonant optical depth of d˜0 & 50, albeit with reduced optical
pumping efficiency ∼ 70% due to radiation trapping, compared to the main experiment30 (sections 6.1–6.9).
The optical depth d˜0 is varied by tuning the value of the magnetic field to the desired value during the normal
MOT phase (before compression).
In Fig. 6.8, we show the overall transfer efficiency ηsr for storing and retrieving a coherent state |α〉 in an
atomic ensemble (with storage time τ = 1 µs) as a function of optical depth d˜0 (see e.g., Fig. 2.6 for a time-
domain measurement at d˜0 = 20). In particular, we achieve a maximum storage and retrieval efficiency of
ηsr = 30± 2 % at optical depth d˜0 ' 33. We also find excellent agreement between the theoretical predicted
EIT efficiency ηtheorysr (d˜0) and the experimentally measured ηsr. We emphasize that for higher optical depth
d˜0 & 60 (a region beyond the capability at the time), the storage and retrieval efficiency ηsr is expected to
decrease, due to the reduced bandwidth of the EIT medium at high d˜0 (chapter 2, see also Fig. 6.10). For
further improvement in ηsr, it is thus important to increase the intensity of the control laserb for higher d˜0.
In order to optimize ηsr for a finite d˜0, we need to compromise the control laser’s intensity between two
competing regimes. On the one hand, (1) a large Rabi frequency Ωc is preferred to increase bandwidth of
the EIT medium and to avoid dissipative absorption of Es. On the other hand, (2) a sufficiently small Ωc is
required to compress the signal field’s wavepacket inside the ensemble for avoiding significant leakage. In
analogy, these two competing effectsc at finite d˜0 can be cast in terms of the proper shaping of the spatio-
temporal mode of the signal field Es for a fixed Ωc. In the next section, we discuss an iterative optimization
strategy based on the works by Gorshkov et al.187–189, which leads to global maximization of ηsr in the fully
adiabatic regime, as demonstrated experimentally by Novikova et al.235.
6.10.2.2 Iterative optimization strategy based on time-reversal symmetry
In the fully adiabatic regime, the mapping process is well described by the dynamics of dark-state polariton
Ψˆd(z, t) = cos θd(t)Eˆs(z, t) − sin θd(t)Sˆ(z, t) with a beamsplitter-like Hamiltonian Hˆ (map)int (Eq. 2.84) in
chapter 2, given by
Hˆ (map)int = iθ˙d(z, t)
(
Eˆs(z, t)Sˆ†(z, t)− Eˆ†s (z, t)Sˆ(z, t)
)
. (6.16)
θ˙d(z, t) gives the rate of change in the mixing angle θd(z, t), which we assume to be small in order for
adiabatic passage (chapter 2). The unitary transformation Uˆ (map)int (t) = exp(− iL~
∫ t
0
dt′
∫ L
0
dzHˆ (map)int (z, t
′))
bWith a large Rabi frequency Ωc for the control laser, there may be a non-negligible contribution from a competing four-wave
mixing process 244, where the atoms initially at |g〉 is off-resonantly driven to |s〉 by Ωc generating an anti-Stokes photon, followed by
a resonant scattering back to |g〉 with Ωc seeded by the signal field (Stokes photon). We do not consider this four-wave mixing process
in our calculation, as it is suppressed by the large ground-state splitting ∼ 9 GHz.
cFor a given Ωc, we need to keep the signal pulse Es as short as possible to compress Es within the atomic sample and to avoid
leakage. On the other hand, we need to broaden the spatial extent of Es as much as possible to reduce its pulse bandwidth well below
the EIT bandwidth of the coherent atomic medium.
110
describes the mapping process, where we individually define the storage (ηs) and retrieval (ηr) efficiencies as
ηs =
∫
dz〈Sˆ†(z, ts)Sˆ(z, ts)〉∫
dz〈Eˆ†s (z, t0)Eˆs(z, t0)〉
(6.17)
ηr =
∫
dz〈Eˆ†s (z, tf )Eˆs(z, tf )〉∫
dz〈Sˆ†(z, tr)Sˆ(z, tr)〉
, (6.18)
evaluated at the respective times ts (falling edge) and tr (rising edge) with delay τ = tr − ts. Eˆs(z, t0) and
Eˆs(z, tf ) give the initial (incoming) and final (outgoing) states of the signal field.
Qualitatively, it is easier to understand the optimal retrieval strategy for ηr than to understand the optimal
storage ηs, as we assume a pre-existing collective spin-wave with a profile 〈Sˆ†(z, tr)Sˆ(z, tr)〉 at time tr.
In this case, unlike the storage, we are not restrained by the control laser due to the leakage of the signal
field. In practice, however, an abrupt activation of Ωc(z, t) can reduce the retrieval efficiency by the non-
adiabatic transition of Ψd(z, t) to the bright-state polariton Ψb(z, t). Here, we give a heuristic argument for
the optimal ηoptr (ref.188), where we assume a fully adiabatic regime for Ωc(z, t) and an optimally shaped
〈Sˆ†(z, tr)Sˆ(z, tr)〉. For a rigorous proof in the adiabatic regime, I refer to the original works in refs.187–189.
We then show that the time-reversed version of the optimal retrieval process leads to an optimal storage with
efficiency ηopts = η
opt
r .
We first consider the forward retrieval in a Gaussian signal mode with beam-waist w0 (section 2.3.2.2).
Beyond the Rayleigh range, the solid-angle Ωsolid of this mode is given by Ωsolid ' λ24piw20 ln 2 . The collectively
enhanced scattering rate into this mode is then simply Γc = ΩsolidN2AΓ0 =
λ2
4piw20 ln 2
N2AΓ0, whereas the
scattering rate into all other modes is given approximately by Γn ' NAΓ0. Here, Γ0 = 2piγge is the single-
atom scattering rate. The optimal retrieval efficiency ηoptr is then given by
ηoptr =
Γc
Γc + Γn
' 3d˜0
3d˜0 + 8
' 1− 8
3d˜0
, (6.19)
where we used the relations for resonant absorption cross-section σ0 = 3λ2/2pi and optical depth d˜0 '
NAσ0/(piw
2
0). Thus, we find that the optimal retrieval efficiency for η
opt
r depends only on the optical depth
d˜0 =
g2dNA
γgeκeff
(where κeff = c/L), which plays the role of a cooperativity parameter (chapter 2).
From the qualitative argument given above for achieving the optimal ηoptr , we now discuss the principle of
time-reversal as an optimization tool for storage ηs. We consider the storage map Uˆ
(map)
int (t) on the initial state
|ga, 1s〉 given by |D, 1〉 = Ψˆ†d|ga, 0s〉 in the Schro¨dinger picture. The storage probability ηs is then given by
ηopts = |〈sa, 0s|Uˆ (map)int (t)|ga, 1s〉|2. (6.20)
Using the unitarity relation for Uˆ (map)†int (t) = Uˆ
(map)
int (−t), we find that the storage efficiency is identical to the
retrieval efficiency,
ηopts = |〈ga, 1s|Uˆ (map)int (−t)|sa, 0s〉|2 = ηoptr , (6.21)
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Figure 6.9: Iterative optimization scheme for maximizing storage and retrieval efficiency. We apply
theoretically the time-reversal symmetry186 for optimizing the EIT efficiency ηsr at optical depth d˜0 = 17,
where ηsr converges to ' 30 % after 2 − 3 steps. The various colors indicate different initial conditions for
the signal fields E(1)s,in(z, t).
if the time-reversed version Uˆ (map)int (t) of the retrieval map Uˆ
(map)
int (−t) is used for storage.
This means that if the retrieval map Uˆ (map)int (−t) yields an optimal retrieval ηoptr of some spin-wave mode
˜ˆS(z, t) to an output signal mode ˜ˆEs(z, t), we can realize an inverse evolution by time-reversing Uˆ (map)int (t)
(time-reversing the control Ωc(−z, t) and the signal fields ˜ˆEs(−z, t) in Eq. 6.16) to achieve optimal effi-
ciency ηopts = η
opt
r , where the incoming field
˜ˆEs(−z, t) is mapped onto the stationary excitation ˜ˆS(z, t). Here,
we note that the negative sign in z implies a backward propagation, corresponding to the situation of back-
ward storage ( ˜ˆEs(−z, t),Ωc(−z, t)) followed by forward retrieval ( ˜ˆEs(−z, t),Ωc(−z, t)). The time-reversal
symmetry also applies to forward storage followed by forward retrieval, as in our experimental setup30, al-
beit with reduced optimal efficiency ηoptr = η
opt
s ∼ 1 − 1√
d˜0
(ref.186). For a rigorous proof of time-reversal
symmetry as an optimization tool, I refer to ref.188 where Eqs. 6.12–6.14 are analytically solved in the fully
adiabatic regime.
In the non-adiabatic regime, as in our case, the time-reversal optimization generally does not converge
to the global maximum of ηsr. Such a ‘fast’ storage regime has been considered in ref.245 using gradient
ascent methods. Nonetheless, we numerically apply the method of time-reversal symmetry to theoretically
maximize ηoptsr for a given optical depth d˜0. We start by storing an initial signal field E(1)s,in(z, t) and retrieving
to E(1)s,out(z, t) in step i = 1. We then apply the time-reversed version of the output E(1)s,out(z, t) in step i =
1 into the input signal field E(2)s,in(z, t) = E(1)s,out(−z, t) in step i = 2. By iterating this process i → n
until E(n)s,in(z, t) = E(n)s,in(−z, t), we optimize the storage and retrieval efficiency ηoptsr . Fig. 6.9 shows such a
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Figure 6.10: Time-reversal optimization of EIT transfer efficiency. We show the transfer efficiency ηsr as
a function of optical depth d˜0. We also compare the result of the optimal η
opt
sr (red line) to ηsr (blue line) given
for our experimental parameters in Fig. 6.8.
numerical process for optical depth d˜0 = 17 (with same parameters {c1, c2,Ωc} used in section 6.10.2.1)
starting from various initial conditions E(1)s,in(z, t), where we converge to the same maximum EIT efficiency
ηoptsr ' 30 % after 2− 3 iterations.
In addition, this numerical optimization scheme allows us to benchmark the maximum transfer efficiency
λ˜ ' ηoptsr of entanglement as a function d˜0. In Fig. 6.10, we apply the time-reversal optimization as a function
of optical depth d˜0, shown as red line. We demonstrate that η
opt
sr (red line) can be further improved relative
to the EIT efficiency ηsr of our experiment parameters (blue line) (see also Fig. 6.8) beyond d˜0 & 50. In
particular, unlike Fig. 6.8, we find a monotonic improvement in the transfer efficiency ηsr as a function of
optical depth d˜0. For reference, we indicate the boundary at which the adiabatic condition d˜0γgeδtc  1 is
met87.
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Chapter 7
Characterization of entanglement for
multiple optical modes via quantum
uncertainty relations
This chapter is largely based on ref.38. Reference38 refers to the then current literature in 2009 at the time of
publication.
7.1 Introduction
Detecting and classifying entanglement is an important challenge in the field of quantum information science
(chapter 1). One problem is of a theoretical nature, to decide whether a given density matrix ρˆ of multiple
quantum systems is entangled or separable. Even for bipartite systems, this is a hard problem for which no
efficient general solution is known for higher-dimensional Hilbert spaces, although a simple test based on the
negativity of the partial transpose of the density matrix leads to a sufficient criterion for entanglement246,247.
If ρˆ is entangled, the next issue is how to classify the type of entanglement. For more than two subsystems,
the full classification of all entanglement classes is as yet an unsolved problem (e.g., refs.209,210,248,249).
In an experiment, the practical task of detecting entanglement is even harder. If one would perform a
full tomographic measurement, then in the limit of infinitely many data one would end up with an arbitrarily
accurate estimate of a density matrix ρˆ, and thus reduce the experimental problem to the theoretical problem
mentioned above. In all other cases, one needs different tests that make use of less than full knowledge of the
density matrix. The main practical disadvantage of full tomography is the rapidly growing number (with the
number of quantum systems and with the dimension of the Hilbert spaces involved) of measurements needed
to find all elements of a density matrix. The other challenge is obtaining a physical density matrix from a
finite set of measured data250,251.
Thus, there is an ever-growing demand for simpler experimental tests revealing entanglement. Fortu-
nately, for bipartite systems there exists a handful of different experimental techniques for entanglement
114
detection40,110. In this chapter, we will focus on a particular type of multipartite entangled states (namely,
W states209) that can be produced in systems with variable numbers of excitations. We think in particular
of experiments with atomic ensembles (e.g., refs.27,30,73,93, chapters 3–6) based on the DLCZ protocol4 in
which information can be stored in the number of atomic excitations of each ensemble (chapter 9), as well as
of experiments on photonic systems (e.g., refs.229,252–255), where the number of photons in a given mode can
be used as a quantum variable (chapter 8). In the following, we will use the words “excitation” and “photon”
interchangeably.
7.2 Verifying multipartite mode-entangled W states
We define the state |W 〉 as a mode-entangled analogue of standard N -partite W states of qubits. It is a pure
state where a single excitation is shared symmetrically among N modesa
|W 〉 = 1√
N
N∑
i=1
|0, · · · , 0i−1, 1i, 0i+1, · · · , 0〉, (7.1)
where |0〉 denotes a state of a mode with no excitations and |1〉 is a state with a single excitation. The
subscripts i ∈ {1 . . . N} refer to modes that are in spatially distinct locations, so that the concepts of “local
operations” and hence entanglement are unambiguously defined256–258.
In this chapter, we solve the problem of detecting the entanglement of a W state (and its noisy cousins)
in two steps. In section 7.3, we will focus on detecting and classifying entanglement within the subspace of a
fixed total number of excitations (in all modes together), namely one. In section 7.4, we complete the analysis
by including the remaining parts of the Hilbert space, the subspace with no excitations and the subspace with
more than a single excitation in total. Including both subspaces is crucial in the analysis. Earlier detection
schemes259,260 for W states in the context of photons were incomplete due to the neglect of states with
multiple photons. Moreover, I will discuss how to include imperfections such as losses, most relevant for the
actual implementation of our method (refs.33,35, chapters 8, 9).
7.3 Genuine N -mode one-photon entanglement
N parties can be entangled in many different ways. In some papers, “genuine” N -party entangled states
include states that are mixtures of M -party entangled states with M < N , as long as such mixtures are
not biseparable along any particular splitting of the N parties into two groups (for instance, ref.261). Here,
however, we will classify such mixtures as M -party entangled states, and the name “genuine N -party entan-
glement” in our case is reserved for states that can only be written as a mixture of pure states that all possess
N -party entanglement. Thus, our criterion for genuine N -party entanglement is more severe.
aFollowing convention, we set all phase factors equal to unity; our entanglement detection method, however, will not make any
assumption about the phase factors of the state actually generated in one’s experiment, see Eq. 7.14.
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Recently it has been suggested that uncertainty relations can be used as an entanglement criterion for
finite-dimensional systems (refs.57,121, see also ref.262 for an experimental implementation using local ob-
servables on two qubits). The uncertainty principle sets up a fundamental limit on how accurately observables
of a quantum system can be simultaneously determined. For instance, if {Mˆi}, i = 1 . . .K is some set of
observables, then the measurement uncertainty in a given state ρˆ is the sum of variances of all observables
Mˆi (i.e.,
∑
i δMi(ρˆ)
2). This sum is equal to zero, if and only if the state for which measurements of all {Mˆi}
are performed on is a simultaneous eigenstate of all {Mˆi}. If there is no such state (when the observables are
not all mutually commuting), then there is a positive number C such that
K∑
i=1
δMi(ρˆ)
2 ≥ C. (7.2)
In particular, Hofmann and Takeuchi pointed out in 2003 that the existence of the lower uncertainty bound C
can be employed as a separability criterion121. Indeed, if for some fixed set of observables an inequality of
the form (Eq. 7.2) holds for all separable states, then its violation is a signature of entanglement.
The uncertainty bound has another obvious but important property. Namely, one can never decrease
the average uncertainty by mixing different states. In other words, for any state ρˆ =
∑
m pmρˆm and any
observable A, the following inequality holds true,
δA(ρˆ)2 ≥
∑
m
pmδA(ρˆm)
2. (7.3)
The proof is rather straightforward and can be found in ref.121.
With the uncertainty criterion at hand, we still have some flexibility over the types of observables to
choose. In principle, all observables can be divided into two groups — local and nonlocal. Whereas local
observables can be measured separately for each and every party and therefore tend to be easier to access in
an experiment, they often cannot reliably detect genuine multipartite entanglement. Nonlocal observables,
on the other hand, require a simultaneous nonlocal measurement of several parties at a time, which often
is experimentally challenging. Here, we show how experimentally accessible nonlocal observables can be
constructed to unambiguously detect genuine multipartite entanglement of the W -type.
The basic idea behind the construction of nonlocal observables is to choose them as projectors onto a
basis of N -partite entangled states. Simultaneous eigenstates of these projectors are necessarily entangled
states, and the variance in the projectors is minimized for N -party entangled states. A sufficiently small
variance is then a sufficient criterion for genuine N -party entanglement. In order to illustrate this idea, we
will consider a system of four modes (K = 4) sharing a single photonb. The problem at hand is then to find a
set of nonlocal observables which allows to separate all four-mode separable and biseparable states from the
genuinely four-mode entangled states such as the W state of Eq. 7.1. We note that the general construction
bSee chapter 8 for an example of K = 2, whereby we studied the correspondence between the conventional entanglement measure
(concurrence) and the uncertainty relations.
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Figure 7.1: Verification interferometer for measuring sum uncertainty. Beamsplitter setup to project ρˆ
onto the four W states (Eqs. 7.4–7.7): four input modes are converted into four output modes by a set of four
50/50 lossless beamsplitters, numbered 1–4. From the count statistics of (ideal) detectors placed at the four
output modes one obtains the quantity ∆(ρˆ) defined in Eq. 7.8. The effects of losses and asymmetries in the
beamsplitters, and non-ideal detectors are discussed in section 7.6.1.
for an arbitrary N can be done in a similar fashion. Moreover, the nonlocal observables for single photons
we use can be measured just using linear optics (beamsplitters) and non-number resolving photodetectors.
The Hilbert space of a system of four modes sharing exactly one photon is spanned by four basis product
vectors {|1000〉, |0100〉, |0010〉, |0001〉}. This basis can always be rotated to a basis constituted by four
W -like states,
|W1〉 = 1
2
(|1000〉+ |0100〉+ |0010〉+ |0001〉), (7.4)
|W2〉 = 1
2
(|1000〉 − |0100〉 − |0010〉+ |0001〉), (7.5)
|W3〉 = 1
2
(|1000〉+ |0100〉 − |0010〉 − |0001〉), (7.6)
|W4〉 = 1
2
(|1000〉 − |0100〉+ |0010〉 − |0001〉). (7.7)
The mode transformation from the four product states to these fourW -like states can be decomposed in terms
of unitary operations that can be implemented with beamsplitters and phase-shifters (see Fig. 7.1).
The next step is to choose four projectors onto the basis Eqs. 7.4–7.7 as nonlocal observables Mˆi =
|Wi〉〈Wi|, with i ∈ {1, . . . , 4}. Clearly, the only simultaneous eigenstates of all four operators Mˆi are the
four states |Wi〉. The total variance of all Mˆi’s vanishes for any one of the four states |Wi〉. In contrast, for
product states, the total variance is bounded from below, since there is no simultaneous product eigenstate
of all the Mˆi. Therefore, we can write down an uncertainty-based entanglement criterion using nonlocal
observables for any state ρˆ1 within the subspace of a single excitation, in terms of the sum of variances of
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Mˆi,
∆(ρˆ1) =
4∑
i=1
Tr(ρˆ1 [|Wi〉〈Wi|]2)− [Tr(ρˆ1|Wi〉〈Wi)]2
=
4∑
i=1
[〈Wi|ρˆ1|Wi〉 − 〈Wi|ρˆ1|Wi〉2]
= 1−
4∑
i=1
〈Wi|ρˆ1|Wi〉2, (7.8)
where the subscript 1 is there to remind us the state ρˆ1 contains exactly 1 excitation.
To find the lower bound on ∆ for unentangled states, it is sufficient to consider pure states, thanks to Eq.
7.3. For a pure state ρˆ1 = |α〉〈α|, we have
∆(ρˆ1) = 1−
4∑
i=1
|〈Wi|α〉|4. (7.9)
The next step is to find the minimum of ∆(ρˆ1) by maximizing
∑
i |〈Wi|α〉|4 over all separable states
|α〉 containing a single excitation. There are three types of pure four-mode states that are not four-mode
entangled c.
1. Fully separable pure states, which are products of four single-mode states. There are only four such
states within the subspace of interest, namely |1000〉, |0100〉, . . . , |0001〉.
2. Biseparable states with at most two-mode entanglement. Here, the two modes must be in the vacuum
state, and the most general pure state in this class is of the form |00〉⊗ (a|01〉+ b|10〉), or similar states
by permuting the different modes.
3. Biseparable states with at most three-mode entanglement. Here, at least one mode is in the vacuum
state, and the most general pure state, up to permutations of the modes, is of the form |0〉 ⊗ (a|001〉+
b|010〉+ c|100〉).
Given the most general pure state within each class, it is straightforward to calculate the 3 corresponding
minimum values of ∆(ρˆ1), and the results are depicted in Fig. 7.2. For example, for any pure fully separable
state |α〉, the overlap |〈Wi|α〉|2 = 1/4 for any i, and so ∆(ρˆ1) = 3/4. For general mixtures of fully separable
states, this number gives the best possible lower bound on the variance. We note that the numerical results
from the next section confirms the results of Fig. 7.2.
As an example, consider the Werner-like mixture of a W state263 and the maximally mixed state of four
cNote that there is only one class of four-mode entangled states with one excitation: i.e., states of theW -type a|0001〉+ b|0010〉+
c|0100〉 + d|1000〉. Our method can be used to detect any four-mode entangled state within the subspace of a single excitation, by
modifying the projectors appropriately.
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Figure 7.2: Minimum variances ∆ for various types of four-mode pure states containing exactly one
excitation (photon). We find minimum variances ∆(4)b = 0 for four-mode entangled states, ∆
(3)
b = 5/12 for
three-mode entangled states, ∆(2)b = 1/2 for two-mode entangled states, and ∆
(1)
b = 3/4 for fully separable
states.
modes with a single excitation, ρˆmm = 14 (|0001〉〈0001|+ |0010〉〈0010|+ |0100〉〈0100|+ |1000〉〈1000|),
ρˆ1(p) = p|W1〉〈W1|+ (1− p)ρˆmm. (7.10)
Using the above criterion for ∆(ρˆ1(p)) = 3/4 − 3p2/4, we find that for p > 2/3 we can detect genuine
four-mode entanglement, and for p >
√
3/3 ' 0.577 we detect at least three-mode entanglement. Moreover,
for any p < 1, the state ρˆ1(p) is entangled, even if just two-mode entangled.
If the number of modes N is arbitrary, then the minimum uncertainty ∆(ρˆ1) for biseparable (N − 1)-
mode entangled states can be shown, after some algebra, to be given by (2N − 3)/N(N − 1). In the limit
of large N , this bound rapidly approaches zero, hence making it practically impossible to distinguish in this
way genuine N -partite entanglement from mere (N − 1)-partite entanglement.
Finally, we note that similar uncertainty-based entanglement criteria can in principle be applied to all
types of N -mode states with fixed total number of excitations. If the total photon number is larger than 1,
however, the unitary transformation from the product states to a basis consisting of entangled states can in
general not be performed with linear optical operations only. Therefore, measurements in such a basis would
no longer be necessarily deterministic in that case.
7.4 Detecting W states in an experiment
Due to experimental imperfections, an actual state, produced in a laboratory, is never a pure state with a
fixed number of excitations, such as, say, Eq. 7.4. In experiments with atomic ensembles (chapter 9), a state
ρˆW is routinely generated whose single-excitation part ρˆ1 has a large overlap with a W state, but contains
a significant contribution from the vacuum ρˆ0 and from states with more than one excitation ρˆ≥2. As a
conservative estimate, we can ignore coherent superpositions of states with different numbers of excitationsd,
dOne can get rid of such coherences by local operations 27.
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and hence we can write down ρˆW in a generic form
ρˆW = pρˆ0 + qρˆ1 + (1− p− q)ρˆ≥2, (7.11)
where the subscripts {0, 1,≥ 2} indicate the numbers of excitations. Typically, the magnitude of 1− p− q is
of the order of 1% or even less. The main source of contamination to the desired single-excitation part is the
vacuum. Moreover, ρˆ1 is not necessarily a pure state, and is not necessarily a state of N single modes either.
Even if the uncertainty measure from the preceding section would identify the presence of four-mode
entanglement in the state ρˆ1, this does not guarantee that ρˆW itself carries any entanglement. The standard
counterexample264 is a four-mode state of the (unnormalized) form
|+〉 ∝ (|0〉+ |1〉)⊗4, (7.12)
for which the one-excitation part ρˆ1 is genuinely four-party entangled, although the state ρˆW itself is fully
separablee. Therefore, in order to justify the presence of entanglement in an experiment, it is not sufficient
to measure only the variance ∆(ρˆ1) of the single-excitation part of the density matrix, but it is crucial to
measure the numbers {p, q}. Once p, q, and ∆(ρˆ1) are determined, one can check if there exists a completely
separable or biseparable state ρˆtest with the same values of p, q, and ∆(ρˆ1). If no such state exists, then one
can conclude unambiguously that ρˆW is entangled.
More precisely, for fixed values of p and q, we would like to find the minimum possible value for the
variance, ∆min, consistent with the various sorts of biseparable or fully separable states. In the following, we
will plot the results for the case where q = 0.1, which is the relevant case for the experiment (ref.35, chapter
8). We will find ∆min in that case as a function of r := 1− p− q.
Before discussing in turn the various classes of separable and biseparable states, we make several remarks:
We note that ∆min within each class cannot increase with decreasing q. The reason is that given any state ρˆ, we
can always mix in the vacuum ρˆ0 without changing the variance ∆, and without increasing the entanglement.
But this mixing operation clearly does decrease q. Hence, ∆min cannot increase with decreasing q.
Similarly, we could mix in a fully separable state containing more than a single photon in some given
mode, e.g., a tensor product of the vacuum and one mode with 2 or more photons. This again does not affect
∆, and does not increase entanglement, but does decrease q. For this reason, in our attempts to find the
minimum variance, we do not need to consider states with more than a single photon in any given mode, as
those states will have a larger value of ∆ than the minimum possible for given q.
Moreover, we could take a state of N single modes and convert it into a state of multiple modes in N
locations, by locally applying a random unitary operation. This local operation does not move a state up the
entanglement hierarchy and does not affect any of the quantities ∆, q, and r. Thus, excluding fully separable
eTo resolve this conundrum, we note that postselecting one photon in total constitutes a nonlocal filter. Thus, projecting ρˆ1 out of
ρˆW can increase the amount of entanglement 264 and lead to a spurious detection of entanglement when there was none.
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states and biseparable states of N single modes is sufficient for detecting entanglement.
Because ρˆ1 is subnormalized to q, we have, instead of the inequality (7.3), the inequality
q∆(ρˆ1) ≥
∑
m=1
pmqm∆(ρˆm,1), (7.13)
where q =
∑
m pmqm and ρˆ =
∑
m pmρˆm. The subscript 1 means the single-excitation component ρˆ1
(ρˆm,1) of ρˆ (ρˆm).
Finally, instead of projecting ρˆW onto the four states (Eqs. 7.4–7.7), in an experiment one would really
project ρˆW onto four states of the form,
|W ′1〉 =
1
2
(|1000〉+ eiφ1 |0100〉+ eiφ2 |0010〉+ eiφ3 |0001〉),
|W ′2〉 =
1
2
(|1000〉 − eiφ1 |0100〉 − eiφ2 |0010〉+ eiφ3 |0001〉),
|W ′3〉 =
1
2
(|1000〉+ eiφ1 |0100〉 − eiφ2 |0010〉 − eiφ3 |0001〉),
|W ′4〉 =
1
2
(|1000〉 − eiφ1 |0100〉+ eiφ2 |0010〉 − eiφ3 |0001〉),
(7.14)
and vary over all three phases φk, k ∈ {1, 2, 3} (by inserting phase-shifters in the appropriate modes) to find
the minimum variance ∆min, thus optimizing the entanglement test. Our method is otherwise independent of
which values of φk attain that minimum.
7.4.1 Fully separable four-mode states
It is relatively easy to account for all separable and biseparable states in the case of four modes. Let us first
calculate p, q, ∆(ρˆ1) for fully separable states. We first consider pure states |ψs〉 of the form
|ψs〉 =
4⊗
i=1
(|0〉+ i|1〉)√
1 + |i|2
, (7.15)
for complex parameters i. As argued above, we do not have to consider states with more than a single
excitation in any one mode. For the pure state |ψs〉, a corresponding density matrix can be constructed from
ρˆs = |ψs〉〈ψs|:
ρˆs = pρˆs,0 + qρˆs,1 + rρˆs,≥2, (7.16)
where
p =
4∏
i=1
1
1 + |i|2
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and
q = p
4∑
i=1
|i|2.
We can visualize a set of pure completely separable states, and in particular its border, by plotting values
of ∆(ρˆs,1) versus r for a fixed value of the single-excitation probability q, by randomly varying over all
values of i consistent with that value of q. By symmetry, it is clear the minimum variance will be obtained
for real parameters. The result is shown in Fig. 7.3, and we can clearly identify the region of full separability,
the lightly shaded area (colored in yellow). The minimum value of ∆(ρˆs,1) at r = 0 is 3/4 in agreement with
our previous discussion (see Fig. 7.2). Even though ∆(ρˆs,1) approaches zero for sufficiently large values of
r f, the density matrix ρˆs remains fully separable g.
Moreover, we manage to find the pure states which reside on the pure-state boundary, indicated as black
dots in Fig. 7.3. The boundary can be parameterized by two parameters, either q and r, or, more simply, by
 and ˜. Namely, the extremum values of the variance for pure fully separable states are attained for states of
the form
|ψ,˜〉 ∝ (|0〉+ |1〉)(|0〉+ ˜|1〉)⊗3. (7.17)
One may notice the lower border for pure states in Fig. 7.3 is not convex as plotted. This indicates that points
corresponding to certain mixed states may fall below the pure-state boundary. Thus, we have also tested
randomly chosen mixtures of random pure states, as well as mixtures of states on that boundary. And some
mixed states (plotted in green) indeed have a smaller variance. Thus, the minimum variance is attained by
mixed states in this case, and the correct lower bound is indicated in red. This lower bound coincides with the
convex hull of the graph for pure states (i.e., ρˆs,convex = a1|α1〉〈α1| + a2|α2〉〈α2|, where |α1,2〉 ∈ {|ψ,˜〉}
are the minimum uncertainty states in the pure-state boundary).
7.4.2 Biseparable states with at most two-mode entanglement
The next class of states to consider is biseparable states: i.e., states that can be described by a density matrix
ρˆbis =
M∑
i=1
ρˆAi ⊗ ρˆBi . The division into subsystems A and B in the case of four modes has two distinct
possibilities—either system A represents one of the modes and system B consists of the remaining three
modes (e.g., bipartition (1|234)) or both systems A and B represent two modes each (e.g., bipartition 12|34).
We will study the latter case first. We represent a pure biseparable state with at most two-mode entanglement
by
|ψ〉AB = |ψ〉A ⊗ |ψ〉B , (7.18)
fSee also the last subsection of this section.
gSee the example mentioned above.
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Figure 7.3: Scatter plot (in yellow) of the variance ∆(ρˆs,1) of the single-photon part for randomly cho-
sen, pure, fully separable states versus the probability of finding multiple excitations, r for a fixed
single-photon probability q = 0.1. The black crosses are data points for a particular subset of pure states,
attaining the extremum values of the variance for the set of pure states. Also plotted is the variance for ran-
domly chosen mixed states (in green). For this particular value of q those values for the variance fall within
the convex hull of the graph for pure states (the red line is the convex hull of the black curve). The region be-
low the lowest red line then corresponds to entangled states (as indicated by the word “ENTANGLEMENT”):
but this includes two-mode, three-mode, and four-mode entanglement.
with both two-mode states |ψ〉k for k ∈ {A,B} of the form
|ψ〉k ∝ |00〉+ k|01〉+ ′k|10〉, (7.19)
where we included phase factors into the parameters k and ′k.
For the same reason given in the preceding subsection, we do not have to consider contributions from the
terms with more than a single excitation in any one mode. The expression for the variance ∆ is symmetric
under the interchange of any two modes, and so it is immaterial which two modes constitute system A. We
again vary over the complex parameters {k, ′k} for fixed value of the single-photon probability q = 0.1 to
find the set of all pure biseparable states with at most two-mode entanglement, as a function of the multiple-
excitation probability r. By symmetry, the minimum variance is attained for real coefficients.
The lightly-shaded (yellow) area in Fig. 7.4 then depicts the set containing all biseparable states with at
most two-mode entanglement. Indeed, we have checked explicitly that points corresponding to mixed states
fall within the shaded region, unlike in the preceding case of fully separable states. The shaded region of Fig.
7.4 includes that of Fig. 7.3, simply because the set of fully separable states is a subset of the set of states
with at most two-mode entanglement. The minimum value of ∆ at r = 0 is 1/2, confirming the result from
Fig. 7.2.
Just as in the preceding subsection, we find the pure states living on the boundary. The boundary is again
parameterized by two parameters,  and ˜. Namely, the minimum variance is attained for biseparable states
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Figure 7.4: Scatter plots of the variance of the single-photon part for randomly chosen biseparable
states with at most two-mode entanglement. The graph is convex, and points corresponding to mixed
states (plotted in green) fall within the yellow region. The region below the black curve corresponds to at
least three-mode entanglement.
of the form
|ψ,˜〉AB ∝ (|00〉+ |10〉+ |01〉)(|00〉+ ˜|10〉+ ˜|01〉).
In this case, it is straightforward to extract the minimum variance as a function of q and r:
∆min = 1/2− 2r(1− q)/q2 + 2r2/q2, (7.20)
which is indeed almost linear in r when r  1. Moreover, this boundary is convex. We can rewrite the
minimum variance more compactly as
∆min = 1/2− 2rp/q2. (7.21)
7.4.3 Biseparable states with three-mode entanglement
A pure state of the entire four-mode system (with up to two excitations) that has at most three-mode entan-
glement can be described by the following biseparable vector,
|ψ〉AB ∝ (|0〉+ 1|1〉)⊗ (|000〉+ 2|100〉+ 3|010〉+ 4|001〉), (7.22)
where we have arbitrarily chosen the first mode to be the system A (bipartition (1|234), with single mode
A = 1 and composite mode B = {234}). The analysis, however, is symmetric with respect to our choice
for the system A. In the second term, we do not have to consider states with more than a single photon in
system B. Although the measurement determining whether there are multiple excitations in the three modes
comprising systemB is not a local filtering operation in the usual sense, it is local with respect to the bipartite
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Figure 7.5: Scatter plots of the variance of the single-photon part for randomly chosen biseparable
states with at most three-mode entanglement for q = 0.1. Points corresponding to mixed states fall within
the lightly shaded (yellow) region, and are plotted in green. The region below the black curve corresponds to
states with genuine four-mode entanglement.
cut A|B, which is the relevant cut in this case.
The result for q = 0.1 is plotted in Fig. 7.5. Like in the case for fully separable states, we observe the
existence of points whereby the values of ∆(ρˆ1) are close to zero. Again, we should not misjudge the presence
of entanglement in these states, since the states we are operating with are biseparable by construction. The
region for r larger than ≈ 2 × 10−3, where the minimum variance no longer is a decreasing function of r,
contains no physical states with smaller variance.
The lightly-shaded (yellow) region depicts the convex set of biseparable states with at most three-mode
entanglement, and includes the set of fully separable states, although (interestingly) not necessarily the set
of states with two two-mode entangled states (it does for q = 0.1). We have explicitly verified that points
corresponding to mixed states (plotted in green) fall within the yellow region. The minimum value of ∆ at
r = 0 is perhaps a little hard to discern, but is indeed equal to 5/12, the value obtained analytically in the
preceding section (Fig. 7.2). The lower boundary (plotted in black) corresponds to states of the form
|ψ〉AB ∝ (|0〉+ ˜|1〉)⊗ (|000〉+ |100〉+ |010〉+ |001〉), (7.23)
with real and positive  > ˜.
Since the boundary of minimum variance is the lowest for this type of biseparable states, it is the rele-
vant boundary for the purpose of detecting genuine four-mode entanglement. For this reason, we plot these
boundaries for several values of q.
For increasing values of q, the minimum possible variance for 3-mode entangled states increases and
reaches the limit of max(∆min) = 5/12 for q → 1. Figs. 7.6–7.8 approach this limit for values q = 0.4
through q = 0.7 to q = 0.9.
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Figure 7.6: Scatter plots of the variance of the single-photon part for randomly chosen biseparable
states with at most three-mode entanglement for q = 0.4. Points corresponding to mixed states fall within
the lightly shaded (yellow) region, and are plotted in green. The region below the black curve corresponds to
states with genuine four-mode entanglement.
Figure 7.7: Scatter plots of the variance of the single-photon part for randomly chosen biseparable
states with at most three-mode entanglement q = 0.7. Points corresponding to mixed states fall within
the lightly shaded (yellow) region, and are plotted in green. The region below the black curve corresponds to
states with genuine four-mode entanglement.
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Figure 7.8: Scatter plots of the variance of the single-photon part for randomly chosen biseparable
states with at most three-mode entanglement q = 0.9. Points corresponding to mixed states fall within
the lightly shaded (yellow) region, and are plotted in green. The region below the black curve corresponds to
states with genuine four-mode entanglement.
7.4.4 Full analysis
Based on an exclusion analysis, a practical inseparability criterion can be formulated. In an experiment aimed
at detecting a genuinely four-mode entanglement, (i) one measures the diagonal elements r, q, and (ii) the off-
diagonal elements for ∆. Then one plots, according to the previous considerations, values of ∆ versus r for
all separable and biseparable models, feeding in the value of q attained from the experiment. The measured
values of p, q, and ∆ are represented by a single point in that plot. If that point lies outside all three shaded
regions of the model plots, the state produced in the experiment must carry genuine four-mode entanglement.
Partial conclusions about entanglement can be reached when the point falls outside some and inside other
regions.
In particular, if the measurement point lies outside the shaded region of Fig. 7.3, but inside the shaded
regions of Figs. 7.4 and 7.5, one can only conclude that one has an entangled state, but it could be merely
two-mode entangled. If the point falls outside the shaded regions of both Figs. 7.3 and 7.4, but inside the
shaded region of Fig. 7.5, one has at least three-mode entanglement. Of course, if the point falls inside the
shaded region of Fig. 7.3, no firm conclusion can be reached about entanglement, as there is a fully separable
state consistent with one’s values for p, q, ∆. In addition, for the case of two modes, there is an analytical
analogue of the current scheme of uncertainty relations by way of p, q, ∆ and bipartite concurrence (chapter
8).
We plot the three minimum variance boundaries for different small values of q as a function of a scaled
variable yc := 8rp/3q2 (see the next subsection for an explanation for this choice of variable) in Fig. 7.9.
One sees the boundaries depend only weakly on that parameter.
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Figure 7.9: Boundaries for the minimum variance for the three types of biseparable states as functions
of yc := 8rp/3q2 for 10 values of q = 0.02, 0.04, . . . 0.2. The reason for choosing this particular vari-
able yc is given in section 7.5. The lowest-lying (green) curves correspond to 3-party entangled states, the
highest-lying (red) curves correspond to fully separable states, the middle (blue) curves correspond to bisep-
arable states with 2-mode entanglement. The variance depends only weakly on q for the red curves, and is
independent of q for the green and blue curves.
7.5 Some necessary conditions for entanglement
Let us finally consider the conditions on entanglement in the simple situation where the variance ∆(ρˆ1)
vanishes and where q is not too large. We consider the same three classes of unentangled states as before.
1. Fully separable states with ∆(ρˆ1) = 0 must be of the form (|0〉+ |1〉)⊗4. For such states, the point at
which the variance is zero is characterized by
8
3
rp
q2
= 1 +
q
6p
+
q2
96p
. (7.24)
For small values of q, we can give the approximate relation, which is valid for fully separable states,
yc ≥ 1,
with yc = 8rp/3q2 being the quantity appearing on the left-hand side of Eq. 7.24. A necessary
(although not sufficient) condition for any type of entanglement is then simply
yc < 1.
For Fig. 7.3, in which we took q = 0.1, this places a strict upper limit on r of r < 4.125 × 10−3 for
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entanglement to be detectable through ∆.
2. Biseparable states with ∆(ρˆ1) = 0 and at most two-mode entanglement must be of the form (|00〉 +
|01〉 + |10〉)⊗2. For such states, the boundary of zero variance is at yc = 2/3, and hence all bisepa-
rable states satisfy
yc ≥ 2
3
.
For Fig. 7.4, in which q = 0.1, this places a strict upper limit on r of r < 2.75×10−3 for entanglement
involving at least three modes to be detectable through ∆.
3. Biseparable states with ∆(ρˆ1) = 0 and at most three-mode entanglement must be of the form (|0〉 +
|1〉)⊗ (|000〉+ |001〉+ |010〉+ |100〉. For such states, we similarly derive
yc ≥ 1
2
.
For Fig. 7.5, in which q = 0.1, this places an upper limit on r of r < 2.06× 10−3 for entanglement to
be detectable through ∆.
In order to demonstrate genuine four-mode entanglement one must violate all of these conditions. That is,
one must violate the strongest of these conditions, and hence one must have
yc <
1
2
. (7.25)
This condition for four-mode entanglement is necessary but not sufficient for nonzero values of ∆(ρˆ1). The
form of the conditions also indicates why the scaled variable yc, used in Fig. 7.9, is a useful quantity for
small q for fully separable states, and for biseparable states irrespective of the value of q.
7.6 Experimental verification of mode entanglement
7.6.1 Losses and asymmetries
So far we have assumed that the variance measurement device is ideal: beamsplitters (see Fig. 7.1) were
assumed lossless and perfectly balanced, and detectors were perfect. In this subsection, we relax those
conditions and describe the modifications necessary to include these imperfections. First, we consider the
effect of imbalanced beamsplitters.
7.6.1.1 Imbalanced beamsplitters
Suppose, then, we have the same setup as depicted in Fig. 7.1, but with the four beamsplitters having reflec-
tion and transmission probabilities |tk|2 and |rk|2 not necessarily equal to 1/2. Consider one output mode,
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say the top one (mode #1). There is one path a photon can take from the input mode #1 to reach the top
output mode: it has to reflect off of beamsplitter #1 and it has to reflect off of beamsplitter #3. The ampli-
tude for that path is then r1r3, in terms of the reflection amplitudes of beamsplitters #1 and #3. Here we
ignore phase factors due to propagation (they can be trivially inserted in the end). Similarly, a photon from
input mode #2 can reach the top output mode along just one path, with amplitude t1r3. Writing down the
amplitudes for photons starting in input modes #3 and #4 shows that a photo-detection at the top output
mode projects onto the (input) state
|W˜1〉 = r1r3|1000〉+ t1r3|0100〉+ r2t3|0010〉+ t2t3|0001〉. (7.26)
This is a properly normalized state, even if the beamsplitters are not balanced. The normalization follows
from the relation |rk|2 + |tk|2 = 1 for lossless beamsplitters.
We can similarly write down the states onto which one projects if detecting a photon in one of the remain-
ing output modes:
|W˜2〉 = t1r4|1000〉+ r1r4|0100〉+ t2t4|0010〉+ r2t4|0001〉, (7.27)
|W˜3〉 = r1t3|1000〉+ t1t3|0100〉+ r2r3|0010〉+ t2r3|0001〉, (7.28)
|W˜4〉 = t1t4|1000〉+ r1t4|0100〉+ t2r4|0010〉+ r2r4|0001〉. (7.29)
These states, too, are normalized. Moreover, the four states are all orthogonal, as follows from the unitarity
relation t∗krk + tkr
∗
k = 0. One can still calculate the variance of photodetector counts (albeit with reduced
sensitivity to detect |W 〉), using the modified projectors onto the W˜ states, but that variance will not give as
much information as in the balanced case about four-mode entanglement. For example, consider the extreme
case of a mirror replacing beamsplitter #4: that is, assume now that r4 = 1 and t4 = 0. Then states |W˜2〉 and
|W˜4〉 are no longer four-mode entangled states, but only two-mode entangled states. Thus, certain two-mode
entangled states would give rise to a zero variance in this extreme case.
This implies that even if one’s experiment cannot use perfect 50/50 beamsplitters, one should at least try
to make them as balanced as possible. In such cases, one needs in general a lower variance ∆ than in the ideal
balanced case to conclude one has four-mode entanglement due to the reduced sensitivity of the projectors.
7.6.1.2 Losses
Now let us consider losses. We can model linear losses (both propagation losses, and inefficiencies of the
photodetectors) by imagining lossless paths but with additional beamsplitters reflecting away some portion
of the light in the lossy paths. The output of those additional beamsplitters does not lead to the output
detectors, but to other (unmonitored) output modes which are traced out. The overall transformation from
input to output is still unitary, which implies there must also be additional input modes (just as many as there
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are unmonitored output modes). A photodetection in one of the desired output modes projects onto a set
of orthonormal states on the larger Hilbert space of all input modes. If we write down the projections of
those states onto the four input modes of interest, we will end up with sub-normalized states. For example,
considering for the moment (see the next subsection where we take into account multiple excitations) only
states with exactly one photon, a detection in the top output mode projects ρˆW onto the state
|W˜ ′1〉 = T11r1r3|1000〉+ T21t1r3|0100〉+ T31r2t3|0010〉+ T41t2t3|0001〉, (7.30)
where the transmission amplitude Tk1 for k ∈ {1, 2, 3, 4} is the product of all loss amplitudes encountered
by a photon propagating from input k to the top output detector (including the inefficiency of the detector).
The variance we are interested in is conditioned on detecting (at least) one photon in the desired output
modes. Once we detect a photon in the top mode, we renormalize the state |W˜ ′1〉 and project onto:
|W˜ ′′1 〉 =
|W˜ ′1〉√
〈W˜ ′1|W˜ ′1〉
. (7.31)
The four states onto which we project conditionally, |W˜ ′′k 〉 for k = 1 . . . 4 are, therefore, properly normalized,
but they are not orthogonal, unless all losses are balanced (i.e., if Tlk = const. for all l, k ∈ {1 . . . 4}).
Again, we can still use a variance based on the modified nonorthogonal projectors, but that variance will
give less information than in the ideal lossless balanced case. For instance, if all photodetectors but one are
completely inefficient and never detect any photon, the variance would be zero for any input state. Thus, in
an actual experiment, one would have to make the losses as balanced as possible in order for the variance to
contain as much information about four-mode entanglement as possible. Of course, one would also like to
limit the size of the losses for various different reasons.
With the new projectors onto the nonorthogonal states |W˜ ′′k 〉 in hand, we can perform the same calcula-
tions as we did in the ideal case: find the minimum variance consistent with unentangled input states, input
states with two-mode entanglement, and input states with three-mode entanglement, respectively, for fixed
values of q and r. We display three illustrative examples (for q = 0.1): (i) in Fig. 7.10, we assume no losses
but unbalanced beamsplitters, (ii) in Fig. 7.11, we assume losses, but balanced beamsplitters, and (iii) in Fig.
7.12, we show the net effects of both losses and imbalances. All figures show the tendency of the minimum
variance to decrease compared to the ideal lossless and balanced case, thereby resulting in reduced sensitivity.
7.6.2 Measured variance vs ∆(ρˆ1)
In the presence of losses, the measured variance, ∆m, is not just due to the single-excitation part, but from
the multi-excitation part of the input state as well. Thus, the measured variance has to be corrected (upwards
in fact) in order to find an estimate for the variance ∆(ρˆ1) due to the single-excitation part, because that is
the quantity we used above to detect entanglement.
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Figure 7.10: Minimum variance for imbalanced beamsplitters. We find the minimum variance curves for
the case where all beamsplitter ratios are 55/45 (dashed lines) rather than 50/50 (solid lines).
Figure 7.11: Minimum variance for imbalanced losses. We show the minimum variance curves for the
case where there is one lossy path with transmission probability of 60% (a typical parameter) (dashed lines),
compared to the ideal lossless case (solid lines).
132
Figure 7.12: Minimum variance for imbalanced beamsplitters and losses. We show the minimum variance
curves for the case where there is one lossy path with a transmission probability of 60% and unbalanced 55/45
beamsplitters (dashed lines), compared to the ideal lossless and balanced case.
We discuss a simple case (balanced losses throughout the system and the use of non-number resolving
threshold detectorsh), where we find that we simply have to multiply the measured variance algebraically
with a factor c > 1 to obtain an upper bound on ∆ (see chapter 9 for a more efficient numerical method to
conservatively correct for the measured variance). That is, the variance ∆ is upper-bounded by c∆m. Let us
now evaluate the correction factor c.
Consider the propagation of the purported experimental statei,
ρˆW = p0ρˆ0 + p1ρˆ1 + p≥2ρˆ≥2. (7.32)
Under balanced losses (which can be characterized by a single transmission efficiency |T |2), this state trans-
forms to ρˆT where
ρˆT = p
′
0ρˆ0 + p
′
1(q
′
1ρˆ
(1)
1 + (1− q′1)ρˆ(2)1 ) + p′≥2ρˆ(2)≥2. (7.33)
Here, ρˆ(i)1 is the 1-photon subspace of ρˆ
(r)
|T |2 originating from the i-photon ρˆi subspace of ρˆ
(r)
W for i ∈ {1, 2},
and ρˆ(2)≥2 is the 2-photon subspace after the transmission. To the leading order of ρˆ
(2)
≥2 (neglecting 3-photon
and 4-photon subspacesj), {p′0, p′1, p′2} are
p′0 = p0 + (1− |T |2)p1 + (1− |T |2)2p2 (7.34)
hThe effect of imbalanced beamsplitters in the presence of balanced losses is easily included in this calculation. The final bound,
including imbalanced losses and imbalanced beamsplitters, has the same form Eq. 7.43 with the same expression for q1 = p′1q
′
1/Q.
iHere we have changed the notation to make it easier to keep track of the meaning of all symbols
jIn chapters 8–9, we include the higher-order terms up to one photon (excitation) per mode (ensemble) into our analysis.
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p′1 = |T |2p1 + 2|T |2(1− |T |2)p2 (7.35)
p′2 = |T |4p2, (7.36)
and q′1 is given as
q′1 =
|T |2p1
|T |2p1 + 2|T |2(1− |T |2)p2 . (7.37)
Thus, if we denote the normalized probability of the detector (assumed to be non-number resolving) in
mode k finding (at least) one photon by Pk, then we have
Pk =
p′1q
′
1
Q
P
(1)
1,k +
p′1(1− q′1)
Q
P
(1)
2,k +
p′2
Q
P
(2)
2,k , (7.38)
where Q = p′1 + p
′
2. Here, P
(1)
1,k (P
(1)
2,k ) is the probability of a 1-photon in output mode k originating from the
1(2)-photon subspace ρˆ1 (ρˆ2), and P
(2)
2,k is the probability of 2-photon in output mode k. To be conservative
(for our purposes of finding a sufficient condition for entanglement), we assume that the two photons are
directed towards one detector at a time so that we cannot distinguish P (1)1,k from P
(2)
2,k . By denoting q1 =
p′1q
′
1/Q as the probability of detecting desired events and Xk as the normalized probability of detecting
undesired events (that is, P (1)2,k and P
(2)
2,k ), we obtain
Pk = q1P
(1)
1,k + (1− q1)Xk. (7.39)
The measured variance ∆m is given as
∆m = 1−
∑
k
P 2k . (7.40)
On the other hand, the 1-photon variance ∆ is defined as
∆(ρˆ1) = 1−
∑
k
(P
(1)
1,k )
2. (7.41)
As a conservative correction to ∆m, we assume that the unwanted events (Xk) are all directed towards the
output mode j which contains the maximum 1-photon probability P (1)1,j (i.e., Xj = 1 and Xk = 0 for k 6= j).
This way, the measured variance is lower than the variance ∆. Thus, our conservative bound gives then
∆m = 1− (q1P (1)1,j + (1− q1))2 − q21
∑
k 6=j
(P
(1)
1,k )
2. (7.42)
Using the inequality 2(1− P (1)1,j ) ≥ (1 + P (1)1,j )(1− P (1)1,j ) = 1− (P (1)1,j )2, we obtain
∆m ≥ q1[∆ + (1− q1)
∑
k 6=j
(P
(1)
1,k )
2] ≥ q1∆. (7.43)
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Therefore, we obtain a correction factor of
c =
1
q1
, (7.44)
where
q1 =
p′1q
′
1
Q
=
p1
p1 + (2− |T |2)p≥2 . (7.45)
Note that in the limit of p0 ≈ 1 the correction factor asymptotically converges to
c ≈ 1 + 3
8
(2− |T |2)p1R. (7.46)
7.7 Summary and Discussion
We theoretically demonstrated how to verify N -party entanglement of W states or states lying close to W
states, in the case quantum information is encoded in the number of excitations per mode. Our method takes
into account the presence of the vacuum state, as well as multiple excitations; moreover, it takes into account
losses during the verification measurements, as well as imperfect beamsplitters. The method applies to any
number of modes, but we focused on four modes for illustrative purposes, as the method was applied in actual
experiments (refs.33,35, chapters 8–9) to four modes (atomic ensembles). A relatively straightforward set of
measurements allows one, in that case, to distinguish genuine four-party entanglement from three-party en-
tanglement, which in turn can be distinguished from two-party entanglement and fully separable states. One
must obtain estimates of three parameters: a variance ∆ determined from the single-excitation component of
the state, the single-photon probability q, as well as the multi-photon probability r. For example, the simple
condition of Eq. 7.25 is a necessary condition for genuine four-party entanglement (where our definition of
genuine multipartite entanglement is more severe than usual), which involves only r and q. To obtain suffi-
cient conditions for multipartite entanglement, one must also include the value of ∆ in the analysis, forming
the parameter space for the nonlinear, nonlocal entanglement witness {∆, yc} (ref.33, chapter 9).
The measurement of ∆ combines the various modes by simple beamsplitters, and is thus nonlocal. In
this way, one does not need local oscillators, which one would need if the entanglement verification method
used local measurements only228,233,265–272. In our case, the modes interfere with each other, rather than with
external reference beams. Thus, our method cannot be applied to eliminate local hidden variable models
(through Bell inequalities, for example, in the bipartite case), but it can be applied to verifying entanglement,
which is a very different beast indeed110.
135
Chapter 8
Multipartite entanglement for one
photon among four optical modes
This chapter is largely based on ref.35. Reference35 refers to the then current literature in 2009 at the time of
publication.
8.1 Introduction
Investigations of entanglement for two quantum systems have answered many fundamental questions in quan-
tum physics219,273 and revealed powerful new capabilities of quantum mechanics within the field of quantum
information science (refs.1,3,162, see also chapter 1). Many of these advances have used well-tested methods
for the characterization of quantum entanglement in bipartite (i.e., two-component) systems40,110. Entangled
states of more than two systems enhance our knowledge of quantum theory, as new classes of states are avail-
able40,209,210. Beyond applications to conventional quantum computation3, exotic multipartite states have
emerged as crucial resources for new directions in quantum information processing such as measurement-
based quantum computation212,213, quantum secret sharing274, and quantum simulation5. Despite the ex-
traordinary promise that they offer, unambiguously detecting multipartite entangled states is still a major
challenge from both an experimental and a theoretical standpoint.
Genuine N -partite entanglement is realized only with the simultaneous participation of all N of the con-
stituent systems. The exponential increase withN in the amount of information required to describe the over-
all quantum system, while exceedingly beneficial for large-scale quantum information protocols3, makes the
task of classifying209,210 and detecting such entangled states extremely difficult40. Still, there are prescribed
methods to detect entanglement in select classes of multipartite states that generally rely on reconstructing
the density matrix ρˆ. Linear entanglement witnesses supplemented by tomography of ρˆ have been used to
detect entanglement in six275 and eight276 atomic ions, as well as for hyper-entangled photons277. A serious
drawback of quantum-state tomography is the prohibitive number of measurements and their accuracies that
are required with increasing N .
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In this chapter, I will focus on a specific class of quantum states in which exactly one photon is coherently
shared among N distinct optical modes in the form of
|W 〉 = 1
2
[(|1000〉+ eiφ1 |0100〉) + eiφ(|0010〉+ eiφ2 |0001〉)], (8.1)
shown here forN = 4, and with the relative phases φ, φ1, φ2 of the modes. This is a so-calledW state, which
plays an important role in quantum information protocols with photonic and matter qubits, as its entanglement
is known to be robust against losses (e.g., tracing over a set of modes K 6 N − 2).
To detect entanglement for pure states in the form of Eq. 8.1 and their mixed state counterparts ρˆW , we
introduce the use of fundamental quantum uncertainty relations (see chapter 7). It has long been known for
continuous variable systems that the uncertainty principle for non-commuting observables defines a boundary
of measurement precision that can only be crossed by entangled states278,279. This observation has formed
the basis of numerous Einstein-Podolsky-Rosen type experiments280, including the unconditional telepor-
tation281. For discrete variable systems as in Eq. 8.1, the uncertainty principle can be recast as a sum of
uncertainties in certain physical observables that must always be greater than some minimum bound ∆b for
all unentangled states, whether pure or mixed (refs.38,121, chapter 7).
As a first test of this novel concept, we created a bipartite entangled state analogous to |W 〉. We veri-
fied the entanglement both by violation of an uncertainty relation38 and by the well-established method of
concurrence (refs.27,34,37,178, see also chapters 2 and 4). The precise agreement of these two measurements
over a wide range of parameter space attests to the reliability of uncertainty-based verification for entangle-
ment of discrete variables (Figs. 8.1b and 8.2). We then extended our setup to create multipartite entangled
states that coherently share a single photon among four optical modes and applied our verification protocol
to them. Varying the phase coherence and the photon statistics of a candidate state ρˆW allowed us to explore
the boundary between separable and entangled states, including those that separate four-fold, three-fold, and
two-fold entanglement.
8.2 Nonlinear, nonlocal entanglement witness by way of quantum un-
certainty relations
Our verification protocol is based on an exclusion principle for which N -mode entanglement can be unam-
biguously detected by simultaneously measuring physical observables {Mˆi} (projectors) with i ∈ {1, . . . , N}
more precisely than is possible with only (N−1)-mode entangled states and their mixtures38,121. Specifically,
we consider a sum uncertainty relation ∆ =
N∑
i=1
〈Mˆ2i 〉 − 〈Mˆi〉2 = 1−
N∑
i=1
〈Mˆi〉2, and its lower bound ∆(K)b ,
which is obtained for the one photon subspace of all states with at most K < N mode entanglement. For
any K-mode entangled state the inequality ∆ ≥ ∆(K)b holds; therefore a violation of this inequality serves
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Figure 8.1: Diagram of our entanglement generation and verification setups. a, A single-photon pulse is
transformed from a single input into an N -mode entangled state by Uˆgen, and entanglement is verified with
the operation Uˆver. b, Details of the setup for bipartite entanglement. Single photons are coherently split to
occupy the two modes defined by the interferometer BD1–BD2 with the relative phase φ of ρˆW controlled
by the EOM. By setting the waveplate (λ/2)v at 0◦, the occupation of the individual modes is detected at
D1 and D2, and we obtain the two-photon components of ρˆW . With a setting of (λ/2)v at 22.5◦ single
photon interference occurs at PBS1, from which we obtain ∆; see also Fig. 8.2A. c, Details of the setup
to create and verify quadripartite entanglement. The sequence of beamsplitters BD0 and BD1 generate the
optical modes 1–4 which share a single photon. To measure ∆, we jointly optimize the relative phases in the
verification interferometers for interferences at PBS1,2 ((λ/2)v at 22.5◦) and BS1,2 to minimize the photon
probability of all but one output mode. Here switching between measurements of ∆ and yc requires the
indicated reconfiguration of fiber-optic components.
as a sufficient condition for genuine N -mode entanglement (see section 7.3). The projective operators are
{Mˆi} = {|Wi〉〈Wi|} with
|W1〉 = 12 (|1000〉+ eiβ1 |0100〉+ eiβ2 |0010〉+ eiβ3 |0001〉)
|W2〉 = 12 (|1000〉 − eiβ1 |0100〉 − eiβ2 |0010〉+ eiβ3 |0001〉)
|W3〉 = 12 (|1000〉 − eiβ1 |0100〉+ eiβ2 |0010〉 − eiβ3 |0001〉)
|W4〉 = 12 (|1000〉+ eiβ1 |0100〉 − eiβ2 |0010〉 − eiβ3 |0001〉)
(8.2)
for the case of N = 4, and with phases {βj} where j ∈ {1, 2, 3}. They are optimally sensitive to entangle-
ment, for particular settings of βj , since the entangled state |W 〉 in Eq. 8.1 is the only simultaneous eigenstate
of all projective operators Mˆi (ref.38, chapter 7).
In our work, the purported N -mode entangled state (ρˆW ) analogous to |W 〉 is generated via the operation
ρˆin
Uˆgen−−→ ρˆW (Fig. 8.1a) on an input state ρˆin. Similarly entanglement is verified with ρˆW Uˆver−−→ ρˆout. We
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implement Mˆi for the case of two (Fig. 8.1b) and four (Fig. 8.1c) optical modes using beamsplitters282
and photodetectors. The limit ∆ → 0 indicates a significant overlap of the state ρˆW with only one of
the projectors Mˆi. In particular, for any choices of φ, φ1, φ2 that define Eq. 8.1 and the three corresponding
orthonormal states, our measurements of Mˆi would yield ∆ = 0 for optimal settings of the phases βj . A small
∆ corresponds to a large statistical imbalance in the event distribution of the output optical modes, with one
mode strongly preferred over the others. Conversely, if the generated state contains a photon which occupies
one mode, e.g. |1000〉, our measurements would yield ∆ = 0.75. Due to the presence of transmission losses
and beamsplitter imbalances in our setups, the projectors |Wi〉〈Wi| evolve into mixed states with significant
vacuum components, but genuine multipartite entanglement can still be robustly detected for ρˆW (ref.38, see
section 8.11).
To determine theoretically the boundaries ∆(K)b forN -mode entanglement, we calculate ∆ for all possible
admixtures of states containing at most K = N − 1 mode entanglement. The presence of more than one
excitation in ρˆW may allow significant overlap of its one-photon subspace with |W 〉 (chapter 7), leading to a
spurious detection of entanglement. Therefore, it is necessary to determine the contamination of the state ρˆW
due to multiple excitations. By invoking local filtering operations, we are justified in confining our analysis
to the reduced density matrix ρˆ(r)W = p0ρˆ0 + p1ρˆ1 + p≥2ρˆ≥2 which contains no more than one photon per
mode, while still being guaranteed a lower bound of entanglement27,110. In our experiments, we measure the
photon probabilities p0, p1, and p≥2 that characterize the occupation of the vacuum subspace ρˆ0, the single-
photon subspace ρˆ1, and the subspace containing multiple excitations ρˆ≥2. The degree of contamination due
to more than one excitation is quantified by the parameter yc = 2( NN−1 )
p2p0
p21
, which is normalized to the case
of independent and balanced coherent states for which yc = 1. The observation of measurement uncertainty
∆ below the threshold ∆(K)b together with a determination of yc, then, manifestly confirms the presence of
genuine (K + 1)-mode entanglement.
8.3 Experimental procedure
Our experimental starting point is the generation of heralded single photons via Raman transitions in an op-
tically dense atomic ensemble of cesium atoms4 (section 8.8). Two-mode entangled states are created by
coherently splitting a single photon into parallel modes with beamdisplacer BD1 (Fig. 8.1b); the modes’
relative phase, analogous to φ in Eq. 8.1, is controlled by an electro-optic modulator (EOM). The spatially
separated modes are recombined at BD2 and coupled into a single-mode optical fiber, with each mode en-
coded in the polarization bases |H〉 and |V 〉. Achieving entanglement requires a constant relative phase of
the optical modes. Absent any fluctuating drive voltage on the EOM, the beamdisplacer pair BD1–BD2 forms
a passively stable interferometer (refs.34,36, chapter 3). By driving the EOM with a randomly oscillating volt-
age, the phase coherence of the modes is destroyed, and any entanglement between them is lost. This setup
provides a calibrated tool to explore the boundary between separable and entangled states.
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8.4 Characterization of bipartite entanglement by concurrence and
uncertainty relations
Following the generation of bipartite states, we search for the signatures of entanglement using our verifi-
cation protocol. To measure ∆, we rotate the polarizations of both modes by 45◦ and interfere them with a
polarizing beamsplitter (PBS1). We record the photoelectric detection events at single-photon counters D1
and D2, and convert them to the normalized joint photon probabilities Pij (i.e., i photons for mode 1 and j
for mode 2). Varying the relative phase of the modes after they exit BD2 produces the interference fringes
shown in the inset to Fig. 8.2a (corresponding to P10 and P01), which allow us to identify the minimum
value of ∆ supported by the modes for a given yc. In particular, the sum uncertainty ∆ is related to the fringe
visibility V by ∆ = 12 (1 − V 2). When the relative phase β between modes 1, 2 is either 0◦ or 180◦, we
obtain a value of ∆ as small as 0.006, which corresponds to a visibility of 99.4% (section 8.10). To measure
the two-photon suppression of ρˆW , we detect the individual modes and record the time series of all relevant
coincidence events (i.e., Pij with i+ j = 0, 1, or 2). Based on a calibration of the transmission from the face
of BD2 to the detectors, we infer the photon probabilities that determine yc (section 8.9). We control yc via
the pump intensity for Raman transitions in the source ensemble (section 8.8, chapter 2).
8.4.1 Scaling behavior of concurrence and uncertainty relations for bipartite entan-
glement
We have explored bipartite entanglement verification in our system by varying both the phase coherence and
the two-photon suppression of ρˆW . Fig. 8.2a shows the dependence of ∆ on the amplitude δφ of phase noise
produced by the EOM. These results were obtained with two-photon contamination yc = 0.063 ± 0.011
such that entanglement is detected when ∆ . 0.46. With δφ = 360◦, we expect the fringe visibility to be
minimized, and therefore ∆ = 0.5. As δφ decreases below 270◦, the statistics of our measurements become
sufficiently imbalanced that the presence of entanglement is manifest. Absent any phase noise in the state
generated at BD1 (i.e., δφ = 0), we obtain ∆ ≤ 0.03 over a wide range of yc as shown in Fig. 8.2b. The first-
order coherence of our single-photon source and the phase stability of our apparatus guarantee ∆ ≈ 0. The
boundary in ∆ between fully separable states and those that contain entanglement, ∆(1)b , depends primarily
on yc through the relationship ∆
(1)
b =
1
2 (1 − yc). Given the uncertainty of our measurements, of which the
largest contribution is counting fluctuations in yc, all of the states created with yc ≤ 0.86 verifiably contain
bipartite entanglement.
A rigorous correspondence exists between our uncertainty verification protocol (for two modes) and con-
currence, a measure of bipartite entanglement178 (section 8.10). As a tool to understand the dependencies of
the sum uncertainty and as a secondary confirmation of two-mode entanglement, we inferred the normalized
concurrence CN = V −√yc from our measurements of ∆ (section 8.10). Using previously introduced rela-
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Figure 8.2: Detection of entanglement between two optical modes using uncertainty relations. a, The
sum uncertainty ∆ as a function of peak-to-peak phase noise δφ in the generated state ρˆW . The solid blue
line gives the boundary, ∆(1)b , between entangled and separable states. The dotted lines indicate the range of
∆
(1)
b values that result from the uncertainty in our measurements of yc. The red line is a fit to the data based
upon a uniform distribution of phase noise. (Inset) Number of photons detected nc in the output modes for a
measurement time of 250 s as the relative phase β of the verification interferometer is varied. At minima and
maxima of nc we obtain ∆ = 0.01. b, Measured sum uncertainty with δφ = 0 (filled circles) and boundary
∆
(1)
b (blue line) as a function of two-photon suppression. Data with yc < 1.0 demonstrate entanglement of the
two modes. By varying δφ from 0◦ to 360◦ (open circles), the modes’ phase coherence is reduced, resulting
in a loss of entanglement for δφ & 270◦. c, Concurrence CN (filled circles) inferred from measurements
of ∆ and the boundary ∆(1)b . The solid line shows a theoretical prediction of concurrence (max (CN , 0))
based on an independent measurement of V and p1 = 0.22± 0.02. All the error bars in this figure represent
standard deviations.
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tionships, we can reformulate it as CN =
√
1− 2 ∆ −
√
1− 2 ∆(1)b . The inferred concurrence data shown
in Fig. 8.2c demonstrate an increasing CN , therefore a larger degree of entanglement, as we decrease yc. Im-
portantly, this behavior is in excellent quantitative agreement with our theoretical expectation for concurrence
based upon quantum-state tomography27,34; this validates the use of uncertainty relations for entanglement
verification (see Fig. 8.8 in section 8.10).
8.5 Experimental realization of multipartite entangled state for one
photon
We now describe our investigation of multipartite entanglement with a single photon shared among four
optical modes (Figs. 8.3 and 8.4). To generate four-mode entangled states we use the setup shown in Fig.
8.1c. A third beamdisplacer (BD0) is added to the two-mode setup immediately before BD1; it coherently
splits a single photon polarized at 45◦ into two modes. In this case, the space between BD1 and BD2 supports
four independent modes of ρˆW (composed of pairs I and II) that share a single photon. The EOM influences
only the relative phase of the two pairs I, II , labeled φ in Eq. 8.1, leaving intact their individual phase
coherence, and it provides a means to induce dephasing between the I, II pairs. The four spatially separated
modes in the state ρˆW are combined into two separated spatial modes (each carrying the two modes encoded
via the polarizations |H〉 and |V 〉) that exit BD2 and are coupled into single-mode fibers.
Measurements of ∆ are performed by rotating the polarizations of all the modes by 45◦, and pairwise
interfering them with the network of four cascaded beamsplitters shown in Fig. 8.1c. We record all pho-
toelectric events from detectors {D1, ...,D4}, but employ only events with a single photodetection for the
determination of ∆ (section 8.9). In this case, ∆ depends jointly on the fringe visibilities of all four inter-
ferometric outputs. While BD1 and BD2 still guarantee long-term interferometric stability for the two pairs
of modes I and II , the relative phases between other pairs are actively stabilized with respect to a laser that
shares the same path. With the stabilization laser off, we apply calibrated feed-forward signals to the servo
electronics, which transiently optimize the setup for measurements of various phase dependencies of ∆, in-
cluding its global minimum (section 8.8). To extract yc for the separated modes 1− 4, we insert the “photon
statistics” setup at the location indicated in Fig. 8.1c, and we ensure that no interference occurs at PBS1 and
PBS2 by setting the polarizations to the eigenaxes of the respective PBS. We obtain a record of the sixteen
photon probabilities Pijkl that determine yc, with indices i, j, k, l ∈ {0, 1} (section 8.9).
8.5.1 Scaling behavior of uncertainty relations for multipartite entanglement
8.5.1.1 Decoherence of multipartite entanglement induced by phase noise
Using sum uncertainty relations (refs.38,121, chapter 7), we have unambiguously detected the presence of full
four-mode entanglement in a photonicW state. Naturally, sinceN > 2, entanglement may be found amongst
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Figure 8.3: Dependence of sum uncertainty ∆ on the amplitude of phase noise δφ in the state ρˆW .
These data were acquired with an approximately constant yc in the range 0.06− 0.08; under these conditions
∆ . 0.2 demonstrates genuine four-mode entanglement. The horizontal lines indicate the boundaries ∆(K)b
for entanglement. Here, the uncertainty of each boundary ∆(K)b (dashed lines) corresponds to the observed
fluctuations in yc. The red line is a fit to the data based on a model including a uniform distribution of phase
noise.
not only the full set of modes, but bipartite and tripartite entangled states exist within a subset of them. A
crucial feature of our verification protocol is that it clearly defines boundaries that distinguish between states
with {N,N − 1, · · · , 2} mode entanglement. As in the case with N = 2, the boundaries for N = 4 exist
within the parameter space defined by ∆ and yc. To understand how the multipartite entanglement is affected
by the phase coherence of ρˆW , we introduce phase noise δφ over the range 0◦ − 360◦ between the two pairs
of modes. Fig. 8.3 shows ∆ as a function of δφ and the theoretical boundaries for two-, three-, and four-
mode entanglement. For δφ 6 225◦, our verification protocol confirms the presence of genuine multipartite
entanglement for three and four modes. Owing to the fact that dephasing is induced among only two pairs,
the measured sum uncertainties do not exceed the threshold (∆(1)b = 0.7) defined by fully separable states
a.
A primary feature of multipartite W states is their resilience against phase noise, evidenced by the fact that
the state which results from tracing over two modes in Eq. 8.1 still remains two-mode entangled283. This
property of |W 〉 explains our observation of entanglement even in the face of complete dephasing between
the pairs I and II with 360◦ of phase noise.
aWhile there is a bipartite split between the pairs I and II (due to complete dephasing φ), we cannot unambiguously locate the
bipartite split from the measurements presented in Fig. 8.3, as our verification protocol involves collective measurements on all four
modes (section 7.3). In addition, note that we reserve the term, genuine N -partite entanglement, for states which can only be written
in a pure-state decomposition of N -partite entangled states, thereby excluding the weaker condition of “N -partite entanglement” for
mixtures of M < N partite states along all possible bipartitions (i.e., a N -partite entangled state which does not have a physical split).
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Figure 8.4: Statistical transition of multipartite entanglement. Sum uncertainty ∆ as a function of two-
photon suppression for δφ = 0◦ (closed circles) and δφ = 0◦–360◦ (open circles). Solid lines indicate the
boundaries between separable, bipartite, and tripartite entangled states for the parameters of our experiment.
To understand the sizes of boundary corrections from the ideal case, the dashed lines show ∆(K)b for the ideal
balanced and lossless case. The error bar on ∆(3)b indicates the statistical uncertainty in the boundary (section
8.11). (Inset) An expanded view of the quadripartite sector.
8.5.1.2 Statistical transition of multipartite entanglement
We have also explored the transitions from fully separable to bipartite (K = 1), tripartite (K = 2), and
quadripartite (K = 3) entangled W states by measuring the sum uncertainty as a function of two-photon
suppression yc, with our results presented in Fig. 8.4. With δφ = 0, we obtain a uniformly low ∆ ≤ 0.08 over
a range in yc from 0.035− 1.37. These values of ∆ are larger than in the two-mode case (Fig. 8.2b), and are
explained by a small imbalance in ρˆW and by imperfections in the entanglement verification interferometers.
Furthermore, these imperfections play an important role in the determination of the boundaries ∆(K)b for
entanglement. As detailed in section 8.11, small imbalances in the beamsplitter ratios of PBS1, PBS2 and
BS1, BS2 in Fig. 8.1c, and non-balanced transmission losses lead to displacements of the boundaries toward
smaller {∆, yc}. To reduce these boundary corrections, the beamsplitter ratios were all matched to 50%/50%
to less than 3%, and the difference in losses of corresponding free-space and in-fiber optical paths were always
held to less than 4%. Fig. 8.4 shows the sizes of the corrections by displaying the boundaries ∆(K)b for the
ideal lossless and balanced case as dashed lines.
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8.6 Advantage of multipartite entanglement verification via uncertainty
relations
In comparison to quantum-state tomography, our multipartite verification protocol features an exponential
reduction in the number of measurements required to unambiguously detect entanglement. Specifically, our
protocol requires us to determine 24 elements of ρˆ(r)W for yc and 4 elements of Uˆ
†
ver ρˆ
(r)
W Uˆver for ∆, a total of 20
elements out of the 44 = 256 that comprise the reduced density matrix ρˆ(r)W . Our protocol inherently features
the use of nonlocal measurements Mˆi, thereby requiring only two unique experimental steps to measure all
necessary elements and unambiguously detect entanglement in ρˆW . Furthermore, the nonlinear structure
of ∆ allows the simultaneous detection of all possible realizations of Eq. 8.1 (refs.38,40). These features
alleviate the need for any complicated mechanism to control the measurement basis, which can be a challenge
in tomography experiments277 and other local-measurement-based verification protocols for ρˆW . Although
linear witnesses might also enable entanglement detection with less than full knowledge of ρˆW obtained from
a few experimental steps260, the unambiguous verification of entanglement requires robustness in the face of
experimental imperfections, including multiple excitations and losses (section 8.11).
8.7 Conclusion
Our study has introduced a new technique for the unambiguous verification of multipartite W states. Specif-
ically we examined entanglement in heralded quantum states specified by ρˆW with N = 2, 4. Entanglement
detected with our protocol refers to that of the complete density matrix ρˆW presented to our verification
system, and not to fictitious components deduced via post selection110. An extension of our protocol to dif-
ferent mode entangled states (requiring increased experimental resources) is discussed in chapter 7 (ref.38).
Photonic entanglement, such as generated here, can be coherently mapped into atomic memories by way of
electromagnetically induced transparency30 for scalable quantum networks (chapter 6).
8.8 Experimental details
8.8.1 Ensemble-based single-photon source
The first step in our experiment is the conditional generation of single photons based on the proposal by Duan,
Lukin, Cirac, and Zoller (DLCZ) (refs.4,226). In this protocol, heralded single photons are generated from
excitations stored within an atomic ensemble. Single photon sources based upon atomic ensembles have been
studied extensively; see refs.74–76,79,82 for in-depth information. Here, we briefly present the experimental
details relevant to our investigations.
We implement the DLCZ protocol with a cloud of∼ 106 cesium atoms that are collected using a magneto-
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Figure 8.5: Interference fringe in the four-mode sum uncertainty setup. Number of detected photons nc
in output mode 1 (blue triangles) and output mode 2 (red circles) are plotted as a function of the phase β1,3.
Here a fringe visibility in excess of 99% and wide tunability of β1,3 demonstrate the experimental capabilities
necessary for measurements of ∆.
optical trap (MOT). Periodically, at a rate of 40 Hz, we switch off the trapping lasers and the magnetic field
for the MOT, and we prepare all the atoms into the F = 4 hyperfine manifold (62S1/2) of Cs. After waiting
3 ms for the MOT fields to decay, we begin a series of ≈ 6400 trials, each with a period of 625 ns. To begin
each trial, we illuminate the cloud with a weak near-resonant “write” laser pulse which excites a Raman
transition with low probability for a collective mode of the ensemble. The success of this process is heralded
by a Raman scattered single photon that is correlated with the presence of an atomic excitation. By way of
a many-atom cooperative enhancement70,226, the atomic excitation can be efficiently converted into a single
photon in a well-defined spatial mode with the application of an intense “read” pulse. This heralded single
photon forms the basis of this experiment described in this chapter.
We have studied the characteristics of our single photon source in detail75,76. Importantly, the two-photon
suppression, yc = 2( NN−1 )
p2p0
p21
, where N is the number of optical modes, of the purportedly entangled state
ρˆW depends critically on the presence of multiple collective excitations within the ensemble (i.e., the single-
photon source). The relative probability of a trial that has multiple ensemble excitations to a trial that has
a single excitation can be suppressed by reducing the write laser intensity. Therefore, we can exercise full
control over yc of the quantum state ρˆW by way of a tunable write laser intensity. Furthermore, we can un-
derstand the efficiency of heralded single-photon generation. After accounting for detector and transmission
losses, we estimate that the efficiency of the read-out process in our experiments is ≈ 50%. This leads to
a single-photon probability of p1 ≈ 20% (p1 ≈ 10%) in our two-mode (four-mode) experiments for the
entangled state ρˆW in Fig. 8.1.
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Figure 8.6: A high-bandwidth fiber stretching module. a, Inside the fiber stretching module (Optiphase),
PM fiber is mounted on a circular disc piezoelectric transducer (PZT), which has a sharp mechanical res-
onance around ' 55 kHz. The breathing mode of the PZT element is used to phase-modulate the fiber at
∼ 100 kHz (above the first resonance). Two lock-in amplifiers (DSP lock-in amplifiers, SRS 830 and 510) are
used to generate an error signal by modulation spectroscopy on the interferometers in Fig. 8.1. The output of
the locking servo described in Appendix A is fed into a high-voltage amplifier (Burleigh, PZ-70) to drive the
fiber stretcher. At 1 kV, we estimated the reduction of polarization extinction ratio for the PM fiber from 30
dB to 20 dB, due to spurious stress-induced birefringence. b, Dynamic range of the active phase stabilization
scheme via fiber stretchers. Thanks to the high dynamic range (up to δφ ∼ 50 × 2pi at 852 nm) of the fiber
stretchers, we can set the interferometer to a certain value of phase over several days without needing to
re-lock the interferometer (mainly limited by the stability of the reference laser).
8.8.2 Phase stabilization
The generation and verification of entanglement in our experiments require that the relative phases of the
purportedly entangled optical modes in Fig. 8.2 be stable (the various phase factors that describe the state |W 〉
are shown in Eq. 8.1). As described in section 8.3, our experiments with two-mode entanglement (Fig. 8.2a)
feature passive stability of the modes’ relative phase β1,2, guaranteed by the Mach-Zehnder interferometer
formed with a pair of beamdisplacers BD1–BD2 (ref.34, chapter 3). These beamdisplacers are birefringent
crystals which separate an input state into two parallel modes based on its polarization. Therefore, the two
displacers support a pair of interferometrically stable modes, which are encoded in |H〉 and |V 〉.
However, for our quadripartite entanglement experiments (Fig. 8.1c), the beamdisplacer pairs alone can-
not define four spatially resolved stable optical modes. Therefore, we have devised a convenient method
that combines passive stability and active stabilization. The beamdisplacers BD1–BD2 support four modes
of which the relative phases of modes {1, 2} (β1,2) and {3, 4} (β3,4) are inherently stable. However, as is
clearly visible in Fig. 8.1c, the relative phases of modes {1, 3} (β1,3) and {2, 4} (β2,4) depend on the indepen-
dent paths through, for example, fiber-optic PBS1 and PBS2 (Fiber PBS from Oz Optics). By incorporating
an auxiliary reference laser, Eaux, we can actively control the relative path lengths of the modes {1, 3} and
{2, 4}. Prior to BD0 in Fig. 8.1c, we overlap the orthogonally polarized Eaux and the input mode (ρˆin); the
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frequency of Eaux is the same as the single photon’s. To stabilize β1,3 and β2,4, we set (λ/2)v at 0◦ and create
interference fringes at the outputs of BS1 and BS2. Phase-modulation spectroscopy allows us to lock the
relative phases so that a high contrast interference (V > 0.99) is achieved for quantum fields (Fig. 8.5). The
control of the relative path lengths for the modes, as well as their modulation, is afforded by piezoelectric
fiber stretcher modules (Fig. 8.6a, see also Appendix A for the locking servo) located between PBS1 and
BS1, and PBS2 and BS2, in Fig. 8.1c. These devices provide up to 50 × 2pi of dynamic range enabling the
interferometers to remain continuously locked for several days (Fig. 8.6b).
Importantly, to avoid noise associated with the auxiliary laser in the single-photon detectors {D1, · · · , D4},
Eaux must be filtered out. In our work, phase stabilization is performed asynchronously with entanglement
generation and its verification in the fiber-based network of interferometers (Appendix A). This eliminates
the need to wavelength filter Eaux as was necessary in previous experiments27. During the 21 ms of our 40
Hz experimental cycle that the MOT is activated, Eaux is switched on, the output modes of the sum uncer-
tainty setup are directed toward an auxiliary set of detectors with MEMS fiber multiplexers (Sercalo), and
our servo electronics stabilize β1,3 and β2,4. To prepare for measurements of ∆, we switch off Eaux and
reroute the output modes to the single-photon detectors with the MEMS multiplexers, and we use dynamic
polarization rotators (nematic liquid-crystal waveplates from Meadowlarkb) to set (λ/2)v at 22.5◦. Further,
we apply calibrated feedforward signals to the servo electronics that can precisely scan the relative phases of
modes {1, 3} and {2, 4} to explore the dependencies of our ∆ measurements. Fig. 8.5 shows the number
of photons (nc) detected at D1 and D2 as a function of β1,3. Here, all other relevant optical phases in our
setup were optimized to achieve minimum ∆. Therefore, at the minima and maxima of nc corresponding to
β1,3 = 0, 180
◦, 360◦, we find that ∆ is 0.06± 0.01.
8.9 Inference of the photon probabilities for obtaining yc and ∆
Our entanglement verification protocol requires that we characterize the photon probabilities of the sum un-
certainty output modes and those of modes 1–4 that comprise the state ρˆW . We infer these photon probabili-
ties from a time record of photodetection events obtained with single photon counters placed at the outputs of
the relevant modes. Based upon independent measurements of the transmission losses to the photodetectors,
we determine the photon probabilities193. Specifically, for measurements of yc we obtain a set of sixteen prob-
abilities that characterize the diagonal elements of the reduced density matrix ρˆ(r)W = p0ρˆ0 + p1ρˆ1 + p≥2ρˆ≥2.
The diagonal elements are Pijkl where the index i = {0, 1} is for finding zero or one photon in mode 1
of ρˆW , j = {0, 1} in mode 2, and so on for k, l in modes 3 and 4 (Fig. 8.1c). The vacuum subspace
of ρˆ(r)W is characterized by the term p0 = P0000. Four elements comprise the one-photon subspace, ρˆ1, via
bBandwidth of the liquid-crystal (LC) waveplates is slow (only∼ 1 kHz) compared to that of Pockels cells, which was still suitable
for our purpose. In addition, since these are biaxial nematic devices, there are only two stable positions whereby the eigenaxes of the
crystal could align 284. However, one advantage is that the LC only requires a modest amount of voltage (< 5 V) to set the fast axis of
the crystal to the predetermined direction.
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p1 = P1000+P0100+P0010+P0001. Likewise, 11 elements comprise the subspace with two or more photons,
ρˆ≥2, subject to the restriction of one photon per mode, with p≥2 = P1100+P1010+· · ·+P1110+· · ·+P1111. In
the case of yc measurements, the typical detection efficiency including the photodetector quantum efficiency
is ≈ 20%. To infer the photon probabilities at the outputs of the verification interferometers (Fig. 8.1c) for
our measurements of ∆, we follow a similar procedure, but we confine our analysis to the subspaces ρˆ0 and
ρˆ1. In this case, the typical photon detection efficiency is ≈ 30%.
Similarly, due to the uses of photon non-resolving photodetectors and lossy paths for our projectors
(Eq. 8.2), the measured sum uncertainty ∆m includes spurious contributions from multiple photons p≥2.
To account for this, we follow the procedure described in section 7.6.2 (ref.38, chapter 7), which leads to a
conservative estimation of the photon sum uncertainty ∆ arising only from ρˆ1. In the case of balanced losses,
the correction factor c is expressed in terms of two-photon suppression yc and transmission efficiency η with
c ≈ (1 + 3
8
(2− η)p1yc), (8.3)
where we apply c∆m > ∆ to obtain a conservative estimate of the 1-photon ∆ (section 7.6.2; see also
chapter 9 for a more efficient method for obtaining the upper bound of ∆). For our experimental parameters,
the correction factor (c − 1) ≈ 6% is obtained for yc = 1, as depicted in black line of Fig. 8.7. This
is significantly smaller than the fractional uncertainties δ(∆m)∆m ≈ 25% of our data. Furthermore, since the
correction factor scales as yc, the correction factor gives (c− 1) < 1% for the relevant data sets of yc < 0.2
for four-mode entanglement (Fig. 8.4). Following the standard procedures for loss propagations193, we also
account for the effect of differential losses and imbalanced beamsplitter ratios (red line in Fig. 8.7).
8.9.1 Imbalances and threshold detectors
In chapter 7, we developed a method to account for losses and imbalances. Here, we obtain an explicit
formulas of q1 in the case of differential losses and imbalanced beamsplitter ratios. In order to propagate ρˆ
(r)
W
through the imbalanced verification interferometers, we rewrite ρˆ(r)W ,
ρˆ
(r)
W = p0ρˆ0 + ρˆ
′
1 + ρˆ
′
2, (8.4)
in terms of mode operators aˆi where
ρˆ′1 =
∑
i,j
Pi + Pj
2
V (i, j)aˆ†i |0〉〈0|aˆj (8.5)
ρˆ′2 =
4∑
j>i
4∑
l>k
Pij + Pkl
2
V (ij, kl)aˆ†i aˆ
†
j |0〉〈0|aˆkaˆl. (8.6)
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Figure 8.7: Correction factor c as a function of two-photon contamination yc. The black line corresponds
to the calculation of c for balanced losses η = 36% and fixed p1 = 9%. The red line is a calculation of c
including differential losses {η} and imbalanced beamsplitter ratios {α} (Table 8.1). The uncertainty of c
due to the systematic uncertainties in {η, α} is shown as purple bands. The filled circles show c using the
data points in the experiment (i.e., using the parameters Pijkl of each points). The uncertainty in the vertical
direction includes the systematic uncertainties in {η, α} as well as the statistical uncertainties in Pijkl.
Here, V (i, j) = V (j, i) and V (i, i) = 1. Through the lossy and imbalanced setup in Fig. 8.1, the mode
operators aˆi are transformed into following forms,
aˆi 7→
∑
i′
eiφ
(i)
i′
√
α
(i)
i′ (
√
η
(i)
i′ aˆi′ +
√
1− η(i)i′ vˆi′). (8.7)
Here, vˆi′ is the vacuum mode operator. The precise correspondences between the imbalances {α(i)i′ , η(i)i′ , φ(i)i′ }
and experimental parameters (Table 8.1 and Fig. 8.1) are not shown for clarity.
The state ρˆ(r)W , then, is transformed to a state (see section 7.6.2 for the balanced case),
ρˆ(r)η = p
′
0ρˆ0 + p
′
1(q
′
1ρˆ
(1)
1 + (1− q′1)ρˆ(2)1 ) + p′≥2ρˆ(2)≥2, (8.8)
where the relevant parameters {p′1q′1, p′1(1− q′1), p′2} are given asc
p′1q
′
1 =
∑
i,j
Pi + Pj
2
V (i, j)
∑
κ
e−i(φ
(i)
κ −φ(j)κ )
√
η
(i)
κ η
(j)
κ
√
α
(i)
κ α
(j)
κ (8.9)
cHere, we have assumed that the two-photon subspace is fully coherent, V (ij, kl) = 1, thereby leading to ∆(ρˆ(2)1 ) = ∆(ρˆ
(2)
2 ) = 0
and a conservative estimate of ∆.
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p′1(1− q′1) =
∑
i>j
∑
k>l
Pij + Pkl
2
1
2
∑
κ1,κ2
√
α
(i)
κ1α
(j)
κ2 α
(k)
κ1 α
(l)
κ2e
−i(φ(k)κ1 +φ
(l)
κ2
−φ(i)κ1−φ
(j)
κ2
)×
(
√
η
(i)
κ1 (1− η(j)κ2 ) +
√
η
(j)
κ2 (1− η(i)κ1 ))(
√
η
(k)
κ1 (1− η(l)κ2 ) +
√
η
(l)
κ2 (1− η(k)κ1 ))
(8.10)
p′≥2 =
∑
i>j
∑
k>l
Pij + Pkl
2
∑
κ1,κ2
√
α
(i)
κ1α
(j)
κ2 α
(k)
κ1 α
(l)
κ2e
−i(φ(k)κ1 +φ
(l)
κ2
−φ(i)κ1−φ
(j)
κ2
)
√
η
(i)
κ1 η
(j)
κ2 η
(k)
κ1 η
(l)
κ2 . (8.11)
Therefore, correction factor c = 1/q1 is given as (chapter 7)
q1 =
p′1q
′
1
p′1 + p
′
≥2
. (8.12)
In the case of balanced losses η, it can be confirmed that Eqs. 8.3 and 8.12 are equivalent.
Here, we give the definitions of {α(i)i′ , η(i)i′ , φ(i)i′ } following the notations in Fig. 8.9.
α
(i)
i′ =

α′14α12 α
′
14(1− α12) (1− α′14)α34 (1− α′14)(1− α34)
α′23(1− α12) α′23α12 (1− α′23)(1− α34) (1− α′23)α34
(1− α′23)(1− α12) (1− α′23)α12 α′23(1− α34) α′23α34
(1− α′14)α12 (1− α′14)(1− α12) α′14α34 α′14(1− α34)
 (8.13)
eiφ
(i)
i′ =

eiφi1 eiφi2 −eiφi3 −eiφi4
eiφi1 −eiφi2 −eiφi3 eiφi4
eiφi1 −eiφi2 eiφi3 −eiφi4
eiφi1 eiφi2 eiφi3 eiφi4
 (8.14)
η
(i)
i′ =

η1η′1 η2η
′
1 η3η
′
4 η4η
′
4
η1η′2 η2η
′
2 η3η
′
3 η4η
′
3
η1η′2 η2η
′
2 η3η
′
3 η4η
′
3
η1η′1 η2η
′
1 η3η
′
4 η4η
′
4
 (8.15)
8.10 Concurrence and bipartite uncertainty relations
For bipartite systems, there exist entanglement measures such as concurrence (C) and entanglement of for-
mation (EOF) (ref.178), which range from 0 for a fully separable state to 1 for a maximally entangled state110.
In Fig. 8.2, we quantitatively compared our method of entanglement verification with uncertainty relations to
a theoretical calculation of concurrence based on a model in chapter 3 (ref.34). Here, we derive a relationship
between concurrence and the degree that a measurement of the sum uncertainty violates the entanglement
boundary, specified by the measured ∆ and the uncertainty bound ∆(1)b .
Following ref.27, we find that the concurrence is given by C = V p1 − 2√p0p2 (chapter 3), where V
corresponds to the fringe visibility when the two modes are interfered27. If we normalize the concurrence by
the 1-photon probability p1, we obtain
CN ≡ C
p1
= V −√yc (8.16)
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where yc = 4p2p0p21 .
Let us first define the visibility V in terms of the measured ∆. We denote P10 (P01) as the normalized
probability of finding only 1 photon in the output mode 1 (2) (Fig. 8.2a) such that P10 + P01 = 1. The
visibility is given as V = |P10−P01|. Similarly, the sum uncertainty is defined as ∆ = 1− (P10)2− (P01)2,
which then yields,
V =
√
1− 2∆. (8.17)
We relate the two-photon contamination yc to the uncertainty bound ∆
(1)
b . In this way, we can understand
the dependence of CN on the degree for which the inequality ∆ ≥ ∆(1)b is violated. In order to derive the
uncertainty bound ∆(1)b , we consider a separable state of the form,
|Ψsep〉 = (|01〉+ e
iφ1
√
ε1|11〉)(|02〉+ eiφ2√ε2|12〉)√
(1 + ε1)(1 + ε2)
(8.18)
with p0 = 1−p1−p2, p1 = ε1+ε2(1+ε1)(1+ε2) , p2 = ε1ε2(1+ε1)(1+ε2) , and the phases φ1, φ2. This state parameterizes
all possible pure separable states, and mixed states can be accounted by arbitrarily mixing different pure
states. For bipartite systems, however, the uncertainty bound for pure states is convex (Fig. 8.2b), and any
mixing of the pure states increases the sum uncertainty121. Therefore, we only consider the cases for pure
states, and we find
∆
(1)
b =
1− yc
2
. (8.19)
By substituting Eq. 8.17 and 8.19 into Eq. 8.16, we obtain the relationship between concurrence and the
violation of uncertainty bounds for a biseparable system, namely
CN =
√
1− 2∆−
√
1− 2∆(1)b . (8.20)
We emphasize the equivalence of the two verification protocols based on the violation of the uncertainty
bound and the concurrence. The operational differences between the two entanglement verification protocols
are the measurements of visibility (by varying the relative phase β1,2) and the sum uncertainty ∆ (with a fixed
relative phase β1,2). In Fig. 8.8, we compare the concurrence C
(ρˆW )
N directly measured via quantum state
tomography27 and the concurrence CN inferred from violation of the uncertainty bound ∆
(1)
b (Fig. 8.2c).
The precise correspondence of the two experimental results suggest that the underlying relationship between
the two entanglement verification methods, as derived here (Eq. 8.20), is correct.
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Figure 8.8: Comparison between the directly measured concurrence and the inferred concurrence. We
compare the directly measured concurrenceC(ρˆW )N (open triangles) based on quantum state tomography
27 and
the concurrence CN (filled circles) inferred from the measured degree of violation of the uncertainty bound
specified with parameters {∆,∆(1)b } (Fig. 8.2, Eq. 8.20). The red curve shows the theoretical prediction
of concurrence as a function of the two-photon component yc based on a model in ref.34. The errors in CN
reflect the 1σ-statistical uncertainties and the error bars for the measured concurrence C(ρˆW )N are not shown
for clarity. The precise correspondence between C(ρˆW )N and CN validates the use of Eq. 8.20.
8.11 Constructing the projective operators for the uncertainty rela-
tions
In the presence of transmission losses {η, η′} and imbalanced beamsplitter ratios {α, α′} in the verification
interferometers shown in Fig. 8.9, the projectors no longer correspond to the pure state descriptions Mˆi =
|Wi〉〈Wi| in Eq. 8.2 (ref.38, chapter 7). Using the standard technique for loss propagations and beamsplitter
transformations193, the original projectors |Wi〉〈Wi| become mixed states of the following form,
|Wi〉〈Wi| 7→ (1− q(i)1 )|0000〉〈0000|+ q(i)1 |Πi〉〈Πi|, (8.21)
where q(i)1 gives the probability of a successful projective measurement in mode i for an entangled state
|Πi〉, |0000〉〈0000| is the vacuum state, and |Πi〉〈Πi| is a pure state containing a single-photon shared among
four optical modes (ref.38, chapter 7). In the case of a conditional measurement (i.e., post-selecting the cases
where we find a single-excitation among the four outputs of the cascaded beamsplitters in Fig. 8.1c), |Πi〉〈Πi|
describes the projective measurement for the output mode i, Mˆi = |Πi〉〈Πi|. Unlike the original projectors
|Wi〉 in Eq. 8.2, these projectors |Πi〉 may not be orthogonal, but they span the single-photon subspace ρˆ1 of
the physical state ρˆW .
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Figure 8.9: A simplified setup for the verification protocol (sum uncertainty). The setup includes differ-
ential transmission efficiencies {η, η′} (blue) and imbalanced beam-splitter ratios {α, α′} (red). The wiggly
dashed arrows correspond to the auxiliary output modes which are traced over for loss propagation.
Generally, any imbalances (whether they are due to differential losses or beamsplitter ratios) in the verifi-
cation interferometers cause reductions of the overlaps |〈Wi|Πi〉|2 between projectors |Wi〉 and |Πi〉, thereby
making the protocol less sensitive to entanglement in ρˆW (ref.38, section 7.6.1). In practice, the corrected
bounds ∆(K)b always decrease towards smaller two-photon component yc from the ideal lossless and balanced
case, as shown for our experimental parameters {η, η′} and {α, α′} in Fig. 8.4. Furthermore, the uncertainties
in the measurement of {η, η′} and {α, α′} cause an uncertainty in the determination of the bounds ∆(K)b .
Fig. 8.9 depicts the setup for our verification protocol indicating the losses {η, η′} and beamsplitter ra-
tios {α, α′} of the interferometers. Experimental parameters and their uncertainties for {η, η′} and {α, α′}
are shown in Table 8.1. In our data analysis, we infer the photon statistics of modes {1′, · · · , 4′} in ρˆout
at the outputs of the verification interferometers from the measured photodetection statistics at detectors
{D1, · · · , D4}. Thus, we exclude the losses corresponding to the output paths of the verification interferom-
eters from our analysis. The small imbalances between the terms {α, α′} and {η, η′} in Table 8.1 contribute
to the small correction of the theoretical bounds ∆(K)b from the ideal projectors |Wi〉 to non-ideal projectors
|Πi〉. To understand the small corrections of ∆(K)b from |Wi〉 to |Πi〉 for our parameters, we investigate the
effect of {η, η′} and {α, α′} on the bound ∆(3)b for states containing at most tripartite entanglement for a
fixed two-photon contamination yc = 0.035, corresponding to the lowest measured yc in our experiment.
Table 8.1: Experimental parameters and their uncertainties for beamsplitter ratios {α, α′} and trans-
mission efficiencies {η, η′} of the verification interferometers. The systematic uncertainties (δκ) of {κ}
are fractionally (δκ/κ) = 5% for κ ∈ {α, α′, η, η′}. Note that α12 ' α34 ' α′14 ' α′23. The absolute differ-
ences in the pairs of transmission efficiencies ({η1, η2},{η3, η4},{η′1, η′4}, {η′2, η′3}) influence the correction
to ∆(K)b .
α12 α34 α′23 α
′
14 η1 η2 η3 η4 η
′
1 η
′
4 η
′
2 η
′
3
0.5 0.53 0.52 0.53 0.57 0.57 0.52 0.56 0.67 0.66 0.62 0.66
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Figure 8.10: The effect of imbalances and losses to the determination of ∆(3)b . Scanning the boundary ∆
(3)
b
for states containing at most three-mode entanglement as a function of a, the beamsplitter ratio α′23 (shown as
a black line), and b, the transmission efficiency η′3 (shown as a black line) at yc = 0.035, which corresponds
to the lowest two-photon contamination measured in Fig. 8.4. The measured ∆ at yc = (3.5 ± 0.9) × 10−2
is shown as a filled circle, with a horizontal error indicating the systematic uncertainty in estimating a, α′23
and b, η′3, respectively. The vertical error is the statistical uncertainty for the measured ∆. c, Histogram
H(∆
(3)
b ) of the three-mode boundary ∆
(3)
b by repeating the calculations from randomly drawn sets of the
transmission efficiencies {η, η′} and beamsplitter ratios {α, α′} at yc = 0.035. The histogram is fitted to a
Gaussian function (shown as a black line) with (1/e) half-width δ∆(3)b = 0.018. The uncertainty δ∆
(3) is
determined by the joint distribution of {α, α′} and {η, η′}. Here, we assume independent normal distributions
for the individual parameters in {α, α′} and {η, η′}. (Inset) Confidence level in the violation of the inequality
∆ ≥ ∆(3)b for the three-mode bound ∆(3)b . Experimentally measured ∆ are shown as filled circles, and
the black line indicates the the three-mode bound ∆(3)b , along with its uncertainty for yc = 0.035. The
large suppression of ∆ from ∆(3)b compared to the uncertainty δ∆
(3)
b for the bound affirms the unambiguous
detection of genuine four mode entanglement.
Figs. 8.10a and 8.10b illustrate the processes of reductions in the three-mode boundary ∆(3)b at yc =
0.035, due to a, imbalanced beamsplitter ratio (α′23) and b, differential loss (η′3), while leaving all other
parameters in {α, α′} and {η, η′} fixed (Table 8.1). In particular, the correction ranges of ∆(3)b due to the
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individual uncertainties of α′23 and η
′
3 are small compared to the measured ∼ 20σ (standard deviation)
suppression of the sum uncertainty ∆ at yc = 0.035 relative to ∆
(3)
b (shown as a filled circle in Fig. 8.10).
Finally, we discuss our analysis of the uncertainty δ∆(3)b in the bound ∆
(3)
b (Fig. 8.10c) due to the
systematic uncertainties of all the parameters in {α, α′} and {η, η′}. We construct the histogramH of ∆(3)b by
iterating the calculation of ∆(3)b with randomly drawn sets of {α, α′, η, η′}. Here, the parameters {α, α′} and
{η, η′} are assumed to follow independent normal distributions, with their means and systematic uncertainties
shown in Table 8.1. By fitting the histogram with a Gaussian distribution, we infer an uncertainty δ∆(3)b =
0.018 and the center 〈∆(3)b 〉 = 0.25 for the boundary ∆(3)b . These values should be compared to the measured
∆ = (5.6± 1.1)× 10−2 at yc = (3.5± 0.9)× 10−2. As depicted in the inset of Fig. 8.10c, our measurement
yields ∼ 9σ suppression of the uncertainty bound, reflecting the high confidence level in the violation of
the bound ∆(3)b . Our experiment, therefore, unambiguously verifies the presence of four-mode entanglement
with the imbalances ({α, α′}, {η, η′}) in the verification interferometers.
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Chapter 9
Entanglement of spin waves among four
quantum memories
This chapter is largely based on ref.33. Reference33 refers to the then current literature in 2010 at the time of
publication.
9.1 Introduction
Diverse applications in quantum information science require coherent control of the generation, storage, and
transfer of entanglement among spatially separated physical systems (refs.1–6, see also chapter 1). Despite
its inherently multipartite nature, entanglement has been studied primarily for bipartite systems3, where re-
markable progress has been made in harnessing physical processes to generate ‘push-button’ and ‘heralded’
entanglement (refs.27–29,32,285,286, chapters 3–5), as well as to map entangled states to and from atoms, pho-
tons, and phonons (refs.30,31, chapter 6).
For multipartite systems, the ‘size’ of a physical state, described by the system’s density matrix ρˆN ,
grows exponentially with the number of subsystems N and makes the entangled states exceedingly difficult
to represent with classical information. Importantly, this complexity for ρˆN increases the potential utility of
multipartite entanglement in quantum information science, including for quantum algorithms2,3 and simula-
tion5. Redundant encoding of quantum information into multipartite entangled states enables quantum error
correction and fault-tolerant computation2,3. Intricate long-range correlation of many-body systems is inti-
mately intertwined with the behavior of multipartite entanglement39,40. In addition, mobilizing multipartite
entanglement across quantum networks could lead to novel quantum phase transitions for the network6.
Counterposed to these opportunities, the complex structure of multipartite entanglement presents serious
challenges both for its formal characterization and physical realization3,40,110,208. Indeed, there are relatively
few examples of laboratory systems that have successfully generated multipartite entanglement35,275–277,287,288.
Most works have considered the entanglement for spin systems, notably trapped ions275,276, which are appli-
cable to the matter nodes of quantum networks. But the methodologies for verifying multipartite entangle-
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ment are problematic for the infinite-dimensional bosonic systems of the quantum channels (e.g., multipartite
quadrature287,288 and number-state35 entanglement for optical modes (chapter 8)). A posteriori multipartite
entanglement has been inferred from a small subset of preferred detection events of photons from parametric
down-conversion277.
In addition to the characterization of multipartite entanglement, an important capability for quantum
networks is provided by quantum interfaces capable of generating, storing, and dynamically allocating the
entanglement of matter nodes into photonic channels (see ref.104 and references therein). In this chapter,
as illustrated in Fig. 9.1a, we introduce such a quantum interface for quadripartite entangled states based
upon coherent, collective emission from matter to light. We present a systematic study of the generation and
storage of quadripartite entangled states of spin-waves in a set of four nodes of atomic memories, as well as of
the coherent transfer of the entangled components of the material state into individual photonic channels. We
observe transitions of M to (M − 1)-partite entangled states via controlled spin-wave statistics of the atomic
memories, as well as the dynamic evolution of multipartite entanglement in a dissipative environment, from
fully quadripartite entangled to unentangled.
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Figure 9.1: Overview of the experiment. a, Quantum interfaces for multipartite quantum networks. Inset i,
a fluorescence image of the laser-cooled atomic ensembles {a, b, c, d} that become entangled (section 9.9).
b, Entanglement generation. A weak write laser is split into four components to excite the atomic ensembles
via parametric interactions Uˆwrite (chapter 2), leading to Raman scattered fields γ1 = {a1, b1, c1, d1} emitted
by the ensembles. Entangled state ρˆ(A)W for four atomic ensembles  = {a, b, c, d} (Eq. 9.1) is heralded
by a projective measurement Πˆh at detector Dh, derived from quantum interference of four fields γ1 in the
heralding interferometer. c, Quantum-state exchange and entanglement verification. Read lasers are applied
to the ensembles to coherently transform the atomic entangled state ρˆ(A)W into quadripartite entangled beams
of light ρˆ(γ)W (Eq. 9.2) via quantum-state transfers, Uˆread (chapter 2), with each beam propagating through
quantum channels γ2 = {a2, b2, c2, d2}. (U) Upper panel for yc-measurement—The quantum statistics
{qijkl} for the individual modes of ρˆ(γ)W with i, j, k, l ∈ {0, 1} photons are measured with projectors {Πˆ(s)i }
at detectors Da,b,c,d. (L) Lower panel for ∆-measurement—Mutual coherences for ρˆ
(A)
W are accessed with
projectors {Πˆ(c)i } from detection statistics {pijkl} at Da,b,c,d. Further details are given in section 9.12.
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9.2 Quantum interface between light and matter for quadripartite en-
tangled states
Our experiment proceeds in four steps (see section 9.10). First, in step (1) an entangled state ρˆ(A)W of four
atomic ensembles is generated by quantum interference in a quantum measurement4,27 (Fig. 9.1b). Given
a photoelectric detection event at Dh, the conditional atomic state is ideally a quadripartite entangled state
ρˆ
(A)
W = |W 〉A〈W | with
|W 〉
A
= 12 [(|sa, gb, gc, gd〉+ eiφ1 |ga, sb, gc, gd〉)+
eiφ2(|ga, gb, sc, gd〉+ eiφ3 |ga, gb, gc, sd〉)],
(9.1)
whose single quantum spin-wave |s〉 is coherently shared among four ensembles  = {a, b, c, d}. These
entangled states are known as W -states, comprised of atomic ground states |g〉 = |g · · · g〉 and single
collective excitations |s〉 = 1√
NA,
∑NA,
i=1 |g · · · si · · · g〉, where NA, is the number of atoms in ensemble
.
After the heralding event, step (2) consists of storage of ρˆ(A)W in the ensembles for a user-controlled time
τ . At the end of this interval, step (3) is initiated with read beams to coherently transfer the entangled atomic
components of ρˆ(A)W into a quadripartite entangled state of light ρˆ
(γ)
W = |W 〉γ〈W | via cooperative emissions4
(Fig. 9.1c), where
|W 〉γ = 1
2
[(|1000〉+ eiφ′1 |0100〉) + eiφ′2(|0010〉+ eiφ′3 |0001〉)]. (9.2)
This photonic state is a mode-entangled W -state (refs.35,38, chapters 7–8), which shares a single delocalized
photon among four spatially separated optical modes γ2 = {a2, b2, c2, d2}.
9.3 Characterization of quadripartite entangled states via quantum
uncertainty relations
Finally, in step (4) we characterize the heralded entanglement for ρˆ(γ)W from complementary measurements of
photon statistics and coherence35,38 (Fig. 9.1c) via the techniques developed in chapters 7–8. In particular, we
consider a reduced density matrix ρˆr = p0ρˆ0 +p1ρˆ1 +p≥2ρˆ≥2 containing up to one photon per mode, which
leads to a lower bound for the entanglement of the actual physical states {ρˆ(A)W , ρˆ(γ)W }. Here, {p0, p1, p≥2}
are the probabilities for 0 and 1-photon ρˆ0,1, and higher-order subspaces ρˆ≥2, which can be populated for any
realistic system. As illustrated in the upper panel of Fig. 9.1c, we characterize the statistical contamination
for ρˆ(γ)W due to {ρˆ0, ρˆ≥2} with a normalized measure38, namely yc ≡ 83
p≥2p0
p21
, ranging from yc = 0 for a
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single excitation to yc = 1 for balanced coherent states, by detecting the photon statistics qijkl of γ2 at the
output faces of the ensembles.
We also quantify the mutual coherences for ρˆ(γ)W by measuring photon probabilities {p1000, p0100, p0010
, p0001} at the outputs of the verification (v) interferometer. We determine the sum uncertainty ∆ ≡
∑N=4
i=1
〈(Πˆ(c)i )2 − 〈Πˆ(c)i 〉2〉 for the variables {Πˆ(c)i } = {|Wi〉v〈Wi|}, which project ρˆr onto a set of four orthonor-
mal W -states {|Wi〉v} with phases {β1, β2, β3}v selected by the actively stabilized paths in the verification
interferometer (section 9.12.2). Hence, for the ideal W -state (Eq. 9.2) with βi = φ′i, we have ∆ = 0 asso-
ciated with p1000 = 1 and p0100 = p0010 = p0001 = 0, as observed in the bar plots of the lower panel of
Fig. 9.1c for yc = 0.04± 0.01. In contrast, mixed states with no phase coherences would result in balanced
probabilities (p1000 = p0100 = p0010 = p0001 = 1/4) and ∆ = 0.75.
The pair {∆, yc} thereby defines the parameter space for the multipartite entanglement employed in our
experiment, with the entanglement parameters {∆, yc} serving as a nonlocal, nonlinear entanglement witness
(ref.38, chapter 7). Our criterion for ‘genuine’ M -partite entanglement takes the most stringent form of non-
separability208 and excludes all weaker forms of entanglement (section 9.13). Specifically, for a given value
of yc, we determine the boundary ∆
(M−1)
b for the minimal uncertainty possible for all states containing at
most (M − 1)-mode entanglement and their mixtures (section 9.13.3). For our quadripartite states N = 4,
we derive {∆(3)b ,∆(2)b ,∆(1)b } for tripartite, bipartite entangled, and fully separable states, as functions of yc.
Thus, a measurement of quantum statistics yc and the associated coherence ∆ with ∆ < ∆
(1,2,3)
b manifestly
confirms the presence of genuine M = 4 partite entanglement (refs.35,38, chapters 7–8). Furthermore, we can
unambiguously distinguish genuine M and (M − 1)-partite entangled states for any M ≤ N by observing
∆ below ∆(M−1)b .
9.4 Quadripartite entanglement among four atomic ensembles
Fig. 9.2 presents our results for quadripartite entanglement for storage time τ0 = 0.2 µs. We first investigate
off-diagonal coherence for the purportedly entangled atomic and photonic states, {ρˆ(A)W , ρˆ(γ)W }, in Fig. 9.2a.
As the bipartite phase β2 is varied, we observe interferences in {p1000, p0100, p0010, p0001}, and hence a
variation in ∆, that results from the coherence between the bipartite entangled components of ρˆ(γ)W for the
modes {a2, b2} and {c2, d2}. Furthermore, for optimal settings of β2, the observed values of ∆ (black
points) fall below the bounds {∆(3)b ,∆(2)b ,∆(1)b } (red, green, purple bands) for yc = 0.06± 0.02, and signal
the generation of a fully quadripartite entangled state. The observed quadripartite entanglement arises from
the intrinsic indistinguishability of probability amplitudes for one collective excitation |s〉 among the four
ensembles. We also present results from a control experiment with a ‘crossed’ state ρˆ(A)× (orange points) that
consists of an incoherent mixture of entangled pairs {a, b} and {c, d} (see section 9.5.1).
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Figure 9.2: Quadripartite entanglement among four atomic ensembles. a, Quantum interference between
the bipartite entangled pairs of the full quadripartite state (black points) as a function of bipartite phase β2.
b, Exploring the entanglement space {∆, yc} for quadripartite states. By controlling the spin-wave statistics,
we observe transitions from quadripartite, to tripartite, to bipartite entangled states, and to fully separable
states (black points). We also display our results for the ‘crossed’ quantum state ρˆ(A)× (orange points), as
further discussed in section 9.5.1. Inset, expanded view of entanglement parameters {∆, yc}. Results for
entanglement thermalization {∆(T ), y(T )c } of the spin systems ρˆ(H)G (ρˆ(LMG)G ) are shown by the red dashed
(blue dash-dotted) line. The red, green, and purple bands represent the minimum uncertainties for 3-mode
(∆(3)b ) and 2-mode entanglement (∆
(2)
b ), and for fully separable states (∆
(1)
b ), with thicknesses of the bands
from the central lines corresponding to ±1 s.d. of the bounds {∆(3)b ,∆(2)b ,∆(1)b } (section 9.13.3). In all
cases, error bars for the data reflect the statistical and systematic uncertainties, as further detailed in section
9.13.4.
9.5 Statistical transitions for multipartite entangled spin waves
Next, we characterize ρˆ(γ)W (and ρˆ
(A)
W ) over the full parameter space {∆, yc}. In a regime of weak excitation
(ξ  1) for the ensemble-field pairs {, γ1}, the heralded state ρˆ(A)W is approximately
ρˆ
(A)
W (τ = 0) ' (1− 3ξ)|W 〉A〈W |+ 3ξρˆ(A)≥2 +O(ξ2), (9.3)
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where ρˆ(A)≥2 includes uncorrelated spin-waves with two or more quanta in the set of four ensembles due to
atomic noise. For ξ → 0, a heralding event at Dh leads to a state with high fidelity to |W 〉A stored in the four
ensembles. However, for increasing ξ, ρˆ(A)≥2 becomes important, leading to modifications of the spin-wave
statistics for ρˆ(A)W and thereby to the entanglement parameters {∆th, ythc }. Hence, by varying ξ via the overall
intensity for the write beam, we adjust the quantum statistics yc and coherence ∆ of the entangled states
{ρˆ(A)W , ρˆ(γ)W }.
This procedure is employed in Fig. 9.2b to parametrically increase {∆, yc} in tandem. As yc is raised
from yc ' 0 in the quantum domain to the classical regime with yc ' 1, we observe transitions of the directly
measured photonic states ρˆ(γ)W (black points) from fully quadripartite entangled (∆ < ∆
(3)
b ) to tripartite
entangled (∆(3)b < ∆ < ∆
(2)
b ), to bipartite entangled (∆
(2)
b < ∆ < ∆
(1)
b ), and finally to fully separable
states (∆(1)b < ∆). As shown by the curves, our observations correspond well to a theoretical model for
entanglement generation, transfer, and verification (see section 9.14). In comparison to our former work
on coherent splitting of a photon35 in chapter 8, the heralded atomic and photonic W -states {ρˆ(A)W , ρˆ(γ)W }
offer qualitatively richer statistical passages through the entanglement spaces delineated by {∆, yc}. Here,
the quantum coherence ∆ is intrinsically linked to the statistical character yc due to quantum correlations
between the heralding fields γ1 and the excitation statistics of the ensembles.
For ξ  1, the coherent contribution ρˆ(A)c of the delocalized single quantum strongly dominates over any
other processes for the full quadripartite state ρˆ(A)W in Eq. 9.3. With a heralding probability ph ' 3 × 10−4
(ξ ' 5 × 10−3), we achieve the smallest entanglement parameters ∆min = 0.07+0.01−0.02 and yminc = 0.038 ±
0.006 for the generated quadripartite entangled states. These parameters are suppressed below the closest 3-
mode boundary ∆(3)b by ten standard deviations. Furthermore, because the local mapping of quantum states
from matter to light cannot increase entanglement27, our measurements of ρˆ(γ)W unambiguously provide a
lower bound of the quadripartite entanglement stored in ρˆ(A)W . Therefore, the observed strong violation of
the uncertainty relations for {∆min, yminc } categorically certifies for the creation of measurement-induced
entanglement of spin-waves among four quantum memories, as well as for the coherent transfer of the stored
quadripartite entangled states to an entangled state of four propagating electromagnetic fields.
In terms of state fidelity, our approach for heralded multipartite entanglement generation compares fa-
vorably to matter systems utilizing local interactions (e.g., trapped ions275,276). Despite the intrinsically low
preparation probability, the resulting quadripartite entangled state ρˆ(A)W stored in the four ensembles has high
fidelity with the ideal W -state, namely F (A) = A〈W |ρˆ(A)W |W 〉A. As discussed in section 9.13.2, we estimate
a lower bound for the unconditional entanglement fidelity F (A) ≥ 0.9 ± 0.1, as compared to the theoretical
fidelity F (A)th = 0.98 derived for the parameters in our experiment.
Apart from the creation of novel multipartite entangled spin-waves, an important benchmark of a quantum
interface is the transfer efficiency λ of multipartite entanglement from matter to light30. Since no known
measure applies to our case, we tentatively define the entanglement transfer λ = F (γ)/F (A), with physical
fidelity F (γ) = γ〈W |ρˆ(γ)W |W 〉γ for the photonic state ρˆ(γ)W . In particular for ξ  1, we obtain F (γ)th '
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Figure 9.3: Dissipative dynamics of atomic entanglement. a, Dynamic evolution of entanglement pa-
rameters {∆(τ), yc(τ)} for the multipartite quantum state. We observe crossing of the boundaries defined
by 3-mode (red surface, ∆(3)b ), 2-mode (green surface, ∆
(2)
b ) entangled states, and separable states (purple
surface, ∆(1)b ). We indicate various entanglement orders for quadripartite (black), tripartite (red), bipartite
entangled (green) states, and fully separable states (purple) for the data points and the curve. The projections
of the data points into the planes (yc, τ) and (∆, τ) display the individual passages of {∆(τ), yc(τ)} (section
9.14.5). b, Projection of entanglement dynamics onto the (∆, yc) plane. The curves in a and b are from a the-
oretical model including motional dephasing. Error bars for the data represent the statistical and systematic
uncertainties.
ηreadF
(A)
th , which thereby gives λth ' ηread = 38± 4% dictated by the retrieval efficiency ηread. While fidelity
is an often used measure, we emphasize that F (γ) cannot be used to set a threshold for entanglement, since
ρˆ
(γ)
W can exhibit multipartite entanglement for any F
(γ) > 0.
9.5.1 Generation and characterization of a ‘crossed’ quantum state
As a control experiment, we reconfigured the heralding interferometer such that path-information could in
principle be revealed up to the bipartite split of the ensemble pairs {a, b} and {c, d} by analyzing the polariza-
tion state of the heralding photon γ1. In this case, the heralding measurement Πˆ× prepares a ‘crossed’ atomic
state ρˆ(A)× with no coherence shared between {a, b} and {c, d}. Thus, we observe an absence of interference
in Fig. 9.2a (orange points). However, this modified Πˆ× preserves the bipartite entanglement within {a, b}
and {c, d}, which explains our observation of the uncertainty ∆ reduced below the 1-mode bound ∆(1)b for
yc = 0.07 ± 0.01. Similarly, we also detect the statistical transition of the bipartite entanglement to fully
separable states for the ‘crossed’ state in Fig. 9.2b, despite the disentanglement for the physical bipartition
(|) of {a, b}|{c, d}.
9.6 Dissipative dynamics of atomic entanglement
To investigate the dynamical behavior of the observed quadripartite entangled states, we study the temporal
evolution of multipartite entanglement stored in the atomic ensembles as a function of a storage time τ .
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Decoherence for the atomic W -state is governed by motional dephasing of spin-waves (ref.82, chapter 2), in
which the imprinted atomic phases in |s〉 evolve independently due to thermal motion, thereby transforming
the initial collective state into a subradiant state uncorrelated with the heralding fields γ1 (section 9.14.5). The
net effect is an increase of both entanglement parameters {∆, yc} with a time-scale τm ' 17 µs (see section
9.9). Eventually, the growth in {∆(τ), yc(τ)} leads to time-dependent losses of entanglement, marked by
successive crossings of the boundaries set by {∆(3)b ,∆(2)b ,∆(1)b }.
We examine the dissipative dynamics of multipartite entanglement for the quantum memories of four
ensembles via the evolution of both {∆, yc} in Fig. 9.3a. We observe the passage of the initial quadripartite
entangled state ρˆ(A)W (τ0) at τ0 = 0.2 µs through various domains, progressively evolving from M -partite
entanglement to (M − 1)-partite entanglement at memory times τ = τ (M−1)m , with the final state ρˆ(A)W (τf )
measured at τf = 36.2 µs. The crossings of the bounds {∆(3)b ,∆(2)b ,∆(1)b } occur at τ (3)m = 15 µs, τ (2)m = 21
µs, and τ (1)m = 24 µs, respectively. In addition, the measured entanglement parameters evolve in qualitative
agreement to the simulated dynamics derived for ρˆ(A)W (τ) from our theoretical model (solid line), with devia-
tions (especially for ∆th) discussed in section 9.14.5. Fig. 9.3b displays the parametric losses of entanglement
via {∆(τ), yc(τ)}.
9.7 Thermalization of multipartite entanglement in quantum magnets
Finally, an interesting extension is to relate the characterization of multipartite entanglement via {∆, yc}
to the relaxations of entanglement in quantum many-body systems39,40. We consider two ferromagnetic
spin models (Heisenberg-like and Lipkin-Meshkov-Glick Hamiltonians HˆH, HˆLMG) as well as their thermal
entanglement {∆(T ), y(T )c } (see section 9.15). Results of our analysis are shown in the inset of Fig. 9.2b
by the red dashed (blue dash-dotted) lines for the Gibbs thermal equilibrium states ρˆ(H)
G
(ρˆ(LMG)
G
) of HˆH
(HˆLMG). The statistical character of ρˆ
(A)
W for our system of four ensembles follows the thermalization of ρˆ
(H)
G
(ρˆ(LMG)
G
) for yc . 0.2, whereby ρˆ(A)≥2 is thermally populated. This comparison suggests that our method for
entanglement characterization could be applied to access the link between off-diagonal long-range order and
multipartite entangled spin-waves in thermalized quantum magnets39,40.
9.8 Conclusion
In conclusion, our measurements explicitly demonstrate a coherent matter-light quantum interface for multi-
partite entanglement by way of the operational metric of quantum uncertainty relations (refs.35,38,121, chap-
ters 7–8). High-fidelity entangled spin-waves are generated in four spatially separated atomic ensembles and
coherently transferred to quadripartite entangled beams of light. The quantum memories are individually ad-
dressable and can be readily read-out at different times for conditional control of entanglement4, as applied
in chapters 3–6. With recent advances by other groups, the short memory times obtained in Fig. 9.3 could be
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improved beyond 1 s (section 9.11.1).
Further possibilities include the creation of yet larger multipartite entangled states with efficient scaling4
for the realization of multipartite quantum networks. For example, quadripartite entangled states of ensemble
sets {a, b, c, d} and {a′, b′, c′, d′} could be extended by swapping between {a, a′} to prepare a hexapartite
entangled state for {b, b′, c, c′, d, d′} (see section 9.11.1). Generalization of such processes will prepare a
single macroscopic entangled state for observing entanglement percolation6 and extreme non-locality of W -
states289,290, as well as for studying quantum phase transitions in strongly-correlated systems39,40. Finally,
the entangled spin-waves can be applied for quantum metrology to detect a phase shift of pi on an unknown
component of ρˆ(A)W with efficiency beyond any separable state (see section 9.11.2).
9.9 Spin-wave quantum memory
The quantum information of the entangled state for Eq. 9.1 is encoded in the quantum numbers of spin-waves
(collective excitations) for the pseudo-spin of the hyperfine ground electronic levels 6S1/2 (F = 3, F = 4) in
atomic cesium. The fluorescence images shown in the inset of Fig. 9.1a depict the collective atomic modes
of ensembles  = {a, b, c, d} for exciting the entangled spin-waves ρˆ(A)W with 1 mm separations and 60 µm
waists. The geometry of the collective excitations for the four ensembles {a, b, c, d} is defined by the point-
spread functions of the imaging systems for the fields {γ1, γ2}, within a cold cloud of NA, ≈ 106 cesium
atoms (chapter 2). We use an off-axial configuration75 for individually addressing each ensemble  with an
angle θ = 2.5◦ between the classical and nonclassical beams (section 9.12.1), that creates spin-waves |s〉
associated with wave-numbers δ~k = ~kwrite − ~kγ1 for each . These spin-waves are analogous to other types
of collective excitations in many-body systems, such as magnons and plasmons, and the spin-waves can be
converted to dark-state polaritons for the coherent transfer Uˆread of entanglement (chapter 2). For the phase-
matching configuration and temperature of our ensembles, the memory times {τ (3)m , τ (2)m , τ (1)m } in Fig. 9.3 are
dominantly determined by the motional dephasing of the spin-waves |s〉 (ref.82, chapter 2). With thermal
velocity of vt ' 14 cm/s, we estimate a memory time τm ' 0.85 µm4pi sin(θ/2)vt = 17 µs. On the other hand,
the ground-state dephasing due to inhomogeneous broadening is expected to be > 50 µs in our experiment,
inferred from two-photon Raman spectroscopy (chapter 2).
9.10 Operating the quantum interface
For the quantum interface to function during the 3 ms window, in step (1) 20-ns writing (red-detuned
δ = 10 MHz from |g〉 − |e〉 transition) and 100-ns repumping (resonant with |s〉 − |e〉) pulses are applied se-
quentially to the ensembles , synchronized to a clock running at Rc ' 2 MHz. This process creates pairwise
correlated excitations4 between the collective atomic modes |s〉 of the ensembles  and the optical fields γ1
(δ = 10 MHz below |s〉 − |e〉). Photodetection of a single photon for the combined fields γ1 at the output
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of the heralding interferometer effectively erases the which-path information for γ1, and imprints the entan-
gled spin-wave ρˆ(A)W (Eq. 9.3) onto the ensembles {a, b, c, d} via Trh(ΠˆhUˆ†writeρˆ(A)g Uˆwrite). The heralding
event at Dh triggers control logic in Fig. 9.1a which deactivates intensity modulators of the writing (IMwrite),
repumping and reading lasers (IMread) for the quantum storage of ρˆ
(A)
W in step (2). After a user-controlled
delay τ , step (3) is initiated with 20-ns-strong read pulses (Rabi frequency 24 MHz, resonant with |s〉 − |e〉)
that address the ensembles in Fig. 9.1c and coherently transfer the entangled atomic components {a, b, c, d}
of ρˆ(A)W (τ) one-by-one to propagating beams γ2 = {a2, b2, c2, d2}, comprising the entangled photonic state
ρˆ
(γ)
W (τ), via the operation ρˆ
(γ)
W = TrA(Uˆ
†
readρˆ
(A)
W Uˆread). Here, TrA traces over the atomic systems which
are later shelved into the ground states |g〉. The retrieval efficiency ηread is collectively enhanced for large
NA (ref.4), leading to ηread = 0.38 ± 0.06 in our experiment. The average production rate for the atomic
quadripartite entanglement with {∆min, yminc } is rp = RcDcph ' 60 Hz, while the actual rate during the 3
ms operating window is rq = Rcph ' 500 Hz. The atomic level diagrams for entanglement generation and
quantum-state exchanges are shown as insets to Figs. 9.1b and 9.1c. States |g〉, |s〉 are hyperfine ground
states F = 4, F = 3 of 6S1/2 in atomic cesium; state |e〉 is the hyperfine level F ′ = 4 of the electronic
excited state 6P3/2.
9.11 Prospects and discussion
9.11.1 Improving memory time and matter-light transfer efficiency
By operating the clock speed at Rc → 10 MHz and τ (3)m ≈ 20 µs, we could prepare hexapartite (M = 6) en-
tanglement with probability 3zηreadp2h/8 ≈ 10−5 by connecting two quadripartite states ρˆ(A)W for {∆min, yminc },
with enhancement factor z = 400 (ref.36), thereby giving a local production rate of rq ≈ 50− 100 Hz, or an
average rate rp ≈ 5 − 10 Hz with our current duty cycle Dc. The most challenging aspect of verifying the
hexapartite entangled states is the quantification of the higher-order contamination ρˆ≥2, which we estimate
∼ 1 event per 10 hr. This integration rate is feasible with our current system. More generally, M1 and M2-
partite entangled states can be fused together by entanglement connection to create a M = (M1 +M2 − 2)-
partite entangled state. However, the memory times {τ (3)m , τ (2)m , τ (1)m } in Fig. 9.3 and the entanglement
transfer λ from matter to light limit our capability to scale the multipartite entanglement beyond M > 6
by way of conditional control and connection of entanglement36,37 with our current experimental parameters
(chapters 4–5).
The prerequisite storage techniques for suppressing both the internal and motional spin-wave dephas-
ings can be extended for τm with advances in ensemble-based quantum memories48,114,115. Recent experi-
ments with single ensembles have achieved coherence times up to τm ' 1.5 seconds in quantum degenerate
gases116,117 albeit with efficiencies . 1%. The transfer efficiency can also be increased to λth ' 0.9 by
enclosing the ensembles with high finesse cavities82. System integrations by way of atom-chip technology
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and waveguide coupling133,291 hold great potential for scalability given the strong cooperativity and the long
coherence292. At this level, two or more heralded processes of multipartite entanglement generations can be
made ‘on-demand’ on time scales of τdet ∼ 1Rcph = 1 ms, with τm  τdet (refs.36,37, chapters 4–5).
Realistically, the expansion of multipartite entangled states ρˆ(A)W will be limited by the intrinsic degra-
dations of the entanglement parameters {∆, yc}, that inevitably increase with each step of entanglement
connection (ref.37, chapter 5), and by the specific quantum repeater architecture implemented on ρˆ(A)W . The
latter is an extremely rich area of research in view of the large classes of methods for connecting multipartite
entangled states, making it premature to specify a particular architecture for multipartite entanglement expan-
sion. However, our experiment will hopefully stimulate theoretical studies of complex repeater architectures
for multipartite systems, beyond traditional one-to-one networks49.
9.11.2 Quantum-enhanced parameter estimation with entangled spin-waves
We describe a quantum-enhanced parameter estimation protocol whereby a phase shift on a single ensemble
i of the quadripartite state i ∈ {a, b, c, d} can be detected with efficiency beyond that for any separable state.
Specifically, we consider a pi-phase shift Uˆpi,i = exp(ipinˆi) applied on an unknown spin-wave component
i ∈ {a, b, c, d} (nˆi = Sˆ†i Sˆi ) of the atomic state ρˆ(A)W , or on a spatial field mode γ2i ∈ {a2, b2, c2, d2}
of the photonic state ρˆ(γ)W (nˆγ2i = aˆ
†
γ2i aˆγ2i ). Our goal is to find the pi-phase shifted ensemble i (optical
mode γ2i), in a single-measurement under the condition that an average of one spin-wave is populated in
total; i.e.,
∑
iTr(nˆi ρˆ
(A)
W ) = 1 (or
∑
iTr(nˆγ2i ρˆ
(γ)
W ) = 1 for optical modes). As a quantum benchmark,
we consider an average success probability Ps = 14
∑
i
Tr(Πˆ(u)i Uˆ†pi,i ρˆ
(A)
W Uˆpi,i) (failure probability Pf =
1 − Ps) for distinguishing the phase-shifted ensemble i (mode γ2i) among the four possibilities {a, b, c, d}
({a2, b2, c2, d2}) by way of unambiguous quantum-state discrimination {Πˆ(u)i } (refs.293–296).
First, we consider an ideal W -state |W 〉o = |W 〉A (or |W 〉γ2 ) with atomic phases φi ∈ {φ1, φ2, φ3}
(photonic phases φ′i ∈ {φ′1, φ′2, φ′3}). In this case, the pi-phase shifted entangled W -states
|Wi〉f ∈ {|W (pi)a 〉f , |W (pi)b 〉f , |W (pi)c 〉f , |W (pi)d 〉f}
can be detected deterministically, because |W (pi)i 〉f = Uˆpi,i |W 〉o forms an orthonormal complete set that
spans the state-space ρˆ1, resulting from the underlying symmetry of |W 〉o with respect to any rotation Uˆpi,i
on a generalized Bloch sphere. Operationally, we set the verification phases β1,2 − φ′1,2 = 0 and β3 −
φ′3 = pi. Then, the pi-phase shifted ensemble i can be unambiguously discriminated because the otherwise
balanced output photon probabilities ~pv = {p1000, p0100, p0010, p0001} = {0.25, 0.25, 0.25, 0.25} of the
verification interferometer will be transformed to ~pv = {1, 0, 0, 0} for a pi-phase induced on ensemble a, to
~pv = {0, 1, 0, 0} on ensemble b, to ~pv = {0, 0, 1, 0} on ensemble c, and to ~pv = {0, 0, 0, 1} on ensemble d,
each with success probability P (ent)s = 1.
For fully separable states |Ψ〉o = |ψa〉a|ψb〉b|ψc〉c|ψd〉d with |ψi〉i =
∑∞
n=0 c
(n)
i |n〉i , we displace
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the resulting pi-phase shifted state |Ψ(pi)i 〉f = Uˆpi,i |Ψ〉o with a local unitary transformation Vˆi |ψi〉i =
|0〉i . The overall process VˆaVˆbVˆcVˆdUˆpi,i maps the initial product state |Ψ〉o into VˆaUˆpi,a|ψa〉a|0〉b|0〉c|0〉d
(a phase shift on ensemble a), |0〉aVˆbUˆpi,b|ψb〉b|0〉c|0〉d (ensemble b), |0〉a|0〉bVˆcUˆpi,c|ψc〉c|0〉d (ensemble c),
and |0〉a|0〉b|0〉cVˆdUˆpi,d|ψd〉d (ensemble d), with only one i containing 〈nˆi〉 > 0 excitations. Thus, we can
unambiguously identify the phase-shifted ensemble i given a photodetection, albeit with a failure probability
Pf =
1
4
∑
i
|i〈0|VˆiUˆpi,i |ψi〉i |2 = 14
∑
i
|i〈ψi |Uˆpi,i |ψi〉i |2 arising from inconclusive null events
(i.e., |0000〉〈0000|). We derive the maximum success probability P (max)s = 1 − P (min)f and the optimal state
|Ψ〉o = |Ψ〉opt by minimizing P (min)f over all possible realizations of c(n)i satisfying
∑
i
〈ψi |nˆi |ψi〉i = 1.
Specifically, we find that an optimal (pure) separable state |Ψ〉opt =
∏
i
(
√
3/4|0〉i+
√
1/4|1〉i) can be used
for the parameter estimation protocol to infer i with P (max)s = 0.75. Similarly, maximum success probability
P (coh)s can be derived for multimode coherent states
∏
i
|αi〉i , giving a classical bound of P (coh)s = 1−1/e.
Finally, we consider the upper bound P (max)s for mixed separable states ρˆ
(sep)
o with pure state decompo-
sitions ρˆ(sep)o =
∑
m pm|Ψm〉o〈Ψm|. Generally, the transformations Vˆi , as discussed above, do not exist
for ρˆ(sep)o , excluding the possibility of an unambiguous state discrimination. Thus, the success probability
Ps(ρˆ
(sep)
o ) is upper bounded by the convex combinations of {|Ψm〉}, thereby
Ps(ρˆ
(sep)
o ) ≤
∑
m
pmPs(|Ψm〉o〈Ψm|) ≤ P (max)s = 0.75. (9.4)
Importantly, the maximum success probability P (max)s = 0.75, attainable for any ρˆ
(sep)
o , is less than P (ent)s = 1
for entangled states |W 〉o. Thus, the entangled spin-waves in the experiment can be applied for sensing an
atomic phase shift beyond the limit for any unentangled state.
9.12 Experimental details
The experiment consists of a 22 ms preparation stage and a 3 ms period for operating the quantum inter-
face in Fig. 9.1 with a repetition rate 40 Hz and a duty cycle Dc = 3/25. For the preparation, we load
and laser-cool cesium atoms (peak optical depth ≈ 30) in a magneto-optical trap for 18 ms, after which
the atoms are released from the trap with dynamically compensated eddy-currents. The atoms are further
cooled in an optical molasses (Tt ' 150 µK) for 3.8 ms, and optically pumped to |g〉 for 0.2 ms. During
this time, a phase-reference laser (F = 3 ↔ F ′ = 4′ transition) also propagates through the atomic ensem-
bles for the active stabilization of the verification interferometer in Fig. 9.1c via ex-situ phase-modulation
spectroscopy35, which does not affect the operation of the quantum interface (section 9.12.2). Concurrently,
dense cesium atoms in paraffin coated vapor cells located at the heralding and verification ports are prepared
to the respective ground states |g〉 (|s〉) for filtering the coherent-state lasers scattered into the quantum fields
γ1 (γ2).
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Figure 9.4: Experimental schematics for entanglement generation, transfer, and verification. a, Entan-
glement generation. A weak write laser is sequentially split into four components by displacers {BD1,BD2}
to excite atomic ensembles  = {a, b, c, d}. The resulting fields γ1 = {a1, b1, c1, d1} are brought into inter-
ferences with displacer BD4 and polarizing beamsplitter PBSh, and sent to a single-photon detector Dh. A
detection event at Dh heralds the creation of a quadripartite entangled state. b, Quantum-state transfer and
entanglement verification. After a storage time τ , we convert the atomic state of the ensembles  = {a, b, c, d}
to an entangled state for fields γ2 = {a2, b2, c2, d2} by way of strong read pulses. (U) yc-measurement—
By setting the waveplates (λ/2)v to θ0 = 0◦, we measure the occupation statistics of the individual modes
with detectorsDa,b,c,d. (L) ∆-measurement—With (λ/2)v at θc = 22.5◦, we optimize the verification phases
{β1, β2, β3}v for constructive interferences of the fields γ2 at PBS1,2 and BS1,2. Piezoelectric fiber stretching
modules (FS) are used in the verification interferometer for active stabilizations of {β1, β2, β3}v . The quadri-
partite atomic entanglement is generated for four collective atomic modes of the ensembles  = {a, b, c, d}
in inset (i), which are individually controlled by the classical writing, repumping, and reading lasers, whose
fluorescence is shown in inset (ii). Both images in the insets (i), (ii) result from background-subtracted
fluorescences of the four atomic ensembles. The quantum fields {γ1, γ2} are generated in a non-collinear
geometry75 with a crossing angle of 2.5◦ (not shown) relative to the classical beams (chapter 2).
9.12.1 Experimental procedures for matter-light quantum interface
As shown in Fig. 9.4a, we split a write pulse into four beams with two calcite beam-displacers {BD1,BD2},
with output fields of the form ~Ewrite = ( ~Ea + eiφ
(w)
1 ~Eb) + e
iφ
(w)
2 ( ~Ec + e
iφ
(w)
3 ~Ed). We control their relative
intensities using the two waveplates (λ/2) near {BD1,BD2}, with writing phases φ(w)i ∈ {φ(w)1 , φ(w)2 , φ(w)3 }
set by the tilting angles of {BD1,BD2}. In turn, the heralding fields γ1 = {a1, b1, c1, d1} emitted from
the writing process are combined into two spatial modes at BD3, with each mode carrying polarizations
{|H〉, |V 〉} to accommodate the fields γ(ab)1 = {a1, b1} and γ(cd)1 = {c1, d1}. We then interfere the po-
larization components of the spatial modes {γ(ab)1 , γ(cd)1 } by way of BD4, whose output modes experience
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polarization interference at the polarizing beamsplitter PBSh, with one output monitored by the heralding
detector Dh. Here, the relative phases acquired by the propagation of fields γ1 before the detection at Dh are
given by φ(h)i ∈ {φ(h)1 , φ(h)2 , φ(h)3 }. We control φ(h)i with a set of Berek compensators.
A photoelectric detection of a single photon γ1 emitted indistinguishably by one of four ensembles
 = {a, b, c, d} prepares an atomic entangled state ρˆ(A)W , whose mutual phases φi ∈ {φ1, φ2, φ3} between
ensembles {a, b}, {a, c}, and {c, d} are φi = φ(w)i − φ(h)i for i ∈ {1, 2, 3}. To generate a ‘crossed’ quantum
state ρˆ(A)× , we replace PBSh with a non-polarizing beamsplitter BSh in the heralding interferometer (Fig.
9.4a), such that the fields γ(ab)1 and γ
(cd)
1 are mixed with orthogonal polarizations. While in practice we
do not discriminate events arising from the fields γ(ab)1 and γ
(cd)
1 , the intrinsic possibility of analyzing the
polarization state of the heralding photon to infer the two distinct events completely destroys the bipartite
coherence (and entanglement) for the split between {a, b} and {c, d}.
Finally, after a variable delay, a strong counter-propagating read pulse, with reading phases φ(r)i ∈
{φ(r)1 , φ(r)2 , φ(r)3 } set by {BD3,BD4}, transforms the entangled atomic components {a, b, c, d} of ρˆ(A)W to
entangled beams γ2 = {a2, b2, c2, d2} comprising the photonic state ρˆ(γ)W . The photonic phases {φ′1, φ′2, φ′3}
of ρˆ(γ)W depend on the overall accumulation of atomic phases φi via φ
′
i = φ
(r)
i −φi. Importantly, the set of cal-
cite displacers {BD1,BD2,BD3,BD4} forms an interferometrically stable four-mode Mach-Zehnder device,
in which any common-mode phase drift of {φ(w)i , φ(r)i , φ(h)i , φ′i} is passively counter-balanced over several
days. Thus, the entangled state ρˆ(A)W (ρˆ
(γ)
W ) in our experiment is generated with stable phases {φ1, φ2, φ3}
({φ′1, φ′2, φ′3}) from trial to trial, which can be transferred to independent reference frames for entanglement
verification without exploiting additional quantum channels110.
9.12.2 Operational procedures for entanglement verification
To verify the entanglement of the photonic state ρˆ(γ)W , we use a nonlocal, nonlinear uncertainty relation (ref.
38,
chapter 7), in which mode-entangled states for M > 2 can be efficiently detected with a significantly smaller
number of measurements than conventional techniques35,38, as discussed in chapters 7–8. Specifically, our
protocol requires measurements of (U) the photon statistics yc and (L) the mutual coherences ∆ of the mul-
tipartite entangled optical modes, as shown in Fig. 9.4b.
Operationally, we measure the entanglement parameters by first combining the four optical modes γ2 =
{a2, b2, c2, d2} with BD2 into two spatial modes γ(ab)2 = {a2, b2} and γ(cd)2 = {c2, d2}, with each mode
{a2, b2} ({c2, d2}) of γ2 encoded in the respective polarizations {|H〉, |V 〉} of γ(ab)2 (γ(cd)2 ). By rotating two
waveplates (λ/2)v before PBS1,2 between θ0 = 0◦ and θc = 22.5◦, and by reconfiguring the fiber-optical
connections, we switch between the measurement setups for accessing yc and ∆.
In particular, measuring the sum uncertainty ∆ involves pairwise interference of the optical channels
γ2 = {a2, b2, c2, d2}. The coherence properties of the photonic state are characterized by the stable photonic
phases of {φ′1, φ′2, φ′3}, and by the off-diagonal elements dαβ of ρˆ(γ)W (section 9.13.1). This requires high
phase stability of {β1, β2, β3}v for the relative optical paths of the verification interferometer shown in Fig.
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9.4b. Here, {β1, β2, β3}v denote to the relative phases between the modes {a2, b2}, {a2, c2}, and {c2, d2},
respectively. Additionally, {β1, β2, β3}v of each optical path leading from the output faces of the ensembles
must be tuned to {φ′1, φ′2, φ′3} such that maximum constructive interferences for the fields {a2, b2, c2, d2}
occur in a pairwise and sequential fashion (ref.35, see a similar setup in section 8.8.2). We achieve the
optimal settings of these phases by varying {β1, β2, β3}v and recording the sum uncertainty. Fig. 9.2a shows
such a measurement for β2.
To stabilize the verification phases {β1, β2, β3}v , we incorporated an auxiliary reference laser ~Eaux to
probe the interferometer during the laser cooling and trapping stage of our experiment via an ex-situ phase
modulation spectroscopy. The active stabilizations of {β1, β2, β3}v rely upon the passively stable paths of
the eight quantum fields {γ1, γ2}.
During the phase stabilization stage, the outputs of the verification interferometer are routed to a set of
auxiliary photodetectors by micro-electro-mechanical switches (MEMS) to monitor {β1, β2, β3}v . We also
use another set of MEMS for switching ~Eaux, which can extinguish the intensity of the reference laser with
an overall extinction of & 200 dB during the operation of the quantum interface. Additionally, by setting
the frequency of ~Eaux to the |s〉 − |e〉 transition of cesium, ~Eaux initializes the ensembles  = {a, b, c, d} to
the ground state |g〉 of the quantum interface. Based on the interference signal of ~Eaux, we apply a feed-
back signal to the two piezoelectric fiber stretching modules (FS) in Fig. 9.4 that control the relative path
lengths (β2) leading from the ensembles. The remaining phases {β1, β3}v are passively stabilized by stable
interferometers (over several days), and controlled independently with a set of calcite Berek compensators.
To operate the quantum interface (3 ms), (i) we set the control signals for the fiber stretchers to values
V0 + Vc, with set-point V0 corresponding to a fixed phase β2 of the interferometer during stabilization, (ii)
switch off the laser ~Eaux, and (iii) reroute the interferometer outputs to the single-photon countersDa,b,c,d via
the MEMS for 3 ms. This system allows to set the phase β2 to an arbitrary value by incrementing V0 by Vc
to V0 + Vc, with no degradation for the quantum statistics and coherence of ρˆ
(γ)
W . Moreover, the verification
phases remain stable for the 3-ms operating duration of the quantum interface. Thus, the asynchronous (‘ex-
situ’) sequences for acquiring and stabilizing {β1, β2, β3}v of the verification interferometer do not affect
the sensitive operation of the quantum interface. In addition, the asynchronous timings allow the generation
process of the atomic (photonic) entanglement with atomic (photonic) phases {φ1, φ2, φ3} ({φ′1, φ′2, φ′3}) to
be independent of the procedures for stabilizing the verification phases {β1, β2, β3}v , thereby satisfying the
entanglement verification criteria of ref.110.
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9.13 Quantum uncertainty relations and genuine multipartite entan-
glement
In order to verify the entanglement by way of {∆, yc}, we first evaluate the photon statistics {p0, p1, p≥2}
for the yc-measurement. Operationally, this is accomplished by measuring the individual probabilities qijkl
for i, j, k, l ∈ {0, 1} photons to occupy the respective optical modes γ2 = {a2, b2, c2, d2} at the output faces
of the ensembles via photoelectric detections {Πˆ(s)i }. For the ∆-measurement, we quantify the off-diagonal
coherence d of ρˆ(γ)W by pairwise interferences of all possible sets of modes α, β ∈ {a2, b2, c2, d2} with the
verification interferometer. The photon probabilities {p1000, p0100, p0010, p0001} at the output modes of the
verification interferometer thereby result from the coherent interferences of the four purportedly entangled
fields γ2 that depend on the phase orientations {β1, β2, β3}v of {Πˆ(c)i } (section 9.12.2).
Our conclusion of genuine multipartite entanglement for the atomic and photonic states {ρˆ(A)W , ρˆ(γ)W } does
not rely on weaker conditions based on the non-separability along any fixed bipartition of {ρˆ(A)W , ρˆ(γ)W }. The
genuine M -partite entangled states created from our experiment can only be represented as mixtures of pure
states that all possess M -partite entanglement, as for the case of genuine ‘k-producibility’ in multipartite
spin models39,40. We take caution that our entanglement verification protocol cannot be applied for verifying
the absence of entanglement for the physical state ρˆ(γ)W in an infinite dimension
206. Finally, we emphasize
that our analysis makes use of the full physical state {ρˆ(A)W , ρˆ(γ)W } including the vacuum component ρˆ0 and
higher-order terms ρˆ≥2, and does not rely on a spurious post-diction based upon a preferred set of detection
events (see sections 9.13.3–9.13.4).
In the following, I will derive useful relationships between the entanglement witness by way of quantum
uncertainty relations and other measures.
9.13.1 Relationship between quantum uncertainty and off-diagonal coherences
We derive here the general expression for the upper bound of the sum uncertainty ∆ as a function of the
coherence d. First, we note that ∆ is only sensitive to the 1-excitation subspace ρˆ1 of ρˆr with
ρˆ1 =

s1000 dab dac dad
d∗ba s0100 dbc dbd
d∗ca d
∗
cb s0010 dcd
d∗da d
∗
db d
∗
dc s0001
 ,
normalized such that Tr(ρˆ1) = s1000 + s0100 + s0010 + s0001 = 1. Here, the diagonal elements ~s1 =
{s1000, s0100, s0010, s0001} of ρˆ1 are related to the 1-photon probabilities ~q1 = {q1000, q0100, q0010, q0001} at
the faces of the ensembles via p1~s1 = ~q1. By transforming ρˆ1 into the basis spanned by {|Wi〉v}, we find
the expressions for the normalized output photon probabilities {p1000, p0100, p0010, p0001} of the verification
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Figure 9.5: Various imperfections in verification interferometer. The verification interferometer trans-
forms the input photonic modes γ2 = {a2, b2, c2, d2} to the output modes γ′2 = {a′2, b′2, c′2, d′2}. The projec-
tors Πˆ(c)i are transformed into imbalanced states pˆi
(c)
i due to losses and imbalances in the verification protocol.
The transmission efficiencies {η, η′} (blue) and beamsplitting ratios {α, α′} (red) are shown. Dashed arrows
are the auxiliary modes for loss propagations of the input state ρˆ(γ)W .
interferometer as functions of ~s1 and dαβ . The sum uncertainty ∆ is then expressed as ∆ = 34 − {(|dab| +
|dcd|)2 +(|dac|+ |dbd|)2 +(|dad|+ |dbc|)2}. Thus, we obtain ∆ . 34 (1−16d
2
). The average value of the six
unique off-diagonal elements is d = 16
∑
α,β |dαβ | with 0 ≤ d ≤ 1/4, and the effective interference visibility
is given by Veff = 4d.
9.13.2 Derivation of entanglement fidelity
We obtain here the expression for the lower bound unconditional entanglement fidelity F (A) = p˜1F1, where
p˜1 is the probability for a single spin-wave ρˆ
(A)
1 in the heralded state ρˆ
(A)
W , and F1 = 〈W1|ρˆ(A)1 |W1〉 is
the conditional fidelity for ρˆ(A)1 . We start by noting that the projective measurement Πˆ
(c)
i for ∆ gives the
conditional fidelity F1 of ρˆr onto one of four orthonormal W -states, |Wi〉v = |W1〉v , for example, |1000〉+
eiβ1 |0100〉 + eiβ2(|0010〉 + eiβ3 |0001〉). Hence, we can define ∆ = 1 − F 21 −
∑4
i=2 F
2
i in terms of the
respective overlaps Fi. Because of the orthonormality
∑4
i=1 Fi = 1, the sum uncertainty is bounded by
∆ ≥ 1− F 21 − (1− F1)2, whereby we obtain F1 ≥
√
1
2 (
1
2 −∆) + 12 . Finally, by combining the probability
p˜1 for exciting one spin-wave distributed among the four ensembles, we access the lower bound fidelity
F (A) ≥ p˜1(
√
1
2 (
1
2 −∆) + 12 ) obtained unconditionally for the heralded atomic state ρˆ(A)W . In principle,
the imbalances in the interferometer can rotate the projectors into non-orthonormal sets (ref.38, chapter 7).
However, the measured losses and the beam-splitter ratios are sufficiently balanced such that any changes in
F (A) due to modified projectors are well within the uncertainties of the data, as evidenced by the close-to-
unity projection fidelity F (pi) = 99.9+0.1−0.2% (section 9.13.3). In the experiment, p˜1 and F1 are determined
from the inferences of the spin-wave statistics (via yc), and of the coherences (via ∆), respectively.
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9.13.3 Numerical optimizations of the uncertainty bounds and their errors
In the presence of technical imperfections in the verification interferometer arising from imbalances in trans-
mission losses {η, η′} and beamsplitting ratios {α, α′} of Fig. 9.5, the ideal projectors Πˆ(c)i = |Wi〉v〈Wi|
evolve into modified sets pˆi(c)i = |W ′i 〉v〈W ′i |, which project the input ρˆr onto imbalanced W -states |W ′i 〉v ,
with chapters 7–8 providing further details. Generally, these projectors pˆi(c)i are non-orthonormal due to
the differential losses, but still span the single-excitation subspace ρˆ1 of ρˆr. Importantly, the reductions of
projection fidelities F (pi)i = v〈Wi|pˆi(c)i |Wi〉v ≤ 1 of pˆi(c)i can only decrease the efficacy of the verification
protocol for detecting larger sets of states that belong to the state space of genuine W -states. Therefore, the
observation of ∆ below the bounds ∆(M−1)b using the modified projectors is still a sufficient condition for
genuine M -partite entanglement (ref.38, chapter 7). In the experiment, the losses and beamsplitter ratios for
the interferometer are matched within 5%, as shown in Table 9.1.
To quantify the accuracies of our projectors pi(c)i to those of an ideal ∆-measurement, we numerically
simulate the projection fidelities F (pi)i of the modified pˆi
(c)
i , as implemented by the measurement apparatus in
Fig. 9.4b, to the ideal Πˆ(c)i . For this, we assume normal distributions for the parameters in Table 9.1 due to
their systematic uncertainties, and build histograms of F (pi)i in Fig. 9.6, which give the probability densities
pd(F
(pi)
i ) for F
(pi)
i such that
∫ 1
0
pddF
(pi)
i = 1. Due to the quadratic structure of the projection fidelities, F
(pi)
i
is insensitive to small variations in the parameters of Table 9.1 when the verification interferometer is close to
balanced (i.e., α12 ' α34 ' α′14 ' α′23 ' 1/2, η1 ' η2 ' η3 ' η4, and η′1 ' η′2 ' η′3 ' η′4). Thus, we find
a mean value F (pi) of the four projection fidelities with F (pi) = 14 (F
(pi)
a +F
(pi)
b +F
(pi)
c +F
(pi)
d ) = 99.9
+0.1
−0.2 %
by fitting the resulting probability densities p(i)d to asymmetric Gaussian distributions G(F
(pi)
i ). The close-
to-unity {F (pi)i } justify our analysis of the entanglement fidelities {F (A), F (γ)} for the atomic and photonic
states.
In addition, we extend this model to numerically minimize the uncertainty bounds {∆(3)b ,∆(2)b ,∆(1)b }
over the full range of yc for tripartite, bipartite entangled states, and for fully separable states, respectively
(refs.35,38, chapters 7–8). The calibration errors in the parameters of Table 9.1 give rise to the bands in the
uncertainty bounds of Figs. 9.2 and 9.3, which depict the ±1 s.d. uncertainties of the respective bound-
aries. In Fig. 9.7, we show the probability distributions of the bounds {∆(3)b ,∆(2)b ,∆(1)b } for the minimal
entanglement parameters {∆min, yminc } achieved in section 9.5.
Table 9.1: Experimental imperfections in verification interferometer. Measured beamsplitter values
{α, α′} and transmission efficiencies {η, η′} for the verification interferometer in Fig. 9.5 are shown. The
systematic uncertainties (δκ) of {κ} are fractionally (δκ/κ) = 0.05 for κ ∈ {α, α′, η, η′}. Note that
α12 ' α34 ' α′14 ' α′23 ' 1/2, η1 ' η2 ' η3 ' η4, and η′1 ' η′2 ' η′3 ' η′4.
α12 α34 α′23 α
′
14 η1 η2 η3 η4 η
′
1 η
′
4 η
′
2 η
′
3
0.51 0.49 0.50 0.48 0.52 0.54 0.52 0.50 0.95 0.96 0.91 0.93
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9.13.4 Data and error analysis
The calibration errors in Table 9.1 and the finite quantum efficiencies ηd for the non-number resolving (thresh-
old) detectors Di may cause the actual entanglement parameters {∆, yc} of the physical states {ρˆ(A)W , ρˆ(γ)W },
that result from the ideal POVM values of {Πˆ(c)i , Πˆ(s)i }, to be inferred incorrectly from our measurements. We
describe here how {∆, yc} can be conservatively estimated from the photoelectron statistics of the detectors
Di.
First, we confine our analysis to the reduced subspace ρˆr = p0ρˆ0 +p1ρˆ1 +p≥2ρˆ≥2 of the physical density
matrices {ρˆ(A)W , ρˆ(γ)W } up to one excitation per mode and ensemble. Importantly, this truncation process
can be simulated by local filters on the individual modes of {ρˆ(A)W , ρˆ(γ)W } and leads to a model-independent
 
 
 
 
 
 
 
 
 
 
 
0.4
0.3
0
0.1
0.2
0.3
0
0.1
0.2
0.3
0
0.1
0.2
0.3
0
0.1
0.2
0.98 0.985 0.99 0.995 1
Figure 9.6: Projection fidelities for quantum uncertainty relations. We show histograms for the projection
fidelities F (pi)i of the modified operator pˆi
(c)
i to the ideal Πˆ
(c)
i associated with detector Di for i ∈ {a, b, c, d}.
The mean value of the projection fidelities of 99.9+0.1−0.2 % is deduced by fitting the respective probability
densities p(i)d with asymmetric Gaussian distributions G(F
(pi)
i ) (see the main text).
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inference of the lower-bound entanglement of the full physical state {ρˆ(A)W , ρˆ(γ)W } (ref.27,34,110, chapter 3).
The truncations of {ρˆ(A)W , ρˆ(γ)W } into ρˆr also justify the use of single-photon avalanche photodetectors for the
(local) yc-measurement, since threshold detectors with finite efficiencies can be simulated by local filters110.
We extract the photon statistics for the diagonal elements {p0, p1, p≥2} of ρˆr by a Bernoulli inversion170 of
the photoelectron statistics at Di to the photon statistics qijkl at the faces of the ensembles (ref.35, chapter
8). The spin-wave statistics can then be deduced by back-propagating the field statistics at the face of the
ensembles to the spin-wave statistics {p˜0, p˜1, p˜≥2} for the reduced subspace of the ensembles, assuming
linear mapping from matter to light (refs.30,34, chapters 3 and 6).
For the sum uncertainty ∆, we additionally employ a numerical algorithm that estimates the upper bound
of ∆ for the one-excitation subspace ρˆ1. By defining the success probability q
(s)
i for a single-photoelectric
detection event pi to arise from ρˆ1, the single-photoelectron probability pi is given by (ref.
38, chapter 7),
pi = q
(s)
i p
(s)
i + (1− q(s)i )p(f)i . (9.5)
Here, p(s)i = Tr(pˆi
(c)
i ρˆ1) is the conditional probability for one photon at Di originating from ρˆ1, normalized
with
∑
i p
(s)
i = 1. On the other hand, p
(f)
i is the normalized probability for a false single-photon event based
on a spurious detection of a single photoelectron. Such an event can occur with a failure probability 1− q(s)i
if multiple photons are transmitted and registered at the same detector as a single photoelectron, or if the
higher-order terms ρˆ≥2 at the faces of the ensembles are transformed into a single photon before the detectors
by the lossy propagations (Table 9.1). Eq. 8.12 of chapter 8 (refs.35,38) provides the explicit expression for
q
(s)
i . We do not subtract spurious backgrounds from atomic fluorescence, scattering noise, and detector dark
counts.
Then, our goal is to unambiguously determine an upper bound of ∆ = 1 −∑i(p(s)i )2 for all possible
realizations of p(f)i . We constrain this optimization problem with a set of data for the measured single-
photoelectron probabilities pi (∆-measurement) and the photon statistics yc (thereby, {p0, p1, p≥2} of ρˆr), as
well as the transmission efficiencies in Table 9.1 and the detection efficiencies forDi. With these parameters,
we assign the success probability q(s)i of projecting the purported state ρˆr onto pˆi
(c)
i . Instead of algebraically
upper bounding ∆ (ref.38, see chapters 7–8), which can yield an unphysically large result ∆ > 0.75, we per-
form a Monte-Carlo analysis to numerically determine a set of p(s)i that maximizes ∆ within the physical limit∑
i p
(f)
i = 1 over the distributions of q
(s)
i . Here, the errors of q
(s)
i occur from the systematic uncertainties of
{η, η′} and of the detection efficiencies, as well as of the statistical uncertainties of yc of ρˆr.
This procedure was employed for all the data sets of Figs. 9.2 and 9.3 (as well as of Figs. 9.8–9.10)
to obtain conservative estimates of the entanglement parameters {∆, yc}. The numerical errors for the
Monte-Carlo simulations of all the data and the boundaries are well within < 0.1% of their overall un-
certainties. In Fig. 9.7, we display a histogram for the minimal entanglement parameters {∆min, yminc } =
{0.07+0.01−0.02, 0.038 ± 0.006} (section 9.5). We find that ∆min (black bars) is suppressed below ∆(3)b =
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0.261+0.010−0.015 (red bars) by 10 s.d. We emphasize that we do not subtract any noise in the detection statis-
tics nor do we post-select our data in the analysis, and thereby characterize the quantum state {ρˆ(A)W , ρˆ(γ)W }
that is physically available to the user.
9.14 Details on the theoretical model for the quantum interface
We describe theoretical models for the generation, storage, and transfer of the multipartite atomic state ρˆ(A)W =
Trh(ΠˆhUˆ
†
writeρˆ
(A)
g Uˆwrite) to the photonic state of ρˆ
(γ)
W = TrA(Uˆ
†
readρˆ
(A)
W Uˆread).
9.14.1 Entanglement generation
As we discussed in chapter 2, we begin our model with an interaction Hamiltonian (ref.4)
Hˆ
()
write/~ =
g0Ω
()
write
δ
(aˆγ1 Sˆ + aˆ
†
γ1 Sˆ
†
 ) (9.6)
for the parametric writing process of ensemble  with excitation parameter ξ = tanh(g0
∫
Ω
()
write(t)dt/δ).
Here, Ω()write (δ) is the Rabi frequency (detuning) of the writing laser, and aˆγ1 (Sˆ) is the annihilation operator
for the fields γ1 (collective excitations in ensemble ). The writing process transforms the initial atomic
state |g〉 into individual products of two-mode squeezed states between the fields γ1 and ensembles  via
Uˆwrite =
∏
 exp(i∆twHˆ
()
write/~), with the writing phases {φ(w)1 , φ(w)2 , φ(w)3 } included in Ω()write.
Upon the transformation of the fields γ1 by our heralding interferometer, we find that the output mode
operator for γ1 is given by (up to an overall normalization) aˆh 7→ aˆa1 + eiφ
(h)
1 aˆb1 + e
iφ
(h)
2 (aˆc1 + e
iφ
(h)
3 aˆd1),
where aˆi1 is the mode operator for the field i1 ∈ γ1. Here, we omit the vacuum terms because we make
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Figure 9.7: Numerical optimizations for the minimal entanglement parameters and the uncertainty
bounds. Histograms of a Monte-Carlo analysis for minimizing 1-mode bound ∆(1)b (purple bars), 2-mode
bound ∆(2)b (green bars), and 3-mode bound ∆
(3)
b (red bars) are shown for the smallest measured values of the
entanglement parameters {∆min, yminc } (black bars) in section 9.5. The vertical axis is the probability density
pd corresponding to the respective value of ∆. The lines are fits to Gaussian distributions pd(∆) = G(∆)
with asymmetric widths for ±1 s.d.
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use of normally ordered expectation values. Additionally, the heralding measurement Πˆh with the threshold
detector Dh is modeled with ηh, describing the overall efficiency for detecting γ1 (including losses in the
heralding channels, quantum efficiency of Dh and mode-matching efficiency to the collective state74), where
Πˆh = 1−
∞∑
n=0
: (−ηhaˆ†haˆh)n :
n!
. (9.7)
Therefore, by calculating ρˆ(A)W = Trh(ΠˆhUˆ
†
writeρˆ
(A)
g Uˆwrite) for ρˆ
(A)
g = |g〉〈g| and ηh  1, we obtain the
analytic expression of the atomic state ρˆ(A)W in Eq. 9.3 in the ideal case without additional noise (see section
9.14.4 for our noise model). The atomic entangled state ρˆ(A)W is thereby obtained non-destructively from a
quantum measurement Πˆh on the heralding systems γ1, whereby the higher-order contamination ρˆ
(A)
≥2 scales
with ξ instead of ξ2. The creation of ρˆ(A)W is then heralded by the photoelectric detection Πˆh of the fields γ1
with probability ph = Tr(ΠˆhUˆ
†
writeρˆ
(A)
g Uˆwrite).
9.14.2 Entanglement transfer
The transfer of the stored quadripartite entanglement to the photonic entanglement is described by a linear
mapping process Uˆread (ref.86, chapter 2), which transfers the delocalized collective state |s〉 of the ensembles
 to the individual fields γ2 with retrieval efficiency ηread. The reading process then generates a photonic state
ρˆ
(γ)
W = TrA(Uˆ
†
readρˆ
(A)
W Uˆread) via a ‘beamsplitter’ rotation Uˆread of ρˆ
(A)
W into ρˆ
(γ)
W with a ratio given by ηread
(and reading phases {φ(r)1 , φ(r)2 , φ(r)3 }), after which the atomic states are traced over.
9.14.3 Entanglement verification
Finally, we model the photoelectric detection statistics of the photonic state ρˆ(γ)W at Da,b,c,d. The detection
probabilities for the output channels γ′2 = {a′2, b′2, c′2, d′2} of the entanglement verification setups in Figs.
9.4b and 9.5 can be modeled with projectors
Πˆ
(γ′2)
0 =
∞∑
n=0
: (−ηγ′2 aˆ
†
γ′2
aˆγ′2)
n :
n!
(9.8)
for null events, and
Πˆ
(γ′2)
1 = 1− Πˆ(γ
′
2)
0 (9.9)
for events that register one or more photons. Here, ηγ′2 is the overall efficiency for detecting a photon in field
γ′2 at Da,b,c,d.
The photoelectric detection probabilities p(c,s)ijkl for counting i, j, k, l photoelectrons at Da,b,c,d can be
calculated from the projectors Πˆ(c,s)ijkl = Πˆ
(a′2)
i Πˆ
(b′2)
j Πˆ
(c′2)
k Πˆ
(d′2)
l , via p
(c,s)
ijkl = Tr(Πˆ
(c,s)
ijkl ρˆ
(γ)
W ), for the respective
configurations {c, s} of ∆ and yc setups in Fig. 9.4b. Finally, the mode operator aˆγ′2 for the output channel
γ′2 is given by (aˆa′2 , aˆb′2 , aˆc′2 , aˆd′2)
T = Uˆ (c,s) · (aˆa2 , aˆb2 , aˆc2 , aˆd2)T . Here, the transfer matrix Uˆ (c,s) is (i) a
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unity matrix Uˆ (s) = I for the yc-measurement, and (ii)
Uˆ (c) =
1
2

1 eiβ1 eiβ2 ei(β2+β3)
1 −eiβ1 −eiβ2 ei(β2+β3)
1 −eiβ1 eiβ2 −ei(β2+β3)
1 eiβ1 −eiβ2 −ei(β2+β3)
 (9.10)
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Figure 9.8: Statistical evolutions of the individual entanglement parameters. The data points and black
line depict the statistical dependences of a, ∆ and b, yc to the heralding probability ph(ξ) for Fig. 9.2b. c, We
also display the expanded view of the entanglement parameters {∆, yc} depicting the statistical transitions
of multipartite atomic entanglement (inset of Fig. 9.2b). The thermal behaviors {∆(T ), y(T )c } of the thermal
equilibrium states ρˆ(H)G and ρˆ
(LMG)
G of the Heisenberg-like and the Lipkin-Meshkov-Glick models are shown
as red dashed and blue dash-dotted lines, respectively. Here, the horizontal axis is the heralding probability
ph(ξ), with thermal excitation given by ξ = e−βT J for the spin models.
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Figure 9.9: Temporal decay of coherences stored in four atomic ensembles. a, Evolution of the photon
probabilities {p1000, p0100, p0010, p0001} for occupying the output modes of the verification interferometer
(∆-measurement) versus storage time τ . For readability, the heights of the bars are shown in accord to the
color convention of the inset i. Error bars, shown as grey squares, reflect the statistical uncertainties for
each point. b, Photon probabilities {p1000, p0100, p0010, p0001} from our theoretical model, which assumes a
memory time determined from the temperature of the cold atomic samples and the net momentum transfer to
the atomic spin-waves (chapter 2).
for the ∆-measurement (Fig. 9.5), where we assume balanced loss in writing Eq. 9.10, but not for our general
analysis.
9.14.4 Incorporating noise into the model
To include the effects of atomic fluorescence and laser scattering noise emanating from the writing and
reading processes, as well as of the background contamination including dark counts in the detectors, we mix
dephased coherent states ρˆrB ,q =
∫ ||rB |eiφq 〉q〈|rB |eiφq |dφq and ρˆrI ,q = ∫ ||rI |eiφq 〉q〈|rI |eiφq |dφq into
quantum channels q ∈ {γ1, γ2} of the initial state, and find that
ρˆ(A)g =
∏

|g〉〈g|
∏
γ1
(ρˆrB ,γ1 ⊗ ρˆrI ,γ1)
∏
γ2
(ρˆrB ,γ2 ⊗ ρˆrI ,γ2), (9.11)
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with quantum fields γ1 = {a1, b1, c1, d1}, γ2 = {a2, b2, c2, d2}. Here, {rB , rI} are the respective probability
amplitudes for the background and intensity-dependent noises (atomic fluorescence and scattering noise). In
the experiment, we directly measure the noises |rB,γ1 |2, |rB,γ2 |2, and |rI,γ2 |2. We also infer the heralding
and retrieval efficiencies {ηh, ηread}, as well as the scattering noise |rI,γ1 |2 ∝ |Ω()write|2 for the writing laser by
independently measuring the individual quantum correlation functions gγ1,γ2 for the fields {γ1, γ2}, following
the methods in refs.30,34,74 and chapters 3, 6.
Finally, using the initial state of ρˆ(A)g in Eq. 9.11, we approximate the physical state of ρˆ
(A)
W = Trh(ΠˆhUˆ
†
write
ρˆ
(A)
g Uˆwrite). We then simulate ρˆ
(γ)
W = TrA(Uˆ
†
readρˆ
(A)
W Uˆread) as well as the various expectation values of 〈Πˆ(c,s)ijkl 〉
associated with the photoelectron statistics p(c,s)ijkl of {∆, yc}. Finally, we perform the numerical algorithm
described in section 9.13.4 and obtain the theoretical expectations of {∆th, (yc)th} as functions of heralding
probability ph, shown in Fig. 9.8. The theoretical curves in Fig. 9.2 are given by the parametric dependences
of the entanglement parameters {∆th, (yc)th} to the heralding probability ph.
9.14.5 Temporal dynamics of atomic multipartite entanglement
As described in section 9.9, the decoherence mechanism for the atomic W -state ρˆ(A)W (τ) is dictated primarily
by the motional dephasings of spin-waves (ref.82, chapter 2). Qualitatively, the dephasings of the ensembles
 = {a, b, c, d} arise from independent evolutions of the spatial phases φ(sw)j (τ) = δ~k · ~rj(τ) + φi imprinted
on the spin-waves |s(τ)〉 =
∑
j e
iφ
(sw)
j (τ)|g · · · sj · · · g〉 due to thermal motions, where δ~k = ~kw − ~k1
and φi = φ
(w)
i − φ(h)i . Specifically, by assuming a Boltzmann velocity distribution with a mean velocity vt
for each ensemble , we find analytically that the probability pc for the coherent atomic component ρˆ
(A)
c of
ρˆ
(A)
W (τ) decays over time τ , following pc ∝ |〈s(0)|s(τ)〉|2 ' e−τ
2/τ2m + O(1/NA,) (refs.82,114, chapter
2).
We follow a procedure similar to section 9.14 to simulate the dynamics of the atomic W -state ρˆ(A)W (τ).
In particular, absent any noise (i.e., ρˆ(A)g = |g〉〈g|) and for ηh  1, we obtain the atomic dynamics
ρˆ
(A)
W (τ) ' (1− 3ξ)(cos2θ(τ)ρˆ(A)c + sin2θ(τ)ρˆ(A)n )
+3ξρˆ
(A)
≥2 +O(ξ2), (9.12)
where the mixing angles are cos2θ(τ) = e−τ
2/τ2m and sin2θ(τ) = 1 − e−τ2/τ2m . Thus, the decoherence
for the atomic W -state results from the incoherent mixing of the initial superradiant state ρˆ(A)c ' |W 〉A〈W |
at τ = 0 to mixtures of subradiant states ρˆ(A)n at τ > 0, which increase the vacuum component ρˆ0 for
the photonic state ρˆ(γ)W . In turn, the increase of the subradiant states ρˆ
(A)
n contributes to a reduction in the
coherent component ρˆ(A)c of ρˆ
(A)
W (τ), as well as to a build-up of uncorrelated atomic noise ρˆ
(A)
≥2 relative to
ρˆ
(A)
c . The net effect is a simultaneous degradation of the entanglement parameters {∆, yc} with a time-scale
τm = 1/(|δ~k|vt) ' 17 µs. For the actual simulations in Fig. 9.2, we perform the full calculations including
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Figure 9.10: Temporal evolutions of the individual entanglement parameters. Due to the motional de-
phasings of the spin-waves, the experimentally measured entanglement parameters (black points), for a,
∆(τ), and for b, yc(τ), increase with a time-scale τm ' 17µs. The theoretical simulation for the tempo-
ral behavior of {∆, yc} is displayed as a black solid line. The gray band around the theoretical curve δ(τ)
represents the 1/e uncertainty of the simulation due to the systematic error of the measured overlap λ.
section 9.14 to incorporate the atomic fluorescence, laser scattering, and background noise.
Fig. 9.9 illustrates the temporal reduction in the overall coherence d of the full quadripartite state in our
experiment (see section 9.6). Operationally, the loss of coherence is observed in terms of the decrease in
imbalances among {p1000, p0100, p0010, p0001} as a function of storage time τ , and hence to an increase in ∆.
The behavior of the experimentally observed photon probabilities in Fig. 9.9a results from the progressive
decay of the initial coherence for ρˆ(A)W (τ0) at τ0 = 0.2 µs for which Veff(τ0) = 4d = 0.95 ± 0.02, evolving
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then to Veff(τf ) = 0.10+0.25−0.10 for the final state ρˆ
(A)
W (τf ) measured at τf = 36.2 µs. The observed evolution
is qualitatively in good agreement with our theoretical model of the photon probabilities shown in Fig. 9.9b.
The spin-wave statistics are similarly modified by phase decoherence leading to an increase of yc, from
yc(τ0) = 0.03± 0.01 to yc(τf ) = 0.74± 0.34.
Finally, in Fig. 9.10, we show the dissipative dynamics of the atomic W -state (section 9.6), displayed
independently for ∆(τ) (Fig. 9.10a) and yc(τ) (Fig. 9.10b). The complete 3-dimensional dynamics of the
atomic W -states is displayed in Fig. 9.3. The temporal behaviors of {∆(τ), yc(τ)} in our experiment of
the quadripartite atomic state (black points) are in qualitatively good agreement with the simulated dynamics
for ρˆ(A)W (τ) (black line). However, for ∆, we find that our data points consistently lie above the theoretical
dynamics for ρˆ(A)W (τ).
One possible explanation is that for the ∆-measurement, stringent interferometric stabilities and excellent
overlaps λ, close to unity, are required for all the 16 spatio-temporal modes {~k, s}, composed of the 8 quan-
tum fields γ1 = {a1, b1, c1, d1} and γ2 = {a2, b2, c2, d2}, as well as of the 8 classical writing and reading
pulses, with s corresponding to the polarization state of each field. Ultimately, the wavepacket overlap for
the entangled fields γ2 = {a2, b2, c2, d2} is limited by the differential optical depths of the cold samples
{a, b, c, d}, which in turn yield differential group velocities during the slow light process of coherent transfer
from ρˆ(A)W to ρˆ
(γ)
W by way of dynamic electromagnetically induced transparency (ref.
86, chapter 2).
We include this effect in the model via a field overlap λ (ref.150), where a fit corresponding to Fig. 9.8
gives λ = 0.98 (λ = 0.95 for Fig. 9.10a), with similar results obtained from the calculation of overlap for
the measured temporal shapes of the wave-packets γ2 = {a2, b2, c2, d2}. For the simulated dynamics of
Fig. 9.3a (section 9.6), we use the field overlaps λ obtained independently from classical measurements of
the interferometric visibility for both ‘classical’ (write, read) and ‘quantum’ interferometers (quantum fields
γ1, γ2). Thus, the discrepancy in ∆(τ) can be largely attributed to the systematic uncertainty in the inference
of λ = 0.97 ± 0.03, with the uncertainty corresponding to the dynamics of ∆(τ) shown as a gray band in
Fig. 9.10a.
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9.15 Entanglement thermalization
Here, we formulate the thermal equilibrium state ρˆG (refs.39,297) of a Heisenberg-like model HˆH and a Lipkin-
Meshkov-Glick model HˆLMG, as presented in Fig. 9.2b of section 9.5 (see also Fig. 9.8c). We compare the
entanglement parameters {∆(T ), y(T )c } obtained from HˆH and HˆLMG to the observed statistical behavior of
the quadripartite states of the ensembles.
9.15.1 Heisenberg-like model
We begin with a Heisenberg-like Hamiltonian HˆH of four (Ns = 4) spins {i, j} of spin vectors ~S(i) =
{Sˆ(i)x , Sˆ(i)y , Sˆ(i)z } with isotropic infinite-ranged ferromagnetic interaction (Jij = J > 0 for all {i, j}), where
HˆH = − J
Ns
∑
〈i,j〉
~S(i) · ~S(j) + hz
∑
i
Sˆ(i)z + Hˆp.
Here, HˆH includes a standard Heisenberg interaction − JNs
∑
〈i,j〉 ~S
(i) · ~S(j) + hz
∑
i Sˆ
(i)
z , as well as a spin-
projection term Hˆp = 2hz|S,−S〉〈S,−S|which selects out the collective spin state |S,−S〉with bias energy
2hz and suppresses the thermal equilibrium population of |S,−S〉 .
Since the Hamiltonian HˆH commutes with the collective spin operators {~S2, Sˆz} ≡ {(
∑
i
~S(i))2,
∑
i Sˆ
(i)
z },
HˆH is diagonal in the basis of collective spin states |S,M〉 for 0 ≤ S ≤ Ns/2 and −S ≤ M ≤ S. The
eigenenergies are
ES,M =
−
J
4S(S + 1) + hzM +
3J
4 , if |S,M〉 6= |2,−2〉
− 3J4 , if |S,M〉 = |2,−2〉.
The degeneracy for |S,M〉 is given by DS = (2S+1)Ns!(Ns/2+S+1)!(Ns/2−S)! (ref.170). Importantly, for any value
of hz > 0, the ground state is |2,−1〉 ≡ |W1〉 = 12 (|1000〉 + |0100〉 + |0010〉 + |0001〉) with energy
E2,−1 = − 3J4 − hz . In the following sections, we will set the magnetic field to hz = J/2.
9.15.2 Thermal equilibrium state
We solve for the Gibbs state, ρˆ(H)G =
1
Z e
−βT HˆH , where Z = Tr(e−βT HˆH) is the partition function and
beta parameter βT = 1/kBT for thermal energy kBT at temperature T . Explicitly, we obtain ρˆ
(H)
G =
1
Z
∑
S,M DSe
−βT ES,M ρˆS,M . Here, the component ρˆS,M is a mixed state that contains all possible |S,M〉
for the degeneracy of DS ; e.g., ρˆ1,−1 = 13 (|W2〉〈W2| + |W3〉〈W3| + |W4〉〈W4|) is a mixture of three non-
symmetrized single-excitation W -states, {|W2〉, |W3〉, |W4〉}.
By mapping the spin-states to number-states (| ↓, ↑〉 7→ |0, 1〉) a, we obtain a Gibbs number-state ρˆ(n)G in
the form of
ρˆ
(n)
G (T ) = p0ρˆ0 + p1ρˆ1 + p≥2ρˆ≥2, (9.13)
aPhysically, the transfer of the spin-states to number-states can be accomplished by coherent mapping to photons.
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as in the reduced density matrices ρˆr of {ρˆ(A)W , ρˆ(γ)W }. Our goal is to calculate the thermal (T ) behavior of
multipartite entanglement39,297 for ρˆ(n)G via the entanglement parameters {∆(T ), y(T )c }.
Because the vacuum component ρˆ0 and the higher-order terms ρˆ≥2, as well as the non-symmetric single-
excitation states ρˆ1,−1 of ρˆ1 are more energetic than the ground state |W1〉, the Gibbs state ρˆ(n)G (T = 0) is
the symmetric W -state |W1〉〈W1| at zero temperature. For low temperature (βT  1), we approximate ρˆ(n)G
by
ρˆ
(n)
G (T ) ' Z0ρˆ0 + Z1ρˆ1 + (1− Z1 − Z0)ρˆ≥2, (9.14)
with Z0 = e
3βT J
4 and Z1 = ZW + 3ZX . The single-excitation subspace ρˆ1 is
ρˆ1(T ) ' 1
Z1
(ZW |W1〉〈W1|+ 3ZX ρˆ1,−1), (9.15)
with ZW = e
βT (4hz+3J)
4 , ZX = e
βT (4hz−J)
4 . Here, the thermal excitations from the ground state |W1〉〈W1|
to one of ρˆ1,−1 occur with probability ξ = ZX/ZW = e−βT J .
9.15.3 Entanglement parameters
For the sum uncertainty ∆(T ), we only consider the single-excitation subspace ρˆ1 (Eq. 9.15). The probability
to find |W1〉 is p1000 = 〈W1|ρˆ1|W1〉 = 11+3e−βT J , whereas the probabilities to find the non-symmetric states
are p0100 = p0010 = p0001 = e
−βT J
1+3e−βT J . For βT  1, we deduce the sum uncertainty ∆(T ) ' 6e−βT J = 6ξ.
Similarly, we find the quantum statistics y(T )c ' 163 e−βT J = 163 ξ. Thus, the parametric relation
∆(T ) ' 6× 3
16
y(T )c =
9
8
y(T )c (9.16)
replicates the statistical behavior of ∆th ' 98 (yc)th for the ensembles (section 9.14) in the low-excitation
regime (equivalent to βT  1).
By performing the full calculation of {∆(T ), y(T )c } for ρˆ(n)G without any approximations and by inserting
the excitation probability ξ = e−βT J into the expression of heralding probability ph(ξ) for ρˆ
(A)
W (section
9.14), we compare the theoretical expectations {∆(T ), y(T )c } of the thermal state ρˆ(H)G to the experimental
data, presented in Fig. 9.2b as a red dashed line (section 9.5; see also Fig. 9.8c). In Fig. 9.8, we plot
the dependences of the individual parameters ∆(T ) and y(T )c to ph as red dashed lines. The panels on the
right-hand side show the log-log scale plots of the figures for small values of ξ.
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9.15.4 Lipkin-Meshkov-Glick model
We simulate the entanglement parameters {∆(T ), y(T )c } of a thermal equilibrium state ρˆ(LMG)G for an isotropic
Lipkin-Meshkov-Glick (LMG) Hamiltonian HˆLMG (refs.298–300), where
HˆLMG = −J
4
∑
〈i,j〉
(Sˆ(i)x Sˆ
(j)
x + Sˆ
(i)
y Sˆ
(j)
y ) + hz
∑
i
Sˆ(i)z ,
with infinite-range interactions J > 0. The energy states are the collective spin states |S,M〉 with the
eigenenergy ES,M = −J4 (S(S + 1)−M2) + J2 + hzM. By setting hz = J/2, the ground state can be made
|W1〉. Proceeding with the methods in sections 9.15.2–9.15.3, we calculate {∆(T ), y(T )c } for the Gibbs state
ρˆ
(LMG)
G of HˆLMG, as depicted in the blue dash-dotted lines of Fig. 9.8 and Fig. 9.2b.
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Chapter 10
Conclusion and outlook
10.1 Conclusion
So here I am at the very last chapter of my doctoral thesis. I find it difficult not to feel nostalgic about
my experience in the Caltech quantum optics group over the past 5 years. I am fortunate to have led and
undertaken a ‘collective’ endeavor of an ‘ensemble’ of many brilliant scientists. Looking back, my stay at
Caltech was a tremendous journey of excitement, passion, trust, and fulfillment shared collectively among
my peers and myself, as we faced and solved challenges in the lab. Indeed, this thesis is a result of many
people’s hard work and collaboration, and I acknowledge their tireless contributions to the body of work
for my doctoral thesis, as further summarized in the acknowledgement section. Personally, developing keen
fellowship with these people has been by far one of the most meaningful achievements I have made during
my time here. I hope that by writing this thesis I have adequately summarized the scientific advances of our
experiments in the unifying theme of quantum networks, which we have contributed to a field that has been
growing at an explosive pace (chapters 1–2).
In this thesis, I presented a series of experimental and theoretical studies (chapters 3–9), which, I be-
lieve, have made important contributions to the field (chapter 1). Following the Duan-Lukin-Cirac-Zoller
protocol4, we have studied in detail the decoherence mechanism for the entanglement stored in two atomic
ensembles (ref.34, chapter 3), demonstrated the first functional quantum nodes for the DLCZ quantum net-
work (ref.36, chapter 4), and made the initial step towards entanglement connection (ref.37, chapter 5). We
have demonstrated the first reversible mapping of photonic entanglement into and out of quantum memories
(ref.30, chapter 6). We have theoretically developed a nonlocal, nonlinear entanglement witness based on
quantum uncertainty relations to efficiently characterize multipartite entanglement (ref.38, chapter 7), and ap-
plied the entanglement verification protocol to verify multipartite mode-entanglement for one photon (ref.35,
chapter 8). Finally, we have achieved measurement-induced entanglement of spin waves among multiple
quantum memories and opened new prospects towards multipartite quantum networks (ref.33, chapter 9).
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10.2 Outlook
In less than a decade since the initial demonstrations of a quantum interface between light and matter90,91,
light-matter quantum interface has become one of the pillars in the field of quantum information processing
and communication, and one of the most active areas of research at the present time. A number of the
experiments has made fundamental discoveries of new physical processes of controlling quantum coherence
and entanglement, with promising results revealing various paths towards the realization of scalable quantum
networks, including those in chapters 3–9.
Despite the remarkable advances, the current state of the art is still primitive relative to that required
for the robust and scalable implementation of sophisticated network protocols (see chapter 9). One of the
long-standing issues in achieving a large-scale quantum network is the unfavorable laboratory scalability
for free-space ensemble-based approaches. Indeed, an important drawback of the current experiments in
my thesis is the tremendous technical complexities required to implement even the rudimentary quantum
information operations with sufficient fidelities for quantum error-corrections, as vividly illustrated in Fig.
10.1. I believe that this brings a very pragmatic opportunity for us to transit from the present free-space
quantum optical laboratory to nano-integrated systems comprised of ultracold atomic ensembles and solid-
state spin ensembles interacting on a photonic waveguide circuit.
An initial step towards such a hybrid quantum system was made in 2008 with our proof-in-principle
experiment, whereby an entangled state between two cold atomic ensembles was created by the reversible
and deterministic mapping of an entangled state of light (ref.30, chapter 6). More recently, we achieved the
coherent transfer of the quantum information stored in multipartite entangled spin waves of four quantum
nodes of a network to multipartite entangled beams of light, each propagating through individual photonic
quantum channels (ref.33, chapter 9). Importantly, these recent experiments are natural precursors for creating
a ‘hybrid’ entangled state for many solid-state and spin-wave qubits via the coherent mapping of a photonic
entangled quantum bus over a ‘lithographically patterned’ quantum network.
In addition, I am particularly interested in studying the behavior of quantum entanglement in quantum
many-body systems39,40. For example, in chapter 9, we investigated the thermal entanglement for the ‘spin
waves’ in quantum magnets and related such thermal spin relaxation processes to the statistical behavior of
our system of four atomic ensembles33. Creating such theoretical and experimental tools to probe quantum
critical phenomena would contribute to the study of quantum entanglement in condensed matter systems
and the creation of nonlocal quantum phases that have not heretofore existed33. Theoretical investigations
of entanglement verification are crucial in this area of research33,57,121,208, in conjunction with developing
experimental tools for quantum information processing (refs.30,33, chapter 6 and 9).
In line with a broader scope of the program towards a hybrid quantum network, such a lithographic opti-
cal network may provide an attractive platform to create and control exotic quantum phases associated with
novel ‘classes’ of entanglement. I am intrigued by the aspect that these quantum phases may be ‘induced’
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Figure 10.2: Tapered fiber profile measured by a scanning electron microscope (SEM). We show the
tapered fiber profile based on SEM images taken by Daniel Alton and Clement Lacroute for a pulled SiO2
fiber. The theoretical line (red line) is based on a simple model of volumetric conservation of the initial
cylindrical fiber for a given hot-spot region, which results in an exponential tapering of the fiber radius301.
The fiber radius at the center is a0 ' 250 nm over a flat region of z0 ∼ 6 mm.
with nonlocal interactions of atomic pseudo spins and electronic spins by quantum-state exchanges and tele-
portation over quantum networks8. The research performed towards this end is both of fundamental interest
for enhancing our understanding of quantum physics and of potential technological importance. Its highly
interdisciplinary character encompasses a broad spectrum of fields in physics as well as in computer science
and information theory.
10.3 Trapping atomic ensembles with evanescent waves of a nanofiber
Along this line, my colleagues and I are now involved in a long-term program of integrating ‘quantum tran-
sistors’ of atom-like qubits and ‘quantum interfaces’ to achieve connectivity for the quantum information
stored in spin-wave quantum memories1 to single photons and phonons, with the ‘quantum wiring’ provided
by the quantum circuits imprinted on nanophotonic structures139,302. Recent advance includes the observa-
tions of electromagnetically induced transparency for trapped ultracold atoms in hollow core fibers303–306,
as well as the trapping and probing of atomic ensembles via the evanescent fields surrounding tapered
nanofibers291,307–309.
While prominent examples of off-resonant interaction between evanescent waves and matter have used
planar dielectric geometry for atom optics and interferometry310–312 as well as for surface traps of quan-
tum degenerate gases313–315, recent progresses of atom-light interactions with optical waveguides291,305–309
set the stages for the fiber integrations of free-space quantum systems in a quantum network (chapters 3–9)
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ba
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fiber
Figure 10.3: A nanofiber trap for atomic ensembles. a, CAD drawing (Solidworks) of the fiber trap setup.
b, A photo of the nanofiber probing laser-cooled cesium atoms in a UHV chamber. The red glow of the
tapered nanofiber is due to the Rayleigh scattering of blue-detuned evanescent fields (λb = 687 nm).
via quantum-state transfer between matter and light30,33 and for the localization and strong coupling of sin-
gle atoms and photons near microcavities153,316. Furthermore, these effective 1-dimensional systems may
be applied for investigating quantum many-body phenomena with long-range interactions mediated by the
waveguide317.
As a first step, my colleagues and I have been investigating a nanofiber atom trap (a0 = 200 ∼ 250
nm radius), for which single atoms can be trapped within the small mode-volume of the evanescent fields.
Inspired by the initial experiments133,291,292,318, we have theoretically developed a novel state-insensitive two-
color fiber trap to increase coherent times τc and trap life time τt (Fig. 10.5). As illustrated in Fig. 10.5, the
engineered potential Utrap provides 3-dimensional confinement for trapping single atoms 150 nm away from
the nanofiber with trap depths up to Utrap ' 0.5 mK (ref.319).
Recently, we have fabricated such a nano-thin tapered optical fiber from a flame-brushing technique with
hydrogen torch in lab 1 (for a nice review of diverse techniques used for tapered fiber fabrication, I refer
to ref.320). While Daniel Alton, Clement Lacroute, and Tobias Thielle in lab 1 led the responsibility for
the fiber fabrication and the pulling setup321, Aki and I have also contributed to the characterization of the
polarization properties of the fabricated nanofibers and to the theoretical understanding of the fiber pulling
process301,320,322–325. In particular, Daniel Alton and Clement Lacroute can now pull fibers quite consistent
with the theoretically simulated fiber profile301, as shown by Fig. 10.2.
We have placed such a nanofiber in our vacuum chamber shown in Fig. 10.3 and we are currently work-
ing towards trapping an atomic ensemble around the fiber. We have observed the transmission spectrum T
with thermal cesium atoms released from a magneto-optical trap by the near field of the optical nanofiber
in Fig. 10.4a and determined a resonant optical depth of d0 = (5.8 ± 0.3) × 10−3 by a probe laser Ep at
the 6S1/2, F = 4 ↔ 6P3/2, F = 5 transition. From the measured phase space density, we extrapolate that
only ∼ 1 atom is present on average within the interaction volume. We also measured the saturation effect
of the atomic dipole via the evanescent field Ep, and studied preliminary results for the mechanical effects of
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Figure 10.4: Probing cold atoms with a tapered nanofiber. a, The evanescent field of the tapered nanofiber
is used to probe the transmission T of the nanofiber near the cycling transition F = 4 (6S1/2) ↔ F = 5
(6P3/2) of atomic cesium, as a function of detuning δ. The measured linewidth of the transition is Γ =
7.7 ± 0.9 MHz, with a small optical depth d0 = (5.8 ± 0.3) × 10−2 on resonance, due to the limited phase
space density of the magneto-optical trap at the time. The red band is the 1/e confidence level of a Lorentzian
fit. b, Observation of saturation effects for thermal atoms nearby a nanofiber.
the atoms by the probe laser. Theoretically, we are further exploring novel state-insensitive trapping geome-
tries with the adiabatic trapping potential predicted in Fig. 10.5. The details of the theoretical calculations,
however, will be discussed elsewhere.
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Figure 10.5: Trapping single atoms with nanofibers. A two-color optical trap around a nanofiber319. The
trapping potential Utrap is generated by two evanescent fields that provide a 3D confinement for the trapped
atoms outside the 500 nm diameter optical fiber, shown in a, the x-y plane, and in b, x-z plane. Specifically,
Utrap results from two counter-propagating red-detuned beams (935 nm, red arrows), and a blue-detuned beam
(687 nm, blue arrow) in a ‘magic’ configuration, as shown in the inset. The standing wave structure of the
attractive red-detuned field and the repulsive force from the blue-detuned beam enable trapping of single
atoms at each node of Utrap near the dielectric waveguide despite the strong surface potential Usurface, thereby
reducing collisional and motional dephasing of spin waves.
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Appendix A
Electronic circuitry
A.1 Designing printed circuit boards
Printed circuit boards provide a convenient platform for assembling electronic circuits. Comprised of sand-
wiches of alternating insulating and conducting layers (including signal traces and reference planes), proper
PCB designs can be a challenging task. Nonetheless, PCB design is one of the most important tasks in achiev-
ing optimal performance of the final system. For example, the track length of the PCBs can be shortened to
reduce the overall delaya, and the tracks can be patterned for controlled line impedance in the high-frequency
domain by way of transmission lines. In this appendix, I discuss basic technical considerations for designing
electronic circuits and for producing PCBs326,327 with a few examples of digital and analog circuits I have
used in the lab. In the ‘lab 2 disc’, you can find more electronic files for the PCB boards (e.g., high-voltage
amplifier, bias coil controller, and phase-sensitive detectors) designed since 2006. For an in-depth treatment
of PCB designs and instructions, I refer to ref.327.
Printed circuit board technology has made great improvements in manufacturing tolerance and board
density over the years, but the basic construction layout has not changed significantly. PCB are made out
of patterned copper sheets (with etching) on a dielectric insulator such as FR-4 epoxy fiberglass. A simple
multilayer PCB consists of (from top to bottom): A silkscreen, top solder mask, top copper plane, inner
ground plane, inner power plane, bottom copper plane, bottom solder mask. The silkscreen layer outlines
the components and texts (yellow ink). The front and back planes form the component footprints, whereby
the vias and traces are etched away. This allows to interconnect components on the same plane (traces) and
components from the top to the bottom planes (vias). It is a good practice to order the board with solder
masks to prevent solder bridges from forming between adjacent pads and traces.
Also, it may be useful to begin with a multilayer (e.g., 4-plane) board if you have high-power or high-
frequency components which may cause electromagnetic interference (EMI) radiation. The two additional
copper planes serve as the power and ground planes. This may be useful for high-speed digital circuits, where
aFor modern digital circuits, it is common to find clock speeds greater than 1 GHz. For high-frequency analog components, the
servo bandwidth may be limited simply by the propagation distance of the signals.
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one can reduce the power wiring inductance and impedance to the high-speed components. By placing the
tracks on the inner planes (i.e., creating a stripline), the outer conducting planes can shield high-frequency
radiation and improve the noise immunity of the circuit. Since any through-hole pad on a four-layer board
can be connected to or isolated from either of these planes, the ground and power planes can also be used to
reroute the signals.
Here is a standard workflow for developing a simple PCB board:
1. Capture the schematics and circuit diagrams.
2. Design component footprints.
3. Establish PCB outline.
4. Set up design rules.
5. Place components.
6. Manually route traces and auto-router.
7. Export into Gerber format.
While there are excellent programs available at low cost, I have used a free CAD program (also a PCB
manufacturer), called ‘ExpressPCB’, for drawing the schematics and the PCB layouts and for ordering the
boards.
A.2 Multilayer board design
A.2.1 Vias
A via connects (top and bottom) layers on the PCB using plated through holes (PTH) technology. The PCB
board is drilled and the inner surface (of the cylinder) is plated with silver. For connecting to high-power
planes, the via’s size should be chosen with care (see section A.2.3). For multilayer design, vias can also
be formed between the inner layers (buried vias), and between the outer layer and one of the internal layers
(blind vias). For smaller sizes < 6 mil, microvias can be formed to achieve higher component density by
deforming the copper plane with a high-power laser. Note that vias cause discontinuity in the line impedance
for ν > 10 MHz, and surface mount components are preferable for connecting the pins to traces (or a
patterned transmission line for microwave frequency, section A.2.3).
A.2.2 Pads
A pad is a small conducting surface made out of copper used for a component pin. As a standard, it is useful
to identify the ground pin (or pin #1) of the component with a square pad, and the signals with round pads.
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An anti-pad can be used to isolate the pin to the copper plan. A thermal pad can be used to restrict the heat
flow when the pin is connected to one of the copper planes. For PTH vias, as a general rule of thumb, it is
good to keep a pad-to-hole ratio of 2:1.
A.2.3 Traces
A trace connects two points on the PCB by etching away the copper plane. The trace on the PCB is a
copper stripline (rectangular cross-section) not a wirebound (circular cross-section), and the depth is set by
the PCB manufacturer (typically, d ' 1.5 mil). A tricky problem is to set the width w of the trace for a
given length l. This requires several considerations including power and heat management (for high-current
traces), breakdown voltage in atmosphere and dielectric constant of FR4 (for high-voltage traces), and wire
impedances (for high-frequency signal traces and digital logic), as further described in section A.3. When
placing a trace, it is usually good to keep a space of > 7 mil between the traces and between any adjacent
conducting pads. Otherwise, the etching process may develop hairline shorts or openings. I also refer to the
concepts of ‘electric clearance’ and ‘creepage distance’ in section A.3.2. For narrow traces below w < 12
mil, it is good to put a chamfer for a 90◦ bend, formed with two short 45◦ angle bends. To avoid crosstalk
between two traces above a ground plane, it is good to decrease the distance between the plane and trace
as much as possible, and increase the distances between traces. The crosstalk coupling between two traces
scales as ∝ l(1+(∆d/∆h)2) , where ∆d is the shortest distance between the two traces, ∆h is the distance from
the ground place to the traces, and l is the length of the traces. With most CAD programs, one can write a
design rule to specify the minimum trace widths and maximum bending angles at the fabrication tolerances
of the PCB manufacturer.
A.2.4 Planes
A plane is an uninterrupted conductive area of the entire PCB layer. Traces are formed by etching out a plane
and by isolating from the power planes to distribute power and signals to the PCB components. It is very
important to have at least one dedicated power and ground planes as low-impedance reference planes. If the
system is composed of mixed analog and digital circuits, it is important to separate analog and digital ground
and power planes. The analog ground plane should be placed below the analog power plane, and the digital
ground plane underneath the digital power plane, with no overlap among the four planes (check the vias!).
The analog and digital traces will run on the surface of the PCB board, while the inner planes will shield the
analog components from the high-frequency radiation and noise of the digital ground. For high-frequency
application, it is good to avoid the signal traces on the ground plane, as the discontinuity in the ac current flow
can lead to EMI. While an uninterrupted ground plane can be thought as a reasonably good low-impedance
reference, for traces running with high-frequency (> 1 MHz) current, the inductive coupling sets a specific
path for the return loop current, which tends to minimize the loop area. The return current, thus, flows on the
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ground plane underneath the signal tracesb. For high-current application, it may be good to consider putting
a star ground or a split ground plane to the main power filter.
A.2.5 Components
There are many types of packaging available today, some of which include PTH components, surface mount,
and wirebound components. Metallic components such as heat sinks, crystals, switches, connectors may
cause shorts if placed over traces on the top layer. If one must be placed above the trace of the top layer, it
may be important to consider the dielectric constant of the surface mask (i.e., the green insulating layer on
the surface planes). Wirebound components, which usually have a nice integrated heat sink, are useful for
high-power applications. Both the PTH and wirebound components may be detrimental for high-frequency
applications as the discontinuity in the solder joint may cause EMI radiation or significant voltage attenuation
from the high-contact impedance (see section A.3.3). In this case, it may be a good idea to find an alternative
surface mount component.
A.3 Technical considerations
A.3.1 Leakage resistance
Leakage resistance is a static circuit board effect, where contaminants on the PCB surface (e.g., flux residues)
cause leakage currents across the circuit nodes. Ref.327 suggests a simple cleaning method: (1) wipe the PCB
with isopropanol, (2) wash with deionized water, and (3) bake at 85◦C for a few hours. Another method
to prevent leakage currents is to “guard” the sensitive signal tracks and power lines by surrounding with the
ground planes exposed above the coating in order to sink the leakage current.
A.3.2 Electrical clearance and creepage distance for high-voltage applications
The electrical clearance is the minimum distance between two conductive high-voltage traces, where a di-
electric breakdown occurs between the traces by air ionization (depending on humidity, altitude, and temper-
ature). According to ref.327, it is good to restrict the minimum distance between tracks to 315 mil. Similarly,
a creepage distance is the shortest distance between two conductive traces, whereby the dielectric breakdown
occurs along the insulation (FR4, relative dielectric permittivity FR4 ' 4.5 and dielectric breakdown ' 40
kV/mm). It is important to keep the tracks separated with distances larger than the creepage distance to avoid
localized conduction on the insulating surface by electric discharges.
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A.3.3 High-frequency electrical transmission lines
The induction of a copper trace plays an important role for high-frequency analog devices and for high-speed
digital logic. A wire inductance (for wirebound components) is given by Lwire = 0.2 (nH/mm)×l[ln(2l/r)−
0.75], where r is the radius of the wirebound. A strip inductance (e.g., for copper trace) is Lstrip = 0.2
(nH/mm)×l[ln(2l/(w+h))+0.22(w+h)/l+0.5]. For optimal EMI reduction, high-frequency signal traces
should be embedded in the internal layers between power or ground planes, forming a stripline transmission
line, where the power planes shield the high-frequency radiation.
First, it is important to determine whether or not a transmission line is needed. For a high-speed logic
with rise/fall time tr, the trace needs to be terminated with their characteristic impedance if the track length
l is greater than the characteristic length lc = vstr, where the signal travels conservatively at a speed of
vs ' 2 in/ns. Similarly, in the analog domain, an active non-inverting amplifier with a maximum bandwidth
of fm has an equivalent rise time tr = 0.35/fm. Thus, one should consider transmission line techniques
when placing signal tracks with l > lc = vstr. There are two typical high-frequency transmission lines
(i.e., microstrip and stripline transmission lines), which are relatively simple to fabricate on a PCB. The
determination of the parameters to obtain a good transmission line depends on the thickness of the dielectric
layer to the reference plane, dielectric permittivity of the insulating layer, the routing copper thickness, and
the trace width. Note that vias cause discontinuities in the characteristic impedance of a transmission line.
A.3.3.1 Microstrip transmission line
A simple method for a two-layer PCB is to use the ground plane and a signal trace for controlled impedance,
as shown in Fig. A.1a. This geometry is known as a microstrip transmission line326. The characteristic
impedance of a microstrip is given by
Zmicro ' 87√
1.41 + FR4
ln[6h/pi(0.8w + t)]. (A.1)
a b
Figure A.1: Controlled impedance transmission lines. a, Microstrip transmission line. b, Stripline trans-
mission line. The layer thickness t and depth h are usually set by the manufacturer. By choosing the width
w of the track, one can control the impedance of the transmission line. The green layer is the insulating silk
screen, the yellow layer is the dielectric FR-4 glass epoxy, and the gold layer is the copper which forms a
conductive layer.
bIn reality, the finite conductivity of the copper plane sets a finite area of the return loop, where the return loop flows ‘close’ to the
signal trace.
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In addition to the characteristic impedance Zmicro, the microstrip has a characteristic line capacitance of
Cmicro (pF/in) ' 0.67(FR4+1.41)ln[6h/pi(0.8w+t)] . In most cases, the thickness h of the insulating FR4 layer is set by the
manufacturer, and the only controlled parameter is the width w of the track. By setting the value of w, the
impedance Zmicro can be set to typical values of 50 Ω or 75 Ω for impedance matching. For typical value of
FR4 = 4 with h t, w/h ' 2 gives 50 Ω impedance. The signal propagates in the microstrip transmission
line at a velocity of vmicro (in/ps) = 185√0.475FR4+0.67 .
A.3.3.2 Stripline transmission line
For a multilayer PCB, a preferred choice is to pattern a stripline transmission line for the signal track, by
embedding the signal trace between the power and ground plane, as shown in Fig. A.1b. A sandwich of the
two low-impedance ground planes and the embedded signal trace forms a symmetric stripline. Because of
the inductive coupling, the return current paths for the high-frequency signal trace are located on the planes
directly above and below the signal trace (see section A.2.4). Thus, the high-frequency signal is tightly
confined within the signal trace (see also section A.3.4), thereby minimizing emissions and shielding the
tracks from the environment.
The characteristic impedance of a stripline transmission line is given by
Zstrip =
60√
FR4
ln[6(t+ 2h)/pi(0.8w + t)]. (A.2)
In addition, a symmetric stripline has a characteristic capacitance of Cstrip (pF/in) ' 1.41FR4ln[3.81h/(0.8w+t)] . The
signal propagates in the stripline transmission line at vstrip (in/ps) = 185√FR4 .
A.3.4 High-frequency skin effect
Signal currents at high frequencies tends to flow through the perimeter of the conductive trace due to inductive
coupling. The skin depth causes an effective conduction area of ac-current flow smaller than the cross-section
of the trace. In addition to the effects of impedance at higher frequencies, the skin effect results in an increase
of resistance at higher frequency. The skin depth dskin for copper is approximately given by dskin ∼ 2 (µm√
GHz) /
√
f . Assuming an effective cross-section for the current flow by a flat-top profile A = w × dskin,
the resistance for copper is then Rskin ∼ 8 × 10−3 (Ω/
√
GHz)
√
f(l/w) (see Eq. A.3). For dc-currents, see
section A.3.6.
A.3.5 Stray capacitance
The capacitance between two conducting layers with a distance d and area A is Cplate = 8.9FR4 (aF/mm)
×A/d (see Fig. A.1), where d = h (Fig. A.1a) or d = 2h+ t (Fig. A.1b). A voltage noise Vn on one plane
can capacitively couple to another plane with a coupling voltage of δVc = VnZ1/(Z1 + Z2) where Z1 is the
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circuit impedance and Z2 = −i/wCplate. To prevent capacitive coupling between two signal traces and two
planes, one may insert a ground plane, acting as a Faraday shield between the noise source and the affected
circuit.
A.3.6 High-current thermal management
A general rule of thumb is to keep the temperature increase to ∆T . 10◦C. The sheet resistance of a trace is
given by
Rtrace = ρelectricl/wd, (A.3)
where ρelectric = 1.7 × 10−6 Ω cm is the electric resistivity for copper at T = 300 K and l is the length
of the trackc. The temperature rise is then ∆T = θPtrace, where Ptrace = I2Rtrace is the power dissipation
across the trace and θ = ρthermall/wd is the thermal resistance of copper. The thermal resistivity of copper
is ρthermal ' 0.25 cm ◦C/W . For reference, the currents required to have ∼ 10◦C increase in temperature
for standard track widths are shown in Table A.1. By connecting the signals to an active component (e.g.,
operational amplifier) in a Kelvin configuration, one can mitigate for the errors arising from the voltage drop
across the signal trace, but it requires a negative feedback. Instead of using traces to ground the pins, star-
grounding326 to the main power filter or the usage of split ground planes (causing an effective star grounding)
helps to obtain a good ground with low impedanced.
Table A.1: Thermal management of a copper trace. We show the current Itrace required for a 10◦C increase
in temperature for a sheet copper of depth d = 1.5 mil with various width w.
w (mil) Itrace (A)
10 0.3
15 0.4
20 0.7
25 1
50 2
100 4
cFor low-impedance circuits, one may need to also consider the temperature of coefficient for copper ∼ 0.5% per ◦C at 300 K.
Also note that the manufacturer often quotes the trace thickness d in the units of ounces of copper per ft2, with common thicknesses 0.5
oz, 1 oz, 2 oz. For power traces, it is good to use 2 oz.
dInstead of using a ground trace, it is generally a good idea to have a ground plane, as the plane can be used as a low-impedance
reference.
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A.4 Control logic and buffer circuits
For the experiments in chapters 6–9, the slow cycling rate 40 Hz for the laser cooling and trapping stages is
derived from a time base of the digital pulse generator (SRS DG535), which in turn triggers two phase-locked
16-output digital delay generators (SRS DG645). The overall system provides robustness compared to the
previous generation (chapters 3–5) by integrating with proper buffer and line drivers (SN74ABTH25245)
for better impedance matching and for sinking the large amount of current when “power gating” multiple
single-photon avalanche photodiodese (Perkin Elmer SPCM SQRH-16). The experimental repetition rate (2
MHz) is synchronized to a master clock running at 100 MHz (time base, 25 ppm 100 MHz crystal oscillator,
with rms jitter of < 400 ps) via downconversion. A multiplexed pulse generator (quantum composer 9518+)
is controlled by Labview through USB interface. The TTL pulses generated from the quantum composer in
burst mode are fed into a control logic, which relay or inhibit the signals conditioned on the photoelectric
event at the SPCMs, with the rising edges of the pulses corresponding to the instants of detection.
As shown in Fig. A.2, the logic circuit consists of (i) dozens of control logic and gate pulse circuits,
(ii) a memory gate pulse generator, and (iii) a field 1 sync circuit. Here, I describe the functions of each
of the components: (i) The control logic relays the signal if the memory pulse (mem) is high. (ii) For the
memory gate pulse generator, a field 1 pulse (red line) is split into multiple paths by a high-speed 1-8 clock
distributor (CDC341), with one arm triggering a monostable multivibrator (74LS123ND) on the rising edge
for a maximum wait time of τw (ns) = 6 + 0.05Cm (pF) + 0.45Rm (kΩ)Cm + 11.6Rm, thereby relaying a
logical 0 up to τw regardless of the input. If the monostable multivibrator detects a falling edge in the clear
signal (CLR, black line) at τm < τw, the output (memory pulse) is raised to a logical 1-state (green line).
Otherwise, the output is raised to tw regardless of the state of CLR. In turn, the clear signal (CLR, black
line) is generated from a triggered delay generator with programmable delay τm. (iii) The photoelectric
detection event of field 1 can arrive randomly within the detection window. Field 1 sync circuit relays a pulse
synchronized to the external master clock if a field 1 is registered.
In Fig. A.3, I show the printed circuit board for the control logic and the line drivers. All outputs of
the logic circuit undergo a set of line drivers to provide proper impedance matching. The track lengths are
significantly shorter than the characteristic length lc = vstr given the typical rise-time of the logic ∼ 1 ns
(section A.3.3). Long tracks are optimized by employing microstrip transmission lines and line drivers.
eThe bias voltage in the APD is abruptly turned off in 1µs by sinking ∼ 380 mA at the gate voltage input of SPCM SQRH-16.
When the bias voltage is zero, we can send significant amount of light onto the APD for acquiring the lock of interferometers without
modifying the noise characteristics and quantum efficiency of the detector.
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A.5 Laser diode current controller
The diode laser systems in our group have evolved over time. While the mechanical aspects of the laser
systems remain largely the same, new types of lasers have been introduced to lab 2, including an external
cavity interference filter laserf 151,328. Because of obsolete parts in the previous design of our group (by
Joseph Buck), Aki and I redesigned the laser diode controllers, including the current controller, temperature
controller, and FET modulation board. The current controller is still based on the original design329 by K. G.
Libbrecht and J. L. Hall, but I made some improvements to the circuit in a source/sink configuration in terms
of temperature stability and noise characteristics of the circuit. Also, an override function was added. The
temperature controller330 and the FET modulation board remain the same, where we replaced the obsolete
voltage reference.
I show the circuit design for the laser current controller in Fig. A.4 and the PCB layout in Fig. A.5. A
negative (positive) voltage regulator, LM337 (LM317), provides the stable supply voltage with slow turn-on
and current limit to the diode laser in the sink (source) mode. The precision voltage reference, LM399 (or
LTZ1000 for better thermal stability 0.05 ppm/◦C) is heavily filtered to reduce noise, and the RC network
in the LT1028 circuit provides stable operation with low noise. The Vishay sense resistor (VHP-4) is wired
in a Kelvin configuration for dc-current stability. Low-level current modulation (Mod) is used for driving the
error signal from dc to ∼ 10 MHz, and an ac-coupled input (RF in) is used for RF-sideband modulation.
fMore details on the interference filter laser, which Julien and I built during his visit in the summer of 2008, can be found in my lab
notes.
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A.6 Locking circuits for interferometers and intensity stabilization
For the experiments in chapters 8–9, we locked the verification interferometer via an ex-situ phase modulation
spectroscopy. An important part of this technique is the capability to acquire and stabilize the interferometric
phase to φ0, to sample and hold (S&H) the phase φ0 value over the experimental duration td, and to feed-
forward an offset phase φexp = φ0 + δφ during td. The power gating and the MEMS switches protects the
single photon APDs from the strong reference laser. During the experimental phase, the reference laser is
extinguished to > 180 dB, and the MEMS switches reroute the fiber optical channels to the single-photon
detectors.
The active component of our interferometric stabilization scheme is a fiber stretching module (PZ1, Op-
tiphase) with modulation constant β = 0.4 rad/V over dc − 20 kHz (see Fig. 8.6). The phase is modulated
at ∼ 88 kHz (generated from SRS SR830) above the first resonance at νm ' 55 kHz. The phase modulation
is switched off by rf-switches (Minicircuit ZASWA-2-50DR) during tw. The reference laser is monitored by
a photodetector (or by a custom inline evanescent power tap PIN Si-detector, Oz optics OPM-11), resulting
in the signal Vpd. Two lock-in amplifiers (SRS SR830 and SR510) demodulate the signals Vpd to generate
error signals Vder. The error signal Vder and the photodiode signal Vpd are fed into the phase stabilization
servo, as shown by Fig. A.6. Depending on the application, the two signals are summed or subtracted (i.e.,
Verr = αVder ± (1 − α)Vpd). The P gain is controlled either by the proportional non-inverting amplifier or
by changing the modulation depth, and the I gain is controlled by the integrator (with the variable capacitor).
The phase stabilization servo bandwidth is limited to ∼ 10 kHz by a Sallen-Key type low pass filter to avoid
exciting νm of the stretching modules. A set of TTLs (S&H TTL and jump TTL) controls the sample and
hold (S&H, LF398), and the jump operations (low-noise switch, MAX319) in the servo. The output of the
servo is amplified by a high-voltage (0 − 1 kV) amplifier (Burleigh PZ70), which drives the fiber stretching
modules (PZ1, Optiphase). This circuit was modified to stabilize the intensity of a diode laser. The set-point
of the lock (i.e., phase set value φ0 or intensity set value I0) can be monitored at the set-point output and
controlled by the error-signal bias point. The jump potentiometer controls the feedforward voltage for δφ.
For reference, I show the PCB layout for the phase stabilization and intensity stabilization servo in Fig. A.7.
A.7 Other electronics
In the “lab 2 disc”, I compile more electronic circuitries in lab 2: Low-noise bias coil controller and servo,
buffer circuits, laser current controller and temperature controller, high-voltage amplifier, digital clock dis-
tribution circuit, photodiode trans-impedance amplifier, phase-sensitive detector, phase stabilizer, laser diode
protection board, piezo servo, dc high-voltage source, temperature sensor, controller for voltage-controlled
oscillator (VCO), and high-Q phase reference with a phase-locked dielectric resonator oscillator (PDRO,
Herley-CTI).
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Appendix B
Simulating boundaries for multipartite
entangled states
In this appendix, I describe our numerical method of generating the boundaries ∆(3,2,1)b for biseparable states
containing at most tripartite entanglement, bipartite entanglement and for fully separable states, as discussed
in chapters 7–9.
B.1 Numerical GPU computing with NVIDIA’s CUDA
Thermal (simulated) annealing331–334 is one of the most successful sequential methods for global optimiza-
tion of some function f(~λ) over parameters ~λ. The specific problem we have in hand is a minimization
problem of finding the boundaries ∆(M)b for states ρˆ
(M) which contain at most genuine M -partite entangle-
ment. Violation of this bound ∆ < ∆(M)b unambiguously signals the presence of genuine (M + 1)-partite
entanglement. Thus, we have f = ∆˜(M)b and ~λ = ρˆ
(M), where ∆˜(M)b is evaluated for some non-optimal state
ρˆ(M); see the next section for a concrete example of fully separable state (M = 1).
The initial attempt to obtain the boundaries ∆(M)b in a robust fashion was done by thermal annealing, as
shown by Fig. B.1. Interestingly, the inspiration of thermal annealing comes from crystallography, where a
sequence of heating and controlled cooling is used to grow the size of the crystal and minimize the defects334.
For a given step n in the annealing procedure, heating allows thermal excitationsa (with ‘energy’ k˜BTn) to
avoid the state sn getting stuck at some local minimum (in our case, ∆˜
(M)
b ) with transition probability pn,n+1
from sn to sn+1 (in our case, we choose a Boltzmann-like factor pn,n+1 ∼ exp
(
− ∆˜
(M)
b (sn+1)−∆˜
(M)
b (sn)
k˜BTn
)
)b,
while the controlled cooling of k˜BT allows to find the configurations (in our case, sn = ρˆ
(M)
n to sn+1 =
ρˆ
(M)
n+1) with lower internal energy than the initial one (in our case, from ∆˜
(M)
b (sn) to ∆˜
(M)
b (sn+1)).
By analogy, in each step of the annealing algorithm, we replace the current state sn by a random neigh-
aHere, the tilde ‘∼’ in k˜B is used to signify that k˜B is not the Boltzmann constant kB but a scaling factor to make an analogy to
energy.
bNote that because the transition probability pn,n+1 is still higher for states with lower variance than the initial one, the annealing
at a given temperature Tn tends to seek for solutions sn+1 with lower ∆˜
(M)
b (sn+1) than ∆˜
(M)
b (sn).
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Figure B.1: Global minimization of a multivariate function f(~λ) via simulated annealing. For simulated
annealing, thermal excitations can be used to overcome the local minima on the left with transition probability
pn,n+1 = exp(− f(~λn+1)−f(~λn)k˜BTn ) as the step n progresses. In this scheme, one requires an annealing schedule
to reduce the ‘temperature’ Tn as a function of the step size n, eventually cooling the system ~λn to the ground
state with ‘energy’ f .
boring state sn+1, chosen with probability pn,n+1 depending on the “thermal” energy k˜BTn that is gradually
decreased during the process. Thus, in order to obtain the global minimum ∆(M)b , the thermal annealing
requires a dedicated method to manage the ‘cooling’ rate for k˜BTn, known as the annealing schedule, which
decreases the thermal excitations of the parameters in ρˆ(M)n as n is increased (eventually, reaching to the opti-
mal state, lim
n→∞ ρˆ
(M)
n = ρˆ
(M)
opt , where ∆˜
(M)
b (ρˆ
(M)
opt ) = ∆
(M)
b ). While I was able to get a numerical agreement
between the analytical result and the optimal solution obtained by thermal annealing for balanced verification
interferometer, I found it difficult to find an efficient annealing schedule robust to the changes in parameters
{α, β, η} describing the interferometer and the constraints {p1, yc} on the quantum state ρˆ(M)n being consid-
ered, which resulted in either getting stuck in a local minimum (quenching), or taking a vast amount of time
to converge on the global minimum. In addition, as thermal annealing is necessarily sequential (in that the
new solution sn+1 depends on the older one sn), I found it tricky to program the thermal annealing to take
advantages of parallel computations.
As an alternative, I decided to implement a more comprehensive and exhaustive random search algorithm,
which generated all possible ρˆ(M) for a given set of parameters {α, β, η} and constraints {p1, yc}, and found
the minimum variance ∆(M)b among them. As each step in the search algorithm is completely random and
independent, the optimization problem is inherently parallel (concurrent), and importantly very simple to
program. In chapter 8, I have used the built-in parallel computing toolbox in Matlab, where I found ∼ 4
times the convergence time compared to that of using a single corec.
Around the same time, I learned that NVIDIA had developed a parallel computing architecture, known
as compute unified device architecture (CUDA), which use graphical processing unit (GPU) instead of the
cTo generate the boundaries in Fig. 8.4 of chapter 8, it took ∼ 1 week of running time.
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Figure B.2: Accuracy and precision of the random search algorithm. a, We show the convergence be-
havior (accuracy) of the Monte-Carlo method to obtain ∆(3)b by randomly searching for quantum states ρˆ
(M)
(data points) to the analytical solution of ∆(3)b (dashed line) for balanced verification interferometer (section
7.4.3) as a function of numbers of quantum states O(N). b, We show the reduction in the fractional uncer-
tainty δ∆
(3)
b
∆
(3)
b
(precision) for numerically obtaining the solutions ∆(3)b (data points) as a function of numbers
of quantum states O(N).
traditional CPU. From a computing perspective, GPUs are heavily multithreaded many-core chips, comprised
of hundreds of cores, with each core capable of running multiple concurrent threadsd. Since the introduction
of CUDA, the so-called general purpose GPU (GPGPU) computing has become a major trend in scientific
computing, thanks to the prospects of building a ‘personal’ supercomputers (exceeding 1 Teraflops) to solve
certain (massively parallel) scientific problems. Important features of CUDA include shared memory, which
can greatly improve the performance of bandwidth-limited applications; double precision floating point arith-
metic; and an arbitrary load/store memory model, which enables many new algorithms which were previously
difficult or impossible to implement on the GPU.
As of 2011, these GPU accelerations are now built into Mathematica 8 and Matlab 2011a. But at the
time of the experiment in chapter 9, these features were not readily available. Thus, we implemented the
GPU computing for the Monte-Carlo simulation with an open source development project for Matlab, called
“GPUmat”. As described in section B.2, even with my limited experience on parallel computing models, I
found that the GPU-accelerated code (GPUmat) employed in chapter 9 out-performed a similar parallel code
using 4 CPU cores with Intel Xeon processor in chapter 8 by a factor of ∼ 12. The enhancement in GPGPU
computing due to increased data parallelism allowed us to perform error analysis of the boundaries ∆(1,2,3)b
in Figs. 9.2–9.3 arising from the systematic uncertainties of the verification interferometers (section 9.13.3).
For reference, in Fig. B.2, I show the convergence behavior of the numerical random search algorithm (data
points) for ∆(3)b to the analytically predicted value of ∆
(3)
b (dashed line) for balanced verification interfer-
ometers (see chapter 7) as a function of O(N) numbers of quantum states with {p1, yc} = {0.1, 0.035}. In
dIn my case, I just used NVIDIA GeForce GT 330M, comprised of 48 parallel processing units, each running at 1.26 GHz with
multi-threading, yielding theoretically a total processing power ∼ 180 Gigaflops.
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section B.2, I will describe our method of the Monte-Carlo simulation using GPUmat.
B.2 Monte-Carlo simulation for realistic verification interferometers
To generate the boundaries, we need to consider all possible (mixed) states containing bipartite and tripartite
entanglement, as well as fully separable states for a given p1. I refer to chapter 7 for a more detailed theoretical
formalism. Here, we will review the case for a fully separable state. A pure separable state |ψ〉(a)sep is given by
the form:
|ψ〉(a)sep =
∏
k
|ϕ〉(a)k , (B.1)
where |ϕ〉(a)k = 1√
1+|(a)k |2
(|0〉 + eiφ(a)k (a)k |1〉). Based on Eq. B.1, we can further consider a mixed state of
the form:
ρˆ(ab)sep = |Aab|2|ψ〉(a)sep 〈ψ|+ (1− |Aab|2)|ψ〉(b)sep〈ψ|, (B.2)
which corresponds to the mixing of two pure separable states |ψ〉(a)sep and |ψ〉(b)sep with a ratio of |Aab|2 :
(1 − |Aab|2). We then calculate the various expectation values of Mˆk = |Πk〉〈Πi| (see section 8.11 for the
definition of the projectors Mˆk in the presence of imbalances {α, β} and losses {η}) as well as the variance
∆˜
(1)
b =
∑
k Tr(ρˆ
(ab)
sep δM2k ) for the randomly generated state ρˆ
(ab)
sep (specified by the random values Aab,
{(a,b)1 , (a,b)2 , (a,b)3 , (a,b)4 }, and {φ(a,b)1 , φ(a,b)2 , φ(a,b)3 , φ(a,b)4 }). The minimum value of ∆˜(1)b for all possible
Aab, {(a,b)1 , (a,b)2 , (a,b)3 , (a,b)4 }, and {φ(a,b)1 , φ(a,b)2 , φ(a,b)3 , φ(a,b)4 } constrained by {p1, yc} is what we denote
by ∆(1)b = min(∆˜
(1)
b ).
Similarly, we can construct ∆(2,3)b = min(∆˜
(2,3)
b ) for biseparable states containing at most two-mode
and three-mode entanglement. The only critical difference between the case of fully separable states and the
case of (biseparable) entangled states is that we could also mix entangled states of different partitions for the
latter casee. Realistically, the minimum uncertainties ∆(3,2,1)b for a given yc will depend on the parameters
{α, β, η} of the verification interferometer because of losses and imbalances in the verification setup. Due
to the systematic uncertainties {δα, δβ, δη} in our determinations of {α, β, η}, ∆(3,2,1)b are convolved with
the normal distributions of {α, β, η}. This is a highly parallel computing problem of high concurrency,
whereby we search for the minimum ∆(3,2,1)b for random quantum states (defined by independent variables
Aab, {(a,b)1 , (a,b)2 , (a,b)3 , (a,b)4 }, and {φ(a,b)1 , φ(a,b)2 , φ(a,b)3 , φ(a,b)4 } ) convolved independently by the normal
distributions of the parameters {α, β, η} which modify Mˆk (section 8.11).
In the matlab m-file, ‘scan_batch.m’, we first run the ‘GPUstart’ command (see the open source
CUDA project, ‘GPUmat’ for porting CUDA into Matlab) to initiate GPUmat package, and to check if the
CUDA SDK is installed and if the GPU processors are CUDA compatible. The batch file then takes several
inputs: constraints such as p1 and yc, numbers of states to generate and store in the GPU (or CPU) memory,
ee.g., (i) mixed state of a fully separable pure state and a biseparable entangled state containing two-mode entanglement, (ii) mixed
state of bipartite entangled state for (a|bcd) and (abc|d), and etc.
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numbers of states to wait until writing onto a temporary folder in a hard drive, and the parameters (α, β, η) de-
scribing the verification interferometer. Then, it loads and computes the functions, ‘onemodescanner’, ‘twom-
odescanner’, and ‘threemodescanner’, which are, respectively, defined in the codes ‘onemodescanner.m’,
‘twomodescanner.m’, and ‘threemodescanner.m’. Here, I list the Matlab code for the batch file.
1 %Scanner batch file for generating W-state bounds (K. S. Choi)
2 GPUstart
3 GPUmatSystemCheck
4 %This code assumes that that the GPU is compatible with NVIDIA?s CUDA SDK.
5
6 %Define phase uncertainty given by \∆ \phi=2\pi/phase_unc
7 %N_tot=Total number of states per each step of yc
8 %N_buff=Total number of states to store in the Ram before storing into hard
9 %drive
10 %yc_steps=number of equal steps for yc
11 phase_unc=1000;
12 p1=0.3;
13 N_tot=100000;
14 N_buff=50000;
15 yc_steps=20;
16
17 %Define the loss and imbalance parameters for the verification
18 %interferometer
19 betain=0.497;
20 betaout=0.484;
21 alphaAB=1-0.490;
22 alphaCD=0.487;
23 etaAout=0.948;
24 etaBin=0.958;
25 etaCin=0.899;
26 etaDout=0.932;
27 etaA=0.7*0.770;
28 etaB=0.7*0.776;
29 etaC=0.7*0.747;
30 etaD=0.7*0.718;
31 %err=fractional systematic error in the parameters above, following a
32 %normal distribution.
33 %stat_it=number of loss and imbalance parameters to
34 %generate per degenerate states (y_c) to create per each
35
36 err=0.05;
37 stat_it=250;
38 %load function XXXmodescanner() which initiate the Monte-Carlo sim and
214
39 %export into files
40 onemodescanner(phase_unc,p1,betain,betaout,alphaAB,alphaCD,etaAout,...
41 etaBin,etaCin,etaDout,etaA,etaB,etaC,etaD,N_tot,N_buff,yc_steps,...
42 2.19,100,err,stat_it);
43 twomodescanner(phase_unc,p1,betain,betaout,alphaAB,alphaCD,etaAout,...
44 etaBin,etaCin,etaDout,etaA,etaB,etaC,etaD,N_tot,N_buff,yc_steps,...
45 1.3175,1.4,err,stat_it);
46 threemodescanner(phase_unc,p1,betain,betaout,alphaAB,alphaCD,etaAout,...
47 etaBin,etaCin,etaDout,etaA,etaB,etaC,etaD,N_tot,N_buff,yc_steps,...
48 0.912,1,err,stat_it);
49 %end
50 %matlabpool close;
51 %check parity
52 load -ascii 'one_mode_bound.mat'
53 load -ascii 'two_mode_bound.mat'
54 load -ascii 'three_mode_bound.mat'
55
56 plot(one_mode_bound(:,1),one_mode_bound(:,2),'r',one_mode_bound(:,1),...
57 one_mode_bound(:,3),'--r',one_mode_bound(:,1),one_mode_bound(:,4),...
58 '--r',two_mode_bound(:,1),two_mode_bound(:,2),'b',...
59 two_mode_bound(:,1),two_mode_bound(:,3),'--b',two_mode_bound(:,1),...
60 two_mode_bound(:,4),'--b',three_mode_bound(:,1),...
61 three_mode_bound(:,2),'g',three_mode_bound(:,1),...
62 three_mode_bound(:,3),'--g',three_mode_bound(:,1),...
63 three_mode_bound(:,4),'--g')
64 xlabel('\it{y_{c}}')
65 ylabel('\Delta_{b}')
66 title('\Delta_{b} vs. \it{y_{c}}')
67 grid on
The actual computations for obtaining the minimum variances ∆(3,2,1)b for a given set of {yc} are run by
the m-files, ‘onemodescanner.m’, ‘twomodescanner.m’, and ‘threemodescanner.m’. Here, the
variance ∆˜(3,2,1)b for the given quantum state is computed by Matlab functions ‘variance3m’, ‘variance2m’,
‘variance1m’. To avoid redundancy, here I only list the Matlab m-code for ‘onemodescanner.m’, which
generates the lower bound of ∆(1)b for fully separable states
f. Note that ‘GPUsingle’ is used to load the param-
eters into the GPU memory, and we used standard GPU functions such as ‘GPUmin’ and ‘GPUmax’, as well
as custom GPU functions such as ‘variance1m’. Direct coding with CUDA C language would have required
substantially more effort than to simply write the code with GPUmat, especially in terms of managements of
fNote that ∆(1)b for a given set of parameters of the quantum state (Aab, {
(a,b)
1 , 
(a,b)
2 , 
(a,b)
3 , 
(a,b)
4 }, and
{φ(a,b)1 , φ(a,b)2 , φ(a,b)3 , φ(a,b)4 }), and the verification interferometer ({α, β, η} and {β1, β2, β3}) is obtained through a compiled GPU
function, ‘variance1m.mex’. This function internally takes these GPU variables describing the quantum state and the verification in-
terferometer, and then calculates ∆˜(1)b with single-precision. The GPU function ‘variance1m’ is a machine-specific. In practice, we
analytically calculated the function ∆˜(1)b with Quantum Mathematica and converted to an m-file. This m-file is later precompiled in
Matlab similar to the command ‘emlmex’ (for running embedded Matlab mex) before running the batch file in order to speed up the
computation.
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the data transfers between the CPU and GPU, concurrency, and their memory usages.
1 function onemodescanner(sigma,p1,betain,betaout,alphaAB,alphaCD,...
2 etaAout,etaBin,etaCin,etaDout,etaA,etaB,etaC,etaD,Nloss,kj,resolve,...
3 ycend,GPUmaxx,err,stat_it)
4 %GPUcompileStart(?onemodescanner?, ?-f?,
5 %sigma,p1,betain,betaout,alphaAB,alphaCD,etaAout,etaBin,etaCin,etaDout,
6 %etaA,etaB,etaC,etaD,Nloss,kj,resolve,ycend,GPUmaxx,err,stat_it)
7 %Here, we use GPUmat for GPU acceleration
8 iter=GPUsingle([0,0,0,0;0,0,0,1;0,0,1,0;0,0,1,1;0,1,0,0;0,1,0,1;0,1,1,0;0, ...
9 1,1,1;1,0,0,0;1,0,0,1;1,0,1,0;1,0,1,1;1,1,0,0;1,1,0,1;1,1,1, ...
10 0;1,1,1,1]);
11 time0=cputime;
12
13 % qc2s=(p1/GPUmaxx*rand(1,Nloss));
14 % qc4s=(p1/GPUmaxx*rand(1,Nloss));
15 et=GPUsingle(10ˆ-4:ycend/resolve:ycend);
16 p2s=GPUsingle(3/8*et*p1ˆ2);
17 prog_wait=waitbar(0,'1-mode boundary is being scanned. Please Wait ...');
18 betain_list=GPUsingle(random('norm',betain,betain*err,1,stat_it));
19 betaout_list=GPUsingle(random('norm',betaout,betaout*err,1,stat_it));
20 alphaAB_list=GPUsingle(random('norm',alphaAB,alphaAB*err,1,stat_it));
21 alphaCD_list=GPUsingle(random('norm',alphaCD,alphaCD*err,1,stat_it));
22 etaAout_list=GPUsingle(random('norm',etaAout,etaAout*0,1,stat_it));
23 etaBin_list=GPUsingle(random('norm',etaBin,etaBin*0,1,stat_it));
24 etaCin_list=GPUsingle(random('norm',etaCin,etaCin*0,1,stat_it));
25 etaDout_list=GPUsingle(random('norm',etaDout,etaDout*0,1,stat_it));
26 etaA_list=GPUsingle(random('norm',etaA,etaA*err,1,stat_it));
27 etaB_list=GPUsingle(random('norm',etaB,etaB*err,1,stat_it));
28 etaC_list=GPUsingle(random('norm',etaC,etaC*err,1,stat_it));
29 etaD_list=GPUsingle(random('norm',etaD,etaD*err,1,stat_it));
30 %std(random('norm',1,0.5,1,100))
31 %mean(random('norm',1,0.5,1,100))
32 init=20;
33 % GPUmaxten=GPUmaxx*((init-1)/ycend*(ycend-et)+1);
34 GPUmaxten=GPUsingle(GPUmaxx*((et./ycend).ˆ(-1/init)-1)+1);
35 clear et;
36 %varri=zeros(1,Nloss);
37 varianceout=GPUsingle(zeros(length(p2s),4));
38 varianceout2=GPUsingle(zeros(length(p2s),stat_it));
39 GPUfor iqq=GPUsingle(1:length(p2s))
40
41 p2=p2s(iqq);
42 varritemp=GPUsingle(zeros(1,floor(Nloss/kj+1)));
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43 let=1;
44
45 vari_list=GPUsingle(zeros(1,stat_it));
46 qc2s=GPUsingle(p1/GPUmaxten(iqq)*rand(1,Nloss));
47 qc4s=GPUsingle(p1/GPUmaxten(iqq)*rand(1,Nloss));
48 GPUfor stat_itr=GPUsingle(1:stat_it)
49 waitbar((iqq+stat_itr/stat_it-1)/length(p2s));
50 betain=GPUsingle(betain_list(stat_itr));
51 betaout=GPUsingle(betaout_list(stat_itr));
52 alphaAB=GPUsingle(alphaAB_list(stat_itr));
53 alphaCD=GPUsingle(alphaCD_list(stat_itr));
54 etaAout=GPUsingle(etaAout_list(stat_itr));
55 etaBin=GPUsingle(etaBin_list(stat_itr));
56 etaCin=GPUsingle(etaCin_list(stat_itr));
57 etaDout=GPUsingle(etaDout_list(stat_itr));
58 etaA=GPUsingle(etaA_list(stat_itr));
59 etaB=GPUsingle(etaB_list(stat_itr));
60 etaC=GPUsingle(etaC_list(stat_itr));
61 etaD=GPUsingle(etaD_list(stat_itr));
62 count=1;
63 GPUfor itr = GPUsingle(1:2ˆ4 )
64 phi1s=GPUsingle(random('unif',-pi/sigma+...
65 pi*iter(itr,1),pi/sigma+...
66 pi*iter(itr,1),1,Nloss));
67 phi2s=GPUsingle(random('unif',-pi/sigma+...
68 pi*iter(itr,2),pi/sigma+...
69 pi*iter(itr,2),1,Nloss));
70 phi3s=GPUsingle(random('unif',-pi/sigma+...
71 pi*iter(itr,3),pi/sigma+...
72 pi*iter(itr,3),1,Nloss));
73 phi4s=GPUsingle(random('unif',-pi/sigma+...
74 pi*iter(itr,4),pi/sigma+...
75 pi*iter(itr,4),1,Nloss));
76 GPUfor cc=GPUsingle(1:kj:Nloss)
77 t0=GPUsingle(let);
78 i1=cc:GPUmin(cc+kj,Nloss);
79 qc2=qc2s(i1);
80 qc4=qc4s(i1);
81 phi1=phi1s(i1);
82 phi2=phi2s(i1);
83 phi3=phi3s(i1);
84 phi4=phi4s(i1);
85 hq1=GPUsingle((-1/2).*((-1)+p1+p2).ˆ(-1).*(1+...
86 qc2).ˆ(-1).*(1+qc4).ˆ(-1).*(p1+(-1).*qc2+ ...
87 2.*p1.*qc2+p2.*qc2+(-1).*qc2.ˆ2+p1.*qc2.ˆ2+...
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88 p2.*qc2.ˆ2+(-1).*qc4+2.*p1.* ...
89 qc4+p2.*qc4+(-2).*qc2.*qc4+3.*p1.*qc2.*qc4+...
90 2.*p2.*qc2.*qc4+(-1).* ...
91 qc2.ˆ2.*qc4+p1.*qc2.ˆ2.*qc4+p2.*qc2.ˆ2.*qc4+...
92 (-1).*qc4.ˆ2+p1.*qc4.ˆ2+p2.* ...
93 qc4.ˆ2+(-1).*qc2.*qc4.ˆ2+p1.*qc2.*qc4.ˆ2+...
94 p2.*qc2.*qc4.ˆ2+((1+qc2).*(1+ ...
95 qc4).*((-4).*((-1)+p1+p2).*((-1).*qc2.ˆ2+...
96 (-1).*qc2.*qc4+(-1).*qc2.ˆ2.* ...
97 qc4+(-1).*qc4.ˆ2+(-1).*qc2.*qc4.ˆ2+p2.*(1+...
98 qc2).*(1+qc4).*((-1)+qc2+qc4)+ ...
99 p1.*(1+qc2).*(1+qc4).*(qc2+qc4))+(1+qc2).*(1+...
100 qc4).*(((-1)+p2).*(qc2+qc4) ...
101 +p1.*(1+qc2+qc4)).ˆ2)).ˆ(1/2));
102 hq3=(-1/2).*((-1)+p1+p2).ˆ(-1).*(1+...
103 qc2).ˆ(-1).*(1+qc4).ˆ(-1).*(p1+(-1).*qc2+ ...
104 2.*p1.*qc2+p2.*qc2+(-1).*qc2.ˆ2+p1.*qc2.ˆ2+...
105 p2.*qc2.ˆ2+(-1).*qc4+2.*p1.* ...
106 qc4+p2.*qc4+(-2).*qc2.*qc4+3.*p1.*qc2.*qc4+...
107 2.*p2.*qc2.*qc4+(-1).* ...
108 qc2.ˆ2.*qc4+p1.*qc2.ˆ2.*qc4+p2.*qc2.ˆ2.*qc4+...
109 (-1).*qc4.ˆ2+p1.*qc4.ˆ2+p2.* ...
110 qc4.ˆ2+(-1).*qc2.*qc4.ˆ2+p1.*qc2.*qc4.ˆ2+...
111 p2.*qc2.*qc4.ˆ2+(-1).*((1+qc2) ...
112 .*(1+qc4).*((-4).*((-1)+p1+p2).*((-1).*qc2.ˆ2+...
113 (-1).*qc2.*qc4+(-1).* ...
114 qc2.ˆ2.*qc4+(-1).*qc4.ˆ2+(-1).*qc2.*qc4.ˆ2+...
115 p2.*(1+qc2).*(1+qc4).*((-1)+ ...
116 qc2+qc4)+p1.*(1+qc2).*(1+qc4).*(qc2+qc4))+...
117 (1+qc2).*(1+qc4).*(((-1)+p2).* ...
118 (qc2+qc4)+p1.*(1+qc2+qc4)).ˆ2)).ˆ(1/2)));
119 test=zeros(1,GPUmin(kj,Nloss-cc)+1);
120 GPUfor kk=GPUsingle(1:GPUmin(kj,Nloss-cc)+1)
121 if GPUabs(imag(hq1(kk)))<0.1 && GPUabs(...
122 imag(hq3(kk)))...
123 <0.1 && (0≤(hq1(kk))≤1) && ...
124 (0≤(hq3(kk))≤1) && (0≤(qc2(kk))≤1)...
125 && (0≤(qc4(kk))≤1)
126 test(kk)=1;
127 else
128 test(kk)=0;
129 end
130
131 GPUend
132 var_ind=find(test==1);
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133
134 varri = GPUmax(GPUabs(variance1m(p1,p2,qc2,qc4,...
135 betain,betaout,alphaAB,alphaCD,etaAout,etaBin,...
136 etaCin,etaDout,etaA,etaB,etaC,etaD,phi1,phi2,...
137 phi3,phi4)),0);
138
139 t1=GPUsingle(let+length(i1));
140 vv=varri(var_ind);
141 if isempty(var_ind)
142 vv=0;
143 end
144 varritemp(count)=GPUmin(vv);
145 count=count+1;
146 clear varri
147 GPUend
148 GPUend
149 vari_list(stat_itr)=GPUmin(varritemp);
150 GPUend
151 yc=8/3*(p2*(1-p1-p2))/p1ˆ2;
152 varianceout(iqq,1)=yc;
153 varianceout2(iqq,1)=yc;
154 hist(double(vari_list))
155 mean_data=mean(double(vari_list));
156 std_data=std (double(vari_list));
157 x=mean_data-5*std_data:std_data/5:mean_data+5*std_data;
158 y=histc (double(vari_list),x,2);
159 f = ezfit (x,y,'gauss2 (x) = norm*(exp (-(x-xc)ˆ2/(2*...(tm1*...
160 heaviside (x-xc)+tm2*heaviside (-x+xc))ˆ2)))',[stat_it/10 ...
161 std_data std_data mean_data]);
162 plot (x,y,'r*');
163 showfit (f);
164 % dispeqfit (f);
165 makevarfit (f);
166 tm1 = evalin ('base','tm1');
167 tm2 = evalin ('base','tm2');
168 xc = evalin ('base','xc');
169 ∆c=[xc, tm1, tm2];
170 disp ('(∆c, +err, -err) = ');
171 disp (∆c);
172 vari_list=double(vari_list);
173 GPUfor lstr=1:stat_it
174 varianceout2(double(iqq),lstr)=vari_list(lstr);
175 GPUend
176 varianceout(double(iqq),2)=xc;
177 varianceout(double(iqq),3)=xc+tm1;
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178 varianceout(double(iqq),4)=xc-tm2;
179 clear let
180 GPUend
181 close(prog_wait)
182 ploter = plot(varianceout(:,1),varianceout(:,2),varianceout(:,1),...
183 varianceout(:,3),'--',varianceout(:,1),varianceout(:,4),'--');
184 set(gca,'XTick',0:0.25:1.5)
185 xlabel('y_c')
186 ylabel('\Deltaˆ{(1)}_b')
187 title('\Deltaˆ{(1)}_b vs. y_c')
188 set(ploter,'Color','blue','LineWidth',.5)
189 time1=cputime-time0;
190 disp(['elapsed time (s)=',num2str(time1)]);
191 save one_mode_bound.mat -ascii varianceout;
192 save one_mode_bound2.mat -ascii varianceout2;
193
194 %GPUcompileStop
195 end
196
197 %%
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