When the standard genetic algorithm is used to solve the fuzzy programming problem, poor convergence occurs. In order to overcome this defect, this paper presents a hybrid intelligent evolutionary algorithm based on nonlinear support vector machine (SVM) to solve the fuzzy programming problem. Firstly, based on the research of genetic algorithm, evolutionary strategy and genetic algorithm are combined together, and the idea of simulated annealing is introduced. Secondly, evolutionary strategy is used to improve evolution operator and selection operator. Thirdly, simulated annealing is used to improve the mutation operator. And the accuracy of the solution is improved. Finally, the fuzzy programming model based on the improved intelligent evolutionary algorithm is fitted and optimized by nonlinear support vector machine. Simulations show that the hybrid algorithm based on the support vector machine has higher convergence and can be applied to the fuzzy programming problems.
INTRODUCTION
Fuzzy optimization theory originated from Bellman and Zadeh. They put forward the concept of fuzzy decision-making and fuzzy decision-making model. After many generations of scholars' efforts, the fuzzy optimization model has a good expansion and longitudinal extension ( Zhu and Tso, 2012) , such as fuzzy linear programming model, fuzzy integer programming model, fuzzy dynamic programming model, and fuzzy multiobjective programming model, etc. And these models also have the corresponding solution methods (Kavraki, Svestka, Latombe, et al, 2013) , which are fuzzy sorting, fuzzy set operations, fuzzy decision weigh sensitivity analysis and duality theory. Also the practical application of the fuzzy optimization is becoming more and more widely (Waiel and Mahmoud, 2011) .
Many domestic scholars have studied the fuzzy programming problem from different angles, and also published related monographs. Xiaozhong Li (Li, 2007) proposed a method to convert a class of linear programming problems with fuzzy variables into a well-known multi-objective linear programming problem. A multi-objective approach was used to solve the single-objective programming problem in two steps, and the fuzzy optimal solution of the original problem is obtained. Qingde Zhang and others ( Zhang and Li, 2008) studied a class of linear programming problems with fuzzy constraints and fuzzy decision variables, found the algorithm steps to solve these problems, and the optimal solution of the original problem was obtained. Zengke Zhang (Zhang, 2007) used the graphic method of the classical linear programming to propose a graphic method of fuzzy linear programming. Although this method has some limitations in solving the fuzzy linear programming problems, it is simple and can be directly perceived through the senses. It is independent of the computer and algorithm program, and can reflect the changeable trend of the feasible domain and the objective function of the decision variables in the feasible domain directly. Then, further analysis and solution of the optimization problem can be performed. The study is suitable for the problem of the two-dimensional fuzzy linear programming problem with flexible constraints. Peiwang Gao ( Gao, 2012) presented a new solution to the problem of fuzzy linear programming, that is, a simplex algorithm is adopted to solve the traditional linear programming problem corresponding to the fuzzy linear programming problem. Then, by comparing the membership of fuzzy object set and fuzzy constraint set, the optimal membership of the intersection of the two sets is obtained. And insert the optimal membership into the optimal simplex form, the solution of the fuzzy linear programming problem can be acquired. Since the iterative calculation of simplex can be performed on an appropriate iterative table, the method is simple and convenient. Liang and others ( Liang and Shi, 2014) proposed a method for transforming a linear programming with triangular fuzzy coefficient into traditional linear programming. Limei Yan ( Yan, 2015) studied a possibilistic linear programming problem with fuzzy coefficients, and the fuzzy number considered in this paper is the trapezoidal fuzzy number. The author also showed the classical equivalence conditions at a certain level of confidence, and the simplex method can be used to get the optimal approximate solution. Zhangxia Zhu and others ( Zhu and Cao, 2014) proposed a new definition of fuzzy number-order relation by combining the relation between interval number and fuzzy number. In this way, a linear programming problem with fuzzy variables was replaced by a multi-objective linear problem. With the help of the new defined fuzzy order, it turns to the two-level multi-objective linear programming problem. Then, the hierarchical programming method can be used to obtain the solution of the original problem. Li Zhou and others (Zhou and Liu, 2013) did some researches on the problem of fuzzy number ranking, and established a sort of fuzzy number ranking method based on divergence by combining the distance measure and the weight area of fuzzy numbers. The solution method, dual property and other issues are analyzed and validated. Then, based on specific examples, the validity and practicability of the method are verified. Jiaxiang Zhu and others (Zhu, Tan, Jing and Dong, 2013 ) studied the method of solving the linear programming with symmetric triangular fuzzy number and symmetrical trapezoidal fuzzy number, respectively. Different from the general method, this method does not need to transform the fuzzy linear programming into the traditional linear programming in the process of obtaining the optimal solution, which can meet the needs of the decision makers to a certain extent. Haikun Zhao and others (Zhao and Guo, 2013 ) constructed a ranking criterion of fuzzy numbers by combining the structural element, and proposed a method to transform the fullcoefficient fuzzy linear programming with the objective function and the constraint condition both containing triangular fuzzy numbers into traditional linear programming.
In this paper, a hybrid intelligent evolutionary algorithm based on nonlinear support vector machine (SVM) fitting optimization to solve the fuzzy programming problem is proposed. Simulations show the effectiveness of the algorithm.
FUZZY PROGRAMMING MODEL BASED ON IMPROVED INTELLIGENT EVOLUTION

Fuzzy Programming Model based on Genetic Algorithm
Fuzzy programming is a class of uncertain programming with fuzzy parameters. It not only involves the complicated algorithm of nonlinear programming, but also uses the theory and method of fuzzy mathematics. It is not difficult to extract the fuzzy programming, yet it is hard to be realized. Examples show that using Genetic algorithm and fuzzy simulation to solve the fuzzy programming problem can get the ideal result. While genetic algorithm and fuzzy simulation are used to solve the fuzzy programming problem, it is very important to delete all the equations in the constraint condition. And appropriate genetic operations are designed to ensure that all newly generated chromosomes are in the feasible set.
In the mathematical programming, if there are some equality constraints, for example,
, by solving the equations with these constraints, other variables are used to replace these q numbers of variables to eliminate q numbers of the equality constraint. In order to ensure that the chromosome is feasible, each chromosome obtained during the genetic operation must be checked.
In the genetic initialization operations, the feasible set is not necessarily convex. As it is difficult to verify the convexity, the feasiblity of each future generation must be verified. If both descendants are feasible, they are used to replace their parents. Otherwise, the feasible one is retained, a new random number c is generated, and re-cross operations are carried out until two feasible offspring or numbers of cycles are given. In any case, only feasible offspring can replace its parent.
In the genetic algorithm, there are a variety of crossover methods, where operator cross is used. Parameter P is defined as the probability of crossover methods. The probability shows that the group has popsize numbers of chromosomes with expectation c P to carry out the crossover operation. In order to determine the parent of the crossover operation, the following precedures from 1 i  to popsize are repeated: random number r is generated from [0, 1] . If Random number c is generated from the open interval (0,1) , and crossover operation is performed between 1 v and 1 v according to the following way, and two descendants X and Y are produced.
In the mutation operation, parameter pm is defined as the mutation probability in the genetic system. This probability indicates that there are popsize numbers of chromosomes with expectation c P in the population to be used for mutation operation.
Similar to the process of selectiong a parent in a cross operation, the following precedures are repeated from 1 i  to popsize : random number r is generated from [0, 1] 
is very difficult when f is complex. In addition, there may be infinite groups of feasible solutions. It is impossible to find all the solutions and the upper limit solution. Therefore, it is not practical to calculate the possibility according to the definition. The more practical way is to use the random simulation method to calculate.
Intelligent Evolutionary Algorithm Improvement
Based on the research of genetic algorithm, this paper combines the evolutionary strategy and the genetic algorithm together, and the idea of simulated annealing is introduced to form an improved hybrid intelligent algorithm. The new hybrid intelligent algorithm overcomes the problem that the original single algorithm is easy to fall into the local optimum and premature. The evolutionary strategy is used to improve the evolution operator and the selection operator, and the simulated annealing algorithm is used to improve the mutation operator. Then, the accuracy of the algorithm is improved.
Based on the genetic algorithm, the evolutionary strategy is considered as an independent operator, then, selection operator ( , )   of the evolutionary strategy is introduced to improve the probability of the algorithm showing the local optimum. Simulated annealing is used in the mutation process of the operator. Elite retention strategy helps the algorithm converge to the global optimum. The specific steps of the algorithm are as follows:
(1) Generation of initial population
The initial population was randomly generated, and the feasibility is verified by using the neural network. The real number coding is adopted as the coding scheme.
(2) Cross Two paired individuals are randomly selected to cross, then flag numbers 0 or 1 is randomly generated. If the flag number is 1, the genes in the corresponding bit of two individuals are negatively cross calculated. Otherwise the genes in the corresponding bit of two individuals are cross calculated.
(3) Mutation
The simulated annealing algorithm is introduced to judge the acceptability of the mutated locus according to Metropolis acceptance criteria.
(4) Evolution The random step size  is introduced to adjust the amount of variation when the mutation operation of the individual is performed. And new individuals are produced according to the idea of evolutionary strategy.
(5) Selection Selection operatior of the evolutionary strategy ( , )   is adopted. The best individuals exist currently are retained. In the process of mutation, each gene in the individuals is randomly generated a P , and P belongs to [0, 1] .
 , mutation operation of the gene is performed. Otherwise no operation is done. Then, based on the idea of annealing, the mutation result is judged whether can be accepted or not according to Metropolis acceptance criteria. The fitness values of individuals before and after mutation are compared, if the fitness of the individual after mutation is better, the individual is selected as the new individual to replace the old one. Otherwise number r randomly generated, if it satisfies (4), the individual after mutation can be accepted as a new individual.
where 1 f is the fitness value of the individual before mutation, and 2 f is the fitness value of the individual after mutation. T is the annealing temperature, and the annealing function is 0 gen T T S   . 0 T represents the initial temperature, S represents the annealing coefficient, and gen is the evolutionary algebra. If both above conditions are all not satisfied, the new individual is not accepted. In the evolutionary process, a random quantity is added to the old individual to form a new individual. The random quantity is composed of the step size n R   , which can be used to adjust the size of the variation when the mutation operation of the individual is performed. According to the idea of the evolutionary strategy, if the individual of a group { , } X x s  is performed mutation operation, and new individual { , } X x s     is obtained after the mutation operation, the new individual is composed as follows: are denoted as the overall step size and the individual step size of the mutation. In the selection process, we choose not to use the roulette method, but to adopt the evolutionary strategy to determine the way to select operator ( , )   , so that all the good individuals are retained, and all the poor individuals are eliminated.  numbers of optimal individuals are selected from the new generated  numbers of individuals, and the selected optimal individuals are preserved in the offspring population. The local optimal solutions are easy to show by using the way of selection, the population diversity can also be enlarged, and the premature convergence can be effectively avoided.
FITTING OPTIMIZATION BASED ON SUPPORT VECTOR MACHINE
Nonlinear Support Vector Machine
Support vector regression is the application of SVM in the regression problem. The basic idea of SVM is: by using nonlinear mapping ( ) x  , n -dimensional sample vector X of the input space is mapped into the highdimensional feature space H . In this space, linear decision function is constructed based on the structural risk minimization principle. The linear regression is performed, which is essentially a convex quadratic programming optimization problem with linear constraints. The nonlinear transformation is realized by replacing the inner product in the high-dimensional feature space with the kernel function of the original space.
Based on data { , }, ,
    is used to fit and construct the hyperplane. Assume that all training data can be fitted with linear functions without errors at accuracy  , which is shown as follows:
The optimization problem is equivalent to the minimization of 
The dual problem of (8) 
Fuzzy Programming Model based on Support Vector Machine Fitting
The fuzzy programming model based on the improved intelligent evolutionary algorithm is fitted and optimized by the nonlinear support vector machine. The steps are as follows:
(1) Fuzzy simulation technology is used to generate input and output data for the uncertain function.
(2) A support vector regression machine is trained based on the generated data to fit the fuzzy programming function.
1) Let the known training set
2) Appropriate positive sum  and C are selected. Appropriate nucleus ( , )
3) The optimization problem is constructed and solved:  is selected, the following equation holds:
Based on the improved intelligent evolutionary algorithm proposed in this paper, the fitting function is optimized. The best individual is chosen as the optimal solution.
CASE ANALYSIS
In order to verify the performance of the improved model proposed in this paper, simulations are carried out. The convergence of the standard genetic algorithm and the proposed hybrid algorithm based on support vector machine (SVM) are tested by using the Sphere and Schwefel test functions. The formulas of the functions are shown in (16) and (17), the function curves are shown in figure 1 and figure 2 , and the test results are shown in figure 3 and figure 4. It can be seen from the above results that compared with the standard genetic algorithm, the hybrid algorithm based on support vector machine fitting optimization proposed in this paper has higher convergence and can be better applied to the fuzzy programming problem solving.
CONCLUSIONS
Due to the uncertainty of the decision-making environment and the inability of the decision-maker to express the preference information, fuzzy optimizaiton theory has emerged. Correspondingly, the fuzzy programming problem has been studied by more and more scholars. In real life, fuzzy programming problems are various, such as fuzzy linear programming, fuzzy integer programming, fuzzy nonlinear programming and so on. Since the theory of fuzzy programming model has been very mature, the key is to solve fuzzy programming problems. In order to overcome the shortcomings of the standard genetic algorithm in solving fuzzy programming problems, a hybrid intelligent evolutionary algorithm based on nonlinear support vector machine (SVM) is proposed to solve the fuzzy programming problem. The simulation results show that compared with the standard genetic algorithm, the hybrid algorithm based on support vector machine fitting optimization proposed in this paper has higher convergence and can be better applied to the fuzzy programming problem solving.
