ABSTRACT In biological research, biology sequence alignment algorithm aims to find similarities between sequences. As the size of biological database increases exponentially, the complexity of sequence alignment process also increases rapidly, which results in a large amount of computational time. The Sunway TaihuLight is the world's first heterogeneous supercomputer with peak performance over 100 PFlops and provides a new hardware platform for database search. In this paper we present an efficient method of protein database search based on Sunway TaihuLight supercomputer. Furthermore, we also optimize protein database search on Sunway TaihuLight to give full play to the performance of the SW26010 processor. In our proposed approach, we design hybrid sequence alignment by combining the Smith-Waterman local alignment algorithm and the Needleman-Wunsch global alignment algorithm. The protein database search is paralleled by message passing interface (MPI) and accelerated thread library (Athread). Experiment results with the Swiss-Prot database show that our implementation can effectively leverage the SW26010 processor's special hardware architecture and achieve a speedup to 15.91 times on a single node. In addition, we expand the scale to 64 nodes to test the scalability of the parallel method on the Sunway TaihuLight system, and the results show that our parallel implementation of protein database search have a good expansibility and reliability.
I. INTRODUCTION
Sequencing facilities, analytical departments and biological laboratories around the world generate huge amounts of data, such as gene and protein sequences, which are usually called as data explosion [1] , [2] . In bioinformatics, it is very important to find out necessary information from the biological database in proper time [3] . In database search, sequence alignment algorithm is the most important component, which can affect the accuracy of the results. To compute pairwise similarity, the Smith-Waterman (SW) algorithm and the Needleman-Wunsch (NW) algorithm were proposed and achieved high matching sensitivity [4] , [5] . Although both
The associate editor coordinating the review of this manuscript and approving it for publication was Chong Leong Gan. of these algorithms adopt the idea of dynamic programming (DP), the alignment strategies are quite different: one is local sequence alignment, and the other is global sequence alignment. Since their time complexity and space complexity are O(n 2 ), therefore the two algorithms require massive running time and computational resources. To overcome these disadvantages, a series of alignment algorithms using heuristic strategy, such as Blast [6] and Fasta [7] were proposed, which are considerably faster. However, this kind of algorithms does not guarantee the optimal alignment. Although heuristics algorithms can improve computational efficiency, they often fail to provide effective solutions in the loss of sensitivity. With the rise and development of many-core architectures and supporting software technologies, researchers have made lots of effort on accelerating the compute-intensive programs, for example DP algorithms. Experiments show that many-core acceleration can effectively reduce the running time on the premise of ensuring accuracy.
In recent years, with the failure of Moore's law, the main frequency increase of CPU only with single core is subject to heat radiation, transistor technology, etc., while manycore processor represented by Xeon Phi, GPU and others are becoming the mainstream. More and more researchers are working to take full advantage of the hardware to speed up programs. As we all know, nowadays GPUs are developed as coprocessors for general-purpose computing on the GPUs (GPGPU). For example, the Tesla P100 GPU based on Pascal architecture has 1792 computing units in double precision and 732 GB/sec stacked bandwidth that could provide strong supports for scientific computing [8] . Further, the development of general parallel computing architectures, such as CUDA [9] and OpenCL [10] , provides an easy-touse platform for programmers to develop applications on the GPUs. At the same time, Intel Xeon Phi processors was introduced, which have more processing cores than traditional CPUs. For instance, the Xeon Phi processor codenamed Knights Landing (KNL) has 72 computing cores and 475 GB/sec memory bandwidth, making it possible to parallel programs while maintaining the Intel architecture [11] . Previous studies on protein database search mainly focused on GPU, Intel Xeon Phi and other platforms, while few studies on the Sunway TaihuLight have been conducted. The Sunway TaihuLight architecture is significantly different from other many-core architectures, with more limitations on-chip cache and memory bandwidth, which makes porting and optimizing the hybrid alignment algorithm very difficult.
The Sunway TaihuLight, the fastest supercomputer in China, is the world's first supercomputer with a peak performance over 100 PFLOPS [12] . It is designed for large-scale computing in the fields of scientific computing and industry and built up based on the home-grown SW26010 manycore processor. The SW26010 processor comprises four Core Groups (CGs), each of which includes the Management Processing Element (MPE) and Computing Processing Elements (CPEs). As mentioned above, the architecture of Sunway TaihuLight is completely different from other existing heterogeneous architectures, such as CPU-GPU. And the system provides a unique programming language and compilation environment. Normal C/C++ or FORTRAN codes can directly execute on the supercomputer but not for optimal performance [13] . Therefore, how to effectively transplant the hybrid alignment algorithm to the Sunway TaihuLight is of great concerns.
In this paper, a parallel hybrid alignment algorithm for protein database search based on the Sunway TaihuLight is designed and implemented with MPI and Athread parallel programming interface. Our hybrid alignment algorithm integrates SW algorithm and NW algorithm into an alignment process to simultaneously achieve global and local alignment. Focus on the structure of Sunway TaihuLight, we design a special data structure for sequence alignment, which can effectively reduce the space of dynamic programming array and increase the space utilization rate of SPM. We design and optimize the hybrid alignment algorithm on a single SW26010 node. Experimental results demonstrate that the proposed parallel hybrid database search method achieves a 15x speedup on a single node. Besides, we scale our method proposed in this paper to multiple computing nodes. Compared to the single-node version, we achieve a 63x speedup on 64 SW26010 computing nodes.
The remaining of this paper is organized as follows. We first introduce the background of our research in Section II, then in Section III discuss the parallel design and optimization of our hybrid alignment algorithm on Sunway TaihuLight. In Section IV, the experimental method is presented and the performance of the database search is evaluated comprehensively. Finally, we conclude our work and propose the future work.
II. BACKGROUND A. THE SUNWAY TAIHULIGHT SUPERCOMPUTER
The Sunway TaihuLight is a new generation heterogeneous many-core supercomputer system developed by the National Research Center of Parallel Computer Engineering Technology (NRCPC) in Wuxi, China. The peak speed of the Sunway TaihuLight is 125.436 PFlops, which is the first supercomputer in the world with a speed exceeding 100 PFlops [14] , [15] . Moreover, the Sunway TaihuLight supercomputer system adopts an extensible polymorphic composite architecture oriented to high-performance computing, adopts high-density assembly, high-efficiency dc power supply, and whole-machine water cooling key technologies, and is equipped with accurate resource scheduling management, rich parallel programming language and development environment.
The Sunway TaihuLight supercomputer system expands the system through the modes of computing plug-in board, computing super node and computer warehouse [16] , [18] . Its architecture mainly consists of high-speed computing system, auxiliary computing system. In addition, there are high-speed computing interconnection network (corresponding with the high-speed computing system, 16GB/sec twoway bandwidth) and auxiliary computing interconnection network (corresponding with the auxiliary computing system, 112GB/sec two-way bandwidth). These four parts together with high speed computing storage system, auxiliary computing storage system and a large number of software systems make up the whole supercomputer system.
B. THE SW26010 PROCESSOR
The Sunway TaihuLight supercomputer adopts the SW26010 heterogeneous many-core processor, which is developed by Shanghai High Performance Integrated Circuit Design Center (HPICDC) through independent technology. The SW26010 processor uses 64-bit Sunway instruction set, with the standard working frequency of 1.45 GHz and the memory VOLUME 7, 2019 FIGURE 1. The SW26010 processor architecture.
bandwidth of 130 GB/sec. As shown in Figure 1 , there are four Core Groups (CGs), each containing a Management Processing Element (MPE) and Computing Processing Element (CPE) cluster. Among them, the CPE cluster consists of 64 computing cores, the array controller and L2 instruction cache. Each CG has one memory controller (MC) and 8 GB physical memory. Every MPE has two caches for data and instruction, respectively. The MPE has a 256 KB L2 cache both for data or instruction. Every CPE has a 16 KB L1 cache for instruction and a CELL-like processor 64 KB Scratch Pad Memory (SPM) instead of the data cache. The SPM is controlled by the user, which is convenient for the user to program according to the characteristics of the program. The CPE cluster adopts DMA to transfer data between the main memory and the SPM.
Based on the SW26010 processor architecture, there are two user modes available including CG private mode and Chip-sharing mode. The main difference between these two modes is the memory running scheme. The CG private mode is the most common mode, with each CG sharing 8 GB private memory. Applications can run on four MPEs using MPI or four CGs using MPI plus OpenACC * / Athread (every MPE binds 64 CPEs). The Chip-sharing mode is designed to accommodate large memory requirements. Four CGs provide a 32 GB physical memory and each running process having access to 32 GB memory.
C. HYBRID SW AND NW DATABASE SEARCH BASED ON THE SW26010
Biological database search is a process of studying the similarity between a query sequence and target sequences in the database by calculating alignment scores. We present a SW26010-based database search method, which combines the Smith-Waterman algorithm and the Needleman-Wunsch algorithm for local and global alignments. Usually, the local alignment algorithm is adopted in the biological database search. Because the length of most query sequences differs greatly from that of the sequences in the database, so the local alignment algorithm is more suitable in this case. Our motivation for adopting a hybrid method for database search is as follows. Firstly, it is more reasonable to use the global alignment algorithm to study the similarity between the query sequence and target sequences in the database when their lengths are similar. Besides, the results obtained by simply using the local alignment algorithm may not reflect the similarity between sequences. Therefore, it is more reasonable to adopt a hybrid method combing local alignment and global alignment. At the same time, the hybrid method could save some time than adopting two types of algorithms respectively, because some computational steps can be reduced. Secondly, Polyanovsky et al. [19] proved that in some cases the results of the global alignment algorithm are more accurate and competent than those of the local alignment algorithm. From their research, we can see that when two sequences of similar length are aligned, the global alignment algorithm is more stable in the longer evolutionary distance and larger nonhomologous parts than the local algorithm in the case that the position of non-homologous parts of each sequence is symmetric. The Smith-Waterman algorithm is the most famous algorithm that uses dynamic programming strategy for local sequence alignment. The score of each element in the DP matrix is determined by its diagonal, column, or row direction score. As shown in Figure 2 , the query sequence ''T-A-G'' and the target sequence ''G-T-C-G'' construct a scoring matrix H with the size of 4 x 5 as an assisted DP matrix. The assisted DP matrix will be computed after initializing the first row and first column to zero. The final best alignment result doesn't need to include the whole sequence. Any position in the sequence may be the starting backtracking point of the alignment result, and any position may be the ending point of the alignment result. Given two sequences S 1 and S 2 , m and n represent the length of S 1 and S 2, respectively. The SW algorithm formula is listed below (see Eq. 1). Matrix E and F are two assisted matrices when calculating matrix H, recording the horizontal and vertical gap extending penalty, respectively. Parameter ρ is the gap opening penalty and σ is the gap extending penalty. The sbt is the score matrix which is used for obtaining the similarity score between the ith residue in S 1 and the jth residue in S 2 .
The Needleman-Wunsch algorithm is a kind of algorithm widely used in global sequence alignment with dynamic programming strategy. By this algorithm, we could obtain the optimal global alignment between two sequences. The matrix elements H i,j will be computed (see Eq. 2) after the H 0,0 is initialized to zero. Compared to local alignment SW algorithm, there has the following two main aspects of the differences. First, the penalty points between prefix strings and spaces must be included in the global alignment matrix. Second, the penalty points between suffix strings and spaces must be included in the global alignment matrix.
In recent years, many-core processor has become the mainstream processor in the academic world and industrial world. More and more researchers with a need for large-scale arithmetic computations began to use many-core processor to parallel programs. In bioinformatics, as the powerful computing capacity of many-core processor, it has been widely applied to accelerate calculation. In order to improve the performance of sequence alignment in biological databases, following works (e.g. [20] - [27] ) have studied the sequence alignment algorithm adopting the related parallel acceleration technology, and achieved the desired results. Zhou et al. [20] , [21] propose a hybrid alignment method based on the SW algorithm and NW algorithm on GPU platform. They test their method on a single GPU with GF 750Ti card or GTX 1070 card. And they carry out experiments on GPU clusters when aligning in the Swiss-Prot database. The hybrid alignment implementation can achieve a 159.89 times speedup over the serial solution.
Liu et al. [22] present a parallel protein alignment method of SW algorithm with the OpenGL on GPU platform, and they adopt two stages in the OpenGL rendering pipeline: geometry transformation and fragment rasterization. They carry out experiments by using a protein sequence including 16384 acids with a database of 983 protein sequences. Compared to the serial algorithm on a 3.2 GHz Pentium D 840 processor, the method presented in this paper achieved a 4x speedup on one GF 7800 GTX card.
Manavski and Valle [23] propose a parallel SW sequence alignment algorithm based on CUDA framework. In the sequence alignment process, they select BLOSUM50 score matrix to participate in the calculation. In the experiment, they adopt the Swiss-Prot database with more than 250000 sequences. The experiment results show that their method achieves a more than 30 times speedup over a CPU implementation using a single Pentium IV 3.0 GHz processor.
Rucci et al. [24] , [25] design and implement the SW algorithm with OpenCL in a FPGA platform. The implementation of the Smith-Waterman algorithm take full advantage of data and pipeline parallelism on the FPGA platform. The experiments demonstrate that the FPGA version of the Smith-Waterman algorithm can reach up to 114 GCUPS in less than 25 watt power requirements.
Liu and Schmidt [26] present SWAPHI-LS to accelerate the long DNA sequences by exploiting emerging Xeon Phi many-core processors. In this paper, they adopt instructionlevel parallelism within a single Xeon Phi and exploit thread-level parallelism over the many cores. The performance evaluation in this paper shows that the computing performance of their implementation can achieve up to 111.4 GCUPS on four Xeon Phi processors.
Siriwardena et al. [27] propose a GPU heterogeneous solution for NW alignment algorithm based on CUDA programming framework. They conduct all experiments on a single Nvidia Geforce 8800 GT card and the solution presented in this paper can achieve a 4.2 times speedup over a CPU implementation with a 2.4 GHz Intel Quad Core processor.
There are a lot of studies on accelerating sequence alignment algorithm on many-core platforms, but none of them can be directly applied to the Sunway TaihuLight architecture. Compared with other many-core processors like GPU and Xeon Phi, the smaller capacity of on-chip cache and more limited memory bandwidth make our porting work more challenging. In other words, it is necessary to make full use of special architecture of the Sunway TaihuLight to parallel the alignment algorithms.
III. PARALLEL DESIGN AND OPTIMIZATION
The main component of our protein database search method is the SW-NW hybrid sequence alignment algorithm. Therefore, how to successfully transplant and optimize SW-NW hybrid sequence alignment algorithm on the Sunway TaihuLight is the key issue we need to discuss. First, this paper proposes parallel implementation of SW-NW hybrid alignment algorithm that combines sliding window technique and multi-threading on single SW26010 node (Section III-A). Second, we optimize the parallel sequence alignment method based on special architecture of the Sunway TaihuLight (Section III-B). Finally, we present parallel design of multinode on the Sunway TaihuLight (Section III-C).
A. PARALLEL IMPLEMENTATION DETAILS ON SINGLE NODE
The SW-NW hybrid alignment algorithm is a typical compute-intensive algorithm, and in the protein database search, sequence alignment processes are not correlated with each other, which is very suitable for parallelization. As mentioned above, the SW26010 processor has four CGs which are independent of each other. Similarly, within the CG, CPEs are independent of each other. Therefore, we adopt a SIMD manner [28] , [29] to accelerate the database search algorithm. In our method, CGs can execute the same sequence alignment procedure, however, each CG independently carries out the alignment of separate database sequences. As shown in Figure 3 , the CPE cluster aligns 64 · n sequences in the separate database. Another manner is to calculate along anti-diagonal direction of the DP matrix [27] , [30] , [31] . According to the manner, computations on the anti-diagonals are independent of each other and be easily parallelized. It can be seen that anti-diagonal manner is more effective for fine-grained computation, especially when aligning two long sequences. If we use four CGs for the pairwise alignment of long sequences, operations such as thread synchronization and process synchronization will greatly reduce the performance of the program. To sum up, our database search method using SIMD will be more conducive to parallel acceleration. The SW-NW hybrid alignment algorithm on the SW26010 processor is shown in Algorithm 1.
The design and implementation of the SW-NW hybrid alignment algorithm on single CG is our main task. In our design, the whole database search process is divided into two parts: MPE code and CPE code. The MPE code is responsible for IO operation, control flow and data collection in database search. Meanwhile, in our proposed database search method, the hybrid SW and NW alignment algorithm costs the most time, which is placed in the CPE cluster for parallel acceleration. Figure 4 shows the design of our parallel database search on single node. First, we divide the database data into 64 blocks in the MPE. Next we call the multi-thread function to open the CPE cluster. Second, we transfer data blocks bound to the specific CPEs and transfer query sequences from the main memory to SPM through the DMA mode. Because of the limited memory, it is difficult to transfer the entire sequences in the data block to the SPM at one time, so we need to transfer multiple times. After completing the hybrid sequence alignment, we can transfer the optimal value from the SPM to the main memory through DMA. Finally, we close 6: Initialize the DP matrix H, E and F for SW and NW algorithm 7: for j = 0 to len_qs do 8: for k = 0 to len_ts[i] do 9: Load E(i, j-1) and H (i, j-1), and calculate E (i, j-1) for SW and NW algorithm 10: Load F(i, j-1) and H (i, j-1), and calculate F (i, j-1) for SW and NW algorithm 11: Load H (i-1, j-1 Compute H (i, j) for SW and NW algorithm:
Obtain the optimal alignment score by comparing the previous maximum H_sw and H_nwvalue 14: Store H (i, j), F(i, j) and E(i, j) for SW and NW algorithm 15: End do 16 : End do 17: Obtain H _max by comparing the previous optimal alignment score for SW and NW algorithm 18: End do the CPE cluster after getting the final result by comparing the returned optimal values.
Considering that the CPEs use gld/gst discrete mode to access the main memory is too slow, we take full advantage of local data memory in the CPEs to perform manycore acceleration on the SW-NW hybrid alignment algorithm. We find it is easy to put sequences from the database into the SPM, but fail to apply the memory of the DP matrix in the CPEs. As described in Section II-C, if the query sequence and the target sequence have lengths of n and m respectively, we need to construct a scoring matrix with the size of (n + 1) * (m + 1). When the query sequence or the target sequence exceeds a certain length, the scoring matrix we construct will be larger than 64 KB SPM capacity. We study the dynamic programming process and find that each element in the matrix is updated only with respect to the previous and current rows, so that we could optimize memory usage by using sliding window technology. Obviously, the size of the scoring matrix we construct changes to 2 * (m+1), which saves (n+1)/2 times space. At the same time, we can also transfer more target sequences from the main memory to the SPM, which reduces the number of transfers and saves more running time. 
B. OPTIMIZATION METHODS ON SINGLE NODE
Based on the SW26010 processor architecture and our parallel approach, we propose three kinds of optimizations, including memory access optimization, manual prefetching and load balancing strategy. Since the SW-NW hybrid alignment algorithm is the most time-consuming part in database search, we focus our optimization on the CPE part. The details of optimization methods are briefly discussed below.
As described in Section II-B, each CPE core has a usercontrolled SPM, which gives programmers more programming possibilities. Comparing with automatic cache design in other architectures, using SPM has more controllability and subjectivity for programmers. The Sunway TaihuLight system supports DMA communication by specific instructions that allow faster data transfer between the MPE and CPEs [32] . The DMA operations can only be issued by CPEs. At the same time, we test the memory access bandwidth of CPEs on the Sunway TaihuLight and the results are shown in Figure 6 . It can be seen that when the data in the main memory is aligned with 128 B and the number of transfers is larger than 2KB in 64 CPEs, DMA intrinsic will achieve the best performance. There are five kinds of DMA modes, such as the single-CPE mode, the broadcast mode, the singlerow mode, the row-broadcast mode and the array mode. According to the characteristics of our parallel approach, each CPE aligns its own sequences separately, so we adopt the single-CPE mode. In CPE parallel region, although DMA intrinsic can greatly reduce the overhead of memory access, memory access often restricts the parallel efficiency. In order to further improve the parallel efficiency, we use manual prefetching technology to give full play to the asynchronous performance of DMA intrinsic. When there are multiple rounds of DMA operations, the CPE needs to apply double memory space to buffer the data of MPE and CPE. The CPE initially starts the transfer, and then performs computing operations during the transfer. Therefore, we can execute our parallel algorithm while transferring the next data block.
At the same time, the basic task allocation strategy is to divide tasks coarsely according to the number of sequences, and does not consider the task load balancing among different CPEs. So, we divide tasks into fine-grained tasks according to the sequence length in the database. As shown in Figure 6 , the task assignment process consists of three parts. In preprocessing part, we need to calculate the length of protein sequences in the database. Task division part divides the whole sequences in the database into several subtasks according to the sequence information and the capacity of the SPM. Figure 6 illustrates that each CPE can process multiple sequences with a total length of 7 in a computing cycle. In the last part, we adopt a static way to assign subtasks to each CPE.
C. PARALLEL DESIGN ON THE SUNWAY TAIHULIGHT
For a large number of sequences, it is very important to study the scalability of our database search method in the Sunway TaihuLight supercomputer. In this paper, we study and discuss the scalability of parallel database search on the Sunway VOLUME 7, 2019 TaihuLight with different number of the SW26010 processor node.
The parallel design based on single node does not need complex data exchange, which provides a useful idea for us to realize multi-node version. We implement the parallel program based on multiple SW26010 processors with MPI in the same way as the single-node implementation. The parallel program first divides sequences in the database evenly to each SW26010 processor node, and then process them in parallel within processor nodes. The parallel processing procedures within the node are consistent with the description of Algorithm 1.
IV. EXPERIMENT AND RESULTS

A. EXPERIMENT METHOD
To evaluate the effectiveness of our method, we first test on single node of the Sunway TaihuLight, and obtain their running time, the GCUPS and speedup ratio compared to the serial version. Due to the huge difference between the Sunway TaihuLight system and other many-core platforms, there is no research significance for direct performance comparison between them. So, we do all the experiments and performance comparison on the Sunway TaihuLight. And then we study the scalability of our method on multiple nodes. The specifications of Sunway processor are shown in Table 1 . All the algorithms implemented in this paper are edited in C language and MPI 3.0. The dataset used in experiments is from March 2019 release of the Swiss-Prot database, and the threshold value of sequence length is set as 1000. In the experiments, there are five randomly selected sequences as query sequences. The information of query sequences is shown in Table 2 . And we set the gap open penalty ρ to 5 and the gap extension penalty σ to 1. In order to eliminate accidental errors in the Sunway TaihuLight system, we perform the algorithm ten times for each query sequence and take the average as the final execution time of the algorithm. To illustrate the performance of the protein database search algorithm more intuitively, the GCUPS and parallel speedup are adopted to measure the effectiveness of program parallelism. The GCUPS is often used to evaluate the performance of the sequence alignment algorithm, as defined in Eq. (2). The variables m and n represent the length of two sequences involved in alignment, respectively. The speedup is used to measure performance and effectiveness of parallelization of a parallel system or program. The specific formula is shown in Eq. (3). B. SINGLE-NODE PERFORMANCE EVALUATION Figure 7 shows the parallel performance comparison of the serial algorithms and the parallel algorithms for different query sequences. The six sub-figures from left to right represent the running time of different query sequence, respectively. It can be concluded from all sub-figures that the serial run time of the database search algorithm increases as the sequences length increases. Besides, we can get from each sub-figure that the computing performance of the parallel algorithm is much higher than that of the serial algorithm.
GCUPS
Compared to the running time of the serial algorithm, the optimized single-node algorithm could save 93.10%, 93.14%, 93.38%, 93.49%, 93.62% and 93.71% the time when executing the protein database search algorithm, respectively. Meanwhile, we count the major MPI time overheads included in the running time, as listed in Table 3 . Figure 8 presents the GCUPS results of each query sequence. It can be observed from the figure that our proposed algorithm could obtain a better GCUPS scores than the serial algorithm. The database search algorithm achieves the highest score of 9.85 GCUPS and the lowest score of 9.03 GCUPS when aligning the sequences B0M3E5 and P50909, separately.
The speedup ratio of the basic parallel method and the optimized method based on a single node are illustrated in Figure 9 . As we can see in Figure 9 , compared with the serial algorithm, the basic parallel algorithm achieves a higher speedup, while the optimized parallel algorithm further improves the speedup ratio and the parallel efficiency. In the six sub-figures, we can get the highest speedup of 15.91 times when query sequence P50909 is aligned.
C. MULTI-NODE PERFORMANCE EVALUATION
The scalability study of the algorithms on the Sunway TaihuLight is crucial, and the Sunway TaihuLight system provides MPI interface, so this paper designed and conducted parallel experiments on multiple SW26010 processors. In the experiments, we guarantee the task load of all nodes on the Sunway TaihuLight is balanced. We select the sequence P50909 as the query sequence, and the target sequence database also uses the Swiss-Prot database, including 541122 sequences. Since we only prove scalability of the protein database search algorithm, we do not perform all the node tests on the whole Sunway TaihuLight supercomputer, but only on 1, 2, 4, 8, 16, 32, 64 processor nodes. Table 4 presents the running time of the protein database search algorithm with the number of SW26010 processor nodes increasing. We can clearly see that the running time of our algorithm decreases as the number of nodes increases gradually, and the running time decreases to 1.07 seconds at 64 nodes. This illustrates that our algorithm can achieve better performance by using more processor nodes. Figure 10 presents the speedup performance of the protein database search algorithm with the number of SW26010 processor nodes increasing. Among them, we choose the running time of the optimized algorithm in a single node as the benchmark to calculate the speedup ratio. As seen, the speedup increases along with the increase of the number of SW26010 processor nodes. Since there is little data communication between processor nodes in our parallel algorithm design, the curve in the figure will keep exponential growth as the number of nodes increases. Experiments show that our algorithm design has good scalability and parallel efficiency on SW26010 processors.
V. CONCLUSION AND FUTURE WORK
In this paper, we design and implement a hybrid SW and NW algorithm for the protein database search based on the Sunway TaihuLight. The strategy of the proposed method is to merge the SW local algorithm and NW global algorithm into one process. Specifically, we implement the parallel method of database search on one SW26010 processor, which can allow full play to the SW26010 processor's computing power. In addition, we optimize the parallel database search in three aspects: memory access optimization, manual prefetching and load balancing strategy. Finally, we test the effectiveness of our method on a single node and the scalability of the method on multiple nodes. Specifically, it not only can achieve top speedup of 15.91 times on a single node, but also has good scalability and parallel efficiency on multiple nodes.
For future work, we would study the parallel algorithm based on other heterogeneous platforms, such as FPGA and Xeon Phi, and propose a parallel model of sequence alignment. In addition, we will further explore the special architecture of the Sunway TaihuLight, especially how to use SPM more efficiently, and further optimize the parallel database search method at assembly level. 
