In this paper, we consider a MIMO networked control system with an energy harvesting sensor, where an unstable MIMO dynamic system is connected to a controller via a MIMO fading channel. We focus on the energy harvesting and MIMO precoding design at the sensor so as to stabilize the unstable MIMO dynamic plant subject to the energy availability constraint at the sensor. Using the Lyapunov optimization approach, we propose a closed-form dynamic energy harvesting and dynamic MIMO precoding solution, which has an event-driven control structure. Furthermore, the MIMO precoding solution is shown to have an eigenvalue water-filling structure, where the water level depends on the state estimation covariance, energy queue and the channel state, and the sea bed level depends on the state estimation covariance. The proposed scheme is also compared with various baselines and we show that significant performance gains can be achieved.
I. INTRODUCTION
N ETWORKED control systems (NCSs) have become quite popular recently due to their growing applications in industrial automation, smart transportation, remote robotic control, etc. A typical NCS consists of a multiple-input multipleoutput (MIMO) dynamic plant, a multiple antenna wireless sensor and a controller. These are connected over a communication network and form a closed-loop control, as illustrated in Fig. 1 . Compared to traditional wireless sensors that are powered by a non-rechargeable battery, we consider an energy harvesting sensor, which is equipped with an energy harvesting device (e.g., a solar panel or a micro wind turbine) so that the sensor can harvest energy from the surrounding environment.
For an NCS, a potentially unstable plant is stabilized using a sensor to measure the state and feeds back to a controller, which in turn drives a stabilizing control signal to the plant. Unlike conventional feedback control design where the feedback path is assumed to be perfect, the sensor in the NCS observes the plant state and transmits the observation to a remote controller over a wireless MIMO fading channel. The performance of the NCS is closely related to the communication resource control at the energy harvesting sensor over the MIMO wireless channel. Manuscript For an energy harvesting sensor, the communication resource is related to the energy available in the battery. Due to the random nature of the renewable energy source, it is difficult to predict the future evolution of the energy arrivals, and hence there is a tradeoff of using the available energy to support the current transmission and saving the energy for future good transmission opportunities.
In fact, NCS is a multidisciplinary subject involving both control theory and communication theory. Stability is an important characteristic of control system. The theory of Lyapunov drift has a long history in the field of stochastic control to analyze the system stability in the field of control and communications. The authors of [1] first applied the Lyapunov drift theory to develop a general algorithm which stabilizes a multi-hop packet radio network. The negative Lyapunov drift terms play a central role when applying the Lyapunov drift theory to analyze the stability of dynamic systems. Intuitively, the negative Lyapunov drift is a stabilizing force that pulls the system state back to the equilibrium point. In [2] , it is shown that negative Lyapunov drift ensures network stability because whenever the data queue length vector leaves a certain bounded region, the negative drift eventually drives it back to that region. In [3] , the negative Lyapunov drift is utilized to analyze the stability of Markov chains.
From the communication side, it is important to understand how to optimize the communication resources (such as MIMO precoding) targeted for control applications. In particular, MIMO precoder optimization has been well studied in wireless communications. A MIMO precoder is essentially a multimode beamformer which splits the transmit signal into spatial eigenbeams and assigns higher power along the beams when the channel is strong [4] . In [5] , [6] , the authors obtain the MIMO linear precoding solution to minimize the MMSE [5] or maximize the SINR [6] of the MIMO wireless systems. However, these precoding solutions are not tailored for NCS applications because the optimization objectives (MMSE or SINR) are merely physical layer metrics in wireless communications, which may not be directly related to the performance metric of the NCS applications (such as stability of the plant or plant state estimation errors). Another related development in wireless communications is the device-to-device (D2D) or machine-tomachine (M2M) communications. One important application of D2D or M2M systems (in addition to delivering content) is to support real-time industrial control where the devices may act as sensors and/or actuators. As such, these new application scenarios embrace both wireless communications and control in the context of networked control systems. In this paper, we are interested in studying the design of the MIMO precoder in the communication subsystem to support NCS applications.
Note that communication resource allocation for an NCS with an energy harvesting sensor is quite challenging. This is because such a problem embraces the information theory (to model the physical layer over the wireless channels), the queuing theory (to model the energy queue dynamics) and the control theory (to model the plant dynamics under imperfect state feedback control). In this paper, we propose a low-complexity closedform dynamic MIMO precoding solution at the sensor powered by renewable energy to stabilize the unstable MIMO dynamic plant. The following summarizes the key contributions in the paper.
1) Direct Analog State Transmission with Peak Power Constraint: Unlike existing approaches in NCS [7] - [12] where the plant state is first quantized and transmitted over a simplified digital channel, we propose a novel analog state transmission where the sensor simply transmits a spatially rotated state measurement (rotated by the MIMO precoder) to the remote controller without quantization or coding. The consideration of renewable energy source also poses a unique challenge. For instance, the sensor needs to equip with a limiter, which is a non-linear module to attenuate peaks of signals to satisfy the peak power constraint 1 . Such design will simplify the datapath design of the sensor and the remote controller and directly take advantage of the MIMO communication channels.
2) Closed-form Dynamic Event-Triggered MIMO Precoder
Policy: Event-triggered sensor control has been proposed in various existing NCS applications [9] , [13] . However, the existing solutions either has no closed-form triggering solution [9] , [13] or the solution is not truly dynamic [9] . In addition, in all these existing solutions, there is no consideration of the multi-antenna MIMO communication channels. In this paper, we derive a closed-form fully dynamic solution which adapts to the complete system state (MIMO channel state for transmission opportunity, sensor 1 The sensor cannot transmit more than the instantaneous available energy in the battery. energy state for energy availability and plant state estimation error for the urgency of the state transmission). These agile adaptivity are very important for superb performance in the NCS applications.
3) Closed-form Performance Characterizations: In this paper, we also derive closed-form requirement of the renewable energy arrival rate and the battery capacity requirement to attain stability of the MIMO NCS. Such results give important guideline for the dimensioning of the resource needed at the sensor. Furthermore, we have derived closed form MSE and study how the performance depends on key system parameters. Such closed-form derivation is challenging due to the dynamic MIMO precoding policy as well as the coupled system state evolutions where the dynamic evolution of the three system states (the energy state, the plant state and the MIMO channel state) are tightly coupled together in a very complicated manner. Notations: Uppercase and lowercase boldface denote matrices and vectors, respectively. The operators ( · ) T , ( · ) † , ( · ) H , Tr( · ), | · |, Re{·}, 1{·} are the transpose, element-wise conjugate, conjugate transpose, trace, cardinality, real part, and indicator function, respectively; ||A|| and ||a|| denote spectrum norm of matrix A and Euclidean norm of vector a, respectively; and diag(a) means diagonal matrix with diagonal elements being a; A ij denotes the element in the i-th row and j-th column of matrix A; μ i (A) denotes the i-th largest eigenvalue of matrix A. R m ×n (C m ×n ) represents the set of m × n dimensional real (complex) matrices.
II. SYSTEM MODEL
In this section, we introduce the model of the MIMO NCS with an energy harvesting sensor, plant dynamics, MIMO channel model, energy queue model, as well as the energy limiter model.
A. MIMO Networked Control System With an Energy
Harvesting Sensor Fig. 1 shows a typical networked control system (NCS) with a MIMO plant (potentially unstable), a multi-antenna sensor (with N s transmit antennas) with energy harvesting capability and a multi-antenna remote controller (with N c receive antennas). The sensor and the controller are geographically separated and connected through a wireless MIMO fading channel. We consider a time-slotted system with slot duration τ . The sensor has perfect observation of the MIMO plant state x (n) at every time slot. Due to the consideration of renewable energy source at the sensor, the observed plant state x (n) is passed through an energy limiter before the transmission so as to satisfy an instantaneous peak power constraint determined by the instantaneous available energy. The output of the limiter is q (n). Unlike conventional digital approaches in NCS, we consider direct analog transmission of the measured system state at the sensor. Specifically, the analog state measurement is spatially rotated by a MIMO precoder F (n) and transmits to the remote controller over the multi-antenna wireless fading channel. We assume the perfect channel state information can be obtained at the sensor by causal signaling feedback from the controller as illustrated in Fig. 1 . The received signal at the controller is y (n), which is passed to the state estimator to obtain a state estimate x (n).
Based on x (n), the remote controller further generates the control action u (n). The controller is physically attached to the actuator of the plant so that the control action u (n) generated at the controller can be applied to the plant directly. The actuator, which is co-located with the plant, then applies u (n) for plant actuation.
B. Stochastic Dynamic MIMO Plant Model
We consider a discrete-time stochastic MIMO plant system with state dynamics:
We assume that the plant noise covariance is finite 2 . The MIMO plant system (A, B) is assumed to be controllable with A containing possibly unstable eigenvalues 3 .
C. MIMO Wireless Channel Model
We model the wireless communication channel between the multi-antenna sensor and the controller as a wireless MIMO fading channel. Using multiple-antenna techniques, the N santenna sensor can deliver K parallel data streams to the N cantenna controller through spatial multiplexing. We assume K ≤ min {N s , N c }. At the n-th time slot, the received signal y (n) at the controller is given by
where H (n) ∈ C N c ×N s is the MIMO channel fading matrix, F (n) ∈ C N s ×K is the MIMO precoding matrix, q (n) is the output of the energy limiter 4 , and z (n) ∼ CN (0, I N s ) is the additive complex Gaussian noise. We have the following assumption on H (n) :
The random MIMO channel realization H (n) remains constant within each time slot. Furthermore, H (n) is i.i.d. across different time slots according to some general distribution.
D. Energy Harvesting and Energy Queue Model at the Sensor
We assume the sensor is solely powered by renewable energy sources (such as a solar panel). Due to the random nature of the energy source, a battery or ultra-capacitor is needed to store the harvested energy at the sensor. Let α (n) be the amount of harvestable energy at the sensor at time slot n. We have the following assumption on harvestable energy process α (n). Let E (n) be the amount of energy left in the storage device at time n. We assume that the sensor is causal in the sense that new energy arrivals are observed after the control actions are performed at each time slot. Hence, the energy queue dynamics at the sensor is given by
where [x] + = max {x, 0} , F (n) q (n) 2 τ measures the energy consumed at time slot n for delivering q (n) using precoding action F (n) over the MIMO wireless fading channel, and θ is the sensor battery capacity. Furthermore, at any time slot n, the precoding control action must satisfy the following energy availability constraint:
Challenge 1: Energy Availability Constraint and Saturation.
The energy availability constraint (3) means that the energy consumption at each time slot cannot exceed the current available energy in the energy buffer at the sensor. Such a constraint greatly complicates the design of the dynamic MIMO precoder at the sensor. At any time slot, the dynamic MIMO precoder has to strike a balance between how much energy to consume, the good transmission opportunities induced by the fading channel and the urgency induced by the state estimation errors at the controller. Furthermore, there is an effective peak transmission power constraint at the sensor at each time slot. In order to satisfy this constraint, the sensor needs to be equipped with a limiter. Since the input process x(n) is non-stationary with unbounded support, there is non-zero chance that the input x(n) exceeds the limiter range, causing saturation. This causes nonlinearity in the feedback loop and substantially complicates the optimization problem.
E. Energy Limiter at the Sensor
An energy limiter is a non-linear functional module, and the amplitude relationship between its input and output is illustrated in Fig. 2 . Specifically, an energy limiter is parameterized by its dynamic range L (n) and saturation value M . If the limiter input signal's amplitude does not exceed the dynamic range L (n), then the input signals are allowed to pass with a scaling of M L (n ) . On the hand, if the input signal's amplitude is greater than the dynamic range L (n), then its amplitude is attenuated to the value M . The input of the energy limiter is the plant state x (n) and the output is q (n), and the specific structure of the energy limiter is given by:
where
is a time varying constant. The design of the limiter's dynamic range L (n) is very critical to the system performance. It's clear that, due to the nonlinearity of the energy limiter, the magnitude information of x (n) will be partially lost when the limiter saturates, i.e., x (n) > L (n), which will greatly deteriorate the state estimation quality at the remote controller. We shall address how to design the limiter dynamic range L (n) in Section III.
The sensor then transmits the magnitude-limited plant state q (n) to the remote controller over a wireless MIMO fading channel, and based on the limiter structure in (4), we have q T (n) q (n) ≤ M 2 . Therefore, we restrict the energy availability constraint in (3) as follows:
III. DYNAMIC MIMO PRECODING VIA LYAPUNOV OPTIMIZATION
In this section, we shall address the design of the energy limiter, and formulate the dynamic MIMO precoding problem to stabilize the unstable MIMO dynamic plant using Lyapunov optimization. We first have the following definition on the stability of the dynamic MIMO plant [15] :
where the expectation is taken with respect to the randomness of the plant noise, the channel noise, the MIMO channel state, and the energy state.
A. Virtual State Estimation Covariance Process
The nonlinear structure of the limiter introduces the nonlinear state estimation, and thus the evolution of the plant state estimation mean square error (MSE) is very difficult to be characterized explicitly. We first establish an analytical bound on the state estimation MSE. Let x (n) be the minimum mean square error (MMSE) MIMO plant state estimate at the controller. We have the following lemma, which gives an upper bound of the MSE of the plant state estimation E x (n) − x (n) 2 . 
where Σ (n) is a virtual state estimation covariance process with the following dynamics:
with initial value Σ(0) = 0, where γ(n) = 1{ x(n) ≤
Proof: Please refer to [16] for the proof.
The upper bound of the MMSE in (6) can be achieved by using a low complexity state estimation 5
and y a (n) = y (n) y † (n) .
We consider a control law of the form u (n) = −ΨA x (n) 6 for the dynamic MIMO plant, where the feedback gain ΨA is chosen such that A − BΨA is a Hurwitz matrix. Note that the certainty equivalent controller is given by u (n) = −Ξ x (n), where the feedback gain matrix is Ξ = B T ZB + R 
Proof: Please refer to [16] for the proof. Note that the evolution of the virtual state estimation MSE process Σ (n) depends on the dynamic MIMO precoder F (n) according to (7) . As a result, we will focus on the design of dynamic MIMO precoding F (n) in the MIMO NCS to achieve stability of Σ (n).
B. ε-Saturation Energy Limiter Design
In conventional literature, bounded noise support is assumed, and hence saturation can be avoided. In this work, we considered unbounded noise support, and hence saturation cannot be completely eliminated. Instead, we need to adapt the dynamic range L (n) of the limiter to maintain a small probability of saturation ε. We have the following lemma on the design of the dynamic range of the limiter.
Lemma 3: (ε-Saturation Limiter Dynamic Range Adaptation): Suppose the dynamic range L (n) of the limiter evolves according to the following:
is a constant (Q and T are any positive definite symmetric matrices such that (A − BΨA) T Q (A − BΨA) − Q = −T). Then
holds for any time slot n. Proof: Please refer to [16] for the proof. Remark 1: (Computation of L (n) at the Sensor): Note that the limiter's dynamic range L (n) is a function of the virtual state estimation covariance Σ (n). The sensor can obtain Σ (n) via the dynamics (7) based on the local information only without explicit signaling feedback, and hence it is implementation friendly.
C. Dynamic MIMO Linear Precoding via Lyapunov Optimization
We focus on deriving a dynamic MIMO precoding policy to achieve stability of the virtual covariance process Σ (n) using Lyapunov techniques [21] , [22] . Intuitively, a negative term in the Lyapunov drift is a stabilizing force that pulls the system state back to the equilibrium point. As a result, we shall design the dynamic MIMO precoder to maximize the negative Lyapunov drift to achieve stability under the renewable energy resource constraints.
We define a Lyapunov function as follows [22] :
The associated Lyapunov drift is given by
where the expectation E is w.r.t. the randomness of the channel state and the energy state under a given MIMO precoding rule F (n). We have the following lemma on the Lyapunov drift. Lemma 4: (Lyapunov Drift): Given a MIMO precoding rule F (n), the Lyapunov drift can be upper bounded as follows in (13) Λ (Σ (n)) ≤ 1 2
"bad term causing instability 
Proof: Please refer to [16] for the proof. Note that the negative Lyapunov drift plays a central role when applying the Lyapunov drift theory to analyze the stability of dynamic systems. Intuitively, the negative Lyapunov drift is a stabilizing force that pulls the system state back to the equilibrium point. The drift term in (13) that contributes to positive Lyapunov drift is bracketed as a "bad" term for stabilization of Σ (n), because positive Lyapunov drift leads to instability of Σ (n). On the contrary, the drift term that contributes to negative Lyapunov drift is bracketed as a "good" term for stabilization of Σ (n), because negative Lyapunov drift is the stabilizing force for the stability of Σ (n). Hence, we focus on deriving a dynamic MIMO precoder to minimize the drift (13) . This is equivalent to considering the following optimization problem:
Problem 1: (MIMO Precoding via Lyapunov Optimization): For given realizations E (n) = E, Σ (n) = Σ, and H (n) = H, the MIMO precoding F (n) is given by the solution of the following problem:
where L (Σ) is given in (8) .
Challenge 2: Closed-form Dynamic MIMO Precoder Design
While Problem 1 is equivalent to a convex problem, it is still very challenging to obtain closed-form solution. This is due to the tight coupling in the objective function (involving a mixture of real, trace and inverse).
IV. EVENT-DRIVEN ENERGY HARVESTING AND MIMO PRECODING SOLUTION
In this section, we shall give the MIMO precoding solution to Problem 1 and discuss its structural properties.
A. Drift Minimizing MIMO Precoder
Let the singular value decomposition of the matrix of H be H = VΠU H , where V ∈ C N c ×N c and U ∈ C N s ×N s are unitary matrices, and Π is a rectangular diagonal matrix with diagonal elements in a descending order. Denote Π K as the leading principal minor of order K of Π. Let the eigenvalue decomposition of Σ be Σ = SΛS T , where S ∈ C K ×K is an orthogonal matrix, and Λ ∈ R K ×K is diagonal with diagonal elements in a descending order. Then the drift-minimizing solution of Problem 1 is given as follows.
Theorem 1: (Drift-Minimizing Solution) The drift-minimizing MIMO precoding is as follows:
+ EI is positive definite, then F * (n) = 0.
2) Active Mode:
where β is given by (14) shown at the bottom of the page. Proof: Please refer to [16] for the proof. Event-Driven Structure: The MIMO precoding solution in Theorem 1 also has an event-driven structure, in the sense that the sensor either transmits or shuts down aperiodically depending only on whether the dynamic threshold θI − (
is positive definite or not. 1) Large Π K (good channel condition) or large E (sufficient energy in the storage) leads to active mode of the sensor, which means it is better that the sensor be active when there are good transmission opportunities. 2) Large MIMO plant state estimation error implies large Σ , as shown in Lemma 1, which also leads to the active mode of the sensor. This is because a large MIMO plant state estimation error means high transmission urgency and hence it is better that the sensor be active. Fig. 3 illustrates a sample path of the state estimation error and transition between the active and dormant modes. It can be observed that the state estimation error x (n) − x (n) 2 increases during the dormant modes and is reset to a low value during the active modes. As such, the MIMO precoding solution has an event-driven structure with aperiodic reset of state estimation error.
Note that the virtual state estimation covariance Σ can be decomposed as Σ = SΛS H . Hence, each diagonal element of Λ corresponds to a subsystem with Λ ii as the state estimation error of the i-th subsystem.
Dynamic Spatial Channel Activation Structure: The MIMO precoding solution F * (n) dynamically activates the spatial
channels. Specifically, whether the i-th spatial channel (the spatial channel corresponds to the i-th subsystem) is activated or not depends only on whether the dynamic threshold
The MIMO precoding solution F * (n) also has an eigenvalue water-filling structure.
Specifically, for the i-th subsystem,
is the dynamic water level which adapts to the virtual state estimation covariance Σ, energy storage E, and the i-th spatial channel (Π K ) ii , and (Λ) −1 ii is the dynamic seabed level. Large energy storage (i.e., large E) or better channel condition of the i-th spatial channel (i.e., large (Π K ) ii ) will lead to a high water level which will allow the sensor to allocate more transmission energy for the i-th subsystem. High transmission urgency (i.e., large (Λ) ii ) will lead to a low seabed level, which induces more energy to be allocated to the subsystem. 
are the Lagrange multiplier that enforce energy causality and μ j are the Lagrange multipliers that enforce no-energy overflow conditions. Similarly, the waterfilling solution under energy harvesting constraints also only adapts to the energy state and channel state. In contrast, the proposed MIMO precoding solution is truly dynamic and adaptive to the MIMO channel state, sensor energy state and plant state transmission urgency. It is noticed that the traditional waterfilling solution and the waterfilling solution with energy harvesting constraints both fail to exploit plant state transmission urgency and therefore, they have inferior performance as shown in Section VI.
B. Application Example
We consider the following simple toy example to illustrate the structural properties of the MIMO precoding solution.
Example 1: (Noisy Decoupled Plant System): We consider an aggregation of two decoupled SISO plant subsystems as illustrated in Fig. 4 . The dynamics of the two subsystems are given by:
x 1 (n + 1) = 1.6x 1 (n) + u 1 (n) + w 1 (n) (Subsystem 1) x 2 (n + 1) = 1.1x 2 (n) + u 2 (n) + w 2 (n) (Subsystem 2), where w 1 (n) and w 2 (n) are independent Gaussian random noise with zero mean and covariance 1. Let the control rule be u 1 (n) = −0.8x 1 (n) and u 2 (n) = −0.55x 2 (n). Let θ = 36, τ = 1 and the parameters of the ε-saturation limiter be ε = 0.1, M = 1 and Q = I. The energy-harvesting sensor ob- and Ψ = 1 2 I. According to Theorem 1, the MIMO precoding solution for Example 1 is given by: channel condition (large h 1 or h 2 ), large energy storage E or increased transmission urgency (large σ 1 or σ 2 ) will lead to the active mode of the sensor. 2) Which Spatial Channel to Turn On? Suppose h 1 = 4
and σ 1 = 70, Fig. 5 illustrates the number of spatial channels activated at different regions of the state space (h 2 , σ 2 ) for different E. It can be observed that the region where both spatial channels are turned on enlarges as the available energy E increases. This is reasonable because large E means a good transmission opportunity which allows more spatial channels to be activated.
V. STABILITY ANALYSIS
In this section, we derive the sufficient condition for NCS stability under the drift-minimizing MIMO linear precoding solution in Theorem 1, and analyze the MIMO plant state estimation performance.
A. Sufficient Condition for NCS Stability
Instability measures of the unstable dynamic plants provide key information directly related to stabilizability and performance limitations. One of the key measures that has been proposed in the literature for measuring the instability of the unstable dynamic plants is defined as the product of the modulus of the unstable eigenvalues of matrix A [25] , [26] , i.e.,
In this section, we shall establish a sufficient condition for NCS stability under the proposed MIMO precoding policy in terms of the instability measure M (A), the energy arrival α (n) as well as the battery capacity θ. The sufficient condition for NCS stability is summarized in Theorem 2. Theorem 2: (Sufficient Condition for NCS Stability): If the following condition is satisfied:
and π is the unordered singular value of H, δ = 2 ε (1+ A − BΨA Θ) BΨ A and Θ is a constant given in Lemma 3, then the dynamic MIMO plant is stable.
Proof: Please refer to [16] for the proof. The sufficient condition in Theorem 2 delivers some key design insights into the dynamic MIMO plant system. Specifically, we have the following system design insights.
• Limiter Requirement: The ε-saturation limiter should be carefully designed such that the saturation probability ε obeys ε < M AA T −1 − KPr (π < ξ * ), where ξ * = arg max ξ 1−(ε+K Pr(π <ξ))M(AA T ) δ 2 K τ E[π −1 |π ≥ξ ]M(A)M(AA T ) . This means that if the MIMO plant is very unstable (i.e., large M (A)), the limiter should be designed with very small saturation probability to guarantee stability.
• Battery Capacity Requirement: The battery capacity
. This means the more unstable the MIMO plant is, the larger the capacity of the energy storage devices is required.
• Energy arrival requirement: The sufficient condition also implies that in order to achieve stability, there is a requirement on the minimum average energy arrival rate, i.e.,
, and larger average energy arrival rate (stronger energy harvesting capability) is required for the more unstable MIMO plant.
B. State Estimation MSE Performance
We are interested in analyzing the achievable state estimation MSE using the proposed MIMO linear precoding policy. This is summarized in the theorem below. 
Proof: Please refer to [16] for the proof. The state estimation performance bound (17) reveals the fact that large average energy arrival rate (small E 1 α ) and good MIMO channel quality (small E π −1 π ≥ ξ * and Pr (π < ξ * )) will result in a better state estimation performance.
VI. NUMERICAL RESULTS
In this section we compare the performance of the proposed MIMO linear precoding scheme with the following baselines via numerical simulations. and battery capacity θ, we simulate 5000 sample paths of plant state evolution and estimation, and each sample path contains 300 time slots. The Baseline 1-3 and the proposed scheme satisfy the peak power restriction, the energy harvesting constraints and the stability condition (16) in Theorem 2. Fig. 6 illustrates the normalized MSE of the state estimation error versus the sensor battery capacity θ under the average energy arrival E [α] = 40 J. It can be observed that there is a significant performance gain of the proposed scheme compared with all the baselines. This is because the proposed scheme is fully dynamic which adapts to the complete system state (MIMO channel state for transmission opportunity, sensor energy state for energy availability and plant state estimation error for the urgency of the state transmission). MSE decreases as the average energy arrival increases. And the proposed scheme has a large performance gain compared with all the baselines.
A. State Estimation MSE Versus Battery Capacity θ

B. State Estimation MSE Versus Average Energy Arrival E [α]
VII. CONCLUSION
In this paper, we consider an NCS with an energy harvesting sensor that delivers the MIMO dynamic plant state information to a controller over a MIMO fading channel. We derived a lowcomplexity closed-form dynamic MIMO precoder at the sensor via Lyapunov optimization to stabilize the unstable MIMO dynamic plant. The solution has an event-driven structure and an eigenvalue water-filling structure. We also analyzed the sufficient condition for NCS stability under the proposed MIMO precoder solution. Compared with the various existing MIMO linear precoding schemes, the proposed MIMO precoder solution has substantial state estimation performance gain.
