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Abstract
Electromagnetic applications have been at the forefront of technological 
advancements for many years. As demand for these grows, the need for materials 
possessing unique electromagnetic properties increases. The aim of this research is 
therefore to investigate the electromagnetic properties of the nanoparticle colloids in 
the frequency range of 1 MHz to 20 GHz, with focus on the electromagnetic 
absorption mechanisms at microwave frequencies. A broad range of magnetic and 
dielectric properties are investigated using novel, as well as conventional, theoretical 
and experimental techniques. A number of mechanisms are highlighted for tailoring 
the electromagnetic performance. Results from the CoxNii.x series, with particle 
sizes ranging from 25 nm to 200 nm, show particle size related dielectric and 
magnetic properties, which aid the optimisation of resulting properties, in addition to 
conventional mechanisms, which are also demonstrated in colloidal form. Further 
reduction in particle size to below 20 nm, leads to single magnetic domain particles, 
which also exhibit enhanced electromagnetic properties, as demonstrated with 
broadband magnetic performance achieved for Co ferrofluid with an average particle 
size of 5 nm. Charged particle colloids, which typically consist of particles with 
negative surface charge suspended in an aqueous electrolyte solution, have also been 
investigated. These exhibit interesting dielectric properties, which occur over a 
range of timescales determined by various aspects of the system. It is shown that the 
small nanoparticle sizes, ranging from 20 nm to 220 nm, lead to faster charge 
dynamics than those expected from conventional micron particle sizes, such that the 
loss extends to microwave frequencies. The results are fitted to various models, 
which are validated through experiment and used to establish the origin of the 
results. These are used to further optimise the electromagnetic properties achievable 
from nanoparticle colloids and assess their potential benefits.
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CHAPTER 1 
Introduction
(1.1) Background to the Thesis
The electromagnetic properties of materials have been the source of vast interest and 
fascination ever since the pioneering work of Maxwell in the 1860s. With the rapid 
growth of industries such as telecommunications over the years, electromagnetic 
applications have been at the forefront of technological advancements. As demand 
for these applications grows, the need for materials possessing unique 
electromagnetic properties increases. This research therefore investigates the 
electromagnetic properties of nanoparticle colloids, which represent a new and 
emerging field, with potential to further optimise the properties conventionally 
achieved.
Electromagnetic applications rely on the interaction of electromagnetic materials 
with electromagnetic fields. In order to produce effective electromagnetic materials, 
therefore requires control over the electric and magnetic components within these 
materials, which can then interact with the time varying electric and magnetic field 
components associated with the electromagnetic fields. The type of interaction and 
frequency of oscillation of the sinusoidal electromagnetic waves, is dependent upon 
the properties required from the application. This research investigates the properties 
associated with electromagnetic absorption mechanisms at radio and microwave 
frequencies ranging from 1 MHz to 20 GHz, with the primary focus on the response 
at microwave frequencies beyond 1 GHz.
Enhancement of the electromagnetic properties requires enhanced dielectric and 
magnetic properties, such as loss mechanisms associated with conduction or 
resonance and relaxation phenomena. Conventional electromagnetic applications 
have mainly relied on micron particle sizes. With advances in nanotechnology, 
electromagnetic materials have increasingly moved towards smaller size regimes. 
However, despite extensive research into the electromagnetic properties resulting
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from micron particle sizes, relatively little is known about the performance of 
nanoparticles or nanoparticle colloids at radio and microwave frequencies. All 
indications from literature [1,2] show that as the particle size decreases to the 
nanoscale, changes in the electromagnetic properties can be expected and even 
enhanced, with the possibility of additional loss mechanisms and faster charge 
dynamics emerging. For example, smaller particles can result in changes to the 
conduction properties of a material, due to the change in microstructure and the 
intrinsic conduction mechanisms associated with the smaller particle dimensions. 
Particle size can also have an effect on the magnetic properties associated with 
ferromagnetic resonance [3], with the possibility of additional magnetic loss 
mechanisms arising from nanoscale dimensions. In addition to metallic particle 
colloids, charged particle colloids, which consist of particles with negative surface 
charge suspended in an aqueous electrolyte solution [4], have been shown to exhibit 
interesting dielectric properties, which occur over a range of timescales determined 
by various aspects of the system. The charge dynamics within systems studied to 
date, with particles several micrometres in diameter, are too slow to exhibit 
significant loss at microwave frequencies. By reducing the size of the colloid 
particles, however, it should be possible to accelerate the charge dynamics and 
extend control of the dielectric properties into the microwave region.
As well as the electromagnetic benefits, nanoparticle colloids provide extremely 
versatile suspensions, which can be incorporated into a range of structures because 
of the small particle sizes, without significantly affecting mechanical properties such 
as weight and flexibility. In addition to Telecommunications [5], many industries 
such as Defence, Aerospace, Food and Medical [6], rely on optimisation of the 
electromagnetic properties of heterogeneous materials. Typical applications include 
radar absorbing materials, electromagnetic shielding, microwave curing, microwave 
heating and tissue imaging [7]. There are also a number of commercial, electronic 
and biomedical applications relevant to colloids, such as loudspeakers and sealing 
applications [8]. Magnetic inks are often used in magnetic recording technology, 
such as bar coding.
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(1.2) Aims and Objectives
The overall aim of this research is to investigate the electromagnetic properties of 
nanoparticle colloids at radio and microwave frequencies with the primary focus on 
enhanced electromagnetic absorption mechanisms at microwave frequencies.
The objectives of this study are to:
review published literature and establish potential dielectric and magnetic 
loss mechanisms for novel, as well as conventional, electromagnetic 
properties. Identify candidate nanoparticle colloidal combinations to 
exploit these optimised electromagnetic properties.
carry out an experimental and theoretical investigation of a broad range 
of nanoparticle and nanoparticle colloid combinations in the frequency 
range of 1 MHz to 20 GHz. Establish the concentration and particle size 
dependent properties. Extend experimental and theoretical aspects where 
required.
use experimental results to validate theoretical models. Use these models 
to predict the optimised electromagnetic properties of nanoparticle 
colloids.
demonstrate the use of nanoparticle colloids with enhanced 
electromagnetic properties and the future utilisation of such phenomena.
19
( U )  Overview of Thesis
Chapter 2 reviews the literature relating to the electromagnetic properties of 
nanoparticle colloids. Section 2.1 introduces the general terminology associated with 
colloids. Section 2.2 reviews the fundamental electromagnetic properties of 
materials. These are developed further in Section 2.3, where the electromagnetic 
properties and literature specific to nanoparticle colloids are discussed.
Chapter 3 discusses the experimental details and contains details of the samples 
investigated together with the measurement techniques used. This chapter also 
summarises the additional experimental techniques adopted to meet the aims of this 
study.
The results are summarised in Chapter 4. Results corresponding to the nanoparticle 
combinations are discussed in Section 4.1, with the remaining sections dedicated to 
the results of the colloids and some validation of the models.
The main theoretical aspects of the research are discussed in Chapter 5, where the 
results are interpreted after fitting to models. These are used to assess the potential 
optimisation of the electromagnetic properties.
The discussion relating to the overall findings of this research is presented in 
Chapter 6.
The main conclusions arising from this thesis are summarised in Chapter 7, with 
suggestions for further work given in Chapter 8.
20
CHAPTER 2 
Literature Review
This chapter summarises the main sources of literature relating to the 
electromagnetic properties of nanoparticle colloids. Section 2.1 introduces the 
terminology used to describe colloids and their classification. Section 2.2 reviews 
the fundamental electromagnetic properties of materials. These are developed 
further in Section 2.3, where the electromagnetic properties and literature specific to 
nanoparticle colloids are discussed.
(2.1) Classification of Colloids
A solution is formed when one substance dissolves in another, such that the solute 
and solvent particles are of comparable size. The particles of the solute are of 
molecular dimensions (typically ~lA). In contrast, a suspension (such as fine mud in 
water) consists of relatively large particles (typically larger than 1 /mi) dispersed 
throughout a second material. The two materials in a suspension can be separated 
out by gravity (i.e. leaving the suspension to stand will result in the larger particles 
settling out) or by filtration. Between these two extremes of materials (solution and 
suspension), lie colloids, which represent an important class of materials, and can 
have properties that are very different from the separate states of matter. Colloidal 
dispersions consist of dispersed particles that are larger than the molecular size 
associated with solutes in solution, but are too small to be readily visible (i.e. 
smaller than particles in suspensions). Such colloidal dispersions can arise is a 
number of ways.
The term 'colloid' (Greek word for glue) was first used by Thomas Graham [9] in the 
1860’s, to describe a certain class of matter, which included materials such as 
albumen, gelatine and glue. The classification distinguished between substances that 
would diffuse through a membrane, such as salts or sugars (given the name 
Crystalloids by Graham) and those that would not diffuse through a membrane 
(colloids). This classification is now known to be incorrect, because colloids are not
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different types of matter, but matter in a particular state, which is dependent upon 
the size of the particles rather than their chemical formulae.
Particle size and shape play a critical role in both the physical and electromagnetic 
properties of colloids. Typical particle sizes in colloidal dispersions generally range 
from 1 nm to 10 /im [10]. Table 1.1 provides an example of the typical particle sizes 
of some common particulate systems [10] including nanoparticle colloids.
Particle Size 
/m
Typical Particles in Size Range
10-4
Sand Pulverised Coal
▲
10'5 ▲ \
t Silt Red Blood Cells IMicron' particles used in
Mist conventional
KT6 & Paint Pigment Electromagnetic materials
Fog Clay
1
icr7 i 1▲
Carbon Nanotubes t
i rr8
Carbon Black 1Nanoparticle Colloids:1U Colloidal SilicaMicelles Colloidal Gold
io-9 Ferrofluids
10-'°
T
Atomic dimensions
Table 1.1: An example of typical particle sizes
The particulate phase within a colloid is known as the disperse phase and the 
material within which these are dispersed is known as the dispersion medium or 
continuous phase. There are many combinations of the disperse phase and 
dispersion medium that can exist to define a range of colloids, which are 
summarised in Table 1.2:
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Disperse
Phase
Disperse
Medium
Notation Colloid Name Examples
Solid Gas S/G Aerosol Smoke
Liquid Gas L/G Aerosol Mist, Fog
Solid Liquid S/L Sol or 
Dispersion
Printing ink, Paint, 
Metal in water
Liquid Liquid L/L Emulsion Milk, Mayonnaise
Gas Liquid G/L Foam Whipped Cream
Solid Solid S/S Solid
dispersion
Ruby glass (Au in 
glass)
Liquid Solid L/S Solid emulsion Bitumen
Gas Solid G/S Solid foam Insulating foam
Table 1.2: Classification of Colloids
For colloids in which the dispersion medium is a liquid, which are the focus of this 
research, a further classification can be made based on the ease with which a system 
could be re-dispersed after being allowed to dry out. The terms lyophilic (solvent 
loving) and lyophobic (solvent hating) can be used to further classify colloids, as 
first used by Freudlich in 1926 [11].
23
(2.2) General Electromagnetic Properties
A study of the Electromagnetic properties of materials, must also encompass an 
understanding of the applied electric and magnetic fields. Interaction with the 
electric and magnetic components of the electromagnetic field can lead to a range of 
conduction, polarisation and magnetisation phenomena, which dictate the observed 
electromagnetic properties of materials. A material can possess all three of these 
properties. However, a material is classified as a conductor (or superconductor), a 
dielectric or a magnetic material, depending on whether conduction, polarisation or 
magnetisation is the predominant phenomenon. This section discusses the electric 
and magnetic fields in turn and then the resulting phenomena that occur from 
interaction with the electromagnetic field.
(2.2.1) The Electric Field
Electrostatics is defined as the study of charges at rest. This provides the starting 
point for study of more complex systems where moving charges are present. The 
inverse square law was one of the first laws to describe a fundamental property of 
electrostatics. Introduced by Coulomb [12], the force, F, between two point charges, 
is shown to be directly proportional to the product of their charges, Qi and Q2 , 
divided by the square of their separation distance, rs, as shown by equation 2.2.1.
C-2-1)r.
where ns is the unit vector along the separation and is the constant of 
proportionality given by:
X = —!— (2.2.2)
e 47t Eo
€ 0 is the permittivity of free space, with a value of 8.854 x 10'12 Fm'1.
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Equation 2.2.1 then leads to the definition of the electric field. The force, F, per unit 
charge, Q, experienced by any charge in an electric field is defined as the electric 
field intensity, E:
E = ^  (2.2.3)
Equation 2.2.3 can also be defined in terms of the charge density or charge per unit 
area, denoted by ffd- Consider a uniformly charged sphere of radius, r, and charge Qs. 
The charge density in this case is given by:
Q.
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ad = (2.2.4)
Using equations 2.2.1 to 2.2.4, the electric field intensity at the surface of the sphere 
can therefore be defined as:
E = — n, (2.2.5)
So
where nr is the unit vector normal to the surface.
(2.2.2) The Magnetic Field
The fundamental properties of electricity and magnetism were originally derived 
independently of one another, and apart from the mathematical link of the inverse 
square law, no physical connection between the two phenomena was observed. 
However, in 1820, the Danish philosopher, Oersted [13], made this connection, 
when he discovered that a magnetic compass needle was deflected in the vicinity of 
an electric current, i.e. moving charges induce a magnetic field force. That is, the 
electric current (due to time varying electric charges) in a material is associated with 
a force field known as the Magnetic Field. This lead to the convergence of 
electricity and magnetism with the formation of Electromagnetism. The 
characteristics of the magnetic field in relation to the charge dynamics are described 
by three experimental postulations that follow.
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(2.2.2.1) Ampere's Law of force
One of the earliest theories resulting from the work of Oersted was Ampere's Law o f 
force [14]. Ampere's law is analogous to Coulomb's law, but describes the magnetic 
field related properties.
Ampere showed that currents, like magnets, exert forces on one another, where 
parallel currents attract one another if they flow in the same direction and repel if 
they flow in opposite directions.
The definition of Ampere's law can be derived from consideration of the force acting 
on a current element, dli, carrying a current, Ii, due to another element dh, carrying 
a current, I2 (shown in Figure 2.2.1), which is given by [19]:
^ ^ ( d l . x ^ x R j )  (2-2.6)
4aRL
where R l is the vector joining the two elements and is positive when drawn from dh 
to dli, as in Figure 2.2.1.
Ii I2
1 k
dli
dF,
Figure 2.2.1: The force between two current elements, dli and dfe, carrying currents 
Ii and I2 respectively.
Similarly, the force acting on a current element, dh, carrying a current, I2, due to 
element dli, carrying a current, Ii is given by [19]:
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(2.2.7)
where Rl is positive when drawn from dli to dfc.
Equations 2.2.6 and 2.2.7 represent Ampere's law of force applied to a pair of 
current elements. Alternatively, this can be represented by equation 2.2.8 [12], 
where dF represents the force experienced by a current element, Idl, immersed in a 
magnetic field of flux density, B:
As shown by equations 2.2.6 to 2.2.8, magnetic fields result from the motion of 
time-varying electric charges. The magnetic effects resulting from this are 
responsible for the microscopic aspects of Magnetism. The interaction between a 
material and the magnetic field force governs its response to magnetism. The 
interaction is accounted for by the Magnetic Permeability [12].
(2.2.2.2) Ampere's Circuital Law
Ampere's circuital law [14] relates the closed path integration of B to the electric 
current that sets up the magnetic field:
dF = Idl x B (2.2.8)
(2.2.9)
where <j*B • dl depends only on the current, I, passing through a loop of wire and
represents the circulation B around the loop with closed path L. po is the 
permeability of free space, with a value of 4tt x 10'7 Hm'1.
Equation 2.2.9 can also be defined using the magnetic field intensity, H:
cfH-dl = I where H = B (2.2.10)
As shown by equations 2.2.9 and 2.2.10, Ampere's circuital law shows that the 
magnetic force (or magnetomotive force), integrated over a closed path is equal to 
the electric current enclosed.
(2.2.2.3) Biot-Savart's Law
This states that the flow of current, I, through length element, dl, will produce a 
magnetic field, B, which at a distance, rs, from the element is given by [12]:
where ns is a unit vector along rs.
(2.2.3) Dielectrics Properties
In contrast to conductors, dielectric materials consist of materials where bound 
electrons are predominant. However, displacement of the electric charge can still 
occur, which leads to a range of electrical properties, as described in the sections 
that follow.
(2.2.3.1) Electronic Polarisation
Consider the simple model of an atom shown in Figure 2.2.2a, which represents a 
positively charged nucleus and a distribution of bound electrons in orbit around it.
(2.2.11a)
or
dB Idl x n
(2.2.11b)
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Here, because there is no applied electric field, the atom is electrically neutral. When 
an electric field is applied, the electron cloud and nucleus are displaced relative to 
one another, as shown by Figure 2.2.2b. This separation of charge leads to the 
creation of an electric dipole along the electric field and the atom is said to be 
polarised. A simple schematic representation of the electric dipole is also given in 
Figure 2.2.2c.
Figure 2.2.2: Electric polarisation: (a) Electrically neutral atom (zero electric field) 
(b) Polarised atom in electric field (c) Schematic representation o f an electric dipole 
created by two charges, where d is the vector displacement of +Q from -Q.
The type of polarisation represented by Figure 2.2.2 is also known as Electronic 
polarisation [15]. The dipole strength associated with this is defined by the electric 
dipole moment, p:
p = Qd (2.2.12)
The polarisation vector, P, is defined as the electric dipole moment per unit volume 
and is given by:
1 NAv
P = —  £ p j = N p  (2.2.13)
A v ^
where N is the number of molecules per unit volume and therefore NAv represents 
the number of molecules in a volume Av.
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Because polarisation occurs as a result of the electric field, it can be shown [12] that 
polarisation in dielectric materials is related to the electric field by:
P = e0XeE (2.2.14)
where Xe is known as the electric susceptibility. This is a dimensionless quantity and 
is a measure of a material's ability to become polarised, so differs for different 
dielectric materials.
As well as the electronic polarisation, there are also two other mechanisms that can 
lead to polarisation of a medium, which are Orientational polarisation and 
Molecular or Ionic polarisation, discussed in Sections 2.2.3.2 and 2.2.3.3 
respectively.
(2.23.2) Orientational Polarisation
This polarisation mechanism applies to materials composed of molecules that 
possess permanent dipole moments, which can occur in systems composed of 
heteronuclear molecules [15], due to the electronic arrangements that they possess. 
These are known as polar molecules. The centres of negative and positive charge are 
not coincident in such molecules and therefore they possess electric dipole moments, 
whose magnitudes are independent of the external electric field. Due to thermal 
energy, the permanent dipoles are randomly orientated in direction, with no net 
polarisation in zero applied field. However, when an electric field is applied, it 
becomes energetically favourable for the dipole moments to partially align along the 
direction of the electric field. The material therefore acquires a net dipole moment 
associated with Orientational Polarisation.
(2.2.3.3) Ionic Polarisation
Ionic or molecular polarisation [15] can arise where permanent dipoles moments are 
present, where the field tends to stretch the bonds between a molecule and leads to a 
change in the dipole moment. A similar effect can occur in ionic crystals (such as
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NaCl), which are composed of lattices of positive and negative ions. When such a 
crystal is subjected to an electric field, the positive and negative ions are displaced 
in opposite directions to each other. The displacement of ions leads to an induced 
dipole moment.
(2.2.3.4) Properties Resulting from Polarisation
The polarisation mechanisms introduced above will be discussed in more detail in 
the sections that follow, relating to the specific aims of the research. This section 
describes the properties that result from the polarisation mechanism, with the 
dielectric constant or permittivity derived.
The electric displacement flux density, D, associated with the polarisation and 
applied field is given by [12]:
D = e0E + P (2.2.15)
Substituting equation 2.2.14 into 2.15 leads to:
D = e0E + 80xeE = e0(l + xe)E (2.2.16)
Equation 2.2.16 now enables the electric displacement to be defined in terms of the 
permittivity, e:
D = e0erE = eE (2.2.17)
where eT is the relative permittivity or dielectric constant of the material given by:
er = l  + X. (2-2.18)
and
s = £0s r (2.2.19)
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The permittivity therefore accounts for the polarisation effects that result within 
dielectric materials.
The displacement flux density and permittivity shown in equations 2.2.17 and 2.2.18 
are assumed to be scalar quantities and therefore are only defined by magnitude. 
This is characteristic of isotropic media. However, in anisotropic media, such as 
anisotropic crystals, the permittivity is defined by a tensor of rank two given by:
'e» e12 e13
8 = 821 8 22 823
CO 832 £33y
(2.2 .20)
The electric displacement flux density therefore also takes tensor form given by:
' 811 £12
Dy = 821 8 22 823 Ey
d J <e31 £32 e33yU J
(2.2.21)
(2.2.4) Magnetic Properties
Before considering the field dependent magnetic properties associated with the 
permeability, an understanding of the origins of these properties is required.
The magnetic properties of materials result from the motion of electrons. Consider 
the loop of current, I, shown in Figure 2.2.3. Such a loop could represent, for 
example, a simplified model of an atom, with the circular paths associated with the 
electron orbit about a particular nucleus. The motion of the electrons lead to atomic 
currents, which have a magnetic dipole moment, m, given by:
m = IAin (2.2.22)
where A is the area enclosed by the loop of current, I, and in is a unit vector normal 
to the plane of the loop.
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IFigure 2.2.3: Schematic representation of a magnetic dipole, m, created by a loop of 
current, I.
For an electron with angular velocity, oj, in a circular orbit of radius, r, it can be 
shown [16] that the magnetic moment is given by:
m = In r2 = - ecor
2m. L = - r mL
(2.2.23)
where me is the electron mass, ym is the gyromagnetic ratio and L is the orbital 
angular momentum associated with the motion of the electrons:
L = metor2 in (2.2.24)
The angular momentum is quantised in units of h/2ir (where h is Planck's constant), 
which means that equation 2.2.23 can be re-written as:
mB = ——— (2.2.25)
471 m e
where mB is known as the Bohr magneton and has a value o f 9.27x1 O'24 JT'1.
As well as the orbital angular momentum, each electron also has a certain spin 
angular momentum, S, which leads to equation 2.2.26 for the definition of the 
intrinsic dipole moment:
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m = g
f  \e
V2 m t J
(2.2.26)
where S corresponds to the electron spin (±1/2):
S = ± ^  (2.2.27)
and g is the spectroscopic splitting factor, which describes the splitting of energy 
levels resulting from a magnetic field. For electrons, g=2.
On a macroscopic scale, the Magnetisation vector, M, is defined as the magnetic 
dipole moment per unit volume and is given by:
1 NAv
M = —  Y  m . = Nm (2.2.28)
A v ^
where N is the number of molecules per unit volume and therefore NAv represents 
the number of molecules in a volume Av.
Because magnetisation occurs as a result of the magnetic field, B, it can be shown 
[17] that magnetisation is also given by:
M = - ^ = - —  (2.2.29)
1 + XmHo
where [io is the permeability of free space, Xm is known as the magnetic 
susceptibility and is a measure of a materials ability to become magnetised.
The magnetic field intensity, H, associated with the magnetisation and applied 
magnetic field is given by:
H = — - M  (2.2.30)
Fo
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Substituting equation 2.2.29 into 2.2.30 leads to:
H = —  = —J L _  (2.2.31)
1*0 1 + Xm 1^0 m U + x J
Equation 2.2.31 now enables the magnetic field intensity to be defined in terms of 
the permeability, fi:
H = —? — = — (2.2.32)
HoK M-
where fa is the relative permeability of the material given by:
Mr = 1 + Xm (2.2.33)
and
n = n„nr (2.2.34)
The permeability therefore accounts for the magnetisation effects that result within 
magnetic materials.
As shown with the displacement flux density and permittivity in equations 2.2.17 
and 2.2.19, the magnetic field, B, and the permeability are also assumed to be scalar 
quantities and therefore are only defined by magnitude in the case of isotropic 
media. However, in anisotropic media, these are re-written as tensors of rank two 
given by:
and
1^*11 M” 12 1*13
1*21 1*22 1* 23
<1*31 1*32 1*33
(2.2.35)
'B , ' 1*11 1*12 1*13 f H‘ l
By = 1*21 1*22 1*23 Hy
<1*31 1*32 1*33 j
(2.2.36)
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The definition of the magnetic dipole moment leads to insight into the behaviour of 
magnetic materials in response to an applied field. Consider for example Figure 
2.2.4, which shows an electron rotating about an axis through its centre. It therefore 
possesses angular momentum due to its rotating mass and is also analogous to a 
current loop (Figure 2.2.3) due to its rotating charge, with which a magnetic dipole 
can be associated. Because an electron possesses negative charge, the angular 
momentum vector, S, and magnetic moment, m, shown in Figure 2.2.4 are 
antiparallel.
S
Figure 2.2.4: The spin angular momentum, S, and magnetic dipole moment, m, 
associated with a spinning electron.
If the electron shown in Figure 2.2.4, with spin angular momentum, S, is placed in a 
magnetic field, H, the magnetic field exerts a torque on the magnetic moment. This 
leads to a precession of the magnetic moment about the magnetic field, as shown by 
Figure 2.2.5:
dL>
Figure 2.2.5: Precession of the magnetisation vector, M, about the magnetic field, H.
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The torque, rm, exerted on the magnetic moment, must be equal to the rate of change 
of angular momentum:
Tm = - jr  = -  n0 m x H (2.2.37)
at
Combining equation 2.2.37 with equation 2.2.23, leads to:
(2.2.38)
Using equation 2.2.28, the corresponding rate of change of magnetisation, M 
(magnetic moment per unit volume) can be written as:
The precession of the magnetic moment is analogous to the precession of a 
mechanical gyroscope, where the mass of the gyroscope interacts with the 
gravitational field to produce the precession about the vertical gravity vector 
(analogous to the magnetic field vector, H, in Figure 2.2.5). Because the gyroscope 
spins about an axis in a slightly off-vertical position, it sweeps out a cone similar to 
that shown in Figure 2.2.5, with 6 associated with the angle between the angular 
momentum and gravity vector (magnetic field vector, H, in Figure 2.2.5). This 
analogy leads to an expression for the angular velocity of the precession, coo, of the 
magnetic moment:
This motion is also known as Larmor precession [16], and 6>o is known as the 
gyromagnetic resonance frequency or Larmor frequency. The precession of the 
magnetic moment plays a crucial role in the properties of magnetic materials. This 
process will be discussed in greater detail in Section 2.3, where its significance to 
the colloids being investigated in this research will be highlighted.
= P0M x H (2.2.39)
p0|m||H|sin6
LsinO
(2.2.40)
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Magnetic materials can be classed into three basic categories depending on how they 
respond to an applied magnetic field:
(1) Diamagnetic materials are classed by the property of being very weakly repelled 
from the strongest part of a non-uniform field. These include materials such as gold, 
silver, copper and zinc. In diamagnetic materials, the atoms possess no permanent 
dipole moment. When an external field is applied, the orbital motion of the electrons 
is affected in such a way as to oppose it, as summarised by Lenz's law: The change 
in flux is opposed by the induced field. Diamagnetism is present in all materials, but 
is often negligible in comparison to paramagnetic and ferromagnetic effects. A 
superconductor is an example of a perfect diamagnetic material, where the 
susceptibility, Xm = -1, i.e. the external field is completely excluded from the interior 
of the superconductor.
(2) Paramagnetic materials are classed by the property of being weakly attracted to 
the strongest part of a non-uniform field. These include materials such as 
aluminium, magnesium and sodium. Paramagnetism only occurs in materials that 
have atoms with permanent magnetic dipole moments, i.e. where electron shells are 
not completely filled. In the presence of an applied field, the dipoles align along the 
field. Complete alignment is only possible in strong fields and low temperatures, due 
to the sensitivity of alignment to thermal agitation.
(3) Ferromagnetic materials are strongly attracted to the strongest part of a non- 
uniform field. These include Co, Ni and Fe. In ferromagnetic materials, the magnetic 
moments induced by applied magnetic fields are much greater than those induced in 
diamagnetic and paramagnetic materials. The resulting permeability is substantially 
higher in ferromagnetic materials.
Figure 2.2.6 shows the arrangement of magnetic dipole moments or spins in four 
types of magnetic materials. As shown in Figure 2.2.6a, paramagnetic materials 
possess magnetic moments that are orientated randomly in the absence of an applied 
field. Paramagnetic materials only possess a net magnetic dipole moment in the 
presence of an external electric field, because it is necessary to orientate the 
elementary dipoles within these materials. However, in ferromagnetic materials,
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interactions between magnetic ions are strong enough to produce mutual alignment 
of magnetic moments, as shown in Figure 2.2.6b. This means that ferromagnetic 
materials can possess a magnetic dipole moment, even in the absence of an applied 
magnetic field. The same is also true of ferrimagnetic and antiferromagnetic 
materials [3].
(a) (b) (c) (d)
\ V i
Random Isotropic Anti-parallel Anti-parallel
orientation alignment alignment alignment and
unequal magnitudes
Figure 2.2.6: Arrangement of dipole moments or spins within magnetic materials: 
(a) Paramagnetic, (b) Ferromagnetic, (c) Antiferromagnetic, (d) Ferrimagnetic
As shown by Figure 2.2.6b, in ferromagnetic materials, the magnetic moments of 
neighbouring ions are parallel, which occur in materials with partly filled electron 
shells. This is also known as a positive exchange interaction [18]. In 
antiferromagnetic materials, the dipole moments are aligned anti-parallel (Figure 
2.2.6c), which corresponds to a negative exchange interaction [18]. The same is also 
true of ferrimagnetic (e.g. ferrites) materials, but here the anti-parallel aligned 
magnetic moments are of unequal magnitudes to one another (Figure 2.2.6d).
Ferromagnetic materials are characterised by a certain temperature, known as the 
Curie temperature, Tc, at which the properties change abruptly. Above Tc, the 
magnetic susceptibility, is independent of field strength and follows the Curie- 
Weiss law:
C C
y = ---- - ------= ——  (2.2.41)
Am T - N WC T -0 p
where C is known as the Curie constant [17], Nw is the molecular field constant or 
Weiss field constant and 0P~TC is known as the paramagnetic Curie temperature or 
Weiss constant, which is characteristic of the material.
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Below Tc, large values of magnetisation are produced for small fields and the 
magnetisation undergoes a non-linear variation with field strength. Such a 
relationship is represented as a characteristic plot of flux density, B, as a function of 
the field strength H. An example of such a plot is given in Figure 2.2.7, which 
corresponds to the response of iron.
1.5 r
I °'5 
-100 jc  o-200 100 200
-0.5
-1.5
Figure 2.2.7: Magnetisation curve (solid line) and hysteresis loop (dashed line) for 
iron [19].
If the iron is initially unmagnetised (i.e. at the origin O in Figure 2.2.7), then, when a 
field of slowly varying magnitude is applied, the flux density, B, follows the solid 
line from O to S. This non-linear variation is known as the magnetisation curve. At 
high values of field strength H (>  200Am'1), B becomes independent of H, 
exhibiting a near constant value of ~1.5T. This is known as the saturation point, S, 
and differs for different materials. When the magnetic field strength H is reduced, B 
no longer follows the magnetisation curve, but follows the broken line, such that 
even at H=0, the value of B is still close to the saturation value and is known as the 
residual flux density at this point. The retention of magnetisation in zero fields is 
known as remanence, R; a property associated with ferromagnetic materials. When 
the field is reduced further to negative values, the flux density, B, decreases and 
eventually reaches zero. The field strength at this point is known as the coercive 
force, C. A further decrease in the field strength leads to a negative flux density, B, 
which eventually reaches the saturation point, S'. When the field strength is then 
increased again, the flux density also increases until the point S is reached, as shown 
by Figure 2.2.7. This curve is known as the Hysteresis loop and shows that the 
change in flux density always lags behind the applied magnetic field strength.
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The underlying process responsible for the Hysteresis curve shown in Figure 2.2.7, 
occurs due to the motion of the Bloch walls [15] between the magnetic domains 
contained within a magnetic material. When a field is applied, the Bloch walls are 
forced to move in directions such that the domains which are magnetised in the 
direction of the applied field grow, at the expense of those that are not as favourably 
orientated. For small fields and displacements, this is a reversible process. However, 
for higher fields, the domain walls can be pulled over various obstacles such as 
impurities, crystal defects and dislocations. If this involves overcoming a potential 
energy maximum, the process becomes irreversible, because the wall cannot return 
to its original position when the H field is reduced.
The nanoparticle size range offers the possibility to investigate a magnetic process in 
addition to those already discussed above: Superparamagnetism. This is a property 
of particles so small (<20 nm) that only single magnetic domains can exist within 
them. The magnetisation curves for such single domain particles therefore do not 
show a hysteresis loop, because there is no remanence or coercive force when the H 
field is reduced from the saturation point. Single domain, superparamagnetic 
particles will be discussed in greater detail in Section 2.3, where potential 
nanoparticle colloid properties will be established
(2.2.5) Review of Maxwell's Equations and their Significance to the 
Electromagnetic Properties
At the macroscopic level, materials exhibit characteristic electric and magnetic 
behaviour, dependent upon the fundamental electric and magnetic phenomena 
present at the microscopic level, as described above.
All classical electromagnetic phenomena, are governed by the fundamental relations 
given by Maxwell's equations [20, 21]. These equations are based on three separate 
experimentally established facts: Coulomb's law, Ampere's law (or Biot-Savart's 
law), Faraday's law [12] and the principle of conservation of charge. Maxwell's 
equations are summarised by equations 2.2.42 to 2.2.45 and the constitutive 
relations that supplement these are given in equations 2.2.46 to 2.2.48. The notation
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used in the equations is demonstrated by Figures 2.2.8 (a) and 2.2.8 (b). In integral 
form, the surface Sl is bounded by closed path / contour L (Figure 2.2.8 (a)) and the 
volume V is enclosed by a closed surface Sv. p is the charge density.
dU
Figure 2.2.8: (a) A surface Sl, bounded by closed path / contour L and (b) a closed 
surface Sv, enclosing a volume V.
Maxwell's Equations:
I. <f E-dl = -  f —  dS
J l  Jsl dt or V x E = -
dB
dt
(2.2.42)
H. Id  • dS = f p • dv
•Sv *v
or V • D = p (2.2.43)
III. cf H dl = f j - d s +  f —  dS or V x H  = J  + ^  (2.2.44)
J l  Jsl  Jsl  dt
dD
IV. fu • dS = 0
JSv
or V -B = 0 (2.2.45)
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Constitutive relations:
D = eE (2.2.46)
B = pH (2.2.47)
J  = oE (2.2.48)
The first of Maxwell's equations (Equation 2.2.42) accounts for Faraday's law. This 
is based on the experimental observation that time changing magnetic flux induces 
electromotive force. Equation 2.2.43 is based on Coulomb's law. As discussed in 
the previous sections, this accounts for the fact that electric charges attract or repel 
each other with a force that is inversely proportional to the square of the distance 
between them. Maxwell's third equation (Equation 2.2.44) is a generalisation of 
Ampere's law. It states that the magnetomotive force around closed path L (Figure 
2.2.8a) is equal to the sum of the current due to the flow of charges and the 
displacement current bounded by L. Equation 2.2.45 accounts for the absence of 
magnetic charges or monopoles, which means that the magnetic field lines always 
close on themselves.
The propagation of time harmonic electromagnetic waves and the resulting 
interaction of electromagnetic energy with macroscopic solids can be described by 
the Helmholtz wave equation. This can be derived from Maxwell's equations, but is 
only quoted here:
The Helmholtz equation shows that the observed electric and magnetic properties 
within a material are dependent upon the material parameters associated with the
(2.2.49)
V2H = pe Z-T- - V x J  
V ™  /
43
permittivity, €, permeability, ft, conductivity, a, and charge, q. The resulting 
electromagnetic properties will be considered in further detail is Section 2.3
(2.2.6) Energy Dissipative Processes in Dielectric Materials: 
Conduction, Resonance and Relaxation
Having introduced Maxwell's equations for the time dependent evolution of the 
electric and magnetic properties of materials, it is possible to model the driving of a 
system through external fields, and the associated addition and loss of energy.
The response of a material to an applied electric field is represented by the complex 
dielectric constant or effective permittivity, e:
8 = s' + Z£* = 8f + z ——— (2.2.50)
G)£0
where €' and £" are the real and imaginary components of permittivity respectively, 
a is the conductivity, w is the angular frequency and €o is the permittivity of free 
space.
e' is associated with energy storage and e" is associated with loss or energy 
dissipation within a material. The loss is a measure of the power removed from the 
electromagnetic field by a dielectric process. The power removed is converted to 
other forms of energy, which is mainly heat [22]. Optimisation of such loss 
processes can be of great benefit in a number of electromagnetic absorption 
applications [3, 7] and is an important aim of this research. The main dielectric loss 
processes are:
(1) Electrical Conduction: The loss associated with electrical conduction occurs 
due to the presence of charge carriers, such as electrons, ions and holes 
within materials. Energy from the applied electromagnetic field is used to 
drive these charge carriers through the material. The conductivity, a, 
quantifies the ease of conduction within such materials. As shown by
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Equation 2.2.50, this is directly related to the imaginary (loss) component of 
permittivity.
(2) Dielectric Resonance: This is a periodic process associated with regular 
oscillations of any part of a system at a definite frequency. Such behaviour 
can result from the response of individual atoms or molecules, for example, 
the vibration of intramolecular bonds. These oscillations absorb energy over 
a narrow range of frequencies, which are generally higher than those of 
interest in this research.
(3) Dielectric Relaxation: This is associated with the response of electric dipoles 
to an applied electromagnetic field. Many different types of dipoles can be 
present within dielectric materials [22], which can lead to a range of 
polarisation effects, some of which were introduced in Section 2.2.3. The 
polarisation mechanisms are time dependent processes, which occur as a 
result of the displacement of electric dipoles in response to an applied field. 
Upon removal of the field, the dipoles 'relax' to their original states, driven 
by interactions with the environment, which results in energy dissipation. 
The time associated with this return to equilibrium is known as the 
relaxation time, r.
The loss associated with resonance and relaxation processes represents a significant 
enhancement to that achieved from the intrinsic conduction properties of 
electromagnetic materials [3]. For example, the dipolar relaxation of water, 
associated with re-orientational polarisation (discussed further in Chapter 5) results 
in a loss peak with a imaginary permittivity (€">35) up to 50 times the value outside 
this relaxation region (€"<1). A number of resonance and relaxation mechanisms are 
observable at a range of frequencies, which can range from 10'5 Hz to 1012 Hz. An 
example of the types of mechanisms that can lead to relaxation and resonance 
responses are given below, with a summary of the different mechanisms given in 
Figure 2.2.9 over a range of frequencies.
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Relaxation and Resonance Processes:
-Inner bound electrons: Because these are tightly bound to the nuclei they only 
resonate with high energy (~104eV) short wavelength (X~10'10m) external 
electromagnetic fields, such as X-rays.
-Outer bound electrons'. These correspond to the valence electrons of the outer 
electronic shells and can participate in resonances or relaxations associated with the 
atomic or molecular polarisability.
-Free electrons: These are associated with the conduction band in metals. They 
provide a contribution to electric current due to the dynamics induced by an applied 
electric field.
-Bound ions: The presence of positive and negative ions leads to the formation of 
ionic dipoles. This can lead to orientational polarisation under the influence of an 
applied field as explained above.
-Free ions: These typically occur as a result of dissociation of ions within 
electrolytes and can lead to a range of relaxation mechanisms in response to an 
applied field.
- Multipoles: These are mainly quadrupoles. Analogous to the formation of point 
dipoles from the separation of opposite charges, quadrupoles are formed from the 
separation or an antiparallel disposition (i.e. opposite charge separation) of a pair of 
dipoles.
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Figure 2.2.9: Relaxation and resonance effects that can occur in dielectric materials 
in response to an applied electromagnetic field.
Resonance and relaxation phenomena resulting from the magnetic properties of 
materials can also play a crucial role in energy dissipation. The fundamental 
properties of such processes were introduced in Sections 2.2.4 and are discussed 
further in Section 2.3.
(2.2.6.1) Debye Model o f Relaxation
Relaxation of electric dipoles towards an equilibrium orientation in an applied field 
takes a finite time, and consequently the permittivity of such a material is frequency 
dependent (also known as dispersion). A commonly used model to describe the 
dielectric properties of materials, in particular relaxation associated with dipolar 
orientations, is the Debye model [23]. This focuses on the individual dipole 
moments created by the separation of charges within materials. The classical Debye 
equation for this process is given by:
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e =  s „  +  (e *  e»)
1 + mx
(2.2.51)
where e is the complex permittivity of the material, 6 dc is the static d.c. permittivity 
of the material and €» is the permittivity at infinite/high frequencies (i.e. optical 
wavelengths).
The Debye relaxation process will be discussed in greater detail in the sections that 
follow, where its use in the prediction of colloid performance will be outlined.
(2.2.6.2) Double Layer Relaxation Processes
A double layer refers to a two-phase composite or heterogeneous system composed 
of two layers of distinctly different dielectric properties (such as an insulator or 
conductor) or (in the case of charged particle colloids) composed of two layers of 
opposite charge. The double layer associated with charged particle colloids will be 
discussed further in Section 2.3.3, where the contribution of the two layers to 
insulation and conduction is highlighted. The interface between the two layers 
prevents or inhibits the passage of charge carriers so will have dipolar layers set up 
across it (due to charge accumulation at the interface) when an electric field is 
applied. Charge redistribution then takes place upon removal of the field and gives 
rise to interfacial or Maxwell-Wagner relaxation. There exist a number of practical 
examples of heterogeneous systems, which encompass double layers, such as 
materials composed of metallic filler particles dispersed within insulating matrices 
such as paraffin wax, which will be investigated in the results section. Such a system 
is represented by Figure 2.2.10, which shows a heterogeneous material containing 
spherical particles of permittivity e\, dispersed in medium of permittivity 6 2 , at a 
volume fraction of V.
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Figure 2.2.10: Spherical particles of permittivity, £\, and conductivity, 0 \y dispersed 
in medium of €2 and 0 2 .
Two phase heterogeneous systems of the type shown in Figure 2.2.10, can exhibit a 
range of interesting frequency dependent dielectric phenomena associated with the 
double layer boundary created by the distinct dielectric properties of the constituent 
materials. The first account of this was given by Maxwell in 1873 [24]. The theory 
was later generalised by Wagner in 1914 to account for the behaviour of a dispersion 
of spherical particles of conductivity, 0\, in a non-conducting medium of relative 
permittivity 62 (Figure 2.2.10). The resulting Maxwell-Wagner effect is attributed to 
the relaxation that a system undergoes in response to an applied field or alternating 
voltage, associated with the material due to the field transitions at the double layer 
interface.
The effective permittivity, €em of a material of the type shown in Figure 2.2.10, is 
given by Maxwell’s result [24]:
£ eff — 8 ;
1 - 2 V ( 6 2 ~ E l )
(2s2 + e , )
1 + V (S2~e,) 
(2s2 + s , )
(2.2.52)
Equation 2.2.52 can then be used to derive the Maxwell-Wagner equation. If the 
relaxation behaviour that the system undergoes is assumed to be similar to a Debye- 
type response (although having different parameters and physical foundation), a 
generalised form of the effective permittivity behaviour can also be written as:
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E rff (<b )  =  e eff ( c o ) +
1 +  2 GOT
(2.2.53)
By assigning 6 i in equation 2.2.52 to a conductivity contribution:
8 j  =  - z ( a / G 0 8 o )  and 62 = 6 (2.2.54)
The effective permittivity in the limits w-* ooand 0 is given by:
(2.2.55)
and (2.2.56)
Combining the terms leads to the Maxwell-Wagner equation for the effective 
permittivity:
where r  is the Maxwell-Wagner relaxation time given by:
The equations demonstrated above have also been extended further by Sillars [24], 
to account for the complex permittivity behaviour of dispersions of weakly 
conducting particles of various shapes. This is known as the Maxwell-Wagner- 
Sillars effect (Section 2.3).
9V
(2.2.57)
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(2.3) Electromagnetic Properties of Nanoparticle Colloids
In the preceding sections, the general electromagnetic properties of materials were 
discussed with a brief reference to their potential contributions in the context of this 
research. This section expands on these generalised properties, highlighting those 
that are specific to nanoparticles and nanoparticle colloids. The main sources of 
published literature are also summarised.
The magnetic properties of nanoparticle colloids are discussed in Section 2.3.1 and 
their dielectric properties, which result from the conductivity and polarisation of 
nanoparticles, are discussed in Section 2.3.2. Section 2.3.3 reviews the dielectric 
properties that result from the charge distribution created when a charged particle 
(i.e. particle with a surface charge) is suspended in an electrolyte solution.
(2.3.1) Magnetic Colloids
Composite materials composed of ferromagnetic particles in insulating matrices 
(also known as granular materials) generally exhibit magnetic losses in the 
microwave region and therefore can prove potentially useful as Microwave 
absorbers [3]. One of the physical phenomena responsible for these losses is the 
natural spin resonance of the material, which depends on a sum of contributions. 
Identification of this phenomenon and any other potentially useful magnetic 
processes, is therefore an important aim to optimise the permeability to the required 
characteristics.
Research into magnetic colloids has concentrated mainly on ferrqfluids, which are 
also known as Magnetic Fluids [25]. Magnetic fluids are stable, colloidal 
suspensions of ferromagnetic or ferrimagnetic materials. The roughly spherical 
particles have radii in the range 2  to 1 0  nm.
Frenkel and Dorfinan [26] first predicted the possibility of a ferromagnetic particle 
below a critical size that consists of a single magnetic domain. Many authors 
including Kittel [27], Brown [28] and Aharoni [29] have estimated the critical
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particle size. The small particle size associated with ferrofluids ensures that they 
each consist of a single magnetic domain, so they are considered each to be in a state 
of uniform magnetisation with magnetic moment, nip, given by [25,30]:
(2.3.1)
where Ms (Wb/m2) is the saturation magnetisation per unit volume of the particle, Vp 
is the magnetic domain (i.e. particle) volume and R is the radius of the particle.
The behaviour of a magnetic fluid in an alternating magnetic field is characterised 
by the complex, frequency dependent magnetic susceptibility, Xxn(co):
where x'm(w) and xMm(w) are the real and imaginary susceptibilities respectively.
In the presence of an applied magnetic field, the parallel and perpendicular 
components of magnetisation, relative to the field, relax with their own 
characteristic times 7par and Tpeip respectively. This leads to an expression for the 
susceptibility associated with the components parallel, Xpar(w), and perpendicular, 
Xperp(w), to the field [31]:
The permeability, /x, can then be found as shown in equations 2.3.4 to 2.3.6:
(2.3.2)
(2.3.3)
I  •
Jl = Jl -LJl
n '= l + xra
H" = Xm
(2.3.4)
(2.3.5)
(2.3.6)
where n' is the real (energy storage) part and \i" is the imaginary (loss) part of the 
permeability.
(2.3.1.1) Parallel Susceptibility
The parallel (longitudinal) susceptibility is purely relaxational in character and is 
described by the Debye equation [32]:
/  \ Xpar( )^ -  - s
Xpar (®) =  Z . -------  (2 .3 .7 )
1 +  1G> V
where Xpar(0) is the static parallel susceptibility, co is the angular frequency and Tpar is 
the parallel relaxation time.
In a uniformly magnetised, crystalline, ferromagnetic material, the potential energy 
associated with the magnetisation depends on the direction of the magnetic moment 
nip, with respect to the crystallographic axes. This variation of potential energy with 
the orientation of the magnetic moment is described in terms of a magnetic 
anisotropy constant, K.
If the anisotropy constant is large, the direction of nip with respect to the particle 
does not readily change under the influence of perturbations from thermal agitation. 
In this case, it is assumed that the magnetic moment is blocked and only rotational 
motion of the particle can cause changes in the orientation of nip.
In ferrofluids, the presence of a host liquid medium means that Brownian relaxation 
can result, where the magnetic moment rotates with the particle in a rotational 
Brownian motion. The characteristic Brownian relaxation time associated with this 
is given by [32]:
3V_r|
tb = — (2.3.8)
B kT
where k is the Boltzmann constant, 1} is the viscosity and T is the temperature.
For lower anisotropy constants, the magnetic moment is no longer blocked. As well 
as Brownian relaxation, there is an additional mechanism associated with
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superparamagnetism (introduced in Section 2.2.4) that can contribute towards the 
parallel relaxation time.
The existence of superparamagnetic particles was first predicted by Neel [33], who 
characterised the process, by a relaxation time, Tn, associated with the spontaneous 
changes in the direction of magnetisation.
The theoretical derivation of superparamagnetism involves many assumptions 
analogous those used for paramagnetism, which is why it has been discussed in the 
literature [34] under names such as apparent paramagnetism, collective 
paramagnetism and quasiparamagnetism.
The fundamental paramagnetic or superparamagnetic behaviour can be represented 
by the Langevin function [35]. The major difference between paramagnetism and 
superparamagnetism is that for paramagnetism, the magnetic moment of a single 
atom is considered. Superparamagnetism corresponds to the case of a single domain 
ferromagnetic particle, which can contain more than 1 0 5 atoms coupled 
ferromagnetically. This is the reason why a much larger magnetic moment and 
therefore susceptibility is expected for superparamagnetic particles [36].
The origin of the Neel relaxation can be seen by considering the effect of thermal 
energy on the magnetic moment. The magnetic moment can have parallel and 
antiparallel equilibrium orientations along an axis through the particle. The 
anisotropy energy of the particle, E, can be written as a function of the angle, 0, 
between the magnetic moment and the magnetic axis:
E = KVp sin2 0 (2.3.9)
This dependence is shown in Figure 2.3.1.
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Figure 2.3.1: The energy of a single domain particle as a function of 0.
As shown by Figure 2.3.1, the direction of minimum energy is located at 0 = 0 or 0 -  
x. Therefore, for thermally stable behaviour, the magnetic moment will lie along 
these directions separated by a maximum energy barrier of E=KVP. A perturbing 
force, such as thermal agitation will cause the magnetic moment to overcome this 
energy barrier, which causes it to reverse direction in an abrupt and random manner. 
The ‘switching time* associated with the process (i.e. the time taken to overcome the 
barrier) is known as the Neel relaxation time, which in the general form is given by:
t n _1 = f0exp(-KVp/kT) (2.3.10)
where fo is the frequency factor having a value ~109s'1. The exact expression has 
been shown, through experimental results, to be dependent upon the value of the 
energy barrier [37]. As shown by equation 2.3.10, the process is more likely to occur 
for small particle sizes and small anisotropy constants or if the temperature is high.
It can be shown [38] that the Neel relaxation time is observable within the 
experimental measurement time, t, only for a narrow range of particle sizes. This 
introduces an additional parameter: the critical volume, Vc, which is derived from 
equation 2.3.10 when t = r:
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kTln(tf„)
c T7- (2.3.11)
As shown by equation 2.3.11, when the particles are above the critical volume, they 
are thermally stable. This is the ferromagnetic case and all the associated 
relationships can be applied. However, when the particle volume is lower than the 
critical volume, as is possible with ferrofluids, the energy barrier is small enough for 
the particles to exhibit superparamagnetism.
For typical ferrofluids, such as magnetite, where particle diameter, d=10(±5) nm, 
K=lxl04 Jm'3, T=298 K and ij=l(±5)xl0'3 Nsm*3, the Brownian and Neel relaxation 
times have both been shown to result in relaxation frequencies located at MHz 
frequencies [38]. Inevitably, there will be a distribution of particle sizes, which as 
shown by equations 2.3.8 and 2.3.10 leads to a distribution of Brownian and Neel 
relaxation times, which can extend over several decades in frequency and lead to the 
two frequency ranges to coincide. The overall relaxation rate x ^ is  therefore 
approximated by the sum of the Brownian and Neel relaxation rates, giving:
This is also known as the parallel relaxation time. The mechanism with the shortest 
relaxation time is expected to be the most dominant.
The imaginary component of the parallel susceptibility is maximum at the parallel
( * n + t b )
(2.3.12)
relaxation frequency fpar:
f 1 (2.3.13)
Therefore, to achieve effective microwave absorption properties, the relaxation 
frequency needs to be tuned to operate in the microwave frequency range. Equations 
2.3.1 to 2.3.13 lead to an expression for the parallel susceptibility [2,25].
The two parallel relaxation effects are not expected for larger particle magnetic 
colloids. For Brownian relaxation, a larger particle volume would mean that the 
relaxation time becomes too large for observation within the experimental 
measurement time scale. Neel relaxation would not be observed due to an increased 
energy barrier, so that the criterion set by equation 2.3.11 is not achieved. For these 
colloids, only the ferromagnetic resonance, associated with the perpendicular 
susceptibility is expected.
(2.3.1.2) Perpendicular Susceptibility
The properties resulting from the motion of the magnetic moment were introduced 
in Section 2.2.4. With the definitions given above, these properties can now be 
discussed further, focussing on the potential magnetic properties of nanoparticle 
colloids.
Under equilibrium conditions, magnetocrystalline anisotropy causes the magnetic 
moment to lie parallel to the magnetic axis (which defines the preferred crystalline 
axes for magnetisation, as dictated by the preferred direction of magnetic dipoles) of 
the particle. As described in Section 2.2.4, when a field is applied, the magnetic 
moment deviates from the magnetic axis and is subjected to a mechanical torque, 
which causes precession (also known as Larmor precession) about the axis. In 'real' 
systems, where damping resulting from imperfections is also present, the motion for 
the magnetic moment (equation 2.2.38) is described by the Landau and Lifshitz 
equation of motion:
dmp(t)
dt -MoY, m:
(2.3.14)
where po is the free space permeability, ym is the gyromagnetic ratio, X is the 
damping constant and T(t) is the total torque exerted on m by both the magnetic 
anisotropy and by the external magnetic field.
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The rate at which the magnetic moment precesses about the axis is given by the 
Larmor Frequency, fr, as derived in Section 2.2.4. The susceptibility and the 
permeability spectra exhibit a sharp resonance at the Larmor Frequency, because 
energy is absorbed from the incident field in order to overcome damping of the 
precessional motion. The process is also known as Ferromagnetic resonance'.
where Ha represents the anisotropy field associated with the direction of the 
magnetic moment, nip, with respect to the crystallographic axes. The anisotropy 
field can be determined [3] from the anisotropy constant, K, and the saturation 
magnetisation Ms:
Equations 2.3.14 to 2.3.16 lead to an expression for the perpendicular (or transverse) 
susceptibility, ^erp(co), [2,25] for magnetic fluids given by:
The overall susceptibility and therefore permeability can then be found using 
equations 2.3.3 to 2.3.6. Section 4.3 shows the predicted permeability profiles for 
magnetite (Fe3 0 4 ) based on the model above.
As shown by equations 2.3.15 and 2.3.16, the resonance position can be adjusted by 
changing the anisotropy constant or the saturation magnetisation. The anisotropy 
constant, K, is affected by the shape, crystallinity, and defects within the material,
f _ m A
L 271
(2.3.15)
(2.3.16)
(l + X2 )o>L -  co2 + 2 Ug)C0
where Xpeip (o) = -----"—- ,  coL = 2;rfL and n is the particle number density.
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but is generally dominated by the magnetocrystalline anisotropy, which is related to 
the crystal and electronic structure. Therefore, composition will have a significant 
effect, particularly where different crystal phases are mixed. For example, nickel has 
a fee lattice, whereas cobalt, which has a higher anisotropy constant, can have two 
polymorphs: hexagonal or fee lattice. As shown in the literature [28], a CoxNii.x 
combination allows a range of ferromagnetic resonance positions to be obtained. At 
micron particle sizes, a similar control of the resonance frequencies has been 
established for doped barium ferrite (BaFenOig) [39] and strontium ferrite 
(SrFenO^) [40], which have been used to produce effective microwave absorption 
properties.
In addition to the position of the ferromagnetic resonance peak, the anisotropy field 
and saturation magnetisation have also been shown to affect the broadness, fm, of 
this peak, as shown by equation 2.3.17:
fm= ^ H 0(HA+ M s) (2.3.17)
The broadness of the ferromagnetic resonance peak corresponds to the full width 
half maximum (FWHM) value of the imaginary permeability peak. That is, the full 
width of the imaginary permeability peak at half its maximum amplitude. The ability 
to control the broadness of the ferromagnetic resonance peak represents an effective 
optimisation tool, with broadband magnetic response advantageous to 
electromagnetic absorption applications.
The resonance frequency modes described by equation 2.3.15, are also referred to as 
magnetostatic modes. These critically depend on the demagnetising factors of the 
samples and therefore their geometry. Demagnetisation factors are the magnetic 
equivalent of the depolarising factors discussed in Section 2.3.2.1.
In the vibration of a string, various higher-order harmonic standing waves are 
generated in addition to the fundamental standing waves. Similarly in ferromagnetic 
resonance, higher order harmonic modes can be generated in addition to the uniform 
or magnetostatic mode.
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The magnetostatic modes have been widely used to successfully describe the 
experimentally observed resonances for particles of diameter, d ^0.5 /mi. However, 
for smaller nanometre particles, additional peaks, together with a frequency shift 
could not be explained by the equations. The reasons for these have only recently 
been acknowledged, but the theory is still not widely used (Viau et al [41] in 1995 
quoted it as an ‘unexplained effect’). The reason is that in addition to the 
magnetostatic modes, exchange modes can also be associated with ferromagnetic 
resonance. These were first predicted and observed in thin films many years ago 
[42].
As highlighted in section 2.2, the exchange interaction is responsible for alignment 
of the magnetic moments in ferromagnetic materials, such that the magnetic 
moments (or spins) can be expected to process in phase. However, effects such as 
thermal vibration will tend to produce some disorientation, which leads to a constant 
phase shift from one spin to the next. The propagation of this phase shift through a 
material is known as a spin wave. The origin of the higher order resonance modes is 
the excitation of standing waves formed as a result of propagation of spin waves. 
Because the wavelength of the spin waves is 'short' (i.e. subnanometers), it stores 
exchange energy, which is why the higher order modes are known as exchange 
resonance modes.
The exchange energy is neglected for large particles, where the short-range 
exchange force (effective on a length scale of subnanometers) is small compared the 
long-range magnetostatic force, which has a contribution from the boundaries of the 
material itself and introduces a different length scale entirely. Here, crystalline 
imperfections tend to conceal the exchange contribution.
The magnetostatic modes are defined by neglecting the exchange energy in the 
equation of magnetic moment motion, which is one of the reasons the exchange 
resonance modes are not widely reported. Another reason for this is that they are 
only predicted when the demagnetising energy is negligible, which requires the 
samples to have at least one small dimension.
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The additional peaks are consistent with the particle size effects reported [43-45], 
which have been successfully interpreted from Aharoni’s [18, 46] calculations on 
exchange resonance modes.
The results of Aharoni’s calculations reveal the following expressions for 
ferromagnetic resonance:
CD
Ho
vr 2m s
+ H„ (2.3.18)
where h z = h 0- - m s + h a
Here, C is the exchange constant, R is the particle radius, Ho is the applied field and 
the eigenvalues, pkn, are the roots of the equation:
dr
=  0
where Jn are the spherical Bessel functions. The first five eigenvalues have been 
quoted for the CoxNii.x system [43] as pn=2.08, pi2=3.34, pi3=4.51, pi4=5.65 and 
H2i=5.94.
From equation 2.3.18, it can be seen that the range of eigenvalues will lead to a 
series of resonances at each particle radius. The reason particle size effects do not 
exist for larger particles, is because the first term in equation 2.3.18 is negligible, 
which results in frequencies close to the Larmor frequency. As shown by equation 
2.3.18 the resonance positions shift to higher frequencies as the particle sizes 
decrease. Therefore, it can be concluded that in nanoparticle composites, the first 
mode is related to the magnetostatic mode as shown in equation 2.3.15. The 
following higher frequency modes are the exchange resonance modes calculated 
from 2.3.18. There also exists a critical particle size below which the exchange 
resonance modes are no longer excited. A theoretical approach for calculating this 
has not been proposed, although experimental results [44] for CoxNii.x particles 
show the modes disappearing for particle diameters, d, less than 25 nm. A possible
61
explanation for this is given by equation 2.3.18, which shows that the exchange 
resonance modes move to higher frequencies with decreasing particle radius, R, 
such that for sufficiently small particles (i.e. d<25nm) the modes can be expected to 
move outside the measurement frequency range. This is also a possible reason why 
particle size effects have not been reported in ferrofluids.
(2.3.2) Conducting Particle Colloids
Section 2.2 discussed the fundamental dielectric phenomena and their effects over a 
range of frequencies and materials. This section provides focus of the specific 
properties related to nanoparticles and nanoparticle colloids at radio and microwave 
frequencies and the resulting behaviour within such materials.
Macroscopic bulk properties of materials differ significantly from those of the 
microscopic atom. The term “Mesoscopic” is used to characterise the state between 
these two; in this case the nanometre size range [47]. The characteristics of particles 
in this size range therefore rely on concepts from the microscopic and macroscopic 
regimes.
The classical theories, such as the Maxwell-Wagner [48], have been successfully 
used to predict the scattering and absorption by small particles in the visible 
frequency range. However, in the far infrared and microwave regions, these could 
only explain the behaviour of the larger micron size particles. Over the past 10 
years, a quantum mechanical model [1] has been used to successfully explain the 
effects seen in the far infrared region. Neither the classical nor the quantum 
mechanical models can fully explain the observed effects in sub-micron metal 
particles at microwave frequencies [49]. The theoretical models can therefore only 
be used to provide an indication of the experimental observations.
As shown in the preceding sections, the imaginary component of permittivity 
describes the dielectric loss within a material, which is a measure of the power 
removed from the electromagnetic field [22]. Based on this mechanism, the metal 
particle colloids can be expected to provide a loss component, which increases with
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increasing conductivity of the metallic particles (Equation 2.2.50). However, as 
explained in Section 2.2.6, this loss can be significantly enhanced by introducing 
loss mechanisms associated with either relaxation or resonance processes.
The general relaxation effects in dielectric materials were outlined in Section 2.2.6. 
There are a number of examples in the literature of these effects observed in the 
radio and microwave frequency regions. Orientational polarisation, as discussed in 
Section 2.2.3.2, is extensively reported in liquids, such as water, and therefore can 
provide a significant contribution to the dielectric properties of colloids. Ionic 
polarisation, discussed in Section 2.2.3.3, provides a further potential relaxation 
mechanism in colloids that possess ionic species. Both these mechanisms are 
discussed further in relation to the dielectric loss mechanisms associated with 
nanoparticle colloids in Chapter 4.
The Maxwell-Wagner relaxation mechanism discussed in Section 2.2.6.2, has been 
investigated in a number of granular systems. However, in nanoparticle colloids the 
mechanism is less extensively reported.
Pelster et al [50] have investigated an extensive range of metallic nanoparticle 
colloids over a range of particle sizes and frequencies. These represent two-phase 
systems of the type shown in Figure 2.2.10. For the nanoparticle colloids 
investigated by Pelster et al [50] the metallic nanoparticles provide the high 
conductivity, low capacitance disperse phase and the liquid (oil in this case) 
provides the low conductivity, high capacitance dispersion medium. The resulting 
relaxation frequency, vrei, has been shown to be located in the MHz region and 
proportional to particle conductivity, <jp:
vrel= - ! - c c o p (2.3.20)
2jrcrel
where rrei is the relaxation time.
The origin of the relationship shown by 2.3.20, can be inferred from equation 2.2.58. 
Qualitatively, the relationship can be attributed to the charge dynamics created by
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the two-phase system introduced by Figure 2.2.10. The interfacial relaxation 
mechanism introduced in Section 2.2.6.2 is reliant upon the rate of charge 
accumulation or discharge at the interface between the two phases, which in turn is 
quantified by the particle conductivity. For higher conductivity materials, the rate of 
charge accumulation and discharge is faster, which results in a faster relaxation time 
(i.e. time taken to system to return to equilibrium after removal of applied field) and 
therefore a higher relaxation frequency. Alternatively, for lower conductivity 
materials, the rate of charge accumulation and discharge is slower, which results in a 
slower relaxation and therefore a lower relaxation frequency.
Control of the mechanisms such as the Maxwell-Wagner relaxation, can provide 
effective tools for the optimisation of the dielectric properties of nanoparticle 
colloids. This process is investigated further in Chapter 5.
The next loss mechanism is associated with plasma resonance, which is expected to 
lie above the microwave frequency range. For indium-in-oil colloids [51], this has 
been estimated to be located at 1014 Hz and therefore unlikely to contribute to 
microwave absorption.
Regardless of relaxation mechanism, the response of a material to an applied field at 
frequency, v, is represented by the complex dielectric constant or effective 
permittivity, s, introduced by equation 2.2.50.
The effective permittivity (Equation 2.2.50) is dependent on the microstructure, the 
volume filling factor (ratio of filler particle volume to host matrix volume) and the 
permittivity of the particles and matrix. Bulk properties generally show a 
permittivity much higher than the permeability, which is a disadvantage for 
achieving optimal absorption properties [52]. However, as explained below, a much 
better match can be expected for nanoparticles, due to particle size effects in 
conducting particle colloids.
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For dilute colloids, the Maxwell-Wagner-Sillars [53] equation can be used to 
predict the dielectric properties, which Sillars derived from the Maxwell-Garnet 
equation [3] to account for spherical and non-spherical inclusions:
(2.3.21)
where
A(ep- e J
X = ------- -------- (2.3.22)
em + A(ep - s m)
A is the depolarisation factor, which is dependent upon the particle shape, €m is the 
matrix permittivity, ep is the particle permittivity and /  is the volume fraction of the 
colloid. This is an example of a so-called mixture law.
For spherical inclusions, A is equal to 1/3. The relaxation mechanism in small metal 
particles is due to the Electronic polarisation (Section 2.2.3) of the particle, which 
leads to induced dipole and multipole fields. Non-zero values of the depolarisation 
factor have been shown to influence the relaxation mechanism. A more extensive 
review of the mixture laws is presented in Section 2.3.2.1.
The results by Marquardt et al [51, 54] predict an almost universal law for the 
conductivity (and therefore the imaginary permittivity - Equation 2.2.50), as a 
function of particle diameter, d, for a range of nanoparticles, such as Pt, Au, Ag, Cu 
and Ni. The results show that all the particles follow a similar relationship and the 
only difference between the results is due to the conductivity of the different 
particles. The more conductive metals, such as gold, can be expected to give an 
improved absorption although the particle size effects will be similar. The results 
show that the real particle permittivity, £p’ oc d2 and the imaginary particle 
permittivity, ep" oc d3. The relationships can be combined to give the overall relation 
€'3 x  £h2. It can therefore be seen that the dielectric loss tangent, tanS = (e* / e'), 
becomes poorer as the particle size decreases, which produces poorer absorption 
[52]. For indium-in-oil colloids, poor absorption properties have been reported for 
colloids below 20 nm, which improve as particle size increases.
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(2.3.2.1) The Effective Medium Theories
Composite dielectrics, such as those formed by colloidal suspensions, represent 
heterogeneous systems. The properties of such systems are dependent upon the 
characteristics of the constituents present within them. These can be predicted using 
effective medium theories, as shown above. The choice of effective medium theory 
(EMT) is dependent upon factors such as the inclusion particle shapes, sizes and 
volume fractions.
The Clausius-Mossotti equation [55] is one of the earliest mixture laws for 
heterogeneous mixtures and forms the starting point for many of the formulas that
The Clausius-Mossotti equation is derived from consideration of the local field, Eioc, 
experienced by a molecule. This incorporates contributions from the external field 
and the field due to the configuration of nearby molecules. The induced dipole 
moment, p, acting on the molecule is determined by the magnitude of the local field, 
Eioc, and the molecular polarisability, a:
followed.
p = aEioc (2.3.23)
It can be shown [14] that the local field is given by:
(2.3.24)
where E is the macroscopic field [14] and P is the polarisation given by:
« P
P = Z N iP j=  2 > j a j  E + — (2.3.25)
where the sum is over all molecules, j, interacting with the specified molecule and Nj 
is the number of molecules per unit volume.
The Clausius-Mossotti relation (equation 2.3.26) can then be derived using the 
dielectric susceptibility, &, and effective permittivity, eefr-
ZNjOj (2.3.26)
where edr = l + x. and x.
P
e0E
The equations can also be extended to the magnetic case by repeating the analysis 
and substituting the electrostatic terms, such as the electric polarisability, with the 
magnetostatic equivalent terms, such as the magnetic polarisability, Om. The 
corresponding Clausius-Mossotti equation for effective permeability, peff, is given
One of the limitations of the Clausius-Mossotti equation is that it assumes the 
constituents of the mixture are electrostatically non-interacting and are therefore 
subject to the same local field. This is a valid assumption for dipoles that are 
arranged perfectly randomly or on a cubic lattice. However, this is an unrealistic 
assumption for heterogeneous systems.
The Maxwell-Gamett equation [56] is an extension of the Clausius-Mossotti 
equation to account for random composite systems. The Clausius-Mossotti equation 
is adapted by calculating the microscopic polarisability of a spherical inclusion (or 
any geometry relevant to the system) by assuming a convenient model. This is then 
related to granular or composite materials. The resulting Maxwell-Gamett equation 
is given by:
by:
(2.3.27)
(  \  
Seff Cm (2.3.28)
8eff ^  £ m >
where f\ is the volume fraction at which the inclusions of permittivity, €j, are 
embedded in the host matrix of permittivity, em.
A disadvantage of the Maxwell-Gamett equation is that it again assumes the 
spherical inclusions are perfectly separated, which means that a conductor remains a 
conductor until every element is replaced by an insulator. The discrepancy means 
that the values determined by the equation are dependent upon the way a system is 
defined and therefore a unique value is not always calculated for the same material 
compositions. The theory has nevertheless been shown [57] to predict results 
reliably for low volume fractions, as may prove to be the case with the colloidal 
suspensions.
An alternative expression to the Maxwell-Gamett equation is the widely used 
Bruggeman equation [58]:
/.
r \
Sj Seff 
< Si 2  £ eff J +  / r
r \
Sm Seff 
V Sm  2  geff
=  0 (2.3.29)
Unlike the Maxwell-Gamett theory, the Bruggeman theory treats the constituents in 
the system symmetrically. This means that a unique solution is obtained for the 
effective permittivity of a particular material composition, regardless of the way the 
system is viewed. This because the Bruggeman theory encompasses a critical value 
for the volume fraction, beyond which the transition to insulating or conducting 
behaviour is made. It can be shown [48] that for spherical conducting inclusions in 
an insulating matrix, the critical value is 1/3, beyond which conduction increases. 
This is consistent with the percolation threshold, which is related to the formation of 
connected networks, and is discussed further in Section 2.3.2.3.
Because of the assumptions used in deriving the models, the Bruggeman equation 
has been shown to be more accurate than the Maxwell-Gamett equation for 
prediction of results at higher inclusion volume fractions [59]. Equation 2.3.29 has 
also been adapted successfully to include a number of components:
Z / i
r \
6ij Eeff 
 ^Sij 2  £ eff
=  0 (2.3.30)
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The mixture formula by Bottcher [3], shown in equation 2.3.31, was also adapted 
from the Maxwell-Gamett equation to account for composites with high inclusion 
particle concentration:
(S e ff S m ) _  ^  f ; ( S i  E m )
Seff (8 i + 2£eff)
(2.3.31)
The equation assumes that each component is surrounded by a mixture rather than a 
single component, which is a more realistic picture at higher volume fractions. The 
advantage of this equation is that it is symmetrical in f\ and f m.
A more recent mixture formula was derived by Looyenga [60], which is also 
analogous to that found by Landau and Lifshitz. Here it is assumed that upon mixing 
the two components within the system:
The Looyenga equation (2.3.33) is then obtained using equations 2.3.32a and 
2.3.32b with the Maxwell-Gamett equation. The advantage of the Looyenga 
equation is that it is again symmetrical iny* =(l-/n) andy^, which also means that it 
is better suited to higher inclusion particle concentrations than the Maxwell-Gamett 
equation [61]. The Looyenga equation is:
The Maxwell-Wagner formula (equation 2.2.57), which was introduced in Section
2.2.6.2, is discussed further in Chapter 5. It is used to account for interfacial 
polarisation processes, which occur at the boundaries between the components 
within the heterogeneous system. The equation has therefore been used in the 
analysis by Grosse et al, summarised in Chapter 5. The equation incorporates the 
relaxation time associated with the polarisation process. It is shown that at high
Si ^  Seff — A  Seff 
Sm  ^  Seff A  £ ejf
(2.3.32a)
(2.3.32b)
(2.3.33)
69
frequencies beyond the relaxation frequency, the Maxwell-Wagner equation is 
equivalent to the Maxwell-Gamett equation.
The mixture laws discussed above are all based on the electric field induction in 
mixtures containing spherical inclusions, which either mutually interact or do not 
interact. However, for shaped inclusions, such as spheroids, electrical conduction 
and polarisation are dependent upon the random spatial dispersion and relative 
orientation of the inclusions with respect to the field. For example, particles 
arranged parallel to the electric field behave differently to those perpendicular to it. 
The dielectric performance of such systems is therefore statistical in nature.
The Lichtenecker-Lichtenecker-Rother mixing law [62] is based on a probability 
approach to the random spatial dispersion of inclusions, which accounts for 
contributions from parallel and perpendicular orientations [3]. The result is the 
Logarithmic Law o f Mixing, which relates the effective permittivity of the mixture to 
the individual properties of the constituents and their volume fractions:
H e * )  = ZiMsi) + (1 - / i)/«(sm) (2.3.34)
Lichtenecker’s equation has been shown to be accurate across a greater range of 
volume fractions. In addition to spherical particles, the mixture law has been used 
successfully for particles where the sphericity is diminished due to uneven or coarse 
surfaces.
As with the Clausius-Mossotti equation, equations 2.3.27 to 2.3.34 can be adapted 
using a similar analysis to model the effective permeability of composite materials. 
The equations are summarised below:
Maxwell-Gamett equation:
/  'N 
H'eff M'm — f
( \
J i
l w + 2m j
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Bruggeman equation:
/.
r \
h  + ^ effy
+ /r
f A
M'm M'eff
vHm + 2W
= 0 (2.3.36)
e f f /
Bottcher equation:
0 * . f r ~ t O  3 / , ( n , - n J  (2337)
H«ir (Mi + 2Mtfr)
Looyenga equation:
^«r = k ,/3 + / 1W /3- ^ ,/3)]! (2-3.38)
Logarithmic Law o f Mixing:
+ (1 - / i ) M M j  (23.39)
In order to account fully for shaped inclusions, many of the equations above have 
been modified to include shape or form factors relevant to the inclusions, from 
which the additional depolarisation effects can be determined. One such equation is 
the Maxwell-Wagner-Sillars [50] equation, shown in the previous section, which 
Sillars derived from the Maxwell-Garnet equation to account for spherical and non- 
spherical inclusions. It is again only suitable for dilute inclusions.
The electromagnetic properties of shaped inclusions have been researched 
extensively by Sihvola et al [3, 63-4], which have also been extended to account for 
the shaped multilayer inclusions. Such considerations will be necessary when 
predicting the performance of the structures incorporating the colloids. For example, 
one of the potential uses of nanoparticle colloids could be for incorporation into 
other materials, such as hollow fibres, in order to improve the overall 
electromagnetic properties. The generalised model for predicting such properties is
71
introduced here and used to predict the electromagnetic properties of structures 
incorporating nanoparticle colloids in Chapter 4.
The electromagnetic response of shaped multilayer inclusions, such as ellipsoids, 
cannot be predicted from the conventional effective medium theories, because the 
inclusions can no longer be treated as homogeneous scatterers. The Sihvola et al 
model can be used to model the incorporation of a range of different filler/colloid 
combinations confined within different ellipticities or geometries. These can 
potentially vary from spherical to cylindrical in shape.
Figure 2.3.2 shows the view through the Y-axis of a three-layer ellipsoid that could 
be used to model a range of colloidal combinations within a given geometry. The 
surrounding medium with permittivity, 60, corresponds to the host matrix into which 
the inclusions are inserted. A possible configuration could consist of the inclusion 
shell assigned to a permittivity of 61, the colloid assigned to 62, with a hollow 
interior given by € 3.
z
Figure 2.3.2: The multilayer ellipsoid used to model the filled inclusions.
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The inclusion geometry is crucial in determination of the resulting polarisability. 
The depolarisation factors [65], Nx, Ny and Nz, are dependent upon the shape and 
their sum must be equal to unity, by definition for any given shape:
Nx + Ny + Nz = 1 (2.3.40)
For a sphere, where the three axes are equivalent:
Nx = Ny = Nz = 1/3 (2.3.41)
For a cylinder, with its long axis in the Z-direction (a-* oc):
Nx = Ny = 1/2, Nz = 0 (2.3.42)
For an oblate ellipsoid (i.e. where the semi-axes [65]: a = b > c) the factors are given 
by:
Nz = — r~(e -  tan 1 e)
Nx = Ny = 1 - N Z
(2.3.43)
(2.3.44)
where the ellipticity, e = J — -1
For a prolate ellipsoid (i.e. where a > b = c):
Nz =
1 -
2e-
i l  +  elog- 2e
1 -e
(2.3.45)
Nx = Ny = 1 - N Z (2.3.46)
where the ellipticity, e == ll -
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Cylindrically shaped inclusions can be approximated to a prolate ellipsoid. This is 
because the solution of the depolarisation factors reduces to that of a cylinder (Nz = 
0), for the case of infinitely long ellipsoids.
As shown by Sihvola et al [66], the dipole moment resulting from each inclusion is 
calculated by solving the Laplace equation for potential, </>, which is shown to be of 
the form [66]:
<Pi (r) = -CjrcosG + Djr'2cos0 (2.3.47)
where Q represents the forward propagating wave and Di represents the dipole type 
(or reflected wave) contribution to the field. The subscript i refers to the number of 
inclusion layers in the z-directed field.
Determination of the reflection from the entire multilayer inclusion, Do, determines 
the dipole moment, p:
p _ 4iteoD0z (2.3.48)
where z is the unit field direction vector.
The effective permittivity in any given direction for the filled fibres is derived from 
the Clausius-Mossotti [48] equation. The generalised form is shown in equation 
2.3.49:
6 ^ - 8 . + — ^  (2.3.49)
1 - A — —
where N is the number density of particles, A is the depolarisation factor of the 
ellipsoids and P is the corresponding polarisability (dipole moment per unit 
volume).
The process can then be repeated for the magnetic case by replacing electrostatic 
terms, such as the depolarisation factors, with the magnetostatic equivalent terms, 
such as the demagnetisation factors [43,65].
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(2.3.2.2) Quantum Size Effects
This section summarises the effect of particle size on the dielectric properties of 
nanoparticles. The theoretical particle size effects can be inferred from the Gorkov- 
Eliashberg [1] quantum mechanical model. This has been shown to provide a better 
match than the classical Drude model for bulk metal properties [67].
For nanoparticles, the spectrum of electronic excitations is considered to be discrete, 
due to their small dimensions. The spectrum for individual particles cannot be 
determined due to the existence of microscopic surface roughness of the particles. 
However, the mean level density can be determined from the macroscopic 
characteristics of the metal. This allows for a statistical description of the electronic- 
level structure [68, 69]. Kubo [70] introduced the notion of a level-distribution 
probability function, which can be used to investigate properties of the system, such 
as magnetic susceptibility and specific heat. Size quantisation leads to a localisation 
of free carriers, which is shown by Gorkov et al [1] to result in reduced a.c. 
conductivity.
The average spacing between adjacent degenerate energy levels, resulting from 
quantisation, is in the ideal case, given by the Frolich gap [68], A=/z2/4med2, where 
me is the effective electron mass, h is Planck’s constant and d is the particle 
diameter. However, imperfections remove the symmetry of the electron wave 
function, which means that the degeneracy is lifted. The level spacing for this 
system is therefore approximated to a mean level spacing, 5, which was first 
determined in Kubo's model [70] as the Kubo gap. It is approximated as the inverse 
density of states:
h26 ------    (2.3.51)
4mekFVp
where kp is the Fermi wave vector [69] and Vp is the particle volume.
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For nanometre particles at microwave frequencies, the limit hv »  5 applies. Gorkov 
et al have shown that the permittivity associated with such a quantised system is 
given by:
e G(d,o)) =  In­
in.
57nnkFaB
n 2 139 (kFd) + -----+
F 30
/7cmekFd © 139ti
900
2 h
(2.3.52)
where as= €oh2 / mne2 is the Bohr radius and €o is the permittivity of free space.
Equation 2.3.52 yields the power laws: €q °c d2 and 6g" °c d3. This is in agreement 
with the results by Marquardt et al [71], where it is also shown that the critical 
diameter for size quantisation is lOnm to lOOnm at room temperature. However, the 
actual permittivity values resulting from equation 2.3.52 cannot be used to model 
experimental data for nanometre particles at microwave frequencies, because the 
results do not agree quantitatively. An example of this lack of quantitative 
agreement is given by Marquardt et al [71], where a comparison between 
experimental data and predications based on equation 2.3.52 is presented for the 
bulk permittivity values of indium at 10 GHz for a range of particle sizes. For 
example, indium particles with a diameter of 100 nm are shown to produce bulk real 
permittivity values (e'<103) that are several orders of magnitude lower than those 
predicted from equation 2.3.52 (£g'~106), with the corresponding imaginary 
component of permittivity also showing large differences between experimental 
(€"<102) and theoretical values ( € g " ~ 1 0 3) .  The lack of quantitative agreement is 
therefore a factor relevant to this research.
(2.3.23) Effect o f Microstructure
Microstructure plays an important role in all heterogeneous materials. Marquardt et 
al [71] have investigated a range of different particles and concluded that topology 
of the system has a significant effect on the dielectric properties of nanoparticle 
systems.
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The effect of volume filling factor has not been directly investigated at microwave 
frequencies for nanometre particles. However, the effect of microstructure can be 
used to draw some conclusions about the effect of filling fraction. There are three 
types of topologies possible within a given colloid:
-Well separated particles 
-Agglomerated particles 
-Percolating particles
The three topologies can be accomplished by progressively increasing the volume 
filling fraction, but these have been achieved at considerably lower filling factors by 
Marquardt et al [71], because of the technique used. The difference between the 
three systems is observed through the frequency dependence of the imaginary 
permittivity.
For well-separated particles, the real and imaginary permittivity has been shown to 
be only weakly dependent on frequency. In the microwave region, the Kramers- 
Kronig relation [72] shows that a low loss can be expected for high conductivity (i.e. 
metallic) inclusions when the permittivity is non or weakly dispersive.
Percolation refers to the electromagnetic properties achieved from a particular type 
of microstructure, related to the formation of connected networks of one component 
(e.g. the filler particles) within a two-phase material. Percolation occurs when the 
proportion of the filler component reaches a critical level, known as the percolation 
threshold [73], such that a connected path of the filler component exists from one 
side of the system to the other. For percolating networks, a significantly enhanced 
loss tangent is obtained with a real permittivity that is shown to be almost 
independent of frequency [74]. Percolating networks are characterised by a d.c. 
conductivity, Ode, which enhances the loss or imaginary effective permittivity of a 
colloid:
For percolating networks, the imaginary permittivity has been shown to be inversely 
proportional to the frequency, e” oc of1, which can be predicted from equation 2.3.53, 
using the assumption that the conductivity, <7dc=£o€"w=constant. This property is 
characteristic of metal-like behaviour, i.e. the free electrons are travelling along the 
percolating paths in the network. However, the particle conductivities are lower than 
bulk values, due to effects such as contact resistance between particles.
Below the percolation threshold, / c, the effective d.c. conductivity becomes 
dependent upon the matrix conductivity, a m:
1 + /
A (W )
(2.3.54)
where A is the depolarisation factor (A=l/3 for spheres).
For many colloidal systems investigated, the matrix conductivity, a m, can be 
assumed to be zero, so that the only contribution to conduction is from the particles, 
a p. Therefore, it can be assumed that:
odc~ 0  for f  < fc
However, this assumption will be significantly modified in the case of charged 
particle colloids, where ionic conduction can result (Section 2.3.3).
For the intermediate case of agglomerated particles a dispersion of e" has been 
reported, although the simple power law e" oc o f “ no longer holds and the reported 
dependence is much weaker than of1. The resultant e" for agglomerated particle 
systems has been shown to be higher than the well separated case, due to longer 
conducting paths, but lower than that for percolating samples. The relaxation 
frequency has also been shown to decrease in the presence of agglomeration.
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(2.3.3) Charged Particle Colloids
Charged particle colloids have been the focus of research for many years [4, 75-77]. 
Charged particle colloids are potentially extremely stable and a number of papers 
have been written outlining methods for achieving stability for various colloidal 
systems [4]. The dynamics of the charge distributions within these systems lead to 
interesting dielectric properties [78-82], which occur over a range of timescales 
determined by various aspects of the system.
The properties of charged colloids have been extensively studied at radio 
frequencies, but very little attention has been given to their properties at microwave 
frequencies. This is likely to be due to the fact that the charge dynamics within 
systems studied to date, with particles several micrometres in diameter, are too slow 
to exhibit significant loss at microwave frequencies. By reducing the size of the 
colloid particles, however, it should be possible to accelerate the charge dynamics 
and extend control of the dielectric properties into the microwave region. This will 
be demonstrated further in the sections that follow.
Charged particle colloids typically consist of particles with negative surface charge 
suspended in an aqueous electrolyte solution. The negative surface ions (termed co­
ions) form an immobile layer of ions that adhere tightly to the surface of the colloid 
particle. The radius of the sphere that surrounds this rigid layer of ions is known as 
the radius of shear. The electric potential at the radius of shear relative to its value in 
the distant, bulk medium is known as the zeta potential, f , or electrokinetic potential
[83]. When a particle, such as polystyrene, is placed in an aqueous environment, its 
negative surface charge (which is initially neutral, but loses positive groups to the 
medium) attracts an oppositely charged atmosphere of mobile ions (termed 
counterions). The inner shell of charge and the outer ionic atmosphere is known as 
the electrical double layer [83]. The motion of the two types of ions from the bulk 
electrolyte, when driven by an external oscillating electric field, will be different. 
The counterions provide a contribution to conduction. This is because any 
counterion approaching the charged particle encounters a high counterion density 
from the double layer, so is transferred along it to the opposite side of the particle.
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The bound surface co-ions are considered to be insulating, because such a 
conducting path does not exist for these. The dynamics of the charge distributions 
within these systems and the interaction with the externally applied field lead to 
phenomena over a range of characteristic time scales. Therefore, changes in 
parameters such as the double layer thickness, or the diffusion constant within it, 
will affect each of the relaxation mechanisms differently. Such processes, together 
with the resulting dielectric properties are reviewed.
When a time varying electric field (E=E0elwt) is applied to a charged polystyrene 
particle, the tangential component of the electric field around the particle surface 
causes azimuthal transport of the double layer ions across the particle, along the 
highly conductive path associated with the double layer. This results in an 
asymmetric charge distribution in the double layer around the particle, as shown by 
Figure 2.3.3.
Figure 2.3.3: The charge redistribution resulting from the applied field, E. The 
change in dipole strength gives rise to a resultant electric field, SE.
The rate at which the charge is swept into the region of the double layer over the 
rear of the particle is given by:
Ir = ° sER (2.3.55)
where <JS is the surface conductivity and R is the radius of the particle.
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The charge redistribution is accompanied by a change in dipole strength. This gives 
rise to a resultant electric field, 5E, around the particle, which opposes the applied 
field as shown by Figure 2.3.3. As will be shown in Chapter 5, the dipole field is 
directly related to the complex conductivity and therefore the permittivity of the 
suspension [82].
The field arising from the charge redistribution is given by:
8E.fi = q (2.3.56)
g 0 8m
where 5q is the magnitude of the change in charge per unit area of the double layer, 
ft is a unit normal directed out from the particle surface and em is the permittivity of 
the host medium.
Because the field resulting from the charge redistribution, 5E, opposes the applied 
field, the current flow in the double layer alters until the net flow of charge into any 
portion of the double layer is zero. A number of relaxation mechanisms have been 
proposed to describe this change in current flow [4]:
(1) Interfacial transfer o f exchangeable ions - the exchange of ions at the
interface between the dispersed phase and the host medium (perpendicular 
relaxation)
(2) Ion transport in host medium
(3) Lateral transport o f ions inside a surface layer - Tangential relaxation
(4) Transport o f ions in the diffuse layers - exchange of ions between the double 
layer and the bulk electrolyte (perpendicular relaxation)
The mechanisms with the shortest times dominate. Therefore, a range of relaxation 
times and amplitudes are possible depending on the system being considered.
The field, 5E, has components tangential and perpendicular to the particle surface 
[82]. Therefore, the external field-driven charge redistribution will take place
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tangentially and perpendicularly to the particle surface, which leads to a number of 
relaxation, or energy dissipating, mechanisms [77].
The tangential field component leads to a ‘back-current’ through the double layer 
given by:
This results is analogous to mechanism 3 shown above.
The perpendicular field component causes a flow of current from the double layer to 
the surrounding electrolyte, which is given by:
where am is the matrix conductivity.
O'Brien et al [82] showed that the tangential and perpendicular flow of counterions 
in the double layer result in a high frequency, low amplitude relaxation (i.e. low 
energy dissipation), with the relaxation time, rj, given by:
Because am is greater than o/R , the relaxation time associated with the 
perpendicular flow of ions will be faster than that due to the tangential flow and will 
therefore dominate.
For low surface conductivity, the overall relaxation time can therefore approximated 
to [82]:
where k  is the reciprocal of the double layer thickness and D is the ion diffusivity.
l B c = a s5E R (2.3.57)
I  ec — o m8 E R (2.3.58)
(2.3.59)
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Equations 2.3.59 and 2.3.60 represent the characteristic time for high frequency 
relaxation, with a typical relaxation time of 10‘9s. This gives a result close to the 
microwave region. The concentration and diffiisivity values quoted by Grosse et al
[84] also give a similar value.
After this rapid readjustment in the charge density of the double layer, a slower, low 
frequency relaxation takes place. Schwartz et al [76] in 1962, gave the first 
theoretical explanation of the low frequency, high amplitude relaxation observed in 
suspensions of charged spherical particles in electrolyte solution. This explanation 
was based on the assumption that the counterions in the double layer around the 
particle are unable to exchange ions with the electrolyte. The conclusion was that 
the tangential flow of counterions near the particle surface (mechanism 3) was 
responsible for the low frequency relaxation. More recent studies including those by 
Dukin and Shilov [85] in 1974 have proved this explanation to be incorrect.
A symmetric electrolyte contains an almost equal number of co-ions and 
counterions. This distribution is affected by the applied field, which sweeps the 
double layer counterions from the front to the rear of the particle. As a result, the 
front of the particle has a decreasing ion population, while the rear of the particle 
experiences a steady build up of co-ions and counterions. Equilibrium is rapidly 
restored within the double layer as mentioned above, but the changes in the dipole 
strength resulting from the charge redistribution within the double layer, will also 
lead to the relaxation within the electrolyte some time later. It can therefore be 
concluded that this low frequency relaxation is due to the tangential diffusive motion 
of the ions in the bulk electrolyte beyond the double layer.
The low frequency relaxation time, 72, associated with this process is given by:
x2 = —  (2.3.61)
2 D
The size dependence of this dissipative process is of particular interest here.
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CHAPTER 3 
Experimental Details
The research encompassed measurement of the electromagnetic behaviour of both 
solid and colloidal materials across a wide frequency range of 1 MHz to 20 GHz. In 
order to carry out a comprehensive experimental investigation across the frequency 
range and measurement specifications, a range of equipment and experimental 
techniques were required. Section 3.1 provides a description of the different types of 
experimental set ups used, with the Experimental Procedure summarised in Section
3.2.
(3.1) Experimental Set ups
The first of the measurement systems for characterisation of the electromagnetic 
properties is the HP 8510C Vector Network Analyser (VNA). The system is 
summarised by the schematic diagrams and photographs of the equipment in Figure 
3.1.
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Figure 3.1: Summary of the HP 8510C VNA Measurement System (Continued on next page)
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Figure 3.1: Summary of the HP 85 IOC VNA Measurement System (Continued from previous page)
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As shown by Figure 3.1, the VNA is connected to a synthesised frequency sweeper, 
which can enable measurement frequencies of 100MHz to 26.5GHz. However, the 
frequency range is dependent upon the experimental set up used. Regardless of set 
up, the underlying measurement process is the same. The VNA measures the 
complex scattering, S, parameters associated with transmission (S21 and S12) and 
reflection (S n  and S22) from a coaxial or waveguide test sample placed in the 
transmission line sample cell (Figure 3.1), as shown in Figure 3.2 [52]:
Sample placed in transmission line section
k
ts
S21
Port 1
----------------- ► -------- ►-------- -------- ►-----------------
S i r r 1L S22
<-------- -------- 4-------- -------- 4-----------------
Port 2
Figure 3.2: The direction of the scattering, S, parameters associated with a sample 
placed in a transmission line sample cell.
The VNA system shown in Figure 3.1 is computer controlled, from which all 
measurement criteria are set. The measured scattering parameters are used to 
calculate the reflection, Ts, and and transmission, Ts, coefficients, from which the 
permeability, /*, and permittivity, e, of the test sample are obtained using the 
Nicholson and Ross method [52], given by:
P
l+ r .
A ( i -r ,
and e =
A2
1
F
where A =
1 Inr n 1
2M, UJ K
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ts is the sample thickness, is the free space wavelength and \  is the cut off 
wavelength and is dependent upon the type of sample cell used [86].
Three types of sample cells are shown in Figures 3.1b to d, any one of which can be 
connected between the two transmission line cables, which in turn are connected to 
ports 1 and 2 of the HP 851415 Test Set. The 7mm coaxial transmission line sample 
cell in Figure 3.1b, is used to mount solid coaxial shaped test samples (Figure 3.1e) 
between the two cables. A method for producing the solid coaxial samples is 
outlined in Section 3.2. Such a technique can be used to characterise the intrinsic 
electromagnetic properties of various nanoparticle combinations (e.g. CoxNii.x, 
nanoparticles) by dispersion in a host medium such paraffin wax. This allows for the 
optimum particle combinations to be identified for incorporation into liquid matrices 
and optimised colloidal combinations. Because of the field direction in coaxial 
sample cells [86], samples confined within these geometries are assumed to be 
homogeneous and the technique cannot be used to determine field direction 
dependent properties.
Figure 3.1c, shows a rectangular waveguide sample cell with coaxial to waveguide 
adapters for connection to the transmission line cables. Because of the field 
orientations within rectangular waveguide geometries, field direction dependent 
properties of inhomogeneous samples can be measured. For example, waveguide 
samples composed of fibres can be measured with electric field direction parallel or 
perpendicular to the orientation of the fibres, where a difference in properties can be 
expected due to differing amounts of coupling between the fibres and field 
orientations.
Figure 3.Id, shows a 7mm coaxial liquid sample cell, used for measurement of 
liquids or colloids. As shown by the schematic diagram, a PTFE coaxial pellet is 
contained within the sample cell connected to port 2, leaving a cavity, which can be 
varied between 0.5 to 4 mm in thickness for liquids to be retained. The different 
sample cell thicknesses allow for measurement optimisation over different 
frequencies. A second retaining plug is fixed to the transmission line connected to 
port 1, which also results in a uniform sample geometry when the two ports are
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connected. The effects of the PTFE plugs are removed through the calibration 
techniques applied.
An alternative technique for the high frequency measurement (0.1 GHz to 20 GHz) 
of dielectric properties is the dielectric probe technique [87]. Here, a Hewlett 
Packard (HP) 85070A dielectric probe kit is used with a HP 8720B Vector Network 
Analyser, as shown in Figure 3.3:
  HP 8720B VNA
Figure 3.3: The dielectric probe measurement set up
The dielectric probe measures the complex reflection coefficient of samples. This is 
then converted to the complex permittivity using HP dielectric probe software.
Low frequency measurements (1 MHz to 1.8 GHz) are carried out using the 
broadband Novocontrol Spectrometer [88], with a HP 4291 Impedance Analyser, 
which uses a coaxial line reflection technique. The set up is summarised in Figure 
3.4.
3 mmaon*
Dielectric Probe
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Figure 3.4: Summary of the Low Frequency Novocontrol system
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The parallel electrodes shown in Figure 3.4a are used for measurement of dielectric 
properties. The set up allows for either solid or colloidal samples to be placed 
between the electrodes. The complex capacitance of each of the test samples can 
then be measured, from which the resulting complex permittivity is determined. The 
alternative sample cells shown in Figures 3.4b and 3.4c, are used to determine the 
magnetic properties of solid and colloidal samples respectively. The Win-DETA 
software package [88] is used to carry out the measurements and evaluate the 
results.
(3.1.1) The Waveguide Resonator
The standard waveguide measurement technique described above can be used for 
the measurement of electromagnetic properties of a number of samples, such as 
colloid filled fibres. Figure 3.5 shows a waveguide sample (~22.9mm x 10.1mm x 
1mm) composed of colloid-filled fibres pressed into paraffin wax (described further 
in Section 3.2). The sample can be measured over a range of frequencies using the 
waveguide set up shown in Figure 3.1 c. However, there are a number of problems 
that this can present, both from an experimental and theoretical perspective. These 
included:
- Relatively large quantities of colloid-filled fibres required to produce the sample, 
which make it time consuming and challenging for lab scale measurements, so 
limiting the number of samples that can be produced.
- Direct fibre properties are not measured, because samples are typically composed 
of over 50% paraffin wax by volume, used to bind the samples. The fibre properties 
are therefore predicated from the results by using effective medium theories [48].
-Non-uniformity of sample due to geometry, unaccounted air gaps and inaccuracies 
in determination of volume fractions of constituent materials, increases the 
uncertainty in calculated intrinsic properties.
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-The large number of fibres cannot be perfectly aligned in the same directions due to 
experimental difficulties, as shown by Figure 3.5. This has a significant effect on the 
measured properties, because the coupling of the electric field is stronger parallel to 
the fibres than perpendicular to them.
Figure 3.5: Image of a waveguide analysis sample composed of colloid-filled fibres.
In order to overcome the difficulties mentioned above, a Waveguide Resonator was 
constructed. The waveguide resonator technique is shown (Chapter 4) to measure as 
few as one fibre depending upon the type of measurement and the properties of the 
fibre, which is placed in the optimum measurement position within the waveguide. 
The method allows for both the filled fibre properties and the properties of the filling 
colloids to be assessed.
In order to cover a broad frequency range, two waveguide resonator set-ups were 
constructed to operate over two different frequency ranges (X band from 8.2GHz to 
12.4GHz and P band from 12.4GHz to 18GHz). This could be extended to other 
frequencies if required. Figure 3.6 shows one of the resonator set-ups used for the 
lower frequency range (X band). The resonator was constructed by placing two thin 
conductive sheets at either end of the waveguide section. To ensure coupling of 
energy into the waveguide cavity, two symmetric holes (diameter of 4mm) were 
made in the end plates. The resonator only allows certain waveguide modes to 
propagate through at characteristic frequencies (determined by the length, 1, of the 
cavity), which leads to a series of resonance peaks in the transmission spectrum. 
Figure 3.7 shows the transmitted power from an empty resonator, where the 
resonances correspond to increased transmission through the resonator. The length 
of the cavity also affects the resolution of the results obtained.
22.9 mm
10.1 mm
misaligned fibres
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Figure 3.6: The Waveguide Resonator used to measure the filled fibre properties at 
X band frequencies (8.2 GHz to 12.4 GHz).
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Frequency (GHz)
Figure 3.7: Transmitted Power for an Empty Waveguide Resonator
To determine dielectric properties, the sample is mounted parallel to the short 
dimension of the waveguide (as shown by position A in Figure 3.6). This ensures 
that the sample is parallel to the maximum electric field of the dominant waveguide 
mode, where maximum perturbation occurs. The resonance frequency of the 
waveguide resonator undergoes a frequency shift and change in magnitude, which 
are dependent upon the real and imaginary permittivity, respectively. At this 
position, the magnetic properties have no effect on the peak position and magnitude, 
because the sample is placed in a position of negligibly small magnetic field.
The relationship between the electromagnetic properties o f the sample and the 
shifted resonance frequency are given by [89]:
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(3.1)
Vo Vo
where E and H describe the electric and magnetic fields, with the subscripts 0 and 1 
representing the quantities in the unperturbed and perturbed case and Vs and Vo are 
the volume of the sample material and cavity respectively.
By locating and placing the sample at the electric field maximum, allows equation
3.1 to be simplified to give expressions for the real and imaginary permittivity [89]:
where Qs, Qo and fs, fo are the quality factor and resonance frequency in the 
perturbed and unperturbed cavities respectively [89].
To determine the magnetic properties, the sample is mounted parallel to the long 
dimension of the waveguide (as shown by position B in Figure 3.6). Here, it is 
parallel to the maximum magnetic field of the dominant waveguide mode, with 
negligibly small electric field. Therefore, the perturbation occurs as a result of the 
magnetic properties. The corresponding permeability is given by [90]:
(3.2)
f  V-*• C ’ €
V. 1 1
e (3.3)
8w2 f. V,
(3-4)
H _  - g  T Q _ * • _________
16w2 v I q , Q0
(3.5)
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where w is the width of the waveguide cavity, shown in Figure 3.6 and \  is the 
guide wavelength given by:
In the open literature, two resonators were found which used a similar set up [89, 
90], but these only operated at X band frequencies (8.2GHz to 12.4GHz). However, 
the biggest challenge was to build resonators that could be used to detect samples as 
thin as 60 /mi, as required for colloid-filled fibre measurements (Section 3.2.5). This 
was achieved with four different set-ups. For high permittivity (high filler/metal 
content) fibres, the most common set up for X band shown in Fig 3.6 was found to 
provide a sufficient perturbation, the resolution of which improved for small bundles 
(2 to 50 fibres). For lower permittivity fibres, the higher frequency set up was used, 
where the smaller wavelength makes it more sensitive to smaller perturbations. For 
extremely low permittivity fibres, as the case for empty or dilute colloid-filled 
fibres, the set up shown in Figure 3.6 was further modified. Here, it was found that 
by decreasing the cell length, 1, further, the two resonators could be tuned to work at 
single spot frequencies, which were capable of measuring even smaller 
perturbations, suitable for almost any fibres.
One of the disadvantages of the method is that the number of spot frequencies 
measured is limited for low permittivity fibres. However, as shown in Chapter 4, the 
permittivity is not expected to vary across frequency in the majority of colloids used 
and the permeability for such dilute colloids is negligibly small.
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(3.2) Experimental Procedure
(3.2.1) 7 mm coaxial transmission line measurements
(3.2.1.1) CoxNii-x nanoparticle dispersions
The CoxNii.x samples consisted of five concentrations of cobalt to nickel, with x=0 
(Ni only), 0.2, 0.5, 0.8 and 1 (Co only). These ranged from particle sizes of 25nm to 
200nm to ensure that potential particle size related effects could be investigated 
thoroughly. The CoxNii.x particles were synthesised by a colleague within the 
Structures and Materials Department at QinetiQ using a synthesis process described 
in literature [40].
Each of the particle combinations were dispersed in paraffin wax at volume fractions 
ranging from 0.05 to 0.4 of particles to wax. This was achieved by firstly stirring the 
CoxNii-x powder samples in hexane to reduce agglomeration of the magnetic 
nanoparticles and ensure homogenous samples. The nanoparticles were then 
dispersed in molten wax and stirred until solidification. A press was used to make 
coaxial samples of the type shown in Figure 3.1e, by applying a constant pressure of 
0.8 tonnes for 30 seconds to each of the samples. The electromagnetic properties of 
the samples were then measured in the frequency range of 0.5 GHz to 18 GHz using 
the HP 8510C VNA system described in Figure 3.1. The full range of volume 
fractions investigated are shown by the results in Chapter 4.
(3.2.1.2) Fe nanoparticle dispersions
The iron nanoparticles were acquired from Sigma-Aldrich [91], with an average 
particle diameter of 100 nm. These were then dispersed in wax at volume fractions 
of 0.15, 0.25, 0.3 and 0.4, from which coaxial line samples were prepared using the 
same method described above. The electromagnetic properties of the samples were 
measured in the frequency range of 0.5 GHz to 18 GHz using the HP 8510C VNA 
system.
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(3.2.1.3) Magnetite nanoparticle dispersions
Magnetite (Fe3 0 4 ) nanoparticles were synthesised by a colleague within the 
Structures and Materials Department at QinetiQ, which consisted of two different 
average particle sizes. The two sets of samples were composed of particles with 
average diameters of 8 nm and 12 nm and were each dispersed in a solid matrix of 
stearic acid at a volume fraction of 0.22. The small particle sizes were selected to 
ensure single domain particles. In addition to high frequency (0.5 GHz to 18 GHz) 
measurements using the HP 8510C VNA, low frequency (1MHz to 1.8 GHz) 
magnetic measurements were carried out on these samples using the broadband 
Novocontrol Spectrometer, described in Figure 3.4.
(3.2.2) CoxNii.x nanoparticle colloidal dispersions
Two sets of colloids incorporating the nanoparticle combinations outlined in Section
3.2.1.1 were synthesised by a colleague within the Structures and Materials 
Department at QinetiQ, in collaboration with the Bristol Colloids Centre. Both sets 
of colloids consisted of ethylene glycol as the host liquid medium, within which the 
Coo.8Nio.2 nanoparticles with an average diameter of 100 nm, were dispersed. The 
particles were contained within the two colloids at 1.5% and 4% by volume. The 
liquid sample cell shown in Figure 3.1c was used with the HP 8510C VNA to 
measure the electromagnetic properties of the colloids in the frequency range of 0.5 
GHz to 18 GHz.
(3.2.3) Ferrofluids
Two ferrofluid samples were purchased from 'Liquids Research Ltd1. The first of the 
ferrofluids consisted of magnetite particles with an average diameter of 10 nm 
dispersed in hydrocarbon oil. The second ferrofluid sample contained cobalt 
nanoparticles with an average diameter of 5 nm dispersed in toluene. High 
frequency measurements (0.5 GHz to 18 GHz) were carried out using the method 
outlined in the previous section. Low frequency (1MHz to 1.8 GHz) magnetic
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measurements were carried out using the broadband Novocontrol Spectrometer, 
shown in Figure 3.4, with the liquid sample cell (Figure 3.4c).
(3.2.4) Charged Nanoparticle Colloids
A range of charged nanoparticle colloids were acquired from 'Bangs Laboratories 
Ltd'. The charged colloids consisted of polystyrene particles with surface charge 
resulting from sulphate surface groups, suspended in pure distilled water at a volume 
fraction of 0.1. The particle diameter, d, varied from 20 nm to 220 nm. The high 
frequency properties (0.1 GHz to 20 GHz) were determined using the dielectric 
probe technique, outlined in Section 3.1. The low frequency measurements (1 MHz 
to 1.8 GHz) were carried out using the broadband Novocontrol Spectrometer, with 
the parallel electrode set up shown in Figure 3.4.
(3.2.5) Colloid Filled inclusions
Hollow glass fibres made from pyrex borosilicate were acquired, with an outer 
diameter of 60/un and an inner diameter of 30/un. These were filled by a colleague 
(Phil Drake) within QinetiQ with various combinations of the colloidal dispersions 
described above.
(3.2.5.1) Standard Waveguide Measurements
Three samples of the type shown in Figure 3.5 were made by colleagues within 
QinetiQ. These consisted of colloid-filled glass fibres in paraffin wax at volume 
fractions of 0.1, 0.2 and 0.8. The colloids consisted of Coo.8Nio.2 nanoparticles with 
an average diameter of 100 nm, dispersed in ethylene glycol at 1.5% by volume. 
Two waveguide samples were made with the glass fibre orientations perpendicular 
to the electric field direction (i.e. fibres parallel to the long dimension of the sample 
shown in Figure 3.5) and the third sample consisted of random fibre orientations. 
The properties of the colloid-filled glass fibres, dispersed in wax, were measured in 
the frequency range of 8.2 GHz to 12.4 GHz.
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(3.2.5.2) Waveguide Resonator Measurements
The properties of a range of colloid filled fibres incorporating a range of colloidal 
combinations discussed above were measured using the waveguide resonator 
technique described in Section 3.1.1. Two alternative set ups were used to determine 
the properties at two spot frequencies, the results of which are summarised in 
Chapter 4.
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CHAPTER 4 
Results
(4.1) Nanoparticle Properties
In order to produce nanoparticle colloids with optimised electromagnetic properties, 
a thorough analysis of the electromagnetic properties of the underlying particles 
needs to first be established. Knowledge of such properties can then be used to 
develop the optimised colloids.
(4.1.1) CoxNii.x Nanoparticles
To carry out a thorough assessment of the fundamental electromagnetic properties of 
the CoxNii.x series, a number of particle sizes, from each concentration, x (ranging 
from 0 (Ni) to l(Co)) were investigated over a range of volume fractions.
A summary of the CoxNii.x particle concentrations and sizes investigated is shown in 
Table 4.1:
Particle
Concentration
Mean Particle 
Diameter / nm
Standard 
Deviation / nm
Ni 170 50
Coo.2Nio.8 25 5
85 15
95 20
100 25
Coo.5Nio.5 30 15
60 25
125 30
Coo.8Nio.2 55 20
70 20
125 25
Co 100 60
120 25
125 25
Table 4.1: Summary of the CoxNii.x particle concentrations and sizes investigated
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Section 4.1.1.1 presents a summary of the main results obtained, and introduces the 
electromagnetic properties investigated. A more thorough analysis of the results and 
the trends arising from the results is presented in Section 4.1.1.2, where the main 
electromagnetic properties are established.
(4.1.1.1) Summary of CoxNii.x results
The dielectric properties of the CoxNii.x nanoparticle series have not been reported 
previously, to the knowledge of the Author. However, because cobalt and nickel 
have a relatively high conductivity [3], there will be a contribution to the dielectric 
properties and in particular the imaginary component of permittivity.
As shown by equations 2.3.15 (Kittel's equation) and 2.3.16, the saturation 
magnetisation, Ms, and anisotropy constant, K, determine the magnetocrystalline 
anisotropy field, Ha, and therefore the ferromagnetic resonance frequency position. 
Nickel particles have a relatively low anisotropy constant [92], which is why they 
have been shown experimentally and theoretically to exhibit a low resonance 
frequency at 1.6 GHz [42 - Viau et al, 1997]. In the CoxNii.x series, the anisotropy 
constant increases as the concentration, x, increases, with a less significant increase 
in the saturation magnetisation. Therefore, the resonance frequency can be expected 
progressively to increase with increasing cobalt concentration (equations 2.3.15). 
Results by Viau et al, show this to increase from 1.6 GHz for nickel (x=0) to 6.5 
GHz for cobalt (x=l). The corresponding broadness of the ferromagnetic resonance 
peaks can also be expected to increase with increasing cobalt concentration, as 
shown by equation 2.3.17. This is shown to increase from 4.2 GHz for nickel (x=0) 
to 14 GHz for cobalt (x=l) by Viau et al. It should be noted, that the results quoted 
by Viau et al are higher than those expected from bulk alloy CoxNii-x anisotropy 
constant values (with Kittel's equation). However, the results correspond to a 
synthesis process similar to that used for the synthesis of the CoxNii-x nanoparticles 
used in this research, therefore provide a good indication of the type of performance 
expected.
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(4.1.1.1.1) Ni particles
Figure 4.1 shows the permittivity results of nickel particles with an average diameter 
of 170 nm, at two different volume fractions (VF). As expected, both real and 
imaginary components of permittivity increase with increasing volume fraction 
(Section 2.3).
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Figure 4.1: Permittivity of 170 nm Diameter Ni particles at Different Volume 
Fractions in Paraffin Wax
A comparison of the permittivity for each of the CoxNii-x concentrations will be 
given in Section 4.1.1.2.
Figure 4.2 shows the corresponding permeability of Ni particles.
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Figure 4.2: Permeability of 170 nm Diameter Ni particles at a Volume Fraction 
of 0.25 in Paraffin Wax
As shown by Figure 4.2, the nickel particles exhibit ferromagnetic resonance in the 
low GHz region, as predicted by the Kittel equation (equation 2.3.15). Viau et al 
have shown this peak to be located at 1.6 GHz for nickel with a broadness of 4.2 
GHz. The ferromagnetic resonance position of the peak shown in Figure 4.2 occurs 
at a higher frequency (3 GHz), but with a similar broadness of 4.5 GHz. The 
difference in position of the peak can be accounted by differences in particle sizes, 
related to the Exchange Resonance Modes, as introduced in Section 2.3. Section
4.1.1.2 presents a summary of the Ferromagnetic resonance positions and 
broadening across the entire CoxNii-x range, where a more thorough comparison 
with expected results is given.
(4.1.1.1.2) Coo. 2Nio. 8 particles
Figure 4.3 shows the combined permittivity response for Coo.2Nio.8 particles with an 
average diameter of 25 nm, at a range of volume fractions. As shown, the 
permittivity increases with increasing volume fraction, with a significant imaginary 
component produced for higher volume fractions. The high nickel content of 
Coo.2Nio.8, means that the results at 25% volume loading are similar to those 
produced for nickel at 25% (Figure 4.1).
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Figure 4.3: Permittivity of 25 nm Diameter Coo.2Nio.s particles at Different 
Volume Fractions in Paraffin Wax
Figure 4.4 shows the corresponding permeability at two volume fractions. The 
results show a increase in magnitude as volume fraction increases, as expected from 
the corresponding permittivity results. The dip in the real component of permeability 
to values below unity occurs due to a reduced damping effect at ferromagnetic 
resonance resulting from the relatively small particle dimensions [93, 94].
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Figure 4.4: Permeability of 25 nm Diameter Co0.2Nio.8 particles at Different
Volume Fractions in Paraffin Wax
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Figure 4.5 shows the permittivity of Coo.2Nio.8 particles with an average diameter of 
100 nm, at three different volume fractions. Comparison with the results shown in 
Figure 4.3 shows that the real components of permittivity are higher for the 100 nm 
particles than those of the 25 nm particles. This increase is in qualitative agreement 
with the nanoparticle size effects reported by Pelster et al (summarised in Section 
2.3).
•e' - VF=0.15 
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Figure 4.5: Permittivity of 100 nm Diameter Coo.2Nio.8 particles at Different 
Volume Fractions in Paraffin Wax
Figure 4.6, shows the magnetic behaviour for 100 nm Coo.2Nio.8 particles at 25% by 
volume loading in paraffin wax. Comparison with the permeability results of the 
25nm CoojNio.s particles (Figure 4.4) shows that the 100 nm results exhibit an 
upward shift and broadening of the ferromagnetic resonance region. This is in 
qualitative agreement with results by Viau et al, where it is attributed to the 
exchange resonance modes (Section 2.3 and summarised further in Section 4.1.1.2).
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Figure 4.6: Permeability of 100 nm Diameter Co0.2Nio.8 particles at a Volume 
Fraction of 0.25 in Paraffin Wax
(4.1.1.1.3) Coo.sNio.s Particles
Figure 4.7 shows the results of 30 nm Coo.sNios particles at four different volume 
fractions. Comparison with the overall results shown in Figure 4.3, shows that the 
Coo.5Nio.5 particles produce higher or comparable real components of permittivity, 
but lower levels of loss. The similar particle sizes (25 nm and 30 nm) means that 
difference between the two sets of results cannot be accounted for by size effects. 
However, the lower level of loss can be attributed to the lower nickel content in 
Coo.sNio.s particles, which results from lower conductivity.
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Figure 4.7: Permittivity of 30 nm Diameter Co0.sNi0.5 particles at Different 
Volume Fractions in Paraffin Wax
Figure 4.8 shows the corresponding magnetic behaviour o f the 30 nm Coo.sNio.s 
particles. The increase in frequency and broadening of the ferromagnetic resonance 
from that shown in Figure 4.4 is again in qualitative agreement with the Kittel 
equation.
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Figure 4.8: Permeability of 30 nm Diameter Co0.5Ni0.5 particles at Different
Volume Fractions in Paraffin Wax
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The results corresponding to Coo.sNio.s particles also showed particle size effects in 
both the permittivity and permeability response, consistent with the trends described 
above for the C0 0 .2M 0.8 particles.
(4.1.1.1.4) Coo.8^io.2 particles
Figure 4.9 summarises the permittivity results for 55 nm Coo.8Nio.2 particles. 
Comparison with the results above shows consistently higher real permittivity and 
low imaginary permittivity, consistent with the lower conductivity of cobalt-rich 
particles.
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Figure 4.9: Permittivity of 55 nm Diameter Coo.sNio.2 particles at Different 
Volume Fractions in Paraffin Wax
The permeability results shown in Figure 4.10, show a significantly different 
performance to that for the lower Co content particles described above. Here, the 
ferromagnetic resonance is considerably broader and occurs at higher frequencies, 
consistent with equations 2.3.15 and 2.3.17. However, this is partly due to the 
Exchange resonance modes, which are clearly shown by the ripples in the data. 
These ripples were experimentally verified by measurement at a range of different 
sample thicknesses (Chapter 3).
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Figure 4.10: Permeability of 55 nm Diameter Coo.8Nio.2 particles at Different 
Volume Fractions in Paraffin Wax
(4.1.1.1.5) Co particles
Figure 4.11 shows the results of 100 nm cobalt particles. Comparison with the 
previous results shows obvious differences in performance. The real components of 
permittivity are considerably higher. The imaginary permittivity could therefore be 
expected to show higher magnitude too. However, the results show no significant 
difference in the imaginary component of permittivity and in some cases it is lower 
than that produced by the higher nickel content particles, which is consistent with 
the trends already highlighted.
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Figure 4.11: Permittivity of 100 nm Diameter Co particles at Different Volume 
Fractions in Paraffin Wax
The results corresponding to magnetic behaviour are shown in Figure 4.12. These 
again show a broader ferromagnetic response, located at higher frequencies. This 
makes high cobalt content particles advantageous for applications where broadband 
properties are required.
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Figure 4.12: Permeability of 100 nm Diameter Co particles at Different Volume
Fractions in Paraffin Wax
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(4.1.1.2) Trends arising from CoxNii_x results
As shown above, all the CoxNii_x permittivity results were featureless due to the lack 
of dielectric resonance and relaxation processes at these frequencies. Therefore, spot 
frequencies are representative of the overall frequency trends. The real and 
imaginary components of permittivity at 10 GHz were determined for the CoxNi].x 
series at a volume fraction of 0.25. These are shown in Figures 4.13 and 4.14, along 
with the average values over the entire size range at each concentration. The error 
bars relate to the standard deviation (i.e. spread) of the results.
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Figure 4.13: Real permittivity of CoxNii_x particles at 10 GHz and a Volume 
Fraction of 0.25 in Paraffin Wax
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Figure 4.14: Imaginary permittivity of CoxNii.x particles at 10 GHz and a 
Volume Fraction of 0.25 in Paraffin Wax
As shown, the overall real permittivity (Figure 4.13) increases linearly with 
increasing cobalt concentration, which is consistent with the trends indicated by the 
results in the previous section. However, within each concentration, the results show 
a further variation due to the size of the particles. For example, the results 
corresponding to x = 0.2, 0.5 and 1 in Figure 4.13, all show a significant decrease in 
the real permittivity with decreasing particle size.
Because the overall cobalt particles were larger than those used at other CoxNii.x 
concentrations, quantum size effects (Section 2.3) dictate that the average 
permittivity obtained in Figure 4.13 is likely to be higher than that expected for 
smaller particle sizes, comparable with, for example, the particle sizes used for the 
Coo.2Nio.8 samples. Such a reduction is likely to result in a permittivity closer to the 
line of best fit produced by the results. The same is also true of the result for nickel, 
where only one sample size of 170 nm was investigated at a 0.25 volume fraction. 
The result corresponding to Coo.8Nio.2 was carried out using 55nm particles and 
therefore can be expected to increase for larger particle sizes.
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The trends produced by the imaginary permittivity in Figure 4.14 are not as obvious 
as those observed for the real permittivity. The results show a decrease in imaginary 
permittivity as concentration increases from x=0.2 to x=0.8. The nickel particles 
produced a higher imaginary permittivity than the x=0.5 and x=0.8 concentrations, 
but was slightly lower than the x=0.2 concentration. However, a greater range of 
nickel particle sizes need to be investigated to find any conclusive relationships for 
it. The ferromagnetic resonance frequency of Ni in comparison to other particle 
combinations in the CoxNii.x series was found to be too low to warrant further 
investigation. The average imaginary permittivity increased for cobalt particles. 
However, as described for the real permittivity data, this is again likely to be due to 
the larger particle sizes investigated for cobalt. Because of the Gorkov et al 
relationships (6g' d2 and £g" °c d3), a reduction in particle size will lead to a greater 
reduction in the imaginary component, therefore a significant drop in imaginary 
permittivity of the cobalt particles can be expected for smaller sizes. This is 
confirmed by comparing the imaginary permittivity of the 120nm Co particles with 
that for the 125nm Coo.sNio.5 particles. As shown, the higher cobalt content particles 
produce a higher real component of permittivity, but a lower imaginary component 
of permittivity with these comparable particle sizes.
An example of the particle size effects is shown in Figure 4.15, which summarises 
the results corresponding to cobalt particles at three average particle sizes and a 
volume fraction of 0.25.
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Figure 4.15: Effect of Particle Size on Permittivity of Co Particles at a Volume 
Fraction of 0.25 in Paraffin Wax
The difference in real permittivity of the 100 nm particles and 120 nm particles can 
be accounted for by the Gorkov et al (Section 2.3.2.2) model, which yields the 
relationship: ec'^d • The increase in the permittivity of the 200 nm particles is only 
in qualitative agreement with this relation. However, the Gorkov et al model has 
been shown to be invalid for larger particle sizes [54] and therefore cannot account 
for quantitative differences for such sizes. The imaginary permittivity is also only in 
qualitative agreement with the model. However, the low values produced by the 
imaginary permittivity, make any small differences between results challenging to 
detect experimentally, which are close to the maximum resolution of the 
measurement equipment. Another reason for the lack of quantitative agreement with 
the Gorkov et al model is that the each of the samples consisted of a spread in 
particle size, as summarised by Table 4.1. Therefore, only qualitative agreement 
with the relation can be expected experimentally for the samples investigated in this 
research.
Figure 4.16 shows the magnetic properties corresponding to the three samples 
shown in the previous figure. It can be seen that the profiles for all three are similar, 
with the only difference due to the exchange resonance modes present in smaller 
particles. This further validates the volume fractions achieved and confirms that the
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differences in permittivity seen in Figure 4.15 arise as a result o f particle size and 
not volume fraction differences.
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Figure 4.16: Permeability Corresponding to Samples Shown in Figure 4.15
The permeability results obtained for each concentration, particle size and volume 
fraction were used to determine the ferromagnetic resonance frequency. This was 
calculated from the maximum value in the imaginary permeability peaks 
corresponding to ferromagnetic resonance. The broadness of the ferromagnetic 
resonance peak was determined from the full width half maximum (FWHM) of the 
imaginary permeability peak. That is, the full width of the imaginary permeability 
peak at half its maximum amplitude. This corresponds to the expression for 
broadening given by equation 2.3.17.
The ferromagnetic resonance frequency corresponding to each particle size, along 
with the average value over the entire particle size is shown in Figure 4.17, with the 
spread in results calculated using the standard deviation and represented by the error 
bars. As shown by Figure 4.17, the ferromagnetic frequency increases with 
increasing cobalt concentration, consistent with the conclusions in Section 4.1.1.1.
115
5-L.
0 -------------
0.0
CMo
.. (---  . . --- ,
0.4 0 .6  0.8 
Concentration (x)
r—  
1.0
•  Average • d=170nm -  d=25nm -  d= lOOnm x  d=30nm
x  d=60nm x  d=125nm + d=55nm + d=70nm d=125nm
• d= lOOnm • d=120nm • d=200nm o Viau et al
Figure 4.17: Average Ferromagnetic Resonance Frequency Positions at 
Different Concentrations of CoxNii.x. Results by Viau et al [43] are also 
included for comparison.
The ferromagnetic resonance values are higher than those expected from bulk values 
using the Kittel equation 2.3.15. However, they are in agreement (after accounting 
for uncertainties) with those reported by Viau et al, where it is shown that the 
CoxNii-x nanoparticle series can produce significantly higher and broader 
ferromagnetic resonance frequencies due to the presence of the exchange resonance 
modes. This is apparent from the results corresponding to the individual particle 
sizes in Figure 4.17. For example, at x = 0.2, the lOOnm particles produce a higher 
ferromagnetic resonance frequency (5.4 GHz) than the 25nm particles (2.7 GHz), 
which are considered too small to excite the exchange resonance modes (Section 
2.3). The same is also true at x = 0.5, where the 30 nm particles produce a lower 
ferromagnetic frequency (3 GHz) than the 60 nm (7.1 GHz) and 125 nm (4.9 GHz) 
particles. Nevertheless, the linear relation shown by Figure 4.17 is in qualitative 
agreement with the Kittel equation, where the increasing cobalt concentration results 
in higher anisotropy constants and therefore higher ferromagnetic resonance 
frequencies (Section 2.3).
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Figure 4.18 shows the broadness obtained from the ferromagnetic resonance peaks 
at each of the CoxNii_x concentrations, x. The linear trend is in qualitative agreement 
with equation 2.3.17 in Section 2.3, where it was shown that the broadness of the 
ferromagnetic resonance peaks can be expected to increase with increasing cobalt 
concentration. The values are also in agreement with those given by Viau et al, 
which are again shown to be higher than those ’conventionally' expected in the 
absence of nanoparticle related exchange resonance modes.
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Figure 4.18: Broadness of Ferromagnetic Resonance Peaks at Different 
Concentrations of CoxNii_x. Results by Viau et al [43] are also included for 
comparison.
An example of the exchange resonance modes is given in Figure 4.19, which shows 
the imaginary permeability of cobalt particles at two different particle sizes. The 
larger 200 nm cobalt particles show a single resonant peak associated with the 
magnetostatic mode. However, the 100 nm cobalt particles show a splitting of this 
peak into additional peaks associated with the exchange resonance modes, which 
leads to a broadened response.
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The presence of these additional modes can be inferred from equation 2.3.18, 
discussed in Section 2.3.1, where they were related to an increase in exchange 
energy resulting from the nanoparticle dimensions. As shown by equation 2.3.18, 
the exchange resonance modes move to higher frequencies as particle sizes 
decreases (as demonstrated by the previous results). Methods for predicting the 
overall permeability response (including the exchange modes), have not been 
proposed in literature [46]. The exchange constant, C, shown in equation 2.3.18, is 
only known to a low degree of accuracy [46]. For example, for magnetite, this has 
been shown [46] to range from C=1.3xl0'n Jm'1 to C =8xl0 '13 Jm '1, with 
ferromagnetic resonance considered to be the most accurate method for determining 
its value. The best comparison to the exchange resonance modes shown in Figure 
4.19 are provided by experimental results in [42], where the additional modes are 
shown to be located at 2 GHz, 6 GHz, and 12 GHz for 90 nm cobalt particles, which 
is in agreement with the peak positions shown in Figure 4.19.
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Figure 4.19: Size-Related Exchange Resonance Modes in Co particles Dispersed 
in Paraffin Wax
(4.1.2) Other Nanoparticles
In addition to the CoxNii.x series, the electromagnetic properties of a number of 
nanoparticle samples were determined, such as manganese ferrite (MnFe204) and 
100 nm iron (Fe) nanoparticles, which are summarised in Appendix A. However,
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because these were not investigated in colloidal form, they will not be summarised 
further in this thesis.
Figures 4.20 and 4.21 show the permittivity and permeability response of the 8nm 
diameter magnetite particles. Because of the large spread in particle sizes (8(±5) nm) 
the samples produced very similar results to those corresponding to 12 nm magnetite 
particles, which have therefore not been included.
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Figure 4.20: Permittivity of 8  nm Diameter Magnetite (Fe30 4) Particles at a 
Volume Fraction of 0.22 in Stearic Acid
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Figure 4.21: Permeability of 8 nm Diameter Magnetite (Fe3(>4) Particles at a
Volume Fraction of 0.22 in Stearic Acid
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The results show a similar dielectric performance to the nickel-rich CoxNii.x 
particles. The permeability results show a relatively low ferromagnetic resonance 
frequency at 1.5 (±0.2) GHz, which is in agreement with values given in literature of 
1.7 GHz [32]. However, the most significant change in magnetic performance 
occurs at lower frequencies, where a contribution to the imaginary permeability is 
produced. This is related to the superparamagnetic loss mechanism, outlined in 
Section 2.3, which arises due to the single domain configuration associated with the 
finite dimension particles. The origins of this behaviour are investigated further in 
Section 4.3, where they are compared with predictions.
(4.2) CoxNi!.x Colloids
The performance of a range of CoxNii-x colloids was predicted using the results of 
the CoxNii-x dispersions in wax and effective medium theories, which were validated 
with experimental results.
Figure 4.22 shows a comparison between the measured permittivity of ethylene 
glycol and a colloid composed of Coo.sNio.2 particles, with an average diameter of 
100 nm, dispersed in ethylene glycol at 1.5% by volume. The results show no 
significant improvement in the performance of the colloid, which was also the case 
for the magnetic component. Although a small improvement in the electromagnetic 
properties can be expected from effective medium theories, the resolution required 
to observe such small changes is challenging to achieve with the measurement and 
equipment uncertainty limits.
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Figure 4.22: Comparison between Permittivity of Ethylene Glycol and Colloid 
Containing 100 nm Coo.sNio.2 Particles at 1.5% by Volume in Ethylene Glycol
Figures 4.23 and 4.24 show a comparison between measured and predicted 
permittivity results for a colloidal suspension containing Coo.8Nio.2 particles, with an 
average diameter of 100 nm, dispersed in ethylene glycol at 4% by volume. The 
performance was predicted using three different models: the Maxwell-Gamett, 
Looyenga and Lichtenecker effective medium theories, given by equations 2.3.28, 
2.3.33 and 2.3.34 respectively. Here, the permittivity of the inclusion/filler particles 
(i.e. Coo.8Nio.2), G, was calculated using the results corresponding to VF=0.15 (i.e. 
15% by volume) in Figure 4.9 (assigned to the effective permittivity, eeff, in 
equations 2.3.28, 2.3.33 and 2.3.34 and matrix (paraffin wax) permittivity, 
em=2.25+0.005i). The calculated filler particle permittivity, €*, was then used to 
predict the performance of a colloid containing Coo.sNio.2 particles dispersed in 
ethylene glycol at 4% by volume by assigning the matrix permittivity, em, to the 
ethylene glycol results in Figures 4.22 and 4.23. Similarly, the permeability (Figure 
4.25) was predicted using equations 2.3.35, 2.3.38 and 2.3.39, with the permeability 
of the inclusion particles, fa, calculated using the results corresponding to VF=0.15 
in Figure 4.10 and the matrix permeability jLtm=l+0i.
The relatively small difference between the predicted and measured results can be 
explained by experimental uncertainties, associated with differences in volume
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fraction, and measurement uncertainties. The results show an increase in both the 
real and imaginary components of permittivity in comparison to those shown in 
Figure 4.22. The improved loss component (e") of the colloid, therefore leads to a 
slight increase in the dielectric loss tangent. The magnetic performance also shows 
an improvement, with some of the characteristics seen in the solid wax dispersions 
emerging. The position at which this broad resonance is exhibited is consistent with 
the results discussed in the preceding sections, although the magnitude is reduced 
due to the low volume fraction achieved. The magnetic data also show the 
possibility of exchange resonance modes, with the first mode, which was the most 
prominent in the solid wax dispersions, clearly visible. However, for these to 
become more apparent, the results need to be repeated for higher volume fraction 
dispersions.
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Figure 4.23: Comparison between Measured and Predicted Real Permittivity of 
Colloid Containing Coo.8Ni0.2 Particles at 4% by Volume in Ethylene Glycol. 
Predictions based on equations 2.3.28, 2.3.33 and 2.3.34, with f\ =0.04, 
calculated from results in Figure 4.9 and em (ethylene glycol) shown in Figure 
4.22.
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Figure 4.24: Comparison between Measured and Predicted Imaginary 
Permittivity of Colloid Containing Coo.sNio.2 Particles at 4% by Volume in 
Ethylene Glycol. Predictions based on equations 2.3.28, 2.3.33 and 2.3.34, with 
/i=0.04, €\ calculated from results in Figure 4.9 and em (ethylene glycol) shown 
in Figure 4.23.
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Figure 4.25: Comparison between Measured and Predicted Permeability of 
Colloid Containing Co0.8Ni0.2 Particles at 4% by Volume in Ethylene Glycol. 
Predictions based on equations 2.3.35, 2.3.38 and 2.3.39, with /i=0.04, nt 
calculated from results in Figure 4.10 and ftm=l+0i (ethylene glycol).
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Figures 4.26 and 4.27 show the predicted permittivity and permeability respectively 
for a colloid containing Coo.8Nio.2 particles at a volume fraction of 0.15.
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Figure 4.26: Predicted Permittivity of Colloid Containing Co0.8Ni0.2 Particles at 
15% by Volume in Ethylene Glycol
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Figure 4.27: Predicted Permeability of Colloid containing Coo.8Nio.2 Particles at 
15% by Volume in Ethylene Glycol
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The results in Figures 4.26 and 4.27 were predicted using the Lichtenecker effective 
medium theory (Section 2.3), which was shown in Figures 4.23 to 4.25 to provide 
the closest match (and therefore most reliable prediction method) to experimental 
results. The prediction was carried out using the same method highlighted for 
Figures 4.23 to 4.25, but with the volume fraction of Coo.gNio.2 particles at 0.15 (i.e. 
15% by Volume) in Ethylene Glycol. As shown, a colloid containing such a 
combination of particles could be used to provide a significant improvement in the 
electromagnetic properties. A comparison between the imaginary permeability of the 
measured 4% colloid and predicted 15% colloid again confirms the possibility of 
exchange resonance modes emerging in the measured colloid. However, a volume 
loading of 15% was not achieved experimentally due to problems stabilising the 
colloids, related to sedimentation of the particles. In the colloidal systems 
investigated, a 4% volume loading proved to be the highest volume loading 
achievable. As part of this research, colloidal stabilisation studies were carried out 
by the Bristol Colloids Centre, which concluded that the higher volume fractions 
could be achieved in future colloidal systems with particle sizes of below 30nm. 
Particles of this size range were shown by the Bristol Colloids Centre to result in 
smaller Van der Waals forces, resulting in lower sedimentation effects. As shown by 
Figures 4.26 and 4.27, such an increase would result in higher levels of dielectric 
and magnetic loss (i.e. higher imaginary components of permittivity and 
permeability respectively) in comparison to the lower volume fraction results 
demonstrated in Figures 4.23 to 4.25.
(4.3) Ferrofluids
The purpose of investigating magnetite was to exploit absorption resulting from 
superparamagnetism, which can be achieved for small particles sizes and low 
anisotropy constants. Figure 4.28, shows a comparison between the predicted and 
measured permeability of a hydrocarbon oil based ferrofluid, containing magnetite 
particles with an average particle size of 10 nm and volume fraction of 0.15(±0.05).
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Figure 4.28: Comparison between Experimental and Predicted Permeability of 
Ferrofluid Containing 10 nm Magnetite Particles at 15% by Volume. 
Lichtenecker EMT carried out by applying equation 2.3.39 to results in Figure 
4.21. Ferrofluid prediction uses equations 2.3.3 to 2.3.16, with Ms=0.4 Wbm'2, 
K =lxl04 Jm’3, T=298 K, iy=10'3 Nsm'3, A=0.4 and standard deviation in particle 
diameter, dsd=3nm.
The ferrofluid performance was predicted using two different techniques. The first 
was using the Lichtenecker effective medium theory (EMT) given by equation 
2.3.39. Here, the permeability of the inclusion/filler particles (i.e. Magnetite), jLtj, 
was calculated using the results shown in Figure 4.21 (assigned to the effective 
permeability, />iem in equation 2.3.39, volume fraction of magnetite, yi=0.22, and 
matrix (paraffin wax) permeability, /im=l+0i). The calculated filler particle 
permeability, jLti, was then used to predict the ferrofluid performance (volume 
fraction of magnetite,^=0.15, and matrix (hydrocarbon oil) permeability, /im=l+0i). 
This produces good agreement with the ferrofluid results, with both responses 
producing ferromagnetic resonance at 1.5 (±0.2) GHz.
The second method was used to predict the performance of the ferrofluid using 
equation 2.3.3 [38] in Section 2.3, with the individual contributions to the parallel 
and perpendicular susceptibilities given by equations 2.3.7 to 2.3.16. The parameters
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used to predict the ferrofluid performance are listed in the caption for Figure 4.28. 
The prediction provides further insight of the origin of the results.
The origin of the loss component at lower frequencies can be attributed to 
superparamagnetism, where the single domain ferromagnetic particles result in Neel 
relaxation (Section 2.3). The frequency dependence of the real component of 
permeability at low frequencies can be explained by the presence of a spread in 
particle sizes, which leads to a range of Neel relaxation times (dependence on 
particle volume shown in equation 2.3.10). This is demonstrated by the predicted 
response, which was obtained by assuming a symmetric Gaussian distribution of 
particle sizes, with a mean particle diameter of lOnm and a standard deviation of 
3nm. The quantitative agreement could be improved, by using a measured particle 
size distribution. Nevertheless, the technique fails to accurately (i.e. within 5%) 
predict the magnitude at ferromagnetic resonance. Therefore Figure 4.25 shows that 
the Lichtenecker EMT model is the best tool for predicting the performance of such 
colloids. As stated in the list of parameters, the damping parameter (A=0.4) was used 
as a fitting parameter and essentially controls the amplitude and broadness of the 
ferromagnetic resonance peaks, where a reduction in damping parameter (i.e. X<0.4) 
results in a narrower ferromagnetic resonance, with a greater amplitude. As shown 
by equations 2.3.15 and 2.3.16, the ferromagnetic resonance frequency is also 
directly related to the anisotropy constant, K. The prediction does not account for a 
spread in the anisotropy constant, which can occur in 'real' systems [32]. Therefore a 
measured distribution of anisotropy constants will also result in a broadening of the 
ferromagnetic resonance peak, which together with the damping parameter would 
provide a further optimisation tool.
Figure 4.29 shows the corresponding measured permittivity of the magnetite 
ferrofluid sample to be relatively low, which can therefore ensure beneficial 
properties at low frequencies in many applications (Chapter 1).
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Figure 4.29: Permittivity of Ferrofluid Containing 10 nm Magnetite Particles at 
15% by Volume
Figure 4.30 shows a comparison between the measured permeability of a toluene- 
based ferrofluid containing cobalt particles with an average particle size of just 5 nm 
at a volume fraction of 0.15(±0.05), and the permeability of 200 nm cobalt particles 
in paraffin wax, at a volume fraction of 0.3.
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Figure 4.30: Comparison between 200 nm Cobalt particles at 30% in Wax and 
Ferrofluid Containing 5 nm Cobalt Particles at 15% by Volume
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The results show a considerable improvement in the low frequency permeability for 
the 5nm cobalt ferrofluid, with the relaxation associated with superparamagnetism 
producing enhanced loss. At higher frequencies, the ferromagnetic resonance peak is 
large in amplitude, but narrower, due to the smaller particle size and lower levels of 
ferromagnetic resonance damping associated with smaller particles [93, 94]. The Co 
ferrofluid exhibits significant broadband magnetic properties ranging from radio to 
microwave frequencies. This represents a significant improvement on conventional 
properties, due to the resonant nature of the conventional ferromagnetic loss 
mechanisms.
Figure 4.31 shows the corresponding permittivity for the 5nm cobalt ferrofluid.
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Figure 4.31: Permittivity of Ferrofluid Containing 5 nm Cobalt Particles at 
15% by Volume
The permittivity of the 5nm cobalt ferrofluid shown in Figure 4.31 is significantly 
lower than the results presented in Section 4.1, corresponding to the larger cobalt 
particle dispersions in wax. The difference in permittivity cannot be entirely 
accounted for by the differences in the volume fraction. The change in permittivity 
may therefore again be due to the quantum size effects highlighted in Section 4.1.1. 
Such a colloid could prove beneficial in a range of electromagnetic applications with 
potential broadband absorption properties from the radio to the microwave region.
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(4.4) Charged Nanoparticle Colloids
(4.4.1) High Frequency Dielectric Probe Results
Figures 4.32 and 4.33 show the high frequency results obtained using dielectric 
probe measurements from 0.13GHz to 20GHz. The results obtained for water have 
also been included for comparison.
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Figure 4.32: Real Permittivity of Charged Polystyrene Colloids at a Volume 
Fraction of 0.1 from 0.13GHz to 20GHz
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Figure 4.33: Imaginary Permittivity of Charged Polystyrene Colloids at a 
Volume Fraction of 0.1 from 0.13GHz to 20GHz
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As shown by Figures 4.32 and 4.33, the colloids exhibited a relaxation beyond 10 
GHz, associated with the dipolar relaxation of water. The permittivity exhibited by 
the colloids over this region is slightly lower than that produced by pure water, due 
to the presence of the polystyrene particles, which can be predicted from effective 
medium theories (equation 5.23), as demonstrated in Section 5.1.
At lower frequencies, water exhibits no relaxation mechanisms, and therefore has a 
constant real permittivity of 78 and negligible contribution to loss (e"). However, the 
colloids show significant particle size-related dispersion, where both the real and 
imaginary component of permittivity increase as particle diameter, d, decreases. 
Significantly, the results show that the dispersion extends into microwave 
frequencies. Although the permittivity is low in comparison to that expected at 
lower frequencies (Section 4.4.2), the values produced in the microwave frequency 
region show a relatively high level of loss in comparison to many conventional 
metal particulate-based composite materials, such as metallic colloids at the same 
volume fraction [50]. For example, Figure 4.33 shows that the 20nm colloids 
produce an imaginary component of permittivity of 6 ">20, across the entire 
frequency range (1 MHz to 20 GHz), which is higher than that demonstrated by 
Pelster et al [50] for indium colloids where €"<5. The ability to increase the level of 
loss is advantageous in many electromagnetic applications, such as shielding, 
because it leads to a greater level of absorption. The corresponding loss tangents, 
tanS  = (e* / s'), shown in Figure 4.34, also show significantly high values, reaching 
loss tangents of up to 3 in the case of the smallest particle colloids (particle diameter 
of 20nm) at lower frequencies. The particle size again provides an effective means 
to control the loss tangents, which are also higher and therefore potentially more 
beneficial than those expected in many conventional metal particulate-based colloids 
at the same volume fraction. These can typically be expected to exhibit loss tangents 
below 1 at these frequencies.
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Figure 4.34: Loss Tangent of Charged Polystyrene Colloids at a Volume 
Fraction of 0.1 from 0.13 GHz to 20 GHz
(4.4.2) Low Frequency Novocontrol Results
Figures 4.35 and 4.36 show the combined high frequency dielectric probe and low 
frequency Novocontrol results, to give an overall frequency range of 1MHz to 
20GHz. The two measurement techniques show good agreement, with the 
permittivity exhibited at radio frequencies substantially higher than that at 
microwave frequencies. The results again show particle-size related permittivity, 
which can be optimised over radio and microwave frequencies. Despite the broad 
frequency range covered, the results do not show any clear peaks associated with 
either the low or high frequency relaxation regions. The results are discussed further 
in Chapter 5, where they are fitted to models, which accounts for the three relaxation 
regions and can be used to determine the origin of the results.
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Figure 4.35: Real Permittivity of Charged Polystyrene Colloids at a Volume 
Fraction of 0.1 from 106 Hz to 20 GHz
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Figure 4.36: Imaginary Permittivity of Charged Polystyrene Colloids at a 
Volume Fraction of 0.1 from 106 Hz to 20GHz
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(4.5) Colloid Filled inclusions
(4.5.1) Standard Waveguide Results
Figures 4.37 to 4.39 show a comparison between predicted and experimental results 
corresponding to the colloid-filled glass fibres, measured using the standard 
waveguide technique described in Chapter 3. The predictions were carried out using 
a model that had mainly been developed previously by a colleague (Steve Appleton) 
within QinetiQ and was summarised in Section 2.3.
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Figure 4.37: Permittivity of Sample with 10% Colloid-Filled Glass Fibres 
(filled with 2% Co0.8Ni0.2 Colloid) by Volume in Paraffin Wax Perpendicular to 
the Electric Field
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Figure 4.38: Permittivity of Sample with 20% Colloid-Filled Glass Fibres 
(filled with 2% Coo.sNio.2 Colloid) by Volume in Paraffin Wax Randomly 
Orientated to the Electric Field
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Figure 4.39: Permittivity of Sample with 80% Colloid-Filled Glass Fibres (filled 
with 2% Co0.8Ni0.2 Colloid) by Volume in Paraffin Wax Perpendicular to the 
Electric Field
The experimental results and predictions were based on hollow glass fibres (HGF) 
made from pyrex borosilicate with an outer diameter of 60/mi, inner diameter of 
30/tm and a permittivity of € = 4.6 + 0.05i. Figures 4.37 and 4.38 show good 
agreement between experimental and predicted results and are well within 
experimental uncertainty limits associated with the factors listed in Chapter 3.
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The real permittivity, shown in Figure 4.39, is predicted to be higher than the 
measured value. This is likely to be because the Clausius-Mossotti relation, used to 
predict the properties, is inaccurate for predicting the electromagnetic properties at 
higher volume fractions [48]. There is also some degree of error associated with the 
sample preparation and measurement uncertainties highlighted in Chapter 3. This 
increases for samples containing higher volume fraction of fibres, where accurate 
sample preparation becomes more challenging. Nevertheless, the imaginary 
permittivity is in good agreement with predictions. All three figures show significant 
levels of permittivity. The greatest contribution was expected from fibres parallel to 
the electric field, where greater coupling can be expected. However, these samples 
were not made due to experimental difficulties in the accurate alignment of fibres. 
The results provide an indication of the type of properties achievable from the 
combined fibres in composite form, across the frequency range. The next section 
investigates the properties achievable with the individual fibres further, with a range 
of colloidal combinations.
(4.5.2) Waveguide Resonator Results
Figure 4.40 shows the measured real and imaginary components of permittivity for 
the colloid-filled hollow glass fibres, measured using the resonator technique 
highlighted in Chapter 3. A number of measurements were made at each frequency 
point, with the average permittivity shown in the two figures and the spread in 
values represented by the corresponding error bars.
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Figure 4.40: (a) Real Permittivity of Colloid Filled Fibres and (b) Imaginary 
Permittivity of Colloid Filled Fibres
To validate the technique, empty hollow glass fibres were also measured. The 
resulting low perturbation was measurable using a high frequency and large number 
of data points to provide greater resolution. The corresponding results shown in 
Figure 4.40 are in good agreement with the manufacturers quoted value of 
4.6+0.05i, with no dispersion expected.
The optimisation of the electromagnetic properties of colloids, described in the 
previous sections, is crucial to the properties produced by any resulting structures 
into which they are incorporated. Figure 4.40 demonstrates that the large range of 
electromagnetic properties produced by the colloidal combinations shown in the 
previous sections, also lead to a range of permittivity values exhibited by the 
colloids-filled fibres. The ability to tune the electromagnetic properties in this 
manner, can be is advantageous in many applications [3, 7]
137
The spot frequencies are likely to provide a good estimate of the permittivity of the 
fibres for colloids where no dispersion with frequency is expected (e.g. 5 nm Co 
ferrofluid). However, the charged polystyrene colloids and CoxNii.x colloids, both 
showed frequency-related relaxations, which would require additional spot 
frequency measurements. A larger number of spot frequencies could be measured 
using the resonator technique by producing larger perturbation (e.g. using a larger 
number of fibres) within the waveguide cell.
For the magnetic measurements, only one spot frequency (11.4 GHz) was measured 
using the CoxNii.x colloids, because this was the only colloidal sample shown to 
exhibit magnetic behaviour at the high resonator frequencies investigated. However, 
because the volume fraction of CoxNii.x particles in the colloid was small (—4%), a 
large bundle of fibres (20 to 30) was required to produce a measurable perturbation. 
This showed a higher than expected permeability of n= 1.9-i.0.5 (±0.5-i.0.2).
The magnetic properties could be investigated more thoroughly by constructing 
additional resonators, and establishing an accurate, methodical technique for 
mounting the larger bundle sizes (over 50 fibres) likely to be required to accurately 
measure the permeability values. The permeability measurements require a smaller 
perturbation to be measured than the permittivity measurements, but are still likely 
to provide a more accurate method of measurement than the waveguide technique 
(Section 4.5.1), where no response was detected.
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CHAPTER 5 
Theory and Interpretation of Results
The previous section presented the results, which were compared to predictions. The 
predicted response was based on the fundamental theory summarised in Chapter 2. 
This section presents the main theoretical aspects of the research by presenting two 
further models, which establish the dielectric properties of charged particle colloids. 
The results from Section 4.4 are fitted to the models, which are used to determine 
the origin of the different loss mechanisms and further optimise the colloids.
Section 5.1 discusses the fundamental equations governing the dielectric properties 
of charged particle colloids, extending the summary given in Section 2.3.3. The 
resulting predictions (Section 5.2) are used to interpret the results that were 
summarised in the previous section. Section 5.3 introduces an extended model, used 
to further explore the dielectric properties achievable in these colloidal systems.
(5.1) Modelling the Dielectric Properties of Charged 
Particle Colloids
As stated in Section 2.3.3, charged particle colloids typically consist of polystyrene 
particles with negative charge suspended in an aqueous electrolyte solution. When 
such a particle is placed in an aqueous environment, its negative surface charge 
attracts counterions, which leads to the formation of a double layer of charge. The 
motion of the two types of ions from the bulk electrolyte, when driven by an 
external oscillating electric field, will therefore be different.
In the absence of an applied electric field, the equilibrium electrostatic potential, $, 
is related to the charge density, p(r), via Poisson's equation:
where the permittivity, e = e^ €Q, and the charge density is given by:
p(r) = e(n+(r )-n '(r » (5.2)
where n+(r) and n (r) represent the positive and negative ion densities and e is the
elementary charge.
The positive and negative ion densities are related to the electrostatic potential via 
Boltzmann's distribution:
Boltzmann's constant and T is the temperature.
The equilibrium electrostatic potential is then calculated by solving the resulting 
Poisson-Boltzmann equation [95], corresponding to zero total current density, j*, 
from diffusive and field induced motion of the positive and negative ions:
where u is the mobility and D is the diffusion coefficient of the ions [95].
The dielectric dispersion (i.e. frequency dependence of the permittivity) associated 
with the charge dynamics can be determined by considering the change in 
electrostatic potential, 5<t>, and ion densities, dn*, resulting from an applied field, 
which can be represented as:
(5.3)
where n^  and are the equilibrium positive and negative ion densities, k is
j* = ± n* (r)uVq> - DV n* (r) (5.4)
(J) —> (J> + 8<J) (5.5)
n* —> n* + bn1 (5.6)
The continuity of ions is given by:
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V.j± + ^  = ° (5.7)at
which leads to two conditions:
V. j+ + V. j" = -ico(8n+ + 8n~) (5.8)
V. j+ -  V. j" = -ico(8n+ -  8n~) (5.9)
The changes in electrostatic potential, 5<j), and ion densities, Sn*, can then be 
calculated by solving these equations, together with equation 5.4. Such a solution 
was obtained by Chassagne et al [95], where additional boundary conditions 
associated with the fields, densities and ion fluxes describing the double layer and 
the behaviour of the bulk electrolyte far from the particle (asymptotic behaviour) are 
used. This can then be used to derive an expression for the dipolar coefficient, /?(«). 
The relationship between /?(co) and permittivity will be given shortly. The Chassagne 
et al model is valid for all double layer thicknesses, k ' 1, and zeta potentials, £ 
(discussed in Section 2.3.3). The result derived by Chassagne et al for the high zeta 
potential case is presented here (equation 5.10). A more detailed description of the 
parameters used to model this behaviour can be found in [95].
P({0)= K a-K , + 2K;/R + K?/R 
Kj + 2Ki + 2K i/R-2K ±/R
where Ki and K2 are the electrolyte and particle complex conductances respectively, 
K||s represents the complex conductance of the double layer along the particle 
surface, K j0 is the perpendicular complex conductance due to the diffusion layer 
outside the double layer and R is the particle radius. K||s and K|_D are both related to 
the zeta potential, as shown by equations 5.11 and 5.12 [95].
K1 =
-eD
kT
qss0Si5
R
(5.11)
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D _ J, eD
K ?= 2 i ; k f
q’M iS
R
(5.12)
where «i is the electrolyte permittivity, qs is the surface charge density [78] and:
J, = l + XnR
J2 =2 + 2XnR + X^R2
(5.13)
(5.14)
A
and \  is an eigenvalue of a matrix equation describing the behaviour beyond the 
double layer, as summarised by Chassagne et al [95].
The dielectric properties of a colloid can be represented by the complex electric 
conductivity K*(co):
K * (to) = o((o) + i (0 6 06  (to) (5.15)
where <r(o>) is the frequency dependent conductivity and €'(w) *s the real permittivity 
of the colloid.
The dipolar coefficient and complex conductivity are related by the Maxwell- 
Wagner equation [95]:
K *(ta)-K | 
K*(a>)+2K,
= vp (5.16)
which, at dilute concentrations, reduces to:
K * (to) = K, (l + 3VP) (5.17)
where V is the volume fraction of the particles.
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The dipolar coefficient and the permittivity of the charged particle colloids can 
therefore be related by:
(5.18)
(5.19)
3Ve2 ®e08i(08 i
where e\ and €2 are the electrolyte and particle permittivity respectively, and /3" 
are the real and imaginary components of the dipolar coefficient respectively and 
€ " (< « 0  is the imaginary permittivity of the colloid.
Equations 5.18 and 5.19 now enable the dielectric properties to be determined, using 
the zeta potential, f, and double layer thickness, k '1, as fitting parameters. An 
estimate of £ and k ’1 can also be obtained from equations given in [11, 91]. 
However, equations 5.18 and 5.19 are only valid for frequencies much lower than 
the relaxation frequency of water [23]. They also do not account for the high 
frequency relaxation region. This is because the Chassagne et al model is valid for 
frequencies such that cj«D±k2, which, as shown by equation 2.3.60, is lower than the 
high frequency relaxation region. The permittivity calculated using equations 5.18 
and 5.19 will therefore be referred to as £ l f (< * 0  (i.e. substituting £ ( co) l f  for £((*>)) to 
represent the low frequency contribution. The contribution from the high frequency 
relaxation can be accounted for by using a method employed by Grosse et al [96]. 
Here, the different relaxation regions are represented by a series of Debye-type 
contributions, the sum of which provides the overall contribution to permittivity. 
The high frequency relaxation parameters are derived using the simplification that 
the double layer forms a thin conducting shell. This assumption means that the high 
frequency relaxation mechanism can be modelled as a Maxwell-Wagner process, 
where it is assumed that the conducting shell provides the contribution to interfacial 
polarisation. The method used by Grosse et al results in a high frequency relaxation 
amplitude, Gh (also known as the Debye amplitude and derived from the Maxwell- 
Wagner theory [96]), and time, Th:
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9Ve,(l-V)
G„ =
RK,
f  _ A
v £i ;
(1-V)
V8 l J
+ 2 + V (1-V) 2 " . 1S + 2 + V
I r k .J
(5.20)
eoei (1-V )M^Ei j + 2 + V
K, (1-V )MIk. J+ 2  + V
(5.21)
where os is the surface conductivity of the particle, which can be determined from 
the zeta potential [83, 95]. This leads to an expression for the high frequency 
contribution to permittivity given by:
Gh
^HF (®) —
l + io&iH
The additional contribution from water can be determined from the Debye model of 
relaxation [23, 96]. Here, it is assumed that water undergoes a dipolar relaxation due 
to a re-orientational polarisation. The actual relaxation time, rw, is dependent upon 
the viscosity of water, rj, and the radius, a, of a water molecule:
4ft a3 T) 
kT
(5.22)
For water, 17 = 10"3 Nsm' 3 and a = 0.14 nm [23].
Equation 5.22 can then be used to determine the permittivity contribution, ew, due to 
the relaxation of water:
2-
2 (Si-n ) e = n + —----- -w ■* •
1 + 1G)Tw
where n is the refractive index and n2=1.7 for water [23].
(5.23)
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In the case of charged particle colloids, the response of water, given by equation
5.23, is further modified to account for the additional polystyrene particles. This can 
be accounted for via effective medium theories (Section 2.3), such as the Looyenga 
equation given by:
s»p =  [e. ,/3 + v (82,,3- 8wl/3f  (5.24)
where €wp is the modified response of water in the presence of the polystyrene 
particles of permittivity e2 (~2).
Combining all the terms, leads to a solution for the overall permittivity of the 
system, ^ 0 ):
^eff(®) = ®Lf(®)^ "®Hf(®)^"®wp “*"®oo (5.25)
where Chf(w) represents the high frequency contribution and eL¥(co) represents the 
low frequency contribution calculated using equations 5.18 and 5.19. €« accounts for 
the permittivity at higher frequencies beyond the relaxation frequency of water, 
where the permittivity decreases to a constant value (~4.5 at 20°C in the case of pure 
water [23]).
(5.2) Comparison between Predicted and Experimental 
Results
The predicted imaginary component of permittivity, e"efr, includes an additional 
conductivity contribution, associated with the d.c. static conductivity, <7dc, of the 
colloid [97], as shown in equation 5.26:
6 eff =  E ac +  ( 5 .2 6 )
G)6 0
with the corresponding a.c. conductivity, aac, given by:
= ms0s'elr = + a*  (5.27)
where e"ac represents the imaginary component of permittivity with the d.c.
conductivity removed.
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Figure 5.1 demonstrates the use of the model in predicting the permittivity, eefKu>X 
achievable in a suspension of lOOnm polystyrene particles, at a particle volume 
fraction of 0.1 in water, as suggested by equation 5.25. The a.c. conductivity-related 
imaginary component of permittivity, e"ac, is used here to highlight the different 
contributions made to the model, which lead to the different loss peaks associated 
with each relaxation process.
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Figure 5.1: Predicted Contributions to the Overall Imaginary Permittivity, €,fa„ 
of a Charged Colloid Containing lOOnm diameter Polystyrene Particles at a 
Volume Fraction of 0.1
As shown in Figure 5.1, at low frequencies, the overall permittivity response, e"ac, is 
dominated by the low frequency relaxation mechanism. This contribution is 
accounted for by the Chassagne et al model, €"lf(w), as shown by equation 5.19. As 
discussed in Sections 2.3 and 5.1, the low frequency relaxation mechanism occurs 
due to the diffusive motion of ions in the bulk electrolyte, which result from changes 
in the dipole strength of the double layer due to an applied field. At higher 
frequencies, the Chassagne et al model produces a negligible contribution and as 
mentioned in Section 5.1, does not account for the permittivity of water or the 
dipolar relaxation exhibited by it. Here, the high frequency relaxation contribution, 
associated with the tangential and perpendicular flow of counterions in the double 
layer, is accounted for by the Maxwell-Wagner relaxation, 6"hf(<*>), using equations 
5.20 and 5.21, where the amplitude increases as surface conductivity increases. As
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highlighted in Section 5.1 the Maxwell-Wagner equation approximates the double 
layer to a thin conducting shell, with the resulting contribution to interfacial 
polarisation leading to the small amplitude relaxation peak shown in Figure 5.1. A 
relatively high surface conductivity (as=2xlO'8S) is assumed, resulting from a high 
zeta potential (f=150mV) and a value of kR=20, which are used here to produce an 
easily distinguishable peak and demonstrate the potential contributions made to the 
model. A more thorough discussion of the parameters used to model the actual 
results is given below. A third peak is demonstrated at frequencies beyond 10 GHz, 
associated with the dipolar relaxation (equation 5.23), which occurs due to the re- 
orientational polarisation that water undergoes. The level of loss at this peak is 
reduced from that of pure water due to the presence of 10% polystyrene particles as 
predicted by the Looyenga equation 5.24.
Figure 5.2 shows a comparison between the predicted and experimental results for 
the real permittivity of the charged colloids at four different particle sizes, ranging 
from particle diameters of 20nm to 220nm. The data points correspond to 
experimental results presented in Section 4 and the fitted lines correspond to 
predictions carried out using equation 5.25, the use of which was demonstrated with 
Figure 5.1. The performance was modelled using the zeta potential, £, and double 
layer thickness, k ' \  as fitting parameters. A zeta potential of £=4kT/e (~100mV) and 
a value of kR=30, were shown to produce the best fit. These were also similar to 
values estimated from static conductivity measurements on the colloids using 
equations given in [9, 81]. Previous research [81-3, 98, 99] into similar particle 
systems shows that these are realistic estimates, with the zeta potential typically 
ranging from £=lkT/e to £=10kT/e. The double layer thickness is assumed to be thin 
(i.e. kR»1), so is modelled as a thin conducting shell [84] to provide the high 
frequency Maxwell-Wagner contribution (equations 5.20 and 5.21). The diffusion 
coefficient was kept the same for all the predictions (D =l.lxl0‘9m2s‘1), with the 
only change between the colloids due to particle radius, R.
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Figure 5.2: Comparison between Predicted and Experimental Results for the 
Real Permittivity of Charged Polystyrene Colloids at a Volume Fraction of 0.1. 
The data points correspond to experimental results and the fitted lines 
correspond to predictions (£=4kT/e and kR=30, D = l.lx l0 '9m2s_1, T=298K, 
particle (polystyrene) permittivity, €2=2, electrolyte (water) permittivity, £i=78, 
£o o =4.5, V=0.1, 1} = 10‘3 Nsm'3). The inset figure shows the high frequency 
response on an expanded scale, which also includes a comparison with the 
response of water.
As shown by Figure 5.2, the experimental results are in good agreement with the 
predicted results. The largest variation from predicted results occurs for the 20nm 
particle colloids. However, there are number of potential contributions that can 
account for this relatively small difference such as, experimental uncertainties, a 
spread in particle size and slight differences in the zeta potential and double layer 
thickness from the predicted values used.
The modelled results are extended to lower frequencies in Figure 5.2 to demonstrate 
the origin of the dispersion shown in the results. The comparison shows that the high
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permittivity values exhibited by the results are due to the low frequency relaxation 
region, which accounts for the observed dispersion in permittivity with particle size. 
The predictions for a micron-sized particle have also been included for comparison. 
As shown, the nanoparticle size leads to a significantly higher relaxation frequency 
than the micron particle size, which is why the dispersion extends to microwave 
frequencies for the nanoparticle colloids investigated.
The inset figure shows the high frequency response of the colloids on an expanded 
scale with the response of water also included for comparison. The inset Figure also 
shows that the dispersion seen in the low frequency region of the dielectric probe 
results (~108 Hz) was due to the low frequency relaxation mechanism, which is 
consistent with the observed increase in permittivity with decreasing particle size at 
this frequency region. The response of water was predicted using equations 5.22 and
5.23. As shown, water exhibits a constant permittivity (ei~78) up to 1GHz, beyond 
which the permittivity falls due to re-orientational polarisation (Section 2.3.3), 
dictated by the value of the relaxation time, tw (Equation 5.22). The inset figure also 
shows that the overall permittivity of the colloids beyond 0.5 GHz is lower than that 
of water. This is due to the presence of polystyrene particles (10% by volume, 
V=0.1), which have a lower permittivity (€2=2) than water and therefore result in a 
reduced permittivity. As shown in Section 5.1, the modified response is accounted 
for by applying the Looyenga equation 5.24. The inset figure also shows that this 
approach provides a good approximation of the permittivity response of the colloids 
at higher frequencies, with the dipolar relaxation apparent in both and occurring in 
the position predicted by equation 5.23.
As shown by Figure 5.1, a small amplitude high frequency relaxation was also 
expected at frequencies close to the microwave region (~108 Hz ). However, this 
region is not apparent in the results, shown in Figures 4.35 and 5.2. This may be 
because it is relatively small in comparison to the low frequency high amplitude 
relaxation, which makes it challenging to detect above experimental uncertainties. 
This is also confirmed by the predictions, where the parameters used to model the 
experimental performance produce a negligibly small contribution in comparison to 
the low frequency high amplitude relaxation. In addition to this, the high frequency 
relaxation region is located close to frequencies where the two sets of experimental
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measurements meet (i.e. towards the high frequency limit of the Novocontrol set-up 
and the low frequency limit of the dielectric probe set-up). This adds to the 
experimental uncertainty, when measuring small perturbations. However, the high 
frequency contribution has also been included in the model, because it is potentially 
an important region for microwave applications and its optimisation could therefore 
prove beneficial in such systems. For example, as demonstrated by Figure 5.1, an 
increase in surface conductivity, could lead to a significant increase in amplitude of 
this high frequency relaxation peak. This high frequency relaxation peak is the focus 
of Section 5.3, where it is explored in greater detail.
Figure 5.3 shows a comparison between the predicted and experimental results for 
the imaginary permittivity, e"eff, of the charged colloids for the same four particle 
sizes compared in Figure 5.2, with the same fitting parameters.
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Figure 5.3: Comparison between Predicted and Experimental Results for the
c
Imaginary Permittivity of Charged Polystyrene Colloids at a Volume Fraction 
of 0.1. The data points correspond to experimental results and the fitted lines 
correspond to predictions (£=4kT/e and xR=30, D = l.lx l0 '9m2s"1, T=298K, 
particle (polystyrene) permittivity, €2=2, electrolyte (water) permittivity, €i=78, 
f„=4.5, V=0.1, >) = 10'3 Nsm'3).
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The results show agreement with the predictions across the frequency range with the 
relatively small variation again accounted for by the factors highlighted for Figure
5.2. As shown, at low frequencies, the contribution proportional to d.c conductivity 
tends to dominate the experimentally observed imaginary permittivity.
Figure 5.4 shows the predicted and experimental a.c. imaginary component of 
permittivity, e"ac, at different particle sizes with the d.c. conductivity component 
removed (as shown by equation 5.26). The figure has been included to demonstrate 
the relaxation behaviour of the underlying a.c. conductivity-related imaginary 
component of permittivity. The a.c. imaginary permittivity is not directly 
experimentally measurable, but was extrapolated from the results in Figure 5.3 using 
separately measured d.c. conductivity values.
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Figure 5.4: Predicted and Experimental Imaginary Permittivity, 6"ac> for 
Results shown in Figure 5.3, with d.c. Conductivity Component Removed. The 
data points correspond to experimental results extrapolated from the results in 
Figure 5.3 using separately measured d.c. conductivity values and equation 
5.26.
A comparison between Figures 5.3 and 5.4 shows that the results in Figure 5.3 are 
dominated by the d.c. conductivity contribution. For example, the imaginary 
permittivity values, exhibited at 1MHz in Figure 5.3 are approximately an order
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of magnitude higher than those produced with the d.c. conductivity contribution 
removed, e"ac, in Figure 5.4. Because of the dominance of the d.c. conductivity 
contribution, the agreement between experimental and predicted performance of e"ac 
in Figure 5.4 is drastically affected by changes associated with the uncertainties in 
the measured d.c. conductivity. For example, the results corresponding to the 20nm 
colloids in Figure 5.3 were converted to a.c. imaginary permittivity with a measured 
d.c. conductivity, a<jc, of 1.5(±0.1)S/m using equation 5.26. The uncertainty in d.c. 
conductivity of ±0.1 S/m (i.e.±7%) results in a uncertainty of ±75% at 1MHz in the 
extrapolated a.c. permittivity response.
Despite the lack of agreement between experimental and predicted results, Figure 
5.4 provides an insight of the underlying relaxation mechanisms. As shown, a 
particle size-related imaginary component can again be expected (associated with 
the low frequency relaxation mechanism), which increases in frequency as particle 
size decreases and is consistent with the behaviour of the real component in Figure
5.2. Figure 5.4 again shows that the dispersion associated with the smaller 
nanoparticle colloids extends to microwave frequencies. The peak associated with 
the re-orientation relaxation of water, which occurs beyond 10 GHz remains 
constant in frequency, consistent with equation 5.22.
(5.3) Extended Model of the Dielectric Properties of 
Charged Particle Colloids
The measured dielectric properties of a range of charged particle colloids were 
summarised in the previous section and fitted to a model to determine the underlying 
mechanisms responsible for the behaviour. As shown by equation 5.25, the model 
consisted of three main contributions. The Debye model was used to account for the 
response of the host medium, water, and the Chassagne et al model was used to 
describe the permittivity response associated with the low frequency relaxation 
mechanism. The Maxwell-Wagner model was then used to model an additional high 
frequency relaxation contribution not accounted for by the Chassagne et al model. 
The measured dielectric behaviour was well accounted for by the combined
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contributions of the model. However, one of the shortcomings of this approach is 
that it treats the two relaxation regions separately with different assumptions in 
deriving the two corresponding models. This means that the validity of the two 
contributions differs depending upon the parameters used. For example, the high 
frequency relaxation parameters are derived from the Maxwell-Wagner model using 
the simplification that the double layer forms a thin conducting shell. The Chassagne 
et al model is not restricted by such a simplification and is shown to be valid over a 
greater range of parameters, including high and low zeta potentials and a greater 
number double layer thicknesses [95]. Therefore, by extending the Chassagne et al 
model to account for high frequency, as well as low frequency behaviour, will 
provide a more comprehensive model to account for the observed behaviour. This 
section summarises such a model.
As shown in Section 5.1, the Chassagne et al model is valid for frequencies in the 
range co«D±k2, which, as shown by equation 2.3.60, lies below the high frequency 
relaxation region. The reason for this is that a) is only expanded to first order in most 
of the equations derived. The extended model is now derived by following an 
analogous method to that used by Chassagne et al. However, the analysis 
demonstrated here accounts for contributions at higher frequencies, with the 
inclusion of higher order terms in w, as will be highlighted.
In order to determine the dielectric response resulting from the applied electric field, 
we first consider the change in ion densities, 6n* or Snj, in such a system, as 
introduced by equation 5.6 in Section 5.1. As shown by Chassagne et al, this is 
given by:
A8nj = —  fin, + V^ e^ Y z j8nj (5.28)
' Dj * e0e,kT f  J J
where i or j refer to the positive (+) or negative (-) ionic species. 
Equation 5.28 can also be written in matrix form to give:
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where kJ = K2^ ]v izi, z* are the valences for each of the ions and Vj are the
i
corresponding stoichiometric coefficients.
Using the same terminology as Chassagne et al, the eigenvectors of the matrix are 
designated 5nn and 6nc and the corresponding eigenvalues are written \ , 2 and \ 2. 
These satisfy:
A8nn =A,2Hd nn and A8n = ^ 8 n . (5.30)
The resulting equations are all reduced to first order in co [0(c*>)] by Chassagne et al. 
These equations are then manipulated to obtain the result (equation 5.10) for the 
dipolar coefficient, j3(co). The second order [0(g>2)] solutions of the resulting 
equations are summarised in the equations that follow, which have also been 
extended to third order in Appendix B.
In order to obtain the eigenvalues of the matrix shown in equation 5.29, the 
corresponding determinant is first solved. Assuming the matrix equation is of the 
form: Ax= Xx, where A is the matrix:
A = i©D;1 + K2v+zi K?v+z +z_
Kov +z +z - i(DD-+ K o v - Z-
(5.31)
the characteristic equation is given by |A-M|=0:
-1 , , .2 „  _2 X
i.e. ig>d ;  +  k o V+ z +
Ko V+Z+Z.
KoV+Z+Z. 
icoD-+  Kov _ z . - ' k
=  0 (5.32)
The determinant leads to the quadratic equation:
154
X.(i<o d ; 1 + io)D‘' + KoV, zl + Kov - z2' to2 D;1 D- + ice KO (d ; 1 v_ z ~  + D- z2 ) = 0
(5.33)
The quadratic equation in 5.33 is then solved to give the two eigenvalues \ , 2 and \ 2 
of the matrix. These are shown in equations 5.34 and 5.35 respectively, with the 
second order terms [O(o>2)], resulting from the Taylor expansions, also included.
A,S = iG>' z+d . - z_d ;a
z+-z -
(o2 (z _ d ;2 - z + D'_2)
k 2(z + - z _)
(5.34)
Ai =  k 2 + i®| z . — z_
(p2(z. d ;2- z + p :2)  
k 2(z + - z . )
(5.35)
As expected, the first order terms [O(co)] shown in equations 5.34 and 5.35 are in 
agreement with those found by Chassagne et al.
The eigenvalues can then be used to find the resulting eigenvectors, 5nn and Siic, 
which are given by:
8nc = 8n+ -8n. 1- ^ ( D ; '- D : ') - 0)2(z- Dh -Z -D-)
k 4z .
(5.36)
8nn = 5n+ -8n.
\ Z - J
CO (z . d ;2 - z + d :2)
k 4z .
(5.37)
The eigenvalues and eigenvectors now form the fundamental basis for determining 
the resulting behaviour.
As shown in equations 5.5 and 5.6, an applied field results in a change in 
electrostatic potential, &/>, and ion densities, fin*. The change in positive and 
negative ion densities can now be obtained from the eigenvectors, 6nn and fine, in 
equations 5.36 and 5.37, to give:
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8 n_ =(8 nc - 8 n.)-
z* - z .
, io>/ . AZ4.+Z
2 ,-2 Z-00
K4(z+- z J
-2 (z .p ;2- z , p . )  z .(p ;'-D :'y
(z + " z - )
z \ 2^  
1 + ^
(5.38)
5n+ =
- z
Z. - z
z*z_o)2(5nc -8 n J
(z. D;J -  Z+ D -f-2 (z t -  z_ ) + ^  Z ^ 
\  z*z- .
(z,+z_)(zt - z j
+  Z- ' 1 3 '
v z-y yy
(5.39)
As shown by Chassagne et al, the eigenvector diic provides no contribution to the 
asymptotic solution (solution in the bulk electrolyte beyond double layer). This is 
because it typically decays over a Debye length (~double layer thickness, k'1) due to 
the contribution of k 2  in the eigenvalue \ 2. The equations for the change in ion 
densities corresponding to the positive and negative ion densities can therefore be 
simplified to:
8 n - = l ^
Zx + Z
2 2 Z-CO
z+- z
k (z* - zJ
-2(z_p;2- z >p:2) z _ (p;1 -  p:')2
(z+- z-)
r \ 2^  
l + ^
V J
(5.40)
6n-
. ico/ , 2z.z_
1 j  — D-)— ±—
K Z + - Z -
(z_ D + - z + D - /-2 (z + - z , ) + (Zt - Z-l -  
V z+z_
- { u l - D - J
z+ co
k4(z + - z  J (z+ +z.)(z+ - z j
+ z l
r
1 + ^
V z- / yy
(5.41)
where the superscript, a, denotes the asymptotic solution, far from the particle.
156
The resulting charge density is then given by:
8pa = e(z+8n* + z_8n*) which leads to
8p‘ = - ez_8n
z+ z
n
Z .+ Z -— (d ;1
K
f
(5.42)
The first order terms shown in equation 5.42 are again in agreement with those 
given by Chassagne et al.
With the extended second order equations shown above, the corresponding 
asymptotic solution of Poisson's equation beyond the double layer also needs to be 
corrected. This is given by:
where r is the radial position.
The first term is accounted for by the external electric field potential. The second 
term accounts for the change in electric potential associated with the asymptotic 
dipole field, of strength, P. The third term is used by Chassagne et al to determine 
the contribution from the ionic distribution around the sphere. This is given by:
cos0 + A n8nn (5.43)
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X2(z+ -z.^n.SoE,
(5.44)
The equations derived above can now be used to determined the dipolar coefficient, 
/3(oo), as shown by equation 5.10. However, the term for the perpendicular complex 
conductance due to the diffusion layer outside the double layer, K_lD, is also adjusted 
to include second order contributions and is given by:
K? = R
JF
H
(5.45)
where:
F = A. (2  ")Jl p k ! + k 2 + j 2k ,
ez
- z
f  2n ? n 
h  —  - J 2Di1 R  , (5.46)
D? = Dj
ez_£
kfic
6ni(z<- z . )  
(8nc -6nn)z_
(5.47)
and
H = J. A -• -N kT (5.48)
The permittivity resulting from the extended dipolar coefficient can be calculated 
from equations 5.18 and 5.19. Because this new approach has been applied to 
determine the high as well as low frequency relaxation behaviour, the resulting 
permittivity contribution will be referred to as €(co)hlf. The new expression can 
therefore be used to replace the expressions for £(co)lf and the high frequency 
Max well-W agner contribution, 6(co)hf, in Equation 5.25. The overall permittivity of 
the system, 6efr_2(© ), is now given by:
e^ff 2 (®) — H^LF (®) w^p ® (5.49)
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Figures 5.5 and 5.6 compare the real and imaginary components of permittivity for 
results derived from the first model represented by equation 5.25 (eeff(©)) and the 
extended model represented by equation 5.49, with second and third order 
contributions. Figures 5.5 and 5.6 both correspond to charged particle colloids 
containing particles with an average diameter of 110 nm, with the same parameters 
used as those shown for Figure 5.2.
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Figure 5.5: Comparison of Predicted Real Permittivity for llOnm Charged 
Polystyrene Colloids
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Figure 5.6: Comparison of Predicted Imaginary Permittivity for llOnm 
Charged Polystyrene Colloids
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As shown by Figures 5.5 and 5.6, the two models produce similar performance, with 
the only change occurring at higher frequencies. Here a small amplitude peak is 
clearly visible in the extended model results, due to the presence of the higher order 
terms highlighted in the equations above. As discussed in Section 5.2, the results of 
the first model, eefi((D), also contain a high frequency relaxation peak (Maxwell- 
Wagner contribution), which is not observed in Figures 5.5 and 5.6, due to the low 
amplitude of the peak in comparison the relatively high permittivity background 
medium.
In order to determine the origin of the of the high frequency peak introduced by the 
extended model, eeff_2(co), Figures 5.7 and 5.8 compare the permittivity response at 
two different particle sizes.
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Figure 5.7: Variation of Predicted Real Permittivity with Particle Size using 
Extended Model (equation 5.49). The Figure demonstrates an additional high 
frequency peak, which increases in frequency with decreasing particle size.
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Figure 5.8: Variation of Predicted Imaginary Permittivity with Particle Size 
using Extended Model (equation 5.49). The Figure demonstrates an additional 
high frequency peak, which increases in frequency with decreasing particle 
size.
Figures 5.7 and 5.8 show the additional high frequency contribution obtained using 
the extended model represented by equation 5.49. As shown, a decrease in particle 
diameter leads to an increase in frequency for the high frequency small amplitude 
peak. Figure 5.8 again only shows the a.c. permittivity response (i.e. d.c. 
conductivity removed), which as demonstrated in Figure 5.4 is not directly 
measurable, but nevertheless allows for the underlying relaxation mechanisms to be 
observed. The peak associated with the re-orientation relaxation of water, which 
occurs beyond 10 GHz remains constant in frequency, consistent with equation 5.22.
The change in position of the high frequency peak with particle size shown in 
Figures 5.7 and 5.8 is in agreement with that expected from the Maxwell-Wagner 
equation for the high frequency relaxation response. The high frequency Maxwell- 
Wagner contributions (equations 5.20 and 5.21) made to the first model (equation 
5.25), are demonstrated in Figure 5.9 for the same parameters introduced above. The 
high frequency contributions to the real and imaginary components of permittivity 
( c ' h f  and € " Hf  respectively, with C h f ^ ' h f  + i e ffH F) shown in Figure 5.9, have been 
included to demonstrate the underlying high frequency relaxation behaviour, which 
is not a directly measurable response.
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Figure 5.9: Variation of Maxwell-Wagner Contribution with Particle Size in 
Model 1. The figure demonstrates the high frequency Maxwell-Wagner 
contributions (f’hf and C'hf) made to the real and imaginary components of 
permittivity in the model represented by equation 5.25.
The loss peaks (imaginary component of permittivity) shown in Figure 5.9 can also 
be expected to Contribute in the overall permittivity response. Figure 5.9 confirms 
that the additional high frequency peaks produced by the extended model, eefr_2(G>), 
occur at similar frequencies to those of the high frequency relaxation, with the shift 
in frequencies with particle sizes also in agreement. The differences in amplitudes 
can be explained by differences in the parameters and assumptions used in deriving 
the two models outline above.
Despite the presence of the peak in the theoretical results, the amplitudes of the 
peaks in both models are too small to be easily detectable above experimental 
uncertainty levels in the real systems studied (summarised in Section 5.2). However, 
because of the high frequency position of the peak, its optimisation could be 
beneficial in many systems operating at frequencies close to the microwave region. 
Such an aim could be achieved, for example, by using a lower permittivity 
background medium, where the amplitude of the peak could become more 
significant and measurable.
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CHAPTER 6 
Discussion
The aim of this research was to develop nanoparticle colloids with optimised 
electromagnetic properties, primarily at microwave frequencies. This required a 
wide-ranging study of a number of nanoparticle and colloidal systems, incorporating 
both experimental and theoretical techniques. The research has demonstrated many 
of the novel, as well as conventional, phenomena that were highlighted in the 
literature review. The following section summarises each of these aspects in greater 
detail and their significance in the context of the aims of the research.
The need for nanoparticles arose in part from the practical requirements of the 
research. The first indication was that the nanoparticles would provide easier 
stabilisation (e.g. reduced sedimentation effects) in colloidal form. The second 
reason was that the resulting colloids would provide greater versatility for 
incorporation into small cavities in practical applications, such as the 60 /mi glass 
fibres demonstrated in Chapter 4. However, at the start of this research, there was 
insufficient information in the open literature on many aspects of this research, 
including the dielectric and magnetic properties of nanoparticles and nanoparticle 
colloids. Relatively little was known about the combined electromagnetic properties 
of nanoparticle colloids, with no literature found, by the author, covering both 
dielectric and magnetic properties of any combination of nanoparticles or 
nanoparticle colloids at microwave frequencies. The vast majority of published 
literature, demonstrated the electromagnetic properties of various particulate 
systems with conventional micron particle dimensions. Therefore, investigating the 
electromagnetic properties of nanoparticle colloids also entailed some risk. The 
particle sizes aimed for were of the order of 10‘7 to 10'9 nm, which are only a few 
orders of magnitude greater than the size of a typical atom (1010 nm or lA). All 
indications from the literature suggested the possibility of enhanced mechanical and 
electromagnetic properties achievable from the nanoparticle and colloid related 
properties, which provided a greater motivation for the work.
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The first part of the research entailed a thorough characterisation of a range of 
nanoparticle combinations. This was necessary to establish the fundamental 
electromagnetic properties and potential novel behaviour related to the small 
dimensions of the underlying nanoparticles of any resulting colloidal system.
The first of the nanoparticle series investigated was CoxNii.x. The combination of 
particle sizes and volume fractions investigated provided a thorough test of the 
resulting dependence of electromagnetic properties. The results demonstrated two 
mechanisms for tailoring each of the magnetic and dielectric performances. Control 
of the dielectric properties was demonstrated through the relative concentrations of 
cobalt to nickel. The higher nickel content particles showed lower real components 
of permittivity, with imaginary components of permittivity that were higher or 
comparable to the higher cobalt concentrations. On account of dielectric properties 
alone, the high nickel content particles would be better suited to electromagnetic 
absorption applications, where low real components of permittivity and higher loss 
components are generally beneficial [52].
In addition to the ability to tailor the dielectric properties with relative cobalt-nickel 
concentration, the nanoparticle combinations have also shown particle size related 
dielectric properties, associated with the quantum size effects highlighted in 
Sections 2.3 and 4.1. The two mechanisms therefore provide effective tools for 
optimisation of the dielectric properties.
As highlighted in Section 2.3, the particle size effects have been shown to result in 
reduced real and imaginary components of permittivity with decreasing particle 
diameter, d, given by the Gorkov et al relations: €g! «  d2 and €g" °c d3. However, the 
results only showed qualitative agreement with these relations. As discussed in 
Chapter 4, this is likely to have been due to the spread in particle sizes. The effects 
could be quantified further by using a greater range of particles sizes with a 
narrower distribution of particle sizes within each batch. One of the disadvantages of 
the particle size effects is that the imaginary component, which is advantageous in 
many applications [3, 7], is also reduced. Therefore, the relative trade-offs of 
potential particle systems need to be assessed. For applications reliant upon loss
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from the dielectric properties, this particle size effect should be avoided, because of 
the very low loss component demonstrated. However, for materials that possess 
magnetic properties with relatively low or potentially ineffective imaginary 
components of permittivity, such as cobalt, the particle size effects could be used to 
reduce the permittivity further. This would enable the magnetic properties to become 
more dominant, as demonstrated by the results corresponding to cobalt ferrofluid in 
Section 4.3. Such properties could again be beneficial in applications such as 
electromagnetic absorption or shielding [7, 52].
The results also showed a similar set of parameters can be used to control the 
magnetic properties. The CoxNii.x particles proved to be good candidate materials 
for microwave ferromagnetic resonance. The relative cobalt-to-nickel concentrations 
provided a effective mechanism for controlling the ferromagnetic resonance 
frequencies, with ferromagnetic resonance frequency increasing from low 
frequencies (~ 1.5GHz) to high frequencies (~10GHz), as the relative CoxNii.x 
concentration increased from x=0 to x=l. This makes the CoxNii_x series a good 
candidate material for effective magnetic properties in colloidal form.
In addition to these concentration-related effects, the CoxNii.x series also exhibited 
exchange resonance modes, as introduced in Section 2.3 and demonstrated in 
Chapter 4. These showed a splitting of the ferromagnetic resonance (FMR) peak into 
additional peaks related to the exchange modes. The net effect of this was broader 
FMR peaks, which were shifted to higher frequencies. The position of these peaks 
agreed with values expected from literature [42]. The broadened ferromagnetic 
resonance is highly advantageous to the electromagnetic properties. Based on these 
results the best magnetic properties for the purposes of this research are achieved 
with high cobalt content particles in the size range of 100(±50) nm. The high cobalt 
content ensures broadband magnetic properties and a particle size in the region of 
lOOnm consistently showed the presence of exchange resonance modes.
Based on the results of the CoxNii.x nanoparticles, Coo.8Nio.2 particles with an 
average diameter of 100 nm were selected for incorporation into colloidal form. This 
combination represented the best trade off between magnetic and dielectric 
properties, with the high cobalt content meeting the criteria for potential optimum
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magnetic properties and the nickel concentration ensuring that the dielectric 
properties could be enhanced. With the particles dispersed at 4% by volume in 
ethylene glycol, the resulting colloids showed relatively small improvements in both 
the dielectric properties and magnetic properties in comparison to the host medium. 
The magnetic properties showed ferromagnetic resonance broadening consistent 
with the high cobalt content nanoparticle results. The small ripples in data were 
similar in characteristics (and frequency) with those observed in the powder-wax 
dispersions, which suggests the presence of exchange resonance modes. However, 
the low magnitude of the ripples at such small volume fractions means that they are 
close to the resolution of the measurement equipment and therefore cannot be used 
as conclusive evidence of this effect in the colloids. Nevertheless, the effects are 
also predicted by effective medium theories (EMT). The colloids provided good 
validation of these, and a range of effective medium theories were used to predict 
the colloidal properties from measured particulate results. All the effective medium 
theories produced relatively good agreement with the results, which is expected at 
low volume fractions, as highlighted in Section 2.3. Based on these results, the 
Lichtenecker EMT was used to predict the potential properties of a colloid 
containing a higher volume fraction (0.15) of particles. The Lichtenecker EMT was 
selected, because it produced the best agreement with the colloidal results, as 
summarised in Chapter 4 and is valid at the higher volume fraction used in the 
prediction. The slight increase in the electromagnetic properties of the 4% Coo.8Nio.2 
colloid are likely to be ineffective in real systems. However, the Lichtenecker EMT 
predictions show that this performance can be significantly improved with a volume 
fraction increase to 0.15.
As part of this research, colloidal stabilisation studies were carried out by the Bristol 
Colloids Centre, which concluded that the higher volume fractions could be 
achieved in future colloidal systems with particle sizes of below 30nm. Particles of 
this size range were shown by the Bristol Colloids Centre to result in smaller Van 
der Waals forces, resulting in lower sedimentation effects. The nanoparticle results 
show that particles in this size range are unlikely to benefit from the additional 
exchange resonance modes, because they are below the critical size range for 
excitation of these modes (Section 2.3). Here, higher cobalt content particles could 
be used to provide a broader magnetic performance.
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The magnetite particles were selected because of the low anisotropy constant 
exhibited by this material. As shown in Section 2.3, a low anisotropy constant, 
together with smaller particle sizes can produce an additional loss mechanism at 
radio frequencies related to superparamagnetism. The resulting lOnm magnetite 
ferrofluid showed broadband magnetic performance with a significant loss 
component spanning radio and microwave frequencies. Effective medium 
predictions based on the results corresponding to magnetite nanoparticle dispersions 
in wax provided a good indication of performance from the ferrofluid. The ferrofluid 
performance was also predicted independently of the nanoparticle-wax results. The 
low frequency loss was shown to be related to the Neel relaxation (Section 2.3), 
followed by loss related to the ferromagnetic resonance mechanism at higher 
frequencies.
Another candidate material investigated for superparamagnetic loss was manganese 
ferrite, which also possesses a low anisotropy constant [92]. However, these results 
have not been included, because the particle sizes were not as well controlled, but 
could nevertheless be used in any future studies of this effect.
One of the disadvantages of the magnetite ferrofluid is that the ferromagnetic 
resonance frequency is relatively low (1.5(±0.2) GHz), so only covers low 
microwave frequencies. To extend this frequency range requires a particulate system 
with a higher anisotropy constant. In order to achieve this, cobalt ferrofluid was 
selected. However, to be able to achieve a lower anisotropy energy for 
superparamagnetic performance (Equation 2.3.10), a smaller particle size of 5nm 
was selected. Comparison between the 5nm cobalt ferrofluid results and the larger 
Co nanoparticle results, showed a significant increment in the low frequency 
ferrofluid results, which is related to the superparamagnetic performance, followed 
by the ferromagnetic peak. This combination of effects produced the broadest and 
therefore best magnetic performance of all the systems investigated.
In addition to the metallic particle colloids, which rely on the intrinsic properties of 
the dispersed nanoparticles, charged nanoparticle colloids, consisting of negatively 
charged polystyrene particles dispersed in water, were investigated. As discussed in 
Section 2.3, the dynamics of the charge distributions within these systems, result in a
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number of potential dielectric loss mechanisms, which occur over a range of 
timescales determined by various aspects of the system, not achievable in metallic 
particle colloids. This has made charged particle colloids the focus of research for 
many years [4, 75-77]. At the start of the research, many sources of literature were 
found [4, 75-77], demonstrating significant dielectric properties with charged 
particle colloids. This made charged particle colloids interesting prospects, with the 
potential to considerably enhance the dielectric properties in comparison to metallic 
particle colloids. However, despite extensive research focussing on the dielectric 
properties at radio frequencies, very little attention had been given to their properties 
at microwave frequencies. The reason for this was because the charge dynamics 
within the systems, with particles several micrometres in diameter, were too slow to 
exhibit significant loss at microwave frequencies. It was therefore expected that a 
reduction in the size of the colloid particles would lead to faster charge dynamics, 
such that the control of the dielectric properties could be extended into the 
microwave region. Charged nanoparticle colloids ranging from particle sizes of 20 
nm to 220 nm were therefore investigated over a broad frequency range of 1 MHz to 
20 GHz.
The results show that significant dielectric properties are achievable across radio and 
microwave frequencies using charged nanoparticle colloids. For example, the results 
corresponding to 20 nm charged colloids (Figure 4.33) produced an imaginary 
component of permittivity of €">20, across the entire frequency range (1 MHz to 20 
GHz), which is higher than that demonstrated by Pelster et al [50] for indium 
colloids where €"<5. Two models have been established to account for this 
behaviour. The first of the models uses three separate contributions to establish the 
broadband behaviour. Here, the zeta potential and double layer thickness are used as 
fitting parameters to derive the low frequency response using the Chassagne et al 
model [95]. The Maxwell-Wagner model is used to model an additional high 
frequency relaxation contribution not accounted for by the Chassagne et al model, 
with the Debye model used to account for the response of the host medium, water. 
As shown in Chapter 5, the model provides good agreement with the experimental 
performance. Comparison between predicted and experimental results shows that the 
dispersion produced by the colloids occurs because of the low frequency relaxation, 
which can be tuned across a range of frequencies through particle size. The research
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has shown that the small nanoparticle sizes investigated, lead to faster relaxation 
times than those expected from conventional micron size particles, such that the 
control of the dielectric properties can be extended into the microwave region, to 
provide significant levels of loss.
The parameters used to model the experimental performance show that the high 
frequency relaxation, associated with the Maxwell-Wagner model, produces a 
negligibly small contribution, in comparison to the low frequency high amplitude 
relaxation peak. One of the disadvantages of using the Maxwell-Wagner model is 
that it uses the simplification that the double layer forms a thin conducting shell. 
Optimisation of the high frequency response requires a model that is not restricted 
by such simplifications. To overcome this restriction, the Chassagne et al model, 
which is shown to be valid over a greater range of parameters, was extended to 
higher frequencies, as demonstrated in Chapter 5. The extended Chassagne et al 
model shows a similar response to the first model, with the only change occurring at 
higher frequencies. Here, the extended model shows a larger contribution from the 
high frequency relaxation, but is still small in comparison to the low frequency high 
amplitude relaxation peak and challenging to detect above experimental uncertainty 
levels. Nevertheless, this extended model is likely to provide greater benefit to the 
future optimisation of such colloids at higher frequencies, because it overcomes the 
restrictions imposed by the Maxwell-Wagner model. Because of the high frequency 
position of this peak, it is potentially an important region for applications operating 
at frequencies close to the microwave region and its optimisation could therefore 
prove beneficial in such systems. For example, increasing the surface conductivity 
through zeta potential could result in a higher amplitude relaxation peak, which, 
with a lower permittivity background medium, could lead to highly effective 
dielectric properties.
The nanoparticle colloids have been shown to be versatile enough to be incorporated 
in micron dimension cavities in the form of hollow glass fibres; a unique application 
not achievable with conventional micron dimension particles. The research shows 
that the colloids can be used to significantly enhance the electromagnetic properties 
of the fibres, with the ability to tailor the properties with the colloidal combinations 
used. Fibre-filled composites have been shown in literature [100] to produce many
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enhanced properties in comparison to conventional powder-filled composites, such 
as higher permittivity values with lower volume fractions. The colloid-filled fibres 
demonstrated in this research, could provide an effective alternative to conventional 
fibres, such as chopped carbon fibres, which only rely on dielectric properties [101].
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CHAPTER 7 
Conclusions
This research encompassed a wide-ranging study of the electromagnetic properties 
of nanoparticle colloids ranging from radio to microwave frequencies. A number of 
nanoparticle combinations and sizes were investigated together with their 
incorporation into colloidal form. The research has proved that nanoparticle colloids 
lead to enhancement of the dielectric and magnetic properties with a number of 
additional loss mechanisms identified, as summarised below:
The results corresponding to CoxNii.x nanoparticles show that both 
dielectric and magnetic properties can be controlled through nanoparticle 
size as well as the relative Co to Ni concentration. Smaller nanoparticles 
possess lower permittivity due to quantum size effects (Section 2.3 and 
4). Nanoparticles in the size range of 30 to 200 nm exhibit broadened 
ferromagnetic resonance responses, in comparison to conventional 
micron particle sizes, due to the emergence of exchange resonance 
modes (Section 2.3 and Chapter 4). Incorporation of these properties into 
colloidal form has been demonstrated, with the effective medium 
predictions validated through good agreement with experimental 
performance. These show that an increase in volume fraction from the 
experimental value of 0.04 to 0.15, will provide a greater magnetic 
contribution, better suited to electromagnetic absorption applications.
As particle dimensions decrease to sizes where only single magnetic 
domains can exist (typically 2 to 20 nm), an additional magnetic loss 
mechanism associated with superparamagnetism becomes apparent at 
radio frequencies, as demonstrated with the Co ferrofluid consisting of 
5nm particles. The superparamagnetic absorption at low frequencies 
together with the ferromagnetic resonance at higher frequencies make 
this colloidal combination highly effective with significant broadband 
loss ranging from radio to microwave frequencies. This makes these
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colloids the best candidate colloids, amongst those investigated, for 
enhanced broadband magnetic performance.
The results corresponding to charged particle colloids, with particle sizes 
ranging from 20nm to 220nm, show that significant permittivity is 
achievable across radio and microwave frequencies. Comparison 
between predicted and experimental results shows that the dispersion 
produced by the colloids occurs as a result of the low frequency 
relaxation, which can be tuned across a range of frequencies through 
particle size. This research has shown that the small nanoparticle sizes 
investigated, lead to faster relaxation times than those expected from 
conventional micron size particles, such that the control of the dielectric 
properties can be extended into the microwave region, to provide 
significant levels of loss. The model also shows the existence of an 
additional high frequency relaxation peak, which can be further 
optimised. The high levels of loss produced by these colloids and the 
level of control demonstrated make these the best candidate colloids, 
amongst those investigated, for enhanced broadband dielectric 
performance.
The nanoparticle colloids have been shown to be versatile enough to be 
incorporated in micron dimension cavities in the form of hollow glass 
fibres, a unique application not achievable with conventional micron 
dimension particles. The research shows that the colloids can be used to 
significantly enhance the electromagnetic properties of the fibres. These 
could provide an effect alternative to conventional fibres such as chopped 
carbon fibres, which only rely on dielectric properties.
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CHAPTER 8 
Further Work
This research has explored a number of novel phenomena that could provide great 
benefit if pursued further. The main recommendations for further work are:
Increase the volume fraction in CoxNii.x colloids. This could be achieved by 
reducing the average particle size to below 30nm. A higher volume fraction 
will produce better electromagnetic properties with a significantly enhanced 
magnetic contribution
Introduce higher dielectric contribution to Co ferrofluid either by increasing 
volume fraction or through host background liquid matrix. Assess feasibility 
of using additional ultrafine nanoparticle (<15nm) colloidal combinations to 
produce combined broadband superparamagnetism and ferromagnetic 
resonance.
Increase the volume fraction of candidate colloids beyond the percolation 
threshold (Section 2.3), to achieve enhanced loss, which results from an 
additional d.c. conductivity contribution.
Use extended charged colloids model to optimise high frequency relaxation 
peak. This could be achieved by increasing the surface conductivity of the 
particles and using alternative particle sizes. A lower permittivity host 
background liquid matrix will also increase the effective response of the high 
frequency relaxation peak.
Combine best magnetic performance, achieved from Co ferrofluid, with best 
dielectric performance, achieved from charged particle colloids. Such a 
colloid could be of considerable benefit in electromagnetic applications. It 
could be achieved with a core-shell structure, where the 5nm Co particle is 
surrounded by a charged polystyrene shell. The resulting magnetic properties 
could be predicted using the methods highlighted in this research. The model
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for predicting the dielectric properties will need to account for the factors 
summarised in [82 - O’Brien et al\, where it is shown that a slowing down of 
the relaxation mechanisms (i.e. lower relaxation frequencies) can be 
expected.
Induce (interfacial) relaxation and confinement effects [102] in colloid filled 
fibres. Recent research [103] has shown the possibility of relaxation in 
hollow core multilayer particles, which significantly increases the dielectric 
loss achievable. The colloids provide the ideal opportunity to investigate the 
possibility of such effects in fibres, which could produce additional loss 
mechanism in addition to those found in colloids. This may be further aided 
by varying the dimensions of the glass fibres.
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A p pendices
Appendix A: Iron Nanoparticle Results
Figures A1 and A2 show examples of the permittivity and permeability results 
obtained for iron (Fe) nanoparticles dispersed in paraffin wax at a volume fraction of 
0.15. The magnetic response shown Figure A2 is similar to that produced for the 100 
nm Co particles (Figure 4.12), with a broad ferromagnetic resonance peak.
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Figure Al: Permittivity of lOOnm Diameter Fe particles at a Volume Fraction 
of 0.15 in Paraffin Wax
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Figure A2: Permeability of 100 nm Diameter Fe particles at a Volume Fraction 
of 0.15 in Paraffin Wax
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Appendix B: Extended Third Order Equations
This section presents the extended third order solutions to the equations shown in 
Chapter 5. Equations B5.34 to B5.42 correspond to equations 5.34 to 5.42 in 
Chapter 5, with the additional third order contributions included.
Equation 5.33 shown in Chapter 5 was solved to give eigenvalues \ , 2 and Xc2:
2 imKo(p;'v- z- + D -v . z?)~(o2D;'D-' 
i©D+ +i©D- + K o v + z+ + Ko v_ z?
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Taylor expansion of these terms to third order in co [O(co2)] then leads to:
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The resulting simplified equations are given to second order [O(co2)] in equations 
5.34 and 5.35 and are extended third order [O(co3)] in equations B5.34 and B5.35:
Xn = i®
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The eigenvalues can then be used to find the resulting eigenvectors, 6nn and 6ric, which are given by:
5nc = 5n+ - 8n_ ico/ , to2(z-D;2- z+ d :2) ico’(D,+D_Xz_D2- z+D2)2VU+ U-J  4_ -t- 6 , ~3 _K4z_ K D iD -z .
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Re-arranging equations B5.36 and B5.37 then leads to the change in positive and negative ion densities:
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As shown by Chassagne et al [95], the eigenvector Snc provides no contribution to the asymptotic solution (solution in the bulk electrolyte 
beyond double layer). This is because it typically decays over a Debye length (-double layer thickness, k'1) due to the contribution of k 2  in the 
eigenvalue \ 2. The equations for the change in ion densities corresponding to the positive and negative ion densities can therefore be simplified 
to:
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The resulting charge density is then given by: 5pa = e(z+8n* + z_8n 1) which leads to:
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