We propose a quantum version of the well known minimum distance classification model 1 called Nearest Mean Classifier (NMC). In this regard, we presented our first results in two previous 2 works. In [34] a quantum counterpart of the NMC for two-dimensional problems was introduced, 3 named Quantum Nearest Mean Classifier (QNMC), together with a possible generalization to arbitrary 4 dimensions. In [33] we studied the n-dimensional problem into detail and we showed a new 5 encoding for arbitrary n-feature vectors into density operators. In the present paper, another 6 promising encoding of n-dimensional patterns into density operators is considered, suggested by 7 recent debates on quantum machine learning. Further, we observe a significant property concerning 8 the non-invariance by feature rescaling of our quantum classifier. This fact, which represents a 9 meaningful difference between the NMC and the respective quantum version, allows to introduce a 10 free parameter whose variation provides, in some cases, better classification results for the QNMC.
is known. The training set is given by S tr = {( x n , y n )} N n=1 , where x n ∈ X , y n ∈ Y (for n = 1, . . . , N)
100
and N is the number of patterns belonging to S tr . Finally, let N l be the cardinality of the training set 101 associated to the l-th class (for l = 1, 2, . . . , L) such that ∑ L l=1 N l = N.
102
We now introduce the well known Nearest Mean Classifier (NMC) [7] , which is a particular kind of 
x n , l = 1, 2, . . . , L,
where l is the label of the class; 108 2. classification of the object x, provided by:
where d E is the standard Euclidean distance. 2 .
109
Depending on the particular distribution of the dataset patterns, it is possible that a pattern 110 belonging to a given class is closest to the centroid of another class. In this case, if the algorithm would 111 be applied to this pattern, it would fail. Hence, for an arbitrary object x whose class is a priori unknown, belonging to the l-th class, and uncorrectly classified as not l.
117

2
We remind that, given a function f : X → Y, the argmin (i.e. the argument of the minimum) over some subset S of X is defined as: argmin x∈S⊆X f (x) = {x|x ∈ S ∧ ∀y ∈ S : f (y) ≥ f (x)}. In this framework, the argmin plays the role of the classifier, i.e. a function that associates to any unlabeled object the correspondent label.
In order to evaluate the performance of a certain classification algorithm, the standard procedure 118 consists in dividing the original labeled dataset S of N patterns, into a training set S tr of N patterns 119 and a set S ts of (N − N) patterns (i.e. S = S tr ∪ S ts ). This set S ts of patterns is called test set [7] and it 120 is defined as S ts = {( x n , y n )} N n=N+1 .
121
As a consequence, by applying the NMC to the test set, it is possible to evaluate the classification Generally, given a d-dimensional feature vector, there exist different ways to encode it into a density operator [31] . In [34], the proposed encoding was based on the use of the stereographic projection [6] . In particular, it allows to unequivocally map any point r = (r 1 , r 2 , r 3 ) on the surface of a radius-one sphere S 2 (except for the north pole) into an arbitrary point x = [x (1) 
The inverse of the stereographic projection is given by:
where
, if we consider r 1 , r 2 , r 3 as Pauli components 3 of a density operator ρ x ∈ Ω 2 4 , the density operator associated to the pattern x = [x (1) , x (2) ] can be written as:
The advantage in using this encoding consists in the fact that it provides an easy visualization of 
154
At this purpose, we introduced the generalized stereographic projection [16] , which maps any point r = (r 1 , . . . , r d+1 ) ∈ S d into an arbitrary point x = [x (1) , . . . ,
, . . . , 
158
In this work we propose a different version of the QNMC based on a new encoding again and we
159
show that this exhibits interesting improvements also by exploiting the non-invariance under rescaling 160 of the features.
161
Accordingly with [21,28,31], when a real vector is encoded into a quantum state, in order to avoid 162 a loss of information it is important that the quantum state keeps some information about the norm of 163 the original real vector. In light of this fact, we introduce the following alternative encoding.
1. We maps the vector x ∈ R d into a vector x ∈ R d+1 , whose first d features are the components of the vector x and the (d + 1)-th feature is the norm of x. Formally:
2. We obtain the vector x by dividing the first d components of the vector x for || x||:
3
We consider the representation of an arbitrary density operator as linear combination of Pauli matrices.
4
The space Ω d of density operators for d-dimensional systems consists of positive semidefinite matrices with unitary trace.
3. We consider the norm of the vector x , i.e. || x || = || x|| 2 + 1 and we map the vector x into the normalized vector x as follows:
Now, we provide the following definition.
Definition 1 (Density Pattern
be an arbitrary d-feature vector and ( x, y) the corresponding pattern. Then, the density pattern associated to ( x, y) is represented by the pair (ρ x , y), where the matrix ρ x , corresponding to the feature vector x, is defined as:
where the vector x is given by Eq. (10) and y is the label of the original pattern.
167
Hence, this encoding maps real d-dimensional vectors x into (d + 1)-dimensional pure states ρ x .
168
In this way, we obtain an encoding that takes into account the information about the initial real vector 169 norm and, at the same time, allows to easily encode also arbitrary real d-dimensional vectors. to the speed up of the computational process), but also to make a full comparison between NMC and 176 QNMC performance by using a classical computer only.
177
In order to provide a quantum counterpart of the NMC, we need: i) an encoding from real patterns to quantum objects (already defined in the previous section); ii) a quantum counterpart of the classical centroid (i.e. a sort of quantum class prototype), that will be named quantum centroid; iii) a suitable definition of quantum distance between density patterns, that plays the same role as the Euclidean distance for the NMC. In this quantum framework, the quantum version S q of the dataset S is given by:
where (ρ x n , y n ) is the density pattern associated to the pattern ( x n , y n ). Definition 2 (Quantum Centroid) Let S q be a labeled dataset of N density patterns such that S q tr ⊆ S q is a training set composed of N density patterns. Further, let Y = {1, 2, . . . , L} be the class label set. The quantum centroid of the l-th class is given by:
where N l is the number of density patterns of the l-th class belonging to S q tr , such that ∑ L l=1 N l = N.
182
Notice that the quantum centroids are generally mixed states and they are not obtained by encoding the classical centroids µ l , i.e. unlike the classical case, the expression of the quantum centroid is sensitive to the dataset dispersion.
186
In order to consider a suitable definition of distance between density patterns, we recall the well 187 known definition of trace distance between quantum states (see, e.g.
[25]).
188
Definition 3 (Trace Distance) Let ρ and ρ be two quantum density operators belonging to the same dimensional Hilbert space. The trace distance between ρ and ρ is given by:
where |A| = √ A † A.
189
Notice that the trace distance is a true metric for density operators, that is, it satisfies: classical space are adopted to avoid this limitation [7] . At this purpose, as a future development of 199 the present work, it could be interesting to compare different distances in both quantum and classical 200 framework, able to treat more complex situations (we will deepen this point in the conclusions).
201
We have introduced all the ingredients we need to describe the QNMC process, that, similarly to • classifying an arbitrary density pattern ρ x ∈ S q ts accordingly with the following minimization problem:
where d T is the trace distance introduced in Definition 3. 
Experimental results
209
This section is devoted to show a comparison between the NMC and the QNMC performances In We observe, by comparing QNMC and NMC performances (see 
248
For these Gaussian datasets, the NMC is not the best classifier [7] because of the particular 249 characteristics of the class dispersion. Indeed, the NMC does not take into account data dispersion.
250
Conversely, by looking at Table 2 , the improvements of the QNMC seem to exhibit some kind of 251 sensitivity of the classifier with respect to the data dispersion. A detailed description of this problem 252 will be addressed in a future work.
253
Further, we can note that the QNMC performance is better also for imbalanced datasets (the most conversely to the NMC.
260
As a remark, it is important to remind that, even if it is possible to establish whether a classifier is
261
"good" or "bad" for a given dataset by the evaluation of some a priori data characteristics, generally it 262 is no possible to establish an absolute superiority of a given classifier for any dataset, according to the 263 well known No Free Lunch Theorem [7] . Anyway, the QNMC seems to be particularly convenient when
264
the data distribution is difficult to treat with the standard NMC. 
Non-invariance under rescaling
266
The final experimental results that we present in this paper regard a significant difference between NMC and QNMC. Let us suppose that all the components of the feature vectors x n (∀n = 1, . . . , N ) belonging to the original dataset S are multiplied by the same parameter γ ∈ R, i.e. x n → γ x n . Then, the whole dataset is subjected to an increasing dispersion (for |γ| > 1) or a decreasing dispersion (for |γ| < 1) and the classical centroids change according to µ l → γ µ l (∀l = 1, . . . , L). Consequently, the classification problem for each pattern of the rescaled test set can be written as 
281
In conclusion, the range of the parameter γ for which the QNMC performance improves, is
282
generally not unique and strongly depends on the considered dataset. As a consequence, we do not In this work a quantum counterpart of the well known Nearest Mean Classifier has been proposed.
291
We have introduced a quantum minimum distance classifier, called Quantum Nearest Mean Classifier, chosen as the prototype of each class, which is not invariant under uniform rescaling of the original 299 dataset (unlike the NMC) and seems to exhibit a kind of sensitivity to the data dispersion.
300
In the experiments, both classifiers have been compared in terms of significant statistical 301 coefficients. In particular, we have considered twenty-seven different datasets having different nature
302
(real-world and artificial). Further, the non-invariance under rescaling of the QNMC has suggested to 303 study the variation of the classification error in terms of a free parameter γ, whose variation produces 304 a modification of the data dispersion and, consequently, of the classifier performance. In particular we 305 have showed as, in the most of cases, the QNMC exhibits a significant decreasing of the classification 306 error (and of the other statistical coefficients) with respect to the NMC and, for some cases, the 307 non-invariance under rescaling can provide a positive incidence in the classification process.
308
Let us remark that, even if there is not an absolute superiority of QNMC with respect to the NMC,
309
the method we have introduced allows to get some relevant improvements of the classification when
310
we have an a priori knowledge about the distribution of the dataset we have to deal with.
311
In light of such considerations, further developments of the present work will be focused on: patterns are considered, taking into account more precisely the data distribution [7] . At this purpose, 
