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Abstract—Rosenbloom and Tsfasman introduced a new met-
ric (RT metric) which is a generalization of the Hamming
metric. In this paper we study the distance graphs of spaces Znq
and Sn with Rosenbloom -Tsfasman metric. We also describe
the degrees of vertices, components and the chromatic number
of these graphs. Distance graphs of general direct product
spaces also described.
I. INTRODUCTION
The study of metric spaces by using its corresponding
distance graphs tells more about its structure. A lot of
research has been done for finding the structure of the
distance graphs on spaces Rn and Zn with several metrics
like Euclidean, l1 and lp. A particular interest in this area
is to find the chromatic number of these distance graphs. [
2,3,4,5,6] give some references in this direction.
In this paper we mainly focus on the distance graphs of
two families of spaces Znq and Sn with RT metric given
by Rosenbloom and Tsfasman [7] in 1997. In particular,
we investigate the degrees of vertices, components and the
chromatic numbers for these graphs.
II. NOTATIONS AND PRELIMINARIES
For any connected graph G we write nG for the graph
with n components each isomorphic to G. In this paper we
denote by [G]m, the join of the graph G with itself m times.
i.e., [G]m = G+ · · ·+G (m times).
A complete graph with n vertices is denoted by Kn and
a complete r-partite graph Km,...,m is denoted by Kr(m).
The chromatic number of a graph G is denoted by χ(G)
The distance graph of a metric space is defined in [2,3]
as follows. Suppose S is a subset of a metric space X with
metric d. Denote by dist(S) the set of all distances realized
by pairs of distinct points in S, i.e.,
dist(S) = {d(x, y) : x, y ∈ S and x 6= y}.
For each subset D of dist(S) the distance graph
G(S,D) with distance set D is the graph with vertex set
S and edge set E(S,D) = {xy : x, y ∈ S and d(x, y) ∈ D}.
Thus for a metric space X ,
⋃
k∈dist(X)
G(X, {k}) is a
complete graph on X .
Here we give the definition of the RT metric on Znq .[1]
Let Zq = {0, 1, . . . , q − 1}. Let x = (x1, . . . , xn) ∈ Znq .
Then
ω(x) =
{
max {i | xi 6= 0} , x 6= 0
0 , x = 0
is called the RT weight of x.
The RT distance between x and y in Znq is defined by
ρ(x, y) = ω(x− y).
ρ is a metric on Znq .
III. THE DISTANCE GRAPHS ON Znq WITH RT METRIC
In this section we obtain the distance graph G(Znq , D)
of (Znq , ρ). At the end of this section we generalize this
to general direct product space. Note that for (Znq , ρ),
dist(Znq ) = {1, . . . , n}.
Theorem 3.1: For the metric space (Znq , ρ), where ρ denotes
the RT metric, suppose D = {d1, . . . , dk} ⊆ {1, . . . , n} with
1 ≤ d1 < · · · < dk ≤ n then the distance graph G(Znq , D)
of (Znq , ρ) is isomorphic to
qn−dk
[
qdk−dk−1−1
[
· · ·
[
qd2−d1−1Kq(q
d1−1)
]q
· · ·
]q]q
.
Proof: Given the distance set D = {d1, . . . , dk} ⊆
{1, . . . , n} with 1 ≤ d1 < · · · < dk ≤ n.
Clearly G(Znq , D) =
k⋃
i=1
G(Znq , {di}).
First we give the structure of the graphs G(Znq , {d}) for
d ∈ {1, . . . , n}.
Let x = (x1, . . . , xd, . . . , xn) ∈ Znq be a fixed vector.
A vector y = (y1, . . . , yd, . . . , yn) ∈ Znq is adjacent with
x in G(Znq , {d}) if and only if ρ(x, y) = d. But ρ(x, y) =
d⇔ xd 6= yd and xi = yi, d < i ≤ n.
By fixing the coordinate yd in y such that xd 6= yd, the
remaining coordinates y1, . . . , yd−1 can be chosen in qd−1
different ways. Thus we get a set of qd−1 vectors such that
all of its dth coordinates are same and equal to yd and they
are at a distance d form x. We also note that this set of qd−1
vectors are not adjacent with each other since the distance
between any two of them is strictly less than d.
Now the dth coordinate in y can vary in (q− 1) different
ways. By including the vector x , we get totally q sets of
qd−1 vectors such that the vectors are not adjacent with each
other with in each q sets, but all qd−1 vectors in each one
of these q sets are adjacent to the remaining sets of vectors.
Thus they form a complete q-partite graph Kq(qd−1). Now
the vector x can vary in qn−d ways. Thus correspondingly
we get qn−d copies of Kq(qd−1).
i.e., G(Znq , {d}) ∼= qn−dKq(qd−1).
So for each elements of distance set D we have
G(Znq , {di})
∼= qn−diKq(q
di−1).
Now we construct the graph G(Znq , {d1, d2}).
From the definition of the distance graph of a metric space
two vertices in G(Znq , {d1, d2}) are adjacent if and only if
the RT distance between them is either d1 or d2.
So G(Znq , {d1, d2}) is the edge disjoint union of
G(Znq , {d1}) and G(Znq , {d2}). Thus to get the graph
G(Znq , {d1, d2}) it is enough to add edges to G(Znq , {d2})
in such a way that if (u, v) is an edge added to G(Znq , {d2})
then (u, v) is an edge in G(Znq , {d1}).
Now the graph G(Znq , {d2}) can be written as ,
G(Znq , {d2}) = G1 ∪ · · · ∪ Gqn−d2 , with each Gi ∼=
Kq(q
d2−1), i = 1, . . . , qn−d2 .
For each i = 1, . . . , qn−d2 let Vi be the vertex set of Gi.
Thus the space Znq has been partitioned into qn−d2 disjoint
sets Vi , i = 1, . . . , qn−d2 with | Vi |= qd2 .
Since each Gi ∼= Kq(qd2−1), its corresponding vertex set
Vi is also partitioned in to disjoint sets Vji such that,
Vi = V1i ∪ · · · ∪ Vqi , | Vji |= q
d2−1, j = 1, . . . , q
with the condition that each edge in Gi joins a vertex in
Vli and a vertex in Vji, l, j = 1, . . . , q with l 6= j, for all
i = 1, . . . , qn−d2 .
In G(Znq , {d2}) two vertices x and y are adjacent if and
only if ρ(x, y) = d2.
In the construction of G(Znq , {d2}) we note that the
partitioned sets of Znq have the following properties:
For any x = (x1, . . . , xn) and y = (y1, . . . , yn) ∈ Znq ,
(1) If x ∈ Vi and y ∈ Vj for some i, j = 1, . . . , qn−d2
with i 6= j then (xd2+1, . . . , xn) 6= (yd2+1, . . . , yn);
i.e., ρ(x, y) > d2.
(2) If x, y ∈ Vi for some i = 1, . . . , qn−d2 then xr = yr
∀ r = d2 + 1, . . . , n; i.e., ρ(x, y) ≤ d2.
(3) If x, y ∈ Vji for some i = 1, . . . , qn−d2 and j =
1, . . . , q then xr = yr ∀ r = d2, . . . , n; i.e., ρ(x, y) <
d2.
(4) If x ∈ Vli and y ∈ Vji for some i = 1, . . . , qn−d and
l, j = 1, . . . , q with l 6= j then xd2 6= yd2 and xr = yr
∀ r = d2 + 1, . . . , n; i.e., ρ(x, y) = d2.
For a fixed i ∈ {1, . . . , qn−d2} consider the component
Gi of G(Znq , {d2}).
Let x = (x1, . . . , xn) ∈ Vi then x ∈ Vji for some
j ∈ {1, . . . , q} (say). Consider y = (y1, . . . , yn) ∈ Znq with
ρ(x, y) = d1. We show that any such y must be in Vji.
Suppose
(i) if y ∈ Vk for some k 6= i, k = 1, . . . , qn−d then by using
property (1) and d1 < d2 , we have ρ(x, y) > d2 > d1
, which is a contradiction. So y ∈ Vi.
(ii) if y ∈ Vli for some l 6= j, l = 1, . . . , q then by
using property (4) we have ρ(x, y) = d2, which is a
contradiction. So y ∈ Vji.
Hence all the vectors which are at a distance d1 from x
must be in Vji .
Since x is an arbitrary point in Vji and the component
of G(Znq , {d1}) which has x as a vertex is isomorphic to
Kq(q
d1−1), it follows that all the edges in the component
containing x must be added in Vji.
Since each component Kq(qd1−1) of G(Znq , {d1}) has qd1
vertices and |Vji| = qd2−1, we can attach qd2−d1−1 number
of components Kq(qd1−1) in Vji.
In this way attach components Kq(qd1−1) of G(Znq , {d1})
in all partitioned vertex sets of Gi.
Thus after adding edges from G(Znq , {d1}) to the com-
ponent Gi of G(Znq , {d1, d2}) which we are considering is
isomorphic to
[
qd2−d1−1Kq(q
d1−1)
]q
.
One can in this way attach qd2−d1 components Kq(qd1−1)
of G(Znq , {d1}) in each component of G(Znq , {d2}).
But the number of components of G(Znq , {d2}) is qn−d2 ,
thus totally we are attaching qd2−d1qn−d2 = qn−d1 i.e, all
the components of G(Znq , {d1}) in G(Znq , {d2}).
and hence
G
(
Znq , {d1, d2}
)
∼= qn−d2
[
qd2−d1−1Kq(q
d1−1)
]q
.
Now by using the similar type of argument we can
construct G(Znq , {d1, d2, d3}).
Note that G(Znq , {d1, d2, d3}) = G(Znq , {d1, d2}) ∪
G(Znq , {d3}).
Any component of G(Znq , {d1, d2}) is isomorphic to[
qd2−d1−1Kq(q
d1−1)
]q
. By attaching these components in
G(Znq , {d3}) as in the method described in the previous case
one can show that any component of G(Znq , {d1, d2, d3}) is
isomorphic to[
qd3−d2−1
[
qd2−d1−1Kq(q
d1−1)
]q]q
.
Since G(Znq , {d3}) has qn−d3 components, we have
G(Znq , {d1, d2, d3})
∼=
qn−d3
[
qd3−d2−1
[
qd2−d1−1Kq(q
d1−1)
]q]q
.
Proceeding in this way, at the kth stage, we can arrive at
the graph G(Znq , D) as described in the statement of this
theorem. 
Note 3.1: Let p, ri, si (i = 1, . . . , k) be positive
integers with r1 < · · · < rk and s1 < · · · < sk and
p > 1 then by using induction it is easy to show that
pr1 + · · · + prk = ps1 + · · · + psk if and only if ri = si,
∀i = 1, . . . , k.
Corollary 3.1: For the metric space (Znq , ρ), where ρ denotes
the RT metric, suppose D = {d1, . . . , dk} ⊆ {1, . . . , n} with
1 ≤ d1 < · · · < dk ≤ n then the following holds.
(1) G(Znq , D) is regular of degree (q − 1)
k∑
i=1
qdi−1.
(2) G(Znq , D) is connected if and only if n ∈ D.
(3) The components of G(Znq , D) and G(Zmq , D1) are
isomorphic if and only if D = D1.
(4) χ (G(Znq , D)) = qk.
(5) For any two distance sets D1 and D2,
χ
(
G(Znq , D1)
)
= χ
(
G(Znq , D2)
)
if and only if
|D1| = |D2|.
Proof: (1) Let x ∈ Znq . Then | {y ∈ Znq : ρ(x, y) = d} |=
(q − 1)qd−1.
Hence the degree of a vertex in G(Znq , D) is
| {y ∈ Znq : ρ(x, y) ∈ D} |= (q − 1)
n∑
i=1
qdi−1.
(2) By theorem (3.1), G(Znq , D) is connected if and only if
qn−dk = 1 ; if and only if dk = n.
(3) If D = D1 then by theorem (3.1), G(Znq , D) and
G(Zmq , D) differ only by the number of components.
Suppose D1 = {d
′
1, . . . , d
′
r} ⊆ {1, . . . ,m} and a com-
ponent H of G(Znq , D) is isomorphic to a component H
′
of G(Zmq , D1) then we have to show that D = D1. Since
H ∼= H
′
the number of vertices and the degrees of vertices
in these components are same. Thus from theorem (3.1), we
have | D |=| D1 | and so
(q − 1)
k∑
i=1
qdi−1 = (q − 1)
k∑
i=1
qd
′
i
−1
.
Now by using note 3.1 we must have di = d
′
i,
∀ i = 1, . . . , k and hence D = D1.
(4) Using theorem (2.1),(3.1) and χ(Kq(qd−1)) = q, the
result follows.
(5) Follows directly from (4). 
A. Distance graphs of general direct product spaces
Consider the collection of non-empty sets {Xi}ni=1 with
|Xi| = qi, ∀ i = 1, . . . , n. Let X :=
n∏
i=1
Xi
We define the RT metric on X as follows:
For x = (x1, . . . , xn) and y = (y1, . . . , yn) in X ,
ρ(x, y) =
{
max {i | xi 6= yi}, 1 ≤ i ≤ n
0 , otherwise
Then we can get the distance graph G(X,D) of the matric
space (X, ρ) , by the same method as described in theorem
3.1. We state this as follows.
Theorem 3.2: Consider X :=
n∏
i=1
Xi , where {Xi}ni=1 is a
collection of nonempty sets with |Xi| = qi ,∀ i = 1, . . . , n.
Then for the metric space (X, ρ), where ρ denotes the RT
metric, suppose D = {d1, . . . , dk} ⊆ {1, . . . , n} with 1 ≤
d1 < · · · < dk ≤ n then the distance graph G(X,D) of
(X, ρ) is isomorphic to
qdk+1 · · · qn
[
qdk−1+1 · · · qdk−1 [· · ·
· · ·
[
qd1+1 · · · qd2−1Kqd1
(q1q2 · · · qd1−1)
]qd2
· · ·
]qd
k−1
]qd
k
.
REMARK 3.1: In theorem 3.2 if di+1 − di = 1 for some
i = 1, . . . , n−1 then assume that the factor qdi−1+1 · · · qdi−1
is equal to 1 and if d1 = 1 then also assume that the factor
q1q2 · · · qd1−1 equals 1.
REMARK 3.2: The results in Corollory 3.1 can be easily
modified to this general direct product spaces.
IV. THE DISTANCE GRAPHS ON Sn WITH RT METRIC
We define the RT distance on symmetric group Sn on the
set W = {1, . . . , n} as follows:
Take α ∈ Sn. Let W (α) = {i ∈ W : α(i) 6= i} and
ω(α) = max {i ∈ W : α(i) 6= i}. ω(α) is called the RT
weight of α.
Now we define the RT distance between α and β in Sn
by ρ(α, β) = ω(α−1β).
Theorem 4.1: (Sn, ρ) is a metric space, where ρ denotes the
RT distance.
Proof : We prove that ρ satisfies all the axioms of a metric.
(i) Clearly ρ(α, β) = ρ(β, α), for all α, β ∈ Sn.
(ii) Since the identity permutation is the only one that
keeps every element of W fixed, we have ρ(α, β) ≥ 0 and
ρ(α, β) = 0 only when α = β.
(iii) Next an element of W is moved by αβ must be
moved by at least one of the permutations α, β. Hence
W (αβ) ⊂ W (α) ∪ W (β) and consequently, ω(αβ) ≤
ω(α) + ω(β).
Now let λ, µ, ν be any three elements of Sn. We have
ρ(λ, ν) = ω(λ−1ν) = ω(λ−1µµ−1ν) ≤ ω(λ−1µ) +
ω(µ−1ν) = ρ(λ, µ) + ρ(µ, ν).
So the function ρ satisfies the triangle inequality. In this
way we see that ρ is a metric on Sn. 
Remark: Since two permutations cannot differ exactly in
the first position, we have dist(Sn) = {2, 3, 4, . . . , n} for
(Sn, ρ).
The next theorem gives the structure of the distance graph
for (Sn, ρ).
Theorem 4.2: For the metric space (Sn, ρ), where ρ denotes
the RT metric, suppose D = {d1, . . . , dk} ⊆ {2, 3, 4, . . . , n}
with 2 ≤ d1 < · · · < dk ≤ n then distance graph G(Sn, D)
of (Sn, ρ) is isomorphic to
n!
dk!

 (dk − 1)!
dk−1!
[
. . .
[
(d2 − 1)!
d1!
Kd1((d1 − 1)!)
]d2
. . .
]dk−1
dk
.
Proof: Given the distance set D = {d1, · · · , dk} ⊆
{2, . . . , n} with 2 ≤ d1 < . . . < dk ≤ n.
Clearly G(Sn, D) =
k⋃
i=1
G(Sn, {di}).
First we give the structure of the graphs G(Sn, {d}) for
d ∈ {1, . . . , n}.
Fix a permutation α ∈ Sn. A permutation β ∈ Sn is
adjacent with α G(Sn, {d}) in if and only if ρ(α, β) = d. But
ρ(α, β) = d⇔ α(d) 6= β(d) and α(i) = β(i), d < i ≤ n.
Since β is a permutation, each β(i) ∈ {1, . . . , n} is
distinct. The last n − d coordinates of β are such that
α(i) = β(i), d < i ≤ n. So by fixing β(d) such that
α(d) 6= β(d), the remaining β(1), . . . , β(d−1) can be chosen
in (d− 1)! different ways.
Thus we get a set of (d − 1)! different permutations β
such that all of its dth coordinates are same and they are at
a distance d form α. Also this set of (d − 1)! permutations
are not adjacent with each other since the distance between
any two of them is strictly less than d.
Now the dth coordinate in β can vary in (d− 1) different
ways. By including the permutation α , we get totally d sets
of (d − 1)! permutations such that the permutations are not
adjacent with each other with in each d sets, but all (d− 1)!
permutations in each one of these d sets are adjacent to the
remaining sets of vectors. Thus they form a complete d-
partite graph Kd((d− 1)!). Now the permutation α can vary
in n!/d! ways. Thus correspondingly we get n!
d! copies of
Kd((d− 1)!). i.e.,
G(Sn, {d}) ∼=
n!
d!Kd((d− 1)!).
So for each elements of distance set D we have
G(Sn, {di}) ∼=
n!
d!Kdi((di − 1)!)
To get G(Sn, D) we follow the same procedure as used
in theorem 3.1. 
Note 4.1: Let ri, si (i = 1, . . . , k) be positive integers with
r1 < . . . < rk and s1 < . . . < sk then by using induction it
is easy to show that r1r1!+ . . .+rkrk! = s1s1!+ . . .+sksk!
if and only if ri = si, ∀i = 1, . . . , k.
Corollary 4.1: For (Sn, ρ), where ρ denotes the RT metric,
suppose D = {d1, . . . , dk} ⊆ dist (Sn) with 2 ≤ d1 < . . . <
dk ≤ n then the following holds.
(1) G(Sn, D) is regular of degree
k∑
i=1
(di − 1)(di − 1)!.
(2) G(Sn, D) is connected if and only if n ∈ D.
(3) The components of G(Sn, D) and G(Sm, D1) are iso-
morphic if and only if D = D1.
(4) G(Sn, D) is a subgraph of G(Znn , D).
(5) χ (G(Sn, D)) = d1d2 . . . dk.
Proof : Proof of (1),(2),(4),(5) follows directly form theorem
4.2. Proof of (3) follows form note 4.1 and theorem 4.2.
REFERENCES
[1] S.T.Dougherty, M. M. Skriganov, MacWilliams duality and the Rosen-
bloom - Tsfasman metric, Mosc.Math.J., vol 2, no.1,(2002), 81-97.
[2] Eggleton RB, Distance graphs and their chromatic numbers. In:
Workshop notes of conference of graph theory and combinatorics,
Manila (1991).
[3] M. Furedi, J.H Kang , Distance graphs on Zn with l1 norm,
Theor.Comput.Sci, 319,(2007), 357-366.
[4] Jer-Joeng Chen, G.J.Chang , Distance graphs on Rn with 1 norm,
J.Comb.Optim, 14, (2007), 267-274.
[5] A.M Raigorodski, The chromatic number of a metric space with the
metric lq , UMN, 59:5(539),(2004), 161-162.
[6] A.M Raigorodski, Borsuk’s problem and the chromatic number of
some metric spaces, UMN, 56,(2001), 106-149.
[7] Michael Yu. Rosenbloom and Michael A. Tsfasman, Codes for the
m-metric, Problems of Information Transmission, 33,(1997), 55-63.
