On the homogenization of the acoustic wave propagation in perforated ducts of finite length for an inviscid and a viscous model Adrien Semin 1 The direct numerical simulation of the acoustic wave propagation in multiperforated absorbers with hundreds or thousands of tiny openings would result in a huge number of basis functions to resolve the microstructure. One is, however, primarily interested in effective and so homogenized transmission and absorption properties and how they are influenced by microstructure and its endpoints. For this, we introduce the surface homogenization that asymptotically decomposes the solution in a macroscopic part, a boundary layer corrector close to the interface and a near-field part close to its ends. The effective transmission and absorption properties are expressed by transmission conditions for the macroscopic solution on an infinitely thin interface and corner conditions at its endpoints to ensure the correct singular behaviour, which are intrinsic to the microstructure. We study and give details on the computation of the effective parameters for an inviscid and a viscous model and show their dependence on geometrical properties of the microstructure for the example of Helmholtz equation. Numerical experiments indicate that with the obtained macroscopic solution representation one can achieve an high accuracy for low and high porosities as well as for viscous boundary conditions while using only a small number of basis functions. 
Introduction
Microstructured interfaces show effective properties like an absorption of acoustic waves or an impedance for electric fields where much less material or volume of air is needed as if solutions without a microstructure are used. In many engineering applications, microstructured surfaces are used to create and tailor such effective properties. Most prominent are microperforated absorbers and liners for the reduction of acoustic noise of vehicles or aircraft or for optimal acoustics in conference or lecture halls (figure 1, [1, 2] ). These plates with an array of perforations above a chamber or an array of chambers each of little volume, where the size and distance of the holes are much smaller than the wavelength of the acoustic waves, lead to a damping of waves in a broad or narrow frequency range. Probably equally known is the Faraday cage where a mesh of thin conductors leads to an effective electric shielding [3] . Various examples are shown in figure 2: a channel that is connected to a side chamber by a perforated wall, a channel with a perforated wall in its cross-section and the cross-section of a channel in three dimensions including a circular wall where a part of it is multiperforated. Direct numerical simulations are exorbitantly expensive for high porosities as for an accurate computation, e.g. with the finite element or finite difference method the size of a large number of mesh cells have to be at the order of the small scale or even smaller.
Though the nature of each of these effects is different due to the different physical phenomena on the microscopic level they all can be modelled in a similar way by a homogenization procedure along the interface. Exactly as the homogenization of volumic microstructures [4] [5] [6] this surface homogenization leads to models with effective parameters representing the microstructure, which can be resolved numerically with a computational effort independently of the ratio of macroscopic and microscopic scales. The procedure of the surface homogenization differs much from the original volumic one, and we expect numerical methods based on the surface homogenization to differ from the numerical methods for the volumic microstructures [7] [8] [9] [10] [11] . The surface homogenization leads to an asymptotic solution representation, which can be used to construct effective boundary or transmission conditions [12] [13] [14] [15] [16] [17] [18] , if their endpoints are ignored. At the endpoints the asymptotic solution representation has to incorporate the interaction of the microstructure and the singularities correctly (this has been done for the Poisson problem [19, 20] and for the Helmholtz problem [21] ). In particular, the interaction with the singular behaviour, which is macroscopically measurable, is mathematically involved. It is based on an extension of the singularity theory by Kondrat'ev [22] . This extended theory is due to Nazarov in 1991 in [23] , who has introduced the theory for oscillating boundaries ending at a corner (see also [24, 25, Sec. 17] .
In this paper, the surface homogenization is presented for the Helmholtz equation with different boundary conditions for an inviscid and a viscous model with emphasis on the interaction with the singular behaviour at its endpoints and the numerical modelling of the effective parameters. For the inviscid model, we take Neumann boundary conditions (this model was studied in detail in [21] ) and for the viscous model Wentzell boundary conditions with a viscosity parameter ν(δ), where δ is the distance between two holes.
The outline of the paper is as follows. Section 2 is dedicated to the major ideas of the surface homogenization in the presence of singularities. Based on the solution representation consisting of its macroscopic part, the boundary layer and its near-field part effective transmission condition and corner conditions for the macroscopic solution at the limit interface or limit endpoints of the microstructured layer, respectively, are introduced. How the nature of the transmission conditions is the result of the existence properties of solutions of cell problems for one period of the microstructured layer (figure 5a) and how its parameters are obtained by pre-computations of these solutions is explained in §3. Then, in §4 the relation of the singular behaviour of the macroscopic part of the solution and the near-field part close to the layer endpoints is discussed. Then, in §5 we study the case of holes that are asymptotically smaller than their distance leading to different limit solution and corrector terms. Finally, in §6 the accuracy of the surface wave-guide with a perforated wall in its cross-section wave-guide that is connected to a chamber by a perforated wall cross-sectiona of a cylindrical waveguide in 3D with a partly pertly forated wall homogenization is illustrated using numerical experiments coming from the study of a wave propagation in a waveguide containing a multi-perforated duct [2] .
Homogenization for microstructured interfaces at a glance
In this paper, the microstructured interfaces considered are constructed of a flat wall from which periodically material is taken away leading to holes or is added leading to an additional roughness, where both are modelled by means of boundary conditions on a periodic boundary Γ δ (e.g. the blue line in figure 3a) . Throughout this paper, we denote by δ the characteristic distance between two consecutive holes or two consecutive obstacles of the microstructured layer (e.g. figure 3a ). The computational domain is Ω δ = Ω\Ω δ wall with the periodic array of obstacles Ω δ wall obtained by scaling and shifting a canonical obstacleΩ wall :
where a denotes the smallest integer greater than or equal to a. In the following, we consider δ such that 2L/δ ∈ N + s, where 0 ≤ s < 1 does not depend on δ. The point x − O + δne 1 belongs to a flat interface Γ of length L, illustrated in figure 3b. We consider for a wave-guide that is connected to a chamber by a thin multi-perforated wall that terminates at a re-entrant corner leading to a singular behaviour. Figure 3 . Illustration of (a) the computational domain Ω δ = Ω\Ω δ wall based on a polygonal domain Ω for an acoustic wave-guide problem and (b) its limit domain Ω\Γ with the limit interface Γ . The microstructured layer is formed by a thin rigid wall with an periodic array of holes of period δ. The characteristic size of each hole is η(δ). (Online version in colour.)
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We study two models: an inviscid model that was analysed in more detail in [21] and a model with viscosity.
(a) Inviscid model
The inviscid model is simply described by the Helmholtz equation with homogeneous wavenumber k 0 and homogeneous Neumann boundary conditions, i.e.
where u inc is an incoming wave (from left or right). The transparent boundary conditions on
, L > L are the first-order approximations of Robin type. As incoming wave we consider, for example, the plane wave u inc = exp(ık 0 (x 1 − L )) on the left side of Γ R and u inc = 0 on its right side. The solution of (P 0 ) is naturally seeked in H 1 (Ω δ ).
(b) Viscous model
We introduce a viscosity with boundary conditions of Wentzell type [26] , which replaces the Neumann boundary conditions in (P 0 ):
Here, ν(δ) is the viscosity parameter (corresponding to the quotient of kinematic viscosity divided by two times the frequency of the incoming wave) and ∂ Γ denotes the tangential derivative. Obviously, (P 0 ) coincides with (P ν ) for ν(δ) = 0 and we consider (P ν ) with ν(δ) > 0. Then, it is natural to seek
(c) Choice of the asymptotic regime for the viscous model
Close to the boundary layer, following the method of surface homogenization [13] , we seek for u δ under the form
where the boundary layer term Π δ depends on two variables, the macroscopic variable x 1 along the wall and the scaled coordinate cell (e.g. figure 5a ). Inserting (2.1) in the second equation of (P ν ) gives
The relative scale ν(δ)/δ decides for the type of boundary condition in the limit δ → 0. When ν(δ) is asymptotically smaller than δ (e.g. ν(δ) = δ 2 ), the predominant term in δ of (2.2) corresponds to a Neumann boundary condition. A contrario, when δ is asymptotically smaller than ν(δ) (e.g. ν(δ) is independent of δ), then the predominant term in δ of (2.2) is constant along the boundary. The non-trivial case occurs when ν(δ) is asymptotically equal to δ, and in the following we consider ν(δ) = ζ δ for some ζ ≥ 0 fixed.
(d) Solution representation
In most cases, the solution away from the microstructured interface and its endpoints, i.e. the macroscopic part of the solution, is of practical interest. For example, in a wave-guide where part of its boundary is multi-perforated (figure 3a) the transmission coefficients are of importance, which are macroscopic quantities and, more precisely, functions of the macroscopic solution [27] . However, the macroscopic part is interacting with the solution close to the layer, the boundary layer part and the solution close to the endpoints, known as the near-field part (figure 4). The macroscopic solution that is defined only in some distance away from the microstructured layer can be smoothly extended to the mid-line of the layer Γ (figure 3b) including the endpoints. On the interface Γ the extensions do not match necessarily as well as their derivatives, but satisfy (effective) transmission conditions. If the macroscopic part of the solution is extended in a smooth way to the endpoints, the extension is not necessarily regular, e.g. it may tend to infinity at the endpoints of the interface Γ [20, 21] . A similar behaviour has been observed for the macroscopic solution for problems with oscillating boundaries with corners [28] or a domain with rounded corners [29] .
To obtain an effective description of the macroscopic part up to the interface Γ and its endpoints the solution of (P 0 ) and (P ν ) are analysed asymptotically for δ → 0 based on suitable expansions for the macroscopic part, the boundary layer part and the near-field part (figure 4):
-The macroscopic part of the solution can be written as a modification of its limit term u δ 0,0 by correctors u δ n,q which are weighted with powers of δ, where the power is a combination of an integer and multiples of π Θ , where Θ is the opening angle at the macroscopic corner (figures 2 and 3): In this expansion, the index q corresponds to the interaction with the periodic layer away from the corners (as it will be discussed in §3) and the index n corresponds to the interaction with the corners (it will studied in §4). The macroscopic terms u δ n,q are defined in the limit domain Ω\Γ of Ω δ for δ → 0 (figure 3b), i.e. up to the corners and the limit interface Γ , where they might be two-valued.
-The boundary layer part of the solution corrects the macroscopic part in the neighbourhood on the microstructured layer. Each macroscopic term u δ n,q is corrected by a boundary layer term Π δ n,q (x 1 , X). It depends on two variables, x 1 and the scaled coordinate X := (X 1 , figure 4 ) and lead to transmission conditions (see §3). The boundary layer terms Π δ n,q are defined in canonical periodicity cells (e.g. figure 5a ).
-The near-field part of the solution corrects its macroscopic part in the neighbourhood of the endpoints of the microstructured layer. Each macroscopic term u δ n,q is corrected by a near-field term U δ n,q (X ± ) close to the endpoint x ± O depending on the scaled coordinate figure 4 ). The near-field terms U δ n,q are defined in canonical domains of the vicinity of one endpoint (e.g. figure 5b ) and lead to corner conditions (see §4).
(e) Numerical computation of effective macroscopic approximations
In this paper, we detail on the definition and numerical computation of the terms of the effective macroscopic approximation one after each other. In this way, an approximation to the macroscopic part of the solution is obtained that is computable with an effort that is independent of the number of holes or obstacles or its characteristic size δ. In the remainder of this section, we consider the inviscid and viscous model together, where either ζ = 0 and some terms lapse or ζ > 0. In general, there exists singular functions s δ n,q -the so-called stress intensity factors-such that the macroscopic
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the functions h δ n,q and j δ n,q in the transmission conditions depend linearly on u n,p , p = 0, . . . , q, or more precisely on the averages u n,p and ∇u n,p · n that are defined similar to the jumps. Moreover, the Neumann data f δ n,q = 0 on ∂Ω\Γ for the inviscid model and
for the viscous model and the source terms g δ 0,0 = ∇u inc · n − ık 0 u inc and g δ n,q = 0 for n > 0 or q > 0. For both models (P 0 ) and (P ν ), the macroscopic terms u δ 1,0 and u δ 1,1 corresponding to the weights δ π/Θ and δ (i) Computation of the limit solution u δ
The limit solution u δ 0,0 for δ → 0 is continuous over Γ as well its normal derivatives as the Dirichlet and Neumann jumps vanish. Hence, the limit interface Γ is transparent for u δ 0,0 . Moreover, u δ 0,0 admits no stress intensity factor, i.e. u δ 0,0 ∈ H 1 (Ω\Γ ).
(ii) Computation of the corrector u δ 0,1 corresponding to the weight δ
The corrector u δ 0,1 admits the Dirichlet and Neumann jumps
over Γ , where D ∞ , N 0 ∈ C are parameters that are characteristic for the physics in the microstructured interface and independent of δ. They are obtained by solving canonical cell problems in a periodic domain (e.g. figure 5a ) that will be studied in detail in §3. Moreover, u δ 0,1 admits a prescribed stress intensity factor given by the relation (iii) Computation of the corrector u δ 2,0 corresponding to the weight δ 2π/Θ
The corrector u δ 2,0 has as the limit solution u δ 0,0 no Dirichlet or Neumann jump over the limit interface Γ , i.e. h δ 2,0 = j δ 2,0 = 0. But contrarily to the limit term u δ 0,0 , this corrector admits a prescribed stress intensity factor given by the relation
with the singular coefficient L (S ± ) that is obtained as a linear function L of singular enhancement functions S ± , which are solutions of Poisson problems in infinite domains with perforated wall of period 1 (figure 5b) and φ ± 2 is a prescribed unbounded function that behaves like |x − x
The derivation of the stress intensity factor s δ 2,0 will be detailed in §4b. (f) Importance to consider the singular behaviour
The limit condition is a trivial one and for practical situations which we have studied we do not obtain low error levels for the limit solution. That means that correctors are needed. Nevertheless, the system for the corrector u δ 0,1 has source terms, see (2.5) , that lead to an unbounded singular behaviour u δ 0,1 and with the correct modelling of this singularity an improvement to lower error levels (figure 14) at least for not so small opening relative to the periodicity. For relative small openings, we will study in §5 the problem with opening that tends faster to zero than the periodicity. With the limit condition in this setting we obtain low error levels even for the limit solution u δ 0,0 .
(g) Justification
The asymptotic solution representation can be verified theoretically with rigorous estimates on the modelling error of the macroscopic approximation, which has been done in [19] for the Poisson problem in a wave-guide with Dirichlet boundary conditions connected to a side chamber by a multi-perforated wall and in [21] for the Helmholtz problem with all-over Neumann boundary conditions. The error estimates are based on the above-mentioned theory of the solutions of the near-field problems in the conical domain with the semi-infinite array of obstacles (figure 5b) in special weighted Sobolev spaces and a matching procedure of the different expansions.
In general, based on the results in [20, 21] , one expects an optimal macroscopic modelling error in a subdomain Ω α of Ω δ of fixed distance α > 0 away from the microstructured layer that is of the order of the first neglected term, i.e. for any s > 0 it holds in the energy norm of the problem
where the exponent κ(s) ∈ N of the logarithm ln δ depends on s. An optimal error also in the vicinity of the microstructured layer cannot be expected with the macroscopic part alone, but only if combinations of the macroscopic terms and near-field terms multiplied with well-suited cut-off functions and respective boundary layer terms are added.
The periodic layer and transmission conditions
As it was said already in the Introduction, the main interest is an effective description of the macroscopic part taking into account the interaction with the periodic layer and the corner singularities. This section focuses on the interaction with the periodic layer. For the effective description, the macroscopic solution is extended to the mid-line Γ of the layer (figure 3b); however, only away from endpoints, where we postpone the analysis to §4. On the mid-line Γ these extensions do not match necessarily, and the macroscopic solution as well as its derivative can become discontinuous and fulfill transmission conditions which describe in an effective way the influence of the periodic layer to the macroscopic part of the solution.
To expose this effective behaviour of a macroscopic solution, it is expanded in powers of δ, the distance between two consecutive holes. This becomes
where the dependence of the terms u δ q on δ is due to the endpoints, which we will suspend at this moment.
It has been already widely spread in the literature (e.g. [13] and references therein) that the transmission conditions for the limit solution u δ 0 take then the general form where the operator B Γ for the inviscid model is defined as
which we will explain in the following for completeness. If Dirichlet conditions on the boundary Γ δ of the obstacles were taken instead of Neumann or Wentzell conditions of the inviscid or viscous model, respectively, then one would obtain
corresponding to a solid wall (see also [3] for the electromagnetic scattering on a cylindrical Faraday cage). The first corrector satisfies transmission conditions with a source term depending on the limit solution
This operator depends on the two parameters D ∞ , N 0 ∈ C that are obtained by necessary conditions for the existence and uniqueness of the so-called cell problems defined in the periodicity domainΩ := ((0, 1) × R)\Ω wall (e.g. figure 5a ). To define these and also further constants, we write u δ close to the periodic layer as (2.1).
(a) Inviscid model
If we insert the periodic layer corrector Π δ into the inviscid problem (P 0 ), we get
The boundary ∂Ω wall is illustrated by the blue line in figure 5a. The nature of problem (3.6) justifies the choice of expansion (5.1) and the expansion of the periodic layer corrector in powers of δ,
Inserting expansion (3.7) in (3.6) gives a system of embedded Laplace equations with Neumann boundary conditions for the family (Π δ n ) n∈N . Moreover, matching the behaviour towards X 2 → ±∞ of this family with the behaviour towards x 2 → ±0 of the family (u δ n ) gives transmission conditions for the macroscopic part of the solution. More specifically,
is the bounded solution of
The only solution of (3.8) is constant in X and depends only on 
(3.10)
Using then the matching conditions gives the no-jump condition [∇u δ 0 · n] Γ and the first line of (3.5).
-Π δ 2 (x 1 , ·) is the solution of
Using a Stokes formula then for Π δ 2 and the matching conditions lead to the second line of (3.5). Moreover, it can be stated that N 0 is the size of the obstacle.
(b) Viscous model
Under this assumption, the boundary conditions for problem (3.8) and (3. 
With this DtN boundary operator, problem (3.9) can be truncated onΩ B , adding the condition
and we look for a periodic solution D ∈ H 1 (Ω B ). Then, condition (3.10) and the spectral decomposition of D lead to
We illustrate the function D for the inviscid model forΩ wall = ((0, 0.5 − 0.5ρ) ∪ (0.5 + 0.5ρ, 1)) × (−H, 0), where H is the relative thickness of the obstacle, and the constant D ∞ for both the inviscid and viscous models for the same geometry as functions of the porosity ρ in figures 6 and 7. For this, we use a finite-element discretization for B = 2 and truncate DtN operators with eight modes. We could replace the DtN boundary conditions by those of Neumann type (corresponding to a DtN condition with 0 modes) but at the cost of taking a larger bigger value of B and increasing computational costs. For the inviscid case, it is visible that the function D − X 2 vary mostly inside and in the neighbourhood of the holes and that the limit values ±D ∞ in (3.10) are rapidly attained. Figure 7a shows then that the blockage coefficient D ∞ is in fact a decreasing function of the porosity ρ. Moreover, this coefficient behaves asymptotically like 1/ρ as ρ → 0. In particular, it diverges to infinity and the jump corrector (3.4) becomes less and less negligible, which corresponds, however, to a non-physical behaviour. For the viscous model, it is observed that the real part of the blockage coefficient D ∞ is an increasing function of the porosity ρ for ρ < 4ζ and becomes negative for ρ small enough. It is also observed that the imaginary part of D ∞ is an decreasing function of the porosity ρ for ρ > 2ζ . Moreover for ρ > 5ζ , it behaves like ζ /ρ 2 .
The endpoint of the periodic layer and corner conditions
In the previous section, we derived an effective description for the macroscopic part extended to the limit interface Γ of the microstructured layer through the description of transmission conditions (3.4). In these transmission conditions, the termination of the microstructured layer are not considered. Therefore, one can ask if these transmission conditions are still valid when approaching these endpoints x To expose this effective behaviour of a macroscopic solution, it is expanded in powers of δ π/Θ , where Θ is the opening angle of the endpoints. This becomes
where the dependence of the terms u δ n,q on δ may be logarithmic (i.e. in ln δ) caused by a possibly logarithmic singularity coming from the near-field part of the solution.
Remark 4.1. The fact that the macroscopic part of the solution u δ n,q in the expansion (2.3) might not belong to the finite energy space H 1 (Ω) might appear unphysical, since the solution u δ of (P 0 ) belongs to the finite energy space H 1 (Ω δ ). Nevertheless, this expansion is not uniformly valid in Ω, and close to a √ δ-vicinity of the limit interface the solution is represented with additional boundary layer terms and close the endpoints with the near-field expansion.
For each macroscopic term u δ n,q , there exists a singular function called stress intensity factor s δ n,q such that the difference u δ n,q − s δ n,q ∈ H 1 (Ω\Γ ). The notion of stress intensity factors have been introduced by the mechanical engineering community for corners and cracks (e.g. [33] [34] [35] ). The reason for the existence of the stress intensity factors for microstructured interfaces are twofold.
(i) Owing to the transmission conditions (3.4) with a source term depending on the limit solution, we obtain a singular behaviour for the first corrector close to the endpoints, which is automatically consistent when the matching with the near field. Numerical precomputations in a neighbourhood of the endpoints of the periodic layer are not necessary. This point will be more deeply studied in §4a. (ii) In addition, higher-order correctors exhibit a singular behaviour that is not caused by the source term in the transmission condition, and comes from the matching to the near field. For this, we need to pre-compute singular functions S ± and singularity factors L (S ± ) in a neighbourhood of the endpoints of the periodic layer. This point will be discussed more in detail in §4b.
In general, a part of the singularity is correctly obtained studying the behaviour due to the source terms in the transmission conditions and a part is not correctly obtained and one needs to study the matching with the near-field and pre-compute singularity functions and factors. The stress intensity factors and their nature depend on the shape of singularity functions in the two conical domains containing an infinite periodic layerΩ ± (figure 5b). To define the problem for the singular functions, one has to scale around one corner with respect to δ to obtain the domain Ω ± , take an appropriate ansatz and plug this ansatz in the rescaled problem.
To obtain these functions, in general, the solution of a near-field problem has to be computed ( §4b), but sometimes they can be computed analytically ( §4a), using the transmission conditions that were established in the previous section.
(a) Singular behaviour due to source terms in the transmission conditions
In this section, we are interested in the singular behaviour of the macroscopic solution close to the endpoints of the interface Γ for the inviscid model. For this, we consider the boundary value problem
in the infinite cones (figure 8)
The semi-infinite straight interfaces Γ ± are tangent to Γ at its endpoints x ± O . We consider 
in (4.2) and it can be noted that, since Θ > π, the Bessel function J π/Θ−1 (k 0 r ± ) blows up when r ± → 0. Here, there exists a particular solution φ ± 1 of (4.2) under the form
with a function ψ ± 1 (θ ± ) that can be computed analytically following [21, Appendix C]: there exist two real constants w ± 1,+ and w
To obtain the singular behaviour of u δ 0,1 close to the corner x ± O , we extract from u δ 0,0 the contribution corresponding to the Bessel function J π/Θ (k 0 r ± )
where 6) where r ± has to be chosen small enough, such that the arc centred at x ± O and of radius r ± is included in Ω. In this case, the quantity ± (u δ 0,0 ) is independent of r ± . Then, the singular behaviour of u δ 0,1 is given in terms of the stress intensity factor s δ 0,1 by (2.6). 
(b) Singular behaviour coming from the matching with the near field
In this section, we are going to introduce the singular factors L (S ± ) in their implication into the stress intensity factor of u δ 2,0 . To obtain these singular factors, one has to compute a particular nearfield function (also called singular function) S ± in a stretched multi-perforated domain around one endpoint (figure 5b) that is a solution of the Laplace equation with a prescribed behaviour at infinity away from the perforations, i.e. for radial coordinate R → ∞ and for θ ± different from the angle of the interface.
(i) Inviscid model
We are looking for S ± that solves the system
so that the near-field function U δ 1,0 is a multiple of S ± , with a constant depending on u δ 0,0 . We can see that the equation and the boundary conditions that we have to consider are just the principal symbol of the Helmholtz equation and the Neumann boundary conditions of (P 0 ). Such a problem has been studied by Sergei Nazarov in the case of a periodic boundary with Dirichlet boundary conditions [23] and with Neumann boundary conditions [24] for a general linear differential operator and has been studied by the authors [19, 21] for transmission problems. The solution of these problems relies on the use of Mellin transform [36] , as well as on the extension [19, 23] of the Kondrat'ev theory [22] .
The standard variational space to solve problem (4.8) in the case of the Laplace equation is 9) which, equipped with the norm
is a Hilbert space. However, it is clear that with the requested condition towards infinity (4.8) 3 , the singular enhancement function S ± cannot belong to V ± (Ω ± ). Therefore, we shall decompose it into a particular function S ± -the so-called asymptotic block-that has this prescribed behaviour towards infinity, and its remainder R ± (X) = S ± (X) − S ± (X)χ (R/2) that belongs to V ± (Ω ± ), where χ is a smooth cut-off function such that
To write the asymptotic block S ± , one starts from the limit behaviour R π/Θ cos((π/Θ)(θ ± − Θ ± 0 )) and multiplies it by the smooth cut-off function χ (X 2 ) to take into account the presence of the infinite periodic layer. Then, we go back and forth between the radial behaviour of S ± and its behaviour close to the infinite periodic layer. More precisely, the R λ radial behaviour gives a X λ 1 behaviour in a vicinity of the multi-perforated layer, that gives a R λ−1 radial behaviour, that gives a X λ−1 1 behaviour in a vicinity of the multi-perforated layer, and so on. This procedure is similar to the iterative matching between the macroscopic part of the solution and its periodic layer corrector in §3. Therefore, if Θ > π, the radial part of the asymptotic block S ± can be written towards infinity as 12) where the function ψ 1 in (4.12) is the same as the function defined in (4.4). Neglecting the term in O(R π Θ −2 ), the remainder R ± satisfies problem
It has been proved in [21, Appendix B] that this problem is well posed and admits a unique solution in V ± (Ω ± ). It can then be shown that the leading part of this remainder towards infinity is the same as the leading part of the same problem written in the conical domain K ± instead of the domainΩ ± , i.e. there exists a constant L (S ± ), called the singular coefficient, independent of the choice of the truncating function such that
Using then the matching between the far field and the near-field part of the solution, and introducing the function φ
the stress intensity factor s δ 2,0 of the macroscopic term u δ 2,0 can be expressed by (2.7). Note that the function φ ± 2 is an homogeneous solution of (4.2).
Remark 4.2.
More generally, a higher order macroscopic term has a singular behaviour as a linear combination of canonical stress intensity factors y k,± (r ± )ψ k,± (θ ± ) that are solution of (4.2) with source terms that are products of a functional of lower order macroscopic terms and a related singularity factor. These functionals are obtained by projecting the macroscopic terms of lower order on their regular part. For example, ± (u δ 0,0 ) in (2.7) is given by relation (4.6).
(ii) Viscous model For the viscous model, the main difference is that the boundary conditions in (4.8) are replaced by normalized Wentzell boundary conditions that are given by However, these boundary conditions do not change the nature of the leading behaviour of S ± towards infinity, nor the leading behaviour of the variational remainder R ± given by (4.14). Only the boundary conditions (4.13) of R ± are replaced by
(iii) Computation of the singular functions S ±
The problem (4.13) can be solved numerically on a truncated near-field domainΩ
for given R e ≥ 2 using an approximate Robin boundary conditions 16) that takes the behaviour of R ± for R e → ∞ given by (4.14) into account. Here, Γ − R e is the artificial boundary is given by Γ − R e = {(R e cos θ − , R e sin θ − ), θ − ∈ (π − Θ, π )} and the artificial boundary Γ + R e is defined similarly. Additionally, for these artificial boundaries we choose R e such that Γ ± R e ⊂Ω ± , i.e. they do not intersect any hole. Using again the behaviour of R ± for R e → ∞ given by (4.14), we have
Computations of L (S ± ) are illustrated again forΩ wall = ((0, 0.5 − 0.5ρ) ∪ (0.5 + 0.5ρ, 1)) × (−H, 0) with H = 0.6. In figure 9a , the singular factor L (S ± ) is plotted with respect to the characteristic size ρ of the obstacle for the truncation radius R e = 30.5. In figure 9b , the singular factor L (S ± ) is plotted with respect to the characteristic truncating radius R e of the nearfield domain for the porosity ρ = 0.3. Contrarily to the computation of the blockage coefficient D ∞ which exponentially converges with respect to the characteristic domain size B (e.g. [37] ), the convergence rate of the singular enhancement coefficient L (S ± ) is only polynomial. More precisely, the first ignored term in (4.14) is of order R min(π/Θ−2,−2π/Θ) which gives an error of order R min(2π/Θ−2,−π/Θ) in (4.17) . Using at least two different computations (e.g. for R e = 30.5 and R e = 35.5) and an extrapolation one can improve the accuracy of the coefficient.
Case of the three scale Helmholtz problem
For the inviscid problem, it was shown in §2 that the limit term u δ 0,0 is trivial and for practical situations we do not obtain low error levels for the limit solution. The correctors that were introduced in § §3 and 4 depend on coefficients that are functions of the relative porosity ρ, and one can expect these coefficients to blow as ρ → 0 (e.g. figure 7 ). In this section, the canonical obstacleΩ wall is also depending on δ, more precisely the relative opening η(δ)/δ and the relative height h(δ)/δ are of the same order and asymptotically decreasing to 0, i.e. there exists H > 0 such that h(δ) = Hη(δ) and η(δ) = o(δ). Therefore, the domainΩ andΩ ± depend on δ and degenerate to domains described in figure 10a,c. Starting from the ansatz
and following §3, one has to take into account an homogeneous Laplace problem on two semiinfinite strips with transmission conditions coming from a singular periodic corrector Π s that is the solution of
where X s is the limit of the opening for η(δ) → 0 (indicated by the black point in figure 10a ). This singular periodic corrector has a linear behaviour for X 2 → ±∞, and a logarithmic behaviour for towards |X − X s | → 0. The linear behaviour towards X 2 → ±∞ is linked through the resolution of a Laplace problem in an unbounded domain centring around one hole (figure 10b) that is obtained by introducing the fast variable Y = x/η(δ) and for δ → 0. Then matching with the far-field gives the following transmission conditions:
and the nature of the limit operator B Γ depends on the asymptotic behaviour of δ ln η(δ), as it was already studied in [16] and used in [38] . For the non-trivial case, i.e. when δ ln η(δ) is a constant Z < 0 independent of δ, condition (3.2) still holds, but the operator B Γ becomes
Computation of the macroscopic solution
This section is dedicated to the computation of each macroscopic term u δ n,q of expansion (2.3). Each term is a solution of (2.4) with a right-hand side detailed in § §2-4. One important point to notice is that, as was already explained in §2, the computational effort of each macroscopic term is independent of the parameter δ. Obviously, this is the case since the linear differential operators involved in these equations as well as the computational domain are independent of δ.
In the following, the different macroscopic terms of the expansion are computed ( §6a) and a finite sum of the expansion is compared with a reference solution computed by resolving all the of the many holes of the microstructured interface ( §6b) for a particular example coming from the study of a wave propagation in a waveguide containing a multi-perforated duct [2] .
(a) Computation of the macroscopic term of the expansion For the presented numerical simulations, the C++ Finite Element Library Concepts [39, 40] has been used. The macroscopic terms are computed on a quadrilateral mesh generated using GMSH [41] and classical finite-element methods [42] . This mesh is refined close to the corners and resolves the limit interface Γ with curved cells ( figure 11b and [43] ). In particular, the interface Γ is refined close to the endpoints. In addition, for given r 0 = 0.1, this mesh also resolves arcs centred at x ± O and of radius r 0 .
(i) Computation of the limit solution
The limit solution is solution of a classical inviscid Helmholtz problem (2.4) with s δ 0,0 = 0, for both the inviscid and viscous models, and is resolved numerically with polynomial basis functions of degree 7 on the mesh shown in figure 11b . From the resolution of this limit problem, we compute the values ± (u δ 0,0 ) on the two arcs of radius r 0 using (4.6) that will be used for the determination of the stress intensity factors of the upcoming terms.
(ii) Computation of the corrector u δ
0,1
The regular partũ δ 0,1 of the corrector u δ 0,1 solves (2.4) for n = 0, q = 1, where the Dirichlet and Neumann jumps are given by (2.5) and the stress intensity factor by (2.6). Close to the corner x ± O , the stress intensity factor s δ 0,1 is up to a multiplicative constant the function φ ± 1 introduced in §4a. The choice of the cut-off function χ ± 1 in (2.6) ensures that ∇(φ ± 1 χ ± ) · n = χ ± ∇φ ± 1 · n and so ∇s δ 0,1 = 0 for the inviscid model. Moreover, introducing for a linear operator A the commutator operator [A, χ ± ] = Aχ ± − χ ± A which will be compactly supported in the support of ∇χ ± , and using that φ 1 ± is solution of (4.2), the right-hand side of (2.4a) simplifies to
Furthermore, the right-hand sides of (2.4b,c) simplifies to 2D ∞ ∇ũ δ 0,0 · n Γ ∈ H 1/2 (Γ ) and For the non-zero Dirichlet jump ofũ δ 0,1 , we use finite elements that are discontinuous over the interface Γ and a mixed formulation. On the other hand, the Neumann jump ofũ δ 0,1 appears naturally in the variational formulation for (2.4).
(iii) Computation of the corrector u δ
2,0
The regular partũ δ 2,0 of the corrector u δ 2,0 solves (2.4) for n = 2, q = 0 with no-jump conditions, i.e. h δ 2,0 = j δ 2,0 = 0, as for the limit solution u δ 0,0 . But, contrarily to the resolution of the limit solution, u δ 2,0 admits a prescribed stress intensity factor that was defined in (2.7). As the function φ ± 2 was constructed to satisfy the homogeneous Helmholtz equation, the right-hand side of (2.4a) simplifies to
Besides that we obtain a finite-element approximation ofũ δ 2,0 is exactly as for the limit solution.
(b) Numerical experiments
We compare the numerically obtained macroscopic solution representation with a discrete solution of the original problem, in which all the holes of the perforated plates are resolved (figure 11a), which we take as the reference solution. In the numerical experiments, we study a wave-guide connected to a chamber by a thin multiperforated wall Ω δ wall that is a thin plate of length 1 (i.e. L = 0.5) of thickness width h(δ) containing 1/δ ∈ N holes that are periodically spaced. The holes are of rectangular shape of width η(ρ) = ρδ (see figure 5a for the associated periodicity cell and figure 5b for the near-field domain related to left endpoint x − O ). For the wave-guide, the angle at the endpoints takes the value Θ = 3π/2. The width of the chamber and of the wave-guide are both equal to W = 0.5, the length of the wave-guide is L = 2.5 and the wavenumber in (P 0 ) is k 0 = 5π . The reference solution resolving all the holes is illustrated in figure 12 together with the limit solution, the first-order corrector and the first-order reconstructed solution. and h(δ) = 0.002 as a function of the porosity ρ. The approximations within the two-scale asymptotic expansions with up to three terms show an error reduction for porosities ρ ≥ 0.2, whereas the limit solution of the three-scale asymptotic shows low error levels for ρ ≤ 0.3. (Online version in colour.) with distance larger than 0.25 to the limit interface Γ . The numerically computed error converge like δ, δ 4/3 and δ 2 , respectively, i.e. at the same order in δ as the first neglected term as it is expected by the estimate (2.8) . For the viscous model, the results are similar as shown in figure 15a . As the macroscopic error is evaluated away from a fixed vicinity of the corner similar results are expected in H 1 .
(ii) Study of the robustness of the modelling error
The error estimate (2.8) is asymptotically for δ → 0 and incorporates a constant that depends on the canonical hole domainΩ wall , in particular porosity ρ of the thin multi-perforated plate. As it was already shown in figures 7 and 9a, this constant could possibly degenerate as ρ → 0. We study the robustness of the modelling error for δ = For the inviscid model, the relative L 2 error in Ω 0.25 are shown for three approximations within the two-scale asymptotics and for the limit model of the three-scale strategy ( figure 14) . We observe that the accuracy of approximate models within the two-scale asymptotics increase when increasing their order if the porosity ρ of the multi-perforated wall is not too small. A contrario, if the ρ is small enough, the correctors degrade the obtained error. At these low porosities, the results indicate clearly a superiority of the three-scale strategy, whereas for larger porosities the three-scale limit solution shows only the error levels of the trivial two-scale limit. For the viscous model, the numerically computed L 2 errors in Ω 0.25 for two approximations within the two-scale asymptotics shows similar results in dependence of the porosity (figure 15b).
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