In 1986, during the problem session at the West Coast Number Theory Conference, the second author stated the following: Conjecture 1. Let n be an integer 2, and let fx = 1 + x + x 2 + + x n . Then f 0 x is irreducible over the rationals.
He noted then that the conjecture is true if n = p , 1 2 o r i f n = p r where p is a prime and r a positive i n teger. Calculations showed the conjecture also held for n 100.
Recently, in a study of more general polynomials, the rst author 2 obtained further irreducibility results for fx; in particular, he established irreducibility in the case that n + 1 is a squarefree number 3 and in the case that n = 2 p , 1 where p is prime.
The third author independently observed that f k x is Eisenstein if n = p,1 for every integer k 2 1; n , 1 and, based on some further computations, conjectured: Conjecture 2. Let n and k be integers with n 2 and 1 k n , 1 , and let fx = 1 + x + x 2 + + x n . Then f k x is irreducible over the rationals. In 1991, again during the problem session at the West Coast Number Theory Conference, Je Lagarias mentioned a class of polynomials associated with some work of Eugene Gutkin 5 concerning billiards. Eugene Gutkin was interested in showing that the polynomials had no roots in common other than from obvious cyclotomic factors. As a consequence, Je Lagarias made the following conjecture attributed to Eugene Gutkin: Conjecture 3. Let n be an integer 4, and let px = n , 1x n+1 , 1 , n + 1x n , x:
Then px is x,1 3 times an irreducible polynomial if n is even and px is x,1 3 x+ 1 times an irreducible polynomial if n is odd.
In this paper, we explain some approaches to these three conjectures. The connection between Conjectures 3 and the two previous conjectures is more transparent if one observes that in Conjecture 1 we h a v e f x = x n +1 , 1=x , 1 so that f 0 x = nx n+1 , n + 1 x n + 1 x , 1 2 
:
Higher derivatives of fx as in Conjecture 2 take a similar form. We are able to show that Conjectures 1 and 3 hold for almost all n and that Conjecture 2 holds for most choices of n and k. More precisely, w e establish each of the following theorems. positive i n tegers n t, the polynomial px = n , 1x n+1 , 1 , n + 1x n , x;
is such that px is x , 1 3 times an irreducible polynomial if n is even and px is x , 1 3 x + 1 times an irreducible polynomial if n is odd. In Theorem 2, our arguments give Ot log log t= log t in place of ot. We w ould be interested in an upper bound of the type Ot for some 2 0; 1 that is independent o f k . Our arguments suggest that such a exists, but we h a v e been unable to establish this.
The rest of the paper is organized as follows. In the next section, we give a proof of Theorem 3. The proofs of the remaining theorems above that we will present here rely on the location of the p-adic zeroes of the polynomials. Section 3 establishes some preliminary results based on these zeroes. As noted at the end of that section, these preliminary results can be extended to handle certain other classes of polynomials where almost all polynomials in the class have one non-cyclotomic irreducible factor. In the remaining sections of the paper, we give proofs of each of the remaining theorems based on these preliminary results.
Acknowledgment: The authors express their gratitude to Andrzej Schinzel who encouraged the rst three authors to correspond with one another in matters related to this research. They also express their gratitude to Charles Nicol for early remarks concerning this work. It su ces now to show that if k is su ciently large, then the polynomial F k x is irreducible.
For a prime p and an integer a, w e de ne a = p a = e where p e jja. We de ne the Newton polygon of a polynomial Fx = P n j =0 a j x j as the lower convex hull of the points j; a j cf. 3 , 6 , 15 . We consider the Newton polygon of a polynomial Fx. Let the lattice points along the edges be x 0 ; y 0 ; x 1 ; y 1 ; : : : ; x s ; y s with 0 = x 0 x 1 x s = deg Fx. Then the degree of any irreducible factor of Fx o v er Z x must be some sum of the di erences x 1 ,x 0 ; x 2 , x 1 ; : : : ; x s , x s , 1 . In other words, if r is the degree of an irreducible factor of Fx, then there are integers j 1 ; : : : ; j t with 1 j 1 j 2 j t s such that r = P t i=1 x j i , x j i ,1 .
The next result is due to Sylvester 13 and was rst used to obtain irreducibility results by I . S c h ur 12 . It is a generalization of Bertrand's postulate that for every integer m 1, there is a prime in the interval m; 2m take k = m. Lemma 1. Let m and k be positive i n tegers with m k. Then there is a prime p k + 1 which divides one of the numbers m + 1 ; m + 2 ; : : : ; m + k . W e will also use an e ective v ersion of Thue's theorem it follows with a little modication from Theorem 4.1 in 1 ; also see 11 .
Lemma 2. Let a, b, and d be integers with d 6 = 0 . Let q be a positive i n teger 3. Then there are nitely many i n teger pairs x; y for which ax q , by q = d. Furthermore, these pairs can e ectively be determined.
The following is a combinatorial lemma and follows directly from 5.26 of 4 .
Lemma 3. Let m and k be positive i n tegers. Let F k x be as in the theorem. Then
Fix a positive i n teger m. By the comments at the beginning of this section, we m a y suppose that m 3 and do so. If F k x is reducible, then it has a factor with degree in the interval 1; m = 2 . It su ces therefore to show that for each`2 1; m = 2 , there are only nitely many k for which F k x has a factor of degree`. Fix an integer`2 1; m = 2 , and suppose F k x has a factor gx i n Z x of degree`. De ne q = m in the case that`= 1 .
Otherwise, de ne q as the largest prime divisor of mm,1 m , +1. Since m,``, we deduce from Lemma 1 that q `+ 1 . Observe that our choice of q guarantees that q 3. Let t 2 f 0 ; 1 ; : : : ; , 1 We n o w make use of Lemma 3. We consider any prime p m dividing k + m , t + 1 , and let r be the positive i n teger such that p r exactly divides k + m , t + 1. Observe that since t `, 1 m=2 , 1, we h a v e k + m , t + 1 6 = k + t + 1 , s o w e are in a di erent situation than the above. We use an argument similar to the above to show that q divides r in this situation as well. exactly divides k + 1 for some non-negative i n teger e, then the Newton polygon of F k x with respect to 3 consists of a line segment with endpoints 0; 3e + 1 and 3; 0. This segment contains no lattice points other than the endpoints. Hence, F k x is irreducible. An analogous argument w orks when 3 3e+2 exactly divides k + 4 b y considering F k x + 1 rather than F k x. It follows then that a and b must be divisors of 12.
Our next two lemmas appear in 7 , Theorem 5 on page 220 and Theorem 6 on page 225. We will want uv 6 = 0 . Integer solutions to these correspond to integer solutions to u Here, we are interested in solutions of 2u W e deduce from i, ii, and iii that we only need consider the three possibilities k+ 1 = 1 , k +1 = 3, and k+1 = 125. One checks the latter two directly to see that F k x is irreducible. We are not allowing k = 0 so the rst possibility does not really arise. This completes the proof of Theorem 5.
Preliminary Results
For p a prime, we let j j p represent the p-adic norm on Q and let Q p denote the completion of the rationals with respect to this norm. We denote by p a the value of , log jaj p = log p where we i n terpret p 0 as 1. Both j j p and p extend in a natural way to the algebraic closure of Q p . W e drop the subscripts when using p when it is clear what the prime p under consideration is. We make use of the Newton polygon of a polynomial fx = P n j =0 a j x j with coe cients in some extension of Q p ; as in the previous section, this Newton polygon is de ned as the lower convex hull of the points j; a j . Throughout the remainder of this paper, we w ork in an algebraic closure of Q p unless noted otherwise or unless it is clear from the context that we are working in C . As references, we mention the books of Gouvea 3 , Koblitz 6 , and Weis 15 .
A lemma we will make use of throughout the remainder of the paper is the following. The conclusions of the proposition, however, hold even if any of these sums is taken over the roots counted to their multiplicities. The same proof below, word for word, can be used to establish this. Proof. First, we observe that each o f A , B , C , and D is rational; this follows as each i s a symmetric function of the roots of either gx o r h x both of which contain rational coe cients. Note that the rational values of A, B, C, and D depend only on the coe cients of gx and hx. It follows that these values are independent of whether we view the roots of gx and the roots of hx as complex numbers or as lying in an algebraic closure of Q p .
We begin by determining information about the p-adic location of the zeroes of wx. Let be an m 0 th root of unity di erent from 1. We determine next the Newton polygon of fx = w x + . Write fx = P n +1 j=0 b j x j and observe that b 0 = f0 = w. We deduce that the left-most endpoint of the Newton polygon of fx i s 0 ; w = 0; . Also, the conditions in the lemma imply that there is a vx 2 Z x for which wx = a x m + r , x r + p v x where a = a n+1 . Note that p -a. It Furthermore, this last inequality holds also for u = 0 provided j is restricted to r j p .
W e deduce that b p u = , u for 1 u `and that b j `, u for p u j p u +1 and 0 u `, 1. Also, b j 0 for p` j n + 1 . It follows that the Newton polygon of fx has left-most edges joining the points 0; and p u ; , u for 1 u `. It is easy to see that the right-most edge is the segment with endpoints p`; 0 and n + 1 ; 0, but we will not need this fact. We use the classical connection between Newton polygons of a polynomial and the padic roots of the polynomial. We deduce that fx has exactly p roots with = 1 =p and, for each u 2 f 1 ; ; 2 ; : : : ; , 1 g , exactly p u+1 , p u roots with = 1 = p u +1 , p u .
We view these roots as forming`sets, each set containing roots with equal -values. Note that since p -m 0 , p does not ramify in Q p . We deduce that the roots in any one set are distinct roots of the same irreducible factor of fx o v er Q p .
Observe that is a root of wx if and only if , is a root of fx. If we view the roots of fx in the form , and consider the`sets of roots formed as above, we see that wx has` clusters" around of roots with the property that if and 0 belong to the same cluster, then , = 0 , 0. Furthermore, the roots in any one of these clusters are distinct roots of the same irreducible factor of wx o v er Q p and, hence, of the same irreducible factor of wx o v er Q. In other words, if one root from a cluster is a root of gx or hx, then all the roots from that cluster are roots of gx or hx, respectively. Lemma 6 implies that 0 , = 0 . Since , 0 and = 0 , w e also deduce = 0. We therefore obtain a contradiction, and we can conclude that the m 0 , 1 c lusters consist of distinct roots.
The total number of roots in these m 0 , 1 `clusters is m 0 , 1 p`. Since wx has m + r = m 0 p`+ r roots, we h a v e y et to account for p`+ r roots of wx. By considering the Newton polygon of wx and using the condition wx ax m , 1x r mod p`, we deduce that wx has exactly r roots with the property that 0. Note that the other roots of wx necessarily satisfy = 0. In a manner similar to the above but easier, we deduce that each of the r roots around 0 does not belong to any of the above clusters of roots. These r roots around 0 form a cluster as before except that we cannot in general deduce that these roots necessarily are roots of the same irreducible factor of wx over Q p or over Q. The condition gcd`; r = 1 in ii implies that the left-most edge of the Newton polygon of wx contains only the lattice points at its endpoints, namely 0; and r; 0. Since p does not ramify in Q p , we deduce that in this case the cluster of r roots around 0 are distinct roots of a single irreducible factor of wx o v er Q p .
We show n o w that the remaining p`roots of wx form a cluster of roots around 1. The argument for roots around 1 is analogous to the case for above just set = 1 except that we cannot obtain here that b 0 = w 1 =`. On the other hand, the condition wx ax m , 1x r mod p` implies b 0 = w 1 `. The argument proceeds as before, and we deduce that there are p`roots of wx with the property that ,1 0 we could say more, but this is all we will need. As before, it is easy to argue that these pr oots around 1 are distinct from the roots of wx belonging to other clusters. We cannot, however, deduce that these roots are distinct or that they are roots of the same irreducible factor of wx o v er Q p or over Q.
We n o w apply the information we h a v e established about the location of the zeroes of wx. We consider the case that r = 0 . Then there are no roots in the cluster described above around 0. It follows that the roots of gx consist of complete clusters around for some choices of 6 = 1 together with possibly some of the p`roots around 1; likewise for hx. If C 1 ; C 2 ; : : : ; C s denote the clusters around 6 = 1 which contain roots of gx and C 0 denotes the roots in the cluster around 1 that are roots of gx, then we deduce that Following along lines similar to our argument that C 0, we deduce that A 0. An analogous argument gives B 0.
For ii, we h a v e shown that the cluster of r roots around 0 are roots of a single irreducible factor of wx o v er Q p . Hence, these r roots are either roots of gx or roots of hx. Suppose the cluster of roots around 0 are roots of hx. Then each r o o t of gx belongs to a cluster around a root of unity so that the arguments above give A 0 and C 0. Since p -a n+1 , the leading coe cient o f h x is not divisible by p and we deduce that h0 = P h =0 . Since hx has roots from the cluster of roots around 0, we obtain h0 0 so that pjh0. If j=0 a j x j 2 Z x with a n+1 6 = 0 . Suppose wx is a reciprocal polynomial so that wx = x n+1 w1=x. Let p be an odd prime such that pjn , 1, pja n+1 , and p -a n . Write n , 1 = p`m 0 where p m 0 = 0 . Suppose that wx a n x n,1 , 1x mod p` and that, for each 6 = 1 such that m There is a variety of results analogous to the propositions in this section that can be established by similar means. Note that in Proposition 1 we dealt with a sum C of terms of the form 1 , whereas the remaining propositions dealt with a sum C 0 involving terms of the form 1 , 2 . As will be evident later, C is of value in establishing Theorem 1 as the term 1 , is 0 when is one of the cyclotomic roots of nx n+1 , n + 1 x n + 1 i.e., in dealing with certain classes of polynomials for which the cyclotomic roots are known to be roots of x k ,1. The proofs presented in the following sections will help illustrate applications of such propositions to the irreducibility of the non-cyclotomic parts of polynomials of a given form. 4 . A P r oof of Theorem 1 Let n 2. We wish to show that nx n+1 , n + 1 x n + 1 is x , 1 2 times an irreducible polynomial in Z x . It su ces to show the same for the reciprocal of nx n+1 ,n+ 1 x n + 1 , and for this purpose we de ne wx = x n +1 , n + 1 x + n . W e consider n 2 and wx = gxhx where gx and hx are in Z x , deg gx 1, deg hx 1, and g1 6 = 0 . Note that deg gx 1 is possible since the product of the roots of wx i s n so that wx has a root di erent from 1. Since wx is monic, we m a y suppose that each of gx and hx are monic and do so. Our goal is to show hx = x , 1 2 .
We make use of A and B of Proposition 1 but not of C and D. If i s a r o o t o f g x , then and g0= are algebraic integers. Also, if i s a r o o t o f h x , then and h0= are algebraic integers. Since g0h0 = n, w e deduce that nAB is a rational integer. We will see momentarily that if B = 0, then hx = x , 1 2 . In addition, we show that if B 6 = 0, then upper and lower bounds on the value of njABj can be obtained which are inconsistent for all but Ot 1=3+" positive i n tegers n t. The proof of Theorem 1 will then be complete.
Since x n+1 ,1=x,1 has distinct roots on the unit circle and since the derivative o f a polynomial has roots inside the convex hull of the roots of the polynomial cf. 9, Problem 31 on page 108 , the roots of nx n+1 , n + 1 x n + 1 = x , 1 2 have absolute value 1. It is clear that 1 is a root of wx with multiplicity 2. It follows that the remaining roots of wx h a v e absolute value 1. Observe that w 0 x only has cyclotomic roots. It follows that the n , 1 is a factor of hx. The comments above imply that each o f g x and hx m ust have a root with absolute value 1. Furthermore, the absolute value of the product of the roots of either of these polynomials exceeds 1. Thus, g0 and h0 each has absolute value 1. Note that g0 and h0 must be relatively prime since a common divisor p would divide both g0h0 = n and the coe cient o f x in the product gxhx, namely n + 1, which is clearly impossible.
We apply Proposition 1 with m = n and r = 1 . W e consider rst a prime divisor p of h0. Note then that pjm and p -g0. We let`and m 0 be de ned as in the proposition.
Since n 0 mod p`, we obtain wx , x n ,1
x mod p`. Suppose m 0 = 1 and 6 = 1 . Then n = 1 so that w = n 1 , . Since where we h a v e used here that the roots of wx other than 1 are distinct and that the summand above is 0 when = 1 so that we can consider the sum above a s a s u m o v er roots of wx with each root appearing to its multiplicity. Since pjn, w e h a v e n + 1 =n 0.
Since A 0, we obtain B 6 = 0 . T h us, we can deduce that if B = 0, then hx = x , 1 2 . Now, suppose B 6 = 0 . Since g1 6 = 0 , w e still have that g0 has absolute value 1.
If we repeat the argument in the previous paragraph but this time considering a prime p dividing g0 so that the roles of gx and hx and the roles of A and B are switched, we obtain A 6 = 0. In addition, we see that for each prime divisor p of n so p divides h0 or g0, these arguments give from Proposition 1 ii that either A 0 o r B 0.
We deduce that at least one of the rational integers g0A and h0B is a multiple of p. Thus We apply Proposition 1 with m = n + 1 and r = 0 . Thus, p is a prime divisor of m.
Again, we let`and m 0 be de ned as in the proposition. Since n , 1 mod p`, we obtain wx x n+1 , 1 mod p`. If m 0 = 1, then n+1 = 1 so that w = n + 11 , . If also 6 = 1, then 1 , = 0 and we obtain w = n + 1 = . T h us, we can apply Proposition 1 i. We obtain A 0 and B 0. Therefore, each of the rational integers g0A and h0B i s a m ultiple of p. It easily follows that the integer nAB is divisible by p 2 , and we obtain 1. To obtain an upper bound for njABj, w e use the following result about the complex zeroes of wx.
Lemma 7. If n 2 and re i with r; 2 R is a root of wx = x n +1 ,n+ 1 x + n , then jr , 1j 5=n log n.
The result is essentially contained in 2 and 8 . It can be established by observing w = 0 implies j n+1 j j n + 1 , n j 2n + 1 j j so that j j 2n + 1 1 =n = exp log2n + 1 n 1 + 2 log2n + 1 n 1 + 5 log n n :
Observe that since the roots of wx other than 1 have absolute value 1, Lemma 7 implies that for all integers n 2, if re i 6 = 1 is a root of wx, then 0 r , 1 5=n log n.
Next, we show that 2 jAj 10 log n and jBj 10 log n:
Using to denote the conjugate of , w e can rearrange the terms in the de nition of A to obtain A = The rst inequality in 2 now follows. The second inequality is deduced in an analogous manner. log log t 2 x k+1 log p k+1 + x k+2 log p k+2 + + x s log p s log t: Let N denote the greatest integer 2 log t=log log t. Then the number of choices for x k+1 ; x k +2 ; : : : ; x s is bounded by the number of solutions to x k+1 + x k+2 + + x s N in positive i n tegers x k+1 ; x k +2 ; : : : ; x s .Equivalently, w e seek a bound on the number of solutions to y k+1 + y k+2 + + y s N , s , k in non-negative i n tegers y k+1 ; y k +2 ; : : : ; y s .Each such solution corresponds to a unique non-negative binary number consisting of N , 1 digits given by y k+1 ones, followed by 1 zero, followed by y k+2 ones, followed by 1 zero, and so on ending with y s ones. It follows that there are 2 N choices for x k+1 ; x k +2 ; : : : ; x s as above. Thus, the number of possibilities for the s positive i n tegers x 1 ; x 2 ; : : : ; x s is exp , 2 p log t log log t 2 2 log t=log log t exp 2 log t log log t
This is a bound on the number of n t for which Qn = m for some given squarefree m t . Letting m vary, the lemma follows.
A P r oof of Theorem 2
Let n denote a positive i n teger, and set fx = 1 + x + x 2 + + x n : Our goal is to show that for each positive i n teger k and for most n t, the polynomial f k x is irreducible. As in the previous section, we will make use of Proposition 1. The main di culty w e will encounter is in showing that the condition w =`is satis ed in Proposition 1. Indeed, already for k = 2, it is the case that in many instances w 6 = when the other conditions of Proposition 1 hold. Thus, it will become necessary to bound the number of times w 6 =`. For this purpose, we will introduce an auxiliary polynomial ux see the discussion after Lemma 14 that depends on k and r but not on n and which has the property that w 6 =`if and only if u 0. This allows us to obtain the bound we need on the number of times w 6 =`, and we proceed by applying Proposition 1 as in the previous section.
We begin with a lemma which is easily established by induction. The details of the proof are left to the reader. Lemma 9. Let k be a positive i n teger n , 1. Then
We also make use of Lemma 10. Let n and k be positive i n tegers with k n , 1. Then each r o o t o f f k x has absolute value 1.
Proof. Observe that the roots of fx are on the unit circle fz : jzj = 1 g and that fx has no repeated roots. As in Section 4, we use that the roots of the derivative of a polynomial in R x lie in the convex hull of the roots of the polynomial. It follows that all the derivatives of fx h a v e only roots with absolute value 1. Lemma 11. Let n and k be positive i n tegers with k n,1. Let j be an integer satisfying n , k + 1 j n + 1 . Since wx x m ,1x r mod p`, there is a polynomial vx i n Z x such that wx = x m , 1x r + p`vx. Setting x = where m 0 = 1 , w e deduce w `. We will not be able to prove in general that w =`, but instead we will show that typically this is the case. for which ux has no cyclotomic factors. We will use the following preliminary result. show that ,p , b = pG is impossible if b 2 Z and Gx 2 Z x . It will then follow that has at least one coe cient which can be expressed as a rational number possibly 0 with denominator not divisible by p plus a non-zero rational number with denominator divisible by p. This coe cient is clearly non-zero. It follows that 6 = 0, and we deduce that y 1 6 = 0. This is a contradiction. Hence, ux does not have a cyclotomic factor for k 15 For k 14, the polynomials ux w ere computed explicitly using Maple V Release 4 and it was determined that if k = 3 o r 5 k 14, then each ux has no cyclotomic factors. The lemma follows.
For each k 2, we ideally will want three of the polynomials ux, as r varies, to be free of cyclotomic divisors. Lemma 16 shows that such polynomials exist unless k = 2 or k = 4 . In the case k = 4, a simple computation veri es that ux has no cyclotomic divisors if r 2 f 1 ; 3 ; 4 g . F or k = 2 , w e will not have three such ux. In this case, ux has no cyclotomic divisors if r = 0 or if r = 2 . In the case r = 1 , w e h a v e u x = , x , 1 which has the cyclotomic factor x + 1. As a consequence, we will make a slightly di erent argument in the case k = 2 . Suppose now that ux is a polynomial as above h a ving no cyclotomic factors. We consider n t with t su ciently large. We also suppose that p z k with z su ciently large as in Lemma 14. For a positive i n teger d 1, we de ne Sd to be the set of primes p not dividing d for which there is a primitive dth root of unity such that u 0.
Observe that if m 0 ; p is a bad pair, then p 2 Sd for some d dividing m 0 . F urthermore, if p 2 Sd and is a primitive dth root of unity for which u 0, then for every positive i n teger m 00 , w e h a v e dm 00 = 1 so that dm 00 ; p is a bad pair. It is not di cult to see that every bad pair can be obtained in this manner; in other words, every bad pair is of the form dm 00 ; p where p 2 Sd and m 00 is a positive i n teger. Since we are only interested in bad pairs m 0 ; p with p`m 0 t for some positive i n teger`, w e only need to consider bad pairs dm 00 ; p that satisfy pdm 00 t. In other words, for a given d 1 and a given p 2 Sd, there are m 00 t=dp bad pairs dm 00 ; p for us to consider.
The fact that we are only interested in p z produces another restriction on the m 0 we are considering. This is apparent in the statement of Lemma 14. If we set " to be a positive n umber 1=c, then Lemma 14 implies there are no primes p in Sd whenever
We use Lemma 14 to estimate the number of p2Sd which are z to deduce that polynomials with integer coe cients each h a ving a root di erent from 1. We x m 2 f n , k + 1 ; n , k + 2 ; n , k + 3 g , and consider the notation of Proposition 1 so, in particular, pjm with the sums involving A, B, C, and D being taken over all roots to their multiplicities. Again, we suppose pjjm and p z k . W e use Lemma 19 to obtain that either both A and B are non-zero or both C and D are non-zero.
Suppose that AB 6 = 0. Since pjjm where m 2 f n , k + 1 ; n , k + 2 ; n , k + 3 g and since p z k , w e deduce that p Y 1ik n + 1 , i :
Since k 3, we h a v e r = n , m + 1 k , 2 0. We apply Proposition 1 ii, noting that = 1 . W e deduce that either A 0 o r B 0.
Analogous to the proof of Theorem 1, we consider a multiple of AB that lies in Z. Since n 6 2 T 0 , w e can express nn , 1 n , k + 1 as the product of two positive i n tegers n 1 and n 2 where n 1 i s a p o w erful number, n 1 k! k t
1=2
, n 2 is squarefree, and gcdn 1 ; n 2 = 1 . In the case that AB 6 = 0 w e deduce that We show next that this same inequality holds in the case that CD6 = 0 .
Suppose that CD6 = 0 . W e follow the above argument for the case AB 6 = 0 with the following changes. Both C and D are rational numbers by Proposition 1 and furthermore algebraic integers since gx and hx are monic. Hence, C and D and, hence, CDare in Z. Instead of the bound on j j for roots of wx obtained above, we use the weaker
