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A defining characteristic of these computations is that their data structures are not regular dense matrices and their data-access patterns are unknown until run time. In Fortran 77, irregular programs typically use index arrays (also called indirection arrays) to introduce a level of indirection in array accesses.
Although these problems are computationally expensive, and so would seem appropriate for parallel machines, their irregular and unpredictable run-time behavior makes this type of parallel program difficult to write and adversely affects run-time performance. Message-passing machines are poorly suited to support these programs directly for two reasons. First, most of these machines offer high-bandwidth, high-latency communication, which favors large, infrequent messages, not the short, frequent messages that result from irregular computations. Second, message-passing machines rarely support a shared address space. Irregular applications distribute complex data structures among processors' local address spaces, and hence, must provide mechanisms to name and access remote data. Shared-memory machines alleviate these problems, but introduce new ones. These machines typically use caches to reduce both memory latency and bandwidth requirements. A coherence protocol manages the caches and ensures that all processors see a consistent view of memory. However, when a machine's protocol does not match a program's sharing pattern, the protocol can cause excessive communication and overhead.
The CHAOS system is a well-proven library that supports irregular applications [9] and mitigates the problems of message-passing machines. CHAOS offers parallel data partitioners, a global address space for distributed arrays, and operations to move data between processors.
It greatly eases the task of programming irregular applications by hiding communication and buffer management and by providing a portable framework for programming these applications.
Previous research showed that CHAOS achieved good speedups on message-passing machines for irregular applications [9, 16, 24] . (all numbers on 32 processors). TSLI achieves speedups of 1.9, 20.3, and 17.2. XSM has speedups of 20.9, 23.1, and 20.9 . The bottom line is that CHAOS and XSM are roughly equivalent and both are better than TSIVI.
In general, we found a lot of similarity between the techniques necessary to achieve good performance for these three approaches.
This result should not be surprising since all three ran the same application code on the same hardware and, consequently, mapped the same program abstractions to the same hardware constraints.
We identified three crucial issues for achieving high performance on distributed memory machines.
. To improve the performance of the TSM code, we can implement a custom protocol to manage communication through arrays x and y. In addition, we can eliminate locks on array y with a reduction protocol ( Figure 5 ) that accumulates values for y locally, and reduces the entire array after execution of the inner loop. With this change, however, processors will still need to fault in array x. We can improve this implementation further by writing an update protocol that captures the sharing of blocks in array x during the first iteration and directly sends updates before the inner loop in subsequent iterations.
Falsafi et al. [10] discuss several flavors of custom update protocols.
Results
This section describes how we ran three irregular applications-unstructured, moldyn, and DSMCusing three alternative systems: CHAOS, transparent shared memory (TSM) on Tempest, and extensible shared memory (XSM) on Tempest.
For each application, it describes partitioning, mutual exclusion, and data transfer in the three systems. In Section 6, we discuss two other issues-address space and buffer management. Table 1 describes the input sets used for our three applications.
Unstructured
Unstructured is abstracted from a computational fluid dynamics application that uses an unstructured mesh to model a physical structure, such as an airplane wing or body.
The mesh is represented by nodes, edges that connect two nodes, and faces that connect three or four nodes. The mesh is static, so its connectivity does not change. The computation contains a series of loops that iterate over nodes, edges, and faces. Table 2 shows the CHAOS, TSM, and XSM execution times and speedups of the parallel phase of unstructured running on 32 processors. The first row contains the CHAOS timing and speedup.
The rest of the table details improvements achieved with TSM and XSM. The first column lists the optimizations, which are described and discussed in the body of the paper. The second column lists the stache block size, the third column reports the execution time on 32 processors, and the fourth column gives the speedup. Note, the unstructured times do not include preprocessing (inspector and partitioning), since some of these steps are not completely parallelized for the TSM and XSM versions. However, in CHAOS, they constitute less than 670 of the total time and can be amortized over the large number of iterations typical of production runs of this code.
Partitioning
The structure of the mesh, which is static but unknown until run time, determines interactions among processors.
The mesh is described by associating names with the nodes, edges, and faces. Unfortunately, these names usually do not reflect the mesh's structure. As a result, block or cyclic partitions can lead to excessive communication.
To rectify this, all three implementations (CHAOS, TSM, and XSM) partition the nodes using recursive coordinate bisection (RCB) [2] , which groups related nodes. Once the nodes have been grouped, a simple partitioning scheme suffices for the edges. An edge that connects two nodes in the same partition is assigned to that partition and an edge that crosses between partitions, known as a cut edge, is assigned to the partition with fewer edges. Faces are partitioned in a similar fashion.
The three implementations partition the data in the same way, but differ in how they use these partitions.
The CHAOS implementation changes the indirection arrays to reflect a node's new location and then assigns data to processors based on the partitioning.
Data in a single partition is assigned to one processor's local memory.
The TSM and XSM versions also change the indirection arrays, but instead of assigning a partition to a processor, these versions reorder the array so that data in the same partition is placed in contiguous addresses in shared memory. Once the data is partitioned, loops that iterate over CHAOS's gather primitive explicitly packs nodes for another processor (those part of cut-edges) before sending them.
The TSM implementation acquires data through stache misses.
To reduce the stache misses caused by cut edges, we reorder data within each partition a second time using RCB. This reordering called TSM-partition (level 2) groups related nodes within a partition and increases spatial locality, which reduces the number of stache misses caused by cut-edges by 2.6% and improves performance over TSM-partition (level 1) by 13%.
Stache misses in the TSM implementation arise from both true sharing through cut edges and false sharing of different nodes residing in the same stache block. In TSM-partition (level 2), we reduced the stache misses caused by true sharing by rearranging each processor's local portion of the mesh. Padding the partitions to block boundaries ( TSM-padding) reduces false sharing, decreases the number of stache misses by 15?Z0,and improves performance by 23Y0.
Mutual Exclusion
The computation in unstructured consists of a series of loops over nodes, edges, and faces. For each iteration of a typical edge loop, the loop updates variables associated with nodes nl and n2 to include the contribution represented by the edge (nl, n2). The updates for a node form a reduction that can be performed in any order, so long as each update occurs atomically.
All three implementations perform reductions directly. In CHAOS, a reduction requires three steps. First, the inspector discovers the connectivity of the mesh, which determines the sharing patterns. Second, each processor computes its local contribution to each node. And third, scatter, a library primitive, uses the connectivity information to send local contributions to nodes' owners. The TSM implementations perform a preprocessing step to split nodes in the partitioned graph into two groups: internal nodes, which have no incident cut edges, and external nodes. For our input matrix, approximately 28% of the nodes are internal after the partitioning.
Internal nodes are only locally updated. Updates to external nodes require mutual exclusion to guarantee atomicity.
The TSM implementations use locks for this purpose. Locks, however, perform poorly for two reasons. First, locks in Blizzard are expensive. Second, sharing, both true and false, forces some stache blocks to ping-pong between processors, which causes a large number of misses.
The final TSM version ( TSM-reduction) implements the reduction directly. First, each processor computes its local contributions to the nodes and then participates in a global reduction. The global reduction operates in a pipelined fashion by dividing the global array into N pieces and having each of N processors update a different piece in N -1 steps.
TSM-reduction also removes the padding to make the data structures compact.
Since the shared arrays are updated only during the reduction phase, severe ping-ponging due to false sharing no longer occurs.
These optimizations reduce the number of stache misses from 21.4 million to 2.3 million and improve performance by 823% over TSM-padding. The XSM version implements the reduction with a custom protocol called direct-reduction, which also optimizes the data transfer. We discuss this in the In summary, properly partitioning data and efficiently performing reductions improves transparent shared memory's performance by a factor of 33. At this point, it becomes necessary to manage unstructured's primary data structures with a custom protocol, which further improves the reductions and distributes data through an update, rather than an invalidation, protocol. These changes produce another factor of 11 improvement, which brings the performance to the level of CHAOS.
Moldyn
Moldyn is a molecular dynamics application. Table 3 shows the results for our implementations of rnoldyn. We divide up the iterations of the p and q loops to distribute the (p, q) pairs equally and then assign interactions to the processor that generates them. This yields an irregular block distribution, which is also used for the force computation loop.
Mutual Exclusion
When a processor generates an interaction, it must append it to the interaction list, which is a reduction. In the CHAOS implementation, mutual exclusion is unnecessary, because a processor only appends entries to its local interaction list. With shared memory, the list is shared and mutual exclusion is required while building the list and computing forces. Our initial TSM implementation, which is not shown in the table, used a global counter, protected by a lock, to indicate the next free entry. This implementation had two problems: the counter was a bottleneck and locks were expensive.
We eliminated both problems with a late-commit reduction, in which each processor collects its interactions into a local buffer. At the end of the loop, each processor knows how many interactions it generated and joins a partial sum computation to find a starting index in the global list. Each processor then copies its local list to the global interaction list.
The late-commit version also optimizes the mutual exclusion in the force computation loop by splitting the loop into two parts.
The first part computes the forces for local interactions (roughly 42% of total interactions) and does not need locks. The second part computes the forces for cut interactions and still needs locks to protect updates to remote molecules.
The force computation in moldyn, however, is also a reduction like the interaction list computation. The CHAOS and TSM implementations use the same mechanisms as the reductions in unstructured. Our XSM implementation uses bulk-reduction, an optimized version of the shared memory reduction.
Bulkreduction mimics the data movement in the shared memory reduction, but uses Tempest's virtual channel mechanism to reduce communication overhead. Using bulk-reduction improves performance by 13% over TSM-reduction.
This performance gain comes largely from reducing the number of messages by 60Y0. (The communication volume actually increases by 25% over TSM-reduction.)
We do not use the As in unstructured, our CHAOS implementation uses the highly optimized gather and scatter primitives from the CHAOS library.
However, we must run the inspector every time the interaction list is rebuilt to determine the sharing pattern of the molecules. Like unstructured, our TSM implementation uses a large block size to reduce the number of stache misses. The interaction list is generated carefully to provide the necessary spatial locality. However, unlike unstructured, the XSM implementation uses a simpler reduction protocol (bulk-reduction) that reduces the number of messages communicated in TSM-reduction substantially.
We do not use an update protocol for the molecules, because the number of misses from molecule reads is very small relative to the size of the interaction list. The simple reduction protocol and absence of an update protocol in XSM avoids any of the preprocessing that is necessary in the CHAOS implement ation.
In summary, as in unstructured, properly partitioning the data and efficiently implementing reductions were crucial to achieving good performance.
In addition, replacing the global lock protecting the interaction list with a more distributed computation was also important, Each particle has associated physical quantities, such as velocity, rotational energy, and position, that change over time.
The list of particles is stored in compressed sparse row format.
Each cell contains its starting index in the particle list and the number of particles assigned to it. The DSMC computation is divided into three distinct phases: collision, move, and index. The collision phase performs collisions between pairs of randomlychosen particles in each cell. The move phase assigns particles to cells based on their coordinates and brings in new particles through the jet stream and sides of the domain.
And the index phase reconstructs the cell-to-particle mapping based on the cell assignment computed for the particles in the move phase. Table 4 shows the results for our implementations of DSMC.
Partitioning
All three of our implementations (CHAOS, TSM, and XSM) block partition the cells among the processors. We partition along the x-dimension first, because more than 65~0 of the moves from a cell are along the x-direction (parallel to the jet-stream flow). This partition induces an initial partition for the molecules: a molecule is assigned to the processor that owns the cell that holds it. As a particle moves between cells, it is reassigned as necessary.
Mutual Exclusion
Since particles can move across processors, some form of mutual exclusion is needed to synchronize updates to the cell data structures (for example, the number of particles in a cell). We avoid locks because they are expensive and cause false sharing.
Instead, all three of our implementations use a late-commit model.
CHAOS uses a primitive called scatter-append that appends to a cell the particles that move into it. During the move phase, CHAOS accumulates changes to the state of the particles locally.
At the end of the move phase, CHAOS determines which particles move to other processors and sends them with the scatter-append primitive.
Our TSM and XSM implementations exploit the observation that most particles move to one of a processor's four neighbors.
Therefore, we first record particles that move from a processor in a local stackone for each of four neighboring processors. Then, in four phases each processor writes to dedicated receive buffers on the neighboring processors.
In the TSM version, the four phases are demarcated by barriers. To handle the infrequent case of a particle moving to some other processor, we lock that processor's shared receive buffer and perform a write. In the XSM version we replaced the remote writes with active mes-sages, one message per particle, that performed the write directly on the receiver. This allowed us to remove the barriers and perform all writes simultaneously, since writes to the same receive buffer by different processors are synchronized through the active message handlers, which execute atomically with respect to other handlers.
5.3.3
Improving Data Transfer
Our CHAOS implementation uses the highly optimized scatter-append primitive from the CHAOS library. Our TSM version uses large stache blocks (1024 bytes), which reduces the number of stache misses by 94V0 over 32-byte blocks.
Large stache blocks improve performance because they allow the dedicated receive buffer to stay with the writing processor for the entire duration of its batched write. Finally, our XSM implementation replaces writes to the dedicated receive buffer with direct sends using Tempest active messages (one per particle), which improves performance over the TSM version by 22%. This optimization reduces the volume of message traffic dramatically (by 88%) at the cost of an increase in messages (roughly 73Yo). Table 4 by 16%. We did not use that load balancing technique in any of our DSIkfC implementations due to insufficient time. TSM performs well for applications whose natural partitions result in acceptable communication overhead (e.g., have good spatial and temporal shared data locality).
TSM also supports any application in a straight-forward manner. However, achieving good performance with TSM can require significant programming effort to restructure a computation to improve data locality. TSM performance, moreover, is not robust and the performance bottlenecks can be obscure.
XSM offers an attractive alternative to TSM. It offers the possibility of robust performance optimization that requires modest changes to TSM programs.
These changes can often be encapsulated in libraries.
Nevertheless, developing a new protocol can require considerable effort to understand a program's communication bottlenecks.
Although this paper considered hand-written applications, a more important use of these systems may be as a compiler run-time system. CHAOS is already being used in this role [8] .
